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ABSTRACT 
 
This study investigates the performance of different backtesting techniques at evaluating market 
risk models with different conditional distributions. The study classifies existing backtesting 
techniques into two groups: Traditional backtesting techniques (Independence, unconditional 
Test, Conditional Coverage Test) that look only at the likelihood of the occurrence of a violation; 
and Modern backtesting techniques (Duration-Based Test, Dynamic Quantile Test, Dynamic 
Binary Test) that look either at the time elapsed between two consecutive violations and the 
relationship between violations and past violations. To achieve this, the study builds different 
types of conditional and unconditional market risk models. Unconditional market risk models 
include the historical simulation and variance covariance methods. The conditional market risk 
models are built by making use of eGARCH processes with different types of conditional 
distribution (asymmetric and extreme value distributions). The empirical analysis is based on daily 
return series of the following stock markets obtained from Bloomberg: - S&P500, FTSE 100, Africa 
All Share Index, and Nikkei 225. The sample period spans from 2006/01/02 to 2018/09/10. This 
sample period is then divided into two overlapping subsamples representing financial crisis, and 
tranquil period respectively.  
The results suggest that traditional backtesting techniques perform better at evaluating the 
different types of market risk models for both financial crisis and tranquil periods. However, the 
modern backtesting techniques perform well during a financial crisis and give misleading results 
during tranquil period. The finding of this study suggest that for an out-sample data of 250 days1, 
the best backtesting techniques to evaluate a model is the traditional backtesting techniques. 
Given the findings of this study, regulators and other decision makers can inform financial 
institutions operating in their respective jurisdictions to be cautious when using modern 
backtesting techniques in the process of evaluating market risk models for the computation of the 
regulatory minimum capital requirement.  
Keywords: value at risk models, backtesting techniques, asymmetric and symmetric GARCH 
processes, asymmetric and extreme value distributions. 
                                                          
1 250 days is approximately one year of trading. 
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1 CHAPTER 1: INTRODUCTION 
1.1 Background 
Value at Risk (VaR) is a market risk measure that is commonly used by Financial 
Institutions for the estimation of risk.  VaR is popular for its simplicity to implement and is 
understood by non-specialist. It can address all types of risk in a single framework which 
allows aggregation of risk. Different types of VaR approaches are used to estimate market 
risk, these are unconditional VaR and conditional VaR approaches.  
 
There are three conventional models that have been used to estimate unconditional VaR; 
Historical Simulation, Monte Carlo simulation and Variance Covariance models. These 
three models are classified as static, they do not account for changes in volatility. 
Furthermore, Monte Carlo simulation and Variance Covariance VaR models are also 
classified as parametric while the historical simulation approach is classified as non-
parametric. The parametric models (Monte Carlo simulation and variance covariance) 
assume that asset returns have a known probability distribution (normal distribution) with 
constant volatility and correlation (Neftci, 2000). However, theory suggests that financial 
returns have three inherent attributes, non-normality, volatility clustering and asymmetry 
of return distribution (Danielsson and de Vries, 2000).  The asymmetry of distribution 
means that the distribution of return is skewed, thus one tail is thicker. Brooks and 
Persand (2003) argued that the assumption of constant volatilities implies that these 
models do not account for volatility updates, hence market changes will not be reflected 
in the VaR estimates.  
 
The discussion of the unconditional VaR models above suggests that these models have 
serious drawbacks and this creates an expectation that these models will generate poor 
VaR estimates. Bollerslev (1986) showed that mispecified distribution of retuns leads to 
inefficient VaR estimate. Studies such as Danielsson and de Vries (2000), Angelidis et al 
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(2007) and Trance (2009) have also proven that historical simulation underestimate risk 
during tranquil period and overestimate VaR during financial crisis. 
  
To overcome the limitations of the unconditional VaR models, the conditional VaR models 
were developed. These models are based on time varying volatility and also assume 
different conditional distribution of returns. These distributions can either be symmetric, 
asymmetric or extreme value distribution.  The Conditional VaR models use GARCH 
process developed by Bollerslev (1986) to capture volatility clustering in financial data. 
The GARCH processes are based on different volatility classes; symmetric and 
asymmetric. The symmetric GARCH models assume that only the size of a shocks has 
an effect on volatility of returns not the direction of the shock (leverage effect) while 
asymmetric GARCH models such as eGARCH model by Nelson (1991) and GJR.GARCH 
model by Glosten, et al. (1993) assume a negative correlation between shocks and asset 
volatility (Malik, 2011). Empirical evidence have proven that asymmetric GARCH models 
provide better VaR estimates than symmetric models (Giot and Laurent (2004), Angelidis 
et al (2007) and Chen, et al. (2011)). 
 
The conditional VaR models also differ from the unconditional model because they 
assume different types of conditional distribution of returns when estimating market risk. 
Unconditional VaR models assume symmetric distribution (normal). However, empirical 
evidence suggest that distribution of returns is skewed, fat tailed and peaked around the 
mean, (Bali, et al. 2008; and Danielsson, et al., 2016). Therefore, VaR model with a 
distribution that accommodate these charcteristics of returns provides accurate of VaR 
estimates. Studies have shown that conditional VaR models with asymetric distributions 
tend to estimate market risk better than conditional VaR models with symetric 
distributions. However, most of these studies were carried out during tranquil periods. 
However, market conditions are not only limitted to tranquil periods, McNeil and Frey 
(2000) argued that financial returns sometimes exhibit extreme movements. They 
recommend the use of extreme value distributions to account for the extreme movements 
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of returns which normally occurs when there is a financial crisis. According to McNeil and 
Frey (2000) extreme value distributions fit the return distributions in the higher quantiles 
and lower quantiles. Therefore, conditional VaR models with extreme value distributions 
tend to produce better market risk estimates during a financial crisis and tranquil period.   
 
To evaluate the accuracy of different market risk models discussed above backtesting 
techniques are used. Existing literature provides a number of backtesting techniques 
used to evaluate market risk models. The fundamental theory behind the backtesting 
techniques is testing the properties of violations. According to Jorion (2007) a violation 
occurs when actual profit/losses exceed estimated VaR. All backtesting techniques 
discussed in the existing literature are either testing if the percentage of violations is 
equivalent to the chosen coverage rates, testing the independence of the violations or 
testing if both percentage of violation and independence of violations holds. 
 
In this study existing backtesting techniques are classified into two groups: Traditional 
backtesting techniques that look only at the likelihood of the occurrence of a violation2; 
and Modern backtesting techniques that look either at the magnitude of the observed 
violation and/or the time elapsed between two consecutive violations.   
 
The traditional backtesting techniques have been evaluated and proven to have low 
power to reject an incorrect model. Campbell (2005) identified a set of weaknesses of 
these backtesting techniques to reject an incorrect model with large sample size. 
Christoffersen and Pelletier (2004)  also argued that traditional backtesting techniques 
only focus on the first order independece and ignored  other forms of independece, thus 
limitting the power of these backtesting techniques to reject an incorrect model. The 
limitations of the traditional backtesting techniques led to further development of modern 
                                                          
2 A violation also referred to as an exception occurs when the estimated VaR is greater than the observed loss on a 
given day.  
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backtesting techniques that could improve the performance of backtesting techniques at 
evaluating market risk models.  
 
The modern backtesting techniques are mainly focused on the improvement of the 
independence test. Christoffersen and Pelletier (2004) introduced the duration based 
backtesting technique that evaluated the independence of duration between two 
consecutive violations. This backtesting technique introduces the test of second order 
independence of violation. Their results showed an improvement in the power of the 
backtesting techniques. Furthermore, Engle and Manganelli (2004) introduced a further 
backtesting technique known as the dynamic quantile backtesting technique which test 
the linear dependency of violation to other variables available in the information set such 
as, past violations and past VaR. This backtesting technique is testing higher order 
independence of violations. Dumistrescu, et al.( 2012) further improved the independence 
test by testing the dependence of violation to other variable using a nonliner function, they 
argued that violations are binary in nature therefore a nonlinear function should be used.  
 
Studies that have evaluated the performance of backtesting techniques have only done 
so for unconditional VaR and conditional VaR models.  Christoffersen and Pelletier, 
(2004) used Historical simulations to estimate VaR with simulated data; Dumistrescu, et 
al.(2012) used a univariate GARCH VaR models with simulated data, Colletaz, et al. 
(2013) used GARCH (t-distribution) VaR model to evaluate the performance of 
backtesting techniques. Zhang and Nadarajah (2018) also used a standard GARCH VaR 
model to review the performance of various backtesting techniques and justified the use 
of the model because it is the most popular VaR model.  
 
The unconditional VaR and conditional VaR models with symmetric and asymmetric 
distributions of returns are not optimal measure for market risk. They have been criticized 
for lack of accounting for extreme and rare events such as financial crisis. With the 
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growing number of turbulences in the financial markets, VaR models without the use of 
extreme value distributions have proven to fail to accurately estimate market risk in these 
market conditions. A number of studies have pointed out the superiority of conditional 
VaR with extreme value distributions (Bali, 2003; Brook, 2005; McNeil and Frey, 2000; 
and Li, 2017). They argue that conditional VaR models with extreme value distribution 
accounts for the distribution of both the heavy tail and the middle region of the returns, 
thus able to capture extreme events. Therefore, the performance of backtesting 
techniques for evaluating market risk models should also be evaluated for this type of 
market risk models.  
 
However, even though conditional VaR with extreme value distribution performs better at 
estimating risk, to our best knowledge no studies have been conducted to evaluate the 
performance of the backtesting techniques at evaluating this type of market risk models. 
This acts as gap to further motivate the need for this study. Thus this study seeks to fill 
this gap in literature by empirically comparing the performance of both traditional and 
modern backtesting techniques at evaluating different market risk models during tranquil 
period and financial crisis period. 
 
Unlike previous studies that have evaluated the performance of traditional and modern 
backtesting techniques using simulated data (Candelon, et al., 2011; Dumistrescu, et al., 
2012; and Pérignon and Smith, 2008); our study makes use of real data to reflect different 
market conditons: - tranquil periods and financial crisis period. It is to the best of our 
knowledge that the evaluation of performance of the backtest during a financial crisis has 
not been explored. Therefore, this paper seeks to address this gap by comparing the 
performance of modern and traditional backtesting techniques at evaluating the different 
market risk models  during tranquil and financial crisis period. This is meant to identify the 
best backtesting techniques at evaluating market risk models during tranquil period and 
financial crisis. 
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1.2 Problem Statement 
The problem of market risk management has progressed from identifying the best market 
risk model to identifying superior backtesting techniques to evaluate market risk models. 
Studies that evaluated the power of backtesting techniques to reject an incorrect model 
has been conducted with the aim of coming up with backtesting techniques that correctly 
evaluates market risk models. 
 
It is of importance to note that previous studies have been focusing on evaluating the 
power of a backtesting techniques to reject unconditional and conditional VaR models 
during normal periods. However, with growing global integration, financial institutions are 
now exposed to extreme market condition due to spill-over effects. Therefore, there is a 
need to identify the backtesting techniques that will perform well at identify a bad model 
during tranquil period and extreme market conditions.  
 
1.3 Objective of the Study 
The objective of this study is to investigate the performance of each type of backtesting 
techniques (modern and traditional) at evaluating market risk models with different 
conditional distribution of returns during financial crisis and during a tranquil period.  
 
1.4 Research Question 
The following are the research questions this paper seeks to answer: 
1. Which type of backtesting techniques perform well at evaluating market risk 
models during tranquil period and financial crisis across different stock 
markets; traditional or modern backtesting techniques?  
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2. Which of the two types of backtesting techniques performs well at 
evaluating conditional VaR model with extreme value distribution during a 
financial crisis and tranquil period. 
 
1.5 Contribution of the Study 
This study is aimed at identifying the best backtesting technique to evaluate market risk 
models during financial crisis and during a tranquil period. It is important for financial 
institutions to know the correct backtesting technique to use to evaluate their internal 
market risk models during these market conditions. The findings of this study will enable 
Financial Institutions to properly manage market risk by using models that have been 
correctly evaluated. The findings of this study can also be used by regulators to correctly 
charge capital after model has correctly been evaluated. 
 
1.6 Outline of the study 
The study consists of five chapters; the first chapter is an introduction which has already 
been discussed above. The second chapter reviews the literature on the different market 
risk models used to estimate risk and different backtesting techniques used to evaluate 
the accuracy of the market risk models. The review of the market risk models and back 
testing techniques is not exhaustive but limited to the market risk models and back testing 
technique that are used in this study. The third chapter outlines the methodology used to 
analyse the performance of the different market risk models and the back testing 
techniques. The fourth chapter presents and discuss the results of the study. Finally, 
chapter five concludes and provides some policy implications and limitation. 
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2 CHAPTER 2: LITERATURE REVIEW 
Backtesting is defined by Basel Committee on Bank Supervision (2005:36) as a tool used 
to compare market risk estimates generated by Financial Institution’s internal market risk 
models and actual daily profit or loss in portfolio value over period of time. It is an 
important element of financial risk management for both financial institutions and 
regulators of financial institutions. Financial institutions use this tool to evaluate the 
accuracy of their internal market risk models. While Financial Regulators use this tool as 
a guide on how much capital to charge Financial Institutions based how many times the 
actual profit and loss exceed the model risk estimates. If actual profit or loss exceed a 
model risk estimates, this is called a violation or exceedance. This section reviews how 
different backtesting techniques are used to evaluate the accuracy of market risk models. 
 
The literature review of this study is divided into two categories; theoretical and empirical 
literature review. Theoretical literature discusses the theories underlying the different 
types of backtesting techniques. The empirical literature reviews how the back testing 
techniques has been used by different researchers to evaluate the accuracy of different 
market risk models and outline the gap in the literature that this study seeks to fill. 
 
2.1 THEORETICAL LITERATURE REVIEW 
Theoretical literature review provides an overview of the theory underlying the different 
types of backtesting techniques available for the evaluation of different market risk 
models. This section will discuss both traditional backtesting techniques and modern 
backtesting techniques. 
2.1.1 Traditional Backtesting Techniques  
There are three different traditional backtesting techniques to be reviewed in this section. 
These are unconditional backtesting technique, independence backtesting techniques 
and conditional coverage backtesting technique. 
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2.1.1.1 Unconditional Test 
The Unconditional Test was proposed by Kupeic (1995), this backtesting technique 
assesses whether the frequency of violations over a given holding period corresponds 
with the predetermined frequency of violations at the same alpha level. The 
predetermined frequency of violations is calculated by multiplying the sample size by 
alpha level. The alpha level is calculated as one minus a chosen quantile of losses, 
Example, if the quantile is 99%, then the alpha level is 0.01. Assuming a holding period 
of 250 days and alpha level of 0.01, the predetermined frequency of violation is 
approximately 3. According to Dowd (1998), a violation occurs when a realized profit/loss 
are greater than the model generated profit/loss. This test is called unconditional test 
because it does not take into account when the violation occurs (Jorion, 2007). 
  
There are two critical elements of the unconditional test, the alpha level and the sample 
size. Jorion (2007) considers the choice of alpha level important as he noted that higher 
confidence interval decreases the accuracy of a market risk model, this was also 
confirmed in another study by Katsenga (2013). Katsenga tested the accuracy of market 
risk models at different confidence intervals (99%, 95% and 90%). The market risk model 
was rejected at 99% and not rejected at 95% and 90%. By implication, this could result in 
type I or type II error. 
 
The sample size is another important element of the unconditional test. Hass (2005) found 
that unconditional backtesting technique has low power to reject an incorrect model with 
a sample size of 250 days. Similar results are found in Hurlin and Tokpavi (2006). 
Neippola (2009) also found Kuipec test to be statistically weak for sample size 
recommended by international regulators. Therefore, these findings accounts for the 
importance of the choice of sample size when evaluating the accuracy of market risk 
models especially for the unconditional backtesting technique. 
 
 
To confirm the accuracy of the market risk model, Nieppolla (2009), Haas (2001) and 
Campbell (2005) believe that one back test is not sufficient. If only one test is used to 
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evaluate a risk model this could lead to type I or type II error. Katsenga (2013) used two 
different backtesting techniques to evaluate a market risk model. He used unconditional 
test and independence backtesting techniques and he found different results from these 
two backtesting techniques confirming that relying on unconditional backtesting technique 
alone would have led to wrong conclusion about the model. 
 
While unconditional test is considered very simple test, it has some weaknesses. 
Christoffersen (1998) identified the weakness of the backtesting technique with small 
sample size and failure to account for dispersion of violations. Christoffersen believed 
that a market risk model with clustered violations is too slow to adjust to changes in market 
conditions, therefore it cannot accurately model market risk. If market conditions changes, 
the risk model cannot capture them thus it should be regarded as a bad model. Therefore, 
a backtesting technique that fails to evaluate the clustering of violations will fail to reject 
such model. 
  
2.1.1.2 Independence Test  
In realising the weakness in the unconditional backtesting technique, Christoffersen 
(1998) addressed this weaknesses by developing an independence backtesting 
technique. This backtesting technique tests for independence between two violations. 
The rationale of the independence test is to check if the probability of violation on any 
given day is indepednent on whether there was a violation the previous day. 
Christofferesen argues that the historical violations should not give any information of 
future violations, thus making the violations independent.  
 
However, the independence backtesting technique does have some weaknesses. 
Christoffersen and Pelletier (2004) criticised the independence backtesting technique for 
only checking for independence of consecutive violations not the general independence 
of the violation series. Simply put, the backtesting technique ignores all other forms of 
dependency; it only considers first order dependency and not general dependency. To 
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correct this weakness, Christoffersen and Pelletier (2004)  proposed a new independnce 
test that focused on the general dependency of the violations.  
2.1.1.3 Conditional Coverage Test  
Given the short coming of the unconditional coverage and independence backtesting 
techniques, Christoffersen (1998) proposed a new backtesting technique called the 
conditional coverage test. This backtesting technique is jointly testing the property of 
correct number of violations and independence of violations. It is testing any deficiency in 
a market risk models of either one or both the properties of violations. 
 
The weaknesses of this backtesting technique was argued by Campbell (2005), he 
argued that the conditional coverage backtesting technique has the capacity to identify a 
risk model that jointly violates both unconditional and independence combined but this 
comes at an expense of decreasing the ability to point out the property the market risk 
model failed. He continues to argue that some studies have shown that in some cases a 
market risk model was not rejected with the conditional coverage test while rejected with 
either the unconditional test or the independence test, which gives contradictory results.   
 
An example of the weakness of the conditional coverage test was outline by Katsenga’s 
(2013). He used three traditional backtesting techniques; the unconditional coverage, 
independence and conditional coverage backtesting techniques to evaluate the accuracy 
of a market risk model. He found contradictory results, the unconditional back test 
rejected the market risk model at higher confidence interval and not rejected at lower 
confidence interval while the independence test did not reject the market risk model for 
all alpha levels. However, the conditional coverage test rejected the model at lower alpha 
levels and not rejected at higher alpha levels. Niapolla (2009) found similar results when 
using the same test for equity portfolio. Therefore, Campbel (2005) suggested the use of 
all three test when evaluating the market risk model so to determine which property of 
violation is violated. 
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2.1.2 Modern Backtesting Techniques 
The following sections discusses the theory underlying different modern backtesting 
techniques in the evaluation of the accuracy market risk models. There are three modern 
backtesting techniques to be discussed. These are Duration Based, the Dynamic 
Quantile, and the Dynamic Binary backtesting techniques. 
2.1.2.1 Duration-Based Test 
The duration based backtesting technique was developed Christoffersen and Pelletier 
(2004) to improve the independence test of Christofferssen’s (1998). This backtesting 
technique is testing the general independency of violations unlike Christofferssen’s (1998) 
backtesting technique which is testing for independence between consecutive violations. 
The general dependence was evaluated by checking if there is any dependency on the 
duration of time between violations. The dependency may show up as excess of short 
duration (volatile periods) or long no-violation duration (quiet periods), thus capturing 
higher order dependency.  An example of violation of the duration-based test was in 
Berkowitz and O’Brien (2002) where the results showed that violations were fewer than 
expected but clustered around the year 1998 for all banks used in their study.  
 
The duration-based backtesting technique test assumes that the duration of time between 
violations follows a geometric distribution. Therefore, the test is testing if the actual 
duration of time between violations follow the assumed distribution. Christoffersen and 
Pelletier (2004) worked with a geometric form of distribution and tested the no memory 
property by using a weibull function with a flat hazard function.  
 
Christoffersen and Pelletier (2004) articulated that a correctly specified market risk model 
should have no memory property. Therefore, according to Hass (2005) this test could also 
be testing the no memory property in the violations. The information of the duration of 
time between the violations can be captured using Exponential Autoregressive 
Conditional Duration (EACD) model suggested by Engel and Russels (1998) and the 
Weibull distribution proposed by Weibull (1951). Wiebul argued that if a market risk model 
produces violations, Weibull distribution can be used to model the duration between the 
violations. 
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The duration-based test has some limitations. One of the limitations of the duration-based 
back test was outlined by Candelon, et al. (2011), they found that this backtesting 
technique exhibits low power to reject an incorrect model for realistic back testing sample 
size, for example, the one-year sample size required by the international supervisory 
authorities. Secondly, Haas (2005) argues that this test also relies on continuous 
functions (the continuous Weibull function) of the duration distribution; however, these 
functions are not suitable for the concept of violations because the violations are discrete. 
Finally, Christoffersen and Pelletier’s (2004) backtesting technique does not allow formal 
separate test for independence but only test conditional coverage in a unified framework. 
2.1.2.2 Dynamic Quantile Test  
The dynamic quantile test like all other tests discussed above is testing the independence 
and conditional coverage properties. However, the only difference about this test is that 
the independency property is tested using a linear regression.  The pioneers of this test 
are Engle and Manganelli (2004), they  used  a linear regression model to test the 
dependency between the current violations and past violation. They used the current 
violations as the dependent variables and for the explanatory variables they used the past 
violations with other information that may explain the violations. This test overcomes the 
limitations of Christoffersen (1998), it test  for higher order independence in the violations.  
 
The perfomance of the dynamic quantile back test was supported by different authors 
who campared the perfomance of the test with other backtesting techniques. Amongst 
these authors is Pelletier and Wei (2014) who evaluated the power of different backtesting 
techniques which included the independence test of Christoffersen (1998), conditional 
coverage Christoffersen (1998), and the dynamic quantile test of test of Engle and 
Manganelli (2004). Their  results show that the power to reject an incorrect model was 
higher for  the dynamic quantile back test than the Christorfferssen indendepence test. 
Similar test was done by  Berkowitz, et al. (2009) and their results showed that the 
dynamic quantile test perfomed very well compared to Christofferssen’s independece test 
even for fewer violations. Therefore, this means that the dynamic quantile test has 
advantage of perfoming the test even with small violation series unlike the other test, the 
duration-based test. 
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However, even though the dynamic quantile test has advantage over other back testing 
techniques, it has some limitations. Clements and Taylor (2003) highlighted one of the 
weakness of the dynamic quantile test. They argued that parameter estimates should be 
modeled by non-linear model since the violations are binary by nature (in which there are 
two possible outcome). The results of Pohlman and Leitner (2003) concede with this 
argument. Their results show that the logistic model yielded more accurate predictions of 
the dependent variable than a linear model. They used the average squared difference 
between observed and predicted to evaluate the accuracy of the predictions. Their 
conclusion pointed to the logistic model as more superior than linear models. Clements 
and Taylor (2003) made similar conclusion, they argued that the linear models cannot 
efficiently estimate the model parameters and they proposed the use of logic model, 
which will estimate the parameters using a log-likelihood ratio. 
 
2.1.2.3 Dynamic Binary Test 
The Dynamic binary backtesting technique pioneered by Dumistrescu, et al.( 2012) uses 
a regression model to test the independence of violations. The difference with this 
backtesting technique and dynamic quantile backtesting technique is that it takes into 
account the dicotomous nature of the vioaltions and uses a non-linear regression model 
as opposed to the linear model used by Engle and Manganelli’s (2004). This test is 
regressing the binary response variable to several lags of violations, lags of VaR. The 
parameters of the model were estimated by maximum likelihood method as describe in 
Kauppi and Saikkonen (2008). Based on the properties of independence test of 
Christoffersen (1998), lagged values of the explanatory variables should not have any 
predictive power on the binary response variable.  
This backtesting technique has advantage in that it can be easily implemented, it allows 
separate test for unconditional coverage property, independence property and conditional 
coverage property and finally it exhibit finite sample size propeties in very small samples, 
(Dumistrescu, et al., 2012). 
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The dynamic binary backtesting technique has some limitaions. This back testing 
techniques together with the backtesting techniques discussed above has the limitation 
that it only takes into acount the frequancy of losses and not the magnitude of the losses 
Colletaz, et al. (2013). However, market participants are more interested in the magnitude 
of their losses and not how often they will make a loss. Banking regulators may also want 
to penalise financial institutions with larger losses than institutions with moderate losses 
in terms of capital requirement (Lopez,1999). 
 
2.2 Empirical Literature Review  
The following section discusses how different types of backtesting techniques have been 
used in the evaluation of market risk models. Available studies have evaluated the 
performance of the different types of backtesting techniques with the traditional 
backtesting techniques used as benchmark to evaluate the performance of the modern 
backtesting techniques. This section is aimed at uncovering gaps in the literature by 
exploring existing literature. 
2.2.1 Traditional Backtesting Techniques 
Literature available for traditional backtesting techniques has been focused on the studies 
that used this backtesting techniques for evaluating the performance of market risk 
models and studies that have evaluated the performance of the traditional backtesting 
techniques at evaluating market risk models. The following section will discuss the use of 
these backtesting techniques for the two purposes. 
The traditional backtesting techniques have been used to evaluate the accuracy of 
different market risk models. Among the market risk models evaluated are unconditional 
market risk models. Theory suggest that these models fail to efficiently evaluate market 
risk because of the assumption of constant volatility and known distribution of returns, 
(Brooks & Persand, 2003). Using the traditional backtesting techniques, Marimoutou et 
al. (2009) evaluated the performance of Historical Simulation model and found the model 
to meet the unconditional coverage test but failed to meet the conditional coverage test. 
Furthermore, O’Brien and Szerszen (2014) also used traditional backtesting techniques 
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to evaluate the performance of Historical Simulation model during a financial crisis and it 
failed to adequately estimate risk during this period. Both studies suggest that the 
unconditional models fail to appropriately model market risk. 
 
Similarly, Tsung-Wei Tseng (2009) used traditional backtesting techniques to evaluate 
unconditional VaR models for different stock indices, over a period that include both 
tranquil and financial crisis. His findings suggested that the unconditional models is one 
of the best approach to estimating market risk. These findings were also confirmed i a 
study by Sobreira and Rui (2019) where the model had high non-rejection rates when 
evaluated with a traditional backtesting techniques. Both studies used outsample size 
larger than 1000 data points. These findings suggest this market risk model is a good 
model, however, theory suggest that this model is a bad model because it fails to account 
for volatility changes.  
The sudies discussed above evaluate the same model but produce different results. It is 
not clear whether the model is good or bad or it is the evaluation technique that is not 
able to pick that the model is bad. Futhermore, these studies are evaluating the 
performace of the unconditional model over different market condition. It would be 
interesting to see if the performance of the model will change over different market 
conditions. 
 
The traditional backtesting techniques has also been widely used in the evaluation of 
conditional VaR models. This model estimate conditional volatility with GARCH models, 
where GARCH models are either symmetric or asymmetric. Studies that have evaluated 
the performance of this model includes Li (2017), Thupayangale (2010), Angelidis (2004). 
These studies found the conditional VaR models with asymmetric GARCH models to 
perform well at estimating market risk than asymmetric models.  Bucevska (2013) further 
evaluated the performance of GARCH based VaR models pre-crisis, during crisis and 
post crisis period, his findings suggest that this model perform well in estimating risk 
across all market conditions. In his study no evidence of violations clustering was found.   
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Contrary to the above finding, Smolović, et al. (2017) found different results of the 
performance of GARCH models in VaR estimation with outsample data that included a 
financial crisis and tranquil period. Their findings showed that the unconditional coverage 
test rejected most of the GARCH models at 95% coverage rate, while Christoffersen’s 
independence tets failed to reject most of the GARCH-VAR models. This was only 
focused on the Marcedonian stock exchange. These finding point to the inconsistancy of 
the two traditional backtesting techniques at evaluation of GARCH models. However, this 
study did not separate the two market conditions. Theory suggest that this model fails to 
adequately estimate risk during financial crisis.  Therefore, this study will evaluate the 
performance of the tradional backtesting technique at evaluating the conditional VaR 
model during financial crisis and during tranquil period. This is meant to see if the backtest 
will give consistent results with theory. 
 
Lastly, the traditional backtesting techniques have also been used at evaluating the 
performance of conditional VaR with extreme value theory models. VaR with extreme 
value theory is very popular for capturing market risk during a financial crisis or extreme 
volatile conditions. Gençay, et al. (2003) evaluated the perfomance of this model using 
violation ratio (Kuepic test)  and found this model to adequately estimate market risk 
across different quantiles in Turkey stock exchanges index. This index is charcterised by 
high volatility. In addition to violation ratio  Totić and Miloš (2016) also used the conditional 
coverage test to evaluate this model with a rolling window of 1000 data. They used two 
sets of data; one that included both tranquil and financial crisis and another that seperated 
the data into subsample (before, during and after the financial crisis). In both data set, the 
model could not be rejected at different alpha levels, and the performance of the model 
showed improvement as the quantiles were increasing. 
 
In evaluating the performance conditional VaR with EVT distribution using traditional 
backtesting techniques, Gencay and Selkuc (2004) found the model to perfom well at 
higher quantiles and failed at lower quantile. However, their study was based on tranquil 
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period. This brings in an important element of the perfromance of backtesting techniques 
at evaluating a model, the quantile used and the market condition. This study will try to fill 
this gap by seperately evaluating the perfromance of the market risk model at different 
market conditions and at different quantiles. This is meant to determine if the perfomance 
of the traditional backtesting techniques at evalauting this market risk model differes 
during the two market conditions and at different quantiles. 
2.2.2 Modern Backtesting Techniques. 
Modern backtesting techniques are not  popular yet in the evaluation of market risk 
models. There are few studies that use these backtesting techniques to evaluate market 
risk models, it could be that some are new and complicated than traditional backtesting 
techniques. These studies includels Kuester, et al. (2006), Sobreira & Rui (2019) and Su 
(2015). The following sections will discuss studies that have used the modern backtesting 
techniques to evaluate the market risk model. Evaluate if the results are consistent with 
theory on the perfromance of the makert riks model.  
 
There are very few studies that have used the modern backtesting techniques to evaluate 
the unconditional market risk models, among the few is a study by Kuester, et al. (2006) 
who evaluated the performance of this market risk model with dynamic quantile 
backtesting technique during a tranquil period. Similarly, results were found by Sobreira 
and Rui (2019) who compared the perfomance of the model at different sample size and 
quantile levels during a financial crisis. Their findings showed that the model produce very 
few non-rejection percentage compared to other models, which got worse as the quantile 
decreased and as sample size increased. These results suggests that this model is poor 
at estimating market risk during tranquil period and financial crisis periods.  
 
Futhermore, other studies used the modern backtesting techniques to evaluate 
conditional VaR models. The dynamic quantile backtesting technique was used by Aloui 
and Ben Hamida (2014) in evaluating the perfomamce of conditional VaR model for GCC 
stock markets during a financial crisis. The test failed to reject the model, leading to the 
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conclusion that the model is able to capture the dynamics of stock returns during financial 
crisis. Another study by Kuester, et al. (2006) evaluated the performance of conditional 
VaR models during tranquil period using dynamic quantile backtesting technique with 
different outsample data (outsample of 1000, 500 and 250 data points) and their findings 
revealed that these models  performs well at estimating market risk for both large and 
small outsample. Different results were found by Su (2015) when evaluating EGARCH 
models with asymmetric distribution, his findings were not consistent across different 
quantiles. The backtest rejected the models at 95% quantiles and failed to reject at 99% 
quantile.  
 
There is some contradiction in the evaluation results of the conditional model. Theory 
suggests that this market risk model fails during a financial crisis and perfroms well during 
tranquil period. The study by Aloui and Ben Hamida (2014) found contrary results and the 
study by Su (2015) found an additional element that theory does not test; the perfromance 
at different quantiles. 
 
Futhermore,  the modern backtesting techniqes have also been used to evaluate the 
performance of conditional model with EVT distribution. Kuester, et al. (2006)   were 
among the few researchers, they used dynamic quantile to evaluate the performance of 
conditional model with EVT distribution. Their results  suggest that the model performs 
well at higher quantile but perfomance weakens at lower quantile. These results concede 
with the findings of  Sobreira and Rui (2019) in their analysis of the perfomance of EVT 
models evaluated using dynamic quantile. This suggest that the model will be rejected at 
lower quantiles. 
 
The outsample size is another important factor in the rejection of the model. Sobreira and 
Rui (2019) compared the percentage of non-rejection of the conditional VaR with EVT 
distribution model using dynamic quantile backtesting techniques. His finding show that 
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a smaller sample size give higher perentage of non-rejection rates than bigger sample 
size at higher quantiles, however, inconclusive results are found in lower quantiles. These 
results suggest that the perfomance of this backtesting techniques detoriate as the 
sample size increase. In the same study the duration based backtesting techniques gave 
similar results with higher non-rejection rate for small sample size than large sample size. 
These findings suggets that the conditional VaR with EVT distribution model performs 
well with smaller sample size than larger sample size.These results are consistent across 
the different modern backtesting technique. These results are also supported by theory 
that this model perfroms well at all market conditions. This study will further test if this 
model perofrms well across different market for generalisation to be justified. 
The disucssion of the modern backtesting techniques above show that there are few 
mordern backtesting techniques that are used in the evaluation of market risk model. 
These are Dynamic Quantile and Duration Based Test. Therefore, we can conclude that 
these backtesting techniques perform well at evaluating a model. This study will fill this 
gap by evaluating the perfomace of other backtesting techniques not used in the 
evaluating of market risk models. This will be done by evaluating market risk models with 
the modern backtesting techniques like Dynamic Binary backtesting techniqes across 
different stock markets. 
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3 CHAPTER 3: METHODOLOGY 
This chapter provides detailed outline of the methodology used in this study. The 
methodology is divided into two sections. The   first section discusses in details the 
unconditional VaR models, the Historical simulation, Monte Carlo Simulation and 
Variance Covariance approaches. The second section discusses the conditional VaR 
models with the different specification of the volatility models and different conditional 
distributions. The last section discusses the details of the different backtesting techniques 
that will used to evaluate the different market risk models. 
3.1 Market Risk Models 
There are two types of market risk models that will be discussed in this section. These 
are unconditional VaR and conditional VaR models. The first section will describe the 
methodology behind the unconditional models while the section will discuss methodology 
behind the conditional VaR models. 
3.1.1 Unconditional VaR Models 
There are different types of unconditional VaR models, however, for the purpose of this 
study the historical simulation and Monte Carlo simulation, and the variance covariance 
VaR models will be used to estimate market risk. The following section discusses the 
methodology behind these unconditional VaR models. 
3.1.1.1 Historical Simulation 
This model is non-parametric meaning that it does not make assumptions about the 
distribution of returns. This approach uses historical data to construct the distribution of 
returns, then compute the parameters of the return distribution to obtain the quantile of 
the distribution. If we assume that the date it taken from day 1 to day t and 𝒓𝒕 𝐢𝐬 the return 
series. Using the obtained quantile of the distribution, according to Goorbergh and Vlaar 
(1999) VaR estimates with coverage rate p will be calculated as the quantile of the 
sampled returns and is calculated using the following specification; 
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𝑉𝑎𝑅𝑡+1
𝑝 = 𝑃𝑒𝑟𝑐𝑒𝑛𝑡𝑖𝑙𝑒 {{𝑟𝑡−1}
𝑚
𝑡 = 1
, (100 ∗ 𝑝)%}      (1) 
 
3.1.1.2 Monte Carlo Simulation 
Monte Carlo simulation is a parametric approach, therefore, it makes assumption about 
the distribution of returns. It assumes that the distribution of returns follow a known 
distribution, a normal distribution. This approach generates the behaviour of asset prices 
through a simulation of random path. The VaR is then determined from the distribution of 
simulated portfolio values.  
3.1.1.3 Variance Covariance   
This VaR approach also assume that asset returns are normally distributed. It uses 
historical data to compute the mean, variance of asset returns. The normal distribution 
allows the use of standard deviation as a volatility measure. VaR is calculated using the 
following equation; 
𝑉𝑎𝑅1−𝛼(𝑥) = 𝜇 + 𝜎(𝑧)             (2) 
Where 𝜇 is the mean and 𝜎 is the volatility is described by the standard deviation. Where 
z is the standard value of the asset returns calculated as; 
𝑧 =
𝑥−𝜇
𝜎
           (3) 
3.1.2 Conditional VaR 
This type of VaR model assumes that conditional volatility is dependent upon past own 
lags. Assuming the return process at time t is follows the process in equation 2 below, the 
one step ahead forecast of the VaR will be computed based on the equation 3 below. 
𝑉𝑎𝑅𝑡+1(𝛼) = 𝜇𝑡+1(𝑋𝑡/𝑋𝑡−1) + 𝜎𝑡+1(𝑋𝑡/𝑋𝑡−1)𝐹
−1(𝛼)     (4) 
 
where 𝜇𝑡+1 𝑖𝑠 the conditional mean models,  𝜎𝑡+1 𝑖𝑠 the conditional volatility models, 
𝐹−1(𝛼) 𝑖𝑠   𝛼𝑡ℎ quantile of the innovation the conditional distribution. Equation 4 above 
show that VaR estimate is a linear combination mean, volatility and the distribution of the 
innovation.  Thus conditional VaR models assume time varying conditional mean and 
conditional variance.  
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3.1.2.1 Conditional Mean Model 
The conditional VaR model assume that the conditional mean model is time varying, 
therefore, this study will use a time varying mean which will be captured by an 
Autoregressive Moving Average [ARMA (p, q)] process. The assumption of the ARMA 
model is that current returns are a linear combination of past returns and follows a known 
statistical distribution of residuals. The general form of the ARMA (p,q) model is presented 
in equation 4 where the order of autocorrelation is p and order of moving average is q.  
𝑟𝑡 = 𝑎0 + ∑ 𝑎𝑖𝑟𝑡−𝑖
𝑝
𝑖=1 + ∑ 𝑏𝑗𝜀𝑡−𝑗
𝑞
𝑗=1        (5) 
 
where 𝑟𝑡 𝑖𝑠 stock market return, 𝜀𝑡 are residuals, 𝑎0 is a constant, 𝑎𝑖  are the coefficient of 
AR model and bj are coefficient of the MA model. To determine the lags of the AR and 
MA term this study will use the Autocorrelation function (ACF) and Partial Autocorrelation 
Function (PACF). 
 
3.1.2.2 Conditional Volatility Models  
The conditional VaR model also assume that volatility is time varying, that can be 
modelled using the Generalised Autoregressive Conditional Heteroscedasticity GARCH 
process developed by Bollerslev, et al. (1992).  There are different GARCH process used 
to estimate time varying volatility, with the standard GARCH process as the benchmark  
volatility model presented in equation 6 below; 
 
𝜎𝑡
2 = 𝑐0 + ∑ 𝑐𝑖𝜀𝑡−𝑖
2𝑚
𝑖=1 +  ∑ 𝑑𝑗𝜎𝑡−𝑗
2𝑛
𝑗=1        (6) 
 
where 𝑐0 is the mean volatility level, 𝑐𝑖 and 𝑑𝑗  are measures of persistence of volatility for 
given shocks, 𝜀𝑡−𝑖
2  is the news from previous period which are normally distributed with 
mean zero and unit variance,  𝜎𝑡−𝑗
2  is forecast variance from previous period. The above 
GARCH model has been popular, however, its weakness is that it assumes that bad and 
good news have the same impact on conditional volatility (Malik,2011) however, empirical 
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evidence has shown that volatility in stock market is asymmetric (Bucevska, 2013). 
Therefore, this study will use an asymmetric volatility model: -the eGARCH developed by 
Nelson (1991) to model conditional volatility. The eGARCH model has the following 
specification; 
𝑙𝑛𝜎𝑡 = 𝑤𝑡 + 𝛽𝑡(𝜎𝑡−1) + 𝛾𝑡 (
𝜀𝑡−1
√𝜎𝑡−1
2
) + 𝛼𝑡 [
|𝜀𝑡−𝑗|
𝜎𝑡−1
2 − √
2
𝜋
]     (7) 
  
where 𝜎𝑡 is the assumed conditional volatility, 𝛼 is the symmetric effect of the model and  
𝛽 is the persistence in conditional volatility, the higher the value of 𝛽 the more time 
volatility will take to die out. In the case of a financial crisis, the value of 𝛽 is expected to 
be higher than during tranquil period. 𝛾 is the leverage parameter which is also a measure 
of asymmetry. If 𝛾 = 0  it means the model is symmetric, if 𝛾 < 0 it means negative shocks 
generate more volatility than positive shocks, this is the case of financial crisis. If 𝛾 > 0 it 
means positive shocks generate more volatility than negative shocks, this is a case during 
tranquil periods. Since the conditional volatility is modelled with a natural log function, this 
means that even if the parameters are negative the variance will not be negative. This 
ensures that the model passed the non-negativity condition of variance. 
   
3.1.2.3 Conditional distributions of Innovations  
There are two conditional distribution of the returns that will be used in this study. The 
Generalised extreme distribution (ged) discussed in Purczynnski (2003) and McNeil and 
Frey (2000).  
3.1.2.3.1 Generalised Extreme Distribution: ged  
Financial data has been proven by Danielsson, et al. (2016) to exhibit asymmetric 
distribution. The innovations(𝑍𝑡) in Equation 5 above are assumed to be independently 
and identically distributed with mean zero and unit variance. This distribution was chosen 
because it is one of fat tail distributions.  We consider that the return series follows the 
following process: 
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𝑟𝑡 = 𝜇𝑡 + 𝜀𝑡           (8) 
𝜀𝑡 = 𝜎𝑡𝑍𝑡 and  𝑍𝑡~𝑁(0,1)                  (9) 
            
where  𝑍𝑡 are the innovations, the ged density function is described as; 
𝐹(𝑥) =
𝜆.𝑠
2.𝛤(
1
𝑠
)
. 𝑒𝑥𝑝(−𝜆𝑠. |𝑥 − 𝜇|𝑠)        (10) 
 
where 𝜆, 𝑠, 𝜇, Γ(𝑧) are shape, scale, location and Euler function of parameter of the density 
function. The parameters will be estimated using a maximum likelihood estimation. 
3.1.2.3.2 Extreme Value Theory Distributions 
McNeil and Frey (2000) acknowledges that most financial time series exhibit  fat tail 
distribution which are modeled with conditional distributions, however,  innovations also 
exhibit heavy tail distribution that need to be accounted for. This study will use extreme 
value distribution to model the heavy tail dustribution of innovations. This way the EVT 
approach accomodates both fat tail and heavy tail return distribution. In applying the EVT 
approach this study adopts the Peak Over Threshold (POT). 
 
The POT method identifies residuals that are above a chosen threshold (𝑢). These 
residuals will be called exceedences. The exceedences are modelled seperately from the 
non-extreme residuals. Assuming that the residuals  (𝑧𝑡) are iid random variable from an 
unknown distribution (𝐹𝑧), given the high threshold 𝑢 the mangitude of the exceedances 
is defined as 𝑦𝑖 = 𝑧𝑖 − 𝑢 𝑓𝑜𝑟 𝑖 = 1 … 𝑁𝑦 where 𝑁𝑦 is the total number of exceedances in 
the sample. The distibution of 𝑦𝑖 for a given sthreshold is geven by; 
𝐹𝑢(𝑌) = 𝑃(𝑧 − 𝑢 ≤ 𝑦|𝑧 > 𝑢)     𝑤ℎ𝑒𝑟𝑒 𝑦 ≥ 0        (4) 
 
Assuming that sample observation of innovation is  𝑋𝑡 𝑤ℎ𝑒𝑟𝑒 𝑡 = 1. . 𝑛 with a common 
distribution 𝐹(𝑥) = 𝑃(𝑋𝑡 ≤ 𝑥) used in the previous VaR models. The extreme values are 
extracted from a threshold(𝑢) such that  𝑋𝑡 > 𝑢 for any t. .  The excess over threshold is 
defined as 𝑦 = 𝑋𝑖 − 𝑢 and the distribution of the exceedances is defined as; 
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𝐹𝑢(𝑦) =
𝐹𝑧(𝑦+𝑢)−𝐹𝑧(𝑢)
1−𝐹𝑧(𝑢)
          (5) 
Where 𝐹𝑢(𝑌) is the probability that z exceed u by an amount that is not greater than y 
given that z exceed u. Since 𝑧 = 𝑦 + 𝑢 the equation can be rearranged to; 
𝐹𝑢(𝑧) = 𝐹𝑢(𝑦)[1 − 𝐹𝑧(𝑢)] + 𝐹𝑧(𝑢)      𝑓𝑜𝑟 𝑧 > 𝑢       (6) 
According to the theorem of Balkema and de Haan (1974) for a high threshold the 
distribution function of the exceedances 𝐹𝑢(𝑦) can be the approximated by the following 
Generalized Pareto Distribution (GPD). As the threshold gets large, the excess 
distribution function converges to the GPD. The GPD is defined as; 
𝐺𝜉𝜐(𝑦) = {
1 − (1 + 𝜉 (
𝑦
𝜈
))
−
1
𝜉
      𝑖𝑓 𝜉 ≠ 0
1 − 𝑒−
(𝑦)
𝜈                        𝑖𝑓 𝜉 = 0
       (7) 
  
Where 𝜉 is the shape parameter that governs the tail behaviour of the limiting distribution 
and ν is the scale parameter. It should be noted that GPD can assume different 
distribution depending on value of the shape parameter. For 𝜉 > 0, this corresponds to 
fat tail distributions such as pareto,t, Cauchy,loggamma and Fretcher whose tail decays 
like a power function. For  𝜉 = 0, this corresponds to thin tail distributions such as Gumbel, 
normal, exponential, gamma and lognormal whose tail decay exponentially. For 𝜉 < 0 this 
corresponds to finite distributions such as uniform and beta. However, financial data 
exhibit fat tails therefore we assume 𝜉 > 0 and use the pareto distribution to model the 
tails of the residuals. Therefore 𝐹𝑢(𝑦) will be approximated by equation (10) above, it 
should also be noted that 𝐹𝑢(𝑧) is determined by 
𝑇−𝑁𝑦
𝑇
 then equation (11) simplifies to; 
 
𝐹𝑢(𝑧) = 1 −
𝑁𝑦
𝑇
 (𝑒(−
𝑦
𝜈
))            (8) 
 
The EVT based VaR model will be implemented by firstly fitting the ARMA (1, 1) GARCH 
model with ged distribution to the returns by maximum likelihood estimation to get one 
step ahead conditional mean (𝑟𝑡+1)and conditional volatility (𝜎𝑡+1). The extreme value 
27 
 
distribution will be applied to the standardised residual retrieved from the fitted model. 
The VaR estimates will therefore be calculated using the following equation; 
  
𝑉𝑎𝑅𝐺𝑃𝐷(𝑞) = ?̂?𝑡+1 +
𝜎𝑡+1
𝜉
[(
1−𝛼
𝐹(𝑢)
)
−𝜉
− 1]`       (9) 
 
3.1.2.4  Diagnostics test for the market risk models  
Before estimation of the VaR, the model is fitted in the data and we have to perform 
diagnostics test to ensure that the model fits the data well. There are two diagnostics tests 
to be performed. We will first test if the fitted model residuals are not auto correlated. The 
Ljung Box Test will be used for testing the presence of autocorrelation in the model 
residuals, the maximum lag to be tested will be 5. The Ljung box test is testing the null 
hypothesis against the alternative as specified below; 
H0: The residual are independently distributed 
      H1: The residual are not independently distributed 
The null hypothesis will be tested by using the following test statistics; 
𝑄 = 𝑛(𝑛 + 2) ∑
?̂?𝑘
2
𝑛−𝑘
5
𝑘=1          (10) 
where n is the sample size,𝜌 is the autocorrelation at lag k and for this study maximum 
lags to be used is five. Under the null hypothesis the test statistics follows a chi-squared 
distribution with maximum number of lags as degrees of freedom. The null hypothesis will 
rejected when the p-value is less than the significance level. 
 
The second diagnostic test to perform is the ARCH effect test. This test is meant for 
detecting autoregressive conditional heteroscedasticity in the residuals, an ideal situation 
after fitting the model is that residuals should not present autoregressive 
heteroscedasticity. The ARCH LM test will be used for testing the following null 
hypothesis; 
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H0: No ARCH effect in the residual          
               H1: presence of ARCH effect in the residuals 
The test statistic to be used to test the null hypothesis is described below; 
𝜀𝑡
2 = ?̂?0 + ∑ 𝛿𝑠𝜀𝑡−𝑠
2 + 𝜈𝑡
𝑞
𝑠=1          (11) 
where the squares residuals are regressed on a constant and lagged squared residuals 
up to lag (q). The test statistic follow a chi-squared distribution. The null hypothesis will 
be rejected if the p-value is less than the confidence interval of which is 5% for this study. 
       
3.2 Back Testing Techniques Specification 
This section outline different method of evaluating market risk models. The models used 
in this study are similar in that they all focus on the transformation of estimated profit and 
loss, however, they are different in the way some of the assumption about the profit and 
loss is executed. The realized profit and losses over a predetermined interval are denoted 
as 𝑋𝑡+1  and the estimated profit and loss are denoted by VaR (α), the violations are 
defined by the following function;  
𝐼𝑡+1(𝛼) = {
1, 𝑎𝑛𝑑𝐼𝑓  𝑋𝑡+1 ≤ −𝑉𝐴𝑅(𝛼)
0, 𝑎𝑛𝑑 𝐼𝑓  𝑋𝑡+1 ≥ −𝑉𝐴𝑅(𝛼)
       
 (12) 
All the backtesting techniques that will be discussed below are based on the above 
violation function. Where 𝐼𝑡+1(𝛼) is a binary variable, which takes the value 1 if there was 
a violation and 0 if there was no violation. 
3.2.1 Traditional Backtesting Techniques 
3.2.1.1 Unconditional Coverage  
The unconditional coverage test will be used to evaluate the market risk models by testing 
the assumption that the probability of violation is equivalent to the alpha level (α), where 
the alpha level is the probability of estimation error. The assumption is represented as 
follows; 
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𝑷𝒓(𝑰𝒕(𝜶) = 𝟏) = 𝜶          (13) 
 
If the above expression is not satisfied, the market risk model will be rejected. This will 
either mean the market risk model under estimate the risk (if the outcome is significantly 
less than α) or the market risk model overestimate the risk (if the outcome is significantly 
greater than α). According to Kupeic (1995), this test assumes that the violations follow a 
binomial distribution represented by the following expression; 
 
𝑷(𝑰(𝜶)) = ( 𝑻
𝑻𝟏
) 𝒑𝑻𝟏(𝟏 − 𝒑)𝑻𝟎        (14) 
 
where 𝑻𝟏the number of days where there were violations, 𝑻𝟎 is the number of days in 
which there were no violations 𝑻 is the number of trials and 𝒑 is the probability of exception 
exceeding the given confidence interval.  According to this test the probability of actual 
losses exceeding VaR forecast must be equal to the coverage rate 𝛼. Using a sample of 
T observations Kupeic’s (1995) test statistic take the following form; 
𝑳𝑹𝒖𝒄(𝜶) = −𝟐𝒍𝒐𝒈 (
𝟏−𝒑
𝟏−𝝅
)
𝑻𝟎
(
𝒑
𝝅
)
𝑻𝟏
        (15) 
 
where 𝑻 is the total number of observations, 𝒑  is the expected probability of violation, 𝝅 
is the recorded percentage of violations. The test statistics is based on the null hypothesis 
that the empirical probability of violations matches the given probability. The test statistic 
according to Virdi (2011) follows a Chi-squared distribution with one degrees of freedom, 
therefore the null hypothesis is rejected if the test statistic’s p-value is less than the alpha 
level. 
3.2.1.2 Independence Test 
The second back testing technique that will be used is the independence test pioneered 
by Christoffersen (1998). This technique is testing the independence of violations 
between two consecutive dates for the same coverage rates. This test assumes that 
violations are independent over time. Campbell (2005) emphasize that the violations 
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should not convey any information about the occurrence of violations in the future. A 
model that accurately estimate market risk assumes that probability of a violation today 
should be independent of whether or not there was a violation the previous day. 
 
To test the order of violations, this test will make use of a contingency Table that record 
violations on adjacent days. It examines whether the probability of a violation occurring a 
day after a previous violation had occurred is the same as the probability of a violation 
that occurred a day after no violation occurred. The independence test assumes that the 
two probabilities are the same, if they differ it means that the violations are clustered 
therefore the market risk model is not adequate.  The contingency Table is presented 
below; 
 
 𝑰𝒕−𝟏 = 𝟎 𝑰𝒕−𝟏 = 𝟏  
𝑰𝒕 = 𝟎 𝑛00 𝑛10 𝑛00 + 𝑛10 
𝑰𝒕 = 𝟏 𝑛01 𝑛11 𝑛01 + 𝑛11 
 𝑛00 + 𝑛01 𝑛10 + 𝑛11 N                        
 
where; 
  N00, no  violation at time 𝑡 − 1 and no violation at time 𝑡. 
 n10  violation in time 𝑡 − 1 but no violation at time 𝑡. 
               n01,  no VaR violation at time 𝑡 − 1 but  violation on at time 𝑡 
 n11, VaR Violation at time 𝑡 − 1 followed by VaR violation at time 𝑡. 
 
The independence test was applied using the following likelihood ratio test statistic; 
 
𝑳𝑹𝒊𝒏𝒅 = −𝟐𝒍𝒏 (
(𝟏−𝝅)𝑻𝟎  𝝅𝑻𝟏
(𝟏−𝝅𝟎𝟏)
𝒏𝟎𝟎 𝝅𝟎𝟏
𝒏𝟎𝟏(𝟏−𝝅𝟏𝟏)
𝒏𝟏𝟎  𝝅𝟏𝟏
𝒏𝟏𝟏
)      (16) 
 
where 𝝅𝟎𝟏 =
𝒏𝟎𝟏
𝒏𝟎𝟎  +  𝒏𝟎𝟏
,  𝝅𝟏𝟏 =
𝒏𝟏𝟏
𝒏𝟏𝟎+ 𝒏𝟏𝟏
 , 𝝅 =
𝒏𝟎𝟏+𝒏𝟏𝟏
𝒏𝟎𝟎 + 𝒏𝟎𝟏+𝒏𝟏𝟎+𝒏𝟏𝟏
 and  𝜋𝑖𝑗 is the number of 
days when condition j occurred assuming that condition i occurred the previous day.  𝜋𝑖 
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is the probability of observing a violation conditional on the state 𝑖 the previous day. The 
test statistic according to Roy (2011) is Chi-squared distributed with one degrees of 
freedom. The null hypothesis of no independence is rejected if the test statistic is greater 
than the critical value. Furthermore, the null hypothesis is not rejected if the proportion of 
violation that occur after a previous violation, 𝐼𝑡−1=1 is the same as the proportion of 
violation that occur after a day which no violation occurred, 𝐼𝑡−1 = 0. This means that the 
null hypothesis is not reject if; 
𝜋01 =  𝜋11 = 𝜋          (17) 
 
3.2.1.3 Conditional Coverage Test. 
The third backtesting technique used in this study is conditional coverage test which is 
jointly testing the properties of unconditional coverage assumption and the independence 
assumption. This test was pioneered by Christoffersen (1998), it uses a likelihood ratio 
test statistic that combinines the test statistic of unconditional coverage test and the 
independence test shown below; 
𝑳𝑹𝒄𝒄 = 𝑳𝑹𝑼𝑵 + 𝑳𝑹𝒊𝒏𝒅         (18) 
 
The null hypothesis tested is that the probability of violations is equal to alpha level and 
the violations are independent. The test statistic follows a Chi-squared distribution with 
one degree of freedom. The null hypothesis is rejected if the test statistic’s p-value is 
greater than the confidence interval. 
3.2.2 Modern Backtesting techniques  
3.2.2.1 Duration Based Approach 
The fourth back testing technique to be used is the duration based approach. This 
backtesting technique is testing the general independency of the duration between 
violations. Specifically, it is testing if the amount of time that will elapse between violations 
is independent over time. If there is any dependency in the duration between violations, 
this according to Christoffersen and Pelletier (2004) suggest that there is volatility  
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clustering.  The main variable considered in this test is the duration of time between two 
violations which is denoted as; 
     𝐷𝑖 = 𝑡𝑖 − 𝑡𝑖−1                (19) 
  
where 𝑡𝑖 is the day of violation number 𝑖. The null hypothesis to be tested in this back 
testing technique is that there is no dependency in the duration series, which suggest that 
the no-violation duration series should have no memory. To verify the no memory 
property, the only memory-free distribution is the exponential distribution (Kiefer, 1988). 
The null hypothesis will to be tested is that the duration series follows an exponential 
distribution. The alternative hypothesis is that the duration series follows a Weilbul 
distribution. The Weilbul distribution allows for dependency in the duration series. The 
probability density function (pdf) of exponential distribution is given by the following; 
 
𝒇𝒆𝒙𝒑(𝑫; 𝒑) = 𝒑 𝒆𝒙𝒑(−𝒑𝑫)         (20) 
 
where E(D) =
1
𝑝
 ; where p is the violation ratio. The probability density function of the 
Weibull distribution  is given by the following; 
 
𝒇𝒘(𝑫; 𝒑, 𝒃) = 𝒑
𝒃𝒃𝑫𝒃−𝟏𝒆𝒙𝒑 (−(𝒑𝑫))𝒃       (21) 
The Weilbul distribution includes an exponential distribution where the b=1. Therefore the 
null hypothesis of the test becomes; 𝐻𝐼𝑁𝐷: 𝑏 = 1. When 𝑏 > 1, this is an indication 
excessive short no-violation duration (very volatile period) and when 𝑏 < 1, this is an 
indication of excessive long no-violation durations (sTable periods). In both conditions it 
means there is dependency in the no-violation durations therefore leading to the 
alternative hypothesis , 𝐻𝐼𝑁𝐷: 𝑏 ≠ 1. 
To implement this back testing technique, we need to first transform the violation series 
into a duration series using equation 22. This requires counting the duration of time 
between violations. However, the series 𝐷𝑖 does not give full information. For instance, if 
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the first and the last hit value is zero, we only know that the process lasted at least up to 
𝐷1 and 𝐷𝑁(𝑇) days. Therefore, we are required to create series 𝐶𝑖  such that 𝐶𝑖 = 1 is if the 
duration is censored and 𝐶𝑖 = 0 if it is not censored. The duration can only be censored 
for the first and the last duration, all the other duration the process can be calculated by 
counting the number of days between the violations. For the first duration, if the first hit 
value is a zero, the duration is calculated as the number of days until the first hit and 𝐶1 =
1 because the series is left censored. If the first hit value is 1, the duration is simply the 
number of days until the second hit, and 𝐶𝑖 = 1 because the series is right censored. For 
the last duration, if the last hit is zero, 𝐷𝑁(𝑇) is the number of days after the last hit and 
𝐶𝑁(𝑇) = 1  because the series is left censored. The same way, if the last hit value is one, 
𝐷𝑁(𝑇) = 𝑡𝑁(𝑇) − 𝑡𝑁(𝑇)−1 and 𝐶𝑁(𝑇) = 0. Combining the censored and the uncensored 
observation will give the following log-likelihood function; 
𝑙𝑛(𝜃: 𝐷1 … 𝐷𝑁(𝑇)) = 𝐶1𝑙𝑛𝑆(𝐷1) + (1 − 𝐶1)𝑙𝑛𝑓(𝐷1) + ∑ 𝑙𝑛(𝑓(𝐷𝑖)) + 𝐶𝑁(𝑇)𝑙𝑛𝑆(𝐷𝑁(𝑇)) +
𝑁(𝑇)
𝑖=2
(1 − 𝐶𝑁(𝑇)) 𝑓(𝐷𝑁(𝑇))          (22) 
 
where 𝐶1 takes value 1 if duration 𝐷𝑖 is censored, otherwise zero, 𝑆 is the survival function 
of variable 𝐷𝑖 and N is the number of violation. The contribution of the uncensored 
duration is the corresponding p.d.f. For the censored observations, the contribution is its 
survival function 𝑆𝐷𝑖 = 1 − 𝐹(𝐷𝑖)  and not its p.d.f. 𝜃 is the vector of parameters. The pdf 
and the survival function depend on the chosen parameters. For each test the pdf is 
defined and the survival function is derived from it. The log-likelihood statistic for the test 
is defined as; 
 
𝐿𝑅𝑖𝑛𝑑 = 2𝑙𝑛𝐿(𝜃
∗; 𝐷1 … 𝐷𝑁(𝑇)) − 2𝑙𝑛𝐿(𝜃0; 𝐷1 … 𝐷𝑁(𝑇))     (23) 
 
where 𝜃∗ is the vector of parameters that maximize the log-likelihood function and 𝜃0 is 
the parameter that maximizes the log-likelihood function under the null hypothesis. The 
null hypothesis will be rejected if test statistic’s p-value is less than the confidence interval.  
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3.2.2.2 Dynamic Quantile Approach 
The fifth backtesting technique that will be used in this study is a dynamic quantile test. 
This is a regression based backtesting technique that tests the independence of violation 
using a linear regression function. This test evaluates the independence of violation from 
other variables that maybe informative in the determination of violations. This technique 
assume that the violations takes the following values; 
 
𝑰𝒕(𝜶) = {
𝟏 − 𝜽                𝒊𝒇  𝒓𝒕 < 𝑽𝒂𝑹𝒕(𝒂)
−𝜽                𝒐𝒕𝒉𝒆𝒓𝒘𝒊𝒔𝒆
       (24) 
 
To test the independency of violations, the violations are used as the dependent variable 
and the explanatory variables are all the variables included in the information set. The 
independence of the violations is tested using the following linear regression; 
 
    𝑰𝒕(𝜶) = 𝜹 + ∑ 𝜷𝒌𝑰𝒕−𝒌(𝜶)
𝒏
𝒌=𝟏 + ∑ 𝜸𝒌𝒈(. ) + 𝝐𝒕
𝒎
𝒋=𝟏    (25) 
 
where 𝜖𝑡 is an 𝑖𝑖𝑑 process, 𝑰𝒕−𝒌(𝜶) is the lagged violations, g(. ) is any other information 
that is assumed to be informative of the violations; 𝜹, 𝜷𝒌 and 𝜸𝒌 are parameters to be 
estimated using ordinary least squares. The null hypothesis to be tested using the above 
regression model is defined below; 
 
𝐻0(𝐼𝑛𝑑): 𝛽1 = ⋯ 𝛽𝐾 = 𝛾1 = ⋯ = 𝛾𝐾 = 0       (26) 
𝐻0(𝐶𝐶): 𝛿 = 𝛽1 = ⋯ 𝛽𝐾 = 𝛾1 = ⋯ = 𝛾𝐾 = 0  ∀𝑘 = 1, … , 𝐾    (27) 
The null hypothesis above simultaneously tests for unconditional coverage property and 
independence property. The independence property is fulfilled by 𝛽1 = ⋯ 𝛽𝐾 = 𝛾1 = ⋯ =
𝛾𝐾 = 0, and the conditional coverage property is fulfilled by 𝛿 = 𝛽1 = ⋯ 𝛽𝐾 = 𝛾1 = ⋯ =
𝛾𝐾 = 0, where 𝛿  is the parameter for unconditional test. The test statistic for 
independence and Conditional coverage test will be defined by the following relations; 
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𝐷𝑄𝐼𝑛𝑑 =
?̂?′𝑅′(𝑅[𝑍′𝑍]−1𝑅′)
−1
𝑅?̂?
𝛼(1−𝛼)
         (28) 
 
𝐷𝑄𝑐𝑐 =
?̂?′𝑍′𝑍?̂?
𝛼(1−𝛼)
              ~   𝜒2(2𝑘 + 1)       (29) 
   
where Ψ = (𝛿, 𝛽1 … 𝛽𝐾, 𝛾1 … , 𝛾𝐾)′ is a vector of the parameters to be estimated, Z is a 
matrix of ones in the first column and the dependent variables of the model in the other 
columns and R as a 1 × (𝑛 + 𝑚 + 1) matrix. 
 
The 𝐷𝑄𝑐𝑐  and 𝐷𝑄𝐼𝑛𝑑 test statistics are approximated by a Chi-Square (𝜒
2) distribution with 
𝑛 + 𝑚 degrees of freedom for the independence test and 𝑛 + 𝑚 + 1 degrees of freedom 
for the conditional coverage test. The null hypothesis is rejected if the test statistic’s p-
values are less than the confidence interval. 
3.2.2.3 Dynamic Binary Approach 
This backtesting technique is similar to the dynamic quantile, the difference is that this 
backtesting technique uses a non-linear approach to test the relationship between the 
current violations and other variables in the information set. Similar to the dynamic 
quantile back testing technique, the dynamic binary back testing technique is also testing 
both the hypothesis of independence and conditional coverage. The binary response 
model for the conditional probability of a violation is defined by the following process. 
 
𝑃𝑟[𝐼𝑡(𝛼) = 1|ℱ𝑡−1] = 𝛦[𝐼𝑡(𝛼) = |ℱ𝑡−1] = 𝐹(𝜋𝑡)      (30) 
Where 𝐹(. ) is the cumulative density function, ℱ𝑡−1 is the set of information available at 
time 𝑡 − 1. Assuming that the index 𝜋𝑡 satisfies the following autoregressive model; 
𝜋𝑡 = 𝑐 + ∑ 𝛽𝑗𝜋𝑡−𝑗
𝑞1
𝑗=1 ∑ 𝛿𝑗𝐼𝑡−𝑗
𝑞2
𝑗=1 ∑ 𝜓𝑗𝜄(𝑥𝑡−𝑗, 𝜑)
𝑞3
𝑗=1 ∑ 𝛾𝑗𝜄(𝑥𝑡−𝑗, 𝜑)𝐼𝑡−𝑗
𝑞4
𝑗=1    (31) 
 
where 𝜋𝑡 is a binary process with values 1 if there is a violation and zero if there is no 
violation,  𝜄(. ) is a function of lagged explanatory variables that are linked to the index 𝜋 
in the information set and 𝑥𝑡 is a vector of explanatory variables. Variables included in the 
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𝑥𝑡−𝑗  are lagged returns and lagged VaR. Different specification of the index 𝜋 are defined 
below with different variables included in the information set; 
𝐷𝐵1: 𝜋𝑡 = 𝑐 + 𝛽1𝜋𝑡−1          (32) 
𝐷𝐵2: 𝜋𝑡 = 𝑐 + 𝛽1𝜋𝑡−1 + 𝛿1𝐼𝑡−1(𝛼)         (33) 
𝐷𝐵3: 𝜋𝑡 = 𝑐 + 𝛽1𝜋𝑡−1 + 𝛿1𝐼𝑡−1(𝛼) + 𝛿2𝐼𝑡−2(𝛼)       (34) 
𝐷𝐵4: 𝜋𝑡 = 𝑐 + 𝛽1𝜋𝑡−1 + 𝛿1𝐼𝑡−1(𝛼) + 𝛿2𝐼𝑡−2(𝛼) + 𝛿3𝐼𝑡−3(𝛼)     (35) 
𝐷𝐵5: 𝜋𝑡 = 𝑐 + 𝛽1𝜋𝑡−1+𝜓1𝑉𝑎𝑅𝑡−1        (36) 
𝐷𝐵6: 𝜋𝑡 = 𝑐 + 𝛽1𝜋𝑡−1 + 𝛿1𝐼𝑡−1(𝛼) + 𝜓1𝑉𝑎𝑅𝑡−1      (37) 
𝐷𝐵7: 𝜋𝑡 = 𝑐 + 𝛽1𝜋𝑡−1 + 𝛿1𝐼𝑡−1(𝛼) + 𝜓1𝑉𝑎𝑅𝑡−1 + 𝛾1𝑉𝑎𝑅𝑡−1𝐼𝑡−1    (38) 
The first four specification correspond to a dynamic binary response model which includes 
the lagged index as explanatory variables and the lagged past values of the violations 
process. The fifth and the sixth specifications have been derived from Engle and 
Manganelli (2004) autoregressive quantile specification CaViaR and more specifically 
from their symetric absolute value specification where the index is asummed to respond 
symetrically to lagged VaR values. The last specification introduces an assymetry to the 
response of the index to lagged VaR values by adding the interaction term of the VaR 
and corespnding violations which takes into account the appearance of a violation. 
 
To estimate parametres of the dynamic binary model we make use of the standard 
numerical method proposed  by Kauppi and Saikkonen (2008) which make use of a 
loglikehood function maximisation to estimate the parametres of the model. If we define 
the parameters as 𝜃 = (𝛽′, 𝛿′, 𝜓′, 𝛾′) which excludes the constant and the explanatory 
variables at time 𝑡 as 𝑍𝑡. The parametre could be estimated by maximising the folowing 
loglikehood function for each of the 7 specification; 
𝒍𝒏(𝜽, 𝒄; 𝑰(𝜶), 𝒁) = ∑ [𝑰𝒕(𝜶)𝒍𝒏𝑭(𝝅(𝜽, 𝒄, 𝒁𝒕)) + (𝟏 − 𝑰𝒕(𝜶))𝒍𝒏 (𝟏 − 𝑭(𝝅(𝜽, 𝒄, 𝒁𝒕)))]
𝑻
𝒊=𝟏  (39) 
 
Testing the null hypothesis of independence and conditional coverage using the dynamic 
binary model, the same approach used in the Dynamic quantile is used; testing the nullity 
of the coefficients. We test the following; 
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𝐻0(𝐼𝑛𝑑): 𝛽 = 0, 𝛾 = 0, 𝜓 = 0 𝑎𝑛𝑑 𝑐 = 𝐹
−1(𝛼)       (40) 
𝐻0(𝐶𝐶): 𝛿 = 0, 𝛽 = 0, 𝛾 = 0, 𝜓 = 0 𝑎𝑛𝑑 𝑐 = 𝐹
−1(𝛼)     (41) 
Under the null hypothesis the index variable 𝜋 is independent of any of the explanatory 
variables belonging in the information set and the conditional probability of a violation is 
equal to the coverage rate, 𝛼.  
𝑷𝒓(𝑰𝒕 = 𝟏|𝓕𝒕−𝟏) = 𝑭(𝑭
−𝟏(𝜶)) = 𝜶       (42) 
 
The test statistics for both independence and conditional coverage test denoted by 
𝐷𝐵𝐿𝑅𝐼𝑛𝑑   and 𝐷𝐵𝐿𝑅𝑐𝑐. 𝐷𝐵𝐿𝑅𝑐𝑐 is testing for simultaneous property of unconditional coverage 
and independence. The test statistics for independence and conditional coverage tests 
are defined as follows; 
𝐷𝐵𝐿𝑅𝐼𝑛𝑑 = −2{𝑙𝑛𝐿(0, 𝐹
−1(𝛼); 𝐼𝑡(𝛼), 𝑍𝑡) − 𝑙𝑛𝐿(𝜃; 𝐼(𝛼),  𝑍𝑡)}  ~  𝜒
2 𝑤𝑖𝑡ℎ 𝐷𝑖𝑚(𝑍𝑡) − 1 𝑑𝑓  
 (43) 
𝐷𝐵𝐿𝑅𝑐𝑐 = −2{𝑙𝑛𝐿(0, 𝐹
−1(𝛼); 𝐼𝑡(𝛼), 𝑍𝑡) − 𝑛𝐿(𝜃, ?̂?; 𝐼(𝛼),  𝑍𝑡)}  ~  𝜒
2 𝑤𝑖𝑡ℎ 𝐷𝑖𝑚(𝑍𝑡) 𝑑𝑓   (44)  
 
where 𝐷𝐵𝐿𝑅𝑐𝑐is 𝜒
2 distributed with 𝐷𝑖𝑚(𝑍𝑡) degrees of freedom and 𝐷𝐵𝐿𝑅𝐼𝑛𝑑 is 𝜒
2 
distributed with 𝐷𝑖𝑚(𝑍𝑡) − 1 degrees of freedom, 𝜃 is a vector of estimated parameters 
and ?̂? is the estimated intercept of the model.  
 
3.3 Conclusion 
The section above describe the detailed outline of the three market risk models used to 
estimate market risk measures in the four stock markets under this study. It further 
outlines six back testing techniques used to evaluate the performance of the market risk 
models. The choice of the best backtesting techniques among the six test outlined will be 
inferred by the ability to fulfil the expectations of the performance of the market risk 
models. The next chapter presents the analysis and discussion of the evaluation results 
from the different back testing results outlined in section 3.4
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4 CHAPTER 4: EMPIRICAL ANALYSIS 
This chapter begins by outlining the descriptive statistics of the data used in this study.  
The second section presents and discusses results of the estimated VaR models using 
the methodology discussed in chapter 3. The third section presents and discusses the 
model evaluation results for the different market risk models using the different 
backtesting techniques discussed in the methodology section and the last section 
concludes by summarising the findings of the study and recommends for policy 
implications given the results of the study. 
4.1 Data Description 
This study is based on daily data from four stock market returns; S&P500, FTSE 100, 
African All Share Index, and Nikkei 225. These stock indices are proxies for stock market 
returns in the respective countries. S&P 500 is a proxy for the USA stock market return, 
FTSE 100 a proxy for UK stock market returns, All Share Index a proxy for South African 
stock market returns, and Nikkei 225 a proxy for Japanese stock market returns. The data 
used in this study was obtained from Bloomberg. 
 
The data was sampled from 2006/01/02 to 2018/09/10. This period was chosen because 
it includes the 2008-2009 financial crisis and tranquil period after the financial crisis. The 
data was divided into two subsamples. The main objective of dividing the data is not to 
correctly identify dates corresponding to the crisis period but rather to investigate the 
dynamic impact of the different types of backtesting techniques at evaluating market risk 
model during the two market conditions. Subsample one starts from 02/01/2006 to 
04/02/2010, representing the financial crisis and subsample two from 05/02/2010 to 
27/09/2018 representing tranquil period as represented in Figure 1 below. 
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Figure 1: Evolution of stock market returns during financial crisis and tranquil periods 
Figure 1 above presents stock prices plots for the two market conditions; the financial 
crisis and tranquil periods. The financial crisis plots for all the stock markets show sudden 
drop in the stock prices around 2008-2009, this was the period of financial crisis. The 
Japanese stock market shows a smooth drop in stock prices while the all other stock 
markets had a sharp decrease. After the financial crisis the stock prices for all stock 
markets prices picked smoothly to the level of pre-crisis prices. The data is further 
described in Tables 1 below.  
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Table 1: Descriptive Statistics 
Norm.Test.p is the normality test p-value results at 95% confidence interval 
Table 1 above show that US, Africa and Japan stock market exhibit negative stock market 
return during a financial crisis while UK stock market exhibit positive stock market returns. 
However, all the stock market have a mean closer to zero, UK has the highest return 
(0.0002) and Japan with the least mean return (-0.00004). During this period, Japan had 
the highest volatility (0.02), while UK had the least volatility (0.015). 
All stock markets exhibit positive skewness except for Japanese stock markets. This is 
an indication that all the stock markets have asymmetric returns.  The kurtosis of the stock 
market returns are greater than 3 for most of the stock markets, except for Africa stock 
market. This mean that during the financial crisis these stock markets returns exhibited 
leptokurtic distribution, implying fat tails. However, African stock markets resembles thin 
tails. The skewness and kurtosis of all the stock markets show that these market return 
are not normally distributed. This is confirmed by the normality test which was rejected. 
 
Table 1 also presents descriptive statistics for all stock market during tranquil period. All 
stock market returns have mean returns closer to zero. The results also show that during 
tranquil period Japan still has the highest volatility while US has the lowest volatility. All 
the stock markets exhibit asymmetric distribution, with UK and Africa having positive 
skewness while US and Japan show negative skewness. Africa and UK resemble thinner 
tails with kurtosis less than 3 while US and Japan stock markets resemble fat tails with 
excess kurtosis. The results show that the distribution of the stock market returns are not 
normally distributed during tranquil period. The normality results confirm these results, 
since the p-value of the normality test at 95 confidence interval is less than 0.05. 
Financial Crisis Tranquil Period 
  UK US Africa Japan UK US Africa Japan 
mean 0.00020 -0.00004 -0.00030 -0.00032 -0.00012 0.00047 -0.00029 0.00047 
std.dev 0.01557 0.01815 0.01661 0.02003 0.00942 0.00924 0.00952 0.01331 
skewness 0.29048 0.04529 0.26975 -0.10734 0.24379 -0.43054 0.21146 -0.42689 
kurtosis 6.73132 6.94825 2.30967 7.32348 2.61312 4.61824 1.40596 5.11830 
Norm.Test.p 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
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There descriptive statistics show that for all stock markets volatility was higher during 
financial crisis than tranquil period, while mean return fell during financial crisis. Therefore 
implying that all the stock market were negatively affected by the financial crisis. However, 
the distribution of the returns did not change for most of the stock markets except for UK 
stock markets which has fat tails during financial crisis and thin tail during tranquil period. 
4.2 Market risk Models Estimation 
Market risk is estimated using two types of VaR models. The first type of VaR model is 
unconditional VaR using historical simulation method and Variance-covariance method. 
The second type of   VaR model is conditional VaR model with ged distribution and EVT 
distribution. Each model is estimated using data from the 2 subsamples; sample 1 for 
financial crisis period and subsample 2 for tranquil period, at different confidence levels; 
99% (α=0.01), 97.5% (α=0.025) and 95% (α=0.05). The VaR estimates are forecasted 
using an out sample of 250 observations which is equivalent to one year and the results 
are discussed in the following sections. 
4.2.1 Unconditional VaR Estimation 
To estimate the unconditional VaR estimates this study used two models, one non-
parametric models (Historical simulation) and one parametric model (Variance-
covariance models) at different quantiles. Since the Historical simulation model makes 
not assumption about the distribution of the returns, the VaR estimates are directly 
estimated from the historical data and the results are presented in Figure 2 for financial 
crisis and Figure 3 for tranquil period. For the Variance-covariance model the daily returns 
are used to calculate the mean return and standard deviation with a moving average and 
each time period the VaR is estimated using the mean return and standard deviation. The 
estimated VaR results are presented in Figure 2 for financial crisis and Figure 3 for 
tranquil period. The VaR estimates for both models are compared with actual profit and 
losses for both financial crisis and tranquil periods. 
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Figure 2: Unconditional VaR during Financial Crisis (2006-2009) 
 
The results in Figure 2 above show that in most of the stock markets, the Historical VaR 
estimates overestimates risk. These results concede with the findings of Li, (2017) who 
found such model to underestimate risk risk during high volatility because it fails to 
account for changes in volatility. However, the variance-covariance estimate 
underestimate risk especially for days where there is high volatility. This is shown by 
excessive violations. This could be due to presence of volatility clustering which this 
model fails to account for (Angelidids and Degiannakis, 2005) during a financial crisis. 
It can also be observed that there during this period the variance-covariance estimates 
has some fluctuation compared to historical simulation VaR estimates. This is due to the 
fact that Historical simulation does not account for volatility while variance-covariance 
model use standard deviation to model volatility. However, both models do not adequately 
account for market changes in both market conditions. 
 
43 
 
 
Figure 3: Estimation of Unconditional VaR during tranquil period (2010-2018) 
 
The results in Figure 3 above show that both market risk models under estimated risk for 
all the stock markets during the tranquil period. All the stock markets had excessive 
violations. The plots also show very low flexibility of the VaR estimates relative to actual 
profits and loss for all the stock markets at the different alpha levels.  This result concede 
with the results of Danielsson and de Vries (2000), who attributed the inflexibility of the 
VaR to be because of the assumption of constant volatility. The market volatility is not 
reflected in the static VaR estimates. Market risk models that takes into account changes 
in volatility are discussed in the following sections. 
 
The results from Figure 3 above also show that the historical simulation approach during 
tranquil period predicted higher VaR than Variance-Covariance method. While during the 
financial crisis the opposite is observed. 
4.2.2 Conditional VaR Estimation 
The conditional VaR model used in this study is the eGARCH model with ged distribution 
and eGARCH model with EVT distribution. This models have been used because they 
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have been proven to capture most characteristics of financial return; asymmetry, 
leverage, volatility clustering (Nelson, 1991). The first part of this sections present results 
of eGARCH estimation with ged distribution during financial and tranquil period and 
results of estimation of eGARCH estimation with EVT distribution. The second part of this 
section then presents VaR estimation during financial crisis and during tranquil period 
using both eGARCH with ged distribution and eGARCH with EVT distribution. 
4.2.2.1 eGARCH Parameter Estimation using ged distribution During Financial 
Crisis 
Table 2 below presents the parameters for the mean model, eGARCH with ged probability 
distribution model and the model diagnostic test results. The model was fitted on the stock 
market returns. The parameter are estimated using maximum likelihood estimation and 
we then use the t-statistics to  ascertain if the estimated value significantly depart from 
the actual parameters of the distribution of returns. The residuals are then extracted from 
the model and tested if they exhibit autocorrelation and heteroscedasticity. 
Table 2: eGARCH parameter estimates with ged probability distribution during a 
financial Crisis. 
  
UK 
  US 
Africa Japan 
  Estimate t-value Estimate t-value Estimate t-value Estimate t-value 
mu 0.00 -0.2081 0.00 5.1481 0.00 -1.0678 0.00 1.9545 
ar1 0.482226 6.2939 0.598407 21.6357 0.020718 0.0024 -0.26273 -7.1338 
ma1 -0.5641 -7.5296 -0.70158 -26.4190 -0.01985 -0.0023 0.231942 6.3113 
omega -0.20392 -29.7617 -0.17969 -4.5801 -0.20031 -48.8833 -0.40333 -6.7910 
alpha1 0.14844 10.5457 -0.18679 -4.5721 0.132726 5.9203 -0.12028 -6.7608 
beta1 0.97787 11404.8528 0.982247 220.1875 0.97691 3770.5369 0.95437 141.4781 
gamma1 0.131526 7.5559 0.140959 2.6684 0.098975 3.4086 0.209539 7.8285 
shape 1.639961 13.4409 1.13741 11.6704 1.782033 17.0449 1.391861 22.4246 
 Ljung-Box test 
Standardised 
Residual (lag 5) 
1.8451 [0.1744] 3.36 [0.066] 3.032 [0.08163] 6.578 [0.0103] 
Squared 
Standardised 
Residual (Lag5) 
3.886 [0.043] 8.425 
 
[0.13434] 4.748 [0.02933] 10.326 [0.001312] 
 ARCH-LM Test 
ARCH Lag[10] 11.771 [0.3006] 18.541 [0.0465] 11.186 [0.3432] 18.232 [0.05117] 
Persistence 
(α+β) 1.125 0.794 1.106 0.834 
The values in parenthesis [] are p-values. 
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The results in Table 2 above show that the Autoregressive (AR) and moving average 
(MA) are statistically significant and are less than one for all stock market returns. This 
implies that past returns and past shocks do not have much influence on current returns. 
Therefore this means the residuals are stationary, with return that are mean reverting. 
The eGARCH parameters show that for UK and African stock market the size effect of 
shock has a greater impact on volatility, this is shown by the significant alpha parameter. 
The US and Japan stock market, the size of a shock does not have an impact on volatility, 
this is shown by the insignificant alpha parameter. This results explain the descriptive 
statistics of these models where volatility was found to be higher compared to other stock 
markets 
 
The beta coefficients for stock market returns are statistically significant, implying 
persistent of volatility for all stock market during financial crisis. The gamma coefficient 
which measure leverage effect is statistically significant for all the stock market returns 
implying asymmetry of the impact of news. UK and African stock markets have negative  
leverage effecting which means that bad news have more impact on volatility than good 
news. US and Japan have a positive leverage coefficient which means that good news 
have more impact on volatility than bad news. The result UK and Japan could be 
explained by the insignificant impact of shock size effect. 
 
To further test the goodness of fit of the model we tested for residual autocorrelation and 
ARCH effect using the Ljung-Box test at lag 5 and the ARCH-LM test at lag 10. The results 
of Ljung-Box test suggest that the squared residual are correlated for all stock market 
returns, however, the ARCH-LM test suggest that the no presence of heteroscedasticity 
in the residuals for all the stock markets. Therefore, because of the autocorrelation of the 
squared residuals we could conclude that the model did not fit the stock market returns 
well. This results concede with the expectation of the study. Therefore the model should 
be rejected for these stock market. 
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4.2.2.1 eGARCH Parameter Estimation using ged Distribution during Tranquil 
Period 
Table 3 below presents parameter estimates of a mean model, volatility model and model 
diagnostics test for all stock markets during tranquil periods. The parameter estimates of 
the eGARCH model were obtained by first fitting the eGARCH with ged distribution to the 
stock market returns, then parameter were estimated using maximum likelihood 
estimation.  
Table 3: eGARCH parameter with ged Distribution During Tranquil Period 
  UK US AFRICA Japan 
  
Coeff t-value 
  
Coeff t-value Coeff t-value 
MU -0.000 
-0.807 
0.0004 3.292 -0.001 -19.786 0.0004 1.954 
AR1 -0.767 
-2.445 
-0.842 -33.631 0.933 187.134 -0.262 -7.133 
MA1 0.799 
2.722 
0.814 29.679 -0.972 -44019.543 0.231 6.311 
OMEGA 
-
0.40064 
-97.750 
-0.483 -55.172 0.000 -126.324 -0.403 -6.791 
ALPHA1 0.169 
11.668 
-0.231 -11.91 0.189 6.006 -0.120 -6.760 
BETA1 0.958 
12329.264 
0.950 956.036 0.812 3475.312 0.954 141.478 
GAMMA1 0.143 
15.638 
0.161 35.222 -0.173 5.751 0.209 7.828 
SHAPE 1.455 
22.954 
1.271 24.401 1.670 21.958 1.391 22.424 
 
Ljung-Box test 
Standardised 
Residual (lag 5) 
3.167 [0.6742] 3.666 [0.598] 7.476 [0.1875] 8.035 [0.154] 
Squared 
Standardised 
Residual (Lag5) 
4.223 [0.518] 6.902 [0.228] 1.911 [0.166] 2.952 [0.707] 
 
ARCH-LM test 
ARCH(10) 
4.357 [0.929] 8.492 [0.580] 2.027 [0.845] 5.335 [0.867] 
PERSISTENCE(α+β) 1.050 0.719 1.001 0.83 
Values in the parenthesis [] are p-values 
 
The mean model coefficients are AR (1) and MA (1). The AR (1) and MA (1) coefficients 
are statistically significant for all stock markets, however, all coefficients are less than 1. 
This implies that, past returns and shocks have a significant impact on current returns.  
 
The volatility model is explained by the alpha, beta and gamma coefficients. The alpha 
coefficient are statistically insignificant for all stock markets. This implies that the size of 
shocks have significant an impact on the volatility of these stock market.  
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The beta coefficient is statistically significant for all stock markets and less than one. This 
implies the persistence of volatility in all stock market returns. However, if we compare 
the beta for tranquil period and financial crisis period, we observe that is it lower for 
tranquil period than financial crisis. The means that during financial crisis, shock takes 
longer time to die out than during tranquil period for all stock market returns. The gamma 
coefficient is statistically significant for all stock markets, implying that asymmetry in news 
effect. The gamma coefficient is positive for all stock market returns, which mean positive 
sock have a greater impact on volatility of all stock market returns. 
 
To check the goodness of fit of the model the study further tested the presence of 
autocorrelation in the residuals using the Ljung-Box test and presence of Arch effect by 
using Arch-LM test. The results, from both the Ljung-Box Q test and the ARCH – LM test 
show that the eGarch model is a better fit for all the stock market returns. The residuals 
of the estimated model do not show any evidence of autocorrelation and 
heteroscedasticity. 
4.2.2.2 eGARCH Parameter Estimation with gpd distribution During Financial 
Crisis 
The residuals obtained from the eGARCH model are extracted. Negative residuals are 
separated from positive residuals. Only the negative residuals are fitted to the extreme 
Value distribution using Peak over Threshold method.  The parameters are estimated 
using maximum likelihood estimation. The residuals used have been filtered with the 
GARCH model to remove autocorrelation and heteroscedasticity. Table 4 present the 
parameter estimates. 
 
Table 4: Parameter estimated of EVT (VaR) model during financial crisis 
 Financial crisis 
 Shape beta 
Africa 0.1490 0.008 
Europe 0.2139 0.008 
US 0.0945 0.012 
Japan 0.2313 0.010 
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The parameters reported are the shape (ξ) and beta (β) parameter. The shape 
parameters for all the stock market returns are positive. This suggest that all stock 
markets exhibit fat tails and that large probability of extreme price drop during financial 
crisis (Mwamba et al. 2016). Since the shape parameters are greater than zero, this 
suggest that the distribution of residuals is similar to that of Fretcher distribution. These 
results concede with the descriptive statistics where the kurtosis was greater than three, 
meaning the returns have fat tails. The beta parameter which measures the dispersion of 
the distribution of return is closer to zero which suggests that the distribution of residuals 
is concentrated.  
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Figure 4: Diagnostic Checks of fitted excess distribution during financial crisis. 
 
Figure 7 above reports diagnostics of the goodness of fit for the gpd distribution. Figure 
7 shows that the model fits the residuals well, the QQ plot show that very few residuals 
for all stock markets wonder away from the fitted model. The excess distributions plot also 
show that the excess distribution fits the data well. 
4.2.2.3 eGARCH Estimation with gpd distribution During tranquil period 
This section presents parameter estimates for eGARCH model with gpd distribution 
during tranquil period. The parameters are presented in Table 4 below. 
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Table 5: Parameter estimated of EVT (VaR) model during tranquil period 
 
 
 
Tranquil Period 
 Shape beta 
Africa -0.026 0.018 
UK 0.329 0.008 
US -0.004 0.016 
Japan 0.111 0.018 
 
 
The shape parameter estimates for UK and Japan stock markets are statistically different 
from zero and they are positive. This suggest that these stock market exhibit returns with 
fat tails. The distribution of returns is similar to Fretcher distribution and suggest that there 
is large probability of extreme price drop during a tranquil periods for these stock markets. 
These results concede with the results of descriptive statistics where these stock markets 
were found to be highly volatile.  
Table 5 also show that African and US stock markets have negative shape parameter 
which suggest that the stock market returns have thin tail and that the distribution of the 
returns is similar to Weibull distribution (Galina and Trond, 2017). This suggest that there 
is low probability of extreme price drop for these stock markets during tranquil period. The 
low probability of extreme prices could be explained by the low volatility discussed in the 
descriptive statistics for these stock markets. 
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Figure 5: Diagnostic Checks of fitted excess distribution during tranquil period. 
 
Figure 8 presents the diagnostics checks to test if the model best fit the data. From both 
excess distribution and the QQ plot it is seen that the model fits the data well. Very few 
residuals wonder away from the QQ plot and the excess distribution. 
 
4.2.3 Estimation of Conditional VaR with ged Distribution  
Now that the models have been proven to best fit the stock market returns and the 
residuals have been obtained, the next step is to calculate conditional VaR estimates 
using the estimated parameters and the residual.  Figure 4 exhibits conditional VaR 
estimations at different significant levels (99%, 97.5%, and 95%). 
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Figure 6: Estimates of conditional VaR with ged distribution model during financial crisis 
 
Figure4 above show that for all the stock markets at the different alpha the VaR estimates 
are very close to actual returns and follows a similar pattern of volatility as the actual 
returns. When volatility is abruptly increasing for the actual returns, the VaR also increase, 
even though is does not increase by the same magnitude. It is also evident that the VaR 
estimates changes over time, so is the volatility of the actual profit and loss. This is an 
indication that the models takes into account market volatility changes. The evaluation of 
the model will further be tested by the different backtesting techniques later in the study. 
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Figure 7: Conditional VaR Estimates with ged distribution during tranquil periods. 
 
The estimated parameters were then used to calculate VaR estimate. The results of the 
estimated VaR are presented in Figure 5 below. The graph shows that the model was 
able to capture well the volatility of the returns since the VaR follows the pattern of the 
returns. However, there seem to be evidence of VaR exceeding the actual returns causing 
violations in all stock markets at all the significance levels. The evaluation of the models 
will be further tested in the backtesting section. 
4.2.4 Estimation of Conditional VaR with gpd Distribution 
This section presents a graphical presentation of the EVT (VaR) model estimates 
compared with actual profits/loss for financial crisis and tranquil period. The results are 
presented in Figure 8 for financial crisis and Figure 9 for tranquil period. The graph show 
that volatility for VaR is aligned to the volatility of the actual returns. There is also no 
evidence of significant violations for both market conditions. However, the performance 
of the market risk models will be evaluated in the next section. 
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Figure 8: Estimates of the EVT (VaR) model during financial crisis 
 
 
Figure 9: Estimates of the EVT (VaR) model during tranquil period 
 
4.3 Backtesting VaR Models 
This section presents and discus the results for the evaluation of the market risk models 
during tranquil and financial crisis. The market risk models were evaluated using six 
different backtesting techniques. These are Unconditional Test of Kupeic (1995), 
Independence Test of Christofferssen (1998), and Conditional Coverage Test of 
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Christoffersen and Pelletier (2008). These three tests are classified as traditional tests in 
this study. The other three tests used are Duration Best Test of Christoffersen and 
Pelletier (2004), Dynamic Quantile Test of Engle and Manganelli (2004), Dynamic Binary 
Test of Dumistrescu, et al.( 2012), and these are classified as new back tests in this study. 
 
4.3.1 Evaluation of Traditional Backtesting techniques  
4.3.1.1 Evaluation of Traditional Backtesting techniques during financial crisis 
Table 6 below reports model evaluation results with traditional backtesting techniques 
during a financial crisis. The conditional VaR with ged distribution and unconditional VaR 
models are expected to fail to adequately estimate risk during this period, therefore, the 
models should be rejected. Another expectation is that the conditional VaR with gpd 
distribution model should not be rejected. 
Table 6: Model Evaluation Results during Financial Crisis 
 
 
α Country Unconditional Test Independence test 
Conditional Coverage test 
  VaR_g
ed 
VaR_g
pd 
VaR_h
ist 
VaR_Va
rCov 
VaR_g
ed 
VaR_g
pd 
VaR_h
ist 
VaR_Va
rCov 
VaR_g
ed 
VaR_g
pd 
VaR_h
ist 
VaR_VarC
ov 
0
.0
1
 
Africa Do not 
Reject 
Do not 
Reject 
Reject Reject Do not 
Reject 
Do not 
Reject 
Do not 
Reject 
Do not 
Reject 
Do not 
Reject 
Do not 
Reject 
Reject Reject 
Europe Reject N/A Do not 
Reject 
Reject Do not 
Reject 
N/A Do not 
Reject 
Do not 
Reject 
Reject N/A Do not 
Reject 
Reject 
Japan Reject Do not 
Reject 
Reject Reject Do not 
Reject 
Do not 
Reject 
Do not 
Reject 
Do not 
Reject 
Reject Do not 
Reject 
Reject Reject 
US Reject Do not 
Reject 
Reject Reject Do not 
Reject 
Do not 
Reject 
Do not 
Reject 
Do not 
Reject 
Reject Do not 
Reject 
Reject Reject 
0
.0
2
5
 
Africa Do not 
Reject 
Do not 
Reject 
Reject Reject Do not 
Reject 
Do not 
Reject 
Do not 
Reject 
Do not 
Reject 
Do not 
Reject 
Do not 
Reject 
Reject Reject 
Europe Reject Do not 
Reject 
Reject Do not 
Reject 
Do not 
Reject 
Do not 
Reject 
Do not 
Reject 
Do not 
Reject 
Reject Do not 
Reject 
Reject Do not 
Reject 
Japan Reject Do not 
Reject 
Reject Reject Do not 
Reject 
Do not 
Reject 
Do not 
Reject 
Do not 
Reject 
Reject Do not 
Reject 
Reject Reject 
US Reject Do not 
Reject 
Reject Reject Do not 
Reject 
Do not 
Reject 
Do not 
Reject 
Do not 
Reject 
Reject Do not 
Reject 
Reject Reject 
0
.0
5
 
Africa Do not 
Reject 
Do not 
Reject 
Reject Reject Do not 
Reject 
Do not 
Reject 
Do not 
Reject 
Do not 
Reject 
Do not 
Reject 
Do not 
Reject 
Reject Reject 
Europe Do not 
Reject 
Do not 
Reject 
Reject Reject Do not 
Reject 
Do not 
Reject 
Do not 
Reject 
Do not 
Reject 
Do not 
Reject 
Do not 
Reject 
Reject Reject 
Japan Reject Do not 
Reject 
Reject Reject Reject Do not 
Reject 
Do not 
Reject 
Do not 
Reject 
Reject Do not 
Reject 
Reject Reject 
US Reject Do not 
Reject 
Reject Reject Do not 
Reject 
Do not 
Reject 
Do not 
Reject 
Do not 
Reject 
Reject Do not 
Reject 
Reject Reject 
56 
 
There are three observations from the Table 6 above. Firstly, it can be observed that the 
unconditional and conditional coverage tests were able to reject the unconditional VaR 
model at all alpha levels. (Li, 2017) atributed the rejection of the models to be due to the 
model’s failure to account for volatility changes. Financial crises are characterised by high 
volatility compared to tranquil periods, therefore, for market risk model to estimate market 
risk adequately it has to model volatility correctly. These results are consistent with the 
expectation of this study. Furthermore, the independence test failed to reject the 
unconditional VaR models for all the stock markets at all alpha levels. The failure of the 
independence test is due to failure to account for other forms of independence 
(Christoffersen and Pelletier, 2004) therefore the results of the independence test are not 
consistent with the expectation of this study. 
 
Secondly, it was observed that the conditional VaR with ged distribution model was 
rejected by the unconditional and conditional coverage backtesting techniques for most 
of the market risk models at all alpha levels, however, the model was not rejected for the 
African stock market at all alpha level. The failure to reject the African stock market could 
suggest that the impact of the financial crisis for the African stock market was minimal, 
therefore the model cannot be rejected. Rafaqet and Muhammad (2012) also found mild 
impact of financial crisis in developing stock markets.  
 
Furthermore, the independence test failed to reject both the conditional VaR and 
unconditional VaR models for all stock markets at all the alpha levels. The failure of the 
independence test is attributed by Virdi (2011) to be due to limited scope of the 
independence tested.  During a financial crisis there is evidence of volatility clustering 
which is shown by excess of shorter no-violation duration (Christofferssen, 1998). The 
backtesting results are consistent with the expectation of the study, exception is the 
independence test results. 
 
 
Finally, it was observed that the traditional backtesting techniques failed to reject the 
conditional VaR with gpd distribution model for all the stock markets at the different alpha 
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levels. The results confirms the expectation of this study as discussed in the literature 
review. The results suggest that the best model to estimate risk during a financial crisis 
is the conditional VaR model with ged distribution.  
 
4.3.1.2 Evaluation of Traditional Backtesting techniques during tranquil period 
 
The results of the traditional backtesting techniques during a tranquil period are presented 
in Table 7 below. The expectation is that the unconditional VaR models should be rejected 
as discussed in the literature review. It is also expected that the conditional VaR with ged 
and conditional VaR with gpd distributions models should not be rejected during this 
period. The estimated VaR losses for the different models were calculated at different 
alpha levels (0.01, 0.025, and 0.05) with an out sample of 250 observations.  
 
Table 7: Model Evaluation Results during Tranquil Period 
Alpha Country Unconditional Test Independence test 
Conditional Coverage test 
  VaR_g
ed 
VaR_g
pd 
VaR_
Hist 
VaR_Va
rCov 
VaR_g
ed 
VaR_gp
d 
VaR_
Hist 
VaR_Va
rCov 
VaR_ge
d 
VaR_g
pd 
VaR_His
t 
VaR_Va
rCov 
0.01 Africa Do not 
Reject 
Do not 
Reject 
Reject Reject Do not 
Reject 
Do not 
Reject 
Do not 
Reject 
Do not 
Reject 
Do not 
Reject 
Do not 
Reject 
Reject Reject 
Europe Reject N/A Reject Reject Do not 
Reject 
Do not 
Reject 
Do not 
Reject 
Do not 
Reject 
Reject N/A Reject Reject 
 Japan Reject Do not 
Reject 
Reject Reject Do not 
Reject 
Do not 
Reject 
Do not 
Reject 
Do not 
Reject 
Reject Do not 
Reject 
Reject Reject 
 US Reject Do not 
Reject 
Do not 
Reject 
Reject Do not 
Reject 
Do not 
Reject 
Do not 
Reject 
Do not 
Reject 
Reject Do not 
Reject 
Do not 
Reject 
Reject 
0.025 Africa Do not 
Reject 
Do not 
Reject 
Reject Reject Do not 
Reject 
Do not 
Reject 
Do not 
Reject 
Do not 
Reject 
Do not 
Reject 
Do not 
Reject 
Reject Reject 
Europe Reject Do not 
Reject 
Reject Reject Do not 
Reject 
Do not 
Reject 
Do not 
Reject 
Do not 
Reject 
Do not 
Reject 
Do not 
Reject 
Reject Reject 
Japan Reject Do not 
Reject 
Reject Reject Do not 
Reject 
Do not 
Reject 
Do not 
Reject 
Do not 
Reject 
Reject Do not 
Reject 
Reject Reject 
US Reject Do not 
Reject 
Reject Reject Do not 
Reject 
Do not 
Reject 
Do not 
Reject 
Do not 
Reject 
Reject Do not 
Reject 
Reject Reject 
0.05 Africa Reject Do not 
Reject 
Reject Reject Do not 
Reject 
Do not 
Reject 
Do not 
Reject 
Do not 
Reject 
Reject Do not 
Reject 
Reject Reject 
Europe Do not 
Reject 
Do not 
Reject 
Reject Reject Do not 
Reject 
Do not 
Reject 
Do not 
Reject 
Do not 
Reject 
Do not 
Reject 
Do not 
Reject 
Reject Reject 
Japan Reject Do not 
Reject 
Reject Reject Do not 
Reject 
Do not 
Reject 
Do not 
Reject 
Do not 
Reject 
Reject Do not 
Reject 
Reject Reject 
US Reject Do not 
Reject 
Reject Reject Do not 
Reject 
Do not 
Reject 
Do not 
Reject 
Do not 
Reject 
Reject Do not 
Reject 
Reject Reject 
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There are three observations from the results in Table 7 above. Firstly, it is be observed 
that the traditional backtesting techniques (unconditional and conditional coverage) 
rejected both unconditional VaR model for all stock markets at the different alpha level. 
The unconditional models over estimated risk, therefore producing few or no violation 
than expected number of violations. These findings are consistent with the expectation of 
this study. These market risk models fail to account for volatility in stock markets, 
therefore fails to estimate the market risk. The results suggest that the traditional 
backtesting technique are able to reject incorrect models. These results are consistent 
with the expectations of this study with the rejection of the conditional VaR models. 
However, the independence test failed to reject the unconditional backtesting techniques 
for most of the stock markets at the different alpha level. The findings of the independence 
backtesting techniques suggest that the violations are independent, hence the failure to 
reject the risk models. Therefore, the models are rejected based on the number of 
violations. The independence test results are not consistent with the expectation of this 
study with regards to conditional VaR with ged distribution.  
 
Secondly, it can be observed from Table 7 above that the unconditional and conditional 
coverage backtesting techniques rejected the conditional VaR with ged distribution for 
most of the stock markets, the exception was African stock market at all alpha levels. The 
results suggest that this model does not adequately estimate risk during a tranquil period. 
These results are not consistent with the expectation of this study that the conditional 
VaR model with ged distribution should not be rejected. Only the results of the African 
stock market is consistent with the expectation of the study. Therefore, it can be 
concluded that the traditional backtesting techniques failed to identify a correct model. 
 
Furthermore, the independence test failed to reject the conditional VaR model with ged 
distribution for all stock markets. This model is expected to perform well at estimating risk 
during tranquil period, therefore, it should not be rejected. However, these results does 
not suggest that the model used is correct. The results suggests that the model was 
rejected for producing violations that are not independent of each other. 
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Lastly, it is observed that all traditional backtesting technique failed to reject the 
conditional VaR with gpd distribution model  for all the stock markets. These results are 
consistent with the expectation of the study. The conditional VaR with gpd distribution 
model was expected to perfom well at estimating risk because it takes into account 
extreme but rare events. The backtesting techniques confirms that this model is a good 
model.  
 
4.3.2 Evaluation of Modern Backtesting Techniques  
The modern backtesting techniques go beyond the independence test of the traditional 
backtesting techniques, and test other forms of dependency such as the duration of time 
between violations and dependency of violations to other variables like past VaR. 
Empirical evidence suggest that the modern backtesting techniques have more power to 
reject an incorrect model. Therefore, the expectation is that these backtesting techniques 
will correctly evaluate the different VaR models. This section will present the evaluation 
results of three modern backtesting technique during a financial crisis and tranquil period. 
 
4.3.2.1 Evaluation of Modern Backtesting techniques during Financial Crisis 
This section presents market risk model evaluation results using modern backtesting 
techniques during a financial crisis. The expectation of this study is that the unconditional 
VaR with ged distribution model and unconditional VaR models fail to adequately estimate 
risk during this period, therefore, the models should be rejected. The best model to 
estimate risk during this period is expected to be the conditional VaR model with gpd 
distribution, therefore this model should not be rejected. The evaluation results are 
presented in Table 8 below. 
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Table 8: Model Evaluation Results during Financial Crisis 
 
 
From Table 8 above, there are three observations. Firstly, it can be observed that all 
modern backtesting techniques were able to reject the unconditional VaR models for all 
the stock markets at the different alpha levels. This shows the good performance of the 
modern backtesting techniques at evaluating the performance of the unconditional VaR 
models. These results are consistent with the expectation of the study that these market 
risk model fail to adequately estimate market risk during financial crisis. 
 
Secondly, it was observed that the conditional VaR with ged distribution model was 
rejected by all modern backtesting technique for most of the stock markets, the exception 
was African stock market at all alpha levels. These results are consistent with the 
expectation of the study. However, for the African stock market the results is consistent 
  Duration Based Test 
 
Dynamic Quantile test Dynamic Binary test 
 
α 
Index 𝑳𝑹𝑪𝑪 𝑳𝑹𝑪𝑪 𝑳𝑹𝑪𝑪 
  VaR_g
ed 
VaR_gp
d 
VaR_
Hist 
VaR_var
cov 
VaR_ge
d 
VaR_gp
d 
VaR_
Hist 
VaR_var
cov 
VaR_g
ed 
VaR_gp
d 
VaR_His
t 
VaR_v
arcov 
0
.0
1
 
Africa Do not 
reject 
N/A Reject Reject Do not 
Reject 
Do not 
Reject 
Reject Reject Do not 
reject 
Do not 
Reject 
Reject Reject 
Europ
e 
Reject N/A Do not 
Reject 
Reject Reject N/A Do not 
Reject 
Reject Reject Do not 
reject 
Do not 
reject 
Reject 
Japan Do not 
Reject 
Reject Reject Reject Reject Do not 
reject 
Reject Reject Reject Reject Reject Reject 
US Reject N/A Reject Reject Reject Do not 
Reject 
Reject Reject Reject Do not 
Reject 
Reject Reject 
0
.0
2
5
 
Africa Do not 
Reject 
Do not 
Reject 
Reject Reject Do not 
reject 
Do not 
reject 
Reject Reject Do not 
Reject 
Do not 
reject 
Reject Do not 
Reject 
Europ
e 
reject Do not 
Reject 
Reject Reject Reject Do not 
reject 
Reject Reject Reject Do not 
reject 
Reject Reject 
Japan Reject Do not 
Reject 
Reject Reject reject Do not 
reject 
Reject Reject reject Do not 
reject 
Reject Reject 
US Reject Do not 
Reject 
Reject Reject reject Do not 
reject 
Reject Reject reject Do not 
reject 
Reject Reject 
0
.0
5
 
Africa Do not 
Reject 
Do not 
Reject 
Reject Reject Do not 
Reject 
Do not 
Reject 
Reject Reject Do not 
Reject 
Do not 
Reject 
Reject Reject 
Europ
e 
Do not 
Reject 
Do not 
Reject 
Reject Reject reject Do not 
Reject 
Reject Reject Reject Do not 
Reject 
Reject reject 
Japan Reject Do not 
Reject 
Reject Reject Reject Do not 
Reject 
Reject Reject Reject Do not 
Reject 
Reject Reject 
US Reject Do not 
Reject 
Reject Reject Reject Do not 
Reject 
Reject Reject Reject Do not 
Reject 
Reject Reject 
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with the descriptive statistics results which suggested that the financial crisis was not 
severe for the African stock market.  The Africa stock market results are also consistent 
with the findings of Rafaqet and Muhammad (2012) who found minimal impact of the 
financial crisis for stock markets in developing countries. Therefore, suggesting that the 
conditional VaR with ged distribution adequately estimate risk for this market during a 
financial crisis.  
     
Lastly, it was observed that all modern backtesting technique failed to reject the 
conditional VaR with gpd distribution model for all stock markets. The results suggest that 
during a financial crisis, this model is the best model to estimate market risk. The results 
are consistent with the expectation of the study.  
4.3.2.2 Evaluation of Modern Backtesting Techniques during Tranquil Period 
Table 8 below presents model evaluation results of three VaR models using modern 
backtesting techniques during a tranquil period. The unconditional VaR models is 
expected to be rejected.   It is also expected that the conditional VaR with ged distribution 
and conditional VaR with gpd distribution models should not be rejected. 
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Table 9: Model Evaluation Results during Tranquil period 
 
 
There are three observations from the evaluation results in Table 9 above. Firstly, it can 
be observed that the modern backtesting techniques rejected the unconditional models 
at lower quantiles and not at higher quantiles for most stock markets. However, some 
stock markets could not be evaluated at higher quantiles due to insufficient violations. 
The insufficient violations suggests that the models over estimate risk, hence no violations 
were observed. The historical simulation model could not be evaluated by the duration 
based and dynamic quantile test. 
 
Secondly, it can be observed that the conditional VaR with ged distribution model could 
not be rejected by duration based and dynamic quantile backtesting techniques for most 
alpha levels, exception was US stock market and African stock market. The US stock 
market was rejected by the dynamic quantile backtesting technique at all alpha level and 
  Duration Based Test 
 
Dynamic Quantile test Dynamic Binary test 
 α
 Index 𝑳𝑹𝑪𝑪 𝑳𝑹𝑪𝑪 𝑳𝑹𝑪𝑪 
 
 VaR_ge
d 
VaR_gp
d 
VaR_
Hist 
VaR_var
Cov 
VaR_ge
d 
VaR_gp
d 
VaR_
Hist 
VaR_var
Cov 
VaR_ge
d 
VaR_gp
d 
VaR_
Hist 
VaR_v
arCov 
0
.0
1
 
Africa Reject N/A N/A Reject Do not 
Reject 
N/A Do not 
Reject 
Do not 
Reject 
Reject Do not 
reject 
Do not 
reject 
Reject 
Europ
e 
N/A N/A N/A N/A Do not 
Reject 
N/A N/A N/A Do not 
reject 
Do not 
reject 
Do not 
reject 
Do not 
reject 
Japan Do not 
Reject 
Do not 
Reject 
N/A Do not 
Reject 
Do not 
Reject 
Do not 
Reject 
N/A Do not 
Reject 
Do not 
reject 
 Do not 
reject 
Do not 
reject 
Do not 
Reject 
US Do not 
Reject 
N/A N/A Do not 
Reject 
Reject N/A N/A Reject Do not 
reject 
Do not 
reject 
Do not 
reject 
Do not 
reject 
0
.0
2
5
 
Africa Do not 
reject 
Reject Reject Reject Do not 
reject` 
Do not 
reject 
Do not 
reject 
Do not 
reject 
Do not 
Reject 
Reject reject Reject 
Europ
e 
Do not 
Reject 
N/A N/A N/A Do not 
Reject 
N/A N/A N/A Do not 
reject 
Reject Reject Reject 
Japan Do not 
reject 
Reject Reject Reject Do not 
reject 
Do not 
reject 
Do not 
reject 
Do not 
reject 
Do not 
reject 
Do not 
reject 
Do not 
reject 
Do not 
reject 
US Do not 
reject 
Reject Reject Reject Reject Reject Reject Reject Reject Reject Reject Reject 
0
.0
5
 
Africa Reject Reject Reject Reject Do not 
Reject 
Reject Do not 
reject 
Reject Reject Reject Reject Reject 
Europ
e 
Do not 
Reject 
Reject Reject N/A Do not 
reject 
Do not 
reject 
Reject Reject Do not 
Reject 
Reject Reject Reject 
Japan Do not 
reject 
Reject Reject Reject Do not 
reject 
Reject Reject Reject Reject Reject Reject Reject 
US Do not 
reject 
Reject Reject Reject Reject Reject Do not 
Reject 
Reject Reject Reject Reject Reject 
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the African stock market was rejected by the duration based backtesting technique at 
0.01 and 0.05 alpha levels. The dynamic binary backtesting technique rejected that model 
at lower quantile and failed to reject at higher quantile. The finding of the study are partially 
consistent with the expectation of the study, however, fails at lower quantiles. The results 
are consistent with the findings of Gaglianone, Lima, and Linton (2009) that the 
conditional VaR model estimates risk well at 1% VaR but fails to accurately estimate 5% 
VaR. 
Lastly, it can be observed that the modern backtesting techniques rejected the conditional 
VaR with gpd distribution at lower quantiles but failed to reject the model at higher 
quantiles. These findings were observed by Kuester, et al. (2006)   where the market risk 
model perfomed well at higher quantile than lower quantile, the model was evaluated with 
dynamic quantile backtesting technique. However, at higher quantiles the model could 
not be evaluated by duration based and dynamic quantile techniques for most of the stock 
markets due to insufficient violations. The fewer violations suggest that the model 
overestimated risk. However, for dynamic binary backtesting technique the model could 
be evaluated because the test does not only use the violations, it also uses the VaR as a 
response variable. 
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5 CHAPTER 5: CONCLUSION AND RECOMMENDATIONS 
This last chapter focuses on the results of this study. Firstly, we summarise the 
rationales of the study. Second, we provide the summary of the findings of the study. 
Thirdly, we discuss the limitation of the study and further propose possible further 
research that can be done in this area. 
5.1 Rationale of the study 
The objective of this study was to evaluate the performance of different backtesting 
techniques at evaluating market risk models during a financial crisis and during tranquil 
period.  The aim was to evaluate if modern backtesting techniques perform better than 
traditional backtesting techniques at evaluating market risk models during the two market 
conditions. This is important as it informs regulators and financial institutions on the best 
backtesting techniques to prescribe during the two market conditions.   
 
Other studies have already pointed out the good performance of the modern backtesting 
techniques at rejecting an incorrect model during tranquil period, and these studies were 
done for the evaluation of unconditional VaR and conditional VaR model with different fat 
tail distributions. However, there seem to be no studies that evaluated the performance 
of backtesting techniques to evaluate market risk models during a financial crisis. 
Furthermore, there seem to be no studies that evaluate the performance of backtesting 
techniques at evaluating conditional VaR with heavy tail distribution model. This model 
has been proven to estimate market risk adequately during a financial crisis. Therefore, 
this study seek to address the gap in literature by evaluating the performance of both 
traditional and modern backtesting techniques at evaluating different types of market risk 
model (including a conditional VaR with extreme value distribution) during a financial 
crisis and during tranquil period. 
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The study used four market risk models to estimate VaR; two unconditional VaR models 
(Historical Simulation and Variance-Covariance models) and two conditional VaR models 
(VaR with ged distribution and VaR with gpd distribution). These market risk models were 
then evaluated using two types of backtesting techniques; Traditional and modern 
backtesting techniques. The traditional backtesting techniques used are unconditional 
coverage test of Kupeic (1995), independence test of Christoffersen (1998) and 
Conditional Coverage Test of Christofferssen (1998). The modern backtesting techniques 
used are Duration Based Test of Christofferssen and Pelletier (2004), Dynamic Quantile 
Test of Engle and Manganelli (2004) And Dynamic Binary Test of Dumistrescu, et al.( 
2012).  
 
Unconditional VaR models have been proven by different studies to have weaknesses 
which leads to the failure of these models to estimate VaR during tranquil and financial 
crisis. The assumption of constant volatility is the most important weakness of these 
models (Brooks, 2005). Therefore, the expectation of this study is that the backtesting 
techniques will reject these models for both market conditions.  
 
The conditional VaR models was an improvement  of unconditional VaR models and they 
modelled time varying volatilty by using GARCH process. This model requires an 
assumption about the distribution of return. Studies have shown that some conditional 
VaR model use a distribution that takes into account fat tailness of return distribution 
which is a characteristic of return distribution during a normal period. Therefore, the 
expectation is that this models will not be rejected for tranquil period but will be rejected 
for the financial crisis.  
 
However, return distributions are sometime heavy tailed which is a charcteristics of 
extreme events therefore requires a distribution that will accommodate the extreme 
returns, a class of distributions that takes into account extreme eventa are extreme value 
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distributions recommended by (McNeil and Frey, 2000).  This model estimate risk by 
modelling normal returns and extreme returns using separate distributions. This model 
accommodates both tranquil and financial crisis. Therefore, the expectation of this study 
is that this models will not be rejected for both tranquil and financial crisis period. 
 
This study therefore determined the best backtesting technique to evaluate the different 
market risk models during tranquil and during a financial crisis given the expectations of 
the study. The best backtesting techniques should be able to reject the unconditional 
models for both financial crisis and tranquil, reject the conditional VaR with ged 
distribution during a financial crisis but fail to reject the model during a tranquil period. 
Furthermore, the backtesting techniquesshould fail to reject the conditional VaR model 
with gpd dustribution during a financial crisis and tranquil period.   
 
To estimate market risk, four stock market indices were used. These indecies represent 
stock markets in developed and developing economies. These indecies are FTSE 100 
(European market), S&P500 (US market), Nikkei 225 (Japanese market) and All African 
Share Index (African market). Daily data for these indeces was extracted from Bloomberg. 
The data used is from January 2006 to September 2018. The data was devided into two 
subsamples, the first sample include the financial crisis (from 2006 - 2010)and the second 
sample include tranquil period (2010 - 2018). The study used outsample of 250 data 
points which is equivalent to one year. 
 
5.2 Summary of findings 
The results of the backtesting techniques suggest that the when comparing conditional 
coverage test both the traditional and modern backtesting techniques performed well at 
evaluating the different market risk models during a financial crisis. For both types of 
backtesting techniques, the unconditional VaR model was rejected, the conditional VaR 
model was rejected for all models impacted by the financial crisis and the conditional VaR 
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with gpd distribution model was not reject for all the stock market returns. These market 
risk evaluation results are consistent with the expectation of the study. The results 
suggest that during a financial crisis both modern and traditional backtesting techniques 
can be used to evaluate different market risk models. 
 
However, different results were observed for the tranquil period. The traditional 
backtesting techniques performed well during the tranquil period with results consistent 
with the expectation of the study. However, the modern backtesting techniques have 
proven to fail to adequately evaluate the different market risk models during tranquil 
period. During this period, the traditional backtesting techniques rejected the 
unconditional VaR models, failed to reject the conditional VaR with ged distribution model 
and failed to reject the conditional VaR with gpd distribution model. However, the modern 
backtesting techniques failed to reject the unconditional VaR models at higher quantiles 
but only rejected the models at lower quantiles.  
 
Furthermore, the modern backtesting techniques rejected the conditional VaR with gpd 
distribution, suggesting that this models does not adequately estimate risk, specifically at 
lower quantiles. The conditional VaR with ged distribution was also rejected by some of 
the modern backtesting techniques at lower quantiles. Therefore, the results suggest that 
the modern backtesting techniques failed to adequately evaluate the performance of the 
different market risk models during tranquil period. 
The results of this study are interesting, indicating that despite the documented 
performance of the modern backtesting techniques at evaluating market risk models, the 
results shows a weakness in modern backtesting techniques at evaluating the different 
market risk models specifically at higher quantiles and small out-sample size. It was 
observed that during the tranquil period, higher quantiles produced fewer violations 
therefore the backtesting techniques did not have sufficient data to correctly evaluate the 
models thus giving misleading results. This is because the modern backtesting results 
require sufficient violations to correctly evaluate a model (Hass, 2001).  
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Therefore, the results of this study suggests that for one year of out-sample data, the 
traditional backtesting techniques are the best backtesting techniques to use at evaluating 
market risk models for both financial crisis and tranquil period. However, only the 
traditional conditional coverage backtesting technique should be used because the 
independence test gave misleading results. Therefore, this study would recommend 
Financial Institutions and regulators to use  traditional conditional coverage backtesting 
techniques for evaluating internal risk model with one year out-sample data. 
5.3 Limitations and Further Research 
This study covers only the perfomance of three backtesting techniques for evaluation of 
market risk models and it focuses on only stock market returns. Further research can be 
conducted using other backtesting techniqued not used in this study. The research can 
also be improved by estimating market risk models for non-linear assest classes like 
options, bonds and derivatives. 
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