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This paper is concerned with the severely ill-posed Cauchy–Stokes problem. We are inter-
ested in a data completion problem which is exploited to detect small leaks to control
water loss Kim et al. (2008) [1]. This inverse problem is rephrased into an optimization
one: An energy-like error functional is introduced. We prove that the optimality condition
of the ﬁrst order is equivalent to solving an interfacial equation which turns out to be a
Cauchy-Steklov-Poincaré operator. Numerical trials highlight the efﬁciency of the method.
 2012 Elsevier Inc. All rights reserved.Contents
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1. Introduction
Let X  Rd; d ¼ 2;3, be a bounded domain with a smooth boundary C ¼ @X. We assume that C is partitioned into two
parts Ca and Ci having both non-vanishing measure.. All rights reserved.
. Abda), imen.bensaad@lamsin.rnu.tn (I.B. Saad), maatoug.hassine@enit.rnu.tn (M. Hassine).
2 A.B. Abda et al. / Applied Mathematical Modelling 37 (2013) 1–12In this work we are interested in a data completion problem related to the Stokes system. It consists in recovering the
data on the incomplete (inaccessible,. . .) boundary Ci from the over-speciﬁed data on the accessible boundary Ca. As appli-
cation of this problem is the leaks detection which can be useful for the losses of water [1].
Assume a given velocity U and a force F on Ca, the data completion problem for the Stokes operator can be formulated as a
Cauchy problem type: ﬁnd the velocity ﬁeld u and the pressure p solution tomDuþrp ¼ 0 in X;
r:u ¼ 0 in X;
u ¼ U on Ca;
rðuÞ:n ¼ F on Ca;
8>><
>>:
ð1Þwhere m is the ﬂuid kinematic viscosity and r is the stress tensor rðuÞ ¼ 2mDðuÞ  pI, DðuÞ denotes the deformation tensor
DðuÞ ¼ 1=2ðruþruTÞ, I is the d d identity matrix and n is the unit outward normal vector. This problem is known since
Hadamard to be ill-posed in the sense that the dependence of ðu; pÞ on the data ðU; FÞ is not continuous. In order to reconstruct
the unknown boundary data ujCi and rðuÞ:njCi on Ci we will use the Steklov–Poincaré operator (see [2] or [3] or [4] for the
Laplace equation). The inverse problem is formulated as an optimization one, the ﬁrst optimality condition gives rise to an
interfacial equation involving the Dirichlet-to-Neumann operator. There is very little litterature dealing with the Stokes–
Cauchy problems. We would like to mention the work [5] where the data recovering process reads as a least square tracking
of the given data. We will also refer to the alternating iterative algorithm in [6,7] for elliptic equations and in [8–12] for the
stationary Stokes system. This paper is outlined as follows: The next Section is devoted to the formulation of the Cauchy prob-
lem for the Stokes system. The compatibility data notion is discussed. We recall that the set of compatible data is dense on
H1=2ðCaÞd  H1=2ðCaÞd. An energy-like error functional is introduced in the context of the ill-posed problem of recovering
boundary data. In Section 2.1, the data completion problem is formulated as an optimization one. In Section 2.2, the ﬁrst order
optimality condition is rephrased in terms of an interfacial problem using the Steklov–Poincaré operator [13,14]. The numer-
ical procedure for solving the Stokes–Cauchy problem is described in Section 3. The Kozlov–Maz’ya–Fomin algorithm (the
KMF algorithm) is adapted for the Stokes system in Section 4. Section 5 is devoted to some numerical illustrations to compare
the proposed method for the data recovering problem with the KMF algorithm. The closing section is devoted to comments.
2. Formulation of the problem
Let us consider the above Cauchy problem (1). Assume that the data ðU; FÞ are ‘‘compatible’’, i.e. that is this pair is indeed
the trace and stress tensors of a unique function ðu; pÞ. Extending the data means ﬁnding ðV ;GÞ such that:mDuþrp ¼ 0 in X;
r:u ¼ 0 in X;
u ¼ U;rðuÞ:n ¼ F on Ca;
u ¼ V ;rðuÞ:n ¼ G on Ci:
8>><
>>:
ð2ÞThe question is to reconstruct numerically the pair ðV ;GÞ, on the inaccessible boundary Ci. However, all the results stated are
also true in the case of less smooth boundaries and when Ca and Ci have contact points. It is proven in [3,15], for the Laplace
equation, that the pairs of compatible data ðU; FÞ are dense in H1=2ðCaÞd  H1=2ðCaÞd. In the following lemma we establish
that the same density result can be easily extended for the Stokes Cauchy problem.
Lemma 2.1. Let ðU; FÞ be a given data.
1. For a ﬁxed U in H1=2ðCaÞd, the set of data F for which there exists ðu; pÞ in H1ðXÞd  L2ðXÞ, satisfying the Cauchy problem (1) is
everywhere dense in H1=2ðCaÞd.
2. For a ﬁxed F in H1=2ðCaÞd, the set of data U for which there exists ðu; pÞ in H1ðXÞd  L2ðXÞ, satisfying the Cauchy problem (1) is
everywhere dense in H1=2ðCaÞd.Proof. Let us prove the ﬁrst assertion, the second one can be obtained by the same arguments. It is sufﬁcient to prove the
result for U ¼ 0. Let ðu; pÞ be the solution to the problem:mDuþrp ¼ 0 in X;
r:u ¼ 0 in X;
u ¼ 0 on Ca;
rðuÞ:n ¼ F on Ca:
8>><
>>:
ð3ÞAssume, now, that the ﬁrst assertion fails. We denote by R the set of the compatible data F with the Dirichlet condition
U ¼ 0 on Ca,R ¼ fF 2 H1=2ðCaÞd; such that ð0; FÞ is a compatible datag;
A.B. Abda et al. / Applied Mathematical Modelling 37 (2013) 1–12 3and the subspace R (closure of R) is a proper subspace of H1=2ðCaÞd. Thus there exists a non-vanishing continuous linear form
l 2 H1=2ðCaÞ such that:hl; Fi ¼ 0; 8F 2 R: ð4Þ
Consider, now, the mixed well-posed following direct problem:mDv þrq ¼ 0 in X;
r:v ¼ 0 in X;
v ¼ l on Ca;
rðvÞ:n ¼ 0 on Ci:
8>><
>>:
ð5ÞApplying the second Green’s formula to ðv ; qÞ and ðu; pÞ we getZ
@X
vrðuÞ:n urðvÞ:n ¼ 0The integral is to be understood in the duality sense. Exploiting the boundary data, we obtain:Z
Ci
vrðuÞ:n ¼ 0:Let us consider a ﬁeld v 2 C1ðCiÞd, the well-posed mixed problem
mDZþrs ¼ 0 in X;
r:Z ¼ 0 in X;
Z ¼ 0 on Ca;
rðZÞ:n ¼ v on Ci:
8>><
>>:has a unique solution in H1ðXÞd  L2ðXÞ. From (2) one gets:Z
Ci
v:v ¼ 0 8v in C1ðCiÞd;and therefore v satisﬁes the following homogenous Cauchy problem:mDv þrq ¼ 0 in X;
r:v ¼ 0 in X;
v ¼ 0 on Ci;
rðvÞ:n ¼ 0 on Ci:
8>><
>>:Then v ¼ 0, which leads to l  0. h2.1. Minimization problem
In this section we formulate the previous inverse problem as a minimization one. For each given
ðv; gÞ 2 H1=2ðCiÞd  H1=2ðCiÞd, we consider two mixed well-posed problems. The ﬁrst one is called the Dirichlet problem
(with Dirichlet condition on Ca)ðPDÞ
mDuD þrpD ¼ 0 in X;
r:uD ¼ 0 in X;
uD ¼ U on Ca;
rðuDÞ:nþ auD ¼ g þ av on Ci;
8>><
>>:where a is a scalar parameter.
The second one is called the Neumann problem (with Neumann condition on Ca)ðPNÞ
mDuN þrpN ¼ 0 in X;
r:uN ¼ 0 in X;
rðuNÞ:n ¼ F on Ca
rðuNÞ:nþ buN ¼ g þ bv on Ci;
8>><
>>:where b is a scalar parameter.
Then, the unknown data ðV ;GÞ can be characterized as the solution of the following minimization problem ([3,16]):ðV ;GÞ ¼ arg min
v;g
Ea;bðv ; gÞ:
4 A.B. Abda et al. / Applied Mathematical Modelling 37 (2013) 1–12where Ea;b is the following energy-like error functional deﬁned on H
1=2ðCiÞd  H1=2ðCiÞd byEa;bðv; gÞ ¼ 12
Z
X
rðuD  uNÞ : rðuD  uNÞdx: ð6ÞFor the problems ðPDÞ and ðPNÞ, the introduced parameter ða; bÞ permit us to specify different types of boundary conditions
on Ci. Throughout the paper we will treat the minimization problem using one of the following conditions:
 The Neumann-Dirichlet case which will be denoted by ND. It corresponds to a ¼ 0 (i.e. ðPDÞwith Neumann boundary con-
dition on Ci) and b ¼ þ1 (i.e. ðPNÞ with Dirichlet boundary condition on Ci).
 The Dirichlet-Dirichlet case which will be denoted by DD. It corresponds to a ¼ b ¼ þ1. In this case, the ﬁrst order opti-
mality condition leads to the variational form of the Steklov-Poincaré operator.
 The Neumann-Neumann case which will be denoted by NN. It corresponds to a ¼ b ¼ 0. It describes the so-called dual
Steklov-Poincaré operator.
Remark 1. The energy-type error functional has been already introduced for data completion in the framework of Laplace
equation [3,17]. The approach followed here solves, as shown in the next section, the interfacial equation rather than the
optimization problem.
2.2. The ﬁrst order optimality condition
We derive here the ﬁrst order optimality condition for the previous minimization problem. In the case of compatible data
we have the following result.
Theorem 2.2. When ðU; FÞ is a compatible pair, the minimum of Ea;b is reached when:
uD ¼ uN þ Const on Ci;
rðuDÞ:n ¼ rðuNÞ:n on Ci:
ð7ÞProof. We derive the ﬁrst optimality conditions in the three considered cases.
(i) The Neumann–Dirichlet case: The problems ðPDÞ and ðPNÞ are considered using, respectively, Neumann and Dirichlet
conditions on Ci. For each given ðv ; gÞ 2 H1=2ðCiÞd  H1=2ðCiÞd, we have the following mixed well-posed problemsðPDÞ
mDugD þrpgD ¼ 0 in X;
r:ugD ¼ 0 in X;
ugD ¼ U on Ca;
rðugDÞ:n ¼ g on Ci;
8>><
>>:
ðPNÞ
mDuvN þrpvN ¼ 0 in X;
r:uvN ¼ 0 in X;
rðuvNÞ:n ¼ F on Ca;
uvN ¼ v on Ci:
8>><
>>:Using the Green formula, the partial derivative of END ¼ E0;þ1 with respect to v is given by@END
@v ðwÞ ¼
Z
X
2mDðuvN  ugDÞ : rrwNdx ¼
Z
@X
rðrwN Þ:nðuvN  ugDÞds;where ðrwN ; swN Þ is the solution tomDrwN þrswN ¼ 0 in X
r:rwN ¼ 0 in X
rðrwN Þ:n ¼ 0 on Ca
rwN ¼ w on Ci:
8>><
>>:
ð8ÞSince rðrwN Þ:n ¼ 0onCa, we get@END
@v ðwÞ ¼
Z
Ci
rðrwN Þ:nðuvN  ugDÞds 8w 2 H1=2ðCiÞd: ð9ÞIn a similar way we derive the partial derivative of END with respect to g@END
@g
ðhÞ ¼
Z
X
2mDðugD  uvNÞ : rrhDdx ¼
Z
Ci
rðugD  uvNÞ:nrhDds 8h 2 H1=2ðCiÞd; ð10Þ
A.B. Abda et al. / Applied Mathematical Modelling 37 (2013) 1–12 5where ðrhD; shDÞ is the solution to
mDrhD þrshD ¼ 0 in X
r:rhD ¼ 0 in X
rhD ¼ 0 on Ca
rðrhDÞ:n ¼ h on Ci:
8>><
>>:
ð11ÞConsider the Steklov–Poincaré operatorSN : H
1=2ðCiÞd ! H1=2ðCiÞd
w ! rðrwN Þ:n:
ð12ÞOne can observe that the kernel NðSNÞ and the range RðSNÞ of the operator SN are deﬁned by
NðSNÞ ¼ R and RðSNÞ ¼ H1=2ðCiÞd:Then, it follows that SN : H
1=2ðCiÞd=NðSNÞ ! H1=2ðCiÞd is an isomorphism. Consequently, the Eq. (9) implies the ﬁrst condition
of the Theorem 2.2:uN  uD ¼ Const on Ci:
For the second condition, we introduce the dual Steklov-Poincaré operator:S1D : H
1=2ðCiÞd ! H1=2ðCiÞd
h ! rhD: ð13Þ
From the fact that ðU; FÞ is a compatible pair one can deduce that S1D is an isomorphism. Then the equalityrðuDÞ:n ¼ rðuNÞ:n on Ci;
follows immediately from the Eq. (10).
(ii) The Dirichlet-Dirichlet case: We consider the problems ðPDÞ and ðPNÞ with Dirichlet conditions on Ci. Then, we haveðPDÞ
mDuvD þrpvD ¼ 0 in X
r:uvD ¼ 0 in X
uvD ¼ U on Ca
uvD ¼ v on Ci;
8>><
>>:
ðPNÞ
mDuvN þrpvN ¼ 0 in X
r:uvN ¼ 0 in X
rðuvNÞ:n ¼ F on Ca
uvN ¼ v on Ci;
8>><
>>:for each v 2 H1=2ðCiÞd.
Using the Green formula, we deriveEþ1;þ1ðvÞ ¼ EDDðvÞ ¼ 1=2
Z
X
rðuvD  uvNÞ : rðuvD  uvNÞ:The partial derivative of EDD with respect to v is given by:@EDD
@v ðhÞ ¼
Z
X
rðuvDðvÞ  uvNðvÞÞ : rðrhD  rhNÞ 8h 2 H1=2ðCiÞd;where ðrhD; shDÞ and ðrhN; shNÞ are respectively the solution to
mDrhD þrshD ¼ 0 in X
r:rhD ¼ 0 in X
rhD ¼ 0 on Ca
rhD ¼ h on Ci;
8>><
>>:
mDrhN þrshN ¼ 0 in X
r:rhN ¼ 0 inX
rðrhNÞ:n ¼ 0 on Ca
rhN ¼ h on Ci:
8>><
>>:From the weak formulation of the last problems we obtain:@EDD
@v ðhÞ ¼
Z
@X
rðuvDðvÞ  uvNðvÞÞ:n:ðrhDÞ þ
Z
@X
ðuvDðvÞ  uvNðvÞÞ:rðrhNÞ:n:Using the fact that rhDCa ¼ 0 and rðrhNÞ:nCa ¼ 0, we get
@EDD
@v ðhÞ ¼
Z
Ci
rðuvDðvÞ  uvNðvÞÞ:n:h; 8h 2 H1=2ðCiÞd:The second condition of the Theorem 2.2 follows immediately from the last equation.
(iii) The Neumann-Neumann case: Here we impose Neumann conditions on Ci. This case corresponds to the so-called dual
Cauchy-Steklov-Poincaré operator. We consider the following mixed boundary value problems:
6 A.B. Abda et al. / Applied Mathematical Modelling 37 (2013) 1–12ðPDÞ
mDugD þrpgD ¼ 0 in X;
r:ugD ¼ 0 in X;
ugD ¼ U on Ca;
rðugDÞ:n ¼ g on Ci;
8>><
>>:
ðPNÞ
mDugN þrpgN ¼ 0 in X;
r:ugN ¼ 0 in X;
rðugNÞ:n ¼ F on Ca;
rðugNÞ:n ¼ g on Ci:
8>><
>>:The Theorem 2.2 is fulﬁlled when ugD ¼ ugN þ const, which can be expressed by:
ENNðgÞ ¼
R
X DðugD  ugNÞ : rðugD  ugNÞ.
The partial derivative of ENN with respect to g can be written as:@ENN
@g
ðhÞ ¼
Z
X
DðugDðgÞ  ugNðgÞÞ : rðrhD  rhNÞ 8h 2 H1=2ðCiÞd;where ðrhD; shDÞ and ðrhN; shNÞ are respectively the solution to
mDrhD þrshD ¼ 0 in X
r:rhD ¼ 0 in X
rhD ¼ 0 on Ca
rðrhDÞ:n ¼ h on Ci;
8>><
>>:
mDrhN þrshN ¼ 0 in X
r:rhN ¼ 0 inX
rðrhNÞ:n ¼ 0 on Ca
rðrhNÞ:n ¼ h on Ci:
8>><
>>:Using Green formula and the fact that rhD ¼ 0 and rðrhNÞ:n ¼ 0 on Ca, we obtain
@ENN
@g
ðhÞ ¼
Z
Ci
ðugD  ugNÞ:h; 8h 2 H1=2ðCiÞdwhich implies the ﬁrst condition of (7). h
2.3. The interfacial operators
In this section we introduce interfacial operators. For each case, we rephrase the ﬁrst order optimality condition, de-
scribed in the previous section, in term of an interfacial operator.
2.3.1. The Neumann-Dirichlet case:
The solutions ðugD; pgDÞ and ðuvN; pvNÞ can be decomposed asðugD;pgDÞ ¼ ðu0D;p0DÞ þ ðrgD; sgDÞ and ðuvN; pvNÞ ¼ ðu0N;p0NÞ þ ðrvN; svNÞ:
Then, the equalities (7) can be rewritten asrvN  rgD ¼ u0D  u0N on Ci
rðrvNÞ:n rðrgDÞ:n ¼ rðu0DÞ:n rðu0NÞ:n on Ci:
(Using the deﬁnitions of the ﬁelds rvN and r
g
D, we deduce the following interfacial system satisﬁed by ðv ; gÞv  S1D ðgÞ ¼ u0D  u0N on Ci
SNðvÞ þ g ¼ rðu0NÞ:n rðu0DÞ:n on Ci;
(which can be written as:S
v
g
 
¼ T;where T ¼ u
0
D  u0N
rðu0NÞ:n rðu0DÞ:n
 
only depends on the data ðU; FÞ and !
S ¼ I S
1
D
SN I
:2.3.2. The Dirichlet–Dirichlet case:
We decompose the solutions ðuvD; pvDÞ and ðuvN; pvNÞ asðuvD;pvDÞ ¼ ðu0D;p0DÞ þ ðrvD; svDÞ and ðuvN; pvNÞ ¼ ðu0N;p0NÞ þ ðrvN; svNÞ:
According to the previous Theorem, when the minimum is reached, we haveuvD ¼ uvN on Ci;
rðuvNÞ:n ¼ rðuvDÞ:n on Ci:

A.B. Abda et al. / Applied Mathematical Modelling 37 (2013) 1–12 7The ﬁrst condition is always fulﬁlled. The second one readsrðrvDÞ:n rðrvNÞ:n ¼ ðrðu0DÞ:n rðu0NÞ:nÞ on Ci:
This identity amounts to the requirement that v satisﬁes the Steklov-Poincaré type equation:SðvÞ ¼ T on Ci; ð14Þwhere T ¼ ðrðu0DÞ:n rðu0NÞÞ:n, and S is the Stokes–Cauchy–Steklov–Poincaré operator formally deﬁned bySðvÞ ¼ ðSD  SNÞðvÞ ¼ rðrvDÞ:n rðrvNÞ:n:2.3.3. The Neuman–Neuman case:
In this case the ﬁrst relation in (7) givesugD ¼ ugN; and SðgÞ ¼ T on Ci;where T ¼ ðu0D  u0NÞ, and S is deﬁned by SðgÞ ¼ S1D  S1N ¼ rgD  rgN .3. The numerical procedure
In this section we propose a numerical procedure for the reconstruction of the data on the inaccessible boundary Ci. We
consider the two cases ND and DD conditions given in the previous section. In each case, we solve the appropriate interfacial
problem. We have used an iterative process based on the preconditioned gradient algorithm:Xkþ1 ¼ Xk  qP SðXkÞ  T½ ;
where P is a preconditioning operator and q is a relaxation parameter. The expressions of S and T are described in the pre-
vious section. The expressions of P and Xk are given in the Table 1. As a stopping criterion we choose the ﬁrst k when the
energy-functional Ea;b is less than a given tolerance level e.
The main steps of the proposed numerical procedure for the Neumann–Dirichlet case are described by the following algo-
rithm. The same algorithm can be adapted for DD condition on Ci.
The algorithm: ‘‘the Neumann-Dirichlet case’’.
 Initialization: set k ¼ 0 and chosen v0 and g0.
 The stopping criteria: E0;þ1ðvk; gkÞ 6 e, where e is a given tolerance level:
– solve the problems ðPDÞ and ðPNÞ (using v ¼ vk and g ¼ gk)
– computation of the gradient: compute wkD and w
k
N solutions to the problems ðADÞ and ðANÞ,
– set vkþ1 ¼ vk  qwkN and gkþ1 ¼ gk  qwkD,
– k! kþ 1,
where ðADÞ and ðANÞ are two auxiliary preconditioners problems deﬁned byðANÞ
mDwkN þrqkN ¼ 0 in X
r:wkN ¼ 0 in X
wkN ¼ ugD  uvN on Ci
rðwkNÞ:n ¼ 0 on Ca;
8>><
>>:
ðADÞ
mDwkD þrqkD ¼ 0 in X
r:wkD ¼ 0 in X
rðwkDÞ:n ¼ ðrðuvNÞ  rðugDÞÞ:n on Ci
wkD ¼ 0 on Ca:
8>><
>>:Table 1
The expressions of P and Xk.
ND DD
P I 0
0 S1D
 
SD
Xk vk
gk
 
vk
8 A.B. Abda et al. / Applied Mathematical Modelling 37 (2013) 1–124. Comparison with Kozlov–Maz’ya–Fomin’s algorithm
The Kozlov–Maz’ya–Fomin’s [6] algorithm has been adapted in [8] for Stokes systems. In this approach, the data comple-
tion problem is solved on the basis of an alternating iterative procedure, where successive solutions of well-posed mixed
boundary value problems for the original equation are computed. The KMF’s algorithm can be viewed as an energy-like error
functional minimization by an alternating procedure in the g and v directions. Indeed, problem (2) can be split into two well-
posed subproblems with mixed boundary conditions.ðPDÞ
mDugD þrpgD ¼ 0 in X;
r:ugD ¼ 0 in X;
ugD ¼ U on Ca;
rðugDÞ:n ¼ g on Ci;
8>><
>>:
ðPNÞ
mDuvN þrpvN ¼ 0 in X;
r:uvN ¼ 0 in X;
rðuvNÞ:n ¼ F on Ca;
uvN ¼ v on Ci:
8>><
>>:As we can notice this problem corresponds to the Neumann–Dirichlet case. Therefore, solving the Cauchy system (2) is
achieved when the data completion ðG;VÞ leads to the same ﬁeld ugD ¼ uvN in X.
The iterative data completion procedure of [6] can be summarized as follows: starting from an initial guess g on Ci, this
guess is iteratively corrected by solving alternately problems of form ðPDÞ and ðPNÞ, where at each iteration the appropriate
boundary data results from the solution of the previously solved boundary value problems. A sequence of well-posed mixed
problems is generated as follows: u2jþ1 solves ðPNÞwith v replaced by u2j, while u2jþ2 solves ðPDÞwith g replaced by rðu2jþ1Þ:n.
Reverting to our energy-like error functional, the link with KMF’s algorithm is revealed by the following proposition:
Theorem 4.1. The KMF’s algorithm can be interpreted as an alternating-direction minimization method for the energy-like error
functional END. More precisely:
 Step 2jþ 1 of KMF algorithm: u2jþ1 is characterized by:
u2jþ1 ¼ uvNðv2jþ1Þ () v2jþ1 ¼ argmin ENDðg2j; vÞ with g2j ¼ rðu2jÞ:njCi Step 2jþ 2 of KMF algorithm: u2jþ2 leads to:
u2jþ2 ¼ ugDðg2jþ2Þ () g2jþ2 ¼ argmin Eðg;v2jþ1Þ with v2jþ1 ¼ u2jþ1jCiProof. The proof relies on the careful examination of the different steps of the alternating-direction algorithm for the min-
imization method of ENDðg; vÞ, namely the minimization with respect to one ﬁeld, the other being kept ﬁxed.
1. Minimizing in the v direction leads to vo such that:min ENDðg0;vÞ; v 2 ðH1=2CiÞd:
Where g0 ¼ rðu2jÞ:n. By the ﬁrst optimality condition, and using an equivalent form of the derivative (9), one obtains:@ENDðg0;v0Þ
@v :h ¼ 0; 8h 2 H
1=2ðCiÞd ¼
Z
Ci
uNðv0Þ  uDðg0Þ½ rðrhNÞ:nþ
Z
Ca
uNðv0Þ  uDðg0Þ½ rðrhNÞ:n 8h 2 H1=2ðCiÞdRecalling that rhN satisﬁes (8), one gets:Z
Ci
ðuDðg0Þ  uNðv0ÞÞ:rðrhNÞ:n ¼ 0 8h 2 H1=2ðCiÞd:Consider the Poincaré–Steklov operatorSN : ðH1=2ðCiÞÞd ! ðH1=2ðCiÞÞd
h ! rðrhNÞ:n
Using the same argument as the Neumann–Dirichlet, we gets that:uNðv0Þ ¼ uDðg0Þ on Ci:
Then v0, the minimizer of ENDðg0;vÞ is associated to ðuNðv0Þ; pNðv0ÞÞ which turns out to be the ðu2jþ1; p2jþ1Þ solution of ðPNÞ.
The ﬁrst claim of Proposition 4.1 is then proved.
2. Minimizing in the g direction leads to g0 such that:min ENDðg;v0Þg 2 H1=2ðCiÞd: ð15Þ
Once again by the ﬁrst optimality condition, and using an equivalent form of the derivative (10), one gets:@ENDðg0;v0Þ
@v :w ¼ 0; 8w 2 H
1=2ðCiÞd ¼
Z
Ci
rðuNðv0ÞÞ  rðuDðg0ÞÞ½ :nrwD þ
Z
Ca
rðuNðv0ÞÞ  rðuDðg0ÞÞ½ :nrwD; 8w
2 H1=2ðCiÞd:
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Ci
ðrðuDðg0ÞÞ  rðuNðv0ÞÞÞ:n:rwD ¼ 0; 8w 2 H1=2ðCiÞd:Using the inverse of Poincaré–Steklov operator:S1D : H
1=2ðCiÞd ! H1=2ðCiÞd
w ! rwD
one gets that:rðuDðg0ÞÞ:n ¼ rðuNðv0ÞÞ:n on Ci 5. Numerical illustration
Let us consider a viscous incompressible ﬂuid that is conﬁned between two concentric circular cylinders of inﬁnite length.
We assume that the velocity ﬁeld and the pressure do not depend on the longitudinal coordinate. We deal therefore with a
two dimensional problem deﬁned in a cross section X.
The domain X, the accessible boundary Ca and the inaccessible boundary Ci are depicted in the Fig. 1.
Aiming to validate the proposed approach, we consider here the identiﬁcation of the velocity ﬁeld and the stress force on
the inner circle Ci form an over-speciﬁed data ðU; FÞ on the outer circle Ca. The data ðU; FÞ is generated from analytic solu-
tions. The numerical experiments are performed on a thick annular domain with radii R1 ¼ 2 and R2 ¼ 1. The numerical
simulation is run under the Freefem++ Software environment [18], it is a free software based on the Finite Element Method.
The domain X is discretized using an uniform mesh with 50 nodes on Ci and 100 nodes on Ca. The reconstructed data are
computed using the iterative algorithm described in Section 3.
We consider two test cases. In the ﬁrst one, we take a polynomial example (smooth data). In the second one, we use a
singular data.
First test: we take a polynomial example, the velocity u and the pressure p are given by:uðx; yÞ ¼ ð4y3  x2;4x3 þ 2xy 1Þ; pðx; yÞ ¼ 24xy 2x;8ðx; yÞ 2 X:
We have reconstructed the unknown data on Ci in the three cases: Neumann-Dirichlet (ND), Dirichlet-Dirichlet (DD) and
KMF’s algorithm (KMF). The obtained results of this test are presented in Figs. 2 and 3. In Fig. 2 we plot the reconstructed
velocity v ¼ ðv1;v2Þ. In Fig. 3 we plot the reconstructed stress tensor g ¼ ðg1; g2Þ. Note that the reconstructed ﬁelds are
in close agreement with the exact ones. To emphasize further the reliability of our numerical procedure, we have recon-
structed the velocity and the stress tensor on Ci from some noisy data. More precisely, the data U is polluted by a pointwise
white noise with an amplitude ranging from 0 to 0:05. We observe that the reconstruction process remains robust for rea-
sonnable levels of noise (less than 5% of noise). We present in Fig. 4 the recovered data is for 5% of noise. We have only plot-
ted the ﬁrst components v1 and g1.
Second test: we consider the exampleuðx; yÞ ¼ 14p log 1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃðxaÞ2þy2p þ ðxaÞ2ðxaÞ2þy2 ; yðxaÞðxaÞ2þy2
 
8ðx; yÞ 2 X;
pðx; yÞ ¼ 12p xaðxaÞ2þy2 8ðx; yÞ 2 X:
8><
>:As one can remark, the second test involves a singularity in the vicinity of the inner boundary. It is noticed that the algorithm
has difﬁculties to converge in the presence of singularities, we choose e ¼ 105 where the reconstruction is very satisfactory.
For the ﬁrst case the source is in the vicinity of Ci with a ¼ 0:4 whereas in the second case it is in the vicinity of Ca withR 2
R 1
Γi
Γa
Fig. 1. The domain X and the boundaries Ca and Ci .
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Fig. 2. First test: the reconstructed velocity on Ci .
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Fig. 3. First test: the reconstructed stress tensor on Ci .
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Fig. 4. The reconstructed vND and stress tensor gND on Ci with 5% of noise.
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Fig. 5. Singular data: reconstructed velocity and the stress tensor on Ci with a ¼ 0:4.
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Fig. 6. Singular data: reconstructed velocity and the stress tensor on Ci with a ¼ 0:8.
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Fig. 7. Singular data: reconstructed velocity and the stress tensor on Ci with a ¼ 0:8.
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Table 2
The number of iterations.
ND DD KMF’s method
Number of iterations
for polynomial boundary
and e ¼ 103 30 35 45
Number of iterations
in the presence of singularities
with a ¼ 0:4 and e ¼ 105 56 55 67
Number of iterations
in the presence of singularities
with a ¼ 0:8 and e ¼ 105 152 217 257
12 A.B. Abda et al. / Applied Mathematical Modelling 37 (2013) 1–12a ¼ 0:8. The Fig. 5 shows the reconstructed velocity and the stress tensor for a ¼ 0:4 as well as the exact ones. The Fig. 6
shows the reconstructed velocity and the stress tensor for a ¼ 0:8 as well as the exact ones. In Fig. 7 the recovered data
is for 5% of noise with a ¼ 0:8.
The procedure proposed in this paper involves solving an interfacial equation, whose evaluation of the forward problem
requiring four computations of a direct solution at each iteration of the Neumann–Dirichlet case, three computations of a
direct solution at each iteration of the Dirichlet–Dirichlet case whereas KMF’s algorithm needs two computations of a direct
solution. The stopping criterion of the KMF relies on the energy. For the examples presented, the numbers of iterations to
achieve convergence for each method are shown in Table 2. It is noticed that the KMF’s algorithm has difﬁculties to converge
in the presence of singularities, and is generally computationally expensive.
6. Conclusion
In this work, we have investigated the Cauchy problem for the viscous stationary Stokes-system. The unknown boundary
data are characterized as the solution of an optimization problem. The minimisation process is achieved through the reso-
lution of the ﬁrst optimality condition which relies on solving an interfacial equation. Numerical trials highlight the efﬁ-
ciency of the proposed method. The more realistic case of non smooth domains namely domains with corners, is under
consideration. Applications to leak detection is also in progress.
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