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Abstract
Let k be a field and H a Hopf algebra over k with a bijective antipode. Suppose that H acts
on an associative (left noetherian) k-algebra R such that R is an H -module algebra. We consider
the categories of all H -modules, the subcategory of those which are H -locally finite, and the
subcategories of each which are alsoR-modules in a compatible way. These categories are all abelian
with enough injectives and we derive spectral sequences relating Ext∗(−,−) in them. Now let (−)H
denote taking H -invariants and set S = RH . We define a functor LS(R,−) from ModS to ModR(#H)
that has good behavior with respect to injective objects. We also show that the functor (−)H carries
some injectives to injectives. When R is commutative, H is cocommutative, and k is projective in the
category of finite-dimensional H -modules, we obtain more precise results, comparing, for example,
the Picard groups PicR (R,H) and Pic(S).
 2004 Published by Elsevier Inc.
0. Introduction and background
Let k be an algebraically closed field, G an affine algebraic group over k, R a com-
mutative (noetherian) k-algebra on which G acts by rational k-algebra automorphisms,
R-modules which are simultaneously rational G-modules such that R and G act
compatibly are called R–G-modules. A.R. Magid has studied in [8] homological algebra
for R–G-modules, especially injective modules, minimal injective resolutions, and
cohomology. In [9], he calculated the Picard group of the ring of invariants RG in terms of
the Picard group of R and various subgroups of the character group χ(G) of G.
Now, let k be a field of characteristic 0. Using Magid’s methods, we obtained (see
[5,6]) similar results to [8, Section 2] and [9] in the case where the action comes from
a finite-dimensional k-Lie algebra g. Note that in [5,6], the k-algebra R is not always
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g to R satisfying the cocycle condition in the place of the character group χ(g) of g. The
fact that for both algebraic group and Lie algebra, similar arguments can be given, suggests
that something more general is going on, and this brings us to the purpose of this paper.
Namely, a lot of results in [5,6] are true for Hopf algebraH with a bijective antipode over a
field k acting on a k-algebra R. For the other results, we assume that H is cocommutative.
So the results of this paper generalize those obtained in [5,6] and show that all the
results in [8, Section 2] and [9] are also true replacing the algebraic group G by an abstract
group G, the rational action by locally finite action and the linearly reductive hypothesis
by the assumption that G is a Maschke group; i.e., every finite-dimensional G-module is
completely reducible.
Throughout, all modules are left modules, k is a field, H is a Hopf k-algebra with
comultiplication ∆, counit , and a bijective antipode s, and R is an H -module algebra;
i.e., an associative k-algebra with identity which is an H -module such that h.(ab) =∑
h(h1.a)(h2.b) for all h ∈H and a, b ∈R.
We denote by R # H the associated smash product. The multiplication in R # H is
defined by the rule
(a # h)(b # g)=
∑
(h)
a(h1.b) # h2g.
R # H is a free left and right R-module. For further information on Hopf algebras and
the ring R # H , the reader is referred to [1,10,14]. We denote by ModA (if A is a ring) the
category ofA-modules and by k-vs the category of k-vector spaces. AnR-moduleM which
is an H -module such that h.(am)=∑h(h1.a)(h2m) is an R #H -module. Conversely, if M
is anR#H -module,M may be thought of as an R-module with an action ofH such that the
above formula holds. It is clear that R is an R # H -module defined by (a # h).b= a(h.b),
a, b ∈R. If M is an H -module, denote by
MH = {m ∈M: h.m= (h)m ∀h ∈H}
the set of invariant elements of M . Clearly, RH is a subring of R called the fixed subring
of R; we will denote it by S. The elements of S commute with H . If P is in ModR#H ,
then PH is in ModS#H . The ring R has a natural structure of (R # H,S)-bimodule; hence
R ⊗S P is an object of ModR#H in the natural way. More generally, if P is an S-module,
R⊗S P is an object of ModR#H . So we get two functors:R⊗S (−) from ModS to ModR#H
and (−)H from ModR#H to ModS .
Let M be an H -module and m an element of M . Denote by Hm the k-vector subspace
of M spanned by hm; for all h ∈H . Then Hm is an H -submodule of M . We say that m is
H -finite if Hm is of finite dimension and that M is H -locally finite, if all its elements are
H -finite. We shall denote by M(H) the set of H -finite elements of M (clearly, M(H) is the
maximal H -locally finite submodule of M).
We shall denote by Mod(H) the full subcategory of ModH whose objects are H -locally
finite and by Mod(R#H) the category of H -locally finite R # H -modules; this is a full
subcategory of ModR#H closed under direct sums. We deduce from [7, Corollary 1.10]
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ascending chain condition.
Mod(H) is a semisimple category if and only if every finite-dimensional H -module
is completely reducible. We deduce from [3, Corollary 1.5] that every finite-dimensional
H -module is completely reducible if and only if k is projective in the category of finite-
dimensional H -modules.
The purpose of the paper is to show that methods similar to those used for algebraic
group in [8, Section 2] and [9] and for Lie algebra in [5,6] can be used for Hopf algebra
with a bijective antipode, obtaining a number of new results along the way.
All unlabelled tensor products and Hom’s are tensor products and Hom’s over k.
We say that H has the symmetry property if, given two H -modulesM and N , the tensor
products M ⊗N and N ⊗M are isomorphic as H -modules.
By [10, Lemma 10.1.2], if H is almost cocommutative, then it has the symmetry
property.
In the first paragraph, we define a functor a = (−)H from Mod(H) to k-vs and a functor
L(−,−)=Hom(−,−)(H) from Mod(H)×Mod(H) to Mod(H). We denote respectively by
Rpa(H,−) andLp(−,−) their right derived functors and by E˜xtpH (−,−) the right derived
functors of HomH (−,−) restricted to Mod(H)×Mod(H). We relate these three functors by
a spectral sequence exactly as in [5, Proposition 1.16]. When H is left noetherian and has
the symmetry property, we construct an injective resolution for every object in Mod(H).
In the second paragraph,H is cocommutative in (2.20)–(2.22). We introduce the functor
LR(−,−)=HomR(−,−)∩Hom(H)(−,−)
defined from ModR#H ×ModR#H to Mod(H) and we denote by LpR(−,−) its right derived
functors and, by E˜xtR#H (−,−) if R is H -locally finite the right derived functors of
HomR#H(−,−) restricted to Mod(R#H)×Mod(R#H).
Note that in the particular case of a finite-dimensional Hopf algebra H , we have
Mod(H) =ModH , Hom(H)(−,−)=Homk(−,−), LR(−,−)=HomR(−,−),
and
E˜xtR#H (−,−)= ExtR#H (−,−).
We relate (Propositions 2.12 and 2.14) E˜xtR#H (−,−) and LpR(−,−) to ExtR(−,−) by
a spectral sequence as in [5, Section 2]. Also we relate (Proposition 2.15) ExtR#H(−,−)
to LpR(−,−). If k is projective in the category of finite-dimensional H -modules and if R
is left noetherian H -locally finite, we show (Corollary 2.13) that
ExtqR(M,N)
H = E˜xtqR#H(M,N), q  0
for all M,N ∈Mod(R#H) with M finitely generated.
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H -modules, we show (Corollary 2.17) that
ExtqR(M,N)
H = ExtqR#H(M,N)= LqR(M,N)H , q  0.
In the third paragraph, R is H -locally finite and k is projective in the category of
finite-dimensional H -modules. From (3.17) to (3.21) H is cocommutative. We show
that the functor LS(R,−) defined from ModS to Mod(R#H) is a right adjoint to (−)H .
We establish that LS(R,−) carries injectives to injectives, essential monomorphisms to
essential monomorphisms, and injective envelopes to injective envelopes. We also show
that the functor (−)H carries the injectives which are images by LS(R,−) of their
submodules of invariants to injective S-modules.
In the fourth paragraph, H is cocommutative, R is commutative, and k is usually
projective in the category of finite-dimensionalH -modules. We show that the functor (−)H
carries some projectives to projectives which is used to analyze the Picard group of S.
The fifth section is independent of the first four,H is an arbitrary Hopf algebra and R is
commutative. Given an R-module M , we study the quasi-R-automorphisms and we show
that ifR is commutative noetherianG-simple (whereG is group), then everyR#G-module
finitely generated as R-module is R-projective of finite rank.
To close the introduction let us mention some Hopf algebras with bijective antipode.
Examples 0.1.
(A) A commutative Hopf algebra [10, Corollary 1.5.12].
(B) A pointed Hopf algebra H [10, Corollary 5.2.11], since its coradical is kG where G
is the group-like elements of H .
(B1) If k has characteristic 0, if g is finite-dimensional semisimple, and if q is not a root
of unity, the quantized enveloping algebra Uq(g) of g is pointed [10, Lemma 5.5.5
and Corollary 5.2.11]. Furthermore, by the quantum-version of Weyl’s theorem on
complete reducibility, k is projective in the category of finite-dimensional Uq(g)-
modules.
(C) An almost cocommutative Hopf algebra [10, Definition 10.1.1]. By [10, Lem-
ma 10.1.2], it has the symmetry property. By [10, Definition 10.1.5 and Exam-
ples 10.1.16], any quasitriangular (QT) Hopf algebra is almost cocommutative and
any cocommutative Hopf algebra is quasitriangular.
(C1) Over a field of any characteristic, U(g) is a cocommutative Hopf algebra. If k is
of characteristic 0 and if g is semisimple, then by Weyl’s theorem on complete
reducibility, k is projective in the category of finite-dimensional U(g)-modules.
(C2) The restricted enveloping algebra V (g) of a restricted Lie algebra g over a field of
characteristic p > 0 is a cocommutative Hopf algebra. If g is finite-dimensional so
is V (g). If g is abelian finite-dimensional and is spanned, as a k-vector space, by
the elements X[p] with X ∈ g, then V (g) is a commutative semisimple ring [10,
Theorem 2.3.3].
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cocommutative Hopf algebra. If G is a Maschke group, then k is projective in the
category of finite-dimensional kG-modules.
– If G is finite with invertible order in k, then G is a Maschke group.
– Let G be an algebraic Chevalley group over Q, the field of rational numbers. By a
result of Steinberg, G(Q) is a Maschke group, where G(Q)= Homk-alg(k[G],Q)
is the Q-rational points of G (see [4] for an alternative proof).
(D) A finite-dimensional Hopf algebraH [2, Theorem 2.1.3]. If furthermore,H has finite
left global dimension or if k is of characteristic 0 and H is cocommutative, then H
is a semisimple ring [3, Corollary 1.7].
1. The right derived functors of (−)H and L(−,−)
Let M and N be H -modules. Then M ⊗ N is an H -module for the diagonal action;
i.e., h(m ⊗ n) =∑h h1m ⊗ h2n. If M and N are H -locally finite, so is M ⊗ N . We
define an H -module structure on Hom(M,N) by (hf )(m) =∑h h2(f (s−1(h1)m)); this
action coincides with the diagonal action if H is cocommutative. By [7, Lemma 1.1],
HomH(M,N) = Hom(M,N)H . We shall set Hom(M,N)(H) = Hom(H)(M,N) for M
and N in ModH and Hom(H)(M,N)= L(M,N) for M and N in Mod(H).
Proposition 1.1. Let M , N , P be H -modules. Then the natural k-isomorphism
φ : Hom(N ⊗M,P)→Hom(M,Hom(N,P ))
defined by φ(f )(m)(n)= f (n⊗m) induces a k-isomorphism
φ : HomH(N ⊗M,P)→HomH
(
M,Hom(N,P )
)
.
If M is H -locally finite, then φ induces a k-isomorphism
φ : HomH(N ⊗M,P)→HomH
(
M,Hom(H)(N,P )
)
.
Proof. (1) Let f ∈HomH(N ⊗M,P). Then(
φ(f )(hm)
)
(n)= f (n⊗ hm)=
∑
h
f
(
h2
(
s−1(h1)n⊗m
))=∑
h
h2
(
f
(
s−1(h1)n⊗m
))
=
∑
h
h2
((
φ(f )(m)
))(
s−1(h1)n
)= h((φ(f )(m)))(n).
So φ(f ) is H -linear. Let g ∈HomH(M,Hom(N,P )). Then we have
φ−1(g)
(
h(n⊗m))=∑
h
(
g(h2m)
)
(h1n)=
∑
h
(
h2
(
g(m)
))
(h1n)
=
∑
h3
(
g(m)
(
s−1(h2)h1n
))= h(g(m)(n))= h(φ−1(g)(n⊗m)).
h
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of φ(f ) is contained in Hom(H)(N,P ). ✷
Let N and P be H -modules. By (1.1), if P is injective in ModH , then Hom(N,P ) is
injective in ModH . If H has the symmetry property and if N is projective in ModH , then
Hom(N,P ) is injective in ModH .
Proposition 1.2. Let M , N be H -modules and f an element of Hom(M,N). Then the
following conditions are equivalent:
(1) f ∈Hom(H)(M,N);
(2) there is a finite-dimensional H -module V , an element v in V , and an H -morphism
F :M ⊗ V →N such that F(m⊗ v)= f (m) for all m in M .
Proof. (1)⇒ (2). Given (1), set V =Hf . Then we have dimV <∞ and f ∈ V . Let us
denote by (v1, v2, . . . , vl) a basis for V ; so h.v =∑li=1 αi(h)vi for all h ∈H , where each
αi(h) ∈ k. Define a map F :M ⊗ V →N by F(m⊗ v)= v(m), ∀m ∈M and v ∈ V . Then
we have F(m⊗ f )= f (m), m ∈M . For any h ∈H , we have
F
(
h(m⊗ v))= F(∑
h
(h1m⊗ h2v)
)
=
∑
h
F
(
h1m⊗
∑
i
αi(h2)vi
)
=
∑
h
∑
i
αi(h2)F (h1m⊗ vi)=
∑
h
∑
i
αi(h2)vi(h1m)=
∑
h
(h2v)(h1m)
=
∑
h
h3
(
v
(
s−1(h2)(h1m)
))=∑
h
h2(h1)
(
v(m)
)= h(v(m)).
So F is H -linear and (2) holds.
(2)⇒ (1). Assume (2). For any h ∈H , we have
(h.f )(m)=
∑
h
h2
(
F
(
s−1(h1)m⊗ v
))=∑
h
F
(
h2
(
s−1(h1)m⊗ v
))
=
∑
h
F
(
h2s
−1(h1)m⊗ h3v
)=∑
h
F
(
m⊗ (h1)h2v
)= F(m⊗ h.v).
Let us denote by (v1, v2, . . . , vl ) a basis for V ; so h.v =∑li=1 αi(h)vi for all h ∈H , where
each αi(h) ∈ k. For each i , define a map Fi :M→N by Fi(m)= F(m⊗vi), m ∈M . Then
the vector space generated by the Fi is a finite-dimensional H -submodule of Hom(M,N)
containing H.f and we get (1). ✷
Corollary 1.3. LetM ,N , P beH -modules. If f ∈Hom(H)(M,N) and g ∈Hom(H)(N,P )
then g ◦ f ∈Hom(H)(M,P ).
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and morphisms of H -modules F :M ⊗ V → N , G :N ⊗W → P such that F(m⊗ v) =
f (m),G(n⊗w)= g(n) for allm ∈M , n ∈N . LetK be the k-linear mapM⊗V ⊗W → P
defined by K(m ⊗ s ⊗ t) = G(F(m ⊗ s) ⊗ t). Then K(m ⊗ (v ⊗ w)) = f ◦ g(m).
Using the H -linearity of F and G, one shows easily that K is H -linear. By (1.2),
g ◦ f ∈Hom(H)(M,P ). ✷
Lemma 1.4.
(1) If I is an injective in ModH then I (H) is an injective in Mod(H).
(2) The category Mod(H) has enough injectives.
Let us consider the functor Hom(H)(−,−) from ModH ×ModH to Mod(H) and its
restriction L(−,−) to Mod(H)×Mod(H).
Let N and P be H -modules. By (1.4) and the remark following (1.1), if P is injective
in ModH , then Hom(H)(N,P ) is injective in Mod(H). If H has the symmetry property and
if N is projective in ModH , then Hom(H)(N,P ) is injective in Mod(H).
Lemma 1.5. For any T ∈ Mod(H), the functors L(T ,−) and L(−, T ) are left exact in
Mod(H).
Proof. The functors Hom(−, T ) and Hom(T ,−) are exact in ModH and (−)(H) is a co-
variant left exact functor from ModH to Mod(H). ✷
Proposition 1.6. Let I be an injective in Mod(H). Then
(1) L(N, I) is an injective in Mod(H) for any N ∈Mod(H).
(2) L(−, I ) is an exact functor in Mod(H).
Proof. (1) The result follows from (1.1) and from the exactness in Mod(H) of the functor
N ⊗ (−).
(2) Let 0→M→N → P → 0 be an exact sequence in Mod(H). By (1.5),
0→ L(P, I)→ L(N, I)→ L(M, I)
is an exact sequence in Mod(H). Let f ∈ L(M, I) and set V = Hf . Then V is a finite-
dimensional H -module and the k-linear map i ⊗ idV :M ⊗ V → N ⊗ V is an H -
monomorphism. Define a k-linear map F :M ⊗ V → I by F(m ⊗ v) = v(m), m ∈M ,
v ∈ V . Then F is an H -morphism. So, there is an H -morphism G :N ⊗ V → I such that
G ◦ (i ⊗ idV ) = F , since I is an injective of Mod(H). Let us define a map g :N → I by
g(n)=G(n⊗f ), n ∈N . Then g is k-linear. By (1.2), g ∈Hom(H)(N, I). So, g ∈ L(N, I).
On the other hand, we have
f (m)= F(m⊗ f )=G ◦ (i ⊗ idV )(m⊗ f )=G
(
i(m)⊗ f )= (g ◦ i)(m).
It follows that the morphism L(N, I)→ L(M, I) is surjective. ✷
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a(−) : Mod(H)→ k-vs the covariant left exact functor a(−)= (−)(H) and Rpa(H,−) its
right derived functors.
Lp(M,−) the right derived functors of L(M,−) defined in Mod(H).
ExtpH (−,−) the right derived functors of HomH(−,−) and by HpH(−) the right derived
functors of (−)H . So HpH(−)= ExtpH (k,−).
E˜xtpH (−,−) the right derived functors of HomH (−,−) restricted to Mod(H)×Mod(H).
Hence we have Rpa(H,−)= E˜xtpH (k,−).
Extp
(H)
(−,−) the right derived functors of Hom(H)(−,−) defined on ModH ×ModH and
by Hp(H)(−) the right derived functors of Hom(H)(k,−) = (−)(H) defined from
ModH to Mod(H). So Hp(H)(−)= Extp(H)(k,−).
For any H -locally finite H -module M and any finite-dimensional H -module V , the
H -module Hom(V ,M) is isomorphic to V ∗ ⊗M . So Hom(V ,M) is H -locally finite; i.e.,
L(V ,M)=Hom(V ,M). It follows that the functor L(V ,−) is exact in Mod(H); so we get
Lq(V ,M)= 0, q  1.
Proposition 1.7. Let M and N be in Mod(H). Then we have:
(1) the spectral sequence Rpa(H,Lq(M,N))⇒ E˜xtp+qH (M,N), p,q  0.
(2) Rpa(H,V ∗ ⊗ M) = E˜xtpH (V,M), p  0 for any finite-dimensional H -module V ,
where V ∗ denotes the algebraic dual of V .
Proof. (1) It is clear that L(M,N)H = HomH(M,N). The result follows from (1.6(1))
and the Grothendieck spectral sequence for composite functors. ✷
Lemma 1.8. Assume that H has the symmetry property. If M,V ∈ ModH with V finite-
dimensional then (M ⊗ V )(H) =M(H)⊗ V .
Proof. Let us denote by V ∗ the dual vector space of V . By the symmetry property, V ⊗M
and M⊗V are H -isomorphic. We deduce from the proof of [7, Lemma 1.8] that V ⊗M is
H -isomorphic to Hom(V ∗,M). So M ⊗ V is H -isomorphic to HomH(V ∗,M). It follows
that (M ⊗ V )(H) is H -isomorphic to Hom(H)(V ∗,M). Also M(H) ⊗ V is H -isomorphic
to Hom(V ∗,M(H)). Clearly Hom(V ∗,M(H)) is contained in Hom(H)(V ∗,M). Let f ∈
Hom(H)(V ∗,M). By (1.2), there exist a finite-dimensional H -module W , an element
w ∈W and an H -morphism F :V ∗ ⊗W →M such that F(u⊗w)= f (u) for all u ∈ V ∗.
Since F is H -linear, F(V ∗ ⊗W) is a finite-dimensional H -submodule of M . Being an
element of F(V ∗ ⊗W), f (u) is H -finite. It follows that f ∈Hom(V ∗,M(H)). ✷
The subset of the dual vector space H ∗ of H whose elements annihilate some two-
sided ideals of H of finite codimension is called the finite dual Hopf algebra of H and
is denoted H 0 (see [10, 1.2.3]). If we consider H as H -module via left multiplication,
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Corollary 9.1.1(5)] that H 0 =Hom(H)(H, k).
Corollary 1.9. Assume that H has the symmetry property.
(1) If H is left noetherian, then H ◦ ⊗M is an injective in Mod(H) for any M in Mod(H).
(2) If H is finite-dimensional, then H ∗ ⊗M is an injective in ModH for any M in ModH .
Proof. (1) We have M = dirlim(Mi) where the Mi are finite-dimensional H -submodules
of M . Clearly, H ∗ ⊗Mi =Hom(H,Mi). On the other hand,
H 0 ⊗M =H 0 ⊗ dirlim(Mi)= dirlim
(
H 0 ⊗Mi
)= dirlim(H ∗(H)⊗Mi)
= dirlim((H ∗ ⊗Mi)(H))= (dirlim(H ∗ ⊗Mi))(H).
Since H is projective in ModH , each H ∗ ⊗Mi = Hom(H,Mi) is an injective of ModH .
Since H is left noetherian, dirlim(H ∗ ⊗ Mi) is an injective of ModH . By (1.4(1)),
(dirlim(H ∗ ⊗Mi))(H) is an injective in Mod(H). ✷
Let M be in Mod(H). Let ϕ−1 be the natural H -monomorphism M → H 0 ⊗ M ,
m → 1⊗m. Define
C−1(M)=M, Cq+1(M)=H 0 ⊗Cq(M)
and suppose that we have already defined an H -morphism ϕq :Cq(M)→Cq+1(M). Then
we define ϕq+1 such that ϕq+1(f ⊗ u) = 1 ⊗ f ⊗ u − f ⊗ ϕq(u), where f ∈ H ◦ and
u ∈ Cq(M). Then ϕq+1 ◦ ϕq = 0 and C∗(M) is a complex of H -modules over M . Define
ψq :C
q(M)→ Cq−1(M) such that ψq(f ⊗ u) = f (1)u. Then one verifies directly that
ϕq−1 ◦ψq+ψq+1 ◦ϕq is the identity map on each Cq(M). So C∗(M) is an acyclic complex
of H -modules. If H is left noetherian and has the symmetry property, then by (1.9), each
Cq(M) is an injective of Mod(H). Hence C∗(M) is an injective resolution of M in Mod(H).
It follows that, if H is left noetherian and has the symmetry property, then Rpa(H,M)
is the cohomology group of the complex formed with the H -fixed parts Cp(M)H of
the Cp(M), with p  0 and E˜xtpH (M,N) is the cohomology group of the complex
HomH(M,Cp(N)). In the same way, if H is finite-dimensional and has the symmetry
property, then HpH(M) is the cohomology group of the complex formed with the H -fixed
parts Cp(M)H of the Cp(M), with p  0 and ExtpH (M,N) is the cohomology group of
the complex HomH (M,Cp(N)).
2. The right derived functors of LR(−,−) and HomR#H (−,−)
In this section, R is a k-algebra on which acts H such that R is an H -module algebra.
Denote by R # H the associated smash product. Both R and H are naturally embedded
in R # H and R # H is generated as algebra by R and H . The action of H is naturally
extended to R #H such that R #H is an R #H -module with R as R # H -submodule.
464 T. Guédénon / Journal of Algebra 273 (2004) 455–488It is easy to see that the map R #H → R⊗H ,∑ rhh →∑ rh⊗h is an R # H -isomor-
phism.
Lemma 2.1. Let R be H -locally finite.
(1) If I ∈ModR#H , then I (H) ∈Mod(R#H).
(2) If I is an injective in ModR#H , then I (H) is an injective in Mod(R#H).
(3) The category Mod(R#H) has enough injectives.
Let M be an H -module and N an R # H -module. By [7, Lemma 1.1], N ⊗M is an
R # H -module for the operation r(n⊗m)= rn⊗m.
Let M and N be in ModR#H . Then HomR(M,N) is an H -submodule of Hom(M,N)
and HomR#H(M,N) = HomR(M,N)H [11, Corollary 3.5(1)] and [12, Definition 3.1].
For all R #H -modules M and N , set
LR(M,N)= HomR(M,N) ∩Hom(H)(M,N);
so LR(M,N) is an object of Mod(H).
Let N be an R # H -module and W an H -module. Then by [7, Lemma 1.11], the H -
modules HomR(R ⊗W,N) and Hom(W,N) are isomorphic; we deduce from this that if
W is projective in ModH then R⊗W is projective in ModR#H .
Lemma 2.2. If N ∈Mod(R#H), the map ψ :LR(R,N)→N defined by ψ(f )= f (1) is an
isomorphism of H -modules.
Proof. Clearly,ψ is anH -monomorphism.Let n ∈N . Define anR-linear map fn :R→N
by fn(v)= vn. We have
(h.fn)(v)=
∑
h
h2
((
s−1(h1).v
)
n
)=∑
h
h2
(
s−1(h1).v
)
(h3n)= v(hn)= fhn(v).
It follows that h.fn = fhn. Since n is H -finite, so is fn; i.e., fn ∈ LR(R,N). On the other
hand, ψ(fn)= fn(1)= n; so ψ is an epimorphism. ✷
Lemma 2.3. Let N , P be two R # H -modules and M an H -module. Then the natural
k-isomorphism
φ : Hom(N ⊗M,P)→Hom(M,Hom(N,P ))
defined by φ(f )(m)(n)= f (n⊗m) induces a k-isomorphism
φ : HomR#H (N ⊗M,P)→HomH
(
M,HomR(N,P )
)
.
Proof. Let f ∈ HomR#H (N ⊗M,P). Clearly, φ(f )(m) is R-linear for all m ∈ M . By
the proof of (1.1), φ(f ) is H -linear. Now, let g ∈ HomH(M,HomR(N,P )). It is easy to
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H -linear. ✷
Corollary 2.4. If I is an injective in ModR#H , then
(1) HomR(N, I) is an injective in ModH for any N in ModR#H .
(2) I is an injective in ModH .
Proof. (1) follows from (2.3) and from the exactness of the functor N ⊗ (−) defined from
ModH to ModR#H .
(2) By (1), HomR(R, I) is an injective in ModH . As in (2.2), one can show that
HomR(R, I) and I are H -isomorphic. ✷
Lemma 2.5. Let N , P be R # H -modules and M an H -locally finite H -module. Then the
k-vector spaces HomH (M,LR(N,P )) and HomR#H(N ⊗M,P) are isomorphic.
Proof. Follows from (2.3) and the locally finiteness of M . ✷
Corollary 2.6.
(1) If I is an injective in ModR#H , then LR(N, I) is an injective in Mod(H) for any N in
ModR#H .
(2) If I is an injective in Mod(R#H), then
(i) LR(N, I) is an injective in Mod(H) for any N in Mod(R#H).
(ii) Let R be H -locally finite. Then I is an injective in Mod(H).
Proof. (1) follows from (2.5) and from the exactness of the functor N ⊗ (−) in ModH .
(2) (i) follows from (2.5) and from the exactness of the functor N ⊗ (−) in Mod(H).
(ii) By (i), LR(R, I) is an injective of Mod(H). The result follows from (2.2). ✷
Proposition 2.7. Let M and N be in Mod(R#H) with M finitely generated. Then
LR(M,N)=HomR(M,N).
Proof. By [7, Proposition 1.9], there exist a finite-dimensional H -module W and an
R # H -epimorphism f :R⊗W →M . So we obtain an injective H -linear map
HomR(f,N) : HomR(M,N)→HomR(R⊗W,N).
On the other hand, by [7, Lemma 1.11], HomR(R ⊗ W,N) is H -isomorphic to
Hom(W,N). Clearly, Hom(W,N) is H -locally finite. ✷
Proposition 2.8. If I is an injective in Mod(R#H), then LR(−, I ) is an exact functor from
Mod(R#H) to Mod(H).
Proof. Let 0 → M → N → P → 0 be an exact sequence in Mod(R#H). Clearly, 0 →
LR(P, I)→ LR(N, I)→ LR(M, I) is an exact sequence in Mod(H). Let f ∈ LR(M, I)
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idV :M⊗V →N⊗V is an R #H -monomorphism. Define a k-linear map F :M⊗V → I
by F(m⊗v)= v(m), m ∈M , v ∈ V . Then F is an R #H -morphism. So, there is an R #H -
morphismG :N⊗V → I such that G◦ (i⊗ idV )= F , since I is an injective of Mod(R#H).
Let us define a map g :N → I by g(n)=G(n⊗ f ), n ∈ N . Then g is R-linear. By (1.2),
g ∈Hom(H)(N, I). So g ∈ LR(N, I). On the other hand, we have
f (m)= F(m⊗ f )=G ◦ (i ⊗ idV )(m⊗ f )=G
(
i(m)⊗ f )= (g ◦ i)(m).
It follows that the morphism LR(N, I)→ LR(M, I) is surjective. ✷
Corollary 2.9. Let R be left noetherian H -locally finite and M finitely generated in
Mod(R#H). If I is an injective in Mod(R#H), then ExtpR(M, I)= 0, p > 0.
Proof. Since M is finitely generated, there exist a finite-dimensionalH -module V0 and an
R # H -epimorphism p0 :P0 = R ⊗ V0 →M (see [7, Proposition 1.9]). Set K = Ker(p0).
Then P0 is an H -locally finite R # H -module and K is an R # H -submodule of P0. As
R is left noetherian and P0 is finitely generated as R-module, K is finitely generated as
R-module; so there exist a finite-dimensional H -module V1 and an R # H -epimorphism
p1 :P1 = R ⊗ V1 → K . We have Im(p1) = K = Ker(p0). So, by this process, we can
construct an R-free resolution of M:
P∗ = · · ·→ Pi =R⊗ Vi →·· ·→ P1 =R⊗ V1 → P0 =R⊗ V0 →M→ 0,
where each Vi is a finite-dimensional H -module. Thus we have
ExtpR(M, I)=Hp
(
HomR(M, I)
)
, p > 0.
By (2.7), we know that
LR(M, I)=HomR(M, I) and LR(Pi, I )=HomR(Pi, I ), i  0.
On the other hand, P∗ is an acyclic complex in Mod(R#H). We deduce from (2.6) and
(2.8) that LR(P∗, I ) is an injective resolution of LR(M, I) in Mod(H). It follows that
Hp(LR(P∗, I ))= 0, p > 0. ✷
Corollary 2.10. Let R be left noetherian and H -locally finite. Let M and N be in
Mod(R#H) with M finitely generated and E∗ = {Ei} an injective resolution of N in
Mod(R#H). Then
ExtpR(M,N)=Hp
(
HomR(M,E∗)
)
, p  0.
Proof. We have
Extp (M,N)=Hp(HomR(P∗,N))=Hp(LR(P∗,N)), p  0,R
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Mod(H) which induces on each Hp(LR(P∗,N)) = ExtpR(M,N) a structure of H -locally
finite H -module. So ExtpR(M,−) is a cohomological functor from Mod(R#H) to Mod(H)
and, by (2.9), ExtpR(M, I) = 0, p > 0 for all injective object I in Mod(R#H). Let us
denote by Rp(LR(M,−)) the right derived functors of the functor LR(M,−) defined
from Mod(R#H) to Mod(H). Clearly, Rp(LR(M,−)) is a cohomological functor and we
have Rp(LR(M,−))(I)= 0, p > 0 for all injective object I in Mod(R#H). Moreover, we
have
Ext0R(M,−)=HomR(M,−)= LR(M,−)=R0
(LR(M,−))
in Mod(R#H). It follows that
ExtpR(M,−)=
(
Rp
(LR(M,−))), p  0
in Mod(R#H). So
ExtpR(M,N)=Rp
(LR(M,−))(N)=Hp(LR(M,E∗))
=Hp(HomR(M,E∗)), p  0. ✷
Denote by ExtR#H(−,−) the right derived functors of HomR#H(−,−) defined on
ModR#H ×ModR#H and by E˜xtR#H(−,−) if R is H -locally finite, the right derived
functors of HomR#H (−,−) restricted to Mod(R#H)×Mod(R#H).
Lemma 2.11. Let R be H -locally finite. For any N in Mod(R#H), we have Rpa(H,N)=
E˜xtpR#H (R,N).
Proof. By (2.6(2)), an injective resolution of N in Mod(R#H) is an injective resolution of
N in Mod(H). ✷
Proposition 2.12. Let R be left noetherian and H -locally finite. Let M and N be in
Mod(R#H) with M finitely generated. Then we have the spectral sequence
Rpa
(
H,ExtqR(M,N)
)⇒ E˜xtp+qR#H(M,N).
Proof. We know that HomR(M,N)H = HomR#H (M,N). The result follows from (2.4),
(2.10), and the Grothendieck spectral sequence for composite functors. ✷
Corollary 2.13. Let R be left noetherian and H -locally finite. Let M and N be in
Mod(R#H) with M finitely generated. If k is projective within the category of finite-
dimensional H -modules, then we have
ExtqR(M,N)
H = E˜xtqR#H (M,N).
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Let M ∈ ModR#H . Denote by LqR(M,−) the right derived functors of the func-
tor LR(M,−) defined on ModR#H . So, we have Lqk (M,N) = Extq(H)(M,N) for all
H -modules M and N .
Let M be an R-module and N an R # H -module. Then the k-vector spaces
HomR#H(R # H ⊗R M,N) and HomR(M,N) are isomorphic. Since H has a bijective
antipode,R#H is rightR-free; so this isomorphism implies that every injective in ModR#H
is injective in ModR .
Proposition 2.14. Let M and N be R # H -modules. Then we have:
(1) the spectral sequence
H
p
(H)
(
ExtqR(M,N)
)⇒ Lp+qR (M,N);
(2) Hp(H)(N)= LpR(R,N) for every R #H -module N .
Proof. (1) We know that LR(M,N) = HomR(M,N)(H). The result follows from (2.4)
and from the Grothendieck spectral sequence for composite functors. ✷
From (2.14), we deduce that Hp
(H)
(Hom(M,N)) = Extp
(H)
(M,N) for all H -modules
M and N .
Proposition 2.15. Let M and N be in ModR#H . Then we have:
(1) the spectral sequences
H
p
H
(
ExtqR(M,N)
)⇒ Extp+qR#H(M,N) and
Rpa
(
H,LqR(M,N)
)⇒ Extp+qR#H(M,N);
(2) HqH (N)= ExtqR#H(R,N).
Proof. (1) We have
HomR#H(M,N)=HomR(M,N)H = LR(M,N)H .
The results follow from (2.4), (2.6(i)) and from the Grothendieck spectral sequence for
composite functors. ✷
Corollary 2.16. Let M and N be in ModH . Then we have the spectral sequences
Rpa
(
H,Extq(H)(M,N)
)⇒ Extp+qH (M,N),
Rpa
(
H,H
q
(H)(N)
)⇒Hp+qH (N).
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Corollary 2.17. Let H be finite-dimensional and M and N be in ModR#H . Assume that k
is projective within the category of finite-dimensional H -modules. Then
ExtqR(M,N)
H = ExtqR#H (M,N)= LqR(M,N)H
and R is projective in ModR#H .
Proof. We know that Mod(H) = ModH . On the other hand, Mod(H) is a semisimple
category. The results follow from (2.15). ✷
Corollary 2.18. Let R be a semisimple ring and let H be finite-dimensional. Assume
that k is projective within the category of finite-dimensional H -modules. Then R # H is
a semisimple ring.
Lemma 2.19. Let M and N be R # H -modules. Assume that R is commutative.
(1) Then M ⊗R N is an R #H -module.
(2) If M and N are H -locally finite with N finitely generated,M⊗R N is H -locally finite.
(3) If M , N , and R are H -locally finite, M ⊗R N is H -locally finite.
Proof. (1) See [7, Lemma 1.2].
(2) Since N is finitely generated, there exist a finite-dimensional H -module V and an
R # H -epimorphism φ :R ⊗ V → N . So, the k-linear map idM ⊗ φ :M ⊗R (R ⊗ V )→
M⊗R N is an R #H -epimorphism. On the other hand,M⊗R (R⊗V ) is R #H -isomorphic
to M ⊗ V and M ⊗ V is H -locally finite. It follows that M ⊗R N is H -locally finite.
(3) The map R⊗M ⊗N →M ⊗R N , r ⊗m⊗ n → rm⊗ n is an R #H -epimorphism
and R⊗M ⊗N is H -locally finite. ✷
Let H be cocommutative and let M be an H -module and N an R # H -module. By
[7, Lemma 1.2], Hom(M,N) and M ⊗ N are R # H -modules and M ⊗ N is R # H -
isomorphic to N ⊗M . If furthermore,R is commutative and M is an R #H -module, then
HomR(M,N) is an R # H -module.
Proposition 2.20. Let R be commutative and H cocommutative. Let M and N be R # H -
modules. Assume that R is H -locally finite. Then LR(M,N) is an H -locally finite R #H -
submodule of HomR(M,N).
Proof. Let a ∈ R. Consider the k-linear map L(a) :M→M , m → am. We have
(
h.L(a)
)
(m)=
∑
h1
(
L(a)
(
s(h2)m
))=∑h1(a(s(h2)m))
h h
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∑
h
(h1.a)
(
h3
(
s(h2)m
))=∑
h
(h1.a)(h2)m= (h.a)m= L(h.a)(m)
for all h ∈ H , m ∈M . So we have h.L(a)= L(h.a) for all h ∈ H . From this, we deduce
that L(a) is H -finite, since a is H -finite and L is H -linear. Let f ∈ LR(M,N). Then
af = f ◦L(a). By (1.3), af ∈Hom(H)(M,N). Clearly, af is R-linear. ✷
Proposition 2.21. Let H be cocommutative and R commutative. Let M , N , and P be
R # H -modules and assume that R and M are H -locally finite. Then there is a k-
isomorphism
HomR#H
(
M,LR(N,P )
)HomR#H(M ⊗R N,P ).
Assume further that RH is a field. Then LR(N,−) preserves the injectives of Mod(R#H).
Proof. Consider the natural k-isomorphism
HomR
(
M,HomR(N,P )
)HomR(M ⊗R N,P ).
It is easy to show that H -morphisms correspond to H -morphisms. The first assertion
follows from (2.20) and the locally finiteness of M . For the second assertion, note that
by [7, Corollary 4.2], N is R-flat. ✷
Proposition 2.22. Let H be cocommutative and R commutative. Let M , N , and P be
in Mod(R#H). Suppose that R is H -locally finite such that RH is a field. Then there is
a spectral sequence
E˜xtpR#H
(
M,LqR(N,P )
)⇒ Extp+qR#H(M ⊗R N,P ).
Proof. The assertion follows from (2.21) and the Grothendieck spectral sequence for
composite functors. ✷
3. The functor LS(R,−)
In this section, k is projective within the category of finite-dimensional H -modules and
R is H -locally finite.
An object M of Mod(H) is ergodic if MH = 0. If M is ergodic, then so is every
submodule of M . If M ∈ Mod(H), we denote by MH the maximal ergodic H -submodule
of M . So we have MH ∩MH = 0. It follows that M/MH is ergodic for every M in
Mod(H).
Lemma 3.1. Let M ∈Mod(H). Then M =MH ⊕MH , a direct sum of H -modules.
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hm− (h)m, h ∈H , m ∈M . We set (M)H =M/M1 and we denote by qM :M→ (M)H
the canonical epimorphism. Clearly, the action of H on (M)H is trivial.
Lemma 3.2. Let M ∈Mod(H). There are H -isomorphisms
M1 MH and (M)H MH .
The decomposition M =MH ⊕MH in a direct sum of H -modules is functorial in the
following sense: if f :M →M ′ is a morphism of H -modules, then f (MH ) ⊆M ′H and
f (MH)⊆M ′H . In particular, if we denote by pM the canonical epimorphism M →MH ,
then f ◦ pM = pM ′ ◦ f .
For every fixed r ∈ S = RH , let us denote by fr the k-endomorphism of M defined by
fr(m)= rm. Then fr is H -linear, so fr ◦ pM = pM ◦ fr . It follows that fr(MH )⊆MH
and fr(MH)⊆MH ; i.e., MH and MH are S-submodules (hence S #H -submodules) of M
and pM is S-linear (hence S # H -linear).
If M is an S # H -module, we will set as in Section 2,
LS(R,M)= HomS(R,M) ∩Hom(H)(R,M).
Let M be an S-module. Equip M with its structure of trivial H -module. So M becomes
an S # H -module. If r ∈ R and f ∈ Hom(R,M), we will set (rf )(r ′) = f (r ′r). Thus
Hom(R,M) becomes an R # H -module with HomS(R,M) as R # H -submodule.
Since R is H -locally finite, the map R(r) : r ′ → r ′r is an element of LS(R,R) (because
h.(R(r))=R(h.r) for all h ∈H), so by (1.3), rf ∈ LS(R,M) for all f ∈LS(R,M). Thus
LS(R,M) is an object of Mod(R#H).
For every M (respectively N ) in ModS (respectively in Mod(R#H)), we will denote by
ES(M) (respectively ER#H (N)) the injective hull of M in ModS (respectively of N in
Mod(R#H)).
Let M be an H -module and V a simple H -module. The isotypic component of M
denoted MV is the sum of the submodules of M isomorphic to V ; this is a semisimple
submodule of M , direct sum of submodules which are isomorphic to V .
Let N be an R # H -module. By [7, Lemma 1.2], HomR(R,N) is an R # H -module
isomorphic to N and HomR#H(R,N)= HomR(R,N)H . So HomR#H (R,N) is an S-mo-
dule.
Lemma 3.3.
(1) If M is in ModS , then R⊗S M is in Mod(R#H).
(2) (a) If M is in ModS and N is in ModR#H , there is an isomorphism of k-vector spaces
HomR#H (R⊗S M,N)HomS
(
M,HomR#H(R,N)
)HomS(M,NH ).
(b) If M is in ModS and N is in ModS#H , there is an isomorphism of k-vector spaces
HomS#H (M,N) HomS
(
M,NH
)
.
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functor
HomR#H(R,−) : Mod(R#H)→ModS
is a right adjoint to
R⊗S (−) : ModS →ModR#H .
(b) Set R = S in (a). ✷
We have the following adjoint formula.
Proposition 3.4. Let M ∈ ModS and N ∈ Mod(R#H). Then the map φ : HomR#H (N,
LS(R,M))→ HomS((N)H ,M) defined by φ(f )(qN(x)) = f (x)(1) is an isomorphism
of k-vector spaces.
Lemma 3.5. Let I be an injective in ModS . Then LS(R, I) is an injective in Mod(R#H).
Proof. For any N ∈Mod(R#H) we know that NH and (N)H are S-isomorphic. The result
follows from (3.4) and the exactness of the functors (−)H and HomS(−, I ). ✷
Lemma 3.6. Let M ∈ModS . Then the map F :LS(R,M)H →M defined by F(f )= f (1)
is an isomorphism of S-modules.
Proof. Note that LS(R,M)H = HomS(R,M)H . Consider the map G :M→Hom(R,M)
defined by G(m)(r)= pR(r)m. Then G(m) is S-linear and is an H -invariant element of
Hom(R,M). One shows easily that G ◦ F and F ◦G are identity maps. ✷
Theorem 3.7.
(1) If N ∈ ModS and if M is an R # H -submodule of LS(R,N), then MH = 0 implies
M = 0.
(2) If M→N is an essential monomorphism of S-modules, then LS(R,M)→ LS(R,N)
is an essential monomorphism of R # H -modules.
(3) If N ∈ModS , then ER#H(LS(R,N)) is isomorphic to LS(R,ES(N)).
(4) If N ∈ModS , then (ER#H(LS(R,N)))H is isomorphic to ES(N).
By (3.7(1)), the nonzero R # H -submodules of the induced H -locally finite R # H -
moduleLS(R,N) contain nonzero invariants. This is a strong condition: we will see below
that this implies that M is an essential extension of RMH . Simultaneously, we obtain
a condition on M which implies that we can take N =MH .
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(1) Then M is an essential extension of its R #H -submodule RMH .
(2) If m ∈M and pM(rm)= 0 for all r ∈ R, then m= 0.
Now we want to know when an R #H -module is a submodule of an induced module of
the form LS(R,N). The necessary condition of (3.8(2)) is also sufficient.
For any M ∈Mod(R#H), we set
∗M = {m ∈M such that pM(rm)= 0 for all r ∈R}.
Note that if M is a simple object in Mod(R#H) with MH = 0, then ∗M = 0: to see this,
observe that if ∗M =M , then for every m ∈M we have pM(m) = 0, so M =MH ; i.e.,
MH = 0 which is a contradiction.
Lemma 3.9. Let M be in Mod(R#H). Define
φM :M→LS
(
R,MH
)
by φM(m)(r)= pM(rm).
Then we have the following assertions:
(1) ∗M is the kernel of φM ;
(2) if M→M ′ is an R # H -morphism, then ∗M ⊆ ∗(M ′);
(3) ∗(M/∗M)= 0;
(4) if M is an R # H -submodule of N , then ∗N ∩M = ∗M;
(5) if ∗M = 0, then φM is an essential monomorphism in Mod(R#H).
Note that, by (3.4), HomR#H(M,LS(R,MH))  HomS((M)H ,MH). So φM is the
R # H -morphism corresponding to the S #H -morphism (M)H →MH .
We can use (3.9) to identify in Mod(R#H) the injective modules of the form LS(R, I),
where I is an injective in ModS .
Theorem 3.10.
(1) If E is an injective in Mod(R#H) with ∗E = 0, then EH is S-injective and E is R #H -
isomorphic to LS(R,EH ).
(2) If M ∈ Mod(R#H) with ∗M = 0, then ER#H(M) is R # H -isomorphic to LS(R,
ES(M
H)).
We remark that the assumption ∗E = 0 in (3.10(1)) is also necessary by (3.8(2)) in order
that E is isomorphic to LS(R,EH ).
Now we will find a condition on Mod(R#H) which enables us to apply (3.10).
Lemma 3.11. The category Mod(R#H) has an injective cogenerator.
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object M in Mod(R#H) verifies ∗M = 0.
We will say that condition (α) is satisfied in Mod(R#H) if Mod(R#H) has an injective
cogenerator C such that ∗C = 0.
Proposition 3.12. Assume that condition (α) is satisfied in Mod(R#H).
(1) Then each injective in Mod(R#H) is of the form LS(R, I), where I is an injective in
ModS .
(2) Let M ∈ModS and N ∈Mod(R#H). Then
E˜xtpR#H (R⊗S M,N) ExtpS
(
M,NH
)
, p  0.
Proof. (1) Follows from (3.10) and the remark following (3.11).
(2) Let {Ei} be an injective resolution of N in Mod(R#H). By (3.10(1)), EiH is an
injective of ModS . The result follows from (3.3(2)(a)) and the exactness of the functor
(−)H . ✷
Lemma 3.13. Let R be left noetherian. Let {Ei , i ∈ I } be a set of injective S-modules.
Then
E =
⊕{LS(R,Ei): i ∈ I}
is R # H -isomorphic to LS(R, {⊕Ei : i ∈ I }).
Proof. By (3.5), E is an injective of Mod(R#H). By (3.8(2)), ∗LS(R,Ei)= 0 for all i; so∗E = 0. By (3.6), EH =⊕Ei . By (3.9(5)), φE is an essential R #H -monomorphism and,
since E is injective in Mod(R#H), φE is an R #H -isomorphism. ✷
Lemma 3.14. Let I be an injective in ModS , M ∈ Mod(R#H) with ∗M = 0 and f :M→
LS(R, I) an essential R #H -monomorphism. Then MH → LS(R, I)H = I is an essential
S-monomorphism.
Proof. It is similar to that of [6, Lemme 2.12], using (3.9(5)), (3.5), and (3.6). ✷
Now we are ready to prove that the functor (−)H carries minimal injective resolutions
of Mod(R#H) to minimal injective resolutions of ModS and we could determine resolutions
in Mod(R#H).
Proposition 3.15. Assume that condition (α) is satisfied in Mod(R#H). Let R and S
be left noetherian, M ∈ Mod(R#H), {EiR#H (M)} the minimal injective resolution of M
in Mod(R#H) and {EiS(MH )} the minimal injective resolution of MH in ModS . Then
(EiR#H(M))
H =EiS(MH), for all i .
Proof. It is similar to that of [6, Proposition 2.13], using (3.10(1)) and (3.14). ✷
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noetherian and S be commutative noetherian. LetM ∈Mod(R#H) and for any P ∈ spec(S),
let µi(P,MH ) be the number of times ES(S/P ) occurs in EiS(MH). Then EiR#H (M) is
the direct sum, for P ∈ spec(S) of µi(P,MH ) copies of ER#H(R/PR).
Proof. It is similar to that of [6, Théorème 2.14], using (3.10(1)), (3.13), and (3.15). ✷
Lemma 3.17.
(1) Let H be cocommutative, R commutative, M ∈ ModS , V a finite-dimensional H -
module and N ∈Mod(R#H). Then we have the S # H -isomorphisms
HomR(R⊗ V,N)Hom(V ,N) V ∗ ⊗N N ⊗ V ∗.
In particular, (N ⊗ V ∗)H is S-isomorphic to HomH (V,N).
(2) Let S be commutative, M ∈ ModS and V a finite-dimensional H -module. Then the
map
φ : HomS#H(V ⊗R,M)→HomH
(
V,LS(R,M)
)
defined by φ(f )(v)(r)= f (v⊗ r) is an isomorphism of k-vector spaces.
Proof. (1) The first isomorphism is a consequence of [7, Lemma 1.11]. The second
isomorphism is trivial and the third is a consequence of the cocommutativity of H .
(2) The proof is a consequence of (1.1). ✷
The condition (α) on Mod(R#H) is very strong. It shows (3.12(2)) that if N is injective
in Mod(R#H), then NH is S-injective. We will see under a finitely hypothesis of R on S
that this means that R is S-flat.
We begin by identifying the H -isotypic components of the R #H -modules LS(R,M).
Lemma 3.18. Let k be algebraically closed and H be cocommutative. Let N ∈ Mod(H)
and V a simple finite-dimensionalH -module. Then there is an isomorphism of H -modules
HomH(V,N)⊗ V NV and N =⊕NV .
If in (3.18), N is an object of Mod(R#H), then Hom(V ,N) = V ∗ ⊗k N ∈ Mod(R#H);
so HomH(V,N) ∈ Mod(S#H) and the H -isomorphism of (3.18) becomes an S # H -
isomorphism.
Lemma 3.19. Let k be algebraically closed and H be cocommutative. Let S be
commutative, M ∈ModS and V a simple finite-dimensional H -module. Then LS(R,M)V
is S # H -isomorphic to LS(RV ∗,M).
Proof. Consider the canonical isomorphisms
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(
V,LS(R,M)
)HomS#H(V ⊗R,M)HomS#H (V ⊗RV ∗,M)
HomH
(
V,LS(RV ∗,M)
)
.
The first and the third isomorphisms follow from (3.17) and the second follows from
the definition of RV ∗ (if W is another finite-dimensional simple H -module, then
HomH(V,W∗) = 0 if W∗ = V ). Now it follows from (3.18) that LS(R,M)V is H -
isomorphic to LS(RV ∗,M). If W is another finite-dimensional simple H -module non-
isomorphic to V , then HomH (V ⊗ RV ∗,M) = 0, since HomH(V ⊗ RV ∗, k) = 0. So we
get
LS(RV ∗,M)=
⊕
W
LS(RV ∗,M)W = LS(RV ∗,M)V . ✷
Corollary 3.20. Let k be algebraically closed, H cocommutative and R commutative.
Assume that the functor (−)H carries injectives from Mod(R#H) to injectives of ModS .
If I is S-injective and if V is a simple finite-dimensional H -module, then LS(RV ∗ , I ) is
S-injective.
Proof. Set W = V ∗ and E = LS(RV ∗, I ). Then by (3.5), E is an injective in Mod(R#H).
Set M = R⊗V , then M is finitely generated in Mod(R#H) and is R-free. By (3.17),
E ⊗W and HomR(M,E) are R # H -isomorphic. Now we can continue the proof as in
[6, Corollaire 2.16]. ✷
If in (3.20), RV ∗ is finitely generated as S-module, then HomS(RV ∗, I ) is S-injective.
We will use this information to conclude under the hypotheses of (3.20) that R is S-flat.
Theorem 3.21. Let k be algebraically closed, H cocommutative, and R commutative.
Assume that the functor (−)H carries injectives from Mod(R#H) to injectives of ModS . Let
V be a simple finite-dimensional H -module. If RV is finitely generated as S-module, then
RV is S-flat. If RW is finitely generated as S-module for every simple finite-dimensional
H -module W , then R is S-flat.
Proof. Let I be an injective in ModS . Then we have the isomorphism of duality
HomS
(
TorS1 (M,RV ), I
)= Ext1S(M,HomS(RV , I)).
By (2.7), we have
Ext1S
(
M,HomS(RV , I)
)= Ext1S(M,LS(RV , I)).
So (3.20) shows that HomS(TorS1 (M,RV ), I) = 0 for all M ∈ ModS . It follows that
TorS1 (M,RV )= 0 (it suffices to take I =ES(TorS1 (M,RV ))). ✷
Theorem 3.22. Let R be flat as right S-module. Then the functor (−)H carries injectives
from Mod(R#H) to injectives of ModS .
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Mod(R#H), then the functor HomR#H(−, I ) is exact. The result follows from (3.3(2)). ✷
Lemma 3.23. Let M be finitely generated in ModS and N an object of Mod(R#H). Then for
each i , ExtiS(M,N) is an H -locally finite H -module and ExtiS(M,N)H = ExtiS(M,NH ).
Proof. Let {Fi} be a resolution of M by finitely generated free S-modules. We can
regard each Fi and M as objects of Mod(S#H) (the action of H is trivial). By (2.7), each
HomS(Fi,N) is H -locally finite. From this, we deduce that each ExtiS(M,N) is H -locally
finite. By (2.2), HomS(Fi,N)H =HomS(FiNH ) for all i . The last assertion follows from
the fact that the functor (−)H commutes with homology. ✷
Proposition 3.24. Let M ∈ ModS and N ∈ Mod(R#H) and R finitely generated in ModS .
Then we have the spectral sequence
E˜xtiR#H
(
N,ExtjS(R,M)
)⇒ Exti+jS (NH ,M), i, j  0.
If furthermore, R is left noetherian and N is finitely generated, then
ExtiR
(
N,ExtjS(R,M)
)H ⇒ Exti+jS (NH ,M), i, j  0.
Proof. We know that (N)H = NH . Since R is finitely generated S-module, we have
HomS(R,M) = LS(R,M) and the first assertion follows from (3.4), (3.5) and the
Grothendieck spectral sequence for composite functors. The second assertion follows from
(2.13) and from the first one. ✷
4. The functor R⊗S (−)
In this section, R is commutative and after (4.9), we assume that H is cocommutative.
A subset M of R is said to be H -invariant if h.m ∈ M for all h ∈ H and m ∈ M .
Let (−)H : ModR#H → ModS be the functor associating MH to M ∈ ModR#H and the
restriction f H :MH → NH to f ∈ HomR#H(M,N). If f is an isomorphism, then fH is
an S-isomorphism. The functor (−)H commutes with direct sum.
For every M ∈ModR#H , let cM :R⊗S MH →M be the map given by cM(r⊗m)= rm
for all m ∈M , r ∈R. Then cM is R #H -linear.
For any N ∈ ModS , we define uN :N → (R ⊗S N)H by uN(n) = 1 ⊗ n. Then uN is
S-linear.
If M is an R-module, we denote HomR(M,R) by M∗. We shall study the Picard group
of S.
An object M of ModR#H is invariantly generated if M =RMH .
Lemma 4.1. Let M ∈ModR#H . Then the map cM :R⊗S MH →M , r⊗m → rm is R #H -
linear and Im(cM)=RMH . If M is invariantly generated, then cM is an epimorphism.
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M→N . Then, if M is invariantly generated, so is N .
Lemma 4.3. LetM ∈ ModS andMR=R⊗SM . Then the k-linear map φ :R(MR)H →MR ,
r(r1 ⊗m) → (rr1 ⊗m) is an R #H -isomorphism. So MR is invariantly generated. In par-
ticular, R is invariantly generated.
Lemma 4.4. Let R be H -locally finite, M ∈ ModS and MR = R⊗S M . Suppose that k is
projective within the category of finite-dimensional H -modules. If M is S-projective then
MR is projective in Mod(R#H).
Proof. The result follows from (3.3(2)) and the exactness of the functor (−)H . ✷
Proposition 4.5. Let M be finitely generated and projective in ModS . Then uM is an S-
isomorphism.
Proof. For any N ∈ ModS , let us denote by fN the map N → (R ⊗S N)H defined by
fN(n) = 1 ⊗ n. Then f is a natural transformation of additive functors of S-modules:
1 → (R ⊗S (−))H , where 1 is the identity functor in ModS and fS is an isomorphism.
It follows that fM is an isomorphism if M is projective and finitely generated as S-
module. ✷
Let R be H -locally finite and k be projective in the category of finite-dimensional H -
modules. Then (4.4) and (4.5) show that if M is finitely generated and projective in ModS ,
then the H -locally finite, projective, finitely generated and invariantly generated R # H -
module R ⊗S M has the property that its H -invariant submodule is also projective and
finitely generated as S-module. We will see below that this property is true for any H -
locally finite, projective, finitely generated and invariantly generated R # H -module.
Lemma 4.6. Let M ∈Mod(R#H).
(1) Suppose thatR isH -locally finite. IfM is projective in Mod(R#H), then M is projective
in ModR .
(2) If k is projective in the category of finite-dimensional H -modules and if M is finitely
generated and projective in ModR , then M is projective in Mod(R#H).
Proof. (1) The map p :R ⊗ M → M , r ⊗ m → rm is an epimorphism of H -locally
finite R # H -modules. So we get an exact sequence 0 → Kerp → R ⊗ M → M → 0
in Mod(R#H). Since M is projective in Mod(R#H), the sequence splits. The result follows
from the projectivity of R⊗M in ModR .
(2) We have HomR#H(M,−)=HomR(M,−)H . The result follows from the exactness
of the functors HomR(M,−) : Mod(R#H) →Mod(H) and (−)H : Mod(H)→ k-vs. ✷
Lemma 4.7. Assume that k is projective in the category of finite-dimensional H -modules.
Let R be H -locally finite, P and Q finitely generated in Mod(R#H) with Q projective
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monomorphism h :Q→ P such that f ◦ h= identity of Q.
Proof. Clearly, HomR(Q,P) and HomR(Q,Q) are objects of Mod(H) and the k-linear
map f ∗ = HomR(Q,f ) : HomR(Q,P) → HomR(Q,Q) is H -linear. By (4.6(1)), Q is
projective in ModR ; so f ∗ is an epimorphism (of H -modules). By restriction, it is an
epimorphism on the invariants. Since the identity map of Q belongs to HomR#H(Q,Q)=
HomR(Q,Q)H , there exists h ∈ HomR#H(Q,P) = HomR(Q,P)H such that f ◦ h =
identity of Q. Clearly, h is a monomorphism. ✷
Proposition 4.8. Let k be projective in the category of finite-dimensional H -modules,
R be H -locally finite and P be projective, finitely generated and invariantly generated
in Mod(R#H). Then
(1) PH is finitely generated and projective in ModS ;
(2) P ∗ is invariantly generated;
(3) the map cP is an R #H -isomorphism.
The following result is the analogue of (3.(8)(1)).
Lemma 4.9. Let N ∈Mod(R#H) and M ∈ModS . If N is a factor of R⊗S M in Mod(R#H),
then NH = 0 implies that N = 0.
Proof. If NH = 0, then HomS(M,NH )= 0. By (3.4(2)), HomR#H(R⊗S M,N)= 0. But
this later “Hom” contains the R # H -epimorphismR⊗S M→N ; so N = 0. ✷
The third assertion of (4.8) shows that the rank of P as R-module is equal to the rank of
PH as S-module. So, if P is an invertible R-module then PH is invertible as S-module.
From now on, we assume that H is cocommutative. Let M be an R-module. For any
r ∈ R, we denote by rM the k-endomorphism of M which defines the action of r on M;
i.e., rM(m)= rm for all m ∈M .
LetM be an R #H -module and denote by hM the endomorphism of M that corresponds
to the action of h ∈H on M . For each φ ∈Hom(H,R), set
ρφ(h)=
∑
h
φ(h1)M ◦ (h2)M for all h ∈H.
Then ρφ is a k-linear map from H to End(M). Then for any r ∈ R we have
ρφ(h)(rm)=
∑
(h1.r)
(
ρφ(h2)(m)
)
.
A simple computation gives
ρφ(hh
′)(m)=
∑
′
φ
(
h1h
′
1
)(
h2h
′
2m
)
and
h,h
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∑
h,h′
φ(h1)
(
h3.φ
(
h′1
))(
h2h
′
2m
)
for all h,h′ ∈H and m ∈M .
Suppose that φ satisfies the cocycle condition
φ(hh′)=
∑
h
(
h1.φ(h
′)
)
φ(h2) for all h,h′ ∈H. (<)
Then ρφ is an algebra morphism and we can define a new R # H -module M(φ), the
underlying R-module of which is the same as that of M , while the action of H is new and
is given by the rule h.m = ρφ(h)m =∑φ(h1)(h2m). We call M(φ) the twisted R # H -
module.
If φ ∈Hom(H,R) satisfies the cocycle condition then φ(h)= φ(h)φ(1H ) for all h ∈H ;
so φ(1H ) = 0 if φ = 0.
From now on, we equip Hom(H,R) with its structure of k-algebra given by the
convolution product; i.e., φ < φ′(h) =∑φ(h1)φ′(h2). Since H is cocommutative, the
convolution product is a commutative law. Denote by Z(H,R) the subset of Hom(H,R)
whose elements satisfy the cocycle condition and send 1H to 1R . Obviously, M()=M ,
(M(φ))(ψ)=M(φ < ψ), and R(φ)⊗R M =M(φ) for φ,ψ ∈ Z(H,R).
Any character of H ; i.e., any algebra morphism H → k belongs to Z(H,R). So
 ∈ Z(H,R) and is the identity of Z(H,R).
Let φ,φ′ ∈ Z(H,R). Then φ < φ′ ∈ Z(H,R). Set φ(h) = ∑h h1.φ(s(h2)). Then
φ ∈ Z(H,R) and we have φ < φ(h) = (h)1R . Hence φ is the inverse of φ. It follows
that Z(H,R) is an abelian group. Any character λ of H satisfies λ= λ.
Example 1. Let M be an R # H -module R-free of rank 1. If m is an R-basis of M , then
hm = rhm for any h ∈ H , where rh is some element of R which is unique since M is
R-free. Set φ(h)= rh. Then φ ∈Z(H,R).
An element a of R is said to be H -normal if h.a = rha for all h ∈H ; where rh is some
element of R.
Example 2. Let R be an integral domain. Suppose that a is a nonzero H -normal element
of R. Set φ(h)= rh for all h ∈H , where rh ∈R is such that h.a = rha. Then φ ∈ Z(H,R).
Let M be an R-module and η, η′ two algebra morphisms from H to End(M). We say
that η′ is obtained from η by twisting if η′(h)=∑h(φ(h1))M ◦ η(h2).
Proposition 4.10. Let H be cocommutative. Let M be an invertible R-module. Any two
H -module structures on M compatible with the given R-module structure are obtained
from each other by twisting.
Proof. Let η and η′ be two algebra morphisms from H to End(M) compatible with
the R-module structure of M . So, for any r ∈ R and m ∈ M we have η(h)(rm) =
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h(h1.r)(η(h2)(m)) and η′(h)(rm) =
∑
h(h1.r)(η
′(h2))(m). Now a straightforward
computation, shows that
∑
h
η′(h1) ◦ η
(
s(h2)
) ∈HomR(M,M)=M ⊗R M∗ =R.
For any h ∈H , set φ(h) =∑h η′(h1) ◦ η(s(h2)). Then φ is a k-linear map from H to R
and we have η′(h)=∑h(φ(h1))M ◦ η(h2) and η(h)=∑h η′(h1) ◦ (φ(s(h2)))M . Since η
and η′ are algebra morphisms, we have
φ(hh′)M =
∑
h,h′
η′(h1) ◦ η′
(
h′1
) ◦ η(s(h′2)) ◦ η(s(h2))
=
∑
h
η′(h1) ◦
(
φ(h′)
)
M
◦ η(s(h2))
=
∑
h
(
h1.φ(h
′)
)
M
◦ η′(h3) ◦ η
(
s(h2)
)
=
(∑
h
(
h1.φ(h
′)
)
φ(h2)
)
M
for all h,h′ ∈ H . Set u = φ(hh′) and v =∑h(h1.φ(h′))φ(h2). Now we know that there
exist a finite number of elements mi ∈M and fi ∈M∗ such that ∑fi(mi)= 1. For every
i we have umi = vmi ; so ufi(mi)= vfi(mi). It follows that u= v; i.e., φ ∈Z(H,R). ✷
Any R # H -module isomorphic to R will be called a trivial R # H -module. More
generally, we call an R # H -module M invertible if M is invertible as R-module. So R
is an invertible R # H -module. Concerning the property of projective and invertible R-
modules the reader may consult [2].
By (4.10), if M is an invertible R # H -module, then the twisted R # H -module M(φ);
φ ∈ Z(H,R) are the only ones whose underlying R-module coincides with M .
Lemma 4.11. Let H be cocommutative. Let M be an invertible R #H -module and m ∈M
such that M =Rm. Then M is R-free and m is an R-basis of M .
Proposition 4.12. Let H be cocommutative.
(1) For any φ ∈ Z(H,R) there exist an invertible R # H -module M and an element
x ∈M such that M = Rx and hx = φ(h)x for all h ∈ H . Conversely, let M be an
invertible R #H -module and x an element of M such that M =Rx . Then there exists
φ ∈ Z(H,R) such that hx = φ(h)x for all h ∈H .
(2) Let N be another invertibleR#H -module, y ∈N such thatN =Ry . Let φ′ ∈ Z(H,R)
such that hy = φ(h)y for all h ∈H . In order that there exist an R # H -isomorphism
i :M→N satisfying i(x)= y , it is necessary and sufficient that φ = φ′.
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H -normal; in fact, h.a =ψ(h)a for all h ∈H where ψ is some element of Z(H,R).
Proof. Note that R is a free R-module with basis a. So h.a = rha for all h ∈H , where rh
is some element of R. Since a is invertible, rh is unique for every h ∈H . Set ψ(h) = rh.
One shows easily that ψ ∈ Z(H,R). ✷
Set Rφ = {a ∈ R: h.a = φ(h)a for all h ∈H where φ ∈ Z(H,R)}. So R = RH . It is
clear that Rφ is a k-vector subspace of R and RRφ is an R # H -submodule of R. We have
1 ∈Rφ if and only if φ = .
Suppose that a ∈ Rφ is invertible. By the previous lemma, a−1 ∈ Rψ for some ψ ∈
Z(H,R). Then for any h ∈H ,
h.
(
a−1a
)= (h)1R =∑(h1.a−1)(h2.a)=∑ψ(h1)φ(h2).
So ψ is the inverse of φ; hence ψ = φ and a−1 ∈ Rφ .
Set Zu(H,R) = {φ ∈ Z(H,R): Rφ contains an invertible element of R} and
Zs(H,R)= {φ ∈Z(H,R): RRφ =R and RRφ =R}.
Lemma 4.14. Let H be cocommutative. ThenZu(H,R) and Zs(H,R) are both subgroups
of Z(H,R) and Zu(H,R)⊆Zs(H,R).
Proof. We have RRH =R,  =  and RH =R ; so  ∈Zu(H,R) ∩Zs(H,R).
Let φ ∈ Zu(H,R). Then Rφ contains an invertible element a and a−1 ∈ Rφ ; so φ ∈
Zu(H,R). Let φ ∈ Zs(H,R). Then RRφ = R and RRφ = R. Since φ = φ, we conclude
that φ ∈ Zs(H,R).
If a ∈ Rφ and a′ ∈ Rφ′ then aa′ ∈ Rφ<φ′ . So RφRφ′ ⊆ Rφ<φ′ ; this implies that
φ < φ′ ∈ Zu(H,R) if φ,φ′ ∈ Zu(H,R). Suppose that φ,φ′ ∈ Zs(H,R). Then R =
RR = RRφRφ′ ⊆ RRφ<φ′ ; this implies that R = RRφ<φ′ . A similar argument using the
fact that RφRφ′ ⊆ Rφ<φ′ ⊆ Rφ<φ′ implies that R = RRφ<φ′ . Thus the first assertion is
proved. Suppose that Rφ contains an invertible element a. For any r ∈ R, we have
r = ra−1a ∈ RRφ . This implies that R ⊆ Rφ ; so R = RRφ . In the same way, using the
fact that a−1 ∈Rφ , we show that R =RRφ and the second assertion follows. ✷
If M and N are two invertible R # H -modules then so is M ⊗R N . Furthermore,
the canonical isomorphisms M ⊗R R  M and M ⊗R M∗  R are R # H -module
isomorphisms. Hence the isomorphism classes of invertible R # H -modules form a
commutative group under the operations induced by the tensor product over R. We denote
this group by Pic(R,H). If M is an invertible R # H -module, {M} denotes its class in
Pic(R,H). We denote isomorphism classes in the ordinary Picard group Pic(.) by [.]. We
have a group homomorphism q : Pic(R,H)→ Pic(R) given by {M}→ [M].
Let φ ∈ Z(H,R). By (4.12), there exist an invertible R #H -module M and an element
x ∈M such that M = Rx and hx = φ(h)x for any h ∈ H . We shall denote such M by
R[φ]. It is clear that R[φ] and R(φ) are R # H -isomorphic and we have R[φ] ⊗R R[ψ] =
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Pic(R,H) by setting p(φ)= {R[φ]}.
Theorem 4.15. Let H be cocommutative. Under the above notations and hypotheses we
have the exact sequence of groups
→ Zu(H,R)→ Z(H,R)→ Pic(R,H)→ Pic(R).
From now on we suppose that the action of H on R is locally finite. Set
ZR(H,R)=
{
φ ∈ Z(H,R): Im(φ) is contained in a finite-dimensional
H -submodule of R
}
,
this is a subgroup of Z(H,R).
Remark. In (4.10), if the actions of η and η′ areH -locally finite then the element φ belongs
to ZR(H,R).
Set
PicR(R,H)=
{{M} ∈ Pic(R,H): M is H -locally finite}.
We have a group homomorphism Pic(S)→ PicR(R,H) given by [M]→ {MR}.
Proposition 4.16. Let H be cocommutative. Then Pic(S)→ PicR(R,H) is an injection.
If k is projective within the category of finite-dimensional H -modules, the image is
{{M} ∈ PicR(R,H) such that M is invariantly generated}.
Lemma 4.17. Let H be cocommutative. Let φ ∈Z(H,R). Then R[φ] is H -locally finite if
and only if φ ∈ ZR(H,R).
Proof. Set M = R[φ] and let e be an R-basis of M such that he = φ(h)e for all
h ∈ H . Let e′ be the element of M∗ such that 〈e′, e〉 = 1. If M is H -locally finite then
φ(h)e belongs to a finite-dimensional H -submodule V of M for all h ∈ H . This implies
that Im(φ) ⊆ W = e′(V ) and W is a finite-dimensional subspace of R. Since R is H -
locally finite, we may assume that W is H -stable. Hence φ ∈ ZR(H,R). Suppose that
φ ∈ ZR(H,R). Then φ(H) is contained in a finite-dimensional H -submodule W of R.
Now We is a finite-dimensional subspace of M and he ⊆We. Let m ∈M . Then m= re
for some r ∈ R and dim(H.r) <∞. Clearly, (H.r)(We) is a finite-dimensional subspace
of M containing the H -submodule Hm. ✷
Set
ZuR(H,R)=ZR(H,R)∩Zu(H,R) and ZsR(H,R)=ZR(H,R)∩Zs(H,R).
These are subgroups of ZR(H,R) and we have Zu (H,R)⊆Zs (H,R).R R
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→ZuR(H,R)→ ZR(H,R)→ PicR(R,H)→ Pic(R).
Lemma 4.19. Let H be cocommutative. Let φ ∈ ZR(H,R). Then R[φ] is invariantly
generated if and only if RRφ =R.
This result can be improved if k is projective within the category of finite-dimensional
H -modules.
Lemma 4.20. Let H be cocommutative. Let k be projective within the category of finite-
dimensional H -modules and φ ∈ ZR(H,R). Then R[φ] is invariantly generated if and
only if φ ∈ZsR(H,R).
Theorem 4.21. Let H be cocommutative. Let k be projective within the category of finite-
dimensional H -modules. Then there is an exact sequence
→ZuR(H,R)→ ZsR(H,R)→ Pic(S)→ Pic(R).
If H is finite-dimensional then ZR(H,R) = Z(H,R), ZuR(H,R) = Zu(H,R) and
ZsR(H,R)=Zs(H,R) and PicR(R,H)= Pic(R,H).
Even if k is not projective within the category of finite-dimensional H -modules we can
still apply some of the above results.
Theorem 4.22. Let H be cocommutative. There is an exact sequence E → Pic(S) →
Pic(R).
We say that condition (<) is satisfied in R if the image of any element of ZR(H,R) is
contained in a finite-dimensional H -stable subalgebra of R.
Condition (<) is satisfied in R in the following cases:
First case. If any finite-dimensional H -submodule of R is contained in a finite-dimen-
sional H -stable subalgebra of R. This is the case if R is algebraic over k.
Second case. If any element of ZR(H,R) is a character of H .
We say that condition (<<) is satisfied in R if the image of any element of ZR(H,R) is
contained in a finite-dimensionalH -stable subalgebra W of R and W − 0⊆ U(R). This is
the case if R is an integral domain and condition (<) is satisfied in R or if any element of
ZR(H,R) is a character of H .
Theorem 4.22 gives more precise informations about Pic(S) when some of the other
groups in the sequence vanish. We note now a condition on the vanishing of ZsR(H,R).
Proposition 4.23. Let H be cocommutative. Suppose that condition (<<) is satisfied in R.
Suppose there is a maximal ideal M of R such that H.M ⊆M and R/M  k. If
φ ∈ Z(H,R) and φ = , then RRφ = R. In particular, Zs (H,R)= .R
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with φ(h)= b = (h). Then bf − (h)λ= φ(h)f − h.λ= h.(f − λ) ∈M, so (f − λ)−
b−1(bf − (h)λ) ∈M. But (f − λ) − b−1(bf − (h)λ) = b−1(h)λ− λ and λ = 0. So
b−1(h)−1 ∈M. This is a contradiction because b−1(h)−1 is a nonzero element of W ;
so f ∈M. ✷
Corollary 4.24. Let H be cocommutative. Suppose that condition (<<) is satisfied in R. If
there is a maximal ideal M of R such that H.M ⊆M and R/M  k, then Pic(S)→
Pic(R) is an injection.
Corollary 4.25. Let H be cocommutative. Let R be an integral domain. Suppose that
condition (<) is satisfied in R. If there is a maximal idealM of R such that H.M⊆M
and R/M k, then Pic(S)→ Pic(R) is an injection.
Remark. It follows from the above results that in [6], the results from (3.15) to (3.20) are
true without condition (<).
5. Quasi-R-automorphisms and R #H -modules
In this section, H is an arbitrary Hopf algebra and R is commutative. Theorem 5.6 is
a complement to [7, Corollary 4.2]. We denote by U(R) the group of units of R. Recall
that R is said to be H -simple if R contains no nonzero proper H -invariant ideals.
Lemma 5.1. Suppose that M is an invertible R #H -module. Then the assignment I → IM
defines a bijection between the H -invariant ideals of R and the R #H -submodules of M .
Proof. As it is well known, the assignment I → IM defines a bijection between the
ideals of R and the R-submodules of M . Let h ∈ H , r ∈ I , m ∈ M . Then h(rm) =∑
h(h1.r)(h2m). We see that h(IM) ⊆ IM whenever I is H -invariant. Conversely, let
I be an ideal of R and suppose that h(IM) ⊆ IM . Then ∑h h1(r(s(h2)m)) ∈ IM . But∑
h h1(r(s(h2)m)) = (h.r)m. Thus (h.r)m ∈ IM . This means that h.r ∈ I for all r ∈ I ,
h ∈H . So I is H -invariant. It follows that an ideal I of R is H -invariant if and only if so
is the R-submodule IM of M . ✷
Proposition 5.2. Suppose that M is an invertible R # H -module. Assume that R is H -
simple. Then M is R # H -isomorphic to R if and only if MH = 0.
Proof. Any R-module homomorphism f :R → M is of the form r → rm for some
m ∈M . In order that f respect the H -module structure, it is necessary and sufficient that
hm = (h)m for all h ∈ H . Thus HomR#H (R,M) MH . Let f :R→M be an R # H -
morphism. Then Kerf is an H -invariant ideal of R and Imf an R # H -submodule of M .
Since R is H -simple, M contains no nonzero proper R # H -submodules by (5.1). We see
that if f = 0, then Kerf = 0, Imf =M and so f is an isomorphism. Thus an isomorphism
f exists if and only if MH = 0. ✷
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the module structure. Let RM denote the set of all such operators. We call a k-automor-
phism f :M→M a quasi-R-automorphism (respectively a k-automorphism of order 1) if
f ◦RM =RM ◦f (respectively f ◦RM ◦f−1 ∈ EndR(M)). Let QAutR(M) and Aut1k(M)
denote the set of all quasi-R-automorphisms and k-automorphisms of order 1, respectively.
We have AutR(M)⊆QAutR(M)⊆Aut1k(M). Both sets areU(R)-modules with respect to
the action r.f = rM ◦ f ; r ∈ U(R). Moreover, QAutR(M) is a group for the composition
map with AutR(M) as subgroup.
Let QAutR(M) denote the set of all pairs (f, j) where f is a quasi-R-automorphism
of M and j a ring automorphism of R satisfying
f ◦ rM = j (r)M ◦ f, ∀r ∈R.
Define a group and a U(R)-module structures on QAutR(M) by using componentwise
operations. The projections into QAutR(M) and into Aut(R) respect the two structures.
Clearly, AutR(M) is a normal subgroup of QAutR(M).
Recall that a finitely generated projective R-module M is said to be of rank n if for
every prime ideal P of R the localization MP at P is a free RP -module of rank n.
Proposition 5.3. If P is a projective R-module then there is an exact sequence of groups
idP →AutR(P )→QAutR(P )→Aut(R)→ idR .
If P is an invertible R-module then
QAutR(P )QAutR(P )=Aut1k(P )
and the above exact sequence reduces to
1→ U(R)→Aut1k(P )→Aut(R)→ idR .
Proof. Let j ∈Aut(R). For each R-module M , consider an exact sequence of R-modules
0→M→ M˜→M→ 0,
where M˜ =M ×M is endowed with the componentwise addition and the action of R is
given by
r.(m,m′)= (j (r)m, rm′), r ∈ R, m,m′ ∈M and
αM(m)= (m,0), βM(m,m′)=m′.
If P is a projective R-module, then the epimorphism P˜ → P splits. Let γ :P → P˜ be
a splitting homomorphism. We can express γ as γ (m) = (f (m),m), m ∈ P , for some
bijection f :P → P . The condition that γ is an R-morphism means that f ∈QAutR(P )
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kernel consists of all pairs (g, idR) with g ∈AutR(P ).
Let P be invertible. Then the map r → rP is an R-isomorphism of R onto AutR(P ). If
f ∈Aut1k(P ) then f ◦ rP ◦ f−1 ∈ EndR(P )R for r ∈ R. We see that f is in QAutR(P )
and that the map r → f ◦ rP ◦ f−1 defines uniquely a ring automorphism j of R so that
f ◦ rP = j (r)P ◦ f . Hence Aut1k(P )=QAutR(P )QAutR(P ). ✷
Now we shall define some particular ideals of R (see [13, pp. 1243–1244]). Suppose we
are given two R-modules M , N and an R-bilinear pairing M ×N → R. Let 〈m,n〉 denote
the value of the pairing for m ∈M , n ∈N .
If M and N are R # H -modules we define an action of H on M × N by
setting h.(m,n) =∑h(h1m,h2n). We say that the pairing is H -invariant if h.〈m,n〉 =∑
h〈h1m,h2n〉.
Consider the exterior algebras
∧
RM ,
∧
R N of the R-modules M and N . By (2.19),∧l
R M and
∧l
R N are R # H -modules. For each l  0, we have the induced pairing∧l
R M ×
∧l
R N → R:
〈u1 ∧ u2 ∧ · · · ∧ ul, v1 ∧ v2 ∧ · · · ∧ vl〉 = det
[〈ui, vj 〉], 1 i, j  l,
where ui ∈M , vi ∈N , i = 1,2, . . . , l. Denote by Jl(M,N) the ideal of R generated by all
values 〈ω, t〉, where ω ∈∧lR M , t ∈∧lR N .
Lemma 5.4. Suppose that M , N are R # H -modules. The ideal Jl(M,N) is H -invariant
for any l provided that the pairing M ×N →R is H -invariant.
Proof. The ideal Jl(M,N) is the image of the R-module homomorphism
∧l
R M ⊗R∧l
R N → R corresponding to the pairing
∧l
R M ×
∧l
R N → R. It is easy to see
that the pairing is H -invariant, hence the homomorphism is in fact an R # H -module
homomorphism. ✷
Lemma 5.5. If R is Aut(R)-simple then any finitely generated projective R-module P is
of constant rank.
Proof. Set G=QAutR(P ). Then P and P ∗ are R # G-modules. So the pairing 〈P ∗,P 〉
is G-invariant. By (5.4), the ideals Jl(P ∗,P ) are G-invariant. In view of (5.3), they are
Aut(R)-invariant, hence must equal either R or 0. For l sufficiently large Jl(P ∗,P ) = 0.
The result follows from [13, Lemma 1.9]. ✷
Theorem 5.6. Let G be a group. Let R be noetherian and M an R # G-module finitely
generated over R. Suppose that R is G-simple. Then M is projective of finite constant rank
as R-module.
Proof. By [7, Corollary 4.2], M is projective as R-module. Since R is G-simple, it is
Aut(R)-simple. By the previous lemma, M is of constant rank. ✷
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