We prove a query complexity variant of the weak polynomial Freiman-Ruzsa conjecture in the following form. For any ǫ > 0, a set A ⊂ Z d with doubling K has a subset of size at least K − 4 ǫ |A| with coordinate query complexity at most ǫ log 2 |A|.
where max is taken over sequences {c n } n∈A with n |c n | 2 = 1. It generalizes a more common notion of the additive energy or order k, defined as A fundamental result, known as Freiman's lemma [13] , asserts that A is always contained in an affine subspace of dimension at most O(K).
A very rigid structure can be deduced when K ≪ o(log |A|) using the much harder quantitative Freiman Theorem, see [11] for the state-of-the art bounds and background.
However, very little is known in the regime K ≫ log |A| and one of the central problems in the area is to close this gap. The Polynomial Freiman-Ruzsa conjecture predicts, informally, that there is a subset A ′ ⊂ A of size at least K −O(1) |A|, such that A ′ (after a suitable transformation) is contained in a convex body of dimension O(log K) and volume K O(1) |A|.
It turns out that for many applications (see [4] ) it would suffice that the below weaker form holds true.
Conjecture 1 (Weak Polynomial Freiman-Ruzsa Conjecture). For any set A with doubling K there is a subset A ′ of size K −O (1) |A| contained in an affine subspace of dimension O(log K).
We make a step towards Conjecture 1 by replacing the rank condition with a weaker property of logarithmic coordinate query complexity. The definition we use is different from the one commonly used in computer science as we assume that a single query outputs an integer number rather than a {0, 1} bit. It is defined as follows.
Assume Alice and Bob agree on some large set X ⊂ Z d . Next, Alice chooses an element x ∈ X and keeps it in secret. Bob tries to guess x by probing the value of π i (x) for some i, one coordinate at a time. The coordinate query complexity of X is then the maximal number of coordinate queries Bob should perform in order to recover x in the worst case. Theorem 1.1 (Query-complexity PFR). For any ǫ > 0 the following holds. For any set A ⊂ Z d with |A + A| ≤ K|A| there is a subset of size at least K − 2 ǫ |A| with coordinate query complexity at most ǫ log 2 |A|. Note that Conjecture 1 would immediately imply Theorem 1.1. Indeed, assume A ′ ⊂ A is contained in an affine subspace V of dimension s = O(log K). Then it follows from basic linear algebra that there are s coordinates i 1 , . . . , i s such that the map v → (π i 1 (v), . . . , π is (v)) is injective on V . Thus, Bob can recover any a ∈ A ′ by probing at most s coordinates.
At the same time Theorem 1.1 is, to our knowledge, the first result sensitive enough to detect a large structured piece inside a set A with log K ≫ log |A|.
1.2.
Few products, many sums. We apply Theorem 1.1 in the second part of the paper in order to give improved bounds for the "few products, many sums" phenomenon for integer sets, sometimes called the weak Erdős-Szemerédi conjecture. The state-of-the art bounds, due to Bourgain and Chang [1] , were obtained using a tour de force induction on scales argument and are rather inefficient.
The sum-product problem is concerned with showing that either the set of sums or the set of products is always large. It was conjectured by Erdős and Szemerédi [6] that, for all ǫ > 0 and any finite A ⊂ Z,
where c(ǫ) > 0 is an absolute constant. The same conjecture can also be made over the reals, and indeed other fields. The Erdős-Szemerédi conjecture remains open, and it appears to be a deep problem. Konyagin and Shkredov [8] proved that (2) holds with ǫ < 2/3, and the current best bound, due to Shakan [12] , has ǫ ≤ 2/3 − 5/5277 + o(1). These bounds hold over real numbers, and their proofs are geometric in nature. It turns out that geometric arguments are only efficient when |A + A| is small. Elekes and Ruzsa [5] proved that for any set A of real numbers
thus confirming the Erdős-Szemeredi conjecture in the regime |A + A| ≪ |A| 1+o (1) . This particular case is known as the "few sums, many products" phenomenon.
Surprisingly enough, the dual "few products, many sums" case of the Erdős-Szemeredi conjecture remains open for sets of real numbers and is sometimes dubbed as the weak Erdős-Szemerédi conjecture. The best bound for real numbers is due to Murphy et al. [10] , who proved that if |AA| ≪ |A| 1+o(1) then |A + A| ≫ |A| 8/5−o (1) . The weak Erdős-Szemerédi conjecture has been resolved by Bourgain and Chang [1] for integer sets. They proved that, for any ǫ > 0 there is C(ǫ) such that for any integer set A
It was also proved in [1] that (3) is rather poor since the argument in [1] relies on an intricate induction on scales device. Theorem 1.1 applied to the prime valuation image of A allows one to bypass such complications since it is agnostic with regards to the dimension of the ambient space. Theorem 1.2 (Few products, many sums). For any 1/2 > ǫ > 0 the following holds. Let A ⊂ Z and
Then
Remark 1.1. Theorem 1.2 can be extended to sets A of algebraic numbers of degree O(log |A|), applying almost verbatim the ideas of [2] . However, in order to resolve the weak Erdős-Szemerédi conjecture for sets of real (or complex) numbers one has to rule out the case when A consists of units in a number field of very large degree (cf. Proposition 10 of [2] ). For example, a resolution of Conjecture 2.9 ("Log-span conjecture") of [9] would provide such a tool.
In its most general form, Theorem 1.2 reads as follows.
Theorem 1.3 (Few products, many sums for β * and λ k ). For any 1/2 > ǫ > 0 the following holds. Let A ⊂ Z. Then
A corollary of Theorem 1.3 is the following k-fold sum-product estimate, which improves on the state of the art bound in [1] . Theorem 1.4 (Iterated sum-product). For all k ∈ N, k > 2 and A ⊂ Z the following holds. Let
with β * defined by (5) . Then
In particular, for sets A with δ = Ω(1) the k-fold product set grows at least as
Background on β and quasi-cubes
The concept of β was introduced in a companion paper [9] . We invite the reader to consult [9] for an detailed treatment of β and related quantities under the umbrella term "induced doubling".
A closely related (and perhaps more relevant for applications) quantity α(U ) is defined as
It follows from the Plünecke-Ruzsa inequality (see Statement 3.3 in [9] ) that β(U ) ≤ α 2 (U ).
In particular, for an arbitrary set A with K + := |A + A|/|A| and any U ⊂ A holds
A quasicube is a generalization of the binary cube {0, 1} d and is defined recursively as follows.
Definition 2.1 (Quasicubes). We say that a set H ⊂ G is a quasicube if there is a coordinate projection π i such that |π i (H)| = 2 and either (1) π i is injective (2) π i (H) = {x, y} and both π −1 (x) and π −1 (y) are quasicubes.
The following theorem was proved in [9] , and a short self-contained proof can be found in [7] . 
The power of Theorem 2.2 is that the estimate (7) depends neither on the dimension of the ambient space nor on the density of U in H.
Branching depth and binary subtrees
Let T be a rooted tree. We will write L(T ) for the set of leaves. We further define the following quantities. The strategy for the rest of the argument is to prove that for any tree T either there is a large subtree
Let T be a tree with N := |L(T )|. Fix 1/2 > ǫ > 0. Proof. The proof is by induction on the height of T . Write N := |L(T )|. For a single root or a root with a single child the inequality is trivial. For a tree of height 1 with at least two children we have b(T ) = 2. If ǫ log 2 N ≥ 1, then the whole tree is ǫ-low and we are done. Otherwise,
Now assume the height is larger. Without loss of generality we may assume that the root has at least two children. Let T i be the subtrees rooted at the children, write
Denote the families of these subtrees by S and B, respectively.
Claim. If there are no big subtrees, i.e., T i ∈B N i = 0, we are done. Indeed, in this case the branching depth of the tree constructed by attaching the maximal ǫ-low trees in T i to the root of T is at most
so
QUERY COMPLEXITY AND THE POLYNOMIAL FREIMAN-RUZSA CONJECTURE 7
But clearly b 1/ǫ (T ) ≥ max i b 1/ǫ i and the induction is closed.
Claim. If there are at least two big subtrees, we are also done. Indeed,
So the remaining case is when T 1 is a single big subtree, so
with the root is a subtree satisfying the conclusion, we have
By induction, the LHS is at least
In particular, c < 1 and b M < b 1 .
Since attaching to the root of T increases the branch-depth by at most one, it follows similarly to (8) that
Thus,
We are done if the right hand side is at least N , that is if
By (9) the LHS is at least
By the second inequality in (9) it would suffice to prove that
With t := 1 + 1/c ≥ 2, the LHS is at least
which is an increasing function on [2, ∞) . But at t = 2 we have
Proof of Theorem 1.1
The initial step to prove Theorem 1.1 is to transform the set A in question into a rooted tree T (A). We build T (A) recursively.
Let 1 ≤ i ≤ d be some coordinate index and π i be the corresponding coordinate projection. Any set X fibers with respect to π i in the sense that
We call the disjoint sets X y := π −1 i (y) fibers of X above y. Now let's get back to the construction of T (A). It has a root v 0 , and it is the only node of T (A) is A is a singleton. If not, let j be the minimal coordinate index such that |π j (A)| > 1. We recursively attach to v 0 the trees T (A x ) for each fiber A x , x ∈ π j (A) induced the projection π j . The root of T (A x ) is labelled with the pair (j, π j (A x )). The process will terminate since the coordinate index always increases.
Since the process terminates when the fiber becomes a singleton set, the elements of A are in one-to-one correspondence with the leafs of T (A) endowed with the labels. Now everything is set up for the proof of Theorem 1.1.
Proof. Let ǫ > 0 be fixed and A ⊂ G be a set with K := |A + A|/|A|. Let T A be the rooted tree corresponding to A and T B be a (one of possibly many) largest binary subtree of T A .
Claim. We claim that the set B ⊂ A which corresponds to the leaves L(T B ) as described above is contained in a quasicube. The claim follows from a simple induction on the height of the tree T B . Indeed, a single root or a binary tree of height one is clearly a quasicube subset. Otherwise, the root has either one or two children, and in both cases the claim follows from the definition of a quasicube.
By the hypothethis of the theorem and (6),
It therefore follows that
We immediately conclude by Lemma 3.1 that
Thus, by definition, there is a subtree T ′ ⊂ T A with branching depth at most ǫ log |A| and size at least K − 2 ǫ |A|. Let A ′ ⊂ A be the subset corresponding to the leaves L(T ′ ). In order to conclude the proof it remains to note the coordinate query complexity of A ′ is at most the depth of T ′ . Let x ∈ A ′ . For any j the j-coordinate query returns the value π j (x), which uniquely identifies the π j -fiber of x. Thus, we can traverse T (A ′ ) from the root to the unique leaf corresponding to x each time taking the branch corresponding to the coordinate query. The number of queries is going to be at most the depth of T (A ′ ), and we are done by (10) .
5.
Few products, many sums conjecture and the product set AB is the set of products
The definitions above extend to multifold sumsets and product sets in the obvious way.
A useful device to estimate from below the size of an sumset of A is the additive energy E + (A) which is the number of quadruples (a 1 , a 2 , a 3 , a 4 ) ∈ A × A × A × A so that a 1 + a 2 = a 3 + a 4 . A simple application of the Cauchy-Schwarz inequality gives
A straightforward generalization is the k-fold energy E k (A) defined as the number of 2k-tuples (a 1 , . . . , a 2k ) ∈ A × . . . × A such that
Then one has
More information on additive energies can be found in the book [13] .
Prime valuation mapping. Let
A be a set of integers, the goal is essentially to prove that either β * (A) (that is, β(A) with respect to multiplication) is large or E + (A) is small. The first step is to transform A into a multidimensional set using the prime valuation map which is as follows. Let {p 1 , . . . , p D } be the set of prime divisors of the elements in A. We consider the valuation map Π : Z → Z D :
where v p i (a) is the maximal power α such that p α i divides a. Clearly for integer sets Π(X) + Π(Y ) = Π(XY ) so β + (Π(A)) = β * (A).
Since Π is one-to-one from now on we identify any A with A := Π(A) ⊂ Z D . The convention is that calligraphic letters live in Z D and capital italic live in Z. We also follow that convention that π i is the one-dimensional projection in Z D to the coordinate corresponding to the prime p i .
5.3.
Chang's argument. Let p be a prime and A is decomposed in a disjoint union
with elements in A i coprime with p.
Recall that an additive energy E k (X) of order k > 0 is defined as the number of 2k-tuples (x 1 , . . . , x 2k ) ∈ X 2k such that
The following lemma is due to Chang.
Lemma 5.1 (Chang, [3] ). Let k > 0 and A is decomposed as in (11) . Then
Lemma 5.1 dovetails nicely with the query complexity of A. Proof. Recall the tree construction T (·) defined in Section 4. It follows that a set of queries by Bob and Alice's answers from the definition of coordinate query complexity corresponds to a path in such a tree. In particular, simulating all possible Alice's answers to Bob's queries one can construct a tree T such that q(A) = d(T (A)). We now perform induction on the branching depth of T (A). If the root r of T (A) has a single child, then we can remove the root. Otherwise, let {v i } be the children of r. It follows that A = I p i A i with the disjoint fibers A i coprime with p. Indeed, each A i corresponds to a subtree rooted at v i , and the p i factor corresponds to the edge r → v i . The branching-depth of each subtree T (A i ) is at most d(T (A)) − 1, and the claim follows from Lemma 5.1 since |A| = i∈I |A i |. 
