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Abstract
We prove the existence and uniqueness of entropy solutions for nonlinear diffusion
equations with nonlinear conservative gradient noise. As particular applications our
results include stochastic porous media equations, as well as the one-dimensional
stochastic mean curvature flow in graph form.
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1 Introduction
In this work we consider stochastic partial differential equations of the type
du =
(
∆Φ(u) +∇ ·G(x, u)
)
dt+
∞∑
k=1
(∇ · σk(x, u)) ◦ dβk(t) on (0, T )×Td
u(0, x) = ξ(x),
(1.1)
where Td is the d-dimensional torus, βk are independent R-valued Brownian motions,
Φ : R → R is a monotone function (cf. Assumption 2.2 below) and the coefficients
G : Td ×R→ Rd, σk : Td ×R→ Rd are regular enough (cf. Assumption 2.3 below). The
main results of this work are the existence and uniqueness of entropy solutions to (1.1)
(Theorem 2.7 below) and the stability of (1.1) with respect to Φ (Theorem 4.1 below).
Stochastic partial differential equations of the type (1.1) arise as limits of interacting
particle systems driven by common noise, with notable relation to the theory of mean
field games [35, 36, 37], in the graph formulation of the stochastic mean curvature/curve
shortening flow [30, 47, 9, 11] and as simplified approximating models of fluctuations
*School of Mathematics, University of Leeds, LS2 9JT Leeds, United Kingdom.
E-mail: K.Dareiotis@leeds.ac.uk
†Max Planck Institute for Mathematics in the Sciences, Inselstrasse 22, 04103 Leipzig and Faculty of
Mathematics, University of Bielefeld, 33615 Bielefeld, Germany.
E-mail: benjamin.gess@gmail.com
Nonlinear diffusion equations with gradient noise
in non-equilibrium statistical physics [10]. We refer to [14] and the references therein
for more details on these applications. In particular, the results of this work imply the
well-posedness of the stochastic mean curvature flow in one spatial dimension with
spatially inhomogeneous noise, in the graph form,
du =
∂2xxu
1 + |∂xu|2 dt+
∞∑
k=1
hk(x)
√
1 + |∂xu|2 ◦ dβk(t), (1.2)
and thus extend the works [11, 22] which were restricted to noise either satisfying a
smallness condition or being independent of the spatial variable. For an alternative
approach to stochastic mean curvature with spatially inhomogeneous noise based on
stochastic viscosity solutions see [41, 42, 46] and the references therein.
Generalized stochastic porous medium equations of the type
du(t, x) = ∆Φ(u(t, x)) dt+B(u)dWt (1.3)
have attracted considerable interest and their well-posedness has been obtained for
several classes of nonlinearities Φ, diffusion operators B, boundary conditions and lower
order perturbations. We refer to the monographs [44, 31, 45, 40, 1] for a detailed
account on these developments and to [4, 27, 2, 3, 8, 16, 19, 13] and the references
therein for recent contributions. While linear gradient noise (cf. e.g. [6, 48, 43]), that is,
σk(x, u) = hk(x)u in (1.1) to some extent can be treated by these methods, the nonlinear
structure of the gradient noise in (1.1) requires entirely different techniques. Only in
recent years, in a series of works [38, 39, 26, 24, 25, 23] a kinetic approach to (simpler
versions of) (1.1) was developed based on rough path methods, cf. also [28, 21, 17, 18],
for numerical methods and regularity/qualitative properties of the solutions. In the most
recent contribution [14] the path-by-path well-posedness of kinetic solutions to (1.1),
with Φ(u) = u|u|m−1 for m ∈ (0,∞) (fast and slow diffusion), was proved for the first time
for non-negative initial data, while for sign-changing data the uniqueness was restricted
to the case m > 2. As it is well-known from the theory of rough paths, such path-by-path
methods require stronger regularity assumptions on the diffusion coefficients than what
would be expected based on probabilistic methods. More precisely, when applied to (1.1),
the results of [14] require σk(x, u) ∈ Cγb (Td × R) ∀k ∈ N, for some γ > 5. Moreover,
the construction of kinetic solutions presented in [14] relies on the fractional Sobolev
regularity of the solutions, which is available only in the particular case Φ(u) = |u|m−1u,
m ∈ (0,∞).
The key aims of the current work are to obtain well-posedness without sign restric-
tions on the initial data that covers the full spectrum of m for the slow diffusion (m > 1),
to relax the regularity assumptions on the diffusion coefficients σk, and to treat a general
class of diffusion nonlinearities Φ. These aims are achieved by developing a probabilistic
entropy approach to (1.1) leading to the relaxed regularity assumption (cf. Assumption
2.3 below for details) σk(x, u) ∈ C3b (Td ×R) ∀k ∈ N. The treatment of general diffusion
nonlinearites Φ is achieved by using quantified compactness in order to prove stability
of (1.1) with respect to variations in Φ. Based on this, the strong convergence of approx-
imations can be shown, without relying on the compactness arguments from [14] which
were restricted to the case Φ(u) = |u|m−1u. In particular, this generalization allows the
application to the stochastic mean curvature flow. The proof of stability relies on entropy
techniques and a careful control of the errors arising in the corresponding doubling the
variables argument which was initiated in [7] and is disjoint from the kinetic techniques
put forward in [14].
The structure of the article is as follows. In Section 2 we formulate our main results
concerning equations of porous medium type. In Section 3 we gather some lemmata that
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are needed for the proof of our main results. In Section 4, we prove the main estimates
in L1(Td) leading to uniqueness and stability and in Section 5 we show existence and
uniqueness for non-degenerate equations. In Section 6 we use the results if the two
previous sections in order to prove our main theorem. Finally, in Section 7, we explain
the modifications that need to be done in the proof of Theorem 2.7 in order to obtain
existence and uniqueness of solutions of equation (1.2).
1.1 Notation
We fix a filtered probability space (Ω, (Ft)∈[0,T ],P) carrying a sequence
(βk(t))k∈N,t∈[0,T ] of independent, one-dimensional, (Ft)-Wiener processes. We intro-
duce the notations ΩT = Ω × [0, T ], QT = [0, T ] × Td. Lebesgue and Sobolev spaces
are denoted in the usual way by Lp and W kp , respectively. When a function space is
given on Ω or ΩT , we understand it to be defined with respect to F := FT and the
predictable σ-algebra, respectively. In all other cases the usual Borel σ-algebra will be
used. Moreover, throughout the whole article we fix a constant m > 1.
We fix a non-negative smooth function ρ : R→ R which is bounded by 2, supported
in (0, 1), integrates to 1 and, for θ > 0, we set ρθ(r) = θ−1ρ(θ−1r). When smooth-
ing in time by convolution with ρθ, the property that ρ is supported on positive times
will be crucial. For spatial regularisation this fact will be irrelevant, but for the sake
of simplicity, we often use ρ⊗dθ for smoothing in space as well. In the proofs of lem-
mas/theorems/propositions, we will often use the notation a . b which means a ≤ Nb
for a constant N which depends only on the parameters stated in the corresponding
lemma/theorem/proposition. For a function g : Td×R→ R we will often use the notation
[g](x, r) :=
∫ r
0
g(x, s) ds.
If g does not depend on x ∈ Td, then we will write [g](r). For a function g onTd×R, we will
write gr, ∂rg for the derivative of g with respect to the real variable r ∈ R and gxi , ∂xig for
the partial derivatives of g in the periodic variable x ∈ Td. If γ = (γ1, ..., γd) ∈ (N ∪ {0})d
is a multi-index, we will write ∂γxg := ∂
γ1
x1 ...∂
γd
xd
g. For β ∈ (0, 1), Cβ will denote the usual
Hölder spaces and [·]Cβ will denote the usual semi-norm. In addition, the summation
convention with respect to integer valued indices will be in use. In particular, expressions
of the form aibi, f i∂xi and f
i
xi will stand for
∑
i a
ibi,
∑
i f
i∂xi and
∑
i f
i
xi respectively,
unless otherwise stated. Finally, when confusion does not arise, in integrals we will drop
some of the integration variables from the integrands for notational convenience.
2 Formulation and main results
For i, j ∈ {1, ..., d}, let us set
aij(x, r) =
1
2
∞∑
k=1
σikr (x, r)σ
jk
r (x, r), b
i(x, r) =
∞∑
k=1
σikr (x, r)
d∑
j=1
σjkxj (x, r),
and
f i(x, r) = Gi(x, r)− 1
2
bi(x, r).
With this notation we rewrite (1.1) in Itô form
du =
(
∆Φ(u) + ∂xi
(
aij(x, u)∂xju+ b
i(x, u) + f i(x, u)
))
dt
+ ∂xiσ
ik(x, u) dβk(t)
u(0) = ξ.
(2.1)
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Remark 2.1. Formally, we have
∂xiσ
ik(x, u) ◦ dβk(t) =∂xiσik(x, u)dβk(t)
+∂xi
(
aij(x, u)∂xju
)
+
1
2
∂xib
i(x, u) dt.
In (2.1) we add bi/2 and then we subtract it from Gi in order to make cancellations with
terms coming from the Itô correction when applying Itô’s formula apparent. Despite the
fact that ∂xib
i and ∂xif
i are of the same nature, they will be treated slightly differently
to exploit these cancellations.
We will often write Π(Φ, ξ) to address equation (2.1) with initial condition ξ and
nonlinearity Φ. To formulate the assumptions on Φ let us set
a(r) =
√
Φ′(r).
Assumption 2.2. The following hold:
(a) The function Φ : R 7→ R is differentiable, strictly increasing and odd. The function a
is differentiable away from the origin, and satisfies the bounds
|a(0)| ≤ K, |a′(r)| ≤ K|r|m−32 if r > 0, (2.2)
as well as
Ka(r) ≥ I|r|≥1, K|[a](r)− [a](ζ)| ≥
{|r − ζ|, if |r| ∨ |ζ| ≥ 1,
|r − ζ|m+12 , if |r| ∨ |ζ| < 1. (2.3)
(b) The initial condition ξ is an F0-measurable Lm+1(Td)-valued random variable such
that E‖ξ‖m+1
Lm+1(Td)
<∞.
Assumption 2.3. For i ∈ {1, ..., d} we consider functions Gi : Td × R → R, and σi =
(σik)∞k=1 : T
d × R → l2 such that for all l ∈ {1, ..., d}, q ∈ {1, 2}, and all multi-indices
γ ∈ (N ∪ {0})d with q + |γ| ≤ 3, the derivatives ∂rGi, ∂xlGi, ∂rxlGi, ∂qr∂γxσi exist and are
continuous on Td ×R. Moreover, there exist κ¯ ∈ ((m ∧ 2)−1, 1], β ∈ ((2κ¯)−1, 1], β˜ ∈ (0, 1),
and a constant N0 ∈ R such that for all i, l ∈ {1, ..., d}, r ∈ R we have:
sup
r
‖σir(·, r)‖W 2∞(Td;l2) + [σjxj (·, 0)]Cκ¯(Td,l2) ≤ N0, (2.4)
sup
x
(
[σr(x, ·)]Cβ(R;l2) + ‖σirxl(x, ·)‖W 1∞(R;l2)
) ≤ N0, (2.5)
‖∂r(σjkxjσikrxl)‖L∞ ≤ N0, (2.6)
sup
x
‖Gir(x, ·)‖Cβ(R) + sup
x
‖∂r(σikr σjkxj )‖Cβ(R) ≤ N0, (2.7)
[Gixl(·, r)]Cβ˜(Td) + [∂xl(σikr (·, r)σjkxj (·, r))]Cβ˜(Td) ≤ N0(1 + |r|), (2.8)
‖∂xl∂r(σikr σjkxj )‖L∞ + ‖Gixlr‖L∞ ≤ N0. (2.9)
Remark 2.4. By Assumption 2.3, it follows that there exists a constant N1 such that, for
all r ∈ R
sup
x
|Gi(x, r)|+ sup
x
|(σikr (x, r)σjkxj (x, r)| ≤ N1(1 + |r|), (2.10)
sup
x
|∂xl(σikr (x, r)σjkxj (x, r))|+ sup
x
|Gixl(x, r)| ≤ N1(1 + |r|), (2.11)
sup
x
|σjxj (x, r)|l2 ≤ N1(1 + |r|), (2.12)
[σjxj (·, r)]Cκ¯(Td,l2) ≤ N1(1 + |r|). (2.13)
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We now motivate the concept of entropy solutions. Suppose that we approximate
equation (2.1) with a viscous equation, that is, in place of Φ(u) we have Φ(u) + εu for
ε > 0. Let us choose a non-negative φ ∈ C∞c ([0, T ) × Td) and a convex η ∈ C2(R). If
u(= uε) solves the viscous version of (2.1), by Itô’s formula we have (formally)
d
∫
Td
φη(u) dx =
∫
Rd
(
φtη(u)− η′(u)Φ′(u)uxiφxi − φxiη′(u)aij(u)uxj − φxiη′(u)bi(u)
)
dxdt
+
∫
Td
φη′(u)(f ir(u)uxi + f
i
xi(u)) dxdt
+
∫
Td
εη(u)∆φ− εφη′′(u)|∇u|2 dxdt
−
∫
Td
φη′′(u)
(|∇[a](u)|2 + aij(u)uxiuxj + uxibi(u)) dxdt
+
∫
Td
1
2
φη′′(u)
(
2aij(u)uxiuxj + 2b
i(u)uxi +
∑
k
|σikxi(u)|2
)
dxdt
+
∫
Td
φη′(u)∂xiσ
ik(u) dxdβk(t). (2.14)
By integration by parts and the cancellations we have
d
∫
Td
η(u)φdx =
∫
Td
(
η(u)φt + [a
2η′](u)∆φ+ [aijη′](u)φxixj
)
dxdt
+
∫
Td
(
[(aijxj − f ir)η′](u)− η′(u)bi(u)
)
φxi dxdt
+
∫
Td
(
η′(u)f ixi(u)− [f irxiη′](u)
)
φdxdt
+
∫
Td
εη(u)∆φ− εφη′′(u)|∇u|2 dxdt
+
∫
Td
(
1
2
η′′(u)
∑
k
|σikxi(u)|2φ− η′′(u)|∇[a](u)|2φ
)
dxdt
+
∫
Td
(
η′(u)φσikxi(u)− [σikrxiη′](u)φ− [σikr η′](u)φxi
)
dxdβk(t). (2.15)
Now we want to pass to the limit ε ↓ 0. Assuming for the moment that uε converges to
some u as ε ↓ 0 we may expect that∫ T
0
∫
Td
εη(uε)∆φdxdt→ 0.
In contrast, this may not be valid for the term
Iε := −
∫ T
0
∫
Td
εφη′′(u)|∇u|2 dxdt,
since, in general, ‖∇uε‖2L2(QT ) ∼ ε−1. However, since Iε ≤ 0, one may drop the term Iε
from the right hand side of (2.15), replace the equality with an inequality, and then pass
to the limit ε ↓ 0. This motivates the following definition.
Definition 2.5. An entropy solution of (2.1) is a predictable stochastic process u : ΩT →
Lm+1(T
d) such that
(i) u ∈ Lm+1(ΩT ;Lm+1(Td))
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(ii) For all f ∈ Cb(R) we have [af ](u) ∈ L2(ΩT ;W 12 (Td)) and
∂xi [af ](u) = f(u)∂xi [a](u).
(iii) For all convex η ∈ C2(R) with η′′ compactly supported and all φ ≥ 0 of the form
φ = ϕ% with ϕ ∈ C∞c ([0, T )), % ∈ C∞(Td), we have almost surely
−
∫ T
0
∫
Td
η(u)φt dxdt
≤
∫
Td
η(ξ)φ(0) dx+
∫ T
0
∫
Td
(
[a2η′](u)∆φ+ [aijη′](u)φxixj
)
dxdt
+
∫ T
0
∫
Td
(
[(aijxj − f ir)η′](u)− η′(u)bi(u)
)
φxi dxdt
+
∫ T
0
∫
Td
(
η′(u)f ixi(u)− [f irxiη′](u)
)
φdxdt
+
∫ T
0
∫
Td
(
1
2
η′′(u)
∑
k
|σikxi(u)|2φ− η′′(u)|∇[a](u)|2φ
)
dxdt
+
∫ T
0
∫
Td
(
η′(u)φσikxi(u)− [σikrxiη′](u)φ− [σikr η′](u)φxi
)
dxdβk(t). (2.16)
Remark 2.6. In [14] a notion of pathwise kinetic solutions to (1.1) has been intro-
duced. It is expected, although not immediate to prove, that in the regime where
both approaches apply, pathwise kinetic solutions and entropy solutions in the sense
of Definition 2.5 coincide. The difficulty in validating this lies in the identification of
the stochastic integral in [14]. In fact, in [14] no meaning is given to the stochastic
integral itself, but solutions are obtained as limits of smooth approximations of the
noise. As a consequence, the identification of the two concepts would require the
proof of a Wong-Zakai approximation result on the approximative level [14, equation
(5.1)].
Theorem 2.7. Let Φ, ξ satisfy Assumptions 2.2 and σ,G satisfy Assumption 2.3. Then,
there exists a unique entropy solution of equation (2.1) with initial condition ξ. Moreover,
if u˜ is the unique entropy solution of equation (2.1) with initial condition ξ˜, then
ess sup
t≤T
E‖u(t)− u˜(t)‖L1(Td) ≤ NE‖ξ − ξ˜‖L1(Td), (2.17)
where N is a constant depending only on N0, N1, d and T .
3 Auxiliary results
In this section we state and we prove some tools that will be used for the proofs of
the main theorem. We begin with two remarks.
Remark 3.1. For any functions f : R × Td → R, u : Td → R, φ : Td → R (that are
regular enough for the following expressions to make sense) and any a ∈ R we have∫
Td
∂xiφ(x)
∫ u(x)
0
f(r, x) dsdx−
∫
Td
φ(x)
∫ u(x)
0
∂xif(r, x) dsdx
=
∫
Td
∂xiφ(x)
∫ u(x)
a
f(r, x) dsdx−
∫
Td
φ(x)
∫ u(x)
a
∂xif(r, x) dsdx.
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Remark 3.2. For any f ∈ L1(0, T ) and θ ∈ (0, T ) we have∫ T
θ
∫ t
t−θ
|f(s)| ds dt ≤ θ
∫ T
0
|f(s)| ds. (3.1)
Lemma 3.3. Let u be an entropy solution (2.1). Then we have that
lim
h→0
1
h
E
∫ h
0
∫
Td
|u(t, x)− ξ(x)|2 dxdt = 0.
Proof. For %ε := ρ⊗dε , we have
1
h
E
∫ h
0
∫
x
|u(t, x)− ξ(x)|2 dt ≤ 2E
∫
x,y
|ξ(y)− ξ(x)|2%ε(x− y)
+
2
h
E
∫ h
0
∫
x,y
|u(t, x)− ξ(y)|2%ε(x− y) dt. (3.2)
We first estimate the second term on the right hand side for h ∈ [0, T ]. Take a decreasing,
non-negative function γ ∈ C∞([0, T ]), such that
γ(0) = 2, γ ≤ 2I[0,2h], ∂tγ ≤ − 1
h
I[0,h].
Take furthermore for each δ > 0, ηδ ∈ C2(R) defined by
ηδ(0) = η
′
δ(0) = 0, η
′′
δ (r) = 2I[0,δ−1)(|r|) + (−|r|+ δ−1 + 2)I[δ−1,δ−1+2)(|r|),
and notice that ηδ(r) → r2 as δ → 0. Let y ∈ Td and a ∈ R. Then, using the entropy
inequality (2.16) with φ(t, x) = γ(t)%ε(x− y), η(r) = ηδ(r − a), we obtain
−
∫
t,x
ηδ(u− a)∂tγ(t)%ε(x− y)
≤ 2
∫
x
ηδ(ξ − a)%ε(x− y)
+N
∫
t,x
(1 + |u|m+1 + |a|m+1)
∑
ij
|∂xixj%ε(x− y)|+
∑
i
|∂xi%ε(x− y)|+ %ε(x− y)
 γ(t)
+
1
2
∫
t,x
η′′δ (u− a)
∑
k
|σikxi(x, u)|2%ε(x− y)γ(t)
+
∫ T
0
∫
x
(
η′δ(u− a)φσikxi(u)− [σikrxiη′δ(· − a)](u)φ− [σikr η′δ(· − a)](u)φxi
)
dβk(t),
where for the second term on the right hand side we have used (2.2), (2.7), (2.11), (2.9),
(2.4), and (2.12). Notice that all the terms are continuous in a ∈ R. Upon substituting
a = ξ(y) taking expectations, integrating over y ∈ Td, and using the bounds on γ, one
gets
1
h
∫ h
0
E
∫
x,y
ηδ(u(t, x)− ξ(y))%ε(x− y) dt
≤ 2E
∫
x,y
ηδ(ξ(x)− ξ(y))%ε(x− y)
+
N
ε2
E
∫ 2h
0
∫
x
(1 + |u(t, x)|m+1 + |ξ(x)|m+1) dt
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+ E
∫ 2h
0
∫
x,y
η′′δ (u(t, x)− ξ(y))
∑
k
|σikxi(u(t, x))|2%ε(x− y) dt.
In the limit δ → 0 this yields
1
h
E
∫ h
0
∫
x,y
|u(t, x)− ξ(y)|2%ε(x− y) dt ≤ 2E
∫
x,y
|ξ(x)− ξ(y)|2%ε(x− y) dx
+
N
ε2
E
∫ 2h
0
∫
x
(1 + |u(t, x)|m+1 + |ξ(x)|m+1) dt
+ 2E
∫ 2h
0
∫
x,y
∑
k
|σikxi(x, u(t, x))|2%ε(x− y) dt,
which implies that
lim sup
h→0
1
h
E
∫ h
0
∫
x,y
|u(t, x)− ξ(y)|2%ε(x− y) dt ≤ 2E
∫
x,y
|ξ(x)− ξ(y)|2%ε(x− y).
Consequently, by (3.2) we get
lim sup
h→0
1
h
E
∫ h
0
∫
x
|u(t, x)− ξ(x)|2 dt ≤ 3E
∫
x,y
|ξ(x)− ξ(y)|2%ε(x− y),
from which the claim follows, since right hand side goes to 0 as ε → 0 due to the
continuity of translations in L2(Td).
The proof of the following lemma can be found in [7, Lemma 3.1].
Lemma 3.4. Let Assumption 2.2 hold, let u ∈ L1(Ω × QT ) and for some ε ∈ (0, 1), let
% : Rd 7→ R be a non-negative function integrating to one and supported on a ball of
radius ε. Then one has the bound
E
∫
t,x,y
|u(t, x)− u(t, y)|%(x− y) ≤ Nε 2m+1 (1 + E‖∇[a](u)‖L1(QT )), (3.3)
where N depends on d,K and T .
We now introduce the definition of the (?)-property, an analog of of which was first
introduced in [15] in the context of stochastic conservation laws. It is somewhat technical
but important in order to obtain the uniqueness of entropy solutions. To be more precise,
as a first step, we will estimate the difference of two entropy solutions provided that one
of them has the (?)-property. In the construction of entropy solutions it will be verified
that, given that the initial condition is sufficiently integrable in ω, the constructed
solutions indeed satisfy the (?)-property (see Corollary 3.9 and Lemma 5.3 below).
Let h ∈ C∞(R) with h′ ∈ C∞c (R), % ∈ C∞(Td × Td), ϕ ∈ C∞c ((0, T )), u˜ ∈
Lm+1(ΩT ;Lm+1(T
d)), and let σ satisfy Assumption 2.3. For θ > 0, we introduce
φθ(t, x, s, y) := %(x, y)ρθ(t− s)ϕ
(
t+ s
2
)
.
We further define
Fθ(t, x, a) :=
∫ T
0
∫
y
h(u˜− a)σikyi (y, u˜)φθ(t, x, s, y) dβk(s)
−
∫ T
0
∫
y
[σikrxih(· − a)](y, u˜)φθ(t, x, s, y)dβk(s)
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−
∫ T
0
∫
y
[σikr h(· − a)](y, u˜)∂yiφθ(t, x, s, y) dβk(s)
and
B(u, u˜, θ) =− E
∫
t,x,s,y
∂yixjφθ
∫ u
u˜
∫ u˜
r
h′(r˜ − r)σikr (y, r˜)σjkr (x, r) dr˜dr
− E
∫
t,x,s,y
∂yiφθ
∫ u
u˜
∫ u˜
r
h′(r˜ − r)σikr (y, r˜)σjkrxj (x, r) dr˜dr
+ E
∫
t,x,s,y
∂yiφθ
∫ u˜
u
h′(r˜ − u)σikr (y, r˜)σjkxj (x, u) dr˜
− E
∫
t,x,s,y
∂xjφθ
∫ u
u˜
∫ u˜
r
h′(r˜ − r)σikryi(y, r˜)σjkr (x, r) dr˜dr
− E
∫
t,x,s,y
φθ
∫ u
u˜
∫ u˜
r
h′(r˜ − r)σikryi(y, r˜)σjkrxj (x, r) dr˜dr
+ E
∫
t,x,s,y
φθ
∫ u˜
u
h′(r˜ − u)σikryi(y, r˜)σjkxj (x, u) dr˜
+ E
∫
t,x,s,y
∂xjφθ
∫ u
u˜
h′(u˜− r)σikyi (y, u˜)σjkr (x, r) dr
+ E
∫
t,x,s,y
φθ
∫ u
u˜
h′(u˜− r)σikyi (y, u˜)σjkrxj (x, r) dr
− E
∫
t,x,s,y
φθh
′(u˜− u)σikyi (y, u˜)σjkxj (x, u), (3.4)
where u = u(t, x) and u˜ = u˜(s, y).
Remark 3.5. The function Fθ is smooth in (t, x, a) (see, e.g., [34, Exercise 3.15, page
78]).
Set µ = µ(m) = 3m+54(m+1) , which is chosen so that one has
m+3
2(m+1) < µ < 1.
Definition 3.6. A function u ∈ Lm+1(ΩT ×Td) is said to have the (?)-property if for all
h, %, ϕ, u˜ as above, and for all sufficiently small θ > 0, we have that Fθ(·, ·, u) ∈ L1(ΩT×Td)
and
E
∫
t,x
Fθ(t, x, u(t, x)) ≤ Nθ1−µ + B(u, u˜, θ) (3.5)
hold with some constant N independent of θ.
Remark 3.7. Notice that since ϕ is supported in (0, T ) and ρθ(t − ·) is supported in
[t− θ, t], we have for all sufficiently small θ
Fθ(t, x, a) =It>θ
∫ t
t−θ
∫
y
h(u˜− a)σikyi (y, u˜)φθ(t, x, s, y) dβk(s)
−It>θ
∫ t
t−θ
∫
y
[σikrxih(· − a)](y, u˜)φθ(t, x, s, y)dβk(s)
−It>θ
∫ t
t−θ
∫
y
[σikr h(· − a)](y, u˜)∂yiφθ(t, x, s, y) dβk(s). (3.6)
Lemma 3.8. For any λ ∈ ( m+32(m+1) , 1), k ∈ N we have for all sufficiently small θ ∈ (0, 1)
E‖∂aFθ‖m+1L∞([0,T ];Wkm+1(Td×R)) ≤ Nθ
−λ(m+1)Nm(u˜), (3.7)
EJP 25 (2020), paper 35.
Page 9/43
http://www.imstat.org/ejp/
Nonlinear diffusion equations with gradient noise
where
Nm(u˜) := E
∫ T
0
(1 + ‖u˜(t)‖m+1
Lm+1
2
(Td)
+ ‖u˜(t)‖m+1
L2(Td)
) dt
and N is a constant depending only on N0, N1, k, d, T, λ, m, and the functions h, %, ϕ, but
not on θ. In particular,
E‖∂aFθ‖m+1L∞([0,T ];Wkm+1(Td×R)) ≤ Nθ
−λ(m+1)(1 + E‖u˜‖m+1Lm+1(QT )). (3.8)
Proof. To ease the notation we suppress the y ∈ Td argument in σ˜ and the s, y ∈ QT
arguments in u˜. For any q ∈ Nd, l ∈ N, j ∈ {0, 1}, we have by the Burkholder-Davis-Gundy
inequality
E|∂jt ∂l+1a ∂qxFθ(t, x, a)|m+1
.EIt>θ
[∫ t
t−θ
∑
k
(∫
y
∂l+1a h(u˜− a)σikyi (u˜)∂qx∂jtφθ
)2
ds
](m+1)/2
+EIt>θ
[∫ t
t−θ
∑
k
(∫
y
∂l+1a [σ
ik
rxih(· − a)](y, u˜)∂qx∂jtφθ
)2
ds
](m+1)/2
+EIt>θ
[∫ t
t−θ
∑
k
(∫
y
∂l+1a [σ
ik
r h(· − a)](y, u˜)∂qx∂jt ∂yiφθ
)2
ds
](m+1)/2
=C1 + C2 + C3. (3.9)
We deal first with C3. By Hölder’s inequality and (2.4), we have
EIt>θ
[∫ t
t−θ
∑
k
(∫
y
∂l+1a [σ
ik
r h(· − a)](y, u˜)∂qx∂jt ∂yiφθ
)2
ds
](m+1)/2
. EIt>θ
[∫ t
t−θ
(∫
y
∫ |u˜|
−|u˜|
|∂l+1a h(r − a)|2 dr
)(∫
y
∫ |u˜|
−|u˜|
∑
k
∣∣σikr (y, r)∣∣2 dr
)
θ−2(j+1) ds
](m+1)/2
. EIt>θ
[∫ t
t−θ
(∫
y
∫ |u˜|
−|u˜|
|∂l+1a h(r − a)|2 dr
)
‖u˜‖L1(Td) θ−2(j+1) ds
](m+1)/2
.
By Hölder’s inequality we get
C3 . θ
m−1
2 θ−(m+1)(1+j)EIt>θ
∫ t
t−θ
∫
y
[∫ |u˜|
−|u˜|
|∂l+1a h(r − a)|2 dr
](m+1)/2
‖u˜‖(m+1)/2
L1(Td)
ds
. θm−12 θ−(m+1)(1+j)EIt>θ
∫ t
t−θ
‖u˜‖(m+1)/2
L1(Td)
∫
y
|u˜|(m−1)/2
∫ |u˜|
−|u˜|
|∂l+1a h(r − a)|(m+1) dr ds.
(3.10)
By integrating over a ∈ R, using the fact that h′ ∈ C∞c (R), integrating over [0, T ]× Td
and using the estimate (3.1) we obtain∫
t,x,a
C3 . θ
m−1
2 θ−(m+1)(1+j)+1E
∫ T
0
‖u˜(t)‖m+1
Lm+1
2
(Td)
dt. (3.11)
In the same manner, one obtains∫
t,x,a
C2 . θ
m−1
2 θ−(m+1)(1+j)+1E
∫ T
0
‖u˜(t)‖m+1
Lm+1
2
(Td)
dt. (3.12)
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Similarly, by (2.12), Hölder’s inequality, and (3.1), we obtain∫
t,x,a
C1 ≤ θ
m−1
2 θ−(m+1)(1+j)+1E
∫ T
0
(1 + ‖u˜(t)‖m+1
L2(Td)
) dt. (3.13)
Consequently, by (3.11)-(3.13) and (3.9), we obtain∫
t,x,a
E|∂jt ∂l+1a ∂qxFθ(t, x, a)|m+1 . θ−(m+1)(1+j)+1Nm(u˜). (3.14)
Choosing j = 0 and summing over all |q|+ l ≤ k, we obtain
E‖∂aFθ‖m+1Lm+1([0,T ];Wkm+1(Td×R)) . θ
−m+12 Nm(u˜). (3.15)
Similarly, choosing j = 1 in (3.14) and summing over all |q|+ l ≤ k gives
E‖∂aFθ‖m+1W 1m+1([0,T ];Wkm+1(Td×R)) . θ
−3 (m+1)2 Nm(u˜). (3.16)
By interpolating between (3.15) and (3.16) we have for δ ∈ [0, 1]
E‖∂aFθ‖m+1W δm+1([0,T ];Wkm+1(Td×R)) . θ
−(m+1)(1+2δ)/2Nm(u˜).
For arbitrary δ ∈ (1/(m+ 1), 1/2), we set λ = (1 + 2δ)/2, and the claim follows by Sobolev
embedding.
Corollary 3.9. (i) Let un be a sequence bounded in Lm+1(ΩT × Td), satisfying the (?)-
property uniformly in n, that is, with constant N in (3.5) independent of n. Suppose that
un converges for almost all ω, t, x to a function u. Then u has the (?)-property.
(ii) Let u ∈ L2(Ω×QT ). Then one has for all θ > 0
E
∫
t,x
Fθ(t, x, u(t, x)) = lim
λ→0
E
∫
t,x,a
Fθ(t, x, a)ρλ(u(t, x)− a) . (3.17)
Proof. (i) We have that limn→∞ Fθ(t, x, un(t, x)) = Fθ(t, x, u(t, x)) for almost all (ω, t, x).
Moreover,
|Fθ(t, x, un(t, x))| ≤ ‖∂aFθ‖L∞(QT×R)|un(t, x)|+ |F (t, x, 0)|. (3.18)
By Lemma 3.8, and the fact that E
∫
t,x
|Fθ(t, x, 0)| <∞, we see that the right hand side
above is uniformly integrable in (ω, t, x). Hence, one can take limits on the left-hand side
of (3.5) to get
lim
n→∞E
∫
t,x
Fθ(t, x, un(t, x)) = E
∫
t,x
Fθ(t, x, u(t, x)).
By similar (in fact, easier) arguments one can see the convergence of the second term
on the right-hand side of (3.5), and since the constant N was assumed to be independent
of n ∈ N, we get the claim.
(ii) Writing
∣∣Fθ(t, x, u(t, x))− ∫
a
Fθ(t, x, a)ρλ(u(t, x)− a)
∣∣ ≤ λ‖∂aFθ‖L∞(QT×R),
the claim simply follows from Lemma 3.8.
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4 Stability under the (?)-property
Theorem 4.1. Let (Φ, ξ), (Φ˜, ξ˜) satisfy Assumption 2.2, and σ,G satisfy Assumption 2.3.
Let u, u˜ be two entropy solutions of Π(Φ, ξ), Π(Φ˜, ξ˜) respectively, and assume that u has
the (?)-property. Then,
(i) if furthermore Φ = Φ˜, then
ess sup
t∈[0,T ]
E‖u(t)− u˜(t)‖L1(Td) ≤ NE‖ξ − ξ˜‖L1(Td), (4.1)
where N is a constant depending only on N0, N1, d and T ,
(ii) for all ε, δ ∈ (0, 1], λ ∈ [0, 1] and α ∈ (0, 1 ∧ (m/2)), we have
E‖u− u˜‖L1(QT ) ≤ NE‖ξ − ξ˜‖L1(Td)
+Nε
2
m+1
(
1 + E‖∇[a](u)‖L1(QT )
)
+N sup
|h|≤ε
E‖ξ˜(·)− ξ˜(·+ h)‖L1(Td)
+Nε−2E
(‖I|u|≥Rλ(1 + |u|)‖mLm(QT ) + ‖I|u˜|≥Rλ(1 + |u˜|)‖mLm(QT ))
+NC(δ, ε, λ)E(1 + ‖u‖m+1Lm+1(QT ) + ‖u˜‖
m+1
Lm+1(QT )
), (4.2)
where
Rλ := sup{R ∈ [0,∞] : |a(r)− a˜(r)| ≤ λ, ∀|r| < R}, (4.3)
C(δ, ε, λ) :=
(
δβ + δ2βε−2 + δβε−1 + ε2κ¯δ−1 + ε−2δ2α + ε−2λ2 + εβ˜ + εκ¯),
and N is a constant depending only on N0, N1,m,K, d, T , and α.
We collect first some technical results that will be needed for the proof of the above
theorem. Let us first introduce some notation that will be used throughout this section.
Denote %ε = ρ⊗dε , and fix a ϕ ∈ C∞c ((0, T )) such that ‖ϕ‖L∞([0,T ]) ∨ ‖∂tϕ‖L1([0,T ]) ≤ 1.
Introduce, for θ, ε > 0,
φθ,ε(t, x, s, y) = ρθ(t− s)%ε (x− y)ϕ
(
t+s
2
)
, φε(t, x, y) = %ε(x− y)ϕ(t).
Furthermore, for each δ > 0, let ηδ ∈ C2(R) be defined by
ηδ(0) = η
′
δ(0) = 0, η
′′
δ (r) = ρδ(|r|).
Note that∣∣ηδ(r)− |r|∣∣ ≤ δ, supp η′′δ ⊂ [−δ, δ], ∫
R
|η′′δ (r − ζ)| dζ ≤ 2, |η′′δ | ≤ 2δ−1. (4.4)
For g : Td ×R→ R we introduce the notation
[g, δ](x, r, a) := [gη′δ(· − a)](x, r). (4.5)
Finally, with the short hand notation u = u(t, x) and u˜ = u˜(t, y) in the following integral
expressions let us define the quantities
A(ε,δ)(u, u˜) :=E
∫
t,x,y
(
[aij , δ](x, u, u˜)∂xixjφε +
(
[aijxj , δ](x, u, u˜)− η′δ(u− u˜)bi(x, u)
)
∂xiφε
)
+E
∫
t,x,y
(
[aij , δ](y, u˜, u)∂yiyjφε +
(
[aijxj , δ](y, u˜, u)− η′δ(u˜− u)bi(y, u˜)
)
∂yiφε
)
,
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also,
B(ε,δ)1 (u, u˜) =− E
∫
t,x,y
∂yixjφε
∫ u
u˜
∫ u˜
r
η′′δ (r˜ − r)σikr (y, r˜)σjkr (x, r) dr˜dr
B(ε,δ)2 (u, u˜) =− E
∫
t,x,y
∂yiφε
∫ u
u˜
∫ u˜
r
η′′δ (r˜ − r)σikr (y, r˜)σjkrxj (x, r) dr˜dr
B(ε,δ)3 (u, u˜) =E
∫
t,x,y
∂yiφε
∫ u˜
u
η′′δ (r˜ − u)σikr (y, r˜)σjkxj (x, u) dr˜
B(ε,δ)4 (u, u˜) =− E
∫
t,x,y
∂xjφε
∫ u
u˜
∫ u˜
r
η′′δ (r˜ − r)σikryi(y, r˜)σjkr (x, r) dr˜dr
B(ε,δ)5 (u, u˜) =− E
∫
t,x,y
φε
∫ u
u˜
∫ u˜
r
η′′δ (r˜ − r)σikryi(y, r˜)σjkrxj (x, r) dr˜dr
B(ε,δ)6 (u, u˜) =E
∫
t,x,y
φε
∫ u˜
u
η′′δ (r˜ − u)σikryi(y, r˜)σjkxj (x, u) dr˜
B(ε,δ)7 (u, u˜) =E
∫
t,x,y
∂xjφε
∫ u
u˜
η′′δ (u˜− r)σikyi (y, u˜)σjkr (x, r) dr
B(ε,δ)8 (u, u˜) =E
∫
t,x,y
φε
∫ u
u˜
η′′δ (u˜− r)σikyi (y, u˜)σjkrxj (x, r) dr
B(ε,δ)9 (u, u˜) =− E
∫
t,x,y
φεη
′′
δ (u˜− u)σikyi (y, u˜)σjkxj (x, u)
and
B(ε,δ)(u, u˜) :=
9∑
l=1
B(ε,δ)l (u, u˜),
and finally,
C(ε,δ)(u, u˜) := E
∫
t,x,y
(
η′δ(u− u˜)f ixi(x, u)φε − [f irxi , δ](x, u, u˜)φε − [f ir, δ](x, u, u˜)∂xiφε
)
+E
∫
t,x,y
(
η′δ(u˜− u)f ixi(y, u˜)φε − [f irxi , δ](y, u˜, u)φε − [f ir, δ](y, u˜, u)∂yiφε
)
.
With this notation we have the following lemmata.
Lemma 4.2. There exists a constant N = N(N0, N1, d, T ) such that for all u, u˜ ∈ L1(QT )
and all ε, δ ∈ (0, 1)
A(ε,δ)(u, u˜) +
8∑
l=1
B(ε,δ)l (u, u˜) ≤ NC0(ε, δ)
(
E‖u‖L1(QT ) + E‖u˜‖L1(QT )
)
+NE
∫
t,x,y
ε2∑
ij
|∂xiyjφε|+ ε
∑
i
|∂xiφε|+ φε
 |u− u˜|,
where
C0(ε, δ) = δ
2βε−2 + δβε−1 + δβ + ε+ εκ¯.
Proof. By Remark 3.1 (with a = u˜(t, y)), the relation ∂xixjφε = −∂xiyjφε, and the identity
η′δ(r − u˜) =
∫ r
u˜
η′′δ (r − r˜) dr˜, (4.6)
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we have
E
∫
t,x,y
(
[aij , δ](x, u, u˜)∂xixjφε +
(
[aijxj , δ](x, u, u˜)− η′δ(u− u˜)bi(x, u)
)
∂xiφε
)
=− E
∫
t,x,y
∂xiyjφε
∫ u
u˜
∫ r
u˜
η′′δ (r − r˜)aij(x, r)dr˜dr
− E
∫
t,x,y
(
∂xiφεη
′
δ(u− u˜)bi(x, u) + ∂xiφε
∫ u
u˜
η′δ(r − u˜)aijxj (x, r) dr
)
. (4.7)
By symmetry we have that
E
∫
t,x,y
(
[aij , δ](y, u˜, u)∂yiyjφε +
(
[aijxj , δ](y, u˜, u)− η′δ(u˜− u)bi(y, u˜)
)
∂yiφε
)
=− E
∫
t,x,y
∂xiyjφε
∫ u˜
u
∫ r˜
u
η′′δ (r˜ − r)aij(y, r˜)drdr˜
− E
∫
t,x,y
(
∂xiφεη
′
δ(u˜− u)bi(y, u˜) + ∂xiφε
∫ u˜
u
η′δ(r˜ − u)aijyj (y, r˜) dr˜
)
. (4.8)
Notice that
− E
∫
t,x,y
∂xiyjφε
∫ u
u˜
∫ r
u˜
η′′δ (r − r˜)aij(x, r)dr˜dr
=− E
∫
u˜≤u
∂xiyjφε
∫ u
u˜
∫ u
u˜
Ir˜≤rη′′δ (r − r˜)aij(x, r)dr˜dr
− E
∫
u˜≥u
∂xiyjφε
∫ u
u˜
∫ u
u˜
Ir˜≥rη′′δ (r − r˜)aij(x, r)dr˜dr. (4.9)
Similarly
− E
∫
t,x,y
∂xiyjφε
∫ u˜
u
∫ r˜
u
η′′δ (r˜ − r)aij(y, r˜)drdr˜
=− E
∫
u˜≥u
∂xiyjφε
∫ u
u˜
∫ u
u˜
Ir≤r˜η′′δ (r˜ − r)aij(y, r˜)drdr˜
− E
∫
u˜≤u
∂xiyjφε
∫ u
u˜
∫ u
u˜
Ir≥r˜η′′δ (r˜ − r)aij(y, r˜)drdr˜. (4.10)
By adding (4.7) and (4.8) and using (4.9), (4.10) we obtain
A(ε,δ)(u, u˜) = A(ε,δ)1 (u, u˜) +A(ε,δ)2 (u, u˜),
where
A(ε,δ)1 (u, u˜) :=− E
∫
u˜≤u
∂xiyjφε
∫ u
u˜
∫ u
u˜
Ir˜≤rη′′δ (r − r˜)aij(x, r)dr˜dr
− E
∫
u˜≥u
∂xiyjφε
∫ u
u˜
∫ u
u˜
Ir˜≥rη′′δ (r − r˜)aij(x, r)dr˜dr
− E
∫
u˜≥u
∂xiyjφε
∫ u
u˜
∫ u
u˜
Ir≤r˜η′′δ (r˜ − r)aij(y, r˜)drdr˜
− E
∫
u˜≤u
∂xiyjφε
∫ u
u˜
∫ u
u˜
Ir≥r˜η′′δ (r˜ − r)aij(y, r˜)drdr˜ (4.11)
and
A(ε,δ)2 (u, u˜) :=− E
∫
t,x,y
(
∂xiφεη
′
δ(u− u˜)bi(x, u) + ∂xiφε
∫ u
u˜
η′δ(r − u˜)aijxj (x, r) dr
)
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− E
∫
t,x,y
(
∂yiφεη
′
δ(u˜− u)bi(y, u˜) + ∂yiφε
∫ u˜
u
η′δ(r˜ − u)aijxj (y, r˜) dr˜
)
.
We further set
A(ε,δ)2,1 (u, u˜) = −E
∫
t,x,y
∂xiφεη
′
δ(u− u˜)bi(x, u)− E
∫
t,x,y
∂yiφεη
′
δ(u˜− u)bi(y, u˜)
=: A(ε,δ)2,1,1(u, u˜) +A(ε,δ)2,1,2(u, u˜), (4.12)
A(ε,δ)2,2 (u, u˜) = −E
∫
t,x,y
(
∂xiφε
∫ u
u˜
η′δ(r − u˜)aijxj (x, r) dr + ∂yiφε
∫ u˜
u
η′δ(r˜ − u)aijxj (y, r˜) dr˜
)
.
(4.13)
We next estimate A(ε,δ)1 (u, u˜) + B(ε,δ)1 (u, u˜). Notice that
B(ε,δ)1 (u, u˜) =E
∫
t,x,y
∂yixjφε
∫ u
u˜
∫ r
u˜
η′′δ (r − r˜)σjkr (x, r)σikr (y, r˜) dr˜dr
=E
∫
u˜≤u
∂yixjφε
∫ u
u˜
∫ u
u˜
Ir˜≤rη′′δ (r − r˜)σjkr (x, r)σikr (y, r˜) dr˜dr
+E
∫
u˜≥u
∂yixjφε
∫ u
u˜
∫ u
u˜
Ir˜≥rη′′δ (r − r˜)σjkr (x, r)σikr (y, r˜) dr˜dr. (4.14)
By the definition of aij we have that
aij(x, r) + aij(y, r˜)− σikr (x, r)σjkr (y, r˜)
=
1
2
σikr (x, r)(σ
jk
r (x, r)− σjkr (y, r˜))−
1
2
σjkr (y, r˜)(σ
ik
r (x, r)− σikr (y, r˜)).
Using the fact that ∂xiyjφε = ∂xjyiφε we see that
∂xiyjφε(a
ij(x, r) + aij(y, r˜)− σikr (x, r)σjkr (y, r˜))
=
1
2
∂xiyjφε(σ
ik
r (x, r)− σikr (y, r˜))(σjkr (x, r)− σjkr (y, r˜))
.
∑
ij
|∂xiyjφε|(ε+ δβ)2 .
∑
ij
|∂xiyjφε|(ε2 + δ2β), (4.15)
where we have used (2.4) and (2.5). Consequently, by (4.11), (4.14), and (4.15) combined
with the fact that ∣∣∣∣∫ u
u˜
∫ u
u˜
η′′δ (r − r˜) dr˜dr
∣∣∣∣ ≤ 2|u˜− u|, (4.16)
we obtain
A(ε,δ)1 (u, u˜) + B(ε,δ)1 (u, u˜)
. E
∫
t,x,y
ε2
∑
ij
|∂xiyjφε||u(t, x)− u˜(t, y)|+ E
∫
t,x,y
δ2β
∑
ij
|∂xiyjφε||u(t, x)− u˜(t, y)|
. E
∫
t,x,y
ε2
∑
ij
|∂xiyjφε||u(t, x)− u˜(t, y)|+ δ2βε−2E(‖u‖L1(QT ) + ‖u˜‖L1(QT )), (4.17)
where we have used Assumption 2.3. We proceed with an estimate for A(ε,δ)2,2 (u, u˜) +
B(ε,δ)2 (u, u˜) + B(ε,δ)4 (u, u˜). Using the fact that ∂xiφε = −∂yiφε we get
A(ε,δ)2,2 (u, u˜) = −E
∫
u˜≤u
∂xiφε
∫ u
u˜
∫ u
u˜
Ir˜≤rη′′δ (r − r˜)
(
aijxj (x, r)− aijxj (y, r˜)
)
drdr˜
−E
∫
u˜≥u
∂xiφε
∫ u˜
u
∫ u˜
u
Ir˜≥rη′′δ (r − r˜)
(
aijxj (x, r)− aijxj (y, r˜)
)
drdr˜. (4.18)
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By (2.4) and (2.5) we have
|aijxj (x, r)− aijxj (y, r˜)| . |r − r˜|β + |x− y|. (4.19)
Again, using the fact that ∂xiφε = −∂yiφε and relabelling i↔ j in B(ε,δ)4 (u, u˜), gives
B(ε,δ)2 (u, u˜) + B(ε,δ)4 (u, u˜)
=E
∫
t,x,y
∂xiφε
∫ u
u˜
∫ u˜
r
η′′δ (r˜ − r)σikr (y, r˜)σjkrxj (x, r) dr˜dr
−E
∫
t,x,y
∂xiφε
∫ u
u˜
∫ u˜
r
η′′δ (r˜ − r)σjkryj (y, r˜)σikr (x, r) dr˜dr
=E
∫
u˜≤u
∫ u
u˜
∫ u
u˜
Ir˜≤rη′′δ (r − r˜)∂xiφε
(
σikr (x, r)σ
jk
ryj (y, r˜)− σikr (y, r˜)σjkrxj (x, r)
)
dr˜dr
+E
∫
u˜≥u
∫ u˜
u
∫ u˜
u
Ir˜≥rη′′δ (r − r˜)∂xiφε
(
σikr (x, r)σ
jk
ryj (y, r˜)− σikr (y, r˜)σjkrxj (x, r)
)
dr˜dr. (4.20)
By (2.4) and (2.5) again we have∣∣∣σikr (x, r)σjkryj (y, r˜)− σikr (y, r˜)σjkrxj (x, r)∣∣∣ . |r − r˜|β + |x− y|. (4.21)
By adding (4.18) and (4.20) and using (4.19), (4.21), and (4.16), we obtain
A(ε,δ)2,2 (u, u˜) + B(ε,δ)2 (u, u˜) + B(ε,δ)4 (u, u˜)
. E
∫
t,x,y
δβ
∑
i
|∂xiφε||u(t, x)− u˜(t, y)|+ E
∫
t,x,y
ε
∑
i
|∂xiφε||u(t, x)− u˜(t, y)|
. δβε−1E(‖u‖L1(QT ) + ‖u˜‖L1(QT )) + E
∫
t,x,y
ε
∑
i
|∂xiφε||u(t, x)− u˜(t, y)|. (4.22)
We proceed with the estimation of A(ε,δ)2,1 (u, u˜) + B(ε,δ)3 (u, u˜) + B(ε,δ)7 (u, u˜). Recall that
A(ε,δ)2,1 (u, u˜) = A(ε,δ)2,1,1(u, u˜) + A(ε,δ)2,1,2(u, u˜), see (4.12). Using the fact that ∂yiφε = −∂xiφε
and the definition of bi, we see that
B(ε,δ)3 (u, u˜) +A(ε,δ)2,1,1(u, u˜)
= E
∫
t,x,y
∂yiφε
∫ u˜
u
η′′δ (r˜ − u)σikr (y, r˜)σjkxj (x, u) dr˜ − E
∫
t,x,y
∂xiφεη
′
δ(u− u˜)bi(x, u)
= E
∫
t,x,y
∂xiφε
∫ u˜
u
η′′δ (r − u)σjkxj (x, u)
(
σikr (x, u)− σikr (y, r)
)
dr.
Using this, (2.5), and ∫
R
η′′(r˜ − u) dr˜ ≤ 2, (4.23)
we see that
B(ε,δ)3 (u, u˜) +A(ε,δ)2,1,1(u, u˜)
. δβε−1E(1 + ‖u‖L1(QT )) + E
∫
t,x,y
∂xiφε
∫ u˜
u
η′′δ (r − u)σjkxj (x, u)
(
σikr (x, u)− σikr (y, u)
)
dr
= δβε−1E(1 + ‖u‖L1(QT )) + E
∫
t,x,y
∂xiφεη
′
δ(u˜− u)σjkxj (x, u)
(
σikr (x, u)− σikr (y, u)
)
= δβε−1E(1+‖u‖L1(QT ))+E
∫
t,x,y
∂xiφεη
′
δ(u˜−u)σjkxj (x, u)(xl−yl)
∫ 1
0
σikrxl(y+θ(x−y), u) dθ.
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Similarly,
B(ε,δ)7 (u, u˜) +A(ε,δ)2,1,2(u, u˜)
.δβε−1E(1+‖u˜‖L1(QT ))−E
∫
t,x,y
∂yiφεη
′
δ(u˜−u)σjkxj (y, u˜)(yl−xl)
∫ 1
0
σikrxl(x+θ(y−x), u˜)dθ.
Using the relation ∂xiφε = −∂yiφε, we obtain
A(ε,δ)2,1 (u, u˜) + B(ε,δ)3 (u, u˜) + B(ε,δ)7 (u, u˜)
.δβε−1E(1 + ‖u‖L1(QT ) + ‖u˜‖L1(QT )) + E
∫
t,x,y
∂xiφεη
′
δ(u˜− u)(xl − yl)
×
(
σjkxj (x, u)
∫ 1
0
σikrxl(y + θ(x− y), u) dθ − σjkxj (y, u˜)
∫ 1
0
σikrxl(x+ θ(y − x), u˜) dθ
)
.δβε−1E(1 + ‖u‖L1(QT ) + ‖u˜‖L1(QT )) + E
∫
t,x,y
|∂xiφε||xl − yl|
×
∣∣∣∣σjkxj (x, u)∫ 1
0
σikrxl(y + θ(x− y), u) dθ − σjkxj (y, u˜)
∫ 1
0
σikrxl(x+ θ(y − x), u˜) dθ
∣∣∣∣ . (4.24)
By (2.12) and (2.4) we have∣∣∣∣σjkxj (x, u)∫ 1
0
σikrxl(y + θ(x− y), u) dθ − σjkxj (y, u˜)
∫ 1
0
σikrxl(x+ θ(y − x), u˜) dθ
∣∣∣∣
.ε(1 + |u|+ |u˜|) +
∣∣∣σjkxj (x, u)σikrxl(x, u)− σjkxj (y, u˜)σikrxl(y, u˜)∣∣∣ . (4.25)
By (2.6) we have ∣∣∣σjkxj (x, u)σikrxl(x, u)− σjkxj (y, u˜)σikrxl(y, u˜)∣∣∣
.
∣∣∣σjkxj (x, u)σikrxl(x, u)− σjkxj (y, u)σikrxl(y, u)∣∣∣+ |u− u˜|
. (εκ¯ + ε)(1 + |u˜|) + |u− u˜|, (4.26)
where for the last inequality we have used (2.4), (2.12), and (2.13). Combining (4.24),
(4.25), and (4.26), we obtain
A(ε,δ)2,1 (u, u˜) + B(ε,δ)3 (u, u˜) + B(ε,δ)7 (u, u˜)
.(δβε−1 + ε+ εκ¯)E(1 + ‖u‖L1(QT ) + ‖u˜‖L1(QT )) + E
∫
t,x,y
ε
∑
i
|∂xiφε| |u− u˜| . (4.27)
We proceed with the estimation of the remaining terms. By (2.4) and (4.23) we have
B(ε,δ)5 (u, u˜) =− E
∫
t,x,y
φε
∫ u
u˜
∫ u˜
r
η′′δ (r − r˜)σikryi(y, r˜) drσjkrxj (x, r) dζ
. E
∫
t,x,y
φε|u− u˜|. (4.28)
Also,
B(ε,δ)6 (u, u˜) =E
∫
t,x,y
φε
∫ u˜
u
η′′δ (r − u)σikrxi(y, r) drσjkxj (x, u)
.δβE(1 + ‖u‖L1(QT )) + E
∫
t,x,y
φεη
′
δ(u˜− u)σikrxi(y, u)σjkxj (x, u).
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Similarly,
B(ε,δ)(u, u˜) . δβE(1 + ‖u˜‖L1(QT )) + E
∫
t,x,y
φεη
′
δ(u− u˜)σjkxj (y, u˜)σikrxi(x, u˜).
Hence,
B(ε,δ)6 (u, u˜) + B(ε,δ)8 (u, u˜) . δβE(1 + ‖u‖L1(QT ) + ‖u˜‖L1(QT ))
+ E
∫
t,x,y
φε|σikrxi(y, u)σjkxj (x, u)− σjkxj (y, u˜)σikrxi(x, u˜)|
. (δβ + ε+ εκ¯)E(1 + ‖u‖L1(QT ) + ‖u˜‖L1(QT ))
+ E
∫
t,x,y
φε|u− u˜|. (4.29)
The claim follows by adding (4.33), (4.17), (4.22), (4.27), (4.28), and (4.29).
Lemma 4.3. There exists a constant N = N(N0, N1, d, T ) such that for all u, u˜ ∈ L1(QT )
and all ε, δ ∈ (0, 1)
C(ε,δ)(u, u˜) ≤ N(εβ˜ + δβε−1)E(1 + ‖u‖L1(QT ) + ‖u˜‖L1(QT ))
+NE
∫
t,x,y
(
ε
d∑
i=1
|∂xiφε||u− u˜|+ φε|u− u˜|
)
.
Proof. By Remark 3.1, (4.6), and the relation ∂xiφε = −∂yiφε, we get
E
∫
t,x,y
(−[f irxi , δ](x, u, u˜)φε − [f ir, δ](x, u, u˜)∂xiφε)
+E
∫
t,x,y
(−[f irxi , δ](y, u˜, u)φε − [f ir, δ](y, u˜, u)∂yiφε)
=E
∫
u˜≤u
∂xiφε
∫ u
u˜
∫ u
u˜
Ir˜≤rη′′δ (r˜ − r)
(
f ir(y, r˜)− f ir(x, r)
)
dr˜dr
+E
∫
u˜≥u
∂xiφε
∫ u
u˜
∫ u
u˜
Ir˜≥rη′′δ (r˜ − r)
(
f ir(y, r˜)− f ir(x, r)
)
dr˜dr
−E
∫
t,x,y
φε
(∫ u
u˜
η′δ(u˜− r)f irxi(x, r) dr +
∫ u
u˜
η′δ(u− r˜)f irxi(y, r˜) dr˜
)
. E
∫
t,x,y
(
(ε+ δβ)
d∑
i=1
|∂xiφε||u− u˜|+ φε|u− u˜|
)
,
where for the last inequality we have used (2.7) and (2.9). Moreover, we have
E
∫
t,x,y
η′δ(u− u˜)
(
f ixi(x, u)− f ixi(y, u˜)
)
φε
. εβ˜(1 + E‖u‖L1(QT )) + E
∫
t,x,y
|u− u˜|φε,
where we have used (2.9) and (2.8). Consequently,
C(ε,δ)(u, u˜) . (εβ˜ + δβε−1)E(1 + ‖u‖L1(QT ) + ‖u˜‖L1(QT ))
+ E
∫
t,x,y
(
ε
d∑
i=1
|∂xiφε||u− u˜|+ φε|u− u˜|
)
,
which finishes the proof.
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We are now ready to proceed with the proof of Theorem 4.1.
Proof of Theorem 4.1. The majority of the proof is identical for (i) and (ii), so their
separation is postponed to the very end.
We apply the entropy inequality (2.16) for u = u(t, x) with ηδ(· − a) in place of η
and φθ,ε(·, ·, s, y) in place of φ, for some s ∈ [0, T ], y ∈ Td, a ∈ R. Assuming that θ is
sufficiently small, one has φθ,ε(0, x, s, y) = 0, and thus we get
−
∫
t,x
ηδ(u− a)∂tφθ,ε ≤
∫
t,x
[a2, δ](u, a)∆xφθ,ε
+
∫
t,x
(
[aij , δ](x, u, a)∂xixjφθ,ε +
(
[aijxj , δ](x, u, a)− η′δ(u− a)bi(x, u)
)
∂xiφθ,ε
)
+
∫
t,x
(
η′(u− a)f ixi(x, u)φθ,ε − [f irxi , δ](x, u, a)φθ,ε − [f ir, δ](x, u, a)∂xiφθ,ε
)
+
∫
t,x
(
1
2
∫
t,x
η′′δ (u− a)
∑
k
|σikxi(x, u)|2φθ,ε − η′′δ (u− a)|∇x[a](u)|2φθ,ε
)
+
∫ T
0
∫
x
(
η′(u− a)φσikxi(x, u)− [σikrxi , δ](x, u, a)φθ,ε − [σikr , δ](x, u, a)∂xiφθ,ε
)
dβk(t).
(4.30)
Notice that all the expressions in (4.30) are continuous in (a, s, y). We now substitute
a = u˜(s, y), integrate over (s, y), and take expectations. For the last term in (4.30) this
is justified by (3.18). All of the other terms are continuous in a and can be bounded
by N(|a|m +X) with some constant N and some integrable random variable X (recall
(2.2)), so that substituting a = u˜(s, y) and integrating out s, y, and ω, results in finite
quantities.
After writing the analogous inequality with the roles of u, t, x and u˜, s, y reversed,
using the symmetry of ηδ, and adding both inequalities, one arrives at
− E
∫
t,x,s,y
ηδ(u− u˜)(∂tφθ,ε + ∂sφθ,ε)
≤ E
∫
t,x,s,y
([a2, δ](u, u˜)∆xφθ,ε + [a˜
2, δ](u˜, u)∆yφθ,ε)
+ E
∫
t,x,s,y
(
[aij , δ](x, u, u˜)∂xixjφθ,ε +
(
[aijxj , δ](x, u, u˜)− η′δ(u− u˜)bi(x, u)
)
∂xiφθ,ε
)
+ E
∫
t,x,s,y
(
[aij , δ](y, u˜, u)∂yiyjφθ,ε +
(
[aijxj , δ](y, u˜, u)− η′δ(u˜− u)bi(y, u˜)
)
∂yiφθ,ε
)
+ E
∫
t,x,s,y
(
η′δ(u− u˜)f ixi(x, u)φθ,ε − [f irxi , δ](x, u, u˜)φθ,ε − [f ir, δ](x, u, u˜)∂xiφθ,ε
)
+ E
∫
t,x,s,y
(
η′δ(u˜− u)f ixi(y, u˜)φθ,ε − [f irxi , δ](y, u˜, u)φθ,ε − [f ir, δ](y, u˜, u)∂yiφθ,ε
)
+ E
∫
t,x,s,y
(
1
2
η′′δ (u− u˜)
∑
k
|σikxi(x, u)|2φθ,ε − η′′δ (u− u˜)|∇x[a](u)|2φθ,ε
)
+ E
∫
t,x,s,y
(
1
2
η′′δ (u− u˜)
∑
k
|σikyi (y, u˜)|2φθ,ε − η′′δ (u− u˜)|∇y[a˜](u˜)|2φθ,ε
)
+ E
∫
s,y
F 1θ (s, y) + E
∫
t,x
F 2θ (t, x), (4.31)
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where u = u(t, x), u˜ = u˜(s, y), φθ,ε = φθ,ε(t, x, s, y), and
F 1θ (s, y) :=
[∫ T
0
∫
x
(
η′δ(u− a)φθ,εσikxi(x, u)− [σikrxi , δ](x, u, a)φθ,ε
− [σikr , δ](x, u, a)∂xiφθ,ε
)
dβk(t)
]
a=u˜(s,y)
,
F 2θ (t, x) :=
[∫ T
0
∫
y
(
η′δ(u˜− a)φθ,εσikyi (y, u˜)− [σikrxi , δ](y, u˜, a)φθ,ε
− [σikr , δ](y, u˜, a)∂xiφθ,ε
)
dβk(s)
]
a=u(t,x)
.
For the term containing F 1θ at the right hand side of (4.31) we have the following: ∂xiφθ,ε
is supported on [s, s+ θ], hence the integration in t is over [s, (s+ θ) ∧ T ]. Then we plug
in a quantity with is Fs-measurable. Therefore, this term vanishes in expectation (a
rigorous justification follows from a limiting procedure similar to (3.17)). We now pass
to the θ → 0 limit. For this, we use [7, Proposition 3.5, see also p.15] and the (?)-property
with h = η′ and % = %ε to get
−E
∫
t,x,y
ηδ(u− u˜)∂tφε ≤ E
∫
t,x,s,y
([a2, δ](u, u˜)∆xφθ,ε + [a˜
2, δ](u˜, u)∆yφε)
+A(ε,δ)(u, u˜) + C(ε,δ)(u, u˜)
+ E
∫
t,x,y
(
1
2
η′′δ (u− u˜)
∑
k
|σikxi(x, u)|2φε − η′′δ (u− u˜)|∇x[a](u)|2φε
)
+ E
∫
t,x,y
(
1
2
η′′δ (u− u˜)
∑
k
|σikyi (y, u˜)|2φε − η′′δ (u− u˜)|∇y[a˜](u˜)|2φε
)
+ B(ε,δ)(u, u˜). (4.32)
Notice that that by (2.5) and (2.13) we have that for all x, y ∈ Td and r, r˜ ∈ R
|σixi(x, r)− σixi(y, r˜)|l2 ≤ N |r − r˜|+N(1 + |r|)|x− y|κ¯,
where N depends only on N0, N1, and d. Under this condition and under Assumption
2.2 (a) it is shown in [7, Theorem 4.1, p.13-15, see (4.8) and (4.18) therein] that for all
α ∈ (0, 1 ∧ (m/2)) we have
B(ε,δ)9 (u, u˜) + E
∫
t,x,s,y
([a2, δ](u, u˜)∆xφθ,ε + [a˜
2, δ](u˜, u)∆yφε)
+E
∫
t,x,y
(
1
2
η′′δ (u− u˜)
∑
k
|σikxi(x, u)|2φε − η′′δ (u− u˜)|∇x[a](u)|2φε
)
+E
∫
t,x,y
(
1
2
η′′δ (u− u˜)
∑
k
|σikyi (y, u˜)|2φε − η′′δ (u− u˜)|∇y[a˜](u˜)|2φε
)
.
(
δ + ε2κ¯δ−1 + ε−2δ2α + ε−2λ2)E(1 + ‖u‖m+1Lm+1(QT ) + ‖u˜‖
m+1
Lm+1(QT )
)
+ε−2
(
E‖I|u|≥Rλ(1 + |u|)‖mLm(QT ) + E‖I|u˜|≥Rλ(1 + |u˜|)‖mLm(QT )
)
. (4.33)
Hence, by the above inequality, Lemma 4.2, and Lemma 4.3, we obtain for all
ε, δ ∈ (0, 1)
−E
∫
t,x,y
ηδ(u− u˜)∂tφε
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. C(ε, δ, λ)E(1 + ‖u‖m+1Lm+1(QT ) + ‖u˜‖
m+1
Lm+1(QT )
)
+ε−2
(
E‖I|u|≥Rλ(1 + |u|)‖mLm(QT ) + E‖I|u˜|≥Rλ(1 + |u˜|)‖mLm(QT )
)
+ E
∫
t,x,y
ε2
∑
ij
|∂xiyjφε||u− u˜|+ E
∫
t,x,y
ε
∑
i
|∂xiφε||u− u˜|+ E
∫
t,x,y
φε|u− u˜|,
with
C(ε, δ, λ) :=
(
δβ + δ2βε−2 + δβε−1 + ε2κ¯δ−1 + ε−2δ2α + ε−2λ2 + εβ˜ + εκ¯),
which by virtue of ∣∣∣∣E∫
t,x,y
ηδ(u− u˜)∂tφε − E
∫
t,x,y
|u− u˜|∂tφε
∣∣∣∣ . δ,
gives
−E
∫
t,x,y
|u− u˜|%∂tϕ
. C(ε, δ, λ)E(1 + ‖u‖m+1Lm+1(QT ) + ‖u˜‖
m+1
Lm+1(QT )
)
+ ε−2
(
E‖I|u|≥Rλ(1 + |u|)‖mLm(QT ) + E‖I|u˜|≥Rλ(1 + |u˜|)‖mLm(QT )
)
+ E
∫
t,x,y
ε2
∑
ij
|∂xiyj%ε|ϕ|u− u˜|+ E
∫
t,x,y
ε
∑
i
|∂xi%ε|ϕ|u− u˜|
+ E
∫
t,x,y
%εϕ|u− u˜|. (4.34)
Let s, t ∈ (0, T ), with s < t, be Lebesgue points of the function
t 7→ E
∫
x,y
|u(t, x)− u˜(t, y)|%ε(x− y),
and fix some γ > 0 such that γ < t − s and t + γ < T . We now make use of the
freedom of choosing ϕ: choose in (4.34) ϕ = ϕn ∈ C∞c ((0, T )) obeying the bound
‖ϕn‖L∞([0,T ]) ∨ ‖∂tϕn‖L1([0,T ]) ≤ 1, such that
lim
n→∞ ‖ϕn − ζ‖W 12 ((0,T )) = 0,
where ζ : [0, T ] → R is such that ζ(0) = 0 and ζ ′ = γ−1Is,s+γ − γ−1It,t+γ . After letting
n→∞ we obtain
1
γ
E
∫ t+γ
t
∫
x,y
|u(r, x)− u˜(r, y)|%ε(x− y) dr
− 1
γ
E
∫ s+γ
s
∫
x,y
|u(r, x)− u˜(r, y)|%ε(x− y) dr
. C(ε, δ, λ)E(1 + ‖u‖m+1Lm+1(QT ) + ‖u˜‖
m+1
Lm+1(QT )
)
+ ε−2
(
E‖I|u|≥Rλ(1 + |u|)‖mLm(QT ) + E‖I|u˜|≥Rλ(1 + |u˜|)‖mLm(QT )
)
+ E
∫ t+γ
0
∫
x,y
ε2
∑
ij
|∂xiyj%(x− y)||u(s, x)− u˜(s, y)| ds
+ E
∫ t+γ
0
∫
x,y
ε
∑
i
|∂xi%(x− y)||u(s, x)− u˜(s, y)|+ |%(x− y)||u(s, x)− u˜(s, y)| ds,
(4.35)
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which, after letting γ ↓ 0, gives
E
∫
x,y
|u(t, x)− u˜(t, y)|%ε(x− y)− E
∫
x,y
|u(s, x)− u˜(s, y)|%ε(x− y) .M,
where M is the right hand side of (4.35) with γ = 0 Notice that the above inequal-
ity holds for almost all s ≤ t. After averaging over s ∈ (0, γ) for some γ > 0 we
obtain
E
∫
x,y
|u(t, x)− u˜(t, y)|%ε(x− y)
≤M + 1
γ
E
∫ γ
0
∫
x,y
|u(s, x)− u˜(s, y)|%ε(x− y) ds.
Letting γ → 0, we obtain by virtue of Lemma 3.3,
E
∫
x,y
|u(t, x)− u˜(t, y)|%ε(x− y) ≤M + E
∫
x,y
|ξ(x)− ξ˜(y)|%ε(x− y). (4.36)
We now prove (ii). We integrate (4.36) over t ∈ (0, s) for some s ≤ T and we
get
E
∫ s
0
∫
x,y
|u(t, x)− u˜(t, y)|%ε(x− y) dt
. TE
∫
x
|ξ(x)− ξ˜(x)|+ T sup
|h|≤ε
E‖ξ˜(·)− ξ˜(·+ h)‖L1(Td)
+ TC(ε, δ, λ)E(1 + ‖u‖m+1Lm+1(QT ) + ‖u˜‖
m+1
Lm+1(QT )
)
+ Tε−2
(
E‖I|u|≥Rλ(1 + |u|)‖mLm(QT ) + E‖I|u˜|≥Rλ(1 + |u˜|)‖mLm(QT )
)
+ E
∫ s
0
∫ t
0
∫
x,y
ε2
∑
ij
|∂xiyj%(x− y)||u(ζ, x)− u˜(ζ, y)| dζdt
+ E
∫ s
0
∫ t
0
∫
x,y
ε
∑
i
|∂xi%(x− y)||u(ζ, x)− u˜(ζ, y)|+ |%(x− y)||u(ζ, x)− u˜(ζ, y)| dζdt.
(4.37)
Then, notice that for an approximation of the identity %ε we have∣∣∣E∫
t,x
|u(t, x)− u˜(t, x)| − E
∫
t,x,y
|u(t, x)− u˜(t, y)|%ε(x− y)
∣∣∣
≤ E
∫
t,x,y
|u(t, x)− u(t, y)|%ε(x− y).
Moreover, notice that ε|∂xi%ε| and ε2|∂xixj%ε| are also approximations of the identity
(up to a constant). From these observations, we obtain by virtue of (4.37) and Lemma
3.4
E
∫ s
0
∫
x
|u(t, x)− u˜(t, x)| dt
. E
∫
x
|ξ(x)− ξ˜(x)|+ sup
|h|≤ε
E‖ξ˜(·)− ξ˜(·+ h)‖L1(Td)
+ C(ε, δ, λ)E(1 + ‖u‖m+1Lm+1(QT ) + ‖u˜‖
m+1
Lm+1(QT )
)
+ ε−2
(
E‖I|u|≥Rλ(1 + |u|)‖mLm(QT ) + E‖I|u˜|≥Rλ(1 + |u˜|)‖mLm(QT )
)
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+ ε
2
m+1
(
1 + E‖∇[a](u)‖L1(QT )
)
+ E
∫ s
0
∫ t
0
∫
x
|u(ζ, x)− u˜(ζ, x)| dζdt.
Gronwall’s lemma leads to (ii). In order to prove (i), we choose in (4.36) λ = 0 and
Rλ =∞ (recall the definition of M ) to obtain
E
∫
x,y
|u(t, x)− u˜(t, y)|%ε(x− y)
. E
∫
x,y
|ξ(x)− ξ˜(y)|%ε(x− y)
+ C(ε, δ)E(1 + ‖u‖m+1Lm+1(QT ) + ‖u˜‖
m+1
Lm+1(QT )
)
+ E
∫ t
0
∫
x,y
ε2
∑
ij
|∂xiyj%(x− y)||u(s, x)− u˜(s, y)| ds
+ E
∫ t
0
∫
x,y
ε
∑
i
|∂xi%(x− y)||u(s, x)− u˜(s, y)|+ %(x− y)|u(s, x)− u˜(s, y)| ds, (4.38)
with
C(ε, δ) =
(
δβ + δ2βε−2 + δβε−1 + ε2κ¯δ−1 + ε−2δ2α + εβ˜ + εκ¯).
We now choose ν ∈ ((m ∧ 2)−1, κ¯) such that 2βν > 1 (recall that β ∈ (2κ¯)−1, 1]) and
α < 1 ∧ (m/2) such that −2 + (2α)(2ν) > 0. Setting δ = ε2ν then yields C(ε, δ) → 0 as
ε→ 0. Consequently, by letting ε→ 0 in (4.38) and using the continuity of translations
in L1 we obtain
E‖u(t)− u˜(t)‖L1(Td) . E‖ξ − ξ˜‖L1(Td) +
∫ t
0
E‖u(s)− u˜(s)‖L1(Td) ds.
The above relation holds for almost all t ∈ [0, T ]. Hence, (4.1) follows by Gronwall’s
lemma.
5 Approximations
In Section 4 we showed that if we have two entropy solutions of equation (2.1) with
the same initial condition, then they coincide provided that one of them satisfies the
(?)-property. Hence, in order to conclude the existence and uniqueness of entropy
solutions, it suffices to show the existence of an entropy solution possessing the (?)-
property. To do so, we use a vanishing viscosity approximation. In order to prove the
strong (probabilistically) existence of solutions for the approximating equations, we use
a technique from [20], where a characterization of the convergence in probability is used
to show that weak existence combined with strong uniqueness implies strong existence.
This has been used in the past in the context of SPDEs (see [29, 19] and the references
therein). For the proof of the following Proposition see [7, Proposition 5.1].
Proposition 5.1. Let Φ satisfy Assumption 2.2 (a) with a constant K ≥ 1. Then, for all
n there exists an increasing function Φn ∈ C∞(R) with bounded derivatives, satisfying
Assumption 2.2 (a) with constant 3K, such that an(r) ≥ 2/n, and
sup
|r|≤n
|a(r)− an(r)| ≤ 4/n. (5.1)
Let Φn be as above and set
ξn := (−n) ∨ (ξ ∧ n). (5.2)
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Definition 5.2. An L2-solution of equation Π(Φn, ξn) is a continuous L2(Td)-valued
process un, such that un ∈ L2(ΩT ,W 12 (Td)), ∇Φn(un) ∈ L2(ΩT , L2(Td)), and the equality
(un(t, ·), φ) = (ξn, φ)−
∫ t
0
(∇Φn(un(s, ·)),∇φ) + (aij(u)∂xju+ bi(u) + f i(u), ∂xiφ) ds
−
∫ t
0
(σk(·, un(s, ·)),∇φ) dβks
holds for all φ ∈ C∞(Td), almost surely for all t ∈ [0, T ].
If un is an L2-solution of Π(Φn, ξn), then the following estimates hold (see Lemma A.1
in the Appendix)
E sup
t≤T
‖un‖pL2(Td) + E‖∇[an](un)‖
p
L2(QT )
≤ N(1 + E‖ξn‖pL2(Td)), (5.3)
E sup
t≤T
‖un‖m+1Lm+1(Td) + E‖∇Φn(un)‖
2
L2(QT )
≤ N(1 + E‖ξn‖m+1Lm+1(Td)), (5.4)
where the constant N depends only on N0, N1,K, T, d, p and m (but not on n ∈ N). Notice
that |ξn| is bounded by n, which implies that the right hand side of the above inequalities
is finite. Moreover, by construction of ξn one concludes that for all p ≥ 2
E sup
t≤T
‖un‖pL2(Td) + E‖∇[an](un)‖
p
L2(QT )
≤ N(1 + E‖ξ‖p
L2(Td)
), (5.5)
E sup
t≤T
‖un‖m+1Lm+1(Td) + E‖∇Φn(un)‖
2
L2(QT )
≤ N(1 + E‖ξ‖m+1
Lm+1(Td)
), (5.6)
with N depending only on N0, N1,K, T, d, p and m. Finally, since an ≥ 2/n > 0, we have
|∇un| ≤ N(n)|∇[an](un)|, and so by (5.5), we have the (n-dependent) bound
E‖∇un‖pL2(QT ) <∞. (5.7)
Lemma 5.3. For each n ∈ N, let un be an L2-solution of Π(Φn, ξn). Then, un has the
(?)-property. If in addition ‖ξ‖L2(Td) has moments of order 4, then the constant N in (3.5)
is independent of n.
Proof. Fix θ > 0 small enough so that (3.6) holds. To ease notation we drop the lower
index in Fθ. We proceed by two approximations: first, as in Corollary 3.9 (ii), the
substitution of un(t, x) into F (t, x, ·) is smoothed, and second, un is regularised.
For a function f ∈ L2(Td) let f (γ) := (ργ)⊗d ∗ f denote its mollification. Then, u(γ)n
satisfies (pointwise) the equation
du(γ)n = ∆(Φn(un))
(γ) + ∂xi(a
i,j(un)∂xjun + b
i(un) + f
i(un))
(γ) dt
+ ∂xi(σ
ik(un))
(γ) dβk(t). (5.8)
We note that∣∣∣E∫
t,x,a
F (t, x, a)ρλ(un(t, x)− a)− E
∫
t,x,a
F (t, x, a)ρλ(u
(γ)
n (t, x)− a)
∣∣∣
=
∣∣∣E∫
t,x,a
(
F (t, x, a)− F (t, x, a+ u(γ)n (t, x)− un(t, x))
)
ρλ(un(t, x)− a)
∣∣∣
≤ N
(
E‖un − u(γ)n ‖2L1(QT )
)1/2 (
E‖∂aF‖2L∞(QT×R)
)1/2
→ 0, (5.9)
as γ → 0. By (3.6) we have EF (t, x, a)X = 0 for any Ft−θ-measurable bounded random
variable X. Hence,
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EF (t, x, a)ρλ(u
(γ)
n (t, x)− a)
= EF (t, x, a)[ρλ(u
(γ)
n (t, x)− a)− ρλ(u(γ)n (t− θ, x)− a)].
By (5.8) and Itô’s formula one has∫
t,x,a
F (t, x, a)
(
ρλ(u
(γ)
n (t, x)− a)− ρλ(u(γ)n (t− θ, x)− a)
)
=
∫
t,x,a
F (t, x, a)
∫ t
t−θ
ρ′λ(u
(γ)
n (s, x)− a)∆(Φn(un))(γ) ds
+
∫
t,x,a
F (t, x, a)
∫ t
t−θ
ρ′λ(u
(γ)
n (s, x)− a)∂xi(aij(x, un)∂xjun(s, x) + bi(x, un))(γ) ds
+
∫
t,x,a
F (t, x, a)
∫ t
t−θ
ρ′λ(u
(γ)
n (s, x)− a)∂xi(σik(x, un))(γ) dβk(s)
+
∫
t,x,a
F (t, x, a)
1
2
∫ t
t−θ
ρ′′λ(u
(γ)
n (s, x)− a)
∞∑
k=1
|∂xi(σik(x, un))(γ)|2 ds
+
∫
t,x,a
F (t, x, a)
∫ t
t−θ
ρ′λ(u
(γ)
n (s, x)− a)(∂xif i(x, un))(γ) ds
=: C
(1)
λ,γ + C
(2)
λ,γ + C
(3)
λ,γ + C
(4)
λ,γ + C
(5)
λ,γ . (5.10)
By (3.6) and integration by parts (in x) we have
−C(1)λ,γ =
∫
t,x,a
It>θ
∫ t
t−θ
∇xF (t, x, a)ρ′λ(u(γ)n (s, x)− a) · ∇(Φn(un))(γ)
+ F (t, x, a)ρ′′λ(u
(γ)
n (s, x)− a)∇u(γ)n (s, x) · ∇(Φn(un))(γ) ds
=: C
(11)
λ,γ + C
(12)
λ,γ .
After integration by parts with respect to a, by the Cauchy-Schwarz inequality, inequali-
ties (3.1), (5.4) and Lemma 3.8, we have
E|C(11)λ,γ | = E
∣∣ ∫
t,x,a
It>θ
∫ t
t−θ
∇x∂aF (t, x, a)ρλ(u(γ)n (s, x)− a) · ∇(Φn(un))(γ) ds
∣∣
≤ Nθ
(
E‖∇x∂aF‖2L∞(QT×R)
)1/2 (
E‖∇Φn(un)‖2L1(QT )
)1/2
≤ N(n)θ1−µ. (5.11)
Similarly, this time integrating by parts twice in a we have for all sufficiently small
θ ∈ (0, 1)
E|C(12)λ,γ | ≤ Nθ1−µ
(
E‖∇u(γ)n · ∇(Φn(un))(γ)‖
m+1
m
L1(QT )
) m
m+1
.
To bound the right-hand side, note that by (5.7), ∇u(γ)n → ∇un in Lp(Ω;L2(QT )), for any
p, and by (5.6), ∇(Φn(un))(γ) → ∇Φn(un) in L2(Ω;L2(QT )). Therefore, by (5.3)
lim
γ→0
E‖∇u(γ)n · ∇(Φn(un))(γ)‖
m+1
m
L1(QT )
= E‖∇un · ∇Φn(un)‖
m+1
m
L1(QT )
= E‖∇[an](un)‖
2(m+1)
m
L2(QT )
≤ N(n). (5.12)
Together with (5.11), we therefore get
lim sup
γ→0
E|C(1)λ,γ | ≤ N(n)θ1−µ. (5.13)
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We now estimate C(2)λ,γ + C
(4)
λ,γ . After integrating by parts in x we have
C
(2)
λ,γ + C
(4)
λ,γ =
−
∫
t,x,a
∂xiF (t, x, a)
∫ t
t−θ
ρ′λ(u
(γ)
n (s, x)−a)(aij(x, un)∂xjun(s, x)+bi(x, un)+f i(x, un))(γ)ds
+
∫
t,x,a
F (t, x, a)
1
2
∫ t
t−θ
ρ′′λ(u
(γ)
n (s, x)− a)
∞∑
k=1
|(σikxi(x, un))(γ)|2 ds
−
∫
t,x,a
F (t, x, a)
∫ t
t−θ
ρ′′λ(u
(γ)
n (s, x)− a)∂xi(un)(γ)(aij(x, un)∂xjun(s, x) + bi(x, un))(γ) ds
+
∫
t,x,a
F (t, x, a)
∫ t
t−θ
ρ′′λ(u
(γ)
n (s, x)− a)
1
2
∞∑
k=1
|(σikr (x, u)∂xiu)(γ)|2 ds
+
∫
t,x,a
F (t, x, a)
∫ t
t−θ
ρ′′λ(u
(γ)
n (s, x)− a)
∞∑
k=1
(σikr (x, u)∂xiu)
(γ)(σjkxj (x, u))
(γ) st
Hence,
lim sup
γ→0
E|C(2)λ,γ + C(4)λ,γ |
≤ E
∣∣∣∣∫
t,x,a
∂xiF (t, x, a)
∫ t
t−θ
ρ′λ(un(s, x)− a)(aij(x, un)∂xjun(s, x) + bi(x, un)) ds
∣∣∣∣
+ E
∣∣∣∣∣
∫
t,x,a
∂aaF (t, x, a)
1
2
∫ t
t−θ
ρλ(un(s, x)− a)
∞∑
k=1
|σikxi(x, un)|2 ds
∣∣∣∣∣ . (5.14)
Using the identity
ρ′λ(un − a)aij(x, un)∂xjun
=∂xj [a
ijρ′λ(· − a)](x, un)− [aijxjρ′λ(· − a)](x, un),
integration by parts (in x and a), as well as the linear growth of σxi , b
i and the bounded-
ness of aij , aijxj , one derives similarly to (5.11) the estimate
lim sup
γ→0
E|C(2)λ,γ + C(4)λ,γ | ≤ Nθ1−µ(1 + E‖un‖4L2(QT ))1/2 ≤ N(n)θ1−µ. (5.15)
We continue with an estimate for C(5)λ,γ . We have
lim sup
γ→0
E|C(5)λ,γ | ≤ E
∣∣∣∣∫
t,x,a
F (t, x, a)
∫ t
t−θ
ρ′λ(un − a)(f ir(x, un)∂xiu+ f ixi(un))
∣∣∣∣
≤ E
∣∣∣∣∫
t,x,a
∂aF (t, x, a)
∫ t
t−θ
ρλ(un − a)(f ir(x, un)∂xiu+ f ixi(un))
∣∣∣∣
≤ E
∣∣∣∣∫
t,x,a
∂xi∂aF (t, x, a)
∫ t
t−θ
[f irρλ(· − a)]
∣∣∣∣
+ E
∣∣∣∣∫
t,x,a
∂aF (t, x, a)
∫ t
t−θ
[(f ixi − f irxi)ρλ(· − a)]
∣∣∣∣
≤ Nθ1−µ(1 + E‖un‖2L2(QT ))1/2 ≤ N(n)θ1−µ (5.16)
Next, we estimate C(3)λ,γ . By Itô’s isometry
EC
(3)
λ,γ = E
∫
a,t,x,y
∫ t
t−θ
(
h(u˜− a)σikyi (y, u˜)φθ
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− ([σikrxih(· − a)](y, u˜)φθ + [σikr h(· − a)](y, u˜)∂yiφθ)) ρ′λ(u(γ)n (s, x)− a)∂xj (σjk(x, un))(γ) ds.
Using Remark 3.1 and letting γ → 0 gives
lim
γ→0
EC
(3)
λ,γ =− E
∫
a,t,x,y
∫ u˜
a
h(r˜ − a)σikr (y, r˜) dr˜∂yiφθρ′λ(un − a)σjkr (x, un)∂xjun
− E
∫
a,t,x,y
∫ u˜
a
h(r˜ − a)σikr (y, r˜) dr˜∂yiφθρ′λ(un − a)σjkxj (x, un)
− E
∫
a,t,x,y
∫ u˜
a
h(r˜ − a)σikryi(y, r˜) dr˜φθρ′λ(un − a)σjkr (x, un)∂xjun
− E
∫
a,t,x,y
∫ u˜
a
h(r˜ − a)σikryi(y, r˜) dr˜φθρ′λ(un − a)σjkxj (x, un)
+ E
∫
a,t,x,y
h(u˜− a)φθσikyi (y, u˜)ρ′λ(un − a)σjkr (x, un)∂xjun
+ E
∫
a,t,x,y
h(u˜− a)φθσikyi (y, u˜)ρ′λ(un − a)σjkxj (x, un)
=
6∑
i=1
Di.
By integration by parts we get
D1 +D3 = + E
∫
a,t,x,y
∫ u˜
a
h′(r˜ − a)σikr (y, r˜) dr˜∂yiφθρλ(un − a)σjkr (x, un)∂xjun
+ E
∫
a,t,x,y
∫ u˜
a
h′(r˜ − a)σikryi(y, r˜) dr˜φθρλ(un − a)σjkr (x, un)∂xjun
=− E
∫
a,t,x,y
∂xjyiφθ
∫ u˜
a
h′(r˜ − a)σikr (y, r˜) dr˜
∫ un
u˜
ρλ(r − a)σjkr (x, r)dr
− E
∫
a,t,x,y
∂yiφθ
∫ u˜
a
h′(r˜ − a)σikr (y, r˜) dr˜
∫ un
u˜
ρλ(r − a)σjkrxj (x, r)dr
− E
∫
a,t,x,y
∂xjφθ
∫ u˜
a
h′(r˜ − a)σikryi(y, r˜) dr˜
∫ un
u˜
ρλ(r − a)σjkr (x, r) dr
− E
∫
a,t,x,y
φθ
∫ u˜
a
h′(r˜ − a)σikryi(y, r˜) dr˜
∫ un
u˜
ρλ(r − a)σjkrxj (x, r) dr.
Similarly
D2 +D4 =E
∫
a,t,x,y
∫ u˜
a
h′(r˜ − a)σikr (y, r˜) dr˜∂yiφθρλ(un − a)σjkxj (x, un)
+E
∫
a,t,x,y
∫ u˜
a
h′(r˜ − a)σikryi(y, r˜) dr˜φθρλ(un − a)σjkxj (x, un),
and
D5 =− E
∫
a,t,x,y
h′(u˜− a)φθσikyi (y, u˜)ρλ(un − a)σjkr (x, un)∂xjun
=E
∫
a,t,x,y
∂xjφθh
′(u˜− a)σikyi (y, u˜)
∫ un
u˜
ρλ(r − a)σjkr (x, r) dr
+E
∫
a,t,x,y
φθh
′(u˜− a)σikyi (y, u˜)
∫ un
u˜
ρλ(r − a)σjkrxj (x, r) dr.
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Hence, one easily sees that
lim
λ→0
lim
γ→0
EC
(3)
λ,γ = B(un, u˜, θ), (5.17)
where B is defined in (3.4). Putting all of (3.17), (5.9), (5.10), (5.13), (5.15), (5.16), and
(5.17) together, we conclude
E
∫
t,x
F (t, x, un(t, x)) ≤ lim sup
λ→0
lim sup
γ→0
E|C(1)λ,γ |+ lim sup
λ→0
lim sup
γ→0
E
(|C(2)λ,γ + C(4)λ,γ |)
+ lim sup
λ→0
lim sup
γ→0
E|C(5)λ,γ |+ lim
λ→0
lim
γ→0
EC
(3)
λ,γ
≤ N(n)θ1−µ + B(un, u˜, θ),
as claimed. Moreover, if E‖ξ‖4L2(Td) <∞, then by virtue of (5.5) and (5.6) it is clear that
in (5.11), (5.12), (5.15), (5.16) we can choose N independent of n ∈ N, which completes
the proof.
Proposition 5.4. Suppose Assumptions 2.3-2.2 hold. Then, for each n ∈ N, equation
Π(Φn, ξn) has a unique L2-solution un.
Proof. We fix n ∈ N, and since n is fixed, in order to ease the notation we drop the
n-dependence and we relabel Φ¯ := Φn, ξ¯ := ξn, (Φn is given in Proposition 5.1 and
ξn is given in (5.2)) and we are looking for a solution u. Let (ek)∞k=1 ⊂ C∞(Td) be an
orthonormal basis of L2(Td) consisting of eigenvectors of (I −∆), and let Πl : W−12 →
Vl := span{e1, ..., el} be the projection operator, that is, for v ∈W−12
Πlv :=
l∑
i=1
W−12
〈v, ei〉W 12 ei.
Then, the Galerkin approximation
dul = Πl
(
∆Φ¯(ul) + ∂xi
(
aij(ul)∂xjul + b
i(ul) + f
i(ul)
))
dt
+ Πl∂xiσ
ik(ul) dβ
k(t)
u(0) = Πlξ¯,
(5.18)
is an equation on Vl with locally Lipschitz continuous coefficients having linear growth.
Consequently, it admits a unique solution ul, for which we have
ul ∈ L2(ΩT ;W 12 (Td)) ∩ L2(Ω;C([0, T ];L2(Td)).
After applying Itô’s formula for the function u 7→ ‖u‖2L2(Td), for p ≥ 2, after standard
arguments (see for example the proof of Lemma A.1 in the Appendix) one obtains
E
∫ T
0
‖ul‖2W 12 (Td) dt ≤ N(1 + E‖ξ¯‖
2
L2(Td)
), (5.19)
and for all p ≥ 2
E sup
t≤T
‖ul(t)‖pL2(Td) ≤ N(1 + E‖ξ¯‖
p
L2(Td)
). (5.20)
In these inequalities the constant N is independent of l ∈ N. In W−12 (Td) we have almost
surely, for all t ∈ [0, T ]
ul(t) = Πlξ¯ +
∫ t
0
Πl
(
∆Φ¯(ul) + ∂xi
(
aij(ul)∂xjul + b
i(ul) + f
i(u)
))
ds
+
∫ t
0
Πl∂xiσ
ik(ul) dβ
k(s)
= J1l + J
2
l (t) + J
3
l (t).
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By Sobolev’s embedding theorem and (5.19) combined with the boundedness of aij and
the linear growth of bi and f i we get
sup
l
E‖J2l ‖2W 1/34 ([0,T ];W−12 (Td)) ≤ supl E‖J
2
l ‖2W 12 ([0,T ];W−12 (Td)) <∞.
By [12, Lemma 2.1], the linear growth of σ and (5.20) we have
sup
l
E‖J3l ‖pWαp ([0,T ];W−12 (Td)) <∞
for all α ∈ (0, 1/2) and p ≥ 2. By these two estimates and by (5.19) we obtain
sup
l
E(‖ul‖W 1/34 ([0,T ];W−12 (Td))∩L2([0,T ];W 12 (Td))) <∞.
By virtue of [12, Theorem 2.1 and Theorem 2.2] one can easily see that the embedding
W
1/3
4 ([0, T ];W
−1
2 (T
d)) ∩ L2([0, T ];W 12 (Td))
↪→ X := L2([0, T ];L2(Td)) ∩ C([0, T ];W−22 (Td))
is compact. It follows that for any sequences (lq)q∈N, (l¯q)q∈N, the laws of (ulq , ul¯q ) are
tight on X × X . Let us set
β(t) =
∞∑
k=1
1√
2k
βk(t)ek,
where (ek)∞k=1 is the standard orthonormal basis of l2. By Prokhorov’s theorem, there
exists a (non-relabelled) subsequence (ulq , ul¯q ) such that the laws of (ulq , ul¯q , β) on
Z := X ×X ×C([0, T ]; l2) are weakly convergent. By Skorohod’s representation theorem,
there exist Z-valued random variables (uˆ, uˇ, β˜), (ûlq ,
̂
ul¯q , β˜q), q ∈ N, on a probability
space (Ω˜, F˜ , P˜) such that in Z, P˜-almost surely
(ûlq ,
̂
ul¯q , β˜q)→ (uˆ, uˇ, β˜), (5.21)
as l→∞, and for each q ∈ N, as random variables in Z
(ûlq ,
̂
ul¯q , β˜q)
d
= (ulq , ul¯q , β). (5.22)
Moreover, upon passing to a non-relabelled subsequene, we may assume that
(ûlq ,
̂
ul¯q )→ (uˆ, uˇ), for almost all (ω˜, t, x). (5.23)
Let (F˜t)t∈[0,T ] be the augmented filtration of Gt := σ(uˆ(s), uˇ(s), β˜(s); s ≤ t), and let
β˜k(t) :=
√
2k(β˜(t), ek)l2 . It is easy to see that β˜
k, k ∈ N, are independent, standard,
real-valued F˜t-Wiener processes. Indeed, they are F˜t-adapted by definition and they
are independent since βk are. We only have to show that they are F˜t-Wiener processes.
Let us fix s < t and let V be a bounded continuous function on C([0, s];W−22 (T
d)) ×
C([0, s];W−22 (T
d))× C([0, s]; l2). For each l ∈ N we have
E˜(β˜kq (t)− β˜kq (s))V (ûlq |[0,s],
̂
ul¯q |[0,s], β˜q|[0,s])
=E(β˜k(t)− β˜k(s))V (ulq |[0,s], ul¯q |[0,s], β|[0,s]) = 0,
which by using uniform integrability and passing to the limit q → ∞ shows that β˜k(t)
is a Gt-martingale. Similarly, |βk(t)|2 − t is a Gt-martingale. By continuity of β˜k(t) and
|βk(t)|2 − t, and the fact that their supremum in time is integrable in ω, one can easily
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see that they are also F˜t-martingales. Hence, by Lévy’s characterization theorem (see,
e.g., [33, p.157, Theorem 3.16]) β˜k are F˜t-Wiener processes.
We now show that uˆ and uˇ both satisfy the equation
dv = ∆Φ¯(v) + ∂xi
(
aij(x, v)∂xjv + b
i(x, v) + f i(x, v)
)
dt
+ ∂xiσ
ik(x, v) dβk(t)
Notice that due to (5.19), we have
uˆ ∈ L2(Ω˜T ;W 12 (Td)).
Let us set
Mˆ(t) := uˆ(t)− uˆ(0)−
∫ t
0
(
∆Φ¯(uˆ) + ∂xi
(
aij(uˆ)∂xj uˆ+ b
i(uˆ) + f i(uˆ)
))
ds
Mˆq(t) := ûlq (t)− ûlq (0)−
∫ t
0
Πlq
(
∆Φ¯(ûlq ) + ∂xi
(
aij(ûlq )∂xj ûlq + b
i(ûlq ) + f
i(ûlq )
))
ds
Mq(t) := ulq (t)− ulq (0)−
∫ t
0
Πlq
(
∆Φ¯(ulq ) + ∂xi
(
aij(ulq )∂xjulq + b
i(ulq ) + f
i(ulq )
))
ds.
We will show that for any φ ∈W−22 (Td) and k ∈ N, the processes
Mˆ1(t) := (Mˆ(t), φ)W−22 (Td)
,
Mˆ2(t) := (Mˆ(t), φ)2
W−22 (Td)
−
∫ t
0
∞∑
k=1
|(∂xiσik(uˆ), φ)W−22 (Td)|
2 ds,
and
Mˆ3,k(t) := β˜k(t)(Mˆ(t), φ)W−22 (Td)
−
∫ t
0
(∂xiσ
ik(uˆ), φ)W−22 (Td)
ds
are continuous F˜t-martingales. We first show that they are continuous Gt-martingales.
Assume for now that φ = (I − ∆)2ψ, where ψ ∈ Vlq . For, i = 1, 2, 3, let us also define
the processes Mˆ iq,M
i
q similarly to Mˆ
i, but with Mˆ , uˆ, ∂xiσ
ki(·) replaced by Mˆq, ûlq ,
Πlq∂xiσ
ik(·) and Mq, ulq , Πlq∂xiσik(·), respectively. Let us fix s < t and let V be a
bounded continuous function on C([0, s];W−22 (T
d))× C([0, s]; l2). We have that
(Mq(t), φ)W−22 (Td)
=
∫ t
0
(Πlq∂xiσ
ik(ulq ), φ)W−22 (Td)
dβk(s).
It follows that M iq are continuous Ft-martingales. Hence,
EV (ulq |[0,s], ul¯q |[0,s], β|[0,s])(M iq(t)−M iq(s)) = 0,
which combined with (5.22) gives
E˜V (ûlq |[0,s],
̂
ul¯q |[0,s], β˜q|[0,s])(Mˆ iq(t)− Mˆ iq(s)) = 0. (5.24)
Next, notice that
E˜
∫ T
0
∣∣∣(Πlq∆Φ¯(ûlq )−∆Φ¯(uˆ), φ)W−22 (Td)∣∣∣ dt =E˜
∫ T
0
∣∣∣(Φ¯(ûlq )− Φ¯(uˆ),∆ψ)L2(Td) ∣∣∣ dt
.E˜
∫ T
0
‖uˆ− ûlq‖L2(Td) → 0, (5.25)
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where the convergence follows from (5.21) and the fact that∫ T
0
‖ûlq − uˆ‖L2(Td) dt
are uniformly integrable on Ω (which in turn follows from (5.19)). Notice also that for
v ∈W 12 (Td) we have(
Πlq∂xj (a
ij(v)∂xiv), φ
)
W−22 (Td)
= − (aij(v)∂xiv, ∂xjψ)L2(Td)
=
(
[aij ](v), ∂ijψ
)
L2(Td)
+
(
[aijxi ](v), ∂jψ
)
L2(Td)
.
Since [aij ](u)(x, r), [aijxi ](x, r) are Lipschitz continuous in r ∈ R uniformly in x (by As-
sumption 2.3), we get
E˜
∫ T
0
∣∣∣Πlq (∂xj (aij(ûlq )∂xi ûlq )− ∂xj (aij(uˆ)∂xi uˆ), φ)W−22 (Td)∣∣∣ dt
.E˜
∫ T
0
‖uˆ− uˆl‖L2(Td) → 0. (5.26)
Similarly one shows that
E˜
∫ T
0
∣∣∣(Πlq∂xi(bi(ûlq ) + f i(ûlq ))− ∂xi(bi(uˆ) + f i(uˆ)), φ)W−22 (Td)∣∣∣ dt→ 0. (5.27)
Hence, by (5.25), (5.26), (5.27), and (5.21) we see that for each t ∈ [0, T ]
(Mˆq(t), φ)W−22 (Td)
→ (Mˆ(t), φ)W−22 (Td) (5.28)
in probability. Then, one can easily verify that Mˆ iq(t)→ Mˆ i(t) in probability. Moreover,
for any φ ∈W−22 (Td) and any p ≥ 2 we have, by (5.22) and (5.20)
sup
q
E˜|(Mˆq(t), φ)W−22 (Td)|
p = sup
q
E
∣∣∣∣∫ t
0
(Πlq∂xiσ
ik(ulq ), φ)W−22 (Td)
βk(s)
∣∣∣∣p
. ‖φ‖p
W−22 (Td)
E(1 + ‖ξ¯‖p
L2(Td)
).
From this, one easily deduces that for each i = 1, 2, 3, and t ∈ [0, T ], M iq(t) are uniformly
integrable. Hence, we can pass to the limit in (5.24) to obtain
E˜V (uˆ|[0,s], uˇ|[0,s]β˜|[0,s])(Mˆ i(t)− Mˆ i(s)) = 0. (5.29)
In addition, using the continuity of Mˆ i(t) in φ, uniform integrability, and the fact that
∪q(I + ∆)2Vlq is dense in W−22 (Td), it follows that (5.29) holds also for all φ ∈W−22 (Td).
Hence, for all φ ∈ W−22 (Td), Mˆ i are continuous Gt-martingales having all moments
finite. In particular, by Doob’s maximal inequality, they are uniformly integrable (in t),
which combined with continuity (in t) implies that they are also F˜t-martingales. By [29,
Proposition A.1] we obtain that almost surely, for all φ ∈W−22 (Td), t ∈ [0, T ]
(uˆ(t), φ)W−22 (Td)
= (uˆ(0), φ)W−22 (Td)
+
∫ t
0
(∂xiσ
ik(uˆ), φ)W−22 (Td)
dβ˜k(s)
+
∫ t
0
(∆Φ¯(uˆ) + ∂xi(a
ij(uˆ)∂xj uˆ+ b
i(u) + f i(u)), φ)W−22 (Td)
ds.
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Notice that uˆ(0)
d
= ξ¯, which implies that uˆ(0) ∈ Lm+1(Td) almost surely. Choosing
φ = (1 + ∆)2ψ for ψ ∈ C∞(Td), we obtain that for almost all (ω˜, t)
(uˆ(t), ψ)L2(Td) = (uˆ(0), ψ)L2(Td) −
∫ t
0
(
∂xiΦ¯(uˆ) + a
ij(uˆ)∂xju+ b
i(uˆ) + f i(uˆ), ∂xiψ
)
L2(Td)
ds
−
∫ t
0
(σik(uˆ), ∂xiψ)L2(Td) dβ˜
k(s).
If follows (see [31]) that uˆ is a continuous L2(Td)-valued Ft-adapted process. Hence, uˆ
is an L2-solution of equation Π(Φ¯, ξˆ) (on (Ω˜, (F˜t)t, P˜) with driving noise (β˜k)∞k=1) where
ξˆ := uˆ(0). Again, by standard arguments, for all p ≥ 2 one has the estimate
E sup
t≤T
‖uˆ(t)‖p
Lp(Td)
+ E
∫ T
0
∫
Td
|uˆ|p−2|∇uˆ|2 dxdt ≤ N(1 + E‖ξ¯‖p
L2(Td)
).
Using this and Itô’s formula (see, e.g., [32]) for the function
u 7→
∫
x
η(u)%,
and Itô’s product rule, one can see that uˆ is an entropy solution (on (Ω˜, (F˜t)t, P˜) with
driving noise (β˜k)∞k=1) with initial condition ξˆ := uˆ(0). In the exact same way uˇ is an
L2-solution and an entropy solution of Π(Φ¯, ξˇ) (again, on (Ω˜, (F˜t)t, P˜) with driving noise
(β˜k)∞k=1) with ξˇ := uˇ(0). Further, we have for δ > 0
P˜(‖ξˆ − ξˇ‖W−22 (Td) > δ) ≤ δ
−1E˜‖ξˆ − ξˇ‖W−22 (Td)
≤ lim inf
q→∞ δ
−1E˜‖ûlq (0)−
̂
ul¯q (0)‖W−22 (Td)
= lim inf
q→∞ δ
−1E‖Πlq ξ¯ −Πl¯q ξ¯‖W−22 (Td) = 0.
Hence uˆ and uˇ are both entropy solutions with the same initial condition. Moreover, by
Lemma 5.3 they have the (?)-property. Hence, by Theorem 4.1 we conclude that uˆ = uˇ.
By [20, Lemma 1.1] we have that the initial sequence (ul)∞l=1 converges in probability
in X to some u ∈ X . Using this convergence and the uniform estimates on ul, it is then
straight-forward to pass to the limit in (5.18) and to see that the limit u is indeed an
L2-solution.
We are ready to proceed with the proof of Theorem 2.7.
6 Proof of the main theorem
Proof of Theorem 2.7. Step 1: As a first step we prove the existence of a solution having
the (?)-property under the auxiliary assumption that E‖ξ‖4L2(Td) < ∞. Let un be the
solutions of Π(Φn, ξn) constructed in Proposition 5.4. Based on Theorem 4.1 (ii), we will
show that (un)n∈N is a Cauchy sequence in L1(ΩT ;L1(Td)). Let ε0 > 0, ν ∈ ((m∧ 2)−1, κ¯)
such that 2βν > 1 and α < 1 ∧ (m/2) such that −2 + (2α)(2ν) > 0, ε ∈ (0, 1), δ = ε2ν ,
n ≤ n′, and λ = 8/n. Thanks to (5.1), we have that Rλ ≥ n. Recalling the uniform
estimates (5.5), and the triangle inequality
E‖ξn′(·)− ξn′(·+ h)‖L1(Td) ≤ E‖ξ(·)− ξ(·+ h)‖L1(Td) + 2E‖ξ − ξn′‖L1(Td),
the right-hand side of (4.2) (with u = un, u˜ = un′) is bounded by
M(ε) +NE‖ξ − ξn′‖L1(Td) +NE‖ξ − ξn‖L1(Td) +Nε−2n−2
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+Nε−2E
(‖I|un|≥n(1 + |un|)‖mLm(QT ) + ‖I|un′ |≥n(1 + |un′ |)‖mLm(QT )),
where M(ε) → 0 as ε → 0. Choose ε > 0 such that M(ε) ≤ ε0. Then, we can choose n0
sufficiently large so that for n0 ≤ n ≤ n′ we have
NE‖ξ − ξn′‖L1(Td) +NE‖ξ − ξn‖L1(Td) +Nε−2n−2 ≤ ε0.
The same is true for the term
Nε−2E
(‖I|un|≥n(1 + |un|)‖mLm(QT ) + ‖I|un′ |≥n(1 + |un′ |)‖mLm(QT )),
thanks to the uniform integrability (in (ω, t, x)) of 1 + |un|m, which follows from (5.6).
Hence, for n0 ≤ n ≤ n′, one has
E
∫
t,x
|un(t, x)− un′(t, x)| ≤ 3ε0.
Therefore, since ε0 > 0 was arbitrary, (un)n∈N converges in L1(ΩT ;L1(Td)) to a limit u.
Moreover, by passing to a subsequence, we may also assume that
lim
n→∞un = u, for almost all (ω, t, x) ∈ ΩT ×T
d. (6.1)
Consequently, by Lemma 5.3, (5.6), and Corollary 3.9 (i), u has the (?)-property. In
addition, it follows by (5.6) that for any q < m+ 1,
(|un(t, x)|q)∞n=1 is uniformly integrable on ΩT ×Td. (6.2)
We now show that u is an entropy solution. From now on, when we refer to the
estimates (5.5), we only use them with p = 2. By the estimates in (5.6), it follows that u
satisfies Definition 2.5, (i).
Let f ∈ Cb(R). For each n, we clearly have [anf ](un) ∈ L2(ΩT ;W 12 (Td)) and
∂xi [anf ](un) = f(un)∂xi [an](un). Also, we have |[anf ](r)| ≤ ‖f‖L∞3K|r|(m+1)/2 for all
r ∈ R, which combined with (5.5) and (5.6) gives that that
sup
n
E
∫
t
‖[anf ](un)‖2W 12 (Td) <∞.
Hence, for a subsequence we have [anf ](un) ⇀ vf , [an](un) ⇀ v for some vf , v ∈
L2(ΩT ;W
1
2 (T
d)). By (5.1) and (6.1),(6.2) it is easy to see that vf = [af ](u), v = [a](u).
Moreover, for any φ ∈ C∞(Td), B ∈ F , we have
EIB
∫
t,x
∂xi [af ](u)φ = lim
n→∞EIB
∫
t,x
∂xi [anf ](un)φ
= lim
n→∞EIB
∫
t,x
f(un)∂xi [an](un)φ
= EIB
∫
t,x
f(u)∂xi [a](u)φ ,
where for the last equality we have used that ∂xi [an](un) ⇀ ∂xi [a](u) (weakly) and
f(un)→ f(u) (strongly) in L2(ΩT ;L2(Td)). Hence, (ii) from Definition 2.5 is also satisfied.
We now show (iii). Let η and φ be as in (iii) and let B ∈ F . By Itô’s formula (see, e.g.,
[32]) for the function
u 7→
∫
x
η(u)%,
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and Itô’s product rule, we have
−EIB
∫
t,x
η(un)∂tφ ≤ EIB
[∫
x
η(ξn)φ(0)∫
Td
η(ξ)φ(0) dx+
∫
t,x
(
[a2nη
′](un)∆φ+ [aijη′](un)φxixj
)
+
∫
t,x
(
[(aijxj − f ir)η′](un)− η′(un)bi(un)
)
φxi
+
∫
t,x
(
η′(un)f ixi(un)− [f irxiη′](un)
)
φ
+
∫
t,x
(
1
2
η′′(un)
∑
k
|σikxi(un)|2φ− η′′(un)|∇[a](un)|2φ
)
+
∫ T
0
∫
x
(
η′(un)φσikxi(un)− [σikrxiη′](un)φ− [σikr η′](un)φxi
)
dβk(t)
]
.
(6.3)
Notice that ∂xi [
√
η′′an](un) =
√
η′′(un)∂xi [an](un). As before we have (after passing
to a subsequence if necessary) ∂xi [
√
η′′an](un) ⇀ ∂xi [
√
η′′a](u) in L2(ΩT ;L2(Td)). In
particular, this implies that ∂xi [
√
η′′an](un) ⇀ ∂xi [
√
η′′a](u) in L2(ΩT × Td, µ¯), where
dµ¯ := IBφ dP⊗ dx⊗ dt (recall that φ ≥ 0). This implies that
EIB
∫
t,x
φη′′(u)|∇[a](u)|2 ≤ lim inf
n→∞ EIB
∫
t,x
φη′′(un)|∇[an](un)|2 .
On the basis of (6.1), (6.2) and the construction of ξn and an one can easily see that the
remaining terms in (6.3) converge to the corresponding ones from (2.16).
Hence, taking lim inf in (6.3) along an appropriate subsequence, we see that u
satisfies Definition 2.5, (iii).
To summarise, we have shown that if in addition to the assumptions of Theorem 2.7
we have that E‖ξ‖4L2(Td) < ∞, then there exists an entropy solution to (2.1) which has
the (?)-property (therefore, it is also unique by Theorem 4.1). In addition, we can pass
to the limit in (5.5)-(5.6) to obtain that
E sup
t≤T
‖u‖2L2(Td) + E‖∇[a](u)‖2L2(QT ) ≤ N(1 + E‖ξ‖2L2(Td)),
E sup
t≤T
‖u‖m+1
Lm+1(Td)
+ E‖∇A(u)‖2L2(QT ) ≤ N(1 + E‖ξ‖m+1Lm+1(Td)),
(6.4)
with a constant N depending only on N0, N1, d,K, T and m.
Step 2: We now remove the extra condition on ξ. For n ∈ N, let ξn be defined again
by ξn = (n ∧ ξ) ∨ (−n) and let u(n) be the unique solution of E(Φ, ξn). Notice that by
step 1, u(n) has the (?)-property. Hence, by Theorem 4.1 (i) we have that (u(n)) is a
Cauchy sequence in L1(ΩT ;L1(Td)) and therefore has a limit u. In addition, u(n) satisfy
the estimates (6.4) uniformly in n ∈ N. With the arguments provided above it is now
routine to show that u is an entropy solution.
We finally show (2.17) which also implies uniqueness. Let u˜ be an entropy solution of
E(Φ, ξ˜). By Theorem 4.1 we have
ess sup
t∈[0,T ]
E
∫
x
|u(n)(t, x)− u˜(t, x)| ≤ E
∫
x
|ξn(x)− ξ˜(x)|,
where u(n) are as above. We then let n→∞ to finish the proof.
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7 Stochastic mean curvature flow
In this section we demonstrate the proof of well-posedness for the one-dimensional
stochastic mean curvature flow in graph form by minor modifications of the techniques
developed in the previous sections.
The stochastic mean curvature flow describes the evolution of a curveMt = φ(t,M0) ⊂
R2, t ∈ [0, T ] given by the flow φ : [0, T ]×M0 → R2 satisfying
dφ(t, x, y) =
→
HMt(φ(t, x, y)) dt+
∞∑
k=1
νMt(φ(t, x, y))h
k(x, y) ◦ dβk(t),
where
→
HMt((x, y)) is the mean curvature vector of Mt at the point (x, y) ∈ Mt and
νMt(x, y) denotes the normal vector of Mt at (x, y) ∈Mt. Assuming that Mt is the level
set of a function f(t, ·) : R2 → R, one derives the SPDE
df = |∇f |div
( ∇f
|∇f |
)
dt+
∞∑
k=1
hk|∇f | ◦ dβk(t).
In the graph case, that is, when f(x, y) = y − v(x) the above equation becomes
dv =
√
1 + |vx|2∂x
(
vx√
1 + |vx|2
)
dt+
∞∑
k=1
hk(x, v)
√
1 + |vx|2 ◦ dβk(t). (7.1)
In [11] the well-posedness of (7.1) is shown under the assumption that h1 = ε, for some
ε ≤ √2 and hk = 0 for k 6= 1. Here, we assume that hk(x, y) = hk(x). Hence, taking the
derivative in x in the above equation, we derive the following SPDE for u = vx
du =∂xxarctan(u) dt+
∞∑
k=1
∂x(h
k(x)
√
1 + u2) ◦ dβk(t). (7.2)
For a function Φ : R→ R, let E(Φ, ξ) denote the periodic problem
du = ∆Φ(u) dt+
∞∑
k=1
∂x(h
k(x)
√
1 + u2) ◦ dβk(t) in [0, T ]×Td,
with initial condition ξ. Therefore, we aim to solve E(Φ, ξ) for Φ(u) = arctan(u). As
mentioned above, the proofs of the statements in this section are almost identical to the
corresponding ones of the previous sections. For this reason, we will restrict to pointing
out the differences.
For n ∈ N, let bn be the unique real function on R defined by the following properties
1. bn is continuous and odd
2. bn(r) = −r(1 + r2)−3/2 for r ∈ [0, n]
3. bn is linear on [n, cn], vanishes on [cn,∞), and∫ cn
n
bn(r) dr = − 1
2
√
1 + n2
. (7.3)
For n ∈ N we set
an(r) := 1 +
∫ r
0
bn(s) ds, Φn(s) :=
∫ r
0
a2n(s) ds,
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a∞(r) := (1 + |r|2)−1/2, Φ∞(r) := arctan(r).
We introduce
L :=
{
u : ΩT → L2(T)
∣∣∣ ess sup
[0,T ]
E‖u(t)‖p
L2(Td)
<∞, for all p > 2
}
.
Remark 7.1. By virtue of (7.3) we have that for all n ∈ N ∪ {∞}, r ∈ R,
1
|an(r)| ≤ 2(1 + |r|).
Assumption 7.2. The function h = (hk)∞k=1 : T → l2 is in C3(T; l2), and for a constant
N0
‖h‖C3(T;l2) ≤ N0.
Assumption 7.3. For all p > 2, E‖ξ‖pL2(T) <∞.
Remark 7.4. From now on we use the notation of Section 2 with d = 1, and
σk(x, r) := hk(x)
√
1 + |r|2.
Moreover, notice that σk satisfies Assumption 2.3 with κ¯ = β = β˜ = 1.
Definition 7.5. Let n ∈ N ∪ {∞}. An entropy solution of E(Φn, ξ) is a stochastic process
u ∈ L such that
(i) For all f ∈ Cb(R) we have [anf ](u) ∈ L2(ΩT ;W 12 (T)) and
∂x[anf ](u) = f(u)∂x[an](u).
(ii) For all convex η ∈ C2(R) with η′′ compactly supported and all φ ≥ 0 of the form
φ = ϕ% with ϕ ∈ C∞c ([0, T )), % ∈ C∞(T), we have almost surely
−
∫ T
0
∫
T
η(u)φt dxdt ≤
∫
T
η(ξ)φ(0) dx
+
∫ T
0
∫
T
(
[a2nη
′](u)∆φ+ [aη′](u)∆φ
)
dxdt
+
∫ T
0
∫
Td
(
[(ax +
1
2br)η
′](u)− η′(u)bi(u))φxi dxdt
+
∫ T
0
∫
Td
(−η′(u) 12bx(u) + [ 12brxη′](u))φdxdt
+
∫ T
0
∫
Td
(
1
2
η′′(u)
∑
k
|σkx(u)|2φ− η′′(u)|∇[an](u)|2φ
)
dxdt
+
∫ T
0
∫
Td
(
η′(u)φσkx(u)− [σkrxη′](u)φ− [σkr η′](u)φx
)
dxdβk(t).
With the notation of Definition 3.6 we define:
Definition 7.6. A function u ∈ L is said to have the (??)-property if there exists a
µ ∈ (0, 1) such that for all u˜ ∈ L, h, %, ϕ as in the Definition 3.6, and for all sufficiently
small θ > 0, we have that Fθ(·, ·, u) ∈ L1(ΩT ×T) and
E
∫
t,x
Fθ(t, x, u(t, x)) ≤ Nθ1−µ + B(u, u˜, θ) (7.4)
for some constant N independent of θ.
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Choosing m = 3 in (3.7) from Lemma 3.8 gives the following.
Lemma 7.7. For any λ ∈ (3/4, 1), k ∈ N we have
E‖∂aFθ‖4L∞([0,T ];Wk4 (T×R)) ≤ Nθ
−λ4(1 + ess sup
[0,T ]
E‖u˜(t)‖4L2(T)), (7.5)
where N depends only on N0, k, d, T, λ, and the functions h, %, ϕ, u˜, but not on θ.
Similarly to Corollary 3.9 one has:
Corollary 7.8. (i) Let un be a sequence bounded in L2(ΩT × T), satisfying the (??)-
property uniformly in n, that is, with constant N in (7.4) independent of n. Suppose that
un converges for almost all ω, t, x to a function u. Then u has the (??)-property.
(ii) Let u ∈ L2(Ω×QT ). Then one has for all θ > 0
E
∫
t,x
Fθ(t, x, u(t, x)) = lim
λ→0
E
∫
t,x,a
Fθ(t, x, a)ρλ(u(t, x)− a) . (7.6)
Theorem 7.9. Suppose that Assumption 7.2 holds and let ξ, ξ˜ satisfy Assumption 7.3.
For n, n′ ∈ N ∪ {∞}, let u, u˜ be entropy solutions of E(Φn, ξ), E(Φn′ , ξ˜) respectively, and
assume that u has the (??)-property. Then,
(i) if furthermore n = n′, then
ess sup
t∈[0,T ]
E‖u(t)− u˜(t)‖L1(T) ≤ NE‖ξ − ξ˜‖L1(T). (7.7)
(ii) If u ∈ L2(ΩT ;W 12 (T)), then for all ε, δ ∈ (0, 1], λ ∈ [0, 1], we have
E‖u− u˜‖L1(QT ) ≤ NE‖ξ − ξ˜‖L1(T)
+Nε
(
1 + E‖∂x[an](u)‖2L2(QT ) + E‖u‖2L2(QT )
)
+N sup
|h|≤ε
E‖ξ˜(·)− ξ˜(·+ h)‖L1(T)
+Nε−2E
(‖I|u|≥Rλ(1 + |u|)‖L1(QT ) + ‖I|u˜|≥Rλ(1 + |u˜|)‖L1(QT ))
+NC(δ, ε, λ)E(1 + ‖u‖2L2(QT ) + ‖u˜‖2L2(QT )), (7.8)
where
Rλ := sup{R ∈ [0,∞] : |an(r)− an′(r)| ≤ λ, ∀|r| < R}, (7.9)
C(δ, ε, λ) :=
(
δ + δ2ε−2 + δε−1 + ε2δ−1 + ε−2λ2 + ε),
and N is a constant depending only on N0, d, and T .
Proof. The proof is mostly a repetition of the proof of Theorem 4.1 (withm = 1, κ¯ = 1, and
β = 1) with very small modifications. Therefore, we only point out these modifications.
One proceeds as in the proof of Theorem 4.1 up to (4.33). There, we claim that (4.33)
holds with α = 1. This follows if one reproduces the proof of [7, Theorem 4.1, (4.8) and
(4.18) therein] (with m = 1) with only one difference: In order to estimate the term D1
(see [7, (4.13)]), one uses that supn supr |a′n(r)| <∞ to obtain the estimate
|D1| . δ2|u− u˜|,
in place of [7, (4.16)]. Proceeding then as in the proof of Theorem 4.1 one obtains (4.36)
with m = 1, κ¯ = 1, and β = 1. From there, (i) follows exactly as in Theorem 4.1. For (ii),
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the only difference to the proof of Theorem 4.1 is that instead of Lemma 3.4, one uses
the following
E
∫
t,x,y
|u(t, x)− u(t, y)|%ε(x− y)
≤E
∫
t,x,y
∫ 1
0
|x− y||ux(x+ θ(y − x))| dθ%ε(x− y)
=E
∫
t,x,y
∫ 1
0
|x− y| |(∂x[an](u))(x+ θ(y − x))|
an(u)(x+ θ(y − x)) dθ%ε(x− y)
≤εN
(
E‖∂x[an](u)‖2L2(QT ) + E‖(an(u))−1‖2L2(QT )
)
≤εN
(
1 + E‖∂x[an](u)‖2L2(QT ) + E‖u‖2L2(QT )
)
,
with N independent of n (where we have used Remark 7.1).
Similarly to (5.5)-(5.6), we have that if un are L2-solutions to E(ξ,Φn) for n ∈ N, then
for all p ≥ 2
E sup
t≤T
‖un‖pL2(T) + E‖∂x[an](un)‖
p
L2(QT )
≤ N(1 + E‖ξ‖pL2(T)), (7.10)
E sup
t≤T
‖un‖2L2(T) + E‖∂xΦn(un)‖2L2(QT ) ≤ N(1 + E‖ξ‖2L2(T)), (7.11)
where N depends only on N0, T, d, and p. Using these estimates, Corollary 7.8, and
Lemma 7.7, one proves the following analogue of Lemma 5.3:
Lemma 7.10. Let Assumptions 7.2-7.3 hold, and for each n ∈ N, let un be an L2-solution
of E(Φn, ξ). Then, un has the (??)-property and the constant N in (7.4) is independent of
n.
Moreover, similarly to Proposition 5.4 one proves the following.
Proposition 7.11. Let Assumptions 7.2-7.3 hold. Then, for each n ∈ N, equation E(Φn, ξ)
has a unique L2-solution un.
Finally, using Proposition 7.11, Lemma 7.10, and Theorem 7.9, we obtain the following
theorem in a similar manner as Theorem 2.7 is concluded from Proposition 5.4, Lemma
5.3, and Theorem 4.1.
Theorem 7.12. Let Assumptions 7.2-7.3 hold. Then, there exists a unique entropy
solution of E(Φ∞, ξ). Moreover, if u˜ is the unique entropy solution of E(Φ∞, ξ˜), then
ess sup
t≤T
E‖u(t)− u˜(t)‖L1(T) ≤ NE‖ξ − ξ˜‖L1(T), (7.12)
where N is a constant depending only on N0 and T .
Remark 7.13. Notice that in Theorem 7.9 (ii), there is the extra assumption that u ∈
L2(ΩT ;W
1
2 (T)) as compared to Theorem 4.1 (ii). However, this does not cause any
complication since the approximating sequence un of Proposition 7.11 satisfies this
condition.
A Appendix
Lemma A.1. Let Assumptions 2.2 and 2.3 hold. Let Φn and ξn be as in Proposition 5.1
and (5.2) respectively, let u be an L2-solution of Π(Φn, ξn), and let p ∈ [2,∞). Then there
exists a constant N depending only on K,N0, N1, T, d,m, and p such that
E sup
t≤T
‖u‖p
L2(Td)
+ E‖∇[an](u)‖pL2(QT ) ≤ N(1 + E‖ξn‖
p
L2(Td)
), (A.1)
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E sup
t≤T
‖u‖m+1Lm+1(QT ) + E‖∇Φn(u)‖2L2(TT ) ≤ N(1 + E‖ξn‖
m+1
Lm+1(Td)
). (A.2)
Proof. We start with (A.1). By Itô’s formula we have
‖u(t)‖2L2(Td) =‖ξn‖2L2(Td) − 2
∫ t
0
(∂xiΦn(u) + a
ij(u)∂xju+ b
i(u) + f i(u), ∂xiu)L2(Td) ds
−2
∫ t
0
(σik(u), ∂xiu)L2(Td)dβ
k(s) +
∫ t
0
∞∑
k=1
‖σikr (u)∂xiu+ σikxi(u)‖2L2(Td) ds
=‖ξn‖2L2(Td) +
∫ t
0
∞∑
k=1
‖σikxi(u)‖2L2(Td) − 2(∂xiΦn(u) + f i(u), ∂xiu)L2(Td) ds
−2
∫ t
0
(σik(u), ∂xiu)L2(Td) dβ
k(s). (A.3)
Using that Φn is increasing and (2.12), we get
‖u(t)‖2L2(Td) ≤ N + ‖ξn‖2L2(Td) +
∫ t
0
(
N‖u‖2L2(Td) + (f i(u), ∂xiu)L2(Td)
)
ds
− 2
∫ t
0
(σik(u), ∂xiu)L2(Td) dβ
k(s).
Notice that
|(f i(u), ∂xiu)L2(Td)| =
∣∣∣∣∫
Td
∂xi [f
i](x, u)− [f ixi ](x, u) dx
∣∣∣∣
=
∣∣∣∣∫
Td
[f ixi ](x, u) dx
∣∣∣∣ . 1 + ‖u‖2L2(Td), (A.4)
where for the last inequality we used (2.11), and the fact that [f i] ∈W 1,1(Td) for almost
all (ω, t) ∈ ΩT (which in turn follows from (2.11) and (2.10)). Raising to the power p/2,
taking suprema up to time t′ and expectations, gives
E sup
t≤t′
‖u(t)‖p
L2(Td)
≤N
[
1 + E‖ξn‖pL2(Td) +
∫ t′
0
E sup
t≤s
‖u(t)‖p
L2(Td)
ds
+ E sup
t≤t′
∣∣∣∣∫ t
0
(σik(u), ∂xiu)L2(Td) dβ
k(s)
∣∣∣∣p/2
]
. (A.5)
By the Burkholder-Davis-Gundy inequality we have
E sup
t≤t′
∣∣∣∣∫ t
0
(σik(u), ∂xiu)L2(Td) dβ
k(s)
∣∣∣∣p/2 ≤ NE
(∫ t′
0
∑
k
(σik(u), ∂xiu)
2
L2(Td)
ds
)p/4
.
As above
(σik(u), ∂xiu)L2(Td) =
∫
Td
∂xi [σ
ik](x, u)− [σikxi ](x, u) dx = −
∫
Td
[σikxi ](x, u) dx.
By Minkowski’s inequality and (2.12) one has
∞∑
k=1
(∫
Td
[σikxi ](x, u) dx
)2
≤ N(1 + ‖u‖4L2(Td)).
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Consequently,
E sup
t≤t′
∣∣∣∣∫ t
0
(σik(u), ∂xiu)L2(Td) dβ
k(s)
∣∣∣∣p/2
≤N +NE
(∫ t′
0
‖u‖4L2(Td)
)p/4
≤N + εE sup
t≤t′
‖u(t)‖p
L2(Td)
+ ε−1N
∫ t′
0
E sup
t≤s
‖u(t)‖p
L2(Td)
ds, (A.6)
which combined with (A.5) gives,
E sup
t≤T
‖u(t)‖p
L2(Td)
≤ N(1 + E‖ξn‖pL2(Td)), (A.7)
by virtue of Gronwall’s lemma, provided that the right hand side of (A.6) is finite. The
latter can be achieved by means of a standard localization argument the details of which
are left to the reader. Going back to (A.3) after rearranging, raising to the power p/2,
and taking expectations gives
E‖∇[an](u)‖pL2(QT ) ≤ N
E‖ξn‖pL2(Q) + E
∣∣∣∣∣
∫ T
0
(σik(u), ∂xiu)L2(Td) dβ
k(s)
∣∣∣∣∣
p/2
+ E
∫ T
0
( ∞∑
k=1
‖σikxi(u)‖2L2(Td) + |(f i(u), ∂xiu)L2(Td)|
)p/2
ds
 ,
which by (2.12), (A.4), (A.6), and (A.7) gives
E‖∇[an](u)‖pL2(QT ) ≤ N(1 + E‖ξn‖
p
L2(Td)
). (A.8)
Hence, we have shown (A.1). The estimate (A.2) is proved in a similar way. Namely, one
first applies Itô’s formula for the function u 7→ ‖u‖m+1Lm+1(Q) (see, e.g., [5, Lemma 2]) and
by arguments similar to those used above, one derives the estimate
E sup
t≤T
‖u(t)‖m+1
Lm+1(Td)
≤ N(1 + E‖ξn‖m+1Lm+1(Td)). (A.9)
Writing Itô’s formula (see, e.g., [32]) for the function
u 7→
∫
Td
∫ u
0
Φn(r) dr dx
and using the properties of Φn and (A.9), the estimate
E‖∇Φn(u)‖2L2(QT ) ≤ N(1 + E‖ξn‖m+1Lm+1(Td)),
follows in the same way as (A.8) follows from (A.7). This finishes the proof.
References
[1] V. Barbu, G. Da Prato, and M. Röckner. Stochastic Porous Media Equations, vol. 2163 of
Lecture Notes in Mathematics. Springer, [Cham], 2016. MR-3560817
[2] V. Barbu and M. Röckner. An operatorial approach to stochastic partial differential equations
driven by linear multiplicative noise. J. Eur. Math. Soc. (JEMS) 17, no. 7, (2015), 1789–1815.
MR-3361729
EJP 25 (2020), paper 35.
Page 40/43
http://www.imstat.org/ejp/
Nonlinear diffusion equations with gradient noise
[3] V. Barbu and M. Röckner. Nonlinear Fokker-Planck equations driven by Gaussian linear
multiplicative noise. J. Differential Equations 265, no. 10, (2018), 4993–5030. http://dx.doi.
org/10.1016/j.jde.2018.06.026. MR-3848243
[4] C. Bauzet, G. Vallet, and P. Wittbold. A degenerate parabolic-hyperbolic Cauchy problem with
a stochastic force. J. Hyperbolic Differ. Equ. 12, no. 3, (2015), 501–533. http://dx.doi.org/10.
1142/S0219891615500150. MR-3401975
[5] K. Dareiotis and M. Gerencsér. On the boundedness of solutions of SPDEs. Stochastic
Partial Differential Equations: Analysis and Computations 3, no. 1, (2015), 84–102. http:
//dx.doi.org/10.1007/s40072-014-0043-5. MR-3312593
[6] K. Dareiotis and B. Gess. Supremum estimates for degenerate, quasilinear stochastic partial
differential equations. Ann. Inst. Henri Poincaré Probab. Stat. 55, no. 3, (2019), 1765–1796.
MR-4010951
[7] K. Dareiotis, M. Gerencsér, and B. Gess. Entropy solutions for stochastic porous media
equations. J. Differential Equations 266, no. 6, (2019), 3732–3763. http://dx.doi.org/10.1016/
j.jde.2018.09.012. MR-3912697
[8] A. Debussche, M. Hofmanova, and J. Vovelle. Degenerate parabolic stochastic partial
differential equations: quasilinear case. Ann. Probab. 44, no. 3, (2016), 1916–1955.
http://dx.doi.org/10.1214/15-AOP1013. MR-3502597
[9] N. Dirr, S. Luckhaus, and M. Novaga. A stochastic selection principle in case of fattening
for curvature flow. Calc. Var. Partial Differential Equations 13, no. 4, (2001), 405–425.
MR-1867935
[10] N. Dirr, M. Stamatakis, and J. Zimmer. Entropic and gradient flow formulations for nonlinear
diffusion. J. Math. Phys. 57, no. 8, (2016), 081505, 13. MR-3534824
[11] A. Es-Sarhir and M.-K. von Renesse. Ergodicity of stochastic curve shortening flow in the
plane. SIAM J. Math. Anal. 44, no. 1, (2012), 224–244. MR-2888287
[12] F. Flandoli and D. Gatarek. Martingale and stationary solutions for stochastic Navier-Stokes
equations. Probab. Theory Related Fields 102, no. 3, (1995), 367–391. http://dx.doi.org/10.
1007/BF01192467. MR-1339739
[13] B. Fehrman and B. Gess. Path-by-path well-posedness of nonlinear diffusion equations with
multiplicative noise. arXiv preprint arXiv:1807.04230 (2018). MR-3974641
[14] B. Fehrman and B. Gess. Well-posedness of nonlinear diffusion equations with nonlinear,
conservative noise. Arch. Ration. Mech. Anal. 233, no. 1, (2019), 249–322. http://dx.doi.org/
10.1007/s00205-019-01357-w. MR-3974641
[15] J. Feng and D. Nualart. Stochastic scalar conservation laws. J. Funct. Anal. 255, no. 2, (2008),
313–373. http://dx.doi.org/10.1016/j.jfa.2008.02.004. MR-2419964
[16] B. Gess. Strong solutions for stochastic partial differential equations of gradient type. J. Funct.
Anal. 263, no. 8, (2012), 2355–2383. MR-2964686
[17] P. Gassiat and B. Gess. Regularization by noise for stochastic Hamilton-Jacobi equations.
Probab. Theory Related Fields 173, no. 3-4, (2019), 1063–1098. MR-3936151
[18] P. Gassiat, B. Gess, P.-L. Lions, and P. E. Souganidis. Speed of propagation for Hamilton–
Jacobi equations with multiplicative rough time dependence and convex Hamiltonians.
Probab. Theory Related Fields 176, no. 1-2, (2020), 421–448. http://dx.doi.org/10.1007/
s00440-019-00921-5. MR-4055193
[19] B. Gess and M. Hofmanová. Well-posedness and regularity for quasilinear degenerate
parabolic-hyperbolic SPDE. Ann. Probab. 46, no. 5, (2018), 2495–2544. http://dx.doi.org/10.
1214/17-AOP1231. MR-3846832
[20] I. Gyöngy and N. Krylov. Existence of strong solutions for Itô’s stochastic equations via
approximations. Probab. Theory Related Fields 105, no. 2, (1996), 143–158. http://dx.doi.
org/10.1007/BF01203833. MR-1392450
[21] B. Gess, B. Perthame, and P. E. Souganidis. Semi-discretization for stochastic scalar conser-
vation laws with multiple rough fluxes. SIAM J. Numer. Anal. 54, no. 4, (2016), 2187–2209.
MR-3519557
EJP 25 (2020), paper 35.
Page 41/43
http://www.imstat.org/ejp/
Nonlinear diffusion equations with gradient noise
[22] B. Gess and M. Röckner. Stochastic variational inequalities and regularity for degenerate
stochastic partial differential equations. Trans. Amer. Math. Soc. 369, no. 5, (2017), 3017–
3045. http://dx.doi.org/10.1090/tran/6981. MR-3605963
[23] B. Gess and P. E. Souganidis. Scalar conservation laws with multiple rough fluxes. Commun.
Math. Sci. 13, no. 6, (2015), 1569–1597. MR-3351442
[24] B. Gess and P. E. Souganidis. Long-time behavior, invariant measures, and regularizing
effects for stochastic scalar conservation laws. Comm. Pure Appl. Math. 70, no. 8, (2017),
1562–1597. MR-3666564
[25] B. Gess and P. E. Souganidis. Stochastic non-isotropic degenerate parabolic–hyperbolic
equations. Stochastic Process. Appl. 127, no. 9, (2017), 2961–3004. MR-3682120
[26] B. Gess and S. Smith. Stochastic continuity equations with conservative noise. J. Math. Pures
Appl. (9) 128, (2019), 225–263. http://dx.doi.org/10.1016/j.matpur.2019.02.002. MR-3980851
[27] B. Gess and J. M. Tölle. Multi-valued, singular stochastic evolution inclusions. J. Math. Pures
Appl. (9) 101, no. 6, (2014), 789–827. MR-3205643
[28] H. Hoel, K. H. Karlsen, N. H. Risebro, and E. B. Storrøsten. Path-dependent convex conserva-
tion laws. J. Differential Equations 265, no. 6, (2018), 2708–2744. http://dx.doi.org/10.1016/j.
jde.2018.04.045. MR-3804729
[29] M. Hofmanová. Degenerate parabolic stochastic partial differential equations. Stochastic
Process. Appl. 123, no. 12, (2013), 4294–4336. http://dx.doi.org/10.1016/j.spa.2013.06.015.
MR-3096355
[30] K. Kawasaki and T. Ohta. Kinetic drumhead model of interface. I. Progress of Theoretical
Physics 67, no. 1, (1982), 147–163.
[31] N. V. Krylov and B. L. Rozovski˘ı. Stochastic evolution equations. In Current Problems in
Mathematics, Vol. 14 (Russian), 71–147, 256. Akad. Nauk SSSR, Vsesoyuz. Inst. Nauchn. i
Tekhn. Informatsii, Moscow, 1979. MR-0570795
[32] N. V. Krylov. A relatively short proof of Itô’s formula for SPDEs and its applications. Stoch.
Partial Differ. Equ. Anal. Comput. 1, no. 1, (2013), 152–174. MR-3327504
[33] I. Karatzas and S. E. Shreve. Brownian Motion and Stochastic Calculus, vol. 113 of Graduate
Texts in Mathematics. Springer-Verlag, New York, second ed., 1991. http://dx.doi.org/10.
1007/978-1-4612-0949-2. MR-1121940
[34] H. Kunita. Stochastic Flows and Stochastic Differential Equations. Cambridge Studies in
Advanced Mathematics. Cambridge University Press, 1997. MR-1472487
[35] J.-M. Lasry and P.-L. Lions. Jeux à champ moyen. I. Le cas stationnaire. C. R. Math. Acad. Sci.
Paris 343, no. 9, (2006), 619–625. MR-2269875
[36] J.-M. Lasry and P.-L. Lions. Jeux à champ moyen. II. Horizon fini et contrôle optimal. C. R.
Math. Acad. Sci. Paris 343, no. 10, (2006), 679–684. MR-2271747
[37] J.-M. Lasry and P.-L. Lions. Mean field games. Jpn. J. Math. 2, no. 1, (2007), 229–260. MR-
2295621
[38] P.-L. Lions, B. Perthame, and P. E. Souganidis. Scalar conservation laws with rough (stochastic)
fluxes. Stoch. Partial Differ. Equ. Anal. Comput. 1, no. 4, (2013), 664–686. MR-3327520
[39] P.-L. Lions, B. Perthame, and P. E. Souganidis. Scalar conservation laws with rough (stochastic)
fluxes: the spatially dependent case. Stoch. Partial Differ. Equ. Anal. Comput. 2, no. 4, (2014),
517–538. MR-3274890
[40] W. Liu and M. Röckner. Stochastic Partial Differential Equations: An Introduction. Universi-
text. Springer, Cham, 2015. MR-3410409
[41] P.-L. Lions and P. E. Souganidis. Fully nonlinear stochastic partial differential equations. C.
R. Acad. Sci. Paris Sér. I Math. 326, no. 9, (1998), 1085–1092. http://dx.doi.org/10.1016/
S0764-4442(98)80067-0. MR-1647162
[42] P.-L. Lions and P. E. Souganidis. Fully nonlinear stochastic partial differential equations:
non-smooth equations and applications. C. R. Acad. Sci. Paris Sér. I Math. 327, no. 8, (1998),
735–741. http://dx.doi.org/10.1016/S0764-4442(98)80161-4. MR-1659958
EJP 25 (2020), paper 35.
Page 42/43
http://www.imstat.org/ejp/
Nonlinear diffusion equations with gradient noise
[43] I. Munteanu and M. Röckner. Total variation flow perturbed by gradient linear multiplicative
noise. Infin. Dimens. Anal. Quantum Probab. Relat. Top. 21, no. 1, (2018), 1850003, 28.
MR-3786407
[44] É. Pardoux. Equations aux dérivées partielles stochastiques non linéaires monotones. PhD
thesis (1975).
[45] C. Prévôt and M. Röckner. A Concise Course on Stochastic Partial Differential Equations, vol.
1905 of Lecture Notes in Mathematics. Springer, Berlin, 2007. MR-2329435
[46] P. E. Souganidis. Fully nonlinear first- and second-order stochastic partial differential equa-
tions. CIME lecture notes 327, (2016), 1–37.
[47] P. E. Souganidis and N. K. Yip. Uniqueness of motion by mean curvature perturbed by
stochastic noise. Ann. Inst. H. Poincaré Anal. Non Linéaire 21, no. 1, (2004), 1–23. MR-
2037245
[48] J. M. Tölle. Estimates for nonlinear stochastic partial differential equations with gradient
noise via Dirichlet forms. In Stochastic Partial Differential Equations and Related Fields, vol.
229 of Springer Proc. Math. Stat., 249–262. Springer, Cham, 2018. MR-3828172
Acknowledgments. BG acknowledges financial support by the DFG through the CRC
1283 “Taming uncertainty and profiting from randomness and low regularity in analysis,
stochastics and their applications.”
EJP 25 (2020), paper 35.
Page 43/43
http://www.imstat.org/ejp/
Electronic Journal of Probability
Electronic Communications in Probability
Advantages of publishing in EJP-ECP
• Very high standards
• Free for authors, free for readers
• Quick publication (no backlog)
• Secure publication (LOCKSS1)
• Easy interface (EJMS2)
Economical model of EJP-ECP
• Non profit, sponsored by IMS3, BS4 , ProjectEuclid5
• Purely electronic
Help keep the journal free and vigorous
• Donate to the IMS open access fund6 (click here to donate!)
• Submit your best articles to EJP-ECP
• Choose EJP-ECP over for-profit journals
1LOCKSS: Lots of Copies Keep Stuff Safe http://www.lockss.org/
2EJMS: Electronic Journal Management System http://www.vtex.lt/en/ejms.html
3IMS: Institute of Mathematical Statistics http://www.imstat.org/
4BS: Bernoulli Society http://www.bernoulli-society.org/
5Project Euclid: https://projecteuclid.org/
6IMS Open Access Fund: http://www.imstat.org/publications/open.htm
