With the large diversity in energy harvesters aiming to extract maximum power from broadband excitations, it is important to know what the maximum power achievable is. This paper derives new upper bounds on the available power for a harvester with general nonlinear stiffness coupled to a nonlinear electrical circuit. White noise base excitations are known to input power proportional to the total oscillating mass of the system and the magnitude of the spectral density of the noise regardless of the details of the oscillating system. This power is split between undesirable mechanical damping and useful electrical dissipation with the form of the stiffness profile and device parameters determining the relative proportions in each dissipation mechanism. An upper bound on electrical power is sought and, provided certain conditions are met, shown to be a simple function of relatively few system parameters and, importantly, independent of the stiffness profile or electrical nonlinearity.
Introduction
As technology develops, the power consumption of electronic devices is decreasing rapidly. Consequently, there is substantial interest in harvesting energy from ambient sources, such as vibration, in order to power small-scale wireless devices where battery replacement or wiring is impractical or unnecessary. The vibrations of an engineering application can be used to excite an electromechanical oscillator that converts the kinetic energy into electrical energy. A number of energy conversion techniques and system designs have been investigated and are comprehensively reviewed in [1] [2] [3] [4] .
The ability of an energy harvester to extract the maximum power from a given excitation will strongly depend on the characteristics of the excitation. A large proportion of applications will be dominated by harmonic vibrations at one or more fixed or time-varying frequencies and substantial research has been undertaken to develop optimal energy harvesters under these conditions [3, [5] [6] [7] . However, many applications will vibrate randomly with a broad frequency range often modelled as white [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] or other [11, 12, [20] [21] [22] [23] [24] [25] [26] [27] noise.
It is critical in energy harvesting to investigate what the maximum power available from a given excitation is and what type of system can achieve it. For a general force input, an analysis of input energy subtracted by power dissipated under
Contents lists available at ScienceDirect journal homepage: www.elsevier.com/locate/jsvi various constraints can be made to devise a strategy for maximum power transfer [28] [29] [30] . This is effective for deterministic or relatively consistent vibrations, but less capable of handling random excitation. Additionally, unphysical or difficult to realise responses are often found to provide the optimal velocity profile although [30, 31] suggest a type of system capable of performing well.
For white noise base acceleration, it has been shown that the power harvested is proportional to the oscillating mass and the noise intensity and independent of the system used to dissipate it. This result has been partially shown or derived for simple or specific systems in a number of ways [10, 11, [14] [15] [16] , but the most general and complete proof is that of [8] , extended in [9] . Here it is shown that for an arbitrary degree of freedom system with general nonlinearity dependent on displacement and velocity and excited by stationary white noise base acceleration, the power input, P, from the base excitation is
where S 0 is the single-sided spectral density of the excitation and M Tot is the total oscillating mass. This result is independent of the form of the transduction mechanism and when an electrical circuit is present, the power will be split between electrical and mechanical dissipation. A tighter upper bound more specifically for electrical power dissipation is derived in [16] where a typical harvester circuit is coupled to the mechanical oscillator and it is found that a low frequency device increases the power bound. White noise is an idealisation of realistic noise and is a valid approximation when the bandwidth of the oscillator is significantly narrower than the bandwidth of the noise. It has been shown in [9] that for a wide class of systems, those that exhibit detailed balance, the power calculated using Eq. (1) will be greater than or equal to the power dissipated under nonwhite excitation where the peak of the spectrum is taken as S 0 . The power from white noise excitation can therefore be thought of as an upper bound for these types of systems, which include a single-degree-of-freedom system with a linear dissipation mechanism.
Many studies into optimal systems for harvesting white noise excitations have been undertaken, for example [11] [12] [13] [14] [15] [17] [18] [19] , often with a particular focus on the potential of nonlinear systems to improve power transfer. In general, the best system depends on the model of the electrical circuit; if only a dissipative component is used, the power can be simply found from the ratio of mechanical to equivalent electrical damping and is independent of stiffness nonlinearity. However, in reality the electrical system is more complex than containing a simply dissipative component, with piezoelectric and electrostatic circuits containing a capacitor and electromagnetic ones containing an inductor. With these included, it is found that the stiffness potential used will affect the power output. Furthermore, a number of studies, particularly experimental ones, use non-white excitation with a variety of spectra [11, 12, [20] [21] [22] [23] 32, [25] [26] [27] and generally find that the power output depends more strongly on the type of noise and system investigated.
One type of design of great interest in the literature for both harmonic and broadband excitation is the bistable system [12, 18, 20, 21, 25, [33] [34] [35] [36] [37] . It has been concluded both theoretically and experimentally that these systems improve power generation under broadband random excitation when an appropriate electrical circuit is used, although the exact form of the stiffness profile must be tuned to the excitation level in order to achieve inter-well dynamics. This paper agrees with these results and illustrates how it is that these devices approach maximum power when compared to monostable alternatives.
The aim of this paper is to derive an upper bound on the power available to harvest from white noise excitation. Differently from the common approach of optimising a chosen stiffness profile, the bound encompasses all stiffness nonlinearities and as such allows for easy comparison between the diverse range of energy harvesters and illuminates what characteristics in a harvesting system are required to provide maximum power. In what follows, Section 2 derives the power bound, Section 3 uses numerical simulations of a number of popular devices and compares them to the power bound of Section 2 and finally, Section 4 discusses desirable characteristics of optimal harvesters.
An upper bound on power harvested
The present analysis is concerned with a single-degree-of-freedom energy harvester as shown in Fig. 1 which consists of a mass, m, that is connected to a vibratory surface via a linear damper of rate b and a nonlinear spring with restoring force g (x), where x represents the displacement of the mass in relation to the vibrating base. An electrical circuit is coupled to the mass consisting of a capacitor of capacitance C and a nonlinear resistor such that the governing equations are
where θ is the electrical coupling coefficient, V is the voltage over the nonlinear resistor and γ is the nonlinear resistance such that γ ( ) f V / is the current flowing through the resistor. ξ¨( ) t represents the white noise base acceleration with autocorrelation function at a time lag τ of π δ τ
where S 0 is the single-sided spectral density and δ τ ( ) is the delta function.
The harvester includes both a nonlinear spring and nonlinear resistor in order to encompass a broad range of possible harvesting devices. The capacitor in the circuit is typical in piezoelectric energy harvesting systems due to the properties of piezoelectric materials [38] . However, this system could also represent some electrostatic harvesters [27] or electromagnetic harvesters where voltage is exchanged for current and the capacitance becomes the coil inductance of the electromagnet [39] . The nonlinear resistor must be purely dissipative therefore
sign . Eq. (3) will not account for all possible circuits as the nonlinearity of the resistor cannot represent effects from time derivatives or integrals of voltage due to components such as additional capacitors or inductors. However, it will encompass a wider range of circuitry than the commonly assumed linear resistor and will help to assess whether nonlinear resistance profiles provide improved harvesting performance.
It is known from [8] that the power input to the system governed by Eqs. (2) and (3) is equal to πS m/2 0 regardless of the specific system properties. This input power will be split between the desired electrical power, P E , and the undesired mechanical damping, P M , as follows
The term ⎡ ⎣ ⎤ ⎦ ( ) Vf V E that appears in this equation is zero, since the response is stationary meaning that
Eqs. (4), (5), (7) and (9) can be combined to produce 
Eqs. (12) and (13) can be combined to yield
where it can be noted that the removal of the electrical term produces the Virial theorem which equates the average value of two times the kinetic energy with the average force multiplied by displacement [40] . Eqs. (4), (5) and (7) can be combined with Eq. (14) giving
Similar to Eq. (10), the rightmost term represents electrical power and so the second upper bound on the electrical power, P EU2 , can be found by applying lower bounds of the terms
2 is closely related to the electrical power term via the voltage probability density function (PDF), whereas a lower bound for the term ⎡ ⎣ ⎤ ⎦ ( ) xg x E can be found.
It is clear that for a monostable system, with the origin at the equilibrium point, xg(x) can only be positive therefore
However, for a system with more than one equilibrium position negative regions of xg(x) occur on either one or both sides of an unstable equilibrium point giving the possibility of negative
. A simple argument for the positivity of this term can be made by considering equivalent linearisation [41] whereby the nonlinear mechanical stiffness is represented by a linear system of stiffness k eq that minimises the mean square error between the nonlinear and equivalent linear systems. In this case
and since a positive stiffness must best fit the stable system, ⎡ ⎣ ⎤ ⎦ ( ) ≥ xg x E 0 thus a minimum of ⎡ ⎣ ⎤ ⎦ ( ) = xg x E 0 can be used in Eq. (15) to provide the upper bound for the electrical power.
It cannot be proven using the equations of motion Eqs. (2) and (3) 
0 since a counter-example can be found where γ = ∞ so the capacitor acts in the mechanical circuit like an extra spring. In this case the spring of the capacitor could stabilise the system about an unstable equilibrium position with a region of negative xg(x), and therefore produce
However, under realistic conditions with finite resistance when γ ≠ ∞ the capacitor is in parallel with a dissipative term so the mechanical system cannot be stabilised by the electrical circuit about an unstable equilibrium position therefore the equivalent linearisation argument above can be applied. This leads to the bound
Whilst it seems reasonable to assume ⎡ ⎣ ⎤ ⎦ ( ) ≥ xg x E 0, it has not been formally proven, hence must be classed as an assumption required for the following bound to hold.
In summary two equations have been derived, Eqs. (11) and (16), that provide two upper bounds for the electrical power: P EU1 and P EU2 respectively. Each equation can be written as an inequality in terms of voltage moments by using Eq. (7) to substitute for the power term, for example Eq. (16) becomes
For the upper bound on power, the limiting case of the inequality must be taken such that the sum of the two terms involving the voltage moments equals πS m/2 0 with the relative contributions of each term depending on the PDF of the voltage. An optimal PDF can be hypothesised that both satisfies the limiting case of Eq. (17) (or its equivalent from Eq. (11)) and maximises the contribution of the power term, (11) or (16) respectively in order to maximise P EU1 or P EU2 and provide the upper bound. The aim of this paper is to find the maximum power achievable and it is clear from the bounds in Eqs. (11) and (16) that this will occur when b and C are minimised and m and θ are maximised. However, the optimal value of γ is less apparent. From a superficial analysis of the two bound equations at low and high γ, it is apparent that P EU1 increases with γ from zero to πS m/2 0 whereas P EU2 decreases with γ from πS m/2 0 to zero. If both of the power bounds can be shown to vary monotonically with γ, the maximum upper bound on electrical power, P Max , will be achieved when the two bounds cross such that
2 with corresponding optimal γ value, γ opt . The monotonic nature of the bounds is assessed in the appendix and herein P EU1 will be assumed to increase and P EU2 will be assumed to decrease monotonically with γ.
At the point where the two bounds meet the voltage PDF must be the same for both P EU1 and P EU2 , although it is not obvious what PDF will maximise power; it could be one that maximises
6 therefore a platykurtic voltage distribution with low tail probability. Whereas to maximise P EU2 requires maximisation
2 therefore a leptokurtic voltage distribution with high tail probability. Whether the maximum power point where
2 is greater for a platykurtic or leptokurtic distribution is not clear and will be found for the general nonlinearity, f(V), in what follows. Examples of a platykurtic and a leptokurtic distribution are compared with a Gaussian distribution all with the same mean square value in Fig. 2 .
For the maximum upper bound on electrical power
M a x and so Eqs. (11) and (16) are equated to provide optimal γ, Fig. 2 . Probability density functions of a platykurtic (blue), leptokurtic (red) and Gaussian (yellow) system all with the same mean square values.
and therefore using Eq. (7) 
which can be substituted into Eq. (16) with
Clearly the voltage PDF that minimises
provides the maximum value of P Max . The minimum of this term is demonstrated to be unity as follows. The positive definite integral below provides an initial inequality
that can be rearranged to yield
The PDF, p(V), that provides the limiting case of the inequality is the most extreme platykurtic distribution taking the form of two delta functions at ±V k
where V K is an arbitrary positive voltage. Any moments required in Eq. (28) are even functions of V since f(V) is an odd function therefore with the PDF of Eq. (29) and any even function, h(V), the ensemble average of h(V) is
Alternatively, a linear resistor, where (4) by a term less than unity, but the multiplying term for the optimal linear system is the square of that of the power bound and therefore always smaller than the bound. The result is that when the contribution of the linear damping and capacitance is large compared with the contribution of the electromechanical coupling factor and the mass, the upper bound of Eq.
(32) provides a loose bound far from the power of the real linear device. Conversely, when the contribution of the linear damping and capacitance is small compared with the contribution of the electromechanical coupling factor and the mass the power from the linear system is close to its upper limit and hence no other system will be able to significantly outperform a linear one.
Example 2: linear resistance, nonlinear stiffness
A frequently analysed energy harvester in the literature [39, 38, 21] is one with a linear resistance, R, and nonlinear mechanical restoring force. Putting γ = R and
Using this equation of motion with Eq. (2) and noting
in Eqs. (11) and (16) (36) and (37) physically reveals that the first shows the system is like a potential divider between mechanical damping and equivalent electrical damping, Rθ 2 , from the resistor. As the electrical damping increases, more of the input power, πS m/2 0 , is dissipated electrically rather than mechanically. The second bound is less apparent, but shows that if the time constant, CR, of the electrical circuit is too large then less energy will be able to flow into the electrical circuit so less power will be dissipated in it.
In order to assess how prominent devices compare to the power bounds, a number of popular stiffness profiles have been simulated to calculate their power under white noise excitation. The optimal linear device has been found in Example 1 to be one with zero stiffness, ( ) = g x 0 N, and this is compared to the Duffing oscillator of the form ( ) = + g x kx kx 
Example 3: cubic resistance asymmetric nonlinear stiffness
In some circumstances nonlinear electrical components can be used to attempt to improve power dissipation or maintain performance whilst improving another characteristic such as reducing the displacement of the device. To illustrate this, has been used. However, this is no longer an upper bound curve since more power could be dissipated if a voltage distribution of higher kurtosis could be attained.
The power bounds and the power harvested from the selected devices are plotted against γ in Fig. 4 . Again, the systems are seen to perform within the power bound of Eq. (11) and below the conservative estimate of Eq. (16) when using a Laplace distribution for voltage. Consequently, no system is found to surpass the maximum available power of Eq. (32) . Again, the zero stiffness device performs best, but not as close to the bounds for linear resistance. Additionally, the asymmetric bistable system is included in the plot to illustrate that whilst the bounds do not apply to asymmetric systems, it is improbable that asymmetry will significantly improve performance. The curve from Eq. (16) is also plotted with the voltage distribution of Eq. (29) to show that under this condition, the two lines of Eqs. (11) and (16) Clearly the zero stiffness oscillator has a more leptokurtic voltage distribution for high γ therefore provides more power than when the voltage distribution of Eq. (29) is used. However, the Laplace distribution seems to be a good upper bound estimate.
Optimal device design
The designer of an energy harvester will want to both select parameters that maximise the power bound of Eq. (32) and then create a device whose performance approaches it. In terms of optimal system parameters, Eq. (32) shows that maximising the oscillating mass and electrical coupling and removal of both mechanical damping and the capacitance (or coil resistance in an electromagnetic harvester) will increase the maximum power available. The majority of these parameters will be restricted by design or material constraints, therefore it is essential to select the optimal resistance (or nonlinear equivalent).
In order to design a device that approaches the bound, a summary of the conditions necessary for a harvester to achieve this bound is useful. In general, these conditions will be impossible to achieve, but if a device can be designed for which these conditions can be approached then a harvester will perform close to the upper bound. Firstly the lower limit of
should be examined alongside the requirement to maximise the power ⎡ ⎣ ⎤ ⎦ ( ) Vf V E . Together, these suggest that a low frequency voltage response is desired; a result that is unsurprising considering the electrical circuit acts like a low-pass filter. This agrees well with [16] where a low frequency response also provides an increased power bound.
Secondly, assuming that ⎡ ⎣ ⎤ ⎦ ( ) ≥ xg x E 0, how to achieve the lower limit is not obvious. When no electrical coupling is
regardless of g(x) therefore the optimal stiffness profile is one that decreases ⎡ ⎣ ⎤ ⎦ ( ) xg x E most significantly when electrical coupling is applied. For many systems xg(x) will increase with | | x , therefore minimising ⎡ ⎣ ⎤ ⎦ ( ) xg x E is equivalent to requiring the electrical circuit to decrease the amplitude of the motion as much as possible. From the equivalent linearisation argument made earlier this should also be true for systems where xg(x) does not increase with | |
x . In keeping with the minimisation of ⎡ ⎣ ⎢ ⎤ ⎦ ⎥ V E 2 and since the impedance of the capacitor is high at low frequencies, the circuit will reduce the displacement most for a low frequency response. Additionally, when a nonlinear resistor is used, the voltage PDF of Eq. (29) is required to achieve the maximum power of Eq. (32). This is clearly unrealistic although it emphasises that the most platykurtic voltage distribution achievable is desired. This could be sought through a combination of stiffness and electrical nonlinearities. However, for the case of linear resistance the maximum power is not dependent on the voltage distribution therefore linear electronics may be a useful method for bypassing this assumption.
In summary, the most important property for a harvester aiming to approach the upper bound on power is a low frequency response. This ensures both
are low and provided the resistance is linear, the voltage distribution is unimportant. A low frequency response will typically be enabled by a low stiffness device, hence the zero stiffness system in Figs. 3 and 4 performs close to the bound. If a lower frequency device could be devised, it is assumed that its performance could be improved further. In practice, zero stiffness is not possible since it would require infinite displacement. However, low stiffness devices with finite displacement are achievable. A bistable device is a good example where, if well tuned for inter-well dynamics, the majority of the oscillations will occur within a displacement range of relatively low potential, or a low stiffness region, yet it still has a high stiffness at large displacement to restrict motion.
A useful property of this power bound is that it encompasses both linear and nonlinear stiffness profiles and can therefore provide some insight into the pertinent question of whether nonlinear devices perform better than linear ones. Whilst no device will be able to surpass the bound, it is not known whether a nonlinearity can enable a device to come closest to the bound. Given the requirement of a low stiffness device it seems a zero stiffness (linear) device is optimal, but not possible due to practical considerations. A nonlinear device like a bistable one therefore becomes attractive as it provides low stiffness for maximum power, but also restricts displacement and is physically realisable.
In the examples above, the nonlinear resistance has not provided an increase in maximum power (achieved with zero stiffness) since with the linear and cubic resistances the maximum power was found to be μ 0.91 W for both. It may be (16) with Laplace distribution where
(solid dark blue), Eq. (16) with distribution of Eq. (29) where
(dashed dark blue), zero stiffness (yellow), bistable (green), asymmetric bistable (maroon) and Eq. (32) (purple dashes).
possible that other electrical nonlinearities improve performance, although since power close to the bound can be achieved by simply using a linear resistance unless there is a practical reason to use a nonlinear resistance, the improvement may not be worth the increased complexity.
Conclusions
A new upper bound on harvested power has been derived for a single-degree-of-freedom harvester under white noise base excitation with a general stiffness nonlinearity and coupled to a nonlinear electrical circuit. The bound could not be proven for the most general case and therefore a number of limitations exist meaning the bound is only valid if:
The harvester contains a single oscillating mass with linear mechanical damping and equations of motion in the form of Eqs. (2) and (3) . This is typical of the majority of common harvester designs.
The voltage moment term
d is equal to zero. This is true if the system is symmetric, meaning g(x) and f(x) in Eqs. (2) and (3) are odd functions.
The inequality ⎡ ⎣ ⎤ ⎦ ( ) ≥ xg x E 0 is true. This is certainly true for monostable systems and assumed to be true from an equivalent linearisation argument for systems with more than one equilibrium point.
The upper bounds of Eqs. (11) and (16) are equal at only one value of nonlinear resistance and this point gives an upper bound on electrical power. This is true if the bounds vary monotonically with γ which has been shown to be the case when f(V) is monotonically increasing and the inequality of Eq. (A.12) is satisfied.
The latter three conditions each yield classes of systems for which the condition is definitely met. However, if a system is devised that is not in one of these classes, it may still satisfy the relevant condition and thus be bound by the upper limit of Eq. (32) . For example, a system with more than one equilibrium point, may still satisfy the condition that ⎡ ⎣ ⎤ ⎦ ( ) ≥ xg x E 0, although it cannot be rigorously proven mathematically.
The limiting cases that produce the upper bound were used to examine the type of system that can come close to the bound and produce maximum power. It was found that due to the low-pass nature of the circuitry, the lower the mechanical stiffness, the more electrical power produced. A zero linear stiffness device is therefore seen to come closest to the bounds, although it is difficult to achieve in practice due to its large displacement response. A bistable system that possesses a low stiffness region, but with stronger restoring forces at large displacements is therefore thought to be a good design for approaching the power bound although it must be tuned to the level of excitation.
Further work extending the power bound to other excitation conditions such as non-white excitation, nonlinear damping and more general electrical circuitry would improve applicability. However, as it stands it is thought to be a useful upper bound since for linearly damped and therefore the majority of systems white noise is an upper bound on any non-white noise with the same peak spectrum [9] . Additionally, mechanical damping will be minimised and therefore be small compared to electrical damping meaning higher fidelity damping modelling will be unlikely to make a large difference. Furthermore, the use of a purely resistive electrical component (excluding the unavoidable piezoelectric capacitor or electromagnetic inductance) to model the circuit dynamics will likely provide an upper bound on power since more complex circuitry will include greater parasitic losses.
By taking the ratio of power generated by a harvester to its upper bound of Eq. (32), the performance of devices designed for harvesting energy from broadband random vibrations can be compared against each other. Additionally, the bound can be used to provide a quick estimate of the power available to harvest in a given operating environment in order to estimate the required harvester specification and thus the feasibility of vibration harvesting.
Starting with the simpler of the two bounds, Eq. (16) always provide an increase in ⎡ ⎣ ⎤ ⎦ ( ) Vf V E , although it may well be positive for non-monotonic functions of f(V) with certain PDF shapes. In this case the right hand side of Eq. (A.4) will be negative and so P EU2 will decrease monotonically with γ.
A similar analysis for P EU1 does not prove that P EU1 increases monotonically with γ from zero to πS m/2 0 for all possible functions f(V) and voltage PDF shapes. However, a criterion can be derived that provides a quick check for whether a given electrical nonlinearity and voltage PDF will provide a monotonic bound. Starting again by defining a function to relate the mean square value of f(V) to the mean square voltage and using an optimisation solver to find values of the a n coefficients that maximise the left hand side of Eq. (A.12) to see if it can go above zero.
In this paper P EU1 and P EU2 are assumed to vary monotonically with γ. If f(V) is monotonically increasing, this will be true for P EU2 and seems a reasonable assumption for P EU1 from the criterion of Eq. (A.12), but for any general electrical nonlinearity this must be assessed against the criterion to ensure that the bounds are monotonic.
