Abstract. For a local system and a function on a smooth complex algebraic variety, we give a proof of a conjecture of M. Kontsevich on a formula for the vanishing cycles using the twisted de Rham complex of the formal microlocalization of the corresponding locally free sheaf with integrable connection having regular singularity at infinity. We also prove its local version, which may be viewed as a natural generalization of a result of E. Brieskorn in the isolated singularity case. We then generalize these to the case of the de Rham complexes of regular holonomic D-modules where we have to use the tensor product with a certain sheaf of formal microlocal differential operators instead of the formal completion.
Introduction
Let X be a smooth complex algebraic variety, and f ∈ Γ(X, O X ). Let L be a C-local system on X. For each c ∈ C, we have the vanishing cycle sheaf complex ϕ f −c L on X c := f −1 (c) with the monodromy T c , as is defined by Deligne [De3] (see also Notation below). Let S = C as a complex algebraic variety endowed with the natural coordinate t. Then f is identified with a morphism f : X → S, and f * t with the function f . Set ∂ t := ∂/∂t, and define
This has a structure of a noncommutative ring by ∂ t t − t∂ t = 1. For a finite dimensional C-vector space V with an automorphism T and for c ∈ C, define a K t -module by E(V, T ) c := V ((∂ where the real part of the eigenvalues of (2πi) −1 log T are contained in [0, 1).
Note that M((u))
f has a natural action of K = C((u)) together with an action of t defined by t(m ∂ j t ) = f m ∂ j t − jm ∂ j−1 t for m ∈ M, j ∈ Z. In this paper we give a proof of the following which was conjectured by M. Kontsevich as a possible answer to a question raised in [KoSo] concerning a definition of vanishing cycles for functions on smooth formal schemes. We also simplify some arguments of a different approach in [Sab2] .
Theorem 1. For k ∈ Z, there are canonical isomorphisms as K t -modules
where
is induced by T c . Note that the right-hand side is a finite direct sum since ϕ f −c L = 0 except for a finite number of c. Viewed as a formal meromorphic connection for the variable u, the above decomposition is a special case of the classical Levelt-Turrittin theorem. Let V k denote the left-hand side of the formula. Theorem 1 means that, in order to calculate
), it is enough to find a finite dimensional C-vector subspace
and moreover A 0 is semisimple and any two eigenvalues of A 1 (c, c) do not differ by an integer for each c.
t is the expansion of the action of t with A i ∈ End C (V k ), , exp(−2πiA 1 (c, c))). In case f has only isolated singular points, this calculation is essentially equivalent to the one given by E. Brieskorn [Br] (see (3.5) below). We have a Cech calculation in the general case (see (3.4) below). In special cases, we have the following. Corollary 1. If X is affine, then the formula in Theorem 1 holds with the left-hand side replaced by the k-th cohomology of the complex whose q-th component is
where f• denotes the sheaf-theoretic direct image, and we have ∂ t = u −1 so that M((u)) f is isomorphic to the formal microlocalization of M[∂ t ] f . Note that the vanishing cycles of the cohomological direct images H j f * M have the contributions from the vanishing cycles at infinity in general. So these imply that one cannot apply the formal microlocalization after taking the direct image of M by f as a D-module. Note also that the vanishing cycle functor does not necessarily commute with the direct image under a nonproper morphism f because of the problem of singularities at infinity of f .
Let j : X ֒→ X be a smooth compactification such that f induces a morphism f : X → P 1 . Set M = j * M. Using GAGA we can show the following (see also [Sab2] ).
Proposition 1. For k ∈ Z, there are canonical isomorphisms of K t -modules
Note that the noncommutativity of cohomology and inductive limit does not cause a problem for the construction of the above canonical morphism by using the continuous morphism ρ : X an → X, see (3.1). By Proposition 1, the proof of Theorem 1 can be reduced to local analytic calculations on X an . So we will consider only the underlying complex manifolds, and the upperscript an will be omitted from now on in this paper (except for (2.1), (2.3) and (3.1)). Moreover it is enough to work mainly on X by Proposition 4 below.
We also have the twisted de Rham complex M[∂ t , ∂ This would not be very surprising to the specialists in view of [BaSa] and also [Sai2] (see Remark (1.7)(i) and Remark (3.5) below). If f has only isolated singular points, then it is essentially equivalent to the calculation of Brieskorn [Br] explained after Theorem 1.
For the proof of Theorem 1, we have a passage from local to global, and need the following.
Proposition 3. The filtration V of Kashiwara and Malgrange on M[∂ t ] f along t = c induces the filtration V on the global analytic cohomology
X | Xc in a strict way, i.e. Gr α V commutes with the global cohomology. This is proved by using a filtered spectral sequence which is a priori defined in an abelian category containing the exact category of filtered vector spaces, see (3.2) below.
For the proof of Theorem 1, there still remains the following key proposition.
Proposition 4. We have a canonical analytic quasi-isomorphism
Note that the right-hand side is supported on a union of finite number of X c (c ∈ C) by Theorem 2, and this implies the vanishing of the restriction of the left-hand side to X ∞ . The proof of Proposition 4 is reduced to the case where the union of D := X \ X and the singular X c is a divisor with normal crossings on X. Indeed, for a proper morphism of complex manifolds π : X ′ → X, the canonical morphism L → Rπ * π * L splits by applying this morphism to the dual of L and using Verdier duality. Here we use the direct image of differential complexes rather than that of D-modules to simplify the argument. For the proof of Proposition 4 in the normal crossing case, we prove a sufficient condition for the commutativity of the global section functor and the inductive limit in (1.8), and apply this to the filtration G used in the proof of Theorem 2.
In this paper we also show the following.
Theorem 3. Theorems 1 and 2 remain valid by replacing respectively M, L, and M((u)) f with a bounded complex of algebraic regular holonomic
Here the replacement of M((u))
f is quite essential. Indeed, we cannot get a correct result if we apply the same definition as in the local system case. This is a quite subtle point of the theory, and is related to the noncommutativity of inductive limit and projective limit. Using canonical isomorphisms, the proof of Theorem 3 can be reduced to the case M is a locally free O X ( * E)-module having a regular singular connection. Here E is a divisor on X, called the interior divisor. Note also that, setting M = j * M with j : X ֒→ X as above, the construction of M((u)) f along the interior divisor E is quite different from the one along the exterior divisor D := X \ X, see Example (2.2). We prove Theorem 3 after showing Theorems 1 and 2 in the local system case since many readers would be interested mainly in the original conjecture of Kontsevich in this special case.
We thank the referee for useful comments to improve the paper. In Section 1 we review some basics about the sheaves of Gauss-Manin systems and Brieskorn modules, and then prove Theorem 2 after showing Proposition 2. In Section 2 we recall some basics of formal microlocalization, and prove Proposition 4 by reducing to the normal crossing case. In Section 3 we prove Theorem 1 after showing Propositions 1 and 3.
In Section 4 we show how to generalize the arguments in the previous sections in order to prove Theorem 3.
Notation. The nearby and vanishing cycle functors in [De3] are denoted respectively by ψ f and ϕ f . In case ψ f F is a (shifted) perverse sheaf and F has C-coefficients, ψ f,λ F denotes the λ-eigen-subsheaf of ψ f F for the semisimple part T s of the monodromy T , i.e. ψ f,λ F := Ker(T s − λ) ⊂ ψ f F , and similarly for ϕ f,λ F .
Sheaves of Gauss-Manin systems and Brieskorn modules
In this section we review some basics about the sheaves of Gauss-Manin systems and Brieskorn modules, and then prove Theorem 2 after showing Proposition 2. Here we treat only complex manifolds and analytic sheaves.
1.1. Regular holonomic D S,0 -modules. Let S = C as a complex manifold. Let t be the coordinate. Set ∂ t = ∂/∂t. For a regular holonomic left D S,0 -module M and α ∈ C, define
The actions of t and ∂ t on M induce the morphisms for any α ∈ C (1.1.1)
which are bijections for α = −1. We have the canonical inclusions
The last inclusion follows from the fact that α∈C M α generates M over O S,0 = C{t}. The latter can be proved by using the classical theory of differential equations of one variable with regular singularities, see e.g. [De1] . (Note that (1.1.2) does not hold in the higher dimensional case unless M is isomorphic to its Verdier specialization along the hypersurface.)
Take an extension of M to a coherent D S -module defined on a sufficiently small open neighborhood of 0 ∈ S, which is also denoted by M. We then get a perverse sheaf DR S (M), replacing S with a neighborhood of 0. By [Kas1] , [Mal] , there are canonical isomorphisms of C-vector spaces for λ = exp(−2πα)
where Z k := {i ∈ Z | i k}, and similarly for Z k . (For ψ t,λ , ϕ t,λ , see Notation at the end of the introduction.) Set
We have canonical isomorphisms of C-vector spaces
Indeed, let V denote the V -filtration of Kashiwara and Malgrange indexed decreasingly by Z so that the eigenvalues of the action of t∂ t on Gr 
This implies the canonical splittings (using the coordinate t) for i > j
Microlocalizations. Let E S be the ring of microdifferential operators on P * S (= S), and E S be the ring of formal ones, see [SKK] , [Kas2] . Here the projective cotangent bundle P * S is identified with S since dim S = 1. Forgetting the multiplicative structure, we have
. It is known that E S and E S are flat over D S , see loc. cit. So the tensor with E S,0 or E S,0 over D S,0 is an exact functor. Set
It is well known that the stalks G i f,x are regular holonomic D S,0 -modules, and in the notation of (1.1), we have moreover canonical isomorphisms of constructible sheaves for λ = exp(−2πiα)
(For ψ f,λ C X , ϕ f,λ C X , see Notation at the end of the introduction.) Let V denote the V -filtration of Kashiwara [Kas1] and Malgrange [Mal] on B f such that the roots of the minimal polynomial of the action of t∂ t on Gr i V B f are contained in Λ + i where Λ is as in (1.1.4). Then (1.3.2) is reduced to the assertion that the V -filtration on
, where "strictly" means the injectivity of the morphism from
The proof of (1.3.3) is further reduced to the assertion that the induced filtration on G i f,x consists of finite O S,0 -modules since the other conditions of the V -filtration can be proved easily by using the action of t∂ t together with this property. Then the assertion follows from [Sai3] , Prop. 3.4.8 and Lemma 3.4.9. For the proof of (1.3.2) we also use the inclusion of Milnor tubes for x ∈ X 0 and x ′ ∈ X 0 sufficiently near x to show the compatibility of the isomorphism (1.3.2) with the sheaf structure.
By definition there is a distinguished triangle
In particular,
and the G i f are finite dimensional K-vector spaces, where K is as in (1.2.2).
Sheaves of Brieskorn modules. With the notation of (1.3), let
There is a natural inclusion
f . Note that we have to take the restriction to X 0 in order to define the action of ∂ [BaSa] . We will call H i f the sheaf of Brieskorn modules associated to f . The inclusion (1.4.1) induces the canonical morphism
there is a natural structure of a C{t}-module on H i f . We have the action of ∂
This action is well defined. For i = 1, the ambiguity of η is given by dη ′ , but we have
. For i = 1, the ambiguity of η ∈ O X is given by C, and we have a canonical choice of η assuming that the restriction of η to X 0 vanishes (this is allowed because df ∧ dη = 0).
For i = 1, we see that ω 0 := df ⊗1 in (1.3) belongs to H 
1.5. Proof of Proposition 2. We may assume c = 0 and moreover
since the assertion is analytic and local on X. By (1.2.3) and (1.3.5) it is enough to show a canonical isomorphism of sheaves of E S,0 -modules 
can be defined by F and also by G, i.e.
where F can be replaced with G since these are cofinal with each other. We have a canonical morphism between the short exact sequences
• f −−− → 0 Using the morphism between the associated long exact sequences, we get the canonical isomorphisms for any i
where the H i f are as in (1.4.4). Indeed, consider the long exact sequence associated to the first short exact sequence, and then dividing
, we still get a long exact sequence. This is isomorphic to the long exact sequence associated to the second short exact sequence by the five lemma. Indeed, C[t]ω 0 ⊂ G 1 f is the subsheaf annihilated by the localization by ∂ t by (1.3.5) and the action of ∂ t on (C{t}/C[t])ω 0 is bijective so that the morphism induced by H 1 β is bijective.
We now calculate the cohomology sheaves of
by using the Mittag-Leffler condition. We first calculate the projective limit for q with p fixed. Here we may assume p = 0 by using the action ∂ t . For k ′ = k + i > k > 0, we have the commutative diagrams:
Combining this with (1.5.4) we get short exact sequences of projective systems for j ∈ Z
where the transition morphisms of the first and last projective systems are induced by the identity on H j and ∂
on H j+1 respectively. By the middle property of (1.4.5), we see that the projective limit of the last projective system vanishes. So we get isomorphisms for j ∈ Z (1.5.5)
Moreover, the Mittag-Leffler condition is satisfied for
t ] k by using again the middle property of (1.4.5) together with the snake lemma applied to the transition morphisms between the above short exact sequence of projective systems. So the projective limit commutes with the cohomology.
We have to calculate the inductive limit of the projective limits. Here the inductive limit always commutes with the cohomology sheaf functor. The morphisms of the inductive system of the cohomology sheaves are induced by the inclusions
t ], which are identified with the morphisms
t ]. So (1.5.1) follows from (1.5.5) since the inductive limit of the inductive system H ttorsion-free, and the filtration G gives the filtration V of Kashiwara and Malgrange (indexed by Z) by using an argument similar to [St] , (1.13), see also [Sai1] . It is possible to prove Proposition 2 in the normal crossing case by using this together with (2.3) below.
Commutativity of inductive
Let F
• λ be an inductive system of complexes of sheaves on a topological space X indexed by a directed set Λ. (In this paper, inductive systems are always indexed by directed sets.) We have the canonical flasque resolutions
where I
• denotes the canonical flasque resolution of Godement using the discontinuous sections. By the property of inductive limit, there is a canonical morphism
Assume X has a compactification Y with a stratification compatible with X and satisfying the local triviality condition using the local cone structure along each stratum. More precisely, there is an increasing sequence of closed subspaces 
Assume furthermore the following condition is satisfied:
are locally constant for any λ, k, i.
We can then show that (1.8.1) is an quasi-isomorphism. Let j : X ֒→ Y denote the inclusion. We first prove the canonical quasi-isomorphism
Since the inductive limit commutes with H i , we see that condition (C) holds also for F • . Using the local cone structure along each stratum, condition (C) then holds for Rj * F 
We have the same for R(j ′ k+1 ) * F
• . So we can prove (1.8.2) at each stratum Y o k by decreasing induction on k using the following well-known property:
(1.8.4) Inductive limit commutes with the global cohomology on compact spaces.
By (1.8.2) and (1.8.4), we get thus the canonical isomorphism
Formal microlocalization
In this section we recall some basics of formal microlocalization, and prove Proposition 4 by reducing to the normal crossing case.
Differential complexes and formal microlocalization.
In this subsection X is either a smooth complex algebraic variety or a complex manifold. By [Sai4] , Prop. 1.8, there is an equivalence of categories
is the bounded derived category of right D X -modules, and D b (O X , Diff) is the derived category of bounded complexes whose components are O X -modules and whose differentials are differential morphisms in the sense of loc. cit. More precisely, the differential morphisms are defined so that we have for
and the derived category is defined by inverting D-quasi-isomorphisms (which are, by definition, morphisms whose mapping cones are D-acyclic, where the last condition is defined by the acyclicity of the image by the functor DR
, there are canonical D-quasi-isomorphisms and quasi-isomorphisms (2.1.1)
where DR X (M) is the (shifted) de Rham complex for right
We have an equivalence of categories (2.1.2) DR
, and moreover, DR X (M) for M ∈ M rh (D X ) are D-quasi-isomorphic to subcomplexes F p DR X (M) (whose components are coherent over O X ) for p ≫ 0 locally on X where F is induced by a good filtration on M locally defined on X. By the functor DR −1 , the direct image of D-modules is compatible with that of differential complexes, and the latter is defined by the sheaf-theoretic direct image, see loc. cit., Prop. 3.3.
Let f be an algebraic or holomorphic function on X. Set S := C. We have the graph embedding i f : X ֒→ X := X × S. We define the formal microlocalization 
We thus get the first of the following three complexes:
The second complex is then obtained by taking the localization of the first by ∂ t , and the third by the tensor product of the second with O X ((∂
. Note that the above definition using the tensor product is reasonable only in the case where the
are coherent (e.g. regular holonomic) over D X , see the remark after (2.1.2).
The upperscript f means that the differential and the action of t are twisted by using f as in the introduction, and
is the delta function satisfying the relations
In case L • = DR X (M) for a locally finite free O X -module M with an integrable connection, we have a canonical isomorphism
Moreover, the construction of
f is compatible with the direct image by a proper morphism π :
where Rπ * is defined by the sheaf-theoretic direct image. Here we may assume that each component of the complexes is π * -acyclic by taking the canonical flasque resolution of Godement. It is then enough to show the compatibility with the differential of the complexes where the formal microlocalization can be replaced with the algebraic one by the above argument. So the assertion is shown by using the direct image of induced D-modules as in the proof of [Sai4] , Prop. 3.3. We will also consider the case where the divisor at infinity D is given in X (especially in the analytic case). In this case, we similarly define D 
(For the difference between these, see Example (2.2) below.) We have also the compatibility with the direct image as above by setting D ′ :=π −1 (D) for a proper morphismπ : X ′ → X. These will be used at the end of (2.3) below.
Example 2.2. Set X := C, E := {0}, and also X := C, D := {0}. Let x be the coordinate of C. Set
We have
and there are canonical quasi-isomorphisms
where the last one follows from the first by using the localization. (The difference between x∂ x and ∂ x x comes from the involution * of D X in (2.1.3) for the transformation between left and right D-modules.)
However, setting f = x, we can easily show by a direct calculation
where C((∂ −1 t )) 0 is the sheaf supported at the origin with stalk C((∂ −1 t )). 2.3. Reduction of Proposition 4 to the normal crossing case. Let π : X ′ → X be a proper birational morphism of smooth complex algebraic varieties such that the union of the pullback D ′ of D and a finite number of fibers X ′ c (c ∈ Σ) is a divisor with simple normal crossings (where Σ ⊂ P 1 is a finite set containing ∞), and moreover the restriction of (X ′ , D ′ ) over S ′ := S \ Σ is a divisor with simple normal crossings over S ′ . (The latter condition means that the restriction over S ′ of any intersection of irreducible components of
There is a canonical morphism of differential complexes
Applying this to the dual M * := Hom O X (M, O X ), and using the duality for the direct images of differential complexes (see [Sai4] , Th. 3.11), we get
Since the composition π # • π # is the identity on DR X (M), we get an isomorphism
Indeed, these follow from the octahedral axiom of the triangulated category (applied to the composition of π # and π # ).
3) and GAGA, we have
Set f ′ := π * f . By (2.1.5) together with the remark after it, we then get
Here we use the remark at the end of (2.1). Thus Proposition 4 is reduced to the case where the union of D := X \ X and the fibers X c (c ∈ Σ) is a divisor with normal crossings.
Proof of Proposition 4 in the normal crossing case.
Since the assertion is local on X, we may restrict to an open neighborhood in X of a point of X c \ X c , where we may assume c = 0 or ∞ (by replacing f with f − c in case c = ∞). By (2.3) we may assume that X, X are complex manifolds of dimension n such that the union of D := X \ X and f −1 (0) is a divisor with normal crossings on X. We take a neighborhood of 0 ∈ X c in X of the form
where ∆ ε is an open disk of radius ε. We may assume that there are subsets J, J ′ ⊂ {1, . . . , n} such that
i , replacing U ε and ε if necessary, where x 1 , . . . , x n are the coordinates of the polydisk ∆ n ε .
Note that e i −1 and J ′ ⊃ J if c = ∞, and e i 1 if c = 0. In the inductive argument below, we have to treat also the case f = 0 where we set J = ∅. We assume J = ∅ (i.e. f = 0) for the moment until the proof for the case J = ∅ will be explained.
We first treat the case c = 0. Since the assertion is local on X, we may replace X, X with U ε , U ′ ε respectively, and we will denote by M, M their restrictions to U ε , U ′ ε in this subsection. The assertion is reduced to the case rank M = 1 by using a filtration on M since the local monodromies are commutative in the normal crossing case. Then there is a generator m of M annihilated by the differential operators
where α i ∈ C, and we have M = D Uε /J with J generated by the above differential operators.
defined by the multiplication by i∈J\J ′ x i . Moreover, there is a finite increasing filtration
where the M I are D Uε -modules of the same type as M (up to the direct image as D-modules by closed immersions), and are supported on U ε,I := i∈I {x i = 0} ⊂ U ε .
If |I| = k > 0, then U ε,I is contained in f −1 (0). The assertion in this case is reduced to the case f = 0 (i.e. J = ∅) by using differential complexes as in (2.1), and can be proved by using the inductive argument in this subsection. We may thus replace M with M ′ .
Since the ξ ′ i give a free resolution of M ′ , we get an isomorphism where the coefficients a ν satisfy certain convergence conditions as is well-known. Since
, ξ i are acyclic in case α i / ∈ Z for some i ∈ J ′ \J (using the n-ple complex structure of the Koszul complex). We may thus assume
By the above calculation, the assertion is further reduced to the case J ′ \ J = ∅ by taking the kernel and cokernel of ξ i for i ∈ J ′ \ J inductively (and using the n-ple complex structure of the Koszul complex). Here we also use the external product O X 1 ×X 2 = O X 1 ⊠ O X 2 together with Theorem 2 in case J ′ ∩ J = ∅. We may thus assume
By a similar argument we may assume moreover
Note that n = |J| 2, since J \ J ′ = ∅ and J ′ = ∅.
For the calculation of the Koszul complex, we may replace ξ i with ξ ′ i defined by
(since this does not change the vector space spanned by the ξ i .) For i = i 0 , we have
with α ′ i ∈ C, and hence (2.4.6) ξ
for some i ∈ I , and similarly for A ′ ε,I with A ε replaced by A ′ ε . Consider a canonical morphism
, ξ i . By using (2.4.6) together with the n-ple complex structure of the Koszul complex, the assertion (2.4.4) is then reduced by increasing induction on |I| to the assertion that the above canonical morphism is a quasi-isomorphism for some I ⊂ [1, n] \ {i 0 }. But in case I = [1, n] \ {i 0 }, we have the isomorphism
(Indeed, this easily follows from the condition: i 0 ∈ J \ J ′ .) So the assertion is proved for c = 0, except for the case J = ∅ (i.e. f = 0) which is also needed in our inductive argument. However, the proof in the case J = ∅ is similar, and is easier since the replacement of ξ i by ξ The assertion for c = ∞ is equivalent to the vanishing of the restriction of the left-hand side of the isomorphism in Proposition 4 to X ∞ . We have J ⊂ J ′ in this case. So the assertion is proved in the same way as in the explanation after (2.4.5) by using the ∂ −1 t -adic filtration. This finishes the proof of Proposition 4.
Proof of the main theorem.
In this section we prove Theorem 1 after showing Propositions 1 and 3.
3.1. Proof of Proposition 1. Using the continuous morphism ρ : X an → X, we get the canonical morphisms
The middle term is defined by using
Here the non-commutativity of inductive limit and cohomology does not cause a problem for the construction of the morphism ρ # . Taking the global sections on X, we get the canonical morphism in Proposition 1. We can then use the truncation σ p , and the assertion is reduced to the case of a sheaf F ((u)) with
and the global cohomology functors on X and X an commute with the infinite direct product and also with the infinite direct sum. So the assertion is reduced to the case of F , and follows from GAGA. This finishes the proof of Proposition 1.
Proof of Proposition 3.
We may assume c = 0. Set
This coincides with the notation in (1.3) if M = O X . We have the filtration V on K f , and the assertion is equivalent to the following condition:
The induced filtration V on RΓ X 0 , K • f is strict. We have a spectral sequence of regular holonomic D S,0 -modules
. This is a filtered spectral sequence since K f . More precisely, let E denote the category of C-vector spaces having an exhaustive increasing filtration indexed by Z, and A be the abelian category consisting of graded vector spaces i∈Z E i endowed with morphisms u i : E i → E i+1 . Then E is identified with the full subcategory of A consisting of subobjects such that the u i are all injective. The spectral sequence (3. The proof of (4.1.2) for H i A ′ • M,f (with −1 replaced by 0) can be reduced to the case rank M = 1 by increasing induction on rank M using a long exact sequence associated with a short exact sequence of locally free sheaves with regular singular integrable connection, since the assertion is local. In case rank M = 1, we can calculate H i A ′ • M,f explicitly by using a Koszul complex as in [St] , see (4.2) below.
4.2. Rank 1 case. With the above notation and the assumption, assume rank M = 1. Let x 1 , . . . , x n be local coordinates of X such that we have locally f = i∈J x e i i , E = i∈J ′ {x i = 0}, that M is supported on X and D ∪ E is a divisor with simple normal crossings on X by replacing X with a desingularization of the closure of the support of M in X if necessary (using the compatibility with the direct image explained at the end of (2.1)). Note that the assertions are easy to show in case the support of M is contained in a fiber of f . Replacing E with a larger divisor and blowing-up further X if necessary, we may moreover assume: (4.3.1) f (Sing f ) ∩ f (E) = ∅. 
