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Abstract
In this article we analyze existence and nonexistence of positive solutions to problem
(P±) −u± |∇u|2 = λ u|x|2 + f in Ω, u = 0 on ∂Ω.
The main results are the following:
(i) If the quadratic term in the gradient appears in the equation as a reaction term (−|∇u|2) and λ > 0,
then there is no solution to problem (P−) (even in a very weak sense).
(ii) If the quadratic term in the gradient appears in the equation as an absorption term (+|∇u|2), then there
exists a positive solution to (P+) for all λ > 0 and f ∈ L1(Ω).
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This paper is devoted to some results concerning to nonlinear elliptic equations of the form⎧⎪⎪⎨
⎪⎪⎩
−u± |∇u|2 = λ u|x|2 + f in Ω,
u > 0 in Ω,
u = 0 on ∂Ω,
(1.1)
where Ω ⊂ RN is an open bounded domain, N  3, 0 ∈ Ω and λ ∈ R. The source term f is a
measurable positive function with a suitable summability hypothesis that we will specify in each
case.
If λ ≡ 0, equations of the form (1.1) have been widely studied in the last decades. We refer to
the papers [1,4,10–12,20,22] and the references therein.
Results for problems involving the Hardy potential without the quadratic term in the gradient
can be found, among others, in the papers [13,14] and [15]. Related results can be seen in [2]
and [3], in a more general framework.
In this work we analyze the interaction between the nonlinear first-order term |∇u|2 and the
linear zero-order term λ u|x|2 involving the Hardy potential. We mainly focus on existence and
nonexistence of positive solutions to problem (1.1) and, in the case of nonexistence, we prove
some blow-up phenomena.
Next we summarize the main contributions in this work, comparing them with related known
results.
1. Consider the problem
−u = |∇u|2 + λ u|x|2 + f in Ω, u = 0 on ∂Ω. (1.2)
We prove that for all λ > 0 there is no solution, even in the weakest possible sense. In contrast
with this result we consider the following related facts.
(a) Recall the classical Hardy inequality.
Assume Ω ⊂ RN with 0 ∈ Ω and N  3, then
∫
Ω
|∇u|2 dx ΛN
∫
Ω
u2
|x|2 dx, for all u ∈ C
∞
0 (Ω), (1.3)
where ΛN = (N−22 )2 is optimal and is not attained in W 1,20 (Ω). (See, for instance, [21].)
Since a solution to (1.2) is a supersolution to the equation
−u− λ u|x|2 = f, (1.4)
then for λ > (N−22 )
2 the nonexistence result is an easy consequence of the above Hardy
inequality. See, for instance, [3]. If 0 < λ < ΛN and f ∈ Lm(Ω), m > N2 , solutions
to (1.4) are in general unbounded and if f ∈ L1(Ω), in general (1.4) has no solution.
This behavior is analyzed in [13].
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for all p > N+1
N
and under some extra hypotheses on the data f . See also [4].
Therefore, we conclude that for all λ > 0 the interaction of the Hardy potential with the term
|∇u|2 produces a strong blow-up effect in problem (1.2).
2. Consider now the alternative case, i.e., the problem
−u+ |∇u|2 = λ u|x|2 + f in Ω, u = 0 on ∂Ω. (1.5)
If λ 0 we prove that there exists solution for all f ∈ L1(Ω) without any restriction on the
size of λ. In fact, we prove a general existence result for a wide class of weights that we will
call admissible weights (see (1.6) below). In particular the Hardy potential belongs to this
class.
Hence, we conclude that the absorption term |∇u|2 is sufficient to break down any resonant
effect of the spectrum of the zero-order term λg(x)u, with g an admissible weight. In the
special case of g(x) = |x|−2 the existence result for all λ > 0 exhibits the regularizing effect
of the term |∇u|2 on Eq. (1.4). Compare with the nonexistence result in [13] for L1(Ω) data.
The article is organized as follows. In Section 2 we study problem (1.2) and we prove the
nonexistence result. As a by-product of the nonexistence result, we are able to analyze the point-
wise complete blow-up of the solutions of some approximated problems.
It is worth pointing out that the nonexistence proof is done without the classical Hopf–Cole
change of variables, that is, the nonexistence result could be extended in a straightforward way to
a wide class of problems (p-Laplacian operator, operators related to Caffarelli–Kohn–Nirenberg
inequalities, etc.). The main results in this section are Theorems 2.3 and 2.6.
Section 3 is devoted to study problem (1.5) in the framework of admissible weights. We say
that a positive function g is an admissible weight if the following hypothesis holds
g ∈ L1(Ω), g  0 and λ1(g) = inf
φ ≡0, φ∈W 1,20 (Ω)
∫
Ω
|∇φ|2 dx∫
Ω
gφ2 dx
> 0. (1.6)
Notice that, if g is an admissible weight, in particular, g ∈ W−1,2(Ω).
The typical examples are:
(i) The case g ∈ Lm(Ω) with m> N2 , for which λ1(g) is attained.
(ii) g(x) ≡ 1|x|2 , the Hardy potential, for which λ1(g) ≡ ΛN is not attained.
If (1.6) holds, then we prove in Theorem 3.2 that there exists a nonnegative solution to the
problem
−u+ |∇u|2 = λg(x)u+ f in Ω, u = 0 on ∂Ω, (1.7)
where λ > 0, f  0 and f ∈ L1(Ω).
The same existence result holds if f is an absolutely continuous measure with respect to
classical capacity, see Remark 3.6.
To complete Section 3, we analyze in Section 3.2 the regularity of solutions and in Section 3.3
we prove a uniqueness result for all λ > 0.
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The main feature is a multiplicity result inspired by [1]. We determine the precise conditions to
obtain infinitely many solutions. The multiplicity, as in [1], is deeply related to some semilinear
problems with measure data.
Results for such semilinear problems with measure data are already interesting by themselves.
Some functional spaces and notation. As usual, we consider the Sobolev space W 1,2(Ω)
endowed with the norm
‖φ‖W 1,2 =
(∫
Ω
(|φ|2 + |∇φ|2)dx)1/2,
and W 1,20 (Ω), the closure of C∞0 (Ω) with respect to the norm ‖ .‖W 1,2 .
Given a measurable function u we define its k-truncation in the following way:
Tk(u) =
{
u, |u| k,
k u|u| , |u| > k.
We will consider solutions to problem (1.1) in the distributional sense. See [6] and [19], where
some existence and uniqueness results are proved in a convenient nonvariational setting.
For simplicity of typing, in the sequel un ⇀ u weakly in W 1,2loc (Ω) will stand for un ⇀ u
weakly in W 1,2(Ω ′) for all Ω ′ Ω .
Finally, we will denote the characteristic function of a set A by χA.
2. The blow-up effect of the Hardy potential in problems with critical growth in the
gradient
Consider the problem ⎧⎪⎪⎨
⎪⎪⎩
−u = |∇u|2 + λ u|x|2 + f in Ω,
u > 0 in Ω,
u = 0 on ∂Ω,
(2.1)
where λ > 0 and f ∈ L1(Ω) is a positive function. The notion of solution is precised in the
following definition.
Definition 2.1. We say that u ∈ L1loc(Ω) is a very weak supersolution (subsolution) to prob-
lem (2.1) if |u||x|2 ∈ L1loc(Ω), |∇u|2 ∈ L1loc(Ω) and ∀φ ∈ C∞0 (Ω) such that φ  0, we have∫
Ω
(−φ)udx  ()
∫
Ω
(
|∇u|2 + λ u|x|2 + f
)
φ dx.
If u is a very weak super- and subsolution, then we say that u is a very weak solution.
We will need the following result.
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and u|x|2 ∈ L1loc(Ω). If u satisfies −u − λ u|x|2  0 in D′(Ω) with λ  ΛN , then there exists a
positive constant C and a small ball BR(0) ⊂ Ω such that u(x)  C|x|−α− in BR(0), where
α− = N−22 −
√
(N−22 )2 − λ.
Proof. We claim that there exists η > 0 such that u η in a ball Br(Ω) with r > 0 sufficiently
small. Indeed, consider a regular domain Ω1 Ω , a neighborhood of 0 such that u  0 in Ω1.
Consider w the solution to the problem
{
−w = λ u|x|2 in Ω1,
w = 0 on ∂Ω1.
(2.2)
Since λ u|x|2 ∈ L1(Ω1), existence and uniqueness of w follow easily using the L1 classical theory
for the Laplace equation (see Theorem 4.4 in [27, p. 216], and Theorem 3.1 in [19, p. 760], for
some extensions to measure data). Using the strong maximum principle, we conclude that there
exists η > 0 such that w > η in Br(0)  Ω1. Since u is a supersolution to problem (2.2), we
obtain that uw and the claim follows.
Now, fix R > 0 and consider w ∈ W 1,2(BR(0)) the unique solution to
{
−w − λ w|x|2 = 0 in BR(0),
w = η on ∂BR(0).
By an elementary computation involving the radial equation, it follows that
w(r) = Cr−α− in BR(0),
with α− = N−22 −
√
(N−22 )2 − λ and C = ηR−α− . Applying the weak comparison principle
(see [15]) we conclude that uw in BR(0) and then uC|x|−α− in BR(0). 
Next, we prove the main nonexistence result.
Theorem 2.3. Assume λ > 0 and f a positive function, then (2.1) has no very weak supersolution.
Proof. We argue by contradiction. Let u be a very weak supersolution to (2.1), in particular
−u− λ u|x|2  0.
Assume first that λ (N−22 )2. By Lemma 2.2, there exists C > 0 and a ball BR(0) ⊂ Ω such
that
u(x) C|x|−α− in BR(0), (2.3)
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√
(N−22 )2 − λ. Let φ ∈ C∞0 (BR(0)), then using |φ|2 as a test function in (2.1)
we obtain
λ
∫
BR(0)
u|φ|2
|x|2 dx  2
∫
BR(0)
〈φ∇u,∇φ〉dx −
∫
BR(0)
φ2|∇u|2 dx 
∫
BR(0)
|∇φ|2 dx.
Since u satisfies (2.3) in BR(0), it follows that
Cλ
∫
BR(0)
|φ|2
|x|2+a− dx 
∫
BR(0)
|∇φ|2 dx. (2.4)
Notice that 2 + a− > 2. Therefore (2.4) gives a contradiction with the classical Hardy inequal-
ity (1.3), and the result follows.
If λ > (N−22 )
2
, the proof is easier. It is sufficient to note that u is a very weak solution to
⎧⎪⎨
⎪⎩
−u = |∇u|2 + λ0 u|x|2 + f1 in Ω,
u > 0 in Ω,
u = 0 on ∂Ω,
(2.5)
where f1(x) = (λ − λ0) u|x|2 + f and 0 < λ0 < (N−2)
2
4 . Then the result is a consequence of the
above argument. 
Remark 2.4. If in problem (2.1) we replace |x|−2 by a weight g ∈ Lm(Ω) with m> N2 and λ1(g)
is defined by (1.6), then there exists λ0, 0 < λ0  λ1(g), such that for 0 < λ < λ0 problem (2.1)
has a weak solution for f ∈ Lr(Ω), r > N2 , with norm small enough.
The idea is to use the Hopf–Cole change of variable, v = eu − 1, and look for a variational
solution to the transformed problem.
Compare this elementary observation with the result in Theorem 2.3 for the weight |x|−2.
2.1. Complete blow-up
For each n ∈ N we consider the problem
⎧⎪⎨
⎪⎩
−un = |∇un|2 + λan(x)un + f in Ω,
un > 0 in Ω,
un = 0 on ∂Ω,
(2.6)
with f  0, λ > 0 and an(x) = 1|x|2+ 1
n
.
In order to prove blow-up, without loss of generality, we can assume that f ∈ L∞(Ω) and λ
is small. As a consequence of Remark 2.4 we find solutions to truncated problems (2.6), however
the uniqueness of solution to (2.6) is not in general true. Nevertheless we have the following
result.
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solution.
Proof. Let wn be a solution to (2.6). Consider vk ∈ W 1,20 (Ω)∩L∞(Ω), the solution to problem⎧⎪⎨
⎪⎩
−vk = λan(x)vk + |∇vk|
2
1 + 1
k
|∇vk|2
+ f in Ω,
vk = 0 on ∂Ω.
By using the iterative argument in [4], we obtain for every n ∈ N that vk  vk+1 and vk  wn.
Therefore, there exists un ∈ W 1,20 (Ω) satisfying un = limk→∞ vk wn. Hence, we conclude that
un is a minimal solution to problem (2.6). 
As a consequence of Theorem 2.3, we prove the following blow-up result.
Theorem 2.6. For n ∈ N consider un ∈ W 1,20 (Ω), the minimal solution to problem (2.6). Then
un(x0) → ∞, ∀x0 ∈ Ω.
Proof. If un and un+1 are the minimal solutions for the corresponding problems (2.6), taking
into account the same comparison argument as in [4], we conclude that un  un+1.
We will argue by contradiction. Suppose that un(x0) → C < ∞ for some x0 ∈ Ω . By the
Harnack type inequality obtained in [14], there exists a positive structural constant C′, such that
un(x0) C′(Ω)δ(x0)
∫
Ω
(
λan(x)un + |∇un|2 + f
)
δ(x) dx, (2.7)
where δ(x) = dist(x, ∂Ω). By (2.7) and the monotonicity of the sequence {un}, we conclude that
an(x)un ↗ u|x|2 in L
1
loc(Ω),∫
Ω
|∇un|2 δ(x) C′.
Therefore {un} is bounded in W 1,2loc (Ω) and then, up to a subsequence, un ⇀ u weakly
in W 1,2loc (Ω). We will prove that u is a very weak supersolution to (2.6) which is a contradic-
tion with the nonexistence result in Theorem 2.3.
Since un → u in L1loc(Ω), then −un → −u in the sense of distributions.
Claim. |∇Tkun|2 → |∇Tku|2 in L1loc(Ω) for all k > 0.
Notice that if the claim holds we conclude. In fact, up to subsequences, ∇un → ∇u almost
everywhere and then by Fatou’s Lemma we obtain∫
|∇u|2φ dx 
∫
|∇un|2φ dx,Ω Ω
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contradiction with Theorem 2.3.
Proof of the claim. We follow closely the arguments used in [9]. Consider Gk(s) = s − Tk(s).
We will use the function φ(s) = se 14 s2 which satisfies the inequality φ′(s)− |φ(s)| 12 .
Let ψ be a positive function in C∞0 (Ω). Taking φ(Tkun − Tku)ψ , as a test function in (2.6),
we obtain
∫
Ω
∇unφ(Tkun − Tku)∇ψ dx +
∫
Ω
ψ∇unφ′(Tkun − Tku)∇(Tkun − Tku)dx
=
∫
Ω
ψ |∇un|2φ(Tkun − Tku)dx +
∫
Ω
ψ
(
λan(x)un + f
)
φ(Tkun − Tku)dx. (2.8)
We will estimate each term in the identity (2.8).
(a) We start with the first term in the left-hand side of (2.8).
Since Tkun − Tku → 0 a.e. as n → ∞, then φ(Tkun − Tku) → 0 strongly in L2loc(Ω) as
n → ∞. Therefore ∫
Ω
∇un∇ψφ(Tkun − Tku)dx = o(1) as n → ∞.
(b) To estimate the second term in the left-hand side of (2.8) we proceed as follows:
∫
Ω
ψ∇unφ′(Tkun − Tku)∇(Tkun − Tku)dx
=
∫
Ω
ψ∇Tkunφ′(Tkun − Tku)∇(Tkun − Tku)dx
+
∫
Ω
ψ∇Gk(un)φ′(Tkun − Tku)∇(Tkun − Tku)dx
=
∫
Ω
ψ
∣∣∇Tk(un)− ∇Tk(u)∣∣2φ′(Tkun − Tku)dx
+
∫
Ω
ψ∇Tk(u)∇
(
Tk(un)− Tku
)
φ′(Tkun − Tku)dx
−
∫
Ω
ψ∇Gk(un)∇Tkuφ′(Tkun − Tku)dx.
Since the supports of (∇Gk(un)) and ∇Tk(u) are almost disjoint, it follows that
∫
ψ∇Gk(un)∇Tkuφ′(Tkun − Tku)dx = 0.
Ω
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∫
Ω
ψ∇Tk(u)∇
(
Tk(un)− Tku
)
φ′(Tkun − Tku)dx −→
n→∞ 0.
Therefore,
∫
Ω
ψ∇unφ′(Tkun − Tku)∇(Tkun − Tku)dx
=
∫
Ω
ψ
∣∣∇Tk(un)− ∇Tk(u)∣∣2φ′(Tkun − Tku)dx + o(1).
Next we will estimate each term on the right-hand side of identity (2.8).
(c) In order to estimate the first term in the right-hand side of (2.8), notice that by the
monotonicity of {un} we have φ(Tkun − Tku)χ{unk} = 0. Thus,
∫
Ω
ψ |∇un|2φ(Tkun − Tku)dx
=
∫
{unk}
ψ |∇un|2φ(Tkun − Tku)dx +
∫
{unk}
ψ |∇un|2φ(Tkun − Tku)dx
=
∫
Ω
ψ |∇Tkun|2φ(Tkun − Tku)dx
=
∫
Ω
ψ |∇Tkun − ∇Tku|2φ(Tkun − Tku)dx −
∫
Ω
ψ |∇Tku|2φ(Tkun − Tku)dx
+ 2
∫
Ω
ψ∇Tkun∇Tkuφ(Tkun − Tku)dx.
Since ∇Tk(u)φ(Tkun − Tku) → 0 in (L2loc(Ω))N and ∇Tkun ⇀ ∇Tku weakly in L2loc(Ω), then
∫
Ω
ψ∇Tkun∇Tkuφ(Tkun − Tku)dx −→
n→∞ 0 and
∫
Ω
ψ |∇Tku|2φ(Tkun − Tku)dx −→
n→∞ 0.
Therefore, passing to the limit as n tends to ∞, it follows that
∫
ψ |∇un|2φ(Tkun − Tku)dx =
∫
ψ |∇Tkun − ∇Tku|2φ(Tkun − Tku)dx + o(1).
Ω Ω
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∫
Ω
ψ
(
λan(x)un + f
)
φ(Tkun − Tku)dx → 0 as n → ∞.
Collecting the estimates in (a)–(c) and (d) we obtain,
o(1) =
∫
Ω
ψ
(
φ′(Tkun − Tku)− φ(Tkun − Tku)
)|∇Tkun − ∇Tku|2 dx
 1
2
∫
Ω
ψ |∇Tkun − ∇Tku|2 dx.
Hence, in particular if ψ  χΩ ′ where Ω ′  Ω , we conclude that Tkun → Tku strongly in
W 1,2(Ω ′) which proves the claim and, as a consequence the theorem. 
Remark 2.7. If u ∈ W 1,20 (Ω) and f ∈ L1(Ω), by using the same arguments as in [1], we obtain
that if u is a solution to (2.1), then
eδu − 1 ∈ W 1,20 (Ω), for every δ <
1
2
.
This regularity result allows to justify the Hopf–Cole change of variables and, in particular, to
give an alternative proof of nonexistence in the framework of finite energy.
3. Breaking down the resonance: The effect of |∇u|2 as absorption term
In this section, we study existence, uniqueness and regularity of solutions to
⎧⎪⎨
⎪⎩
−u+ |∇u|2 = λg(x)u+ f in Ω,
u 0 in Ω,
u = 0 on ∂Ω,
(3.1)
where λ > 0 and f ∈ Lm(Ω) with m 1. We will assume that g is an admissible weight in the
sense of (1.6).
We state here for the reader’s convenience the following strong maximum principle that we
will use often in the sequel.
Lemma 3.1. Let f be a bounded function such that f  0. Assume that w is a nonnegative weak
supersolution to problem
{
−w + |∇w|2  f in Ω,
w = 0 on ∂Ω.
Then w > 0 in Ω .
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−v  f (1 − v) in Ω, v = 0 on ∂Ω.
Since v  0, v ≡ 0, and −v  0, we conclude that v > 0 and then w > 0. Hence the result
follows. 
3.1. Existence of solutions for general admissible weights ∀λ > 0
In this subsection we prove the existence of solution to problem (3.1). The existence is ob-
tained for admissible weights g, i.e., (1.6) holds for g. The effect of the absorption term |∇u|2 is
in some way surprising. The existence is proved for all λ > 0 and f ∈ L1(Ω). In other words, the
absorption term breaks down any possible resonant effect of the linear zero-order term g(x)u.
As usual in the study of problems with data in L1(Ω), we will consider approximated prob-
lems, then obtain a priori estimates for their solutions using suitable test functions and finally we
pass to the limit. A solution u ∈ W 1,20 (Ω) will be understood in distributional sense. The main
result in this subsection, and one of the main results in the work, is the following.
Theorem 3.2. Assume f ∈ L1(Ω) and the hypothesis (1.6) holds for g, then there exists
u ∈ W 1,20 (Ω) a weak solution to problem (3.1) for all parameter λ > 0.
We start by proving the existence of solution for all λ > 0 in some particular cases that have
interest by themselves and, as a consequence, we will obtain the general result in Theorem 3.2.
Theorem 3.3. Consider problem (3.1) and assume that f,g ∈ Lm(Ω), with m> N2 , are positive
functions, then for all λ > 0 there exists a weak solution u ∈ W 1,20 (Ω)∩L∞(Ω).
Proof. We perform the proof in two steps.
Step 1. For every fixed k > 0 consider v ∈ W 1,20 (Ω)∩L∞(Ω) such that −v = λkg(x)+ f
in Ω and denote M = ‖v‖L∞ . Then for all n ∈ N, zero is a subsolution and v is a supersolution
to problem
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
w0 = 0,
−wn + |∇wn|
2
1 + 1
n
|∇wn|2
= λg(x)Tkwn−1 + f,
wn ∈ W 1,20 (Ω).
(3.2)
As a consequence of the arguments in [12] and [23], we find a sequence of nonnegative solutions
{wn} to problems (3.2).
It follows that −wn  λkg(x)+ f = −v, hence by the weak comparison principle for the
Laplace operator, we conclude that 0  wn  v M , uniformly in n. Therefore, in particular,
wn ∈ W 1,20 (Ω)∩L∞(Ω). Taking wn as a test function in (3.2) we obtain∫
|∇wn|2 dx +
∫
Hn(∇wn)wn dx = λ
∫
gTkwn−1wn dx +
∫
fwn dx,Ω Ω Ω Ω
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n
|∇wn|2 . By the inequalities of Poincaré and Young, there exists a positive
constant C(k,g,f,Ω) such that
α
∫
Ω
|∇wn|2 dx  C(k,g,f,Ω),
therefore wn ⇀ uk weakly in W 1,20 (Ω) with uk ∈ W 1,20 ∩L∞(Ω) and uk M .
Convergence claim. wn → uk strongly in W 1,20 (Ω).
Proof of the convergence claim. Following [9], we consider φ(s) = se 14 s2 which verifies
φ′(s)− |φ(s)| 12 . Taking φ(wn − uk) as a test function in (3.2),
∫
Ω
∇wnφ′(wn − uk)∇(wn − uk) dx +
∫
Ω
Hn(∇wn)φ(wn − uk) dx
= λ
∫
Ω
g(x)Tkwn−1φ(wn − uk) dx +
∫
Ω
fφ(wn − uk) dx. (3.3)
Since wn ⇀ uk in W 1,20 (Ω), the first term in the left-hand side of (3.3) can be estimated as
follows:
∫
Ω
∇wnφ′(wn − uk)∇(wn − uk) dx
=
∫
Ω
∣∣∇(wn − uk)∣∣2φ′(wn − uk) dx +
∫
Ω
∇uk∇(wn − uk)φ′(wn − uk) dx
=
∫
Ω
∣∣∇(wn − uk)∣∣2φ′(wn − uk) dx + o(1).
For the second term in the left-hand side of (3.3) we have
∫
Ω
Hn(∇wn)φ(wn − uk) dx 
∫
Ω
|∇wn|2
∣∣φ(wn − uk)∣∣dx
=
∫
Ω
|∇wn − ∇uk|2
∣∣φ(wn − uk)∣∣dx −
∫
Ω
|∇uk|2
∣∣φ(wn − uk)∣∣dx
+ 2
∫
∇wn∇uk
∣∣φ(wn − uk)∣∣dx.Ω
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Ω
|∇uk|2
∣∣φ(wn − uk)∣∣dx −→
n→∞ 0
and also by weak convergence,
∫
Ω
∇wn∇ukφ(wn − uk) dx −→
n→∞ 0.
Therefore, passing to the limit as n → ∞, we have
∫
Ω
Hn(∇wn)φ(wn − uk) dx 
∫
Ω
|∇wn − ∇uk|2
∣∣φ(wn − uk)∣∣dx + o(1).
Notice that the right-hand side in (3.3) goes to zero as n → ∞. Hence, since φ′(s) − |φ(s)| > 12
we conclude that
1
2
∫
Ω
|∇wn − ∇uk|2 dx 
∫
Ω
(
φ′(wn − uk)−
∣∣φ(wn − uk)∣∣)|∇wn − ∇uk|2 dx  o(1),
whence wn → uk in W 1,20 (Ω). In particular, up to a subsequence, Hn(∇wn) → |∇uk|2 a.e. in Ω
and by the dominated convergence theorem,
Hn(∇wn) → |∇uk|2 in L1(Ω).
Since −wn → −uk in the sense of distributions, we conclude that uk satisfies the problem
−uk + |∇uk|2 = λg(x)Tkuk + f in Ω, uk ∈ W 1,20 (Ω). (3.4)
Step 2. Taking the solution uk as a test function in (3.4) it follows that
∫
Ω
|∇uk|2 dx + 49
∫
Ω
∣∣∇u 32k ∣∣2 dx
= λ
∫
Ω
g(x)ukTkuk dx +
∫
Ω
fuk dx  λ
∫
Ω
g(x)u2k dx +
∫
Ω
fuk dx.
Applying Poincaré’s inequality and Young’s inequality we obtain that for all ε > 0 there exist
positive constants Cε , α, β such that
α
∫
|∇uk|2 dx + β
∫ ∣∣∇u 32k ∣∣2 dx Cε‖f ‖LN2 + λCε‖g‖LN2 = C(ε,f, g,λ) uniformly in k
Ω Ω
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quence {uk} is uniformly bounded in L∞(Ω). Moreover, uk ⇀ u in W 1,20 (Ω) and u
3
2
k ⇀ u
3
2
in W 1,20 (Ω). As a consequence, we also find that u ∈ W 1,20 (Ω)∩L∞(Ω).
With the same arguments as in the above convergence claim, we prove that uk → u in W 1,20 (Ω)
and then u is a solution to (3.1). Hence the result follows. 
In the sequel, we will use the following elementary lemma.
Lemma 3.4. ∀ε > 0, ∀k > 0, ∃Cε such that
sTk(s) εΨ 2k (s)+Cε, s  0,
being Ψk(s) =
∫ s
0 Tk(t)
1
2 dt , namely,
Ψk(s) =
{ 2
3 s
3
2 if s < k,
2
3k
3
2 + (s − k)k 12 if s > k.
We are now able to prove another intermediate result before Theorem 3.2.
Theorem 3.5. Assume that f ∈ L1(Ω) and g ∈ Lm(Ω) with m > N2 , then for all λ ∈ R, prob-
lem (3.1) has a positive solution u ∈ W 1,20 (Ω).
Proof. Consider a sequence fn ∈ L∞(Ω) such that fn ↑ f in L1(Ω). By Theorem 3.3, for all
n ∈ N there exists un, a positive bounded solution to the problem⎧⎨
⎩
−un + |∇un|2 = λg(x)un + fn in Ω,
un > 0 in Ω,
un = 0 on ∂Ω.
(3.5)
Taking Tkun as a test function in (3.5), it follows that∫
Ω
|∇Tkun|2 dx +
∫
Ω
|∇un|2Tkun dx = λ
∫
Ω
g(x)unTkun dx +
∫
Ω
fnTkun dx in Ω.
From Lemma 3.4, by inequalities of Poincaré and Young, we conclude that for all ε > 0 there
exists Cε > 0 such that∫
Ω
|∇Tkun|2 dx +
∫
Ω
|∇Ψkun|2 dx  ελ
λ1(g)
∫
Ω
|∇Ψkun|2 dx + λCε
∫
Ω
g(x)dx + k‖fn‖L1 .
(3.6)
Choosing 0 < ε  λ1(g)
λ
, we get
∫
|∇Tkun|2 dx + β
∫
|∇Ψkun|2 dx  λC′(g,Ω, ε)+ k‖fn‖L1 .
Ω Ω
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∫
Ω
|∇Tkun|2  C(λ, ε,Ω,f, k) uniformly in n ∈ N,
∫
Ω
|∇Ψkun|2  C(λ, ε,Ω,f, k) uniformly in n ∈ N.
Hence, using the definition of Ψk , there exists u ∈ W 1,20 (Ω) such that un ⇀ u weakly in
W
1,2
0 (Ω).
We use similar arguments to those in [9]. Consider Gk(s) = s − Tk(s) and ψk−1(s) =
T1(Gk−1(s)). Notice that in particular ψk−1(un)|∇un|2  |∇un|2χ{unk}. By using ψk−1(un)
as a test function in (3.5) we obtain
∫
Ω
∣∣∇ψk−1(un)∣∣2 dx +
∫
Ω
ψk−1(un)|∇un|2 dx =
∫
Ω
(
λg(x)un + fn
)
ψk−1(un) dx.
Since {un} is uniformly bounded in Lp(Ω),∀p < 2∗, we obtain
∣∣{x ∈ Ω, such that k − 1 < un(x) < k}∣∣→ 0,∣∣{x ∈ Ω, such that un(x) > k}∣∣→ 0 as k → ∞.
Thus, we conclude that
lim
k→∞
∫
{unk}
|∇un|2 dx = 0 uniformly in n. (3.7)
Moreover, we claim that
Tkun → Tku in W 1,20 (Ω).
In order to prove this statement, we use φ(Tkun − Tku) as a test function in (3.5) with φ(s) =
se
1
4 s
2
. Notice that φ(Tkun −Tku) → 0 strongly in Lp(Ω), p  1. By the dominated convergence
theorem it follows that∫
Ω
(
λg(x)un + fn
)
φ(Tkun − Tku)dx → 0 as n → ∞.
Then using the same computations as in the convergence claim in the proof of Theorem 3.3, we
conclude that Tkun → Tku strongly in W 1,20 (Ω).
To finish the proof, it is sufficient to show that
|∇un|2 → |∇u|2 strongly in L1(Ω).
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integrable. Let E ⊂ Ω be a measurable set. Then
∫
E
|∇un|2 dx 
∫
E
|∇Tkun|2 dx +
∫
{unk}∩E
|∇un|2 dx.
For every k > 0, one has that Tk(un) → Tk(u) strongly in W 1,20 (Ω), therefore the integral∫
E
|∇Tk(un)|2 dx is uniformly small if |E| is small enough. On the other hand, by (3.7) we
obtain ∫
{unk}∩E
|∇un|2 dx 
∫
{unk}
|∇un|2 dx → 0 as k → ∞ uniformly in n.
The equi-integrability of |∇un|2 follows immediately, and the proof is complete. 
Proof of Theorem 3.2. We consider the truncation gn(x) = min{g(x), n} ∈ L∞(Ω). Due to
Theorem 3.5, for all n ∈ N there exists un, positive solution to the problem⎧⎨
⎩
−un + |∇un|2 = λgn(x)un + f in Ω,
un > 0 in Ω,
un = 0 on ∂Ω.
(3.8)
To conclude we use the same arguments as in the proof of Theorem 3.5. The uniform bound of
un in W 1,20 (Ω) follows using the same computations as in (3.6). The main difficulty is to prove
that gn(x)un → g(x)u strongly in L1(Ω). We apply Vitali’s Theorem. Notice that
∫
Ω
gn(x)un dx =
∫
Ω
g
1
2
n (x)g
1
2
n un dx 
(∫
Ω
g(x)dx
) 1
2
(∫
Ω
g(x)u2n dx
) 1
2

‖g‖
1
2
L1
‖un‖W 1,20√
λ1(g)
< C.
It follows that gnun is bounded in L1(Ω) and converges almost everywhere to g(x)u ∈ L1(Ω).
Let E be a measurable set, then as above we have
∫
E
gn(x)un dx =
∫
E
g
1
2
n (x)g
1
2
n (x)un dx C
(∫
E
g(x)dx
) 1
2
,
where C is a positive constant independent of n, then we obtain the conditions to apply Vitali’s
Theorem. Hence gn(x)un → g(x)u in L1(Ω). Moreover, by the same arguments as in the proof
of the last part of Theorem 3.5, we obtain that |∇un|2 → |∇u|2 in L1(Ω). 
Remark 3.6.
1. The results obtained in Theorems 3.2 and 3.5 mean that non-resonance phenomenon can
occurs if we add |∇u|2 as an absorption term.
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bound of the spectrum of the operator − with the corresponding weight and under suitable
conditions on f .
2. The same existence result holds if f is a bounded positive Radon measure such that
f ∈ L1(Ω)+W−1,2(Ω)
(f is absolutely continuous with respect to the classical capacity).
In this case, solution means a renormalized solution as defined in [19]. The result follows
using the same approximation arguments.
3.2. Regularity of solutions
According to the previous section, there exists a solution u ∈ W 1,20 (Ω) to problem (3.1) for
all f ∈ L1(Ω). In this subsection we study how some extra summability on f produces extra
regularity in u. We start by considering problem (3.1) with a general weight g satisfying condi-
tion (1.6) and then we study the Hardy potential for which more precise results can be obtained.
3.2.1. General case: Any admissible weight
Let us consider the problem (3.1) with g satisfying (1.6) and f ∈ Lm(Ω). We distinguish
two cases depending on the duality, that is, m  2N
N+2 which means that f is in the dual space
W−1,2(Ω), and the complementary interval 1 <m< 2N
N+2 .
Theorem 3.7. Assume that f  0, f ∈ Lm(Ω) with m  2N
N+2 and (1.6) holds for g. Let
u ∈ W 1,20 (Ω) be a solution to problem (3.1). Then∫
Ω
up|∇u|2 dx < ∞ and
∫
Ω
uq
|x|2 dx < ∞, for all 1 p < 2 and q < 4. (3.9)
Proof. Since f ∈ W−1,2(Ω), using u1+εu as a test function in (3.1) and taking limits as ε → 0,
we obtain ∫
Ω
|∇u|2 dx +
∫
Ω
u|∇u|2 dx = λ
∫
Ω
g(x)u2 dx +
∫
Ω
f udx.
Hence we conclude that u 32 ∈ W 1,20 (Ω). Using a similar argument for u
3
2 , we obtain that
u
7
4 ∈ W 1,20 (Ω) and, iterating, we obtain that up ∈ W 1,20 (Ω) for all 1 p < 2. As a consequence,
using Hardy’s inequality we obtain that
∫
Ω
uq
|x|2 dx < ∞ for all q < 4. 
Theorem 3.8. Assume that f  0, f ∈ Lm(Ω) with 1 < m < 2N
N+2 and (1.6) holds for g. Let
u ∈ W 1,20 (Ω) be a solution to problem (3.1). Then∫
Ω
up|∇u|2 dx < ∞, ∀p < p¯ = 2
∗2(m− 1)
2m− 2∗(m− 1) , 2
∗ = 2N
N − 2 .
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∫
Ω
fuα0 
(∫
Ω
fm dx
) 1
m
(∫
Ω
uα0m
′
dx
) 1
m′
< ∞.
Taking u
α0
1+εuα0 as a test function in (3.1) and letting ε → 0, it follows that
∫
Ω
uα0 |∇u|2 dx < ∞.
Hence u
α0+2
2 ∈ W 1,20 (Ω) and then u ∈ L
2∗
2 (α0+2)
.
Denoting α1 = 2∗2 (α0 + 2) 1m′ , we conclude that
∫
Ω
fuα1 
(∫
Ω
fm dx
) 1
m
(∫
Ω
uα1m
′
dx
) 1
m′
< ∞.
Using the same truncation arguments for uα1 , we have
∫
Ω
uα1 |∇u|2 dx < ∞, thus uα1+22 ∈
W
1,2
0 (Ω) and then u ∈ L
2∗
2 (α1+2) with α1 = 2∗2 α0m′ + 2
∗
m′ . By induction, using
uαn
1+εuαn as a test
function in (3.1) with αn = 2∗2 αn−1m′ + 2
∗
m′ and letting ε → 0 we conclude that u
αn+2
2 ∈ W 1,20 (Ω)
and u ∈ L 2∗2 (αn+2).
Denote a = 2∗2 1m′ and b = 2∗ 1m′ , such that a < 1 and αn = aαn−1 + b = anα0 + b(an−1 +
an−2 + · · · + 1). It follows that αn is an increasing sequence such that αn → p¯ as n → ∞ with
p¯ = b 11−a = 2
∗2(m−1)
2m−2∗(m−1) . 
3.2.2. An interesting special case: Hardy potential
Let us consider the problem (3.1) with g(x) = 1|x|2 , i.e.,
⎧⎪⎨
⎪⎩
−u+ |∇u|2 = λ u|x|2 + f in Ω,
u > 0 in Ω,
u = 0 on ∂Ω.
(3.10)
Since Hardy potential is an admissible weight, Theorems 3.7 and 3.8 hold. We prove the follow-
ing result.
Theorem 3.9. Assume that f ∈ Lm(Ω) with m 2N
N+2 . Let u ∈ W 1,20 (Ω) be a solution to prob-
lem (3.1) with g(x) = 1|x|2 .
(i) If m> N2 , then up ∈ W 1,20 (Ω) for all p > 1. In particular, we have
∫
Ω
up
|x|α dx < ∞, ∀p  1,
α <N .
(ii) If 2N
N+2 m<
N
2 , then by setting r = 12 2
∗
m′− 2∗2
+ 1 ≡ m(N−2)
N−2m  2 we have up ∈ W 1,20 (Ω) for
all p  r .
Proof. Using ( u )α as a test function in (3.1), with 1 < α < 6, we get1+εu
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Ω
(
u
1 + εu
)α−1 |∇u|2
(1 + εu)2 dx +
∫
Ω
(
u
1 + εu
)α
|∇u|2 dx
 λ
∫
Ω
(
u
1 + εu
)α
u
|x|2 dx +
∫
Ω
f
(
u
1 + εu
)α
dx. (3.11)
Notice that
∫
Ω
(
u
1 + εu
)α
|∇u|2 d = 1
(α2 + 1)2
∫
Ω
∣∣∣∣∇
((
u
1 + εu
) α
2 +1)∣∣∣∣
2
dx. (3.12)
On the other hand, applying the inequalities of Young and Hardy, we have
∫
Ω
(
u
1 + εu
)α
u
|x|2 dx  ε
∫
Ω
( u1+εu )
α+2
|x|2 dx +C(ε)
∫
Ω
u
α+2
2
|x|2 dx
 εΛ−1
∫
Ω
∣∣∣∣∇
((
u
1 + εu
) α
2 +1)∣∣∣∣
2
dx +C(ε)
∫
Ω
u
α+2
2
|x|2 dx. (3.13)
From (3.11)–(3.13) and choosing ε small enough we obtain that
(
1
(α2 + 1)2
− εΛ−1
)∫
Ω
∣∣∣∣∇
((
u
1 + εu
) α
2 +1)∣∣∣∣
2
dx
C(ε)
∫
Ω
u
α+2
2
|x|2 dx +
∫
Ω
f
(
u
1 + εu
)α
dx.
Since α < 6 it follows that α+22 < 4, and then, by Theorem 3.7,
∫
Ω
u
α+2
2
|x|2 dx < ∞. Moreover we
have
∫
Ω
f
(
u
1 + εu
)α
dx 
(∫
Ω
fm dx
) 1
m
(∫
Ω
(
u
1 + εu
)m′α
dx
) 1
m′
. (3.14)
We start the proof of (i). Assume that m  N2 , then m′  NN−2 ≡ 2
∗
2 and therefore, for all
α  0, m′α < 2∗2 α. Hence, applying Hölder’s inequality, we conclude that
(∫
Ω
(
u
1 + εu
)m′α
dx
) 1
m′
C
(∫
Ω
(
u
1 + εu
) 2∗
2 α+2∗
dx
) α
2∗
2 α+2∗ .
Notice that since α2∗ ∗ <
2α
2∗ , then using Young and Sobolev inequalities, we get2 α+2
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Ω
(
u
1 + εu
) 2∗
2 α+2∗
dx
) α
2∗
2 α+2∗ C + ε
(∫
Ω
(
u
1 + εu
) 2∗
2 α+2∗
dx
) 2α
2∗
C + εS−1
(∫
Ω
∣∣∣∣∇
((
u
1 + εu
) α
2 +1)∣∣∣∣
2
dx
)α
.
We have that
(∫
Ω
∣∣∣∣∇
((
u
1 + εu
) α
2 +1)∣∣∣∣
2
dx
)α
< C +
(∫
Ω
fm dx
) 1
m
< ∞.
Hence by letting ε → 0, we obtain that ∫
Ω
uα|∇u|2 dx < ∞, thus uα+22 ∈ W 1,20 (Ω). Moreover,
using Sobolev and Hardy inequalities, it follows that u 2
∗
2 (α+2) ∈ L1(Ω) and ∫
Ω
uα+2
|x|2 dx < ∞.
Let us denote α1 = α. Now we use ( u1+εu )α2 as a test function in (3.1) with α2 = α1 + 1. Since
m> N2 , it follows that
N(α1+2)
N+2(α1+1) < m and therefore
∫
Ω
f
(
u
1 + εu
)α2
dx 
(∫
Ω
f
N(α1+2)
N+2(α1+1) dx
)N+2(α1+1)
N(α1+2)
(∫
Ω
u
2∗
2 (α1+2) dx
) 2(α1+1)
2∗(α1+2)
< ∞.
Since
∫
Ω
uα1+2
|x|2 dx =
∫
Ω
uα2+1
|x|2 dx < ∞, then as above we conclude that
(∫
Ω
∣∣∣∣∇
((
u
1 + εu
) α2
2 +1)∣∣∣∣
2
dx
)
<C.
By letting ε → 0, we obtain that ∫
Ω
uα2 |∇u|2 dx < ∞, hence uα2+22 ∈ W 1,20 (Ω), then u
2∗
2 (α2+2) ∈
L1(Ω) and
∫
Ω
uα2+2
|x|2 dx < ∞. By recurrence, if uαk ∈ W 1,20 (Ω) taking
αk+1 = αk + 1,
we have that
∫
Ω
f uαk+1 dx < ∞ and then it follows that ∫
Ω
uαk+2
|x|2 dx < ∞. Hence we conclude
that u
αk+2
2 ∈ W 1,20 (Ω). Since αk → ∞ as k → ∞, we conclude the proof of (i).
To finish, we prove (ii). Assume that 2N
N+2 m <
N
2 , then
N
N−2 < m
′  2N
N−2 . It is clear that
the choice of 1 < α < 6 is independent of m, therefore, as in the case (i), we have
(
1
(α2 + 1)2
− εΛ−1λ
) ∫
{
u(x)σ }
∣∣∣∣∇
((
u
1 + εu
) α
2 +1)∣∣∣∣
2
dx
 C(ε)
∫
u
α+2
2
|x|2 dx +
(∫
f m dx
) 1
m
(∫ (
u
1 + εu
)m′α
dx
) 1
m′
,Ω Ω Ω
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∫
Ω
u
α+2
2
|x|2 dx < ∞. Thanks to Sobolev inequality,
∫
Ω
∣∣∣∣∇
((
u
1 + εu
) α
2 +1)∣∣∣∣
2
dx  S
(∫
Ω
(
u
1 + εu
) 2∗
2 α+2∗
dx
) 2
2∗
.
Therefore, it follows that necessary we have that
m′α  2
∗
2
α + 2∗
and then α  2∗
m′− 2∗2
= 2N(m−1)
N−2m . By letting ε → 0, we obtain that u
2∗
2 (α+2) ∈ L1(Ω) with
α  2N(m−1)
N−2m . It is clear that
1
m′ <
2
2∗ which follows by hypothesis of the second case. Hence
we conclude that ∫
Ω
uα|∇u|2 dx < ∞ for all α  2N(m− 1)
N − 2m ,
so up ∈ W 1,20 for all p  r with r = 12 2
∗
m′− 2∗2
+ 1 ≡ m(N−2)
N−2m  2. 
Furthermore, the special structure of Hardy potential allows us to give precise results about
the local behavior of the solution to problem (3.10) in the origin.
Theorem 3.10. Assume that λ > 0 and f  0. Consider u a nonnegative solution to prob-
lem (3.10). Then u is unbounded in any neighborhood of the origin.
Proof. Consider as above v = 1 − e−u, then
−v = λ(1 − v) log(
1
1−v )
|x|2 + f (1 − v) in Ω, v = 0 on ∂Ω,
and 0  v(x)  1. It is sufficient to prove that ‖v‖
L∞(Br (0)) = 1 for all balls Br(0) ⊂ Ω . By
contradiction, assume that there exists a positive constant c < 1 such that v(x)  c for all x ∈
Br(0). Hence,
(
1 − v(x)) log( 1
1 − v(x)
)
 c1 in Br(0), and then −v  λ c1|x|2 in Br(0),
which is a contradiction with the fact that v is bounded. 
Next we find the precise regularity result for the Hardy potential.
Theorem 3.11. Assume f  0, f ∈ Lm(Ω) with m  2N
N+2 and u ∈ W 1,20 (Ω) is a solution to
problem (3.10). Then ∫ |x|−2γ |∇u|2 dx < ∞, ∀γ < N−2 .
Ω 2
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{
−v − c v|x|2 = 1 in Ω,
v = 0 on ∂Ω.
(3.15)
It is well known that v(x) ≈ |x|−N−22 +
√
ΛN−c near x = 0. Taking v ∈ W 1,20 (Ω) as a test function
in (3.1) it follows that
∫
Ω
u(−v)dx +
∫
Ω
|∇u|2v dx = λ
∫
Ω
uv
|x|2 dx +
∫
Ω
f v dx.
Therefore, if 2γ = N−22 −
√
ΛN − c,
∫
Ω
|∇u|2|x|−2γ dx C
∫
Ω
|∇u|2v dx 
∫
Ω
f |x|−2γ dx +C
∫
Ω
u|x|−2(γ+1) dx.
Since 2γ < N−22 and f ∈ Lm(Ω) with m 2NN+2 , then
∫
B1(0) u|x|−2(γ+1) dx < C1. Hence,∫
Ω
|x|−2γ |∇u|2 dx < ∞,
that allows us to conclude. 
3.3. Uniqueness of solutions
In this subsection we obtain some results on uniqueness of solutions to problem (3.1). Some
related results can be found in [8].
Theorem 3.12. Assume that f ∈ L1(Ω) is a positive function and g satisfies (1.6). Then for all
λ > 0 the problem
⎧⎨
⎩
−u+ |∇u|2 = λg(x)u+ f (x) in Ω,
u > 0 in Ω,
u = 0 on ∂Ω,
(3.16)
has at most a positive solution u ∈ W 1,20 (Ω).
Proof. If u ∈ W 1,20 (Ω) is a solution to (3.16) then v = 1 − e−u verifies 0 v  1 in Ω and it is
a solution to ⎧⎨
⎩−v = λg(x)(1 − v) log
(
1
1 − v
)
+ (1 − v)f (x) in Ω, (3.17)v = 0 on ∂Ω.
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H(x, v) =
{
λg(x)(1 − v) log( 11−v )+ (1 − v)f (x), if 0 v < 1,
0, if v  1.
By a direct computation we find that H(v,x)
v
is a nonincreasing function in v for v  0, then a
straightforward extension of the comparison result in [16] allows us conclude that v is the unique
solution to (3.17). Therefore, u is the unique solution to (3.16). 
4. Further results
To complete our analysis we will study in this section the case λ = −σ with σ > 0 and the
presence of the source term |∇u|2. Precisely we deal with the problem⎧⎪⎪⎨
⎪⎪⎩
−u+ σ u|x|2 = |∇u|
2 + αf in Ω,
u 0 in Ω,
u = 0 on ∂Ω,
(4.1)
where σ,α > 0 and f > 0 has sufficient summability. We start with the statement of the following
regularity result.
Theorem 4.1. Assume that u ∈ W 1,20 (Ω) is a solution to problem (4.1) and f  0 satisfies (1.6).
Then
(i) up|x|2 ∈ L1(Ω), ∀p  1,
(ii) up|∇u|2 ∈ L1(Ω), ∀p  1,
(iii) |x|−2γ |∇u|2 ∈ L1(Ω), ∀γ < N−22 .
Proof. Taking ϕ = u1+εu , ε > 0, as a test function in (4.1) we obtain∫
Ω
|∇u|2 + σ
∫
Ω
u2|x|2 
∫
Ω
|∇u|2
(1 + εu)2 + σ
∫
Ω
u2
|x|2(1 + εu) 
∫
Ω
u|∇u|2
(1 + εu) .
Passing to the limit as ε → 0 we conclude that u3/2 ∈ W 1,20 (Ω). We skip the rest of the details
because they are similar to those in the proofs of Theorems 3.7 and 3.11. 
4.1. Existence of regular solutions
In order to prove the existence we will assume that f satisfies (1.6). We recall that if (1.6)
holds, then f ∈ W−1,2(Ω).
Definition 4.2. We say that u is a regular solution to (4.1) if eu − 1 ∈ W 1,20 (Ω).
Theorem 4.3. If f is a positive function satisfying (1.6), then (4.1) has a regular solution for all
α < λ1(f ).
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{
−v + σ|x|2 (v + 1) log
(|v + 1|)= αf (v + 1) in Ω,
v = 0 on ∂Ω.
(4.2)
Assume 0 < α < λ1(f ). Consider the energy functional
J (v) = 1
2
∫
Ω
|∇v|2 dx + σ
∫
Ω
G(|v|)
|x|2 dx −
α
2
∫
Ω
f (v + 1)2 dx,
where G(s) = (s+1)22 (log(s + 1)− 12 ).
By using an elementary minimization argument, there exists a nonnegative minimizer v
for J (v). Then by setting u = log(1 + v), we obtain the result. 
Remark 4.4.
1. The interval of existence in α is in general optimal as shows the next example. Let f (x) =
1
|x−x0| , where x0 ∈ Ω and x0 = 0. If for α > λ1(f ) ≡ ΛN there exists a solution u > 0, then
consider Br(x0)Ω and 0 /∈ Br(x0). Take φ2 ∈ C∞0 (Br(x0)) as a test function in (4.1), then
∫
Ω
|∇φ|2 dx + σ
∫
Ω
uφ2
|x|2 dx  α
∫
Ω
fφ2 dx. (4.3)
By inequalities of Hölder and Sobolev we get
σ
∫
Br(x0)
uφ2
|x|2 dx 
σ
C(|x0| − r)2
( ∫
Br(x0)
u
N
2 dx
) 2
N
( ∫
Br(x0)
|∇φ|2 dx
)
. (4.4)
Hence, according with the Hardy’s inequality for the weight f , there exists {φn} ∈ W 1,20 (Ω)
such that
ΛN ←
∫
Br (x0)
|∇φn|2 dx∫
Br (x0)
f φ2n dx
 α
1 + σ
C(|x0|−r)2
(∫
Br(x0)
u
N
2 dx
) 2
N
, ∀r > 0,
so as r ↓ 0, it follows that α ΛN , a contradiction.
2. There exists a particular case which provides existence for all α > 0. Consider |x|2f (x)A.
In this case, since ∀M,C > 0 there exist constants ε, k > 0 such that if v  k, then
M(v + 1)2 log(v + 1)−C(v + 1)2  ε,
we find that the above functional J is coercive for all α.
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In this subsection we will show a deep relation between problems with first-order quadratic
terms and linear equations with measure data, following the ideas in [1]. This relation will imply
a very strong form of nonuniqueness for distributional solutions of problem (4.1).
Firstly, we enunciate a well-known monotonicity property for the operator in (4.2).
Lemma 4.5 (Comparison principle). Assume that H is an increasing function and consider
u,v ∈ W 1,20 (Ω) with H(u),H(v) ∈ L1(Ω). Then if −u + H(u)  −v + H(v) in Ω , we
have u v in Ω .
The following result motivates the main hypothesis on the measures to be considered (com-
pare with the results in [1] where the Hardy potential term does not appear).
Theorem 4.6. Assume that 0 ∈ Ω , a bounded regular domain. Then there is no function
v ∈ L1loc(Ω) such that (v+1) log(v+1)|x|2 , f (v + 1) ∈ L1loc(Ω) and⎧⎨
⎩−v + σ
(v + 1) log(v + 1)
|x|2 = αf (v + 1)+ δ0 in D
′(Ω),
v  0 in Ω.
(4.5)
Proof. We argue by contradiction. Assume that v ∈ L1loc(Ω) is a solution to (4.5), such that
(v+1) log(v+1)
|x|2 , f (v + 1) ∈ L1loc(Ω). Then v is a supersolution in Bη(0)Ω to the problem⎧⎨
⎩−w + σ
(w + 1) log(w + 1)
|x|2 = δ0 in D
′(Bη(0)),
w > 0 in Ω, w = 0 on ∂Bη(0).
(4.6)
In these conditions, we claim that problem (4.6) has a unique renormalized solution w ∈
W
1,q
0 (Ω) for all q <
N
N−1 which in addition is radial. To prove the claim we consider the ap-
proximated problems
⎧⎨
⎩−wn + σ
(wn + 1) log(wn + 1)
|x|2 + 1
n
= δ0 in D′
(
Bη(0)
)
,
w > 0 in Ω, w = 0 on ∂Bη(0).
(4.7)
Existence and uniqueness of solution to problem (4.7) are obtained using some results in [5] (see
also Section 4 in [7]). By uniqueness it is easy to check that solution wn is radial. Since v is a
supersolution to (4.7), using the extended Kato’s inequality in [17], we conclude that wn  v.
The fact that wn are uniformly bounded in W 1,q0 (Ω) follows using the arguments in [6]. Consider
w the weak limit of {wn} in W 1,q0 (Ω). To pass to the limit in the nonlinear term we explicitly use
the existence of the supersolution v, that is, we use the fact that
(wn + 1) log(wn + 1)
|x|2 
(v + 1) log(v + 1)
|x|2 in L
1(Bη(0)),
and the dominated convergence theorem. Hence the claim follows.
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−rN−1w′(r)+ σ
r∫
0
(w + 1) log(w + 1)
t2
tN−1 dt = 1.
Thus w′(r) = o( 1
rN−1 ) − 1rN−1 and then w(r) = o( 1rN−2 ) − (N−2)rN−2 . As r ↓ 0, w(r) ≈ (N−2)rN−2 , and
then (w+1) log(w+1)|x|2 ≈ log(1 + N−2|x|N−2 )( 1|x|2 + N−2|x|N ) /∈ L1(Ω), a contradiction. 
Remark 4.7. Theorem 4.6 shows that |x|−2 is a borderline case. Indeed consider the problem⎧⎨
⎩−w + σ
(w + 1)1−η log(w + 1)
|x|2−ε = μ in D
′(Ω),
w > 0 in Ω, w = 0 on ∂Ω.
If ε > 0 or η > 0, then for all bounded positive Radon measures there exists a unique solution.
See [5].
Theorem 4.6 also motivates the class of valid measures as a source term in semilinear prob-
lem (4.2), in order to find a very weak solution.
We recall that a Radon measure μ on Ω is said to be concentrated on a Borel set E ⊂ Ω
if μ(E) = μ(B ∩ E) for every Borel set B . Moreover, we denote by cap(E) = cap1,2(E) the
capacity of subsets of Ω induced by the norm ‖u‖2
W
1,2
0
= ∫
Ω
|∇u|2 dx. For details on capacity
see [24].
The next theorem is inspired by the study of Eq. (4.16) in [7, p. 727].
Theorem 4.8. Let μs be a bounded positive measure which is concentrated on a set of zero
capacity A ⊂ Ω \ Br(0), with r > 0. Let f be a positive function such that f ∈ Lp(Ω) with
p > N2 , then for all 0 < α < λ1(f ) and for all σ > 0, there exists a unique solution v to the
problem ⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
−v + σ (v + 1) log(v + 1)|x|2 = αf (v + 1)+μs ∈D
′(Ω),
v  0 in Ω, v = 0 on ∂Ω,
v ∈ W 1,q0 (Ω), for all q <
N
N − 1 ,
Tk(v) ∈ W 1,20 (Ω), for every k > 0, log(1 + v) ∈ W 1,20 (Ω).
(4.8)
Proof. We follow an approximation argument as in [25], see also [1]. Let {gn} be a sequence
of positive bounded functions such that ‖gn‖L1  C, supp gn ⊂ Ω \ Br2 (0) and gn → μs in the
sense of measures. Using the same proof as in Theorem 4.3, we get the existence of a unique
nonnegative solution vn ∈ W 1,20 (Ω) to the problem⎧⎨
⎩−vn + σ
(vn + 1) log(vn + 1)
|x|2 = αf (vn + 1)+ gn in Ω, (4.9)
vn  0 in Ω, vn = 0 on ∂Ω.
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By using Theorem 4 in [18], we find that there exists v ∈ W 1,q0 (Ω) such that vn ⇀ v in W 1,q0 (Ω)
with q < N
N−1 . The difficulty is to pass to the limit in the nonlinear term and then to obtain that
v is solution to problem (4.8).
Notice that −vn → −v in D′(Ω) and (vn+1) log(vn+1)|x|2 →
(v+1) log(v+1)
|x|2 strongly in
L1loc(Ω \ {0}). In order to conclude, we have just to prove that
(vn + 1) log(vn + 1)
|x|2 →
(v + 1) log(v + 1)
|x|2 strongly in L
1(Br0(0)), r0 < r. (4.10)
Let η be a positive test function such that η = 0 in Ω \ Br(0) and η = 1 in Br0(0). Then using
(vn + 1m)βη2 as a test function in (4.9) and taking limits for m → ∞ we obtain
β
∫
Ω
vβ−1n η2|∇vn|2 dx +
∫
Ω
η2v
β
n (vn + 1) log(vn + 1)
|x|2 dx
 λ
∫
Ω
f (vn + 1)vβn dx + 2
∫
Ω
vβn η|∇η||∇vn|dx.
Hence using Young’s inequality there exist positive constants c1 and c2 such that
c1
∫
Ω
vβ−1n η2|∇vn|2 dx +
∫
Ω
η2v
β
n (vn + 1) log(vn + 1)
|x|2 dx
 λ
∫
Ω
f (vn + 1)vβn dx + c2
∫
Ω
vβ+1n |∇η|2 dx.
Choosing β + 1 < N
N−2 , we obtain that
λ
∫
Ω
f (v + 1)vβ dx + c2
∫
Ω
vβ+1n |∇η|2 dx  c3.
Therefore we conclude that
∫
Br0 (0)
∣∣∇v β+12n ∣∣2 dx +
∫
Br0 (0)
v
β
n (vn + 1) log(vn + 1)
|x|2 dx  C uniformly in n.
Hence v
β+1
2
n is bounded in W 1,2(Br0(0)), then vn → v strongly in Lp(Br0(0)) for all p < ( NN−2 )2.
Since ( N
N−2 )
2 > N
N−2 and
1
|x|2 ∈ L
N
2 −ε(Br0(0)) for all ε > 0, then (4.10) follows using Hölder’s
inequality. The uniqueness result is an easy consequence of the regularity of v, the structure of
the equation and the generalized Kato’s inequality obtained in [17]. 
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uniqueness is obtained if C ΛN .
Theorem 4.10. Let μs be a bounded positive Radon measure which is concentrated on
A ⊂ Ω \ Br(0) such that cap1,2(A) = 0 and let f be a positive function satisfying (1.6). As-
sume that α < λ1(f ) and consider v the solution to the problem⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
−v + σ (v + 1) log(v + 1)|x|2 = αf (v + 1)+μs ∈D
′(Ω),
v  0 in Ω, v = 0 on ∂Ω,
v ∈ W 1,q0 (Ω), for all q <
N
N − 1 ,
Tk(v) ∈ W 1,20 (Ω), for every k > 0, log(1 + v) ∈ W 1,20 (Ω).
(4.11)
Define u = log(v + 1), then u verifies
⎧⎨
⎩−u+ σ
u
|x|2 = |∇u|
2 + αf in D′(Ω),
u 0 in Ω, u ∈ W 1,20 (Ω).
(4.12)
Proof. The existence of v, solution to (4.11) is proved in Theorem 4.8. Let {gn} be a sequence
of bounded positive functions such that ‖gn‖L1  C and gn → μs in the measure sense.
Let vn be the minimal solution to problem⎧⎪⎨
⎪⎩
−vn + σan(x)(vn + 1) log(vn + 1) = αf (vn + 1)+ gn in Ω,
vn  0 in Ω, vn = 0 on ∂Ω,
vn ∈ W 1,20 (Ω).
We set un = log(1 + vn), then by direct computation one can obtain that
−un = −σan(x) log(vn + 1)+ |∇un|2 + αf + gn
vn + 1 in D
′(Ω). (4.13)
Since −un → −u in D′(Ω), it is sufficient to prove that the right-hand side in (4.13) con-
verges to −σ u|x|2 + |∇u|2 + αf in D′(Ω) to conclude that u solves (4.12). Since vn → v
in Lp(Ω), then log(vn +1) → log(v+1) in Lp(Ω) for all p. We claim that gnvn+1 → 0 inD′(Ω).
Since μs is concentrated on A ⊂ Ω \ Br(0) with cap1,2(A) = 0 then, for all ε > 0 we get the
existence of an open set Uε such that A ⊂ Uε and cap(Uε) ε. That is, for all ε > 0 there exists
φ ∈ C∞0 (Ω) such that
φ  0, φ ≡ 1 in Uε and
∫
Ω
|∇φ|2 dx  ε
2
.
Define ψ = 2φ
φ+1 , it follows that ψ ∈ C∞0 (Ω), 0 ψ  2, ψ ≡ 1 in Uε and
∫
Ω
|∇ψ |2 dx  ε.
Using Picone’s inequality (see [26]), we have
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∫
Ω
|∇ψ |2 dx 
∫
Ω
−(vn + 1)
(vn + 1) ψ
2 dx
 α
∫
Ω
fψ2 dx +
∫
Uε
gn
vn + 1 dx − σ
∫
Ω
an(x) log(vn + 1)ψ2 dx,
therefore,
∫
Uε
gn
vn + 1 dx  ε + 2σ
(∫
Ω
(log(1 + vn))2
|x|2 dx
) 1
2
(∫
Ω
ψ2
|x|2 dx
) 1
2
 (1 + 2CσΛN)ε
for every n ∈ N. We wish to show that for all ψ ∈ C∞0 (Ω), limn→∞
∫
Ω
ψ
gn
vn+1 dx = 0. Since∣∣∣∣
∫
Ω
ψ
gn
vn + 1 dx
∣∣∣∣ ‖ψ‖∞
∫
Uε
gn
vn + 1 dx +
∫
Ω\Uε
|ψ |gn dx,
using the fact that gn → μs in the measure sense and μs is concentrated on A ⊂ Uε , we conclude
that ∫
Ω\Uε
|ψ |gn dx → 0 as n → ∞
and then the claim follows. Using Vitali’s Theorem and following the same arguments as in [1],
we obtain that
|∇un|2 → |∇u|2 strongly in L1(Ω).
Hence the result is proved. 
Remark 4.11. As above, in the case where |x|2f  C, the result in Theorem 4.10 holds true
without any restriction on α.
We consider now the inverse problem.
Theorem 4.12. Let u ∈ W 1,20 (Ω) be a nonnegative solution to problem (4.1) such that ue
u
|x|2 ∈
L1(Ω). Assume that f satisfies (1.6), then v = eu − 1 ∈ W 1,q0 (Ω), ∀q < NN−1 , and there exists
a measure μs , which is concentrated on a set of zero capacity, such that⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
−v + σ (v + 1) log(v + 1)|x|2 = αf (v + 1)+μs in D
′(Ω),
v  0 in Ω, v = 0 on ∂Ω,
v ∈ W 1,q0 (Ω), for all q <
N
N − 1 ,
T (v) ∈ W 1,2(Ω), for every k > 0, log(1 + v) ∈ W 1,2(Ω).
(4.14)k 0 0
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follows
μs = lim
ε→0 |∇u|
2e
u
1+εu
(
1 − 1
(1 + εu)2
)
.
Proof. Since ueu|x|2 ∈ L1(Ω), then using e
2γ u
1+εu − 1 as a test function in (4.1) and letting ε → 0 we
conclude that eδu − 1 ∈ W 1,20 (Ω),∀δ < 12 . The rest of the proof follows using a simple modifi-
cation of the arguments in [1]. 
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