Abstract-In recent years, wireless positioning and tracking devices based on semiconductor micro electro-mechanical system (MEMS) sensors have successfully integrated into the consumer electronics market. Information from the sensors is processed by an attitude estimation program. Many of these algorithms were developed primarily for aeronautical applications. The parameters affecting the accuracy and stability of the system vary with the intended application. The performance of these algorithms occasionally destabilize during human motion tracking activities, which does not satisfy the reliability and high accuracy demand in biomedical application. A previous study accessed the feasibility of using semiconductor based inertial measurement units (IMUs) for human motion tracking. IMU hardware has been redesigned and an attitude estimation algorithm using sequential Monte Carlo (SMC) methods, or particle filter, for quaternions was developed. The method presented in this paper uses von Mises-Fisher and a nonuniform simulation to provide density estimation of the rotation group SO(3). Synthetic signal simulation, robotics applications, and human applications have been investigated. Index Terms-Motion measurement, sequential Monte Carlo (SMC) methods, wearable sensors.
able in a clinic or hospital. Second, these systems generally require trained technicians to setup and operate, which is inconvenient as a means of a day-to-day diagnostic tool. Additionally, optical systems have been used extensively in surgical robotics and computer-assisted surgical navigation for minimum invasive surgeries. The most notable limitation of these systems is that the target must remain in a clear line of sight to the camera.
In order to provide an alternative means for robotics motion tracking and joint kinematics assessment, researchers have been developing new tracking systems using different technologies. Inertial measurement units (IMUs) have a wide range of applications ranging from automobile to space flight navigation. In 1996, Veltink and Boom [1] published the initial concept of using uniaxial accelerometer for motion analysis. Bouten et al. [2] used triaxial accelerometer to analysis daily activities such as standing and walking. Clinical studies have been performed for posture estimation using accelerometers [3] [4] [5] . Mayagoita uses a combination of accelerometers and gyroscopes to track the lower extremities in two-dimensional (2-D) sagittal plane in 2002 [6] . Inertial motion tracking have also been used in kinematic studies, such as gait analysis [7] [8] [9] [10] . In 2006, Roetenberg [11] used a set of triaxial accelerometers, gyroscopes, and magnetometers to monitor human motion in his dissertation. There are multiple studies using IMUs for motion tracking in virtual and augmented reality environment [12] [13] [14] . In recent years, optical and inertial hybrid systems have been used in various surgical navigation applications [14] [15] [16] [17] .
Quaternionic attitude estimation algorithms have been the focus of research for various navigation applications. There are multiple implementations and variations based on the extended Kalman filter (EKF) using different estimations and optimization approaches [17] [18] [19] [20] [21] . The main challenge for EKF is determining the error covariance of the quaternion, while maintaining the unit norm constraint. Shuster, Bar-Itzhack, and Choukroun demonstrated the integration of the quaternion estimation (QUEST) model with Kalman filter [21] [22] [23] [24] . Crassida and Markley [25] developed a quaternionic unscented Kalman filter (UKF) by transforming the quaternion to modified Rodriguez parameters (MRPs) prior to unscented transform. The same transformation technique was employed to perform quaternionic attitude estimation with sequential Monte Carlo (SMC) method, or particle filter (PF), as demonstrated by Cheng and Crassidis [26] . Carmi [27] used a genetic algorithm for likelihood approximation to improve the performance of the quaternion 0018-9294 © 2013 IEEE PF. Recently, an algorithm has been developed for the optical and inertial hybrid tracking system with a combination of Kanade Lucas tracker (KLT) [28] and EKF [14] , [29] .
In recent years, consumer electronics have employed a significant amount of semiconductor-based tracking systems to provide a different kind of interface control that uses body motion and gesture. However, these devices are not typically designed for medical applications that demand high accuracies and repeatability. In a previous study, off-the-shelf IMUs and an IMU prototype were tested [30] . The data were processed with a quaternionic EKF, and the outputs of the two designs were compared to an optical tracking system. It was concluded that both of the designs were insufficient for medical application due to hardware limitations and signal-processing-related issues. In this research, a modular design of the IMU system was implemented. The design introduces redundant sensor ports to provide flexibility to the tracker for different activities and to allow multiple duplicate sensor inputs. A novel PF was designed to address the stability issues observed in the previous experiment. This method addresses the statistical challenges of quaternion's unit norm constraint by using high-dimensional directional statistical distribution to sample and generate quaternions.
The primary goal for this research is to achieve a robust, accurate, and stable orientation tracking with IMU that can be used in surgical robotics and diagnostic instrumentations. These are demonstrated via experiments with robots and free-hand motion tracking. The hardware component is discussed in Section II. In Section III, the challenge of performing statistical analysis for quaternion is examined and a solution of using hyperdimensional statistical geometries is proposed. The formulation of the SMC algorithm is discussed in detail. The performance of the algorithm from simulation, robotic, and human motion tracking are presented in Section IV. In Section V, the potential and future designs are discussed.
II. SYSTEM ARCHITECTURE
The complexity of the kinematics of human body motion is one of the major concerns with inertial-based tracking systems. Physical limitation of the joint does not limit the degree of freedom experienced by the IMU in the inertial frame. Human joint segments have high dynamic range and are capable of instantaneously reversing or changing the direction of motion as a result of the complicacy of multibody dynamics.
An IMU is composed of a set of triaxial accelerometers, gyroscopes, and magnetometers. There are many designs on these sensors, which offer different dynamic ranges and sensitivities. A modular design is implemented to allow sensors with different specifications to connect into the same system in order to increase the sensitivity of the system to handle different levels of activities in human motion. This is achieved by separating the sensing components from the electronics. The current design has three sensor ports, which can support up to six individual sensing components, as shown in Fig. 1 .
There are two types of sensor strips. The first type consists of accelerometers (MMA7361 L, freescale technology) and gyroscopes sensors (LPY510AL, LPR510AL, ST-Microelectronics). It has two configurations. The user can change the sensitivity of the gyroscopes between +/-100
• and +/-400 • per second (dps). The signal conditioning circuit is an offset amplifier that is designed to condition the sensor outputs to the input range of the analog-to-digital converter (ADC). The second type is a triaxial magnetometers (HMC1053, Honeywell). A multichannel 24-bit ADC was selected for this design (ADS1258, Texas Instrument), which provides 19.5 effective number of bits at the highest conversion speed setting. The power module was redesigned to provide a more stable reference. The current system has dramatically improved the digitization performance of the system, as shown in Fig. 2 .
A low-power microcontroller (MSP430F2274, Texas Instrument) was used as the processor. A compact wireless transmitting module (A2500R24 A, Anaren) was used for communication. The receiver uses a predetermined device identification number to process the received data from multiple IMUs. The data rate is approximately 90 Hz for a single IMU and decreases as more IMUs join the shared network. The current IMU system is powered by either two CR2032 coin cell batteries or a pack of 200 mA·h rechargeable LiFe batteries. It consumes, on average, 70 mA with the current sensors configuration and can be used continuously for approximately 2 hours.
III. ORIENTATION TRACKING
During the motion tracking activity, 15 sets of data from various sensors are sent from each IMU. The fundamental principle of the attitude estimation algorithm design is to utilize multiple types of sensors, which are insufficient for orientation tracking on their own, to produce accurate and reliable orientation estimation. There is extensive research using the Kalman family estimators. Many of them revolve around the optimization or the determination of error covariance for the quaternion via various projection methods or ad hoc techniques, such as modifying and restoring the quaternion to maintain the unit norm property. SMC method or PF does not use error covariance directly in either prediction or the update processes. It estimates an approximation of the posterior filtering density, and samples a finite number of "particles" for both processes instead. The challenge of formulating the PF for quaternion is to generate random quaternion with the desired statistical properties, which can be accomplished by using multidimensional Stiefel manifolds described in the following section.
A. Stiefel Manifold
The topological space of a collection of p-dimensional orthonormal vectors in N -dimensional space is considered as the basis of the Stiefel manifold. A quaternion (q), where p = 4 and N = 3, satisfies such condition and forms a unique case on the manifold (V p )
where q * is the complex conjugate of q and R is the inner product space. Statistical densities reside on the Stiefel manifold encompasses any arbitrary dimensional objects in any dimensional space. Density that satisfies the condition of (p < N) can be considered. In this paper, the von Mises-Fisher (vMF) density and a nonuniform (NU) density based on Bingham density were investigated and were used for sampling the quaternion particles.
B. vMF Density
The vMF density is a generalized spherical distribution of a p-dimensional object in (p -1) dimensional sphere. The probability density function of a generalized vMF density is defined as [31] where X is a p × N matrix of orthogonal unit vectors, F is a p × N parameters matrix, and 1/a(F ) is the normalizing constant, which can be expressed by the confluent hypergeometric limit function
The density for a quaternion can be written as
where x is a random quaternion, μ is the mean vector, κ is the dispersion factor, and I 1 is the first order of the modified Bessel function of the first kind. It is often inefficient and impractical to sample directly from the density. Random samples that have the properties of the desired density can be simulated based on the parameters of the density. Random sampling from the vMF density is achieved by the simulation algorithm by Wood [32] (see Algorithm 1 in the Appendix). This simulation algorithm is an efficient method to create a set of quaternions based on the κ and μ. Fig. 3 shows four sets of random sampled quaternion from the vMF densities with different κ at μ = [1 0 0 0]. It is important to note that the distributions in Fig. 3 are not the full projection of the vMF densities. It is only one instance of the density projected to three dimensions with an identity matrix. It is analogous to view a 2-D "slice" of a 3-D distribution.
C. NU Distribution
The vMF density assumes the samples are uniformly dispersed around a rotation manifold. However, rotational symmetry and uniformity assumption is not always true in the physical system. It is useful to consider NU density for quaternions. Bingham density provides flexibility to create elliptic or girdle statistical geometries. The probability density function for Bingham density is
where q is the quaternion describing the orientation,
Kummer's function of the first kind as normalizing constant, U is an orthogonal matrix describing the orientation of the distribution, and K is a diagonal matrix that describes the dispersion axes of the distribution. An algorithm was designed to perform rejection sampling to create a set of random simulation samples from the distribution (see Algorithm 2 in the Appendix). Due to quaternion's antipodal property, quaternion and its conjugate will result with the same probability density of the distribution on step 12 in Algorithm 2. Thus, sampling with complete random hyper-spheres (see steps 1-10 of Algorithm 2) must be done with care if the desired application is sensitive to such difference. In the formulation of PF for attitude estimation, random vMF quaternions with large dispersion were used as initialization of the sampling to create NU density (see step 11 of Algorithm 2). This reduces the time required to generate sample because it limits the seeking space of the density. Secondly, it eliminates the possibility of sampling the conjugates, which affects the expectation calculation. It should be noted that the samples calculated from this method are not strictly Bingham density as the antipodal properties has been removed. Fig. 4 shows the relationship between the different parametric ratios in the dispersion shape matrix K 
D. Particle Filtering (vMF Density)
The recursive Bayesian algorithm is a probabilistic model that computes the posterior probability density function of an unknown process and uses it in the estimation calculation. It generally involves two-stage processes of state prediction and state update to resolve the posterior density. The posterior probability p (x t |y t ) is defined as
where p (y t |x t ) is the likelihood, p (y t |x t−1 ) is the prior probability, p (y t |y t−1 ) is the normalizing constant, and p (x t |x t−1 ) is the transitional probability density. The Monte Carlo method can be considered as a brute force approximation for an intractable inference problem with a large sum of random samples from the same probability density space. This technique forms the fundamental concept of particle filtering. In this section, the implementation of the PF with vMF density is discussed. The overall flow diagram is illustrated in Fig. 5 .
Since PF overcomes the limitation of solving the intractable inference problem by using a set of random samples that approximate the characteristics of the posterior filtering distribution density with associated weights for estimation, it is important to establish a method to evaluate and generate particles based on the posterior distribution density that reflect the state of the estimation. It can be achieved by first evaluating and establishing a correlation between the uncertainty of the random particles sampled at q 0 = [1 0 0 0] with different κ. The spread of the particles around q 0 can be evaluated by calculating the geodesic angle (δ) between two vectors as follows:
The root sum square of δ of N -particle rotational spread represents the particles' rotational uncertainty, which can be correlated to the dispersion parameter by simulating the distribution with a series of different κ. Least squares approximation is then used to realize the function between the uncertainty of the estimated particles to the posterior dispersion parameter [see (11) 
During the initialization of the algorithm, the initial observation quaternion q obs (t) was first calculated from the outputs of the accelerometers and magnetometer sensors using Gauss Newton optimization method (see Algorithm 3 in the Appendix). Quaternionic particles q est,i (t) are generated with the method described in Algorithm 1 with q obs (t) and an arbitrary userdefined κ as follows:
The initialized particles have equal weights. In the subsequent cycles, the weights and the κ describing the posterior filtering density are used. The algorithm then computes the estimates of the particles for the next iteration q est,i (t + 1). The prediction of the particles is performed by integrating the quaternion derivative calculated from the outputs from the gyroscopes in the IMU frame as follows:
where ω are the angular rate measured at time t and Δt is the sampling period.
The recursive section of the algorithm is engaged after the initialization, which first determines q obs (t) at current time and computes the predictions of the next iteration q est,i (t + 1) using Algorithm 3 and (13), respectively. The posterior filtering distribution and the weights are determined as follows. The quaternion residuals q res,i (t), which are the disparities between the estimations from the previous cycle and the current observation, is first calculated in (14) . The objective of this algorithm is to minimize the residual using particles to approximate the posterior probability density of the system. For quaternionic geometry, the residual of the optimal estimation is equivalent to [1000], which is no error. Hence, the geodesic differences between the residual quaternion and q 0 can be used to infer the weights for the particles [see (15) and (16)]. With this method, the residual particle with less rotational estimation error receives higher weight, and vice versa
δ res,i = 2cos(q res,i (t) · q 0 ) (15)
The dispersion parameter for the posterior distribution density can be found with δ i and the function illustrated in (11) . The expectation of the filtered quaternion q exp (t + 1) is calculated from the estimation particles q est,i (t) and their associated weights (see Algorithm 4 in the Appendix). This algorithm uses spherical linear interpolation (SLERP) [33] in successive intervals. SLERP computes an intermediate quaternion from the two input quaternions and a weight parameter between 0 and 1. If the parameter is set at 0.5, it is equivalent to computing the average of the two rotations. In the presented algorithm, each particle has its associated weight. The weights are first normalized (see step 3 of Algorithm 4) before SLERP is applied. The weight of the output quaternion is determined from the ratio of the normalized weight (see step 6 of Algorithm 4). Each cycle (steps 2-8) reduces the total number of particles by half until only one output is left. This technique is limited to processing 2 n particles. Zero padding the particle estimates and weights are required for other particles size in this step.
In PF algorithm, particles maintenance is a method to prevent particles degeneracy and improve their effectiveness. Importance resampling improves the posterior density by resampling the particles based on their weights. The resampling scheme is to compare effective sample size (N eff ) to a predetermined threshold (N th ) to trigger resampling. If the condition is met, the algorithm resamples the particles based on the weights and the posterior probability density. The effective sample size is approximated by [34] 
As the diversity of the particle diminishes over time with importance resampling, new particles must be introduced to replace the degenerated particles. There are two scenarios that require particle maintenance in this algorithm. The first instance is the importance resampling method mentioned earlier, which is triggered by predetermined thresholds. If N eff is smaller than N th1 , importance resampling is performed with one of the following schemes: deterministic [35] , residual [36] , or auxiliary [37] . A second threshold (N th2 ) was set to be triggered by low particles diversity. If N eff is larger than N th2 , the particles population is resampled with the posterior density and the expectation quaternion as follows:
The second scenario is relevant to the hardware system. There are several instances that cause temporary interruption or interference to the system, which leads to faulty outputs. For example, magnetic interference from an external source can cause a disruption to the magnetometers; motions temporary exceeding the operating range of the sensor results in signal saturation; or time lag during wireless transmission. As the estimation is temporal dependent, the differences between prediction and observation can be misrepresented, and the computation of the posterior density is affected. Since N eff only uses normalized weights to estimate the diversity of the particles, it does not directly observe the conditions of the estimation and observation states. Events mentioned earlier may lead to wide particle dispersion in the subsequent states, which can either converge over time or destabilize the filter from diverging to uniformly distributed particles. The posterior density κ infers the state of uncertainty of the residual particles. For instance, the posterior density increases the uncertainty of the dispersion in its estimation if a large disparity is observed between the residual particles and q 0 . Hence, a dispersion threshold κ th was set up to prevent extreme divergence from faulty or corrupted signals. If the posterior density calculated from δ res,i is less than κ th , a new set of particles are sampled using q obs (t) as the mean direction and the posterior density defined by the user in the initialization stage.
E. Particle Filtering (Nonuniform Distribution)
The overall process of quaternionic PF for NU density is similar to the vMF density as shown in Fig. 7 . The primary difference is the rejection sampling mechanism. In this algorithm, the user defines the dispersion shape matrix, K, which governs the particle dispersion pattern and uses density bounds to control samples dispersion. This leads to a very different particle maintenance strategy. While the diversity of the particle can still be monitored with (17) , the previous method cannot be used to evaluate particle dispersion. Unlike the vMF algorithm, the amount of particle dispersion is controlled by the maximum and minimum rejection sampling density boundaries, f max and f min , respectively. They can be determined by evaluating the residual particle density using step 12 in Algorithm 2. The equation is approximated as the Kummer's function is constant in this configuration. The advantage of using residual particles calculated from (14) in evaluating the uncertainty state of the estimation is that the optimal μ or the attitude of the residual particles distribution (U ) does not change. The posterior density of each particle is evaluated as follows:
NU density may suffer from similar faulty hardware related problem discussed in previous PF design. Therefore, two predetermined densities (f 1 and f 2 , f 1 < f 2 ) boundaries thresholds were set to prevent distribution divergence. The boundary densities f max and f min must fall within f 1 and f 2 . Particles with f i falling outside that range are resampled with new particles drawn from the posterior distribution within the initial boundary densities.
F. Particle Filtering and Bias Compensation
The major source of error in attitude estimation system is the null drift bias error of the gyroscopes caused by thermo variations. Filters designed from the Kalman family include the drift as part of the system model, and can estimate and compensate the drift bias. Mahony [38] devised a simple and elegant approach in the complimentary filter by monitoring the error estimation feedback.
The PF designs discussed earlier monitor the null bias drift via the posterior distribution density as it is based on the residual error between the estimation and observation. However, if a large population of particles is resampled either to increase the diversity or correct the dispersion, the relationship between the posterior density and null drift estimation may be temporary shifted or lost. The bias correction method in [38] was used in the PF algorithms to provide stability and preserve the mean direction of the particle spread when a large sum of particles is resampled.
IV. EXPERIMENTAL RESULTS
The performance of the PFs was evaluated with four sets of experiments: verification studies with synthetic signals, a stationary experiment, robotic applications, and a validation study with human motion applications.
In the first experiment, synthetic signals simulating the output from the sensors were used to evaluate the algorithms. The system dynamics model simulates the IMU rotating around each of its axis at constant speed [ see (20)- (22)]. Although the sensor noise model assumes the noise (η) to be Gaussian on each channel, it does not restrict either the mean or the variance to be identical constants on each axis. This enables the simulation of a nonlinear non-Gaussian quaternionic system with different functions and parameters
The dataset was set with noise several fold higher than the sensors' specifications to simulate and verify the performance of the algorithms with a noisy environment such as the musculoskeletal system. It is then processed by different algorithms with various particle populations and importance resampling methods, which are summarized as follows: of the Z-axis among the data processed by 512 particles with auxiliary resampling method.
The averages of the root-mean-squared error (RMSE) of each axis over 200 simulations are shown in Fig. 9 . The result shows that regardless of the importance resampling method, the RMSE decreases as the particles population increases. However, the auxiliary resampling method performs substantially better when compared to other importance resampling methods in the simulation study. The best strategy in this experiment is using PF with 1024 particle from the NU density with AUX and bias correction in its prediction state. The RMSEs are 0.49 • on each axis, respectively. The algorithms were implemented with MATLAB (Mathworks, MA, USA). The average processing times of one recursion are shown in Fig. 10 . The processing time increases with the size of the particles' population. PF using vMF density requires significantly less processing time comparing to those using NU. Bias correction reduces the processing time for the algorithm using NU posterior density. This is due to NU's rejection sampling method and bias correction limits the drift error, and reduces the search space for new particles. Hence, it reduces sampling time. PF using AUX has the fastest processing time compare to the other two sets.
The simulation provided invaluable insight to the capability of SMC based attitude estimation in handling extremely noisy data inputs. In the second experiment, the algorithm is tested with the modular IMU system. The IMU is attached to a hydraulic robotic manipulator (TITAN II, Schilling Robotics) to monitor its motion (see Fig. 11 ). An optical tracker was attached to the IMU and was monitored by the optical camera (Polaris Spectra, Northern Digital Inc.). The data were collected in various stationary poses and dynamic motion. They were processed and compared against the optical tracking system.
The stationary experiment comprises of six different poses. Static pose is defined as the manipulator remaining in the same position for at least 300 samples. Four thousand samples were collected at the initial pose, which serves as the reference frame for subsequent poses. Each testing algorithm processes the reference dataset to create its own reference frame. Two thousand The RMSE decreases with the increasing particles size in all PF. There are significant differences on the performance of the importance resampling methods than the simulation study. Among the three methods examined, AUX has the highest error among the PF using both vMF and NU posterior densities without bias correction. However, extensive error reduction has been observed if bias correction is included in the prediction stage. PF using NU posterior density and bias correction gives the smallest RMSE.
For dynamic study, the robotic manipulator maneuvered the segment where the IMU tracker is attached to. The reference orientations of the optical and IMU system established in the static experiment are used to determine the relative transformation during the analysis. There are several instances during the experiment that the robotic manipulator remains stationary for an extended period of time. In order to minimize the influence of static data while assessing dynamic accuracy of the system, the stationary data were removed manually from the processed data. The results from the PF algorithms are averaged over 100 runs. The data are projected as Euler angles. Fig. 14 shows the output of the optical tracker and the result of the IMU data processed by PF with 256 particles based on NU density with bias correction. The RMSE of each algorithm and settings are shown in Fig. 15  and 16 .
The RMSE increases in all algorithms in the dynamic experiment compared to the static experiment. The data processed with PF using AUX without bias correction results in the highest RMSE. In general, PFs with bias correction yield smaller error than EKF and CF (see Fig. 16 ). The algorithm that gives the best result is PF with DET and bias correction.
The validation study for human motion tracking with IMU was determined with free-hand motion tracking. A container was made to fit the IMU and the optical tracking target as shown in Fig. 17(a) . The container provides additional mounting spots for additional tracker to overcome the viewing limitation of the optical tracking system.
A total of 35 free-hand motion activities were performed in this experiment. Each activity began with establishing the refer- ence coordinate for both the IMU and optical systems with the tester holding the container stationary for a short period of time. The signal variances of the sensors during this procedure were compared to the static still pose from previous experiments, as shown in Fig. 18 . The data revealed elevated variance of accelerometers and gyroscopes sensors as a result of the influence of the biofeedback mechanism from the musculoskeletal system during the free-hand stationary poses. As a result, the RMSE during the stationary poses (see Figs. 19 and 20) have increased significantly in human motion tracking relative to the robotic experiment. Instability has been observed in several instances with EKF and CF algorithms, which will be discussed in the later sections. All of these instances have been omitted from error analysis.
The dynamic testing initiated after the references were established. The duration of the activities ranged from 1 to 20 min. The tester was free to maneuver the container in front of the optical tracker [see Fig. 17(b) ]. The data were processed and analyzed by the testing algorithms. Instability was observed from activities processed by EKF and CF. There were two activities where instability occurred with EKF. In one instance, the filter was able to restabilize during a brief stall on the movement from the tester. In other case, the filter did not converge during the stationary period and remained unstable throughout the duration of the activity, as shown in Fig. 21(a) . Fig. 21(b) shows the output from the PF processing the same activity. There were five instances where instability was observed with CF. In these cases, the filter failed to converge during the stationary period. The output from one of the cases is shown in Fig. 22(a) and the output from the PF processing the same activity is shown in The instability issues can be contributed to the fundamental assumptions of the algorithms, which assume certain characteristics of the system, either linear/nonlinear Gaussian or the raw data properties such as variance of the signal. The advantage of PF over the benchmarking algorithm is its capability to deal with any system without compromising the integrity with assumptions. It allows detection and fast recovery if the solution begins to diverge.
Similar to the stationary poses analysis, the error analysis ignores all the cases where divergence was identified. The averages of the RMES from all the eligible testing activities are shown in Figs. 23 and 24 .
For free-hand motion tracking, the RMSE have substantially increased by approximately tenfold compared to previous experiments with robotic manipulator. However, it was similar to the result from the simulation study. The performance of PF with bias correction yields better results in general. The performances of the PF without additional bias correction are less accurate than both EKF and CF. The effect of particle size is relatively subtle with DET and RES. AUX performs poorly without bias correction, yet it has the smallest RMSE among all tested algorithms if bias correction was used with NU density. The processing time for each algorithm is similar to the simulation study presented earlier. PFs using vMF density with more than 512 particles and NU density with more than 128 particles cannot be processed within the real-time threshold limit [i.e., 0.03 s or 30 frames per second (fps)]. One exception is the PFs using NU, BC, and AUX, which can be processed within the threshold up to 512 particles. The PF using AUX and NU density with 256 particles is best suited for real-time human motion tracking based on the processing time (0.0181 s or 55.1 fps) and the RMSE (X: 0.45
. The experiments from previous study are repeated with the current system to demonstrate its performance. The IMU system performed poorly under deep knee-bend and chair-rise activities in previous study [30] . These activities were performed and monitored with the modular inertial and optical tracking systems (see Fig. 25 ). The result is shown in Figs. 26 and 27 . The PF with AUX without BC remains to be the least accurate among all the algorithms, while the PF using AUX and BC yields the best result.
The result of the current system is compared with the offthe-shelf system in the previous study. Table I shows the RMSE between the two systems. Both datasets were processed by the same EKF algorithm. The comparison demonstrates that the improvement on the hardware design had a positive impact on the accuracy of the system.
V. DISCUSSION
The current system shows highly accurate orientation tracking for robotic application, with RMSE ranging from 0.050
• to 0.058
• for dynamic activity in its optimal settings. However, tracking applications with surgical robotics must be designed carefully. The primary concern is the radius of operation of the robotic manipulator. The positioning accuracy of the robotic manipulator decreases as the length of unit increase. The current hardware offers the option to relocate only the sensor strips to the region of interest via cable connection to the sensor ports as a solution. For human motion tracking, the accuracy is generally acceptable as a biomechanics assessment or clinical diagnostic tool.
The presented PF addresses the stability issue with inertial tracking of human motion. There are several cases of instability identified for both EKF and CF in free-hand motion tracking. The occurrence of CF's instability in free-hand activities is also statistically significant (Fisher's exact test, p < 0.05).
The primary drawback of this algorithm design is the exhaustive memory and computational cost, which are significantly higher than EKF and CF. Estimation algorithms from the Kalman or complementary filter families can easily be designed for microcontroller. On the other hand, the PF requires considerable amount of memory that scales with the amount of particles. The most memory exhaustive step in the presented algorithm is the weighted averaging of the quaternions. It requires a minimum of 2 N +1 × resolution allocated space, which most microcontrollers do not have. While it may still be possible to realize the PF algorithm with smaller particle size on some of the high-end microcontrollers with clever implementation, a programmable logic device is more suitable for this design. The current effort is to realize the PF algorithm onto an field programmable gate array (FPGA) module. This can substantially reduce the transmission bandwidth required for each IMU and subsequently allow more IMUs to enter the access point at a higher transmission rate.
The current algorithm has not utilized the full potential of the modular IMU design. There are multiple accelerometers and gyroscopes on the current unit, which can operate as multiple IMUs. The current processing method does not take advantage of this feature. Future expansion on the processing algorithm will utilize this feature to perform optimization on the inputs.
Other sampling methods and importance resampling techniques are currently being explored to provide a more efficient algorithm.
Future iterations will also expand the hardware inventory of available sensor strips to perform testing on more rigorous athletic activities such as running or jumping to assess the performance of the IMU in those conditions.
VI. CONCLUSION
This research presented implementation of a custom-built modular inertial tracking system. A novel integration and implementation of an SMC estimation algorithm using two hyperdimensional statistical geometries simulation techniques to sample and evaluates random quaternion particles. The dual particle states evaluation feature on the dispersion diversity and direction in the presented algorithm prevents extreme divergence from the estimating particles while maintaining necessary diversity for statistical estimation. It has also been shown that bias correction can significantly improve the accuracy of the PF. The capability of the algorithm has been demonstrated with multiple settings and resampling schemes in simulations, robotic, and human motion testing.
APPENDIX
This appendix demonstrates the implementation of various key components of the quaternionic PF algorithm. Random quaternion simulations from vMF and NU distributions are shown in Algorithms 1 and 2, respectively. Algorithm 3 shows the estimation technique using Gauss Newton method. The weighted averaging for quaternion is shown in Algorithm 4.
