ABSTRACT This paper addresses a partial spatial-differencing (PSD) approach for the direction of arrival estimation in a low-grazing angle (LGA) condition. By dividing the sample covariance matrix into several column subvectors, we first form the corresponding reconstructed subarray covariance matrices (RSCMs). We then calculate the spatial differencing matrix for the noise parts of RSCMs, while the non-noise parts are kept completely. That is, we build a PSD matrix. Compared with the existing spatial smoothing and full spatial-differencing methods, the PSD approach can use all the data information of the sample covariance matrix and also suppress the effect of additive white or colored noise more effectively. Simulation results show that our method provides a higher estimation accuracy and resolution than the state-of-the-art methods.
I. INTRODUCTION
Direction of arrival (DOA) estimation in a low-grazing angle (LGA) condition involves the coherency between direct and reflected signals, which leads to the rank-deficiency of the sample covariance matrix [1] - [3] . The conventional algorithms, such as the multiple signal classification (MUSIC) [4] algorithm and estimation of signal parameters via rotational invariance techniques (ESPRIT) [5] , suffer from a severe performance degradation.
Various valid methods such as spatial smoothing techniques [6] - [8] have been proposed to remove the coherency. By dividing the total array into overlapping subarrays, the forward backward spatial smoothing (FBSS) technique [6] was derived with averaged subarray covariance matrices (SCMs) and the improved FBSS algorithm [7] was presented for using the cross-correlations between different subarrays, but both of which result in the decrease of array aperture or degrees of freedom (DOFs). Nonetheless, due to the use of few snapshots and low computations compared with Toeplitz matrix method [9] and higher-order cumulants methods [10] [11] , spatial smoothing based methods have received great attention recently. Wang et al. [12] used one dimensional (1-D) smoothing based algorithm for two dimensional (2-D) DOA estimation with uniform rectangular array (URA), and Zhang et al. [13] proposed a scheme with joint transmission and reception diversity smoothing for multiple input multiple output (MIMO) radars. Besides the difference co-array based statistical signal processing using sparse arrays, such as nested array [14] and co-prime array [15] , [16] , suffers from the single snapshot condition, and the spatial smoothing is a powerful technique to address this problem [17] , [18] .
Then, the spatial differencing techniques were introduced to suppress the effect of additive noise, especially in the low signal to noise ratio (SNR) condition. Ye [19] proposed a spatial smoothing differencing matrix method by utilizing the forward and backward smoothing matrices. Aiardi et al. [20] used the covariance differencing and iterative spatial smoothing to estimate coherent signals in multipath environment, but without considering the reflected coefficients in LGA. The method in [21] can separate uncorrelated signals from coherent signals by performing difference-operation between the first SCM and the spatial backward covariance matrix. An improved spatial differencing method [22] constructed by neighboring subarrays was proposed for the colored noise condition. Therefore, both the spatial smoothing [6] , [7] and spatial differencing techniques [19] , [21] , [22] can explore the advantages of the SCMs for the decorrelation of source covariance matrix. However, the SCMs only contain the part data information of the sample covariance matrix and the full difference-operation on the SCMs is also with great information loss.
To this end, this paper proposes a partial spatialdifferencing (PSD) approach for DOA estimation in LGA, where we perform the partial difference-operation on the reconstructed SCMs (RSCMs). Simulation results verify the effectiveness of proposed method, in terms of estimation accuracy and resolution. To be clear, the contributions of proposed method are given as follows:
• We divide all the column vectors of the sample covariance matrix into overlapping sub-vectors, which are used to form the RSCMs. So the RSCMs can extract all the data information of the sample covariance matrix;
• We only perform difference-operation on the noise parts of the RSCMs, while the non-noise parts are unchanged. Thus the partial difference-operation can suppress the effect of additive white or colored Gaussian noise more effectively;
• By using the linear operator to calculate the null space, the proposed method has a lower computational complexity than the methods in [6] , [7] , [21] , and [22] . In Section II, we derive the basic array signal model in LGA. In Section III, we propose the PSD method by forming the new RSCMs. Numerical simulations and conclusion are presented in Section IV and Section V, respectively.
Notation: We use lower-case (upper-case) bold characters to denote vectors (matrices). 
II. ARRAY SIGNAL MODEL
In LGA, as described in Fig. 1 , without considering atmosphere refraction and curved earth effect 1 , we can regard the multipath effect as an ideal specular reflection. We consider K narrowband signals impinging on the uniform linear array (ULA) from far-field directions = {θ k , k = 1, · · · , K }, and the ULA has M omnidirectional sensors separated by half a wavelength. The height of ULA is set as h and the range from the k-th signal to the receiver is R k . θ dk and θ rk are the direct and reflected elevation angles for the k-th signal, respectively. The steering vectors of the direct and reflected signals can be given as
where α k is the complex coherent coefficient between the direct and reflected signals. Here, we assume α k = exp[j(π − 2π R k /λ)] and R k = 2h sin θ dk for brevity, where R k is the distance difference between the direct and reflected paths and λ is the wavelength in free space [2] . We consider the narrowband signal s k (t) to be uncorrelated and the noise n m (t) to be temporally and spatially complex Gaussian processes with zero-mean and variance σ 2 , m = 1, 2, · · · , M . Then, the received signal vector x(t) can be presented as [23] 
where
T is the noise vector. Without loss of generality, for the far-field narrowband signals, we can assume θ dk = −θ rk = θ k , and
, the model in (3) can be rewritten in matrix-vector form as
The sample covariance matrix can be calculated as
III. DOA ESTIMATION IN LGA
In this section, we first review the FBSS technique [6] and full spatial-differencing (FSD) method [21] . Then, we derive the PSD approach by forming the new RSCMs.
A. FBSS AND FSD METHODS
By dividing the received array into N overlapping forward subarrays with Q sensors, the n-th SCM can be given by
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• FBSS [6] : The spatial smoothing matrix can be built by averaging the sum of the forward and backward SCMs, i.e.,
• FSD [21] : The FSD matrix is constructed by the difference between the first SCM and the backward covariance matrix, i.e.,
After performing the eigenvalue decomposition (EVD) on the smoothing matrix D F in (7) and FSD matrix D C in (8), the MUSIC algorithm [4] can be applied for DOA estimation. Remark 1: From (7) and (8), both FBSS and FSD can use the SCMs in (6) to construct the smoothing matrix and FSD matrix, respectively, where the coherency can be removed. However, as described in Fig. 2 , the SCMs (within blue box) can only use part data information of the sample covariance matrix, and the unused data information (outside blue box) is wasted. Therefore, if all the data information can be utilized, the estimation performance will be improved.
Remark 2: Since the first subarray and backward subarrays have the similar structure, the FSD method can suppress the effect of additive noise by using the differencing matrix in (8) , but at the cost of great information loss. Therefore, for coherent signals, the performance of FSD can be better than that of FBSS in the low SNR condition due to noise suppression, while it is weaker in the high SNR condition due to information loss. More discussions will be exploited in the simulation results.
B. PSD APPROACH FOR DOA ESTIMATION
In this part, we propose a novel PSD approach for using all the data information and reducing the information loss caused by difference-operation.
1) FORM THE RSCMs
In Fig. 2 , since the sample covariance matrix is a complex symmetry matrix, we can only extract the data information below the diagonal elements. Each column of matrix R 0 from the first to the (N − 1)-th can be divided into several overlapping sub-vectors, while the elements from N -th to M -th columns can be represented by using the last SCM in (6), i.e., the shaded part.
We take the first column as an example, which can be divided into N overlapping sub-vectors. We can see that the n-th sub-vector is the expectation between the n-th subarray and the first element of received array. Therefore, we first calculate the n-th subarray as
where A Q is the submatrix of the array response matrix A consisting of the first Q rows, n n is the corresponding noise vector,
The first element of y n (t) can be given as
whereā 1 is the first row of A Q , and e 1 is a 1 × Q unit vector with one as the first element whereas zeros elsewhere. Then, after extracting all the elements of first column, we can get the first RSCM as
where E[y n (t)y * 11 (t)] represents the n-th sub-vector of the first column, 1 = e T 1 , 0 Q×1 , · · · , 0 Q×1 Q×N , and 0 Q×1 is a Q × 1 zero vector.
Likewise, the elements of n-th (n = 1, 2, · · · , N − 1) column below the diagonal one can be divided into N − n + 1 sub-vectors, and we can write the n-th RSCM as
where n = e T 1 , 0 Q×1 , · · · , 0 Q×1 Q×(N −n+1) . Then, the elements from N -th column to M -th column can be presented as the N -th RSCM, i.e.,
From (12) and (13), we can extract all the information below the diagonal elements by using these RSCMs.
2) CONSTRUCT THE PSD MATRIX
The matrices R n in (12) are constructed by the autocorrelations (noise parts) and cross-correlations (nonnoise parts), where the noise covariance matrix n is a Q × (N − n + 1) unit matrix with one as the first element VOLUME 5, 2017 whereas zeros elsewhere. So the noise parts are focused on the first column of the matrices R n . To restrain the effect of noise matrix n , we can build the initial matrix as
Combined (12) and (14), the initial matrix C n has the same noise covariance matrix as the matrix D n . So, we can build the n-th PSD matrix as
From (15), we only perform difference-operation on the noise part, while the non-noise parts (cross-correlations) are kept completely. In this case, the information loss can be decreased greatly and the cross-correlations can also suppress the effect of noise. Then, for the elements containing in the matrix R N , i.e., the remaining noise part, we can employ the difference-operation as in (8), and we have
Combined (15) and (17), we define the total PSD matrix as
So the matrix D 0 is constructed by using the elements below the diagonal. Based on the complex symmetry property, the final PSD (FPSD) matrix can be given as
From (20), we can see that the FPSD matrix D includes all the data information of the sample covariance matrix and can also suppress the effect of noise by using the partial difference-operation. Then, based on the definitions in (19)- (20) , the matrix D has the following property.
Theorem 1: In LGA, assume that there are K far-field narrowband signals impinging on the ULA (M sensors). The received array is divided into N overlapping forward subarrays with Q sensors. The FPSD matrix is given in (20) . If Q ≥ 2K , the rank of D is equal to twice as big as the number of the signals, namely, rank(D) = 2K .
Proof: See the Appendix.
3) DOA ESTIMATION
Based on the Theorem 1, we can divide the matrix A Q into two submatrices as
where A Q1 and A Q2 consist of the first 2K rows and the last Q − 2K rows of A Q , respectively. Since both A Q1 and A Q2 are Vandermonde matrices with full rank, there is a 2K × (Q − 2K ) linear operator P between A Q1 and A Q2 , i.e.,
Likewise, we can also partition the matrix D into two sub- 
From (22), by defining = P T , −I Q−2K T , we can
we can get the DOAs by minimizing the following cost function
where = ( H ) −1 H . Till now, we have achieved the PSD method for DOA estimation in LGA. For clarity, the proposed method is summarized as Algorithm 1. 
Remark 3:
Compared with FBSS and FSD that only use part information of the sample covariance matrix (Fig. 2) , the proposed method can extract all the data information along the vertical direction. Besides, The proposed method only perform difference-operation on the noise parts (including main noise vectors), while the non-noise parts (including cross-correlations) are unchanged. As a result, the proposed method can achieve a more effective noise suppression, which results in a better estimation accuracy and resolution than that of FBSS and FSD. Then, the performance of proposed method can also be more stable with different size of subarrays due to the use of more data information.
Remark 4: The information loss of spatial differencing methods (including FSD and PSD) will become less and less with the increase of the size of subarrays, whereas the performance of FBSS can become weak due to the small number of subarrays. Therefore, the spatial differencing methods are more suitable for the large size of subarrays. Then, from (7), (8) and (20), we see that, FBSS, FSD and the proposed method are all constructed by the same size of subarrays. So these methods can detect the same number of signals, i.e., Q − 1.
C. COMPUTATIONAL COMPLEXITY
The computational complexity of the proposed method mainly includes: the formation of FPSD matrixD, of order O LM 2 ; the calculation of the matrixˆ , of order 2K (N 2 + N +2Q)+(2K ) 3 ; the spectrum peak search, of order O εQ 2 , where ε is the number of searches along the DOA axis. In the case of Q K , N , the cost of proposed method is about O 4KQ + LM 2 + εQ 2 . For comparison, both FBSS and FSD need perform EVD operation, the cost of which are about O Q 3 + LM 2 + εQ 2 . Therefore, By using the linear operatorP to calculate the null space, the proposed method has a slightly lower computation load.
D. Cramér-Rao BOUNDS (CRB)
As described in Section II, according to the [25] , the CRB can be obtained as
IV. SIMULATION RESULTS
In this section, we evaluate the performance of the proposed method via several simulations in both white and colored Gaussian noise conditions. We assume the number of sensors is set as M = 15. The wavelength λ is set as 1m, while the height of receiver sensors is taken as h = 20m. The SNR of the k-th signal is defined as 10log 10 σ 2 k /σ 2 , where σ 2 k is the power of k-th signal, and we assume σ . In all the simulations, we compare the proposed method with other existing methods, including the FBSS method [6] , the FSD method [21] and the improved spatial differencing (ISD) method [22] . Besides, the CRB is also provided for comparison. 
A. PERFORMANCE VERSUS SNR
We first examine the performance of the proposed method versus SNR in Fig. 3 , where the number of snapshots is L = 500, the number of subarrays is Q = 10, and the SNR varies from −5 dB to 15 dB. As described in Remark 2, the performance of FSD is the trade-off between noise suppression and information loss. So we can see that FSD performs better than FBSS in the low SNR condition, while it is opposite in the high SNR condition. To be special, when SNR < −5 dB, both FBSS and FSD perform weak. Then the performance of ISD is relative poor because of the great data loss. Since the partial difference-operation can alleviate the information loss greatly and the RSCMs can use all the data information of the sample covariance matrix, the performance of the proposed method is better than that of FBSS and FSD, whenever the SNR is high or low. VOLUME 5, 2017
B. PERFORMANCE VERSUS NUMBER OF SNAPSHOTS
We examine the performance of the proposed method versus the number of snapshots in Fig. 4 , where we assume the number of subarrays is Q = 10 and the SNR is 5 dB. We can see that the proposed method can always obtain the best estimation performance for different number of snapshots. Like  Fig. 3 , ISD performs the worst. However, the performance of FBSS is better than that of FSD for the small number of snapshots, while FSD performs better with the increase of the number of snapshots. Combined Fig. 3 and Fig. 4 , we can conclude that the proposed method is more suitable for the low SNR and few snapshots conditions than other methods. 
C. PERFORMANCE VERSUS SIZE OF SUBARRAYS
We test the performance of proposed method versus the size of subarrays in Fig. 5 , where we assume the number of snapshots is L = 500, the SNR is set as 10 dB and the size of subarrays varies from 8 to 13. It can be seen that the proposed method can provide better estimation performance than others. Then, the RMSE curve of proposed method changes a little with the size of subarrays, whereas the other curves change greatly, especially for small size of subarrays. This is because that the proposed method can always use all the data information, while the unused data information (Fig. 2) for other methods varies with the size of subarrays. We also observe that the performance of FBSS becomes weak with small number of subarrays, while the spatial differencing methods perform better.
Experiment 2: RMSE Performance in case of colored noise. In this experiment, we examine the effectiveness of the proposed method in the colored noise condition, and the number of subarrays is Q = 9. The RMSE curves versus the SNR and the number of snapshots with different methods are given in Fig. 6 and Fig. 7 , respectively. We assume the number of snapshots is L = 500 in Fig. 6 and the SNR is 5dB in Fig. 7 . It can be seen that, for the colored noise, the proposed method can achieve better performance than the others, especially for the low SNR and few snapshots conditions. Besides, with the increase of the number of snapshots, all the RMSE curves become stabilized.
Experiment 3: Resolution Ability.
In this experiment, we compare the resolution ability by resolving two closely located signals via the normalized spectrum in the white noise condition, where the two signals are closely located at (θ 1 , θ 2 ) = (10 • , 12 • ), the SNR is set as 20 dB and the number of snapshots is L = 250. In Fig. 8 , normalized spectrum are plotted for FBSS, FSD, ISD and the proposed method. We can see that the proposed method can resolve the two signals successfully because of the use of more data information and partial difference-operation, while the other methods fail to resolve these two signals.
V. CONCLUSION
In this paper, we have proposed a PSD approach for DOA estimation in LGA. We first divide the column vectors of sample covariance matrix into several sub-vectors and use them to form the RSCMs. We then perform the partial differenceoperation on the noise parts of RSCMs, while the non-noise parts are kept completely, that is, we build a PSD matrix. Besides, the proposed method can also have a lower computational complexity due to the use of the linear operator. Simulation results demonstrate that our method has much better performance in contrast to other recently developed method. The spatial differencing based DOA estimation with MIMO radar in LGA will be considered in our near future.
APPENDIX PROOF OF THEOREM 1
Based on the fact that the rank of a matrix is unchanged by a permutation of its columns, we can prove that rank (D) = rank E y 1 (t) y * 11 (t) − J Q E y 1 (t) y * 11 (t) * , · · · , E y 1 (t) y * 11 (t) −J Q E y N (t) y * N ,1 (t) * ,
Combined (15) and (16) 
