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The goal of this thesis is to verify whether the WebDAV communication protocol and
its implementation by Kerio Connect email server is a suitable tool for data synchroni-
zation between more Kerio Connect servers in a distributed environment and to design
fault-tolerant synchronization algorithm, which would use the WebDAV communication
interface to transfer data between Kerio Connect servers. The work describes in detail the
communication protocol WebDAV and various algorithms and technologies for maintai-
ning data consistency in a distributed environment. Based on learned facts the algorithm
is designed to efficiently synchronize data between servers in a distributed environment,
deal with possible conflict situations and resolve possible error conditions. Behavior of
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1 U´vod
V modern´ı dobeˇ jsou pro na´s data ulozˇena´ v pocˇ´ıtacˇi to nejcenneˇjˇs´ı, cˇ´ım na´sˇ pocˇ´ıtacˇ
disponuje, bez nich je pocˇ´ıtacˇ bezcenny´. Sva´ data chceme cˇasto sd´ılet s ostatn´ımi uzˇivateli
a publikovat na verˇejny´ch prostorech. Emailovy´ server Kerio Connect od spolecˇnosti Kerio
Technologies s.r.o. tuto mozˇnost nab´ız´ı a dovoluje uzˇivatel˚um sd´ılet d˚ulezˇita´ data nebo
uda´losti mezi sebou. Uzˇivatele´ mohou takto sd´ılena´ data libovolneˇ upravovat a meˇnit.
Proble´m ovsˇem nasta´va´ v distribuovane´ dome´neˇ, kde jsou uzˇivatele´ stejne´ dome´ny dis-
tribuova´ni mezi v´ıce Kerio Connect server˚u. Uzˇivatele´ mohou verˇejna´ data nada´le sd´ılet
mezi sebou, ale pouze v ra´mci jednoho serveru. Motivac´ı pro tuto pra´ci je pra´veˇ potrˇeba
sd´ılena´ data distribuovat mezi vsˇechny servery dome´ny tak, aby kazˇdy´ z uzˇivatel˚u dis-
tribuovane´ dome´ny mohl prˇistupovat ke stejny´m verˇejny´m dat˚um na libovolne´m serveru.
Idea´ln´ım rozhran´ım pro takovou vy´meˇnu dat mezi servery je prˇitom otestovane´ a funkcˇn´ı
komunikacˇn´ı rozhran´ı WebDAV pouzˇ´ıvane´ pro prˇipojen´ı Entourage emailove´ho klienta
ke Kerio Connect serveru.
Distribuce dat s sebou ovsˇem prˇina´sˇ´ı nemale´ proble´my. Data jsou replikova´na mezi
servery a jsou ulozˇena ve v´ıcena´sobny´ch kopi´ıch. Uzˇivatele´ mohou stejne´ soubory meˇnit
na libovolne´m serveru a vyvolat t´ım nutnost prˇena´sˇet zmeˇny do ostatn´ıch kopi´ı tak, aby
vsˇichni uzˇivatele´ videˇli stejna´ data. Situace se da´le komplikuje, pokud je zmeˇna stejne´ho
souboru provedena na v´ıce serverech soucˇasneˇ. Vznika´ tak konflikt, ktery´ je potrˇeba uspo-
kojiveˇ vyrˇesˇit. Distribuovane´ syste´my da´le trp´ı cˇasty´mi vy´padky a nesta´lost´ı s´ıteˇ, cˇ´ımzˇ
docha´z´ı k docˇasne´ nedostupnosti jednotlivy´ch uzl˚u syste´mu.
C´ılem pra´ce je vy´sˇe zmı´neˇne´ proble´my vyrˇesˇit v prostrˇed´ı distribuovane´ dome´ny Kerio
Connect server˚u s pouzˇit´ım komunikacˇn´ıho protokolu WebDAV. Druha´ kapitola pra´ce se
podrobneˇ zaby´va´ oveˇrˇen´ım mozˇnost´ı WebDAV komunikacˇn´ıho rozhran´ı implementova-
ne´ho v Kerio Connect serveru a jeho vhodnost´ı pro replikaci dat mezi servery. Ve trˇet´ı
kapitole je prˇedstaven pojem replikace a detailneˇ popsa´ny r˚uzne´ zp˚usoby udrzˇen´ı dat
na v´ıce replika´ch v konzistentn´ım stavu. Z´ıskane´ poznatky jsou ve cˇtvrte´ kapitole vyuzˇity
pro na´vrh vhodne´ho synchronizacˇn´ıho algoritmu, ktery´ bude spolehliveˇ udrzˇovat repliky
v konzistentn´ım stavu a vhodneˇ rˇesˇit vznikle´ konflikty. Navrzˇeny´ algoritmus je v za´veˇ-
recˇne´ pa´te´ kapitole proveˇrˇen jak z hlediska funkcˇnosti a spolehlivosti, tak i vy´konnosti
a efektivity.
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2 Protokol HTTP a WebDav
HTTP (HyperText Transfer Protocol) je jednoduchy´ aplikacˇn´ı protokol, ktery´ se da´ vy-
uzˇ´ıt nejen k prˇenosu hypertextovy´ch dokument˚u a obra´zk˚u, ale ma´ i mnoho zaj´ımavy´ch
rozsˇ´ıˇren´ı a vlastnost´ı. A pra´veˇ jeho vy´znamne´ rozsˇ´ıˇren´ı WebDAV, ktere´ umozˇnˇuje mimo
klasicke´ho stahova´n´ı obsahu i jeho spra´vu, je pouzˇito v te´to pra´ci jako komunikacˇn´ı pro-
strˇedek pro prˇenos dokument˚u. V te´to kapitole budou uvedeny za´klady protokolu HTTP
a d˚ulezˇite´ vlastnosti WebDAV, ktere´ byly v dalˇs´ım textu pra´ce pouzˇity.
2.1 HTTP
Hypertext Transfer Protokol pocha´z´ı z roku 1996 (respektive HTTP 1.1 z roku 1999) a byl
pouzˇ´ıva´n pro prˇenos dat prˇes internet. V dnesˇn´ı dobeˇ je pouzˇ´ıva´n zejme´na pro WWW.
HTTP je aplikacˇn´ı protokol nad transportn´ım protokolem TCP a je zalozˇen na principu
pozˇadavek/odpoveˇd’. Klient vzˇdy inicializuje spojen´ı odesla´n´ım pozˇadavku a server mu
patrˇicˇneˇ odpov´ı. Dotaz se vzˇdy skla´da´ z pozˇadovane´ metody, cesty k souboru (URL),
verze protokolu a hlavicˇek. V neˇktery´ch prˇ´ıpadech na´sleduje po hlavicˇka´ch i teˇlo dotazu
oddeˇlene´ jedn´ım pra´zdny´m rˇa´dkem. Vsˇe je prˇena´sˇeno v textove´ podobeˇ, je tedy mozˇne´
pozˇadavky jednodusˇe vytva´rˇet nebo cˇ´ıst:
1 GET / HTTP/1.1
2 Host: www.example.com
Server pozˇadavek vyrˇ´ıd´ı a vra´t´ı odpoveˇd’, ktera´ mu˚zˇe vypadat naprˇ´ıklad takto:
1 HTTP/1.1 200 OK







Odpoveˇd’ obsahuje verzi protokolu, na´vratovy´ ko´d, hlavicˇky a teˇlo odpoveˇdi. Opeˇt je
vesˇkery´ prˇenos prova´deˇn pouze v textove´ podobeˇ. Jak je mozˇne´ z prˇedchoz´ıho pozorovat,
protokol HTTP je velice jednoduchy´ a proto take´ velmi obl´ıbeny´ a pouzˇ´ıvany´. Da´le se
budeme zaby´vat pouze nejnoveˇjˇs´ı verz´ı protokolu HTTP 1.1.
2.1.1 Vybrane´ vlastnosti
Perzistentn´ı spojen´ı Server podporuj´ıc´ı protokol 1.0 po vra´cen´ı odpoveˇdi ihned na-
va´zane´ spojen´ı uzavrˇe. Cˇasto je toto protokolu vycˇ´ıta´no, protozˇe otevrˇen´ı TCP spojen´ı
pro kazˇdy´ pa´r pozˇadavek/odpoveˇd’ je pomeˇrneˇ drahe´. Protokol 1.1 prˇicha´z´ı s perzistent-
n´ım spojen´ım, kdy server spojen´ı neuzavrˇe ihned, ale cˇeka´ na dalˇs´ı pozˇadavky. Klient
mu˚zˇe pokracˇovat v dotazova´n´ı a spojen´ı ukoncˇit sa´m.
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Bezstavovost Pozˇaduje-li opakovaneˇ klient stejna´ data, zasˇle novy´ pozˇadavek a server
vygeneruje novou odpoveˇd’. Prˇ´ıpadne´ uchova´n´ı neˇktery´ch informac´ı o komunikaci mezi kli-
entem a serverem je zcela v rezˇii klienta. Protokol si informace o jizˇ provedeny´ch spojen´ıch
neudrzˇuje, je to protokol bezstavovy´.
MIME typ (forma´t) Pomoc´ı hlavicˇky Accept mu˚zˇe klient pozˇadovat urcˇity´ MIME
typ. Takzˇe prˇi pozˇadavku na stejne´ URL, ale s jinou hlavicˇkou mu˚zˇe dostat v prˇ´ıpadeˇ
Accept: text/plain stra´nku prˇevedenou na prosty´ text, zat´ımco v prˇ´ıpadeˇ Accept: appli-
cation/xhtml+xml dostane hypertext. Stejneˇ tak pomoc´ı te´to hlavicˇky mu˚zˇeme vyjednat
se serverem vhodny´ forma´t naprˇ´ıklad obra´zk˚u [RFC2616].
Bezpecˇnost Pozˇadavky i odpoveˇdi jsou prˇena´sˇeny cˇisteˇ v textove´ podobeˇ, cozˇ mu˚zˇe
znamenat znacˇna´ bezpecˇnostn´ı rizika, a proto je mozˇne´ prˇidat TLS vrstvu a vytvorˇit tak
zabezpecˇeny´ protokol nazy´vany´ HTTPS [RFC2818].
2.1.2 Du˚lezˇite´ metody
Pouzˇitou metodu HTTP protokolu specifikuje klient v pozˇadavku a oznamuje tak serveru,
jakou operaci chce prove´st. S metodami jsou sva´za´ny hlavicˇky a kazˇda´ metoda se mu˚zˇe
chovat trochu jinak prˇi pouzˇit´ı rozd´ılny´ch hlavicˇek, podrobnosti je mozˇne´ nale´zt v oficia´ln´ı
specifikaci [RFC1945].
Metoda GET prˇedstavuje pozˇadavek na zasla´n´ı dokumentu urcˇene´ho pomoc´ı URL,
cˇili naprˇ´ıklad stazˇen´ı HTML stra´nky nebo obra´zk˚u z webove´ho serveru.
Metoda HEAD je shodna´ s metodou GET, ale v odpoveˇdi serveru jsou uvedeny pouze
hlavicˇky vyzˇa´dane´ho dokumentu bez teˇla obsahuj´ıc´ı samotny´ dokument. Tato metoda se
pouzˇ´ıva´ pro zjiˇsteˇn´ı existence dokumentu nebo jeho vlastnost´ı.
Metoda POST se pouzˇ´ıva´ v prˇ´ıpadeˇ, kdy ma´ c´ılovy´ server prˇijmout data z pozˇadavku.
Skutecˇna´ funkce metody za´vis´ı na implementaci a urcˇene´ URL. Mu˚zˇe se jednat o zasla´n´ı
emailu, prˇeda´n´ı dat do procesu a podobneˇ. U klasicky´ch webovy´ch server˚u se jedna´ prˇe-
devsˇ´ım o odesla´n´ı formula´rˇe.
Metoda PUT prˇedstavuje pozˇadavek na ulozˇen´ı pos´ılany´ch dat pod specifikovane´ URL
na server. Takto ulozˇena´ data budou dostupna´ naprˇ. na´sledny´mi dotazy GET. Webove´
servery toto samozrˇejmeˇ nepodporuj´ı, klient nema´ mozˇnost meˇnit obsah na vzda´lene´m
serveru.
Metoda DELETE je pozˇadavkem na zrusˇen´ı dokumentu na serveru. Rusˇeny´ dokument
je specifikova´n v URL. Stejneˇ jako u metody PUT ji klasicke´ webove´ servery nepodporuj´ı.
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2.1.3 Na´vratove´ ko´dy
Na kazˇdy´ pozˇadavek server odpov´ı jednou odpoveˇd´ı, tato odpoveˇd’ vzˇdy obsahuje trˇ´ıci-
ferny´ na´vratovy´ ko´d vcˇetneˇ popisuj´ıc´ıho textu, ktery´ oznamuje stav pozˇadavku. Na´vratovy´
ko´d se deˇl´ı podle prvn´ı cifry na peˇt trˇ´ıd [RFC1945]:
• 1 - informativn´ı Pozˇadavek byl v porˇa´dku obdrzˇen, ale nen´ı doposud kompletneˇ
zpracova´n.
• 2 - u´speˇch Dotaz byl serverem pochopen, akceptova´n a prˇ´ıpadna´ data jsou v od-
poveˇdi. Nejcˇasteˇjˇs´ı odpoveˇd´ı je zna´ma´ 200 OK.
• 3 - prˇesmeˇrova´n´ı Pozˇadovany´ c´ıl existuje, ale byl prˇesunut, klient mus´ı prove´st
dalˇs´ı akce pro jeho z´ıska´n´ı (zaslat novy´ pozˇadavek). Naprˇ´ıklad zna´me´ prˇesmeˇrova´n´ı
301 Moved Permanently.
• 4 - chybny´ pozˇadavek Klient polozˇil chybny´ dotaz nebo nema´ dostatecˇna´ opra´v-
neˇn´ı z´ıskat pozˇadovany´ c´ıl. Opeˇt mu˚zˇeme uve´st prˇ´ıklad typicke´ na´vratove´ hodnoty
404 Not Found.
• 5 - chyba serveru Server nen´ı z neˇjake´ho d˚uvodu schopen obslouzˇit pozˇadavek.
Cˇasto neprˇ´ıjemna´ odpoveˇd’ 500 Internal Server Error.
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2.2 Protokol WebDAV
Web Distributed Authoring and Versioning - WebDAV - je mnozˇina rozsˇ´ıˇren´ı HTTP proto-
kolu, ktera´ poskytuje mozˇnost vzda´lene´ spra´vy soubor˚u, adresa´rˇ˚u a vlastnost´ı na datove´m
serveru. Protokol tak cˇin´ı ze vzda´lene´ho serveru zapisovatelne´ me´dium. Vytva´rˇ´ı prostrˇed´ı,
ve ktere´m mohou klienti vytva´rˇet, meˇnit, prˇesouvat a mazat soubory a adresa´rˇe. Prostrˇed´ı
organizuje soubory do standardn´ı stromove´ adresa´rˇove´ struktury [RFC2818]
WebDAV spojuje dveˇ jizˇ propracovane´ technologie HTTP a XML (Extensible Markup
Language) [W3C]. Protokol HTTP je pouzˇ´ıva´n pro zajiˇsteˇn´ı zp˚usobu komunikace. Kromeˇ
standardn´ıch metod vyuzˇ´ıvany´ch v ra´mci protokolu HTTP (GET, POST, PUT . . . ) za-
va´d´ı WebDAV pro sve´ potrˇeby nove´ metody a hlavicˇky. XML naopak WebDAV vyuzˇ´ıva´
jako nositele strukturovany´ch informac´ı, ktere´ uprˇesnˇuj´ı jak dotaz klienta, tak i vy´sledek
zas´ılany´ serverem. V XML cˇa´sti komunikace jsou odes´ıla´ny vy´sledky zpracova´n´ı prˇ´ıkaz˚u
pro jednotlive´ soubory, informace o souborech, adresa´rˇ´ıch a jine´. Nejlepsˇ´ı bude uka´zat
WebDAV pozˇadavek a odpoveˇd’ na jednoduche´ uka´zce vytvorˇen´ı nove´ kolekce.
Pozˇadavek













1 HTTP/1.1 201 Created
V podstateˇ se nejedna´ o nic nove´ho, pozˇadavek je shodny´ s pozˇadavkem v HTTP pro-
tokolu, s t´ım rozd´ılem, zˇe teˇlo obsahuje XML dokument s podrobnostmi o pozˇadavku,




WebDAV protokol definuje neˇkolik novy´ch pojmu˚, ktere´ jsou v na´sleduj´ıc´ım textu objas-
neˇny, a tyto pojmy budou i v dalˇs´ım textu te´to pra´ce pouzˇity.
Zdroj - libovolna´ entita, se kterou je mozˇne´ pracovat. Je identifikova´n jedinecˇnou URL
nebo URI adresou. Neforma´lneˇ rˇecˇeno se jedna´ o soubory, kolekce a vlastnosti (z angl.
Resource [RFC4918]).
Vlastnost - pa´r jme´no/hodnota obsahuj´ıc´ı popisne´ informace o zdroji - typ zdroje,
velikost, autor . . . (z angl. Property [RFC4918]).
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Kolekce - zdroj, ktery´ se soucˇasneˇ chova´ jako kontejner referenc´ı na dalˇs´ı zdroje. V pod-
stateˇ se jedna´ o analogii adresa´rˇe v klasicke´m souborove´m syste´mu. Kolekce smı´ obsahovat
vlastnosti a dalˇs´ı zdroje, at’ uzˇ kolekce nebo dokumenty (z angl. Collection [RFC4918]).
Dokument - zdroj, ktery´ nen´ı kolekc´ı. Dokumenty jsou analogi´ı soubor˚u v klasicke´m
souborove´m syste´mu (z angl. Document).
Vnitrˇn´ı cˇlen kolekce - zdroj, ktery´ je prˇ´ımy´m potomkem dane´ kolekce, cˇili kolekce
obsahuje referenci na tento zdroj (z angl. Internal Member of a Collection [RFC4918]).
Cˇlen kolekce - zdroj, ktery´ je potomek dane´ kolekce neboli je vnitrˇn´ı cˇlen dane´ kolekce
nebo vnitrˇn´ı cˇlen libovolne´ vnorˇene´ kolekce (z angl. Member of a Collection [RFC4918]).
Aktivn´ı vlastnost - vlastnost, jej´ızˇ se´mantika a syntaxe je vynucena´ serverem. Prˇ´ı-
kladem takove´ aktivn´ı vlastnosti mu˚zˇe by´t DAV:getcontentlength, jej´ızˇ hodnota, vra´cena´
v pozˇadavku GET, je automaticky spocˇ´ıta´na na straneˇ serveru z aktua´ln´ıho stavu zdroje
(z angl. Live Property [RFC4918]).
Pasivn´ı vlastnost - vlastnost jej´ızˇ se´mantika a syntaxe nen´ı vynucena´ serverem. Server
pouze hodnotu ukla´da´ a za u´drzˇbu konzistence a spra´vnosti se´mantiky a syntaxe hodnoty
je odpoveˇdny´ klient. Prˇ´ıkladem te´to vlastnosti mu˚zˇe by´t jme´no autora zdroje (z angl.
Dead Property [RFC4918]).
2.2.2 Odpoveˇd’ 207 Multi-Status
WebDAV mimo klasicky´ch dotaz˚u a odpoveˇd´ı nad jedn´ım konkre´tn´ım zdrojem, zava´d´ı
i hromadne´ (z angl. batch) operace, naprˇ´ıklad pro smaza´n´ı nebo nastaven´ı vlastnost´ı
zdroje. V tomto prˇ´ıpadeˇ je ovsˇem nutne´ obdrzˇet od serveru odpoveˇd’ se stavem pro kazˇdy´
d´ılcˇ´ı c´ıl hromadne´ akce. WebDAV proto zava´d´ı odpoveˇd’ 207 Multi-Status, cˇ´ımzˇ oznamuje,
zˇe stav provedeny´ch operac´ı je k nalezen´ı v XML teˇle odpoveˇdi pro kazˇdy´ jednotlivy´ zdroj
samostatneˇ.
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2.3 Exchange Store WebDAV
Cela´ specifikace protokolu WebDAV je k nalezen´ı v oficia´ln´ım [RFC2818]. V te´to pra´ci je
ovsˇem nutne´ se zameˇrˇit na specifickou cˇa´st cele´ho dokumentu, kterou podporuje server
Kerio Connect. Kerio Connect je emailovy´ server vyv´ıjeny´ spolecˇnost´ı Kerio, ktery´ mimo
jine´ poskytuje i komunikacˇn´ı rozhran´ı se sluzˇbami WebDAV [Connect].
Motivac´ı pro implementaci WebDAV komunikacˇn´ıho rozhran´ı byla nutnost podporovat
emailove´ho klienta Entourage vyv´ıjene´ho spolecˇnost´ı Microsoft pro operacˇn´ı syste´m OS
X. Microsoft Entourage byl soucˇa´st´ı bal´ıku Microsoft Office pro MAC a jednalo se o sou-
rozence zna´me´ho emailove´ho klienta Microsoft Outlook. Tento klient umeˇl komunikovat
se serverem Microsoft Exchange a to pra´veˇ pomoc´ı protokolu WebDAV.
Jak jizˇ to cˇasto by´va´ a zvla´sˇteˇ u spolecˇnosti Microsoft, komercˇn´ı spolecˇnost prˇevezme
oficia´ln´ı specifikaci a uprav´ı ji podle svy´ch konkre´tn´ıch potrˇeb a pozˇadavk˚u. Tak tomu
je i v prˇ´ıpadeˇ implementace WebDAV produktem Microsoft Exchange. Spolecˇnost Micro-
soft ma´ svoji vlastn´ı oficia´ln´ı specifikaci protokolu WebDAV, ktera´ p˚uvodn´ı [RFC2818]
rozsˇiˇruje o nove´ vlastnosti. Podstata protokolu z˚usta´va´ sta´le stejna´, ale d´ıky drobny´m
odliˇsnostem mus´ıme vycha´zet pra´veˇ z te´to Microsoft Exchange specifikace [MSDN].
Do jiste´ mı´ry limituj´ıc´ım faktorem je to, zˇe cela´ implementace komunikacˇn´ıho rozhran´ı
WebDAV produktem Kerio Connect se omezuje pouze na potrˇeby emailove´ho klienta
Microsoft Entourage, ktery´ vyuzˇ´ıva´ jen neˇktere´ z mozˇnost´ı WebDAV protokolu. Nebylo
tud´ızˇ nutne´ implementovat celou specifikaci protokolu, ale pouze ty metody a vlastnosti,
ktere´ emailovy´ klient opravdu pouzˇ´ıva´. Komunikacˇn´ı rozhran´ı se tedy omezuje jen na ur-
cˇitou podmnozˇinu a tato podmnozˇina je v na´sleduj´ıc´ıch rˇa´dc´ıch uvedena. Vsˇechny tyto
vlastnosti byly zjiˇsteˇny prˇ´ımy´m testova´n´ım komunikacˇn´ıho rozhran´ı produktu Kerio Con-
nect.
2.3.1 Metoda PROPFIND
Pouzˇ´ıva´ se pro z´ıska´n´ı vlastnost´ı zdroje specifikovane´ho podle URI. Vlastnosti, ktere´
chceme z´ıskat, mu˚zˇeme uve´st v XML teˇle pozˇadavku nebo uve´st za´stupnou vlastnost
DAV:allprop, ktera´ donut´ı server v odpoveˇdi vra´tit vesˇkere´ dostupne´ vlastnosti. Server
vrac´ı odpoveˇd’ 207, ktera´ obsahuje cˇa´stecˇne´ odpoveˇdi 200 pro vlastnosti existuj´ıc´ı a do-
stupne´ a 403 pro vlastnosti neexistuj´ıc´ı. Pouzˇit´ım hlavicˇky Brief je mozˇne´ serveru rˇ´ıci, at’
neexistuj´ıc´ı vlastnosti vynecha´ a vrac´ı pouze existuj´ıc´ı.
Nav´ıc existuje specia´ln´ı vlastnost descriptor, ktera´ vrac´ı tzv. security descriptor neboli
bezpecˇnostn´ı popis zdroje. Tato vlastnost je specificka´ pro kolekce a obsahuje definici pra´v,
ktery´mi skupina uzˇivatel˚u nebo uzˇivatel disponuj´ı vzhledem k c´ılove´ kolekci [MSDN].
Hlavicˇka Depth
Uveden´ım hlavicˇky Depth mu˚zˇeme vyzˇa´dat kromeˇ vlastnost´ı zdroje uvedene´ho v URL
i vlastnosti vsˇech jeho cˇlen˚u (samozrˇejmeˇ relevantn´ı pouze pro kolekce). Implicitn´ı hodnota
hlavicˇky Depth je
”
0“, cozˇ je pouze dotazovany´ zdroj. Explicitn´ım uveden´ım hodnoty
”
1“
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2.3.2 Metoda PROPPATCH
Metoda PROPPATCH umozˇnˇuje nastavit nebo odstranit vlastnosti c´ılove´ho zdroje spe-
cifikovane´ho podle URI. Vsˇechny vlastnosti jsou uvedeny v XML teˇle pozˇadavku a maj´ı
prˇ´ıznak DAV:set pro nastaven´ı nebo DAV:remove pro odebra´n´ı vlastnosti z mnozˇiny vlast-
nost´ı. Server stejneˇ jako v prˇ´ıpadeˇ PROPFIND vrac´ı odpoveˇd’ 207 s cˇa´stecˇny´mi odpoveˇdi
200 pro vlastnosti u´speˇsˇneˇ nastavene´ a 403 pro vlastnosti nenastavene´ (vlastnost neexis-
tuje nebo se jedna´ o aktivn´ı vlastnost).
2.3.3 Metoda MKCOL
Metoda MKCOL vytva´rˇ´ı novou kolekci umı´steˇnou do stromove´ struktury podle URI pozˇa-
davku. Server vrac´ı odpoveˇd’ 207 s cˇa´stecˇnou odpoveˇd´ı 200 pro u´speˇsˇneˇ vytvorˇenou kolekci
a 403 pro kolekci, kterou se nepodarˇilo vytvorˇit. Cesta ke kazˇde´ kolekci, kterou chceme
vytvorˇit, mus´ı jizˇ existovat v dobeˇ vytva´rˇen´ı. WebDAV cestu rekurzivneˇ nevytva´rˇ´ı.
Prˇi vytva´rˇen´ı kolekce je vzˇdy nutne´ uve´st trˇ´ıdu kolekce, ktera´ se ma´ vytvorˇit. Trˇ´ıda
kolekce urcˇuje se´mantiku, s jakou se ma´ s kolekc´ı v prostrˇed´ı e-mailove´ho serveru a klienta
pracovat. Urcˇuje naprˇ´ıklad jej´ı vzhled a mozˇny´ obsah. Kolekce se deˇl´ı celkem do peˇti trˇ´ıd:
• IPF.Note slozˇka e-mailovy´ch zpra´v,
• IPF.Contact slozˇka obsahuj´ıc´ı kontakty,
• IPF.Appointment kalenda´rˇ s uda´lostmi,
• IPF.Task slozˇka u´kol˚u a
• IPF.StickyNote slozˇka pozna´mek.
2.3.4 Metoda SEARCH
SEARCH je vy´znamnou metodou zava´deˇj´ıc´ı mozˇnost vyhleda´vat ve zdroj´ıch dotazovac´ım
jazykem SQL. Je mozˇne´ tedy naprˇ´ıklad vyhledat vsˇechny kolekce nebo vsˇechny zdroje
urcˇite´ho typu nebo velikosti. Metoda umozˇnˇuje pouzˇ´ıt 2 typy vyhleda´va´n´ı:
• Hierarchical stromove´ vyhleda´va´n´ı hleda´ ve cˇlensky´ch kolekc´ıch a
• Shallow meˇlke´ vyhleda´va´n´ı hleda´ ve vsˇech vnitrˇn´ıch cˇlenech kolekce.
Kromeˇ velice efektivn´ıho zp˚usobu vyhleda´va´n´ı, je mozˇne´ z´ıskat v odpoveˇdi Manifest
of a Collection, cozˇ je seznam zmeˇn v hledane´ kolekci [MSDN]. Kazˇdy´ nalezeny´ zdroj je
oznacˇen jedn´ım ze trˇ´ı mozˇny´ch stav˚u:
• new zdroj byl noveˇ prˇida´n,
• change vlastnost nebo obsah zdroje byly zmeˇneˇny nebo
• delete zdroj byl smaza´n.
K oznacˇen´ı verze kolekce je pouzˇita nepr˚uhledna´ textova´ zna´mka collblob. Tato zna´mka
je vzˇdy obsazˇena v odpoveˇdi na metodu SEARCH a oznacˇuje novou verzi kolekce, kterou
jsme pra´veˇ odpoveˇd´ı obdrzˇeli. Tuto zna´mku mu˚zˇeme pouzˇ´ıt prˇi dalˇs´ım hleda´n´ı metodou
SEARCH a dostaneme seznam vesˇkery´ch zmeˇn, ktere´ nastaly od verze oznacˇene´ zna´mkou.
Pokud pouzˇijeme zna´mku pra´zdnou, vrac´ı server vsˇechny zdroje se stavem new.
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2.3.5 Metoda LOCK a UNLOCK
K e-mailove´mu serveru mu˚zˇe najednou prˇistupovat konkurencˇneˇ v´ıce klient˚u a proto je
nutne´ prˇi vytva´rˇen´ı nebo u´praveˇ zdroje tento zdroj explicitneˇ zamknout pomoc´ı metody
LOCK a vytvorˇit tak novou transakci. Metoda LOCK umozˇnˇuje zamknout i neexistuj´ıc´ı
zdroj a to pro prˇ´ıpad, kdy potrˇebujeme novy´ zdroj vytvorˇit. Transakce se vytva´rˇ´ı pouze
pro nahra´va´n´ı dokument˚u metodou PUT a PROPPATCH, kdy prˇenos trva´ rˇa´doveˇ de´le
nezˇ u jiny´ch operac´ı jako DELETE nebo MKCOL. Transakce je vzˇdy vytvorˇena na dobu
jedne´ hodiny a po te´to dobeˇ se automaticky zrusˇ´ı. Server vrac´ı odpoveˇd’ 200, pokud je
transakce u´speˇsˇneˇ vytvorˇena, nebo 403, pokud transakci nelze vytvorˇit nebo jiny´ za´mek
je jizˇ aktivn´ı nad stejny´m zdrojem. V odpoveˇdi je take´ uvedena nepr˚uhledna´ zna´mka
Lock-Token identifikuj´ıc´ı transakci, ktera´ se pouzˇije v hlavicˇce If pro vsˇechny metody
transakce.
Transakci je mozˇne´ ukoncˇit explicitneˇ metodou UNLOCK. V XML teˇle pozˇadavku se
uva´d´ı, zda byla transakce u´speˇsˇneˇ provedena a zmeˇny se maj´ı zapsat (element DAV:commit)
nebo transakce nebyla u´speˇsˇna´ a zmeˇny se maj´ı zrusˇit (element DAV:abort). Po ukoncˇen´ı
transakce je za´mek uvolneˇn a jiny´ klient mu˚zˇe prˇistupovat ke stejne´mu zdroji.
2.3.6 Metoda SUBSCRIBE a POLL
Metodou SUBSCRIBE je mozˇne´ prˇihla´sit se ke sledova´n´ı zmeˇn nad kolekc´ı specifikovanou
v URI pozˇadavku. T´ımto zp˚usobem je mozˇne´ z´ıskat informace o zmeˇneˇ v rea´lne´m cˇase
hned, jakmile nastane. Prˇihla´sˇen´ı je identifikova´no celocˇ´ıselny´m Subscription-ID, ktere´
server vrac´ı prˇi u´speˇsˇne´ odpoveˇdi 200. Prˇihla´sˇen´ı je mozˇne´ prove´st pouze na kolekce, pokud
se pokus´ıme vytvorˇit prˇihla´sˇen´ı na jiny´ zdroj, server odpov´ı 501. Prˇihla´sˇen´ı trva´ implicitneˇ
jednu hodinu a prˇed uplynut´ım te´to doby je mozˇne´ jej obnovit opeˇtovny´m vola´n´ım metody
SUBSCRIBE, ale tentokra´t s hlavicˇkou Subscription-ID obsahuj´ıc´ı identifika´tor prˇihla´sˇen´ı.
Klient mu˚zˇe by´t o zmeˇna´ch informova´n dveˇma zp˚usoby:
• Metodou NOTIFY Klient ozna´mı´ serveru, na ktere´ URL bude cˇekat na ozna´-
men´ı zmeˇny, hlavicˇkou Call-Back, pouzˇ´ıvaj´ıc´ı protokol HTTPU. Na tuto URL na´-
sledneˇ server prˇi kazˇde´ zmeˇneˇ zavola´ metodu NOTIFY, takzˇe klient je informova´n
o zmeˇneˇ ihned, jakmile na straneˇ serveru nastane. Nevy´hodou je nutnost imple-
mentace HTTP serveru na straneˇ klienta pro podporu nasloucha´n´ı HTTP vola´n´ı
[MSDN].
• Metodou POLL Klient se periodicky pta´ serveru metodou POLL s hlavicˇkou
Subscription-ID, zda nastala zmeˇna nad dany´m prˇihla´sˇen´ım. Prˇi vola´n´ı metody
POLL je mozˇne´ uve´st v´ıce identifika´tor˚u prˇihla´sˇen´ı. Server v u´speˇsˇne´ odpoveˇdi 207
rozdeˇl´ı identifika´tory do trˇ´ı skupin: 200 pro existuj´ıc´ı prˇihla´sˇen´ı se zmeˇnou, 204
pro existuj´ıc´ı prˇihla´sˇen´ı beze zmeˇny a 403 pro neexistuj´ıc´ı prˇihla´sˇen´ı. Nevy´hodou
je, zˇe ozna´men´ı o zmeˇneˇ klient dostane, azˇ ve chv´ıli kdy se zepta´. To samozrˇejme
mu˚zˇe by´t i vy´hodou, protozˇe pra´veˇ ma´ cˇas zmeˇny obslouzˇit. Znacˇnou vy´hodou je
jednoduchost klienta, nen´ı nutne´ implementovat HTTP server [MSDN].
Prˇihla´sˇen´ı je zrusˇeno automaticky po uplynut´ı cˇasove´ho limitu, prˇi zrusˇen´ı kolekce nebo
je mozˇne´ jej zrusˇit explicitneˇ vola´n´ım metody UNSUBSCRIBE s hlavicˇkou Subscription-
ID obsahuj´ıc´ı identifika´tor prˇihla´sˇen´ı.
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Typy prˇihla´sˇen´ı
Metodou SUBSCRIBE je mozˇne´ prˇihla´sit se k odbeˇru r˚uzny´ch typ˚u uda´lost´ı do r˚uzne´
hloubky pomoc´ı hlavicˇek Depth a Notification-Type:
• Hlavicˇka Depth stejneˇ jako v prˇ´ıpadeˇ metody PROPFIND (2.3.1) umozˇnˇuje ode-
b´ırat zmeˇny pouze pro vnitrˇn´ı cˇleny kolekce nebo pro vsˇechny cˇleny kolekce.
• Hlavicˇka Notification-Type specifikuje sledovanou uda´lost. E-mailovy´ server Ke-
rio Connect podporuje celkem dva typy uda´lost´ı. Hodnotou
”
update“ sledujeme
zmeˇny obsahu nebo vlastnost´ı zdroj˚u. Hodnotou
”
delete“ sledujeme uda´lost sma-
za´n´ı zdroje. Je nutne´ poznamenat, zˇe uda´lost
”
update“ sleduje v implementaci i uda´-
lost smaza´n´ı, takzˇe druha´ hodnota nen´ı potrˇeba, pokud nechceme sledovat pouze
odstraneˇn´ı zdroje.
2.4 Du˚vody pro pouzˇit´ı WebDAV
• Standard WebDAV je velice dobrˇe popsany´ a jednoznacˇny´ standard proveˇrˇeny´
mnoha pouzˇit´ımi. Je to jedna z vy´hod pro pouzˇit´ı protokolu WebDAV. Jaky´koliv
jiny´ emailovy´ server bude mozˇne´ synchronizovat pomoc´ı protokolu WebDAV, pokud
bude server toto komunikacˇn´ı rozhran´ı implementovat. A i kdyzˇ se jedna´ o pouzˇit´ı
standardu od spolecˇnosti Microsoft, sta´le se jedna´ pouze o nadmnozˇinu oficia´ln´ıho
standardu RFC 4918.
• Pouzˇit´ı HTTP Bez protokolu HTTP se zˇa´dny´ dnesˇn´ı standardn´ı pocˇ´ıtacˇ nemu˚zˇe
obej´ıt, jelikozˇ by zˇa´dny´ z uzˇivatel˚u nemohl prohl´ızˇet webove´ stra´nky. Proto je tento
protokol zaveden jako standardn´ı ve vesˇkery´ch firewallech, port 80 nen´ı blokova´n
a nen´ı nutne´ pro neˇj nastavovat specificka´ pravidla.
• Bezpecˇnost Protokol HTTP umozˇnˇuje sˇifrovanou komunikaci prˇida´n´ım SSL vrstvy
s vy´meˇnou certifika´t˚u, cˇ´ımzˇ vznikne jeho zabezpecˇena´ varianta HTTPS. Je proto
mozˇne´ mı´sto standardn´ıho textove´ho forma´tu pos´ılat data zasˇifrovaneˇ bez jake´koliv
nutnosti zmeˇnit komunikacˇn´ı protokol. Nav´ıc se opeˇt jedna´ o standardn´ı protokol
na portu 443, ktery´ nen´ı blokova´n.
• Komprimace Protokol HTTP umozˇnˇuje prˇena´sˇen komprimovana´ data, cˇ´ımzˇ je
mozˇne´ znacˇneˇ ulehcˇit komunikacˇn´ımu me´diu prˇi prˇenosu dat.
• Podpora replikace Jak bude uvedeno da´le, rozsˇ´ıˇren´ı WebDAV od spolecˇnosti
Microsoft v sobeˇ prˇ´ımo zahrnuje podporu replikace dat mezi servery. Takzˇe kromeˇ
Manifest of a Collection jsou k dispozici dalˇs´ı data poma´haj´ıc´ı prˇi replikaci.
• Kerio Connect Nejveˇtsˇ´ım d˚uvodem pro pouzˇit´ı WebDAV je ovsˇem existence otes-
tovane´ho a funkcˇn´ıho komunikacˇn´ıho rozhran´ı v produktu Kerio Connect. Nen´ı tedy




Replikace dat udrzˇuje v´ıcena´sobne´ kopie dat, nazy´vane´ repliky, na oddeˇleny´ch pocˇ´ıtacˇ´ıch.
Tato velice d˚ulezˇita´ technologie umozˇnˇuje existenci distribuovany´ch sluzˇeb. Replikace zvy-
sˇuje dostupnost a propustnost, jelikozˇ data jsou ulozˇena ve v´ıcena´sobny´ch kopi´ıch, ke kte-
ry´m lze prˇistupovat najednou a oddeˇleneˇ [Saito].
3.1 Konzistence
Hlavn´ım c´ılem vsˇech replikacˇn´ıch technik a algoritmu˚ je udrzˇovat konzistenci dat [Saito].
Konzistence jsou pravidla, ktera´ mus´ı replikacˇn´ı algoritmus dodrzˇovat pro udrzˇen´ı vsˇech
replik v konzistentn´ım stavu. Model konzistence definuje, za jak dlouho budou zmeˇny
dostupne´ na ostatn´ıch replika´ch nebo v jake´m porˇad´ı se prova´d´ı operace. Model˚u konzis-
tence existuje cela´ rˇada, liˇs´ı se prˇedevsˇ´ım ve striktnosti pravidel. Na´sleduj´ıc´ı text uva´d´ı
pro prˇedstavu dva vy´razneˇ odliˇsne´ modely:
• Striktn´ı konzistence znamena´, zˇe aby mohla by´t libovolna´ zmeˇna na jedne´ z replik
u´speˇsˇna´, je nutne´, aby tato zmeˇna byla okamzˇiteˇ zreplikova´na na vsˇech ostatn´ıch
replika´ch. Jakmile je obdrzˇeno potvrzen´ı o u´speˇsˇne´m proveden´ı na vsˇech replika´ch,
je i volaj´ıc´ı operace u´speˇsˇna´. Jediny´m mozˇny´m zp˚usobem jak te´to konzistence do-
sa´hnout je pouzˇit´ı za´mk˚u a vsˇechny repliky v dobeˇ aktualizace uzamknout, cozˇ ma´
samozrˇejmeˇ fata´ln´ı dopad na propustnost syste´mu.
• Eventual consistency neforma´lneˇ znamena´, zˇe vsˇechny repliky nakonec (z angl.
eventually) dosa´hnou konecˇne´ho stejne´ho stavu, pokud uzˇivatel prˇestane vytva´rˇet
nove´ operace [Saito]. Tento model striktneˇ neprˇedepisuje, kdy maj´ı repliky dosa´h-
nout stejne´ho stavu, jen rˇ´ıka´, zˇe ho nakonec mus´ı dosa´hnout. V dnesˇn´ı dobeˇ se jedna´
o velmi popula´rn´ı koncept u syste´mu˚ s optimistickou replikac´ı (viz sekce 3.3), sys-
te´my jsou jednodusˇsˇ´ı a le´pe sˇka´lovatelne´. Tento koncept pouzˇ´ıva´ naprˇ´ıklad Google
File System [Ghemawat].
3.2 Pesimisticka´ replikace
Tradicˇn´ı technikou replikace je udrzˇova´n´ı jedne´ prima´rn´ı kopie na prima´rn´ım serveru
v distribuovane´m syste´mu. Prima´rn´ı replika zpracova´va´ vesˇkere´ pozˇadavky na zmeˇnu dat.
Jakmile je zmeˇna provedena, je asynchronneˇ zreplikova´na na ostatn´ı, sekunda´rn´ı repliky.
V dobeˇ, kdy jsou data na sekunda´rn´ıch replika´ch neaktua´ln´ı, je prˇ´ıstup k nim blokova´n.
Pokud prima´rn´ı kopie vypadne, ostatn´ı repliky si zvol´ı novou prima´rn´ı kopii a syste´m
funguje da´le. Tato technika se nazy´va´
”
pesimisticka´ replikace“ [Saito].
Pesimisticka´ technika je jednoducha´ a nemus´ı rˇesˇit zˇa´dne´ konflikty, jelikozˇ vesˇkere´ ak-
tualizace se prova´d´ı vzˇdy nad aktua´ln´ımi daty. Tato technika funguje dobrˇe na loka´ln´ıch
s´ıt´ıch, kde latence mezi replikami je mala´ a vy´padky nepravdeˇpodobne´. Nemu˚zˇeme od n´ı
ovsˇem ocˇeka´vat dobre´ vy´kony v prostrˇed´ı internetu, s vysokou latenc´ı, malou propustnost´ı
a cˇasty´mi vy´padky. Propagace zmeˇn na sekunda´rn´ı repliky je pomala´ a propustnost vy´-
znamneˇ klesa´, d´ıky blokova´n´ı neaktua´ln´ıch dat. Nav´ıc je zde velka´ pravdeˇpodobnost ztra´ty
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dat prˇi vy´padku prima´rn´ı kopie, pokud se zmeˇny nestacˇ´ı zreplikovat na sekunda´rn´ı repliky.
Je velice teˇzˇke´ vytvorˇit syste´m s pesimistickou replikac´ı v prostrˇed´ı internetu s cˇastou po-
trˇebou za´pis˚u, jelikozˇ jeho propustnost dramaticky klesa´ s nar˚ustaj´ıc´ım pocˇtem uzˇivatel˚u.
V tomto prostrˇed´ı nalezne vyuzˇit´ı replikace optimisticka´ [Saito].
3.3 Optimisticka´ replikace
Kl´ıcˇovou mysˇlenkou pro optimistickou replikaci je povolit prˇ´ıstup pro za´pis na libovolne´
replice bez drˇ´ıveˇjˇs´ı synchronizace a optimisticky prˇedpokla´dat, zˇe konflikt v´ıce za´pis˚u
do jednoho objektu nastane velice vza´cneˇ, pokud v˚ubec kdy nastane. Vsˇechny provedene´
zmeˇny jsou propagova´ny na pozad´ı, a pokud v´ıcena´sobny´ za´pis do jednoho objektu na-
stane, je konflikt vyrˇesˇen beˇhem synchronizace [Saito].
Optimisticka´ replikace nab´ız´ı mnoho vy´hod. Dostupnost dat se zvy´sˇ´ı a data jsou zpra-
cova´va´na i prˇi vy´padku libovolne´ repliky. Umozˇnˇuje asynchronn´ı spolupra´ci mezi v´ıce
uzˇivateli. Repliky z˚usta´vaj´ı sta´le autonomn´ı a neza´visle´ na prima´rn´ı replice [Saito].
Oproti pesimisticke´ replikaci je vsˇak nutne´ rˇesˇit konflikty. Tam kde pesimisticka´ repli-
kace cˇeka´ na aktua´ln´ı data, optimisticka´ replikace mus´ı ha´dat jak vyrˇesˇit konflikt mezi
konkurentn´ımi operacemi. Takzˇe je pouzˇitelna´ pouze pro syste´my, ktere´ toleruj´ı obcˇasne´
konflikty a nekonzistentn´ı data. Optimistickou replikaci pouzˇ´ıvaj´ı naprˇ´ıklad syste´my DNS,
CVS a SVN.
3.3.1 Single-master
V distribuovane´m prostrˇed´ı je cˇasto mnohem slozˇiteˇjˇs´ı proble´m distribuovane´ho algoritmu
prˇeveden na jednodusˇsˇ´ı algoritmus centralizovany´ naprˇ´ıklad proveden´ım distribuovane´ho
vy´beˇru 1 z N pro zvolen´ı centra´ln´ıho prvku. Stejneˇ je tomu i v prˇ´ıpadeˇ architektury single-
master. Syste´m sta´le dovoluje za´pis do vsˇech replik, ale za pla´nova´n´ı porˇad´ı operac´ı
a rˇesˇen´ı konflikt˚u je zodpoveˇdny´ pouze jediny´ uzel, tzv.
”
master“. Master prˇij´ıma´ operace
od ostatn´ıch replik a po vhodne´m napla´nova´n´ı odesˇle operace ostatn´ım replika´m. Syste´m
je podstatneˇ jednodusˇ´ı, jelikozˇ konflikty jsou rˇesˇeny centralizovaneˇ a porˇad´ı urcˇuje pouze
jeden uzel. Pokud tento uzel vypadne, je zvolen novy´ uzel opeˇt pouzˇit´ım algoritmu vy´beˇru
1 z N. Nevy´hodou je samozrˇejmeˇ omezena´ propustnost prˇi velke´m pocˇtu operac´ı, ale
syste´m nen´ı blokova´n jako u pesimisticke´ replikace.
3.3.2 Multi-master
Naproti tomu existuj´ı syste´my multi-master, kde neˇkolik nebo vsˇechny repliky syste´mu
rozhoduj´ı o porˇad´ı operac´ı. Replika odesˇle operaci, ktera´ na n´ı byla vykona´na, ostatn´ım
replika´m. Pokud se na teˇchto replika´ch neprova´deˇla ve stejnou dobu konfliktn´ı operace, je
operace u´speˇsˇneˇ provedena. Pokud ovsˇem konfliktn´ı operace probeˇhla, je nutne´ napla´novat
na vsˇech replika´ch spra´vne´ a hlavneˇ stejne´ porˇad´ı operac´ı, aby byla udrzˇena konzistence.
Syste´m mus´ı tedy disponovat algoritmem shody (z angl. commitment protocol), ktery´m se
repliky shodnou na spolecˇne´m vy´sledku prova´deˇn´ı operac´ı [Saito]. To s sebou ovsˇem prˇi-
na´sˇ´ı velkou rezˇii prˇi vysoke´m pocˇtu konfliktn´ıch operac´ı. Na druhou stranu, pokud syste´m
neprˇedpokla´da´ vysoky´ pocˇet konflikt˚u, je tato architektura mnohem vy´konneˇjˇs´ı a sˇka´lova-
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telna´, d´ıky chybeˇj´ıc´ımu u´zke´mu mı´stu jako v architekturˇe single-master. Pro optimalizaci
rezˇie je take´ mozˇne´ zvolit r˚uzny´ pocˇet master˚u.
3.4 Soubeˇzˇnost operac´ı
Optimisticka´ replikace prˇina´sˇ´ı jizˇ zmı´neˇnou komplikaci v podobeˇ nutnosti detekovat a rˇesˇit
konflikty vznikle´ za´pisem do stejne´ho objektu na r˚uzny´ch replika´ch. U´kolem syste´mu je
napla´nova´n´ı, serˇazen´ı a detekce konflikt˚u teˇchto operac´ı tak, aby vy´sledkem byl opeˇt
konzistentn´ı stav.
Syste´m ovsˇem nen´ı schopny´ spra´vneˇ serˇadit a napla´novat operace, pokud nezna´ jejich
vza´jemne´ porˇad´ı, tzv. happened-before relaci [Lamport]. Bohuzˇel v distribuovane´m pro-
strˇed´ı, ve ktere´m komunikacˇn´ı zpozˇdeˇn´ı je neprˇedv´ıdatelne´, nemu˚zˇeme jednodusˇe urcˇit
porˇad´ı uda´lost´ı podle porˇad´ı prˇ´ıchodu, jako je tomu u beˇzˇny´ch aplikac´ı.
Prˇedstavme si dveˇ operace α a β, ktere´ mohli vzniknout na jedne´ z replik i nebo j.
Operace α nastala prˇed operac´ı β (α happened before β), pra´veˇ kdyzˇ:
• i = j a operace α nastala prˇed operac´ı β (operace se uda´ly na stejne´ replice v jiny´
cˇasovy´ okamzˇik) nebo
• i 6= j a β nastala azˇ pote´, co j obdrzˇela a vykonala operaci α, nebo
• existuje jina´ operace γ, kdy α prˇedcha´z´ı γ a γ prˇedcha´z´ı β.
Pokud ani jedna z teˇchto podmı´nek nen´ı splneˇna, nen´ı mozˇne´ jednodusˇe urcˇit happened-
before relaci a obeˇ operace jsou povazˇova´ny za soubeˇzˇne´ [Lamport]. Existuj´ı dveˇ za´kladn´ı
skupiny technik k urcˇen´ı porˇad´ı a pla´nova´n´ı operac´ı, a to syntakticke´ a se´manticke´. Syn-
takticke´ pla´nova´n´ı urcˇuje vy´sledne´ porˇad´ı operac´ı z cˇasu a mı´sta vzniku dane´ operace.
Naproti tomu se´manticke´ pla´nova´n´ı vyuzˇ´ıva´ se´mantiku operac´ı.
3.4.1 Syntakticke´ pla´novacˇe
Syntakticky´ pla´novacˇ urcˇuje porˇad´ı operac´ı pouze na za´kladeˇ informace kdy, kde a ky´m
byla operace vytvorˇena [Saito]. Syntakticke´ pla´novacˇe jsou jednoduche´ a obecne´, ale mo-
hou vyvolat zbytecˇne´ konflikty. Uvazˇujme naprˇ´ıklad syste´m pro rezervaci dataprojektor˚u,
kde na´sleduj´ıc´ı trˇi operace vzniknou soubeˇzˇneˇ: uzˇivatel A si vyp˚ujcˇ´ı projektor (1), uzˇiva-
tel B si vyp˚ujcˇ´ı projektor (2) a uzˇivatel C vra´t´ı projektor (3). Syntakticky´ pla´novacˇ tyto
operace napla´nuje v porˇad´ı vzniku, tedy 1,2 a 3, cozˇ znamena´, zˇe operace 2 se nezdarˇ´ı,
jelikozˇ projektor je jizˇ vyp˚ujcˇen. Typicky´m prˇ´ıkladem syntakticke´ho pla´novacˇe jsou cˇasove´
znacˇky.
Rea´lne´ hodiny
Nejjednodusˇsˇ´ı technikou pro urcˇen´ı happened-before relace je pouzˇit´ı hodin rea´lne´ho cˇasu.
Kazˇda´ z replik t´ımto cˇasem disponuje a jednodusˇe ho uvede v operaci. Porovna´n´ı teˇchto
cˇas˚u mezi replikami je ovsˇem smeˇrodatne´ pouze pokud jsou hodiny na vsˇech replika´ch
spra´vneˇ synchronizova´ny. Kuprˇ´ıkladu meˇjme dveˇ operace, α na replice i a β na replice j.
18
Replikace Soubeˇzˇnost operac´ı
Cˇas operace β mu˚zˇe sta´le prˇedcha´zet cˇas operace α, i kdyzˇ j jizˇ da´vno operaci α prˇijalo,
jelikozˇ hodiny j mu˚zˇou by´t o hodneˇ pozadu oproti i.
Tento proble´m ovsˇem nen´ı nerˇesˇitelny´. V dnesˇn´ı dobeˇ je velkou snahou pra´veˇ spra´vna´
synchronizace cˇas˚u v distribuovane´m prostrˇed´ı. Existuje naprˇ´ıklad modern´ı algoritmus
NTP (Network Time Protocol), ktery´ doka´zˇe udrzˇet synchronizaci hodin s prˇesnost´ı
na des´ıtky milisekund s te´meˇrˇ zanedbatelny´mi na´klady [Saito]. Cˇasy replik tak mu˚zˇou
by´t dostatecˇneˇ prˇesne´ pro urcˇen´ı veˇtsˇiny happened-before relac´ı.
Logicke´ hodiny
Logicke´ hodiny, nazy´vane´ take´ Lamportovy hodiny, jsou rostouc´ı skala´rn´ı cˇasova´ znacˇka
udrzˇovana´ na kazˇde´ jednotlive´ replice [Lamport]. Ve chv´ıli, kdy je provedena operace α,
replika zvy´sˇ´ı svoji cˇasovou znacˇku a prˇiˇrad´ı novou hodnotu k operaci α. Tato hodnota se
oznacˇuje Cα. Replika prˇij´ımaj´ıc´ı operaci od jine´ repliky zmeˇn´ı svoji cˇasovou znacˇku tak,
aby byla vysˇsˇ´ı nezˇ cˇasova´ znacˇka prˇ´ıchoz´ı operace a za´rovenˇ vysˇsˇ´ı nezˇ aktua´ln´ı hodnota
logicky´ch hodin. Pokud tedy operace α nastala prˇed operac´ı β mus´ı platit, zˇe Cα < Cβ.
Bohuzˇel logicke´ hodiny (ani jine´ skala´rn´ı hodiny) nemohou detekovat soubeˇzˇnost, jelikozˇ
Cα < Cβ nutneˇ neznamena´, zˇe operace α nastala prˇed operac´ı β [Lamport].
Vektorove´ hodiny
Vektorove´ hodiny jsou rozsˇ´ıˇren´ım klasicky´ch logicky´ch hodin a je doka´za´no, zˇe jsou nejmensˇ´ı
datovou strukturou pro prˇesne´ meˇrˇen´ı happened-before relace [Saito]. Vektorove´ hodiny
jsou datova´ struktura V Ci ulozˇena´ na replice i obsahuj´ıc´ı M logicky´ch hodin, kde M je
pocˇet master replik, cˇili obsahuje informace o logicky´ch hodina´ch vsˇech master replik. Prˇi
proveden´ı nove´ operace α jsou navy´sˇeny pouze logicke´ hodiny dane´ repliky V Ci[i] a k ope-
raci je prˇiˇrazena nova´ hodnota V Ci. Replika prˇij´ımaj´ıc´ı operaci zameˇn´ı logicke´ hodiny pro
repliku, na ktere´ operace nastala, za prˇijatou hodnotu a zvy´sˇ´ı svoje logicke´ hodiny.
Na za´kladeˇ vy´sˇe uvedene´ho principu mu˚zˇeme urcˇit, zˇe operace α nastala prˇed operac´ı β
pra´veˇ tehdy, jsou-li vektorove´ hodiny rozd´ılne´ a za´rovenˇ vsˇechny logicke´ hodiny V Cα jsou
rovny nebo mensˇ´ı nezˇ logicke´ hodiny V Cβ pro stejne´ pozice, neboli V Cα je dominantn´ı
nad V Cβ. Pokud ani jedna z vektorovy´ch hodin nen´ı dominantn´ı, jsou operace soubeˇzˇne´.
Pokud V Ci[j] = t, replika i prˇijala vesˇkere´ operace od j do logicke´ho cˇasu t [Lamport].
Obecny´m proble´mem vektorovy´ch hodin je jejich velikost pro velky´ pocˇet master replik
[Saito].
3.4.2 Se´manticke´ pla´novacˇe
Se´manticke´ pla´nova´n´ı uvazˇuje se´manticke´ relace mezi jednotlivy´mi operacemi, cˇili zkouma´
operace do hloubky a zjiˇst’uje naprˇ´ıklad jejich komutativitu nebo idempotenci. Pokud
pouzˇijeme se´manticke´ pla´nova´n´ı na prˇ´ıklad vyp˚ujcˇen´ı dataprojektor˚u ze sekce 3.4.1, se´-
manticky´ pla´novacˇ tyto operace napla´nuje v porˇad´ı 1, 3 a 2, cˇili vsˇechny operace se zdarˇ´ı.
Se´manticke´ pla´nova´n´ı se pouzˇ´ıva´ bud’to samostatneˇ nebo v kombinaci s happened-before
relac´ı urcˇenou syntaktickou metodou, kdy syntakticke´ pla´nova´n´ı nemu˚zˇe jizˇ da´le rozhod-
nout, jelikozˇ se jedna´ naprˇ´ıklad o soubeˇzˇne´ operace [Saito]. Se´manticke´ pla´novacˇe jsou





Pokud dveˇ po sobeˇ jdouc´ı operace α a β jsou navza´jem komutativn´ı, mohou by´t prove-
deny v libovolne´m porˇad´ı, i kdyzˇ nezachovaj´ı happened-before relaci, jelikozˇ tyto operace
jsou na sobeˇ neza´visle´ [Saito]. Beˇzˇny´m prˇ´ıkladem je operace za´pisu do dvou neza´visly´ch
objekt˚u. Dı´ky tomu nemus´ıme prova´deˇt rollback pokazˇde´, kdyzˇ obdrzˇ´ıme komutativn´ı
operaci mimo porˇad´ı.
Kanonicke´ porˇad´ı
Ramsey a Csirmaz [Ramsey] definovali se´manticka´ pravidla pro rˇazen´ı operac´ı v souboro-
ve´m syste´mu. Nesoubeˇzˇne´ operace jsou rˇazeny podle syntakticke´ happened-before relace
a pro kazˇdy´ mozˇny´ pa´r soubeˇzˇny´ch operac´ı jsou definova´na pravidla, ktera´ rˇ´ıkaj´ı, jak je
mozˇne´ dane´ operace serˇadit. Meˇjme naprˇ´ıklad operaci vytvorˇen´ı dvou soubor˚u a/b a a/c.
Tyto operace mohou by´t provedeny v libovolne´m porˇad´ı, i kdyzˇ modifikuj´ı spolecˇny´ ob-
jekt - slozˇku a. Jako dalˇs´ı prˇ´ıklad mu˚zˇeme uve´st operace smaza´n´ı a modifikace stejne´ho
souboru. Tyto operace jsou oznacˇeny jako konfliktn´ı a uzˇivatel je vyzva´n k jeho vyrˇesˇen´ı.
Ramsey a Csirmaz ve sve´m souborove´m syste´mu uvazˇuj´ı pouze trˇi operace create,
remove a edit, kdy naprˇ´ıklad neuvazˇuj´ı operaci move, ktera´ by znacˇneˇ syste´m zkompli-
kovala, jelikozˇ pracuje celkem se trˇemi objekty - dva adresa´rˇe a jeden soubor. I prˇesto
bylo vsˇak nutne´ specifikovat celkem 36 pravidel, s ktery´mi doka´zali, zˇe repliky pouzˇ´ıvaj´ıc´ı
tento syste´m z˚usta´vaj´ı konzistentn´ı [Ramsey].
Transformace operac´ı
Transformace operac´ı je technika vyvinuta´ pro umozˇneˇn´ı spolupra´ce v´ıce editor˚u [Saito].
Editor uprav´ı text objektu na loka´ln´ı replice a tato opearace (prˇida´n´ı nebo smaza´n´ı textu)
je propagova´na na ostatn´ı repliky ve formeˇ prˇ´ıkazu - delete(x) nebo insert(y). Ostatn´ı
repliky prova´deˇj´ı prˇ´ıchoz´ı operace v porˇad´ı jejich prˇ´ıjmu. Z cˇehozˇ vyply´va´, zˇe dveˇ repliky
mohou vykonat stejne´ prˇ´ıkazy v jine´m porˇad´ı. Pro kazˇdy´ takovy´ mozˇny´ pa´r operac´ı jsou
definova´na transformacˇn´ı pravidla, ktera´ prˇ´ıchoz´ı prˇ´ıkaz prˇep´ıˇs´ı tak, aby vy´sledek operace
byl stejny´, i kdyzˇ je proveden v jine´m porˇad´ı.
Meˇjme naprˇ´ıklad text
”
abc“ sd´ıleny´ mezi dveˇma editory na replika´ch i a j. Editor
na replice i provede prˇida´n´ı
”
X“ na zacˇa´tek textu - insert(X) - a operace je odesla´na
na repliku j. Editor na replice j provede smaza´n´ı prvn´ıho znaku - delete(1) - a stejneˇ tak
odesˇle operaci na repliku i. Pokud bychom nepouzˇili transformaci operac´ı, dostali bychom
na replice j spra´vny´ rˇeteˇzec
”
Xbc“, ale na replice i nespra´vny´ rˇeteˇzec
”
abc“, jelikozˇ operace
smazala prvn´ı znak mı´sto znaku
”
a“. S pouzˇit´ım transformac´ı dojde k prˇepsa´n´ı operace
delete(1) na delete(2) a obeˇ repliky z˚usta´vaj´ı konzistentn´ı. Syste´mem teˇchto prˇepisovac´ıch
pravidel se zaby´va´ naprˇ´ıkald studie A Calculus for Concurrent Update [Cormack]. Existuj´ı
i varianty pro pouzˇit´ı v tabulkovy´ch editorem nebo souborovy´ch syste´mech [Saito].
Tato se´manticka´ technika i prˇesto, zˇe je nutne´ definovat velice slozˇita´ prˇepisovac´ı pra-
vidla i pro jednoduche´ operace, prˇina´sˇ´ı obrovskou vy´hodu - nen´ı nutne´ na jizˇ aplikovane´




Jednou ze sofistikovany´ch metod pro se´manticke´ rˇazen´ı je prˇeveden´ı tohoto proble´mu
na proble´m optimalizacˇn´ı [Preguica]. Operace v te´to metodeˇ jsou navza´jem podmı´neˇne´.
Metoda podporuje neˇkolik r˚uzny´ch podmı´nek a mimo jine´ naprˇ´ıklad i za´vislost (operace α
mus´ı by´t provedena po operaci β), implikaci (pokud je provedena operace α, je provedena
i operace β) a vy´beˇr (jedna z operac´ı α nebo β bude provedena, ale nikdy obeˇ).
Naprˇ´ıklad uzˇivatel mu˚zˇe prove´st rezervaci mı´stnosti A nebo B (vy´beˇr), pokud ma´
rezervovanou mı´stnost, mus´ı si vyp˚ujcˇit dataprojektor (implikace), ale pouze pokud ma´
dostatek kredit˚u (za´vislost). Metoda se k teˇmto operac´ım chova´ jako k optimalizacˇn´ımu
proble´mu, kdy se snazˇ´ı napla´novat nejlepsˇ´ı porˇad´ı operac´ı pro uspokojen´ı podmı´nek. Im-
plementaci te´to metody pouzˇ´ıva´ naprˇ´ıklad syste´m IceCube, ktery´ d´ıky efektivn´ımu hill-
climbing algoritmu doka´zˇe serˇadit 10.000 operac´ı beˇhem pouhy´ch 3 sekund, i kdyzˇ je
optimalizace NP-teˇzˇky´m proble´mem [Preguica].
3.5 Zpracova´n´ı konflikt˚u
Operace α je konfliktn´ı, pokud jej´ı prˇedpoklady nejsou splneˇny. Nejlepsˇ´ım prˇ´ıstupem
je vzniku konflikt˚u zabra´nit u´plneˇ - tzv. prevence. Syste´my s pesimistickou replikac´ı
konflikt˚um zabranˇuj´ı zablokova´n´ım nebo zrusˇen´ım operac´ı. Bohuzˇel toto rˇesˇen´ı ma´ velkou
nevy´hodu v tom, zˇe snizˇuje propustnost syste´m, jak je popsa´no v sekci 3.2.
Neˇktere´ syste´my konflikty dokonce ignoruj´ı. Jaka´koliv operace, ktera´ by mohla by´t
konfliktn´ı, je jednodusˇe prˇepsa´na noveˇjˇs´ı operac´ı jako naprˇ´ıklad v prˇ´ıpadeˇ pouzˇit´ı Thomas
write rule algoritmu [Thomas]. Tyto ztracene´ operace mohou by´t nepodstatne´, pokud je
jejich pocˇet zanedbatelny´ nebo pokud se uzˇivatel teˇmto operac´ım dobrovolneˇ vyhne [Saito].
Dalˇs´ım mozˇny´m zp˚usobem, ktery´ je mozˇne´ kombinovat s jiny´mi, je pocˇet konflikt˚u
redukovat cˇastou aktualizac´ı replik mezi sebou nebo rozdeˇlen´ım operac´ı na mensˇ´ı cˇa´sti,
cˇ´ımzˇ se podstatneˇ sn´ızˇ´ı pravdeˇpodobnost vy´skytu konfliktn´ıch operac´ı [Saito].
Nejcˇasteˇjˇs´ım zp˚usobem zpracova´n´ı konflikt˚u je vsˇak jejich vznik povolit a na´sledneˇ je
detekovat a odstranit. Takove´ syste´my jsou daleko uzˇivatelsky hodnotneˇjˇs´ı, nezˇ sys-
te´my, ktere´ konflikty ignoruj´ı, jelikozˇ nedocha´z´ı ke ztra´ta´m konfliktn´ıch operac´ı. Metody
pro detekci koliz´ı se stejneˇ jako u metod pla´nova´n´ı deˇl´ı do dvou skupin - syntakticke´ a se´-
manticke´. Syntakticke´ metody vyuzˇ´ıvaj´ı happened-before relaci nebo neˇkterou jej´ı aproxi-
maci k oznacˇen´ı konflikt˚u. Nejcˇasteˇji to znamena´, zˇe pokud jsou operace soubeˇzˇne´, jedna
z nich je konfliktn´ı. Se´manticky´ prˇ´ıstup vyuzˇ´ıva´ znalosti se´mantiky operac´ı k detekci koliz´ı.
Naprˇ´ıklad v prˇ´ıpadeˇ souborove´ho syste´mu je vytvorˇen´ı dvou neza´visly´ch soubor˚u soubeˇzˇneˇ
nekonfliktn´ı, ale aktualizace stejne´ho adresa´rˇe jizˇ konfliktn´ı je [Saito]. Opeˇt ovsˇem plat´ı,
zˇe se´manticke´ metody jsou cˇasto aplikacˇneˇ specificke´, protozˇe mus´ı zna´t se´mantiku vsˇech
operac´ı.
C´ılem metod pro odstraneˇn´ı konfliktu je prˇepsa´n´ı nebo zrusˇen´ı konfliktn´ı operace tak,
aby byl konflikt odstraneˇn. Odstraneˇn´ı konflikt˚u mu˚zˇe by´t provedeno bud’ automaticky,
nebo manua´lneˇ. Manua´ln´ı odstraneˇn´ı konflikt˚u jednodusˇe neprovede konfliktn´ı operaci,
ale vytvorˇ´ı dveˇ nove´ verze objektu. Prvn´ı verze objektu bez provedene´ operace a druha´
verze objektu s provedenou operac´ı. Uzˇivatel mus´ı na´sledneˇ z teˇchto verz´ı jednu vybrat,
konflikt vyrˇesˇit a odeslat spra´vnou verzi na ostatn´ı repliky. Automaticke´ vyrˇesˇen´ı konflikt˚u
je aplikacˇneˇ specificke´ a jedna´ se v podstateˇ o shodny´ postup jako v prˇ´ıpadeˇ manua´ln´ıho
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odstraneˇn´ı konfliktu. Metoda prˇij´ıma´ dva objekty, ktere´ sloucˇ´ı, a vrac´ı novy´ objekt, ktery´
je odesla´n na ostatn´ı repliky [Saito]. Cˇasto jsou v syste´mech pouzˇity oba prˇ´ıstupy. Na-
prˇ´ıklad syste´m SVN se snazˇ´ı automaticky vyrˇesˇit konflikty v souborech a pokud nemu˚zˇe
rozhodnout, je vyzva´n uzˇivatel, aby konflikt vyrˇesˇil manua´lneˇ.
3.6 Synchronizace replik
V sekc´ıch 3.5 a 3.4 byly uvedeny kl´ıcˇove´ techniky v prostrˇed´ı distribuovane´ho syste´mu
replik, nyn´ı je cˇas uve´st, jak se zmı´neˇne´ techniky vyuzˇ´ıvaj´ı pro synchronizaci. Synchroni-
zace se deˇl´ı podle typu syste´mu do dvou skupin - state-transfer a operation-transfer.
State-transfer syste´my prˇena´sˇej´ı mezi replikami cele´ pozmeˇneˇne´ objekty, kdezˇto operation-
transfer syste´my prˇena´sˇej´ı pouze operace, ktere´ zmeˇny zp˚usobily. Je mozˇne´ se na state-
transfer syste´m d´ıvat jako na operation-transfer pouze se trˇemi operacemi - cˇten´ı, za´pis
a smaza´n´ı cele´ho objektu. State-transfer syste´my jsou jednoduche´, protozˇe udrzˇova´n´ı kon-
zistence znamena´ odesla´n´ı cele´ho nove´ho objektu na ostatn´ı repliky. Operation-transfer
syste´m naproti tomu mus´ı udrzˇovat historii operac´ı a dohodnout se na jejich spolecˇne´m
porˇad´ı s ostatn´ımi. Na druhou stranu tyto syste´my jsou mnohem efektivneˇjˇs´ı, hlavneˇ v prˇ´ı-
padeˇ, kdy objekty jsou velke´ a operace vysokou´rovnˇove´. State-transfer syste´m mus´ı prˇi
zmeˇneˇ jednoho bitu prˇene´st cely´ objekt, operation-transfer pouze danou operaci [Saito].
WebDAV protokol je state-transfer syste´m, protozˇe se omezuje na trˇi operace s ce-
ly´mi objekty - za´pis metodou PUT, cˇten´ı metodou GET a smaza´n´ı metodou DELETE.
Nebudeme se tedy da´le zaby´vat slozˇity´mi operation-transfer, ale pouze jednoduchy´mi
state-transfer syste´my.
3.6.1 Pomala´ synchronizace
Prˇi prvotn´ım propojen´ı v´ıce replik do jednoho syste´mu je nejdrˇ´ıve nutne´ prove´st tzv.
pomalou synchronizaci. Tedy prˇene´st vsˇechny objekty mezi vsˇemi replikami a spa´rovat je
pro pozdeˇjˇs´ı zmeˇnovou synchronizaci. Pokud se jedna´ o vytvorˇen´ı pra´zdne´ho syste´mu, nen´ı
pomala´ synchronizace nutna´, jelikozˇ nejsou zˇa´dne´ objekty, ktere´ je nutne´ prˇene´st. Proble´m
ovsˇem nasta´va´, pokud se jedna´ o propojen´ı v´ıce replik po vy´padku nebo vynucen´ı pomale´
synchronizace uzˇivatelem. Meˇjme objekt αi na replice i a jeho kopii βj na replice j. Oba
tyto objekty jsou shodne´ a byly prˇed vynucen´ım pomale´ synchronizace synchronizova´ny
proti sobeˇ. U naivn´ı implementace by se vytvorˇili nove´ kopie αj na replice j a βi na repliace
i, cozˇ vede k nevyzˇa´dane´ duplikaci objekt˚u. C´ılem je tedy tyto objekty i po vy´padku
spa´rovat, aby se opeˇt chovaly jako jeden objekt. Standardn´ı metodou je pouzˇit´ı unika´tn´ıho
identifika´toru pro oznacˇen´ı objekt˚u a na´sledne´ spa´rova´n´ı stejny´ch identifika´tor˚u. Pokud
nen´ı mozˇne´ objekty oznacˇit shodneˇ na r˚uzny´ch replika´ch, prˇicha´z´ı na rˇadu se´manticke´
metody. Naprˇ´ıklad pro souborove´ syste´my je mozˇne´ vyuzˇ´ıt absolutn´ı cesty k souboru. Prˇi
pa´rova´n´ı je samozrˇejmeˇ nutne´ zpracovat prˇ´ıpadne´ konflikty.
3.6.2 Zmeˇnova´ synchronizace
Zmeˇnova´ synchronizace, nebo take´ rychla´ synchronizace, se prova´d´ı opakovaneˇ, jakmile
jsou repliky spa´rova´ny. Je mozˇne´ prˇena´sˇet pouze zmeˇneˇne´ objekty, cozˇ je vy´razneˇ efektiv-
neˇjˇs´ı, nezˇ proveden´ı pomale´ synchronizace vsˇech objekt˚u. U state-transfer syste´mu˚ se veˇt-
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sˇinou pouzˇ´ıvaj´ı pro detekci zmeˇn syntakticke´ metody. Vy´hodou state-transfer syste´mu je
pro udrzˇen´ı konzistence nutnost prˇene´st pouze nejnoveˇjˇs´ı stav objektu a vynechat vsˇechny
prˇedchoz´ı.
Thomas write rule
Kazˇda´ replika uchova´va´ pro kazˇdy´ objekt cˇasovou znacˇku, ktera´ oznacˇuje
”
novost“ ob-
jektu. Prˇi synchronizaci repliky i s replikou j je porovna´na cˇasova´ znacˇka Ci a Cj a pokud
je Cj noveˇjˇs´ı, objekt je zkop´ırova´n z repliky j a cˇasova´ znacˇka je aktualizova´na. Tento
algoritmus je velice jednoduchy´ a efektivn´ı, ale nedetekuje konflikty - mozˇny´m rozsˇ´ıˇren´ım
je two timestamps algoritmus [Thomas].
S pouzˇit´ım Thomas write rule algoritmu vyzˇaduje smaza´n´ı objektu specia´ln´ı zacha´zen´ı.
Jednoduche´ smaza´n´ı objektu z repliky i zp˚usob´ı prˇi dalˇs´ı synchronizaci obnovu objektu
z jine´ repliky, jelikozˇ jej´ı cˇasova´ znacˇka, v porovna´n´ı s neexistuj´ıc´ı cˇasovou znacˇkou, je
noveˇjˇs´ı [Saito]. K rˇesˇen´ı tohoto proble´mu je mozˇne´ pouzˇ´ıt naprˇ´ıklad Culling tombstones
algoritmus popsany´ n´ızˇe.
Two timestamps
Two timestamps algoritmus je rozsˇ´ıˇren´ım Thomas write rule umozˇnˇuj´ıc´ı detekci konflikt˚u.
Kazˇda´ replika uchova´va´ u kazˇde´ho objektu nav´ıc cˇasovou znacˇku posledn´ı aktualizace.
Konflikt je jednodusˇe detekova´n, pokud prˇi synchronizaci dvou replik je cˇas aktualizace
rozd´ılny´. Nevy´hodou te´to techniky je ovsˇem detekce tzv. falesˇny´ch konflikt˚u prˇi synchroni-
zaci v´ıce jak dvou replik, takzˇe je vhodny´ zejme´na pro syste´my s malou frekvenc´ı konflikt˚u
a maly´m mnozˇstv´ım replik [Saito].
Modified bits
Modified bits algoritmus je zjednodusˇen´ım two timestamps algoritmu. Tento algoritmus
funguje spra´vneˇ pouze pokud dveˇ repliky jsou synchronizova´ny opakovaneˇ - je pouzˇit na-
prˇ´ıklad pro synchronizaci Pocket PC se stoln´ım pocˇ´ıtacˇem [Saito]. Kazˇdy´ objekt obsahuje
modified bit. Pokud je objekt modifikova´n v PC i Pocket PC jsou bity na obou strana´ch
nastaveny a objekt je oznacˇen jako konfliktn´ı. Tento algoritmus je mozˇne´ pouzˇ´ıt pouze pro
zmeˇnovou synchronizaci mezi dveˇma replikami. V prˇ´ıpadeˇ pouzˇit´ı prˇi pomale´ synchroni-
zaci jsou bity ignorova´ny a vesˇkere´ spa´rovane´ objekty jsou oznacˇeny jako konfliktn´ı.
Hash histories
Za´kladn´ı mysˇlenkou v Hash histories algoritmu je pouzˇit´ı otisku objektu mı´sto cˇasove´
znacˇky pro reprezentaci stavu objektu (naprˇ´ıklad MD5 funkce). Je tak mozˇne´ sledovat
nejen jak se objekt zmeˇnil, ale i jeho veˇtven´ı a slucˇova´n´ı v cˇase. Tabulka historie otisk˚u
s pocˇtem replik a zmeˇn znacˇneˇ roste, je proto nutne´ pouzˇ´ıt algoritmus pro odstraneˇn´ı
stary´ch za´znamu˚ [Saito].
Culling tombstones
V prˇ´ıpadeˇ algoritmu Thomas write rule bylo uvedeno, zˇe smaza´n´ı objektu nen´ı trivia´ln´ı za´-
lezˇitost´ı, jelikozˇ docha´z´ı k jeho obnoveˇ prˇi synchronizaci. Jednou z metod je po smazane´m
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objektu zanechat
”
na´hrobek“ s cˇasovou znacˇkou objektu. Kdykoliv pote´ dojde k synchro-
nizaci s jinou replikou je nalezen na´hrobek a objekt je smaza´n. Nevy´hodou algoritmu je
nar˚ustaj´ıc´ı pocˇet na´hrobk˚u po smazany´ch objektech, ktere´ ovsˇem nen´ı mozˇne´ smazat pro
prˇ´ıpad, kdy se prˇipoj´ı replika, ktera´ byla dlouho nedostupna´ [Saito].
3.6.3 Aktivn´ı synchronizace
Vy´sˇe zmı´neˇne´ metody synchronizace se rˇad´ı do skupiny pasivn´ıch synchronizac´ı (poll me-
tody), kdy replika libovolny´m zp˚usobem vyhodnot´ı, zˇe je nutne´ prove´st pomalou nebo
zmeˇnovou synchronizaci a ta je provedena. Spousˇteˇcˇem mu˚zˇe by´t vynucen´ı uzˇivatelem
nebo vnitrˇn´ı cˇasovacˇ. Mnohem efektivneˇjˇs´ı metodou je aktivn´ı synchronizace (push me-
tody). Replika zacˇne novou zmeˇnu okamzˇiteˇ aktivneˇ propagovat na ostatn´ı repliky, cozˇ
znacˇneˇ redukuje zpozˇdeˇn´ı prˇenosu zmeˇn a eliminuje zat´ızˇen´ı prˇi propagaci mnoha zmeˇn
u pasivn´ı replikace.
3.7 Replikace a WebDAV
Komunikacˇn´ı protokol WebDAV (viz kapitola 2.2) jizˇ ve sve´m za´kladu [RFC4918] obsa-
huje neˇkolik vlastnost´ı pro podporu replikace. Spolecˇnost Microsoft ve sve´ implementaci
pro Microsoft Exchange [MSDN] tento koncept rozsˇ´ıˇrila o neˇkolik novy´ch vlastnost´ı zdroj˚u
a jizˇ vy´sˇe zmı´neˇny´ Manifest of collection:
• UID je unika´tn´ı identifika´tor v kontextu cele´ repliky. Umozˇnˇuje tak identifikaci
zdroje v procesu zmeˇnove´ synchronizace. UID je automaticky generova´no v se´man-
tice serveru.
• Resourcetag je nepr˚uhledny´ textovy´ rˇeteˇzec obsahuj´ıc´ı aktua´ln´ı stav zdroje. Po-
kud je zdroj jakkoliv modifikova´n, je spolecˇneˇ s n´ım vygenerova´n novy´ resourcetag,
cˇ´ımzˇ je mozˇne´ detekovat modifikovane´ zdroje, prˇ´ıpadneˇ ho pouzˇ´ıt pro historii zmeˇn
pro algoritmus Hash histories popsany´ v sekci 3.6.2.
• Last-Modified obsahuje cˇasovou znacˇku ve forma´tu ISO 8601 uda´vaj´ıc´ı cˇas po-
sledn´ı zmeˇny, cozˇ je mozˇne´ pouzˇ´ıt pro algoritmy Thomas write rule nebo Two ti-
mestamps popsane´ v sekci 3.6.2.
• Metoda SUBSCRIBE umozˇnˇuje prova´deˇt aktivn´ı synchronizaci. Jednodusˇe je
mozˇne´ prˇihla´sit se ke sledova´n´ı vzniku uda´lost´ı a jakmile dana´ uda´lost nastane, je
mozˇne´ prove´st ihned synchronizaci modifikovany´ch zdroj˚u.
• Manifest of collection umozˇnˇuje prova´deˇt zmeˇnovou synchronizaci, jelikozˇ vrac´ı
seznam modifikovany´ch zdroj˚u v kolekci od posledn´ıho manifestu. Seznam obsahuje
nove´, modifikovane´ a smazane´ zdroje.
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4 Na´vrh modelu synchronizace
V prˇedchoz´ıch kapitola´ch byl prˇedstaven komunikacˇn´ı protokol WebDAV, ktery´ umozˇnˇuje
u´plnou pra´ci s datovy´m u´lozˇiˇsteˇm Kerio Connect serveru, a existuj´ıc´ı modely replikace
distribuovany´ch datovy´ch u´lozˇiˇst’, ktere´ je mozˇne´ pro synchronizaci mezi datovy´mi u´lozˇiˇsti
pouzˇ´ıt. Nyn´ı je nutne´ navrhnout s pouzˇit´ım teˇchto znalost´ı funguj´ıc´ı model synchronizace,
cˇ´ımzˇ se zaby´va´ cela´ tato kapitola.
4.1 Pozˇadavky a prˇedpoklady
Prˇed zapocˇet´ım na´vrhu modelu synchronizace je potrˇeba stanovit za´kladn´ı pozˇadavky
na model synchronizace a mnozˇinu prˇedpoklad˚u, ktere´ je nutne´ prˇi jeho na´vrhu respekto-
vat:
• Prostrˇed´ı je nespolehlive´ - Servery nebo komunikacˇn´ı linky mohou kdykoliv vy-
padnout a to nejen mezi synchronizacemi, ale i v pr˚ubeˇhu synchronizace, kdy server
nemus´ı na pozˇadavek odpoveˇdeˇt nebo odpov´ı chybovou odpoveˇd´ı.
• Servery o sobeˇ nev´ı - Jednotlive´ servery jsou od sebe oddeˇleny, nev´ı o sobeˇ a ne-
komunikuj´ı spolu. Nen´ı tedy mozˇne´ synchronizaci navrhnout jako rozsˇ´ıˇren´ı Kerio
Connect serveru, ale jako proces, ktery´ samostatneˇ pobeˇzˇ´ı mimo prostrˇed´ı Kerio
Connect serveru a bude zprostrˇedkova´vat komunikaci mezi servery.
• Synchronizace mu˚zˇe by´t prˇerusˇena - Synchronizace mu˚zˇe by´t za´sahem admi-
nistra´tora nebo operacˇn´ıho syste´mu prˇerusˇena a pote´ opeˇt spusˇteˇna.
• Konflikty objekt˚u - Objekt mu˚zˇe by´t v´ıcena´sobneˇ zmeˇneˇn na v´ıce serverech na-
jednou, cozˇ mu˚zˇe ve´st ke konfliktu, ktery´ je nutne´ dle povahy objektu korektneˇ
vyrˇesˇit.
• Objem dat - Kazˇdy´ c´ılovy´ Kerio Connect server obsahuje rˇa´doveˇ des´ıtky slozˇek,
ktere´ mohou obsahovat tis´ıce zdroj˚u.
• Operace jsou state-transfer - Komunikacˇn´ı protokol WebDAV umozˇnˇuje prˇena´-
sˇet pouze cele´ objekty. Synchronizacˇn´ımu modelu tedy nepropaguje, v jake´ cˇa´sti
objektu zmeˇna nastala, ale pouze to, zˇe zmeˇna v objektu nastala.
• Uzˇivatel nemu˚zˇe zasa´hnout - Nen´ı mozˇne´ se jaky´mkoliv zp˚usobem spojit s uzˇiva-
telem a pozˇa´dat ho o vyrˇesˇen´ı konfliktu, vsˇechny konflikty je nutne´ rˇesˇit automaticky.
• Servery nejsou cˇasoveˇ synchronizova´ny - Jednotlive´ Kerio Connect servery
nejsou cˇasoveˇ synchronizova´ny a jejich rea´lne´ hodiny se mohou rozb´ıhat (viz sekce
3.4.1).
• Konzistence - Zmeˇny mus´ı by´t propagova´ny v nejblizˇsˇ´ım mozˇne´m termı´nu syn-
chronizace, ale nemus´ı by´t striktneˇ propagova´ny ihned a syste´m toleruje obcˇasna´
nekonzistentn´ı data.
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• Dostupnost - Synchronizace nesmı´ omezit dostupnost server˚u a mus´ı by´t dosta-
tecˇneˇ optima´ln´ı, aby nevyteˇzˇovala dostupne´ prostrˇedky serveru naplno.
4.2 C´ıle synchronizace
Kazˇde´ Kerio Connect datove´ u´lozˇiˇsteˇ je, dle terminologie WebDAV, rozdeˇleno do stromove´
struktury kolekc´ı, ktere´ obsahuj´ı strukturovane´ nebo nestrukturovane´ zdroje. Kolekce jsou
jednoznacˇneˇ identifikova´ny prostrˇednictv´ım URI, na ktere´ se nacha´z´ı, a mohou by´t hie-
rarchicky vnorˇeny do jine´ kolekce. Kolekce nav´ıc obsahuje prˇ´ıstupova´ pra´va (tzv. security
descriptor), ktera´ definuj´ı, jaky´mi pra´vy uzˇivatele´ vzhledem ke kolekci a jej´ım cˇlen˚um dis-
ponuj´ı. Kolekce je mozˇne´ pouze vytva´rˇet, mazat nebo upravovat jejich prˇ´ıstupova´ pra´va.
Kazˇda´ kolekce mu˚zˇe obsahovat jeden azˇ rˇa´doveˇ tis´ıce dokument˚u. Dokumenty nemo-
hou obsahovat dalˇs´ı dokumenty ani kolekce. Dokumenty jsou jednoznacˇneˇ identifikova´ny
prostrˇednictv´ım vlastnosti UID, ktera´ se na r˚uzny´ch replika´ch pro stejny´ dokument liˇs´ı,
a deˇl´ı se do dvou skupin - nestrukturovane´ dokumenty, u ktery´ch nelze zjistit vy´znam
obsahu, a strukturovane´ dokumenty, ktere´ maj´ı prˇesneˇ specifikovanou vnitrˇn´ı strukturu,
a je tedy mozˇne´ urcˇit vy´znam obsahu. V prostrˇed´ı Kerio Connect se vyskytuje celkem
sˇest typ˚u dokument˚u - emailova´ zpra´va, kalenda´rˇova´ uda´lost, u´kol, kontakt, distribucˇn´ı
seznam a pozna´mka. Pozna´mka vsˇak nen´ı podporova´na pro replikaci a tud´ızˇ na´sleduj´ıc´ı
text se o n´ı nebude zminˇovat. Kolekce se podle typ˚u vnitrˇn´ıch dokument˚u deˇl´ı podobneˇ
jako dokumenty do peˇti typ˚u - posˇtovn´ı schra´nka, kalenda´rˇ, u´koly, kontakty a pozna´mky.
Emailova´ zpra´va
Emailova´ zpra´va je nestrukturovany´ dokument, ktery´ je specifikova´n ve standardu [RFC2822].
Kromeˇ obsahu jsou k dokumentu prˇidruzˇeny i aktivn´ı vlastnosti jako naprˇ´ıklad prˇ´ıjemce
nebo prˇedmeˇt zpra´vy.
Kalenda´rˇova´ uda´lost a U´kol
Kalenda´rˇova´ uda´lost a U´kol jsou strukturovane´ dokumenty ve forma´tu iCalendar verze
2.0 [RFC2445]. Kalenda´rˇova´ uda´lost obsahuje pra´veˇ jednu kalenda´rˇovou uda´lost VEVENT




















Kontakt a Distribucˇn´ı seznam
Kontakt a Distribucˇn´ı seznam jsou strukturovane´ dokumenty ve forma´tu vCard verze 3.0
[RFC2426]. Distribucˇn´ı seznam je standardn´ı kontakt rozsˇ´ıˇreny´ o vlastnosti pro reprezen-
taci distribucˇn´ıch seznamu˚. Forma´t dokumentu je stejny´ jako u [RFC2445], jen pouzˇite´















Ke kazˇde´mu zdroji jsou prˇiˇrazeny strukturovane´ WebDAV vlastnosti, ktere´ prˇida´vaj´ı do-
kumentu dalˇs´ı vy´znam, jako naprˇ´ıklad prˇecˇtena´/neprˇecˇtena´ emailova´ zpra´va. Kazˇdy´ zdroj
obsahuje velke´ mnozˇstv´ı vlastnost´ı, ale veˇtsˇina z nich je urcˇena pouze ke cˇten´ı nebo jejich
obsah je duplicitn´ı s obsahem dokumentu a nen´ı je tak nutne´ synchronizovat.
• Pro kolekce je mozˇne´ synchronizovat pouze vlatnost http://schemas.microsoft.com/
exchange/security/descriptor, ostatn´ı jsou urcˇeny pouze pro cˇten´ı.
• Pro vsˇechny typy dokument˚u je nutne´ replikovat podmnozˇinu vlastnost´ı jmenne´ho
prostoru http://schemas.microsoft.com/mapi/proptag/:
– x0e070003 specia´ln´ı MS Outlook prˇ´ıznaky,
– x0E2B0003 specia´ln´ı vy´znam,
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– x10900003 stav zpra´vy,
– x10910040 cˇas oznacˇen´ı zpra´vy stavem,
– x10950003 identifika´tor ikony stavu,
– x67aa000b oznacˇen´ı skryte´ nebo norma´ln´ı zpra´vy.
• Pro emailove´ zpra´vy je nav´ıc nutne´ replikovat cele´ mnozˇiny vlastnost´ı ze jmenny´ch
prostor˚u:
– urn:schemas:mailheader: pro hlavicˇku emailu,
– urn:schemas:httpmail: pro dalˇs´ı atributy emailu.
4.3 Architektura
Kerio Connect server je autonomn´ı datove´ u´lozˇiˇsteˇ umı´steˇne´ v libovolne´m mı´steˇ v s´ıti.
Jednotlive´ servery o sobeˇ navza´jem nev´ı a nekomunikuj´ı spolu. Uzˇivatele´ mohou na kazˇde´m
datove´m u´lozˇiˇsti vykona´vat libovolne´ operace neza´visle na ostatn´ıch serverech, z cˇehozˇ
vyply´va´, zˇe model se bude zaby´vat optimistickou replikac´ı bl´ızˇe popsanou v sekci 3.3.
Jelikozˇ do server˚u nen´ı mozˇne´ zasahovat a servery se neznaj´ı, synchronizace mezi
u´lozˇiˇsti mus´ı prob´ıhat pomoc´ı extern´ıho procesu, ktery´ o serverech v´ı a bude vyuzˇ´ıvat
komunikacˇn´ı rozhran´ı WebDAV. Kazˇdy´ server mu˚zˇe prˇed zapocˇet´ım synchronizace ob-
sahovat libovolna´ data, ktera´ mus´ı by´t synchronizacˇn´ım procesem korektneˇ zreplikova´na
na ostatn´ı servery.
Obra´zek 4.1: Architektura single-master
Obra´zek 4.1 ukazuje na´vrh architektury synchronizace pro trˇi Kerio Connect servery.
Vsˇechny servery disponuj´ı komunikacˇn´ım rozhran´ım WebDAV, ktery´m jsou dotazova´ny
procesem synchronizace. Proces synchronizace beˇzˇ´ı na jednom ze server˚u a replikuje data
mezi servery po naznacˇeny´ch komunikacˇn´ıch kana´lech. Informace o synchronizaci je nutne´
ukla´dat do loka´ln´ı databa´ze, jelikozˇ nen´ı mozˇne´ zasahovat do prostrˇed´ı Kerio Connect
server˚u, ktere´ neposkytuj´ı dostatecˇne´ informace pro efektivn´ı synchronizaci. Celou archi-
tekturu mu˚zˇeme tedy oznacˇit jako optimistickou replikaci single-master.
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Obra´zek 4.2: Architektura multi-master
Obra´zek 4.2 naznacˇuje, jak by komunikace mohla vypadat prˇi pouzˇit´ı architektury
multi-master pro dva servery, kdy je kazˇdy´ server obsluhova´n vlastn´ım synchronizacˇn´ım
procesem. Tato architektura je ovsˇem znacˇneˇ nevy´hodna´. Sta´le mus´ıme k serveru prˇi-
stupovat komunikacˇn´ım rozhran´ım WebDAV, kdy je prˇi loka´ln´ı komunikaci sice sn´ızˇeno
zpozˇdeˇn´ı, ale za cenu nutnosti implementace distribuovane´ho algoritmu shody a udrzˇo-
va´n´ı vsˇech proces˚u aktivn´ıch. Nav´ıc bychom ztratili vy´hodu protokolu WebDAV - nen´ı
blokova´n na firewallech. Toto rˇesˇen´ı by meˇlo smysl, pokud by byla synchronizace prˇ´ımo
uvnitrˇ Kerio Connect serveru, kdy by odpadla loka´ln´ı WebDAV komunikace. Za´veˇrem tedy
je, zˇe pro na´vrh modelu synchronizace bude pouzˇita architektura optimisticke´ replikace
single-master.
4.4 Konzistence
Du˚lezˇitou roli prˇi na´vrhu modelu synchronizace hraje zvoleny´ model konzistence. Volba
modelu konzistence je vzˇdy kompromis mezi trˇemi ukazateli - dostupnost, striktn´ı konzis-
tence a tolerance vy´padk˚u s´ıteˇ - tzv. The CAP theorem [Gilbert].
Obra´zek 4.3: The CAP theorem
Obra´zek 4.3 zobrazuje trˇi vyjmenovane´ ukazatele vytva´rˇej´ıc´ı mozˇne´ skupiny model˚u
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konzistence. Zelene´ varianty jsou modely, ktere´ lze dosa´hnout na u´kor trˇet´ıho ukazatele.
Syste´m splnˇuj´ıc´ı vsˇechny trˇi ukazatele (oranzˇove´ pole) nen´ı mozˇne´ sestavit, jelikozˇ pokud
toleruje vy´padky s´ıteˇ a je striktneˇ konzistentn´ı, nemu˚zˇe by´t prˇi vy´padku dostupny´.
Ukazatel, ze ktere´ho mus´ıme vycha´zet, je dostupnost, protozˇe d˚uraz je kladen hlavneˇ
na dostupnost Kerio Connect server˚u. Nav´ıc ani nen´ı mozˇne´ do chodu serveru zasahovat,
protozˇe komunikacˇn´ı rozhran´ı WebDAV to neumozˇnˇuje. Je tedy mozˇne´ volit mezi striktn´ı
konzistenc´ı a toleranc´ı vy´padk˚u. Striktn´ı konzistence nen´ı pozˇadova´na a nav´ıc by j´ı nebylo
mozˇne´ dosa´hnout. Je proto mnohem optima´lneˇjˇs´ı tolerovat vy´padky a dopustit, zˇe na v´ıce
serverech nebudou aktua´ln´ı data, nezˇ zˇe na zˇa´dne´m serveru nebudou aktua´ln´ı data. Jako
druhy´ nejvhodneˇjˇs´ı ukazatel se proto jev´ı pra´veˇ tolerance vy´padk˚u.
Z obra´zku 4.3 je mozˇne´ vycˇ´ıst, zˇe jsme zvolili model AP a za tento model lze pova-
zˇovat eventual consistency. Synchronizace bude tedy dodrzˇovat eventual consistency,
bude tolerovat obcˇasnou nekonzistenci, ale s vy´hodami lepsˇ´ı sˇka´lovatelnosti a propustnosti
cele´ho syste´mu.
4.5 Pravdivostn´ı databa´ze
Jelikozˇ nen´ı mozˇne´ zasahovat do prostrˇed´ı Kerio Connect server˚u, ktere´ neposkytuj´ı do-
statecˇne´ informace pro synchronizaci, je nutne´ informace ukla´dat do loka´ln´ı databa´ze -
pravdivostn´ı databa´ze. Ukla´da´n´ım pr˚ubeˇzˇny´ch informac´ı do perzistentn´ı databa´ze se zvy´sˇ´ı
nejen efektivita, ale i spolehlivost synchronizace, protozˇe prˇi prˇerusˇen´ı synchronizacˇn´ıho
procesu budou dostupne´ p˚uvodn´ı informace o synchronizaci.
Databa´ze slouzˇ´ı zejme´na pro u´cˇely pa´rova´n´ı. Kazˇdy´ zdroj mu˚zˇe by´t na kazˇde´m serveru
ulozˇen pod jiny´m jme´nem a UID, je proto nutne´ pa´rovat explicitneˇ s vyuzˇit´ım databa´ze
(viz sekce 4.9).
Obra´zek 4.4: Model databa´ze pro podporu synchronizace
Model na obra´zku 4.4 je relacˇn´ı databa´ze o trˇech tabulka´ch, ktere´ uchova´vaj´ı dosta-
tecˇne´ a prˇesto minima´ln´ı mnozˇstv´ı informac´ı pro efektivn´ı algoritmus synchronizace Kerio
Connect server˚u protokolem WebDAV. Cely´ koncept databa´ze bude postupneˇ vysveˇtlen
v na´sleduj´ıc´ıch sekc´ıch.
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4.5.1 Lokace
V tabulce Location jsou uchova´va´ny konfigurace vsˇech server˚u, ktere´ budou mezi sebou
replikova´ny. Server je identifikova´n za´kladn´ı URI, na ktere´ se nacha´z´ı korˇenova´ kolekce,
a uzˇivatelsky´m jme´nem pro prˇ´ıstup na zabezpecˇeny´ server.
4.5.2 Objekt
Tabulka Object obsahuje sloucˇenou stromovou reprezentaci vsˇech zdroj˚u, ktere´ jsou na vsˇech
replika´ch, tak jak by repliky meˇly vypadat v konzistentn´ım stavu. Kolekce jsou od ostat-
n´ıch zdroj˚u odliˇseny atributem is collection, ktery´ je nastaven na hodnotu 1.
Stromova´ reprezentace je zajiˇsteˇna algoritmem pro reprezentaci stromu v databa´zi -
materializovanou cestou s atributy path uda´vaj´ıc´ı na´zev rodicˇovske´ kolekce a depth re-
prezentuj´ıc´ı hloubku vnorˇen´ı zdroje. Tento algoritmus ma´ slozˇitost vy´beˇru cele´ho stromu
O(1) a slozˇitost u´pravy stromu O(N). Jelikozˇ operace move nen´ı detekova´na protokolem
WebDAV, u´pravu stromu stejneˇ nevyuzˇijeme, cozˇ znamena´, zˇe je velice efektivn´ı pro re-
prezentaci stromu oproti naprˇ´ıklad adjacency list algoritmu.
4.5.3 Kopie
Dı´ky eventual consistency a mozˇnosti vy´padku server˚u nemu˚zˇeme vycha´zet z prˇedpokladu,
zˇe obsah vsˇech replik je totozˇny´. Nemu˚zˇeme proto pouzˇ´ıt pouze tabulku Object pro re-
prezentaci stavu synchronizace. Potrˇebujeme i informace o tom, na jake´m serveru je jaky´
zdroj v jake´m stavu prˇ´ıtomny´. K tomuto u´cˇelu slouzˇ´ı tabulka Copy, ktera´ reprezentuje
aktua´ln´ı stav vsˇech server˚u ulozˇeny´ch v tabulce Location v˚ucˇi celkove´ strukturˇe v tabulce
Object. Za´znamy jsou pevneˇ sva´za´ny se zdroji na serverech atributem UID, ktery´ je jedno-
znacˇneˇ identifikuje na dane´m serveru. Pokud server neobsahuje za´znam Copy, nen´ı dany´
zdroj na serveru zreplikova´n.
4.6 Synchronizace
4.6.1 Synchronizace kolekce
Za´kladn´ım procesem synchronizace je synchronizace jedne´ kolekce mezi vsˇemi replikami.
Na zacˇa´tku zna´me pouze URI kolekce, ktera´ existuje na vsˇech serverech. U´kolem syn-
chronizace je kolekci prozkoumat na vsˇech replika´ch a zreplikovat jej´ı obsah. Na´sleduj´ıc´ı
pseudoko´d naznacˇuje, jak synchronizace jedne´ kolekce prob´ıha´.
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1 Pro vsˇechny servery {
2 Detekuj zmeˇneˇne´ kolekce pro collblob hierarchical
3 Detekuj zmeˇneˇne´ dokumenty pro collblob shallow
4 }
5 Pokud je pocˇet detekovany´ch zmeˇn > 0 {
6 Pro vsˇechny kopie s prˇ´ıznakem copy.is remove = 1 {
7 Smazˇ kopii na serveru
8 }
9 Pro vsˇechny neaktua´ln´ı objekty serˇazene´ podle object.depth vzestupneˇ {
10 Aktualizuj objekt na serverech
11 }
12 }
Algoritmus je rozdeˇlen do dvou fa´z´ı. Prvn´ı fa´z´ı je detekce zmeˇn a struktury kolekce
na vsˇech serverech, abychom spa´rovali vesˇkery´ obsah a vyhnuli se tak nechteˇne´ duplikaci
(viz sekce 3.6.1). Pokud bychom totizˇ prohledali nejprve jeden server, obsah zreplikovali
a pote´ azˇ dalˇs´ı server, prˇi opakovane´ pomale´ synchronizaci bychom nechteˇneˇ duplikovali
shodny´ obsah mezi servery.
Obra´zek 4.5: Detekce struktury kolekce korˇen
Obra´zek 4.5 naznacˇuje, jak mu˚zˇe prob´ıhat sloucˇen´ı obsahu dvou stejny´ch kolekc´ı
na dvou replika´ch s rozd´ılny´m obsahem. Podrobneˇji se detekc´ı zmeˇn v kolekc´ıch zaby´va´
sekce 4.8. V druhe´ fa´zi algoritmu prob´ıha´ aktualizace detekovany´ch zmeˇn na jednotlive´
repliky. Prioritu maj´ı operace smaza´n´ı a po jejich dokoncˇen´ı na´sleduj´ı operace prˇida´n´ı
nebo modifikace. Aktualizac´ı replik se zaby´va´ podrobneˇji sekce 4.11.
Data jsou v prvn´ı fa´zi perzistentneˇ ulozˇena do loka´ln´ı pravdivostn´ı databa´ze tak, aby
prˇi chybeˇ nebo selha´n´ı v dobeˇ aktualizace obsahu nedosˇlo ke ztra´teˇ detekovany´ch zmeˇn
a tak ztra´teˇ provedeny´ch operac´ı.
4.6.2 Pomala´ synchronizace
Prˇi prvn´ım spusˇteˇn´ı synchronizace je databa´ze synchronizacˇn´ıho procesu pra´zdna´ a zna´me
pouze korˇenovou kolekci cele´ synchronizace, je tedy nutne´ prozkoumat strukturu replik,
ktere´ budeme synchronizovat. Na´sleduj´ıc´ı pseudoko´d popisuje algoritmus pomale´ synchro-
nizace.
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1 Vytvorˇ objekt a kopie pro korˇenove´ slozˇky vsˇech server˚u
2 Dokud existuje kopie kolekce s copy.last searched at = −1 {
3 Vyber prvn´ı kolekci s nejnizˇsˇ´ım object.depth
4 Synchronizuj kolekci
5 }
Algoritmus pracuje iterativneˇ a postupuje do hloubky stromu kolekc´ı. Nejprve jsou vytvo-
rˇeny pra´zdne´ kopie pro korˇenove´ slozˇky server˚u, jelikozˇ prˇedpokla´da´me, zˇe korˇenove´ slozˇky
existuj´ı, jinak synchronizace nema´ smysl. Na´sledneˇ je vybra´na kolekce na nejvysˇsˇ´ı u´rovni,
ktera´ jesˇteˇ nebyla synchronizova´na, jelikozˇ ma´ neinicializovany´ cˇas posledn´ıho hleda´n´ı -
copy.last searched at = −1. Kolekce je synchronizova´na podle algoritmu v sekci 4.6.1
a pokud byly v kolekci nalezeny vnorˇene´ kolekce, algoritmus je najde jako jesˇteˇ nepro-
hledane´ a provede synchronizaci. T´ımto zp˚usobem algoritmus pokracˇuje, dokud vsˇechny
kolekce na vsˇech replika´ch nejsou prohleda´ny a sesynchronizova´ny, cˇ´ımzˇ vytvorˇ´ı kompletn´ı
strom zdroj˚u a uvede repliky do konzistentn´ıho stavu.
4.6.3 Zmeˇnova´ synchronizace
Po prvn´ım proveden´ı pomale´ synchronizace je inicializova´na pravdivostn´ı databa´ze a je
zna´ma struktura vsˇech replik, stacˇ´ı tedy prova´deˇt o pozna´n´ı rychlejˇs´ı zmeˇnovou synchro-
nizaci.
1 Nastav copy.last searched at := −1 pro vsˇechny kolekce
2 Dokud existuje kopie kolekce s copy.last searched at = −1 {
3 Vyber prvn´ı kolekci s nejnizˇsˇ´ım object.depth
4 Synchronizuj kolekci
5 }
Algoritmus je v podstateˇ shodny´ s pomalou synchronizac´ı s t´ım rozd´ılem, zˇe je na za-
cˇa´tku mı´sto vytva´rˇen´ı korˇenove´ kolekce resetova´n cˇas posledn´ıho hleda´n´ı vsˇech kolekc´ı,
tak aby dosˇlo k prohleda´n´ı vsˇech kolekc´ı stromu. Rozd´ıl oproti pomale´ synchronizaci je
v tom, zˇe jizˇ zna´me stav replik a je mozˇne´ detekovat pouze nove´ zmeˇny oproti prˇedchoz´ı
synchronizaci. Vı´ce o detekci zmeˇn v sekci 4.8.
4.6.4 Aktivn´ı synchronizace
Protokol WebDAV umozˇnˇuje prova´deˇt aktivn´ı synchronizaci metodou SUBSCRIBE, cozˇ
umozˇnˇuje efektivneˇ detekovat nove´ zmeˇny na replika´ch. Nejdrˇ´ıve je nutne´ se k odbeˇru
zmeˇn prˇihla´sit metodou SUBSCRIBE a protozˇe je aktivn´ı synchronizace pomeˇrneˇ draha´,
je nutne´ omezit kolekce, ke ktery´m se budeme prˇihlasˇovat, na ty, u ktery´ch to ma´ opravdu
smysl:
• Kolekce obsahuj´ıc´ı kalenda´rˇove´ uda´losti a u´koly, jelikozˇ tyto dokumenty jsou cˇasto
modifikova´ny a je vhodne´ pro neˇ zave´st aktivn´ı synchronizaci.
• Kolekce na prvn´ı u´rovni, protozˇe je k nim cˇasto prˇistupova´no a jejich obsah je
nejviditelneˇjˇs´ı.
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Prˇihla´sˇen´ı je jednoznacˇneˇ identifikova´no celocˇ´ıselny´m Subscription-ID, ktere´ je ulo-
zˇeno ke kazˇde´ kopii kolekce v databa´zi. Pro detekci zmeˇneˇny´ch kolekc´ı je pouzˇita metoda
POLL, jelikozˇ je podstatneˇ jednodusˇsˇ´ı na implementaci a nevyzˇaduje komunikaci smeˇrem
k synchronizacˇn´ımu procesu. Umozˇnˇuje take´ aktivn´ı synchronizaci prove´st v dobeˇ, kdy
ma´ synchronizacˇn´ı proces dostatek zdroj˚u k jej´ı obsluze. Synchronizacˇn´ı proces jednodusˇe
posˇle pozˇadavek POLL se vsˇemi Subscription-ID, ktere´ ma´ ulozˇeny v databa´zi, a server
v odpoveˇdi vra´t´ı, ktere´ z nich byly zmeˇneˇny. Zmeˇneˇne´ kolekce jsou synchronizova´ny tak,
jak je popsa´no v sekci 4.6.1.
4.7 Nedostupnost server˚u
Jelikozˇ v pr˚ubeˇhu synchronizace mu˚zˇe doj´ıt k vy´padku nebo chybeˇ na libovolne´m serveru,
obsahuje tabulka Location atribut location.temporary unavailable, ktery´ naby´va´ hodnoty
1, pokud je server momenta´lneˇ nedostupny´. Tento server je vynecha´n z jake´koliv aktivity
synchronizacˇn´ıho procesu a je otestova´n na dostupnost azˇ v dalˇs´ı iteraci synchronizace.
T´ımto zp˚usobem se sn´ızˇ´ı za´teˇzˇ v podobeˇ zbytecˇny´ch dotaz˚u na nedostupny´ server, ktere´
by stejneˇ skoncˇily neu´speˇsˇneˇ. Tabulka nav´ıc obsahuje cˇ´ıtacˇ location.failures obsahuj´ıc´ı
celkovy´ pocˇet vy´padk˚u, d´ıky cˇemuzˇ je mozˇne´ zjistit, jaky´ server je nespolehlivy´.
K vy´padku serveru dojde kdykoliv, kdyzˇ se nepodarˇ´ı se serverem spojit protokolem
WebDAV, autorizace se nezdarˇ´ı nebo server odpov´ı necˇekanou odpoveˇd´ı (naprˇ´ıklad korˇe-
nova´ kolekce neexistuje). Zabra´n´ı se t´ım propagaci docˇasneˇ chybne´ nekonzistence z nedo-
stupne´ho serveru na ostatn´ı repliky.
4.8 Detekce zmeˇn
K detekci zmeˇn disponuje WebDAV metodou SEARCH, ktera´ d´ıky funkci Manifest of
collection umozˇnˇuje detekovat zmeˇny v cˇlenech kolekce provedene´ od posledn´ı synchroni-
zace. Implementace te´to metody produktem Kerio Connect ma´ vsˇak jista´ omezen´ı. Metoda
umozˇnˇuje vyhleda´vat pouze oddeˇleneˇ zmeˇny v kolekc´ıch nebo dokumentech a je mozˇne´
vyhleda´vat pouze v prˇ´ımy´ch cˇlenech kolekce. Pro detekci zmeˇneˇny´ch kolekc´ı pouzˇijeme
metodu SEARCH s SQL dotazem
1 SELECT ∗
2 FROM SCOPE (’SHALLOW TRAVERSAL OF ”<cesta>”’);
3 WHERE ”DAV:isfolder” = false
a pro detekci zmeˇneˇny´ch dokument˚u pouzˇijeme metodu s SQL dotazem
1 SELECT ∗
2 FROM SCOPE (’HIERARCHICAL TRAVERSAL OF ”<cesta>”’);
3 WHERE ”DAV:isfolder” = true AND ”DAV:ishidden” = false
Server v odpoveˇdi vrac´ı seznam vsˇech zmeˇneˇny´ch zdroj˚u oznacˇeny´ch jedn´ım ze trˇ´ı prˇ´ı-
znak˚u - new, change a delete. Nalezene´ zmeˇny jsou vra´ceny od posledn´ıho stavu collblob,
ktery´ je prˇeda´n v pozˇadavku na hleda´n´ı metodou SEARCH. Prˇi pomale´ synchronizaci
je zrˇejme´, zˇe collblob je pra´zdny´, jelikozˇ nezna´me stav datove´ho u´lozˇiˇsteˇ, takzˇe vsˇechny
polozˇky seznamu maj´ı prˇ´ıznak new - zmeˇna od vytvorˇen´ı u´lozˇiˇsteˇ. Vsˇechny zmeˇny jsou
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zpracova´ny a ulozˇeny do pravdivostn´ı databa´ze, ze ktere´ probeˇhne v dalˇs´ı fa´zi synchro-
nizace aktualizace server˚u podle nalezeny´ch zmeˇn. Obecneˇ prˇedpokla´da´me, zˇe nahla´sˇene´
prˇ´ıznaky jsou nespolehlive´ a jsou vzˇdy oveˇrˇeny v˚ucˇi loka´ln´ı databa´zi.
Po u´speˇsˇne´m prohleda´n´ı kolekce je ulozˇen vra´ceny´ novy´ stav kolekce collblob do atri-
butu copy.collblob hierarchical pro hleda´n´ı zmeˇneˇny´ch kolekc´ı a copy.collblob shallow
pro hleda´n´ı zmeˇneˇny´ch dokument˚u tak, aby prˇi prˇ´ıˇst´ım hleda´n´ı byly nalezeny pouze nove´
neaplikovane´ zmeˇny. Stejneˇ tak je aktualizova´na cˇasova´ znacˇka posledn´ıho u´speˇsˇne´ho hle-
da´n´ı copy.last searched at.
4.8.1 Nova´ kolekce
Pokud v odpoveˇdi nalezneme kolekci s prˇ´ıznakem new, vyhleda´me, zda jizˇ neexistuje
objekt se stejnou URI - kolekce jsou jednoznacˇneˇ identifikova´ny relativn´ı URI. Pokud
tento objekt existuje, znamena´ to, zˇe kolekce jizˇ byla detekova´na na jine´m serveru a jedna´
se o spa´rova´n´ı s jinou shodnou kolekc´ı. V opacˇne´m prˇ´ıpadeˇ, kdy objekt neexistuje, je
vytvorˇen novy´ objekt.
Obra´zek 4.6: Stavovy´ diagram algoritmu zpracova´n´ı nove´ kolekce
K objektu se pote´ vyhleda´ kopie pro server, na ktere´m probeˇhlo hleda´n´ı. Pokud je kopie
kolekce nalezena, je nejprve porovna´n jej´ı resourcetag, znacˇ´ıc´ı verzi zdroje na serveru.
Pokud se resourcetag zmeˇnil, jedna´ se o sˇpatneˇ oznacˇenou zmeˇnu (new mı´sto change),
naprˇ´ıklad prˇi hleda´n´ı bez pouzˇit´ı collblob, a je vyvola´na obsluha zmeˇneˇne´ kolekce. Pokud
se ovsˇem resourcetag nezmeˇnil, jde o falesˇnou zmeˇnu popsanou v sekci 4.8.6. Posledn´ı
variantou je neexistuj´ıc´ı kopie, kdy je vytvorˇena nova´ kopie pro danou repliku. Obra´zek
4.6 zobrazuje diagram pro vy´sˇe popsany´ algoritmus.
4.8.2 Novy´ dokument
Pro novy´ dokument s prˇ´ıznakem new je na rozd´ıl od kolekc´ı nejprve hleda´na kopie objektu
pro zdrojovy´ server podle UID - dokumenty jsou jednoznacˇneˇ identifikova´ny prostrˇednic-
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tv´ım UID. Jestlizˇe tuto kopie nalezneme, jedna´ se stejneˇ jako u nove´ kolekce o sˇpatneˇ
oznacˇenou zmeˇnu (new mı´sto change).
Obra´zek 4.7: Stavovy´ diagram algoritmu zpracova´n´ı nove´ho dokumentu
Pokud se ovsˇem kopii nepodarˇ´ı naj´ıt, je nutne´ zjistit, zda jizˇ stejny´ dokument nebyl
nalezen na jine´m serveru. Pokus´ıme se tedy spa´rovat dokument s objektem a pokud se
na´m to podarˇ´ı, vytvorˇ´ıme pro neˇj novou kopii. Pokud se dokument spa´rovat nepodarˇ´ı, je
vytvorˇen novy´ objekt i nova´ kopie, viz diagram na obra´zku 4.7.
4.8.3 Zmeˇneˇna´ kolekce
Prˇi akci nad kolekc´ı s prˇ´ıznakem change by se meˇlo jednat o zmeˇnu jizˇ existuj´ıc´ı kolekce.
Pokus´ıme se tedy naj´ıt objekt i kopii kolekce a pokud alesponˇ jeden za´znam nen´ı nalezen,
je akce prˇesmeˇrova´na na akci nova´ kolekce, jelikozˇ nejsp´ıˇse dosˇlo k drˇ´ıveˇjˇs´ımu vynecha´n´ı
akce new nebo chybne´mu prˇ´ıznaku ze strany Kerio Connect serveru.
Jestlizˇe jsou ovsˇem objekt i kopie nalezeny, jedna´ se zcela jisteˇ o modifikovanou kolekci.
Mu˚zˇe se ovsˇem sta´t, zˇe kolekce byla nahrazena jinou kolekc´ı se stejny´m URI. Zkontrolu-
jeme tedy jesˇteˇ UID a pokud nejsou shodne´, kolekci nejdrˇ´ıve smazˇeme pro ostatn´ı servery
a pote´ ji opeˇt prˇida´me ze zdrojove´ho serveru s novy´mi vlastnostmi, cˇ´ımzˇ je prˇesunuta´
kolekce propagova´na na ostatn´ı repliky. Pokud jsou UID shodne´, nastav´ıme pouze no-
vou verzi modifikace podle algoritmu popsane´ho v sekci 4.10. Vy´sˇe zmı´neˇny´ algoritmus je
sche´maticky zobrazen na diagramu 4.8.
4.8.4 Zmeˇneˇny´ dokument
Pokud je detekova´na zmeˇna dokumentu, je nalezena kopie dokument podle UID. Jestlizˇe
nen´ı kopie nalezena, je situace podobna´ jako u nenalezene´ zmeˇneˇne´ kolekce a akce je
prˇesmeˇrova´na na novy´ dokument. Pokud je ovsˇem dokument nalezen, je nutne´ porovnat
URI v kopii a na serveru. Mu˚zˇe se totizˇ sta´t, zˇe dokument byl prˇesunut do jine´ kolekce
a je tedy nutne´ ho prˇesunout i na ostatn´ıch replika´ch. Stejneˇ jako u kolekce je v takove´m
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Obra´zek 4.8: Stavovy´ diagram algoritmu zpracova´n´ı zmeˇneˇne´ kolekce
prˇ´ıpadeˇ dokument smaza´n pro ostatn´ı servery a vytvorˇen novy´ ze zdrojove´ho serveru,
cˇ´ımzˇ se zajist´ı jeho prˇesun na ostatn´ıch replika´ch. Na druhou stranu mu˚zˇe mı´t dokument
stejny´ resourcetag, prˇicˇemzˇ se jedna´ o falesˇnou zmeˇnu popsanou v sekci 4.8.6. Posledn´ım
prˇ´ıpadem je standardn´ı zmeˇna, kdy URI je shodna´ a resourcetag jiny´. Pro tento prˇ´ıpad
nastav´ıme pouze novou verzi modifikace podle algoritmu popsane´ho v sekci 4.10. Popsany´
algoritmus je sche´maticky zobrazen na diagramu 4.9.
Obra´zek 4.9: Stavovy´ diagram algoritmu zpracova´n´ı zmeˇneˇne´ho dokumentu
4.8.5 Smazany´ zdroj
Algoritmus smaza´n´ı je pro kolekce i dokumenty shodny´. Vsˇem kopi´ım dane´ho zdroje pro
vsˇechny servery je v pravdivostn´ı databa´zi nastaven prˇ´ıznak copy.is remove na hodnotu
1. Akce smaza´n´ı je vyvola´na i v prˇ´ıpadeˇ, kdy metoda SEARCH vrac´ı odpoveˇd´ı 404 Not
found - kolekce nebyla nalezena, tud´ızˇ byla smaza´na. To ale plat´ı pouze v prˇ´ıpadeˇ, kdy
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kolekce nen´ı korˇenovou kolekc´ı pro dany´ server, v takove´m prˇ´ıpadeˇ je server oznacˇen jako
docˇasneˇ nedostupny´, protozˇe korˇenova´ kolekce nemu˚zˇe by´t smaza´na.
4.8.6 Detekce falesˇny´ch zmeˇn
Vy´znamnou komplikac´ı prˇi detekci zmeˇn je tzv. falesˇna´ zmeˇna. Falesˇna´ zmeˇna nastane
v prˇ´ıpadeˇ, kdy je zdroj zmeˇneˇn na replika´ch synchronizacˇn´ım procesem. V dalˇs´ım zavo-
la´n´ı metody SEARCH je totizˇ tato zmeˇna take´ nahla´sˇena. V naivn´ı implementaci by to
zp˚usobilo nekonecˇne´ aktualizace, protozˇe prˇi jake´koliv aktualizaci serveru by byla zmeˇna
nahla´sˇena´ zpeˇt a provedena na jine´ replice a opeˇt nahla´sˇena.
Je proto nutne´ falesˇne´ zmeˇny detekovat. Prˇi kazˇde´ aktualizaci je z´ıska´n resourcetag
zmeˇneˇne´ho zdroje a ulozˇen do databa´ze. Prˇi dalˇs´ım pouzˇit´ı metody SEARCH je resource-
tag porovna´n a pokud je shodny´, je dana´ zmeˇna ignorova´na. U kolekc´ı je nutne´ detekovat
falesˇne´ zmeˇny pouze u novy´ch kolekc´ı, zmeˇneˇne´ kolekce nejsou nikdy falesˇneˇ nahla´sˇeny.
T´ımto jednoduchy´m algoritmem jsou spolehliveˇ odliˇseny falesˇne´ zmeˇny od skutecˇny´ch
zmeˇn.
4.9 Pa´rova´n´ı zdroj˚u
Jak jizˇ bylo naznacˇeno v sekci 4.6.1, je nutne´ prˇi detekci zmeˇn v kolekc´ıch pa´rovat stejne´
zdroje z r˚uzny´ch replik, tak aby nedocha´zelo k nechteˇny´m duplikac´ım obsahu.
Pa´rova´n´ı stejny´ch kolekc´ı je intuitivneˇ rˇesˇeno pouzˇit´ım URI kolekce, jelikozˇ stejne´
kolekce na r˚uzny´ch replika´ch maj´ı stejne´ URI - jsou umı´steˇne´ na stejne´ pozici ve stromeˇ
a maj´ı shodny´ na´zev.
Pa´rova´n´ı dokument˚u je slozˇiteˇjˇs´ı proble´m, jelikozˇ je nelze pa´rovat intuitivneˇ jako ko-
lekce. Stejne´ dokumenty mohou na r˚uzny´ch serverech by´t ulozˇeny pod jiny´mi na´zvy a jejich
UID se take´ liˇs´ı, jelikozˇ je prˇideˇlova´no replikami a je urcˇeno pouze pro cˇten´ı. Pro doku-
menty je tedy nutne´ navrhnout sofistikovaneˇjˇs´ı algoritmus. Idea´ln´ı je pouzˇit´ı obsahu do-
kumentu, jelikozˇ pokud jsou dokumenty stejne´, je stejny´ i jejich obsah. K tomuto u´cˇelu je
pro kazˇdy´ dokument pocˇ´ıta´n hash rˇeteˇzec MD5 funkc´ı, ktery´ je na´sledneˇ ulozˇen pod atri-
but object.hash, jelikozˇ je pro vsˇechny kopie zdroje stejny´. Hash rˇeteˇzec je kompaktneˇjˇs´ı
reprezentace obsahu nezˇ cely´ obsah, je mnohem rychleji porovna´va´n a pravdeˇpodobnost
shodne´ho hashe je zanedbatelna´. Hash rˇeteˇzec je mozˇne´ jednodusˇe generovat u nestruktu-
rovany´ch dokument˚u z cele´ho obsahu, jelikozˇ je obsah dokumentu sta´ly´. Situace se ovsˇem
komplikuje u strukturovany´ch dokument˚u, ktere´ obsahuj´ı pro kazˇdou repliku specificke´
identifika´tory a cˇasove´ znacˇky. Na´sleduj´ıc´ı seznam prˇedepisuje, jake´ pouzˇ´ıvane´ atributy je
nutne´ ze strukturovany´ch dokument˚u vynechat prˇed generova´n´ım hashe:
• UID - identifika´tor dokumentu stejny´ jako vlastnost UID,
• REV - cˇasova´ znacˇka modifikace dokumentu,
• X-NEXT-ALARM a blok VALARM - cˇas upozorneˇn´ı na u´kol nebo kalenda´rˇovou
uda´lost, ktery´ se cˇasto meˇn´ı a je proto vhodne´ ho vynechat, aby nezp˚usoboval falesˇne´
duplikace,
38
Na´vrh modelu synchronizace Pa´rova´n´ı zdroj˚u
• PERCENT-COMPLETE a STATUS - specia´ln´ı vlastnosti u´kolu, ktere´ se cˇasto
meˇn´ı a je proto vhodne´ je vynechat.
Pro sn´ızˇen´ı pravdeˇpodobnosti sˇpatne´ho spa´rova´n´ı prˇi vygenerova´n´ı stejne´ho hash rˇe-
teˇzce pro r˚uzne´ dokumenty, je nav´ıc pa´rova´n´ı prova´deˇno s pouzˇit´ım URI rodicˇovske´ ko-
lekce a typu dokumentu. Spa´rova´n´ı dokument˚u t´ımto algoritmem je spolehlive´, ma´ ovsˇem
znacˇnou nevy´hodu. Pro vy´pocˇet hash rˇeteˇzce je nutne´ sta´hnout cely´ obsah dokumentu na
loka´ln´ı disk, cozˇ zp˚usobuje za´teˇzˇ jak na straneˇ serveru, tak na straneˇ synchronizacˇn´ıho
procesu. Idea´ln´ım rˇesˇen´ım by byla mozˇnost ulozˇit na repliku vlastn´ı synchronizacˇn´ı ID,
ktery´m by se dokumenty pa´rovaly, nebo alesponˇ poskytovat pasivn´ı vlastnost hash, kde by
byl hash rˇeteˇzec jizˇ spocˇ´ıta´n a prˇenesen pouze jako kra´tky´ textovy´ rˇeteˇzec. Bohuzˇel nen´ı
mozˇne´ do Kerio Connect serveru zasahovat a tak vy´sˇe zmı´neˇny´ algoritmus je nejlepsˇ´ım
spolehlivy´m rˇesˇen´ım.
4.9.1 Konflikt trˇ´ıd kolekc´ı
Prˇi pa´rova´n´ı kolekc´ı mu˚zˇe doj´ıt k tomu, zˇe kolekce se stejnou URI, a tud´ızˇ i stejny´m
jme´nem, mu˚zˇe by´t detekova´na na v´ıce replika´ch s rozd´ılnou trˇ´ıdou. Rozd´ılne´ trˇ´ıdy ko-
lekc´ı vyvolaj´ı konflikt, jelikozˇ zcela jisteˇ kazˇda´ z kolekc´ı obsahuje r˚uzne´ vnitrˇn´ı cˇleny,
a nen´ı tedy mozˇne´ tyto kolekce synchronizovat. Konflikt je nutne´ vyrˇesˇit automaticky,
protozˇe nelze pozˇa´dat uzˇivatele o vy´beˇr spra´vne´ trˇ´ıdy kolekce. Prvn´ı nalezena´ kolekce je
uzna´na jako spra´vna´ a nekonfliktn´ı, cozˇ znamena´, zˇe trˇ´ıda objektu i kopie jsou shodne´
(object.container class = copy.class). Jakmile je s objektem spa´rova´na jina´ kolekce, jej´ızˇ
trˇ´ıda je rozd´ılna´ (object.container class 6= copy.class), je oznacˇena pro synchronizacˇn´ı
proces jako konfliktn´ı:
• V konfliktn´ıch kolekc´ıch se nehledaj´ı zmeˇny, protozˇe stejneˇ nen´ı mozˇne´ je replikovat
do nekonfliktn´ıch kolekc´ı,
• Do konfliktn´ıch kolekc´ı se nereplikuj´ı cˇlenove´ nekonfliktn´ıch kolekc´ı, protozˇe nen´ı
jiste´, zda tam patrˇ´ı,
• Operace odstraneˇn´ı konfliktn´ı i nekonfliktn´ı kolekce se propaguje pouze na kopie
stejne´ trˇ´ıdy, protozˇe se jedna´ o odstraneˇn´ı konfliktu.
Konflikt trˇ´ıd kolekc´ı je vyrˇesˇen, jakmile je odstraneˇna kolekce s konfliktn´ı trˇ´ıdou. Od-
straneˇn´ı se nepropaguje na nekonfliktn´ı kolekce a tak je konfliktn´ı kolekce ihned po od-
straneˇn´ı nahrazena kolekc´ı nekonfliktn´ı. Pokud dojde k odstraneˇn´ı nekonfliktn´ı kolekce
a za´rovenˇ existuj´ı konfliktn´ı kolekce, je trˇ´ıda objektu object.container class prˇepsa´na trˇ´ı-
dou prvn´ı konfliktn´ı kolekce, cˇ´ımzˇ je konflikt odstraneˇn a kolekce zreplikova´na. Jiny´m
mozˇny´m rˇesˇen´ım by bylo navrhnutou konfliktn´ı kolekci odstranit a nahradit nekonfliktn´ı,
prˇ´ıpadneˇ konfliktn´ı kolekci prˇejmenovat a t´ım uvolnit mı´sto pro kolekci nekonfliktn´ı. Obeˇ
rˇesˇen´ı vsˇak zasahuj´ı do struktury server˚u bez prˇicˇineˇn´ı uzˇivatele, cozˇ je nevhodne´ chova´n´ı,
ktere´ mu˚zˇe p˚usobit jako chybne´.
Navrzˇeny´ algoritmus pocˇ´ıta´ i se vznikem v´ıcena´sobne´ho konfliktu, kdy v´ıce jak dveˇ
trˇ´ıdy jsou prˇ´ıtomny nad stejnou kolekc´ı, a umı´ jej vyrˇesˇit. Podobny´ konflikt nen´ı u doku-
ment˚u mozˇny´, jelikozˇ pa´rova´n´ı prob´ıha´ i podle typu dokumentu.
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4.10 Porˇad´ı operac´ı
Servery u kazˇde´ho zdroje ukla´daj´ı rea´lny´ cˇas posledn´ı modifikace - vlastnost Last-modified
je tedy mozˇne´ urcˇit happend-before relaci s pouzˇit´ım syntakticke´ho pla´nova´n´ı rea´lny´mi
hodinami, jak je popsa´no v sekci 3.4.1. Servery ovsˇem nemus´ı by´t cˇasoveˇ synchronizo-
va´ny a jejich rea´lne´ hodiny se mohou rozcha´zet. Neexistuje ovsˇem jina´ metoda pro urcˇen´ı
happend-before relace nezˇ pouzˇit´ı rea´lny´ch hodin, proto mus´ıme metodu pouzˇ´ıt, i kdyzˇ
nemus´ı by´t vzˇdy prˇesna´. I prˇesto je sta´le lepsˇ´ı nezˇ urcˇovat happend-before relaci na´hodneˇ,
cozˇ v´ıme, zˇe prˇesne´ nebude nikdy.
Pro pla´nova´n´ı mu˚zˇeme pouzˇit´ı i se´manticke´ pla´nova´n´ı popsane´ v sekci 3.4.2. Operace
provedene´ nad r˚uzny´mi zdroji jsou na sobeˇ neza´visle´, protozˇe zdroje se navza´jem neo-
vlivnˇuj´ı. Tyto operace proto mu˚zˇeme oznacˇit za komutativn´ı a prova´deˇt je v libovolne´m
porˇad´ı. Operace je da´le mozˇne´ rˇadit podle jejich se´mantiky - vytvorˇen´ı, u´prava a smaza´n´ı.
Pro urcˇen´ı porˇad´ı operac´ı definujeme z vy´sˇe zmı´neˇne´ho jednoducha´ pravidla, ktery´mi
se bude synchronizacˇn´ı algoritmus rˇ´ıdit:
• Operace nad r˚uzny´mi zdroji jsou komutativn´ı a je mozˇne´ je prove´st v libovolne´m
porˇad´ı.
• Operace prˇida´n´ı bude vzˇdy prˇedcha´zet operaci u´pravy nad stejny´m zdrojem, protozˇe
nen´ı mozˇne´ upravovat neexistuj´ıc´ı dokument.
• Operace smaza´n´ı bude vzˇdy prˇedcha´zet operaci u´pravy nad stejny´m zdrojem. Pokud
totizˇ bude zdroj smaza´n, nema´ smysl ho prˇedt´ım modifikovat a operace u´pravy
mohou by´t vynecha´ny.
• Stejne´ operace u´pravy nad stejny´m zdrojem budou rˇazeny podle cˇasovy´ch znacˇek
provedene´ u´pravy.
• Operace se stejnou cˇasovou znacˇkou u´pravy budou serˇazeny na´hodneˇ, protozˇe nen´ı
mozˇne´ da´le urcˇit jejich porˇad´ı.
• Operace prˇida´n´ı nad stejny´m zdrojem nen´ı nutne´ rˇadit, protozˇe syste´m je state-
transfer a dovoluje prove´st pouze jednu operaci prˇida´n´ı a ostatn´ı operace prˇida´n´ı
jsou operac´ı u´pravy.
• Operace smaza´n´ı nad stejny´m zdrojem nen´ı nutne´ rˇadit, protozˇe se opeˇt jedna´
o state-transfer syste´m, ve ktere´m je operace smaza´n´ı provedena pouze jednou.
Z vy´sˇe zmı´neˇny´ch pravidel je mozˇne´ sestavit deterministicke´ porˇad´ı vsˇech operac´ı,
ktere´ se v syste´mu vyskytnou. Aby toto porˇad´ı bylo persistentn´ı i prˇi vy´padku replik
a nezdarˇene´ aktualizaci, je nutne´ jej ulozˇit do databa´ze. A jelikozˇ stacˇ´ı pouze ukla´da´n´ı
porˇad´ı operac´ı u´pravy, nebot’ ostatn´ı operace maj´ı pouze jedno pevne´ porˇad´ı, je mozˇne´
k reprezentaci porˇad´ı pouzˇ´ıt inkrementa´ln´ı cˇ´ıselne´ rˇady - verze, ktere´ ulozˇ´ıme u kazˇde´
kopie objektu v databa´zi, cˇ´ımzˇ rˇekneme, v jake´ verzi je dana´ kopie. Porˇad´ı operac´ı u´pravy
je urcˇeno porˇad´ım verz´ı. Aby bylo mozˇne´ poznat, co se zmeˇnilo od posledn´ı aktualizace,
obsahuje objekt dalˇs´ı verzi, ktera´ oznacˇuje posledn´ı zreplikovanou verzi na vsˇech replika´ch.
Pro verze tedy plat´ı na´sleduj´ıc´ı pravidla:
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• Pokud copyα.version = object.version, kopie zdroje na replice α je aktua´ln´ı.
• Pokud copyα.version < object.version, kopie zdroje na replice α je zastarala´, jelikozˇ
nebyla z d˚uvod˚u vy´padku nahra´na posledn´ı aktualizace.
• Pokud copyα.version > object.version, nad kopi´ı zdroje na repliace α byla prove-
dena operace u´pravy.
• Pokud copyα.version > copyβ.version, operace u´pravy zdroje na replice α byla
provedena po u´praveˇ kopie na replice β.
• Pokud ∀copy.version > object.version, zˇa´dna´ z replik nema´ aktua´ln´ı verzi, jelikozˇ
na vsˇech replika´ch byla provedena u´prava.
Tento jednoduchy´ a pr˚uhledny´ syste´m dvou verz´ı plneˇ pokryje pozˇadavky na porˇad´ı
operac´ı a vyhne se tak nutnosti slozˇite´ho uchova´va´n´ı vsˇech provedeny´ch operac´ı pro kazˇ-
dou repliku. Zacha´zen´ı s verzemi je na´zorneˇ uka´za´no na na´sleduj´ıc´ıch prˇ´ıkladech.
Obra´zek 4.10: Noveˇ spa´rovany´ zdroj prˇi pomale´ synchronizaci
Obra´zek 4.10 ilustruje detekci a spa´rova´n´ı trˇ´ı stejny´ch zdroj˚u na trˇech replika´ch prˇi
pomale´ synchronizaci pro dokument a kolekci. V horn´ı cˇa´sti obra´zku, kde dosˇlo ke spra´v-
ne´mu spa´rova´n´ı vsˇech trˇ´ı dokument˚u, nen´ı nutne´ operace nijak rˇadit, protozˇe dokumenty
mus´ı by´t stejne´ (viz sekce 4.9), a verze je nastavena na 1. Toto ovsˇem neplat´ı pro kolekce,
kde nen´ı pa´rova´n´ı prova´deˇno podle obsahu a kolekce nemus´ı by´t stejne´. Operace prˇida´n´ı
kolekce prˇi pomale´ synchronizaci jsou proto rˇazeny stejneˇ jako operace u´pravy. Druha´ cˇa´st
obra´zku 4.10 naznacˇuje stejnou situaci pro kolekce, kdy verze kolekc´ı jsou serˇazeny B, A
a C podle cˇas˚u modifikace stejneˇ jako u operac´ı u´pravy a na zˇa´dne´ replice nen´ı aktua´ln´ı
verze, aby dosˇlo k aktualizaci vsˇech replik.
Na dalˇs´ım prˇ´ıkladu na obra´zku 4.11 je zdroj na vsˇech serverech ve shodne´ verzi 1.
Verze posledn´ı aktualizace ulozˇena´ v synchronizacˇn´ım procesu je take´ 1, tedy objekt je
konzistentn´ı. Detekce zmeˇn je prova´deˇna na serverech abecedneˇ. Prvn´ı byla detekova´na
zmeˇna provedena´ v 13:01:05 na serveru A, je tedy nastavena verze kopie na hodnotu 2.
Jako druha´ je detekova´na zmeˇna ze serveru B provedena´ v 13:01:02, cˇ´ımzˇ se rˇad´ı prˇed
zmeˇnu provedenou na serveru A. Verze jsou tedy prˇepla´nova´ny tak, aby zmeˇna na serveru
A byla zarˇazena za zmeˇnu na serveru B.
Nakonec je nutne´ reprezentovat persistentneˇ i operace prˇida´n´ı a smaza´n´ı, ktere´ vzˇdy
nastanou pouze jednou pro jeden zdroj. Operace prˇida´n´ı je reprezentova´na neexistuj´ıc´ı
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Obra´zek 4.11: Vı´cena´sobna´ operace u´pravy
vazbou kopie mezi objektem a lokac´ı. Jakmile je tedy detekova´no prˇida´n´ı, je vytvorˇen
objekt a kopie pouze pro lokaci, na ktere´ bylo prˇida´n´ı detekova´no. Operace smaza´n´ı je
indikova´na nastaven´ım prˇ´ıznaku copy.is remove na hodnotu 1 - jedna´ se o pouzˇit´ı algo-
ritmu Culling tombstones ze sekce 3.6.2. Jednodusˇe je tak zajiˇsteˇna ochrana prˇi vy´padku
beˇhem prova´deˇn´ı operac´ı.
4.11 Aktualizace
Po dokoncˇen´ı detekce provedeny´ch operac´ı a urcˇen´ı jejich porˇad´ı je nutne´ tyto zmeˇny
zreplikovat. Jako prvn´ı se prova´d´ı operace smaza´n´ı a po dokoncˇen´ı vsˇech operac´ı smaza´n´ı
jsou provedeny operace prˇida´n´ı a u´pravy zdroj˚u.
4.11.1 Operace smaza´n´ı
Zdroj na replice ma´ by´t smaza´n, pokud copy.is remove = 1. Prˇi smaza´n´ı zdroje na jed-
nom serveru mus´ı doj´ıt ke smaza´n´ı stejne´ho zdroje na vsˇech serverech. Pokud nav´ıc je
zdroj kolekc´ı, je nutne´ smazat i vsˇechny jej´ı cˇleny. Nasˇteˇst´ı protokol WebDAV umozˇnˇuje
smazat kolekci a vsˇechny jej´ı cˇleny jedn´ım pozˇadavkem DELETE, nemus´ıme tedy sma-
zat vzˇdy vsˇechny cˇleny, ale pouze zdroj, ktery´ byl smaza´n. Jakmile je kopie s prˇ´ıznakem
copy.is remove smaza´na fyzicky z repliky, je smaza´na i jej´ı kopie z databa´ze a pokud
neexistuje jizˇ zˇa´dna´ kopie zdroje, je smaza´n i objekt a zdroj prˇestane existovat. T´ımto
zp˚usobem se prˇedejde situaci, kdy v dobeˇ smaza´n´ı bude neˇktery´ ze server˚u nedostupny´
a zdroj by se z tohoto serveru obnovil zpeˇt na ostatn´ı servery.
4.11.2 Aktualizace zdroje
Zdroj copyα na replice α je povazˇova´n za neaktua´ln´ı, pokud je splneˇna alesponˇ jedna
z na´sleduj´ıc´ıch podmı´nek:
• Pokud neexistuje za´znam o copyα, zdroj byl vytvorˇen na jine´ replice a mus´ı by´t
nahra´n na repliku α v nejnoveˇjˇs´ı verzi.
• Pokud ∃copyi.version > object.version a copyi.version > copyα.version, existuje
jina´ noveˇjˇs´ı verze zdroje nezˇ copyα a je nutne´ zdroj na replice α aktualizovat.
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• Pokud copyα.version < object.version, je zdroj na replice α neaktua´ln´ı kv˚uli prˇed-
choz´ımu vy´padku a nezdarˇile´ aktualizaci na verzi object.version.
Obra´zek 4.12: Pouzˇit´ı Thomas Write Rule pro aktualizaci
Aktualizace zdroj˚u je prova´deˇna vzˇdy od korˇene stromu po listy, aby se prˇedesˇlo prˇ´ı-
pad˚um, kdy chceme nahra´t na repliku zdroj, ale rodicˇovska´ kolekce zat´ım neexistuje, cozˇ
by vyvolalo chybu a neu´speˇsˇnou replikaci. Aktualizaci je jednodusˇe mozˇne´ prove´st s pou-
zˇit´ım Thomas Write Rule tak, zˇe nalezneme nejnoveˇjˇs´ı verzi zdroje, kterou zreplikujeme
na ostatn´ı repliky. Tento jednoduchy´ algoritmus je ovsˇem cˇisteˇ state-transfer a nerˇesˇ´ı kon-
flikty v operac´ıch, cozˇ je v porˇa´dku naprˇ´ıklad pro nestrukturovane´ dokumenty, do ktery´ch
nen´ı mozˇne´ zasahovat. Pokud bychom ovsˇem stejny´ algoritmus pouzˇili pro strukturovane´
dokumenty, naprˇ´ıklad kontakt, tak by prˇi zmeˇneˇ jme´na na replice α a telefonu na replice β
byla na repliky propagova´na jen jedna zmeˇna a druha´ zmeˇna by byla zahozena a navra´cena
do p˚uvodn´ıho stavu jak zobrazuje obra´zek 4.12.
4.11.3 Detekce konflikt˚u
Abychom vylepsˇili algoritmus uvedeny´ v sekci 4.11.2, je nutne´ implementovat zpracova´n´ı
konflikt˚u. Detekce konflikt˚u je jizˇ vyrˇesˇena ukla´dany´mi verzemi. Konflikt nasta´va´, jakmile
existuje v´ıce jak jedna verze kopie copy.version vysˇsˇ´ı nezˇ object.version, cozˇ znamena´, zˇe
nastala v´ıce nezˇ jedna operace u´pravy zdroje.
Obra´zek 4.13 prˇedstavuje cˇtyrˇi mozˇne´ prˇ´ıklady stavu verz´ı kopi´ı zdroje. V prvn´ım
prˇ´ıpadeˇ byla detekova´na pouze jedna zmeˇna a operace nen´ı konfliktn´ı, je mozˇne´ prove´st
klasicky´ state-transfer prˇenos nejnoveˇjˇs´ı verze. Prˇ´ıpad dveˇ zobrazuje dveˇ konfliktn´ı operace
zmeˇny na serverech A a B, kdy je nutne´ konflikt vyrˇesˇit a zreplikovat sloucˇeny´ zdroj
na vsˇechny repliky. Prˇ´ıklad trˇi obsahuje trˇi odliˇsne´ verze kopi´ı, ale pouze jedna je noveˇjˇs´ı
nezˇ aktua´ln´ı verze zdroje, jelikozˇ server C je neaktua´ln´ı. V tomto prˇ´ıpadeˇ je detekova´na
jen jedna operace u´pravy, tud´ızˇ nenastal konflikt. V posledn´ım prˇ´ıpadeˇ nebyla provedena
zˇa´dna´ zmeˇna, jen server A je neaktua´ln´ı. Opeˇt je tedy mozˇne´ pouzˇ´ıt prˇ´ımy´ state-transfer
prˇenos.
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Obra´zek 4.13: Mozˇne´ prˇ´ıpady aktualizace verz´ı
4.11.4 Zpracova´n´ı konflikt˚u
Jakmile je detekova´n konflikt, je nutne´ jej adekva´tneˇ vyrˇesˇit, aby nedosˇlo k zˇa´dne´ nebo
k co nejmensˇ´ı ztra´teˇ provedeny´ch operac´ı. Bohuzˇel WebDAV protokol je cˇisteˇ state-transfer
a oznamuje pouze, zˇe zmeˇna ve zdroji nastala, ale jizˇ nerˇ´ıka´, co prˇesneˇ se ve zdroji
nebo vlastnostech zdroje zmeˇnilo. Mus´ıme proto navrhnout vlastn´ı algoritmus, ktery´ bude
umozˇnˇovat detekci zmeˇn ve zdroj´ıch a bude plneˇ automaticky´, jelikozˇ nen´ı mozˇne´ dota-
zovat se uzˇivatele.
Aby bylo mozˇne´ zjistit, co se ve zdroji zmeˇnilo, je nutne´ mı´t k dispozici referencˇn´ı verzi
zdroje. Referencˇn´ı verze je zdroj v p˚uvodn´ı nezmeˇneˇne´ verzi, nezˇ byla na replice zmeˇna
provedena. Jako referencˇn´ı zdroj je idea´lneˇ mozˇne´ pouzˇ´ıt libovolnou kopii, pro kterou
plat´ı copy.version = object.version, cˇili libovolnou aktua´ln´ı a nezmeˇneˇnou verzi zdroje.
Jakmile je k dispozici referencˇn´ı zdroj, je mozˇne´ zjistit, jake´ vlastnosti a atributy jsou
ve zdroji nove´, zmeˇneˇne´ nebo smazane´.
Vstupem do rˇesˇitele konflikt˚u je referencˇn´ı zdroj a konfliktn´ı zmeˇny a vy´stupem je
sloucˇena´ verze zdroje. Sloucˇen´ı prob´ıha´ iterativneˇ tak, zˇe konfliktn´ı zmeˇny jsou serˇazeny
vzestupneˇ dle verz´ı, a jsou porovna´va´ny s referencˇn´ı verz´ı zdroje. Na zacˇa´tku je nova´ verze
zdroje stejna´ jako referencˇn´ı verze zdroje a postupneˇ jsou detekovane´ zmeˇny propagova´ny
do sloucˇene´ verze. Meˇjme atribut α, referencˇn´ı verzi zdroje R, zmeˇneˇnou verzi zdroje A
a noveˇ vytva´rˇeny´ zdroj M . Novy´ zdroj M je aktualizova´n beˇhem rˇesˇen´ı konflikt˚u podle
na´sleduj´ıc´ıch pravidel:
• Pokud R.α = A.α, je atribut nezmeˇneˇn a tud´ızˇ vynecha´n, aby nebyla prˇepsa´na jizˇ
provedena´ zmeˇna v M . Jeho hodnota se jizˇ v nove´m zdroji M nacha´z´ı, jelikozˇ byla
zkop´ırova´na z referencˇn´ı verze prˇiˇrazen´ım na zacˇa´tku.
• Pokud R.α 6= A.α, je atribut zmeˇneˇn a prˇepsa´n v noveˇ vytva´rˇene´m zdroji M.α :=
A.α. Pokud bude atribut zmeˇneˇn i v dalˇs´ı verzi, bude hodnota opeˇt prˇepsa´na.
• Pokud ∃R.α a @A.α, byl atribut odstraneˇn a je odstraneˇn i z vytva´rˇene´ho zdroje
M . Pokud bude v dalˇs´ı verzi zdroje atribut zmeˇneˇn, bude znovu prˇida´n, jelikozˇ
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smazany´ atribut znamena´ pro uzˇivatele nastaven´ı atributu na pra´zdnou hodnotu,
cozˇ je v podstateˇ typ zmeˇny.
• Pokud @R.α a ∃A.α, byl atribut noveˇ prˇida´n a je prˇida´n i do vytva´rˇene´ho zdroje
M.α = A.α. Pokud bude prˇida´n i v dalˇs´ı verzi, bude hodnota stejneˇ jako v prˇ´ıpadeˇ
zmeˇny prˇepsa´na.
Z pravidel vyply´va´, zˇe operace prˇida´n´ı a operace smaza´n´ı jsou variacemi operace
zmeˇny. Pokud je atribut smaza´n, byla provedena operace zmeˇny na pra´zdnou hodnotu,
a pokud je atribut prˇida´n, byla provedena operace zmeˇny na nepra´zdnou hodnotu. Ob-
ra´zek 4.14 ilustruje vy´sˇe uvedena´ pravidla na prˇ´ıkladeˇ sloucˇen´ı dvou konfliktn´ıch zmeˇn
na serverech A a B v˚ucˇi referencˇn´ımu zdroji na serveru C do nove´ho zdroje. Novy´ zdroj,
ktery´ vznikne sloucˇen´ım konfliktn´ıch zmeˇn, je nutne´ oznacˇit zcela novou verz´ı, aby byla
splneˇna pravidla ze sekce 4.11.2.
Obra´zek 4.14: Zpracova´n´ı konfliktu dvou zmeˇn v˚ucˇi referencˇn´ımu zdroji
Proble´m ovsˇem nasta´va´, pokud nema´me k dispozici referencˇn´ı verzi zdroje. Takovy´
prˇ´ıpad nastane, pokud jsou zmeˇny detekova´ny na vsˇech replika´ch a tud´ızˇ zˇa´dny´ ze zdroj˚u
nen´ı v aktua´ln´ı verzi. Pro tyto prˇ´ıpady by bylo nutne´ uchova´vat vzˇdy aktua´ln´ı verzi zdroje
na loka´ln´ım disku, jelikozˇ protokol WebDAV neumozˇnˇuje z´ıskat dokument v pozˇadovane´
verzi, a je mozˇne´ si jednodusˇe prˇedstavit objem takto uchova´vany´ch dat. Vznik takove´ho
prˇ´ıpadu je ovsˇem velice nepravdeˇpodobny´ a kv˚uli zanedbatelne´ pravdeˇpodobnosti nema´
smysl komplikovat a zvysˇovat pameˇt’ovou na´rocˇnost algoritmu. Tento proble´m je tedy
zanedba´n a i kdyzˇ nastane, je uspokojiveˇ vyrˇesˇen, jak naznacˇuje obra´zek 4.15. Zmeˇna
byla detekova´na na vsˇech serverech A, B i C a nen´ı tud´ızˇ mozˇne´ z´ıskat referencˇn´ı verzi
zdroje ve verzi 1. Je mozˇne´ si povsˇimnou, zˇe hodnoty se pokazˇde´ prˇepisuj´ı noveˇjˇs´ı verz´ı,
jelikozˇ je vzˇdy detekova´no prˇida´n´ı nove´ho atributu v˚ucˇi pra´zdne´mu referencˇn´ımu zdroji.
Operace zmeˇny ani odstraneˇn´ı atribut˚u nejsou detekova´ny.
Algoritmus rˇesˇen´ı konflikt˚u bez referencˇn´ıho objektu by bylo mozˇne´ vylepsˇit tak, zˇe
by se nove´ atributy prˇida´vali i do pra´zdne´ho referencˇn´ıho objektu. Bylo by tak mozˇne´
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Obra´zek 4.15: Zpracova´n´ı konfliktu trˇ´ı zmeˇn bez referencˇn´ıho zdroje
detekovat v dalˇs´ıch slucˇovany´ch verz´ıch zmeˇny v hodnota´ch atribut˚u. Proble´m by ovsˇem
nastal, pokud by v dalˇs´ıch verz´ıch zdroje atribut chybeˇl, jelikozˇ by bylo detekova´no od-
straneˇn´ı atributu. Nen´ı totizˇ mozˇne´ automaticky urcˇit, zda je spra´vneˇ operace odstraneˇn´ı
nebo prˇida´n´ı. Nejlepsˇ´ı je zvolit takovy´ kompromis, ktery´ bude co nejme´neˇ destruktuvn´ı,
a takovy´m je pra´veˇ vypnut´ı detekce odstraneˇn´ı. Uzˇivatel se sna´z vyrovna´ s t´ım, zˇe data
byla nechteˇneˇ vyplneˇna, nezˇ zˇe data zmizela.
Navrhnuty´ algoritmus je mozˇne´ pouzˇ´ıt jak pro vlastnosti zdroje, tak pro strukturovane´
dokumenty, u ktery´ch jsou vlastnosti nav´ıc hierarchicky vnorˇeny. Pro nestrukturovane´
dokumenty nema´ smysl, jelikozˇ nedoka´zˇeme rozpoznat vnitrˇn´ı strukturu. Algoritmus by
se dal da´le rozsˇ´ıˇrit o detekci operac´ı na u´rovni textovy´ch hodnot jednotlivy´ch atribut˚u,
naprˇ´ıklad odstraneˇn´ı slova a za´rovenˇ prˇida´n´ı slova na jine´ replice. Toto rozsˇ´ıˇren´ı by vsˇak
bylo prˇ´ıliˇs slozˇite´ a nespolehlive´ v komplikovany´ch situac´ıch, cozˇ by mohlo zp˚usobit vznik
nesmyslny´ch dat.
4.12 Pla´novacˇ
Sekce 4.6 uvedla hned trˇi mozˇne´ zp˚usoby synchronizace Kerio Connect server˚u - poma-
lou synchronizaci, zmeˇnovou synchronizaci a aktivn´ı synchronizaci. Jednotlive´ metody
synchronizace je nutne´ pla´novat tak, aby byly vsˇechny zmeˇny dostatecˇneˇ rychle propa-
gova´ny, ale servery nesmı´ by´t prˇet´ızˇeny. Jelikozˇ nen´ı mozˇne´ protokolem WebDAV zjistit
momenta´ln´ı zat´ızˇen´ı server˚u, je nutne´ synchronizaci pla´novat intuitivneˇ a inteligentneˇ:
• Pomala´ synchronizace znacˇneˇ zateˇzˇuje jak server, tak synchronizacˇn´ı proces, protozˇe
mus´ı prohledat vesˇkere´ kolekce a dokumenty v nich a spa´rovat je mezi sebou. Nasˇteˇst´ı
je nutne´ ji spousˇteˇt pouze jednou, server totizˇ zmeˇny spolehliveˇ oznamuje prˇi kazˇde´
zmeˇnove´ synchronizaci, protozˇe se vzˇdy pta´me oproti posledn´ımu u´speˇsˇne´mu stavu.
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• Zmeˇnova´ synchronizace je oproti pomale´ synchronizaci mnohem me´neˇ na´rocˇna´, ale
sta´le je nutne´ prohledat vesˇkere´ kolekce na vsˇech serverech. Pokud se nahromad´ı
velke´ mnozˇstv´ı zmeˇn, je srovnatelna´ s pomalou synchronizac´ı. Je proto nutne´ ji
spousˇteˇt dostatecˇneˇ cˇasto, aby nedosˇlo k na´hle´mu zahlcen´ı synchronizace, ale ne tak
cˇasto, aby dosˇlo k prˇet´ızˇen´ı serveru hleda´n´ım zmeˇn.
• Aktivn´ı synchronizace je nejme´neˇ na´rocˇna´ ze vsˇech metod. Ale nen´ı mozˇne´ ji apli-
kovat na vsˇechny zdroje, jelikozˇ by dotazova´n´ı na zmeˇny vyvolalo prˇ´ıliˇsnou za´teˇzˇ
serveru. Je proto nutne´ ji kombinovat se zmeˇnovou synchronizac´ı.
Spousˇteˇn´ı teˇchto metod je potrˇeba nacˇasovat tak, aby nedosˇlo k prˇ´ıliˇsne´mu zat´ızˇen´ı
serveru cˇasty´m spousˇteˇn´ım synchronizac´ı nebo naopak skokove´mu prˇet´ızˇen´ı serveru prˇi na-
hromadeˇn´ı operac´ı. Spra´vne´ cˇasova´n´ı je nutne´ zvolit dle konkre´tn´ıho rˇesˇen´ı a struktury
synchronizacˇn´ıho stromu.
4.12.1 Heuristicka´ synchronizace
Jelikozˇ zmeˇnova´ synchronizace prohleda´va´ vsˇechny slozˇky a je natolik na´rocˇna´, zˇe nejde
spousˇteˇt cˇasto, a aktivn´ı synchronizace je mozˇne´ aplikovat pouze na neˇktere´ slozˇky, je
prˇida´na nova´ synchronizacˇn´ı metoda s inteligenc´ı. Heuristicka´ metoda vybere nejpravdeˇ-
podobneˇjˇs´ı kolekci, ve ktere´ mohlo doj´ıt ke zmeˇneˇ, a provede synchronizaci te´to kolekce.
Jelikozˇ docha´z´ı k hleda´n´ı zmeˇn jen v jedne´ kolekci, je mozˇne´ tuto synchronizaci spousˇteˇt
cˇasteˇji a tud´ızˇ doc´ılit rychle´ propagace zmeˇn a rozlozˇen´ı za´teˇzˇe. Vzorcem
p = object.members ∗ time− copy.last searched at
delay
z´ıska´me porˇad´ı p ve vy´sledku vyhleda´va´n´ı pro kazˇdou kolekci. Promeˇnna´ time je aktua´ln´ı
cˇasova´ znacˇka a delay je pocˇet sekund mezi heuristicky´mi synchronizacemi. Pocˇet cˇlen˚u
je prˇ´ımo u´meˇrny´ pocˇtu provedeny´ch heuristicky´ch synchronizac´ı od cˇasu posledn´ı syn-
chronizace v dane´ kolekci. Vzorec by bylo mozˇne´ doplnit o hodnotu object.depth hloubky
ve stromeˇ, ale tato hodnota nen´ı smeˇrodatna´, protozˇe hluboko vnorˇena´ kolekce s velky´m
mnozˇstv´ım dokument˚u mu˚zˇe by´t stejneˇ vy´znamna´, jako kolekce se stejny´m mnozˇstv´ım
na prvn´ı u´rovni. Vy´pocˇet klade d˚uraz na to, aby prˇi pouzˇit´ı pouze heuristicke´ synchro-
nizace mohlo doj´ıt k synchronizaci vsˇech kolekc´ı a pra´veˇ proto je u´meˇrnou hodnotou cˇas
posledn´ı synchronizace. Synchronizova´ny jsou kolekce s nejvysˇsˇ´ım porˇad´ım.
4.12.2 Rychlost propagace zmeˇn
Rychlost propagace zmeˇn je za´visla´ na umı´steˇn´ı zdroje, ktery´ byl zmeˇneˇn, a na pla´novacˇi
operac´ı. Nejmensˇ´ım mozˇny´m cˇasem propagace je zpozˇdeˇn´ı mez´ı heuristickou nebo aktivn´ı
synchronizac´ı. Nejvysˇsˇ´ım mozˇny´m cˇasem propagace je zpozˇdeˇn´ı mezi zmeˇnovou synchro-
nizac´ı, ktera´ detekuje vesˇkere´ zmeˇny. Pr˚umeˇrnou rychlost propagace je vsˇak mozˇne´ urcˇit
azˇ se znalost´ı konkre´tn´ı struktury zdroj˚u na serveru a jejich typ˚u.
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Za´veˇrecˇnou cˇa´st´ı te´to pra´ce je navrzˇenou architekturu a algoritmus synchronizace z ka-
pitoly 4 implementovat a otestovat v podobeˇ spustitelne´ho programu a oveˇrˇit tak jeho
funkcˇnost a efektivitu. Implementace prob´ıha´ prˇ´ımo proti existuj´ıc´ım Kerio Connect ser-
ver˚um, na ktery´ch je mozˇne´ celou implementaci dostatecˇneˇ otestovat.
Implementace mus´ı by´t prˇenositelna´ mezi r˚uzny´mi platformami jako Linux/UNIX,
Windows a MAC OS. Beˇh programu prob´ıha´ vzˇdy na pozad´ı bez graficke´ho rozhran´ı
a prˇicˇineˇn´ı uzˇivatele, do budoucna by totizˇ program meˇl by´t soucˇa´st´ı Kerio Connect
serveru.
5.1 Programove´ prostrˇedky
Mozˇne´ programove´ prostrˇedky splnˇuj´ıc´ı vy´sˇe uvedene´ pozˇadavky jsou Java SE nebo C++.
Oba programovac´ı jazyky jsou objektoveˇ orientovane´. Java SE vsˇak vynika´ svoj´ı jedno-
duchost´ı a vysokou´rovnˇovy´mi prostrˇedky, je take´ velice snadno prˇenositelna´ na r˚uzne´
platformy. Java SE je orientova´na na rapidn´ı vy´voj za cenu neefektivn´ıho pouzˇit´ı pro-
strˇedk˚u. Oproti tomu C++ programovac´ı jazyk je urcˇen pro implementaci kriticky´ch apli-
kac´ı s pozˇadavkem na vy´kon. Nedostatek vysokou´rovnˇovy´ch prostrˇedk˚u kompenzuje efek-
tivita a rychlost pouzˇit´ı n´ızkou´rovnˇovy´ch prostrˇedk˚u. Nevy´hodou C++ je ovsˇem zhorsˇena´
prˇenositelnost d´ıky prˇ´ıme´mu pouzˇit´ı prostrˇedk˚u operacˇn´ıho syste´mu.
Pro u´cˇely implementace se prˇesto v´ıce hod´ı pra´veˇ C++, jelikozˇ je mozˇne´ velice efek-
tivneˇ vyuzˇ´ıvat programove´ prostrˇedky a vytvorˇit tak vy´konny´ synchronizacˇn´ı program,
cozˇ je d˚ulezˇity´m meˇrˇ´ıtkem. Nav´ıc Kerio Connect server je napsa´n take´ v C++.
5.2 Knihovny
Prˇi vy´voji modern´ıch aplikac´ı je kladen d˚uraz na pouzˇit´ı jizˇ existuj´ıc´ıch rˇesˇen´ı mı´sto
vlastn´ı implementace. Existuj´ıc´ı knihovny jsou otestova´ny a odladeˇny mnohy´m pouzˇ´ıva´-
n´ım a cˇasto jsou multiplatformn´ı, je proto velice jednoduche´ je pouzˇ´ıt v nove´ aplikaci.
Pozˇadavky, ktere´ jsou kladeny na knihovny pro pouzˇit´ı v te´to pra´ci, jsou:
• Knihovna mus´ı by´t vyda´na pod licenc´ı LGPL, MIT, Apache nebo BSD, aby bylo
mozˇne´ vyuzˇ´ıt knihovnu pro komercˇn´ı u´cˇely a nebylo nutne´ distribuovat zdrojove´
ko´dy programu,
• Knihovna mus´ı by´t dobrˇe zdokumentova´na.
• Vy´voj knihovny mus´ı by´t sta´le zˇivy´, aby bylo zarucˇeno, zˇe knihovna je sta´le pouzˇ´ı-
vana´, odladeˇna´ a nen´ı zastarala´.
• Knihovna by meˇla by´t Thread-Safe, aby se prˇedesˇlo proble´mu˚m prˇi prˇ´ıpadne´m po-
uzˇit´ı v´ıcevla´knove´ho programu.
• Knihovna mus´ı by´t multiplatformn´ı, aby bylo mozˇne´ program prˇelozˇit pro operacˇn´ı




SQLite je C knihovna, ktera´ implementuje transakcˇn´ı SQL databa´zi bez nutnosti serveru
a konfigurace. SQLite je nejrozsˇ´ıˇreneˇjˇs´ı SQL databa´zovy´ syste´m na sveˇteˇ. Tato knihovna
se vy´borneˇ hod´ı pro reprezentaci perzistentn´ı relacˇn´ı databa´ze prˇedstavene´ v kapitole 4.5,
pro podporu synchronizacˇn´ıho procesu. SQLite verze 3 je vyda´va´na bez licence.
Neon 0.29.6
Neon je HTTP a WebDAV klientska´ knihovna pouzˇ´ıvaj´ıc´ı rozhran´ı v jazyce C. Knihovna
obsahuje jak n´ızkou´rovnˇove´ funkce pro komunikaci protokolem HTTP tak vysokou´rovnˇove´
funkce pro komunikaci protokolem WebDAV. Knihovna je vyda´va´na pod licenc´ı LGPL.
Libxml 2.7.8
Jelikozˇ WebDAV pouzˇ´ıva´ XML technologii, je nutne´ naj´ıt knihovnu, ktera´ by umeˇla jed-
nodusˇe parsovat XML dokumenty. Takovou knihovnou je Libxml2, ktera´ obsahuje SAX
parser pro cˇten´ı obsahu XML dokument˚u. Vy´hodou knihovny je take´ jej´ı prˇ´ıma´ podpora
v knihovneˇ Neon. Libxml2 je vyda´va´na pod licenc´ı MIT.
OpenSSL 1.0.1
Knihovna OpenSSL implementuje Secure Sockets Layer (SSL v2/v3) a Transport La-
yer Security (TLS v1) protokoly a mimo jine´ i vsˇeobecne´ kryptograficke´ algoritmy. Tuto
knihovnu prˇ´ımo implementuje Neon pro komunikaci prostrˇednictv´ım HTTPS protokolu.
OpenSSL je vyda´va´na pod licenc´ı Apache.
Log4cpp 0.3.4
Log4cpp je C++ knihovna pro flexibiln´ı logova´n´ı do soubor˚u, standardn´ıho vy´stupu a ji-
ny´ch c´ıl˚u. Jedna´ se o prˇepsa´n´ı zna´me´ Log4j Java knihovny do C++ prostrˇed´ı s d˚urazem
na zachova´n´ı rozhran´ı. Log4cpp umozˇnˇuje efektivn´ı logova´n´ı na r˚uzny´ch u´rovn´ıch d´ıky
konfiguracˇn´ım soubor˚um. Knihovna je pouzˇ´ıva´na pro vesˇkery´ vy´stup do soubor˚u nebo




Architektura aplikace je dekomponova´na do cˇtyrˇ komponent, ktere´ jsou popsa´ny v na´-
sleduj´ıc´ıch sekc´ıch. Komponenty jsou popsa´ny pouze z vneˇjˇsku a prˇesnou implementaci
je mozˇne´ dohledat v dobrˇe zdokumentovany´ch zdrojovy´ch souborech. Cela´ aplikace je
koncipova´na jako proces s jedn´ım vla´knem s mozˇnost´ı beˇhu na pozad´ı bez uzˇivatelske´ho
rozhran´ı.
5.3.1 WebDAV klient
Prvn´ı komponentou aplikace je nadstavba knihovny Neon implementuj´ıc´ı potrˇebne´ me-
tody a funkce WebDAV protokolu a zapouzdrˇuje je do jednoduchy´ch metod a objekt˚u.
Diagram na obra´zku 5.1 prˇedstavuje objektovy´ model WebDAV komponenty.
Obra´zek 5.1: Objektovy´ model WebDAV klienta
Prˇi pouzˇ´ıva´n´ı WebDAV klienta je nutne´ zna´t pouze trˇ´ıdu Connection, ktera´ obsahuje
implementaci vola´n´ı vsˇech potrˇebny´ch WebDAV metod. Trˇ´ıda se stara´ o vytva´rˇen´ı a udr-
zˇova´n´ı HTTP spojen´ı na server, jeho zrusˇen´ı prˇi ukoncˇen´ı vola´n´ı a take´ o autentifikaci
a oveˇrˇen´ı certifika´tu serveru. Zpracova´n´ı prob´ıha´ cˇisteˇ proudoveˇ, aby nemohlo doj´ıt k vy-
cˇerpa´n´ı operacˇn´ı pameˇti u rozsa´hly´ch pozˇadavk˚u a odpoveˇd´ı. Trˇ´ıda Connection definuje
sadu vy´jimek, ktere´ jsou vyvola´ny, jakmile nastane chyba uvnitrˇ klienta:
• UnauthorizedException - autentifikace se nezdarˇila,
• NotFoundException - zdroj nebyl nalezen,
• ConnectionException - spojen´ı se nepodarˇilo nava´zat nebo bylo zrusˇeno.
Prˇi vola´n´ı veˇtsˇiny metod je jako na´vratova´ hodnota vra´cena instance trˇ´ıdy Response
zapouzdrˇuj´ıc´ı odpoveˇd’ serveru - hlavicˇky, na´vratovy´ ko´d a teˇlo odpoveˇdi. Pokud je na´-
vratovy´ ko´d odpoveˇdi 207 Multistatus, je odpoveˇd’ da´le zpracova´va´na tak, zˇe obsahuje
instanci trˇ´ıdy MultiStatus reprezentuj´ıc´ı hromadnou odpoveˇd’ serveru. Trˇ´ıda MultiStatus
zajiˇst’uje za´rovenˇ prˇecˇten´ı XML teˇla odpoveˇdi a vytvorˇen´ı cˇa´stecˇne´ odpoveˇdi pro kazˇdy´
jednotlivy´ vnitrˇn´ı stav hromadne´ odpoveˇdi jako instanci trˇ´ıdy MultiStatusResponse.
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Pokud maj´ı by´t v odpoveˇdi vra´ceny vlastnosti zdroje, jsou vzˇdy ulozˇeny v cˇa´stecˇ-
ny´ch odpoveˇd´ıch 207 Multistatus na´vratove´ho ko´du. Instance trˇ´ıdy MultiStatusResponse
se proto stara´ o dalˇs´ı zpracova´n´ı cˇa´stecˇne´ odpoveˇdi a prˇecˇten´ı vsˇech vlastnost´ı, ktere´ jsou
nalezeny. Vlastnosti jsou ulozˇeny jako pa´r jme´no a hodnota v datove´m kontejneru Pro-
pertySet, ktery´ je mozˇne´ pouzˇ´ıt i pro na´sledny´ za´pis vlastnost´ı na server. Kolekce mohou
obsahovat specia´ln´ı strukturovanou vlastnost security descriptor, ktera´ je ve WebDAV
klientu reprezentova´na jako instance trˇ´ıdy SecurityDescriptor.
Transakcˇn´ı mechanismus je zapouzdrˇen do trˇ´ıdy Lock, ktera´ se stara´ o zpracova´n´ı me-
tod LOCK a UNLOCK se specia´ln´ım tvarem XML odpoveˇdi. Trˇ´ıda za´rovenˇ uchova´va´
vesˇkere´ transakce platne´ pro aktua´ln´ı spojen´ı a automaticky prˇida´va´ hlavicˇku If do pozˇa-
davk˚u vsˇech metod, ktere´ jsou vola´ny v ra´mci transakce, dokud nen´ı transakce ukoncˇena
metodou UNLOCK.
5.3.2 Objektovy´ model
Aby bylo mozˇne´ jednodusˇe pracovat s databa´z´ı, ktera´ je nutna´ pro ukla´da´n´ı perzistent-
n´ıch dat, jak bylo naznacˇeno v sekci 4.5, je prˇipojen´ı do databa´ze a pra´ce s databa´z´ı
zapouzdrˇeno do ORM trˇ´ıd. Instance teˇchto trˇ´ıd reprezentuj´ı jeden za´znam v databa´zi
a zapouzdrˇuj´ı SQL dotazy ve svy´ch metoda´ch. Naprˇ´ıklad pro ulozˇen´ı za´znamu do data-
ba´ze tak nen´ı nutne´ vytva´rˇet SQL dotaz, ale prˇ´ımo zavolat metodu save, ktera´ se o vsˇe
postara´ a vra´t´ı na´vratovy´ ko´d proveden´ı operace nad databa´z´ı. Naproti tomu staticke´
metody pracuj´ı s celou databa´z´ı a slouzˇ´ı pro vyhleda´va´n´ı a hromadne´ u´pravy.
Obra´zek 5.2: Objektovy´ model mapova´n´ı databa´ze na objekty ORM
Komponenta se skla´da´ ze trˇ´ı trˇ´ıd, ktere´ reprezentuj´ı kazˇda´ jednu z tabulek databa´ze,
a jednoho spolecˇne´ho abstraktn´ıho prˇedka, ktery´ definuje obecne´ metody a za´kladn´ı roz-
hran´ı ORM trˇ´ıd, jak zobrazuje objektovy´ model na obra´zku 5.2. Vsˇechny potrˇebne´ SQL
dotazy a vola´n´ı jsou takto ulozˇeny na jednom mı´steˇ a je mozˇne´ je velice jednodusˇe a
efektivneˇ spravovat nebo rozsˇiˇrovat. Pokud se zmeˇn´ı sche´ma databa´ze, je nutne´ upravit
pouze tyto trˇ´ıdy.
Konzistence databa´ze je automaticky udrzˇova´na prˇi kazˇde´m vytvorˇen´ı ovladacˇe data-
ba´ze. Pokud je zjiˇsteˇno, zˇe databa´ze je posˇkozena, je cely´ proces synchronizace restartova´n
a databa´ze vypra´zdneˇna, cˇ´ımzˇ docha´z´ı k vyvola´n´ı pomale´ synchronizace a obnoven´ı pro-
cesu synchronizace. Posˇkozen´ı databa´ze je nahla´sˇeno vyvola´n´ım vy´jimky DatabaseCorrup-
tedException.
5.3.3 Reprezentace zdroj˚u
Dalˇs´ı komponentou aplikace je mnozˇina trˇ´ıd reprezentuj´ıc´ı zdroje WebDAV serveru - ko-
lekce a strukturovane´ i nestrukturovane´ dokumenty. Zdroje jsou reprezentova´ny hierar-
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chicky, jak ukazuje objektovy´ model na obra´zku 5.3. Za´kladem je obecne´ rozhran´ı Base,
ktere´ definuje za´kladn´ı metody vsˇech trˇ´ıd pro reprezentaci zdroj˚u.
Obra´zek 5.3: Objektovy´ model reprezentace zdroj˚u
Dı´ky te´to architekturˇe je mozˇne´ jednodusˇe implementovat model synchronizace, ktery´
je pro vsˇechny zdroje naprosto shodny´, a pouzˇ´ıt pouze metody rozhran´ı a specificke´ vlast-
nosti r˚uzny´ch zdroj˚u pokry´t azˇ na u´rovni implementace metod rozhran´ı v jednotlivy´ch
trˇ´ıda´ch. Jedna´ se o vyuzˇit´ı polymorfismu z objektoveˇ orientovane´ho programova´n´ı. To-
va´rn´ı trˇ´ıda Factory rozhoduje o vytvorˇen´ı konkre´tn´ı instance trˇ´ıdy na za´kladeˇ obdrzˇeny´ch
vlastnost´ı zdroje.
Prˇ´ıkladem mu˚zˇe by´t implementace nahra´n´ı zdroje na serveru, kdy prˇi nahra´n´ı kolekce
je nutne´ pouzˇ´ıt metodu MKCOL, kdezˇto u dokumentu mus´ıme vytvorˇit transakci a pouzˇ´ıt
metodu PUT. U klasicke´ implementace by se algoritmus neprˇehledneˇ veˇtvil prˇi kazˇde´
odliˇsnosti. Aplikace je nav´ıc snadno rozsˇiˇritelna´ o nove´ typy zdroj˚u prˇida´n´ım nove´ trˇ´ıdy
a jej´ı implementace do stromu bez nutnosti za´sahu do synchronizacˇn´ıho algoritmu.
5.3.4 Synchronizace
Posledn´ı a take´ hlavn´ı komponentou je implementace synchronizacˇn´ıho algoritmu z kapi-
toly 4. Komponenta vyuzˇ´ıva´ vsˇechny prˇedchoz´ı komponenty a logicky z nich skla´da´ fina´ln´ı
synchronizacˇn´ı proces.
Obra´zek 5.4: Objektovy´ model synchronizace
Trˇ´ıda ChangeResolver implementuje algoritmy ze sekce 4.8, ktere´ se staraj´ı o de-
tekci a za´pis nalezeny´ch operac´ı do databa´ze. Nalezene´ zmeˇny jsou zpracova´ny trˇ´ıdou
52
Implementace Testova´n´ı
ChangeUpdater, ktera´ se postara´ o detekci a odstraneˇn´ı konflikt˚u s pouzˇit´ım komponenty
reprezentace zdroj˚u a aktualizuje neaktua´ln´ı repliky. Zmı´neˇne´ dveˇ trˇ´ıdy logicky spojuje
hlavn´ı trˇ´ıda Synchronizer implementuj´ıc´ı vsˇechny cˇtyrˇi synchronizacˇn´ı metody, jezˇ jsou
pla´nova´ny cˇasovacˇem ve trˇ´ıdeˇ Scheduler popsany´m bl´ızˇe v sekci 4.12. Objektovy´ model
komponenty je zobrazen na obra´zku 5.4.
5.4 Testova´n´ı
Za´kladn´ı testova´n´ı implementace prob´ıhalo mezi dveˇma Kerio Connect servery α a β
na r˚uzny´ch mı´stech s´ıteˇ propojene´ internetem. Na´sleduj´ıc´ı seznam obsahuje vy´cˇet vsˇech
testovac´ıch prˇ´ıpad˚u, ktere´ byly navrhnuty a pouzˇity pro oveˇrˇen´ı funkcˇnosti implementace:
• Kolekce
– Prˇida´n´ı nove´ kolekce
– Prˇejmenova´n´ı kolekce
– U´prava pra´v kolekce
– Prˇesunut´ı kolekce o u´rovenˇ vy´sˇe
– Prˇesunut´ı kolekce o u´rovenˇ n´ızˇe
– Prˇejmenova´n´ı dvou kolekc´ı proti sobeˇ na stejna´ jme´na
– Smaza´n´ı kolekce
– Smaza´n´ı a ihned prˇida´n´ı stejne´ kolekce prˇed detekc´ı
– Jme´no kolekce s pouzˇit´ım vsˇech povoleny´ch znak˚u
• Konfliktn´ı kolekce
– Prˇida´n´ı konfliktn´ı kolekce
– Vytvorˇen´ı cˇlenske´ kolekce v konfliktn´ı kolekci
– Vytvorˇen´ı cˇlenske´ kolekce v nekonfliktn´ı kolekci
– U´prava pra´v konfliktn´ı kolekce
– U´prava pra´v nekonfliktn´ı kolekce
– Prˇejmenova´n´ı konfliktn´ı kolekce
– Prˇejmenova´n´ı nekonfliktn´ı kolekce
– Prˇesunut´ı konfliktn´ı kolekce
– Prˇesunut´ı nekonfliktn´ı kolekce
– Prˇejmenova´n´ı 2 konfliktn´ıch kolekc´ı proti sobeˇ na stejna´ jme´na
– Smaza´n´ı konfliktn´ı a ihned prˇida´n´ı nekonfliktn´ı kolekce prˇed detekc´ı
– Smaza´n´ı konfliktn´ı kolekce
– Smaza´n´ı nekonfliktn´ı kolekce
• Dokumenty
– Prˇida´n´ı nove´ho dokumentu
– Prˇesunut´ı dokumentu
– U´prava dokumentu
– Konfliktn´ı u´prava na v´ıce replika´ch






Po oveˇrˇen´ı a doladeˇn´ı funkcˇnosti mezi dveˇma servery byla aplikace nakonfigurova´na pro syn-
chronizaci deseti Kerio Connect server˚u, aby mohla by´t d˚ukladneˇ otestova´na sˇka´lovatel-
nost. V te´to konfiguraci bylo mozˇne´ oveˇrˇit i odolnost v˚ucˇi vy´padk˚um v s´ıti a docˇasneˇ
nedostupny´m server˚um.
Pro d˚ukladne´ za´teˇzˇove´ otestova´n´ı byl jeden ze server˚u naplneˇn 3.000 na´hodny´mi testo-
vac´ımi zdroji a byla provedena replikace mezi vsˇemi deseti servery. Synchronizacˇn´ı proces
byl spusˇteˇn na samostatne´ stanici oddeˇleneˇ od server˚u s hardwarovou konfigurac´ı uvede-
nou v tabulce 5.1.
Komponenta Synchronizacˇn´ı proces Kerio Connect server
Procesor AMD Phenom X4 2.4 GHz Intel Xeon 3.73 GHz
Pocˇet vyuzˇitelny´ch jader 1 1
Operacˇn´ı pameˇt’ 512 MB 1024 MB
Prˇipojen´ı k internetu 1 GB Ethernet 1 GB Ethernet
Klidove´ zat´ızˇen´ı CPU 0 % 2 %
Tabulka 5.1: Hardwarova´ konfigurace testovac´ıch stanic a server˚u
Profilova´n´ı prvn´ı pomale´ synchronizace, ktera´ replikovala zdroje na deveˇt dalˇs´ıch
replik, je mozˇne´ videˇt v tabulce 5.2. Je mozˇne´ si povsˇimnout alarmuj´ıc´ı hodnoty rea´l-
ne´ho cˇasu, po ktery´ synchronizace beˇzˇela. Ostatn´ı hodnoty jsou vsˇak velice uspokojive´.
Synchronizace vyuzˇ´ıvala procesor na maxima´lneˇ 42 % s pouzˇitou operacˇn´ı pameˇt´ı do 40
MB. Cˇas stra´veny´ na procesoru je take´ velice n´ızky´, je 83 kra´t nizˇsˇ´ı nezˇ rea´lny´ cˇas beˇhu
synchronizace. Z nameˇrˇeny´ch hodnot jednodusˇe vyply´va´, zˇe synchronizacˇn´ı proces 98 %
cˇasu cˇekal a nepracoval s procesorem.
Sledovana´ velicˇina nejmensˇ´ı nejveˇtsˇ´ı strˇedn´ı
Rea´lny´ cˇas 9h 20m
Procesorovy´ cˇas 6m 48s
CPU zat´ızˇen´ı 0 % 28 % 1 %
Pameˇt’ 3,5 MB 39 MB 39 MB
CPU zat´ızˇen´ı serveru 2 % 18 % 6 %
Tabulka 5.2: Profilova´n´ı prvn´ı pomale´ synchronizace
Prvn´ı podezrˇen´ı samozrˇejmeˇ padlo na komunikaci s Kerio Connect servery. Aby bylo
mozˇne´ prˇesneˇ identifikovat u´zke´ mı´sto synchronizace, byly vsˇechny cˇasto pouzˇ´ıvane´ Web-
DAV metody profilova´ny pro z´ıska´n´ı prˇehledu o jejich chova´n´ı, jak zachycuje tabulka
5.3. Stejne´ hodnoty byly zjiˇsteˇny i z log˚u Kerio Connect serveru, cozˇ vyvrac´ı mozˇnost
komunikacˇn´ıho zpozˇdeˇn´ı.
Na prvn´ı pohled je mozˇne´ odhalit u´zke´ mı´sto synchronizace - metoda PUT. Metoda
PUT se vyuzˇ´ıva´ prˇi vytva´rˇen´ı nebo u´praveˇ dokument˚u na replice, je to tedy nejv´ıce pouzˇ´ı-
vana´ metoda hned po metodeˇ GET. Prˇi prvn´ı pomale´ synchronizaci byla metoda pouzˇita




Metoda nejmensˇ´ı nejveˇtsˇ´ı strˇedn´ı
SEARCH 100ms 1,4s 500ms
GET 10ms 40ms 20ms
PUT 0,7s 1,4s 1s
MKCOL 10ms 16ms 13ms
LOCK 8ms 10ms 9ms
UNLOCK 9ms 10ms 9ms
Tabulka 5.3: Profilova´n´ı cˇasto pouzˇ´ıvany´ch WebDAV metod
1 sekunda na pozˇadavek cˇin´ı 7,5 hodiny. Jednodusˇe tedy synchronizace 7,5 hodiny cˇekala
na proveden´ı metody PUT a pokud prˇicˇteme pouzˇit´ı dalˇs´ıch metod, z´ıska´me zjiˇsteˇny´ch
98 % nevyuzˇite´ho cˇasu.
Sledovana´ velicˇina nejmensˇ´ı nejveˇtsˇ´ı strˇedn´ı
Rea´lny´ cˇas 18m 13s
Procesorovy´ cˇas 2m 38s
CPU zat´ızˇen´ı 1 % 28 % 22 %
Pameˇt’ 3,5 MB 13 MB 11 MB
CPU zat´ızˇen´ı serveru 2 % 18 % 3 %
Tabulka 5.4: Profilova´n´ı druhe´ pomale´ synchronizace
Po restartova´n´ı perzistentn´ı databa´ze a opeˇtovne´m spusˇteˇn´ı pomale´ synchronizace jizˇ
byly dosazˇeny mnohem prˇ´ızniveˇjˇs´ı hodnoty cˇasu beˇhu aplikace, jak ukazuje tabulka 5.4.
Nizˇsˇ´ı hodnoty jsou samozrˇejmeˇ zp˚usobeny chybeˇj´ıc´ımi replikacemi dokument˚u, jelikozˇ
vsˇechny dokumenty jizˇ na vsˇech replika´ch existuj´ı a dokumenty jsou pouze spa´rova´ny
a shleda´ny jako aktua´ln´ı na vsˇech replika´ch. Server je v´ıce optimalizova´n pro stahova´n´ı
dokument˚u, cozˇ je patrne´ ze zat´ızˇen´ı serveru.
Ostatn´ı synchronizacˇn´ı metody, zmeˇnova´ synchronizace, aktivn´ı synchronizace a heu-
risticka´ synchronizace, jsou nena´rocˇne´ d´ıky male´mu pocˇtu replikuj´ıc´ıch dokument˚u, pokud
samozrˇejmeˇ nedojde k nahra´n´ı velke´ho objemu dat, cozˇ u emailove´ho serveru nen´ı typic-
ky´m prˇ´ıpadem uzˇit´ı. U´zky´m mı´stem cele´ synchronizace je tedy replikace noveˇ vytvorˇene´ho
nebo zmeˇneˇne´ho dokumentu na ostatn´ı repliky prˇi velke´m pocˇtu replik nebo velke´m pocˇtu
operac´ı.
5.6 Urychlen´ı
Synchronizacˇn´ı proces je navrhnut jako jednovla´knovy´ a to z d˚uvodu, zˇe pa´rova´n´ı prˇi de-
tekci mus´ı prob´ıhat sekvencˇneˇ, jinak by mohlo doj´ıt k nespra´vne´mu spa´rova´n´ı a zaveden´ı
nechteˇne´ duplikace. Pokud by pa´rova´n´ı prob´ıhalo paralelneˇ, muselo by by´t kazˇde´ hleda´n´ı
a na´sledny´ za´pis do databa´ze uzavrˇen do transakce, cozˇ by zp˚usobovalo exkluzivn´ı zamy-
ka´n´ı tabulek a v podstateˇ sekvencˇn´ı beˇh. Urychlen´ı by zde samozrˇejmeˇ bylo mozˇne´, ale
nebude mı´t takovy´ efekt jako u druhe´ fa´ze synchronizace - aktualizace.
55
Implementace Urychlen´ı
Urychlen´ı je mozˇne´ idea´lneˇ dosa´hnout zaveden´ım paralelizace prˇi replikaci stejne´ho
dokumentu mezi v´ıce replik, jelikozˇ repliky jsou neza´visle´ a na kazˇde´ mu˚zˇe by´t spusˇteˇna
operace PUT bez jake´hokoliv zpomalen´ı nebo zvy´sˇen´ı za´teˇzˇe na straneˇ serveru. Dalˇs´ı
prostor pro paralelizaci se nacha´z´ı prˇi sekvencˇn´ım prova´deˇn´ı vsˇech operac´ı nad jednot-
livy´mi zdroji. Jelikozˇ jizˇ zna´me koncovy´ stav proveden´ı operac´ı, ktere´ byly detekova´ny
v prvn´ı fa´zi synchronizace, mu˚zˇeme vsˇechny nove´ nebo zmeˇneˇne´ zdroje rozdeˇlit mezi v´ıce
paraleln´ıch proces˚u.
Obra´zek 5.5: Prˇ´ıklad urychlen´ı synchronizace 400 operac´ı mezi 5 replik
Diagram na obra´zku 5.5 ukazuje prˇ´ıklad urychlen´ı synchronizace pro 400 novy´ch nebo
zmeˇneˇny´ch zdroj˚u. Detekce zdroj˚u prob´ıha´ opeˇt sekvencˇneˇ, aby se prˇedesˇlo chybne´mu spa´-
rova´n´ı. Ovsˇem seznam nalezeny´ch operac´ı je rozdeˇlen mezi cˇtyrˇi pracovn´ı vla´kna, ktera´
je paralelneˇ vykona´vaj´ı. Rozdeˇlit seznam prac´ı je mozˇne´ azˇ ve chv´ıli, kdy je dokoncˇena
detekce zmeˇn ze vsˇech replik, jinak by mohlo doj´ıt k chybne´ replikaci operace, protozˇe by
se naprˇ´ıklad prˇepsala nedetekovana´ operace. Pro kazˇdou jednotlivou operaci je po vyrˇe-
sˇen´ı konflikt˚u a prˇ´ıpraveˇ zdroje k aktualizaci vytvorˇena sada aktualizacˇn´ıch vla´ken, ktera´
paralelneˇ provedou aktualizaci zdroje na vsˇechny servery soucˇasneˇ, cˇ´ımzˇ dojde k eliminaci
sekvencˇn´ıho cˇeka´n´ı na dokoncˇen´ı metody PUT. Nelze ovsˇem ocˇeka´vat, zˇe cˇ´ım v´ıce vla´ken
vytvorˇ´ıme, t´ım veˇtsˇ´ıho urychlen´ı dosa´hneme, pro vla´kna proto plat´ı na´sleduj´ıc´ı pravidla:
• Pocˇet pracovn´ıch vla´ken se odv´ıj´ı od velikosti pra´ce, kterou je potrˇeba prove´st. Nema´
naprˇ´ıklad smysl vytva´rˇet deset vla´ken pro deset operac´ı, kdy kazˇde´ provede pouze
jednu operaci, jelikozˇ vytvorˇen´ı vla´ken ma´ jistou rezˇii. Vla´kno ma´ smysl vytva´rˇet
pro deset a v´ıce operac´ı.
• Pocˇet pracovn´ıch vla´ken je limitova´n propustnost´ı databa´ze a Kerio Connect ser-
veru, jelikozˇ pracovn´ı vla´kna prova´d´ı v´ıce paraleln´ıch operac´ı PUT na jedne´ replice,
cozˇ mu˚zˇe zp˚usobit na´r˚ust za´teˇzˇe na serveru. Pracovn´ı vla´kna take´ prova´d´ı za´pis
do sd´ılene´ databa´ze, ktera´ se prˇi za´pisech zamyka´. Prˇi velke´m pocˇtu vla´ken by dosˇlo
k zahlcen´ı syste´mu a mozˇne´mu zpomalen´ı.
• Pocˇet aktualizacˇn´ıch vla´ken je rovny´ pocˇtu replik, mezi ktere´ ma´ by´t provedena
replikace zdroje. Smysl ma´ ovsˇem vytva´rˇet vla´kno pouze pro dokumenty, u ktery´ch
byl zmeˇneˇn obsah a bude pouzˇita metoda PUT, ktera´ zp˚usobuje nejveˇtsˇ´ı zpomalen´ı.
Jinak by rezˇie vytvorˇen´ı vla´kna prˇevy´sˇila uzˇitecˇnou hodnotu vla´kna.
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• Celkovy´ pocˇet vla´ken nen´ı omezen pocˇtem procesor˚u, jelikozˇ vla´kna nejsou vy´po-
cˇetneˇ va´za´na, ale budou vyuzˇ´ıvat cˇas, ve ktere´m ostatn´ı vla´kna cˇekaj´ı na dokoncˇen´ı
komunikace s WebDAV serverem.
Je mozˇne´ ocˇeka´vat znacˇne´ urychlen´ı zejme´na prˇi synchronizaci velke´ho mnozˇstv´ı replik,
jelikozˇ vsˇechny repliky budou aktualizova´ny paralelneˇ. V idea´ln´ım prˇ´ıpadeˇ je mozˇne´ ocˇe-
ka´vat urychlen´ı rovne´ pocˇtu replik, cozˇ samozrˇejmeˇ z d˚uvod˚u rezˇie a transakc´ı v databa´zi
nen´ı rea´lne´. Dalˇs´ı urychlen´ı zp˚usob´ı pouzˇit´ı pracovn´ıch vla´ken, jelikozˇ servery nejsou plneˇ
vyt´ızˇeny prˇi pouzˇit´ı pouze jedne´ metody sekvencˇneˇ. U pracovn´ıch vla´ken je vsˇak nutne´
da´vat pozor na prˇet´ızˇen´ı server˚u.
Po implementaci urychlen´ı byla spusˇteˇna opeˇt pomala´ synchronizace se stejny´mi daty
jako v prˇ´ıpadeˇ za´teˇzˇovy´ch test˚u. Vy´sledky profilova´n´ı urychlene´ pomale´ synchronizace
s r˚uzny´m pocˇtem pracovn´ıch vla´knem zobrazuje tabulka 5.5. Synchronizace byla d´ıky
pouzˇit´ı paraleln´ıho nahra´va´n´ı dokument˚u urychlena 7 kra´t pro 10 Kerio Connect server˚u,
cozˇ je pomeˇrneˇ znacˇny´ rozd´ıl oproti neurychlene´ varianteˇ. Prˇi pouzˇit´ı v´ıce pracovn´ıch
vla´ken je urychlen´ı da´le zvysˇova´no, ale je mozˇne´ si povsˇimnout znacˇne´ho na´r˚ustu zat´ızˇen´ı
procesoru na straneˇ serveru. Pocˇet pracovn´ıch vla´ken by bylo mozˇne´ da´le zvysˇovat, ale
urychlen´ı jizˇ nebude tak vy´razne´ a mus´ıme si uveˇdomit, zˇe nen´ı mozˇne´ Kerio Connect
server plneˇ zat´ızˇit jen prova´deˇn´ım synchronizace. Server mus´ı by´t sta´le schopny´ vyrˇizovat
pozˇadavky klient˚u a prˇij´ımat posˇtu.
Pocˇet pracovn´ıch vla´ken 1 2 3 4 5
Rea´lny´ cˇas 1h 20m 1h 5m 50m 59s 39m 25s 34m 32s
Procesorovy´ cˇas 6m 38s 6m 43s 6m 48s 6m 51s 6m 59s
CPU zat´ızˇen´ı 24 % 26 % 27 % 31 % 32 %
CPU zat´ızˇen´ı serveru 12 % 23 % 31 % 42 % 49 %
Urychlen´ı 7 8,6 11 14,3 16,4
Tabulka 5.5: Profilova´n´ı urychlene´ pomale´ synchronizace s r˚uzny´m pocˇtem pracovn´ıch
vla´ken
Urychlen´ı se projevilo i u vsˇech ostatn´ıch synchronizacˇn´ıch metod, nejen u pomale´
synchronizace. Pomala´ synchronizace je vsˇak nejhorsˇ´ım prˇ´ıpadem synchronizace a bylo
nutne´ se na ni zameˇrˇit.
5.7 Dlouhodoby´ test
Posledn´ım provedeny´m testem byl dlouhodoby´ test pro oveˇrˇen´ı, zda synchronizacˇn´ı proces
doka´zˇe bezproble´moveˇ beˇzˇet neˇkolik dn´ı bez prˇesta´n´ı. Test byl spusˇteˇn oproti dvoum testo-
vac´ım server˚um ve stejne´ konfuguraci jako prˇi za´teˇzˇove´m testu (viz sekce 5.5). Pro odzkou-
sˇen´ı cˇa´stecˇneˇ rea´lne´ za´tezˇe, byl vytvorˇen genera´tor na´hodny´ch dokument˚u, ktery´ generoval
kazˇdy´ch 10 sekund jeden dokument na server, cˇ´ımzˇ simuloval pouzˇ´ıva´n´ı serveru. Synchro-
nizacˇn´ı proces tak po celou dobu beˇhu mohl detekovat a synchronizovat nove´ dokumenty
mezi servery. Nastaven´ı cˇas˚u pro pla´novacˇ synchronizacˇn´ıch metod je uvedeno v tabulce




Zmeˇnova´ synchronizace Aktivn´ı synchronizace Heuristicka´ synchronizace
1 hodina 30 sekund 60 sekund
Tabulka 5.6: Nastaven´ı pla´novacˇe pro dlouhodoby´ test
Obra´zek 5.6: Graf za´teˇzˇe prˇi dlouhodobe´m testu
Test byl spusˇteˇn po dobu 48 hodin a hlavn´ı sledovanou velicˇinou bylo zat´ızˇen´ı server˚u
jak uva´d´ı graf na obra´zku 5.6. Graf v prvn´ı hodinu naznacˇuje pr˚ubeˇh pomale´ synchroni-
zace, prˇi ktere´ se prˇeneslo 3000 dokument˚u na pra´zdny´ server. Pr˚ubeˇh dalˇs´ıch 47 hodin
je sta´ly´ a zat´ızˇen´ı server˚u se azˇ na vy´jimky drzˇ´ı pod hodnotou 0, 1, cozˇ je velice dobry´
vy´sledek. Viditelne´ vy´kyvy hodnot jsou zp˚usobeny prova´deˇn´ım zmeˇnove´ synchronizace.
Hodnota zat´ızˇen´ı znacˇ´ı na kolik je cely´ server vyt´ızˇen a kolik pozˇadavk˚u je mozˇne´ jesˇteˇ
vyrˇ´ıdit (jedna´ se o ukazatel load z Unix syste´mu˚). Obsah obou synchronizovany´ch server˚u
byl po skoncˇen´ı synchronizacˇn´ıho procesu shodny´, cozˇ dokazuje spra´vnost replikace. Ge-
nera´tor na´hodny´ch dokument˚u vygeneroval po celou dobu testu dalˇs´ıch 2720 dokument˚u.
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Navrzˇeny´ a implementovany´ optimisticky´ replikacˇn´ı algoritmus spolehliveˇ synchronizuje
sd´ıleny´ obsah mezi servery vcˇetneˇ vsˇech jejich vlastnost´ı. Porˇad´ı operac´ı prˇi replikaci se rˇ´ıd´ı
kombinac´ı se´manticke´ metody na za´kladeˇ povahy operac´ı a syntakticke´ metody rea´lne´ho
cˇasu, kdy nen´ı mozˇne´ spra´vneˇ rˇadit operace, pokud nejsou servery cˇasoveˇ synchronizova´ny.
Algoritmus da´le detekuje konflikty prˇi editaci stejne´ho zdroje na v´ıce serverech soucˇasneˇ
a automaticky je rˇesˇ´ı tak, aby nedosˇlo ke ztra´teˇ provedeny´ch operac´ı, i kdyzˇ se jedna´
o state-transfer protokol. Osˇetrˇeny jsou i r˚uzne´ chybove´ stavy server˚u, jako naprˇ´ıklad
konfliktn´ı kolekce nebo docˇasneˇ nedostupny´ server.
Jak uka´zal za´teˇzˇovy´ test, ma´ synchronizace s pouzˇit´ım WebDAV rozhran´ı jiste´ vy´-
konnostn´ı proble´my. Metoda PUT ma´ pr˚umeˇrnou dobu odpoveˇdi 1 sekunda, cozˇ prˇi po-
trˇebeˇ replikovat velke´ mnozˇstv´ı dokument˚u znacˇneˇ zpomaluje synchronizaci. Proble´m byl
do jiste´ mı´ry vyrˇesˇen urychlen´ım aplikace pouzˇit´ım paraleln´ıch vla´ken, ktere´ spust´ı v´ıce
metod PUT na serveru soubeˇzˇneˇ, jelikozˇ server nen´ı jednou metodou plneˇ vyt´ızˇen. Syn-
chronizace je tak libovolneˇ sˇka´lovatelna´ co se ty´cˇe mnozˇstv´ı server˚u, ktere´ mu˚zˇe synchro-
nizovat. Zhorsˇeny´ vy´kon se projev´ı azˇ prˇi nutnosti replikovat velky´ pocˇet zdroj˚u a proto
je nutne´ spra´vneˇ nastavit pla´novacˇ tak, aby nedocha´zelo ke skokove´mu prˇet´ızˇen´ı.
Na´vrh algoritmu byl znacˇneˇ omezen jak mozˇnostmi WebDAV protokolu a jeho im-
plementace Kerio Connect serverem, tak i nemozˇnost´ı zasahovat do implementace Ke-
rio Connect serveru, cozˇ by v neˇktery´ch prˇ´ıpadech znacˇneˇ zefektivnilo procesy. Algorit-
mus nedoka´zˇe prˇi pomale´ synchronizaci spa´rovat dokument, ktery´ byl prˇed spa´rova´n´ım
na jine´ replice zmeˇneˇn. Pa´rova´n´ı prob´ıha´ podle obsahu dokumentu a zmeˇneˇny´ dokument
se od p˚uvodn´ıho liˇs´ı, cˇ´ımzˇ docha´z´ı k duplikaci obsahu. Pomala´ synchronizace vsˇak ma´
by´t spusˇteˇna pouze jednou pro inicializaci synchronizace, cˇ´ımzˇ se da´ proble´mu jednodusˇe
vyhnout. Prˇi velky´ch objemech dat mu˚zˇe doj´ıt k vy´razne´mu zpomalen´ı, jelikozˇ protokol
WebDAV je state-transfer a je nutny´ vzˇdy prˇenos cele´ho zmeˇneˇne´ho dokumentu. Vlast-
nost state-transfer take´ zp˚usobuje, zˇe server nev´ı a neoznamuje, kde prˇesneˇ v dokumentu
zmeˇna nastala. Navrzˇeny´ algoritmus vsˇak umozˇnˇuje lokalizovat zmeˇny v dokumentu pou-
zˇit´ım referencˇn´ıho dokumentu a doka´zˇe tak rˇesˇit prˇ´ıpadne´ konflikty sloucˇen´ım nalezeny´ch
zmeˇn.
Protokol WebDAV je vhodny´ pro synchronizaci replik a to zejme´na d´ıky sve´ jedno-
duchosti, mozˇnostem zabezpecˇen´ı a spolehlivosti v Kerio Connect serveru. Vy´kon syn-
chronizacˇn´ıho procesu je prˇitom prˇ´ımo u´meˇrny´ rychlosti obsluhy WebDAV metod, je tedy
mozˇne´ vylepsˇit Kerio Connect WebDAV rozhran´ı pro dosazˇen´ı prˇ´ızniveˇjˇs´ıch vy´sledk˚u.
Implementace algoritmu je provedena´ v programovac´ım jazyce C++ a efektivneˇ vyu-
zˇ´ıva´ prˇideˇlene´ programove´ prostrˇedky. Aplikaci je mozˇne´ rozsa´hle nastavit pro dosazˇen´ı
maxima´ln´ıho potencia´lu dle konkre´tn´ı instance distribuovane´ dome´ny. Synchronizace je
tak i bez za´sahu do Kerio Connect serveru vy´znamny´m vylepsˇen´ım distribuovane´ dome´ny.
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Seznam zkratek
CVS Concurrent Versions System
DNS Domain Name System
HTTP HyperText Transfer Protocol
HTTPS HyperText Transfer Protocol Secure
HTTPU HTTP protokolem UDP
MIME Multipurpose Internet Mail Extensions
NTP Network Time Protokol
ORM Object Relation Mapping
RFC Request for Comments
SAX Simple API for XML
SQL Structured Query Language
SVN Subversion
TCP Transmission Control Protocol
TLS Transport Layer Security
URI Uniform Resource Identifier
URL Uniform Resource Locator
WebDAV Web Distributed Authoring and Versioning
XML Extensible Markup Language
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Program je mozˇne´ prˇelozˇit a spustit na platforma´ch UNIX/Linux, Mac OS a Windows
pro 32 i 64 bitove´ procesory. Minima´ln´ı syste´move´ pozˇadavky programu jsou:
• procesor Intel Celeron 1,6 GHz nebo ekvivalentn´ı,
• 512 MB RAM,
• 100 MB volny´ch na disku.
A.1 Instalace
Prˇed spusˇteˇn´ım instalace je nutne´ vesˇkere´ soubory a slozˇky na prˇilozˇene´m CD zkop´ırovat
na zapisovatelne´ me´dium, idea´lneˇ pevny´ disk, jelikozˇ jsou generova´ny soubory uvnitrˇ
slozˇek.
A.1.1 UNIX/Linux
K instalaci a prˇekladu synchronizacˇn´ıho procesu pro syste´m Linux je nutne´ nainstalovat






Prˇedchoz´ı bal´ıcˇky je mozˇne´ jednodusˇe nainstalovat u Debian syste´mu˚ prˇ´ıkazem apt-get
install na´zev bal´ıcˇku. Pokud nechcete nebo nen´ı z neˇjake´ho d˚uvodu mozˇne´ nainstalovat
bal´ıcˇky knihoven lib*, je mozˇne´ pouzˇ´ıt dodane´ zdrojove´ soubory a knihovny prˇelozˇit.
K prˇekladu knihoven slouzˇ´ı skript install-libraries.sh umı´steˇny´ v adresa´rˇi unix/. Skript
spust´ıte jednodusˇe prˇ´ıkazem bash install-libraries.sh (pouzˇijte sudo, pokud nejste prˇihla´-
sˇeni jako superuser) a automaticky jsou prˇelozˇeny vsˇechny potrˇebne´ knihovny pro prˇeklad
hlavn´ıho programu.
Po u´speˇsˇne´ instalaci vsˇech potrˇebny´ch knihoven program prˇelozˇ´ıte prˇ´ıkazem make
provedeny´m v adresa´rˇi unix/. Vznikne tak prˇelozˇeny´ spustitelny´ soubor unix/sync.
A.1.2 Windows
K instalaci a prˇekladu na operacˇn´ım syste´mu Windows je prˇipraven projekt pro volneˇ
dostupne´ Microsoft Visual Studio 2008 Express (da´le jen VC8) umı´steˇny´ v adresa´rˇi win-
dows/. Soubor projektu windows/KerioConnectSyncWin/KerioConnectSyncWin.vcproj
jednodusˇe otevrˇete ve VC8 a dostanete projekt se vsˇemi potrˇebny´mi knihovnami. Pro-
jekt prˇelozˇ´ıte prˇ´ıkazem Build a vznikne novy´ spustitelny´ soubor v adresa´rˇi Release/ nebo
Debug/, podle zvolene´ho profilu, s na´zvem KerioConnectSyncWin.exe vcˇetneˇ vsˇech po-




Prˇeklad pro operacˇn´ı syste´m MAC OS prob´ıha´ obdobneˇ jako pro platformu Linux. Nejdrˇ´ıve
je nutne´ nainstalovat vsˇechny potrˇebne´ za´vislosti skriptem bash unix/install-libraries.sh
(pouzˇijte sudo, pokud nejste prˇihla´sˇeni jako superuser). Spustitelny´ program unix/sync
opeˇt dostaneme spusˇteˇn´ım prˇ´ıkazu make v adresa´rˇi unix/.
A.2 Nastaven´ı
Prˇed prvn´ım spusˇteˇn´ım synchronizacˇn´ıho procesu je nutne´ nastavit chova´n´ı procesu a hlavneˇ
c´ılove´ servery, ktere´ maj´ı by´t procesem synchronizova´ny. K nastaven´ı programu sloucˇ´ı
XML konfiguracˇn´ı soubor config.xml, ktery´ mu˚zˇe vypadat naprˇ´ıklad na´sledovneˇ:
1 <?xml version=”1.0” encoding=”UTF−8”?>
2 <config>
3 <database>database.sqlite</database>
4 <temporary storage>tmp/</temporary storage>
5 <acceleration>
6 <enabled>1</enabled>
7 <max nb workers>5</max nb workers>




















• database - libovolna´ cesta k souboru, na ktere´ bude ulozˇena databa´ze synchronizacˇ-
n´ıho procesu. Databa´ze bude vytvorˇena automaticky.
• temporary storage - synchronizacˇn´ı proces potrˇebuje pro svou cˇinnost pr˚ubeˇzˇneˇ ukla´-
dat docˇasne´ soubory na disk, tyto soubory vytva´rˇ´ı do nastavene´ slozˇky. Slozˇka mus´ı
by´t prˇ´ıstupna´ pro za´pis.
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• acceleration - synchronizacˇn´ı proces je mozˇne´ urychlit, jak je popsa´no v sekci 5.6,
pouzˇit´ım vla´ken. Vla´kna jsou ve vy´choz´ım nastaven´ı vypnuta, ale je mozˇne´ je-
jich pouzˇit´ı zapnout nastaven´ım enabled na hodnotu 1. Zapnut´ım urychlen´ı se bu-
dou automaticky vytva´rˇet aktualizacˇn´ı vla´kna. Pro vytva´rˇen´ı pracovn´ıch vla´ken
slouzˇ´ı nastaven´ı max nb workers pro urcˇen´ı nejvysˇsˇ´ıho pocˇtu pracovn´ıch vla´ken
a min job worker pro nastaven´ı nejmensˇ´ıho pocˇtu operac´ı, ktere´ budou jednotliva´
vla´kna zpracova´vat.
• delays - pro optimalizaci pla´novacˇe synchronizace je mozˇne´ nastavit jednotlive´ cˇasy
v cely´ch sekunda´ch mezi spousˇteˇn´ım synchronizacˇn´ıch metod. Pouzˇijte complete
pro nastaven´ı cˇasu mezi spusˇteˇn´ım kompletn´ı synchronizace, heuristic pro heuris-
tickou metodu a poll pro aktivn´ı synchronizaci.
• locations - proces mu˚zˇe synchronizovat libovolne´ mnozˇstv´ı Kerio Connect server˚u.
Jednotlive´ servery je mozˇne´ nastavit vlozˇen´ım elementu location. Nastaven´ı kazˇde´ho
serveru obsahuje:
– uri - URI c´ılove´ho serveru do korˇenove´ kolekce synchronizace vcˇetneˇ protokolu
a portu,
– user - uzˇivatelske´ jme´no pokud je vyzˇadova´na autentifikace,
– password - heslo pro uzˇivatelske´ jme´no,
– certificate - soubor certifika´tu, pokud je pouzˇit protokol HTTPS a certifika´t
serveru nen´ı oveˇrˇen certifikacˇn´ı autoritou a je nutne´ jej oveˇrˇit rucˇneˇ.
• synchronize - synchronizacˇn´ı proces je mozˇne´ omezit na vybrane´ kolekce v korˇenu
synchronizace vsˇech server˚u. Je mozˇne´ vlozˇit libovolny´ pocˇet folder element˚u s re-
lativn´ı cestou ke kolekci, ktera´ ma´ by´t v ra´mci procesu synchronizova´na.
A.3 Spusˇteˇn´ı
Jakmile je program nastaven XML konfigurac´ı, je mozˇne´ jej spustit pouzˇit´ım spustitelne´ho
souboru vytvorˇene´ho prˇi instalaci synchronizacˇn´ıho procesu. Program je pouze konzolovy´
a je mozˇne´ jej spustit na pozad´ı. Pr˚ubeˇzˇne´ vy´stupy programu jsou zobrazova´ny na stan-
dardn´ı vy´stup a za´rovenˇ ukla´da´ny do log soubor˚u. Pro vynucen´ı pomale´ synchronizace
prˇi existuj´ıc´ı databa´zi je mozˇne´ pouzˇ´ıt prˇep´ınacˇ
”
-slow“ za prˇ´ıkazem pro spusˇteˇn´ı pro-
gramu, naprˇ´ıklad:
1 ./sync −slow
Log soubor zaznamena´vaj´ıc´ı beˇh aplikace je ulozˇen standardneˇ v log/run.log a sta-
tistiky synchronizace jsou ulozˇeny v souboru log/stats.log. Aplikace umı´ logovat r˚uzne´
u´rovneˇ hla´sˇen´ı pro r˚uzne´ kategorie, vsˇe je mozˇne´ jednodusˇe nastavit u´pravou souboru log-
ging.properties, ktery´ lze libovolneˇ zmeˇnit podle na´vodu pro Log4cpp [Log4cpp]. Pro beˇzˇny´
provoz aplikace je urcˇena u´rovenˇ hla´sˇen´ı NOTICE. Aplikace deˇl´ı hla´sˇen´ı do sˇesti kategori´ı:
• sql - SQL dotazy a operace,
• webdav - WebDAV klient,
• sync - synchronizacˇn´ı procesy, detekce a aktualizace zmeˇn,
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• merge - rˇesˇitel konflikt˚u,
• parse - cˇten´ı strukturovany´ch dokument˚u,
• stat - statistiky operac´ı.
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