This note contains a Stone-style representation theorem for compact Hausdorff spaces.
Here we use the notation M ≺ a for (∀m ∈ M) m ≺ a and similarly for a ≺ M. The idea of a spil is that it is a substitute for a Boolean algebra, where the involution plays the role of the complement and ≺ the role of the order ≤ induced by the Boolean operations. As in the classical case of the Boolean algebras there is some duality in the axioms, as indicated by pairing (a) and (b) in (ii) and (iii).
Some basic properties of spils are given by the following Lemma, which is Lemma 7 in [JS] . For the sake of completeness we give the proof here as well.
Lemma 1.2 Suppose that B is a spil. Then for all a, b, c, d ∈ B we have
(1) 0 ≺ a ≺ 1,
Proof.
(1) We have ∅ ≺ a trivially so 0 = ∅ ≺ a by axiom (ii)(a) of a spil. Similarly a ≺ ∅ = 1 by (ii)(b). For (2) write b = b ∧ (b ∨ c) and use (ii)(a). (3) is proved similarly. For (4) first use (2) to get {a, b} ≺ c ∨ d, and then use (ii)(a). (5) and (2) for all x and y, y ∨ y
We have by the properness of the involution that y ∨ y ′ = y ′′ ∨ y ′ which is by De Morgan laws equal to (y
. By transitivity we get 1 ≺ x. ⋆ 1.3
We now proceed to associate to every spil a compact Hausdorff space, in a manner similar to the classical Stone representation theorem. The main difference is that filters are defined in connection with the ≺ relation rather than the Boolean-algebraic order ≤ and that there are no complements.
is a non-empty subset of B which is closed under (finite) meets and satisfies
is the set of all prime ≺-filters with the topology generated by the sets
Note that a prime ≺-filter is not necessarily an ultrafilter in the sense of containing every set or its complement, as there is no complement to speak of-the involution does not necessarily satisfy x ∧ x ′ = 0 for all x. That is why spec(B) is not necessarily isomorphic to a subspace of 2 B and in fact it is not necessarily zero-dimensional. Some basic properties of prime filters are given by the following Lemma 1.5 Let B be a spil. Then:
if F is a prime ≺-filter on B, a, b ∈ F and for some x we have x ≺ a and
there is a such that a ∈ F and a ′ ∈ G or a ′ ∈ F and a ∈ G.
(1) If 0 ∈ F then ∅ ∈ F so F ∩∅ = ∅ by primeness, a contradiction. Since ∅ ⊆ F we have ∅ ∈ F so 1 ∈ F .
(2) If F is a ≺-filter containing both a, b then it also contains a ∧ b by the closure under meets. If F is a ≺-filter containing a ∧ b then by F =↑ F we get that for some x ∈ F the relation x ≺ a ∧ b holds. Then x ≺ a and x ≺ b by the axioms of a spil, and hence a, b ∈ F . This shows the first equality. For the second equality, if F ∈ spec(B) and a ∨ b ∈ F then by the primeness of
′ then by (1) above and the transitivity of ≺ we get a ∨ b ∈ F , and hence a ∈ F or b ∈ F . (5) Suppose F = G and say a ∈ F \ G (if there is no such a, then there is a ∈ G \ F and that case is handled by symmetry). Since a ∈ F =↑ F there is b ∈ F with b ≺ a, and for the same reason there is c ∈ F with c ≺ b. By transitivity we have c ≺ a. By Lemma 1.2(4) it follows that c ≺ a ∨ b, so by axiom (iii)(b) of a spil we have c ∧ b ′ ≺ a. On the other hand, by Lemma 1.2(5) we have c ∧ b ≺ a. Putting these two conclusions together and using Lemma 1.2(4) we have c
To prove Theorem 1.9 below we need to assure Hausdorffness and compactness of the resulting space. The former will follow by Lemma 1.5 and for the latter we shall need the following lemmata. Proof. Let F be given by
By the choice of A we have 0 / ∈↑ A, so by Lemma 1.6(2) we have ↑ A is closed under meets. By Lemma 1.6(1) we have ↑ (↑ A) =↑ A, so A ∈ F . Consequently F = ∅. Now we observe the following
Proof of the Claim. By Lemma 1.6 it suffices to check that F ∪ {1} is closed under meets and does not contain 0, which follows by the choice of F . ⋆ 1.8
It is easily seen that F is closed under ⊆-increasing unions so by Zorn's lemma there is a maximal element F of F . We claim that F is prime. By Claim 1.8(1) and maximality we have that 1 ∈ F . Now we shall show that for all p ∈ B either p or p ′ are in F (not both as then 0 ∈ F ). So suppose that p ∈ B is such that p, p ′ / ∈ F . The family X =↑ (F ∪{p ∧q : q ∈ F }) is clearly a set satisfying X =↑ X that is closed under meets and is proper a superset of F . By maximality of F we have that for some q ∈ F the relation p ∧ q ≺ 0 holds. Similarly we can find r ∈ F such that p ′ ∧ r ≺ 0 holds. Applying axiom (iii)(b) of a spil we obtain that q ≺ p ′ and r ≺ p
by Lemma 1.2(5), and hence by axiom (iv) of a spil, q ∧ r ≺ 0, which is a contradiction with the choice of F . Now suppose that M ⊆ B is finite such that m = M ∈ F but no p ∈ M is in F . Hence for all p ∈ M we have p ′ ∈ M and so {p ′ : p ∈ M} = m ′ ∈ F . But then m ∧ m ′ ∈ F , which contradicts axiom (iv) and the fact that 0 / ∈ F . We have shown that F is as required. ⋆ 1.7 Theorem 1.9 Let spec(B) be as defined in Definition 1.5. Then spec(B) is a compact Hausdorff space with {O x : x ∈ B} a base.
Proof. Clearly every element of spec(B) is contained in some O a . It follows by Lemma 1.5(2) that the family {O a : a ∈ B} indeed forms a base for a topology on spec(B). Now we show that the topology is Hausdorff.
Suppose that F = G are prime ≺-filters and let a ∈ F ∆G. By Lemma 1.5(5) there is a such a ∈ F and a ′ ∈ G, or vice versa. Let us say that a ∈ F . Then F ∈ O a and G ∈ O a ′ and by Lemma 1.5(3), the sets O a and O a ′ are disjoint.
Finally we need to show that spec(B) is compact. So suppose that {O(p) : p ∈ A} covers spec(B) but no finite subfamily does. By Lemma 1.5(2) we may assume that A is closed under finite joins. By the choice of A for all finite M ⊆ A there is F ∈ spec(B) with M / ∈ F . Fix such an M and let q = M. If for some p ∈ F we have that p ∧ q ′ ≺ 0 then p ≺ 0 ∨ q ′′ = q, so q ∈ F as F is a filter, a contradiction. So for no p ∈ F do we have p ∧ q ′ ≺ 0 and in particular we cannot have q ′ ≺ 0 by Lemma 1.2(3). This means that the family {p ′ : p ∈ A} is closed under meets (as A is closed under joins) and none of its elements is ≺ 0. By Lemma 1.7 there is a prime filter F that contains this family as a subset. By the choice of A there is p ∈ A such that F ∈ O(p). But then p, p ′ ∈ F which contradicts Lemma 1.5(3). ⋆ 1.9
The idea behind the direction from the space to a spil in the representation theorem is that the pairs of the form (O, K) where O is open and K ⊇ O compact will replace the clopen sets in the Stone representation. The relation ≺ will be a replacement for ⊆ (so ≤ in the Ba representation), so we shall
Theorem 1.10 Suppose that X is a compact Hausdorff space. Let T = T X denote the set of all open subspaces of X and K = K X the set of all compact subspaces of X. We define
′ is a spil such that spec(B) is homeomorphic to X.
Proof. It is clear that B, ∨, ∧, 0, 1 is a distributive bounded lattice, as well as that ≺ is transitive. Since X is compact Hausdorff it is normal so the operation ≺ is indeed interpolating. The second axiom from the list in Definition 1.1 is easily seen to hold by the definition of ∧ and ∨. Let us consider axiom (iii). The involution is clearly proper. For part (b) 
′ , as required. The remaining direction of the axiom is proved similarly. De Morgan laws clearly hold.
This shows that B is a spil and we have to verify that X is homeomorphic to spec(B). To this end let us define for x ∈ X the set F x = {(O, K) ∈ B : x ∈ O}. Claim 1.11 Each F x is an element of spec(B).
Proof of the Claim. Let x ∈ X. Since (X, X) ∈ F x we have that F x = ∅. It is clear that F x is closed under meets, so F x is a filter. Suppose that
Let g be the function associating F x to x. We claim that g is a homeomorphism between X and spec(B). If x = y then there is O open containing x and not containing y. Hence (O, X) ∈ F x \ F y and hence F x = F y . So g is 1-1.
Suppose that F ∈ spec(B) and let K = {K : (∃O)(O, K) ∈ F }. Since this is a centred family of compact sets its intersection is non-empty, so let x ∈ K. We claim that F = F x . If not, then there is a = (O, K) ∈ F x such that a ′ ∈ F x (by Lemma 1.5(5) and the fact that the involution is proper in B). But then x ∈ O and hence x / ∈ X \ O, contradicting the assumption that
for some x ∈ U, as follows from the argument showing surjectivity of g. Hence O (U,K) ⊆ {F x : x ∈ O}, which shows that = {F x : x ∈ O} contains {O (U,K) : U open ⊆ O, K compact ⊇ U}. In fact we claim that these two sets are equal, which shows that g is an open mapping and hence a homeomorphism. So let x ∈ O and (U, K) ∈ F x . Hence (O ∩ U, K) ∈ F x and so F x ∈ O (U,K) . ⋆ 1.10
We finish this section by explaining the use of the word "strong" in the name for a spil. In the terminology of [JS] , proximity lattices are structures that satisfy the axioms of a spil but without the involution, and such structures are called strong if they in addition satisfy the following axioms (A) for all a, x, y ∈ B x ∧ y ≺ a =⇒ (∃x
Note that ≺ is not necessarily reflexive in a spil hence axioms (A) and (B) are not trivially met. We shall however demonstrate that every spil satisfies them.
Claim 1.12 Suppose B is a spil. Then axioms (A) and (B) above are satisfied.
Proof of the Claim. Let us first show (A), so suppose that x∧y ≺ a. Then by the interpolating property of ≺ there is b such that x ∧ y ≺ b ≺ a. By axiom (iii)(b) of a spil this gives 
We define the spil induced by L by letting
and endow it with the following operations: Proof.
(1) Clearly B is a bounded distributive lattice with the 0 and 1 as specified. We check the rest of the axioms of Definition 1.1. Clearly ≺ is transitive. Checking that the relation ≺ is interpolating uses the normality of L. Suppose that (u, k) ≺ (v, h) holds, hence k ≤ v and hence k, −v are disjoint elements of L. Let w ≥ k and z ≥ −v be disjoint elements of L c . Then (w, −z) ∈ B satisfies (u, k) ≺ (w, −z) ≺ (v, h). Axiom (ii) of a spil follows by the corresponding properties of the Boolean algebra A. Similarly for axioms (iii) and (iv).
(2) Let B * be the spil consisting of pairs (O, K) of pairs of open and compact subsets of spec(B) such that O ⊆ K. By the representation theorem in §1 we have that spec(B * ) and spec(B) are homeomorphic and this induces an isomorphism between B and B * given by the identity function. Hence L is isomorphic to the lattice of closed, equivalently, compact, subsets of spec(B). ⋆ 2.2 Theorem 2.2 and the representation theorem from §1 give a representation theorem for normal lattices due to Plebanek in [Pl] where the theorem is proved directly. He showed there also that the lattice being in addition connected (so L ∩ L c = {0, 1}) and interpolating (for all a ∈ L \ {0, 1} there are l, u such that a · l = 0 A and a + u = 1 A ) imply that spec(B) defined as above is connected.
Which theorem to use in constructions of course depends on the context: when one is working inside of a fixed Boolean algebra then one might prefer to construct a lattice, while if no ambient Boolean algebra is specified then a spil might be easier to construct.
