Abstract. By means of a result on coupled first and second order differential inequalities and an intermediate value theorem in ordered Banach spaces, we obtain the existence of extremal solutions of boundary value problems of the form u
Introduction
Let E, F be real Banach spaces, and
given functions. We consider the boundary value problem with equations (1) u ′ 1 (t) = f (t, u 1 (t), u 2 (t)), u ′′ 2 (t) + g(t, u 1 (t), u 2 (t)) = 0, and boundary conditions (2) u 1 (a) = x a , u 2 (a) = y a , u 2 (b) = y b with x a ∈ E, y a , y b ∈ F . We will assume that E and F are ordered Banach spaces, and we will give conditions on f , g, which imply the existence of a solution of (1), (2) between lower and upper solutions in the spirit of Nagumo [14] , [15] and Scorza Dragoni [20] . Our method, which will use an intermediate value theorem for quasimonotone increasing mappings, was first applied by the authors to second order Dirichlet boundary value problems [9] , and to periodic second order boundary value problems in [16] . This method, applied to problem (1), (2) in this paper, works the same way for other types of boundary conditions to (1) , such as for example, which will be obvious from the construction below.
For problem (1) , (2) a related result was proved by Howes [10] under Max Müller type conditions on f and g, and for E = R n , F = R m , ordered coordinatewise. We will consider Kamke type conditions, that is we will assume quasimonotonicity and monotonicity conditions on f and g under which the existence of even a smallest and a greatest solution of (1), (2) between lower and upper solutions can be guaranteed. Corresponding and related results for systems of second order boundary value problems are well known, see for example [2] , [3] , [8] , [12] , [17] , [18] , [21] , [22] and the references given there.
The use of lower and upper solutions to obtain existence of solutions of boundary value problems dates back to Perron's method for the Dirichlet problem for elliptic equations, and since that time, hundreds of papers have used lower and upper solutions for all kinds of equations and boundary conditions. For a survey on the history of this subject we refer to [5, Chapter 4.3] , and the references given there. In the scalar case the existence of extremal solutions for the second order Dirichlet problem goes back to Akô [1] .
Preliminaries
Let X be a real Banach space ordered by a cone K. A cone K is a nonempty closed convex subset of X such that λK ⊆ K (λ ≥ 0), and
denote the order interval of all z with x ≤ z ≤ y. Let K * denote the dual wedge of K, that is the set of all ϕ ∈ X * with ϕ(x) ≥ 0 (x ≥ 0).
In the sequel we will always assume that the underlying cones are solid (i.e. Int K = ∅), and normal. We write x ≪ y if y − x ∈ Int K. If X is ordered by such a cone K, we may assume X to be normed by the Minkowski functional of an order interval [−p, p] (p ∈ IntK fixed). This is an equivalent renorming, such that x ≤ c ⇐⇒ −cp ≤ x ≤ cp, and ϕ = ϕ(p)
for each x ∈ X and ϕ ∈ K * .
Moreover a cone is called regular, if each increasing order bounded sequence is convergent. A regular cone is normal, and if dimX < ∞ then each cone is regular [4, §19] .
A function h : X → X is called quasimonotone increasing (qmi for short) in the sense of Volkmann [24] , if
Moreover h is called one-sided Lipschitz continuous with constant µ ∈ R, compare [13, §2] , if
is qmi for each t ∈ I, and h is called one-sided Lipschitz continuous with function µ : I → R, if x → h(t, x) is one-sided Lipschitz continuous with constant µ(t) for each t ∈ I. We use the corresponding notations for monotone increasing and Lipschitz continuous dependence of the x variable.
Note that an increasing function is qmi, and that a Lipschitz continuous function is one-sided Lipschitz continuous with the same function.
A comparison theorem
Let E and F be ordered by a solid and normal cone K E and K F and normed by the Minkowski functional of [−p, p] and [−q, q] with p ∈ Int K E and q ∈ Int K F , respectively. Let
be continuous, and such that (A) (t, x) → f (t, x, y) and (t, y) → g(t, x, y) are qmi for each y ∈ F and x ∈ E, respectively. (B) (t, y) → f (t, x, y) and (t, x) → g(t, x, y) are monotone increasing for each x ∈ E and y ∈ F , respectively. (C) (t, x) → f (t, x, y) and (t, y) → g(t, x, y) are one-sided Lipschitz continuous with function
for each x ∈ E and y ∈ F , respectively.
Let us say that the the collection of functions µ 1 , µ 2 , λ 1 , λ 2 has property (P) if the system of differential inequalities
Theorem 1. Let f, g be as above with µ 1 , µ 2 , λ 1 , λ 2 having property (P ).
Proof. We set
We will prove that ε ≤ 0, from which the assertion follows. Assume by contradiction that ε > 0.
. Thus, by the separation theorem, we can choose
Since
, and therefore
We have
Moreover ϕ = 1 and
Thus by using (A) and (B) and then (C) and (D) we obtain
According to the minimality of ε we have
we have t 0 ∈ (a, b), and therefore
Now, we have
as well as ϕ = 1 and
Again, by using (A) and (B) and then (C) and (D) we obtain
A solution operator
We consider problem (1), (2) . Now let f :
for each y ∈ F and x ∈ E, respectively.
In the sequel let C([a, b], E) and C 1 ([a, b], F ) be endowed with the norms u ∞ and max{ u ∞ , u ′ ∞ }, and ordered by the cones induced by K E and K F , respectively. Products of ordered Banach spaces are always understood to be ordered by the product of the underlying cones.
Theorem 2. Under the assumptions above let µ 1 , µ 2 , λ 1 , λ 2 have property (P). Then problem (1), (2) is uniquely solvable for each choice of x a ∈ E, y a , y b ∈ F . The solution operator
is Lipschitz continuous, and monotone increasing. Moreover, the operators
are Lipschitz continuous, and
are qmi, and (x a , y a , y b ), (x a , y a ) → −D b (x a , y a , y b ) are monotone increasing.
with
Thus,
In view of (4) we obtain
with L = max{L 1 , L 2 } < 1, and according to Banach's fixed point theorem there is a unique fixed point (u 1 , u 2 ) ∈ Y of T , which clearly is the unique solution of (1), (2) . To investigate the dependence of this solution on x a , y a , y b let us write T x a ,y a ,y b for T . Let (u 1 , u 2 ) and ( u 1 , u 2 ) be the fixed points of T x a ,y a ,y b and T x a , y a , y b , respectively. Then, there is a constant c 0 > 0 such that
and therefore
Thus u 1 and u 2 depend Lipschitz continuous on x a , y a , y b , and to prove that u ′ 2 depends Lipschitz continuous on x a , y a , y b it is sufficient to consider
Moreover S is monotone increasing according to Theorem 1. This clearly implies that , y a , y b ) are monotone increasing.
Finally, let x a , y b be fixed, let y a ≤ y a , ϕ ∈ K * F such that ϕ(y a ) = ϕ( y a ), and let ( u 1 , u 2 ) now denote the fixed point of T x a , y a ,y b . Then
Therefore y a → D a (x a , y a , y b ) is qmi, and analogously
A multiple shooting method
Let us assume in this section that f : [a, b] × E × F → E, and g : [a, b] × E × F → F are continuous satisfying (A), (B), (C ′ ), (D), and let x a ∈ E and y a , y b ∈ F be fixed. Let a = t 0 < t 1 < t 2 < · · · < t n < t n+1 = b be a partition of [a, b], with δ := min{t k+1 − t k : k = 0, . . . , n} such that for each k ∈ {0, . . . , n} the system of differential inequalities
. This is possible. Indeed, if we choose
it is easy to see that (5) is satisfied if δ is sufficiently small. By means of the choice of δ we can apply Theorem 2 to each boundary value problem
obtaining a unique solution of (6) on [t k , t k+1 ]. We define functions u 1 : [a, b] → E and u 2 : [a, b] → F by the following procedure: Let ξ 0 , . . . , ξ n ∈ E and η 0 , . . . , η n+1 ∈ F be given. Then for k = 0, . . . , n let u 1 and u 2 be defined on [t k , t k+1 ) (k = 0, . . . , n − 1) and [t n , t n+1 ] by the solution of (6). Clearly u 2 ∈ C([a, b], F ). We define a function
First note, that u 1 , u 2 is a solution of (1), (2) if and only if
According to Theorem 2 we find the following properties of G:
is qmi in ξ k and monotone increasing in all other variables. 3.) For each k = 0, . . . , n + 1
is qmi in η k and monotone increasing in all other variables.
In particular we have that G : E n+1 × F n+2 → E n+1 × F n+2 is qmi, see [9] .
For qmi mappings, several intermediate value (or equivalently fixed point) theorems are known; see [6] , [11] , [19] , [23] , and the references given there. We will use the following intermediate value theorem [6] , to obtain the existence of solutions of G = 0. 
Lower and upper solutions
We (1), (2), if
For such a pair of lower and upper solutions and i = 1, 2 we define (6) as above with
It is clear that
From the differential inequalities for v 1 , v 2 and Theorem 1 we obtain
thus, for k = 1, . . . , n
and u
7. An existence theorem (1), (2) . Then, between (v 1 , v 2 ) and (w 1 , w 2 ), problem (1), (2) has a greatest solution (u 1 , u 2 ) and a smallest solution (u 1 , u 2 ).
Proof. Define G : E n+1 × F n+2 → E n+1 × F n+2 as in section 5 and (V 1 , V 2 ), (W 1 , W 2 ) as in section 6. Thus G is Lipschitz continuous, qmi, and
Application of Theorem 3 proves, that the equation G = 0 has in
a greatest and a smallest solution
respectively. The corresponding functions
are solutions of (1), (2) . To prove the extremality of these solutions let (1), (2) with
and set
Application of Theorem 1 once more leads to
Remarks. 1.) Since there is no restriction in the size of the Lipschitz functions in Theorem 4 there is no need to deal with specific norms on E and F (such as the Minkowski functionals described in section 2) to apply Theorem 4. 2.) By (much) more technical effort it is possible to extend Theorem 4 from global Lipschitz conditions to local Lipschitz conditions and non-solid cones, by the same considerations as for second order boundary value problems, see [7] , [9] . 3.) Other boundary conditions, for example those mentionend in the introduction, can be incorporated whensoever the coordinate functions P 0 , Q 0 and Q n+1 of G have the correct monotonicity and quasimonotonicity properties, such that G is qmi. Of course the definition of a pair of lower and upper solutions has to be adapted in that case. In case of a periodic boundary condition for the first order equation and Neumann conditions for the second order equation, for example, take
Example
We consider the following third order boundary value problem in a Banach space E ordered by a solid regular cone K E .
(7) u ′′′ (t) + g(t, u(t), u ′ (t)) = 0, u(0) = x 0 , u ′ (0) = y 0 , u ′ (1) = y 1 .
We assume that g : [0, 1] × E 2 → E is continuous, and that g has the properties from Consider the boundary value problem (8) u ′ 1 (t) = u 2 (t), u 1 (0) = x 0 , u ′′ 2 (t) + g(t, u 1 (t), u 2 (t)) = 0, u 2 (0) = y 0 , u 2 (1) = y 1 . To get (8) in the form (1), (2) set f (t, x, y) = y. We consider v 1 (t) = −s 0 (t 2 /2 − t 3 /3 + t + ε)p, v 2 (t) = −s 0 (t(1 − t) + 1)p, w 1 (t) = s 0 (t 2 /2 − t 3 /3 + t + ε)p, w 2 (t) = s 0 (t(1 − t) + 1)p.
We first choose ε > 0 such that 7/6 + ε < c, and then s 0 > σ/2 such that v 1 (0) ≤ x 0 ≤ w 1 (0), v 2 (0) ≤ y 0 ≤ w 1 (0), v 2 (1) ≤ y 1 ≤ w 2 (1).
Note that v 1 ≥ cv 2 , and w 1 ≤ cw 2 on [0, 1], according to the choice of ε, and 2s 0 p − σp ≥ 0 ≥ −2s 0 p + σp according to the choice of s.
For t ∈ [0, 1] we have v ′ 1 (t) = v 2 (t), w ′ 1 (t) = w 2 (t), v ′′ 2 (t) + g(t, v 1 (t), v 2 (t)) ≥ 2s 0 p + g(t, cv 2 (t), v 2 (t)) = 2s 0 p + g(t, −cs 0 (t(1 − t) + 1)p, −s 0 (t(1 − t) + 1)p) ≥ 2s 0 p − σp ≥ 0, and analogously w ′′ 2 (t) + g(t, w 1 (t), w 2 (t)) ≤ −2s 0 p + σp ≤ 0. Thus (v 1 , v 2 ), (w 1 , w 2 ) is a pair of lower and upper solutions. Now Theorem 4 is applicable, so there is a solution (u 1 , u 2 ) : [0, 1] → E ×E of (8), and u = u 1 is a solution of (7).
