An improved version of the manometric apparatus and its procedures for measuring excess sorption of supercritical carbon dioxide (CO2) are presented in detail with a comprehensive error analysis. The accuracy of the apparatus is validated by a duplicate measurement and a comparison with data from the literature. Excess sorption of CO2 on Filtrasorb 400 at 318.11 K was selected for this validation. The duplicate measurements differ less than 0.15 mol/kg. The excess sorption isotherms have a maximum of 7.9 mol/kg and lie 10% higher than the literature data, but shows the same qualitative behaviour. A plot of the excess sorption versus the density can be used to obtain the sorbed phase density and the micropore volume. It turns out that all data excess sorption per unit micropore volume versus gas density follow a single curve.
I. INTRODUCTION
The amount of carbon dioxide (CO 2 ) that can be sorbed to coal plays an important part in the feasibility of CO 2 storage in underground coalbeds. Accurate sorption experiments of near critical CO 2 on coal are required for the following applications: (1) acquisition of fundamental understanding of CO 2 sorption on coal; (2) determination of the economic feasibility of enhanced coalbed methane (ECBM) projects; (3) determination of optimal operating conditions for CO 2 storage and methane (CH 4 ) production enhancement. A comprehensive overview on potential CO 2 storage in coal and CH 4 production from coal is given by White [1] .
Experimental data of near supercritical CO 2 sorption on any type of material are scarce; only a few gravimetric ( [2] [19] ) and volumetric ( [20] [21] ) studies have been published. Additional measurements are thus very important. The gravimetric apparatus is the most accurate experimental method ( [6] , [11] ), but the manometric method is essential for independent validation. Moreover, it is less expensive to construct the manometric apparatus. In principle, a combination of the manometric and gravimetric method can be used to study the sorption of swelling or shrinking substances ( [22] [23] ), due to the opposite influence of volume changes on the excess sorption isotherm [24] .
It is important for the aforementioned applications to quantify the accuracy of sorption experiments. The accuracy of the gravimetric method for measurements in the near supercritical region was recently discussed by Pini * Electronic address: J.Bruining@tudelft.nl ([2] [6] ). The accuracy of the manometric method far below ( [25] [26] [27] [28] ) and far above ( [29] [30] [31] [32] ) the critical point has been discussed in the literature. We did not find any literature about the quantification of the accuracy of near critical manometric sorption measurements. All the same a number of references report manometric sorption data of CO 2 on coal ( [14] [15] [16] [4] [18] ) and other materials ( [17] [19] ) in the near critical region. Especially, the manometric measurements of near critical CO 2 sorption on coal show large variations, while recent gravimetric measurements ( [7] [5] [3] ) show good qualitative agreement. These differences in manometric measurements are experimental artefacts due the sensitivity of the near critical CO 2 density to uncertainties in pressure, temperature and purity.
In spite of the fact that the requirement of highly pure CO 2 has been recognized, no article mentions possible causes of contamination such as poor rinsing and evacuation procedures. Peng-Robinson EoS [33] shows that an impurity of 0.3 mole% of N 2 changes the density 2% at 100 bar and 318 K. Another reason for possible disagreement is insufficient spatial and tempororal temperature stability and inaccurate temperature and pressure measurements. For example, a 0.1 K or 0.1 bar difference at 100 bar and 318.15 K causes a CO 2 density difference of 0.6% and 2.0%, respectively. Depending on the volumes and the sorbent, the density error is amplified to an error between 2% and 70% in the excess sorption.
The accuracy of previous manometric experiments is impaired by the aforementioned errors. Therefore, we have developed a high accuracy manometric apparatus by eliminating these errors as much as possible. Furthermore, we performed a comprehensive error analysis to quantify the accuracy of the measurement. The apparatus, sample treatment and experimental procedures are discussed in section II. Duplicate sorption measurements of CO 2 on Filtrasorb 400 at 318.11 K are compared to each other and the literature data in section III. Important findings are summarized in section IV. The appendices contain (A) the derivation of the data interpretation equation, (B) negligibility of He contamination on CO 2 purity, (C) leakage model, (D) proof that leakage correction is not influenced by sorption kinetics, (E) a priori uncertainty analysis, (F) processing procedure for the He experiment.
II. EXPERIMENTAL METHODS
Manometric measurements of sorption are based on the principle of mass conservation. The sorption is measured as the difference between the total and apparent amount of gas in the set up. The total amount is the summed amount of gas added minus the summed amount of gas leaked and extracted. The apparent amount is the gas density multiplied with the gas-accessible volume. This volume is determined with He sorption experiments before and after the CO 2 experiment (see appendix F for interpretation of the He experiment).
A. Manometric apparatus
The manometric apparatus ( Fig. 1 and table I) consists of a sample cell (A) and a reference cell (B). The reference cell B consists of tubing with a total volume of 3.524 ± 0.004 cm 3 . The reference cell can be enlarged by opening valve 1 to include vessel C. The enlarged reference cell (B+C) has a volume of 12.152 ± 0.009 cm 3 . Two similar sample cells are used to minimize the down time when replacing the sample. The volumes of these two sample cells are 78.33 ± 0.06 and 78 ± 3 cm 3 . The option of an enlargable reference cell is new for this type of set up. It allows better control of the amount of added and extracted gas.
The stainless steel sample cell (A) was designed at our university to hold a large sorbent sample 60 cm 3 with minimal leakage without becoming unwieldy. The sample cell is closed with Swagelok silver gaskets (SS-16-VCR-2GR) to minimze leakage and contains siperm filters at the inlets to minimize sample loss.
The Paroscientific pressure sensor (8) measures the pressure continously. Its resolution, precision and accuracy are reported by the manufacturer as 10 −7 , 10
and 10 −2 bar. The PT100 temperature sensor (7) measures the temperature continously. Its resolution, precision and accuracy are reported by the manufacturer as 1, 1 and 20 mK. The second pressure sensor (5) and the thermocouple (6) monitor pressure and temperature variations, but are not used in the computation of the sorption because of their low accuracy. Valves (1, 2, 3 and 4) have been selected on their low leakage characteristics. Their maximum operating temperature (340 K) limits the operating temperature of the set up. The internal diameter of these valves limits the evacuation pressure to 0.15 bar. The thermostated bath is of a volume of 40 L and connected to a Lauda (16) to keep the temperature constant. Gas in the set-up is pressurized with a booster (11) or extracted with an evacuation pump (13) . All tubing is 1/8" Swagelok 316SS.
The PTX611 and the K-type thermocouple are connected to a Keithley KPCI-3108 measurement card connected to the PC with a 16 channel 16 bits single ended analog input. The Paroscientific pressure sensor and PT100 are connected to the PC through a RS232 interface. The valves are controlled by the PC through the measurement card. Control of the valves was on a time interval basis. The acquisition software was built with Testpoint V3.4. The acquisition software scans the measurements every second and records every 10 seconds.
The Helium is of purity 99.996%, and its critical properties are 5 
B. Sample selection and treatment
Filtrasorb 400 (F400) was selected for validation, because it is a well-defined synthetic material with high sorption characteristics and is relatively well presented in the literature. Furthermore, its molecular structure and micropore distribution are somewhat similar to coal.
Two F400 samples from one batch are used in this study. The sample is inserted in the sample cell and evacuated with the vacuum pump at 473 K in a Tomson electric oven for 24 hours. After evacuation the cell is flooded with a few bar He to avoid air contamination, weighed and built into the set-up.
C. Experimental procedure
The experimental procedure consists of 4 consecutive steps: (1) He leakage rate determination, (2) He sorption experiment to determine the gas accessible volume in the sample cell, (3) actual sorption experiment with CO 2 , (4) control measurement of the He sorption and, if necessary, a second leakage rate determination. The He leak rate is measured at 200 bar and the experimental temperature for 24 hours. The set up is evacuated at the experimental temperature for 24 hours at the start of sorption experiment. A sorption experiment consists of an adsorption and desorption part. Gas is added stepwise to the initially evacuated sample cell up to a pressure of 140 to 180 bar in the adsorption part. In the desorption part, gas is extracted sequentially from the sample cell down to a pressure of 20 to 50 bar. Gas is only added or removed when pressure and temperature have reached equilibrium. Equilibrium is attained after 10 3 s for both 
D. Data analysis
The measured properties are pressure and temperature; these are converted to density values (ρ in mol dm 3 ) using the highly accurate reference EoS (( [34] for He and [35] for CO 2 ). The gas accessible volume of the sample is calculated from He sorption experiments using the conservation of mass and the ansatz that He sorption on activated carbon can be described with the Langmuir equation (see appendix F). The CO 2 sorption is computed with Eq. (1) (derivation in Appendix A):
with Table II shows the parameters for the two CO 2 sorption experiments. Fig. 2 shows all sorption measurements of CO 2 on Filtrasorb 400 at 318 K ( [11] [20] [6] ). The maximum difference between the two adsorption and two desorption isotherms of this work is 0.15 mol/kg. This is similar to the calculated a priori error of 0.03 to 0.05 mol/kg (appendix E). However, it must be noted that the difference between the isotherms is systematic. In comparing the isotherms of this work with the literature data, it is clear that all isotherms show similar behaviour. However the values in this work are 10% higher than the averaged literature data. Table III shows the extrapolated sorbed density and fitted micropore volume (see e.g. [11] for an explanation, which is repeated in Appendix G for convenience) of all supercritical CO 2 adsorption on Filtrasorb 400. The averaged micropore volume, V , is 0.39 ± 0.03 dm 3 /kg. This 8% variation in the micropore volumes is the natural variation, due to differences in the starting material and the procedures to create F400. The micropore volumes do not vary with temperature. The pores accessible for supercritical CO 2 is thus constant in the observed temperature range. The averaged sorbed phase density, ρ a , is 23.0 ± 0.5 mol/kg at 318 K. A physical explanation for the variation in the density is that the differences in molecular structure and/or micropore size (distribution) of the different F400's are large enough to influence the sorbed phase density. However, this 2% variation is most likely uncertainty due to the extrapolation. From   FIG. 2: Comparison of all CO2 excess sorption isotherms on F400 at 318 K. All isotherms have the same shape with a peak at 3 mol/dm3, but the magnitude varies in the order this work > Pini > Gasem ≈ Tomasko.
III. RESULTS AND DISCUSSION

FIG. 3:
Comparison of all all CO2 excess sorption isotherms on F400 at 318 K divided by their fitted micropore volumes. The difference between the isotherms is minimal. All isotherms collapse on a single curve.
this point of view, the 2% variation shows a good match for all isotherms. Fig. 3 shows all CO 2 isotherms on F400 at 318 K divided by their respective fitted micropore volume. The isotherms are in excellent agreement. This agreement confirms the accuracy of all isotherms, confirms that the magnitude variation corresponds to the variation in the micropore volumes and that the sorption behaviour is similar in all experiments.
IV. CONCLUSIONS
The details of an improved manometric apparatus and its accompanying procedures for accurate measurements of supercritical CO 2 have been discussed. Two separate measurements of the excess sorption of CO 2 on Filtrasorb 400 at 318.11 K up to 17 mol/dm 3 have been presented. The duplicate experiments varied 0.15 mol/kg at most, which agrees with the a priori error of 0.05 mol/kg. This uncertainty is caused by the limitations of the model to correct for leakage and the inaccuracy of the EoS.
Our and literature isotherms of CO 2 on Filtrasorb 400 at 318 K are in excellent agreement, when the differences in micropore volumes are taken into account. The re- This project has been funded by the CATO-program.
APPENDIX A: DERIVATION OF DATA INTERPRETATION EQUATION
Here we derive Eq.(1). This equation is similar to equations presented in e.g. [16] , but is based on the alternative version first presented in [36] . Furthermore it includes additional terms to correct for leakage. The amount of excess sorbed gas is equal from the difference between the amount of total and free CO 2 in the sample cell. The apparent amount of gas in the sample cell is given by
where V s cm 3 is the gas accessible volume in the sample cell as determined with the helium expansion experiment (Appendix F).
The total amount is given by
where n s is the amount of CO 2 in the sample cell at the start of the experiment, n p is the sum of added and extracted CO 2 through the reference cell to the sample cell, n l N is the amount of leaked CO 2 . The amount of gas added and extracted through the reference cell is expressed by
where ρ f i is the computed CO 2 density ( [35] ) in the reference cell of step i, ρ e i is the computed CO 2 density after equilibrium between the reference cell and sample has been attained in step i. V r i is the volume of the reference cell chosen for measurement i.
The amount of leaked gas at the end of step N is Contaminated CO 2 influences the accuracy of the excess sorption experiment, because Eq. (1) only considers the presence of pure CO 2 and the pure phase densities. The effect on the densities in the situations considered by us are negligible. He is the main contaminant for our experiments. Appendix E shows that disregarding the He contamination has only a minor effect (0.01 mol/kg).
We need to calculate the molefraction of carbon dioxide and the density of the He-CO 2 mixture. Let x be the molefraction of CO 2 in a binary mixture of He and CO 2 . Then the mole fraction (1 − x) of He is given by
where ρ
•
He is the molar density of He after evacuation, which leaves a remnant He pressure of P vac . ρ = ρ (P, T, x) is the molar density of the mixture. Because V s and n He are constant, ρ He can be described as the helium density after evacuation. We assuem that the molar density of the mixture can be approximated by the ideal mixing rule
Substitution of Eq. (B2) into Eq. (B1) leads to a quadratic equation in x. The solution of this equation is
with 
Solution of Eq.(B3) shows that the difference
1 M N i=1 V r i ρ f i − V r i + δ iN V s x i + n l i ρ e i ,(B4)
APPENDIX C: LEAK RATE MODEL
Leakage always occurs during manometric measurements and can be the main cause of inaccuracy. The ideal situation is that the leakage is negligible in comparison to the sorption. We found that, in sorption experiments at pressures above 100 bar of at least several days, leakage is never negligible. Therefore, we use a leak rate model to improve the accuracy of the computed sorption values in experiments with small leakage.
Combination of the mass balance equation (V sys ∂ t ρ + R = 0) with density driven mass transfer (R = kρ) leads to Eq. (C1). In this equation we disregard the atmospheric CO 2 concentration and air diffusion into the cell and use the final condition ρ(t = t end ) = ρ(t end ).
In Eq. (C1), V sys is the volume of the system, k j is the leak rate constant for component j (j ∈ {CO 2 He} ). ρ is the gas density in the setup. The amount of leaked gas for leakage during the equilibration of the sample cell is given by
Also, the amount of leaked gas during the filling phase is given by
The experimentally obtained leakage rate constant for an empty set up were k He = 26 ± 6 · 10 −10 s −1 and
≈ 3 is used to convert the leak rate constant of He to the constant of CO 2 for all experiments. Variation in k values is due to its dependence on ρ and V s ys. An error of 20% in the k CO2 is assumed to quantify the error due to this dependencies and the He-CO 2 conversion factor.
APPENDIX D: PROOF OF THE NEGLIGIBILITY OF SORPTION ON THE LEAKAGE CORRECTION
Eq. (C2), derived in appendix C, expresses the number of moles leaked during equilibrium phase i. In this appendix we describe a forward model with the purpose to validate our assumption that influence of sorption on leakage is negligible.
We consider a vessel that contains a sorbate of mass M [kg]. The helium accessible volume is denoted as V f [L] . The density of the sorbent is ρ f mol L , whereas the amount of sorption is m mol kg .The total number of moles n total in the vessel is the molar sum of the free (V f ρ f ) and the sorbed phase (M m). We assume that the leak rate is proportional to ρ f , the rate constant is denoted as k l L s . Hence, we obtain
We assume a linear sorption isotherm, m eq = κ[ L kg ]·ρ f . Moreover it is assumed that the rate of sorption is proportional to the difference between the equilibrium (m eq ) and the actual sorption (m). The constant of proportionality is given as k a [ kg s ]. Hence, we obtain
Initially the density is ρ f 0 and sorption is κρ p , where ρ p is the final density of the previous step. We solve the system Eq. D1 and D2 using Laplace transforms and obtain the leakage and density by integrating the right side of Eq. D1 between zero and t eq . The result is 
The simple model leaked amount, n leak , is calculated using Eq. (C2) with Eq. (D4) as the ρ e i . The forward model leaked amount, n fw , is calculated using Eq. (D3). The ratio of these two leaked amounts are compared for two different kaV f Mk l ratios, 1 and 25, for four different κ. Other parameters are kept constant at realistic values for our experiments (Table IV) (Fig. 4) . In the case of kaV f Mk l = 25, the leak model can calculate the leake within 10% for ten times the τ . This agrees with the simple notion that if leakage and sorption have approximately the same characteristic time it is impossible to distinguigh their effects, while if their characteristimes differ sufficiently large it is easy to distinguish their effects.
in our experiments, so the simple model leak can be used to calculate the leakage. In experiments with kaV f Mk l ≤ 25, the simple may still be accurate, depending on the actual parameter values, especially κ. In such cirumstances,a better approximation of the sorption isotherm will be required in order to prove the negligibility of sorption on the leakage correction. 
APPENDIX E: A PRIORI UNCERTAINTY ANALYSIS
A useful tool to determine the accuracy is an a priori analysis of the uncertainties associated with the measurement. This appendix provides the a priori error estimate of the excess sorption measurements. The discrepancy of 0.15 mol/kg in the duplicate experiments agree with the a priori uncertainty calculated in this appendix.
The uncertainty in the excess sorption points, n ex N , is caused by the uncertainty in the variables of Eq.(1). Additional uncertainties, such as air contamination, volume changes of the cells etcetera, were negligible in the calibration experiments. The uncertainties in the variables and their influence on n ex N are discussed. It is important to emphasize the cumulative nature of manometric measurements. We use the term cumulative to stress that measurement P depends on all previous (P − 1) measurements. This means that (a) isotherm points in an isotherm are not independent, (b) errors propagate to subsequent data points and (c) leakage is cumulative in the experiment. The 0.02 g uncertainty in the sample mass, M , is caused by the 0.01 g accuracy of the weighing balance. This constitutes an error of 0.06%. This error causes a negligible shift (0.005 mol/kg) in each computated n 
(E1) Uncertainties in the computed density values are caused by uncertainties in pressure, temperature and the uncertainty of the used Equation of State (EoS). An uncertainty of 20 mK in the temperature measurements is provided by the manufactuer. Spatial temperature stability is assumed to be within this 20 mK. Uncertainty in the pressure 10 mbar is provided by the manufacturer. The uncertainty in the EoS, is 0.02% ( [37] [38]). Errors in P , T and the EoS are independent. Fig. 6 shows the variation of the uncertainty in ρ due to these uncertainties. Pressure uncertainty dominates at low densities, because lim P →0 δP P = ∞. Of course, the absolute error, which is relevant for the sorption measurement, also diminishes with decreasing density. Temperature uncertainty dominates in the near-critical region, because of the high temperature sensitivity of the den- sity. The influence of pressure and temperature errors decreases with increasing density, leaving the EoS error to dominate. The uncertainty in the excess sorption due to the uncertainties in the density are calculated with
The error in the sorption caused by density errors do not dominates in the first experiment (Fig. 7) . In the second experiment, which was shorter and thusless suffered from leakage, this error dominates the last part of the desorption isotherm.
The following procedures minimize the ρ errors: (a) Gas was added at the maximum allowable pressure (200 bar), (b) the density region of 3 to 4 mol/dm 3 is avoided as much as possible (c) Gas is extracted with an evacuated reference cell and (d) number of data points is kept sparse. The errors caused by insufficient equilibration, insufficient spatial and temporal stability and contamination will increase the ρ errors considerably. However, these errors are negligible in this improved set-up.
Contaminated CO 2 can lead to large errors in manometric sorption measurements. We adopted strict rinsing procedures to minimize contamination, and diffusion of air into the cell is also negligible. He contamination could not be completely eliminated, because the internal diameter of our valves limits the evacuation pressure to 0.15 bar. The main error due to this contamination is the use of the pure component mass balance equation. The influence of this uncertainty is calculated by comparing Eq. (1) The error due to remnant He (0.01 mole/kg) is appreciable in the first data point (Fig. 7) , but negligible in the rest.
Leakage, diffusion of gas through metal on metal connections, is unavoidable. It depends on the specific experimental conditions, e.g., pressures, gas of interest, sorption magnitude and time determine whether leakage is negligible. The deficiency of the leakage model is the main uncertainty in the last part of the desorption isotherm in the long duration (first) experiment (Fig. 7) and negligible in the short duration (second) experiment. The model and its deficiencies are discussed in Appendix C. The uncertainty in the leaked amount, δ l n ex N , grows steadily with consecutive data points (0 to 0.04 mole/kg). The error due to leakage dominates in the last part of the desorption isotherm of the first experiment. The error is calculated using:
For the second experiment, the split sorption error shows the same behaviour as in Fig. 7 , except that the leakage errors are now zero. Consequently, the errors in the low density desorption measurements drop from 0.03 to 0.02 mol/kg.
APPENDIX F: INTERPRETATION OF He EXPERIMENT
The volume ratio of the sample and reference cell (χ) is an important parameter in the interpretation of sorption experiments. Previous work generally assumes that He sorption is negligible. However, both Sircar [39] and Gumma [40] demonstrated that this assumption is invalid and suggested experimental procedures to determine the volume ratio. These procedures were not adopted by us, because of the limited operating temperature of our equipment. To incorporate the effect of He sorption on the Filtrasorb 400, we suggest an alternative approach based on the ansatz that He sorption on Filtrasorb 400 can be described with the Langmuir equation. The residuals from the fit provide the accuracy of the different parameters. The inaccuracy in V s is the dominant error in the CO 2 excess sorption isotherm. Fig. 8 shows that the match of the Langmuir and the data is good. The accuracy of V s is improved with almost an order of magnitude with this approach.
APPENDIX G: DETERMINATION MICROPORE VOLUME OF THE SOLID AND SORBED PHASE DENSITY
In the high density linear part of the excess sorption isotherm in ??, the absolute adsorbed amount is constant and equal to the product of the constant micropore volume and the constant sorbed phase density (Eq?). The measured excess sorption is then given by eq?. Eq.. implies that if rho=rhog at m=-and the is the slope. can tus be determined by regression.
The micropore volume of the solid, V , and the sorbed phase density, ρ a , can be determined directly from the linear part of the excess sorption isotherm. The abslute adsorbed amount in this part of the isotherm is constant. The maximum absolute adsorption can then be calculated with
where both V and ρ a must thus be constant. The measured excess sorption isotherm is then given by
Eq. (G2) immediately shows ρ a = ρ g at m ex = 0. Furthermore, it is clear that m ex is a linear function of ρ g , where −V is the slope. Both ρ g and V can thus be determined by linear regression through the high density excess sorption measurements. Table V shows the quality of the linear regressions. The ρ g and V are reported in table III. Pini [6] did not provide this analysis of his data. Therefore we performed a linear regression on his ρ g > 6 data, as we require a V for a comparison in section III. All excess sorption points with ρ g > 4 of the adsorption and desorption of both isotherms were used in the regression of our data. The σ n ex is in good agreement with the repeatability and a priori error (see section III and Appendix E). Our calculations show that the error of our measurements is not normally distributed, which was also expected from the a priori analysis..
