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//dx.doi.org/10.17268/sel.mat.2020.02.12
Resumen
Es bien sabido que las interacciones depredador-presa dependen fuertemente tanto de la respuesta funcio-
nal, como de las tasas de crecimiento de la población de presas y depredadores.
En este trabajo, el estudio se hará en base a un modelo de depredación del tipo Leslie-Gower, descrito
por un sistema bidimensional de ecuaciones diferenciales ordinarias (EDOs), asumiendo que la población
de presas es afectada por un efecto Allee fuerte y que los depredadores disponen de un alimento alternativo.
La respuesta funcional se asumirá lineal, la cual es presa-dependiente y monótonamente creciente. A
su vez, la ecuación de crecimiento de los depredadores también se considerará del tipo logı́stico, donde la
capacidad de soporte del medio ambiente para los depredadores se considera proporcional al tamaño de
la población de presas.
Entre los resultados obtenidos más importantes se tiene que para un mismo conjunto de parámetros,
existen diferentes comportamientos de las soluciones del sistema, pues pueden existir dos puntos de equi-
librio atractores. Entonces, las poblaciones pueden coexistir alrededor de tamaños poblacionales fijos, o
bien, la población de presas puede extinguirse.
Estimamos que los resultados analı́ticos obtenidos tienen una adecuada interpretación ecológica, bajo
los supuestos subyacentes en la modelación de la interacción de depredación con EDOs.
Palabras clave. Modelo depredador-presa, respuesta funcional, bifurcación, ciclo lı́mite, curva separatriz, estabi-
lidad.
Abstract
It is well known that predator-prey interactions are strongly dependent on the functional response as
well as the population growth rates of prey and predators.
In this work, the study will be based on a Leslie-Gower type predation model, described by a two-
dimensional system of ordinary differential equations (ODEs), assuming the prey population is affected by
a strong Allee effect and that predators have an alternative food.
The functional response will be assumed linear, which is prey-dependent and monotonously increas-
ing. In turn, the equation of growth of predators will also be considered of the logistic type, where the
environmental carrying capacity for predators is assumed proportional to the prey population size.
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Among the most important results obtained is that for a same set of parameters, there are different
behaviors of the system solutions, since two attractor equilibrium points can exist. Then, populations can
coexist around of fixed population sizes, or the prey population can become extinct.
We estimate that the analytical results obtained have an adequate ecological interpretation, under the
underlying assumptions in the modeling of the predation interaction with ODEs.
Keywords . Predator-prey model, functional response, bifurcation, limit cycle, separatrix curve, stability.
1. Introducción. El primer modelo depredador-presa fue propuesto por el matemático italiano Vito
Volterra en 1926 [44], siendo descrito por un sistema bidimensional de Ecuaciones Diferenciales Ordina-
rias (EDO) [1, 2]. El modelo coincidió con un modelo no lineal para interacciones bioquı́micas propuesto
anteriormente por el matemático estadounidense Alfred J. Lotka, por eso se le conoce como modelo de
Lotka-Volterra [33, 42].
En este primer modelo de depredación se concluye que el único punto de equilibrio positivo es un
centro, es decir, todas las trayectorias son órbitas cerradas concéntricas. Esto implica que los tamaños po-
blacionales de depredadores y sus presas oscilan alrededor de ese punto de equilibrio, para cualquier condi-
ción inicial. Sin embargo, resulta difı́cil correlacionar este resultado matemático con alguna interacción de
depredación del mundo real. Por tal motivo, se han formulado distintas propuestas para hacer frente a las
diversas objeciones que recibió el modelo de Lotka-Volterra [38].
Una de esas alternativa fue propuesta por Patrick H. Leslie en 1948 [30], el cual no se ajusta al esquema
del modelo de Lotka-Volterra [42], ni al modelo compartimentado planteado por Georgii F. Gause en 1934
[19], basado en un principio de trasferencia de masa [5]. Leslie asumió también que el crecimiento de la
población de presas es descrito por la ecuación logı́stica y que la respuesta funcional es lineal.
El modelo de Leslie o modelo de Leslie-Gower [31] es descrito por el sistema de EDO del tipo Kol-
mogorov [16, 20]:

















donde x = x (t) e y = y (t) indican los tamaños de las poblaciones de presas y depredadores para t ≥ 0,
respectivamente, los cuales son medidos como biomasa o densidad por unidad de área o volumen; λ es el
vector de parámetros, los que son todos positivos. Los significados ecológicos serán dados más adelante.
La principal caracterı́stica del modelo de Leslie es que la ecuación de crecimiento de los depredadores
es también del tipo logistico, en la cual la capacidad de soporte del medio ambiente de los consumidores
Ky es proporcional a la abundancia de presas, esto es, Ky = nx. Claramente el modelo de Leslie-Gower
[31], no está definido para x = 0, produciendo algunas anomalı́as en sus predicciones. Vaticina que si la
tasa de muerte de un depredador individual es casi nula, la población de depredadores puede crecer, si la
razón de depredador/presa es muy pequeña, es decir, la población de depredadores es incluso menor que la
población de presas [42].
Las principales propiedades dinámicas de este modelo son:
1. La singularidad (K, 0) es punto silla hiperbólico para cualquier conjunto de parámetros, atractora
en la dirección del eje− x.
2. Aunque el sistema no está definido en el origen, haciendo una extensión continua del campo vec-
torial Gµ al punto (0, 0), se puede demostrar que dicho punto es una silla no-hiperbólica.
3. Existe un único punto de equilibrio al interior del primer cuadrante, el cual es global asintótica-
mente estable (gas), y
4. En el sistema no existen ciclos.
A pesar de tales objeciones al modelo de Leslie sigue siendo utilizado para el estudio de interaciones
depredador-presa, introduciendo variadas modificaciones tratando de resolver esas observaciones [42].
En este trabajo se presentará el análisis de sistemas bidimensionales (planares) de ecuaciones dife-
renciales ordinarias (EDO) no lineales autónomos describiendo modelos depredador-presa deterministas
tiempo continuo. Están basados en el modelo de Leslie-Gower [31, 33, 42], modificando los factores claves
de esta interacción que son:
i) La función de crecimiento de la población de presas, asumiendo que es afectada por el fenómeno
llamado efecto Allee [11, 12, 39, 40].
ii) La respuesta funcional [16, 42], incluyendo competencia (o interferencia) entre los depredadores
[2, 17, 24, 26].
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iii) La función de crecimiento de la población de depredadores, asumiendo que los depredadores tie-
nen un alimento alternativo [25].
Hacemos presente que distintas funciones de crecimiento para las presas pueden ser considerads, tales
como la de Gilpin-Ayala, de Gompertz, de Ivlev, de Smith o de Watt [45]. Surge la pregunta si las dinámicas
de los sistemas son similares o distintas al considerar diferentes funciones de crecimiento de las presas.
Efecto Allee
Es un comportamiento social, nombrado ası́ en honor al Ecólogo estadounidense Warder Clyde Allee
(1885-1955), quien fue uno de los primeros que estudió este fenómeno [4, 11, 23, 39, 40]. Tiene otros
nombres en Dinámica Poblacional tales como: efecto de competencia negativa, dependencia inversa de la
densidad o dependencia positiva de la densidad; en particular en Ciencias Pesqueras es conocido como
depensación (depensation) [10, 32].
El efecto Allee es una relación positiva entre un componente de la adaptación (fitness) individual y el
número o la densidad de los conespecı́ficos [11, 39, 40].
Es un fenómeno ecológico que ocurre a bajas densidades de población, donde la tasa de crecimiento
per capita es una función creciente de la abundancia de la población. A grandes tamaños de población esta
tasa es negativa como sucede en la ecuación logı́stica para todo tamaño poblacional.
Algunas poblaciones pueden exhibir el efecto Allee debido a una amplia gama de fenómenos biológi-
cos, como la reducida vigilancia antipredadores, la termorregulación social, la dificultad de apareamiento,
y la alimentación deficiente a bajas densidades; sin embargo, varias otras causas pueden conducir a este
fenómeno (ver Tabla 1 en [4] o Tabla 2.1 en [12]).







donde x = x (t) indica el tamaño de una población para t ≥ 0; el parámetro r es la tasa de crecimiento
intrı́nseco de la población y K indica la capacidad de soporte del medio ambiente (tienen los mismos
significados que en la ecuación logı́stica); m es el parámetro asociado al efecto Allee.
Si m > 0, se denomina el mı́nimo de población viable o umbral de extinción y se tiene un efecto Allee
fuerte. Claramente, si en la ecuación (1.1), se tiene que dxdt < 0, implicando que la población tiende a la
extinción.
Si m < 0, se tiene un efecto Allee débil.
Notamos que la ecuación (1.1) describe un efecto Allee, cuando la tasa de crecimiento per capita es
negativa para valores de la variable x cercanos a cero, lo cual sucede, si y sólo si, −K < m << K.
Para modelar este fenómeno social han sido propuestas variadas expresiones matemáticas en la litera-
tura ecológica para formalizar el efecto Allee, aunque muchas de ellas son topológicamente equivalentes
[22]. Algunas de la ecuaciones con que se ha sido modelado el efecto Allee son las siguientes
1. dx





que es deducida en [14, 41] y propuesta en [39].
2. dx





propuesta en [7] y usada recientemente en modelos de depredación [42].
3. dx
dt = r (1−
x
K )x− bx exp (−cx) ,
derivada pr J. R. Philip in 1957 [36], dando argumentos probabilisticos, con b, c > 0.
Por otra parte, recientes investigaciones dan cuenta que dos o más efectos Allee producidos por dife-
rentes causas, pueden generar mecanismos que actúan simultáneamente en una sola población (ver Tabla 2
en [4] o Tabla 2.4 en [12]); la influencia combinada de algunos de estos fenómenos es llamada efecto Allee
múltiple [4, 8].
Competición entre los depredadores (CAP)
La proposición más antigua para la competición (o interferencia) entre los depredadores (CAP) se
formuló de manera independiente en 1975 por J. A. Beddington [3] y por Donald DeAngelis y colaborado-
res [13], proponiendo una nueva respuesta funcional dependiente de ambas poblaciones interactuantes. Es
descrita por la función
h (x, y) = qxa+bx+cy , con q, a, b, c > 0.
En [43] se establecen las propiedades de un modelo de depredación del tipo Leslie-Gower considerendo
la respuesta funcional de Beddington-DeAngelis h (x, y).
Una segunda forma para la CAP fue formulada por Herbert I. Freedman en 1979 [17], modificando el
supuesto de los modelos habituales. Al asumir que la tasa total de presas consumidas por depredación, es
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la respuesta funcional dependiente sólo de las presas, por el número de depredadores. Freedman propuso la
función
h (x, y) = h (x) yβ ,
donde β es la constante de interferencia mutua, de modo que 0 < β < 1, y h (x) es la respuesta
funcional del depredador dependiente sólo de la población de presas.
Siguiendo a Colin W. Clark [10], en modelos bioeconómicos la función B (y) = yβ expresa la conges-
tión entre las embarcaciones de pesca (la especie humana coonsiderada como un depredador) que cosechan
un banco de peces, resultando una disminución de las tasas de captura [21, 27].
La tercera forma para describir la CAP es dada por la adición de un término cuadrático negativo a la
ecuación de crecimiento de los depredadores [2]. Por lo tanto, la función que describe la mortalidad de los
depredadores toma la forma ϕ (y) = −cy− ey2, con c y e > 0. Es usada principalmente en los modelos de
depredación del tipo Gause [19].
En este caso, se supone que la población de depredadores puede reducirse por otras causas como el
tamaño del hábitat adecuado para que el depredador viva y se reproduzca allı́ [2].
En este trabajo modelamos la CAP con la forma presentada por H. I. Freedman [17], el cual es orga-
nizado como sigue: En la Sección 2 haremos la descripción del modelo y en la Sección 3 se efectuará la
descripción de las propiedades fundamentales. En la Sección 4, presentamos las interpretaciones ecológicas
de los resultados obtenidos.
2. Proposición del modelo. El modelo a estudiar es una modificación del Modelo de Leslie-Gower
siendo descrito por el siguiente sistema bidimensional de ecuaciones diferenciales autónomas de tipo Kol-
mogorov [16, 20]:


















donde x = x (t) e y = y (t) indican los tamaños poblacionales de presa y depredadores, respecti-
vamente, para t ≥ 0 y µ = (r,K, q, s, n, c,m, α) ∈ R6+ × ]−K.K[ × ]0, 1[. Los parámetros tienen los
siguientes significados ecológicos:
r y s indican la tasa de crecimiento intrı́nseco de la población de presas y depredadores, respectiva-
mente,
K es la capacidad de soporte del medioambiente para las presas,
m > 0, es el umbral de extinción del efecto Allee afectando a las presas o mı́nimo de población viable
[4, 24, 28],
q es la tasa de consumo de los depredadores,
n representa la calidad enérgetica que proveen las presas como alimento para los depredadores,
c indica el tamaño máximo disponible del alimento alternativo.
β es la constante de interferencia (competición) mutua [17, 27].
El sistema ( 2.1) está definido en todo el primer cuadrante, esto es,
Ω =
{
(x, y) ∈ R2 : x ≥ 0, y ≥ 0
}
.
Los puntos de equilibrio del sistema (2.1) o campo vectorial Gµ (x, y) son: (0, 0), (m, 0), cuando
m > 0, (K, 0), (0, c), y los que están en la intersección de las isoclinas











Hacemos, notar que en [23], se describieron las propiedades del sistema cuando β = 1 y c = 0.
Con el objeto de simplificar los cálculos se efectúa un cambio de variables y un reescalamiento del
tiempo, dado en el siguiente lema.
Lema 2.1. El sistema ( 2.1) es topológicamente equivalente al sistema
(2.2) Gν (u, v) :
 dudτ =
(




dτ = S (u+ C − v ) v,
donde ν = (Q,S,C,M, β) ∈ R3+ × ]−1, 1[× ]0, 1[ con C = cnK , M =
m
K , Q =
q(nK)β
rK y S =
s
rK .








r (1− u) (Ku−m)− q (nKv)β
)
Ku
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Efectuando el reescalamiento del tiempo dado por






















































u+ cnK − v
)
v.
Definiendo M = mK , S =
s
rK , C =
c
nK y Q =
q(nK)β
rK , se tiene el enunciado.
El sistema ( 2.2) o campo vectorial Gν (u, v) está definido en
Ω̄ =
{
(u, v) ∈ R2 : u ≥ 0, v ≥ 0
}
.
Observación 2.1. Hemos construı́do un difeomorfismo [9, 15] ϕ : Ω̄× R→ Ω× R, tal que






= (x, y, t).















Por lo tanto, el difeomorfismo preserva la orientación del tiempo.
En lo que sigue asumiremos que M > 0.
Puntos de equilibrio
Los puntos de equilibrio del sistema ( 2.2) son (0, 0), (M, 0), (1,0), (0, C), y los puntos que están en
la intersección de las isoclinas.
v = u+ C y v =
(
1




Notamos que la segunda isoclina está definida para M ≤ u ≤ 1, salvo algunos casos particulares del
parámetro β.
Entonces, la absisa de los puntos de equilibrio positivos o al interior del primer cuadrante satisfacen la
ecuación trascendente:
(2.3) P (u) = Q (u+ C)β − (1− u) (u−M) = 0.
Lema 2.2. La ecuación (2.3) puede tener a lo más dos raı́ces reales positivas, o bien una de multipli-
cidad dos o ninguna.
Demostración: Sean g1 (u) = Q (u+ C)
β y g2 (u) = (1− u) (u−M).
La función g1 representa una curva monótonamente creciente, cuyo intercepto en el eje−v es g1 (0) =
QCβ .
La función g2 representa una parábola, y los interceptos en el eje− u son u = 1 y u = M .










Las funciones tienen intersección, si y sólo si, g1 (0) < vmáx, es decir, si y sólo si,QCβ < 14 (1−M)
2.
Determinaremos, los valores de u en la ecuación ( 2.3), donde se produce la intersección entre g1 y g2.
usando la tangencia de las funciones.







= Qβ (C + u)
β−1, y
d
du ((1− u) (u−M)) = M − 2u+ 1,
Sea u∗ la absisa del punto de tangencia de ambas curvas, cuando existe. Entonces,
Qβ (C + u∗)
β−1
= M − 2u∗ + 1.
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Además u∗ es solución de la ecuación ( 2.3), es decir,
Q (u∗ + C)
β
= (1− u∗) (u∗ −M).
Reemplazando se tiene que u∗ satisface la ecuación polinomial
(2.4) h (u∗) = (2− β)u∗ + (2C − (1− β) (M + 1))u∗ − (Mβ + C (M + 1)) = 0.



















con u∗1 < 0 < u
∗
2 y
∆T = (1− β)2M2 + (2 (2C + (2− β)β + 1))M+
(
(2C + 1)
2 − (2− β)β
)
,
siendo u∗2 la única raı́z real positiva de la ecuación (2.4).
Por lo tanto, la ecuación ( 2.3), puede tener hasta dos raı́ces reales positivas. Si existen, ellas son
u1 = u
∗
2 − ε, y u2 = u∗2 + ε, con ε > 0.
En Figura 2.1 se muestra las posibles intersecciones de las curvas g1 y g2.
Figura 2.1: Posición relativa de las gráficas de las funciones g1 (u) = Q (u+ C)
β y g2 (u) =
(1− u) (u−M), para M y β fijos y diferentes valores de Q.
Corolario 2.1. El sistema ( 2.2) puede tener hasta dos puntos de equilibrio positivos, uno o ninguno.
Demostración: Inmediata
Para determinar la naturaleza local de los puntos de equilibrio se requiere la matriz Jacobiana (o matriz
de la comunidad) del sistema, la cual es:
DGν (u, v) =
 DZλ (u, v)11 −Qβuvβ−1 (u+ C)
Sv S (u+ C − 2v)
 ,
donde
DGν (u, v)11 =
(




(1− u) (u−M) −Qvβ
)
(u+ C)+u (u+ C) (M − 2u+ 1).
Notamos que la matriz Jacobiana del sistema ( 2.2) no está definida para v = 0.
3. Resultados principales. Para el sistema ( 2.2) o campo vectorialGν (u, v) tenemos las propiedades
que mostramos a continuación.
Lema 3.1. El conjunto Γ̄ =
{
(u, v) ∈ Ω̄ : 0 ≤ u ≤ 1, v ≥ 0
}
es una región positivamente invariante.
Demostración: Claramente los ejes coordenados son conjuntos invariantes.
Si u = 1, se tiene que la primera ecuación del sistema ( 2.2) es
du
dτ = −Qv
β (1 + C) < 0,
lo cual indica que las soluciones del campo vectorial cruzan la recta u = 1, cualquiera sea la dirección
de la segunda componente del sistema ( 2.2).
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Observación 3.1. i) El conjunto Γ̄C =
{
(u, v) ∈ Ω̄ : 0 ≤ u ≤ 1, 0 ≤ v ≤ u+ C
}
⊂ Γ̄ es también
una región positivamente invariante del sistema (2).
ii) En el sistema original ( 2.1), el conjunto Γ = {(x, y) ∈ Ω : 0 ≤ x ≤ K, y ≥ 0} es una región
positivamente invariante y
Γc = {(x, y) ∈ Ω : 0 ≤ x ≤ K, 0 ≤ Y ≤ nx+ c} ⊂ Γ
es también una región positivamente invariante.
Lema 3.2. Las soluciones son uniformemente acotadas.
Demostración: Usando el Teorema de Comparación para las desigualdades diferenciables [6].
De la primera ecuación tenemos
du
dτ ≤ (1− u) (u−M)u, para todo v ≥ 0, cuando 0 < u < 1.
También sabemos que
u→ 1, cuando τ →∞ y u < 1.
u→ 1, cuando t→∞ y u > 1.
Sea L = max {u (0) , 1}; entonces u (t) ≤ L, para todo t ≥ 0.
Además, 0 < u < u+ C.









dτ = (1− u) (u−M)u−Quv + (u+ C − v ) v.
Ahora considerando la suma de dwdτ y σw, con σ > 0, obtenemos
dw
dτ + σw = Mu
2 −Mu+ u2 − u3 −Quv + (u+ C) v − v2 + σu+ σS v
Luego
dw
dτ + σw = Mu
2−Mu+ u2− u3−Quv−
(

























S (L+ C); luego
0 < dwdτ + σw ≤ N ,
que es una desigualdad diferencial de primer orden.
Aplicando el teorema de comparación para desigualdades diferenciales (página 30 en [6]), obtenemos
que
0 < w (τ) eτ ≤ Neτ +N2.
Cuando τ = 0, obtenemos que w (0) ≤ N +N2; o sea, N2 ≥ w (0)−N .
Entonces hay p ∈ N tal que N2 ≤ p (w (0)−N);
Por lo tanto, w (τ) eτ ≤ Neτ + p (w (0)−N)
i.e., w (t) ≤ N + p (w (0)−N) e−t.
Luego, cuando τ →∞ entonces w (τ) ≤ N .
Por tanto, las soluciones están acotadas.
3.1. Naturaleza de los puntos de equilibrio sobre los ejes. Observamos que la naturaleza de los
puntos de equilibrio no se puede determinar usando la metodologı́a estándar mediante la evaluación de la
matriz Jacobiana, debido a que no está definida para v = 0, aunque el sistema esté definido para ese valor.








Reemplazando la segunda ecuación del sistema ( 2.2) obtenemos el nuevo sistema
(3.1) Wη (u,w) :

du










con η = (Q,M,S,C, β) ∈ R3+×]0, 1[.











, con ue determinado
por la intersección de las isoclinas
h1 (u) = (u+ C)
β y h2 (u) = 1Q (1− u) (u−M).
o bien, ue satisface la ecuación ( 2.3)
p (u) = Q (u+ C)
β − (1− u) (u−M) = 0.
La matriz Jacobiana del sistema ( 2.4) es:
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DWη (u,w) =
 DWσ (u,w)11 −Qu (u+ C)
βSw βS
(





DWσ (u,w)11 = u (u+ C) (−1) + (1− u−Qw) (u+ C) + (1− u−Qw)u.
Claramente, la matriz Jacobiana está definida para v = 0.
La naturaleza de los puntos de equilibrio del sistema ( 3.1) sobre el eje− u queda determinada por los
siguientes lemas:
Lema 3.3. El punto de equilibrio (0, 0) es un repulsor.
Demostración: La matriz jacobiana evaluada en (0, 0) es:









Por tanto, por el teorema de la traza y el determinante [35], el punto de equilibrio (0, 0) es repulsor del
sistema ( 3.1).
Lema 3.4. El equilibrio (1, 0) es un punto silla
Demostración: La matriz jacobiana evaluada en (1, 0) es:
DWη (1, 0) =
 − (1 + C) − (1 + C)Q
0 β2S (1 + C)
,
por consiguiente, detDWη (1, 0) = −β (1 + C)2 S < 0.
Considerando el teorema de la traza y el determinante [35], el punto de equilibrio (1, 0) es una silla
hiperbólica del sistema ( 3.1).
Lema 3.5. El punto de equilibrio (M, 0) es un repulsor.
Demostración: La matriz jacobiana evaluada en (M, 0) es:
DWη (M, 0) =
 −M (M + C) − (M + C)MQ
0 β2S (M + C)
,
por lo tanto, detDWη (M, 0) = −β2SM (M + C)2 < 0.
De acuerdo al teorema de la traza y el determinante [35], el punto de equilibrio (M, 0) es una silla
hiperbólica del sistema ( 3.1).
Se puede concluir que para el sistema ( 2.2), los puntos de equilibrio sobre el eje−u, tienen la siguiente
naturaleza.
Corolario 3.1. El punto de equilibrio
a) (0, 0) es un repulsor no-hiperbólico,
b) (1, 0) es una silla no-hiperbólica, y
c) (M, 0) es un repulsor no-hiperbólico.
Observamos que cuando β → 1 el sistema tiene un comportamiento similar al caso en que β = 1,
sistema analizado en [23].
Ahora volvemos a considerar la matriz jacobiana del sistema ( 2.2).
Lema 3.6. El punto de equilibrio (0, C) es un atractor para todo valor de parámetros.














C2 > 0, y
trDY
λ




C − SC < 0.
Por tanto, el punto (0, C) es un atractor hiperbólico.
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3.2. Naturaleza de los equilibrios positivos. La matriz Jacobiana evaluada en los puntos (ue, ue + C)
es
DGν (ue, ue + C) =
 ue (ue + C) (M − 2ue + 1) −Qαue (ue + C)β
S (ue + C) −S (ue + C)
,
Luego,
detDGν (ue, ue + C) = Sue (ue + C)
(
Qα (ue + C)
β − (M − 2ue + 1) (ue + C)
)
= Sue (ue + C) (ue + C)
β
(
Qβ − (M − 2ue + 1) (ue + C)1−β
)
,
Como Q (u+ C)β = (1− u) (u−M), entonces el signo de detDGν (ue, ue + C) depende del factor
L1 = Qβ (ue + C)
β − (M − 2ue + 1) (ue + C).
Además,
trDGν (ue, ue + C) = (ue + C) ((M − 2ue + 1)ue − S).
cuyo signo depende del factor L2 = (M − 2ue + 1)ue − S
Asumiendo que existen dos puntos de equilibrio positivos (ue1, ue1 + C) y (ue2, ue2 + C), con M <
ue1 < ue2 < 1, tal que
ue1 = u
∗







Recordando la ecuación ( 2.3) se tiene que Q (ue + C)
β
= (1− u) (u−M). Luego,
L1 = β (1− u) (u−M)− (M − 2u+ 1) (u+ C)
= (2− β)u2 + (2C − (1− β) (M + 1))u− (Mβ + C (M + 1))
que coincide con la ecuación para T , el factor que determina la tangencia de las curvas g1 y g2.
Se tiene que:
Teorema 3.1. El equilibrio (ue1, ue1 + C) cuando existe, es un punto silla hiperbólico.








, entonces el factor L1 < 0.
Es inmediato que detDGν (ue1, ue1 + C) < 0.
Por lo tanto, el equilibrio (u1, u1 + C) es un punto silla.
Teorema 3.2. La variedad estable superior W s+ y la variedad inestable derecha Wu+ del punto silla
(ue1, ue1 + C) generan un curva homoclı́nica que encierra al punto equilibrio (ue2, ue2 + C).
Demostración: Usando el teorema de existencia y unicidad de las soluciones [9] y la geometrı́a de las
variedades estable e inestable del punto silla (ue1, ue1 + C).
La trayectoria determinada por la variedad inestable derecha Wu+ no puede cortar a la recta u = 1,
porque Γ̄ es una región positvamente invariante. Luego, su ω − limite debe ser:
i) El punto (ue2, ue2 + C), cuando este es un atractor;
ii) un ciclo lı́mite estable, si (ue2, ue2 + C) es un repulsor;
iii) el punto (0, C).
Por otra parte, el α − limite de W s+ puede ser el punto (ue2, ue2 + C), o un ciclo lı́mite inestable
rodeando ese punto, o bien, puede estar a la derecha, en la dirección del eje− x, fuera de Γ̄.
Luego, hay un subconjunto en el espacio de parámetros para el cual Wu+ se intersecta con W
s
+ y se
obtiene una curva homoclı́nica.
Teorema 3.3. Naturaleza del punto (ue2, ue2 + C)
Sean Wu+ (1, 0) la variedad inestable superior del punto silla (1, 0) y W
s
+ (ue1, ue1 + C) la variedad
estable superior del punto (ue1, ue1 + C). Consideremos los puntos (u∗, vu) ∈ Wu+ (1, 0) y (u∗, vs) ∈
Wu+ (ue1, ue1 + C), con ue1 < u
∗ < 1.
La relación entre vu y vs, determina la estabilidad del punto (ue2, ue2 + C) de la siguiente manera.
1. Supongamos que vs > vu, entonces el punto de equilibrio es:
1.1 Un atractor hiperbólico, si y solo si, (M − 2ue2 + 1)ue2 < S.
1.2 Un repulsor hiperbólico, si y sólo si, (M − 2ue2 + 1)ue2 > S.
1.3 Un foco débil, si y sólo si, (M − 2ue2 + 1)ue2 = S.
2. Supongamos que vs < vu, entonces, es un nodo o foco repulsor hiperbólico y las trayectorias del
sistema ( 2.2) tienen al punto (0, C) como su ω − limite, siendo un equilibrio casi globalmente
estable [34, 37].
Demostración: Evaluando la matriz Jacobiana en el punto (ue2, ue2 + C) asumiendo L2 negativo,
positivo o cero, y considerando las posiciones relativas de la variedad estable del punto (ue1, ue1 + C) y la
variedad inestable del punto (1, 0).
Corolario 3.2. Existe una bifurcación de Hopf generada cuando (ue2, ue2 + C) es un foco débil .
Demostración: Usando la condición de transversalidad.
Gonzáles-Olivares E, Rojas-Palma A.- Selecciones Matemáticas. 2020; Vol. 7(2): 302-313 311
∂
∂S (trDGν (ue, ue + C)) =
∂
∂S ((ue + C) ((M − 2ue + 1)ue − S))
= − (ue + C) < 0.
Teorema 3.4. Existen condiciones en los parámetros en los cuales los puntos de equilibrio colapsan,
dando origen a un silla-nodo atractor y luego a un punto cúspide, es decir, existe una bifurcación de
Bogdanov-Takens [29].
Demostración: Aplicando las condiciones para la existencia del punto de equilibrio silla-nodo al coin-
cidir los puntos de equilibrio positivos.
4. Conclusiones. Aunque los modelos descritos con EDO pueden ser cuestionados por diversas limi-
taciones y por la existencia de hipotesis subyacentes, se han incorporado a los modelos diversos fenómenos
ecológicos presentes en muchas poblaciones o en las interacciones entre espécies, tales como el uso de re-
fugio por una parte de la población de presas, formación de grupos de defensa, comportamiento de rebaño,
agregación, defensas inducibles, captura o cosecha (modelos bioeconómicos [10]), enfermedades (modelos
eco-epidemiológicos), migraciones, etc. Esto ha incrementado las dificultades de análisis de los sistemas
que describen esos modelos que consideran depredación [2].
La inclusión del efecto Allee afectando a la población de presas a bajas densidades de población,
no sólo tiene importancia ecológica sino también matemática, pues modifica fuertemente la dinámica del
modelo que no considera ese efecto [27].
Analı́ticamente deben ser estudiados diferentes casos, asumiendo Allee fuerte m > 0, Allee débil
m < 0 y el caso especial de efecto Allee débil m = 0.
En el único caso aquı́ estudiado cuando m > 0, se han detectado existencia de varios tipos de bifurca-
ciones, tales como: Bifurcación de Hopf, Homoclı́nica, Heteroclı́nica, Bogdanov-Takens y Hopf Múltiple
[9, 29], lo cual revela su riqueza dinámica. Las propiedades del sistema para los otros casos será estudiado
en un trabajo posterior.
En resumen se pueden destacar los siguientes aspectos del modelo modificado de Leslie-Gower [31].
1. Puede existir hasta dos puntos de equilibrio positivos.
2. Existe una curva separatriz en el plano de fase, dividiendo el comportamiento de las soluciones
del sistema. Dos trayectorias con condiciones iniciales muy cercanas, pero a diferente lado de esa
separatriz pueden tener ω − lı́mites muy alejados, como son el punto (0, C), o bien, el punto de
equilibrio positivo o un ciclo lı́mite estable.
Eso implica que existe una alta dependencia de las soluciones a las condiciones iniciales, para el
mismo subconjunto de parámetros. Entonces, para tamaños poblacionales de presas y depredado-
res cercanos, la población de presas puede desaparecer o coexistir con sus depredadores en el largo
plazo, ya sea en valores fijos u oscilando alrededor de ese punto.
3. Existen valores de parámetros para los cuales una órbita homoclı́nica generada por un punto silla
hiperbólico.
El rompimiento de esta curva cuando varı́an los parámetros, origina un ciclo lı́mite no-infinitesimal
(teniendo una bifurcación homoclı́nica [2]), cuya estabilidad debe ser determinada.
La existencia de esta curva, difı́cil de visualizar en las simulaciones numéricas, implica que las po-
blaciones pueden coexistir en un subconjunto reducido del espacio de fase. La curva homoclı́nica
es la frontera de la bacı́a de atracción del punto de equilibrio positivo atractor.
4. Existen condiciones en el espacio de parámetros para las cuales puede haber hasta dos ciclos
lı́mites concéntricos alrededor de un punto de equilibrio positivo (Hay una bifurcación de Hopf
múltiple [18]).
5. Cuando los dos puntos de equilibrio coinciden, se genera un punto cúspide y se obtiene una bifur-
cación de Bogdanov-Takens.
La existencia de múltiples ciclos lı́mites es una propiedad matemática que está relacionada con el
problema 16 de Hilbert, propuesto el año 1900 por el matemático David Hilbert, relacionado con la cantidad
de ciclos lı́mites y su posición relativa de sistemas de ecuaciones diferenciales ordinarias polinomiales y
que aún permanece no resuelto [18].
En el ámbito de los modelos de depredación tampoco es conocida una interacción en la naturaleza
o creada en laboratorio que posea al menos de dos ciclos lı́mites (ciclos ecológicamente estables). Esto
implica que el sistema que describa el modelo debe tener al menos tres ciclos lı́mites, dos de ellos estables
y el tercero entre ambos debe ser inestable [18].
Comparando nuestros resultados con los obtenidos en [23], vemos que las dinámicas son similares y
por tanto pareciera que el parámetro β no tiene una fuerte incidencia en el comportamiento del modelo. Sin
embargo, con el modelo estudiado en [27] hay una gran diferencia, pues en el modelo sin considerar efecto
Allee, el único punto de equilibrio positivo es global asintóticamente estable.
Es bien sabido que cualquier modelo representa una abstracción de la realidad. El problema no es si
son verdaderos, sino si son válidos y creı́bles los resultados obtenidos, bajo los supuestos declarados y
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subyacentes en el modelo.
En el artı́culo de Berryman et al. [5] se expresa que: “Además de una base mecanicista lógica, un
modelo depredador-presa creı́ble también debe poseer propiedades biológicas y ecológicas razonables”. En
ese trabajo, se establecen los atributos mı́nimos para que un modelo depredador-presa sea creı́ble. Luego,
estos atributos determinan varias condiciones para la ecuación de las presas y diferentes condiciones para
los parámetros.
Nosotros consideramos que los modelos expuestos satisfacen esos requerimientos y que las interpre-
taciones ecológicas de los resultados analı́ticos obtenidos tienen coherencia y son congruentes con los
supuestos declarados.
Por otra parte, estos resultados obtenidos pueden servir de base o ser comparados con modelos en que
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