In this paper, the estimation of the parameters in partial functional linear models with ARCH(p) errors is discussed. With employing the functional principle component, a hybrid estimating method is suggested. The asymptotic normality of the proposed estimators for both the linear parameter in the mean model and the parameter in the ARCH error model is obtained, and the convergence rate of the slope function estimate is established. Besides, some simulations and a real data analysis are conducted for illustration, and it is shown that the proposed method performs well with a finite sample.
Introduction
In order to combine the flexibility of linear regression models with the recent methodology for the functional linear regression models, partial functional linear models, which was introduced by [1] , is considered as follows: Reference [3] considered the least square estimator of model (1.1) using the Karhunen-Loève (K-L) expansion to approximate the slope function, established asymptotic properties of the resulting estimation. Based on Tikhonov regularization, [4] introduced the functional ridge regression estimation procedure, and showed asymptotic normality of the estimated infinite dimensional regression coefficients as well as the convergence rate of the estimated slope function. Using the technique of polynomial splines, [5] considered the estimation of model (1.1) by minimizing the square of residuals, and furtherly considered the asymptotic property of the estimators. Recently, to get the robust estimator of coefficients of (1.1), the model has been also considered in the frame of qunatile regression ( [6] [7]). Some authors also considered the model (1.1) from the view of hypothesis test, such as, [8] construct pivot by the square of residuals under the null and alternative hypothesis, to test whether the linearity term of (1.1) exists or not.
Moreover, the generalized form of model (1.1), like semiparametric partially linear regression model for functional data and functional partial linear single-index model, has been respectively considered by [9] [10].
However, all the works have a common assumption that the responses are observed independently. As is well known, uncertainty such as volatility uncertainty is a common phenomenon in modern economic and financial theory.
Therefore, the assumption of independence of the response observations is not valid in the real data analysis. Motivated by the fact mentioned above, we may want to reconsider the model (1.1) so that it can reflect the volatility of the data.
Fortunately, conditional heteroscedasticity can reflect the size of volatility appropriately. One of the most popular models which can show the heteroscedasticity in econometrics is the autoregressive conditional heteroscedasticity (ARCH) model which was introduced by [11] and have had an enormous impact on the modeling of financial data. More importantly, many authors have studied the ARCH models to make it more perfect in theory. For example, reference [12] considered the existence of the strictly stationary and ergodic solution and high moment of the ARCH model; [13] studied strong law of large numbers of the absolute value sequence from ARCH.
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The ARCH(p) model for { } i ε is defined by the following equations: 
Estimation
Firstly, we shall study how to produce the estimators ˆ, 
where m → ∞ as n → ∞ . Furthermore, we employ the empirical version of 
and the least square estimator β and ˆ γ are given by
By simple calculation, we have To get asymptotic properties of β , let
Then β is equal to 
So far, we have already obtained the estimator β and γ , now we turn to consider the estimation of ( ) 
Asymptotic Properties
We first state the assumptions under which the asymptotic properties are proved, It is easy to see that [ ]
process forms a martingale difference sequence with 
Then, as [12] and [14] proved, there exists a strictly stationary solution for the p-th order ARCH process given by and for each j
for some constant C. For the eigenvalues of X C , assume that there exist C and 1 a > such that
to prevent the spacings among eigenvalues being too small. In order to guarantee that the regression weight function γ is smoother than the sample path X, for the Fourier coefficients j γ , we suppose that
for some constant C and 2 1 b a > + . On the tuning parameter, we assume that
for all n. Besides, we also assume that
for the random vector z with ( )
which is assumed positive definite, and
With the assumptions that mentioned above, we have the following results. f ξ , the sparsity estimation methods or the kernel density estimation ideas, suggested by [17] and [18] respectively, can be used for this paper.
Simulation Studies
In this section, simulations are carried out to show the finite sample performance of the proposed method. The data is generated from the model (1.1) in the case We also would like to know that how will the LAD method behave when the error of the ARCH sequence is not heavy tailed, such as Table 1 and Table 2 , with the increasing of sample size n, it can be 2) For every fixed sample size n, it can be seen the larger value of coefficients α , the larger the corresponding MSE for the different coefficients form of errors. Table 1 . This is due to the stronger volatility for larger , 1, 2 j j α = .
1) From
3) From Table 1 , for every fixed sample size n, when 1 2 , α α take values 0, which is the case considered by [3] , the MSE and MISE of β are smaller than those with ARCH errors. This shows that the dependence of errors makes the estimators more varying. However, with the increasing of sample size, the later ones decrease and could reach the former quantities.
4) The MSE of the coefficients α , in Table 3 , using the LS method for ( ) 5 t produced errors get larger values, compared to the results of estimator given by (2.3). Specifically, unlike the results in Table 1 and Table 2 , the results of 0 α for the boundary case ( ) ( ) Table 4 shows that the LAD method could perform as well as the LS method even for non-heavy tailed distribution of the error.
6) As Table 1 and Table 2 show, the difference of the estimators of β between the two selection methods of m is very small.
Based on simulation results from Table 1 and Table 2 , it seems that the estimator of γ corresponding to FPCA is better in view of MISE. As we know, when using FPCA to choose m, a threshold value for the ratio is needed. We reset the threshold value as 0.80 rather than 0.85 for the case 100 n = and
, the MISE will become 6.6373 which is bigger than 0.9230 given in Table 1 . As far as we know, there is no theoretical research on how the threshold value should be set to get a compromise between goodness of fit and the precision of the estimated slope function.
From Figure 1 , it can be seen that the estimated function can fit the true function approximately no matter which method is used to choose the tuning parameter m, which demonstrate that the proposed method works well.
From the above observation, we see that the estimator (2.4) performs well, even under the boundary condition. It may be theoretically interesting to know the performance of the estimator in this case, but it is beyond our focus here.
Real Data Analysis
In this section, we apply the proposed method to deal with a real dataset. The data consist of monthly electricity consumption, denote by C, consumed by of β is 0.01, which is reduced by 94% comparing with the value 0.18, which is given under ignoring concrete form of the error, showing it is promising to consider the ARCH structure.
Discussion
In this paper, the estimation of partial functional linear models with ARCH(p) [8] ). In the future study, under the errors' dependent structure, we will further consider the estimation of the model (1.1) using the kernel method noticing that the relationship between z and X may be relaxed. Since the heteroscedasticity in economics is a common phenomenon, the theory study of the model is practically useful and worthy to be explored.
Furthermore, based on the fact the consistency of α and β can be respectively obtained from Theorem 3 and the proof of Theorem 1, the inference to the models could be made precisely within this paper by the asymptotic normality of β .
Appendix. Proofs of the Theorems
We will state the proofs of the theorems given in Section 3. Firstly, some lemmas will be given. 
