We studied complexity of the stock market by modeling ǫ-machine of Standard and Poor's 500 index from February 1983 to April 2006 using causal-state splitting reconstruction algorithm. We found that the statistical complexity and the number of causal states of constructed ǫ-machines have decreased for twenty years and that the average memory length needed to predict the future optimally has become shorter. These results support that the randomness of market has increased and the information is delivered to the economic agents more rapidly in year 2006 than in year 1983 and hence immediately applied to the market prices.
Introduction
Financial systems have been one of active research fields for physicists. This interdisciplinary research area called econophysics has been investigated by means of various statistical methods, such as the correlation function, multifractality, minimal spanning tree, and agent-based models [1, 2, 3, 4, 5, 6] . Recently many empirical time series in financial markets become available and has been also investigated by the rescaled range (R/S) analysis to test the presence of correlations [7] and detrended fluctuation analysis to detect longrange correlations embedded in seemingly non-stationary time series [8, 9] and so on.
In this paper we adopt the computational mechanics (CM) based on the information and computation theory to investigate the complexity of the stock market. Despite its strong functionality, CM has been applied only to analyze abstract models such as cellular automata [10, 11] and Ising spin system [12] , or empirical data in the geomagnetism [13] and in the atmosphere [14] . We believe that CM enables the complexities and structures of different sets of data to be quantifiably compared and that it directly discovers intrinsic causal structure within the data [13] . This approach also shows how to infer a model of the hidden process that generated the observed behavior.
We examined the tick data of Standard and Poor's 500 (S&P500) index from February 1983 to April 2006 by constructing deterministic finite automata called "epsilon-machine" [15] from the time series and by calculating the statistical complexity from the constructed machine. ǫ-machine can be constructed by causal state splitting reconstruction (CSSR) algorithm [16] . The ǫ-machine captures the patterns and regularities in the observations in a way that reflects the causal structure of the process. With this model in hand, we can extrapolate beyond the original observations to predict future behavior [17] . The constructed ǫ-machine is a step toward the eventual use of such machine in finding effective patterns embedded in the price index of stock market. We analyzed the result in relation to efficient market hypothesis (EMH).
Principles
At first we introduce the basics regarding to the ǫ-machine and the statistical complexity as one of complexity measures.
ǫ-machine
An infinite string ← → S can be divided into two semi-infinite halves, i.e. a future − → S and a history ← − S . A causal state is defined as a set of histories that have the same distribution of conditional probabilities for all the futures. ǫ is a function that maps each history to a set of histories. Each set corresponds to a causal state:
where
, that is, L consecutive random variables taking values from the finite set A. The transition probability T (a) ij denotes the probability of generating a symbol a when making the transition from state S i to state S j [17, 18] . The combination of the function ǫ from histories to causal states with the labeled transition probabilities T (a) ij is called the ǫ-machine [17] , which represents a computational model underlying the given time series.
Statistical complexity and topological complexity
From the constructed ǫ-machine the Pr(S i ), the probability of finding the system in the ith state after the machine has been running infinitely long is calculated. Then the statistical complexity and the topological complexity are defined as
where S is the set of causal states and S is the number of states [18] . C µ measures the minimum amount of historical information required to make optimal forecasts [12, 14] . By the definitions of the statistical and topological complexities, the topological complexity is the upper bound of the statistical one. And the equality holds when the distribution is uniform, that is, for all causal states Pr(S i ) = 1/ S . As the probability distribution of causal states deviate from uniformity, the statistical complexity becomes smaller and therefore far from the topological complexity. Finally, when dealing with the finite series the length of considered string L in Eq. (1) should be limited to a finite number.
Empirical data analysis
Using the CSSR algorithm, we construct the ǫ-machines for the S&P500 index from February 1983 to April 2006 for a time window of one year and shifting the window by one month. The time series of S&P500 index is shown in Fig.  1 . In order to construct the ǫ-machine, the log return series of price index
R t and F t are defined as following:
where Y t is the price at time t and ∆t is the time interval which is set to a quarter of one minute. We used only intra-day returns to avoid the discontinuous jumps due to the overnight effects. Before constructing the ǫ-machine, we should decide the value of the block size L. According to Ref. [13] , resolvable but as yet unresolved structure is described as hidden structure. This hidden structure can be resolved by increasing the finite memory of the machine, which is equal to the block size L. On the other hand, it has been recommended to set L lower than log 2 N, where N is the total length of the series when the series is composed of two symbols. We set L to 6, which give the most reliable result among different times. This indicates that the machine has a memory of one and a half minute. In other words, one and a half minute is enough time for the machine to be fully analyzed and constructed based on this data.
Two different ǫ-machines of the S&P500 index at different times are depicted in Figs. 2 and 3. Each numbered node represents a causal state, while each arc joining one node to another is associated with transition. On each arc the generated symbol is on the left side of the bar and the transition probability of that symbol is on right side of the bar. For example, in Fig. 3 there is an arc coming out from the 0th causal state, which goes back to itself and the number on the arc reads (1 | 0.634742). This means that after the 0th causal state, the generated symbol will be 0 with the probability of 0.634742. Since there are only two symbols, 0 and 1, the probability of 0 being the generated symbol would be 0.365258 and this is written as (0 | 0.365258). This case is represented with an arc joining the 0th causal state and the 1st causal state. The directions of these arcs tell us which causal state will be followed, after the symbol 0 or 1 is added to the 0th causal state. In order to see more details, we should investigate the histories of each causal state. The histories of each causal state are shown in Table 1 . The histories of the 0th causal states in Fig. 3 can be found in the first row of Table 2 . If we add 1 on the right end of each history and limit the length to 6, we can see that all the resulting histories remain included in the 0th causal state (e.g., 000011 → 000111). The opposite case of adding 0 on the right end, all of the resulting histories are found in the 1st causal state (e.g., 000011 → 000110). The opposite case is when a symbol 0 is followed by the 0th causal state. In conclusion, from the constructed ǫ-machine we can predict not only the next generated symbol with a certain probability but also the next finite consecutive symbols with a probability that is a product of transition probabilities.
Next, we found that both the topological and statistical complexities of S&P500 index have a tendency of decreasing through time as shown in Fig. 4 . Since the time window is set to one year, many short term events in the stock market, such as the Black Monday, do not affect our analysis. Therefore we focus on the long term behaviors of both complexities. Since the difference between the topological and statistical complexities is not significant for the whole range of times, we can assume that the probability distribution of causal states is almost uniform throughout time. Conclusively our main concern is reduced to the decrease in the number of causal states, precisely, the total number of causal states decreases from 42 in February 1983 to 4 in April 2005.
To find the underlying principle of the decrease in the number of causal states through time, we examine the histories of the causal states. histories, which are grouped into the same causal state, have the same consecutive symbols from the right end to some point. For example, the 1st causal state is composed of two s 6 histories, which are '000110' and '100110.' All the symbols from the right end to the second of the left end are the same except the left end symbols. When there are two s 6 histories in one causal state, they have the same symbols from the right end up to five symbols. When there are three s 6 histories in one causal state, four symbols from the right are common among them. According to Eq. (2), causal states are the group of states with (at least approximately) the same transition probability. We can interpret our discussion in this point of view. For instance, the 1st causal state has two s 6 histories that are the same except the left end symbol, so the left end symbol does not change the transition probability. This means that although the machine has a memory of length 6, we only need the past 5 symbols to predict the next generated symbol for this case. For the case of causal states with one s 6 histories, we need the whole memory of length six or more to determine. Majority of the causal states falls under this case, fifteen causal states need memory length of five, and only two causal states need memory length of four. Therefore it is reasonable to conclude that the average memory length we need to predict the future at February 1983 was six. This is equal to one and a half minute.
We analyze Table 2 In short, by examining the histories of the causal states, we found that the average memory length needed to predict the future has decreased from six in 1983 to two in 2006. This can explain the decreasing topological complexity and statistical complexity through time. We call the common part mentioned above an 'effective pattern.' The transitions between states are only affected by the effective pattern so that each causal state should have a unique effective pattern. As the average length of these effective patterns becomes shorter, the resulting number of effective patterns decreases and so does the number of causal states. Only the effective patterns determine the causal states and therefore contribute to predict the future. Although we had set the maximum pattern length to six, the average length of the effective pattern changes from time to time. The length of the effective pattern can be interpreted as a correlation interval. In the year of 1983, we had to look back five or six steps from the past to predict the price index at the next step. This means that the price index is affected by all the correlations between these intervals. However in 2006, we only need to look two steps behind to predict, which means that the correlation interval has decreased.
The correlation interval is closely related to the decay time of information in the stock market [19] . The velocity of information flow in year 2006 became faster than in year 1983. So information is rapidly delivered to the agents and immediately applied to the market prices, which results in the decreasing correlation interval. If all the available information is instantly processed as soon as it reaches the market, then the market is said to be efficient. The behavior of the statistical complexity of S&P500 index for the twenty years shows that the market is becoming closer to EMH.
Conclusions
The statistical complexity defined in CM is the intuitive and powerful concept to study complicated nonlinear sequences derived from physical systems. We analyzed the statistical complexity of the S&P500 index from year 1983 to year 2006 by using ǫ-machines constructed from the CSSR algorithm. The statistical complexity and the number of causal states of constructed ǫ-machines have decreased for twenty years. These results support that the randomness of market has increased and the information in year 2006 flows faster than in year 1983. So information was rapidly delivered to the agents and immediately applied to the market prices. This indicates that the efficiency of the stock market dynamics became close to EMH.
In this paper, we showed the possibility of applying computational mechanics to the stock market. By constructing ǫ-machines from the empirical time series in the financial systems, we found out the average memory length needed to predict the future with certain probabilities. In addition the statistical complexity would be a powerful tool of comparing different stock markets and different companies in a stock market too. 
