This paper deals with time series of monthly sardines catches in the north area of Chile. The proposed method combines radial basis function neural network (RBFNN) with wavelet denoising algorithm. Wavelet denoising is based on stationary wavelet transform with hard thresholding rule and the RBFNN architecture is composed of linear and nonlinear weights, which are estimated by using the separable nonlinear least square method. The performance evaluation of the proposed forecasting model showed that a 93% of the explained variance was captured with a reduced parsimony.
INTRODUCTION
In fisheries management policy the main goal is to establish the future catch per unit of effort (CPUE) values in a concrete area during a know period keeping the stock replacements. To achieve this aim lineal regression methodology has been successful in describing and forecasting the fishery dynamics of a wide variety of species (Stergiou, 1996) (Stergiou and Christou, 1996) . However, this technique is inefficient for capturing both nonstationary and nonlinearities phenomena in sardine catch forecasting time series. Recently there has been an increased interest in both neural networks techniques and wavelet theory to model complex relationship in nonstationary time series. Neural networks have been used for forecasting model due to their ability to approximate a wide range of unknown nonlinear functions (K. Hornik and White, 1989) . On the other hand, wavelet theory can produce a local representation of a times series in both time and frequency domain and is not restrained by the assumption of stationary. Gutierrez et. al. (J. Gutierrez and Pulido, 2007) , propose a forecasting model of sardine catches based on a sigmoidal neural network, whose architecture is composed of an input layer of 6 nodes, two hidden layers having 15 nodes each layer, and a linear output layer of a single node. Some disadvantages of this architecture is its high parsimony as well as computational time cost during the estimation of linear and nonlinear weights. As shown in (J. Gutierrez and Pulido, 2007) , when applying the Levenberg Marquardt (LM) algorithm (Hagan and Menhaj, 1994) , the forecasting model achieves a determination coefficient of 82%. A better result of the determination coefficient can be achieved if sigmoidal neural network is substituted by a radial basis function neural network combined with wavelet denoising techniques based on translation-invariant wavelet transform. Coifman and Donoho (Coifman and Donoho, 1995) introduced translation-invariant wavelet denoising algorithm based on the idea of cycle spinning, which is equivalent to denoising using the discrete stationary wavelet transform (SWT) (Nason and Silverman, 1995) (Pesquet and Carfantan, 1995) . Besides, Coifman and Donoho showed that SWT denoising achieves better root mean squared error than traditional descrete wavelet transform denoising. Therefore, we employ the SWT for denoising monthly sardine catches data.
In this paper, we propose a RBFNN combined with wavelet denoising algorithm for forecasting the monthly sardine catch per unit of effort value. The RBFNN architecture consists of two components (Karayiannis, 1999) : a linear weights subset and a nonlinear hidden weights subset. Both components are estimated by using the separable nonlinear least squares (SNLS) minimization procedures (Serre, 2002) . The SNLS scheme consists of two phases. In the first phase, the hidden weights are fixed and output weights are estimated with a linear least squares method. In a second phase, the output weights are fixed and the hidden weights are estimated using the LM algorithm (Hagan and Menhaj, 1994) . For sar-dines catches forecasting, advantages of the proposed model are reducing the parsimony, improvement of convergence speed, and increasing accuracy precision. On the other hand, Wavelet denoising algorithm employs the stationary wavelet transform with universal threshold rule.
The layout of this paper is as follows. In section 2, the forecasting scheme based on both wavelet denoising and RBFNN with hybrid algorithm for adjusting the linear and nonlinear weights are presented. The performance evaluation curves of the forecaster effect are discussed in Section 3. Finally, the conclusions are drawn in the last section.
FORECASTING MODEL
The forecasted signal s(t) can be decomposed in a low frequency component and a high frequency component. The low frequency component is approximated using a autoregressive model and the high frequency component is approximated using a RBFNN. That is,
where N h is the number of hidden nodes, m is the number input nodes, u denotes the regression vec- . . . v N h ] are the nonlinear hidden parameters, and φ j (·) are hidden activation functions, which is derived as (Karayiannis, 1999) 
In order to estimate the linear parameters {w j } and nonlinear parameters {v j } of the forecaster an hybrid training algorithm is proposed, which is based on least square (LS) method and Levenberg-Marquardt (LM) algorithms. The LS algorithm is used to estimate the parameters {w j } and the LM algorithm is used to adapts the nonlinear parameters {v j }.
Now suppose a set of training input-output samples, denoted as
Then we can perform N s equations of the form of (1) as follows
where the desired output d i and input data u i are obtained as
wheres(t) represent denoised sardine catches data. For any given representation of the nonlinear parameters {v j }, the optimal values of the linear parameters {ŵ j } are obtained using the LS algorithm as followsŴ
where
is the desired output patter vector and Φ † is the Moore-Penrose generalized inverse (Serre, 2002) of the activation function output matrix Φ.
Once linear parametersŴ are obtained, the LM algorithm adapts the nonlinear parameters of the hidden activation functions minimizing mean square error, which is defined as
Finally, the LM algorithm adapts the parameter v = [v 1 · · · v Nh ] according to the following equations (Hagan and Menhaj, 1994) 
where J represent Jacobian matrix of the error vector e(v i ) = d i − y i evaluated in v i , I is the identity matrix. The error vector e(v i ) is the error of the RBFNN for i-patter. The parameter µ is increased or decreased at each step.
Wavelet Denoising Algorithm
The wavelet denoising algorithm is based on three stages: (i) the stationary wavelet transform of time series s(t); (ii) thresholding the wavelet coefficients; (iii) the inverse stationary wavelet transform of the thresholding wavelet coefficients to obtain the denoised time seriess(t).
According to the original hard thresholding rule with the universal threshold, the wavelet coefficients {cD 1 , cD 2 , ..., cD N } are thresholded by the threshold value given by (Donoho, 1995) 
where N es the length of time series s(t) and σ is the noise level.
EXPERIMENTS AND RESULTS
The observed monthly sardines catches data was conformed by historical data from January 1976 to December 2002, divided into two data subsets as shown in Fig.1 . In the first subset, 75% of historical data was chosen for the training phase (weights estimation), while the remaining 25% was used for the validation phase.
The forecasting process starts by applying the wavelet denoising algorithm and normalization step to the sardines catches data. Then, the hybrid learning algorithm is performed for training the (RBFNN) model with normalize historical data. In the training phase, some important factors are selecting the size of the input regression vector and the number of hidden nodes. For selecting these parameters, a trial-error scheme analysis was performed. In this process, training the RBFNN model was achieved by performing the learning algorithm with at most 3 iterations for a neural architecture (N i , N h , N o ) , where N i = 8 represents the size of the input regression vector (number of input nodes), and N h = 4 and N o = 1 represent the number of hidden and output nodes, respectively. In the evaluation phase, the accuracy of the sardines catches forecasting is assessed by using the mean square error and determination coefficient. Fig.2 describes the performance evaluation of the validation phase with testing data for the (8, 4, 1)-forecasting model. From Fig.2 it can be observed that the best forecasting model according to its parsimony and precision is the architecture composed by 8 input nodes, 4 hidden nonlinear nodes, and a linear output node.
The regression between the observed and estimated sardines catches with the best forecasting model based on RBFNN during the validation phase is presented in Fig.3 . Please note that the RBFNN model shown that a 93% of the explained variance was captured by the proposed forecasting model. Moreover, from Fig.3 it is observed that the RBFNN model significantly reduces determination coefficient, since the hybrid algorithm avoids getting stuck into local minima by combining least square method and Levenberg Marquardt algorithm.
CONCLUSIONS
In this paper, one-step-ahead forecasting of monthly sardines catches based on wavelet denoising and RBFNN with hybrid algorithm has been presented. The forecasting model can predict the future CPUE value based on previous values s(t − 1), s(t − 2), .., s(t − 8) and the results found show that proposed model gives a determination coefficient equal to 93% with a reduced parsimony and fast convergence speed of the hybrid training algorithm.
