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【Abstract】This paper presents high-dependable software design model and algorithm used in space-robot software. The software errors in the
space-robots are divided into two categories: the program block model and algorithms build on it are designed for the element level, and the
distributed adaptive redundancy model and related algorithms are used to detect the system level errors. The cooperation leads to a complete error
detection coverage. The model and algorithm is applied effectively. 
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斯 坦 福 大 学 的 高 级 研 究 和 全 球 观 测 卫 星 (Advanced 
Research and Global Observations Satellite, ARGOS)项目提出







的容错(Software Implemented Fault Tolerance, SWIFT)技术，
使这项技术可以在现代商业处理器上运行，文献[4]提出一种
iCOTS 方法，该方法能帮助使用 COTS 组件开发可信软件系
统，但这 2 种技术都不是基于组件的，且不适用于分布式计
算环境。文献 [5]提出一种变色龙的软件实现的容错框架










2  单元级错误检测 






定义集合 V={v1, v2,…, vn}表示程序中的所有基本块，另
一个集合 E=｛bij|bij 是从 vi 到 vj 的分支｝表示程序中所有基
本块之间的跳转关系，则程序可表示为程序流图 P=｛V, E｝。
若 bij∈E，vj 是 vi 的后继，则记作 vj∈ suc(vi)；若 bij∈E，vi
为 vj 的前驱，记作 vi∈ prev(vj)。如果 vi 到 vj 的分支是非法的，
那么 bij∉E，非法分支就表明了一个控制流错误。 
同样，如果 U={u1, u2,…, un}表示程序中的所有无存储基
本块的集合，对 U 中的每一块给出一个功能相同的影子块，
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发生了数据流错误。 




(Virtual Run-time Signature Register, VRSR)是指利用内存或
者一些极少使用的寄存器临时模拟寄存器，这使汇编语言源
程序或高级语言源程序编译生成的伪汇编程序也能被处理。 
2.3  控制流错误检测 
基于虚拟寄存器的控制流检测(Control Flow Checking by 




si，设程序运行时的动态签名为 G，G 在节点 vi 的动态签名值
为 Gi，用来保存 G 值的是一个已经分配好的 VRSR。 
设 Gprev(i)是 vi 的一个前驱节点的动态签名，vi 节点用来
辅助验证动态签名的静态值为 di，di 用来表示 Gprev(i)和 Gi 签
名差异。在程序发生从 prev(vi)到 vi 跳转时，按一个功能函数
f(Gprev(i), di)计算 vi 节点的动态签名 Gi，比较 si 和 Gi 的值是否
相等，如果 si 和 Gi 的值相等，则程序继续执行，反之则认为
程序发生了控制流的错误，程序进入相应的错误处理。其中，
f(Gprev(i), di) 是 基 于 XOR 运 算 的 ， 定 义 为 f(Gprev(i), di)=  
Gprev(i) ⊕ di, di=f-1(sprev(i), si)=sprev(i) ⊕ si。 
假设有 M 个合法分支 b(12…M)j 进入扇入节点 vj，对 vj 不
同的前驱节点组成的集合 Vprev(j)中的每一个节点分别计算不
同的 dj 值组成集合 Dj，这些值并不相等。对此，尝试在进入
节点 vj 后对每一个可能的 dj 值分别跟 Gj 进行匹配，遇到匹配
的则停止匹配并跳转到 vj 内的原有代码进行执行，反之如果
在 Dj 中没有找到能匹配的 dj 值，则认为发生了一个控制流  
错误。 
2.4  数据流错误检测 
基于虚拟寄存器的数据流检测(Data Flow Checking by 







前恢复现场，执行后比较 2 次的计算结果。 
3  系统级错误检测 
3.1  多节点自适应冗余模型 
分布式自适应冗余模型(Distributed Adaptive Redundancy 












的，假定 kNode 为分布在节点 k 上的那部分。 kNode 又是由一
个冗余管理后台和若干的冗余单元组成，定义节点 k 上的后
台为 kDaemon ，它所有管理的该节点上的任一冗余单元为
,k iElement ，则定义为 
{ } { | , 0}kSoft Manager Node k N K= ∪ ∈ >  
,{ } { | , 0}k k k iNode Daemon Element i N i= ∪ ∈ >  
,k iElement 被重复后的单元称为影子单元 , ,k i jSElement ，它
们被人工或自动地分布在系统内的各节点上。 
, , ,{ | }k i k i jElement SElement j N= ∈  
每个后台管理所在节点的所有单元，它们使用本地冗余
表(Local Redundancy Table, LRT)来记录该节点上所有影子单
元、处理器和存储器等所有资源的分布；而管理者周期性地
同步各节点上的 LRT 组成全局冗余表(Global Redundancy 
Table, GRT)，据此决定如何利用这些冗余来组成运行时冗余
方案。 











本地检查点状态表 (Local Checking-point Status Table, 
LCST)和全局检查点状态表(Global Check-point Status Table, 
GCST)分别被 Manager 和 Daemon 用来记录检查点的状态，
其中，GCST 是各 LCST 的动态合集。整个错误检测过程    
如下： 
(1)Manager 端： 
1)LCST 中的变化项被周期性地发送到 Manager 端，被更
新到 GCST 中； 






1)判断和维护 LCST，定期将其更新发送到 Manager 端； 
2)如果收到 Manager 的错处处理决定，则依照决定设置
本节点，重新开始运行。 
4  实验及分析 
实验分为 2 个部分：(1)采用 LZW 压缩算法，矩阵乘法，
快速排序等 3 个基准程序来测试该方法的可行性及性能；  
(2)选择哈工大某重大航天课题星务管理程序(简称 A 课题)来
测试算法在实际项目中的表现。所有实验都是基于 GNU C 编
译器编译生成的.s 文件进行。实验方案选用的故障注入工具
是基于 GNU 调试器 gdb 的，它通过直接修改相应跳转指令
的数据段来达到注入不同控制流故障的目的。检测结果如  
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表 1 所示。表 2 给出了程序源码的统计数据以及存储和性能
代价的统计数据。 











无措施 26.2 33.8 33.6 30.6 
单元级 7.2 10.2 9.0 6.7 
系统级 6.1 8.5 7.8 6.2 
单元+系统 4.6 7.0 6.3 5.1 
表 2  程序源码统计数据及存储和性能代价统计数据 




LZW 452 252 105 55.7 44.3 
矩阵乘法 763 232 102 30.4 27.2 
快速排序 254 111 47 43.7 37.8 
汉诺塔 179 60 27 33.5 30.1 
A 课题 16 632 5 207 1 851 31.3 28.7 
在统计的 1 851 个基本块中，总前驱数目为 2 280 个；    
1 423 个节点只有 1 个前驱节点；有 2 个前驱节点的节点数目
为 427；有 3 个前驱节点的节点数目是 1 个；未发现超过     
3 个前驱节点的节点。由此可见具有单个前驱的节点占节点






低，在 A 课题的实测中系统时间开销约为原始状态的 185%。 
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图 3  模型选取区间 
2)当 S>1j 时，由式(4)得： 
 (M-P-blockMax)×n=num2+20P×num                (6) 
显然，M=P 时，式(5) ⇔ 式(6)。M>P 时，相当于对参数
blockMax 的叠加。若 S=2，即使 blockMax=1，效果也相当于
拥有 2 001 个文件信息块。如图 3 所示，此时的曲线几乎和
num 轴重合。所以当 S>1 时，应该选择优化模型。 
4  结束语 
通过分析计算可以看出，FAT 离散度决定了 2 种模型的
取舍，只有当平均离散度大于 1 时，优化模型才可以使文件
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