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In the last years the share of distributed generation connected into distribution grids 
has increased considerably. As their number increases, distribution and transmission network 
operators are becoming aware on the risks DG can represent on the stable operation of 
national power systems.  
To cope with this, the grid code requirements are becoming more and more 
demanding in order to ensure the secure and reliable supply of energy to the end users. Early 
grid code requirements were asking Distributed Generation units to disconnect from the grid 
when disturbances occurred. This was sufficient because the DG penetration was not so high. 
Nowadays, when most of the European power systems must handle a large share of DG units, 
more complex and stringent requirements must be fulfilled by the DG units. By reviewing 
different grid codes this thesis, shows that the technical connection guidelines are varying 
from country to country. Moreover as the grid connection of DG units with power electronics 
interface become more widespread, new requirements have found their place in these grid 
codes. Some of the new capabilities which non−synchronous DG units have to handle during 
fault occurrence in the grid are: fault ride−through capabilities, reactive current injection or 
absorption, power oscillations damping and synthetic inertia. In Europe and North America, a 
regulatory harmonization approach is seen by the introduction of standards and grid codes for 
large interconnected power systems, for example the ENTSO−E grid code and the IEEE 1547 
standard. In Norway investments in small scale hydro units and wind turbines are numerous 
and expected to increase also as a result of incentives as the green certificates market. 
Approximatively 98.5 % of the electricity production originates from large hydro power 
plants. But there is also a large potential for small scale hydro generation. As the distribution 
grids in the regions where all this potential lies, are in general an ageing infrastructure, the 
DSOs are concerned about the technical issues they will have to handle to integrate all DG 
units.  
The focus of this PhD work is to investigate the technical grid code requirements 
related to the integration of small scale hydro generators in the future Norwegian active 
distribution grids. 
 To narrow the research of this work, two main research topics were chosen. 
I. The first was to investigate the Low Voltage−Fault Ride Through requirement and to 
identify potential shortcomings of it. Two specific topics were studied: 
1. The adequacy of the external power systems modelling for assessing the LV−FRT
capabilities of DG units 
2. The impact of voltage phase angle variation on the LV−FRT capabilities of DG
units 
II. The second research topic deals with the development of reduced order models of
Active Distribution grids (ADG). The aim is to develop practical methods for
establishing model equivalents of ADGs that can be applied by TSOs, when
performing systems studies. Also here two specific research areas were chosen:
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1. The development of dynamic equivalents of ADGs for rotor angle transient
stability analysis
2. The development of dynamic equivalents of ADGs for rotor angle small signal
stability analysis
Within these research areas the PhD work contributes with understanding on how the 
dynamic equivalents for transient stability can be obtained for a test ADG. Moreover, it was 
studied how the characteristics of a disturbances impact the identification of coherent 
generators. For the case of small signal dynamic equivalents the work contributes to the slow 
coherency theory, related to the identification of slow coherent groups of generators when the 
modelling of synchronous generators are increased and when the excitation system is 
included.  
This research shows that for ADGs with large penetration of small scale hydro units, 
the oscillation modes similar with the inter−area modes as for TPSs are the inter−machines 
modes within ADGs. This is because of a good damping of these low frequency oscillation 
modes. The thesis shows that for ADGs coherency among the DG units some show up within 
different local plant modes. Linear analysis with simple models for generators fails to identify 
correctly the groups of coherent DGs as the groups which can be recognized by running a 
time domain analysis. 
A method is proposed which uses time domain decomposition of the state variables 
within inter−machines modes to determine the coherent groups. Having this method available, 
the computation of phase and magnitude from the time response for a certain oscillation mode 
can be done easily. For an ADG the complex Euclidean Distance can be then used to cluster 
the units in coherent groups. The proposed method is later used to obtain the parameters of 
equivalent groups of coherent generators. In the last part of this work this method is combined 
with a model parameter identification algorithm to determine the parameter of aggregated 
generators.    
The thesis can be summarised as in the following: 
1. First, an overview of different national grid codes for DG integration is presented and
some topics which were not covered in the LV−FRT requirement were identified and
investigated. These topics are the inadequacy of external power system modeling and
the absence of voltage phase angle variation. The study of these two research topics
(the inadequacy of external power system modeling and the absence of voltage phase
angle variation) are representing the main contributions of this PhD research to the
LV−FRT requirement.
2. In the second part of the thesis practical methods for establishing model equivalents of
ADGs were developed for the purpose of TPS studies. Dynamic equivalents for
transient and small signal stability were considered.
2.1 When computing the dynamic equivalents for transient stability it was observed 
that they are dependent of the characteristics of a disturbance (e.g. location, 
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duration and type. Although these equivalents are disturbance dependent, they 
provide a good basis for estimation of the Critical Clearing Time (CCT) as well as 
of the transient stability limits with respect to the original model. 
2.2 For the case of dynamic equivalents for small signal stability, the classical method 
of slow coherency was studied. Further it was shown how the level of modeling 
accuracy of the synchronous generator and of the excitation system impacts the 
identification of slow coherent generators. It was shown that the use of linear 
analysis for simple models of synchronous generators fails to identify correctly 
the groups of coherent DGs as seen by running a small disturbance time domain 
analysis. To cope with this problem, a method is proposed which uses the time 
domain decomposition of state variables to determine the coherent groups and to 
obtain the parameters of equivalent generators.  
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Transmission power systems (TPS) have evolved during last century to large 
interconnected systems comprising thousands of buses covering long distances [1], [2]. Also 
the distribution grids have evolved from only supplying load (consuming power from the 
transmission grid) into active networks with increasing amounts of small scale generation 
integrated at this level, named distributed generation (DG). The increasing share of DG units 
is a result of the efforts to increase the share of renewable power generation and to reduce 
carbon emissions. Favorable regulatory frameworks together with the corresponding 
incentives create favorable conditions for the growth of DG units based on renewable sources 
of energy [3]. 
In this new context, operational problems have been reported by both DG units’ 
developers and Distribution System Operators (DSOs). These problems are mainly related to 
overvoltages, bidirectional power flows and intermittent power. In addition to this, DG had to 
disconnect when disturbances occurred in the distribution grids [3]. 
The increased integration of DG causes new challenges to the existing power system, 
to which transmission (TSO) and distribution system operators (DSO) are paying special 
attention.  
%DFNJURXQGDQG0RWLYDWLRQ
DG based on renewable energy resources are considered to play a key role in the 
future energy system by reducing the dependence of the conventional, fossil fuel based, power 
plants and creating the path towards a more sustainable and environmentally friendly energy 
supply. 
This aspect is very important within the Smart Grids concept, [4]. This idea is 
highlighted as: 
    ƎThe Smart grid will require extensive interaction between various actors in the electric 
energy system e.g. centralized and distributed generation, transmission and distribution 
networks, active end-users, market solutions and communication technologies, and holds a 
significant benefit with regards to obtain a sustainable energy supply .Ǝ [4]  
This PhD work was part of the research project “Optimal infrastructure for seamless 
integration of distributed generation” (OiDG) supported by the Research Council of Norway 
and 15 companies within electricity distribution in Norway.  
The PhD thesis addresses some technical challenges which potential DG developers 
and system operators must tackle from the power systems’ stability perspective. 
The concept of Distributed Generation (DG) as defined by the CIGRE and IEEE, is: 
According to [5], DG units are defined as units which are: Ǝnot centrally planned, today 
not centrally dispatched, usually connected to the distribution network and smaller than 50-
100MW. (Not centrally planned or dispatched means that major influences such as unit 
commitment or reactive power generation are out of control of the system operator)Ǝ, [5]. 
The Institute of Electrical and Electronics Engineers (IEEE) defines DG or DR 
(distributed resources) in the Standard 1547−2003, as: ƎSources of electric power that are not 
directly connected to a bulk power transmission system. DR includes generators and energy 
storage technologiesƎ, [6]. 
A) Challenges regarding integration of DG units in Europe
In Europe as the energy sector represents the main source of greenhouse gases, the energy 
policy problems and the desired solutions were presented in the 20/20/20 plan. The 20/20/20 
plan is proposing an increase of energy use efficiency with 20% and an increase of the 
renewable energy resources share at the EU level with 20% by 2020. Ambitious plans with 
respect to this goal are presented also in other national energy policies of the G20 [7]. The 
increased interest in distributed generation is also due to the fact that the cost of electricity 
production of small distributed generation compared to the large conventional units has been 
reduced by 30% to 60% in the time interval ranging from 1960−2000 [8] Figure 1.1 presents 
the share of electricity generation having as primary source both fossil fuel and renewable 
energy in the total electricity generation share in Europe in the last years. It can be observed a 
growth of renewables from 13.4% in 1998 to 18% in 2008 and 27.4% in 2010. 

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Moreover, as presented in [4] the main challenges regarding the integration of DG units in 
different national distribution grids are the bidirectional power flows in MV and LV grids and 
the need for new control and protection solutions.  
B) Challenges regarding integration of DG units in Norway
As presented in [3], Norway has to reach the goals of the EU 20/20/20 directive and it is 
expected to increase the share of renewable energy generation to 67.5% in 2020 from 58% in 
2005. Norway joined Sweden in 2012 in a common green certificate market. This is expected 
to give an increase of 26.4 TWh of renewable in the two countries. But as presented in [4] 
most of the Norwegian distribution grids are an ageing infrastructure and are operated by 
approximatively 135 DSOs. As Norway is a mountains country rich in precipitation, 98.5% of 
the electricity production to come from large hydroelectric power plants [9].  
According to [4], in Norway DG is defined as generation or energy storage units up to 
10MW. But the majority of DG units are small scale hydro units, divided into 3 categories of 
generators: 
− Micro units: smaller than 100kW 
− Mini units: 100−1000kW 
− Small units: 1−10MW 
The research papers: [3] and [4] (are part of the same project as the PhD work: OiDG) 
investigated the status of DG integration in Norway and the challenges which DSOs have to 
tackle. According to [4] in 2008 there were approximately 800 small scale hydro units 
installed in Norway, but this large number of units covered only 5% of the total installed 
capacity.  
[9] presents the estimated potential for DG integration in Norway to 18.5 TWh. 
Figure 1.2 shows how this potential is distributed across Norway: 
3
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Most of the possible DG units are located in sparsely populated areas where generally the 
distribution grids are weak [4]. 
In the same study [4] a survey was presented in order to establish what are the main 
problems and the main analyses performed by DSOs in order to tackle the DG penetration. 
Figure 1.3 present the results of this survey. 
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The survey [4] concluded that in Norway the DG developers are already facing 
different type of problems from the integration of DG units. Therefore, this PhD work 
addresses the stability problems and investigates what are the gaps of the nowadays grid code 
requirements related to DG. 
3UREOHP6WDWHPHQW
The existing power systems are challenged as the share of DG at MV distribution level 
is increasing. In order to ensure the security of operation and power quality in these grids, 
transmission and distribution power system operators have issued connection and operation 
guidelines related to integration of distributed generation.  
Grid codes are not new topics in the power systems literature. They started to appear 
more than 15 years ago, for transmission systems, as a set of technical guidelines and 
operation specifications which large conventional power plants needed to comply with. The 
grid codes differed from country to country due to different regulations and different 
characteristics of their national power systems. At distribution grid level, grid codes were 
mainly used to specify and design the guidelines which the DSOs will apply in the planning 
and development of distribution grids, with the compliance of end users (loads).  
In today’s context, when generation has moved, also to lowest levels of the power 
systems (medium and low voltage levels), some loads have transformed from passive 
components into active ones and power systems into entities with a bidirectional energy and 
information flow. When this change occurred in the distribution grids, the DSOs normally 
assessed the DG integration by conducting simple integration studies (load flow, basic power 
quality studies) because the amount of DG integration was small and the stipulated technical 
guidelines were simple or even absent [10]. Currently, when the share of DG is increasing, 
there is an awareness for the need to revise and upgrade the DG connection guidelines, in 
order to achieve a stable and proper operation of the overall power systems.
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As presented earlier, large amounts of DG at distribution level will likely have an 
impact on transmission systems as well, and in order to study this impacts distribution system 
cannot longer be modeled as simple load buses in stability transmission system studies. 
Instead a more adequate representation is needed [11] [12]. 
This will greatly simplify the representation of ADGs in power system stability 
studies, as it reduces the number of power systems elements that will have to be modeled. 
This type of representation will allow different DSOs to exchange the models of these grids 
without worrying about confidently issues.  
 In the last years, a harmonization work of grid codes related to DG has been carried 
out at international level and the results are being shaped into a set of standards and 
recommendations. 
This PhD work addresses some of the key issues related to grid code requirements for 
DG units. 
5HVHDUFK2EMHFWLYHV
As mentioned in the previous Section, grid code requirements for DG units are of 
interest for DSOs and TSOs, as well for DG developers.  The overall objective of this PhD 
work is to investigate different national grid codes related to DG and find the topics which are 
not well covered and possible solutions to these. Namely, the objectives of this research are as 
follows: 
Part I of this PhD work addresses to the topics which are not well covered in Low 
Voltage Fault−Ride Through (LV−FRT) grid code requirement related to power systems 
analysis and modeling from a DSO perspective, which in detail means: 
1. To survey and observe the new trends of national grid codes related to DG
integration. And to identify the topics which are not well covered in Low Voltage
Fault−Ride Through (LV−FRT) grid code requirement.
2. To investigate the adequacy of the external grid modeling when LV−FRT is
assessed for dynamic studies related to DG integration.
3. To investigate the impact of voltage phase angle changes on LV−FRT
performance of DG units.
Part II of this PhD work addresses the increased complexity of modelling of active 
distribution grids (ADGs) for TSO studies. As the classical passive lumped load model cannot 
be used to represent these grids under dynamic conditions, aggregated models as dynamic 
equivalents of power systems can be an approach to model these grids for future TSOs 
studies. Specifically, the research objectives tackled in the second part of this work are 
classified depending on the nature of rotor angle stability investigated: 
A. Dynamic equivalents of ADGs for rotor angle transient stability 
1. To investigate dynamic equivalents theory used for the assessment of transient
stability into power systems. 
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2. To implement a model reduction algorithm into a simulation platform for a test
ADG. 
3. To study the impact of disturbance duration, location and type on the
coherency identification of generators. 
4. To assess the adequacy of the reduce model by validating against the original
model using different criteria.    
B. Dynamic equivalents of ADGs for rotor angle small signal stability 
1. To investigate dynamic equivalents theory used for assessment of small signal
stability into power systems. 
2. To investigate the slow coherency concept for small scale hydro units into a
test ADG. 
3. To study the impact of increasing generator modeling on the identification of
slow coherent small scale hydro units into a test ADG. 
4. To investigate the impact of excitation systems on the identification of slow
coherent of small scale hydro units into a test ADG. 
5. To propose a new method to cluster small scale hydro units which takes into
consideration both the magnitude and phase of time domain decomposition of 
units’ signals. This method will allow observing how the non−linearity of a real 
power system impacts the coherency phenomenon.  
6. To propose an aggregation algorithm of the small scale hydro units and of their
controllers based on the state variables’ time domain responses and a parameter 
model identification algorithm. 
The analyses are done considering that a power system can be decomposed into 3 
main areas for model reduction:  
− An area representing the power system under study (internal power system), 
− An external power system 
− A remote power system 
Figure 1.4 summarizes the research directions related to the model reduction 
considered in this work. 
a) The adequacy of the external power system modelling (TPS) for assessing the
LV−FRT capabilities of DG units
a.1)  DG unit is representing the internal area
a.2)   TPS represent the external and remote power system
b) The model reduction of ADGs for transmission power systems studies
b.1)  TPS represent the internal area
b.2)  ADGs represents the external and remote power systems
7
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The main scopes and limitations of this PhD work are as follows: 
1. Only power systems analyses were carried out to investigate the considered
contributions to the grid code requirements related to Distributed Generators.  
2. DG units were limited to small scale hydro units specific to the Norwegian power
grids. 
3. In the test transmission power system, only fixed speed wind turbines and hydro
power plants were considered as these are the primary energy resources in Norway. 
4. DIgSILENT PowerFactory and Power System Toolbox – PST and standard models
available in PowerFactory have been used, as simulation platform  
0DLQ&RQWULEXWLRQV
The main contributions of this PhD work are as following: 
1. An overview of different national grid codes related to the integration of DG units is
presented in Chapter 2. Topics which were not covered in the Low Voltage−Fault Ride
Through requirement were identified and investigated further in Chapter 3. These
topics are:
1.1 The inadequacy of external power system modeling in the LV−FRT requirement 
− The investigation has shown that by using a Thévenin equivalent to study a DG 
unit integration, overall inaccurate LV−FRT results are obtained for the main 
responses of DG unit (as rotor angle, voltage magnitude and angle variation, 
active and reactive power). This is mainly due to the fact that a Thévenin 
equivalent does not represent the electromechanical dynamics as a complete 
model representation of power system would do. Therefore dynamic 
equivalents based on Ward and Extended Ward were proposed as possible 
solutions to represent the external TPS when this type of study must be done 
by TSOs.  
1.2 The absence of voltage phase angle variation in the LV−FRT requirement 
− An analysis taking into account only the voltage change as the perturbation 
will lead in many cases most likely to erroneous conclusions regarding the 
transient stability of the unit and of critical clearing time value. In addition, the 
study shows that the type (and parameterization) of the unit's automatic voltage 
controller in this case have a significant impact on the unit's CCT. 
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2. The modelling of Active Distribution Grids (ADGs) for rotor angle stability
assessment. The contributions are:
2.1 The investigation of adequacy of the ADGs modeling using dynamic equivalents 
for rotor angle transient stability analysis 
− In Chapter 4, these types of equivalents were proposed in order to reduce the 
order model of ADGs and to preserve the dynamics and the transient stability 
limits of the original model. It was observed that these equivalents are very 
much dependent by the characteristics of disturbance (as location, duration and 
type) for which they are computed.  
2.2 The investigation of adequacy of the ADGs modeling using dynamic equivalents 
for rotor angle small signal stability analysis 
− In the first part of Chapter 5 the main contributions relates to the slow 
coherency theory. This theory was considered to produce these equivalents and 
further it was investigated how the increased modelling of the synchronous 
generator impacts the identification of slow coherent generators. It was 
observed that by using the electro−mechanical and transient models the same 
groups of generators were obtained. But by using simple models of 
synchronous generators the algorithm fails to identify correctly the groups of 
coherent generators as the one produced by running a time domain simulation 
for a small disturbance. A contribution in this field is to include the excitation 
system PRGHO with this a similar grouping is obtained with the ones resulting 
from running the time domain simulation. 
− In the second part of Chapter 5 the main contribution is related to investigation 
of why linear analyses cannot identify correctly the groups of coherent into an 
ADG as the one produced by running a time domain simulation. This 
investigation is related to ADGs connected to strong TPSs. This assumption 
was confirmed by observing that for ADGs there are not unique modes in 
which the same grouping of the coherent generators can be observed as by 
running a time domain simulation for a small disturbance. It was shown that 
groups of coherent generators, similar with the one identified in the time 
domain simulation, are recognizable in several inter−machine modes. This 
conclusion is true as the time domain simulation is the result of a mix of 
multiple oscillation modes. Now, as the identification of coherent generators 
using linear analysis is not any longer straightforward, the small signal time 
response decomposition is chosen in order to obtain the groups of generators 
and further to identify the parameters of equivalent generators. The 
contribution of this Chapter is related to the mathematical manipulation of the 
10
time response decomposition which allows the computation of magnitude and 
phase angle of a particular mode. The results of this mathematical manipulation 
are further used to cluster the generators in the most observable modes of the 
time domain simulation, by using the Euclidean Distance in polar coordinates 
between each of the generators. In the end of Chapter 5, a method based on the 
same time response decomposition is proposed to obtain the parameters of 
equivalent generators. For each group of coherent generators, the equivalent 
time responses of signals (within a selected range of modes) are computed as 
the summation of time responses of each generator, but rescaled with the 
participation factors corresponding to each selected mode. Further, the 
equivalent time responses are used in a model parameter identification 
algorithm, to obtain the parameters of equivalent generators.  
2XWOLQHRIWKH7KHVLV
The PhD thesis contains seven Chapters and six Appendixes. Each Chapter is divided in 
Sections and Sub−Sections. The content it is organized as follows: 
Chapter 1: Introduction 
This Chapter introduces the reader to the status of DG integration in EU and in 
Norway. Also, presents the main challenges of integrating DGs in Europe with a special 
attention on the Norwegian case. It further presents the research objectives, scopes, limitations 
and the main contributions of the PhD work.  
Chapter 2: Grid Codes Requirements for Distributed Generation for Integration into 
Power Systems 
This Chapter presents the common grid codes requirements which are found in 
different national grid codes.  The overview of these requirements is done for both steady 
state and dynamic conditions. A special attention is given to the review of the IEEE 1547 and 
the ENTSO−E guidelines. The scope of this overview is for a complete treatment of the 
subject. The main scope of this Chapter is to study LV−FRT grid code requirement and to 
identify those topics which are not well covered by this requirement. 
Chapter 3: New Contributions to the Grid Codes Requirements for Integration of 
Distributed Generation into Power Systems 
This Chapter presents proposed contributions of this PhD work related to the LV−FRT 
grid code requirements. These main contributions are related to the modeling of the external 
power systems and to the impact of the voltage phase angle variation on the assessment of the 
LV−FRT requirements. 
11
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Chapter 4: Dynamic Equivalents of Active Distribution Grids for Rotor Angle Transient 
Stability Studies
Chapter 4 presents the contributions of this PhD work regarding the model reduction 
of ADG for rotor angle transient stability. The first part of Chapter 4 introduces a test ADG 
and presents a method to produce dynamic equivalents of ADG for investigating transient 
stability in main transmission system. In second part the impact of disturbance duration, 
location and type on the coherency identification of generators is investigated, quantify by the 
disturbance impact index. 
Chapter 5: Dynamic Equivalents of Active Distribution Grids for Rotor Angle Small 
Signal Stability Studies
Chapter 5 contributes to the small signal equivalents methods to reduce ADGs. In the 
first part of the Chapter, the classical method of slow coherency is investigated for the 
introduced test ADG. This method of grouping the generators it is studied for different models 
of synchronous generators and it is compared against a time domain simulation for a small 
signal perturbation. In the second part, the problems which results from using the linear 
analysis to cluster the DG units into an ADG are studied. And a new method based on the 
time domain decomposition of DG’s signals is proposed to identify the coherent generators in 
the test ADG. Based on this method a dynamic equivalent for the ADG is produced for which 
the parameters of equivalent generators are obtained using a parameter identification 
algorithm. 
Chapter 6: Discussions
In Chapter 6 the main research contributions are discussed. 
Chapter 7: Conclusions and Future Work
Some concluding remarks and suggestions for future work are presented in this 
Chapter.  
Appendix 1: Test Transmission Power System 
Appendix 2: Test Radial Distribution Grid 
Appendix 3: Test Active Distribution Grid 
Appendix 4: The Impact of Generator and Excitation System Modeling on the Slow 
Coherency Identification− Computed Eigenvalues 
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Appendix 5: Dynamic Equivalents of Active Distribution Grids using a Model 
Parameter Identification Method 
Appendix 6: Magnitude and Phase Calculation Using the Time Decomposition of the 
State Variables 
/LVWRISXEOLFDWLRQV
During the PhD work the following publications were written and submitted to 
different international conferences. The chapters of this PhD thesis are based on the following 
selected papers, which the author was main or co-author for. In chronological order the 
research publications are: 
Main author: 
Ɣ Publication A: Preda, Traian Nicolae 8KOHQ .MHWLO 1RUGJnUG 'DJ (LULN  ƎAn 
overview of the present grid codes for integration of distributed generationƎ, CIRED 2012 Workshop: 
Integration of Renewables into the Distribution Grid, Lisbon, Portugal, 29−30 May 2012. [13] 
Ɣ Publication B: Preda, Traian Nicolae 8KOHQ .MHWLO 1RUGJnUG 'DJ (LULN 7RIWHYDDJ
Trond. (2012) ƎExternal Grid Representation for Assessing Fault Ride Through Capabilities of 
Distributed Generation UnitsƎ, 2012 3rd IEEE PES Innovative Smart Grid Technologies Europe 
(ISGT Europe). [14] 
Ɣ Publication C: Preda, Traian Nicolae 8KOHQ .MHWLO 1RUGJnUG 'DJ (LULN 7RIWHYDDJ
Trond. (2013) ƎDynamic equivalents of active distribution power systems for investigation of transient 
stabilityƎ, CIRED 2013 Electricity Distribution Systems for a Sustainable Future. [15] 
Ɣ Publication D: Preda, Traian Nicolae 8KOHQ .MHWLO 1RUGJnUG 'DJ (LULN. (2013) 
ƎClustering Distributed Generation Using the Instantaneous Euclidean Distance in Polar 
CoordinatesƎ, 2013 4th IEEE PES Innovative Smart Grid Technologies Europe (ISGT Europe, 
Lyngby, 6−9 Oct. 2013. [16] 
Ɣ Publication E: Preda, Traian Nicolae 8KOHQ .MHWLO +DGMVDLG 1RXUHGLQH 
ƎDynamic Equivalents of Active Distribution Grids Based on Model Parameters IdentificationƎ, IEEE 
PES General Meeting 2014, National Harbor, Washington D.C., USA,  27−31 July 2014. 
Ɣ Publication F: Preda, Traian Nicolae8KOHQ.MHWLOƎA Test Distribution Grid for Study of 
Slow Coherency Concept Ǝ, IEEE PowerTech 2015, Eindhoven, Netherlands, June 29 –July 2, 2015.  
Co−author: 
Ɣ Publication G: 7RIWHYDDJ 7URQG 0DUYLN -RUXQ ,UHQH Preda, Traian Nicolae. (2012) 
ƎImpact of voltage phase angle changes on low-voltage ride-through performance of DG-unitsƎ, 
CIRED 2012 Workshop: Integration of Renewables into the Distribution Grid, Lisbon, Portugal, 
29−30 May 2012. 
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Ɣ Publication H: TofteYDDJ7URQGPreda, Traian Nicolae8KOHQ.MHWLOƎImpact of 
voltage phase angle changes on low-voltage ride-through performance of small scale hydro DG 
unitsƎ, CIRED 2013 Electricity Distribution Systems for a Sustainable Future, Stockholm, Sweden, 
10−13 June 2013. 
These results are the basis for the chapters of this thesis. 
During the PhD work other publications where written as part of the PhD study. Publication I 
was written in addition to the PhD course: TET 8340−ƎInstantaneous Power Theories and 
Compensation with Power ElectronicsƎ 
Other publications not included in the PhD thesis: 
Ɣ Publication I: Preda, Traian Nicolae 8KOHQ .MHWLO 1RUGJnUG 'DJ (LULN (2012) 
ƎInstantaneous Harmonics Compensation using Shunt Active Filters in a Norwegian Distribution 
Power System with Large Amount of Distributed GenerationƎ, PEDG 2012: 3rd IEEE International 
Symposium on Power Electronics for Distributed Generation Systems. 
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
&KDSWHU

*ULG&RGHV5HTXLUHPHQWVIRU,QWHJUDWLRQRI'LVWULEXWHG*HQHUDWLRQ
LQWR3RZHU6\VWHPV
This Chapter presents a review of the common grid codes requirements of different countries. 
The overview of these requirements is done for both steady state and dynamic conditions. A special 
attention is given to the review of the IEEE 1547 and the ENTSO−E guidelines. The focus is both 
steady state and dynamic conditions and the main is to study the current Low Voltage−Fault Ride 
Through grid code requirements and to identify those topics which are not well covered by these. This 
Chapter is based on Publication A. 
,QWURGXFWLRQ
This Chapter provides an overview of the most recent and comprehensive grid codes 
regarding DG integration at distribution level. First a list of the reviewed grid codes regarding 
DG integration at distribution level is presented. In Section 2.3 and 2.4 the grid code 
requirements are divided by the type of studies they address: steady state and dynamic 
operations, and examples are given for specific national grid codes. These examples are 
presented for a complete cover of the subject. The main focus is to present existing LV−FRT 
requirements and to identify topics which are currently not well covered by these. These 
topics will be thoroughly investigated throughout the PhD work and are representing the main 
contributions of this thesis.  
&RPPRQ5HTXLUHPHQWVIRU*ULG&RGHV5HODWHGWR
'LVWULEXWHG*HQHUDWLRQ
This Section reviews the following set of common technical connection requirements, 
based on the operation states of an Active Distribution Grid (ADG): 
a) Requirements for steady state operation (ch. 2.3):
– Frequency and voltage ranges
– Active power output control
Reactive power output control
b) Requirements for dynamic operation during grid disturbances:
– Low Voltage Fault Ride Through
– Grid voltage support during disturbances
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– Reactive current injection or absorption for fast acting voltage control
– Synthetic inertial capability or inertia emulation
– Oscillations damping in ADGs
– Frequency control support
The grid codes reviewed are listed in the Table 2.1. 
7DEOH*ULGFRGHVUHODWHGWR'*UHYLHZHGLQSDSHU$>@
Country Grid Codes related to DG 
Canada 
Hydro−Québec 
(February 2009) 
ƎRequirements for the Interconnection of Distributed Generation to 
the Hydro−Québec Medium−Voltage Distribution SystemƎ [17] 
Manitoba Hydro 
(January 2003) 
ƎInterconnection Guideline for Connecting Distributed Resources 
to the Manitoba Hydro Distribution SystemƎ [18] 
Denmark
(October 2008) 
ƎTechnical Regulation for Thermal Power Station Units larger than 
11 kW and smaller than 1.5MWƎ [19] 
Germany 
(June 2008) 
ƎGuideline for generating plants’ connection to and parallel 
operation with the medium−voltage networkƎ [20] 
Ireland 
(March 2011) ƎEirGrid Grid CodeƎ [21] 
Norway 
(October 2006) 
ƎNetwork Code for Requirements for Grid Connection Applicable 
to generators with maximum active power production less than 10 
MW in (the) distribution grid.Ǝ [22] 
Spain 
(October 2008) 
ƎTechnical requirements for wind power and photovoltaic 
installations and any generating facilities whose technology does 
not consist on a synchronous generator directly connected to the 
gridƎ [23] 
United Kingdom 
(June 2009) 
ƎThe Grid CodeƎ [24] 
ƎThe Distribution CodeƎ [25] 
In addition, two international publications – on the technical requirements for DG integration 
are also surveyed− see Table 2. 
5HTXLUHPHQWVIRU6WHDG\6WDWH2SHUDWLRQ
In steady state operation of a distribution grid, DG units are required to operate within a 
defined range around the nominal voltage at the point of common coupling (PCC).  
The steady state frequency−voltage operation ranges are presented in most surveyed grid 
codes for the following four operating conditions: 
• A range where a continuous operation is required
• A range where DG can operate but with output reduction (the restrictiveness and
scale limits of these operation areas differ from country to country)
7DEOH,QWHUQDWLRQDOJULGFRGHVUHODWHGWR'*LQWHJUDWLRQ
ENTSO−E 
(January 2012) 
ƎRequirements for Grid Connection 
Applicable to all GeneratorsƎ [26] 
IEEE−1547 
(July 2003) 
ƎStandard  for Interconnecting Distributed 
Resources with Electric Power SystemsƎ [27] 
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• A range where it is possible to operate but for which no output reduction or no
requirements are defined
• A range where immediate disconnection is required
The most demanding grid codes regarding frequency ranges are those from the UK [24], 
Ireland [21] and Denmark [19]. The span of operation areas are between 47 Hz and 52.0−53.0 
Hz. In terms of voltage limitations during normal steady state operation the most 
comprehensive grid code is that of Hydro-Québec, where the requirements cover a range 
between 0−140 percent of nominal line voltage. 
The ENTSO−E code is one of the most comprehensive grid codes in respect to steady 
state frequency ranges requirements for DG units connected below 110 kV. This grid code 
covers almost the entire European synchronous area, stating voltage and frequency limits. The 
ENTSO−E draft grid code from 2012 also states that DG units must disconnect for specified 
voltages. Figure 2.1 depicts an example for voltage-frequency ranges related to steady state 
operation of DG units, as defined by Denmark’s TSO, Energinet.dk. [19] 
UEH
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)LJXUH9ROWDJHIUHTXHQF\VWHDG\VWDWHRSHUDWLRQDUHDVGHILQHGE\(QHUJLQHWGN
IRUWKHUPDOJHQHUDWLRQXQLWVEHWZHHQN:DQG0:>@
Active power-frequency control in steady state operation can be defined in case of ADGs 
with DG integration as the capacity of units to control the active power production in order to 
keep the frequency within rated limits and to maintain the regulatory obligations 
commissioned from the DSO [24]. This requirement is meant to ensure a stable operation 
during islanding and is also related to the possibility of DG units to provide ancillary services.  
Table 2.3 shows the requirement on active power ramp ranges requirements from 
different grid codes. 
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7DEOH$FWLYHSRZHUUDPSUDQJHV 
Country Active power ramp range 
Canada Hydro-Québec 
Ramp up or down in an adjustable 2 to 60 minutes, 
from minimum 0 MW (stopped) to maximum power 
plant output, [17]. 
Denmark For voltages representing 0.9 pu and 1.1 pu of nominal 
voltage, the reduction of maximum power must not be 
greater than 10 %, [19] 
Germany Must be able to reduce active power in steps of 10 % of 
the agreed capacity with the network operator [20] 
Ireland 
Requires from DG units to ramp up and down a 
capacity of not less than 1.5 % of the registered 
capacity per minute when the unit is in normal dispatch 
condition, [21]. 
Spain The ramp up rate value is maintained at 10 % and the 
duration of this action is 250 ms, [23]. 
ENTSO−E draft code Requires from the DG units ramp ranges between 2-10 % with a full activation time frame 6-30 sec, [26]. 
Regarding the control strategy related to the steady state operation: reactive 
power−voltage (Q−U) can be defined as property of the DG units to maintain the voltage 
level within limits at the PCC by injection or absorption of reactive power as long as the 
voltage control equipment is not saturated [24]. In Table 2.4 some reactive power control 
requirements which DG units need to comply with are summarized. 
7DEOH5HDFWLYHSRZHUFRQWUROUHTXLUHPHQWVIRU'* 
Country Reactive power control requirements for DG 
Canada 
Hydro-Québec Must have the capability to exchange reactive power with ADG at an over-
excited or under-excited power factor less or equal with 0.95 [17] 
Manitoba Hydro 
- DG based on synchronous generator, must control the PCC voltage in the 
ranges within 95−105 % of the rated voltage [18] 
- DG based on induction generators or a power electronics interface must 
to correct the power factor to ±0.95 or better [18] 
Denmark  DG unit must ensure a reactive power production with power factor (related to  tanĳ) within the range −0.20 and 0.40 with respect to the rated 
active power and within the rated limits for voltage [19] 
Germany  DG unit can be operated with reactive power output corresponding to a power factor (related to cosĳ) in the PCC between 0.95 underexcited and 
0.95 overexcited [20] 
  Ireland  DG unit must to ensure at the maximum active power production a reactive power of 30 % with respect to the rated one, in both leading and lagging 
mode, power factor between 0.85 underexcited and 0.85 overexcited [21] 
Norway  DG unit must be dimensioned to ensure a power factor of 0.95−1.0 at 
maximum active power production [22] 
  Spain 
 DG unit must exchange reactive power with ADG at any active power 
production up to   20 % from the rated value.  Lower than 20 % the capacity 
for reactive power exchange can decrease in a linear dependency down to 
zero [23] 
  UK 
 DG units must ensure a transfer of reactive power in the PCC at rated 
active power output at a power factor between 0.95-leading and 
0.95−lagging. This reactive power limits applies for active power 
production of DG units up to 20% of the rated active power [24] 
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The ENTSO−E draft code [26] presents a survey of the aforementioned requirements 
related to reactive power control requirements in steady state operation. In IEEE standard 
1547 [6] there are no such specifications on this topic. 
5HTXLUHPHQWVIRU'\QDPLF2SHUDWLRQ'XULQJ
'LVWXUEDQFHV
An ADG is a dynamic system and is affected continuously by disturbances. In order to 
remain stable after being subject to disturbances some requirements (during a fault occurrence 
and post fault state) are imposed to DG units connected in distribution grids. Most of the 
reviewed grid codes require that the operation of the unit continues during the fault even if the 
voltage is dropping to inadmissible values or even to zero.  
The LV−FRT is defined as voltage−time profiles presenting the course of grid voltage as 
function of time in the PCC with the DG unit. This grid voltage in the PCC is considered for 
the phase which sustains the largest voltage drop during the fault [26].This curve shows the 
overall fault time range: before, during and after the fault occurs. Table 2.5 presents a 
summary of LV−FRT capabilities is presented (including LV−FRT capabilities for wind 
generators). Spain, Germany and ENTSO−E require DG units to support the grid during fault 
by injecting a specified amount of reactive current. 
By conducting the survey related to the LV−FRT requirements it was observed that the 
investigated grid codes do not cover topics as: 
• External grid modeling
• Impact of voltage angle variation
• ADG modeling for TSO studies
These topics will be treated thoroughly in this PhD work. 
As the current injection must be done fast, with the rapid increase of the reactive power 
generation, the amount of active power must be reduced. Immediately after the fault is 
cleared, the unit will restore the active power production prior to the fault in a ramp manner 
within predefined values [20], [23], [26]. In the Spanish grid code the process of reactive 
7DEOH)57UHTXLUHPHQWVIRU'*LQGLIIHUHQWQDWLRQDOJULGFRGHV
Country 
Low Voltage Fault ride-through capability 
Duration 
of fault
 
Voltage 
drop 
level 
Post 
fault 
time 
recovery 
Reactive 
current 
injection 
Canada 
Hydro−Québec 150 msec 0%Urated 0.18 sec ņ 
Denmark 50 msec 20%Urated 1 sec ņ 
Germany 150 msec 0%Urated 3 sec Up to 100% 
Ireland 600 msec 50%Urated ņ ņ 
Spain 500 msec 20%Urated 0.5 sec Up to 100% 
UK 140 msec 15%Urated 1.2 sec ņ 
ENTSO-E 40 msec 15%Urated 1.5-3 sec Up to 100% 
IEEE 1547 ņ
 
ņ ņ
 
ņ
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6XPPDU\ 
current injection or absorption during a disturbance (when the voltage drops below 0.85 
[p.u.]) is similar with the process of automatic voltage regulator for conventional synchronous 
generation. In this case the controller is designed as a PI control, as presented in Figure 2.2. 
The controller has as output the instantaneous reactive current Ir limited by the saturation 
values (dependent of voltage) Ir,max and Ir,min, Uc is the voltage set point, V is the voltage in the 
PCC (all parameters are RMS values), [23]. 

gU
0U I , minr ( )V
I , maxr ( )V
IrK1 sT

)LJXUH6LPSOLILHGEORFNGLDJUDPRIDQHUURUSURSRUWLRQDO
UHJXODWRUIRUUHDFWLYHFXUUHQWLQMHFWLRQRUDEVRUSWLRQDVGHILQHGLQWKH6SDLQ·VJULGFRGH>@
The ENTSO−E draft grid code defines the reactive current injection or absorption as fast 
acting voltage control. According to this requirement the control is activated if the voltage is 
deviating from the steady state value between 0 and ±10 % [26]. By activating the fast acting 
voltage control, a contribution of reactive current will be supplied at the low voltage side of 
the first step up transformer. This contribution must be of a least 2 % of the rated current per 
percent of voltage deviation and the DG unit must be capable of providing this reactive 
current in 40 ms after the occurrence of disturbance. The ENTSO−E draft grid code requires 
that, the supplied reactive current during the fault duration should not be less than 1 p.u. of the 
short term dynamic rating of equipment, delivered when the voltage drops below 40 % of 
steady state value at PCC. The principle of fast acting voltage control or fast reactive current 
injection or absorption, is depicted in Figure 2.3.  
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Some new features are starting to appear in the recent grid codes, like inertia emulation 
and oscillations damping in ADG [23] [26]. 
The inertia emulation is referring to capability of DG units (connected via frequency 
converters) to generate active power variations with respect to the derivative of frequency in 
the PCC or in the form of some predefined curves; reference [26] presents an example of such 
a curve.  
Regarding damping of oscillations in distribution grids, some grid codes state that the 
DG units can be required to be equipped with power system stabilizers in order to damp 
power oscillations in frequency range between 0.15−2 Hz, as reference [23] requires. 
6XPPDU\
This Chapter reviews different national grid codes related to the integration of DG units. 
The surveyed grid codes were from both transmission and distribution level of the power 
system, as some of the countries introduce requirements for DG connection in their national 
transmission grid codes. The national grid codes vary between countries and this is because of 
the different degree of DG penetration into the national power systems.  In the early versions 
of the grid codes, DG units were requested to disconnect from the grid during perturbed 
conditions, indifferent of the generation technology. This request has been replaced with more 
complex specifications in the newer codes, which also makes a clear distinction between 

)LJXUH9ROWDJHVXSSRUWSULQFLSOHDVGHILQHGLQ
(1762ï(GUDIWJULGFRGH>@
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6XPPDU\ 
synchronously and non−synchronously generation units. Within EU, the ENTSO-E is trying 
to level all the specifications into a common grid code already in action.  
This review focuses on the Low Voltage Fault Ride−Through (LV−FRT) requirement 
for DG units, and identified the following topics that are not well covered by this requirement: 
1. External power system modeling when the LV−FRT requirements are investigated.
2. The impact of voltage phase variation on the synchronously DG units FRT capabilities.
3. Adequate modeling of the distribution grids with large penetration of DG units for rotor
angle stability studies, from a TSO perspective.
These topics are the main research topics for the next Chapters.  
22
23 

&KDSWHU

1HZ&RQWULEXWLRQVWRWKH/RZ9ROWDJH)DXOW5LGHï7KURXJK
5HTXLUHPHQWVIRU,QWHJUDWLRQRI'LVWULEXWHG*HQHUDWLRQLQWR3RZHU
6\VWHPV
The chapter is based on Publication B, D, G and H and presents the contributions of this PhD 
work regarding Low Voltage Fault Ride Through (LV−FRT) grid code requirements. In Section 3.2 
different external power system models, used to investigate LV−FRT capabilities of small scale hydro 
units are investigated by comparison with the Thevenin source proposed by the grid codes. These 
models are proposed to replicate the dynamics associated with the bulk transmission grid. In Section 
3.3, the concept of LV−FRT is extended by taking into consideration the impact of voltage phase angle 
variation on the dynamic behavior of small generators. 
,QWURGXFWLRQ
As presented in Chapter 2, the existing power systems are challenged as the share of 
distributed generation (DG) at MV distribution level is increasing. In order to ensure the 
security of operation and power quality in these grids, transmission and distribution power 
system operators have issued guidelines for connection and operation of distributed 
generation. Some of these guidelines are designed to assess LV−FRT capabilities when 
dynamic studies are performed for distributed generation units. While most of the ongoing 
research has addressed the LV−FRT capabilities of the DG unit when the most severe fault 
occurs close to the point of common coupling, some research questions remain related to the 
adequacy of the representation of the external grid and of the impact of the voltage phase 
angle on the LV−FRT requirements. Therefore, Section 3.2 will compare several 
representations of external grid proposed by different authors for achieving more accurate 
results of fault ride–through capabilities of small scale hydro units versus the model proposed 
by the grid code requirement (Thevenin source). And in Section 3.3, the concept of LV−FRT 
is being extended by taking into consideration the impact of the voltage phase variation on the 
capabilities of small scale hydro units. These two research topics represent the main 
contributions of this PhD work to the LV−FRT requirement. 
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([WHUQDO*ULG5HSUHVHQWDWLRQIRU$VVHVVLQJ/RZ9ROWDJH
)DXOW5LGHï7KURXJK&DSDELOLWLHVRI'LVWULEXWHG*HQHUDWLRQ
8QLWV
/RZ9ROWDJH)DXOW5LGH− 7KURXJK&DSDELOLWLHV
In the distribution grid code [20], LV−FRT capabilities are related to the capacity of a 
DG unit to maintain the rated values of the active power production and voltage at PCC in 
pre− and post− fault conditions. Maintaining the rated voltage at PCC is done by injecting an 
amount of a reactive current during the fault, [20] [26]. With respect to the voltage dip during 
fault, a LV−FRT profile can be defined. According to [26], the LV−FRT capability is defined 
as a voltage–time magnitude presenting the course of external power system voltage as 
function of time for the point of common coupling (PCC) where the DG unit is connected, 
when a fault emerges. Also, this refers to the phase which sustains the largest voltage dip 
during the fault, [26]. 
   In this work, the voltage dip profile for achieving the LV−FRT capability of a small scale 
hydro unit is defined according to the distribution grid code in [20]. The voltage source 
connected at the DG unit bus−bar emulates a voltage against time profile as illustrated in 
Figure 3.1. The grid code requires that for voltages above the curve the DG must not be 
disconnected, [20].  
Figure 3.1. Voltage magnitude against time profile 
for assessing LV−FRT capability, [20] 
0RGHOOLQJRI([WHUQDO3RZHU6\VWHP
In this Sub−Section, four modeling approaches of the external grid, proposed by [28], are 
described and applied for investigating the impact on LV−FRT capabilities of a small scale 
hydro unit. The results are shown in Sub−Section 3.2.3. These modeling approaches are:   
1. Thévenin equivalent
2. Multi-machine power system
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3. Dynamic equivalents based on Ward reduction technique
4. Dynamic equivalents based on Extended Ward power system reduction techniques
A common approach for representing the external grid in LV−FRT studies is by using a 
Thévenin equivalent [29] [30], for which a short−circuit power and an equivalent impedance 
are specified. This modeling approach is used when the DG dynamic behavior is achieved 
locally (around the PCC) with a simplified external grid representation [31]. However, in 
order to reproduce the transient behavior associated with all generation units (including DG) 
from the external grid and to obtain realistic information about stability margins, the infinite 
bus−bar or single machine representation can be inappropriate [28] [31] [32]. Under these 
conditions, a multi-machine power system and dynamic models for external grid (based on 
Ward and Extended Ward power system reduction techniques) are considered, in other studies 
[28] − [33]. The methods for obtaining these equivalents for steady state and dynamic studies 
are investigated and described in detail in [28], [33] − [34], and are applied for a benchmark 
power system, as detailed in Sub−Section 3.2.2 B.1).  
$7KpYHQLQHTXLYDOHQW
According to the grid codes presented in [29] and [30] the external grid can be modeled 
as a Thévenin equivalent consisting of a voltage source behind grid impedance. According to 
[29] the voltage source shall emulate the LV−FRT profile as a certain voltage against time 
curve, specified by the DSO or TSO. Moreover, the voltage source needs to provide at the 
initial time of simulation a voltage equal to 1 p.u. in the PCC. The same reference states that 
the grid impedance ratio Rgrid/Xgrid should be 0.1 corresponding to a grid voltage angle of 84.3 
degrees. Regarding the short circuit power, Sk, defined for the grid impedance, reference [29] 
states that it should be ten times larger compared to the rated apparent power Pn of the DG 
unit, but according to the reference [30] this ratio should span between 20 and 50. A model 
for the Thévenin equivalent used as representation of the external grid can be depicted as in 
Figure 3.2 [29]: 
gZ

)LJXUH7KpYHQLQHTXLYDOHQWIRUWKHUHSUHVHQWDWLRQ
RIH[WHUQDOJULGLQ/9ï)57VWXGLHV>@
The dynamic analysis of the DG unit connected at bus 7100 in the benchmark power 
system (shown in Figure 3.3) was first investigated when the external grid was modeled using 
a Thévenin equivalent represented according to [30] (Rgrid  /Xgrid=0.1, Sk /Sn=20). The results 
from this model is shown in Section 3.2.4. 
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%0XOWLPDFKLQHSRZHUV\VWHP
According to [28] and [31] the representation of the external grid as a multi-machine power 
system can offer a better representation of the dynamics associated with the external grid, and 
also between the generation unit or FACTS [31] and the rest of the power system under both 
steady state and dynamic conditions. Reference [28] presents a variation of the test power 
system for integration of wind power into TPSs, proposed by [28] for integration of FACTS 
devices in TPSs. In this Sub−Section the LV−FRT capability of a small scale hydro unit will 
be assessed by connecting the DG unit into a benchmark power system (consisting of both 
distribution and transmission) with mixed generation: wind and hydro power. This is 
representing the full power system model.  
However, in systems with a large number of buses and large amount of generation units 
(including DG), the modeling complexity can be a drawback, [34] [35]. Therefore, dynamic 
equivalents can be a better approach, [2] [36] [32] as will be discussed in Sub−Section 3.2.2. 
B.2).The topology of this benchmark grid is presented in Sub−Section 3.2.2. B.1). 
− %HQFKPDUNPXOWLPDFKLQHSRZHUV\VWHPIRUUHSUHVHQWDWLRQRIWKH
H[WHUQDOJULG
The topology of the benchmark power system is depicted in Figure 3.3 and is based on a 
research model developed in [37]. The generation units consists of four hydro units with high 
installed capacity connected at 300 kV voltage level (buses 7114-300 kV, 7124-300 kV and 
7130-300 kV), and two fixed speed based wind farms with medium installed capacities 
(WG1–66 kV and WG2–66 kV).  
In addition, two small scale hydro units are connected at 22 kV (buses 7110–22 kV and 
7120–22 kV). The distribution power system is represented by the 22 and 66 kV voltage 
levels, as the transmission power system is represented by the 300 kV voltage level. The line 
data is given in Table A1.1 in Appendix A. All the hydro units are synchronous generators 
based and their data is given in Tables A1.2 and A1.3.  
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
)LJXUH%HQFKPDUNSRZHUV\VWHPIRUPXOWLPDFKLQH
UHSUHVHQWDWLRQRIH[WHUQDOJULG>@
Fixed−speed based wind farms were implemented from the template examples of 
DIgSILENT Power Factory© and modeled according to [38]. 
According to [39], the fixed−speed based wind turbines are modeled using a squirrel 
cage induction generator, for which the active power production is controlled by using a 
pitch−angle controller. According to the same source, capacitors banks are installed to 
compensate for the reactive power consumption of the induction generator. The data for the 
wind power plant is presented in Table A1.4. 
The distribution power system (at 66 kV) is connected with the bulk transmission system via a 
transformer between buses 7124−66 kV and 7124−300 kV. The data for the transformers is 
presented in the Appendix A1.5. The benchmark power system was simulated using 
DIgSILENT Power Factory 14.0© platform. In the distribution power system two capacitors 
banks are connected at the nodes 7300−22 kV and 7400−22 kV. This is done in order to 
improve the voltage levels in these two load areas. The data of the two compensating systems 
is provided in Table A1.6. 
All synchronous generators units are modelled using the standard model of the 
synchronous generator available in DIgSILENT Power Factory 14.0© platform. The hydro 
units are equipped with automatic voltage regulators modeled as an AVR−EXNEBB and 
hydro turbines and governors−based on HYGOV model, which are basic models implemented 
from DIgSILENT Power Factory© Standard Models library [38]. The macro−blocks and data 
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for the HYGOV is presented in Table A1.8. As for the EXNEBB and EXNI AVRs system is 
given in Table A1.9 and A1.10.  
The loads are modelled as constant power loads. Their corresponding data is given in 
Table A1.6. In the next paragraph an introduction is provided regarding load modelling in 
power systems modeling and analysis.   
− /RDGFKDUDFWHULVWLFVDQGPRGHOOLQJ
In general, modeling of load areas in power systems is a complex problem as their 
representation as aggregate models must be done and updated correctly. The dependencies of 
load’s active and reactive power with the voltage and frequency of connection bus, add 
complexity to the problem. 
As presented in [40] and [41] the static approaches are the most used techniques to model the 
loads in power systems studies. In the static models, the load P and Q are depended of 
bus−bar voltage and scales factors KP and KQ, and can expressed as:  
	 
,PP P K U (3.1)
	 
,QQ Q K U   (3.2)
Generally, in the power systems literature two classical static approaches are used to model 
the loads [40]. 
D ([SRQHQWLDOPRGHO
defined by the next expressions: 
0
0
P
P
UP K P
U
B ¬­ ­  ­ ­ ® (3.3)
0
0
Q
Q
UQ K Q
U
B ¬­ ­  ­ ­ ® (3.4)
Where: − PK  and QK  are scaling coefficients (equal with 1 in the base case) 
  − 0P , 0Q  and 0U are the reference active and reactive power, respectively the reference 
voltage 
  −  and are coefficients which describe the type of load and determine the 
sensitivity of active and reactive power with the voltage 
Depending of the values these coefficients, three types of load models can results (the ZIP 
model), presented in Table 3.1. 
PB QB
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7DEOH([SRQHQWLDOORDGPRGHO 
 
Load Model 
Constant Impedance  (Z) 2 2
Constant Current     (I) 1 1
Constant Power  (P) 0 2
E 3RO\QRPLDOPRGHO
In practice, the representation of complex loads is done by summating the aforementioned 
characteristics with the same ĮP and ĮQ coefficients. In this case, the expressions of P and Q 
become: 
2
0
0 0
P P P P
U UP K P a b c
U U
  ¯ ¬  ¬¡ °­ ­ ­ ­   ¡ °­ ­ ­ ­  ®  ®¡ °¢ ±
(3.5)
2
0
0 0
Q Q Q Q
U UQ K Q a b c
U U
  ¯ ¬  ¬¡ °­ ­ ­ ­   ¡ °­ ­ ­ ­  ®  ®¡ °¢ ±
(3.6)
, , , , ,P P P Q Q Qa b c a b c − represents the weights of each of the component from the ZIP model and 
satisfies the next conditions: 
1P P Pa b c     (3.7) 
1Q Q Qa b c     (3.8) 
&'\QDPLF(TXLYDOHQWVIRU3RZHU6\VWHPV
Due to the high number of bus−bars and generation units, the complete representation 
of the power systems is sometimes difficult to model [1] [2] [33]. So, different studies 
propose or investigate steady state or dynamic reduced equivalents of wide area power 
systems. According to [1], [33] [36], [42] and [43] these power system equivalents will 
consist of three main areas: an area representing the power system under study (internal 
power system), an external power system and a remote power system, as illustrated Figure 
3.4. In Figure 3.4, the set DG unit−transformer and correspondent PCC (7100-66 kV), 
represent the internal power system.  The remote power system represented by the bus 7200–
300 kV is modeled as TPS. 
PB QB
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
)LJXUH'LIIHUHQWLDWLRQRIDSRZHUV\VWHP
LQDUHDVRILQWHUHVW>@
The boundary buses are defined according to the objectives of the power system analysis. 
For dynamic equivalency of the external grid (considered outside of the boundary bus 7100), 
the steps proposed in [43] and [45] are used. This method mainly consists in three steps [45]: 
a) Identification of the coherent generators from external power system
b) Reduction of the topology of the external power system
c) Dynamic aggregation of the coherent generators
In the next paragraphs some generalities regarding methods of coherency identification, 
network reduction and synchronous generators aggregation are presented. 
As presented above a wide area power system can be split in three zones (as presented in 
Figure 3.4) and retaken in Figure 3.5: 
1. Internal power system (area under study)
2. External power system
3. Remote power system

)LJXUH3RZHUV\VWHPVGHFRPSRVLWLRQ
LQDUHDVRILQWHUHVW
Where: {I} −internal buses, {B} − the boundary buses and {R} −remote buses 
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− &RKHUHQF\,GHQWLILFDWLRQ
As presented in the power systems literature, two generators are considered coherent if 
their rotor angle difference is constant and small enough after a disturbance or multiple 
disturbances emerged in the internal area, [40]. According to [40]: Ǝan equivalent network 
obtained for an initial state (pre−fault) is only valid for other states (transient or steady state) 
if the transformation ratio (defined by (3.9)) can be assumed to remain constant for all nodes 
in a given groupƎ. Considering two nodes i and j , as presented in [40]: 
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With denoting the initial state. 
(3.9) can rewritten in a phasor manner as: 
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If the voltage magnitude is assumed to be constant (PV buses) [40], then (3.10) translates to: 
(3.11) 
For the generators represented using the classical model , and represents the 
rotor angles in the transient state. 
But as the concept of coherency was revised by the author in Publication D the following 
practices to address this concept mainly were found, [16]:  
Considering two general recorded signals from the ith and jth generators for which the 
coherency needs to be investigated these signals, can be represented in polar coordinates as in 
(3.12) and (3.13):  
(3.12) 
	 
 	 
 	 
,i y tj jy t t eGY (3.13) 
 where: 
−  and  are the instantaneous magnitudes of the rotor angle signals and  
−  and 	 

,i y tG  are the instantaneous phases of the rotor angle signals and  
Generally, the coherency concept is tackled in literature ((3.12) and (3.13)) by three main 
groups of methods: 
\ ^A
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• &RKHUHQF\RIPDJQLWXGH>@
(3.14) 
As presented above, two generators can be recognized as electromechanically coherent if 
the spatial positions of their rotors remain in synchronism over a time interval. This can be 
mathematically expressed for the rotor angles as: 
(3.15) 
or in the ideal case 
(3.16) 
The electromechanical coherency is presented in Figure 3.6 for three generators: i, j and 
k, where generator i is coherent with j, as the rotor angle difference is small and constant. 
Generator k is not coherent with the group of the other two. [40] 
)LJXUH 5RWRUDQJOHYDULDWLRQVLQWLPHRIWKUHHJHQHUDWRUV
JHQHUDWRUVLFRKHUHQWZLKWMDQGJHQHUDWRUNLQSKDVHRSSRVLWLRQ>@
This approach is mainly used to identify the electromechanical coherency together with 
the computation of the metric Euclidean Distance between the ith and jth units, over a time 
interval, as proposed in [46], by (3.17):  
(3.17) 
• &RKHUHQF\RISKDVH
References [33] and [47] are proposing that two generators can be considered coherent if 
the difference of their phases given in (3.12) and (3.13) must respect the condition:  
< >0( ) ( ) ,i j m nt t t t t F X Y
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(3.18) 
• &RKHUHQF\RIPDJQLWXGHDQGSKDVH
For which both (3.14) and (3.18) need to be validated over a time interval , were 
and represents the starting and ending time of the signal recording [47] [48]. 
Then, the definition of each of electromechanical coherency concept can be summarized 
as shown in Figure 3.7. 
m
ε
φε
)LJXUH&RKHUHQF\FRQFHSWïRIPDJQLWXGH
ïRISKDVHDQGïRIPDJQLWXGHDQGSKDVH
− 1HWZRUN5HGXFWLRQ
Two methods are investigated in Section 3.2.3 for reducing the distribution network, 
specifically a Ward equivalent with current injections and an Extended Ward or Ward−PV as 
known in the common literature. An extended comparison of the two methods was produced 
in publication B for interconnected power systems. [14] 
• :DUG(TXLYDOHQWZLWKFXUUHQWLQMHFWLRQV
For a given separation of a power system (as presented in Figure 3.8) the Ward 
equivalent with current injections can be computed as follows and as presented in [49] With 
the general separation of the buses of a wide area power system into Figure 3.5: internal buses 
{I}, boundary buses {B} and remote buses {R} the admittance matrix can be written [49]: 
< >
, , 0( ) ( ) ,x i y i nt t t t tGG G F 
[ ]0 , nt t t= 0t
nt
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(3.19) 
Considering just the boundary and remote buses, (3.19) becomes: 
(3.20) 
With a Gauss mathematical manipulation on and matrices an equivalent 
admittance matrix can be obtained: 
(3.21) 
With an equivalent injection of currents in the boundary buses: 
(3.22)
• ([WHQGHG:DUG(TXLYDOHQW:DUG39(TXLYDOHQW
As presented in [49] a Ward equivalent do not preserve the PV buses, therefore errors in 
the reactive power control and voltage magnitude can show up. Therefore, the classical Ward 
equivalent is extended in order to improve the reactive power flow. This is done, as explained 
in [44], by attaching to each i boundary bus defined as PQ bus (load bus), a fictitious 
admittance branch [yf] (which is the short-circuit admittance between the ith boundary bus and 
each generator from external grid) and voltage controlled bus (PV) (as presented in Figure 
3.9). Initially, P=0 and U=Ui,0, so the fictitious generator bus does not contribute with any 
0
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
)LJXUH:DUG(TXLYDOHQWUHSUHVHQWDWLRQ
ZLWKFXUUHQWLQMHFWLRQV>@
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1HWZRUN5HGXFWLRQ 
active and reactive power. When the operating conditions of the study power system changes 
then these buses will contribute with an absorption or generation of reactive power [33] [44]. 

)LJXUH([WHQGHG:DUG(TXLYDOHQWUHSUHVHQWDWLRQ>@
The Network Reduction tool provided by DIgSILENT Power Factory© produces a 
power system equivalent of the external area, which contains only the boundary buses. After 
the power system reduction process is finished the equivalent of the external grid will be 
represented by using equivalent transfer impedances between all buses and voltage sources 
connected at all boundary buses (voltage sources specified in the dynamic equivalents 
diagrams as EW (Extended Ward equivalent)) [38]. 
− $JJUHJDWLRQRI'*6\QFKURQRXV*HQHUDWRU8QLWVDQG&RQWUROOHUV
For reducing the order of the distribution grid model the aggregation of the DG units and 
their correspondent controllers represent an important step. This is due to the high number of 
differential equations which must be represented in the original model. The technique used to 
reduce the generators from one coherent area is developed in [50] and is presented in the 
following. 
• 6\QFKURQRXVJHQHUDWRUPRGHOOLQJDQGDJJUHJDWLRQ
Using a sixth−order representation of the synchronous generator, the differential equations 
describing the operation of the ith generator, are (3.23−3.24) [40]: 
The differential equations which describes the mechanical operation: 
(3.23) 
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The differential equations which describes the electrical operation are: 
  
(3.24) 
Assuming that Ra=0, the algebraic equations are: 
 
(3.25) 
a.1) Equivalent parameters of the mechanical differential equations 
Considering that a coherent area is formed by a number of m of coherent generators, as 
presented in [50] the aggregated inertia parameter is given by following equation: 
(3.26) 
(3.27) 
a.2.) Equivalent parameters of the electrical differential equations. Synchronous (d,q)
reactances  
In order to determine the equivalent parameters of the differential equations which 
describe the electrical operation of generators, (3.25) is written in terms of d−q currents in 
[50] as: 
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  (3.28) 
Or rewritten in a compact form: 
i i i k kI AU A U  (3.29) 
The equivalent current model as presented in [50]is: 
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With: 
(3.31) 
(3.32) 
(3.33) 
Where  the rotor angle of the equivalent machine is defined as [50]: 
(3.34) 
The coefficient matrices are defined in [50] as: 
(3.35) 
(3.36) 
(3.37) 
(3.38) 
With these  coefficient matrices the equivalent synchronous reactances are computed in 
[50]as: 
(3.39) 
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(3.40) 
The transient and subtransient reactances are computed in the same manner using the , ,
and . 
• ([FLWDWLRQV\VWHPDJJUHJDWLRQ
In this part a simplified the excitation system was used. This excitation system consists 
just of one block which describes the transfer function of the voltage controller with the input 
the error of the voltage (ǻU) and output the field excitation voltage (Efd).Figure 3.10 presents 
the simplified control scheme [49]. 

)LJXUH$VLPSOLILHGH[FLWDWLRQ
V\VWHPPRGHO
The differential equation describing the operation of the excitation system is [49]: 
(3.41) 
With dk coefficient defined in [50]: 
(3.42) 
(3.43) 
(3.44) 
The governor and turbine model were not considered in this case as it was assumed that 
their dynamics are much slower comparing with the electromagnetic ones. These steps are 
applied for the benchmark power system illustrated in Figure 3.3 as described in the 
following: 
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6WXG\&DVH
$,GHQWLILFDWLRQDQGG\QDPLFDJJUHJDWLRQRIWKHFRKHUHQWJHQHUDWRUVIURP
H[WHUQDOSRZHUV\VWHP
According to [35] and [46] this method consists of building coherent groups in which 
generators swing together after a fault occurred in the area of study. In this study case a bolted 
three phase symmetrical short-circuit cleared after 150 ms, as presented in [20] was 
considered. This fault was applied at the boundary bus of internal power system (PCC of DG 
unit). The identification of coherent generators and their corresponding areas was conducted 
by using the concept of Euclidean distances, as described in [46]. According to [46], the 
identification of the coherent generators from the external power system was based on 
comparing the rotor angle signals between each two generators, except for the DG unit for 
which the LV−FRT capabilities are investigated. The generators’ rotor angles were registered 
as time series: įi(t) for the ith generator and įj(t) for the jth generator. The time series were 
used to compute the Euclidean distance (ED in radians) between the ith and jth generators as 
given in (3.45) [46]: 
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 E E (3.45) 
Where:  
 
( )i tE − represents the rotor variation of the ith generator registered for each time instant t  
 
( )j tE − represents the rotor variation of the jth generator registered for each time instant t.  
A time step of 10 ms was used for the simulation. To obtain the Euclidean distances 
between generator units a Dynamic Programming Language (DPL) [38] script was developed 
in DIgSILENT Power Factory 14.0©. This script is an iterative process which identifies the 
minimum Euclidean distances between generators. The different steps of the DPL 
identification and aggregation of the coherent groups of generators are depicted in the flow 
chart in Figure 3.1. 
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)LJXUH)ORZFKDUWGHSLFWLQJWKHVWHSVRILGHQWLILFDWLRQDQGDJJUHJDWLRQRIFRKHUHQW
JHQHUDWRUV
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In Figure 3.12 the rotor angles signals of both units from ADG and from TPS side are 
plotted after the fault occurred at bus 7100-66 kV. The plots illustrate that generators 7114 
and 7124 from ADG are coherent, resulting in the first coherent group of generators. The 
second coherent group is represented by generators 7130-8 kV and 6.6 kV. For generators 
7110 and 7120 the Euclidean distance in all three iterations was computed as 0.279 radians 
which is larger than 0.17 radians, and indicate that the two generators are not coherent. The 
coherent groups of generators in the areas of the benchmark power system are represented in 
Figure 3.13. 

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)LJXUH&RKHUHQWJURXSVRIJHQHUDWRUVLQWKH
EHQFKPDUNSRZHUV\VWHPDIWHUVWLWHUDWLRQ
These coherent groups are validated by the first iteration of DPL script. By running the 
second iteration with the same location of the fault, the script identifies that the new 
generators corresponding to the aggregation of coherent groups 1 and 2 (AG1 and AG2) are 
coherent. This is validated by plotting the rotor angles corresponding to the new aggregated 
generators, as depicted in Figure 3.14. After computing the new aggregated generator 
corresponding to coherent groups 1 and 2 (AG3), in the third iteration the script stops 
meaning that no coherency is identified any longer in the external grid. This can be observed 
by analyzing the rotor angles plots of the aggregated generator AG3, units 7110 and 7120, as 
depicted in Figure 3.15. 
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)LJXUH5RWRUDQJOHVRIJHQHUDWRUV
IURPQGLWHUDWLRQRI'3/VFULSW

)LJXUH5RWRUDQJOHVRIJHQHUDWRUV
IURPUGLWHUDWLRQRI'3/VFULSW
The coherency clustering process of the generating units in the benchmark power system 
(other than the DG unit under study) is schematically represented in Figure 3.16. 
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)LJXUH&RKHUHQF\FOXVWHULQJRIJHQHUDWLRQXQLWV
IURPEHQFKPDUNSRZHUV\VWHP
The two wind farms were modeled as fixed speed wind turbine generators equipped with 
squirrel cage induction generators. For dynamic aggregation of wind farms the concept of 
single equivalent machine was used as described in [51], for which the equivalent apparent 
power rating represents the sum of individual wind farms ratings. Likewise, the equivalent 
compensating capacitor banks size will represent the sum of the individual wind farm 
capacitor banks [51]. For the sake of simplicity, the controllers related to the operation of 
synchronous units were selected identical, so no dynamic aggregation was needed. As for 
wind farms the same models were used for aero-dynamic and mechanical turbine 
representation, so also in this case no aggregation was needed. It is obvious that in distribution 
grids where different types of generation and their corresponding controllers will be added, 
the issue of dynamical aggregation of controllers must be rigorously considered. 
%5HGXFWLRQRIWKHWRSRORJ\RIWKHH[WHUQDOSRZHUV\VWHP
In this part, Ward and Extended Ward methods for power system reduction equivalents were 
investigated.  
A complete presentation related to network reduction was introduced in Sub−Chapter 
3.2.2. Some of the methods to reduce the grid model for Load Flow studies it will be 
summarized again. This is done in order to make the literature of this work more 
approachable to the readers with no experience in power systems model reduction. 
According to [33] and [44], these methods of power systems equivalence are based on 
reduction techniques of the nodal admittance matrix of the external power system and the 
boundary buses. Also the same references states that the equivalent of the external power 
system will be represented by a fixed admittance equivalent network and equivalent current 
injections with respect to the original one at the boundary buses [44] [33]. The power system 
reduction results from a Gauss elimination technique of the admittance matrix of the power 
system to be reduced between the boundaries buses, by considering the representation of 
loads as constant impedances, [46]. According to [44] and extensively detailed further, the 
difference between these two methods is that an Extended Ward equivalent model takes into 
consideration a more accurate reactive power control in the external power system, while a  
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Ward equivalent does not. This is realized, as explain in [44] by attaching to each i boundary 
bus defined as load bus, a fictitious admittance branch (which is the short-circuit admittance 
between the ith boundary bus and each generator from external grid) and voltage controlled 
bus (PV). Initially, P=0 and V=Vi,0, so the fictitious PV bus do not contribute with any active 
and reactive power. When the operating conditions of the study power system changes then 
these buses will contribute with an absorption or generation of reactive power. [44] [51] 
In this study case, these equivalence approaches were applied for the benchmark power 
system presented in Sub−Chapter 3.2.2. B.1). Figure 3.17 presents the resulting wide area 
dynamic equivalent based on a Ward network reduction of the original benchmark power 
system. In this case for the boundary buses were selected next buses: the PCC of the DG unit, 
the equivalent buses where the resulted aggregated synchronous and wind generators (AG3 
and WAG-22 kV) were connected and the connection buses of the synchronous generators 
7110-66 kV and 7120-66 kV. The equivalent buses correspond to the connection buses of the 
largest generators to be aggregated. This equivalent was obtained by using the Network 
reduction function of DIgSILENT Power Factory 14.0© platform [38]. According to [38], 
this power system reduction tool is based on a method which ensures that all the sensitivities 
 (first order derivative of voltage magnitude and angle with respect to active and reactive 
power) of the equivalent grid measured in each boundary bus will be equal with the 
sensitivities of the original external area to be reduced. The Network Reduction tool provided 
by DIgSILENT Power Factory© produces a power system equivalent of the external area, 
which contains only the boundary buses. After the power system reduction process is finished 
the equivalent of the external grid will be represented by using equivalent transfer impedances 
between all buses and voltage sources connected at all boundary buses [38]. Moreover, a 
validation of the benchmark power system equivalents is needed to be studied after the 
process of power system reduction is complete. [32] The validation of benchmark power 
system equivalents with respect to the original one was investigated by taking in consideration 
the following two constraints: 
1. The rotor angle of the DG unit under investigation must have the same swinging
pattern, under both original and reduced model (with rotor angle errors smaller than
10 degrees or 0.17 rad) [34]
2. Equivalent load flow calculations must provide errors smaller than 0.1% (user-
defined) [38]
To validate the first constraint, the considered short circuit at DG interconnection bus 
7100-66 kV was applied for the detailed four cases of external grid representation: Thévenin 
equivalent, benchmark power system, wide area dynamic equivalents based on Ward and 
Extended Ward power system reduction techniques. In all four cases the rotor angle of DG 
unit connected at bus 7100 was registered and plotted as shown in Figure 3.18. It can be 
observed that the rotor angle curves in the cases when power system equivalents were used 
overlap the case when the complete power system is modeled. The maximum error is of 
0.0041 rad. 
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
)LJXUH5RWRUDQJOHVRI'*FRQQHFWHGWR
GLIIHUHQWH[WHUQDOJULGUHSUHVHQWDWLRQV
For rotor angle variation response in the case when external grid is modeled using a 
Thévenin equivalent, it can be observed that even the curve variation has a pattern close to the 
curves obtained for detailed models of external grid, the initial value and then the entire range 
of variation values for this parameter are erroneous. The maximum error with respect to the 
original case is of 0.52 rad.  
This can validate the assumption that the connection of a small scale generator unit to a 
relatively strong power system equivalent cannot model properly the real dynamics, 
especially the ones associated with the rotor angle swings of other generation units when 
LV−FRT is investigated. The second constraint was also validated, as no error stating that the  
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violation of constraint was produced after running the function for power system reduction in 
the simulation platform. 
'LVFXVVLRQV
In this part the LV−FRT capabilities of DG unit will be discussed, considering all four 
aforementioned approaches for modeling of the external grid are considered.  
In this case the considered DG is a synchronous generator small scale hydro unit with an 
installed capacity of 1.6 MVA, equipped with the same automatic voltage regulator and hydro 
governor models as presented in Sub−Chapter 3.2.2. B.1). In terms of LV−FRT capabilities, 
Figure 3.19 presents the voltage variation profiles at PCC when the same short circuit event 
used in previous sections, emerged at bus 7100-66 kV (DG connection bus). The LV−FRT 
capabilities are investigated when all four cases of external grid representation were 
considered (Thévenin equivalent, benchmark power system, dynamic models based on Ward 
and Extended Ward power system reduction techniques). These voltage profiles are compared 
with the LV−FRT curve defined by the distribution grid code [3.1] as presented in 
Sub−Chapter 3.2.1. As can be observed, the voltage profile corresponding to the case when 
the DG unit is connected with a Thévenin equivalent crosses the LV−FRT profile defined in 
[20] immediately after the fault is cleared, meaning that the unit cannot sustain a stable post 
fault operating condition and must be disconnected. In the case when the external grid is 
represented by a wide area dynamic equivalent based on a Ward power system reduction 
method it is observed that the voltage rises above the LV−FRT profile define by the grid code 
[20] defined profile, in the third stage of post fault recovery. The reason why a Ward power 
system equivalent cannot achieve a LV−FRT curve close to the one produced by the 
representation of the detailed model of power system is the non-accuracy of the reactive 
power control of the equivalent grid. 

)LJXUH9ROWDJHPDJQLWXGHYDULDWLRQFXUYHVRI
'*XQLWFRQQHFWHGWRGLIIHUHQWH[WHUQDOJULGUHSUHVHQWDWLRQV
By considering the reactive power change with the change of state of internal power 
system [33] [44] a more accurate voltage variation curve can be obtained. This curve is in the 
area where no disconnection of DG unit is required and is associated with the representation 
of external power system by a dynamic equivalent based on an Extended Ward power system  
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reduction technique. As can be observed in Figure 3.19 this curve do not track rigorously the 
curve obtained when DG unit is simulated in the real power system. This is due to the 
combined effect of aggregation and power system reduction errors. Figures 3.20 and 3.21 
present the variations of the DG unit’s active and reactive power after the fault is cleared. For 
both power variations it can be observed that by modeling the external grid using a Thévenin 
equivalent the actual dynamic behavior of small scale hydro power plant cannot be achieved. 
Moreover, it can be observed that significant differences appear for the variations of active 
and reactive power, when the external grid is modeled by using a Thévenin equivalent with 
respect to the original or equivalents of benchmark power system. These variations are far 
smaller compared with cases when external grid is modeled by using the complete model or 
equivalents of the benchmark power system and not suitable to allow the DG unit to withstand 
the fault. The smaller magnitudes registered for the oscillations associated with the 
representation of the external grid by using a Thévenin equivalent can further result in 
erroneous ratings of the generation unit and wrongly tuned controllers. In the case when large 
numbers of DG units are integrated these combined effects can have a negative impact on the 
overall stable operation of the ADG. It can be also observed that the time scales for which 
new steady state values of critical parameters are obtained, differs from the case when a 
Thévenin equivalent of the power system is considered with respect to the complete model or 
equivalents.  
When dynamic equivalent models of the external grid were used it can be observed that 
in the first oscillation of the active power variation track very well the variation described by 
the original power system. However, for the next two oscillations the magnitudes of the 
variations related to the equivalent models are lower compared to the variation produce by the 
original power system. This is due to the fact that the dynamic equivalents do not have the 
capability of computing rigorously the active power losses as also presented in [35] [36]. For 
the reactive power variations a large difference as observed between the peaks of the first 
oscillations associated with the connection in the real power system of the DG unit and the 
one associated with the Thévenin equivalent. This difference is of approximately 7.11 MVAr. 

)LJXUH$FWLYHSRZHUYDULDWLRQFXUYHVRI'*XQLW
FRQQHFWHGWRGLIIHUHQWH[WHUQDOJULGUHSUHVHQWDWLRQV
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)LJXUH5HDFWLYHSRZHUYDULDWLRQFXUYHVRI'*XQLW
FRQQHFWHGWRGLIIHUHQWH[WHUQDOJULGUHSUHVHQWDWLRQV
As Publications G and H presents, when LV−FRT capabilities of a DG unit are 
investigated, just by taking into account only the variation of voltage magnitude erroneous 
results can occur, and the research proposes that a careful analysis of the impact of voltage 
angle variation when a fault emerged in the grid must be also considered, [52] [53]. 
Especially, that large excursion of the voltage angle will have a significant impact on the 
active power flow in the power system. This investigation will be detailed further in Sub-
Chapter 3.3.In Figure 3.22 the voltage angle variations at the PCC of DG unit are presented 
with different models for external grid representation. It can be observed that by using an 
Extended Ward equivalent model of the external grid will track rigorously the curve produced 
when the DG unit is connected in the benchmark power system. Also, it can be observed that 
by using a Ward equivalent the same pattern as the one related to the benchmark power 
system is tracked. By using the Ward equivalent some oscillations are observed. This is due to 
the inaccuracies in the reactive power flow introduced by this model. When a Thévenin 
equivalent is used, a large error (of approximately 3 degrees) is produced after the fault is 
cleared. For the first swing in the time span between the fault is applied and cleared, the 
dynamic equivalent models of external grid give a very good representation of the peak value 
of voltage angle. 
)LJXUH9ROWDJHDQJOHYDULDWLRQFXUYHVRI'*XQLWFRQQHFWHGWRGLIIHUHQWH[WHUQDOJULG
UHSUHVHQWDWLRQV
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,PSDFWRI9ROWDJH3KDVH$QJOH9DULDWLRQRQWKH/9− 
 ,PSDFWRI9ROWDJH3KDVH$QJOH9DULDWLRQRQWKH
/RZï9ROWDJH)DXOW5LGHï7KURXJK6WXGLHV
*HQHUDO,QWURGXFWLRQ
The LV−FRT requirements are mainly addressed by the national grid codes as the 
capability of the generation units to withstand to one or more voltage drops for certain 
durations of time [29]. 
In Sub−Section 3.2.1 the LV−FRT requirement was introduced by defining a voltage 
borderline for the voltage variation versus time. When faults occur in the grid, they create 
both changes in the magnitude and phase of bus−bar voltages. This is the main contribution of 
Publications G and H which investigated the possible impact of decoupling the voltage phase 
angle variation from the voltage magnitude in the DG response and to present the 
consequences of neglecting this impact in the LV−FRT curves. 
7KH,PSDFWRI9ROWDJH3KDVH$QJOH9DULDWLRQRQ/RZ
9ROWDJHï)DXOW5LGHï7KRURXJK5HTXLUHPHQW
Using the test system presented in this Sub−Section, the following steps where 
considered in order to observe the impact of both the voltage magnitude and phase angle on 
the LV−FRT capabilities of the DG unit.  
       Step 1. Simulation of disturbance event. A three phase resistive short circuit is applied at 
different bus−bars of the test grid. 
       Step 2. Recording of separate time series for the voltage magnitude and phase angle 
variations at the DG bus−bar. 
       Step 3. The swing machine is replaced with a controlled voltage source for which the 
input will be the time series of the voltage magnitude and, respectively, phase angle 
variations. 
       Step 4. Investigation of the DG unit capabilities during simulations of voltage magnitude 
and angle at the PCC are observed, together with the active and reactive power variations as 
well the rotor angle.  
 7HVW'LVWULEXWLRQ*ULG
The system model used in this research is presented in Figure 3.23. The system model 
consists of a simple 132 and 66 kV radial regional grid, a 22 kV distribution grid and a 300 
kV (swing bus). Two loads are connected in the system, at BUS22_1 and BUS66_1, 
respectively. The loads are modeled as Z=constant. The synchronous generator is connected 
to the 22 kV grid via a 0.69/22 kV transformer. Data for lines, transformers, loads and 
generator are given in Appendices A2.1−A2.4. 
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d)LJXUH6LQJOHOLQHGLDJUDPRIV\VWHPXQGHUVWXG\
The synchronous generator model is equipped with a brushless excitation and an automatic 
voltage regulator. This excitation system model corresponds to model Type AC8B in [54]. 
Data for the excitation system are given in Appendix A2.5. The generator is operated with 
constant mechanical torque; therefore no turbine/governor model is included.
 6WXG\&DVHV
The following study cases were considered to approach the problem: 
      Study Case 1. A three−phase resistive symmetrical fault applied to bus−bar Bus_66_1. 
The value of resistive characteristic is established to 1.9 ȍ. 
      Study Case 2. A three−phase resistive symmetrical fault applied to bus−bar Bus_22_1. 
The same resistive value for the fault is applied. 
The instant considered for the fault inception is 1 s. In both cases, the fault clearing time 
is 250 ms. The DG unit has the following setpoints: Psetpoint=4 MW and Vsetpoint=1 p.u..  
 5HVXOWV
Applying the fault events presented in Study Cases 1 and 2 the following variation of the 
voltage magnitude at buses Bus_66_1 and Bus_22_1 are obtained, as shown in Figure 3.24. 
The correspondent voltage angle variations are presented in Figure 3.25.  
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Figure 3.24 shows large excursions in both variations of voltage magnitude and angle. 
Figures 3.26 a), b) and 3.27 a), b) show the transient response of the DG unit in terms of 
active and reactive powers.  

)LJXUH9ROWDJHDPSOLWXGHRQJHQHUDWRUEXV%XVB*(1LQ&DVHVDQG
7HPSRUDU\SKDVHIDXOWDW%XVBDQG%XVBUHVSHFWLYHO\>@

)LJXUH9ROWDJHSKDVHDQJOHRQJHQHUDWRUEXV%XVB*(1LQ&DVHVDQG7HPSRUDU\
SKDVHIDXOWDW%XVBDQG%XVB>@
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These responses are compared for the basic case (when the DG unit is connected to the 
full model) with respect to the cases where the changes in voltage amplitude (depicted in the 
plots as Uamplitude) and phase angle (depicted in the plots as Uphase) are applied.  
The inputs for the voltage magnitude and angle variations used to control the voltage 
source are presented in Figures 3.24 and 3.25.  
 From Figures 3.26 a significant difference can be observed between the full model 
response in active power and the response obtained when only change in voltage amplitude 
makes the perturbation can be observed, as to the fault in question. This pattern is not 
observed between Ǝfull modelƎ case and Ǝvoltage phase angleƎ case.   
 As for Case 2, the significant difference show up between the responses obtained when 
only change in voltage angle makes the perturbation with respect to the full model and voltage 
amplitude.  
This happens during the second swing of the simulation. After this, the third and fourth 
swings show the same pattern for the Ǝfull modelƎ and Ǝphase angleƎ cases. This is not the 
same situation for Ǝvoltage magnitudeƎ case swings, which are lower in magnitude and damps 
much faster. 
)LJXUHD5HVSRQVHLQJHQHUDWRU
VDFWLYHSRZHUIRU
&DVHSKDVHIDXOWRP%XVB>@
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5HVSRQVHLQJHQHUDWRU
VDFWLYHSRZHUIRU
&DVHSKDVHIDXOWRP%XVB>@
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)LJXUHD5HVSRQVHLQJHQHUDWRU
VUHDFWLYHSRZHUIRU
&DVHSKDVHIDXOWRP%XVB>@

)LJXUHE5HVSRQVHLQJHQHUDWRU
VUHDFWLYHSRZHUIRU
&DVHSKDVHIDXOWRP%XVB>@
As presented in the above Figures, a significant difference between the full model 
response in reactive power and the response was obtained when only change in voltage phase 
angle is applied, for both Cases. Approximately identical responses it are observed between 
Ǝfull modelƎ case and ƎamplitudeƎ case, except for the initial 600-700 ms after the fault 
inception. 
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7KH,PSDFWRI9ROWDJH3KDVH$QJOH9DULDWLRQRQ&ULWLFDO
&OHDULQJ7LPH
Considering the same simulation model as presented in Figure 3.16, the impact of the 
voltage magnitude and phase angle variations on the Critical Clearing Time for different study 
cases were investigated. 
To observe in addition how different types of excitation and AVR models impacts the 
results, two types of excitation systems were chosen. A detailed presentation these two types 
of exciter and AVR models are presented in [54] and [55] . Simulations for the next study 
cases were performed using SIMPOW® [55]. 
7DEOH([FLWHUDQG$95PRGHOV>@
Model 1 IEEE AC8B 
Model 2 Variation of the brushless excitation 
system with DC commutator 
The macro−blocks and data of these two excitations systems are presented in 
Appendices A2.5 and A2.6. 
To conduct the investigation, the following steps are applied: 
       Step 1. Computation of the CCT when fault occurs at different locations in the grid, using 
the two excitation systems for the small hydro unit. 
       Step 2. Simulation of disturbance event with the same duration as the CCT computed at 
Step 1. 
 A three phase resistive short circuit event is applied at different bus−bars of the test 
grid. 
       Step 3. Recording of the separate time series for the voltage magnitude    and phase angle 
at the DG bus−bar variations. 
       Step 4. The swing machine is replaced with a controlled voltage source for which the 
input will be separately the time series of the voltage magnitude and, respectively, phase 
angle variations. 
       Step 5. Investigating of the DG unit capabilities during simulations Voltage magnitude 
and angle at the PCC are observed, together with the active and reactive power variations as 
well the rotor angle.  
6WXG\&DVHV
The following study cases where considered: 
      Study Case 1. The same as in Study Case 1 of Sub−Chapter 3.3.2.1. In this case the fault 
resistance is Rf = 1.9 ȍ. 
  Study Case 2. A three−phase resistive symmetrical fault applied to bus−bar Bus_22_2. 
The same resistive value for the fault is applied. 
The instant considered for the fault inception is considered 1s. The study cases will be 
investigated for both situations of the excitation systems as summarized in the Table 3.2. 
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7DEOH6WXG\FDVHV
Study 
cases 
Fault applied at 
Bus: 
Excitation 
System 
Model 
Case 1A Bus66_1 Model 1 
Case 1B Bus66_1 Model 2 
Case 2A Bus22_2 Model 1 
Case 2B Bus22_2 Model 2 
5HVXOWV
The following values for the CCT was obtained from the simulation of the above study cases: 
7DEOH&ULWLFDOFOHDULQJWLPH>PV@IRUFRQVLGHUHGVWXG\FDVHV 
Study cases CCT 
 [ms] 
Case 1A 623 
Case 1B 366 
Case 2A 313 
Case 2B 272 
Appyling the faults described in the Cases 1A and 1B, the change in voltage amplitude 
as function of time on the generator bus (Bus_GEN) as a result of is shown in Figure 3.28.  

)LJXUH9ROWDJHDPSOLWXGHRQJHQHUDWRUEXV
%XVB*(1IRU&DVH$DQG&DVH%>@
The corresponding change in voltage phase angle is given in Figure 3.29. 
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
)LJXUH9ROWDJHSKDVHDQJOHRQJHQHUDWRUEXV
%XVB*(1IRU&DVH$DQG&DVH%>@
In Figure 3.30 and 3.31 the variations in voltage amplitude and phase angle, are shown for 
Case 2A and Case 2B. 

)LJXUH9ROWDJHDPSOLWXGHRQJHQHUDWRUEXV
%XVB*(1IRU&DVH$DQG&DVH%>@
Figure 3.31 show that large difference of the voltage phase angle appears when the fault take 
place at different locations in the grid: Bus_22_2 and Bus_66_1. 
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
)LJXUH9ROWDJHSKDVHDQJOHRQJHQHUDWRUEXV
%XVB*(1IRU&DVH$DQG&DVH%>@
Figure 3.32 shows the DG unit rotor angle variation for the cases when a fault is 
simulated in the distribution grid compared to the case of controlled voltage source. As 
presented above, this voltage source has the input of  the voltage magnitude variation obtained 
for the fault with the duration of the CCT in the Ǝfull modelƎ case.  

)LJXUH5RWRUDQJOHYDULDWLRQVIRU&DVH$²
IXOOPRGHODQGGHILQHGYROWDJHPDJQLWXGHYVWLPHSURILOH>@
'LVFXVVLRQ
In Section 3.3, results which investigate the LV−FRT capabilities of a DG unit clearly 
show that the expected transient response strongly depends on both changes in amplitude and 
phase angle of the terminal voltage caused by a fault which occurs in the grid. The largest 
error shows up in the active power response.  
Therefore it can be concluded that an analysis taking into consideration only the voltage 
change of the perturbation, will in many cases most likely lead to erroneous conclusions 
regarding transient stability of the unit and critical clearing time.   
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The results also show that the type of AVR poses a great impact on the computed CCT. 
A depreciation of the transient stability is also observed in the case when a decoupling of the 
voltage magnitude to the phase angle is considered. 
6XPPDU\
In this Chapter, new contributions to the LV−FRT requirements were introduced. 
These contributions addresses to the adequacy of the external power system modeling by 
comparison to the model proposed by the grid codes (Thevenin source) and to the impact of 
voltage phase angle variation on the LV−FRT requirement. It is observed that by using a 
controlled voltage source to assess the LV−FRT capabilities of a small scale hydro unit, 
erroneous results can be achieved. Better results were achieved by assessing the capabilities 
of the DG unit by using a benchmark or a reduced order model dynamic equivalent. In the 
second part, the impact of considering the voltage angle variation it was investigated when the 
LV−FRT requirement is studied. It was observed that by using a voltage magnitude against 
time variation profile, the capabilities and the transient limits are also erroneous. More 
accurate results can be achieved when using a unified voltage magnitude−angle variation 
against time. 
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
'\QDPLF(TXLYDOHQWVRI$FWLYH'LVWULEXWLRQ*ULGVIRU5RWRU$QJOH7UDQVLHQW
6WDELOLW\6WXGLHV
The chapter is based on Publication C and presents the investigations of this PhD work 
regarding the model reduction of ADG for rotor angle transient stability. In Section 4.2 the method to 
produce dynamic equivalents of ADG for transient stability analysis in main transmission systems is 
presented. Section 4.2.3 investigates the impact of disturbance duration, location and type on the 
coherency identification of generators, quantify by the disturbance impact index. In the end of this 
Chapter the steps to produce a dynamic equivalent for test ADG is studied and two criteria to validate 
this type of equivalents are considered.      
3UREOHPVWDWHPHQW
Distribution networks had evolved from passive systems, (meaning transferring the 
electrical energy from main bulk system to the end users) into active systems with an 
increased share of distributed generation. As most of this distributed generation is based on 
synchronous generator technology, the dynamic response of these small scale generation units 
and their controllers on the bulk transmission power system cannot be any longer neglected.  
The transient stability study investigates if the reduced model preserves the voltage 
magnitude and phase angle variation in the Point of Common Coupling (PCC) with the bulk 
system. As the Critical Clearing Time (CCT) and transient stability limits are of interest when 
transient stability analyses are performed, these criterions are used to validate this method for 
the use of large transmission power systems studies.  
The general idea of the work presented in this Chapter is to show that adequate modeling 
of active distribution grids in transmission system transient analysis can be done by use of 
reduced order dynamic equivalents.  
7KH&RQFHSWRI5RWRU$QJOH7UDQVLHQW6WDELOLW\
The study of transient stability relates to the analysis of the power system regarding how 
it behaves when exposed to large disturbances as: outage of a line and/or generator, large 
excursions of the load areas or emerging of severe disturbances (as short− circuits). In order 
to solve the nonlinear set of differential equations an integration method with fixed or variable 
steps are used. The most used numerical integration as described in [41] are: 
1. Euler Methods
2. Runge−Kutta Methods
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The purpose for computing the transient state (or states) of a power system is to observe if 
the transition from the original steady−state to a new steady−state is stable . In 
order to observe if a power system is stable or not, a time-domain simulation is used. 
The first scope of this time-domain simulation is to observe the oscillation curves of the 
generator’s corresponding relative rotor angle. For this, three possible characteristics can be 
observed [41]: 
1. The stable case− in which the rotor angle after some damped swings recover to a new
steady state value
2. The unstable case−or the Ǝfirst swing unstable caseƎ in which after the first oscillation
the rotor angle continues to increase steadily until the loss of synchronism.
3. The first swing is stable but the next ones are of increased magnitude.
The second scope is to compute the Critical Clearing Time. 
Critical Clearing Time is defined in [49] as the maximum time interval between the instant of 
time when the disturbance occurs and the instant of clearing, with the ability of the power 
system to recover to a stable operation point. 
A simplified method to compute the CCT can be done by using the Equal−Area Criterion, 
which is an approximation of the time domain simulation way to obtain the CCT. Considering 
Aacc and Adec as the accelerating area, respectively deceleration area, the transient stability of 
the power system is ensured if Aacc< Adec, as shown in Figure 4.1. 
 The case when Aacc= Adec is called the transient stability limit. Figure 4.1 shows depicted the 
P=f(į) curves characteristics to obtain the Equal−Area Criterion.  
As presented in [56], the rotor angle points used in Figure 4.1 are: 
1. is the unstable equilibrium point or
2. is the post−fault steady –state equilibrium point
3. is the same with the unstable equilibrium point, if the pre− and post− fault 
topologies coincide. 
In the next lines, (corresponding to the critical rotor angle value) is calculated for the 
Single−Machine Infinite Bus (SMIB). The topology of the SMIB case is presented in Figure 
4.2 and consists of a machine connected to an infinite bus via a double circuit transmission 
line with fault occurring on one of the circuits [40] [41]. The generator is modelled using the 
classical model (a constant e.m.f Eƍ behind the transient reactance) defined as (4.1):
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Figure 4.3 is presents the phasor diagram corresponding to the transient operation of the 
SMIB system. 
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Considering D=0 and: 
(4.2) 
The swing equation can be written: 
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Doing the mathematical manipulation described, as described in [56] the stability condition is: 
 with (4.4) 
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In order to calculate the Critical Clearing Angle the two formulas related to the Aacc and Adec 
areas are equaled Aacc= Adec, as presented in (4.5) and (4.6): 
(4.5) 
(4.6) 
(4.7) 
Thus the Critical Clearing Angle (įc) becomes: 
(4.8) 
Using įc equation (4.8), the Critical Clearing Time (tc or CCT) can be computed, as detailed in [49]:
(4.9)
Using (4.9) one of the transient stability margin (based on different time constants) formula 
can be expressed as in [40]: 
(4.10) 
Where: 
− is the CCT 
− is the Actual Clearing Time, which takes into consideration the time constants of the 
protection, of breakers and signals transmission.  
The other formulas for the stability margin can be written [49]: 
−  Based on available deceleration area:
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(4.11) 
− Based on the difference between the deceleration and acceleration areas [49]: 
(4.12) 
'\QDPLF(TXLYDOHQWVRI$FWLYH'LVWULEXWLRQ*ULGVIRU
,QYHVWLJDWLRQRI7UDQVLHQW6WDELOLW\
Dynamic equivalents for power systems are very well established theories especially for 
large interconnected power systems, but it can also be applied to active distribution power 
systems as these systems are generally sparse and starting to accommodate an increasing 
amount of small scale generation units. The basic idea is to separate the power system into 
three main areas depending on the impact after a disturbance occurs, [2]. 
According to [40] these main areas are: the internal area, the external area and a remote 
area. Figure 4.4 illustrates this differentiation. 
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)LJXUH6HSDUDWLRQRI736DQG$'*LQWRLQWHUQDODQGH[WHUQDODUHDV
The internal area is represented by the MV busbar of the HV substation were the ADG is 
interconnected with the TPS. The external power system is in this case the entire ADG. A 
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remote area is not defined as the overall response of the entire ADG is of interest, but it is 
considered in the transient stability analysis of the TPS. The boundary buses are the MV 
buses of the transformer of the ADG with the HV substation and the PCCs of DG units 
connected in each active ADG.  
To model the dynamic equivalency of ADG, the following steps are considered as in 
[40] and detailed in next Sections:  
1. Identification of coherent DG units in the ADG after a fault event in the internal area
2. Network reduction of ADG
3. Dynamic aggregation of coherent groups of generators
The proposed algorithm was implemented in DIgSILENT Power Factory 14.1.6© 
simulation platform, using DIgSILENT Programing Language scripts−DPL [38]. This 
algorithm has a generalized character, so it can be applied to a TPS with more than one active 
ADG (with high penetration of synchronously based DG units). Figure 4.5 summarize this 
algorithm. 
)LJXUH$OJRULWKPWRREWDLQWKHG\QDPLFHTXLYDOHQWRI$'*
%HQFKPDUN$'*V\VWHPDQG+96XEVWDWLRQ7RSRORJ\
The topology of the benchmark ADG and HV substation is illustrated in Figure 4.6. It 
consists of 4 voltage levels: 0.69, 6.6, 22 and 132 kV and 11 small scale hydro units based on 
synchronous technology equipped with exciters and governors. The data for the distribution 
lines, transformers and generators are given in the Appendix 3, Tables A3.1−A3.6.  
For simplification, an IEEE ESAC8B model was adopted to represent the AVR and 
excitation system, and a HYGOV model from simulation platform library [38] was used to 
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represent the hydro governor. The corresponding controllers’ data is provided in Tables A3.7 
and A3.8.  
The total length of the ADG lines is 51.55 km. The point of interconnection with TPS is 
in the busbar TRAFO_TPS which is modelled as a double bus−bar with tie connection. The 
topology of the busbar TRAFO_TPS is depicted in Figure 4.6.  
A 132/22kV transformer interconnects the ADG with TPS. The model of the TPS is 
simplified by considering the nearest medium hydro unit (PG=35 [MW]), a local industrial 
load (PL = 0.721 MW) and a strong slack bus with SkƎ=6000 MVA. 
d

)LJXUH7HVW$'*WRSRORJ\

,GHQWLILFDWLRQRIFRKHUHQW'*XQLWVLQWKH$'*
For the identification of coherent DG units a mechanical coherency method based on the 
Euclidean distances between DG units is applied, as described in reference [46]. The main 
idea behind this method is to identify the DG units which are coherent or swing together after 
a fault has occurred in the internal area. For this a bolted three phase short circuit is applied at 
TRAFO_BUS_MV with duration of 150 ms. This study case will be refereed as the Base 
Case. In the post-fault period the rotor angle of all DG units were recorded and the Euclidean 
Distance – dij (as in equation 4.13) between DG units i and j was computed in order to 
identify the cluster of coherent generators [46]. 
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According to [34], two synchronous generator units are considered to be coherent if the 
distance between their rotor angle variations is smaller than 0.17 radians or 10 degrees. 
Further, this method is applied for the benchmark ADG depicted in Figure 4.6 for a fault 
event occurring at bus TRAFO_BUS_MV.  
Figure 4.7 presents the rotor angle variations for all DG units connected in the benchmark 
power system and Figure 4.8 depicts the clustering process of the DG units.  In Table 4.1 the 
matrix of Euclidean Distance between each of the generators is computed using (4.13). 
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As presented in [57] the coherency identification is impacted by the disturbance index 
and by the system’s element significance. One can therefore observe that the coherency 
identification will depend on these two factors. In Sub−Section 4.2.2.A.1, this observation 
will be investigated in detail for the test ADG.   
7KH'LVWXUEDQFH,PSDFW,QGH[
As shown in [57] the occurrence of a disturbance in a power system and the dynamic 
behavior afterword is determined by the disturbance characteristics and by the electrical 
distance between the points where the disturbance occurred and the affected element 
(generator, load, line). Therefore this disturbance index can be expressed as in (4.14), with: 
− A coefficient measuring the electrical distance of node i, 
,i aY
− A coefficient measuring the effect of disturbance at node i, iP%   
2
2
ia i a
i
i
Y Pt
H
%H  (4.14) 
With: 
− 
at  the duration of the disturbance
d
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−  iP%  the active power imbalance during the disturbance 
− iH the inertia time constant of the generator connected at the ith bus 
−  
,i aY  the admittance value between the ith bus and the location of disturbance a 
By computing the disturbances for the test grid, the following values are obtained: 
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7DEOH7KH9DOXHVRI'LVWXUEDQFH,PSDFW,QGH[
Generator 7 9 11 2 4 10
iH 0.000009 0.000005 0.000005 0.000003 0.000002 0.000002 
Generator 8 1 3 5 6 −
iH 0.000002 0.0000012 0.000001 0.000001 0.00000011 
The 1P% of the DG 1 is computed based on the variation presented in Figure 4.10. a) and b). 
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
)LJXUHEƦ3LFRPSXWDWLRQ
)DXOW6\PPHWULF7KUHH3KDVH%XV75$)2B%86B09&&7 PV 
As presented in the reference [57], this index can be used to reduce the modeling 
complexity of different groups of generators in obtaining a dynamic equivalent of an 
external power system. 
Using this index, some study cases are investigated in order to study the impact of 
the disturbance location and of magnitude−time duration on the identification of the 
groups of coherent generators. 
By using the same test system as in previous studies, the disturbance index will be 
used to study the impact on the coherent generators identification process.  
Three new study cases were carried out in order to investigate the above objectives are: 
 $ 7KH LPSDFW RI GLVWXUEDQFH GXUDWLRQ RQ WKH LGHQWLILFDWLRQ RI
FRKHUHQWJHQHUDWRUV
In order to quantify the impact of the disturbance duration on the process of the 
identification of coherent generators a new study case was produced. This consists of 
changing the fault duration from 150 to 15 ms (but keeping the fault location). The 
corresponding rotor angle variations are presented in Figure 4.11. 
 The disturbance indices are presented in Figure 4.12.  
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)DXOW6\PPHWULF7KUHH3KDVH%XV75$)2B%86B09&&7 PV
7DEOH7KH9DOXHVRI'LVWXUEDQFH,PSDFW,QGH[
Generator 2 1 3 9 4 8
iH 0.019543 0.008159 0.005867 0.004929 0.003182 0.00276 
Generator 5 6 11 7 10 −
iH 0.002429 0.002413 0.00276 0.001473 0.000963 
Applying the fault as described above the following clustering of the DG is obtained, as 
presented in Figure 4.13.  
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)LJXUH'HFRPSRVLWLRQRIWKHV\VWHPE\WKHFULWHULRQRI(XFOLGHDQ'LVWDQFHGHILQHGDVLQ
)DXOW6\PPHWULF7KUHH3KDVH%XV75$)2B%86B09&&7 PV
Using the disturbance indices obtained in 4.3, the resulted coherent areas are depicted in 
Figure 4.13, giving 4 coherent areas. 
%7KHLPSDFWRIGLVWXUEDQFHORFDWLRQRQWKHLGHQWLILFDWLRQRIFRKHUHQW
JHQHUDWRUV
In order to study the impact of the fault location on the identification the same fault as in 
the base study case presented in Sub−Section 4.2.3.A it is applied at bus 23. With this new 
location the calculated disturbance indices are as presented in Figure 4.14.  
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)LJXUH'LVWXUEDQFH,QGLFHVGHILQHGE\
)DXOW6\PPHWULF7KUHH3KDVH%XV&&7 PV
7DEOH7KH9DOXHVRI'LVWXUEDQFH,PSDFW,QGH[
Generator 11 8 1 9 2 3
iH 0.00439 0.00178 0.001487 0.001313 0.000625 0.000569
Generator 4 6 5 7 10 −
iH 0.000455 0.000375 0.000281 0.000157 0.000114 
In the same manner as above, the decomposition of the power system in coherent areas is 
done as in Figure 4.15.
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)LJXUH'HFRPSRVLWLRQRIWKHV\VWHPE\WKHFULWHULRQRI(XFOLGHDQ'LVWDQFHGHILQHDVLQ
)DXOW6\PPHWULF7KUHH3KDVH%XV&&7 PV

&7KHLPSDFWRIGLVWXUEDQFHW\SHRQWKHLGHQWLILFDWLRQRIFRKHUHQW
JHQHUDWRUV

In this study case a single phase to ground (with zero fault resistance and reactance) was 
applied at TRAFO_BUS_MV in order to observe this impact. The calculated disturbance 
indices are as presented in Figure 4.16 and the system decomposition in Figure 4.17.   
4,
40
E-
04
1,
84
E-
04
1,
32
E-
04
1,
11
E-
04
7,
65
E-
05
7,
16
E-
05
6,
21
E-
05
5,
46
E-
05
5,
43
E-
05
3,
31
E-
05
2,
17
E-
05

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1HWZRUN5HGXFWLRQ 
7DEOH7KH9DOXHVRI'LVWXUEDQFH,PSDFW,QGH[
Generator 2 1 3 9 11 4
iH 0.00043 0.00018 0.00013 0.00011 0.00007 0.00007 
Generator 8 5 6 7 10 −
iH 0.00006 0.00005 0.00005 0.00003 0.00002 
d

)LJXUH'HFRPSRVLWLRQRIWKHV\VWHPE\WKHFULWHULRQRI(XFOLGHDQ'LVWDQFHGHILQHDVLQ
)DXOW6LQJOH3KDVHWR*URXQG%XV75$)2B%86B09&&7 PV
These results show that the decomposition of the test power system is not unique. It also 
shows that by applying different disturbances with different time duration, location or 
disturbance characteristics, the identification of the coherent groups of generators will be 
affected in a different manner. 
1HWZRUNUHGXFWLRQRI$'*
The network equivalent was estimated using an Extended Ward equivalent because this 
method can roughly preserve the original ADG network response both in terms of active and 
reactive power flows, as discussed in Publication B [14]. The theory of network reduction for 
obtaining the Wards and Extended Wards equivalents was presented in Subsection 3.2.2 C2).  
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'\QDPLFDJJUHJDWLRQRIFRKHUHQWJURXSVRIJHQHUDWRUV
Using the decomposition of the test power system present in Figure 4.11 and presented 
in the next Table 4.6 the coherent groups of generators are as presented next.  
7DEOH&RKHUHQW*URXSVRI*HQHUDWRUVIRUWKH7HVW'LVWULEXWLRQ*ULG
Coherent Group 1 1 3 8 10 
Coherent Group 2 4 2 
Coherent Group 3 9 11 
Coherent Group 4 5 6 
Coherent Group 5 7
After the coherent groups of generators are identified, the equivalent sets of generators-
transformers are formed and the new equivalent parameters for these sets and their 
correspondent controllers are computed. The new parameters for the equivalent synchronous 
generators and controllers’ parameters are produced according to the method presented in 
Sub−Section 3.2.2. B.2). 
 The parameters of the aggregated generators and of the exciter control systems are 
presented in the Table 4.7: 
7DEOH3DUDPHWHUHVRIWKH(TXLYDOHQW*HQHUDWRUVDQG([FLWDWLRQ6\VWHPV
Parameters 
Equivalent 
Generator 
1 
Equivalent 
Generator 
2 
Equivalent 
Generator 
3 
Equivalent 
Generator 
4 
Equivalent 
Generator 
5
G
en
er
at
o
r 
dX 0.4525 0.8396 0.9868 0.9908 1.5 
qX 0.3382 0.6089 0.7576 0.7552 1 
dX a 0.0471 0.1212 0.1014 0.1009 0.15 
qX a 0.0726 0.1484 0.1471 0.1479 0.3 
dX aa  0.0316 0.0674 0.0510 0.0507 0.1 
qX aa  0.0393 0.0741 0.0654 0.0973 0.1 
,0dT a  2.8374 2.9806 3.2107 3.8204 2 
,0qT a − − − − −
,0dT aa  0.0193 0.0189 0.0203 0.0267 0.015 
,0qT aa 0.0911 0.1691 0.1150 0.1500 0.1 
H  6.2 3.2 2 2.5 0.5
A
V
R EK  1 1 1 1.5 1
ET  0.5006 20.42 1.2866 1.2629 1.2 
As can be observed from Table 4.7, the standard parameters of the equivalent generators 
validate the conditions described in [41] regarding these parameters, namely: 
d q q d q dX X X X X Xa a aa aap  p  p   (4.15) 
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Figure 4.18 presents the resulting dynamic equivalent of the benchmark ADG based on 
an Extended Ward network reduction of the original power system. 
,0 ,0d dT Ta aa   (4.16) 
,0 ,0q qT Ta aa (4.17) 
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0HWKRG9DOLGDWLRQ
Two criteria are considered for validating the dynamic equivalent of the benchmark 
ADG. The first one refers to the preservation of the voltage magnitudes and angles variation 
at the bay busbar were ADG is connected. Figures 4.19 and 4.20 present these two responses 
for both original and the dynamic equivalent of the benchmark system. 
)LJXUH9ROWDJHPDJQLWXGHYDULDWLRQVRULJLQDODQGUHGXFHGFDVHV
)LJXUH9ROWDJHSKDVHYDULDWLRQVRULJLQDODQGUHGXFHGFDVHV
Figure 4.21presents the rotor angle variations of the equivalent generator 2 for the study cases 
described in Sub−Section 4.2.2.
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)LJXUH5RWRUDQJOHYDULDWLRQVIRUWKHHTXLYDOHQWJHQHUDWRUIRUFDVHV
The average error was computed for each of the two series of voltage magnitude and 
angle variations. For the voltage magnitude variation, an average error of 0.0021 was obtained 
while for the voltage angle the error was 0.0951.  
7DEOH$YHUDJHHUURUVIRUYROWDJHPDJQLWXGHDQGSKDVHDQJOHFRPSDUHGWRWKHRULJLQDO
FDVH

Study 
Case 
Reduce
d 
Case 
Case 
5.2.2.1. 
a) 
Case 
5.2.2.1. b) 
Case 
5.2.2.1. 
c) 
[%]VF  0.21 0.066 0.81 0.31 
\ ^arg [%]VF 9.51 10.30 0.079 15.97 
The second validation criterion is the transient stability margin, which gives information 
about the reserve of deceleration area according to the Equal Area Criterion, detailed 
described in [40]. According to this reference, the transient stability margin can be defined as: 
,CCT actual CCT
t
CCT
t t
K
t
 (4.18) 
The simulations for both the original and the reduced ADG (base case and additional 
cases a),b),c), d)), showed the critical clearing time (CCT) as presented in Table 4.7. 
Considering an actual clearing time of 64ms (2 cycle breaker clearing time: 36 ms, primary 
and auxiliary relays times: 28 ms) [41], the transient stability margins, Kt, presented in Table 
4.7 are obtained. 
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7DEOH7UDQVLHQWVWDELOLW\PDUJLQV
Study 
Case 
Original 
Case 
Reduce
d 
Case 
Case 
5.2.2.1. 
a) 
Case 
5.2.2.1. 
b) 
Case 
5.2.2.1. c) 
CCTt [s] 0.5006 0.497 0.1922 0.4088 0.1927 
tK [p.u.] 0.872 0.871 0.667 0.843 0.668 
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6XPPDU\
Chapter 4 has presented a study regarding the adequacy of ADG modeling for rotor 
angle transient stability for TPS studies. It was shown that the computed reduced order 
models are disturbance dependent. The goal was to produce dynamic equivalents when a short 
circuit occurred in the connection point between the TPS and the ADG. This is to ensure that 
the dynamics associated with the DGs and their controllers will be preserved in the reduced 
model. It was observed that the reduced models of the ADG are disturbance dependent. This 
was assessed by looking into the disturbance impact index. The main conclusions to be drawn 
is that the coherency identification among the DGs units is dependent of the fault duration, 
location and type.   
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
'\QDPLF(TXLYDOHQWVRI$FWLYH'LVWULEXWLRQ*ULGVIRU5RWRU$QJOH6PDOO6LJQDO
6WDELOLW\
The chapter is based on Publication D, E and F and presents the investigations regarding the 
model reduction of Active Distribution Grids (ADG) for small signal stability analysis. The Chapter 
describes the small signal equivalents method. First, the classical method of slow coherency will be 
investigated for the introduced test ADG. Then, a new method to identify the coherent generators in 
ADG is presented. Based on this method a dynamic equivalent for the ADG is proposed using a 
parameter identification approach. 
3UREOHPVWDWHPHQW
The first part of this Chapter introduces a classical method to identify the groups of 
coherent generators and to aggregate them in equivalent generators. This method is known as 
the slow coherency and it was introduced in [58]. The method will be investigated further for 
the test ADG by increasing the complexity of the generators modelling from the 
electromechanical model to the transient model with excitation system. This is done in order 
to observe the effect of using more complex generator models and including effect of the 
excitation system on the slow coherency grouping algorithm.  
As is presented in [57], the small signal equivalents (or modal equivalents, as presented 
by other authors) present the advantage that these equivalents are not dependent on the 
location, type and magnitude of the disturbance. In order to observe the adequacy of the 
reduced models a small analysis is performed. The purpose of this analysis is to observe if the 
reduced model preserve the main oscillatory modes of the original grid. Further in this 
Chapter a new method is proposed to determine the electromechanical coherency between 
synchronously based distributed generators. An investigation was conducted in order to 
observe if the coherency phenomena shows up in the inter−area modes as in TPS. It was 
observed that these modes are well damped for these particular grids and usually the 
coherency show up within different modes with higher damped frequencies (corresponding to 
the local plant modes). As the linear analysis fails to identify the coherent DGs within 
different oscillation modes, a method based on the time domain decomposition of the state 
variables for each oscillation mode is proposed. This method allows the computation of the 
instantaneous Euclidean Distance in polar coordinates. This is done in order to cluster the DG 
units in a test ADG. In the end of the Chapter the method is extended with a parameter 
identification algorithm in order to aggregate the DG units from the test ADG.  
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7KH&RQFHSWRI5RWRU$QJOH6PDOO6LJQDO6WDELOLW\
$/LQHDUL]DWLRQ
As presented in [40] and [41] the power system can be described by the set of algebraic and 
differential equations, well known as the Differential−Algebraic−Equations (or DAE). The, 
set of differential equations describe the dynamics associated with the operation of electrical 
machines and their control devices. As the set of algebraic equations, describes the stator and 
network equations [41]. 
This set of equations can be represented as in (5.1) [41]: 
(5.1) 
− state variables 
− algebraic variables 
− input variables 
The linearized form of the system of equations (5.1) around an equilibrium operating 
point (x0, u0) is [41]:  
0
x x + y
x + y
£%  % %¦¦¤¦  % %¦¥
A B
C D
 (5.2) 
  where: 
 − state matrix 
  − input matrix 
  − output matrix 
 − feed−forward matrix 
%(LJHQYDOXHV&KDUDFWHULVWLF(TXDWLRQDQG6WDELOLW\
The solutions  of the A matrix is given by the non−trivial solution of the characteristic 
equation:  
	 
det 0M A I  (5.3) 
Equation (5.3) can have n solutions: which represents the eigenvalues of A. The 
resulting eigenvalues can be real or complex. The complex ones show up in pairs.
	 

	 

, ,
0 , ,
x f x y u
g x y u
£¦ ¦¤¦ ¦¥

x
y
u
A
B
C
D
M
1,..., nM M
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Complex eigenvalues show up in conjugate pairs and represents an oscillatory mode. 
Equation (5.4) presents a complex conjugate pair of eigenvalues: 
1,2 jM  B o 8  (5.4) 
With the frequency of oscillation in Hz: 
2
f 8 Q (5.5) 
And damping ratio in 1/s: 
2 2
B[
B 8 (5.6) 
&(LJHQYHFWRUVDQGIUHHPRWLRQWLPHUHVSRQVH
As presented in [41] for each eigenvalues a vector  exist which satisfies the 
following equation: 
MA =' '  (5.7) 
This eigenvectors are called the right eigenvectors or the mode shape and they give the 
relative activity of the state variable xi in the corresponding mode . 
Similarly, left eigenvectors can be defined, : 
MA =: : (5.8) 
The left eigenvectors measures the relative contribution of the state variable xi in the 
corresponding mode . 
Using the eigenvalues and right and left eigenvectors, the free motion time response of 
the system can be written for the n modes of oscillation [41]: 
	 
 	 
 	 
1
,1 ,1 ,1 ,10 ... 0 n
tt
i i i i n n nx t x e x e
MM%  %   %' : ' :  (5.9) 
In order to make the time response presented in (5.9) real, the eigenvalues and 
eigenvectors must have appropriate complex values.  
iM i'
iM
i:
iM
87
&ODVVLFDO0HWKRGVï6ORZ&RKHUHQF\7KHRU\
As presented in Section 5.1, small signal equivalents are used to produce a reduced order 
model and present the advantage that their computation is not dependent by the location, 
duration and magnitude of the disturbance, as for the equivalent used in transient stability. All 
of these methods of small signal equivalence techniques are based on the modal analysis 
results: eigenvalues and eigenvectors.  
In this Section the theory of slow coherency will be presented to observe how suitable 
this method is to produce small signal equivalent for ADGs. Further it will be investigated 
how the slow coherency grouping algorithm is affected by increasing the model complexity of 
the generator and by including the excitation system.  
The theory of slow coherency was developed by Dr. Joe Chow and is described in detail 
in [59] and [60]. 
As presented in [59], a group of generators is considered slow coherent when they are 
swinging against other groups of generators with respect to the slower inter−area modes.  The 
singular perturbation method is used in [58] to produce the separation of the time scale of the 
slow variables (corresponding to the slow inter−area modes) from the faster (corresponding to 
the local modes of oscillation within the areas).  
6ORZ&RKHUHQF\7KHRU\*HQHUDOLWLHV
The slow coherency concept involves two time scales, one of the slower inter−area 
modes, and the second of the higher frequency local modes. The slow coherency is defined in 
[58], as in the following. 
Definition:  According to [58], if 1,..., rM M are the slowest r modes of the system response, then 
the ith machine and the jth machine are slowly coherent if the difference of their angles xi(t) 
and xj(t), defined as: 
	 
 	 
 	 
i j ijx t x t z t   (5.10) 
do not include any of the r slowest modes. 
In this case, the slow inter−area dynamics and the fast intra−area dynamics are suitable 
for two time scale analysis using the singular perturbation method, as presented in the same 
reference [58]. This method can be applied to the systems in the state separable form:
	 

	 

f , , t
g , , t
d
dt
d
dt
£ Y¦¦  Y I¦¦¦¤¦ I¦F  Y I¦¦¦¥
(5.11) 
Where: Y  − represent the ƎslowƎ states and I − represent the ƎfastƎ ones. 
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With F0  the separation between the two time scales will be large, then the system (5.11) 
becomes [58]: 
	 

	 

f , , t
0 g , , t
d
dt
£ Y¦¦  Y I¦¤¦¦  Y I¦¦¥
 (5.12) 
As presented by the same author system models don’t always appear in this form, 
therefore a transformation of the state variables needs to be done in order to obtain a system in 
the form of (5.12). 
In the following some definitions are presented, which later will be used to describe the 
grouping algorithm proposed by the authors in [58] and [59]. 
,GHDOGHFRPSRVDEOHDQGQRQïH[DFWGHFRPSRVDEOHUV\VWHPV
According to [58], an ideal decomposable r system is defined as: Ǝa system in which 
the slow coherency is exact and the number of coherent areas is equal to the number of slow 
modesƎ. This definition is expressed by (5.10). 
If there is a small contribution of the slower modes in (5.10), then this system can be 
defined as a non−exact decomposable r system.  
5HIHUHQFHDQGQRQïUHIHUHQFHVHWRIPDFKLQHV*URXSLQJPDWUL[
In [58], an example is presented in order to define the reference and non−reference set of 
machines and the grouping matrix. By using an arbitrary selection of the reference machines 
angles (components of a r-vector x1) and of the non−reference ones (components of a r-vector 
x2), a grouping matrix can be defined as Lg (of dimensions (n-r)x(r), with n being the total 
number of machines angles). This matrix is used to assign machines to areas and it will have 
the same number of columns in x2  as the number of machines in x1 [58]. Using this, it can be 
said that the machine 1jx is slow coherent with 2ix  if the (i,j) entry in Lg is 1.
([DPSOH,Q>@LVSUHVHQWHGDQH[DPSOHZKLFKLOOXVWUDWHVKRZWKH/JPDWUL[LVSURGXFHGIRU
DWKUHHDUHDïILYHPDFKLQHV\VWHP
2 3 5
1
4
0 0 1
1 0 0g
x x x
x
L
x
  ¯¡ ° ¡ °¢ ±
(5.13) 
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2 1 2gx t L x t z t   (5.14) 
:KHUH 	 
2z t DUHWKHFRUUHVSRQGLQJIXQFWLRQV 	 
ijz t DQGDUHGHILQHGDV
	 
 1 52
4 2
x x
z t
x x
  ¯¡ ° ¡ °¢ ±
 (5.15) 
:LWK WKH SDUWLFXODU WUDQVIRUPDWLRQ RI FRRUGLQDWHV  FDQ EH UHZULWWHQ DV ZLWK / QRW
QHFHVVDULO\DJURXSLQJPDWUL[>@
1 1
2 2
0x I x
L Iz x
  ¯   ¯  ¯¡ ° ¡ °¡ °¡ ° ¡ °¡ °¢ ±¡ ° ¡ °¢ ± ¢ ±
 (5.16) 
0RUHRIWKHJHQHUDOWUDQVIRUPDWLRQRIFRRUGLQDWHVFDQEHIRXQGLQ>@
6ORZ&RKHUHQF\*URXSLQJ$OJRULWKP
In [58] and [59]  the grouping algorithm for identification of the slow coherent areas, is 
presented for a non−exactly r decomposable systems. As presented above for these type of 
systems, (5.10) is approximately satisfied, meaning that there are some small contributions to 
the 	 
ijz t . Resulting from this it can be concluded that ith and jth are near−coherent [58]. As 
presented in [59], the scope of the slow coherency grouping algorithm is to find the Ld matrix 
which will be approximate in the form of Lg. Where Ld is the dichotomic matrix solution of 
Ricatti equation R(L)=0.  
  STEP 1. The computation of the V basis for the sub−matrix AȦ (AȦ defined 
further in Section 5.3) 
Geometric representation 
As presented in [58], considering V a (nxr) general matrix representing the basis of the 
eigensubspace V corresponding to the slow modes of AȦ (AȦ defined in the next Section 5.3 
being a sub−matrix of the system matrix A):  
1
2
V
V
V
  ¯¡ ° ¡ °¢ ±
 (5.17) 
where V1 (dimensions rxr) represents a submatrix of V.  
Then, 
1
2 1d gL L V V
   (5.18) 
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represents the only solution of the Ricatti equation R(L). Submatrix V1 is non−singular if no 
machines from the same area are in x1. If V1 is singular, Ld does not exist and these represent 
the advantage of this grouping algorithm: two reference machines cannot be allocated to the 
same coherent area.  
In order to find the near−coherent areas, one has to find the r Ǝmost linearly independent 
vectorsƎ. With the matrix V rearranged as submatrix V1 containing the row vectors 
corresponding to the reference machine (5.17), it can be re−written: 
1
1
d
I
VV
L
   ¯¡ ° ¡ °¢ ±
(5.19) 
As presented in [58], in each row of Ld the entries can show up as: 
− close to 1 which corresponds to the projection of the vector on the corresponding 
reference vector 
− close to 0 which corresponds to the projection of the vector on the other reference 
vectors 
 STEP 2. Gaussian elimination of V 
To find the most r linear independent row vectors (used further as reference rows) a Gaussian 
elimination, with complete pivoting of V is applied [59]. 
 STEP 3. Computation of Ld 
Computing V1 from above, the Ld is found using : 
1 2
T T T
dV L V (5.20) 
 STEP 4. LU decomposition of V1 and approximation of Ld by an Lg 
In the final step a LU decomposition of V1 is produced and the grouping matrix Lg 
(having just 0 and 1 values)
 
is approximated based on the resulting Ld. 
Next, the algorithm of slow coherency grouping will be applied for the reduced system 
matrix AȦ of the test ADG. In the following it is described how to compute the reduced 
system matrix AȦ for different models of synchronous generators.  
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'LVWULEXWLRQ*ULGV
In this Sub−Chapter these different models to represent a multi machine ADG will be 
described the ƎclassicalƎ, transient and transient with excitation system models.  
(OHFWURPHFKDQLFDORUļ&ODVVLFDOļ0RGHORI0XOWLï0DFKLQH
$FWLYH'LVWULEXWLRQ*ULGV
As presented in [61] and [62] the multi−machine model is the simplest one to represent 
the power system dynamics. This model was generally used in the slow coherency grouping 
algorithm and is represented by the two electromechanical equations: 
, ,
0
i i m i e i i i
i i
M P P D£ X    X¦¦¤¦E X X¦¥


(5.21.a) 
(5.21.b) 
Where the electrical output of each of generator is defined as: 
 	 
 2,
1
sin
N
red red
e i i j ij i j i ii
j
j i
P E E B E G

v
  ¯a a a E E ¡ °¢ ± (5.22) 
With 1,i N and: 
  iEa −the voltage behind the transient reactance (assumed constant) 
  
red
iiG  and redijB are the real and imaginary parts of the reduced redY  matrix to the internal 
nodes of the generators. 
Linearizing (5.21) and (5.22) around the equilibrium point 	 
 	 
	 
0 0,i iE X  with [63]: 
	 

	 

0
0
i i i
i i i
£¦%E  E E¦¤¦%X  X X¦¦¥


(5.23.a) 
(5.23.b) 
The system of equations (5.21) becomes (considering 
,m iP% =0), considering ng 
generators: 
,
1
i i
i e i i i
i
P D
M
£¦%E 8%X¦¦¦¤   ¯¦%X  %  %X¦ ¢ ±¦¦¥


(5.24.a) 
(5.24.b) 
Where 
,e iP%  are commonly known as the Ǝsynchronizing coefficientsƎ given by: 
,
,
g
e i
e i j
jj n
P
P

s%  %EsE  , 1, gi n (5.25) 
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(5.25) can be expanded into: 
	 
,
, ,
, ,
cos , , 1, ,
, 1,
g
e i red
i j ij i j g
j
S ij e ij
e i e i
g
i jj n
j i
P
E E B i j n i j
K P P P
i n

v
£s¦¦ a a E E  v¦¦ sE¦¦¦% ¤s s¦¦  ¦ sE sE¦¦¦¦¥
 (5.26) 
As presented in [63], a state space representation can be defined by introducing the following 
notations: 
	 

	 

	 

	 
 	 

	 

1
1
1
,
... , 1
... , 1
1
,
2
,
,
g
g
T
n g
T
n g
g g
i
i g g
e ij g g
n
n
diag n n
H
diag D n n
P n n

  ¯ %E %E q¡ °¢ ±
  ¯ %X %X q¡ °¢ ±
 ¬­ ­ q ­ ­ ®
 q
  ¯ % q¡ °¢ ±
M
D
P


%E
%X
% e
1,
1,
g
g
i n
j n


(5.27) 
Using (5.24) a state space model can be derived as in [64]: 
N
	 

N1 1
0
g gn nq
 
  ¯8  ¯   ¯¡ °¡ ° ¡ ° ¡ °¡ ° ¡ °¡ ° ¢ ±¢ ± ¢ ±
I
M P M D
xx A


	

%E%E
%X%X % e (5.28) 
The reference names this model as the electromechanical model with damping and A the state 
matrix with damping.  
If 0D  the electromechanical model without damping becomes [62] [65]: 
N
	 

N1
0
0
g gn nq

  ¯8  ¯   ¯¡ °¡ ° ¡ ° ¡ °¡ ° ¡ °¡ ° ¢ ±¢ ± ¢ ±
I
M P
xx A


	

%E%E
%X%X % e (5.29) 
In the first part of this work the purpose is to study the slow coherency grouping for the 
reduced matrix XA , defined by: 
1
X A M P% e (5.30) 

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In the previous Section the ƎclassicalƎ or electromechanical model of the synchronous 
generators was used to compute the reduced system matrix AȦ. As this model does not 
represent the rotor dynamics, it can be assumed that grouping of DGs by the slow coherency 
algorithm can produce slightly different areas compared to more detailed models. Therefore, 
this Section presents the transient model for small signal analysis of a multi−machine ADGs 
with high penetration of DG units. The model is presented in [64]. 
The reference [64] describes two formulations of the small signal multi−machine model: 
1. using the current balance form of the network equations, also known as the EPRI
approach 
2. using the power balance form of the network equations, also known as the
Generalized Heffron−Phillips model 
In the following, the second formulation will be considered for the presentation of the 
transient small signal multi−machine of ADGs. 
In this model the synchronous machine is represented as a two axis model with a field 
winding on the direct axis and a damper winding on the quadrature axis. 
The electrical and mechanical dynamic equations for the two axis model are described in 
the following, (correspondent to each ith machine, 1,i m with m being the number of 
machines). 
The mechanical dynamic equations are the same as 5.21: 
, ,
0
i i m i e i i i
i i
M P P D£ X    X¦¦¤¦E X X¦¥


(5.31.a) 
(5.31.b) 
The electrical dynamic equations are: 
	 

	 

0, , , , , , ,
0, , , , , ,
d i q i q i d i d i d i fd i
q i d i d i q i q i q i
T E E X X I E
T E E X X I
£¦ a a a a   ¦¦¤¦ a a a a  ¦¦¥


(5.32.a) 
(5.32.b) 
Or in a general form (5.31) and (5.32) becomes: 
£   ¦¦¤¦ 8¦¥
M P P D

X X
E X
m e (5.33.a) 
(5.33.b) 
	 

	 

£ a a a a¦    ¦¦¤¦ a a a a  ¦¦¥
0
0
T E E X X I E
T E E X X I


d q q d d d fd
q d d q q q
(5.34.a) 
(5.34.b) 
Where:
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... , 1
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n g
T
n g
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n
E E n
E E n
diag n n
H
diag D n n
P n n

  ¯ %E %E q¡ °¢ ±
  ¯ %X %X q¡ °¢ ±
  ¯a a a % % q¡ °¢ ±
  ¯a a a % % q¡ °¢ ±
 ¬­ ­ q ­ ­ ®
 q
  ¯ % q¡ °¢ ±
E
E
M
D
P
  
  
  
  
%E
%X
%
%
%
q
d
e
1,
1,
g
g
i n
j n


(5.35) 
The electrical power output Pe,i is defined by: 
	 
, , , , , , , , ,e i d i d i q i q i d i q i d i q iP E I E I X X I Ia a a a    (5.36) 

66LPSOLILFDWLRQ
)RUVPDOOWLPHFRQVWDQWV 0,d iT a  ,d iE a EHFRPHVYHU\IDVWDQGEEHFRPHVDQGDOJHEUDLF
HTXDWLRQ
	 
, , , ,d i q i q i q iE X X Ia a  (5.37) 
With Simplification 1, the dynamic equations becomes (general form): 
0
£   ¦¦¤¦ ¦¥
M P P D

X X
E X X
m e (5.38.a) 
(5.38.b) 
And  
	 
a a a a    0T E E X X I Ed q q d d d fd (5.39) 
The stator algebraic equations becomes: 
  
	 

	 

, , , ,
, , , , ,
sin 0
cos 0
i i i a i d i q i q i
q i i i i a i q i q i d i
U R I X I
E U R I X I
£¦ E R   ¦¤¦ a a E R   ¦¦¥
 (5.40) 
The stator algebraic equations are written with the following notations: 
	 

	 

,
,
sin
cos
d i i i i
q i i i i
U U
U U
£¦  E R¦¤¦  E R¦¦¥
(5.41) 
Network equations are represented using the power balance form (the balance of real 
and reactive power at the generator buses) [64]: 
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, , ,
1
, , ,
1
sin cos
cos 0
cos sin
sin 0
d i i i i q i i i i L i i
n
i k ik i k ik
k
d i i i i q i i i i L i i
n
i k ik i k ik
k
I U I U P U
U U Y
I U I U Q U
U U Y


£¦ E R  E R ¦¦¦¦¦  R R B ¦¦¦¦¤¦ E R  E R ¦¦¦¦¦¦  R R B ¦¦¦¥


 , 1,i m  (5.42) 
And: 
	 
 	 

	 
 	 

,
1
,
1
cos 0
sin 0
n
L i i i k ik i k ik
k
n
L i i i k ik i k ik
k
P U U U Y
Q U U U Y


£¦¦  R R B ¦¦¦¦¤¦¦¦  R R B ¦¦¦¥


 , 1,i m n   (5.43) 
ºThe model corresponding from (5.30) to (5.39) without the equation of the excitation 
system will be mention further as the transient model of the multi−machine ADGs. 
As the set of variables presented in (5.36), is not adequate for the future investigation of 
effects of field circuit dynamics excitation and excitation system, (5.39) can be rewritten in 
terms of field flux and inductances (according to the references [41] and [49]). 
This is needed as the simulation environment uses the approach described in [41] and the 
following set of variables to model the synchronous generators.  
The complete set of variables to model the synchronous generator according to [41] is: 
1 1 2, , , , ,fd d q q  ¯X E Z Z Z Z¡ °¢ ± (5.44) 
The signification of each variable is presented in the List of Symbols. 
In order to obtain the adequate model of representation of the synchronous generator (for 
considering the effects of synchronous machine field dynamics), (5.34.a) can be simplified by 
introducing the following notations: 
The emf  
,q iE a behind the transient reactance ,d iX a for each of the ith machine is defined as 
[45]: 
,
, 0 ,
,
ads i
q i fd i
fd i
L
E
L
a  X Z (5.45) 
Where: 
,fd iL −inductance of the excitation winding fd  
Considering Uq,i defined by: 
, 0 ,q i d iU !X Z (5.46) 
And as: 
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, , , , ,d i d i d i md i f iL I L IZ    (5.47) 
Results: 
, 0 , , 0 , , , , ,q i d i d i md i f i d i d i Iq iU L I L I X I E!X X   (5.48) 
For open−circuit operation Id,i= Iq,i=0 
, , 0 , ,Iq i q i md i f iE U L I !X (5.49) 
In the transient operation, Uq,i equals: 
, , , ,q i d i d i q iU X I Ea a   (5.50) 
 From (5.48) and (5.50) results: 
	 
, , , , ,Iq i d i d i d i q iE X X I Ea a   (5.51) 
Considering (5.51), (5.31.a) can be rewritten as: 
	 

, , , , ,
,
0,
q i d i d i d i fd i
q i
d i
E X X I E
E
T
a a   a  a
 (5.52)
Or 
, ,
,
0,
fd i Iq i
q i
d i
E E
E
T
a  a
 (5.53) 
Considering (5.46), (5.50) and that 0,d iT a is defined as: 
0,
fd
d i
fd
L
T
R
a  (5.54) 
Then (5.53) which describe the dynamics of the excitation flux, can be simplified to: 
	 
, 0 , , ,fd i fd i fd i fd iE R IZ  X  (5.55) 
,fd iR −resistance of the excitation winding fd 
Or in a general manner for all n machines: 
	 
0fd fd fd fd E R I: X (5.56) 


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In this Sub−Section the steps to compute the synchronizing torques
	 
, ,e ij g gP n n  ¯ % q¡ °¢ ±Pe%  are presented, included the effect of field flux variations. The theory 
behind this phenomenon is detailed in [41] and resumed as in the following. 
66LPSOLILFDWLRQ
7KHDPRUWLVVHXUHIIHFWVDUHQHJOHFWHG
66LPSOLILFDWLRQ
7KHPDFKLQHVDUHRSHUDWHGZLWKFRQVWDQWILHOGYROWDJH
66LPSOLILFDWLRQ
$WǚU >SX@3H 7H
66LPSOLILFDWLRQ
$FRQVWDQWPHFKDQLFDOSRZHUWRUTXHLVFRQVLGHUHGƦ3P Ʀ7P 
The set of state variables in this case is: 
	 

	 

,
,
, ,
, , ,
,
i i fd i
i i fd i i
i i
  ¯X E Z¡ °¢ ±
X E Z O
X E
  

(5.57) 

By linearizing the set of equations (5.38) to (5.56) (by considering 0 1p.u.X  then e eP T ) 
with this, the following linearized equations can be written (in a matrix form), as presented in 
[41] for each machine: 
11, 12, 13, 11,
,
21,
,
, 32, 33, , 32,
0
0 0 0 0
0 0
i i i i i i
m i
i i i
fd i
fd i i i fd i i
a a a b
T
a
E
a a b
  ¯   ¯  ¯   ¯%X %X¡ ° ¡ °¡ ° ¡ °   ¯%¡ ° ¡ °¡ ° ¡ ° ¡ °%E  %E ¡ ° ¡ °¡ ° ¡ ° ¡ °%¡ ° ¡ °¡ ° ¡ ° ¢ ±%Z %Z¡ ° ¡ °¡ ° ¡ °¢ ± ¢ ±¢ ± ¢ ±



 (5.58) 
The linearization constants 11, 12, 13, 21, 32, 33,, , , , ,i i i i i ia a a a a a  ¯¢ ±   and 11, 32,,i ib b  ¯¢ ± are defined as in
[41]. 
By linearizing the stator algebraic equation (5.42) it can be observed that: 
	 

,
, , ,
,
i fd id i i fd i i fd iI f E Z%  %E %Z  B %E B %Z (5.59) 
Where:
iEB −linearization constant due i%E
,fd iZB −linearization constant due ,fd i%Z
These linearization constants can be obtained as presented in [41]. 
Inserting the definition of 
,d iI% in the network equations (5.44), it can be observed that 
square matrices can be calculated between each i and j machines, as the form of: 
98
< > 	 

11, 11,
11 11
11, 11,
...
...
11 1m
ij
n1 nm
a a
a
a a
  ¯¡ °¡ °  ¡ °¡ °¡ °¢ ±
A # % # 1,i n , 1,j m (5.60) 
In a generalized manner, (5.60) can be rewritten as:
11 12 13 11
21
32 33 32
0
0 0 0 0
0 0
m
fd
fd fd
  ¯   ¯%   ¯   ¯%¡ ° ¡ °   ¯¡ ° ¡ ° %¡ ° ¡ ° ¡ °¡ ° ¡ °%  % ¡ ° ¡ ° ¡ °¡ ° ¡ ° %¡ ° ¡ ° ¢ ±¡ ° ¡ °% %¡ ° ¡ °¢ ± ¢ ±¢ ±¢ ±
A A A B
T
A
E
A A B



X X
E E
: :
(5.61) 
From the above equations the next linearization constants can be written as they are 
defined in [41] by using a generalized manner: 
1 12K MA (5.62)
2 13K MA (5.63) 
32
3
33
BK
A (5.64) 
32
4
32
AK
B (5.65) 
3
33
 IT
A (5.66) 
With these constants of linearization, the block diagram representation with constant Efd 
of the synchronous machines can be presented as shown in Figure 5.1. 
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As presented in Figure 5.1 and according to [41], the field flux variations are caused by 
variations of the rotor angle feedback, through the linearization constant K4.  
According to [41], the changes in eT% due to fd%Z cause by%E  can be expressed as, for 
the ith machine: 
, 2, 3, 4,
3,1fd
e i i i i
i idue to
T K K K
sT%Z
% %E  (5.67) 
For s=jȦ=0, a steady state limit can be defined [41] from: 
, , 2, 3, 4,
fd
e i e i i i i idue to
P T K K K%Z% %  %E (5.68) 
This limit is: 
 2, 3, 4, 1,i i i iK K K K (5.69) 
In [41] the contribution of fd%Z to the synchronizing and damping torque components 
depending on the oscillating frequency is described. 
For the interest in this work is the total steady−state synchronizing torque coefficient, 
taking into consideration the effect of field flux linkage, this can be defined for each ith 
machine as [41]: 
, , 1, 2, 3, 4,
fd fd
S ij e ij ij ij ij ijdue to due toK P K K K K%Z %Z%   (5.70) 
Therefore, a similar matrix as the one defined in (5.29) can be obtained in a generalized 
manner: 
1 2 3 4X  A K K K K (5.71) 
According to the same author, the overall impact, over the synchronizing torques, by 
considering the effect of field flux linkage, is to: Ǝreduce slightly the synchronizing torques 
component and to increase the damping torques componentƎ [41].  
(IIHFWRIWKHH[FLWDWLRQV\VWHPRQWKHV\QFKURQL]LQJWRUTXH
In order to observe the impact of the excitation system on the slow coherency 
identification, the machine model is completed with the one of the excitation systems. In this 
case, a thyristor excitation system (or the IEEE ST1A model [54]) is considered. This model 
will replace the IEEE ESAC8B model used to describe the AVR in Chapter 4. 
As presented in [41], the system is represented by a high exciter gain KA (without 
transient gain reduction or derivative feedback) and a voltage transducer with the time 
constant TR. Figure 5.2 presents the macro−blocks of this excitation system. 
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In this Sub-Section the set of equations (5.30−5.57) is extended so that the equations 
describing the dynamics of the excitation system are included. The main scope is to observe 
how the synchronizing torque definition is impacted by the linearizing constants which results 
from this model extension.  
The new state variables are: 
,
, , ,i i fd i i  ¯X E Z O¡ °¢ ± (5.72) 
The excitation system dynamic equation is given by: 
	 
, , , 0, ,A i i fd i A i i g iT E K U UO    (5.73) 
Or in a general formulation: 
	 
0  T E K U U/A fd A g (5.74) 
Where:
	 

	 

	 

< > 	 

	 

	 
 	 

	 

1
1
,1 ,
1
1
,
... , 1
... , 1
... , 1
... , 1
1
,
2
,
,
g
g
T
n g
T
n g
T
fd fd n g
T
n g
g g
i
i g g
e ij g g
n
n
n
n
diag n n
H
diag D n n
P n n

  ¯ %E %E q¡ °¢ ±
  ¯ %X %X q¡ °¢ ±
  ¯ %Z %Z q¡ °¢ ±
 %O %O q
 ¬­ ­ q ­ ­ ®
 q
  ¯ % q¡ °¢ ±
M
D
P
  
  
  
  
%E
%X
%:
%/
%
fd
e
1,
1,
g
g
i n
j n

 (5.75) 
ºThe model corresponding from (5.39) to (5.41) without the equation of the excitation 
system will further be mentioned as the transient model with the excitation system of the 
multi−machine ADGs. 
As presented in [41] by considering the excitation system equation, the system presented 
in (5.39, 5.58 and 5.41) can be linearized and have the following form: 
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11, 12, 13, 11,
21,
,
32, 33, 34,, ,
42, 43, 44,
0
0 0 0 0
0 0
0 0
i i ii i i
ii i
m i
i i ifd i fd i
i i ii i
a a a b
a
T
a a a
a a a
  ¯  ¯   ¯   ¯%X %X¡ °¡ ° ¡ ° ¡ °¡ °¡ ° ¡ ° ¡ °%E %E¡ °¡ ° ¡ ° ¡ °   ¯  %¡ ° ¢ ±¡ ° ¡ ° ¡ °%Z %Z¡ °¡ ° ¡ ° ¡ °¡ °¡ ° ¡ ° ¡ °%O %O¡ ° ¢ ±¢ ± ¢ ±¢ ±




 (5.76) 
The rest of the linearization constants 34, 42, 43, 44,, , ,i i i ia a a a  ¯¢ ± can be calculated as in [41].
Again, by linearizing the stator algebraic equation (5.42) it can be observed that: 
	 

,
, , , ,
, ,
fd i id i i fd i i i i fd i iI f E Z O%  %E %Z %O  B %E B %Z B %O (5.77) 
Where:
iEB   −linearization constant due i%E
,fd iZB −linearization constant due ,fd i%Z
iOB  −linearization constant due i%O
As in Sub−Section 5.3.2, the equations (5.76) can be written in a generalized manner: 
 < >
11 12 13 11
21
32 33 34
42 43 44
0
0 0 0 0
0 0
0 0
m
fdfd
  ¯   ¯%   ¯   ¯%¡ ° ¡ ° ¡ ° ¡ °¡ ° ¡ ° ¡ ° ¡ °%%¡ ° ¡ ° ¡ ° ¡ °  %¡ ° ¡ ° ¡ ° ¡ °%%¡ ° ¡ ° ¡ ° ¡ °¡ ° ¡ ° ¡ ° ¡ °%%¡ ° ¢ ± ¢ ±¢ ±¢ ±
A A A B
A
T
A A A
A A A




X X
EE
::
//
(5.78) 
In addition to the linearization constants presented above (in Sub−Section 5.3.2), two 
others must be defined, in order to obtain the block diagram scheme. 
5 42 RK A T (5.79) 
And 
6 43 RK A T (5.80) 
Where: 	 
,R R idiag TT −diagonal matrix representing the time constant of the voltage
transducer for each i excitation system. 
With the definition of the new linearization constants, the extended and generalized 
block diagram can be presented as in Figure 5.3, according to [41]: 
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With this, the steady state synchronizing torque coefficient definition (impacted by the 
effect of the excitation system) is of interest. Considering the equations of the field flux and 
air –gap torque variations due to the change in fd%Z , as defined in [41]: 
Then, the synchronizing torques due to fd%Z  are: 
	 
2, 3, 4, 5, ,
,
3, 6, ,1fd
ij ij ij ij A i
S ij due to
ij ij A i
K K K K K
K
K K K%Z
   (5.81) 
And, the total synchronizing torque can be defined: 
, 1 ,
fd
total
S ij S ij due to
K K K %Z  (5.82) 
1
fd
total
S S due toX %Z  A K K K (5.83) 
As presented above, the overall impact, of including the effect of the excitation system over 
the synchronizing torques, depends on the sign of the constant K5, [41]. 
• K5 positive: Ǝintroduces a negative synchronizing torque and a positive damping
torque componentƎ 
• K5 negative: Ǝintroduces a positive synchronizing torque and a negative damping
torque componentƎ
&RPPHQWV
• In this Section, three definitions of the synchronizing torque of the synchronous
generator were obtained for multi−machine power systems. These three definitions 
correspond to the three models considered in this research: electromechanical, transient with 
constant excitation flux and transient with excitation system.  
• In Section 5.4, these definitions will be used to investigate the impact on the
grouping of generators in a grid, by using the aforementioned slow coherency concept. 
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,GHQWLILFDWLRQRI6ORZ&RKHUHQW'LVWULEXWHG*HQHUDWRUV
LQDWHVW$'*
In the first part of this Sub−Section the Ǝtolerance−based groupingƎ produced by Dr. Joe 
Chow in [59] is resumed. In the next parts, an analysis is performed in order to observe the 
impact of model selection for multi−machines in the ADG on the identification of slow 
coherent groups. The three models as obtained in Sub−section 5.3 will be considered. 
In the continuation of this Section the impact of excitation system modeling is 
investigated on the identification of slow coherent distributed generators (by using the 
subtransient multi−machine model). 
7ROHUDQFHï%DVHG*URXSLQJ$OJRULWKP
In order to obtain accurate coherent groups of generators the Ǝtolerance−based groupingƎ 
algorithm developed by Dr. Joe Chow in [59] is used.  
The Ǝtolerance−based groupingƎ algorithm, as presented in [59]develops a measure of 
the slow coherency between the generators. The algorithm is based on the right−eigenvectors 
columns, which are normalized to unity. 
A distance measure is introduced between the ith and jth rows of the V 
(right−eigenvectors), corresponding to machines i and j. This distance is defined by (5.84): 
	 
ij Ti j i jd v v v v (5.84) 
For perfectly coherent generators dij=1 meaning that vi= vj . As presented in [59], 
typically a tolerance coefficient is defined ( 0.9 0.95H   ), for two machines to be considered 
coherent, if ijd H . 
Using this, a coherency matrix can be defined, to be used in the slow coherency identification 
algorithm: 
	 
m ijijC d H   (5.85) 
The contour plots of Cm for the test ADG will be presented for the different models of 
the generators. 
$(OHFWURPHFKDQLFDORUļ&ODVVLFDOļ0RGHORI
0XOWLï0DFKLQH$FWLYH'LVWULEXWLRQ*ULGV
Considering the same test ADG introduced in Chapter 4 shown in Figure 5.4, the system 
is modeled and linearized using Power System Toolbox−PST, [66]. 
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)LJXUH7HVW$'*WRSRORJ\

With the definition of AȦ as next, as (5.29): 
1
X A M P% e (5.86) 
The sub−matrix AȦ and the corresponding right−eigenvectors for the ƎclassicalƎ 
electromechanical model is presented in following pages. The eigenvalues of the AȦ are all 
real as the AȦ is symmetrical: 
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9
7.058
6.984
6.110
2.695
1.732
1.712
1.468
1.089
0.816
0.710
0.652
0.484
7.002 10
X

  ¯¡ °¡ °¡ °¡ °¡ °¡ °¡ °¡ °¡ °¡ °¡ °¡ °¡ °M  ¡ °¡ °¡ °¡ °¡ °¡ °¡ °¡ °¡ °¡ °¡ °¡ ° ¡ °¢ ±
A    
The contour plot of Cm for the test ADG (by considering the electromechanical model) is 
presented in Figure 5.5. This contour was produced for the 7 slowest modes.

)LJXUH&PYDOXHVIRUWKHWHVW$'*
ZLWKWKHUHSUHVHQWDWLRQRIJHQHUDWRUVXVLQJHOHFWURPHFKDQLFDOPRGHO

By considering the desired number of slow coherent areas to be 7, the following 
grouping matrix Lg is obtained for the machines, as presented in Table 5.1. 
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 Based on the grouping matrix is presented in Table 5.1. Figure 5.6 presents the 7 
slow−coherent areas in the ADG topology. 
,GHQWLILFDWLRQRI6ORZ&RKHUHQW'LVWULEXWHG*HQHUDWRUVLQDWHVW$'* 
7DEOH*URXSLQJPDWUL[/JIRUWKHïDUHDSDUWLWLRQ 
ZLWKWKHUHSUHVHQWDWLRQRIJHQHUDWRUVXVLQJHOHFWURPHFKDQLFDOPRGHO
 12 0 0 0 0 0 
 1 0 0 0 0 0 
 3 0 0 0 0 0 
 gL  ¯ ¡ °¢ ±  2 0 0 0 0 0 
 4 5 6 0 0 0 
 7 8 9 10 11 0 
 13 0 0 0 0 0 
d
)LJXUHïDUHDVSDUWLWLRQRIWKH$'*
ZLWKWKHUHSUHVHQWDWLRQRIJHQHUDWRUVXVLQJHOHFWURPHFKDQLFDOPRGHO
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%7UDQVLHQW0RGHORI0XOWLï0DFKLQH$FWLYH'LVWULEXWLRQ
*ULGV
In this Sub−Section, the results referring to the matrix of the transient synchronizing 
torque coefficients (defined by (5.73)) are presented. Considering the same number of groups 
(7 coherent areas), the grouping matrix Lg is obtained similar as for the electromechanical 
case. See Table 5.1. 
The contour plot of Cm for the test ADG (by considering the electromechanical model) is 
presented in Figure 5.7. This contour was produced for the 7 slowest modes and by 
considering 0.8H  .

)LJXUH&PYDOXHVIRUWKHWHVW$'*
ZLWKWKHUHSUHVHQWDWLRQRIJHQHUDWRUVXVLQJWUDQVLHQWPRGHO

&7UDQVLHQW0RGHOZLWK([FLWDWLRQ6\VWHPRI
0XOWLï0DFKLQH$FWLYH'LVWULEXWLRQ*ULGV
Further, the matrix of the transient synchronizing coefficients considering the excitation 
system (defined in (5.86)) is used to observe how the grouping of machines is impacted.  
Considering the same number of groups (7 coherent areas), the grouping matrix Lg is obtained 
as in Table 5.2.
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,GHQWLILFDWLRQRI6ORZ&RKHUHQW'LVWULEXWHG*HQHUDWRUVLQDWHVW$'*
This contour was produced for the 7 slowest modes and by considering 0.6H  . 
This grouping is shown in Figure 5.9. It can be observed from the contour plot that 
between DG 10 and 11 there exist a tight linkage. If the tolerance coefficient is decreased to 
0.6 then it is shown that between the group of DGs 10 and 11 and 7 there exist relative good 
linkage combined with the one of swing machine. For practical reasons, the swing machine 
will be isolated from the cluster of generators 7, as this machine is modeled as a strong grid.  
7DEOH*URXSLQJPDWUL[/JIRUWKHïDUHDSDUWLWLRQ
ZLWK WKH UHSUHVHQWDWLRQ RI JHQHUDWRUV XVLQJ WUDQVLHQW PRGHO ZLWK
H[FLWDWLRQV\VWHP
 12 0 0 0 
 1 0 0 0 
 3 0 0 0 
 gL  ¯ ¡ °¢ ±  2 0 0 0 
 4 5 6 0 
 8 9 0 0 
 13 7 10 11 

)LJXUH&PYDOXHVIRUWKHWHVW$'*
ZLWKWKHUHSUHVHQWDWLRQRIJHQHUDWRUVXVLQJWUDQVLHQWZLWKH[FLWDWLRQV\VWHPPRGHO

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,GHQWLILFDWLRQRI6ORZ&RKHUHQW'LVWULEXWHG*HQHUDWRUVLQDWHVW$'*
d
)LJXUHïDUHDVSDUWLWLRQRIWKH$'*
ZLWKWKHUHSUHVHQWDWLRQRIJHQHUDWRUVXVLQJWUDQVLHQWPRGHOZLWKH[FLWDWLRQV\VWHP
110
L
7D
EOH


6X
E−
PD
WUL
[
XA
I
RU
FO
DVV
LFD
OH
OHF
WUR
PH
FK
DQ
LFD
OP
XOW
LïP
DF
KLQ
HP
RG
HO

 
D
G
_1
 
D
G
_2
 
D
G
_3
 
D
G
_4
 
D
G
_5
 
D
G
_6
 
D
G
_
7 
D
G
_
8 
D
G
_
9 
D
G
_
10
 
D
G
_
11
 
D
G
_1
2 
D
G
_1
3 

D
G
_
1 
-
0.
75
5 
0.
14
3 
0.
03
1 
0.
02
 
0.
01
9 
0.
02
2 
0.
01
0 
0.
01
2 
0.
01
7 
0.
00
7 
0.
01
2 
0.
02
7 
0.
43
 

D
G
_
2 
0.
06
9 
-
0.
65
3 
0.
03
2 
0.
02
 
0.
02
0 
0.
02
3 
0.
01
1 
0.
01
3 
0.
01
8 
0.
00
7 
0.
01
2 
0.
02
6 
0.
39
6 

D
G
_
3 
0.
03
3 
0.
06
1 
-
0.
77
2 
0.
07
4 
0.
07
3 
0.
08
3 
0.
03
9 
0.
01
0 
0.
01
4 
0.
00
5 
0.
01
 
0.
02
2 
0.
34
4 

D
G
_
4 
0.
04
7 
0.
08
4 
0.
16
8 
-
1.
28
7 
0.
16
5 
0.
18
6 
0.
05
6 
0.
01
3 
0.
01
9 
0.
00
7 
0.
01
3 
0.
03
1 
0.
49
3 

D
G
_
5 
0.
04
7 
0.
08
4 
0.
16
6 
0.
16
4 
-
1.
35
7 
0.
26
3 
0.
05
5 
0.
01
3 
0.
02
0 
0.
00
8 
0.
01
3 
0.
03
1 
0.
48
9 

D
G
_
6 
0.
05
3 
0.
09
4 
0.
18
8 
0.
18
7 
0.
26
8 
-
1.
50
4 
0.
06
3 
0.
01
5 
0.
02
2 
0.
00
8 
0.
01
5 
0.
03
4 
0.
55
3 
<
> X
A

D
G
_
7
0.
27
7 
0.
52
4 
0.
93
5 
0.
60
2 
0.
59
9 
0.
67
8 
-
6.
96
2 
0.
09
1 
0.
12
5 
0.
05
2 
0.
08
5 
0.
18
3 
2.
80
7 

D
G
_
8 
0.
06
9 
0.
11
6 
0.
05
1 
0.
03
1 
0.
03
1 
0.
03
4 
0.
01
6 
-
2.
23
2 
0.
46
5 
0.
20
3 
0.
09
6 
0.
06
5 
1.
05
0 

D
G
_
9 
0.
07
3 
0.
12
2 
0.
05
3 
0.
03
3 
0.
03
2 
0.
03
6 
0.
01
6 
0.
38
7 
-
2.
31
3 
0.
26
4 
0.
10
2 
0.
06
9 
1.
12
0 

D
G
_1
0 
0.
20
5 
0.
36
5 
0.
15
6 
0.
09
8 
0.
09
6 
0.
10
8 
0.
05
0 
0.
97
5 
1.
41
0 
-
6.
89
5 
0.
27
0 
0.
18
9 
2.
96
7 

D
G
_1
1 
0.
24
9 
0.
45
7 
0.
19
4 
0.
12
3 
0.
12
1 
0.
13
6 
0.
06
4 
0.
36
8 
0.
48
1 
0.
20
8 
-
6.
12
9 
0.
22
7 
3.
49
5 

D
G
_1
2 
0.
00
4 
0.
00
9 
0.
00
3 
0.
00
2 
0.
00
2 
0.
00
2 
0.
00
12
 
0.
00
22
 
0.
00
3 
0.
00
1 
0.
00
2 
-
0.
64
6 
0.
61
1 

D
G
_1
3 
0.
00
02
5 
0.
00
04
3 
0.
00
01
8 
0.
00
01
2 
0.
00
01
1 
0.
00
01
28
 
6E
-
05
 
0.
00
01
02
0.
00
01
48
 
5.
86
E-
05
0.
00
01
 
0.
00
2 
-
0.
00
3 
  
  
 
 
    
111
,G
HQ
WLI
LFD
WLR
QR
I6
ORZ
&
RK
HUH
QW
'
LVW
ULE
XW
HG
*
HQ
HUD
WRU
VL
QD
WH
VW
$'
*






7D
EOH


5L
JK
WH
LJH
QY
HF
WRU
VF
RU
UHV
SR
QG
LQJ
WR
WK
H 
A
Ȧ 
RI
FOD
VVL
FD
OH
OHF
WUR
PH
FK
DQ
LFD
OP
RG
HO



0.
27
7
0.
39
8 
-
0.
15
7 
0.
30
0 
0.
92
2 
-
0.
04
8 
-
0.
00
1

0.
27
7 
0.
43
9 
-
0.
19
5 
0.
38
5 
-
0.
37
1 
-0
.
04
7 
-0
.
00
1 

0.
27
7 
0.
45
4 
-
0.
18
4 
-0
.
67
9 
-
0.
09
0 
-0
.
38
2 
-0
.
00
8 

0.
27
7
0.
33
2 
-
0.
10
0 
-
0.
31
3 
-
0.
01
9 
0.
56
9 
-
0.
77
6

0.
27
7
0.
33
2 
-
0.
10
0 
-
0.
31
0 
-
0.
01
9 
0.
55
5 
0.
58
0

0.
27
7
0.
31
6 
-
0.
09
3 
-
0.
28
6 
-
0.
01
6 
0.
44
6 
0.
24
4
<
>
V
 
0.
27
7
0.
22
1 
-
0.
05
3 
-
0.
14
7 
-
0.
00
8 
0.
10
1 
0.
00
7

0.
27
7 
0.
13
7 
0.
00
4 
-
0.
00
07
 
0.
01
8 
0.
04
6 
0.
00
5 

0.
27
7 
0.
13
4 
0.
00
4 
-
0.
00
06
3 
0.
01
7 
0.
04
4 
0.
00
4 

0.
27
7
0.
12
2 
0.
00
2 
-
0.
00
08
3 
0.
01
2 
0.
03
2 
0.
00
3

0.
27
7 
0.
12
0 
0.
00
04
 
-
0.
00
1 
0.
00
9 
0.
02
7 
0.
00
2 

0.
27
7
0.
06
5 
0.
93
3 
0.
00
2 
-
0.
00
3 
-
0.
00
5 
-
0.
00
01

0.
27
7 
-
0.
00
1 
-
0.
00
2 
-
1.
21
E-
06
 
-
5.
31
E-
05
 
-8
.
79
E-
05
 
-3
.
86
E-
06
 
 
 
112




















7D
EOH


6X
E−
PD
WUL
[ 
A
Ȧ 
IR
UW
UDQ
VLH
QW
PX
OWL
ïP
DF
KLQ
HP
RG
HO


D
G
_1
 
D
G
_2
 
D
G
_
3 
D
G
_4
 
D
G
_5
 
D
G
_
6 
D
G
_7
 
D
G
_8
 
D
G
_9
 
D
G
_
10
 
D
G
_1
1
D
G
_
12
 
D
G
_1
3 

D
G
_1
 
-
0.
75
5 
0.
14
3 
0.
03
1 
0.
02
0 
0.
01
9 
0.
02
2 
0.
01
0 
0.
01
2 
0.
01
7 
0.
00
7 
0.
01
2 
0.
02
7 
0.
43
 

D
G
_2
 
0.
06
9 
-
0.
64
9 
0.
03
2 
0.
02
0 
0.
02
0 
0.
02
3 
0.
01
1 
0.
01
3 
0.
01
8 
0.
00
7 
0.
01
2
0.
02
6 
0.
39
6 

D
G
_3
 
0.
03
3 
0.
06
13
 
-
0.
77
2 
0.
07
4 
0.
07
3 
0.
08
3 
0.
03
9 
0.
01
0 
0.
01
4 
0.
00
5 
0.
01
0
0.
02
2 
0.
34
4 

D
G
_4
 
0.
04
7 
0.
08
4 
0.
16
8 
-
1.
28
0 
0.
16
5 
0.
18
6 
0.
05
6 
0.
01
3 
0.
01
9 
0.
00
7 
0.
01
3 
0.
03
1 
0.
49
3 

D
G
_5
 
0.
04
7 
0.
08
4 
0.
16
6 
0.
16
4 
-
1.
34
8 
0.
26
3 
0.
05
5 
0.
01
3 
0.
02
0 
0.
00
8 
0.
01
3 
0.
03
1 
0.
48
9 

D
G
_6
 
0.
05
3 
0.
09
4 
0.
18
8 
0.
18
7 
0.
26
8 
-
1.
49
2 
0.
06
3 
0.
01
5 
0.
02
2 
0.
00
8 
0.
01
5 
0.
03
4 
0.
55
3 
<
> X
A

D
G
_7
0.
27
7 
0.
52
4 
0.
93
5 
0.
60
2 
0.
59
9 
0.
67
8 
-
6.
87
1 
0.
09
1 
0.
12
5 
0.
05
2 
0.
08
5 
0.
18
3 
2.
80
7 

D
G
_8
 
0.
06
9 
0.
11
6 
0.
05
11
 
0.
03
1 
0.
03
1 
0.
03
4 
0.
01
6 
-
2.
21
4
0.
46
5 
0.
20
3 
0.
09
6
0.
06
5 
1.
05
0 

D
G
_9
 
0.
07
3 
0.
12
2 
0.
05
3 
0.
03
3 
0.
03
2 
0.
03
6 
0.
01
6 
0.
38
7 
-
2.
29
2 
0.
26
4 
0.
10
2 
0.
06
9 
1.
12
0 

D
G
_1
0 
0.
20
5 
0.
36
5 
0.
15
6 
0.
09
8 
0.
09
6 
0.
10
8 
0.
05
0 
0.
97
5 
1.
41
0 
-
6.
83
1 
0.
27
0 
0.
18
9 
2.
96
7 

D
G
_1
1 
0.
24
9 
0.
45
7 
0.
19
4 
0.
12
3 
0.
12
1 
0.
13
6 
0.
06
4 
0.
36
8 
0.
48
1 
0.
20
8 
-
6.
08
9
0.
22
7 
3.
49
5 

D
G
_1
2 
0.
00
4 
0.
00
9 
0.
00
38
 
0.
00
2 
0.
00
2 
0.
00
2 
0.
00
1 
0.
00
22
0.
00
3 
0.
00
12
 
0.
00
2
-
0.
64
2 
0.
61
1 

D
G
_1
3 
0.
00
02
0.
00
04
 
0.
00
01
8
0.
00
01
2
0.
00
01
 
0.
00
01
 
6E
-0
5 
0.
00
01
0.
00
01
5 
5.
86
E-
05
 
0.
00
01
0.
00
2 
-
0.
00
4 
113




















7D
EOH


6X
E−
V\
VWH
P
PD
WUL
[ 
A
Ȧ 
IRU
WU
DQ
VLH
QW
ZL
WK
H[
FLW
DWL
RQ
V\
VWH
P
PX
OWLï
PD
FK
LQH
P
RG
HO

 
D
G
_1
 
D
G
_2
 
D
G
_
3 
D
G
_4
 
D
G
_5
 
D
G
_
6 
D
G
_7
 
D
G
_8
 
D
G
_
9 
D
G
_
10
 
D
G
_1
1 
D
G
_1
2 
D
G
_
13
 

D
G
_
1 
-
0.
75
5 
0.
14
3 
0.
03
1 
0.
02
0 
0.
01
9 
0.
02
2 
0.
01
0 
0.
01
2 
0.
01
7 
0.
00
7 
0.
01
2 
0.
02
7 
0.
43
 

D
G
_
2 
0.
10
9 
-
0.
60
9 
0.
07
1 
0.
06
0 
0.
05
9 
0.
06
2 
0.
05
0 
0.
05
3 
0.
05
8 
0.
04
7 
0.
05
1 
0.
06
5 
0.
43
5 

D
G
_
3 
0.
03
3 
0.
06
1 
-
0.
77
2 
0.
07
4 
0.
07
3 
0.
08
3 
0.
03
9 
0.
01
0 
0.
01
4 
0.
00
5 
0.
01
0 
0.
02
2 
0.
34
4 

D
G
_
4 
-
0.
00
1 
0.
03
5 
0.
11
9 
-1
.3
28
 
0.
11
6 
0.
13
7 
0.
00
7 
-
0.
03
4 
-
0.
02
8 
-
0.
04
 
-
0.
03
4 
-
0.
01
7 
0.
44
4 

D
G
_
5 
-
0.
01
3 
0.
02
3 
0.
10
4 
0.
10
3 
-
1.
40
9 
0.
20
2 
-0
.0
05
 
-
0.
04
7 
-
0.
04
1 
-
0.
05
3 
-
0.
04
7 
-
0.
02
9 
0.
42
8 

D
G
_
6 
-
0.
04
7 
-0
.
00
6 
0.
08
8 
0.
08
7 
0.
16
7 
-
1.
59
2 
-
0.
03
7 
-0
.
08
4 
-
0.
07
7 
-
0.
09
1 
-0
.
08
4 
-0
.
06
5 
0.
45
3 
<
> X
A

D
G
_
7
0.
31
8 
0.
56
5 
0.
97
6 
0.
64
3 
0.
64
0 
0.
71
9 
-
6.
83
0 
0.
13
2 
0.
16
6 
0.
09
3 
0.
12
5 
0.
22
4 
2.
84
8 

D
G
_
8 
-
0.
06
6 
-0
.
01
9 
-
0.
08
5 
-
0.
10
4 
-0
.
10
5 
-0
.1
01
 
-
0.
12
0
-
2.
35
1 
0.
32
9 
0.
06
7 
-
0.
03
9 
-0
.0
70
 
0.
91
3 

D
G
_
9 
-
0.
16
8 
-0
.
12
0 
-
0.
18
8 
-
0.
20
9 
-0
.
21
0 
-0
.2
06
 
-
0.
22
5 
0.
14
5 
-
2.
53
5 
0.
02
1 
-
0.
13
9 
-0
.1
73
 
0.
87
7 

D
G
_1
0 
0.
19
6 
0.
35
5 
0.
14
7 
0.
08
9 
0.
08
7 
0.
09
9 
0.
04
1 
0.
96
6 
1.
40
1 
-
6.
84
0 
0.
26
1 
0.
18
0 
2.
95
7 

D
G
_1
1 
0.
28
6 
0.
49
4 
0.
23
1 
0.
16
0 
0.
15
8 
0.
17
3 
0.
10
1 
0.
40
6 
0.
51
9 
0.
24
5 
-
6.
05
1 
0.
26
4 
3.
53
2 

D
G
_1
2 
0.
04
1 
0.
04
5 
0.
04
0 
0.
03
8 
0.
03
8 
0.
03
9 
0.
03
7 
0.
03
8 
0.
03
9 
0.
03
7 
0.
03
8 
-
0.
60
6 
0.
64
8 

D
G
_1
3 
0.
00
09
 
0.
00
11
 
0.
00
08
9 
0.
00
08
 
0.
00
08
 
0.
00
08
 
0.
00
07
 
0.
00
08
 
0.
00
08
 
0.
00
07
 
0.
00
08
 
0.
00
27
 
-
0.
00
3 
114
-18 -16 -14 -12 -10 -8 -6 -4 -2 0-40
-20
0
20
40
Imaginary part [rad/s]
R
ea
l p
a
rt
 
[1
/s]
 
)LJXUH7KHHLJHQYDOXHVRIWKHHTXLYDOHQWVPRGHOVFRPSXWHG
ZLWKGLIIHUHQWPRGHOVIRUWKHFOXVWHULQJLGHQWLILFDWLRQZLWKUHVSHFWWRWKHRULJLQDOPRGHO
Figure 5.10 shows the eigenvalues when the 3 models of the generators are used for DGs 
clustering: original, electromechanical model for generators, transient model and transient 
model with excitation system. The equivalent models of the grid are preserving the original 
electromechanical eigenvalues in a good manner. For a better observation of this in Table 5.7, 
the electromechanical modes are represented both by the damped frequency Hz and damping 
ratio [p.u.].  The errors of damped frequencies and damping ratio are presented in Tables 5.8 
a) and b) and 5.9 a) and b). From these Tables it can be observed that by modeling the
excitation system, the Modes 1, 5, 6, 7 and 8 present a better approximation compared to the 
electromechanical and transient models. In Appendix 4 the full list of eigenvalues are 
presented. 
7DEOH,GHQWLILHGRULJLQDOHLJHQYDOXHVLQWKHHTXLYDOHQWPRGHOV 
Original 
Model 
Electromechanical and 
Transient 
Model 
Transient with Excitation 
System Model 
Frequency 
[Hz] 
Damping 
Ratio 
[p.u.] 
Frequency 
[Hz] 
Damping 
Ratio 
[p.u.] 
Frequency 
[Hz] 
Damping 
Ratio 
[p.u.] 
Mode 1 1.954 0.189 1.947 0.184 1.952 0.183 
Mode 2 1.837 0.204 1.857 0.195 1.873 0.198 
Mode 3 1.602 0.215 1.597 0.218 1.600 0.223 
Mode 4 1.565 0.191 1.564 0.195 1.568 0.197 
Mode 5 0.415 0.542 0.416 0.541 0.416 0.541 
Mode 6 0.188 0.703 0.188 0.695 0.189 0.691 
Mode 7 0.145 0.996 0.160 0.995 0.156 0.995 
Mode 8 0.1443 0.701 0.116 0.717 0.117 0.715 
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,PSDFWRI([FLWDWLRQ6\VWHPRQWKH,GHQWLILFDWLRQRI6ORZ&RKHUHQW$UHDV 
7DEOHD'DPSHGIUHTXHQFLHVHUURUVRIWKHRULJLQDOPRGHOZLWK
 
UHVSHFWWRWKHHOHFWURPHFKDQLFDODQGWUDQVLHQWPRGHOV
Original 
Model 
Electromechanical 
and Transient 
Model 
Error 
Frequency 
[Hz] 
Frequency 
[Hz] [%] 
Mode 1 1.954 1.947 0.7 
Mode 2 1.837 1.857 2 
Mode 3 1.602 1.597 0.5 
Mode 4 1.565 1.564 0.1 
7DEOH  E 'DPSHG IUHTXHQFLHV HUURUV RI WKH RULJLQDO PRGHO ZLWK
UHVSHFWWRWKHWUDQVLHQWZLWKH[FLWDWLRQV\VWHPPRGHO
Original 
Model 
Transient with 
Excitation System 
Model 
Error 
Frequency 
[Hz] 
Frequency 
[Hz] [%] 
Mode 1 1.954 1.952 0.2
Mode 2 1.837 1.873 3.6
Mode 3 1.602 1.6 0.2
Mode 4 1.565 1.568 0.3
7DEOHD'DPSLQJUDWLRVHUURUVRIWKHRULJLQDOPRGHOZLWKUHVSHFW
WRWKHHOHFWURPHFKDQLFDODQGWUDQVLHQWPRGHOV
Original 
Model 
Electromechanical 
and Transient 
Model 
Error 
Damping 
Ratio 
[p.u.] 
Damping 
Ratio 
[p.u.] 
[%] 
Mode 1 0.189 0.184 0.5
Mode 2 0.204 0.195 0.9
Mode 3 0.215 0.218 0.3
Mode 4 0.191 0.195 0.4
7DEOHE'DPSHGUDWLRVHUURUVRIWKHRULJLQDOPRGHOZLWKUHVSHFWWR
WKHWUDQVLHQWZLWKH[FLWDWLRQV\VWHPPRGHO
Original 
Model 
Transient with 
Excitation System 
Model 
Error 
Frequency 
[Hz] 
Frequency 
[Hz] [%] 
Mode 1 0.189 0.183 0.6
Mode 2 0.204 0.198 0.6
Mode 3 0.215 0.223 0.8
Mode 4 0.191 0.197 0.6
116
,PSDFWRI([FLWDWLRQ6\VWHPRQWKH,GHQWLILFDWLRQRI6ORZ&RKHUHQW$UHDV 
',PSDFWRI([FLWDWLRQ6\VWHPRQWKH,GHQWLILFDWLRQRI6ORZ
&RKHUHQW$UHDV
In this Sub−Section, the impact of the excitation system on the identification of slow 
coherent areas in the test ADG is investigated. The scope is to observe how the change in the 
amplifier gain KA impacts the slow coherent areas identification. Therefore, a variation of 
< >400;1000;2000AK  is produced for the excitation system of DG 4.It can be observed from 
Figure 5.11 that by increasing KA, generator DG 4 is excluded from the coherent area, 
consisting of DG 4, DG 5 and DG 6. 
D.$ SX 
E.$ SX 
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As can be observed from Table 5.8, usually in distribution systems with small scale 
hydro units the low frequency inter-area modes are well damped with respect to the 
transmission system. Therefore it can be seen that for ADGs with high penetration of small 
scale hydro, units the coherency phenomena occurs for DGs at modes with higher damped 
frequencies, which can be confirmed by running a small signal time domain analysis. Usually 
these oscillation modes are associated with local plant modes. When DGs are subject to small 
disturbances (small variations in load or generated power) it can be observed that the 
coherency between DGs happens within oscillations modes with higher damped frequencies 
and the groups of generators show up coherent within different oscillation modes. Normally 
the magnitude of excitation is so small that by observing the time response of some state 
variables these groups of coherent generators are very difficult to identify.  
As in this case the coherency happens within different oscillation modes, the linear 
analysis fails to identify properly these groups as they results from the small signal time 
domain simulation. Therefore a tool is needed to decompose the time responses and to 
observe the magnitude and phase for each oscillation mode in order to determine how 
coherency happens in this case. In the next Section such a tool is proposed which allows the 
identification of coherent generators and the modes which now can be considered having a 
grid wide perspective. 



F.$ SX
)LJXUH,PSDFWRI([FLWDWLRQ6\VWHPRQWKH,GHQWLILFDWLRQRI6ORZ&RKHUHQW$UHDV
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&OXVWHULQJ'LVWULEXWHG*HQHUDWLRQE\,QVWDQWDQHRXV(XFOLGHDQ
'LVWDQFHLQ3RODU&RRUGLQDWHV
,QWURGXFWLRQ
As presented in Sub−Section 5.4.1. D) the particularity of ADGs with high penetration 
of small scale hydro units make the linear analysis not sufficient to determine the coherent 
groups of generators. Therefore a new method is proposed in this work which can determine 
the coherent generators using the time responses of the state variables for each oscillation 
mode. The first part of this Sub−Section addresses the definitions of the electromechanically 
coherency concept between the synchronous generators, presented in Sub−Chapter 4.2.1. Two 
generators are called electromechanically coherent after a disturbance occurs if their 
correspondent rotor angles or speed variations exhibits the same trend of oscillation, [67]. 
This can be quantified by calculating the difference between two rotor angles and comparing 
it with an admissible tolerance, [33]. The approach is simple and easy to apply, if the 
aforementioned signals are known a priori. However if generators are equipped with different 
types of exciters systems, this approach is not valid, [68]. In this case, even if the magnitudes 
of oscillations are comparable, it can happen that the phases of these oscillations are not the 
same, as demonstrated in [48] and [68]. Therefore, one can conclude that the 
electromechanical coherency concept is a concept dependent on both magnitude and phase 
variations of the rotor angle oscillations [68]. As presented in Sub− Section 4.2.1, the methods 
developed to investigate the coherency concept address this by mean of the magnitude, of the 
phase or by a mix concept of the two, [40] [68]. In this Section a new method is proposed to 
identify the concept of the electromechanical coherency between DG units. The proposed 
method allows the computation of the instantaneous Euclidean Distance in polar coordinates 
for clustering Distributed Generation units in a test power system.  This is done by taking into 
consideration, both the magnitude and the phase of oscillations (in a unified tool). As will be 
demonstrated, the proposed method gives better results with respect to the metric Euclidean 
Distance. The method is based on electromechanical modes decomposition (or Ǝfree motion 
time responsesƎ) of the state variables for small hydro units, as presented in [11]. This 
approach was chosen, due to the simplified manner in which the computation of the 
instantaneous magnitude and phase can be performed. 
There are several transforms available to compute the phase of a real signal; the most 
popular are the following three, [69]: 
1. Fourier Transform
2. Hilbert Transform
3. Wavelet Transform
However, in this case as the system state representation is known, the Ǝfree motion time 
responsesƎ represents a very simple tool to decompose the time responses of the state 
variables for each of the oscillation modes. The magnitude and phase computation will then 
be straightforward as for general complex numbers.  

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This Section summarizes the concepts of the electromechanical coherency as discussed 
in 4.2.1.  
Two recorded signals from the ith and jth generators can be represented in polar coordinates as 
in (5.87) and (5.88):  
	 
 	 
 	 
,x i ti ix t t eG X (5.87)
	 
 	 
 	 
,y i ti iy t t eGY (5.88) 
 where: 
− 	 
i tX  and 	 
i tY  are the instantaneous magnitudes of the rotor angle signals 	 
ix t and 	 
iy t  
− 	 

,x i tG  and 	 
,y i tG  are the instantaneous phases of the rotor angle signals 	 
ix t and 	 
iy t  
Generally, the coherency concept is tackled in literature by three main groups of methods: 
Coherency of magnitude [40] 
	 
 	 
 < >0, ,i i m nt t t t t F X Y (5.89) 
This approach is mainly used to identify the electromechanical coherency together with 
the computation of the metric Euclidean Distance between ith and jth units, over a time interval, 
as proposed in [46], by (5.90):  
	 
 	 
	 

1
2
,
T
i j i j
t t
d x t x t

  (5.90) 
Coherency of phase this is presented in [33] [47] 
	 
 	 
 < >
, , 0, ,x i y i m nt t t t tG G F  (5.91) 
Coherency of magnitude and phase [47] [48] for which both (5.89) and (5.91) need to be 
validated over a time interval < >0, nt t t , were and  − represents the starting and ending time 
of the signal recording. 
&OXVWHULQJ'*XQLWVYLD,QVWDQWDQHRXV(XFOLGHDQ'LVWDQFHLQ3RODU
&RRUGLQDWHV
:K\ FOXVWHULQJ RI '* XQLWV XVLQJ WKH ,QVWDQWDQHRXV (XFOLGHDQ 'LVWDQFH LQ 3RODU
&RRGLQDWHV"
0t nt
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As power systems are dynamic systems, these systems are changing continuously their state 
of operation during a time period, due to small or large disturbances. Different disturbances 
will excite certain oscillation modes visible in some state variables, due to a higher relative 
activity of the state variables in those modes. This is quantified by the mode shapes or the 
observability eigenvectors. As will be presented next, the time domain response of certain 
states are defined as the sum of the state’s responses for each oscillation mode. So, for 
identifying how generators can be cluster in coherent groups after a disturbance, time 
responses of this disturbance during a time interval are used. In this time interval certain 
dominant oscillation modes can be recognized, for which the instantaneous magnitudes and 
phase angles are of interest. There are several methods to compute the magnitude and phase 
of a real signal. The most known are Fourier and Hilbert Transforms, detailed in [67] and 
[70].  
According to [70], the Hilbert transform of a function x(t) is defined as: 
	 
	 
 	 
1H f t f t
t
Q (5.92) 
This further can be expressed in integral form as: 
	 
	 
 	 
1 fH f t d
t
d
d
U UQ U¨  (5.93) 
As presented in [70], in order to compute the imaginary part of a real signal described by a 
periodic function, the Hilbert transform will produce a phase shift of ʌ/2 which will result in 
an analytic signal in complex form, as: 
	 
 	 
 	 
z t x t iy t  (5.94) 
Where 
	 
 	 
	 
y t H x t (5.95) 
With this the instantaneous amplitude a(t) and phase ĳ(t) of x(t) can be computed [70]: 
	 
 	 
 	 
2 2a t x t y t  (5.96) 
	 
 	 
	 
arctan
y t
t
x t
K  (5.97) 
In this PhD work a method based on the time domain decomposition is proposed to 
compute the magnitude and phase of a real signal. In this case the real signal is the time 
response of a state variable for a certain dominant oscillation mode. The method is validated 
against the Hilbert transform. 


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As presented above the concept of electromechanical coherency was treated separately 
into two different concepts: the coherency of magnitude and of phase. Euclidean Distance in 
polar coordinates allows the computation of the coherency as a unified concept. 
This Section presents a new method to investigate the electromechanical coherency of 
magnitude and phase concept.  
The method is based on the computation of the instantaneous Euclidean Distance − 
ED(t) in polar coordinates at each instant of time t. The method is based on modes 
decomposition time responses of the state variables for obtaining the instantaneous magnitude 
and phase and computation of ED(t), as discussed in [41]. 
In this approach only the electromechanical modes with the frequency of oscillations 
between [0.25 − 2] Hz is considered for the time domain decomposition. [11] 
The idea is to use the time responses of modes decomposition of speed of the DGs, in 
order to identify the number of clusters of DG units, when the test ADG is affected with a 
small disturbance. The secondary frequency control is not modeled in this research. 
Considering that the speed registered for each of the DG units can be expressed in terms 
of the electromechanical oscillatory modes, right and left eigenvectors as described in [41], 
then for the ith and jth generators:  
	 
 1 2
,1 ,1 ,2 ,2 , ,
k tt t
i i i i i i k i kt c e c e c e
MM M%X ' '  '"  (5.98) 
	 
 1 2
,1 ,1 ,2 ,2 , ,
k tt t
j j j j j j k j kt c e c e c e
MM M%X ' '  '"  (5.99) 
Where: 	 
i t%X  and 	 
j t%X  are small variation of speed of the DGs,  i'  and j' are the 
right eigenvectors, ck − represent the magnitude of the excitation of kth mode and kM − 
represent the kth oscillatory mode. 
Or, rewriting (5.98) and (5.99) in the complex form: 
	 
 ,1 ,2 ,
,1 ,2 ,
i i i kt t t
i i i i kt e e e
Z Z Z%X    ": : : (5.100) 
	 
 ,1 ,2 ,
,1 ,2 ,
j j j kt t t
j j j j kt e e e
Z Z Z%X    ": : :  (5.101) 
where: 
, ,i k j k: :  and , ,,i k j kZ Z represent complex numbers having the form: jB C . 
In order to identify the electromechanical modes of oscillations, the Ǝfree motion time 
responsesƎ of the speed registered for each of the DGs should be calculated as discussed in 
[41]. If the topology of the ADG is known, then this time response can be easily modeled in a 
simulation platform, by running a modal analysis and registering the right and left 
eigenvectors and electromechanical modes of oscillations. This method it is suitable for off-
line studies and the computation of instantaneous magnitudes and phases is done by running 
an iterative modal analysis for the known ADG, at each time step t. After the dominant 
electromechanical modes of oscillation are identified, their correspondent instantaneous 
magnitudes and phases can be computed, considering that the real and imaginary parts for 
each free motion time response coefficient can be written as in (5.102) and (5.103): 
122
\ ^ \ ^,,Re Re i ktki i keZ%X  : (5.102) 
\ ^ \ ^,,Im Im i ktki i keZ%X  : (5.103) 
With (5.102) and (5.103), the instantaneous magnitudes 	 

,i k t- and phase 	 
,i k tG  of each kth 
electromechanical mode of oscillation and for each ith DG unit, can be computed as: 
	 
 \ ^	 
 \ ^	 
, ,2 2, , ,Re Imi k i kt ti k i k i kt e eZ Z - : : (5.104) 
	 
 \ ^\ ^
,
,
,1
,
,
Im
tan
Re
i k
i k
t
i k
i k t
i k
e
t
e
Z

Z
 ¬­ ­ ­G  ­ ­ ­­ ®
:
: (5.105) 
Using the instantaneous magnitudes and phases as defined in (5.104) and (5.105), the 
average instantaneous Euclidean Distance − ijED , between generators ith and jth can be written 
as:  
	 
 	 
 	 
 	 
 	 
 	 
	 
2 2
1
2 cos
T
i j i i i j
t
ij
t t t t t t
ED
N

  ¯  ¯¡ °  G G¡ °¡ °¢ ±¡ ° ¡ °¡ °¡ °¡ °¢ ±
 - - - -
(5.106) 
Where N is the number of samples registered at each time instant t 
Then, by computing the ijED between each ith and jth generators with (where  is 
the set of generators from the external area), the ith and jth generators can be recognized as 
electromechanically coherent, by identifying the minimum averaged instantaneous Euclidean 
Distance − ijED : 
	 
min ijED (5.107) 
Or in other words, (5.106) can be calculated for each instant of time t and the ith and jth 
generators can be considered electromechanical coherent if the 
,ij kED for each kth mode of 
oscillation validates the condition from (5.107).  
6WXG\&DVH
In this Section the DG units connected to the test ADG used in this work are clustered 
by using the method described in Section 5.5.2.2. The test model for the ADG was already 
introduced in Chapter 4. The system were simulated and implemented using DIgSILENT 
Power Factory 14.1.6® platform.  
,i j∈Γ Γ
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 In this research the TPS is modeled as the internal power system (represented by the
 strong TPS behind the bus 7500_132 kV).The ADG simulation model is presented in Figure 
5.12.  
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)LJXUH7HVW$'*WRSRORJ\
To validate the proposed method to determine electromechanical coherency between DG 
units, a small disturbance was introduced to the test ADG. This disturbance is represented by 
an increase of 5% of the speed reference of the medium size hydro power plant connected at 
the bus 3. The speeds of al DG units were recorded and are presented in Figure 5.13.   
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 If we investigate the DG units which belong to Cluster 1 in Figure 5.14, one can 
observe that the magnitudes of the oscillations are comparable but their phases are shifted.  
After computing the metric Euclidean Distance defined by (5.103) between each real 
valued signal representing the speed of the DG units, the following clusters were obtained: 
)LJXUH6SHHGYDULDWLRQVRI'*XQLWVDIWHUDVPDOOGLVWXUEDQFH
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• ,GHQWLILFDWLRQRIWKHGRPLQDQWHOHFWURPHFKDQLFDOPRGHV
To identify the dominant electromechanical modes, a filtering technique was used to 
select the modes with the frequencies of oscillations between 0.25 and 2 Hz. Running the 
modal analysis for the test ADG, the dominant electromechanical modes, presented in Table 
5.11 were identified.  
4. Coherency identification in ADGs: Time domain simulation versus Observability
eigenvectors
As presented above, the coherency among generation units can be identified by running 
a time domain simulation, or a modal analysis. When the modal analysis is chosen to identify 
coherency among the generation units, observability eigenvectors (also called mode shapes) 
are of interest.  
This is not any longer true for ADGs as those modes corresponding to the inter−area 
modes for TPSs are well damped. For these types of grids the coherency can be recognized 
within several local plant modes. This can be proven by looking in the list of the eigenvalues 
presented in Tables 5.11 and 5.14.  
Considering speed as a state variable and by plotting the observability eigenvectors for 
some of the local plant modes, the coherency among DG units can be identified. This can be 
observed by plotting the observability eigenvectors for modes 2 and 3 (see Table 5.11) and 
modes 14 and 17 (see Table 5.14) as in Figure 5.17. 
Normally for TPSs the clusters of coherent generators can be identified by running a 
time domain simulation of a small disturbance or by observing the phase of the observability 
eigenvectors. For the case of the test ADG it was shown that there aren’t oscillation modes 
similar with the inter−area modes for TPSs for which the same coherency can be recognized 
as by running a time domain simulation. As presented above for ADGs the coherency 
7DEOH'RPLQDQW(OHFWURPHFKDQLFDO0RGHVRI2VFLOODWLRQV
Electromechanical 
Modes 
Real 
Part 
Imaginary 
Part 
Damped 
Frequency 
Damping 
Ratio 
− [1/s] [rad/s] [Hz] [%]
Mode 1 −2.375 ±12.283 1.971 18.984 
Mode 2 −2.413 ±11.546 1.874 20.457 
Mode 3 −2.223 ±10.069 1.602 21.558 
Mode 4 −1.916 ±9.834 1.565 19.123
Mode 5 −3.730 ±3.423 0.545 73.670
Mode 6 −9.477 ±3.172 0.505 94.829
Mode 7 −1.688 ±2.613 0.416 54.262
Mode 8 −9.518 ±2.569 0.409 96.543
Mode 9 −11.627 ±2.546 0.405 97.685
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observed in a time domain simulation (see Figure 5.15) can be similarly identified by looking 
in particular local plant modes, as presented in Figure 5.15.  
D 0RGH+] E 0RGH+]
F 0RGH+] G 0RGH+]
)LJXUH2EVHUYDELOLW\HLJHQYHFWRUVIRUGLIIHUHQWORFDOSODQWPRGHV 
From the time domain simulation presented in Figure 5.13 two oscillation modes can be 
identified as dominant: mode 3 − 1.602 Hz and mode 4 − 1.565 Hz. Let us investigate the 
observability of eigenvectors of these modes are investigated in Figure 5.16. 
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D 0RGH+]
E 0RGH+]
)LJXUH2EVHUYDELOLW\HLJHQYHFWRUVIRU0RGHVDQG
From Figures 5.16 a) and b) it can be observed that even the magnitudes of the 
observability eigenvectors are similar with the magnitudes of oscillations recognizable in the 
speed signals from Figure 5.13, the phase angles of the observability eigenvectors and the 
time instants where the speed oscillations points are different, as can be observed from Figure 
5.17.  
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)LJXUH6SHHGVLJQDOVRI'*V
This happens as in the time domain response defined by (5.92) the observability (right) 
eigenvectors are multiply with the corresponding controllability (left) eigenvectors, so a phase 
shift appears. This product between the right (observability) and left (controllability) 
eigenvectors corresponds to the participation factor, defined according to [41] as: 
ki ki ikp G Z (5.108) 
 According to [41] the participation factors measures the net participation of the kth state 
variable in an ith mode. In Figure 5.20 the participation factors (complex values) are depicted 
for the Modes 3 and 5 presented in Table 5.11. From these Figures it can be observed that a 
same clustering of the DG units is produced as by the proposed method presented in Table 
5.12. As generators 2 and 12 are dominant in modes 3 and 4 they were neglected in Figures 
5.18 a) and b). 
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E0RGH+] 
)LJXUH3DUWLFLSDWLRQIDFWRUVIRUPRGHVDQG
Therefore in the proposed method a mathematical manipulation of the time response 
decomposition presented in (5.92) is used to obtain the magnitudes and phases of the 
electromechanical modes of oscillations. Further these magnitudes and phases are used to 
cluster the DGs using the Euclidean distance in polar coordinates. A complete description of 
the mathematical manipulation of (5.92) and of the manner in which the magnitude and phase 
is computed for the pair complex of conjugate eigenvalues is presented in Appendix 6. 
• 0RGHVGHFRPSRVLWLRQ
As shown in [41], the time response of a state variable which describes the operation of 
the synchronous machine can be modelled by a linear combination of k dynamic modes (as 
done for example in (5.95) and (5.96) for the speed signals of two DG units). 
The instantaneous magnitudes and phases can be calculated applying the decomposition 
of the speed signals for each DG unit and for the dominant electromechanical modes.  
By using equations (5.101), the real electromechanical coherency between DG units can 
be achieved. Figure 5.19, shows the time responses and the correspondent magnitudes of the 
Mode 1 for the speed signal of the DG units 1, 2 and 3. Figure 5.20 shows the phases of the 
Mode 1 for the speed signal of the DG units 1, 2 and 3.  
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)LJXUH0RGH²PDJQLWXGHRIWKHVSHHGVLJQDORI'*DQG
Figure 5.21 shows that the phase shift between the phase angles of DG 1, 2 and 3 for 
Mode 1 (presented in Figure 5.20 with respect to DG 1) are constant in time. Figure 5.22 
shows the instantaneous difference between the phases computed with the method based on 
the time domain decomposition and compared with Hilbert transform.  
)LJXUH0RGH²SKDVHRIWKHVSHHGVLJQDORI'*DQG
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)LJXUH3KDVHDQJOHGLIIHUHQFHVRI'*DQG'*ZLWKUHVSHFWWR'*
)LJXUH3KDVHDQJOHGLIIHUHQFHXVLQJ
WKHSURSRVHGPHWKRGYHUVXVWKH+LOEHUWWUDQVIRUP
As it is shown in the above Figures 5.20 and 5.21 presenting the modes of oscillation 
associated with the complex conjugate pairs of eigenvalues 1−2 and 5−6, DG 1 and 3 are 
oscillating coherent against DG 2. 
Using the proposed method to compute the instantaneous Euclidean Distance in polar 
coordinates− between all DG units for Modes 5 and 6, the following DG clusters can be 
identified: 
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 In Table 5.13 presents the ED matrix in absolute values between all DG units for Mode 
5 and 6: 
7DEOH&OXVWHUVRI'*8QLWV%\8VLQJWKH,QVWDQWDQHRXV(XFOLGHDQ
'LVWDQFHLQ3RODU&RRUGLQDWHV
Clusters DG Units
Cluster 1 DG 1, DG 3 
Cluster 2 DG 4, DG 5, DG 6 
Cluster 3 DG 7, DG 10, DG 11 
Cluster 4 DG 8,  DG 9 
Cluster 5 DG 2 

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'\QDPLF(TXLYDOHQWVRI$'*V%DVHGRQ0RGHO3DUDPHWHUV,GHQWLILFDWLRQ
'\QDPLF(TXLYDOHQWVRI$FWLYH'LVWULEXWLRQ*ULGV%DVHGRQ 
0RGHO3DUDPHWHUV,GHQWLILFDWLRQ
*HQHUDOLWLHV
In the Section a new method is proposed to compute dynamic equivalents of ADGs to be 
used for small signal stability studies of the main grid. The scope of the method is to produce 
simplified models which will preserve the dominant electromechanical modes of oscillations 
of ADGs. The computation of dynamic equivalents is based on the method published in [16] 
and described in Section 5.5 were clusters of coherent DG units are identified by calculating 
the instantaneous Euclidean distance in polar coordinates. The method of Section 5.5 will be 
extended to identify the clusters of DG units and the dominant modes in which DGs exhibits 
coherent behavior. 
Furthermore, the time responses of the state variables associated with equivalent 
generators will be built within the identified dominant electromechanical modes. Using a 
model parameter identification tool available in commercial power system software, the 
parameters of equivalent generators and automatic voltage regulators will be obtained, based 
on the computed new state variables. To validate the method a new small signal stability 
calculation is produced.  
(OHFWURPHFKDQLFDOPRGHVLGHQWLILFDWLRQ
In order to identify the dominant electromechanical modes, a filtering technique was 
used for selecting those modes with an oscillation frequency between 0.2 and 2 Hz, [41].  
A modal analysis was performed using DIgSILENT PowerFactory© for the test ADG. 
The dominant electromechanical modes are presented in Table 5.11 in Sub−section 5.5.2.3. 
C). 
As will be shown during the following Sub−Sections, the proposed method performs 
well in identifying the dominant modes of oscillations. But when performing a clustering of 
units as it will be described later, the method will not consider the local plant oscillations 
modes. 
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Further the clusters presented in Sub−Section 5.5.2.3 will be considered and the set of 
modes used to reconstruct the equivalent signals will be extended to the set of local plant 
modes, presented in Table 5.14: 
0HWKRG'HVFULSWLRQ
In the following the steps of computing dynamic equivalents based on model parameter 
identification are presented.  
&OXVWHULQJRI'*XQLWVDQGGRPLQDQWHOHFWURPHFKDQLFDOPRGHV
LGHQWLILFDWLRQ
In this step the number of clusters of DG units which exhibit a coherent behavior both in 
magnitude and phase of oscillations, are identified using the method introduced in [41] and 
detailed in Sub−Section 5.5.2.2. As presented in [6], the time responses of a state variable x 
(in this case the speed) for each of i and j DG unit can be modelled as a linear combination of 
k dynamic modes, as shown in (5.109) and (5.110):  
	 
 1 2
,1 ,1 ,2 ,2 , ,
ktt t
i i i i i i k i kx t c e c e c e
MM M% ' '  '" (5.109) 
	 
 1 2
,1 ,1 ,2 ,2 , ,
ktt t
j j j j j j k j kx t c e c e c e
MM M% ' '  '" (5.110) 
Where:  
− 	 
ix t% and 	 
jx t%  are the DGs small speed variations, i'  and j' are the right 
eigenvectors 
−  ck represents the magnitude of the excitation of the kth mode 
−  kM represents the kth oscillatory mode. 
7DEOH'RPLQDQW(OHFWURPHFKDQLFDO0RGHVRI2VFLOODWLRQV
Electromechanical 
Modes 
Real 
Part 
Imaginary 
Part 
Damped 
Frequency 
Damping 
Ratio 
− [1/s] [rad/s] [Hz] [%]
Mode 10 −12.631 ±33.876 5.391 34.936 
Mode 11 −16.006 ±31.575 5.025 45.214 
Mode 12 −12.493 ±30.870 4.913 37.514 
Mode 13 −6.622 ±22.514 3.583 28.217 
Mode 14 −4.270 ±19.588 3.117 21.298 
Mode 15 −5.606 ±18.064 2.875 29.639 
Mode 16 −5.886 ±16.068 2.557 34.396 
Mode 17 −3.854 ±14.954 2.380 24.956 
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Or, rewriting (5.109) and (5.110) in the complex form [4]: 
	 
 ,1 ,2 ,
,1 ,2 ,
i i i kt t t
i i i i kx t e e e
Z Z Z%    ": : : (5.111) 
	 
 ,1 ,2 ,
,1 ,2 ,
j j j kt t t
j j j j kx t e e e
Z Z Z%    ": : : (5.112) 
Where: 
−  
, ,i k j k: :  and , ,,i k j kZ Z represent complex numbers having the form: jB  8 . 
Using the theory described in Sub−Section 5.5.2.2 is possible to compute the 
instantaneous Euclidean Distance −  between generators ith and jth. A set of clusters 
will be identified for each kth electromechanical mode. 
The dominant electromechanical modes will be recognized as those modes in which 
DG units are clustered as similar. Or, in other words, dominant electromechanical modes are 
those modes in which DG units exhibit coherent behavior. 
&RPSXWDWLRQRIWLPHUHVSRQVHVRIHTXLYDOHQWVWDWHYDULDEOHV
After the numbers of DG clusters and their compositions are determined, the time 
response of equivalent state variables associated with each clusters equivalent generator are 
computed. The time response of equivalent state variables is computed using a weighting 
function representing the sum of the linear combinations in the n dominant modes multiplied 
with normalized participation factors for each cluster m and DG unit i. The equivalent state 
variables for which the time response is computed are equivalent speed (
eqX ), rotor angle      (
eqE ), excitation flux ( ,fd eqZ ), flux in the damping D axis ( 1 ,d eqZ ), and flux in the damping Q 
axis ( 1 ,q eqZ ). In this case, the amortisseurs in the generator model are included, and the system 
of equations is as in (5.113) [41]: 
As presented in [41], the model includes one d and q axis amortisseurs as shown in 
Figures 5.23 a) and b).  
( )ijED t
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The time response of an equivalent state variable of a cluster m, is defined as: 
	 
 ,
, , ,
,max1 1
i n
i i
i
M N
DG n t
eq m DG n DG n
nDG n
P
x t c e
P
M
 
£ ² ¬¦ ¦­¦ ¦ ­%  '¤ »­ ­¦ ¦­ ®¦ ¦¦ ¦¥ ¼
  (5.114) 
Where: 
  − represents ith DG unit belonging to cluster m 
  n − represents the dominant electromechanical mode 
 − represents the participation factor of the state variable x of DG unit i, in dominant 
mode n 
	 
,max ,maxn i nP P (5.115) 
Where: 
 − represent the maximum participation factor of state variable x in dominant mode n 
for each DG unit i belonging to cluster M 
  m – number of DG units from cluster M 
  n – number of dominant electromechanical modes 
5HIHUHQFHPDFKLQHGHILQLWLRQ
The reference machine of the cluster m is defined as the DG unit with the maximum 
participation factor of state variable x within the dominant mode n. The parameters of the 
reference machine will be used in the next steps as an initial guess in the Model Parameter 
Identification function of DIgSILENT PowerFactory©.  
3DUDPHWHUVLGHQWLILFDWLRQRIHTXLYDOHQWJHQHUDWRUV
Using the computed equivalent state variables for each cluster , the parameters of 
an equivalent generator associated with an AVR with the cluster m are identified using the
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 Model Parameter Identification function of DIgSILENT PowerFactory© [38]. In order 
to identify the parameters of equivalent generators based on the computed state variables from 
(5.110), a benchmark grid needs to be used.  This benchmark consists of a ƎstiffƎ voltage 
source connected to the generator-transformer (GT) set, to which the parameters have to be 
identified. The resistance and reactance defined in the ƎstiffƎ voltage source are the external 
resistance and reactance measured (by a frequency sweep) at the terminal of the GT set of the 
reference machine. The benchmark grid model is presented in Figure 5.24. The reference 
frequency signal in per-unit of the ƎstiffƎ voltage source is controlled using the computed 
equivalent speed. In this way the equivalent generator will be ƎforcedƎ to reproduce the same 
dominant oscillation modes preserved in the computed signals. The equivalent signals (
eqX ,
eqE , ,fd eqZ , 1 ,d eqZ , 1 ,q eqZ ) are passed from a measurement file together with the corresponding 
simulated signal to a comparator which tunes the equivalent generator’s parameters by 
minimizing an objective function. According to [38], the parameters identification algorithm 
is based on a least square method and the objective function is computed as in (5.116): 
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Where: 
−  Mi is the measured response (equivalent signals) 
−  Si is the simulated response  
−  wi is the weighting factor (user defined) 
−  p is the power (user defined) 
The identification process diagram is presented in Figure 5.25. 
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The nominal apparent power [MVA]eqS , active power setpoints [MW]eqP  and inertia 
[s]eqH of the equivalent generator (correspondent to the cluster m) are computed as: 
i
i
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 Where: 
  m – number of DG units from cluster M 
1HWZRUNUHGXFWLRQ
After identifying the parameters of the equivalent generators on the basis of the 
computed state variables, the ADG network is reduced to an Extended Ward Equivalent. A 
detailed description of the network reduction methods can be found in Sub−Section 4.2.1. B). 
This equivalent was chosen due its ability to roughly preserve the active and reactive power 
flows, as discussed in [14].   
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0HWKRGYDOLGDWLRQ
In this step a new modal analysis computation is produced for the dynamic equivalent 
connected to the transmission power system. The scope is to observe if the dominant modes 
of oscillation were retained in the equivalent model of the ADG.  
5HVXOWV
'RPLQDQW0RGHV'\QDPLF(TXLYDOHQW
In this Section, the steps described in Section 5.6.3 are applied for the test ADG, in order 
to obtain a dynamic equivalent which will reproduce only the dominant modes of oscillation. 
Using the method described in 5.6.3.1, for clustering of DG units and dominant modes 
identification, the following sets of clusters resulted for each of the electromechanical modes, 
shown in Table 5.15. 
  It can be observed from Table 5.15 that DG units present a coherent behavior in modes 
4 (1.602 Hz) and 5 (1.565 Hz), in which the clustering is similar.  Therefore, these two modes 
are defined as dominant modes and are used to compute the state variable of the equivalent 
generators, as described in 5.6.3.2. The reference machines were identified based on (5.115) 
for each of the three clusters, as presented in Table 5.16: 
7DEOH&OXVWHUVRI'*8QLWVIRUDOO(OHFWURPHFKDQLFDO0RGHV
Mode 1 Mode 2 Mode 3 Mode 4 Mode 5 Mode 6 
DG 1 Cluster 1 Cluster 1 Cluster 1 Cluster 1 Cluster 1 Cluster 1 
DG 2 Cluster 2 Cluster 1 Cluster 1 Cluster 1 Cluster 1 Cluster 2 
DG 3 Cluster 2 Cluster 1 Cluster 2 Cluster 1 Cluster 1 Cluster 1 
DG 4 Cluster 2 Cluster 2 Cluster 2 Cluster 2 Cluster 2 Cluster 3 
DG 5 Cluster 2 Cluster 2 Cluster 2 Cluster 2 Cluster 2 Cluster 2 
DG 6 Cluster 2 Cluster 1 Cluster 3 Cluster 2 Cluster 2 Cluster 2 
DG 7 Cluster 1 Cluster 2 Cluster 2 Cluster 3 Cluster 3 Cluster 4 
DG 8 Cluster 1 Cluster 2 Cluster 1 Cluster 3 Cluster 3 Cluster 5 
DG 9 Cluster 1 Cluster 3 Cluster 4 Cluster 3 Cluster 3 Cluster 5 
DG 10 Cluster 1 Cluster 2 Cluster 3 Cluster 2 Cluster 2 Cluster 3 
DG 11 Cluster 1 Cluster 3 Cluster 3 Cluster 3 Cluster 3 Cluster 4 
7DEOH5HIHUHQFH0DFKLQHVLQ&OXVWHUVDQG 
Reference 
Machine 
Cluster 1 DG 2 
Cluster 2 DG 6 
Cluster 3 DG 9 
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Using equation (5.115), the state variables (
eqX , eqE , ,fd eqZ , 1 ,d eqZ , 1 ,q eqZ ) were 
computed for all three equivalent generators. Figures 5.26 and 5.27 present the computed state 
variables: speed and excitation of the equivalent generator 1 based on (5.114). A small 
increase of 5% was produced at the reference speed signal of the HYGOV main hydro power 
plant hydro−governor.  
)LJXUH&RPSXWHGVSHHGRIHTXLYDOHQWJHQHUDWRU
)LJXUH&RPSXWHGH[FLWDWLRQIOX[RIHTXLYDOHQWJHQHUDWRU
After network reduction is completed, the ADG is represented by a set of equivalent 
impedances between each of the retained buses. Voltages sources are connected at each 
retained bus in order to preserve the active and reactive power flows [38].  
The equivalent generators are connected to the retained bus bars of reference machines 
presented in Table 5.16 via equivalent transformers (the nominal apparent power for each 
machine is as defined in (5.117)).  
The structure of the dynamic equivalent is presented in Figure 5.28.  
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After network reduction is completed, the ADG is represented by a set of equivalent 
impedances between each of the retained buses. Voltages sources are connected at each 
retained bus in order to preserve the active and reactive power flows [38].  
The equivalent generators are connected to the retained bus bars of reference machines 
presented in Table 5.16 via equivalent transformers (the nominal apparent power for each 
machine is as defined in (5.117)).  
The structure of the dynamic equivalent is presented in Figure 5.28.  
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)LJXUH'\QDPLFHTXLYDOHQWPRGHORIWKHWHVW$'*
A new small signal analysis was computed and the new electromechanical modes of 
oscillation are presented in Table 5.17. The dominant modes of oscillation (modes 1 and 2) 
were identified in the list of modes, validating the dynamic equivalent technique for the 
dominant modes of oscillations recognized.  
7DEOH(OHFWURPHFKDQLFDO0RGHV8VLQJWKH'\QDPLF(TXLYDOHQW0RGHO
Electromechanical 
Modes 
Real 
Part 
Imaginary 
Part 
Damped 
Frequency 
Damping 
Ratio 
− [1/s] [rad/s] [Hz] [%]
Mode 1 −2.331 ±10.005 1.592 22.690 
Mode 2 −2.115 ±9.964 1.585 20.763 
Mode 3 −1.448 ±8.162 1.299 17.467 
Mode 4 −49.636 ±8.147 1.296 98.679 
Mode 5 −2.345 ±5.238 0.833 40.861 
Mode 6 −0.451 ±5.129 0.816 8.759 
Mode 7 −1.861 ±4.021 0.640 42.001 
Mode 8 −2.103 ±3.827 0.609 48.159 
Mode 9 −1.671 ±2.534 0.403 55.051 
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Figure 5.29 presents the speed time responses for all of the three equivalent generator 
units. 
)LJXUH6SHHGUHVSRQVHVRIWKHHTXLYDOHQWJHQHUDWRUV
Figure 5.30 presents the eigenvalues for the original and reduced models. As can be 
observed, the equivalent preserves the modes with the following frequencies: 1.592, 1.585 
and 0.403 [Hz]. These frequencies are the approximation of the modes: 1.6026, 1.5651 and 
0.416 [Hz]. 
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Table 5.18 presents the frequencies and damping ratios of the recognized modes for the 
equivalent model from the original one of the ADG. The errors and the average error are 
presented in [%]. 
0XOWLï0RGHV'\QDPLF(TXLYDOHQW
In this Section the list of electromechanical oscillation modes presented in Table 5.11 is 
extended with the local plant modes presented in Table 5.14. The equivalent speed signals 
rebuilt with these complex conjugate modes are presented in Figure 5.31. 
As presented in Section 5.6.3.3, reference generators must be defined in order to identify 
the parameters of the equivalent generators. 
Table 5.19 presents the reference generators. The clusters of generators are referred to 
Table 5.19 from Sub−Section 5.5.2.3. C). 
7DEOH(OHFWURPHFKDQLFDO0RGHV8VLQJWKH'\QDPLF(TXLYDOHQW0RGHO
Damped Frequency 
[Hz] 
Damping Ratio 
[%] 
Original 
Model 
Equivalent 
Model 
Error 
[%] 
Original 
Model 
Equivalent 
Model 
Error 
[%] 
1.6026 1.592 1.06 21.561 22.69 1.129 
1.5651 1.585 1.99 19.126 20.763 1.637 
0.416 0.403 1.3 54.256 55.051 0.795
)LJXUH6SHHGUHVSRQVHVRIWKHHTXLYDOHQWJHQHUDWRUV
0.5 1 1.5 2
0.97
0.98
0.99
1
1.01
Time [s]
ωω ωω
 
[p
.
u
.
]
ωEq1 ωEq2 ωEq3 ωEq4
145
In Figure 5.32 the eigenvalues of the equivalent and reduced model are plotted. From 
Figure 5.34 it can be observed that this equivalent provides a better approximation of the 
original modes: 1.6026, 1.5651 and 0.416 [Hz]. 
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Figure 5.33 presents the speed time responses for all of the three equivalent generator 
units. 
0XOWL−0RGHV'\QDPLF(TXLYDOHQW 
7DEOH5HIHUHQFH0DFKLQHVLQ&OXVWHUVDQG
Reference 
Machine 
Cluster 1 DG 3 
Cluster 2 DG 6 
Cluster 3 DG 10 
Cluster 4 DG 9 
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)LJXUH6SHHGUHVSRQVHVRIWKHHTXLYDOHQWJHQHUDWRUV
In Table 5.20 the frequencies and damping ratios of the dominant modes for the original and 
multi−modes equivalent model of the ADG are presented. The errors and the average error are 
presented in [%]. 
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7DEOH(OHFWURPHFKDQLFDO0RGHV8VLQJWKH'\QDPLF(TXLYDOHQW0RGHO
Damped Frequency 
[Hz] 
Damping Ratio 
[%] 
Original 
Model 
Equivalent 
Model 
Error 
[%] 
Original 
Model 
Equivalent 
Model 
Error 
[%] 
1.6026 1.572 3.0125 21.561 20.633 0.987 
1.5651 1.557 0.3521 19.126 23.757 4.633 
0.4158 0.416 0.0709 54.256 54.030 0.161 
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6XPPDU\
In Sections 5.3 and 5.4 a classical method to cluster generators was presented. This 
method is based on the slow coherency theory developed by Dr. Joe Chow in [59]. Using the 
slowest inter−area modes to group the generators into areas it was observed for the test ADG 
that by modeling the synchronous generators using the electromechanical and transient 
models, the resulting groups of generators differ from the ones when the excitation system is 
included. Including the excitation more accurate groups of coherent generators are obtained 
similar with the ones observed by running a small signal time domain simulation. This has to 
do with the modeling of the excitation systems and with the particularity of ADG systems. 
This particularity is that for distribution grids with high penetration of small scale hydro units 
the inter−area modes are very well damped. Therefore the groups of coherent generators show 
up in local plant modes. The coherency recognition in these particular grids become more 
complex as the coherency is not identifiable in just one mode, but in a mix of several modes.  
 From this point the linear analysis fails to identify correctly the groups of generators 
and a new method as the one proposed in Section 5.5 can give better results. This method is 
based on decomposition of the state variables’ time domain responses for each of the 
oscillation modes. By using this, magnitude and phase of the state variable can be observed 
over a time range for each of the modes. By using this information, further a simple method 
can be used to determine the groups of coherent generators in the ADG. This method allows 
also the identification of the oscillation modes which now presents a grid wide perspective. 
The time domain decomposition is a powerful tool which can allow the aggregation of 
coherent groups of generators. This method is extended in order to compute the equivalent 
signals of the aggregated generators as presented in Section 5.6. The dynamic parameters of 
these generators can be determined using model parameter identification algorithm.      
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In this Chapter, the results presented in the previous Chapters are discussed. 
*ULG&RGH5HTXLUHPHQWVVLPLODULWLHVKDUPRQL]DWLRQDQG
GUDZEDFNV
In the first part of Chapter 2, an overview of different national grid codes related to the 
integration of DG units has been presented. The surveyed grid codes are from both 
transmission and distribution level of the power system, as some of the countries introduce 
requirements for DG connection in their national transmission grid codes.  
This is mainly due to the fact that DG penetration grade in their national power system is 
not so high and the need for a distinct distribution grid code has not been necessary. In the 
survey a comparison and analysis of the main steady state and transient requirements was 
conducted. Some similarities were observed through this survey and a trend towards a 
harmonization of the European codes which nowadays is in the act and known as the ENTSO-
E grid code. 
It was observed that the technical connection guidelines in the national grid codes are 
varying from country to country. The principle reasons for this are the degree of DG 
penetration and the robustness of the national power systems. It can also be concluded from 
the overview that in the most recent grid codes related to DG integration, system operators are 
asking for more demanding capabilities during fault occurrence in the grid (fault ride through, 
reactive current injection or absorption).  
These requirements were absent in previous versions of grid codes, where a 
disconnection of the DG unit was permissible. It was observed that most of the grid codes 
(especially those issued in countries with large amount of DG penetration) are making a clear 
distinction in the requirements between DG units which presents a power electronic interface 
and those based on synchronous generators. Also, the trend is to divide these requirements 
with respect to the specifics of the generation site where DG units are installed e.g.: onshore 
and offshore requirements (offshore requirements are related to wave energy and offshore 
wind power plants). Some international publications (from IEEE and ENTSO-E) were also 
investigated, having a regulatory harmonization approach and presenting some new features 
for DG connection requirements. 
In the first part of Chapter 3, the main topics which were not covered in the grid codes’ 
LV−FRT requirements were found as the inadequacy of external power system modeling and 
the absence of voltage phase angle variation. These drawbacks were investigated in detail and 
main discussions are summarized in the following.  
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Four models were considered for modeling of the external grid, especially concerning on 
the capabilities of a DG unit to withstand a three phase fault are investigated: 
• a Thévenin equivalent
• a multi-machine power system
• dynamic equivalents based on Ward and Extended Ward
Computer based simulations were carried out to achieve the dynamic response of the DG 
unit (modeled in this case as a small scale hydro unit) when a three phase fault occur at the 
PCC, using all four aforementioned models for external grid representation. For the Thévenin 
equivalent the model described in the existing grid codes was used, and for the multi-machine 
power system a benchmark power system was studied.  
To obtain the wide area dynamic equivalents of the benchmark power system, a dynamic 
aggregation of synchronous generators technique based on the coherency method was applied. 
As for the power system reduction, Ward and Extended Ward equivalency methods were 
applied. The results show that by using a Thévenin equivalent, overall inaccurate LV−FRT 
results are obtained for the main parameters of DG unit (rotor angle, voltage magnitude and 
angle variation, active and reactive power).  
This is mainly due to the fact that a Thévenin equivalent does not represent the 
electromechanical dynamics as a complete model representation of power system would do. 
In terms of active and reactive power variations after the fault, it was observed that the first 
oscillations present smaller magnitudes with respect to the connection of DG unit in the 
benchmark power system and in corresponding equivalents. This can be a critical observation 
as these magnitudes will be used by the DG developers to choose the generator ratings and 
controllers. The benchmark power system was modeled to represent all dynamics associated 
with an ADG and TPS as well the inter-area dynamics between these power systems. It is 
obvious that by increasing the detail in the power system representation, the accuracy of the 
results will increase. But a trade-off must be performed between the range of 
electromechanical dynamics covered by the complexity of the model, the effort to simulate 
the model in a commercial software and simulation time. By using wide area dynamic 
equivalents of the benchmark power system it was observed that the original response was 
roughly preserved, mostly by using a dynamic Extended Ward equivalent. This is mainly due 
to a more accurate representation of reactive power flow. Some errors are introduced by the 
equivalency process, mainly due to the aggregation method used and the process of power 
system reduction technique.  
In the second part of Chapter 3, it was shown from dynamic computer simulations of the 
system under study that the expected transient response of a hydro power DG-unit equipped 
with a synchronous generator strongly depends on both change in amplitude and phase angle 
of the terminal voltage caused by the fault in question, especially the active power response. 
An analysis taking only voltage change as the perturbation will in many cases most likely lead 
to erroneous conclusions regarding transient stability of the unit and critical clearing time.  
In addition, the study shows that the type (and parameterization) of the unit's automatic 
voltage controller in this case have a significant impact on the unit's Critical Clearing Time. 
Also, it was observed that by decoupling the magnitude and phase angle of voltage, there will 
be large differences in rotor angle excursions meaning that the appreciation of the transient 
stability margin is erroneous.   
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5RWRU$QJOH7UDQVLHQW6WDELOLW\
In Chapter 4, methods usually used to obtain dynamic equivalents of wide area TPSs are 
applied to a benchmark ADG with an increased share of small scale hydro units. 
The scope is to produce a simulation model suitable for representation of ADGs in 
transient stability studies of TPSs by taking in consideration the dynamics associated with DG 
units connected. In order to reduce the ADG network, an Extended Ward equivalent was used, 
and to aggregate dynamically the DG units a mechanical coherency method based on rotor 
angle variation was applied.  
To validate the algorithm two criteria were proposed. The first looks at the preservation 
of the voltage magnitude and angle variations at the busbar in the internal area (in this case 
the MV busbar of the bay transformer where the ADG is connected). These variations are of 
interest when considering the AVR and load modeling influence on the transient stability 
study.  
The second criterion looks at the preservation of the transient stability margins as an 
important indication of the rotor angle dynamics associated with the synchronously connected 
DG units. The study have shown that the dynamic equivalent obtained for ADG preserves the 
original response, in terms of voltage magnitude and angle variations when a fault emerged at 
the bay’s transformer MV busbar.  
Regarding the transient stability margins, a small increase was observed compared to the 
original one. This small difference is due to the process of aggregation of transient, 
subtransients and exciter parameters of the synchronous DG units. 
In Chapter 4 an investigation regarding the impact of disturbance duration, location and 
type on the coherency identification of DGs were carried out. It was observed that the 
composition of clusters is very much influenced by these three factors.  Therefore, it can be 
concluded that these type equivalents are to be obtained and used for each particular study 
case. Their dynamic content cannot be used for general studies of the main PTS. However, all 
the disturbances gives a general indication regarding which DG units are coherent for the case 
when a small signal equivalent is needed.  
'\QDPLF(TXLYDOHQWVRI$FWLYH'LVWULEXWLRQ*ULGVIRU
5RWRU$QJOH6PDOO6LJQDO6WDELOLW\
Chapter 5 presented a method to obtain dynamic equivalents of ADGs for small signal 
stability studies. This method is based on the slow coherency theory developed by Dr. Joe 
Chow in [62]. In this theory the main idea is that the identification of coherent generators 
arises in slow inter−area modes due to weak connections between the generators. The main 
advantage of this method compared with the one described in Chapter 4 is that this method 
produce the groups of coherent generators independent by the disturbance (location, duration 
and type).  The theory behind this concept used in the singular perturbation method and a 
tolerance based algorithm developed in the same reference was used to group the small scale 
hydro units in the test ADG. 
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In the first part of Chapter 5 it was investigated how the modeling of the synchronous 
generator impacts the identification of slow coherent generators. In this analysis three models 
were considered:  
• electro−mechanical model
• transient model
• transient model with excitation system
 For these models the general equations of synchronizing torques in multi−machine 
power systems were developed. Using these equations the reduced system matrices to the 
internal buses of generators were used to compute the eigenvalues and right eigenvectors.  
Then by using the tolerance based algorithm described in Section 5.4.1 the coherent 
groups of generators are obtained. It was observed that by using the electro−mechanical and 
transient models the same groups of generators were obtained. By including the excitation 
system a grouping similar to the one produced by running a time domain simulation for a 
small perturbation in the system was observed.  
This similarity is showing that by increasing the generator modeling and including the 
excitation system a better approximation of the synchronizing torques values are obtained, 
which is important to have a better image over the similarity or dissimilarity between the 
generators. 
By modeling the excitation system and varying the amplifier gain KA it was shown that 
generators from the same coherent group can be excluded from the group for large values of 
KA. This is due to decreasing the synchronizing torques.  
In the second part of Chapter 5 a new method for clustering DG units in a test ADG is 
proposed. This method allows the computation of the instantaneous Euclidean Distance in 
polar coordinates for clustering Distributed Generation units, and is based on modes 
decomposition and Ǝfree motion time responsesƎ computation, as presented in [11]. This is 
done to obtain the instantaneous magnitudes and phases for the state variable used to 
recognize the coherency between DGs. This method can be applied to off-line studies of 
power systems and the computation of instantaneous magnitudes and phases is done by 
running iterative modal analyses of the known ADG, at each time step t.  
The advantage of this method is that by using the ED(t) in polar coordinates, both the 
coherency of magnitude and phase can be achieved with one tool. 
The method produces an accurate clustering of DGs. However, the main drawback is 
that the topology of the ADG needs to be known, in order to run iterative modal analysis. And 
a trade−off must be done between the number of equivalent generators to be obtained and the 
accuracy of the eigenvalues of the equivalent model. This method is a time domain method 
and the clustering is very dependent of the magnitude of the excitation. Lower magnitude of 
excitation will give a smaller number of equivalent generators and a smaller degree of 
dissimilarity between them. Higher magnitude of excitation will give opposite results. 
However, high excitation can make certain controllers to reach their limits; therefore a 
thorough investigation must be done to choose the right value of excitation and the right 
variable to which this excitation have to be applied. Good values of the excitation are 
0.01−0.02 p.u. and the recommended signals for which this excitation can be applied are the 
ones with the highest participation factor in the considered mode. As one is mainly interested 
in the electromechanical modes it is advisable that the selected signal to be mechanical torque 
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or reference speed of the governor and respecting the rule that the controllers’ do not reach 
their limits.  
Later in Chapter 5, the proposed method is extended so that it can be used to compute 
equivalent signals from the eigenvectors and participation factors of coherent generators. This 
equivalent signals are computed for certain eigenvalues which have to be retained. The scope 
of rebuilding these equivalent signals from the eigenvectors and participation factors of the 
coherent generators (within certain eigenvalues) is to obtain the parameters of the equivalent 
generators. This is done by using a parameter identification method and fitting these 
equivalent generators’ parameters on the equivalent signals.    
It was observed that by applying the method described above to identify the clusters of 
DGs for all the electromechanical modes, the inter−area modes can be recognized. It was also 
observed that for these modes the clusters composition show up the same.  
However, it was observed that the aggregation method based on the equivalent signals 
performs well and retains the modes needed. The higher the number of modes used to 
compute the equivalent signals, the higher are the retained modes and they are also more 
accurate. This type of equivalents presents the advantage that can be obtained not only from 
computed signals (as speed, rotor angle etc) but also from measured signals (voltage, current 
and power). 
153
)XWXUH:RUN
154
)XWXUH:RUN
&KDSWHU

&RQFOXVLRQVDQG)XWXUH5HVHDUFK
This Chapter summarizes the main findings of the research presented in this thesis and presents 
some suggestions for future work with respect to this work. 
0DLQ&RQFOXVLRQV
Power systems are passing through profound changes, mainly due to the liberalization of 
electricity markets, the depletion of primary energy resources and the concern about climate 
change. These premises have created a favorable framework for development of distributed 
energy resources. As a result, the level of integration of distributed generation (DG) 
technologies, especially in distribution networks has increased. In order to counteract the 
impact of DG on the stability and reliability of power systems, the transmission and 
distribution systems operators have started to reconsider and update their national grid codes.  
After surveying different national grid codes related to DG integration, some general 
conclusions can be drawn: 
• The surveyed grid codes were from both transmission and distribution level of the
power system, as some of the countries introduce requirements for DG connection 
in their national transmission grid codes. This was mainly due the fact that DG 
penetration grade in their national power system is not so high and the need for a 
distinct distribution grid code has not been necessary. It was observed that the 
technical connection guidelines in the presented national grid codes are varying 
between different countries. Sometimes, new requirements (LV−FRT, reactive 
current injection or absorption) makes the most recent grid codes more stringent 
than the previous versions where DG units were asked to disconnect during severe 
perturbations. The main reasons for this are the grade of DG penetration and the 
robustness of the national power systems. 
• The new grid codes are making a clear distinction in the requirements between DG
units which presents a power electronic interface and those based on synchronous 
generators. Also, the trend is to divide these requirements with respect to the 
specifics of the generation site where DG units are installed e.g. in onshore and 
offshore requirements (offshore requirements are related to wave energy and 
offshore wind power plants). 
• Some international publications (from IEEE and ENTSO-E) were also found
interesting, having a regulatory harmonization approach and presenting some new 
features for DG connection requirements. 
As presented throughout of this thesis the PhD work address grid codes requirements 
related to DG integration. The research done in this work is divided in two main parts:
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i. Investigations related to the LV−FRT requirement
ii. Investigations related to the ADG modelling from a TSO perspective
However, special attention was given to the LV−FRT requirement for DGs during this 
survey, and some topics which were not covered by this requirement were found. These topics 
became research topics for this work: 
• The adequacy of the representation of the external grid
• The impact of the voltage phase variation on the capabilities of small scale hydro units
With respect to the adequacy of the representation of the external grid the following main 
conclusions can be drawn: 
• By using a Thévenin equivalent, overall inaccurate LV−FRT results are obtained for
the main parameters of DG unit (rotor angle, voltage magnitude and angle variation, 
active and reactive power). This is mainly due to the fact that a Thévenin equivalent 
does not represent the electromechanical dynamics as a complete model representation 
of power system would do. 
• By using dynamic equivalents of the benchmark power system it was observed that
the original response was roughly preserved, mostly by using a dynamic Extended 
Ward equivalent. This is mainly due to a more accurate representation of reactive 
power flow. Some errors are introduced by the equivalency process, mainly due to the 
aggregation method used and the process of power system reduction technique. 
By studying the impact of the voltage phase variation on the capabilities of small scale 
hydro units, the following main results can be presented: 
•  The transient response of a hydro power DG-unit equipped with a synchronous
generator strongly depends both on change in amplitude and phase angle of the
terminal voltage, resulting from a fault in the system.
• The type and parameterization of the unit's automatic voltage controller have a
significant impact on the unit's CCT. Also, it was observed that by decoupling the
magnitude and phase angle of voltage, there will be large differences in rotor angle
excursions meaning that the appreciation of the transient stability margin is erroneous.
Regarding the second research topic the main findings can be resumed as follows: 
•  By using dynamic equivalent for transient stability, it was shown that these
equivalents obtained for ADG preserves the original response, in terms of voltage 
magnitude and angle variations when a fault emerged at the bay’s transformer MV 
busbar. Regarding the transient stability margins, a small increase was observed in 
comparison with the original one. It was observed that the composition of clusters is 
very much influenced by the disturbance location, duration and type.  Therefore, it can 
be concluded that these type equivalents are to be obtained and used for particular 
study case. 
• By using dynamic equivalents for small signal stability based on slow coherency
theory, disturbance independent equivalents of the ADG can be computed. For this, 
the impact of the synchronous generator modelling over the slow coherent groups’ 
identification was studied. It was observed that by using the electro−mechanical and 
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transient models to produce the reduced system matrices, the same groups of 
generators were obtained. By including the excitation system more accurate coherent 
groups are obtained. These groups of generators being similar with the one obtained 
by using a time domain simulation. 
• By including the excitation it was observed that the slow coherent groups of
generators are dependent by the amplifier gain constant KA value. High values to the 
amplifier gain can significantly change the composition of the coherent groups. It was 
also observed that when including the excitation system the electromechanical 
eigenvalues computed for this equivalent model are more accurate than by using 
simple models of the generator. 
• It was seen that for ADGs with high penetration of small scale hydro, units the
coherency phenomena occurs for DGs at modes with higher damped frequencies, 
which can be confirm by running a small signal time domain analysis. Normally the 
magnitude of excitation for a small signal time domain analysis is so small that by 
observing the time response of some state variables these groups of coherent 
generators are very difficult to identify. Therefore a new method was proposed for 
clustering DG units in the test ADG. This method allows the computation of the 
instantaneous Euclidean Distance in polar coordinates for clustering Distributed 
Generation units, and is based on modes decomposition and Ǝfree motion time 
responsesƎ computation. 
• The advantage of this method is that by using the ED(t) in polar coordinates, both the
coherency of magnitude and phase can be achieved with one tool. However, the main 
drawback is that the topology of the ADG needs to be known, in order to run iterative 
modal analysis. And a trade−off must be done between the number of equivalent 
generators to be obtained and the accuracy of the eigenvalues of the equivalent model. 
• Also as this method is a time domain method the clustering is very dependent by the
magnitude of the excitation. Lower magnitude of excitation will give a smaller number 
of generators and a smaller degree of similarity between them. Higher magnitude of 
excitation will give opposite results. However, it was observed that the aggregation 
method based on the equivalent signals performs well and retains the modes need it. 
The higher is the number of modes used to compute the equivalent signals, the higher 
are the retained modes and more accurate. 

)XWXUH:RUN
Active Distributions Grids are an important topic in the agenda of DSOs and TSOs as 
the degree of penetration of DG units is expected to increase. Therefore it can be expected 
that the research related to the integration of such units in the future power systems will be 
more visible in the next years. Moreover, the grid code requirements will play an important 
role in ensuring that the security and reliability of supply will not be violated by integrating 
DG units in the distribution grids. Many aspects of these requirements must be further 
clarified. For example, in terms of LV−FRT capabilities an investigation is needed related to 
the adequacy of external grid modelling when integrating non-synchronous generators (as 
wind and photovoltaic generators) and storage devices. In this regard, an important topic to be 
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studied is how the dynamics and control strategies for these types of units are affected when 
increasing the modelling complexity of external grid model. 
As presented in Chapter 3 by decoupling the voltage magnitude variation to the 
variation of the voltage phase angle, erroneous results can be obtained when the LV−FRT is 
investigated. Aspects related to this assumption were thoroughly investigated in Chapter 3 and 
the assumption was validated for synchronously based small scale hydro units. But an 
important question remains related to how the control strategies of non−synchronous 
generators units must be adapted to comply with the voltage phase angle variation when 
LV−FRT capabilities are assessed. 
 In the last years it was observed an increase attention to the development of large 
HVDC projects.  
Therefore it can be expected that future large transmission power systems will be 
representing a mix of AC and DC electricity transmission technologies. An important aspect 
to be studied can be related to how the slow coherency theory can be adapted to build 
dynamic equivalents of the future transmission power systems. Further, an algorithm can be 
developed based on the slow coherency theory to identify the slow areas consisting of non-
synchronous generators (wind, PV). Moreover, new methods used to produce on−line 
equivalents of large interconnected power systems can be found adequate for reducing the 
ADGs models. 

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5HIHUHQFH/LVW
$33(1',;
7HVW7UDQVPLVVLRQ3RZHU6\VWHP
In this Appendix are presented the single line diagram (SLD) and the data of electrical 
components of the test transmission power system used in Chapter 3, as in [37]. 
In Figure A1.1 the SLD of the test transmission power system is depicted. 
)LJXUH$6/'RIWKHWHVWWUDQVPLVVLRQSRZHUV\VWHP>@
  In the next tables the data of electrical components of the test transmission power system are 
given. In Table A1.1 the line parameters are presented: 
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In Table A1.2 the dynamic data of generators are presented: 
7DEOH$*HQHUDWRUVGDWD
Name [p.u] [p.u] [p.u] [p.u] [p.u] [sec] [sec] [sec] [sec] 
 
[MVA/sec] 
G−7130_6.6 0.9659 0.5814 0.2982 0.1734 0.1734 4.6686 − 0.05 0.15 6.18
G−7130_8 1.01 0.62 0.26 0.17 0.17 5.3 − 0.05 0.15 6.18 
G−7114 1.17 0.68 0.167 0.1073 0.1073 7.3 − 0.05 0.15 6.5 
G−7124 1.0556 0.6213 0.2754 0.1956 0.1956 6.5087 − 0.05 0.15 6.5 
G−7100 1.5 1. 0.21 0.2 0.2 1.428 − 0.0105 0.1 0.45
G−7110 1.5 5. 0.4 0.3 0.4 3. − 0.02667 0.75 2. 
G−7120 1.5 2.5 0.3 0.2 0.25 2. − 0.03 0.2 1.683 
In Table A1.3 the load flow data of generators are presented: 
$SSHQGL[ 
7DEOH$/LQHGDWD
Name Bus From 
Bus 
To 
R 
[ȍ/km] 
X 
[ȍ/km] 
B 
[ȝS/km] 
Length 
[km] 
Number of 
Circuits 
L1 7100−66 7110−66 0.151 0.386 6.63 22. 1 
L2 7110−66 7700−66 0.1 0.373 6.81 15 1 
L3 7700−66 7120−66 0.1 0.373 6.81 22 1 
L4 7120−66 7400−66 0.1 0.373 6.81 15.7 1 
L5 7400−66 7300−66 0.1 0.373 6.81 17. 1 
L6 7300−66 7800−66 0.257 0.405 6.42 15.5 1 
L7 7300−66 WG2−66 0.191 0.394 6.54 9 1 
L8 7800−66 WG1−66 0.151 0.386 6.63 20 1 
L9 7800−66 7500−66 0.061 0.358 7.02 24 1 
L10 7500−66 7900−66 0.151 0.386 6.63 22.7 1 
L11 7900−132 7600−132 0.098 0.398 6.64 37.2 1 
L12 7600−300 7130−300 0.019 0.238 10. 42 1 
L13 7130−300 7200−300 5.085 53.865 295.65 1 1 
L14 7200−300 7114−300 0.801 10.035 95.94 1 1 
L15 7114−300 7124−300 0.9 11.205 107.91 1 1 
L16 7124−300 7130−300 1.503 18.792 179.73 1 1 
7DEOH$*HQHUDWRUVGDWD
 
[MVA] 
 
[MW] 
 
[MVAr] 
 
[MVAr] 
 
[kV Bus 
G−7130_66 74 53 −40 20 66 7130_6.6 
G−7130_8 180 149 −180 180 8 7130_8 
G−7114 900 78.911 −20 20 66 7114
G−7124 100 66.047 −100 100 66 7124
G−7100 1.6 0.8 −1.6 1.6 22 7100
G−7110 50 42 −50 50 22 7110
G−7120 10 9 −10 25 22 7120
Xd Xq Xda Xdaa Xqaa Td,0a Tq,0a Td,0aa Tq,0aa H
Sgen Pgen Qlim,max Qlim,min Ug,nom
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In Table A1.4 the dynamic data of the wind power plants are presented: 
In Table A1.5 the data of the transformers are presented: 
In Table A1.6 the data of the loads are presented: 
In Table A1.7 the data of the shunt elements are presented: 
7DEOH$:LQGSRZHUSODQWGDWD
Name  [kV] 
Sn
[kVA] 
 
[Hz] 
 
[MW]
No. 
of 
Pole 
Pairs 
[p.u.] [p.u.] [p.u.] 
 
[kgm^2] 
Rotor 
Type 
No. of 
generators

WPP−1 0.69 2222. 50. 2 2 0.01 0.1 3.5 75. Single Cage 20 
WPP−2 0.69 2222. 50. 2 2 0.01 0.1 3.5 75. Single Cage 20 
7DEOH$7UDQVIRUPHUVGDWD
Name Bus From 
Bus 
To 
Sn
[MVA] [kV] [kV] 
(Sbase=St) 
[p.u.] 
T1 7100−22 7100−66 15 66 22 0.03 
T2 7110−22 7110−66 10 66 22 0.03 
T3 7114−22 7114−300 80 300 66 0.03 
T4 7120−22 7120−66 15 66 22 0.03 
T5 7124−22 7124−300 100 300 66 0.03 
T6 7130−6.6 7130−300 56 300 66 0.03 
T7 7130−8 7130−300 600 300 8 0.03
T8 7300−22 7300−66 30 66 22 0.03 
T9 7400−22 7400−66 30 66 22 0.03 
T10 7500−22 7500−66 15 66 22 0.03 
T11 7600−132 7600−300 100 300 132 0.03 
T12 7700−22 7700−66 20 66 22 0.03 
T13 7800−22 7800−66 45 66 22 0.03 
T14 7900−66 7900−132 70 66 132 0.03 
T15 WG1−0.69 WG1−66 50 66 0.69 0.05 
T16 WG2−0.69 WG2−66 50 66 0.69 0.05 
7DEOH$/RDGVGDWD
P 
[MW] 
Q 
[MVAr] Bus 
L1 400 − 7200_300 
L2 4.669 0.948 7300_22 
L3 10.962 2.226 7400_22 
L4 6.395 1.299 7500_22 
L5 −31.7 4 7600_22 
L6 4.568 0.92 7700_22 
L7 14.313 2.906 7800_22 
Un fn Pn R S XS mX H
Un, HV Un, LV X1
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$SSHQGL[ 
7DEOH$6KXQWHOHPHQWVGDWD
Q [MVAr] Bus 
C1 +7.2 7300_22
C2 +7.2 7400_22
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7DEOH$+<*29JRYHUQRUGDWD>@
Parameter Value 
G−7130_66 G−7130_8 G−7114 G−7124 
Permanent Droop R [p.u.]
 
0.05 0.05 0.05 0.05
Temporary Droop r [p.u.] 0.4 0.4 0.4 0.4 
Governor Time Constant Tr [s]  8 8 8 8 
Filter Time Constant Tf [s] 0.05 0.05 0.05 0.05
Servo Time Constant Tg [s]  0.2 0.2 0.2 0.2 
Gate Velocity Limit Velm [p.u.]   0.2 0.2 0.2 0.2 
Maximum Gate Limit GMIN 0 0 0 0
Minimum Gate Limit GMAX 1 1 1 1
Water Starting Time Tw [s] 1.2 1.2 1.2 1.2
Turbine Gain At [p.u.] 1.1 1.1 1.1 1.1
Frictional losses factor pu Dturb [p.u.] 0.3 0.3 0.3 0.3
No Load Flow qnl [p.u.] 0.1 0.1 0.1 0.1
Turbine Rated Power(=0−>PN=Pgn) 0 0 0 0
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7DEOH$$95(;1(%%GDWD>@
Parameter 
Value 
G−7130_66 G−7114 
Measurement Delay TR 0 0
Voltage Controller Gain K1 300 300
Controller 1th Delay Time Constant T12 15 15
Controller 1th Derivative Time Constant T11 1 1
Controller 2th Delay Time Constant T13 0.03 0.03
Field Current Controller Gain K2 4.8 4.8
Controller 1th Delay Time Constant T22 0.03 0.03
Controller 1th Derivative Time Constant T21 0.2 0.2
Controller 2th Delay Time Constant T23 0.09 0.09
Minimum Field Current IF,MIN 0 0
Maximum Field Current IF,MAX −4 −4
Controller Minimum Output EFD, MIN 0 0
Controller Maximum Output EFD, MAX 4 4
Selector for Solid(=1) or Bus (=0) Fed 0 0 
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7DEOH$$95(;1,GDWD>@
Parameter Value 
G−7130_8 G−7124
Filter Time Constant TR 0.06 0.06
Controller Gain KA 150 150
Controller Time Constant TA 0 0
Stabilizer Gain KF 0.018 0.018
Stabilizer Time Constant 1 Tf1 0.64 0.64
Stabilizer Time Constant 2 Tf2 0.32 0.32
Controller Minimum Output VR, MIN −4 −4
Controller Maximum Output VR, MAX 4 4
Selector for Solid(=1) or Bus (=0) Fed (switch)3 0 0
Crowbar resistor factor R
 
10 10
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$SSHQGL[
$33(1',;
7HVW5DGLDO'LVWULEXWLRQ*ULG
In this Appendix are presented the single line diagram (SLD) and the data of 
electrical components of the radial distribution grid used in Chapter 3 to 
investigate the impact of the voltage phase angle variation on the LV−FRT 
requirement. 
In Figure A2.1 the SLD of the test transmission power system is depicted. 

)LJXUH$6/'RIWKHUDGLDOGLVWULEXWLRQJULG>@
  In the next tables the data of electrical components of the test transmission 
power system are given [52]. 
In Table A2.1 the line parameters are presented: 
7DEOH$/LQHSDUDPHWHUV
NAME R [/km] 
X 
[/km] 
B 
[μS/km] 
Length 
[km] 
L1 0.359 0.373 3.0756 25 
L2 0.395 0.415 1.98 30 
L3 0.098 0.398 2.8934 55.2 
L4 0.098 0.398 2.8934 36.5 
In Table A2.2 the dynamic parameters of the DG unit are presented: 
d
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$SSHQGL[ 
7DEOH$'*SDUDPHWHUV
Parameter DG model 
[pu] 2.04 
[pu] 0.238 
 
[pu] 0.143 
 
[pu] 1.16 
 
[pu] 0.137 
ra  [pu] 0.00219 
Xl  [pu] 0.13 
 [s] 2.38
 
[s] 0.0117 
 
[s] 0.11 
 
[s] 1.0
V1D [pu] 1.0
SE1D [pu] 0.1
V2D [pu] 1.2 
SE2D [pu] 0.3 
In Table A2.3 the parameters of the transformers are given: 
In Table A2.4 the loads data is presented: 
Next are presented the two models of excitation systems used for the investigation 
in the Chapter 3, Sub−Section 3.3. 
Xd
Xda
Xdaa
Xq
Xqaa
Td,0a
Td,0aa
Tq,0aa
H
7DEOH$7UDQVIRUPHUVSDUDPHWHUV
NAME Sn [MVA] 
Un,1 
[kV] 
Un,2 
[kV] 
ER12 
[pu] 
EX12 
[pu] 
T1 5 0.69 22.0 0.005 0.100 
T2 50 129.0 67.0 0.005 0.125 
T3 20 62.0 23.0 0.005 0.100 
T4 70 290.0 135.0 0.005 0.125 
7DEOH$/RDGVGDWD
NAME Pload [MW] 
Qload 
[MVAr] 
Load 1 20 7.5 
Load 2 16 4 
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7DEOH$ 9ROWDJHUHJXODWRU0RGHO,((($&%7\SH>@
Parameter Description
KP [pu] 120.5 PID proportional gain 
KI [pu] 165.5 PID integral gain 
KD [pu] 24 PID derivative gain 
TD [s] 0.01 PID derivative time constant 
KA [pu] 1.0 Voltage regulator gain 
TA [s] 0 Regulator time constant 
VRmax [pu] 35 Maximum regulator output 
VRmin [pu] 0 Minimum regulator output 
KE [pu] 1.0 Exciter constant 
TE [s] 0.5 Exciter time constant 
SE1 [pu] 1.346 Saturation curve value at point 1 
E1 [pu] 2.222 Voltage value at point 1 
SE2 [pu] 1.9 Saturation curve value at point 2 
E2 [pu] 2.962 Voltage value at point 2 
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$SSHQGL[
7DEOH$9ROWDJHUHJXODWRU0RGHO>@
Parameter Description
TA [s] 0.05 Regulator amplifier time constant 
TB [s] 0.01 Time constant 
TC [s] 0.01 Time constant 
KR [pu] 500.0 Voltage transducer filter gain 
TR [s] 0.10 Voltage transducer filter time constant 
KF [pu] 0.04 Regulator stabilizing circuit gain 
TF,1 [s] 0.7 Regulator time constant 1 
TF,2 [s] 0.05 Regulator time constant 2 
VRmax [pu] 35 Maximum regulator output 
VRmin [pu] 0 Minimum regulator output 
KE [pu] 0.8 Exciter constant 
TE [s] 0.4 Exciter time constant 
SE1 [pu] 0.0 Saturation curve value at point 1 
E1 [pu] 1.59 Voltage value at point 1 
SE2 [pu] 0.0 Saturation curve value at point 2 
E2 [pu] 2.12 Voltage value at point 2
EC1 [pu] 6.2 Limit-parameter for saturation 1 
EC2 [pu] 0.01 Limit-parameter for saturation 2 
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$SSHQGL[
$SSHQGL[
7HVW$FWLYH'LVWULEXWLRQ*ULG
In this Appendix the data of the test active distribution grid is presented. The 
test ADG is a common Norwegian distribution grid and it was provided by one of 
the DSOs participating in the OiDG project.  This grid was first introduced in 
investigation [den] conducted within the same project (OiDG) as the PhD work. 
The grid comes from Mid−Norway part, namely from the Namsskogan area where 
circa 40 MW are planned to be built. [4] The excerpt from the map is presented in 
Figure A3.1. Information regarding this grid was obtained from the local DSO and 
the grid was used further as a benchmark grid for the research produced in this 
PhD work. 
)LJXUH$([FHUSWIURPWKHPDSRIWKH1DPVVNRJDQGLVWULEXWLRQJULG>@
The SLD of this test system is presented in Figure A3.2 
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$SSHQGL[
In the next lines the data of the electrical equipments are presented in the 
next Tables: 
d

)LJXUH$1DPVVNRJDQGLVWULEXWLRQJULG
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$SSHQGL[ 
7DEOH$/LQHSDUDPHWHUVSK\VLFDOXQLWV
Bus 
From 
Bus 
To R 
 [ȍ/km] 
X 
 [ȍ/km] 
B  
[ȝS/km] 
Length  
[km] 
Number of 
Circuits 
L1 1 2 0.076 0.365 3.173008 7.7 1 
L2 2 4 0.076 0.365 3.173008 7.7 1 
L3 5 6 0.141 0.32 2.965663 0.9 2 
L4 6 7 0.141 0.32 2.965663 2.2 1 
L5 7 9 0.359 0.373 3.074099 1.8 1 
L6 6 11 0.141 0.32 2.965663 0.9 1 
L7 11 12 0.359 0.373 3.074099 1.3 1 
L8 11 14 0.721 0.395 2.895 0.3 1 
L9 11 16 0.19 0.35 3.2694 2.5 1 
L10 16 17 0.721 0.395 2.895 1.3 1 
L11 16 19 0.19 0.35 3.2694 2.5 1 
L12 19 21 0.721 0.395 2.895 0.9 1 
L13 5 23 0.19 0.35 3.2694 4 1 
L14 23 24 0.721 0.395 2.895 0.9 1 
L15 23 26 0.359 0.373 3.074099 13.7 2 
L16 26 27 0.359 0.373 3.074099 1.5 1 
L17 27 29 0.721 0.395 2.895 1.5 1 
L18 26 31 0.359 0.373 3.074099 10 1 
L19 31 32 0.721 0.395 2.895 1 1 
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7DEOH$*HQHUDWRUORDGIORZSDUDPHWHUVSK\VLFDOXQLWV
Sgen  
[MVA] 
Pgen  
[MW] 
Qgen  
[MVAr] 
Qlim,max
[MVAr] 
Qlim,min
[MVAr] 
Ug,nom  
[kV] 
Bus 
G1 8 5.2 − 2.518474 −1.709157 6.6 10 
G2 15 10 − 4.84322 −3.28684 6.6 8 
G3 8 6 − 2.905932 −1.972104 6.6 13 
G4 4 2.6 − 1.259237 −0.8545784 6.6 18 
G5 5 3.4 − 1.646695 −1.117526 6.6 20 
G6 6 3.9 − 1.888856 −1.281868 6.6 22 
G7 1.6 1.3 − 0.6296186 −0.4272892 0.69 15 
G8 4 2.6 − 1.259237 −0.8545784 6.6 33 
G9 5 3.6 − 1.743559 −1.183262 6.6 30 
G10 1.6 1 − 0.484322 −0.328684 0.69 28 
G11 2 1.5 − 0.726483 −0.493026 0.69 25 
G12 45 35 − 16.95127 −11.50394 6.6 3 

7DEOH$7UDQVIRUPHU3DUDPHWHUVSHUXQLWYDOXHV6EDVH 6QRP
Bus 
From 
Bus 
To 
Snom
[MVAr]
Un, HV
[kV] 
Un, LV
[kV] 
X1
[p.u.] 
T1 2 3 50 132 6.6 0.1
T2 4 5 50 132 22 0.1
T3 7 8 14 22 6.6 0.09
T4 9 10 14 22 6.6 0.09
T5 12 13 14 22 6.6 0.09
T6 14 15 2 22 0.69 0.06
T7 17 18 5 22 6.6 0.07
T8 19 20 5 22 6.6 0.07
T9 21 22 8 22 6.6 0.08
T10 24 25 2 22 0.69 0.06 
T11 27 28 2 22 0.69 0.06 
T12 29 30 8 22 6.6 0.08 
T13 32 33 5 22 6.6 0.07 

7DEOH$/RDG'DWD
P 
[MW] 
Q 
[MVAr] 
L1 0.702 0.143 
L2 0.2116 0.043 
L3 0.0074 0.0018 
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7DEOH$6KXQWHOHPHQWVGDWD 
Q
[MVAr] Bus 
C1 +8 5 
B2 −2 32 
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$SSHQGL[
7DEOH$+<*29JRYHUQRUGDWD>@
Parameter Value 
Permanent Droop R [p.u.] 0.04 
Temporary Droop  r [p.u.]  0.1 
Governor Time Constant  Tr [s]  10 
Filter Time Constant  Tf [s]  0.05
Servo Time Constant  Tg [s]  0.3 
Gate Velocity Limit  Velm [p.u.]   0.29
Maximum Gate Limit GMIN 0 
Minimum Gate Limit GMAX 1 
Water Starting Time Tw [s] 1 
Turbine Gain  At [p.u.] 1.15 
Frictional losses factor pu  Dturb [p.u.] 0.01
No Load Flow qnl [p.u.] 0.08
Turbine Rated Power(=0->PN=Pgnn) 0 
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$SSHQGL[
$33(1',;
7KH,PSDFWRI*HQHUDWRUDQG([FLWDWLRQ6\VWHP
0RGHOLQJRQWKH6ORZ&RKHUHQF\,GHQWLILFDWLRQï
&RPSXWHG(LJHQYDOXHV
In this Appendix the eigenvalues computed for the equivalent models of the 
ADG are presented in the next Tables. The equivalent models are produced as in 
Sub−Section 5.1 from Chapter 5 with the scope of observing how the modeling of 
the generators and excitation system impacts the slow coherency grouping. In the 
end of this investigation the computed electromechanical modes were compared for 
7DEOH $    &RPSOH[ &RQMXJDWH (LJHQYDOXHV RI WKH 2ULJLQDO
0RGHO
Electromechanical 
Modes 
Real 
Part 
Imaginary 
Part 
Damped 
Frequency 
Damping 
Ratio 
− [1/s] [rad/s] [Hz] [%] 
Mode 1 −12.631 ±33.876 5.391 34.938 
Mode 2 −16.006 ±31.575 5.025 45.213 
Mode 3 −12.493 ±30.870 4.913 37.514 
Mode 4 −6.622 ±22.514 3.583 28.218 
Mode 5 −4.270 ±19.588 3.117 21.299 
Mode 6 −5.606 ±18.064 2.875 29.642 
Mode 7 −5.886 ±16.068 2.557 34.396 
Mode 8 −3.854 ±14.954 2.380 24.956 
Mode 9 −2.374 ±12.283 1.954 18.982 
Mode 10 −2.412 ±11.546 1.837 20.455 
Mode 11 −2.223 ±10.069 1.602 21.561 
Mode 12 −1.916 ±9.834 1.565 19.126 
Mode 13 −3.730 ±3.423 0.544 73.678 
Mode 14 −9.476 ±3.171 0.504 94.828 
Mode 15 −1.687 ±2.612 0.415 54.256 
Mode 16 −9.517 ±2.569 0.408 96.544 
Mode 17 −11.626 ±2.546 0.405 97.685 
Mode 18 −1.168 ±1.183 0.188 70.264 
Mode 19 −11.120 ±0.913 0.145 99.664 
Mode 20 −0.891 ±0.908 0.144 70.042 
Mode 21 −0.832 ±0.676 0.107 77.570 
Mode 22 −0.880 ±0.666 0.106 79.745 
Mode 23 −0.855 ±0.642 0.102 79.947 
Mode 24 −0.796 ±0.641 0.102 77.885 
Mode 25 −0.752 ±0.621 0.098 77.103 
Mode 26 −1.309 ±0.526 0.083 92.774 
Mode 27 −3.332 ±0.185 0.029 99.845 
Mode 28 −0.203 ±0.022 0.003 99.385 
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each of the equivalent models in order to observe if the damped frequencies and 
damping ratios are preserved. Next are presented the complete list of the computed 
eigenvalues for each equivalent of the ADG. 
7DEOH$&RPSOH[&RQMXJDWH(LJHQYDOXHVRIWKH
(OHFWURPHFKDQLFDODQG7UDQVLHQW0RGHOV
Electromechanical 
Modes 
Real 
Part 
Imaginary 
Part 
Damped 
Frequency 
Damping 
Ratio 
− [1/s] [rad/s] [Hz] [%] 
Mode 1 −5.226 ±22.801 3.628 22.343 
Mode 2 −2.968 ±15.855 2.523 18.402 
Mode 3 −2.302 ±12.236 1.947 18.493 
Mode 4 −2.323 ±11.668 1.857 19.529 
Mode 5 −2.252 ±10.034 1.597 21.898 
Mode 6 −1.955 ±9.827 1.564 19.518 
Mode 7 −1.684 ±2.615 0.416 54.146 
Mode 8 −1.144 ±1.184 0.188 69.501 
Mode 9 −10.827 ±1.005 0.160 99.571 
Mode 10 −0.751 ±0.729 0.116 71.740 
Mode 11 −0.750 ±0.630 0.100 76.573 
Mode 12 −0.028 ±0.0000004 0.00000006 100 
7DEOH$&RPSOH[&RQMXJDWH(LJHQYDOXHVRIWKH7UDQVLHQW0RGHO
ZLWK([FLWDWLRQ6\VWHP
Electromechanical 
Modes 
Real 
Part 
Imaginary 
Part 
Damped 
Frequency 
Damping 
Ratio 
− [1/s] [rad/s] [Hz] [%] 
Mode 1 −13.674 ± 34.491 5.489 36.855 
Mode 2 −1.141 ± 22.949 3.652 4.966 
Mode 3 −2.930 ± 18.381 2.925 15.744 
Mode 4 −2.290 ± 12.265 1.952 18.359 
Mode 5 −2.387 ± 11.771 1.873 19.881 
Mode 6 −2.303 ± 10.058 1.600 22.327 
Mode 7 −1.988 ± 9.855 1.568 19.782 
Mode 8 −1.683 ± 2.614 0.416 54.131 
Mode 9 −1.139 ± 1.191 0.189 69.101 
Mode 10 −10.925 ± 0.986 0.156 99.595 
Mode 11 −0.754 ± 0.736 0.117 71.579 
Mode 12 −0.752 ± 0.631 0.100 76.591 
Mode 13 −0.086 ± 0.0152 0.002 98.497 
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$SSHQGL[
$33(1',;
'\QDPLF(TXLYDOHQWVRI$FWLYH'LVWULEXWLRQ*ULGVXVLQJ
D0RGHO3DUDPHWHU,GHQWLILFDWLRQ0HWKRG
In the first part of this Appendix the complete list of eigenvalues computed for 
the dynamic equivalents produced using method proposed in Sub−Section 5.6 of 
the Chapter 5 are presented. In the second part the standard parameters of the 
equivalent generators produced using this method are given. 
Table A5.1 presents the complete list of eigenvalues of the dynamic equivalent 
produced using the dominant modes. 
 Table A5.2 presents the complete list of eigenvalues of the dynamic 
equivalent produced using multi−modes. 
7DEOH $ &RPSOH[ &RQMXJDWH (LJHQYDOXHV RI WKH 'RPLQDQW 0RGHV
'\QDPLF(TXLYDOHQW0RGHO
Electromechanical 
Modes 
Real 
Part 
Imaginary 
Part 
Damped 
Frequency 
Damping 
Ratio 
− [1/s] [rad/s] [Hz] [%] 
Mode 1 −2.331 ±10.005 1.592 22.690 
Mode 2 −2.115 ±9.964 1.585 20.763 
Mode 3 −1.448 ±8.162 1.299 17.467 
Mode 4 −49.636 ±8.147 1.296 98.679 
Mode 5 −2.345 ±5.238 0.833 40.861 
Mode 6 −0.451 ±5.129 0.816 8.759 
Mode 7 −1.861 ±4.021 0.640 42.001 
Mode 8 −2.103 ±3.827 0.609 48.159 
Mode 9 −1.671 ±2.534 0.403 55.051 
Mode 10 −0.705 ±1.204 0.191 50.524 
Mode 11 −0.738 ±1.183 0.188 52.926 
Mode 12 −0.823 ±1.079 0.171 60.637 
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7DEOH$&RPSOH[&RQMXJDWH(LJHQYDOXHVRIWKH0XOWLï0RGHV'\QDPLF
 
(TXLYDOHQW0RGHO
Electromechanical 
Modes 
Real 
Part 
Imaginary 
Part 
Damped 
Frequency 
Damping 
Ratio 
− [1/s] [rad/s] [Hz] [%]
Mode 1 −11.105 ±18.348 2.920 51.779 
Mode 2 −-4.811 ±17.540 2.791 26.450 
Mode 3 −13.568 ±16.969 2.700 62.450 
Mode 4 −5.154 ±13.371 2.128 35.971 
Mode 5 −2.083 ±9.880 1.572 20.633 
Mode 6 −2.393 ±9.785 1.557 23.757 
Mode 7 0.417 ±6.792 1.081 −6.138 
Mode 8 −1.680 ±2.616 0.416 54.030 
Mode 9 −3.081 ±2.241 0.356 80.869 
Mode 10 −1.598 ±1.942 0.309 63.532 
Mode 11 −2.079 ±1.912 0.304 73.611 
Mode 12 −25.933 ±1.689 0.268 99.788 
Mode 13 0.582 ±1.458 0.232 −37.090 
Mode 14 −1.141 ±1.125 0.179 71.192 
Mode 15 −0.380 ±1.071 0.170 33.473 
Mode 16 0.055 ±0.881 0.140 −6.251 
Mode 17 −27.131 ±0.841 0.133 99.951 
Mode 18 −0.793 ±0.8052 0.128 70.192 
Mode 19 −1.557 ±0.714 0.113 90.893 
Mode 20 −11.138 ±0.580 0.092 99.864 
Mode 21 −0.563 ±0.550 0.087 71.532 
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7DEOH$(TXLYDOHQW*HQHUDWRUVDQG$95V3DUDPHWHUV
'RPLQDQW0RGHV
Parameters Equivalent Generator 1 
Equivalent 
Generator 2 
Equivalent 
Generator 3 
7.5 4 3
2.109 2.404 2.44
1.388 1.612 1.301
0.5474 0.438 0.316
0.08 0.04 0.05
0.1519 0.327 0.203
2.9842 3.8891 3.973
0.0151 0.0413 0.0201
0.203 0.226 0.2254
Parameters AVR 1 AVR 2 AVR 3 
197.47 199.85 200.016
0.02 0.02 0.019
0.5003 0.5 0.5
0.3537 0.35 0.349
7DEOH$(TXLYDOHQW*HQHUDWRUVDQG$95V3DUDPHWHUV0XOWL0RGHV
Parameters Equivalent Generator 1 
Equivalent 
Generator 2 
Equivalent 
Generator 3 
Equivalent 
Generator 4 
2,5 1,5 0,5 1,
2,714211 2,719104 2,001728 3,830842 
2,219677 2,1765 0,901892 2,873131
1,211266 1,877289 0,500058 0,383084 
0,15 0,1 0,1 0,1
0,981541 0,30868 0,12613 0,383084 
4,711583 6,885344 0,942531 7,661684 
0,46245 0,340882 0,056278 0,038308 
0,892286 0,3047 0,042744 0,43097
Parameters AVR 1 AVR 2 AVR 3 AVR 4 
200,7127 143,7795 459,1889 383,0841 
0,732607 0,027474 0,045522 0,038308 
1,211268 0,818316 0,715221 0,95771 
1,062633 0,602576 0,828648 0,670397 
[ ]H s
[ . .]dX p u
[ . .]qX p u
[ . .]dX p u′
[ . .]dX p u′′
[ . .]qX p u′′
,0 [ . .]dT p u′
,0 [ . .]dT p u′′
,0 [ . .]qT p u′′
[ . .]aK p u
[ ]aT s
[ . .]eK p u
[ ]eT s
[ ]H s
[ . .]dX p u
[ . .]qX p u
[ . .]dX p u′
[ . .]dX p u′′
[ . .]qX p u′′
,0 [ . .]dT p u′
,0 [ . .]dT p u′′
,0 [ . .]qT p u′′
[ . .]aK p u
[ ]aT s
[ . .]eK p u
[ ]eT s
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
$33(1',;
0DJQLWXGHDQG3KDVH&DOFXODWLRQ8VLQJWKH7LPH
'HFRPSRVLWLRQRIWKH6WDWH9DULDEOHV
With j represent the imaginary unit and t representing the time vector 
Considering the right eigenvector 
,i k'  of the ith state variable corresponding 
to the kth eigenvalue kM  defined as: 
	 
 	 
	 
,, , , , ,cos cosi kji k i k i k i k i ke j a jbK' G  G K  K      (A6.1) 
In the same manner the left eigenvector 
,i k:  of the ith state variable 
corresponding to the kth eigenvalue kM  defined as: 
	 
 	 
	 
,, , , , ,cos sini kji k i k i k i k i ke j x jyD:  Z  Z D  D     (A6.2) 
With the eigenvalue kM defined as: 
k k kjM B  8  (A6.3)
The following time response of the ith state variable can be written 
	 
 1 2
,1 ,1 ,2 ,2 , ,
k tt t
i i i i i i k i kx t c e c e c e
MM M% ' '  '"   (A6.4) 
For a particular eigenvalue k this time response become: 
	 
 	 

, , , ,
0k kt ti i k i k i k i kx t c e x e
M M% ' ' : %   (A6.5) 
With (1), (2) and (3), then (5) can be rewritten as: 
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With: 
	 

	 

	 
 	 

	 
 	 

cos
sin
k
k
A ax by
B ay bx
t t
t t
 
 
.  8
/  8
  (A6.8) 

	 
 	 
 	 
 	 
 	 
	 

,
0 k ti kx t x e A jB t j tB% %  .  /  (A6.9) 
	 
 	 
 	 
	 
 	 
 	 
	 

	 
 	 
 	 
 	 
	 
\ ^
	 
 	 
 	 
	 
\ ^
,
0
0
0
k
k
k
t
t
i k
t
x e A t B t j A t B t
x t x e A t B t
j x e A t B t
B
B
B
  ¯% .  /  /  .¡ °¢ ±
%  % .  / 
% /  .
   (A6.10) 
Then the real and imaginary parts are: 
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With (11) the magnitude and phase can be computed as: 
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   (A6.12) 
The real and imaginary parts are computed at each time instant ti and further the 
magnitude and phase are calculated. 
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