A two-level iterative substructuring algorithm with a wire basket based coarse space is proposed and analyzed. The three dimensional model problem is scalar, elliptic, with discontinuous coe cients, and is discretized by conforming spectral elements. The condition number of the resulting iteration operator is bounded by C (1 + log p) 2 , where the constant is independent of the number of elements, their diameters, their degree p; and the size of the jumps across element boundaries of the coe cients of the elliptic operator. The results of this paper have been obtained jointly with Olof B. Widlund.
1. Introduction. Iterative substructuring methods are two-level domain decomposition methods based on nonoverlapping subregions. For the h-version nite element method, extensive research has been conducted in the last decade and many algorithms have been proposed for three dimensional problems; see e.g. Bramble, Pasciak, and Schatz 2], Dryja 3 ], Dryja and Widlund 5], Smith 16, 17] and Le Tallec, De Roeck and Vidrascu 6] . A recent paper by Dryja, Smith, and Widlund 4] summarizes the current knowledge of the h-version case.
For p-version nite elements and spectral methods, the construction of iterative substructuring methods is more challenging, since the sti ness matrices can be much more ill-conditioned and di erent mathematical tools are needed. See Babu ska, Craig, Mandel, and Pitk aranta 1] for two dimensional problems, Mandel 9, 10] for three dimensional problems, Pavarino 12, 11] 
The values i > 0 can be very di erent in di erent subregions. (1) is discretized by a continuous, piecewise Q p Galerkin method, using conforming spectral elements. The discrete space V p V is given by:
The nite element problem obtained is turned into a linear system of algebraic equations, Ku = b, by choosing a basis in V p . A basis particularly useful in the convergence analysis of the method will be given in the next sections, but more practical hierarchical bases can also be used. As usual in the literature for spectral and p-version nite elements, we distinguish between interior basis functions, with support in the interior of an element and interface basis function, with support intersecting the interface ? = S N i=1 @ i (these can be further divided into face, edge and vertex basis functions). The coe cients of the unknown functions are partitioned accordingly, u = (u I ; u B ). As in most iterative substructuring algorithms, the unknowns u I associated to the interior basis functions are eliminated rst. The reduced Schur complement obtained in this way, Su B =b, is solved with a preconditioned conjugate gradient method (or a more general Krylov method if the continuous problem is not symmetric or positive de nite).
3. The new method. The Schur complement system corresponds to a discrete variational problem posed in the discrete harmonic subspacẽ V p of V p , with the inner product s(u; v) = u T B Sv B . The functions iñ V p are a( ; )-orthogonal to the interior basis functions and they are completely speci ed by their interface values.
The spaceṼ p is decomposed into the direct sum of the following subspaces:Ṽ p = P ij V ij + V 0 . (2) by a conjugate gradient method. This is equivalent to an additive Schwarz preconditioner for the original Schur complement system.
The following is the main result of the paper. Here the constant is independent of the number of elements, their diameters, the degree p; and the size of the jumps of the coe cient i across element boundaries. 4 The range of this interpolation operator does not contain the constants.
We therefore consider F =Ĩ W 1, the image of the function identically equal to 1 on the wire basket. F is not equal to 1 on the faces. In order to recover the constants, consider the function = 1 ? F, which vanishes on the wire basket. It can be split into six discrete harmonic components, each with nonzero values only on one face: = P 6 i=1 i : The new 
7. Matrix form of the preconditioner. We are solving the Schur complement system Su B =b obtained by eliminating the interior unknowns. Let us order the face basis functions rst and then those of the wire basket. The contribution to the Schur complement S attributable to the element i can be written as:
The preconditionerŜ is similarly obtained by subassembly of local contributionsŜ (i) , constructed for individual substructures. We rst change basis for the wire basket space by using the new edge and vertex basis functions de ned in ( 
where R 0 = (R; I) (see Dryja, Smith, and Widlund 4]). Clearly this is an additive preconditioner with independent parts associated with the wire basket and each face. (5) is the matrix form of the operator T of (2).
