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Abstract
Global methods to Structure from Motion have gained
popularity in recent years. A significant drawback of global
methods is their sensitivity to collinear camera settings. In
this paper, we introduce an analysis and algorithms for
averaging bifocal tensors (essential or fundamental matri-
ces) when either subsets or all of the camera centers are
collinear. We provide a complete spectral characterization
of bifocal tensors in collinear scenarios and further pro-
pose two averaging algorithms. The first algorithm uses
rank constrained minimization to recover camera matrices
in fully collinear settings. The second algorithm enriches
the set of possibly mixed collinear and non-collinear cam-
eras with additional, “virtual cameras,” which are placed
in general position, enabling the application of existing av-
eraging methods to the enriched set of bifocal tensors. Our
algorithms are shown to achieve state of the art results on
various benchmarks that include autonomous car datasets
and unordered image collections in both calibrated and un-
clibrated settings.
1. Introduction
Global approaches to Structure from Motion (SfM) use
bifocal tensors (essential or fundamental matrices) between
pairs of images to recover camera parameters in multiview
settings. These methods have gained popularity in recent
years due to their high accuracy and improved efficiency. In
contrast to incremental methods, which recover camera pa-
rameters for one image at a time and thus involve repeated
application of bundle adjustment (BA) for each handled im-
age, global algorithms apply BA only once, considerably
reducing execution time. Existing global algorithms largely
proceed in two steps, applying rotation averaging followed
by translation averaging. Recent algorithms further improve
accuracy by directly averaging essential and fundamental
matrices in one step [13, 14].
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A significant drawback of global methods is their sensi-
tivity to collinear camera settings. When all camera centers
in a scene lie along a line, bifocal tensors do not determine
camera locations along this line, and point matches across
three or more images must be utilized. Moreover, with only
bifocal tensors, subsets of collinear cameras can lead to re-
constructions of scene parts that are attached nonrigidly. Fi-
nally, the averaging algorithms of [13, 14] critically base
their recovery on triplet sub-collections of images whose
cameras must lie in general position. This severely lim-
its the applicability of these algorithms, requiring in many
cases to remove many images from the input datasets. Han-
dling collinear camera settings is critical to many SLAM
applications, including autonomous driving [8].
This paper introduces an analysis and novel solutions
to 3D reconstruction problems involving cameras with
collinear centers in the context of bifocal tensor averag-
ing. We note that to date this problem has been addressed
only in the context of translation averaging [5, 11, 34]. We
introduce a complete algebraic characterization of bifocal
tensors in collinear scenarios, providing both necessary and
sufficient conditions that bifocal tensors can be realized by
cameras with collinear centers. Our analysis complements
the conditions derived for cameras in general position in
[13, 14] and the partial conditions for collinear settings de-
rived in [25]. Specifically, adopting the definitions of n-
view bifocal matrices introduced in those papers, we pro-
vide a full characterization in terms of spectral decomposi-
tion and rank patterns of these matrices.
We build upon this characterization to design state of the
art algorithms for global SfM that are applicable in both
calibrated and uncalibrated settings. We first introduce a
method that, given possibly erroneous bifocal tensors, en-
forces our spectral constraints. This algorithm is suitable
for image collections captured in fully collinear settings.
We subsequently present a second algorithm for bifocal
tensor averaging that can incorporate both collinear cameras
and cameras in general position. This algorithm is based
on the following novel observation. Given a point match
across three views, it is possible to define a virtual camera
centered at the unknown 3D location of this point and subse-
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quently construct bifocal tensors relating this virtual camera
with any of the three cameras corresponding to these views.
Choosing this point so that its projections lie away from the
epipoles ensures that the center of the virtual camera is non-
collinear with the real cameras. We can therefore augment
the set of bifocal tensors with the newly constructed matri-
ces and then feed them to standard bifocal tensors averaging
schemes, allowing us to obtain solutions in both fully and
partly collinear camera settings.
We demonstrate state of the art results in various appli-
cations, and specifically improve over the recent results of
[13, 14] by allowing to incorporate collinear camera triplets
in the optimization process. We evaluate our proposed al-
gorithms on four benchmarks: autonomous car datasets [8]
and unordered collections of images [34, 19, 33] in both
calibrated and uncalibrated settings.
2. Related work
Incremental approaches for calibrated [24, 15, 27, 1, 35]
and uncalibrated SfM settings [17, 22] use two images to
obtain an initial reconstruction and then incrementally use
camera resectioning methods [7, 12, 21, 36, 10, 3], adding
one image at a time to expand the reconstruction. Bundle
Adjustment [31] is performed with every additional image
to prevent error drift of camera parameters, rendering this
process computationally demanding.
Global approaches to SfM use collections of bifocal ten-
sors to simultaneously solve for the parameters of all cam-
eras, and subsequently perform a single round of Bundle
Adjustment. Most existing global approaches for calibrated
settings first extract the pairwise rotations from the essential
matrices, then perform rotation averaging [2, 18, 32, 9, 4],
and finally solve for camera locations [2, 34, 20, 11, 5, 6].
Kasten et al. [13] introduced a method for averaging essen-
tial matrices, allowing for solving for camera location and
orientation in a single optimization framework. In uncali-
brated settings, Sweeney et al. [29] presented a method that
first improves the measured fundamental matrices, and then
after self-calibration, apply rotation averaging followed by
translation averaging. More recently, [14] introduced an
averaging algorithm for fundamental matrices that yields a
unique projective reconstruction.
Global methods rely on collections of bifocal tensors,
but those cannot determine the magnitudes of translation
in collinear camera settings, and 3D points recovered from
point tracks in three or more images must be used. This
problem has been addressed in the context of translation av-
eraging. Jiang et al. [11] recover translation magnitudes in
collinear triplets of cameras by registering the depth of 3D
points triangulated independently from each pair of cam-
eras. Akin to our second algorithm, Wilson et al. [34] use
unknown 3D points as additional (but not collinear) cam-
eras in translation averaging. Cui et al. [5] extend [11] to
cope with points tracks.
A number of papers analyze the solvability of SfM by in-
vestigating its corresponding viewing graph, in which each
node represents a camera and edges represent available fun-
damental matrices [16, 20, 23, 29, 30]. These approaches,
however, assume that the cameras are in general position
and hence do not determine which viewing graphs are solv-
able in (possibly partly) collinear settings.
3. Characterization of collinear settings
Let I1, ..., In denote a collection of n images of a
static scene captured respectively by cameras P1, ..., Pn.
Each camera Pi is represented by a 3 × 4 matrix Pi =
KiR
T
i [I,−ti] where Ki is a 3 × 3 calibration matrix, ti ∈
R
3 and Ri ∈ SO(3) denote the position and orientation of
Pi, respectively, in some global coordinate system. We fur-
ther denote Vi = K
−T
i R
T
i , therefore the camera projection
matrix can be expressed as
Pi = V
−T
i [I,−ti] (1)
Consequently, let X = (X,Y, Z)T be a scene point in the
global coordinate system. Its projection onto Ii is given by
xi = Xi/Zi, whereXi = (Xi, Yi, Zi)
T = KiR
T
i (X− ti).
We denote the fundamental matrix and the essential ma-
trix between images Ii and Ij by Fij and Eij respectively.
It was shown in [2] that Eij and Fij can be written a
Eij = R
T
i (Ti − Tj)Rj (2)
Fij = K
−T
i EijK
−1
j = Vi(Ti − Tj)V Tj (3)
where Ti = [ti]×.
Recently, [13, 14] established a set of algebraic con-
straints characterizing the consistency of bifocal tensors
for cameras whose center lie in general position. In this
paper we complement these characterizations by handling
collinear camera centers. We first repeat the following def-
initions made in [13, 14]. Denote by S3n the set of all the
3n× 3n symmetric matrices.
Definition 1. A matrix F ∈ S3n, whose 3 × 3 blocks are
denoted by Fij , is called an n-view fundamental matrix if
∀i 6= j ∈ [n], rank(Fij) = 2 and Fii = 0. We denote the
set of all such matrices by F .
Definition 2. An n-view fundamental matrix F is called
consistent if there exist camera matrices P1, ..., Pn of the
form Pi = V
−T
i [I, ti] such thatFij = Vi([ti]×−[tj ]×)V Tj .
Definition 3. A matrix E ∈ S3n, whose 3 × 3 blocks are
denoted byEij , is called an n-view essential matrix if ∀i 6=
j, rank(Eij) = 2, the two singular values of Eij are equal,
and Eii = 0. We denote the set of all such matrices by E .
Definition 4. An n-view essential matrixE is called consis-
tent if there exist n rotation matrices {Ri}ni=1 and n vectors
{ti}ni=1 such that Eij = RTi ([ti]× − [tj ]×)Rj .
We next derive necessary and sufficient conditions for
the consistency of essential and fundamental matrices in
collinear camera settings.
Theorem 1. Let E ∈ E . Then, E is consistent and can be
realized by cameras with collinear centers if and only if E
satisfies the following two conditions:
1. The eigenvalues of E are λ, λ,−λ,−λ, where λ > 0.
2. The corresponding eigenvectors, X,Y ∈ R3n×2, are
such that each 3 × 2 sub-block, Vi, of
√
0.5(X + Y )
satisfies V Ti Vi =
1
n
I2×2.
Theorem 2. Let F ∈ F . Then, F is consistent and can be
realized by cameras with collinear centers if and only if the
following conditions hold
1. rank(F ) = 4 and F has exactly 2 positive and 2 nega-
tive eigenvalues.
2. rank(Fi) = 2, where Fi denotes the i
th block-row of
F , i ∈ [n].
The proofs of both theorems are given in the Appendix.
4. Method
In this section we present algorithms for bifocal tensor
averaging when either subsets or all of the camera centers
are collinear. We assume we are given images I1, ..., In
along with a (possibly partial and erroneous) collection
of measured bifocal tensors, denoted by {Fˆij} if cameras
are uncalibrated or{Eˆij} if they are calibrated. Our aim
is to find a consistent n-view bifocal matrix F ∈ S3n
(resp. E ∈ S3n) whose 3 × 3 blocks are as close as pos-
sible to the measured tensors.
Similar to [13, 14], our algorithms rely on constructing
a triplet cover of the viewing graph that satisfies certain
rigidity-like constraints. Specifically, let G = (V,W ) be
a viewing graph whose vertices v1, ..., vn ∈ V represent the
n cameras, and edges wij ∈ W represent pairs of images
for which bifocal tensors are measured (|W | ≤ (n2)). The
information captured in G is summarized in the n-view bi-
focal matrix Fˆ ∈ S3n (resp. Eˆ).
A triplet cover is a connected dual graph G¯, whose nodes
represent (possibly a subset of) the 3-cliques inG and edges
connect each two vertices whose corresponding 3-cliques in
G share an edge (i.e., triplets that share two cameras). Con-
figurations that are represented by such a connected dual
graph satisfy a rigidity-like condition, according to which,
as is proved in [14] for uncalibrated cameras in general po-
sition, if each 9×9 submatrix ofF corresponding to a vertex
in G¯ is consistent then F determines the parameters of all
cameras uniquely (up to a global projective transformation
in P4). Moreover, enforcing the consistency of triplets is
easier than that of larger sets of cameras since for camera
triplets consistency is independent of the scale of the esti-
mated bifocal tensors. Below we denote the number of ver-
tices in G¯ by m ≤ (n3) and index them by τ(1), ..., τ(m).
We further denote by Eτ(k) (resp. Fτ(k)) 9× 9 submatrices
of E (resp. F ) corresponding to a triplet τ(k).
We next present two averaging algorithms. The first
algorithm handles image collections taken with cameras
whose centers are all near collinear. The second algorithm
also allows for partial collinearity. We further show how
both algorithms can be applied in both calibrated and uncal-
ibrated settings. In each case we formulate the problem as a
rank constraint optimization, which we solve using ADMM
in a manner similar to [13, 14].
4.1. Fully collinear setups
Our first algorithm applies Thms. 1 and 2 to handle fully
collinear setups.
4.1.1 Calibrated setting
Given the measurement matrix Eˆ and triplet cover G¯ we
seek to solve
min
E∈E
m∑
k=1
||Eτ(k) − Eˆτ(k)||2F (4)
s.t. rank(Eτ(k)) = 4
λ1(Eτ(k)) = −λ4(Eτ(k)), λ2(Eτ(k)) = −λ3(Eτ(k))
where λi(.) denote the non-zero eigenvalues of a matrix,
i ∈ [4] and k ∈ [m]. We note that in (4) we excluded
condition 2 of Thm. 1 to simplify the optimization. Our
experiments converged in all cases to solutions that satisfy
all the conditions of Thm. 1.
Recovery of camera parameters. Once we obtain an
n-view essential matrix whose triplets are consistent, we
proceed to determine the corresponding n camera matri-
ces. There are two obstacles in this process. First, the
obtained essential matrices do not determine the rotations
uniquely, and secondly, in collinear settings essential ma-
trices can only determine the direction of the line connect-
ing camera centers, but not positions along this line. Due
to the ambiguity of essential matrices three views give rise
to eight possible rotation configurations, of which typically
four give rise to cyclic consistent configurations (i.e., that
satisfy R12R23R31 = I). To select the appropriate con-
figuration we first use 2-view correspondences as in [10] to
determine the pairwise rotations and then recover the abso-
lute orientation of the three cameras, R1, R2, R3, using the
eigenvalues decomposition method of [2].
Next, we need to recover the absolute camera locations.
Since our procedure enforces the conditions of Thm. 1 for
each triplet and due to the rigidity-like structure of the
triplet cover, all the recovered essential matrices agree on
the direction of the line through the camera center. We
therefore set t1 = 0, t2 = −R1t12, and t3 = αt2 =
−αR1t12, where the relative translation t12 is extracted
from Eˆ12 with magnitude 1 and sign determined using 2-
view point correspondences. This yields the following cam-
era matrices P1 = [R
T
1 |0], P2 = [RT2 |RT2 R1t12], and
P3 = [R
T
3 |αRT3 R1t12]. To determine α we must resort to
3-view correspondences. Let βixi = PiX , i ∈ [3], de-
note three projections of a 3D point X where βi denote the
projective depths of xi. As with the DLT algorithm [10],
we use the first two equations to determine X and then α
is determined from P3X × x3 = 0. Such an equation can
be written for every 3-view correspondence, resulting in an
over-constrained linear system of equations in α which we
solve in least squares. We emphasize that the choice of rota-
tions and α does not change E, and so it maintains its con-
sistency and only resolves the ambiguity in reconstructing
the underlying cameras. Finally, we use the method in [13],
to traversing G¯ and bring all the n cameras to a common
Euclidean coordinate frame.
4.1.2 Uncalibrated setting
Given measurement matrix Fˆ and triplet cover G¯ we solve
min
F∈F¯
m∑
k=1
||Fτ(k) − Fˆτ(k)||2F (5)
s.t. rank(Fτ(k)) = 4.
Here we denote by F¯ the set of n-view fundamental matri-
ces where we relax the requirement that rank(Fij) = 2. For
simplicity of implementation we do not enforce the full set
of constraints of Thm. 2. The solutions obtained in our ex-
periments, however, always satisfied all of these conditions.
Recovery of camera parameters. Once we obtain an n-
view fundamental matrix whose triplets are consistent we
proceed to determine the corresponding n camera matri-
ces. Here too, due to collinearity, reconstruction is not
unique [10]. Formally, following [10, 16], given two fun-
damental matrices F12, F23 there are four degrees of free-
dom in determine the three camera matrices that are com-
patible with F12 and F23. The camera matrices can be
expressed as P2 = [I |0], P1 = [[e21]×F12 |e21], and
P3 = [[e23]×FT23 |0] + e23aT ], where eij is the null-space
vector (epipole) of Fij , and a ∈ R4 can be set arbitrar-
ily. For cameras in general position the remaining funda-
mental matrix F13 uniquely determines the entries of a.
When, however, the three cameras are collinear a is not de-
termined by F13. Similar to Sec. 4.1, we resolve a using
3-view correspondences. Using the first two view we re-
cover the 3D pointX and then obtain equations of the form
P3X × x3 = 0 which provide two linear equations in a
for every 3-view correspondence. In principle, two point
correspondences suffice to determine a, but for stability we
incorporate all inlier 3-view correspondences.
This procedure is applied independently to each triplet
of cameras, resulting in camera matrices defined up to a
projective transformation. As with the calibrated case, the
choice of a does not change F , and it only resolves the am-
biguity in reconstructing the cameras. Finally, by traversing
G¯, as in [14], all the cameras are brought to a common pro-
jective coordinate frame.
4.2. Handling collinearity with virtual cameras
The algorithm presented in Sec. 4.1 handles datasets in
which all cameras are (nearly) collinear. Many common
datasets, however, contain both collinear cameras and cam-
eras in general position. We next present a bifocal tensor av-
eraging algorithm that can be applied to any such collection
of cameras. Our algorithm extends the averaging algorithms
of [13, 14] to these (partly) accidental settings. The main
limitation of those previous algorithms is their reliance on
constructing a triplet cover in which every triplet must in-
clude images captured by cameras in general position. This
limits the applicability of the algorithm in datasets that in-
clude collinear camera sets and often results in discarding
many of the input images. Below we propose a novel ap-
proach that overcomes this limitation.
Our approach is based on augmenting collinear triplets
of cameras by constructing virtual cameras centered around
3D points corresponding to 3-view point matches that are
not collinear with the real cameras. Let P1, P2, and P3 be
three cameras in a triplet. Recall (Eqs. (1)-(3)) that each
camera can be parameterized by Pi = [V
−T
i | − V −Ti ti] ∈
R
3×4, i ∈ [3], where in calibrated settings Vi = RTi ∈
SO(3), and the associated bifocal tensors are then given by
Fij = Vi[ti − tj ]×V Tj , i, j ∈ [3].
LetX ∈ R3 be a 3D point seen by the three cameras. We
aim to construct bifocal tensors relating the virtual camera
centered atX with the three real camerasP1, P2 andP3. We
further choose an “orientation” for the virtual camera that
coincides with the orientations of one of the real cameras,
say, VX = V2. The bifocal tensor FiX for i ∈ [3] can then
be expressed as
FiX = Vi[ti −X ]×V T2
=
1
det(V −1i )
[V −Ti (ti −X)]×V −Ti V T2 ,
where for the latter equality we use the identityB−1[a]× =
1
det(B) [B
Ta]×BT . Let xi = [xi, yi, 1]T ∈ R3 be the
projection of X onto frame i. Then it holds that sixi =
Pi[X
T , 1]T = V −Ti (X − ti), where si is the projective
depth ofX with respect to camera i. Therefore,
FiX =
−si
det(V −1i )
[xi]×Vi2, (6)
where Vi2 = V
−T
i V
T
2 . By construction, the matrix

0 F12 F13 F1X
FT12 0 F23 F2X
FT13 F
T
23 0 F3X
FT1X F
T
2X F
T
3X 0

 (7)
is a consistent 4-view bifocal matrix.
Note that FiX in (6) can be estimated from the input im-
ages, since Vi2 can be estimated from Fˆ12 and the scale
−si/ det(V −1i ) can be discarded. Specifically, in a cali-
brated setting we estimate Vi2 = Ri2 from Eˆi2. Two ro-
tations are obtained, and we use pairwise correspondences
to select the correct one. In an uncalibrated setting, follow-
ing the recovery of cameras and the use of 3-view corre-
spondences described in Sec. 4.1.2, we obtain that V12 =
V −T1 V2 = [e21]×F12, V22 = I , and V32 = V
−T
3 V2 =
[e23]×FT23 + e23[a1, a2, a3]. Finally, X can be selected to
be non-collinear with the centers of the three real cameras.
Consequently, the estimated elements of (7) can be used to
augment the viewing graph G and then used in the averag-
ing algorithms of [13, 14], which are applicable and stable
in general position scenarios. These algorithms use ADMM
to solve constrained optimization problems, which for com-
pleteness we summarize below.
Averaging essential matrices [13]. Given a measure-
ment matrix Eˆ and triplet cover G¯, we solve
min
E∈E
m∑
k=1
||Eτ(k) − Eˆτ(k)||2F (8)
s.t. rank(Eτ(k)) = 6
λi(Eτ(k)) = −λ7−i(Eτ(k)), i = 1, 2, 3
X(Eτ(k)) + Y (Eτ(k)) is block rotation,
where the columns ofX(Eτ(k)), Y (Eτ(k)) ∈ R9×3 include
the eigenvectors ofEτ(k) corresponding respectively to pos-
itive and negative eigenvalues.
Averaging fundamental matrices [14]. Given a mea-
surement matrix Fˆ and triplet cover G¯, we solve
min
F∈F¯
m∑
k=1
||Fτ(k) − Fˆτ(k)||2F (9)
s.t. rank(Fτ(k)) = 6.
5. Experiments
We evaluate our algorithms on several datasets, includ-
ing nearly collinear video sequences taken from the KITTI
Table 1. KITTI, calibrated: Mean position error in meters before
BA.
DS
5 Cameras 10 Cameras 20 Cameras
VC R4 [13] [20] [34] VP R4 [13] [20] [34] VP R4 [13] [20] [34]
00 0.02 0.06 0.36 0.05 299.50 0.04 0.10 1.34 0.08 0.94 0.13 0.35 2.69 0.11 1.89
01 0.73 1.41 2.36 1.16 1.88 1.09 3.22 5.47 1.86 4.26 3.57 5.21 11.97 2.57 5.87
02 0.03 0.04 0.65 0.11 0.89 0.09 0.12 1.89 0.13 1.68 0.34 0.20 4.20 0.29 1.97
03 0.07 0.23 0.28 0.09 0.55 0.27 0.41 0.64 0.08 0.97 0.45 1.52 2.33 0.12 1.83
04 0.09 0.26 0.90 0.18 0.84 0.07 0.34 2.65 0.18 1.74 0.15 0.60 6.22 0.39 4.21
05 0.02 0.06 0.49 0.07 1166.56 0.03 0.10 1.37 0.13 30.14 0.09 0.24 3.24 0.19 2.02
06 0.03 0.16 0.94 0.14 1.37 0.10 0.28 2.43 0.17 1.52 0.21 0.76 5.73 0.39 3.89
07 0.02 0.08 0.30 0.05 7.95 0.04 0.18 0.80 0.06 442.08 0.09 0.34 1.74 0.10 1.79
08 0.02 0.04 0.40 0.06 0.62 0.04 0.16 0.92 0.07 49.13 0.11 0.25 2.37 0.15 2.33
09 0.02 0.15 0.62 0.12 21.07 0.06 0.24 1.96 0.10 0.96 0.18 0.53 3.93 0.14 2.97
10 0.02 0.04 0.61 0.07 0.86 0.05 0.14 1.65 0.11 1.42 0.15 0.28 3.01 0.17 2.54
Table 2. KITTI, calibrated: average execution time in seconds.
5 Cameras 10 Cameras 20 Cameras
VP R4 [13] [20] VP R4 [13] [20] VP R4 [13] [20]
0.42 0.47 0.22 0.75 1.21 1.07 0.58 2.34 3.06 2.15 1.47 6.51
Table 3. KITTI, uncalibrated: Mean reprojection error in pixels
after BA, averaged per dataset.
5 Cameras 10 Cameras 20 Cameras
VC R4 [14] [17] VP R4 [14] [17] VP R4 [14] [17]
00 0.12 0.12 0.40 0.13 0.15 0.15 4.63 0.16 0.16 0.16 8.71 0.18
01 0.90 0.85 2.43 0.22 6.09 1.49 7.09 0.32 5.84 6.77 16.45 0.41
02 0.12 0.12 2.84 0.13 0.15 0.15 7.58 0.16 0.16 0.16 14.20 0.19
03 0.14 0.14 0.91 0.15 0.17 0.17 0.84 0.21 0.19 0.21 4.60 0.31
04 0.12 0.12 0.69 0.14 0.15 0.15 11.68 0.18 0.18 0.18 39.80 0.22
05 0.13 0.13 1.72 0.15 0.16 0.16 9.89 0.19 0.18 0.18 20.61 0.27
06 0.12 0.12 1.92 0.13 0.15 0.15 18.74 0.17 0.17 0.17 42.83 0.21
07 0.84 0.16 1.02 0.16 0.18 0.23 3.80 0.22 0.21 3.15 11.28 0.37
08 0.13 0.13 0.90 0.14 0.16 0.18 4.16 0.18 0.18 0.21 9.42 0.22
09 0.12 0.12 1.44 0.13 0.14 0.14 8.78 0.16 0.16 0.16 12.62 0.19
10 0.12 0.12 1.91 0.13 0.15 0.15 4.55 0.17 0.17 0.20 10.51 0.20
Table 4. KITTI, uncalibrated: average execution time in seconds
5 Cameras 10 Cameras 20 Cameras
VP R4 [14] [17] VP R4 [14] [17] VP R4 [14] [17]
0.66 1.24 0.67 2.04 1.70 2.56 1.68 5.60 4.37 5.59 3.89 11.63
Visual Odometry datasets [8] and unordered collections of
calibrated [34] and uncalibrated [19, 33] images. Since our
first algorithm (Sec. 4.1), which we denote by ‘R4,’ is ap-
plicable only to fully collinear settings we apply it only to
the KITTI sequences. The second algorithm (Sec. 4.2), de-
noted ‘VC,’ is applied to all datasets. We compare our algo-
rithms to several recent methods, including[13] , LUD [20]
and 1DSFM [34] for the calibrated datasets and GPSFM
[14] and PPSFM [17] for the uncalibrated ones. For the
calibrated settings we compare the mean and median trans-
lation errors and for non-calibrated settings we compare the
mean reprojection error.
5.1. Datasets
Driving Car Image Collections. The KITTI visual odom-
etry [8] benchmark includes 11 video sequences captured
by moving cars with ground truth camera positions and ori-
entations. As is typical for driving, these sequences often
contain stretches of near collinear motion. For our experi-
ments we randomly selected for each of 11 datasets three
near collinear subsequences (identified by applying PCA
to the ground truth camera locations), each includes 100
frames. We then used each sequence to produce three col-
lections of non-overlapping subsequences, each of length 5,
10 or 20 frames, yielding a total of 1155 sequences over
3300 frames.
Unordered Internet Photos. We further test our VC al-
gorithm on calibrated unordered internet photo collections,
Table 5. Unordered internet photos, calibrated: Mean (x¯) and median (x˜) camera position error in meters before and after bundle adjustment.
Our Method [13] LUD [20] 1DSFM [34]
Data set Nc x¯ x˜ x¯BA x˜BA Nr x¯ x˜ x¯BA x˜BA Nr x¯ x˜ x¯BA x˜BA Nr x˜ x¯BA x˜BA Nr
Vienna Cathedral 836 14.9 4.9 11.1 2.0 715 9.6 4.2 5.4 1.2 674 10 5.4 10 4.4 750 6.6 2e4 0.5 757
Piazza del Popolo 328 6.7 3.1 3.2 0.8 280 7.2 3.5 2.5 0.8 275 5 1.5 4 1.0 305 3.1 200 2.6 303
NYC Library 332 4.2 2.7 2.3 0.8 281 3.3 2.2 1.1 0.47 277 6 2.0 7 1.4 320 2.5 20 0.4 292
Alamo 577 2.6 1.1 1.4 0.3 502 2.5 1.2 0.8 0.35 482 2 0.4 2 0.3 547 1.1 2e7 0.3 521
Yorkminster 437 11.6 3.1 9.4 1.0 367 5.6 2.7 1.9 0.8 341 5 2.7 4 1.3 404 3.4 500 0.2 395
Montreal ND 450 2.0 1 1.2 0.7 433 1.9 1.0 0.6 0.4 416 1 0.5 1 0.4 435 2.5 1 0.9 425
Tower of London 572 11.2 4.6 6.9 1.4 422 11.6 5.0 4 1.0 414 20 4.7 10 3.3 425 11 40 0.4 414
Ellis Island 227 11.0 5.3 4.4 1.8 214 14.1 6.1 5.3 1.7 211 - - - - - 3.7 40 0.4 213
Notre Dame 553 1.7 0.7 0.5 0.2 536 1.8 0.8 0.4 0.2 529 0.8 0.3 0.7 0.2 536 10 7 2.1 500
Table 6. Unordered internet photos, calibrated: Execution time in
seconds. TR+T denote the time for motion averaging (either ten-
sor averaging or rotation and translation). TBA the time for bundle
adjustment and TTot is the total running time of the method, in-
cluding the additional time for building the triangle cover. Empty
cells represent image collections not tested by the authors.
Our Method [13] LUD [20] 1DSFM[34]
Data set TR+T TBA TTot TR+T TBA TTot TR+T TBA TTot TR+T TBA TTot
Vienna Cathedral 145 262 930 68 293 566 787 208 1467 323 3611 3934
Piazza del Popolo 54 39 143 26 27 87 88 31 162 42 213 255
NYC Library 55 80 214 28 58 125 102 47 200 47 382 429
Alamo 96 115 509 47 155 327 385 133 750 152 646 798
Yorkminster 67 100 296 33 116 207 103 148 297 71 955 1026
Montreal ND 80 216 626 41 170 494 271 167 553 93 1043 1136
Tower of London 89 132 280 41 120 241 88 86 228 61 750 811
Ellis Island 40 44 170 21 53 140 - - - 29 276 305
Notre Dame 100 419 1070 52 277 720 707 126 1047 205 2139 2344
Table 7. Unordered internet photos, uncalibrated: Mean reprojec-
tion error and execution times. m and n respectively denote the
number of 3D points and cameras.
Dataset m n
Error (pixels) Time (sec.)
VC [14] [17] VC [14] [17]
Dino 4983 4983 36 0.43 0.42 0.47 15.75 4.65 13.00
Folke Filbyter 21150 40 0.26 0.82 0.31 14.30 6.70 102.77
Cherub 72784 65 0.75 0.74 0.81 48.52 27.30 101.64
Toronto University 7087 77 0.24 0.54 0.26 30.47 26.59 91.26
Sri Thendayuthapani 88849 98 0.31 0.51 0.33 219.11 220.25 325.58
Tsar Nikolai I 37857 98 0.29 0.32 0.31 89.93 70.79 101.01
Smolny Cathedral 51115 131 0.46 0.48 0.50 303.62 210.75 263.60
Skansen Kronan 28371 131 0.41 0.44 0.44 118.60 83.43 161.81
collected by [34]. We note that the “ground truth” cam-
era matrices for this dataset include an estimate obtained by
an incremental method [26] . This dataset includes many
outlier photographs, and consequently, in addition to max-
imizing accuracy, our goal is to maximize the number of
cameras handled by the method. Additional datasets in-
clude uncalibrated photos [19, 33]. As “ground truth” these
datasets include a list of inliers 2D projections of unknown
3D points by unknown cameras, allowing us to evaluate re-
construction accuracy via the mean reprojection error.
5.2. Constructing a triplet cover
Both our R4 and VC algorithms require a triplet cover
graph G¯ as input. We produce this cover by applying the
following three steps.
Initial triplet cover. For our R4 algorithm, we initialize G¯
simply using consecutive camera triplets (i − 1, i, i + 1),
2 ≤ i < n − 1. For our VC algorithm we construct an
initial cover using the heuristics of [13, 14], where for the
Kitti datasets we do not filter collinear triplets.
Enrichment. For the internet photo collection datasets we
next enrich the initial triplet covers as follows. For the cal-
ibrated dataset of [34], the initial cover is typically discon-
nected. Rather than using just the largest connected compo-
nent, as in [13], we augment the set of triplets with collinear
ones that make the graph connected. To that end, we also
keep the full cover G¯′, a graph that includes all the 3-cliques
in G (so the vertices of G¯′ form a superset of the vertices
of G¯). We then iteratively select pairs of nodes in G¯ from
different connected components and use shortest path (mea-
sured by the number of edges) to connect them in G¯′.
For the uncalibrated datasets [19, 33] the initial triplet
cover produced with [14] forms graphs with single con-
nected components. Although the triplets in these graphs
pass the non-collinearlity test applied in [14], we add a vir-
tual camera to each triplet, in order to improve the stability
of the averaging algorithm.
Adding virtual cameras and filtering. Next, we iden-
tify collinear triplets (using the collinearity measures of
[13, 14]) and for each such triplet produce a virtual camera.
To that end, we consider the set of 3-view correspondences
that are not collinear with the 3 camera centers (we avoid
points whose too close to the epipole), and select the match
that minimizes the sum of symmetric epipolar distances in
all three images. We then produce the three bifocal tensors
relating the virtual camera to the triplet. As this results in a
cover that is not minimal (for example, only two of the three
triplets that involve a virtual camera are needed to produce
a valid cover), we further remove superfluous triplets from
cover as in [13, 14].
5.3. Results
Tables 1-7 show the accuracy and execution times ob-
tained with our algorithms on all datasets. Our algorithms
are further compared to state of the art methods including
essential matrix averaging [13], LUD [20], and 1DSFM
[34] for calibrated images and GPSFM [14] and PPSFM
[17] for uncalibrated ones. Tables 1-4 show the results of
applying our algorithms on the nearly collinear Kitti se-
quences under calibrated and uncalibrated settings. These
experiments demonstrate that our pipelines are faster than
the other methods except [13, 14], which completely fail
to reconstruct the scene due to their sensitivity to collinear-
ity. Also, our algorithms were more accurate than the other
methods in most of the runs.
Tables 5-6 show the results of applying our VC algo-
rithm to the calibrated internet photo collection [34]. The
results demonstrate the benefit of adding virtual cameras for
collinear triplets, which has led to increasing the number of
reconstructed cameras compared to [13] while maintaining
comparable accuracy. Our method runs as fast as LUD and
is much faster than 1DSFM.
Table 7 shows reprojection error and execution time of
our VC algorithm on the uncalibrated internet photo bench-
mark. Compared to GPSFM and PPSFM, our reconstruc-
tion is more accurate than the other methods in 6 out of
the 8 datasets and is on par with GPSFM on the remaining
17 datasets. Our method is slower than GPSFM due to the
additional virtual cameras. Yet it is faster than PPSFM in
most runs and more accurate in all runs. Additional results
are provided in the supplementary material.
Technical details. We ran our experiments on an Intel(R)-
i7 3.20GHz with Windows. For BA we used the Theia SfM
library [28], which we run on a Linux Intel(R) Xeon(R)
CPU@2.30GHz with 16 cores. Camera position results for
[13, 20, 34] in Tables 5-6 are taken from these papers.
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Appendix
A. Proof of Theorem 1
Proof. ⇒: Assume E ∈ E is consistent and realized by cameras with collinear centers. Using Thm. 2 in [13] we have
i. E can be formulated as E = A+AT where A = UV T and U, V ∈ R3n×3
U =


α1R
T
1
...
αnR
T
n

T, V =


RT1
...
RTn

 (10)
with Ri ∈ SO(3), ti = αit, i ∈ [n], t ∈ R3, T = [t]×, such that
∑n
i=1 ti =
∑n
i=1 αit = 0.
ii. Each column of U is orthogonal to each column of V , i.e., V TU = 03×3.
To prove condition 1, we first examine the eigenvalues of
ATA = V UTUV T . (11)
Due to the orthogonality of the Ri’s
UTU =
(
n∑
i=1
α2i
)
T TT. (12)
T is 3 × 3 skew-symmetric, therefore it has 2 identical singular values (while the third one is zero). Consequently, the
(symmetric) matrix UTU has two identical eigenvalues, with eigenvalue decomposition of the form UTU = P Λ˜PT with
Λ˜ = diag[λ˜, λ˜, 0] and P ∈ SO(3). Therefore rank(U) = 2 and, using (11),
ATA = V P Λ˜PTV T . (13)
Note that (V P )T (V P ) = PTV TV P = nI3×3, therefore if we scale V by 1/
√
n and scale λ˜ by n (13) becomes the
eigen-decomposition of ATA. Thus, ATA has two equal eigenvalues, and since λ(ATA) = (σ(A))2 it follows that A has
two equal singular values (and rank(A) = 2). Consequently, the full rank factorization of A is of the formA = U˜ V˜ T , where
U˜ , V˜ ∈ R3n×2.
Next, we construct a full-rank factorization of A based on the columns of U, V ∈ R3n×3. Based on the observation
that rank(U) = 2, without loss of generality we assume that the third column of U is a linear combination of the first
two columns, i.e., u3 = αu1 + βu2 for some α, β ∈ R. Now, A can be decomposed as A = UV T =
∑3
i=1 uiv
T
i =
u1(v
T
1 + αv
T
3 ) + u2(v
T
2 + βv
T
3 ). So a full-rank decomposition of A takes the form A = U˜ V˜
T , with U˜ = [u1,u2] and
V˜ = [v1 + αv3,v2 + βv3]. Note that span(U˜) = span(U) and span(V˜ ) ⊆ span(V ), implying that the columns of U˜ are
orthogonal to the columns of V˜ .
Let A = Uˆ
[
σ 0
0 σ
]
Vˆ T be the SVD decomposition of A, where Uˆ , Vˆ ∈ R3n×2, then
E = A+AT =
[
Uˆ Vˆ
]
Σ
[
Vˆ T
UˆT
]
, (14)
where Σ = σI ∈ S4. We next claim that (14) is the SVD decomposition of E. To that end, we need to show that span(Uˆ)
and span(Vˆ ) are orthogonal sub-spaces. Recall that A can be factorized into A = U˜ V˜ T , such that span(U˜) and span(V˜ )
are orthogonal sub-spaces. Due to the ambiguity of the full-rank factorization, there exists an invertible matrix B ∈ R2×2
such that Uˆ = U˜B and Vˆ = V˜ B−T which implies that span(Uˆ) is orthogonal to span(Vˆ ). This derivation implies that
rank(E) = 4 with 4 identical singular values. Finally, using Lemma ,3 due to the form of singular vectors the eigenvalues of
E are of the form λ, λ,−λ, −λ, where λ = σ > 0.
Next, to prove the second condition, we first construct an SVD decomposition of A, using A = UV T in (i) and
the thin SVD decomposition of T = P
[
σ 0
0 σ
]
QT with P,Q ∈ R3×2 such that PTP = QTQ = I2×2. Let
Uˆ = 1√∑
α2
i


α1R
T
1
...
αnR
T
n

P and Vˆ = 1√n


RT1
...
RTn

Q so that UˆT Uˆ = I2×2 and Vˆ T Vˆ = I2×2. Then, using (10),
A = UV T =
(
n
∑
αi
2
) 1
2
Uˆ
[
σ 0
0 σ
]
Vˆ T .
This thin SVD decomposition of A implies that the thin SVD decomposition of E is of the form (14). Using Lemma 3 we
obtain that Vˆ =
√
0.5(X + Y ) whereX and Y include the eigenvectors of E, and the sub-blocks of Vˆ are orthogonal, since
Vˆi =
1√
n
RTi Q satisfies Vˆ
T
i Vˆi =
1
n
I2×2, i ∈ [n], implying that the second condition is satisfied.
⇐: We show that if E ∈ E satisfies conditions 1-2, E is consistent. Following condition 1, E is of rank 4 with spectral
decomposition of the form as in Lemma 3 and therefore, due to this lemma, its SVD takes the form E = λUˆVˆ T + λVˆ UˆT ,
where Uˆ , Vˆ ∈ R3n×2 are given by Uˆ = √0.5(X − Y ) and Vˆ = √0.5(X + Y ). Moreover, due to condition (2), every 3× 2
block Vˆi satisfies Vˆ
T
i Vˆi =
1
n
I2×2.
Our next aim is to use Uˆ and Vˆ to define U, V ∈ R3n×3 in a form that implies the consistency of E. For each i ∈ [n] we
construct a 3× 3 block V˜i by adding a third column to Vˆi that is set to be the cross product of its two columns, scaled by
√
n.
The sign of this vector is further selected such that det(V˜i) > 0. Consequently,Ri =
√
nV˜i is a rotation matrix, and we let
V =
[
R1, ..., Rn
]T
. (15)
Additionally, we pad Uˆ with a third column of zeros, and then scale the obtained matrix by λ/
√
n, yielding U ∈ R3n×3. It
can be readily verified that E = UV T + V UT .
Next, since E is an n-view essential matrix, Eii = 0, implying that UiV
T
i is skew symmetric. This means that there are
two possible options: either rank(UiV
T
i ) = 2 or rank(UiV
T
i ) = 0. Since rank(Vi) = 3 this respectively implies that either
rank(Ui) = 2 or Ui = 0. By Lemma 5, when rank(Ui) = 2 and rank(Vi) = 3 then
Ti = V
T
i Ui (16)
is skew-symmetric. Moreover, since the third column of Ui is identically zero, then Ti = αiT for some αi ∈ R and T =
0 −1 01 0 0
0 0 0

. This also includes the case that Ui = 0 by setting αi = 0. Combining (15) and (16), Ui = V −Ti Ti = αiRTi T ,
implying thatU =


α1R
T
1
...
αnR
T
n

 T . Finally,E = UV T +V UT and the forms of U and V imply thatE is consistent and realized
by cameras with collinear centers.
B. Proof of Theorem 2
Proof. ⇒: Assume F ∈ F is consistent and realized by cameras with collinear centers. Then, by definition and due to
collinearity F can be formulated as F = A+AT where A = UV T and U, V ∈ R3n×3,
U =


α1V1
...
αnVn

T, V =


V1
...
Vn

 ,
where Vi ∈ R3×3 are full rank, T = [t]× and t ∈ R3.
Next, we show that rank(F ) = 4. Using QR decomposition we can write Vi = K
−T
i R
T
i , whereKi is invertible and upper
triangular and Ri ∈ SO(3). This decomposition is unique due to the full rank of Vi. We can therefore write F = KTEK ,
where the 3n × 3n matrix K is block diagonal with 3 × 3 blocks formed by {K−1i }ni=1 and thus has full rank. As a
consequence rank(F ) = rank(E). By construction E has the same form as in Thm. 1, and therefore rank(E) = 4, implying
also that rank(F ) = 4.
Next, since rank(F ) = 4 and rank(U) = 2 we have that rank(A) = 2 and we can express its full-rank decomposition
as A = U˜ V˜ T , where U˜ , V˜ ∈ R3n×2 and rank(U˜) = rank(V˜ ) = 2. Using Lemma 4 F has two positive and two negative
eigenvalues. This concludes the proof of the first condition.
The second condition is justified as follows. Due to collinearity, ∃e ∈ R3, e 6= 0, s.t. Fjie = 0 for some camera ∃i ∈ [n]
and for all other cameras j ∈ [n], implying that FTi e = 0. Consequently, for all i ∈ [n], rank(Fi) ≤ 2, implying that
rank(Fi) = 2, since otherwise if rank(Fi) < 2 it contradicts the assumption that rank(Fji) = 2, for all j.
⇐: Let F ∈ F then if F satisfies conditions 1 and 2. We prove that it is consistent and realized by cameras with collinear
centers. Condition 1 and Lemmas 4 imply that F can be decomposed into F = Uˆ Vˆ T + Vˆ UˆT , where Uˆ , Vˆ ∈ R3n×2 and
rank(Uˆ) = rank(Vˆ ) = 2 and all 3× 2 blocks are full rank.
We next use Uˆ and Vˆ to define U, V ∈ R3n×3 in a form that implies the consistency of F as follows. U = [Uˆ , 0] and
for each i ∈ [n] we construct a 3 × 3 block Vi by appending a third column to Vˆi, setting it to be the cross product of its
two columns. Since Fii = 0 for all i, then UˆiVˆ
T
i = UiV
T
i is skew-symmetric, and by construction rank(Ui) = 2 and
rank(Vi) = 3. Therefore by Lemma 5, Ti = V
−1
i Ui is also skew-symmetric. Therefore, Ti = [ti]×, for some ti ∈ R3,
implying that Fij = Vi(Ti − Tj)V Tj and therefore that F is an n-view fundamental matrix.
Finally, collinearity follows from the second condition, which implies that ∃e 6= 0 s.t. FTi e = 0. This implies that
Fjie = 0 for all j ∈ [n], asserting that all n cameras are collinear.
C. Supporting lemmas
Below are a few supporting lemmas which Thms. 1 and 2 rely on.
Lemma 3. Let E ∈ S3n of rank 4, and Σ ∈ R2×2, a diagonal matrix, with positive elements on the diagonal. Let
X,Y, U, V ∈ R3n×2, and we define the mapping (X,Y ) ↔ (U, V ) : X = √0.5(Uˆ + Vˆ ), Y = √0.5(Vˆ − Uˆ),
Uˆ =
√
0.5(X − Y ), Vˆ = √0.5(X + Y ).
Then, the (thin) SVD of E is of the form
E =
[
Uˆ , Vˆ
](
Σ
Σ
)[
Vˆ T
UˆT
]
if and only if the (thin) spectral decomposition of E is of the form
E = [X,Y ]
(
Σ
−Σ
)[
XT
Y T
]
.
Proof. The proof is similar to Lemma 6 presented in the supplementary material of [13].
Lemma 4. Let F ∈ S3n be a matrix of rank 4. Then, the following three conditions are equivalent.
(i) F has exactly 2 positive and 2 negative eigenvalues.
(ii) F = XXT − Y Y T with X,Y ∈ R3n×2 and rank(X) = rank(Y ) = 2.
(iii) F = UV T + V UT with U, V ∈ R3n×2 and rank(U) = rank(V ) = 2.
Proof. The proof is similar to the proof given in [14], Lemma 1.
Lemma 5. Let A,B ∈ R3×3 with rank(A) = 2, rank(B) = 3 and ABT is skew symmetric, then T = B−1A is skew
symmetric.
Proof. See Lemma 4 in the supplementary material of [14].
Lemma 6. Let A,B ∈ R2×2 s.t ABT 6= 0 and skew-symmetric. Then it follows that A = BTy where Ty is 2 × 2 skew
symmetric.
Proof. First we note that ABT = Tx, where
Tx =
[
0 x
−x 0
]
for some 0 6= x ∈ R and rank(A) = rank(B) = 2. Therefore,
A = TxB
−T = BB−1TxB−T
Denote by Ty = B
−1TxB−T . Clearly Ty is skew symmetric, since
T Ty = (B
−1TxB−T )T = B−1T Tx B
−T = −B−1TxB−T
where the rightmost equality is due to the skew symmetry of Tx.
Lemma 7. Let A,B ∈ R3×2 with rank(A) = rank(B) = 2 and ABT is skew symmetric. Then B = AT for some skew
symmetric matrix T ∈ R2×2.
Proof.
ABT =
[
Au
aT
] [
BTu b
]
=
[
AuB
T
u Aub
aTBTu a
Tb
]
Where Au, Bu ∈ R2×2 and a,b ∈ R2. As a result
aTb = 0, Aub = −Bua
Assuming first that AuB
T
u 6= 0 we get (using Lemma 6) that
Au = BuT
with T ∈ R2×2 skew symmetric. Consequently,
ABT =
[
BuTB
T
u BuTb
−bTT TBTu 0
]
Since bTTb = 0 we can write
ABT =
[
BuTB
T
u BuTb
bTTBTu b
TTb
]
=
[
Bu
bT
]
T
[
BTu b
]
= BTBT
Since rank(B) = 2, multiplying by B(BTB)−1 yields,
ABTB(BTB)−1 = BT0BTB(BTB)−1
and consequently,
A = BT
A similar construction can be made in case AuB
T
u = 0.
Lemma 8. Suppose that T ∈ R2×2 is a non-zero skew symmetric matrix, and u,v ∈ R2 are orthonormal. Then, (1) it
holds that for any vector x ∈ R2, Tx is perpendicular to x and (2) if x is expressed in terms of the orthonormal basis as
x = αu+ βv then Tx is parallel to βu− αv.
Proof. Since T ∈ R2×2 is skew-symmetric, then for all x ∈ R2 it holds that xTTx = 0, implying that Tx is perpendicular to
x. If x = αu+βv, where u,v ∈ R2 are orthonormal then clearly (βu−αv)Tx = 0. Due to the uniqueness of orthogonality
in R2 (up to scale), we obtain that Tx is parallel to βu− αv.
Lemma 9. Let F ∈ S3n such that (1) F = UV T + V UT with U, V ∈ R3n×2 and (2) ∀i ∈ [n], Fii = UiV Ti + ViUTi = 0.
Suppose that ∃i such that rank(Ui) = rank(Vi) = 1 and UiV Ti = 0, and ∃j 6= i rank(Uj) = rank(Vj) = 2, then
rank(Fij) = UiV
T
j + ViU
T
j ≤ 1.
Proof. W.l.o.g. assume rank(U1) = rank(V1) = 1 and rank(U2) = rank(V2) = 2. Since V2U
T
2 is skew-symmetric and
rank(V2) = rank(U2) = 2, it follows from Lemma 7, that U2 can be expressed as
U2 = V2T (17)
where T ∈ R2×2 is a skew-symmetric matrix.
Since rank(Ui) = rank(Vi) = 1, they can be expressed as
U1 =

α0uTα1uT
α2u
T

 , V1 =

β0vTβ1vT
β2v
T

 (18)
where u,v ∈ R2 with ‖u‖ = ‖v‖ = 1, {αi} and {βi} are scalars. Moreover, since we assume that U1V T1 = 0, it follows
that uTv = 0. Therefore, {u,v} form an orthonormal basis in R2 and thus ∃{γi} and {δi} such that
V T2 =
[
γ1u+ δ1v, γ2u+ δ2v, γ3u+ δ3v
]
2×3 (19)
and by (17) and using Lemma 8 also
UT2 = −TV T2 = a
[
γ1v − δ1u, γ2v − δ2u, γ3v − δ3u
]
2×3 (20)
for some scalar a.
Using (18) and (19), we obtain
U1V
T
2 =

α0α1
α2

 [γ1 γ2 γ3] .
In a similar way, using (18) and (20) we obtain
V1U
T
2 = a

β0β1
β2

 [γ1 γ2 γ3] .
Finally,
F12 = U1V
T
2 + V1U
T
2 =



α1α2
α3

+ a

β0β1
β2



[γ1 γ2 γ3]
implying that rank(F12) ≤ 1
Lemma 10. LetF ∈ F , a n-view fundamentalmatrix, with rank(F ) = 4 such that (1)F = UV T+V UT withU, V ∈ R3n×2,
rank(U) = rank(V ) = 2, (2) rank(Fi) = 2. Then, F can be written also as F = Uˆ Vˆ
T + Vˆ UˆT with Uˆ , Vˆ ∈ R3n×2 such
that for all i ∈ [n], UˆiVˆ Ti is skew-symmetric and rank(UˆiVˆ Ti ) = 2.
Proof. Since Fii = 0 for all i ∈ [n], UiV Ti + ViUTi = 0, and hence UiV Ti is skew-symmetric. Therefore, either
rank(UiV
T
i ) = 2 or UiV
T
i = 0. We thus need to show that there exists a decomposition of F such that UˆiVˆ
T
i 6= 0 for
all i ∈ [n].
Suppose that UiV
T
i = 0 for some i ∈ [n]. First, we note that both cases, that rank(Ui) = rank(Vi) = 2 and rank(Ui) = 1,
rank(Vi) = 2, are not feasible. The former case is infeasible because the null space of Ui only includes the zero vector. The
latter case is infeasible because the null space ofUi is of dimension 1, and the space spanned by the rows of Vi is of dimension
2. Consequently, it remains to analyze the case that either (i) rank(Ui) = rank(Vi) = 1, and (ii) Ui = 0 (or Vi = 0) for some
i ∈ [n]. We further prove that it is possible to generate a valid decomposition, i.e., for all i ∈ [n], UˆiVˆ Ti is skew-symmetric
and rank(UˆiVˆ
T
i ) = 2.
Following the assumptions, rank(F ) = 4 and F = UV T + V UT , such that rank(U) = rank(V ) = 2, and using Lemma
4, it holds that F = XXT − Y Y T where X,Y ∈ R3n×2, rank(X) = rank(Y ) = 2 and we denote X = [x1,x2] and
Y = [y1,y2]. The entries of the vectors are enumerated by subscript i.
Based on theX,Y decomposition, we will construct Uˆ , Vˆ ∈ R3n×2, such that F = Uˆ Vˆ T + Vˆ UˆT , where for any i ∈ [n],
it holds that UˆiVˆ
T
i is skew-symmetric with rank(UˆiVˆ
T
i ) = 2. More precisely, we use either
Uˆ =
1√
2
[x1 + y1,x2 − y2], Vˆ = 1√
2
[x1 − y1,x2 + y2] (21)
or
Uˆ =
1√
2
[x1 + y1,x2 + y2], Vˆ =
1√
2
[x1 − y1,x2 − y2] (22)
to construct a decomposition for F that satisfies the conditions of the lemma. Both decompositions satisfy that F = XXT −
Y Y T = x1 ⊗ x1 + x2 ⊗ x2 − y1 ⊗ y1 − y2 ⊗ y2 = Uˆ Vˆ T + Vˆ UˆT , where we use the symbol ⊗ to the denote the outer
product.
Special case: ∃i such that Ui = 0 or Vi = 0. Assuming that for one of the decompositions, (21) and (22), there exists i
where w.l.o.g. Ui = 0. Then we note that rank(Vi) = 2 since otherwise rank(Fi) < 2. Moreover, ∀j 6= i rank(Uj) = 2 since
otherwise rank(Fij) < 2, and therefore for all j 6= i rank(Vj) ∈ {0, 2}. Consequently, we can use Lemma 12 to construct
the desired decomposition. Hence from now on we discard the case that ∃i such that Ui = 0 or Vi = 0.
First step: for any i ∈ [n] in one of the decompositions, (21) or (22), it holds that rank(Uˆi) = rank(Vˆi) = 2. W.l.o.g.
we prove this for U1, V1. Assume by contradiction that in both decompositions rank(Uˆ1) = rank(Vˆ1) = 1. First, we note
that in both decompositions, the situation that one of the columns of Uˆ1 or Vˆ1 is identically zero, is not possible. W.l.o.g.,
assume that the first column of Uˆ1 in the first representation, x
1
(1:3) + y
1
(1:3), is zero. Then due to the rank 1 assumption
and the relation Uˆ1Vˆ
T
1 = 0, this implies that x
2
(1:3) + y
2
(1:3) is zero, yielding U1 which is identically zero in the second
representation, contradicting the rank1 assumption.
Now, due to the rank1 assumption, we obtain that the following vectors (none of them is zero) are parallel
x1(1:3) + y
1
(1:3), x
1
(1:3) − y1(1:3), x2(1:3) + y2(1:3), x2(1:3) − y2(1:3) ⇒
∃u 6= 0 ∈ R3×1 and scalars {γi 6= 0}4i=1 such that
U1 = [γ1u, γ2u] V1 = [γ3u, γ4u] (23)
Therefore,
F1 = U1V
T + V1U
T
=
[
γ1u γ2u
]
V T +
[
γ3u γ4u
]
UT
=
[
γ1u γ2u γ3u γ4u
] [V T
UT
]
yielding rank(F1) ≤ 1, contradicting the assumption that rank(Fi) = 2.
Second step: Each decomposition satisfies ∀i rank(Uˆi) = rank(Vˆi) = 1 or ∀i rank(Uˆi) = rank(Vˆi) = 2.
Following the first step, we get that for any i ∈ [n], it holds that rank(Uˆi) = rank(Vˆi) = 2 in one of the decompositions.
Select j ∈ [n] and assume w.l.o.g. that rank(Uˆj) = rank(Vˆj) = 2 in the first decomposition. Now, for each i, we know that
UˆiVˆ
T
i is a skew symmetric matrix. Therefore, for any i 6= j rank(UˆiVˆ Ti ) is either 2 or 0. If the rank is 2, then immediately
rank(Uˆi) = rank(Vˆi) = 2. If the rank is 0, i.e., UˆiVˆ
T
i = 0, then rank(Uˆi) = rank(Vˆi) = 1 and this is contradicted using
Lemma 9, and therefore rank(Uˆi) = rank(Vˆi) = 2.
These proof shows that there is a decomposition such that for any i, it holds that rank(Uˆi) = rank(Vˆi) = 2.
Lemma 11. Let F ∈ F , rank(F ) = 4 and F = UV T + V UT where U, V ∈ R3n×2. Let Q =
[
Q11 Q12
Q21 Q22
]
∈ R4×4 such
that it is subject to the following constraints:
1. Q12Q
T
11 +Q11Q
T
12 = 0, i.e.,Q12Q
T
11 is skew symmetric (3 constraints)
2. Q22Q
T
21 +Q21Q
T
22 = 0, i.e.,Q22Q
T
21 is skew symmetric (3 constraints)
3. Q12Q
T
21 +Q11Q
T
22 = I (4 constraints)
It then follows that F = U˜ V˜ T + V˜ U˜T where [U˜ V˜ ] = [U V ]Q.
This Lemma is adapted from [25] that proved a similar result for the case that rank(F ) = 6.
Proof. Denote by J =
[
0 I
I 0
]
∈ R4×4, then,
QJQT =
[
Q11 Q12
Q21 Q22
] [
0 I
I 0
] [
Q11 Q12
Q21 Q22
]T
=
[
Q12 Q11
Q22 Q21
] [
QT11 Q
T
21
QT12 Q
T
22
]
=
[
Q12Q
T
11 +Q11Q
T
12 Q12Q
T
21 +Q11Q
T
22
Q22Q
T
11 +Q21Q
T
12 Q22Q
T
21 +Q21Q
T
22
]
=
[
0 I
I 0
]
where the rightmost equality is obtained by using the constraints on Q. Let U˜ , V˜ ∈ R3n×2 defined as [U˜ V˜ ] = [U V ]Q. It
follows that:
F = UV T + V UT = [U V ]J [U V ]T = [U V ]QJQT [U V ]T = [U˜ V˜ ]J [U˜ V˜ ]T = U˜ V˜ T + V˜ U˜T
Lemma 12. Let F ∈ F , for which the following conditions hold:
1. rank(F ) = 4 and F = UV T + V UT , where U, V ∈ R3n×2
2. rank(Fi) = 2, where Fi denotes the i
th block-row of F , i ∈ [n].
3. For all i ∈ [n], rank(Ui), rank(Vi) ∈ {0, 2}, where Ui and Vi respectively denote the 3 × 2 blocks of U, V , and there
exists at least one block of rank 0.
Then there exists a new decomposition F = U˜ V˜ T + V˜ U˜T such that all the 3× 2 blocks of U˜ , V˜ are of rank 2.
Proof. Following Lemma 11, let α 6= 0 we set Q as follows:
Q11 =
1
α
[
1 0
0 1
]
, Q12 =
[
0 −1
1 0
]
, Q21 =
[
0 −2
2 0
]
, Q22 = α
[−1 0
0 −1
]
It can be readily verified that Q satisfies the conditions above, i.e,
• Q12QT11 = 1α
[
0 −1
1 0
]
• Q22QT21 = α
[
0 −2
2 0
]
• Q22QT11 +Q21QT12 = I
and moreover, the rank of each sub matrix of Q is 2. Denote by
U˜ = UQ11 + V Q21
V˜ = UQ12 + V Q22
U˜i = UiQ11 + ViQ21
V˜i = UiQ12 + ViQ22
Let i ∈ [n], then Fi = UiV T + ViUT =
[
Ui Vi
] [V T
UT
]
. As a result rank
([
Ui Vi
]) ≥ rank(Fi) = 2. Consequently
Ui = 0⇒ rank(Vi) = 2, Vi = 0⇒ rank(Ui) = 2
We consider the following 3 possibilities:
1. Ui = 0⇒ rank(Vi) = rank(Q22) = rank(Q21) = 2. It follows that:
rank(U˜i) = rank(UiQ11 + ViQ21) = rank(ViQ21) = 2
rank(V˜i) = rank(UiQ12 + ViQ22) = rank(ViQ22) = 2
2. Vi = 0⇒ rank(Ui) = rank(Q11) = rank(Q12) = 2 we get that:
rank(U˜i) = rank(UiQ11 + ViQ21) = rank(UiQ11) = 2
rank(V˜i) = rank(UiQ12 + ViQ22) = rank(UiQ12) = 2
3. rank(Ui) = rank(Vi) = 2. Since there exists j 6= i that satisfies one of the two possibilities above it holds that
rank(U˜j) = rank(V˜j) = 2. This implies, due to Lemma 9, that rank(U˜i) 6= 1 and rank(V˜i) 6= 1. Next we exclude
the case that either U˜i = 0 or V˜i = 0. Assume w.l.o.g. that α = 1, rank(U˜i) = 2 and rank(V˜i) = 0, we have that
V˜i = 0 = UiQ12 + ViQ22. Now, if we instead select any αˆ 6= α = 1 then we obtain Vˆi = UiQ12 + ViQˆ22 where
Qˆ22 = αˆQ22, from which we obtain Vˆi = (αˆ− 1)ViQ22 6= 0 where the latter inequality is due to the full rank of Vi and
Q22.
Next, if U˜i = 0 we can choose yet a different value for α, obtaining rank(U˜i) = rank(V˜i) = 2. Overall, there are at
most 2(n− 1) possible choices of values for α that make either U˜i or V˜i for some i ∈ [n] zero. Therefore we can always
choose a value for α that will keep all of these blocks rank 2.
D. Supplementary Results
In the following pages we present additional results for the experiments presented in the main paper. Specifically, we
provide tables with complete running time and with median evaluation for the KITTI dataset, in both calibrated and uncal-
ibrated setups (Tables 1-4 in the paper) . We further include here the complete results for the experiments in Table 7 in the
paper, which involved uncalibrated, unordered internet photos. Below we refer to the paper ”Algebraic Characterization of
Essential Matrices and Their Averaging in Multiview Settings” [13] as GESFM, which stands for “Global Essentials SFM”.
Table 8. KITTI, calibrated: Mean position error in meters before BA. For each dataset and number of cameras we show the median of mean
errors.
Dataset
5 Cameras 10 Cameras 20 Cameras
VP R4 GESFM[13] LUD[20] 1DSFM[34] VP R4 GESFM[13] LUD[20] 1DSFM[34] VP R4 GESFM[13] LUD[20] 1DSFM[34]
00 0.02 0.02 0.30 0.04 0.27 0.04 0.04 1.42 0.06 0.70 0.09 0.09 2.92 0.10 1.47
01 0.37 1.22 2.47 1.06 2.08 0.63 3.12 5.70 1.59 4.69 1.24 5.82 12.1 2.32 4.66
02 0.02 0.02 0.59 0.08 0.86 0.08 0.05 1.90 0.11 1.64 0.22 0.11 4.46 0.19 1.90
03 0.03 0.03 0.21 0.06 0.31 0.12 0.10 0.52 0.05 0.79 0.42 1.32 2.33 0.11 2.11
04 0.03 0.07 0.83 0.10 0.79 0.07 0.09 2.70 0.14 1.65 0.14 0.76 6.14 0.28 4.94
05 0.01 0.01 0.47 0.04 0.36 0.03 0.03 1.51 0.10 0.51 0.08 0.09 3.33 0.12 1.92
06 0.02 0.02 1.03 0.09 0.80 0.05 0.06 2.78 0.09 1.48 0.18 0.76 6.14 0.12 3.91
07 0.01 0.02 0.18 0.04 0.21 0.03 0.03 0.72 0.04 0.35 0.08 0.12 1.53 0.08 1.36
08 0.02 0.02 0.27 0.04 0.61 0.04 0.04 0.79 0.05 0.92 0.09 0.10 1.87 0.15 2.05
09 0.02 0.02 0.51 0.09 0.46 0.05 0.04 2.06 0.07 0.60 0.13 0.11 3.85 0.10 2.24
10 0.02 0.02 0.42 0.05 0.46 0.03 0.04 1.64 0.05 0.91 0.11 0.12 2.45 0.09 2.29
Table 9. KITTI, calibrated: average execution time in seconds, KITTI. [34]’s results are unavailable.
Dataset
5 Cameras 10 Cameras 20 Cameras
VP R4 GESFM[13] LUD[20] VP R4 GESFM[13] LUD[20] VP R4 GESFM[13] LUD[20]
00 0.42 0.48 0.22 0.78 1.18 1.18 0.57 2.30 2.96 2.24 1.47 5.99
01 0.42 0.41 0.22 0.19 1.15 0.95 0.57 0.77 2.97 1.94 1.42 2.29
02 0.43 0.45 0.22 0.58 1.16 1.03 0.57 1.65 2.97 2.12 1.45 4.15
03 0.43 0.55 0.21 1.77 1.20 1.24 0.57 5.88 3.20 2.45 1.50 17.65
04 0.42 0.46 0.22 0.63 1.22 1.05 0.57 1.94 3.04 2.12 1.43 5.29
05 0.43 0.46 0.22 0.66 1.21 1.04 0.62 2.09 3.15 2.12 1.49 5.65
06 0.43 0.42 0.22 0.33 1.27 0.95 0.59 0.95 3.18 1.92 1.52 2.54
07 0.42 0.49 0.22 0.99 1.24 1.10 0.60 3.25 3.07 2.26 1.48 9.63
08 0.42 0.47 0.22 0.79 1.24 1.07 0.57 2.41 3.02 2.16 1.47 6.51
09 0.41 0.47 0.22 0.71 1.24 1.07 0.60 2.00 3.11 2.11 1.46 5.26
10 0.43 0.47 0.22 0.84 1.22 1.05 0.57 2.53 3.06 2.21 1.50 6.68
Table 10. KITTI, uncalibrated: Mean reprojection error in pixels after BA. for each dataset and number of cameras we show the median of
mean errors.
5 Cameras 10 Cameras 20 Cameras
VC R4 GPSFM[14] PPSFM[17] VP R4 GPSFM[14] PPSFM[17] VP R4 GPSFM[14] PPSFM[17]
00 0.12 0.12 0.12 0.13 0.15 0.15 0.42 0.16 0.16 0.16 3.70 0.18
01 0.18 0.19 0.51 0.21 0.25 1.00 1.17 0.29 5.84 6.77 6.38 0.41
02 0.12 0.12 0.14 0.13 0.15 0.15 2.41 0.16 0.16 0.16 10.89 0.19
03 0.14 0.14 0.15 0.16 0.17 0.17 0.18 0.2 0.2 0.2 1.11 0.26
04 0.12 0.12 0.13 0.13 0.15 0.15 4.39 0.15 0.18 0.18 27.03 0.2
05 0.13 0.13 0.14 0.15 0.16 0.16 2.74 0.18 0.18 0.18 18.73 0.22
06 0.12 0.12 0.14 0.13 0.15 0.15 0.26 0.16 0.17 0.17 32.43 0.21
07 0.14 0.14 0.15 0.16 0.17 0.17 3.80 0.2 0.21 0.20 3.60 0.26
08 0.13 0.13 0.14 0.13 0.16 0.16 0.29 0.18 0.19 0.19 1.85 0.21
09 0.11 0.11 0.13 0.12 0.14 0.14 1.10 0.16 0.16 0.16 7.15 0.18
10 0.12 0.12 0.13 0.13 0.15 0.15 1.26 0.17 0.16 0.16 5.65 0.19
Table 11. KITTI, uncalibrated: average execution time in seconds.
5 Cameras 10 Cameras 20 Cameras
VP R4 GPSFM[14] PPSFM[17] VP R4 GPSFM[14] PPSFM[17] VP R4 GPSFM[14] PPSFM[17]
00 0.69 1.39 0.67 1.99 1.81 2.81 1.71 5.50 4.29 5.80 4.28 11.05
01 0.56 0.85 0.50 2.37 1.48 1.88 1.31 5.47 3.89 4.09 2.82 10.10
02 0.62 1.17 0.63 1.71 1.62 2.38 1.57 4.55 4.14 5.01 3.43 10.00
03 0.83 1.71 0.95 2.79 2.08 3.53 2.33 7.51 5.17 8.21 5.84 14.00
04 0.64 1.18 0.67 1.62 1.60 2.35 1.64 4.44 4.21 4.85 3.27 10.49
05 0.65 1.21 0.66 1.84 1.68 2.47 1.55 4.67 4.26 5.27 3.54 10.64
06 0.55 0.93 0.53 1.16 1.44 1.92 1.29 3.11 3.67 4.15 2.69 7.25
07 0.75 1.40 0.70 3.17 1.87 2.97 1.92 11.02 5.04 6.65 4.52 22.41
08 0.68 1.33 0.68 1.93 1.71 2.75 1.78 5.31 4.57 6.16 4.41 10.52
09 0.66 1.25 0.66 2.06 1.68 2.54 1.74 5.03 4.33 5.32 3.91 11.11
10 0.66 1.25 0.68 1.80 1.70 2.61 1.64 4.94 4.55 5.99 4.10 10.42
Table 12. Unordered internet photos, uncalibrated: Mean reprojection error and execution times.
Dataset #points #Images
Error(pixels) Time(s)
OURS GPSFM[14] PPSFM[17] Ours GPSFM[14] PPSFM[17]
Dino 319 319 36 0.43 0.43 0.47 12.32 3.64 3.46
Dino 4983 4983 36 0.43 0.42 0.47 15.75 4.65 13.00
Corridor 737 11 0.26 0.26 0.27 2.48 1.03 1.55
House 672 10 0.34 0.34 0.40 1.82 0.94 1.03
Gustav Vasa 4249 18 0.16 0.16 0.17 4.90 2.47 6.64
Folke Filbyter 21150 40 0.26 0.82 0.31 14.30 6.70 102.77
Park Gate 9099 34 0.31 0.31 0.45 19.68 9.25 31.58
Nijo 7348 19 0.39 0.39 0.44 7.02 3.80 12.68
Drinking Fountain 5302 14 0.28 0.28 0.31 4.64 2.12 9.37
Golden Statue 39989 18 0.22 0.22 0.23 10.08 5.05 36.21
Jonas Ahls 2021 40 0.18 0.18 0.20 13.84 5.49 13.40
De Guerre 13477 35 0.26 0.26 0.28 34.32 11.19 32.67
Dome 84792 85 0.24 0.24 0.25 108.18 65.12 226.13
Alcatraz Courtyard 23674 133 0.52 0.52 0.57 126.40 63.94 151.28
Alcatraz Water Tower 14828 172 0.47 0.47 0.59 169.08 90.24 71.80
Cherub 72784 65 0.75 0.74 0.81 48.52 27.30 101.64
Pumpkin 69335 195 0.38 0.38 0.44 203.06 93.32 222.09
Sphinx 32668 70 0.34 0.34 0.36 39.63 31.41 79.91
Toronto University 7087 77 0.24 0.54 0.26 30.47 26.59 91.26
Sri Thendayuthapani 88849 98 0.31 0.51 0.33 219.11 220.25 325.58
Porta san Donato 25490 141 0.40 0.40 3.56 126.54 82.18 157.96
Buddah Tooth 27920 162 0.60 0.60 0.71 142.02 59.75 81.05
Tsar Nikolai I 37857 98 0.29 0.32 0.31 89.93 70.79 101.01
Smolny Cathedral 51115 131 0.46 0.48 0.50 303.62 210.75 263.60
Skansen Kronan 28371 131 0.41 0.44 0.44 118.60 83.43 161.81
