























全グループ共通の潜在的な条件付き密度関数h1; : : : ; hGがあり, 各グループの密度関数
はこれらの潜在密度関数の有限混合で表現される.
設定







ighg(yjx;g); i = (i1; : : : ; iG)t  Dir(): (1)
Dir(): パラメータのディリクレ分布
hg(j;g): p次元未知パラメータgをもつ潜在密度関数























ただし = (t;t)tおよびwijg = I(zij = g)である. このモデルにおいてパラメータ推定
を行うためのMonte Calro EM (MCEM)アルゴリズムは次のようになる.
1.初期値(0)を設定し, t = 0とする.
2.以下の完全条件付き分布を用いてGibbs samplingによりwijg, iを生成し, 期待値
E[wijg]; E[log ig]を計算.
Pr(wijg = 1) =
ighg(yijjxij;(t)g )PG
l=1 ilhl(yijjxij;(t)l )
; j = 1; : : : ; ni; g = 1; : : : ; G
i  Dir(pos;(t)i ); pos;(t)ig = (t)g +
niX
j=1
I(wijg = 1); g = 1; : : : ; G
3.前ステップで計算した E[wijg]; E[log ig]を利用して, 以下の最大化問題を解き,

























































m = 50, ni = 30, xij  N(0; 1)
Gi 2 f1; 2; 3gをそれぞれ1=3の確率で選択し, それに応じて以下からyijを生成.
fi(yjx) = (y; 1 + x; 1); (Gi = 1);
fi(yjx) = 0:5(y; 1  x; 0:5) + 0:5(y;x; 1); (Gi = 2)
fi(yjx) = 0:2(y; 1 + 1:5x; 0:6) + 0:3(y; 0:5x; 1:2) + 0:5(y; 2; 0:5); (Gi = 3):
得られたデータセットに対して提案手法(M1),各グループごとに混合分布を当てはめる
モデル(M2), グループ構造を無視して全体に混合分布を当てはめるモデル(M3)を適用.
各手法で推定された密度関数と真の密度関数とのmean integrated squared error (MISE)
と, 25; 50; 75%分位点のmean squared error (MSE)を50回のくり返しから計算. (Figure 1.)
中央値(50%分位点)以外では提案手法が良い推定値を与えていることがわかる.
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Figure 1: (A): M1に対するM2(赤)およびM3(青)のMISE比の対数値. (B)-(D): M1に対するM2(赤)およびM3(青)の分位点(25; 50; 75%)のMSE比の対数値.
