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Introduction 21
Since the seminal work of Zadeh [39] , the traditional 0-1 logic has been extended to 22 fuzzy logic, characterized by a membership function between 0 and 1. This extension has 23 triggered significant theoretical developments and numerous successful industrial 24 applications [17, 41] , and provides a powerful alternative other than probability theory to 25 characterize uncertainty, imprecision, and vagueness in many fields [40] . Intuitionistic 26 fuzzy sets (IFSs), initiated by Atanassov [1] , represent one of the key theoretical 27 developments, which considers not only to what degree an element belongs to a particular 28 set (membership function) but also to what degree this element does not belong to the set 29 (nonmembership function). The notion of IFSs is further generalized [3] by allowing the 30 membership and nonmembership functions to assume interval values, thereby introducing 31 the concept of interval-valued intuitionistic fuzzy sets (IVIFSs). 32
From a voting perspective, the membership function of an IFS can be loosely 33 regarded as the percentage of approval votes, the nonmembership function can be 34 interpreted as the rejection percentage, and the remaining portion that is not included in 35 either the membership or nonmembership function can be conveniently treated as 36 abstention. Due to these distinct features in characterizing vagueness and uncertainty in 37 human decision making processes, IFSs have been widely employed to develop diverse 38 decision aid tools. For instance, the concept of score functions is introduced by Chen and 39 Tan [6] to evaluate alternatives under multiple attributes where assessments of each 40 alternative against the attributes are expressed as vague values, or equivalently, 41 intuitionistic fuzzy numbers as pointed out by Deschrijver and Kerre [9] . Subsequently, 42
Hong and Choi [14] indicate that the score function cannot discriminate some alternatives 43 although they are apparently different and, hence, propose an accuracy function to 44 measure how accurate are the membership and nonmembership (or negation in the vague 45 set term) functions, thereby furnishing additional discrimination powers. Liu and Wang 46 [22] extend this research by first introducing an evaluation function based on t-norm and 47 t-conorm and, then defining an intuitionistic fuzzy point operator and developing several 48 new score functions based on the evaluation function and point operator. If a score 49 function is employed to rank alternatives, a higher score value means a more preferred 50 alternative. 51
Another active research topic is the investigation of multiattribute decision making by 52 introducing intuitionistic fuzzy aggregation operators. Xu and Yager [37] and Xu [32] 53 examine geometric and arithmetic aggregation operators, respectively. Multiattribute 54 decision making under IFSs is further investigated by Li [20] , where a series of 55 optimization models are introduced and manipulated to generate optimal attribute 56 weights. The applications of IFSs are also extended to decision situations involving 57 multiple decision-makers (DMs): Szmidt and Kacprzyk [27] put forward some solution 58 concepts in group decision making with intuitionistic fuzzy preference relations, and 59 alternative. With ever increasing complexity in many decision situations in reality, it is 91 often a challenge for a decision-maker (DM) to provide attribute values and weights in a 92 precise manner. Therefore, a general trend in the literature is to investigate decision 93 models with incomplete information. For instance, attribute values have been relaxed to 94 be a range rather than an exact value [4, 6, 14, 18, 20, 22, 27-30, 33-35, 38] , and 95 incomplete attribute weight information has also been extensively investigated from 96 different perspectives [18, 26, 36] . In addition, more and more research along this 97 direction has been conducted within a fuzzy or intuitionistic fuzzy framework [14, 19-22, 98 27-30, 33-36, 38] . The purpose of this article is to propose a novel approach to 99 multiattribute decision analysis in which attribute values are expressed as IVIFNs and 100 incomplete attribute weights are identified as a set of linear constraints that may take any 101 form as those in [18, 26, 36] . To rank alternatives based on their aggregated IVIFN 102 values, a new method is devised to compare any two IVIFNs in Section 3. To obtain 103 aggregated IVIFN values, this approach, motivated by the treatments in [20], starts with 104 manipulating a series of linear and nonlinear programming models, and eventually 105 derives a linear program to determine attribute weights for aggregating individual IVIFN 106 assessments into a single IVIFN value for each alternative (Section 4). 107
Intuitively, extending from IFNs to IVIFNs furnishes additional capability to handle 108 vague information because the membership and nonmembership degrees are only needed 109 to be expressed as ranges of values rather than exact values. When the uncertainty in an 110 IVIFN's membership and nonmembership degrees diminishes to zero, the IVIFN is 111 reduced to an IFN. Therefore, compared to the multiattribute decision models in existing 112 literature [14, 20, 22, 36, 38] , the proposed approach makes a useful contribution by 113 empowering a DM with more flexibility in tackling vagueness and uncertainty in its 114 assessments, thereby providing an effective means to applying IVIFNs in multiattribute 115 decision making with incomplete weights. Another key contribution of this article is the 116 novel comparison method for IVIFNs in Section 3, which is able to differentiate any two 117
IVIFNs. 118
An earlier version of this paper was presented at a conference and published in the 119 proceedings [30] . The current manuscript significantly expands the conference paper by 120 providing new theorems (Section 4) to validate the proposed approach and introducing a 121 new method (Section 3) to compare two IVIFNs rather than depending on a TOPSIS 122 (technique for order performance by similarity to ideal solution [16]) based approach to 123 ranking alternatives. Moreover, this paper has been thoroughly rewritten to explain the 124 procedure more carefully and enhance its readability. The updated illustrative example in 125
Section 5 demonstrates that two alternatives cannot be distinguished by using the 126 TOPSIS approach in the conference paper, but a full ranking can be obtained by using the 127 newly designed approach to comparing two IVIFNs in Section 3. The approach here also 128 significantly differs from that reported in Wang and Wang [29] , from the process of 129 determining attribute weights (eigenalue-based), to the aggregation operator (weighted 130 arithmetic average) and ranking method (only score and accuracy functions are employed 131 there). 132
The remainder of this paper is organized as follows: Section 2 reviews some basic 133 concepts related to IFSs and IVIFSs. A novel method is introduced for comparing any 134 two IVIFNs in Section 3. Section 4 establishes a linear programming approach to 135 multiattribute decision making under interval-valued intuitionistic fuzzy environment. A 136 numerical example is developed to demonstrate how to apply the proposed approach and 137 some comparative studies are conducted in Section 5, followed by some concluding 138 remarks in Section 6. 139
Preliminaries 140
Some basic concepts on IFSs and IVIFSs are introduced below to facilitate future 141 discussions. 142
Definition 2.1 (Atanassov [1] ). Let a set X be fixed, an intuitionistic fuzzy set (IFS) A 143 in X is defined as 144
where the functions :
 denote the degrees of membership and nonmembership of element 148
is usually called the intuitionistic 149 fuzzy index of x A  , representing the degree of indeterminacy or hesitation of x to A. It is 150
Deschrijver and Kerre [9] have shown that IFSs are equivalent to interval-valued 152 fuzzy sets (also called vague sets [10]) and both can be regarded as L-fuzzy sets in the 153 sense of Goguen [11] . 154
In reality, it may not be easy to identify exact values for the membership and 155 nonmembership degrees of an element to a set. In this case, a range of values may be a 156 more appropriate measurement to accommodate the vagueness. As such, Atanassov and 157 Gargov [3] introduce the notion of interval-valued intuitionistic fuzzy set (IVIFS). 158 
, respectively. Therefore, another equivalent way 168 to express an IVIFS A  is 169
Similar to IFSs, for each element x X  we can compute its hesitation interval relative 172 to A  as: 173
contains only one real value, i.e., if for every 175
then, the given IVIFS A  is degraded to an ordinary IFS.
178
For any given x, the pair ( ( ), ( ))
is called an interval-valued intuitionistic 179 fuzzy number (IVIFN) [34, 38] . For convenience, the pair ( ( ), ( ))
measures a DM's hesitation about the membership 183 of x to A and also represents the DM's uncertainty. For IVIFSs, the uncertainty comes 184 from three sources: membership uncertainty in
, and hesitation uncertainty in
This differentiation of uncertainty sources plays an 187 instrumental role in devising a novel method for comparing two IVIFNs in Section 3. 188
A novel method for comparing two IVIFNs 189
In the proposed multiattribute decision approach in Section 4, the eventual evaluation 190 of each alternative will be based on an aggregated IVIFN. In order to rank alternatives, it 191 is necessary to consider how to compare two IVIFNs. 192 When the comparison of two IFNs is extended to the interval-valued case, a similar 204 line of thinking can be adopted. For instance, Xu [34] introduces the score and accuracy 205 functions for IVIFNs and applies them to compare two IVIFNs. However, due to the 206 specific characteristics of intervals and the three different types of uncertainty (See 207 Remark 2.1), the score and accuracy functions together sometimes cannot tell the 208 difference between two IVIFNs. In this case, it is necessary to examine the difference 209 between two IVIFNs using two additional functions as detailed below. The first two 210 functions are proposed by Xu [34] , but the last two are introduced in this research. 211
1. Score function: The difference between the membership and nonmembership 212 functions,
[ , ]
. As these functions are interval-valued, the means 213 of the respective intervals are employed for the calculation. This difference is comparable 214 to the score function in the IFN case and, hence, we have: 215
It is obvious that 1 ( ) 1.
The score function captures the overall degree of 218 belonging to a certain set by deducting its nonmembership from its membership function 219 and, hence, can be used as a basis to compare two IVIFNs. For two IVIFNs, the one with 220 a smaller score function corresponds to a smaller IVIFN. However, two different IVIFNs 221 may possess an identical score value as shown in the following example. 222 Generally speaking, the accuracy function measures the amount of information 231 captured by the membership and nonmembership functions, and the remaining portion 232 characterizes the degree of hesitation. When the score function is the same for two 233 IVIFNs, the smaller the accuracy function, the larger the hesitation and, hence, the 234 smaller the corresponding IVIFN. For the two IVIFNs in Example 3.1, since their score 235 function value is identical but
It is clear that the introduction of the accuracy function increases the discriminatory 237 power. Nevertheless, in some situations, the score and accuracy functions together still 238 cannot tell the difference between two distinct IVIFNs. For instance, 239
It is easy to verify 241
. Therefore, these five IVIFNs are still indistinguishable. 243
As a matter of fact, for any two IVIFNs, as long as the means of their membership 244 and nonmembership intervals are respectively equal, the score and accuracy functions of 245 the two IVIFNs will be identical and, hence, indistinguishable under these two functions.  , its membership uncertainty index is 256
It is easy to tell that 1 ( ) 1 
However, with the three functions, ( 
hence, the three functions will not be able to distinguish 273 these two IVIFNs. In this case, the uncertainty contained in the hesitation interval has to 274 be examined. When the other three functions are equal, a larger hesitation uncertainty corresponds 280 to a smaller IVIFN. By introducing ( ) G  , the four IVIFNs in Example 3.3 can be ranked. 281
Given these analyses, we can now introduce a procedure to compare any two IVIFSs. 283
Definition 3.5 For any two IVIFNs Definition 3.5. Once these two IVIFNs are differentiated at a certain priority level, the 305 calculation terminates and functions at lower priority levels will not be computed. This 306 prioritized sequence of comparison method has many applications in reality. For instance, 307 many Canadian research-intensive institutions recruit their tenure-track faculty members 308 following a priority order of research first, teaching second, and service last. Theorem 3.1 309 below confirms that any two different IVIFNs will always be distinguishable by 310 
Proof: The sufficient condition obviously holds true. Next, if      , then Definition 314
315
From the definitions of ( ), ( ), ( ), and ( ) S H T G     , we have 316
By solving the four equations, we have a 1 = a 2 , b 1 = b 2 , c 1 = c 2 , d 1 = d 2 .
Q.E.D. 319 By the definition of score functions, we have
Two cases have to 330 be considered: 331
Rearranging the terms yields 335
According to the definition of accuracy functions, 337
Once 339 again, two cases may arise 340
(3.4) -(3.1) leads to 1 The proof also reveals that any two IVIFNs satisfying the conditions of Theorem 3.2 350 can be differentiated by the score and accuracy functions. IFSs presented by Li [20] , this article extends the idea and proposes a similar framework 408 to handle multiattribute decision making problems with incomplete attribute weights 409 under IVIFSs. 410
As per Definition 3.6, the following two optimization models can thus be established 411 for each alternative: ( 1, 2, , ; 1, 2, , ),
. . ,
for each i = 1, 2, …, n. 416
Similar to the treatment in Li [20] , (4.1) can be converted to the following two linear 417 programs: 418
and 420
for each i=1,2,…,n. 422 By following the same manner, (4.2) is transformed to the following two linear 423 
are optimal solutions of (4.3), (4.4), (4.5), 438
and (4.6), respectively, and ij ij a b
 and  ij ij c d . According to (4.3), we have 439
where the first inequality is due to the fact that LL ij w  is an optimal solution of (4.3) and 441 Similarly, from (4.6), one can obtain 444
where the first inequality is confirmed since 1 
. Therefore, written in an IVIFN format, the optimal aggregated value of 457 the alternative i x X  can be given as 458
As the weight vectors , , , and
are independently determined by the 460 four linear programs (4.3), (4.4), (4.5) and (4.6), respectively, it is understandable that 461 they are generally different, i.e., LL
 for i = 1, 2, …, n and j = 1, 2, …, m. Therefore, it is not fair to compare the 463 aggregated values of all alternatives based on the different weight vectors. A more 464 reasonable common ground for comparing the aggregated values is to derive a unified 465 weight vector and apply this same weight vector to all alternatives. The following 466 discussions aim to obtain such a weight vector. The general procedure is similar to that 467 reported in [20], but it has been adapted to accommodate the specific structure of IVIFNs. 468
Since X is a non-inferior alternative set, no alternative dominates or is dominated by 469 any other alternative. Hence, when all alternatives, rather than a single alternative in (4.3) 470 and (4.4), have to be considered, the contribution to the objective function from each 471 alternative should be treated with an equal weight of 1/n. Therefore, parallel to (4.3) and 472 (4.4), we have the following two aggregated linear programs. 
Here the first inequality holds true because LL ij w  is an optimal solution of (4.3) and 0 j w 515 is a feasible solution of this minimization problem. The 2 nd and 3 rd inequalities are due to 516
The last inequality is confirmed because the objective function value of a 517 feasible solution 0 j w is always no more than that of an optimal solution LU ij w  for the 518 maximization problem (4.4). Therefore, we have
Similarly, as
choose the best alternative(s). 538
Remark 4.3 539
In an actual decision process, it is often unnecessary to calculate the values for all 540 four functions. For instance, if the purpose of the decision problem is to choose the best 541 alternative(s) and the sequential order in Definition 3.5 is followed to compute the 542 function values, whenever no tie is found for the best value of a function (largest for 543 ( ) and ( ) S H   , but smallest for ( ) and ( ) T G   ), the best choice is ascertained and it is not 544 necessary to calculate remaining function values in any lower hierarchy as detailed in 545 Definition 3.5. Even if the decision problem is to obtain a full ranking of all alternatives, 546 calculations may terminate before all four functions are entertained. For an example, see 547
Section 5. 548
Remark 4.4 549
From the modeling process, one can understand that the proposed framework here is 550 able to handle incomplete weight information characterized by a subset of linear 551 relationships given in Section 4.1. In addition, the aggregation process is achieved 552 through a series of optimization models that take the individual IVIFN assessments as 553 input, and the conversion from IVIFNs to real values is delayed until the last step when 554 different alternatives' aggregated IVIFN values are compared. This treatment avoids loss 555 of information due to conversions at early stages. Another advantage of this framework is 556 its novel comparison method that is able to distinguish any two different IVIFNs as 557 shown in Section 3. In terms of limitations of the proposed approach, an inherent 558 assumption of the aggregation process is that the attributes are independent and the 559 individual membership and nonmembership functions are linearly additive. If other forms 560 of information fusion schemes are required, this model would not be applicable. In 561 addition, the proposed approach requires that all individual assessment information must 562 be provided as IVIFNs in full and no missing data are allowed in the decision matrix. 563
Further research is necessary to expand this approach to accommodate these needs for 564 different fusion mechanisms and missing assessment data. 565
An illustrative example 566
This section adapts an investment decision problem in [12] to demonstrate how to 567 apply the proposed approach. Although this example is provided in the context of 568 selecting an optimal investment opportunity from a list of four choices in respect to four 569 attributes against which each choice is assessed, it should be noted that, as suggested and 570 illustrated by Merigo and Gil-Lafuente [24] and Xu and Yager [38] , the proposed 571 approach can be easily applied to a host of practical decision problems that involve 572 choosing an optimal alternative from a list of alternatives when multiple attributes must 573 be onsidered. For instance, selecting the best candidate to fill a tenure-track faculty 574 position at a Canadian university typically requires each recruitment committee member 575 to rank short-listed applicants based on different criteria such as research achievements/ 576 potentials, teaching/presentation skills, ability to attract funding from government 577 agencies and industries, and service to the profession and academic community. From 578 each committee member's perspective, this is a typical mutltiattribute decision making 579 situation and the weights among different attributes can be conveniently captured by a list 580 of constraints as shown in Section 4.1 and individual assessments may well be expressed 581 as IVIFNs. 582
For the following example, assume that a fund manager in a wealth management 583 firm is assessing four potential investment opportunities, 
589
Each element of this matrix is an IVIFN, representing the fund manager's assessment 590 as to what degree an alternative is and is not an excellent investment as per an attribute. 591
For instance, the top-left cell, ([0.42, 0.48], [0.4, 0.5]), reflects the fund manager's belief 592 that alternative 1 x is an excellent investment from a risk perspective ( 1 a ) with a margin 593
