Humans exhibit a suite of biases when making economic decisions. We review recent research on the origins of human decision making by examining whether similar choice biases are seen in nonhuman primates, our closest phylogenetic relatives. We propose that comparative studies can provide insight into four major questions about the nature of human choice biases that cannot be addressed by studies of our species alone. First, research with other primates can address the evolution of human choice biases and identify shared versus human-unique tendencies in decision making. Second, primate studies can constrain hypotheses about the psychological mechanisms underlying such biases. Third, comparisons of closely related species can identify when distinct mechanisms underlie related biases by examining evolutionary dissociations in choice strategies. Finally, comparative work can provide insight into the biological rationality of economically irrational preferences. 
INTRODUCTION

De toutes les définitions de l'homme, la plus mauvaise me paraît celle qui en fait un animal raisonnable [Of all the definitions of man, the worst is that he is a rational animal].
Anatole France, Le Petit Pierre (1918) Our species has long been heralded as "the rational animal," but you might not know it from a quick glimpse into a psychology textbook. Indeed, after the past 50 years of work in judgment and decision making, we now know that human choice is often not as rational as one might expect. In a number of contexts, human decisions tend to systematically deviate from what rational choice models would predict. For example, we consistently attend too much to irrelevant information (see reviews in Kahneman 2011), fall prey to contextual and situational variables (see Danziger et al. 2011) , and even rationalize our bad decisions (see review in Harmon-Jones & Mills 1999) . Moreover, many of these irrational biases operate quickly, effortlessly, and outside of our awareness-which means that merely recognizing that we have a bias does not always make that bias go away (Santos & Gendler 2014) . These so-called irrationalities in human decision making have garnered much attention in social psychology and behavioral economics. Indeed, there are many reasons to study the psychological mechanisms that underlie irrational decision making in humans: to make better predictions about how people will act in the real world, to generate new hypotheses about the factors that may lead human decisions astray, or even to create or refine economic policy based on evidence. But in this review, we argue that if psychologists want to truly understand human decision making, we should also be interested in the evolutionary origins of these decision-making biases. That is, we should explore whether animals-particularly our closest living evolutionary relatives, the nonhuman primates-share our decision-making biases.
Of course, animals must also make decisions about rewards in their natural lives-many other species face decision trade-offs where they must account for costs, such as temporal delays and uncertainty, as well as the potential payoffs in pursuing different courses of action. In this way, the decisions that humans face in economic contexts often have clear analogues with the problems that animals face when foraging for food or seeking mates. Consequently, the types of choices that psychologists and behavioral economists focus on in humans-such as intertemporal preferences and risk preferences-are also ubiquitous in biology and behavioral ecology. Indeed, there have been major theoretical and empirical advances in our knowledge of animal decision making from studies of distantly related species such as birds, rodents, and insects (Bautista et al. 2001 , Caraco 1981 , Kacelnik & Bateson 1997 , Kamil et al. 1987 , Krebs & Davies 1978 , Real 1991 , Stephens & Anderson 2001 , Stephens et al. 2004 ). In the current review, however, we focus on more recent work investigating the roots of human biases in nonhuman primates, our closest phylogenetic relatives. Our goal in reviewing primate work specifically is to integrate behavioral economic work on human preference violations with methods from comparative psychology that are used to carefully tease apart the cognitive mechanisms underlying these observed behaviors, as well as biological theories that allow researchers to assess the evolutionary impact of different choice strategies.
Throughout this review, we argue that comparative research on decision-making biases in primates is critical for understanding the decision-making biases observed in humans. In particular, we argue that comparative research can provide four types of insights into human decision-making biases. First, comparative studies can illuminate the phylogeny of biases: which human decisionmaking biases are shared with other primates, and which are instead unique to our species. Second, comparative research can inform the particular cognitive mechanisms that are necessary for a given decision-making bias to emerge by examining decision-making processes in species that lack relevant mechanisms. Third, studies of closely related primate species can disentangle the psychological processes underlying different types of choices by assessing whether they evolve in tandem across species-that is, such studies can provide a new window into dissociations between different decision-making strategies. Finally, comparative work can generate new theories about why different decision-making biases emerged in the first place by evaluating their evolutionary function. In this way, comparative work provides an important theoretical framework for considering the optimality (or lack therefore) of different strategies from a biological perspective.
ARE HUMAN BIASES SHARED WITH OTHER PRIMATES?
One important question nonhuman primates can answer about the nature of human decision making concerns whether human biases are unique to our species. Despite our shared biological endowment, humans are quite different from other primates-humans have larger brains, use sophisticated technology, and engage in extensive cooperative endeavors. Identifying the reasons that humans show these salient differences is of fundamental importance not just in psychology and the social sciences, but in philosophy and biology as well (Hare 2011 , Herrmann et al. 2007 , Hill et al. 2009 , Rosati et al. 2014 , Sterelny 2012 , Tomasello et al. 2005 . However, for psychologists interested in the nature of human decision-making biases, the question of uniqueness has a different character. Typically, debates about the psychological processes that are uniquely derived in humans focus on cognitive capacities that appear to be more advanced in humans than in other species, such as our capacity for human speech, complex tool use, and mathematical reasoning. Exploring whether the irrational biases seen in humans are unique therefore turns the typical comparative cognition debate on its head: When using comparative cognition techniques to study the origin of human biases, we are not examining whether humans are uniquely smart in some capacity, but rather whether we are uniquely irrational. Despite this important difference, an empirical investigation into the evolutionary origins of our less rational tendencies shares many commonalities with studies of human exceptionality (Santos & Chen 2009 ). In both cases, a major approach for understanding why humans possess such abilities (or fallibilities) is examining the roots of human cognitive systems. Comparative cognition therefore investigates the evolutionary origins of human cognition by examining the patterns seen in other species. Doing so is critical to illuminate the phylogenetic history of such biases: If a particular bias is widely shared among other primates, this indicates that the heuristic in question is evolutionarily ancient. Such data on phylogenetic patterns can begin to shed light on differences between economic rationality, or violations of rational choice theory, and biological rationality-a distinction discussed further in later sections. Furthermore, understanding whether a particular bias is unique (or what other species share that bias) provides important insights about the types of experiences that are necessary for that pattern of decision making to emerge. For example, if many other primates share a given bias, this suggests that the human bias might not be learned through experience with economic markets-much like inferences from developmental research on decision making in children (Harbaugh & Krause 2002) . In this way, comparative research can tell us about the psychological mechanisms that underlie different traits.
Framing Effects
Decades of research in judgment and decision making have revealed that human choices are routinely subject to framing: We tend to view choice options not in absolute terms but rather relative to salient reference points (for a review, see Kahneman 2011). For example, when considering different options for combating a deadly disease, people respond differently when the same options are presented in terms of losses (i.e., lives lost) versus gains (i.e., lives saved; Tversky & Kahneman 1981). Such framing effects have long been observed in human behavior in both the lab (Kahneman & Tversky 2000) and field studies (Genesove & Mayer 2001 , Odean 1998 . These studies indicate that encoding the value of alternative options relative to some reference point is a pervasive component of how humans make choices. Although these effects are thought to stem from widely shared neurobiological mechanisms (De Martino et al. 2006) , until recently little research has examined framing effects in nonhumans (see Marsh & Kacelnik 2002) . Are humans unique in their tendency to see their decisions in relative terms, or are other primates also affected by the way different decision options are presented? Chen and colleagues (2006) were the first to explore whether nonhuman primates were also susceptible to framing effects. To test this question, they developed an experimental token economy in which brown capuchin monkeys (Cebus apella) could trade tokens with human experimenters in exchange for food. The monkeys then could choose between two experimenters who gave the same average number of apple pieces across trials but differed in terms of how this final payoff was framed. In one study, monkeys had a choice between one experimenter (the gains experimenter) who started by showing the monkey one piece of apple and sometimes added an extra piece of apple, and a second experimenter (the losses experimenter) who started by showing the monkey two pieces of apple and sometimes removed one. Monkeys showed an overwhelming preference for the gains experimenter over the losses experimenter-even though they received the same payoff from both. In this way, capuchins appear to avoid options that are framed as a loss, just as humans do.
In a later study, Lakshminarayanan and colleagues (2011) tested whether monkeys' loss aversion would lead them to take on more risk in an attempt to avoid losses. Capuchins were presented with a choice between a safe experimenter (who always provided a reliable amount of food) and a risky experimenter (who sometimes varied the amount of food that they provided from trial to trial). However, this choice varied in whether it was framed as a loss or a gain. In one condition, monkeys were presented with a choice between safe and risky gains-the risky experimenter initially presented one apple piece and sometimes added two extra apple pieces, whereas the safe experimenter always started with one apple piece and always added one extra piece. In the other condition, monkeys received a choice between safe and risky losses-the risky experimenter started with three apple pieces but sometimes reduced it to one piece, whereas the safe experimenter always started with three apple pieces and always reduced it to two pieces. Although the expected value and risk levels were the same across the gain and loss conditions, monkeys did not treat these conditions similarly. All monkeys chose the risky over the safe experimenter in the losses condition, but they showed the opposite preference in the gains condition. In this way, monkeys exhibited a reflection effect: They tended to seek out more risk when dealing with losses compared to gains (Lakshminarayanan et al. 2011) . Overall, capuchins exhibited qualitatively similar framing effects as human tested in similar framing studies (Kahneman 2011 , Kahneman & Tversky 1979 , Tversky & Kahneman 1981 . Importantly, this capuchin work indicates that framing-a bias that at first glance might appear to be unique to human decisions-also plagues the decisions of other primates. This suggests that human framing biases might have deep roots in cognitive systems that are broadly shared across species (see also Marsh & Kacelnik 2002) .
Peak-End Effect
Another set of psychological heuristics that humans exhibit concerns the strategies we use to evaluate past events. Rather than evaluating a past episode in terms of all available time points, people tend to evaluate events by focusing only on their subjective reactions to two time periods: the event's peak goodness (or badness) and the conclusion of the event. This well-documented heuristic is referred to as the peak-end effect. In one example, participants were asked to recall a painful event: holding their hands in cold water (Kahneman et al. 1993) . However, both the length of this event and how well the event ended were varied in order to assess how this impacted the participant's memories. Surprisingly, participants tended to remember longer painful events that ended well as less bad than shorter painful events that ended poorly. In this way, people tend to ignore the duration of an event-how long it was-when subjectively evaluating it. Instead, they seem to focus solely on the event's peak and ending when assessing it after the fact (Redelmeier et al. 2003) .
Are humans the only creatures to subjectively evaluate events using this peak-end heuristic? Many researchers have argued that humans differ from other animals in the extent to which we can think about and explicitly evaluate past episodes (see review in Roberts 2002) . Under this view, humans might have a unique set of heuristics for subjectively evaluating past events. On the other hand, nonhumans are clearly capable of making choices between sequences of rewards over time (Brunner 1999 , Brunner & Gibbon 1995 and thus may share human-like heuristics. To test these alternatives, primate researchers have begun to evaluate whether primates treat sequences differently depending on their peak and endpoints. Although results for a consistent peak-end effect are somewhat mixed (Xu et al. 2011) , recent work suggests that some primates may use a peakend heuristic like that of humans. Blanchard and colleagues (2014) , for example, tested whether rhesus monkeys (Macaca mulatta) shared a human-like peak-end effect. They familiarized monkeys with different reward sequences and then gave monkeys a choice between the sequence they had just experienced and a standard neutral sequence. The authors found that monkeys' choices were affected by how the sequence ended. In one striking example, merely adding an extra low-valued reward to the end of an otherwise high-value sequence reduced the monkeys' subjective preference. Similarly, the authors also found evidence that monkeys tended to overweight sequences with a highly valued peak. Thus, there is increasing evidence that biased sequence evaluations are not unique to humans: Like humans, rhesus monkeys appear to overweight the peak and end point of an episode. In this way, the heuristics that humans use to think about and evaluate the past appear to be shared by other nonhuman primates as well.
Counterfactual Reasoning
So far we have seen that nonhuman primates share human-like heuristics for evaluating options when making choices (framing) and evaluating experiences after the fact (peak-end effect). Yet when humans make decisions, we account for not only what did happen, but also what could have happened (Platt & Hayden 2011) . Reasoning about such counterfactual (or hypothetical) events is especially common after failures to achieve a desired outcome: When people are faced with bad outcomes, they often consider what they might have done differently to achieve their goals (Byrne 2002) . Such counterfactual reasoning tends to bias people to learn about appropriate courses of action and adjust their future behaviors, especially after making a poor choice. Moreover, counterfactual learning often seems driven by a particular emotional experience: the feeling of regret. That is, people feel regret when they realize that things would have turned out better had they acted differently, and this experience can cause people to shift their patterns of choice (Coricelli et al. 2007 , Zeelenberg et al. 1996 . Importantly, this ability to derive pain or pleasure from events that are not directly experienced stands in contradiction to traditional conceptions of utility, which depend entirely on learning from the actual outcome one received from a particular option (Bell 1982 , Loomes & Sugden 1982 . That is, classical economic models suggest that it is rational to feel disappointed if you gamble and lose, but it is irrational to additionally kick yourself for not choosing a different slot machine (but note that accounting for both actual and hypothetical outcomes over sequences of choices may improve learning efficiency and therefore be biologically rational; see discussion in Lee 2008).
Humans are biased to account for not only outcomes that actually did occur, but also simulated possible events that did not occur. Do animals reason about hypothetical outcomes in the same way? Recent studies on reinforcement learning in primates indicate that humans are not alone in our ability to think about hypothetical outcomes. For example, Lee and colleagues (Abe & Lee 2011 , Lee et al. 2005 presented rhesus monkeys with a computer-based version of the game rock-paper-scissors. When Lee and colleagues examined the strategies that the monkeys used over time, they found that monkeys did not simply adjust their choices based on what they received on the previous trial. Surprisingly, monkeys also adjusted their strategy to account for rewards they would have received had they chosen a different option. Using a similar computer-based setup, Hayden and colleagues (2009) presented rhesus monkeys with a risky decision-making task with eight possible choices. Whereas seven of the options consistently provided small juice rewards, the final option was variable: Sometimes it provided a much larger reward, and sometimes it provided a much smaller reward. Critically, monkeys were given feedback about what the risky option would have provided on every trial. In this way, monkeys could see how much juice they would have gotten from the risky option, regardless of whether they had chosen it. As in the rock-paper-scissors task, modeling of the monkeys' behaviors showed that the monkeys adjusted their future strategies on the basis of what they would have received. In cases where the risky option would have provided the high-value outcome on one trial, monkeys were especially likely to seek this option out in future trials. In this way, monkeys-like humans-change their future choices according to counterfactual situations that could have happened but did not.
Although these findings indicate that rhesus monkeys also account for hypothetical outcomes when making decisions, they do not show why monkeys do so. In particular, do nonhumans attend to hypothetical outcomes for human-like reasons? Do monkeys also experience regret? Some initial evidence suggests that primates may also react to bad decisions with emotional responses. Rosati & Hare (2013) examined the emotional reactions that chimpanzees (Pan troglodytes) and bonobos (Pan paniscus) exhibited when making choices between a risky gamble and a safe option. The main question was how the apes responded in trials in which the apes gambled but discovered that they had lost out and received the bad outcome. In fact, both species were more likely to exhibit behavioral markers of negative emotions-including negative vocalizations, tantrum-like banging, and scratching (an arousal or stress response in primates)-when they received the bad outcome but did so rarely after receiving the good risk outcome or choosing the safe alternative. Such emotional responses might reflect either disappointment (at not receiving the good outcome) or regret (at not having chosen differently). Notably, chimpanzees and bonobos were also more likely to attempt to switch their choice after discovering that they had received bad outcomesthat is, they spontaneously tried to correct their action, which is consistent with regretting their poor choice. Indeed, the more an individual bonobo tried to correct his or her choice after bad outcomes, the more that individual tended to avoid the risky option overall-similar to the patterns of regret avoidance seen when humans make decisions (Zeelenberg 1999; Zeelenberg et al. 1996 Zeelenberg et al. , 1998 . Together with the findings from monkeys (Hayden et al. 2009 , Lee et al. 2005 , these results suggest that at least some primates are biased to incorporate counterfactual events when making decisions, which might be driven by regret-like emotional experiences.
DO HUMANS HAVE UNIQUE MECHANISMS FOR DECISION MAKING?
The previous sections indicate that nonhumans exhibit several biases characteristic of human economic decision making. One possibility is that these biases stem from cognitive systems that are phylogenetically ancient and widely shared. In other cases, humans are hypothesized to display biases because of cognitive abilities-such as language or a rich sense of self-that animals are thought to lack. Consequently, primate studies can provide insight beyond merely identifying which human decision-making strategies are unique. Primate studies can also tell us more about the particular psychological mechanisms that are needed for those biases to emerge. That is, comparative studies can pinpoint the necessity of those capacities for the development of human-like biases. If species that lack specific capacities-such as a rich human-like sense of selfnonetheless exhibit a human-like bias, this would provide evidence that the cognitive mechanisms that underlie human decision making may be simpler and more parsimonious than judgment and decision-making researchers previously thought. In other cases, nonhuman primates and humans may exhibit similar behaviors, but such behaviors may reflect different underlying processes. In all cases, careful experiments are often needed to tease apart whether similar performance is truly supported by similar cognitive mechanisms.
The Endowment Effect
One example of nonhuman studies that have provided insight into human psychological mechanisms concerns the endowment effect. The endowment effect is a bias in which people overvalue a good that they own compared to one that they do not own (Thaler 1980) . In a classic demonstration of this effect, Kahneman and colleagues (1990) gave participants a mug and asked how much money they demanded to sell it; other participants were asked how much they were willing to pay for the same mug. In fact, the participants who were endowed with the mug required twice as much money to sell the mug as the other participants were willing to pay for it. This finding, as well as many others (Franciosi et al. 1996 , Johnson et al. 1993 , Kahneman et al. 1991 , demonstrates that
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people value objects more when they already own those objects. What is unclear from this robust set of findings, however, is why people overvalue owned objects. Researchers in judgment and decision making have therefore proposed a number of different accounts for why people show an endowment effect. For example, some have argued that the endowment effect relies on cognitive capacities such as a rich and motivated sense of self (Belk 1988 (Belk , 1991 Lerner et al. 2004) or an understanding of ownership (Beggan 1992 , Franciosi et al. 1996 , Morewedge et al. 2009 )-many of which are likely to be uniquely human. In contrast, other researchers have argued that the endowment effect results from simpler cognitive processes, such as loss aversion ( Johnson et al. 2007 , Kahneman et al. 1991 , Rozin & Royzman 2001 , ones that are known to be shared with nonhuman primates. Although many studies of human endowment effects do not directly address which of these possible mechanisms account for the results (but see Morewedge et al. 2009 ), research with nonhuman primates can tease apart the role that uniquely human cognitive processes play in this bias. That is, comparative studies can address the extent to which uniquely human concepts-such as a sense of self and an understanding of ownership-are actually necessary for the development of an endowment effect.
To this end, comparative cognition researchers over the past decade have observed that a number of nonhuman primate species exhibit what appears to be an endowment effect-at least in some contexts. For example, Brosnan and colleagues have observed that chimpanzees, gorillas (Gorilla gorilla), and orangutans (Pongo pygmaeus) are reluctant to exchange an item in their possession for another item-even if the new item was normally more preferred (Brosnan et al. 2007 (Brosnan et al. , 2008 Drayton et al. 2013; Flemming et al. 2012) . Similarly, capuchin monkeys fail to trade a piece of food they own for an equally valued alternative kind of food (Lakshminarayanan et al. 2008) . Capuchins' aversion to trading owned goods persisted even when the task controlled for the transaction cost of trading the food-that is, the extra time and effort necessary to make the trade.
These data at first glance suggest that nonhuman primates exhibit a bias much like the endowment effect. Consequently, these findings suggest that uniquely human concepts such as a rich sense of self and an understanding of ownership cannot be necessary for an endowment effect to emerge because nonhuman primates who lack these elaborated concepts also show hints of an endowment effect. However, at least one critical difference appears to exist between the endowment effect observed in nonhuman primates and the effect commonly observed in humans. Although humans exhibit an endowment effect with a variety of different kinds of goods, the nonhuman primate endowment effect seems limited relative to that of humans-primates exhibit an endowment effect when given possession of food but not when they are made owners of others kinds of objects such as toys and tools (Brosnan et al. 2007 , Flemming et al. 2012 . For example, great apes exhibit an endowment effect for food but not for functional items such as tools (Kanngiesser et al. 2011) . Similarly, although chimpanzees exhibit an endowment effect for tools that they can use immediately to obtain food, they fail to show a similar effect when food is currently inaccessible or absent (Brosnan et al. 2012) . Together, this work suggests that although nonhuman primates do exhibit a bias much like the endowment effect by refusing to trade an owned food for an equally valued alternative, this bias may be more limited than the one seen in humans. Cognitive capacities that are unique to humans may allow the endowment effect to encompass a broader variety of artifacts and goods for our species, whereas for other primates this effect is more specific to food items.
Choice-Induced Preference Changes
Research with nonhuman primates has also suggested that simpler cognitive mechanisms may underlie certain human biases, such as those studied by researchers interested in the phenomenon of cognitive dissonance. One example is known as choice-induced preference changes: People a b c
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Choice-induced preference changes in capuchins. In the Egan et al. (2007) tend to shift their preferences to match their own previous decisions (for reviews, see Egan et al. 2010 , Harmon-Jones & Mills 1999 . In a classic demonstration of this bias, Brehm (1956) had participants rate the value of different household items and then forced participants to choose between two of the items that they rated equally. Following this difficult choice, participants were asked to rerate all of the items, and Brehm then explored whether the act of making a choice affected participants' later ratings of the two items involved in the choice. In fact, participants tended to shift their ratings to match their choice, devaluing the object they had not selected. Decades after these original observations, psychologists recognize that the bias to devalue unchosen options is quite robust. However, there is still much debate concerning the mechanisms that underlie this tendency. Some researchers have postulated that choice-induced preference changes require abilities that are unique to humans, such as possessing a self-concept (Steele 1988) or a motivation to be the type of person who makes consistent decisions (Aronson 1968) . Others (Bem 1967 , Egan et al. 2010 ) have argued that choice-induced preference changes may not require such rich capacities. To distinguish between these different alternatives, Egan and colleagues (2007) presented capuchin monkeys with a version of the choice test developed by Brehm (1956) . After finding food items that monkeys rated equally (differently colored chocolate candies), monkeys were presented with a choice between two identically preferred items. After this initial choice, monkeys were given a second choice between the previously rejected food item and an equally valued novel third item (see Figure 1) . In the second choice test, monkeys tended to devalue the candy they had chosen against in the initial choice test. Importantly, this devaluation of the previously unchosen item did not occur when the experimenter made the choice for the monkey: Capuchins only devalued unchosen options when they played a causal role in the decision.
In a later study, Egan et al. (2010) showed that capuchins exhibit similar choice-induced preference changes even when merely given the illusion of choice (for a similar finding in humans, see Sharot et al. 2010) . Here, Egan and colleagues allowed capuchins to think they made a choice when in fact that choice had been surreptitiously predetermined by the experimenter. Despite merely having the illusion of choice, capuchins still showed the same choice-induced preference changes, which suggests that preexisting preferences between the two options could not account for the monkeys' performance (for a discussion of this alternative explanation, see Chen & Risen 2009 ). In addition, West and colleagues (2010) demonstrated that these choice-induced preference changes may be specific to primate psychology: Although West and colleagues replicated the basic preference change effect with several different primate species, they found no such choice-induced shifts in several other nonprimate mammal and bird species. Taken together, these findings of choice-induced preference changes in primates provide important hints about the mechanisms that may underlie these preference changes in humans. In particular, the primate work to date suggests that at least some of the potential mechanisms that could underlie this bias-such as the possibility of a threatened self-concept in the face of inconsistent decisions (Aronson 1968 , Steele 1988 )-are unlikely to fully explain the phenomenon. Although more complex uniquely human mechanisms may be involved in the phenomenon of choice-induced preference changes in humans, primate work demonstrates that such mechanisms are not necessary for this tendency to emerge.
ARE THERE EVOLUTIONARY DISSOCIATIONS IN CHOICE?
The previous section examined how comparative studies can illuminate which specific cognitive mechanisms are necessary for the biases we observe in human decision making. Yet comparisons between different primates can also illuminate the extent to which such biases operate independently. Much debate in judgment and decision making concerns the extent to which a given heuristic is either an independent cognitive strategy or instead a constituent part of other kinds of heuristics. As with neurobiological research, cross-species comparisons can therefore provide critical insight into the cognitive systems supporting decision making by examining when these systems are dissociated. Because distinct systems can evolve independently across species (Barton 1996 (Barton , 2006 Striedter 2005) , examining whether particular components of complex behaviors are coherent from an evolutionary perspective can help address whether those skills are independent. For example, if two economic biases are manifestations of the same basic psychological phenomenon, then they should generally co-occur within a species and covary across species. In contrast, if two biases result from two separate cognitive mechanisms, then it is possible for a species to exhibit one tendency but not the other.
Risk and Ambiguity Aversion
Using this evolutionary dissociations approach, comparative researchers have begun examining whether different sets of biases can be distinguished across species. One important example involves decisions under uncertainty, or situations in which individuals do not know for certain what outcome will follow from their choice (Platt & Huettel 2008) . Although uncertainty has been defined in many ways, two manifestations of uncertainty are of major importance in economic theory: risk and ambiguity (Ellsberg 1961 , Hsu et al. 2005 , Huettel et al. 2006 . Risk refers to a form of uncertainty in which there is probabilistic variation in reward outcomes, but the distribution of these different probabilities is known. For example, consider a decision maker who must bet on whether a black ball will be pulled from an urn that she knows contains exactly 50 black balls and 50 red balls. This hypothetical decision maker faces a decision under risk because she is sure that the probability of pulling a black ball from the urn is 50%. In contrast, ambiguity refers to situations in which the probability distribution of different outcomes is unknown-for example, when the decision maker does not know the actual numbers of red versus black balls in the urn. Theoretical models from economics suggest that decision makers should choose between different options based on the value they expect to receive, regardless of whether they are certain of the probability distribution. However studies that disentangle risk and ambiguity suggest that people exhibit aversion to ambiguity above and beyond their aversion of risk (Camerer & Weber 1992) . That is, people have a bias against choosing the unknown.
Are risk aversion and ambiguity aversion simply two manifestations of the same psychological phenomenon, reflecting different points on a continuum between perfect certainty and perfect uncertainty? Or do distinct cognitive mechanisms underlie these two kinds of biases? To examine this issue, comparative researchers have examined chimpanzees and bonobos, two closely related species. Several studies to date have shown that chimpanzees are more risk prone than bonobos are (Haun et al. 2011; Heilbronner et al. 2008; Rosati & Hare 2012 . If risk aversion and ambiguity aversion are supported by the same system, then chimpanzees should also be more willing than bonobos to accept ambiguity when making decisions. To test this, Rosati & Hare (2011) presented chimpanzees and bonobos with a decision task in which a certain option was pitted against an alternative across four situations. In three trial types, apes had complete knowledge of the probability of receiving good rewards from the alternative: a 100% chance (good trials), a 0% chance (bad trials), and 50% chance (risk trials). In the fourth trial type, subjects faced ambiguity because they did not know which situation they were in (the apes' view of the potential payoffs was blocked before they chose). The critical question was how the apes responded to the ambiguous option in comparison to the risky option. In fact, apes were less likely to choose the ambiguous option than the risky option, even though the ambiguous option was functionally equivalent to the risky option in terms of its average payoff. Yet a comparison of the two species showed that both chimpanzees and bonobos exhibited similar levels of ambiguity aversion when accounting for their different risk preferences. That is, although bonobos are more risk averse than chimpanzees are, they are not relatively more ambiguity averse. Similarly, although rhesus macaques are risk seeking under many circumstances (McCoy & Platt 2002) , they also tend to exhibit ambiguity aversion (Hayden et al. 2010) . Taken together, this work suggests that the cognitive system supporting risk preferences and the cognitive system supporting ambiguity preferences may be evolutionarily distinct and that these two heuristics are supported by separate cognitive mechanisms.
Temporal and Effort Discounting
Another area in which dissociations across species have provided insight into the cognitive mechanisms underlying economic biases concerns how individuals make trade-offs between the benefits and costs of acquiring resources. One such trade-off involves temporal costs: People tend to devalue rewards that are delayed. (Frederick et al. 2002 , Loewenstein et al. 2003 . However, differences in the timing of benefits are just one type of cost that decision makers face-sometimes people pay costs not in terms of time but rather in terms of the amount of effort or work that is required to gain the reward (Rudebeck et al. 2006 , Walton et al. 2007 ). For example, consider a man who is trying to lose weight. The man in question could try to achieve his goal by paying a temporal cost through changes in diet: foregoing the immediate temptation of a piece of cake now for the long-term benefit of health and longevity. But this hypothetical man could also make a different trade-off, accomplishing the same goal through effort costs: He could decide to exercise in order to avoid the temptation of being lazy and having a relaxing afternoon. Although both of these scenarios involve problems of temptation, the first involves a discounting problem presented in terms of time, whereas the other involves a discounting problem with a different currency: effort.
Are effort and temporal costs psychologically similar, or do these different decisions actually involve distinct cognitive systems? Although effort and time costs are often confounded in real-world situations (because effortful behaviors typically also take up time), recent comparative studies have revealed dissociations in terms of how different species treat these costs. Stevens and colleagues (2005a) have compared temporal and effort discounting in cotton-top tamarins (Saguinus oedipus) and common marmosets (Callithrix jacchus), two closely related New World primates. When faced with delay costs when making temporal discounting choices, marmosets tend to outwait tamarins (Rosati et al. 2006 , Stevens et al. 2005a ). At first glance, this might suggest that marmosets generally have a higher tolerance for decision costs. However, in another study tamarins and marmosets were presented with a decision in which rewards were displaced in space rather
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than time (Stevens et al. 2005b ). Here, monkeys could either approach a smaller, closer reward or a larger reward that was farther away. In this context, tamarins were more willing than marmosets to travel longer distances to acquire food. That is, although marmosets were more willing to accept temporal costs than tamarins, tamarins were more willing to accept effort costs than marmosets. Indeed, marmosets avoided paying energetic costs to acquire larger rewards, even though the time necessary to travel to those locations was less than the durations they were quite willing to wait in the temporal tasks. This pattern of performance suggests that trade-offs involving delays and trade-offs concerning work effort are dissociable and can evolve independently (see also Kralik & Sampson 2012) .
CAN ANIMALS OVERCOME THEIR BIASES?
Thus far we have reviewed cases in which work in nonhuman primates has illuminated the mechanisms underlying decision-making biases in humans. Yet although it is important to understand a particular bias, sometimes it is also critical to be able to intervene on biases once they have been identified. Although it may not always be possible to completely eradicate biases, work from psychology and behavioral economics has increasingly identified situations that encourage people to act against their typical dispositions (Thaler & Sunstein 2008). In this section, we therefore identify contexts that maximize nonhuman primates' abilities to overcome their biases, which we argue can provide new windows on when and why people succumb to their biases. In particular, we focus on several examples of how researchers are beginning to gain insight into the ways that primates solve problems of self-control.
Intertemporal Choice
Intertemporal choices-or decisions that involve trade-offs between the rewards accrued and the time spent waiting for them-are ubiquitous in human decision making. From decisions about dieting and health (as discussed previously) to decisions about saving money for retirement, humans are faced with decisions involving such temporal trade-offs across all domains of life. Decades of research with humans have revealed that people have a preference for immediate gratification: People tend to overvalue rewards they could have right now compared to rewards they must wait to acquire. This overvaluing of immediate rewards sometimes results in economically irrational preference reversals, in which a person's preferred option changes as access to both options is pushed farther into the future. For example, people tend to prefer receiving $10 today to $11 tomorrow but will also prefer receiving $11 in 366 days to $10 in 365 days. This pattern of preferences is inconsistent because the person must wait one extra day for the extra dollar in both cases (Frederick et al. 2002) .
Despite the potency of our bias for immediate rewards in many situations, humans are quite skilled at holding out for future gains in some contexts-we can wait weeks or even months for larger rewards in certain situations (Rachlin 2000) . Famous work by Mischel and colleagues (1989) has shown that an individual's ability to avoid temptation early in life is predictive of a suite of measures of adult success such as educational attainment, highlighting the importance of this skill for modern humans. Can animals overcome their bias for immediate gratification as well? Some of the first studies to examine this question focused on measuring discounting rates in more distantly related nonprimate species such as birds and rodents (Green et al. 1994 (Green et al. , 2004 Mazur 1987; Rachlin 2000; Tobin & Logue 1994) . These studies found that animals exhibited hyperbolic discounting patterns with inconsistent preferences, much like humans. However, these studies also observed that birds and rodents discounted the future much more steeply than humans did (for a discussion of differences in hyperbolic discounting rates in humans and other species, see Hwang et al. 2009 ). For example, when offered a choice between a smaller, sooner reward and a delayed reward that was three times as large, animals preferred the larger rewards when the delay was quite short. However, if the delay was increased-so that animals had to wait in the range of 10 secondsthey switched to preferring the immediate alternative. These results have been used as evidence that nonhumans are even more biased toward pursuing immediate gratification than are humans (although see later sections for a discussion of the potential biological rationality for such seemingly shortsighted decision rules). Indeed, this pattern of results suggests that nonhumans sometimes act as though rewards that are delayed more than a few seconds do not even exist. More broadly, these findings concord with theoretical claims that humans are unique in their ability to engage in prospection and consider the future impact of their actions (McClure et al. 2004; Roberts 2002; Stevens & Stephens 2008; Suddendorf & Corballis 2007a,b) .
But is this bias toward the immediate reward true of nonhuman primates as well? Some studies indicate that nonhuman primates may also have difficulties waiting for larger payoffs. For example, when long-tailed macaques (Macaca fascicularis) are presented with a delay-adjusting task-in which the delay to receive a larger reward is systematically adjusted over trials until the individual chooses equally between the smaller reward and larger reward that offers three times as much-they are willing to wait approximately 40 seconds for the delayed reward before they switch to preferring the smaller, immediate reward (Tobin et al. 1996) . Cotton-top tamarins and common marmosets show even less willingness to wait-they hold out less than 10 to 20 seconds across individuals before succumbing to the temptation of an immediate reward compared with a delayed reward that is three times as large (Stevens et al. 2005a ). These studies of monkeys' immediacy bias fit with a long-standing claim that humans may be unique in their capacity to overcome a bias for succumbing to immediate gratification. However, more recent work examining great apes, our closest living relatives, suggests that at least some primates are quite skilled at foregoing immediate temptation in order to reap future riches. For example, Beran and colleagues (Beran 2002 , Beran & Evans 2006 , Beran et al. 1999 have shown that apes can exhibit high levels of patience in delayof-gratification tasks if doing so pays off. In one task, Beran and colleagues allowed chimpanzees to decide when to take a reward that accumulated slowly over time: More rewards would continue to accumulate as long as the ape could resist touching them, similar to the tasks developed for use with children by Mischel and colleagues (1970 Mischel and colleagues ( , 1972 Mischel and colleagues ( , 1989 . Surprisingly, Beran and colleagues observed that apes were sometimes able to wait upward of 10 minutes to increase their payoffs.
Across the diverse set of tasks devised to study patience in nonhumans (Addessi et al. 2013) , apes are consistently more willing to wait than are other primates when tested on matched comparisons. For example, apes outwait monkeys on accumulation tasks (Evans & Beran 2007b , Evans et al. 2012 , Parrish et al. 2014 , Stevens et al. 2011 , exhibit higher indifference points in delay-adjusting tasks compared with a variety of monkey and lemur species (Addessi et al. 2011 , Amici et al. 2008 , Rosati et al. 2007 , Stevens et al. 2005a , Stevens & Muhlhoff 2012 , Tobin et al. 1996 , and wait longer than monkeys in exchange situations (Dufour et al. 2007; Pelé et al. 2010 Pelé et al. , 2011 Ramseyer et al. 2006) . Even more remarkable, however, is the fact that great apes appear to overcome their biases toward immediate rewards using some of the same self-control strategies as humans do. For example, chimpanzees will spontaneously exhibit self-distraction behaviors, such as looking away from an accumulating reward or playing with toys, in order to refrain from temptation while waiting (Evans & Beran 2007a ). These behaviors are quite similar to those of human children, who find that self-control is more difficult when they attend to the arousing motivational qualities of food rewards and who are more successful when they are able to distract themselves (Mischel & Ebbesen 1970 , Mischel et al. 1972 . Further converging evidence that apes are capable of thinking about their future selves comes from planning studies in which apes must anticipate that saving a tool now will allow them to use it in the future. Indeed, some apes successfully plan to use a tool as long as 14 hours in advance (Mucalhy & Call 2006; see also Osvath & Osvath 2008) . Overall, these results suggest that humans and other great apes may share similar capacities to overcome immediate temptation and to act in ways that benefit their future selves as well as similar strategies for doing so.
Self-Control and Abstract Rewards
Intertemporal choices present a conflict between one's prepotent desire for immediate satisfaction and the goal of maximizing one's total payoffs. Viewed in this light, the bias toward immediate rewards may be just one of a larger group of self-control biases that individuals must overcome in order to make effective decisions. Are nonhuman primates able to overcome biases of self-control more generally, and what strategies do they use to do so? To examine this, comparative psychologists have developed several nonverbal tasks aimed specifically at exploring whether primates can overcome their prepotent biases. One of the most famous of these methods is known as the reverse contingency task-a situation that requires primates to inhibit their bias to approach the best of possible rewards. In one version of this task, Boysen and colleagues (Boysen & Berntson 1995; Boysen et al. 1996 Boysen et al. , 1999 gave chimpanzees a choice between different sizes of foods. The trick was that chimpanzees had to point to the reward they did not want in order to get the reward they did want. Chimpanzees therefore could only succeed in this task if they found ways to inhibit their prepotent response to point at the larger reward. In their initial study, Boysen and colleagues found that chimpanzees were unable to overcome their bias to reach for the best reward, thus failing to get the best food in this task. Since then, researchers have assessed the performance of numerous primate species on this task, and their results suggest that this bias to reach for a preferred reward is one that is quite difficult for most primate species to overcome (Anderson et al. 2000 , Genty et al. 2004 , Kralik 2005 , Shifferman 2009 , Uher & Call 2008 .
Are there psychological strategies that allow primates to overcome their initial biases and maximize their rewards in the reverse contingency task? The chimpanzee studies by Boysen and colleagues suggest one answer: Although chimpanzees showed poor performance when making decisions about food, the same chimpanzees succeeded when faced with symbolic representations of the rewards. For example, chimpanzees that had been previously trained to comprehend Arabic numerals were tested on the reverse contingency task both when faced with real pieces of food and when choosing between Arabic numerals (that symbolized different amounts of food). When tested on the symbolic version of the task, chimpanzees were better able to control their initial bias to point toward the visibly bigger option (Boysen & Berntson 1995; Boysen et al. 1996 Boysen et al. , 1999 . More recent studies have shown that other primate species also improve on reverse contingency tasks when they do not have immediate visual access to the rewards. For example, primates are more successful when they have learned that certain cues (such as color) predict different amounts of food (Anderson et al. 2000 , Genty et al. 2004 , Kralik 2005 , Uher & Call 2008 , Vlamings et al. 2006 or when they make choices about food rewards symbolized by different tokens (Addessi & Rossi 2011). Together, these tasks suggest that primates can succeed in inhibiting their prepotent response biases when they are not directly confronted with visible food rewards. In this sense, other primates perform much like the children in Mischel and colleagues' studies (Mischel & Ebbesen 1970; Mischel et al. 1972 Mischel et al. , 1989 : Both children and primates can overcome their biases by diverting their attention from the salient aspects of the rewards in front of them.
Does the success of primates at using symbols to solve reverse contingency tasks also translate into improvements in their ability to delay gratification more generally? Here results are less conclusive. For example, Evans and colleagues (2012) presented chimpanzees and capuchin moneys with the delay-of-gratification task described previously. In their task, chimpanzees and capuchins were tested with either accumulating food or with accumulating symbolic tokens (which could then be traded for food). Chimpanzees exhibited a similar ability to wait regardless of which item was accumulating, but capuchins waited significantly longer when tested with food than when tested with tokens. Similarly, capuchins were somewhat more willing to wait for food rewards than various types of tokens in a temporal choice task (Addessi et al. 2014) . Overall, these results suggest that although abstract rewards can sometimes allow primates to overcome their prepotent biases, they may not improve primates' self-control in all contexts. These results also highlight a critical difference between the methods used to test decision-making biases in humans and those used to test other primates: Whereas human tasks typically require participants to make choices involving abstract rewards such as money, nonhuman studies typically require that participants make choices about biologically relevant rewards such as food, which may involve different motivations or reward salience. Indeed, these differences in reward type could be one reason why humans seem better able than other primates to inhibit their prepotent responses in many contexts.
Given that primates sometimes show improved self-control when making decisions about abstract rewards (such as in the reverse contingency task) but more inconsistent responses in other situations (such as when foregoing their bias toward an immediate reward), this raises an important question: Do nonhuman primates represent abstract rewards such as tokens in the same way as humans represent money? Early comparative research illustrated that primates can learn to treat tokens as rewards (Cowles 1937 , Kelleher 1957 , Wolfe 1936 , and more recent work has shown that primates can recognize that different tokens can take different values as well as quantitatively compare them (Addessi et al. 2007 ). However, important differences exist between how primates treat these abstract tokens and how humans represent money (for reviews of the psychology of money in humans, see Lea & Webley 2006; Vohs et al. 2006 Vohs et al. , 2008 . For example, humans recognize that money can be stored and that it holds its value over time, but to date there is little evidence that primates can represent tokens as a storable resource (but see Sousa & Matsuzawa 2001) . Moreover, money facilitates efficient trades between individuals who differ in the goods that they have and the goods they want (Davies 2002), but primates seem to be unable to engage in more human-like exchange. For example, chimpanzees prefer a high-value token that can be used to acquire a more preferred food over a low-value token that can be used to acquire a less-preferred food-even when the preferred food is unavailable and the highvalue token therefore is worthless (Brosnan & de Waal 2004 . There is also limited evidence that primates will exchange tokens with other conspecifics when it is beneficial to do so. Rather, nonhuman primate exchange seems highly dependent on the presence of human experimenters (Brosnan & Beran 2009 , Dufour et al. 2009 , Parrish et al. 2013 , Pelé et al. 2009 , Tanaka & Yamamoto 2009 ). Together, these findings suggest that primates do not represent tokens in the rich and flexible way that humans represent money. Consequently, abstract rewards may be a less potent solution for overcoming self-control biases in animals than in humans.
ARE SOME "IRRATIONAL" BIASES ADAPTIVE?
From the review presented above, it is clear that nonhuman primates exhibit many of the same economic biases that are seen in humans; various other species are loss averse and reference dependent, exhibit endowment effects and peak-end biases, and sometimes fall prey to the availability of small but immediate rewards. Yet these widely shared choice patterns are also thought to be irrational by many psychologists and economists (for a discussion of this issue, see the debate between Goldstein 1996 and Kahneman & Tversky 1996) . The
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question of why individuals show these so-called irrational biases is difficult to answer when considering just the human species, but it becomes even more puzzling when viewed from an evolutionary perspective. Why would such error-prone decision-making capacities evolve and be maintained across numerous species, including our own?
We argue that the answer to this question lies in thinking more critically about whether these decision-making biases actually constitute errors or irrationalities in the first place. Humans and animals are thought to exhibit a bias when their patterns of decision making violate principles of economic rationality-that is, when their choices do no concord with theoretic axioms defining how an ideal decision maker should behave to maximize utility. But these same patterns of decision making may actually accord with principles of biological rationality. For example, individuals may act in a way that maximizes fitness from the perspective of natural selection, or they may use strategies that display good fit with the environment in which they evolved. Considering the biological consequences, or functions, of different choice strategies can therefore illuminate psychological investigations into the mechanisms supporting these behaviors.
Redefining Optimality
Economics and biology have a core commonality: Both fields assume that optimal behavior should maximize some currency (Hammerstein & Hagen 2005) . Economic theory consists of a series of mathematical axioms describing how people should act to maximize their personal utility or goodness (von Neumann & Morgenstern 1947) . According to rational choice theory, one important component of maximizing utility is consistency: If a decision maker has a certain preference in one context, then that individual should exhibit this same preference in another context (Shafir et al. 2002; Waite 2001a,b) . Thus, many of the biases discussed previously violate rational choice theory because decision makers do not have consistent preferences. For example, humans and capuchins prefer to play it safe for gains, but gamble for losses-even though the utility (as indexed by the amount of food or money received) in both contexts seems identical (Lakshminarayanan et al. 2011 , Tversky & Kahneman 1981 . Similarly, humans and other animals have a preference for immediacy, but this preference reverses when all possible alternatives are pushed into the future (for example, Frederick et al. 2002) .
Evolutionary theory also assumes that organisms try to maximize a currency. However, the important currency for biological analysis is not an animal's (subjective) utility but rather its reproductive fitness. Thus, biological models focus on how choices influence an animal's reproductive success over the life span. Importantly, natural selection does not need to prioritize consistency in the way rational choice theory does. Fitness is not an intrinsic characteristic of a particular individual-it is a measure of success relative to other variants in the population. Moreover, from the perspective of natural selection, it is critical to examine the actual consequences of different strategies across contexts rather than whether such strategies are internally consistent. Indeed, sometimes it may be biologically rational for organisms to express inconsistent preferences if those preferences work to maximize fitness. In this way, inconsistent "biased" preferences can be optimal in the sense that they produce the best-case behavior from a biological perspective , Model. Anim. Decis. Group et al. 2014 ). Theoretical models in behavioral ecology also account for the real-world complexity seen in natural environments and support the claim that decision-making strategies should be sensitive to contextual information across many contexts (Houston 1997; Houston & McNamara 1999; Houston et al. 2007a,b; Rosati & Stevens 2009 ).
When these context-sensitive models are tested in experimental studies, behavioral ecologists have found that a variety of bird and insect species exhibit relevant shifts in their choices depending on the context (Kacelnik & Marsh 2002 , Schuck-Paim & Kacelnik 2002 , Schuck-Paim et al. 2004 . One important piece of contextual information identified by behavioral ecologists (but often absent from economic models) is energetic state or satiation level , Schuck-Paim et al. 2004 . Animals sometimes show state-dependent preferences because the impact of energetic increases on an individual's fitness is not linear: A given unit of food has a large impact on individuals in an energetically low state, but there are diminishing returns when the individual is already in a high state. Thus, many of the seemingly irrational inconsistent preferences that animals (and humans) exhibit-such as risk preferences that change across contexts-might actually be fitness maximizing from a biological optimality perspective.
The biological view also allows for a different explanation of primates' decision-making biases: Some biases may not be optimal per se but may instead represent the best possible solution given the other sorts of computational limitations real organisms must face. Organisms often lack the time and information-processing capacity necessary to determine perfect mathematically accurate solutions to different decision problems. Consequently, it could make sense for individuals to use less computationally intensive heuristics that occasionally get the answer wrong but mostly get it right (Gigerenzer & Selten 2001 , Gigerenzer et al. 1999 , Tversky 1969 . That is, biased decisionmaking mechanisms might not be perfect but still might be good enough to work properly in most real-world circumstances given the environments animals typically face. Under this view, biased heuristics still cause "irrational" decisions, as organisms may not be making choices in a way that a decision maker with perfect knowledge and infinite time might. However, such decision rules are still the best solution that natural selection can achieve given constraints.
This biological view has some important implications for evaluating why such decision-making biases may have evolved in the first place. Consider the example of the bias toward immediate rewards that we discussed previously. Many studies of self-control suggest that organisms maximize their utility overall by acquiring the most possible rewards, and thus failures to do so represent an irrational bias for immediate gratification. However, the pitfalls of always waiting for the largest reward are clear when taken to the extreme. Consider the situation of a foraging animal choosing what food resource to pursue. Holding out for a larger, delayed reward might be a good strategy if it only involves giving up a few minutes of time, but foregoing immediate temptation might not be such a good idea if it requires waiting years for the payoff. In such extreme cases, decision makers may die of starvation waiting for the windfall. As this example suggests, a biological perspective indicates that individuals should not try to maximize the amounts of rewards they acquire over their entire life-extreme patience risks the possibility of huge windfalls that are delivered too late to be of use. A better strategy might be to maximize one's own rate of consumption over some more biologically relevant interval. This means that organisms may sometimes prefer immediacy for biologically rational reasons (Fawcett et al. 2012 , Kacelnik 2003 , Stephens & Anderson 2001 , Stephens et al. 2004 ). This view also predicts that individuals might ignore certain temporal periods when making decisions because those periods do not factor into their biologically relevant rate-maximization calculations (Bateson & Kacelnik 1996 , Blanchard et al. 2013 , Rosati et al. 2006 , Stephens & McLinn 2003 . Indeed, humans also seem to exhibit temporal strategies that allow them to maximize rate of gain by preferring immediate options when it is optimal to do so (Schweighofer et al. 2006) . As this example suggests, the optimal biological solution to problems involving temporal trade-offs does not necessarily accord with the solution that economic choice models predict is the most rational.
Biases in Comparative Perspective
Assessing the biological rationality of decision making also highlights the importance of understanding the context in which particular choice strategies are used. One such approach for assessing www.annualreviews.org • Evolutionary Roots of Human Decision Makingthe relationship between decision making and environments is the comparative method, one of the powerful tools in evolutionary biology. The comparative method can help identify the influence of natural selection and assess the potential adaptive value of different traits by relating the traits of different organisms to differences in their ecological or social niche (Clutton-Brock & Harvey 1979 , Endler 1986 , Mayr 1982 . In terms of cognitive traits such as decision-making strategies, this comparative method involves relating variation in choice strategies between species to differences in those species' natural history (MacLean et al. 2012) . Specifically, researchers can test whether different animals show specific choice biases that are tailored to their particular environments and social problems (sometimes referred to as ecological rationality).
Is there evidence that primates' decision-making biases vary with their socioecology? Increasing evidence suggests that differences in species' biases might map on to differences in their ecology. To take one example, different species show variation in how susceptible they are to the temptation of immediate rewards. As described previously, two species of New World primates-cotton-top tamarins and common marmosets-show different patterns of choice in temporal and spatial discounting. Whereas marmosets are more willing to wait out temporal delays to acquire larger rewards, tamarins are more willing to travel longer distances (Rosati et al. 2006; Stevens et al. 2005a,b) . Importantly, tamarins and marmosets are closely related species that have similar body sizes, live in similar pair-bonded groups with cooperative breeding, and even consume similar types of foods. But there is one major difference in these two species' ecologies: The diets of these species vary in their dependence on gum versus insects. Marmosets are obligate gummivores with specialized dental and gut adaptations to allow them to gouge holes in trees so they can access the gum or sap inside after it leaks out (Stevenson & Rylands 1988) . Thus, marmosets spend much of their time waiting for sap to exude from trees. Tamarins, in contrast, only feed on gum opportunistically. Instead, tamarins spend more time ranging in order to locate fruit and insects-more ephemeral resources. The differences in these species' decision-making strategies that we described previously now make more sense in light of the two species' feeding ecologies: Marmosets might need greater tolerance for temporal delays in order to acquire gum, whereas tamarins might need the motivation to travel large distances to find their most important food resources. That is, differences in these species' typical diet may drive the differences seen in their respective decision-making biases.
Studies of ape decision making also support the hypothesis that differences in biases may be related to a species' natural history. Chimpanzees and bonobos-our two closest living relativesdiverged from each other less than one million years ago (Won & Hey 2005) . Despite their evolutionary relatedness, these two species differ in their feeding ecology (Kano 1992; Malenky & Wrangham 1993; White 1989 White , 1998 White & Wrangham 1988; Wrangham & Peterson 1996) . Relative to bonobos, chimpanzees are thought to live in environments that exhibit more risk (as evidenced by more seasonal variation and a greater dependence on risky hunting) and more temporal costs (as evidenced by longer search times between patchy resources and their use of temporally costly extractive foraging techniques). Moreover, some researchers have argued that these ecological changes account for differences in these species' social behaviors (Hare et al. 2012 , Parish 1996 , Wrangham 2000 , Wrangham & Peterson 1996 , Wrangham & Pilbeam 2001 . In terms of decision making, these ecological data further predict that chimpanzees and bonobos should differ in their willingness to accept risk and put up with temporal costs to acquire rewards. Indeed, increasing evidence indicates that although chimpanzees and bonobos generally show quite similar patterns of cognitive skills (Herrmann et al. 2010) , they exhibit a suite of differences in their decision-making biases. In particular, chimpanzees are more risk seeking and more patient than bonobos are (Haun et al. 2011; Heilbronner et al. 2008; Rosati & Hare 2012 Rosati et al. 2007) , which concords with the greater variation and temporal delays chimpanzees are thought to face in the wild. Taken together, these studies indicate that the different economic biases seen in different species may in fact be tailored to their socioecological context (see also Stevens 2014 ). As such, comparative studies suggest that what appear to be violations of economic "rationality" might actually reflect rational responses to a given species' natural history.
CONCLUSIONS
The goal of this review was to examine the potential commonalities-and differences-between human and nonhuman primate decision making. We first reviewed evidence concerning whether nonhuman primates exhibit the sort of heuristics and biases readily observed in human choice behavior. We have argued that many primate species show biases that are qualitatively similar to those shown by humans in classic judgment and decision-making studies. Indeed, biases ranging from framing, choice-induced preference changes, peak-end heuristics, the endowment effect, and ambiguity aversion all seem to affect the choices of our primate relatives in much the same way that they affect human choices. That is, many of the classic biases that fill textbooks are not solely the hallmark of human decisions but rather are widely shared with other primate species.
In exposing these commonalities between human and nonhuman choice biases, we also hope to have provided new insight into the nature of human decision biases as well as how these biases got to be there in the first place. First, we have argued that understanding patterns of decision making in other primates can help identify the sorts of cognitive mechanisms that underlie human choice biases. Indeed, we have argued that comparative studies may be especially useful in constraining hypotheses about the types of psychological capacities that likely underlie behavioral biases in humans. Second, we have explored how comparative studies of related primate species can provide new insight into the mechanisms underlying human decision making by revealing evolutionary dissociations in biases. That is, comparative studies can disentangle whether some decision biases are manifestations of a single cognitive mechanism or whether they instead depend on distinct mechanisms that can vary independently across species. Third, we examined the contexts that allow some primates to overcome their biases, particularly in the domain of biases related to immediate gratification and self-control. Finally, we examined how evolutionary theory provides insight into the origins of decision biases as well as how comparative studies that relate decision strategies to particular ecological contexts can provide new insights into the biological function of these strategies. In doing so, we have questioned whether it is always appropriate to call these strategies irrational. Indeed, increasing evidence suggests that many biases that look irrational (from the perspective of rational choice theory) may be quite rational from the perspective of biology.
Although more work remains to be done in terms of understanding the phylogenetic origins of human judgment and decision-making biases, we hope this review has demonstrated the unique way that the comparative approach can inform our understanding of the psychology underlying human choice biases. We anticipate that understanding the biased decisions of some of our closest relatives can continue to provide an important empirical tool for judgment and decision-making researchers. By understanding how other species' choices go awry, we may be better able to both understand and improve the decisions of our own species.
SUMMARY POINTS
1. Nonhuman primates exhibit many human-like economic biases, including framing effects, peak-end effects, endowment effects, and a preference for immediacy.
