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Abstract
This paper considers the solution of weighted interpolation problems in model subspaces of the Hardy
space H 2 that are canonically isometric to Paley–Wiener spaces of analytic functions. A new necessary and
sufficient condition is given on the set of interpolation points which guarantees that a solution in H 2 can
be transferred to a solution in a model space. The techniques used rely on the reproducing kernel thesis for
Hankel operators, which is given here with an explicit constant. One of the applications of this work is to
the finite-time controllability of diagonal systems specified by a C0 semigroup.
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1. Introduction and notation
In this paper we treat two closely-linked themes, one from operator theory and complex anal-
ysis, the other from control theory.
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model spaces of the form Kθτ := H 2(C+)  θτH 2(C+), where C+ denotes the right-hand half-
plane, H 2(C+) is the Hardy space, τ > 0 and θτ is the inner function θτ (s) = e−sτ for s ∈ C+.
By means of the inverse Laplace transform, the space Kθτ is (up to a constant) isometrically
isomorphic to the space L2(0, τ ), and can thus be regarded as a Paley–Wiener space (see, for
example, [11,13]).
Specifically, a theorem due to McPhail [8] solves the following problem: given a com-
plex nonzero sequence (bn) and a sequence (λn) of points in C+, when does the equation
bnf (λn) = an have a solution f ∈ H 2 for all sequences (an) ∈ 2? The solution is based on
the Shapiro–Shields theory of interpolation [20] (see also [9]). The solution to this problem was
applied in [5] to provide necessary and sufficient conditions for the exact (infinite-time) control-
lability of certain ‘diagonal’ linear systems with scalar inputs: we shall discuss this further in
Section 2, but we remark here that there is a duality between controllability and observability
(see, for example, [21]), which means that results can be stated in either context. In [6], a vecto-
rial version of the interpolation theorem was derived, and applied to analyze controllability with
multiple inputs.
If we take the same interpolation approach to controllability in finite time τ > 0, then we
are led to look at questions of weighted interpolation in Kθτ . More precisely, for (an) ∈ 2,
we look for solutions to bnf (λn) = an with f ∈ Kθτ . This is a significantly more difficult
question than the corresponding interpolation question in H 2. For an overview on interpola-
tion results in Paley–Wiener space, see [19] and the references therein. In particular, the existing
results in this area (cf. [11]) employ the additional hypothesis that the sequence (λn) forms a
Carleson sequence in C+. In this case, it is possible to transfer interpolation results from H 2
to Kθτ .
However, as we shall show in Section 3, a much weaker hypothesis on the (λn) is both nec-
essary and sufficient for this transference to be possible for some finite value of τ . This will be
expressed in terms of the properties of certain Toeplitz and Hankel operators. An explicit bound
on the size of τ is provided: to do this, we derive a definite constant for the so-called ‘reproduc-
ing kernel thesis’, which says that boundedness of Hankel operators can be tested on normalized
reproducing kernels (cf. [1,11,14]).
We conclude with the main application: a result asserting that infinite-time controllability
implies finite-time controllability, with an explicit bound on τ depending only on the eigenvalue
sequence (λn).
Throughout this article we will use the following notation. For a Blaschke sequence (λn)n1
in the right-hand half-plane C+, that is, one satisfying
∑∞
n=1
Reλn
1+|λn|2 < ∞, let β denote the
infinite Blaschke product with zeroes (λn)n1. More generally, given N ∈ N, for a Blaschke
sequence (λn) and a sequence of proper subspaces In ⊂ CN , we consider the Blaschke–
Potapov product β(z) =∏∞n=1 PIn ⊕ z−λnz+λn P⊥In , where PIn : CN → In is the orthogonal projec-
tion.
For τ > 0, the inner function θτ ∈ H∞(C+) is defined by θτ (s) = e−τs .
For an inner function φ (which for us may be β or θτ ) we write Kφ = H 2(C+)  φH 2(C+).
We write P± : L2(iR) → H 2(C±) for the standard orthogonal projections, and note that PKφf =
φP−(φf ) for f ∈ H 2(C+).
The reproducing kernel functions for H 2(C+) are denoted by kλ, λ ∈ C+, where kλ(s) =
1 1 for s ∈ C+, and satisfy f (λ) = 〈g, kλ〉 for f ∈ H 2(C+). Note that ‖kλ‖2 = 1 .2π s+λ 4π Reλ
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We consider systems of the form
x˙(t) = Ax(t)+Bu(t), t  0,
x(0) = x0. (1)
We suppose that A is the generator of an exponentially stable C0-semigroup (T (t))t0 on a
Hilbert space H and that the eigenvectors of −A form an orthonormal basis (φn)n∈N of H with
the corresponding eigenvalues (λn)n∈N forming a Blaschke sequence. The eigenvalues (λn)n∈N
then lie in the open right half-plane and are uniformly bounded away from the imaginary axis.
Moreover, we assume that the operator B can be represented by
Bv =
∞∑
n=1
〈v, bn〉φn, v ∈ CN,
for a sequence (bn)n ⊂ CN . Note that B may not map CN boundedly into H , but it does map
boundedly into a suitable extrapolation space in which the sequence (φn)n∈N has dense linear
span: for example, we may define
HB =
{ ∞∑
n=1
xnφn:
∥∥∥∥∥
∞∑
n=1
xnφn
∥∥∥∥∥
2
:=
∞∑
n=1
|xn|2
n2(1 + ‖bn‖2) < ∞
}
,
in which case the semigroup (T (t))t0 has a canonical extension to HB and B : CN → HB is
bounded. We shall use such spaces below without further comment.
The so-called mild solution of (1) is given by
x(t) = T (t)x0 +
∞∑
n=1
t∫
0
e−λn(t−s)
〈
u(s), bn
〉
ds φn
for u ∈ L2(0,∞;CN).
Throughout this article we assume that the system (1) is infinite-time exactly controllable, that
is, for every x ∈ H there exists a control u ∈ L2(0,∞;CN) such that
x =
∞∑
n=1
∞∫
0
e−λns
〈
u(s), bn
〉
ds φn.
The question we want to study is whether or not infinite-time exact controllability implies
finite-time exact controllability. The system (1) is called finite-time controllable in time τ > 0 if
for every x ∈ H there exists a control u ∈ L2(0, τ ;CN) such that
x =
∞∑
n=1
τ∫
e−λn(τ−s)
〈
u(s), bn
〉
ds φn.0
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Bτ u :=
∞∑
n=1
τ∫
0
e−λn(τ−s)
〈
u(s), bn
〉
ds φn
and
B∞u :=
∞∑
n=1
∞∫
0
e−λns
〈
u(s), bn
〉
ds φn
for u ∈ L2(0, τ ;CN) resp. u ∈ L2(0,∞;CN).
Analysis of exact controllability is made simpler if one adopts the supplementary hypothesis
of admissibility, which is defined below. However, we shall normally prefer to operate without
this assumption. In particular we operate without the assumption that the eigenvalues of −A
form a Carleson sequence in C+ (which is sometimes used to ensure the admissibility condition,
cf. [11, D.3.3]).
Definition 2.1. B is called finite-time admissible for (T (t))t0, if there exists some τ > 0 such
that Bτ u ∈ H for every u ∈ L2(0,∞;CN).
Note that admissibility implies that B ∈ L(CN,H−α) for every α > 1/2, where
H−α =
{ ∞∑
n=1
xnφn:
{
xn|λn|−α
}
n∈N ∈ 2
}
;
see Rebarber and Weiss [17, Theorem 1.4]. For exponentially stable systems the notion of finite-
time admissibility is equivalent to the notion of infinite-time admissibility, that is, B∞u ∈ H
for every u ∈ L2(0,∞;CN). We thus simply say admissibility instead of finite-time or infinite-
time admissibility. Admissibility implies that Bτ ,B∞ ∈ L(L2(0,∞;CN),H) and that the mild
solution of (1) corresponding to an initial condition x(0) = x0 ∈ H and to u ∈ L2(0,∞;CN) is a
continuous H -valued function of t . For further information on admissibility we refer the reader
to the survey [4].
A dual notion to controllability, which we shall discuss very briefly below, is exact observ-
ability of the system
x˙(t) = Ax(t), t  0,
y(t) = Cx(t),
x(0) = x0,
where C is an A-bounded operator from the domain of A into a Hilbert space Y . We have exact
observability in time τ if there is a constant K > 0 such that
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0
∥∥CT (t)x∥∥2 dt K‖x‖2
for all x in the domain of A. Here, τ may be finite or infinite.
Remark 2.2. Assuming that B is admissible for (T (t))t0, infinite-time exact controllability
easily implies the existence of a time τ > 0 such that the system (1) is finite-time exactly con-
trollable in time τ . See, for example, [18, Proposition 2.8].
However, under some circumstances it is possible to drop the assumption of admissibility.
Indeed, as a consequence of the interpolation results established in Section 3, we shall provide
a sufficient condition in terms of the eigenvalues of the operator A guaranteeing that infinite-
time exact controllability implies finite-time exact controllability, independently of the control
operator B .
The following condition on the scalar- or matrix-valued Blaschke (or Blaschke–Potapov)
product β will be central to our considerations.
Condition 2.3. There are constants a, δ > 0 such that ‖(β(s))−1‖ 1
a
on the strip Sδ = {s ∈ C:
0 < Re s < δ}.
Remark 2.4. Both in the scalar- and in the matrix-valued case, Condition 2.3 is equivalent to the
conditions that c = inf Reλn > 0 and
sup
y∈R
∞∑
n=1
Reλn
(Reλn)2 + (y − Imλn)2 < ∞. (2)
Proof. Note that inf Reλn > 0 is already implied by the exponential stability assumption. In the
one-dimensional case, equivalence is shown in [7, Lemma 5.7]. Observe that (2) can be seen
as a Carleson measure-type condition on the measure
∑∞
n=1 Reλnδλn , but tested only on the
reproducing kernels kλ with Reλ = c.
The matrix-valued case follows easily by observing that for a Blaschke–Potapov product β ,
detβ is a scalar Blaschke product with zeroes λn, up to multiplicity N , and that
∥∥(β(s))−1∥∥ ∣∣detβ(s)−1∣∣ ∥∥(β(s))−1∥∥N. 
Remark 2.5. Let c := inf Reλn > 0 and assume that
α := sup
y∈R
∞∑
n=1
Reλn
(Reλn)2 + (y − Imλn)2 < ∞.
Then, by Remark 2.4, Condition 2.3 holds and in particular for every δ ∈ (0, c), one may choose
a := exp(−2δ c2α 2 ) as the following calculation shows:(c−δ)
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n∈N
∣∣∣∣x + iy + λ¯nx + iy − λn
∣∣∣∣
2
=
∏
n∈N
(
1 + 4x Reλn
(x − Reλn)2 + (y − Imλn)2
)

∏
n∈N
exp
(
4x Reλn
(x − Reλn)2 + (y − Imλn)2
)
= exp
(∑
n∈N
4x Reλn
(x − Reλn)2 + (y − Imλn)2
)
 exp
(
4δ
∑
n∈N
(Reλn)2
(x − Reλn)2
Reλn
(Reλn)2 + (y − Imλn)2
)
 exp
(
4δ
c2α
(c − δ)2
)
for every x + iy ∈ Sδ .
The following theorem shows that the property of infinite-time exact controllability implies
exact controllability in a finite time τ depending only on the eigenvalues (λn) and the dimen-
sion N , provided that Condition 2.3 holds.
Theorem 2.6. Suppose that Condition 2.3 holds and that the system (1) is exactly controllable in
infinite time. Then (1) is exactly controllable in any time τ satisfying
τ >
2
δ
log
(
m√
π
(
a−1 + 1) log(N + 1))
for some constant m > 0. For N = 1, m may be chosen as 4
√
2e
log 2 .
Note that Condition 2.3 is independent of the control operator B . The proof of this theorem
can be found at the end of the following section.
Remark 2.7. The situation is different if we deal with approximate controllability instead of
exact controllability. The system (1) is called infinite-time approximately controllable, if the in-
tersection of the range of B∞ with H is dense in H , and the system (1) is called finite-time
approximately controllable in time τ , if the intersection of the range of Bτ with H is dense in H .
However, even for bounded control operators B , infinite-time approximate controllability does in
general not imply finite-time approximate controllability, as the following example shows. Note
that approximate controllability is dual to approximate observability [21], and thus it is sufficient
to state the example for observation operators.
Our example is a slight modification of Example 4.1.16 in [2]. Let H be the Sobolev space
W 1(0,∞), A be the generator of the damped left shift on (0,∞), that is,
(
T (t)f
)
(x) := e−t f (t + x), t, x > 0,
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on [0, τ ], and thus this system is not finite-time approximately observable. However, it is infinite-
time approximately observable.
3. Interpolation results
We summarize some results linking Hankel operators, Toeplitz operators and interpolation.
Here, the vector-valued case may be considered, with a Blaschke–Potapov product β , Kβ =
H 2(C+,CN) βH 2(C+,CN), Kθτ = H 2(C+,CN) θτH 2(C+,CN).
Lemma 3.1. The following conditions are equivalent:
1. the operator PKθτ |Kβ is bounded below;
2. the Toeplitz operator Tβ∗θτ is bounded below on H 2(C+,CN);
3. the Hankel operator Γβ∗θτ has norm strictly less than 1, i.e., dist(β∗θτ ,H∞(Mat(N ×N)))
< 1;
4. given F ∈ H 2(C+,CN) there exists a function G ∈ Kθτ such that P⊥I˜n F (λn) = P
⊥
I˜n
G(λn) for
all n, where I˜n = rangeβ(λn).
Proof. The equivalence of (2) and (3) follows directly from the isometry of the multiplication
operator Mβ∗θτ and the vector Nehari Theorem [12].
As in [11, Lemma D.4.4.4, Corollary D.4.4.5], we see that the restriction PKθτ |Kβ is bounded
below if and only if the Toeplitz operator Tβ∗θτ is bounded below.
The only remaining assertion is the equivalence of condition 4 with the others. Note that
condition 4 can be reformulated as stating that H 2(C+,CN) = βH 2(C+,CN) + Kθτ . This is
equivalent to the property that PKβ |Kθτ = Kβ , and this is equivalent to condition 1 by Banach’s
closed range theorem. 
We further require the reproducing kernel thesis for Hankel operators [1,14], with an estimate
of constants. It will be convenient to work in the disc rather than the half-plane.
Let m denote normalized Lebesgue measure on T, and let A be normalized area measure
on D.
For λ ∈ D we write Kλ for the normalized reproducing kernel for H 2, that is,
Kλ(z) = (1 − |λ|
2)1/2
1 − λz (z ∈ D).
For b ∈ H 20 , we write Γb for the Hankel operator Γ : H 2 → H 20 , defined by Γbf = P−(bf ).
Then we have the following quantitative form of the reproducing kernel thesis.
Theorem 3.2. For a Hankel operator Γ = Γb we have
‖Γ ‖M sup
λ∈D
‖ΓKλ‖,
where M can be taken to be 4
√
2e.
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∥∥P−(bKλ)∥∥2 = ∥∥bKλ − b(λ)Kλ∥∥2
=
∫
T
∣∣b(t)− b(λ)∣∣2∣∣Kλ(t)∣∣2 dm(t)
=
∫
T
∣∣b ◦ φλ(s) − b ◦ φλ(0)∣∣2 dm(s), (3)
where φλ denotes the Möbius mapping
φλ(s) = s + λ1 + λs .
Using the Littlewood–Paley identity as in [3, Lemma VI.3.2], we can bound (3) below and obtain
∥∥P−(bKλ)∥∥2  12
∫
D
∣∣(b ◦ φλ)′(z)∣∣2(1 − |z|2)dA(z)
= 1
2
∫
D
∣∣b′(w)∣∣2(1 − |w|2)∣∣Kλ(w)∣∣2 dA(w), (4)
by a standard change of variables.
On the other hand, we may calculate the norm of the Hankel operator by taking b ∈ H 20 ,
f ∈ H 2 and g ∈ H 20 , so that
∣∣〈bf,g〉∣∣= ∣∣∣∣
∫
T
b(t)f (t)g(t) dm(t)
∣∣∣∣
=
∣∣∣∣
∫
D
b′(z)(fg)′(z) log 1|z| dA(z)
∣∣∣∣,
by the polarized form of the Littlewood–Paley identity. Differentiating the product fg gives two
terms, so we estimate
∣∣∣∣
∫
D
b′(z)f ′(z)g(z) log 1|z| dA(z)
∣∣∣∣

(∫
D
∣∣b′(z)∣∣2∣∣g(z)∣∣2 log 1|z| dA(z)
)1/2
×
(∫ ∣∣f ′(z)∣∣2 log 1|z| dA(z)
)1/2
D
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(
2
∫
D
∣∣b′(z)∣∣2∣∣g(z)∣∣2(1 − |z|2)dA(z))1/2‖f ‖2

√
2
√
2e sup
λ∈D
(∫
D
∣∣b′(z)∣∣2∣∣Kλ(z)∣∣2(1 − |z|2)dA(z)
)1/2
‖f ‖2‖g‖2,
using the reproducing kernel thesis for Carleson embeddings with the constant
√
2e given in [15].
The other term may be estimated similarly. Now, combining this with the estimate given in (4),
and taking the supremum over all f and g of norm 1, we arrive at
‖Γ ‖ 4√2e sup
λ∈D
‖ΓKλ‖,
as required. 
Since Hankel operators on the half-plane are unitarily equivalent to Hankel operators on the
disc (cf. [16, Chapter 2]), we have the same constant in the reproducing kernel thesis for Hankel
operators on the half-plane and thus
Corollary 3.3.
‖Γ ‖ 4√2e sup
λ∈C+
‖Γ kλ‖/‖kλ‖ (5)
for every Hankel operator Γ : H 2(C+) → H 2(C−).
The same reasoning can also be applied to the case of vector Hankel operators Γ =
ΓB :H
2(C+,CN) → H 2(C−,CN), where B is an N × N matrix-valued symbol. In this case,
the Carleson embedding constant employed in Theorem 3.2 is known to grow proportionally to
log(N + 1) [10].
Remark 3.4. There exists a constant m > 0 such that
‖Γ ‖m log(N + 1) sup
λ∈C+,e∈CN ,‖e‖>0
‖Γ kλe‖/‖kλe‖ (6)
for each N ∈ N and each vector Hankel operators Γ : H 2(C+,CN) → H 2(C−,CN).
Here is our main technical result of this section.
Theorem 3.5. Condition 2.3 holds if and only if the equivalent conditions of Lemma 3.1 hold for
some τ > 0. More precisely, there exists a constant m > 0 such that given a, δ from Condition 2.3,
the equivalent conditions of Lemma 3.1 hold for each τ > 2
δ
log( m√
π
(a−1 + 1) log(N + 1)). In
case N = 1, m may be chosen as 4
√
2e
.log 2
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above and consider
σ := sup
λ∈C+,‖h‖=1
∥∥∥∥P−β∗θτ kλ‖kλ‖h
∥∥∥∥
H 2(C−,CN)
. (7)
Flipping half-planes, we see that
σ = 1√
π
sup
λ∈C+,‖h‖=1
∥∥∥∥P+ θ−τ (s)β(s)s − λ (Reλ)1/2h
∥∥∥∥
H 2(C+,CN)
,
where s is a dummy variable. Adding on a function in H 2(C−,CN) before projecting we see
that this equals
sup
λ∈C+,‖h‖=1
∥∥∥∥P+ θ−τ (s)(β(s) − β(λ))s − λ (Reλ)1/2h
∥∥∥∥
H 2(C+,CN)
.
We now estimate the L2 norm of β(s)−β(λ)
s−λ h (which lies in H 2(−δ/2 + C+)) along the vertical
strip {s ∈ C: Re s = −δ/2}. First, since β is inner, we have ‖β(s)‖ = ‖β−1(−s)‖  1/a, so
‖(β(s) − β(λ))h‖ a−1 + 1, and integrating we obtain
∥∥∥∥β(s) − β(λ)s − λ h
∥∥∥∥
H 2(−δ/2+C+,CN)

(
a−1 + 1) 1
(Reλ+ δ/2)1/2 .
Thus the inverse Laplace transform of (Reλ)1/2 β(s)−β(λ)
s−λ h may be written as a function φ : t →
e−δt/2gλ,h(t), where ‖gλ,h‖2  1√2π (a−1 + 1), independently of λ and h.
Finally, since in the time domain multiplication by θ−τ translates into a left shift by τ , we see
that
∥∥∥∥P+ θ−τ (s)(β(s) − β(λ))s − λ (Reλ)1/2h
∥∥∥∥
H 2(C+,CN)
= √2π
( ∞∫
τ
∣∣φ(t)∣∣2 dt
)1/2

√
2πe−δτ/2‖gλ,h‖2
 e−δτ/2
(
a−1 + 1).
Thus if eδτ/2 > m log(N +1)(a−1 +1)/√π , we have that ‖Γβ∗θτ ‖ < 1, and hence the equivalent
conditions of Lemma 3.1 hold.
Conversely, suppose that Condition 2.3 does not hold. We want to show that the equivalent
conditions of Lemma 3.1 fail for each τ > 0.
Let τ > 0 be fixed. We will show that ‖Γβ∗θτ ‖ = 1. Since Condition 2.3 fails, there exists a
sequence (zk) = (ak + ibk) in C+ and a sequence (hk) in CN such that ak → 0, ‖β∗(zk)hk‖ → 0,
‖hk‖ = 1 for all k. Thus
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
∥∥Γβ∗eiτbkKzkhk∥∥2 − ∥∥Γβ∗(eiτbk 1 − Tθτ )Kzkhk∥∥2

∥∥(β∗(·) − β∗(zk))Kzkhk∥∥2
−√2ak
[ τ∫
0
∣∣e−zkt ∣∣2 dt +
∞∫
τ
∣∣1 − eakτ ∣∣2∣∣e−zkt ∣∣2 dt
]1/2

(
1 − ∥∥β∗(zk)hk∥∥)−
[
2ak
τ∫
0
∣∣e−zkt ∣∣2 dt + (1 − eakτ )2
]1/2
k→∞→ 1,
and hence ‖Γβ∗θτ ‖ = 1. 
We summarize our results on tangential interpolation in the Paley–Wiener space PWτ (CN) =
{uˆ: u ∈ L2([0, τ ];CN)}. Here, uˆ denotes the Laplace transform of u.
For a Blaschke sequence λn in C+ and a sequence (bn) of nonzero vectors in CN , we write
K′n = span{kλj bj , j = n}H
2
for each n. In the following,  will always denote the angle in H 2(C+,CN). Note that in case
N = 1, sin(| (kλk ,K′k)|)2 = |βk(λk)|2, where βk denotes the Blaschke product for the Blaschke
sequence (λn)n=k .
Theorem 3.6. Let N ∈ N, (λn) be a Blaschke sequence satisfying Condition 2.3, τ >
2
δ
log( m√
π
(a−1 + 1) log(N + 1)) with m as in Remark 3.4. For N = 1, we may choose
m = 4
√
2e
log 2 . Let (bn) be a sequence of nonzero vectors in CN and let the subspaces K′n be
as defined above. Finally, let E denote the weighted tangential evaluation operator given by
f → Ef = (〈f (λn), bn〉). Then the following are equivalent:
1. E(H 2(C+,CN)) ⊇ 2.
2. E(PWτ (CN)) ⊇ 2.
3. The measure
μ =
∞∑
n=1
Reλ2n
‖bn‖2| (kλnbn,K′n)|2
δλn
is a Carleson measure on C+.
Proof. The equivalence of (1) and (3) is contained in [6, Theorem 2.18]. Obviously (2) ⇒ (1).
The implication (1) ⇒ (2) follows from Theorem 3.5, since for the given τ , each solution of the
interpolation problem in H 2(C+,CN) can be lifted to a solution in PWτ (CN) by condition 4 of
Lemma 3.1. 
We are now in the position to prove Theorem 2.6.
B. Jacob et al. / Journal of Functional Analysis 259 (2010) 2424–2436 2435Proof of Theorem 2.6. Suppose that Condition 2.3 holds with a, δ. By Theorem 3.5, PKθτ |Kβ is
bounded below for any time
τ >
2
δ
log
(
m√
π
(
a−1 + 1) log(N + 1)).
Note that τ is independent of B .
Suppose that the system (1) is exactly controllable in infinite time, that is, H ⊂ R(B∞). Exact
controllability for (1) in infinite-time implies that for every 2 sequence (cn)n1 we can find
u ∈ L2(0,∞) such that 〈uˆ(λn), bn〉 = cn for each n, where uˆ = Lu, the Laplace transform of u;
equivalently, 〈uˆ, kλnbn〉 = cn (we may clearly exclude the case when any of the bn vanish).
Let P : Kβ → Kθτ denote the mapping PKθτ |Kβ , which is bounded below and so has closed
range, and let Q : Kθτ → H 2(C+,CN) denote a (bounded) left inverse, so that QP = I on Kβ .
Thus 〈uˆ,QPkλnbn〉 = cn for each n, or 〈Q∗uˆ,P kλnbn〉 = cn; we therefore have exact con-
trollability at time τ using the input L−1(Q∗uˆ). 
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