The order of accuracy of the node-centered finite volume methods is analyzed, and the analysis is based on an exact derivation of the numerical errors in one dimension. The accuracy for various types of grids are considered. Numerical simulations and analysis are performed for both a hyperbolic and a eliptic case, and the results agree. The impact of weakly imposed boundary conditions is analyzed and verified numerically. We show that the error contribution from the primal and dual grid can be treated separately.
Introduction
The order of accuracy of the widely used [11, 3, 8, 4, 16, 9] node-centered finite volume method (FVM) has been discussed recently. There are indications that the scheme yields at least first order accuracy for all types of grids [2, 14] , while others have indications that for some meshes the order is less than one [12, 15, 6] . In this report the behaviour of the node-centered finite volume method on a one dimensional mesh is analyzed, using both hyperbolic and elliptic model problems. The scheme is formulated in terms of Summation-By-Parts operators and the boundary conditions are imposed weakly using penalty terms [1, 7, 10, 13] .
The advantage with the one-dimensional analysis is that we can exactly compute the discretization error in terms of the truncation error. No assumptions or non-sharp estimates are needed. The drawback is of course that most applications are in multiple dimensions. However, without the direct link from truncation error to discretization error, no real understanding is possible. To be crystal clear, one has to be able to invert the operators.
The outline of this paper is as follows. First we make sure that our numerical procedure is stable for time dependent problems. Next, numerical simulations are performed for one hyperbolic and one elliptic ordinary differential equation (ODE), in order to find the rates of convergence. This is done using several types of grids. Thereafter the two problems are thoroughly analyzed, and the orders of accuracy obtained analytically is compared to the rates of convergence obtained experimentally.
Well-posedness and stability
Even though we here primarily focus on steady solutions we will first make sure that the corresponding time-dependent problem is well-posed and stable. This procedure guarantees that one can solve for the steady solution and that the matrix in the resulting linear equation system can always be inverted.
Well-posedness
The continuous problem that we consider is u t + au x = εu xx + F (x, t), 0 ≤ x ≤ 1 (1) u(x, 0) = f (x), where ε ≥ 0, F is a forcing function and f is the initial condition. The problem in (1) is strongly well-posed if the solution is bounded in terms of all the data F, f, g 0 , g 1 , where g 0 and g 1 are the boundary data at the left and right boundary, respectively. We limit ourselves to show well-posedness, hence considering the data F, g 0 , g 1 = 0, see [5] .
To examine this we use the energy method. We multiply the differential equation in (1) by 2u and integrate over the spatial domain. We obtain d dt u 2 = au(0, t) 2 − au(1, t) 2 + 2ε −u(0, t)u x (0, t) + u(1, t)u
where u 2 ≡ 1 0 u 2 dx. If ε = 0 the differential equation will be hyperbolic and we will only need one boundary condition. If a > 0, u(0, t) = g 0 has to be given, if a < 0, u(1, t) = g 1 has to be given instead. Assuming a > 0 and g 0 = 0 we get d dt u 2 = −au(1, t) 2 .
Considering the parabolic case we have ε = 0 and hence we have to give data at both boundaries, i.e. u(0, t) = g 0 and u(1, t) = g 1 . Inserting the zero boundary data yields
Time integration of (3) and (4) gives that the problem in (1) is well-posed in the classical sense, assuming that the correct number of boundary conditions is used. To discretize we integrate the differential equation in (1) over the control volumes, Ω i . The volumes Ω i corresponds to positions x i and are defined as Ω i = x i+1/2 − x i−1/2 , where x i+1/2 is the flux point between the positions x i and x i+1 , see Figure 1 . At the boundaries we have Ω 0 = (x 1/2 − x 0 ) and Ω N = (x N − x N −1/2 ). Next the term Ω i u t dx is approximated by Ω i u t (x i ), and the flux on the control volume boundaries by centered approximations. The numerical scheme becomes
The discrete formulation
where v i denotes the discrete representation of u(x i ). In matrix form, including a weak implementation of the boundary conditions, this is written as
T is a vector containing the discretized numerical solution. We have also introduced the vectors e 0 = [1 0 . . . 0]
T and e N = [0 . . . 0 1]
The boundary conditions are included using a weak penalty treatment, see [1, 10, 13] for details. The penalty parameters are denoted τ 0,N . P contains the control volumes Ω i . The difference operator Q is nearly skew-symmetric as Q + Q T = B, where B = E N − E 0 . E 0 and E N are matrices containing only zeros, except for E 0 (0, 0) = E N (N, N ) = 1. P and Q are shown in (7) .
Here S is such that (
The interior of S is equal to the identity matrix. A and S are given in (8) , where
Stability in the discrete case
For simplicity we again let F = g 0 = g N = 0. We multiply (6) by v T P from the left, add the transpose, introduce A = S T RS and use the relation
That yields
First consider the hyperbolic case. In the continuous version we had a > 0 and should hence only give data at the left boundary. In the discrete case, having ε = 0 and a > 0, the corresponding action is to let τ N = 0. We get
In the hyperbolic case the semi-discrete scheme in (6) will be stable if τ 0 ≤ −a/2. For the parabolic case we will use another technique, see [1] . Rewrite (9) as
To make (6) stable we needR ≥ 0 and also that the two quadratic forms in (11) are negative semi-definite. This will be fulfilled if
These stability requirements are derived in Appendix A.
Numerical experiments
The partial differential equation (PDE) is well-posed and the numerical scheme is stable. The next question is: How accurate will the results be when doing simulations? We begin be looking and the hyperbolic and parabolic problems separately. At steady-state the time derivative is zero, and we mimic this by numerically implementing the ODE's
in the domain 0 ≤ x ≤ 1. We consider the manufactured solution u(x) = sin(5πx/2) + x 2 +1. Consequently F 1 = 5π cos(5πx/2)/2+2x and F 2 = (5π) 2 sin(5πx/2)/4−2. (The solution u was chosen in order to not be 2π-periodic or having zero valued derivatives on the boundaries.)
A discrete version of (13) and (14) becomes
where M = −A + BS. Equation (15) and (16) was implemented using the stability requirements on τ 0 and τ N in (12) , and solved using five differently designed grids. The grids are specified in terms of the primal and dual mesh. The primal mesh consists of the integer-index solution points and the dual mesh of the flux points, see Figure 1 . For the primal mesh we will require the condition stated below Assumption 3.1. Assume that all ∆x i have the same probability distribution (this restriction excludes stretched meshes). Hence
where N is the number of grid points and the constant m p is dependent on the probability distribution chosen. For a deterministic mesh such that ∆x i ≡ 1/N we have m p ≡ 1.
For the primal grid the following notation will be used. If all ∆x i = h = 1/N then the primal mesh is said to be 'equidistant' (or uniform). If the ∆x i 's are randomly perturbed, the primal mesh is called 'random'. For the control volumes we have a corresponding notation. If the flux points x i+1/2 ≡ (x i + x i+1 )/2 the dual mesh will be called 'centered'. If x i+1/2 is perturbed by a constant we call the dual mesh 'shifted' and if the flux points are perturbed randomly we call it 'random'.
The discretization errors are defined as e i = u(x i ) − v i and the truncation errors as T e = P −1 Qu − F 1 and T e = −P −1 M u − F 2 , respectively. The resulting convergence rates for e and T e for the two cases are given in Table 1 and Table 2 . In Figure 2 and Figure 3 the L 2 -norms of e are plotted. The slopes in the figures correspond to the rates listed in the tables. One can conclude that a centering of the dual mesh, i.e. to have x i+1/2 ≡ (x i + x i+1 )/2, always gives the best rate of convergence. Another observation is that the order of accuracy of the truncation error does not seem to have a clear relation to that of the discretization error, see Table 1 and 2 . This was also the observation in [2] , [14] . Remark: Solving with randomly distributed grid points naturally gives rise to random errors. Therefore we have for those meshes (i.e. 'equidistant, random', 'random, centered' and 'random, random') made 500 simulation runs. In the figures the mean of the 500 L 2 -norms of the discretization errors are plotted. 
Order of accuracy in the hyperbolic case
To find out how the discretization errors depend on the truncation errors, we analyze the model problems further. The discrete formulation of the hyperbolic problem in (13) is given in (15) where v i is the numerical approximation of u(x i ). LetQ = Q − τ 0 E 0 and rewrite (15) as
The truncation error T e = P −1Q u − F + τ 0 P −1 e 0 g is obtained by inserting the exact solution u into (15) . That leads to
Combining equation (18) and (19), we obtain
Q is non-singular if τ 0 = 0, and is inverted explicitly in Appendix B. The result is
. . .
Note thatQ −1 has one constant part and one part that varies from row to row.
Computation of the discretization error
The point-wise discretization error e i = (Q −1 P T e ) i can now be split into two parts as
where
is constant in all grid points. The error partẽ i is more complex and varies with the index i. It is given in Appendix C.
To compute e τ we need P T e . First define
e. ξ i introduces an arbitrary perturbation around a centered dual mesh). The control volumes then become
We Taylor expand P T e = Qu − P F and denote F i ≡ F (x i ). Recalling (7) and inserting u x = F and u xx = F x , we can write
which yields
Note that e ξ depends on the dual mesh and e ∆x on the primal mesh.
Remark: Since the error can be divided into a dual mesh dependent part an a primal mesh dependent part, one can analyze the error contribution from the dual and primal mesh separately, rather than analyzing all combination of grids.
Dual mesh dependent error
First consider the dual mesh (computation of e ξ ). When the control volumes are centered then ξ i = 0 and therefore e ξ = 0. If the dual mesh is shifted (ξ i = Ch) cancellation yields e ξ = Ch(F N − F 0 ) which means that an O(h) contribution is added to the discretization error.
The random case requires more explanation. The expected value of e ξ , E(e ξ ), will be equal to zero if E(ξ i ) = 0. On the other hand, the "worst case scenario" when one considers ξ i ∼ O(h), leads to e ξ being O(1). The deviation from the mean value, σ(e ξ ), will give the correct answer from a statistical point of view. Proposition 4.1. Consider solving the problem (13) using (15) on a mesh where the control volumes are randomly distributed, so that ξ i = kr i ∆x i and where Assumption 3.1 holds. Assume that the random variable r i is uniformly distributed in [−1, 1] and that |k| < 1/2 is a constant. Then we have
where E(e ξ ) is the expected value of e ξ and σ(e ξ ) the standard deviation. Hence the contribution from the dual mesh to the discretization error is on average e ξ ∼ O(h 0.5 ).
Proof of proposition 4.1. The relation ξ i = kr i ∆x i inserted into (25) gives
The mean of e ξ , E(e ξ ), is zero since E(r i ) = 0. To compute the standard deviation σ(e ξ ) we need
Using (28), (29) and Assumption 3.1 we obtain
where ϕ is an O(1) constant depending on the function
.) The standard deviation σ(e ξ ) is obtained by taking the square root of the variance V,
Hence the error contribution e ξ is on average O(h 0.5 ), when using random dual mesh.
The error contributions introduced by the dual meshes are summarized in Table 3 .
Primal mesh dependent error
Now consider the primal mesh (the component e ∆x in (25)). The equidistant case, i.e. ∆x i = h, is straight-forward. Due to cancellation e ∆x = h 2 (F N x − F 0 x )/4, and we conclude that an equidistant primal mesh contributes with an O(h 2 ) error.
The random case requires statistical analysis. For the simplest case F x = c 1 we get e ∆x = c 1 (−∆x Proposition 4.2. Consider solving the problem (13) using (15) on a mesh with randomly distributed primal mesh, such that Assumption 3.1 holds. Then we have
i.e. the primal mesh contribution to the discretization error is on average e ∆x ∼ O(h 1.5 ).
Proof of proposition 4.2. Consider e ∆x in (25). Assumption 3.1 leads to
due to cancellation. In order to compute the standard deviation we need
where ζ consists of N (N − 2)/4 terms with positive sign, and N 2 /4 negative terms. We use the relations in (33) to obtain E(e 
The constants m 2 and m 4 depends on how ∆x i is distributed. The constants ϕ 1 and ϕ 2 depends on F x , and if 
Thus a random primal mesh gives an O(h 1.5 ) error contribution since σ(e ∆x ) ∼ 1/N 1.5 .
Result of the analysis of the hyperbolic case
In (22) we have split the discretization error e into one constant part e τ and one varying partẽ. We divideẽ i into a dual mesh dependent and a primal mesh dependent part just as we did with e τẽ
and perform similar analysis as in the previous sections. This is done in Appendix C and the result is listed in table 3 and 4. From the tables it is clear that e τ andẽ i have the same order of accuracy. Remark: The contribution from e τ to the discretization error e is equal in every grid point.ẽ on the other hand varies from grid point to grid point. In particular, e 0 = 0. If τ 0 → ∞ then e 0 → 0, i.e. with increased penalty the numerical solution v 0 tends to the exact solution u(0). However, in the rest of the domain one can not (in the general case) say whether increased penalty leads to small errors.
Dual mesh
0.5 Table 3 : Error contribution from the dual mesh when solving a hyperbolic problem.
Primal mesh
1.5 Table 4 : Error contribution from the primal mesh when solving a hyperbolic problem.
As we can see from table 5 the results from the analysis agree perfectly with the rates of convergence obtained experimentally. This is due to the fact that the inverse of the discrete operator, i.e. the direct link between the truncation error and the discretization error, can be computed exactly. Note that ∆x i ∼ 1/N is assumed. For a linearly stretched mesh such that ∆x i = k∆x i−1 this is not the case, since
is not proportional to 1/N .
Order of accuracy in the elliptic case
Next, we consider the case with second derivatives. Equation (14) in discretized form is given in (16) . LetM = M + τ 0 E 0 + τ N E N and rewrite (16) as
Analogous to the hyperbolic case we get
In order to express the discretization error e in terms of the truncation error T e we need the inverse ofM .M is inverted exactly in Appendix D, and the result is
The row index i goes from 0 to N , and so does the column index j. On the diagonal (41) and (42) coincide.
Computation of the discretization error
We Taylor expand P T e = −M u − P F and insert −u xx = F , −u xxx = F x . Denote + ξ N from (23). That leads to
The error e i = −(M −1 P T e ) i is computed and divided into one dual mesh dependent part and three primal mesh dependent parts.
Here the error contribution e ξ is dependent on the dual grid, whereas e i0 , e iN andẽ ∆x depends on the primal grid.
Remark: Remember that we consider Dirichlet boundary conditions. For this particular boundary condition the stability requirement on the penalty parameters is that τ 0 ≤ −1/(4∆x 1 ) and τ N ≤ −1/(4∆x N ) should hold, see equation (12) . This means that τ 0,N should be proportional to N .
Dual mesh dependent error
The dual mesh dependent error contribution e ξ is given in (47). For a centered dual mesh the contribution is e ξ = 0 since ξ j = 0. If the dual mesh is shifted (ξ i = Ch) we get e ξ = Ch((
The same is found for (M −1 ) iN and hence e ξ ∼ O(h 2 ) in the shifted grid case.
We continue by looking at the case with random dual mesh.
Proposition 5.1. Consider solving the problem (14) using (16) with the dual mesh being random, i.e. ξ i = kr i ∆x i , where r i ∈ [−1, 1] is uniformly distributed and the constant |k| < 1/2. Assume that Assumption 3.1 holds. Then the error contribution from the dual mesh e ξ has the following properties
i.e. a random dual mesh error contributes statistically with an 1.5 order error.
Proof of proposition 5.1. From (46) we have
where we have defined G ij = (M −1 ) ij F j . The expected value of e ξ equals zero, i.e. E(e ξ ) = 0, since E(ξ j ) = 0 and G ij being independent of ξ j . To find the statistically most probable error we compute the standard deviation. We need
Using the relations from (29) we get E(ξ
σ(e ξ ) = E(e
Hence the dual mesh error is on average proportional to O(h 1.5 ).
Primal mesh dependent error
The primal mesh dependent error was split into three parts as e ∆x = e i0 + e iN +ẽ ∆x . First consider the boundary errors e i0 and e iN from (48). Recalling that τ 0 ∼ 1/∆x 1 , we get
and in the same way e iN ∼ ∆x 2 N . We now take a look atẽ ∆x . If the mesh is equidistant (∆x i = h), it is easily seen thatẽ ∆x = 0. For a general primal grid we can writẽ e ∆x = ∆x
where G ij is defined as
, and hence ζ ∼ O(h 2 ). Furthermore G i1 and G iN −1 are proportional to O(h). Thus the error contribution fromẽ ∆x will never be worse than O(h 2 ), and we conclude that the same holds for e ∆x .
Result of the analysis for the elliptic case
The error contribution from the primal mesh was at worst O(h 2 ) which is the best possible result.
The main part of the error comes from the positioning of the flux points. Except if the control volumes are centered, since then there is no additional error introduced by the dual mesh. The dual mesh dependent errors are summarized in Table 6 .
Dual mesh
Error part Order Notation Form of ξ i e ξ of accuracy
1.5 Table 6 : Error contribution from the dual mesh when solving a hyperbolic problem.
In 6 Advection-diffusion equation
Having analyzed the hyperbolic and elliptic parts separately, it is interesting to see how they combine. One common application for FVM computations is to solve the Navier-Stokes equations where both the hyperbolic and elliptic operators are involved.
The corresponding one-dimensional model problem in the steady case is written
which we can solve by implementing the discrete formulation
The truncation error T e is obtained by putting the exact solution u into the numerical scheme. We write P T e = aQu − εM u − P F which using Taylor expansion becomes
Hence (T e ) 0 and (T e ) N are always are of order O(1), whereas the inner points (T e ) i have either order O(1), O(h) or even O(h 2 ), depending on the function F and the mesh.
To be more precise, for a 'uniform, centered' and a 'uniform, shifted' mesh we have an inner order of O(h 2 ), and for a 'uniform, random' mesh the order is O(F )+O(h 2 ). If the mesh is 'random, centered' the order will be O(h) and if it is 'random, random' the order will be O(F ) + O(h). We call the order of the truncation error p in the interior and q at the boundaries, and get
So for a general F we will have Primal mesh: uniform uniform uniform random random Dual mesh: centered shifted random centered random Forcing func. F : any any
0.5 0.5 0 0.5 0.5 0 0.5 Table 8 : Advection-Diffusion. Order of accuracy for e = u − v when solving au x = εu xx + F .
We conclude that for the two meshes with random dual mesh, the order of the truncation error will improve if the source function F is zero. We examine this prediction by looking at the equation
which has the exact solution
Implementing and running numerical experiments using the five grids results in Table 9 : Advection-Diffusion. Order of accuracy for e = u − v when solving au x = εu xx .
Note that all five grids gives a second order error. Having the forcing term equal to zero is of course a special case, but nevertheless an often used and important one. Keeping the forcing term non-zero gives exactly the same result as the elliptic case, see Table 2 .
Primal mesh: uniform uniform uniform random random Dual mesh: centered shifted random centered random Rate of Conv. Table 10 : Advection-Diffusion. Order of accuracy for e = u − v when solving au x = εu xx + F .
Remark:
We see that for the grids with random dual mesh the rate of convergence is improved by 0.5 if having the forcing function F = 0. This can be understood by looking at the truncation error in (58), where F i is multiplied by ξ i+1 − ξ i , i.e. the dual mesh perturbation.
Summary
The discrete versions of a hyperbolic and a elliptic differential equation with Dirichlet boundary conditions have been analyzed, and the numerical simulations agree perfectly with the analysis. The corner stone in this analysis is that the discrete versions of the differential operators have been proven possible to invert. The fact that the errors introduced by random meshes are treated with probability theory is also of importance.
The grid design is clearly very important for the rate of convergence, especially for the hyperbolic case (the rate of convergence is 2 for a uniform mesh and 0.5 for a random mesh). For the elliptic problem the convergence rates found were 2 for a uniform mesh and at worst 1.5 for random meshes.
The most significant feature of a "good" grid is that the control volumes are centered, i.e. that the flux points are positioned right between the solution points. Note that this centering is very easy to create in one dimension, but it is not clear how to achieve the same thing in multiple dimensions.
We also solved the advection-diffusion problem with and without a forcing term. When the forcing term was included the results were exactly the same as for the elliptic
A Penalty parameters for stability
To guarantee that the numerical scheme in (6) is stable we have to make sure that R ≥ 0 and that the two quadratic forms in (11) are negative semi-definite. The matrix R = R − γ 0 E 0 + γ N E N , where R = S −T AS −1 , has the following structurẽ
If a matrix is symmetric, diagonally dominant and real, with non-negative diagonal entries, then the matrix is positive definite. ForR this will be fulfilled ifR ii ≥ j =i |R ij | for every row i, which means that if (63) holds, thenR ≥ 0.
Further, the two quadratic forms in equation (11) are negative semi-definite if
When implementing we have to choose the penalty parameters τ 0 , τ N according to equation (64). We can treat both boundaries simultaneously with the following equations:
where c = −1 at the left boundary and c = 1 at the right boundary. We identify two special cases. First, ε = 0, the hyperbolic case: (65), (66) and (67) reduces to
In the continuous counterpart of this case we have to bound the solution at the boundary where ca ≤ 0. Therefore, if ca > 0 we put τ = 0. If ca < 0 we instead put τ ≤ ca/2. Both scenarios are covered by
Secondly, ε = 0, the parabolic case: If we rewrite expression (67) using (66) we will get
hence expression (65) is unnecessary. Inserting γ ≤ ∆x into equation (70) yields
If ca > 0 the penalty parameter τ may equal zero (even thought two boundary conditions are requiered). This can be solved by putting τ ≤ −ε/(4∆x) − |ca|/2. Equation (69) in the hyperbolic case, or equation (71) in the parabolic case, gives the stability conditions on (6).
B Derivation ofQ −1
We have the difference operator Q including the penalty parameter τ 0 as
The inverseQ −1 is derived using Gaussian elimination. Start by multiplying by 2.
Subtract rows, starting at last row. Assume N even, where N +1 is the number of rows.
Define the help parameter a = 1/τ 0 and write
which, if going back to τ 0 , means that
Again, expression (76) assumes that N is even, whereQ −1 is (N + 1) × (N + 1).
C Derivation of the hyperbolic errorẽ
In (22) the hyperbolic error is divided into one constant part e τ and one partẽ that varies over the grid points i. The varying errorẽ i can be writteñ
Just as e τ the errorẽ can be divided into one dual mesh dependent and one primal mesh dependent part. Recalling (24) yields
and For the random dual mesh we assume the control volumes to be distributed such that ξ i = kr i ∆x i , where r i ∈ (−1, 1) and that |k| < 1/2. The relation in (79) is rewritten as
where ϕ(j) = j − (1 + (−1) j )/2. The expected value E(ẽ even ξ ) = 0 since E(r j ) = 0. We compute the deviation from the mean value, σ(ẽ
. (82) From (29) we have E(r 2 j ) = 1/3 and E(r n r j ) = 0. Using Assumption 3.1 this yields
where ϕ is a constant depending on F . The standard deviation σ(ẽ even ξ
) is obtained by taking the square root of the variance. Hence we have
Combining this derivation with the methods in Proposition 4.1 will give us that the same result holds forẽ 
where ϕ(j) = j − (1 + (−1) j )/2. Here ζ consists of i(i − 2)/4 terms with positive sign and i 2 /4 negative terms. Using (33) we achieve
which we recognize from Proposition 4.2 to be proportinal to i/N 4 ∼ O(h 3 ). Using the same methods we will obtain E((ẽ
Thus it holds that
i.e. the primal mesh contribution to the discretization error is on averageẽ ∆x ∼ O(h 1.5 ). Now we need the first and last row from the whole, "original", matrix (90). Combining them with row 1 to N −1 in (91), we get back to the full system. Note that the mid-rows differ below and above the diagonal. 
D Derivation ofM

E The order of G ij
We have defined G ij = (M −1 ) ij F j . Assume i ≤ j.
(M −1 ) ij − (M −1 ) ij−1 = ∆x j i k=1 ∆x k ∼ ∆x j (97)
where we have used that τ N ∼ 1/∆x N . In the same way (M −1 ) i1 − (M −1 ) i0 ∼ ∆x 1 . That is, (M −1 ) ij − (M −1 ) ij−1 ∼ ∆x j for all j. The same result is also found for i ≥ j. Together with (F j − F j−1 ) = ∆x j F j x + O(h 2 ) this yields
Hence G ij − G ij−1 ∼ h.
