Abstract. For each positive integer n we use the concept of 'admissible arrays on n symbols' to define a set of positive integers Q(n) which is determined solely by number theoretical and combinatorial constraints and whose computation reduces to a finite problem. In earlier joint work with M. Scheutzow, it was shown that the set Q(n) is intimately connected to the set of periods of periodic points of classes of nonexpansive nonlinear maps defined on the positive cone in R n . In this paper we continue the characterization of Q(n) and present precise asymptotic estimates for the largest element of Q(n). For example, if γ (n) denotes the largest element of Q(n), then we show that lim n→∞ (n log n) −1/2 log γ (n) = 1. We also discuss why understanding further details about the fine structure of Q(n) involves some delicate number theoretical issues.
In this paper we consider maps that are non-expansive with respect to the l 1 -norm, i.e.
|x j |, x = (x 1 , x 2 , . . . , x n ) ∈ R n , but the questions we address are certainly relevant for other norms on R n , notably, the l ∞ -norm and, more generally, polyhedral norms on R n . See [6] for further information and partial results.
R. D. Nussbaum and S. M. Verduyn Lunel
If D ⊂ R n is closed and f : D → D is non-expansive with respect to the l 1 -norm and there exists an η ∈ D such that sup j f j (η) 1 < ∞, then it follows from the results of Akcoglu and Krengel [1] that for every x ∈ D, there exists a positive integer p = p(x) and a point ξ = ξ(x) ∈ D such that ξ is a periodic point of f of minimal period p and
Let K n = {x ∈ R n | x = (x 1 , x 2 , . . . , x n ), x i ≥ 0} denote the positive cone in R n . Linear maps that leave K n invariant and are non-expansive with respect to the l 1 -norm are given by n × n-matrices A = (a ij ) with a ij ≥ 0 and n i=1 a ij ≤ 1 for 1 ≤ j ≤ n. The Perron-Frobenius theory of non-negative matrices implies that not only does (1.2) hold, but also the positive minimal periods p which can arise are given by the least common multiple of sets of positive integers whose sum is less than or equal to n; see [14] and [12, §9] for details and further generalizations.
Conversely, every permutation σ : {1, 2, . . . , n} → {1, 2, . . . , n} induces a linear map f σ : K n → K n by f σ (x) = (x σ (1) , x σ (2) , . . . , x σ (n) ) which has a periodic point with minimal period equal to the order of the permutation. So, in the linear case, it is possible to describe exactly the set of possible minimal periods p.
Motivated by the linear case and the result of Akcoglu and Krengel, generalizations to classes of nonlinear maps have been studied. Recent joint work of the authors with M. Scheutzow, shows that for special classes of non-expansive maps there exists an exact description of the set of possible minimal periods using number theoretical and combinatorial constraints; see [10] [11] [12] .
In §2 we give an introduction to admissible arrays and explain the connection with periodic points of non-expansive maps. In §3, we present some background information on the orders of the permutations on n letters and prove that in dimensions n ≥ 8, there are periods of periodic points of nonlinear non-expansive maps that cannot be realized by linear maps in the same space. In §4 we prove our main result that will give an asymptotic estimate for the largest possible period of periodic points of non-expansive maps. Finally, in §5 we discuss some further properties of the periods of the periodic points of nonexpansive maps.
Admissible arrays and periodic points of nonlinear maps
The cone K n = {x ∈ R n | x i ≥ 0, 1 ≤ i ≤ n} induces a partial ordering by x ≤ y if and only if y − x ∈ K n . A map f : D ⊂ R n → R n is order-preserving if f (x) ≤ f (y) for all x, y ∈ D with x ≤ y. If f j (x) denotes the j th coordinate of f (x), then f is called integral-preserving if
x j for all x ∈ D.
We begin by defining a class of maps which we denote below by F 3 (n) and by giving some refinements of F 3 (n).
Definition 2.1. Define u = (1, 1, . . . , 1) ∈ R n and consider the following conditions on maps f : K n → K n :
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(1) f (0) = 0; (2) f is order-preserving; (3) f is integral-preserving; (4) f is non-expansive with respect to the l 1 -norm; (5) f (λu) = λu for all λ > 0. We define sets of maps F j (n), 1 ≤ j ≤ 3, by (1), (2), (3) and (5)}, (1), (2) and (3)}, (1) and (4)}.
A proposition of Crandall and Tartar [3] implies that if f : K n → K n is integralpreserving, then it is order-preserving if and only if it is l 1 -norm non-expansive. Thus, we see that
If f : K n → K n is integral-preserving and order-preserving, one can easily check that f satisfies (5) if and only if f is sup-norm-decreasing, i.e.
Using this characterization of F 1 (n) and a result of Krengel and Lin [4] , we see that if f ∈ F 1 (n) and y ∈ K n is a periodic point of f , then there is a permutation σ , depending on f and y, such that f (y) = (y σ (1) , y σ (2) , . . . , y σ (n) ).
Examples of maps belonging to F 1 (n) can be constructed as follows. Let σ and τ be permutations of the set {1, 2, 3, . . . , n}. Define the map f :
Even for such simple looking examples, it is not easy to determine the possible minimal periods of the periodic points of f . In order to obtain more information about the possible periods, we define sets of positive integers P j (n), 1 ≤ j ≤ 3, by P j (n) = {p ≥ 1 | ∃f ∈ F j (n) and a periodic point of f of minimal period p}.
Our results describe the sets P 2 (n) and P 3 (n) precisely and provide considerable information about the set P 1 (n).
Because
we have, by definition,
If S n denotes the symmetric group on n symbols and σ denotes an element of S n then, by permutation of the coordinates, σ induces a linear mapσ that belongs to F 1 (n) and it is easy to see that ξ = (1, 2, 3 , . . . , n) ∈ K n is a periodic point of minimal period p equal to the order of σ as an element of symmetric group S n . Thus P 1 (n) contains the set of all orders of elements of S n . However, in general, P 1 (n) is larger than the set of orders of elements of S n ; see Theorem 3.1 for a precise result.
By constructing special maps, one can show (see [9] for P 1 (n) and [12, §8] for P 2 (n)) that the sets P 1 (n) and P 2 (n) have the following properties. R. D. Nussbaum and S. M. Verduyn Lunel
The first claim follows from concatenation of maps. If p i ∈ P j (n i ), i = 1, 2, there exist maps f i ∈ F j (n i ) with periodic points ξ i of minimal period p i . The map (4) and has periodic points (2, 1, 1, 1) and (1, 0, 0, 1) of minimal period 4 and 3, respectively. Note that f is a special case of the map given by (2.1) with n = 4,
Consequently, 2 × lcm{3, 4} = 24 ∈ P 1 (8) . Since 24 is not the order of an element of the symmetric group on eight symbols, a nonlinear map is needed to have a periodic point of minimal period 24 in K 8 .
Also note that, since P j (1) = {1}, one has that P j (n) ⊂ P j (n + 1) for all n ≥ 1 and if p ∈ P j (n) and d|p, then d ∈ P j (n) (j = 1, 2, 3).
To describe the set P 3 (n) precisely, we use the notion of admissible arrays introduced in [10] . Definition 2.2. Suppose that (L, ≺) is a finite, totally ordered set and that is a finite set with n elements. Let Z denote the integers and for each i ∈ L, suppose that θ i : Z → is a map. We shall say that {θ i : Z → | i ∈ L} is an admissible array on n symbols if the maps θ i satisfy the following conditions. (i) For each i ∈ L, the map θ i : Z → is periodic of minimal period p i , where
(ii) If ≺ denotes the ordering on L and m 1 ≺ m 2 ≺ · · · ≺ m r+1 is any given sequence of (r + 1) elements of L and if
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The concept of an admissible array on n symbols depends on the ordering ≺ on L, but it has been observed in [10] that if |L| = m, we can assume that L = {i ∈ Z | 1 ≤ i ≤ m} with the usual ordering and = {j ∈ Z | 1 ≤ j ≤ n}. An admissible array {θ i : Z → | i ∈ L} can be identified with a semi-infinite matrix (a ij ), i ∈ L, j ∈ Z, where a ij = θ i (j ) . For this reason, we shall sometimes talk about the 'ith row of an array'. We shall say that 'an admissible array has m rows' if |L| = m.
The period of an admissible array {θ i : Z → | i ∈ L} is defined to be the least common multiple of the periods of the maps θ i , i ∈ L. Definition 2.3. Suppose that S = {q i | 1 ≤ i ≤ m} is a set of positive integers with 1 ≤ q i ≤ n for 1 ≤ i ≤ m and q i = q j for 1 ≤ i < j ≤ m. We call S an array-admissible set for n if there exists an admissible array on n symbols {θ i : Z → | i ∈ L} such that θ i has minimal period p i and a one-to-one map σ of {1, 2, . . . , m} onto L such that
. . , n} is array-admissible for n}.
To become more familiar with admissible arrays and the set Q(n), we compute the sets Q(n) for 1 ≤ n ≤ 6 and refer to [12] for a systematic approach to the computation of Q(n).
First observe that if p is a prime and p α ∈ Q(n) for some integers α ≥ 0 and n ≥ 1, then p α ≤ n. Furthermore, if an integer q has prime factorization q = p j ≤ n, then q ∈ Q(n) (the maps θ i in the definition of an admissible array can be positioned in such a way that the ranges of the maps θ i do not intersect and this implies that the second condition in the definition of an admissible array is void). This last observation implies that the orders of the elements of the symmetric group on n letters are contained in the set Q(n). These observations yield Q(1) = {1}, Q(2) = {1, 2} and Q(3) ⊂ {1, 2, 3, 6}. Can 6 ∈ Q(3)? For this we need an admissible array with two maps θ 1 and θ 2 with periods 2 and 3. Since n = 3 the intersection of the ranges of θ 1 and θ 2 is non-empty. Hence there exist t 1 , s 1 such that θ 1 (s 1 ) = θ 2 (t 1 ) and the second condition in the definition of an admissible array yields t 1 − s 1 ≡ 0 mod 1, a contradiction. Thus Q(3) = {1, 2, 3}. Similarly Q(4) = {1, 2, 3, 4}, Q(5) = {1, 2, 3, 4, 5, 6} and Q(6) ⊂ {1, 2, 3, 4, 5, 6, 12}. Can 12 ∈ Q(6)? We cannot take an admissible array {θ 1 , θ 2 } with periods 3 and 4, but there exists an admissible array {θ 1 , θ 2 } with periods 4 and 6; define θ 1 (j ) = j mod 6 and θ 2 (j ) = j + 1 mod 4. So Q(6) = {1, 2, 3, 4, 5, 6, 12}.
As an illustration of the use of admissible arrays, we prove the following lemma that will be used in the following; see, [12, 
follows that the cardinality of the set B q i equals q i , i ∈ L. Thus i∈L q i ≤ n and the disjoint cycle representation for permutations shows that q = lcm{q i | i ∈ L} is the order of a permutation. ✷ Earlier work by the first author and Scheutzow [10] showed that there is an intimate connection between the sets P i (n), i = 1, 2, 3 and Q(n) which can be derived from the structure of the semilattice generated by a periodic orbit of a map in
To explain this connection we need some more definitions. If x, y ∈ R n , we define x ∧ y and x ∨ y in the standard way:
there is a minimal (in the sense of set inclusion) lower semilattice V ⊃ A, the lower semilattice generated by A.
If W ⊂ R n is a lower semilattice, h : W → W is a lower semilattice homomorphism of W and ξ ∈ W is a periodic point of minimal period p of h, we let V denote the finite lower semilattice generated by
From the definitions it follows that h(V ) ⊂ V and h p (x) = x for all x ∈ V . In particular, h|V is a lower semilattice homomorphism, h|V is one-to-one, onto and
is also a semilattice homomorphism of V . The relevance of these ideas in our situation is indicated by the following theorem due to Scheutzow [14] .
and f is a lower semilattice homomorphism of D. We shall write p ∈ Q 1 (n) if and only if there exists a map f ∈ G 1 (n) and a periodic point ξ ∈ K n of f of minimal period p.
Note that from Theorem 2.2, it follows that P 3 (n) ⊂ Q 1 (n). Our main theorem presented in [11] describes the situation precisely.
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Note that if a map f : K n → K n has a periodic point of minimal period p and q is a divisor of p, then there exists a periodic point of f of minimal period q (ifx is a periodic point of minimal period p and p = mq, thenx is a periodic point of f m of minimal period q). This observation yields the following corollary of Theorem 2.3.
Given the very definition of an admissible array, this is indeed a non-trivial consequence of the main theorem. It allows us to introduce the notion of maximal elements of Q(n). An integer p ∈ Q(n) is called maximal if there does not exist a q ∈ Q(n), q = p and p divides q. For example, the set of maximal elements of Q(6) comprises the elements 5 and 12. The fact that one can restrict attention to maximal elements is crucial in any attempt to compute Q(n) explicitly (see [12] ).
We end this section with the definition of an auxiliary set of integers that will play an essential role. Definition 2.6. We define inductively, for each n ≥ 1, a collection of positive integers P (n) by P (1) = {1} and, for n > 1, p ∈ P (n) if and only if either:
, where p 1 ∈ P (n 1 ), p 2 ∈ P (n 2 ) and n 1 and n 2 are positive integers with n = n 1 + n 2 ; or (B) n = rm for integers r > 1 and m ≥ 1 and p = r lcm(p 1 , p 2 , . . . , p r ), where
From Theorem 2.1, we obtain that
Since Theorem 2.3 states that P 2 (n) = Q(n), we see that the set P (n) provides a 'lower bound' for Q(n). The set of maximal elements of P (n) can easily be computed and in order to compute Q(n), it suffices to study the complement of P (n) in Q(n). This approach was used in [12] to compute Q(n) explicitly for 1 ≤ n ≤ 50. Actually, it turned out that P (n) = Q(n) for 1 ≤ n ≤ 50. However, in general P (n) is not equal to Q(n). It is proved in [12, §7] that P (78) is not equal to Q(78) and n = 78 is the smallest known n with P (n) not equal to Q(n).
In this paper we give a precise asymptotic estimate for the largest element of Q(n) and P (n), but first we have to collect some further results for linear maps.
The relation between linear and nonlinear maps
We have seen that a permutation σ : {1, 2, . . . , n} → {1, 2, . . . , n} induces a linear l 1 -norm non-expansive map f σ which, in fact, belongs to F 1 (n). So the orders of the permutations on n letters belong to the set Q(n) and the largest order of a permutation on n letters R. D. Nussbaum and S. M. Verduyn Lunel provides a lower bound for the largest element of Q(n). Let g(n) denote the largest order of a permutation on n letters. The fundamental result, due to Landau [5] , states that
Since some basic properties of g(n) and some arguments of the proof of (3.1) play a role in the analysis of the largest element of Q(n), we summarize what is known about g(n). A proof of (3.1) requires the Prime Number Theorem, which states that if π(x) denotes the number of primes not exceeding x, then
We refer to Miller [8] for a clear presentation of how to derive (3.1) from (3.2) and for historical notes about g(n). One should note that an explicit upper bound for log g(n) was only recently obtained and that the function n → g(n) has quite complicated behaviour (see Massias [7] ). Let L(n) denote the set of orders of the permutations on n letters. From the disjoint cycle representation for permutations, it follows that
This representation for the orders of the permutations implies that L(n) ⊂ P (n), so that g(n) = max{p | p ∈ L(n)} is actually a lower bound for the largest element of P (n). In fact, the set L(n) is the smallest set of positive integers such that n ∈ L(n) and L(n) is closed under Definition 2.6(A). This fact, together with the observation made at the end of §2 that it suffices to compute the maximal elements of L(n), yields a simple procedure to compute g(n) up to n = 100. The basic idea of the proof of (3.1) is the fact that the prime factorization of a given integer tells us whether the integer belongs to L(n). Since this idea also plays a role in the analysis of the largest element of Q(n), we recall the definition and the basic properties of the so-called S-function (see also Miller [8] ). 
Proof. For 1 ≤ j ≤ t, let the prime factorization of m j be given by
, then the prime factorization of m becomes, by definition,
So, by removing possible common factors in
where
Therefore, by construction,
S(m j ) and S(m j ) ≤ S(m j ).
This proves the lemma. ✷
Using the S-function and Lemmas 3.1 and 3.2, we can write
From the definitions, it follows that L(n) = P (n) = Q(n) for 1 ≤ n ≤ 5 and the set Q(6) = P (6) = L(6) ∪ {12}. For n = 7 one again has L(n) = P (n) = Q(n), but actually 7 is the largest integer n for which this equality holds. THEOREM 3.1. For n ≥ 8, the set P (n) is strictly bigger than the set L(n).
R. D. Nussbaum and S. M. Verduyn Lunel
Proof. The proof of the theorem is based on the characterization of L(n) using the S-function. We shall construct elements q n ∈ P (n) with the property that S(q n ) > n. The construction is based on the fact that for any integer n ≥ 1, there exists a prime between n and 2n.
Define p k , k ≥ 2, to be the largest prime between 2 k−1 and 2 k . We claim that
The proof of the claim uses mathematical induction. For k = 3, we have that 3 ∈ P (4) and 4 ∈ P (4). Therefore, it follows, by Definition 2.6(B) with r = 2, that
Suppose that the claim holds for all k with 3 ≤ k < l and that
Since, by construction, p l−1 ∈ P (2 l−1 ), it follows from Definition 2.6(B) with r = 2 that
This proves the claim. To define q n for 2 k < n < 2 k+1 , we define the elements q n for 8 < n < 16 explicitly and again proceed by induction. Define
and
Then, by construction, q n ∈ P (n) and S(q n ) > n for 8 < n < 16. In general, we define for
and we can define q n for 2 k + k−1 l=2 p l ≤ n < 2 k+1 , k ≥ 4, as follows. First write n = n + p k , and note that we have
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Therefore, for k ≥ 4 and for integers n with 2 k + k−1 l=2 p l ≤ n < 2 k+1 , it follows that
Now take q n ∈ P (n ) and p k ∈ P (p k ), so, by Definition 2.6(A), lcm(q n , p k ) ∈ P (n + p k ) = P (n). Thus, for integers n with
It follows by mathematical induction and by our construction that S(q n ) > n . Furthermore, by the definition of q 9 , . . . , q 15 and by the construction of q n in general, we see that the largest prime in the prime factorization of q n is less than or equal to p k−1 . We conclude that the integers q n and p k are relatively prime, so
Thus q n ∈ L(n) also for n with 2 k + k−1 l=2 p l ≤ n < 2 k+1 . This completes the proof. ✷ Theorem 3.1 implies that for n ≥ 8, the set Q(n) is strictly bigger than L(n). In the next section we discuss the asymptotic behaviour of the largest element of Q(n).
An asymptotic estimate for the largest element
We are now ready to prove an asymptotic estimate for the largest element of Q(n). Proof. Let the prime factorization of γ (n) be given by
Since γ (n) belongs to Q(n), we have that γ (n) = lcm(q 1 , q 2 , . . . , q s ), where q i are the periods of maps θ i of an admissible array θ = (θ 1 , θ 2 , . . . , θ s ). Therefore, basic properties of the least common multiple imply that for every factor p
From the definition of an admissible array, one has that the periods of the maps are less than or equal to n, q i ≤ n for 1 ≤ i ≤ s. So we have
From Corollary 2.1, it follows that γ 1 (n) ∈ Q(n) and γ 2 (n) ∈ Q(n).
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First we analyse γ 2 (n). Note that
Together with (4.2) this implies that α i = 1 for l+1 ≤ i ≤ t. Hence the prime factorization of γ 2 (n) is given by 
Since q k(i) ≤ n and p i > √ n for l + 1 ≤ i ≤ t, it follows that there cannot be another p j , j = i, such that p j |q k(i) . Thus p i = q k(i) for l + 1 ≤ i ≤ t and the periods of the admissible array ψ corresponding to γ 2 (n) are just a permutation of the prime factors in the prime factorization (4.4) of γ 2 (n). This implies, in particular, that gcd(q i , q j ) = 1 for 1 ≤ i < j ≤ m. So an application of Lemma 2.1 yields that γ 2 (n) ∈ L(n). Thus,
(4.5)
In order to estimate γ 1 (n), we use (4.2) and the prime factorization (4.3) of γ 1 (n).
If π(
√ n) denotes the number of primes less than √ n, then
Thus, using (4.5) and (4.6) we arrive at the following basic estimate for γ (n), the largest element of Q(n),
The Prime Number Theorem, see (3.2), states that
Furthermore, there exist effective bounds that improve this estimate: see [13 
Taking the logarithm in (4.7) and using (4.8), we have
From (3.1) and the squeezing lemma, it follows that
This completes the proof of the theorem. ✷
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The estimate (4.9) actually gives an effective upper bound for log γ (n) in terms of g(n). Regarding g(n), Massias [7] derived an explicit upper bound for g(n) and determined the value of n at which (log g(n) − n log n) attains a maximum. Thus, we actually have an effective upper bound for log γ (n).
The known upper bound for the largest element of Q(n) is equal to lcm(1, 2, . . . , n) (see [14, 15] ). This bound has been slightly improved in [9] and it was shown that the largest element of Q(n) is less than 2 n (see [9, pp. 366-367] ). These estimates shows that our bound for the logarithm of the largest element is rather sharp. However, one has to realize that a sharp bound that directly applies to the largest element in Q(n) is still lacking.
Since L(n) ⊂ P (n) and Theorem 2.3 implies that P (n) ⊂ Q(n), the same estimate (4.1) also holds for the largest element of P (n). 
Further analysis of the S-function We have observed in §3 that a positive integer q is an element of L(n) if and only if S(q)/n ≤ 1. Thus one approach to understanding the difference between P (n) and Q(n) or between P (n) and L(n) is to study {S(q)/n | q ∈ Q(n)} or {S(q)/n | q ∈ P (n)}.
In particular, it is of interest to study sequences (c n ) n≥1 and (d n ) n≥1 defined by
It is proved in [12] that P (n) = Q(n) for 1 ≤ n ≤ 50, so c n = d n for 1 ≤ n ≤ 50; and since P (n) ⊂ Q(n) for all n, we always have d n ≤ c n . With the aid of a computer (see [12] for the case 1 ≤ n ≤ 50) we can show that, at least for moderate values of n, the sequence (d n ) n≥1 is irregular and takes relatively small values. Actually, the maximum value of d n for 1 ≤ n ≤ 80 arises for n = 68, see Table 1 below. In this section we shall present some preliminary results concerning the numbers (S(q)/n) for q ∈ Q(n) or q ∈ P (n). As we discuss below, it is very likely that a deeper understanding will involve some delicate number theoretical issues. Proof. Let L = {1, 2} with the usual ordering, denote a set with n elements and {θ i : Z → | i ∈ L} denote an admissible array (see Definition 2.2) whose period is q. If q i ≤ n denotes the period of θ i , then q = lcm(q 1 , q 2 ). Let B q i denote the range of θ i , so |B q i | = q i . If gcd(q 1 , q 2 ) = 1, then Definition 2.2(ii) implies that B q 1 ∩ B q 2 = ∅, so q 1 + q 2 ≤ n. It follows in this case that If B q 1 ∩ B q 2 = ∅, Definition 2.2(ii) implies that gcd(q 1 , q 2 ) = ρ ≥ 2. Thus there exists a prime factor p of ρ such that either (a) lcm(q 1 , q 2 ) = lcm(q 1 /p, q 2 ) or (b) lcm(q 1 , q 2 ) = lcm(q 1 , q 2 /p), depending on which term has the higher power of p as a factor. In case (a)
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The proof that S(q) ≤ (3/2)n in case (b) is the same.
Next suppose that q is the period of an admissible array {θ i : Z → | i ∈ L} on n symbols with three rows. We can assume that L = {1, 2, 3} has the standard ordering, and for convenience we take = {j ∈ N | 1 ≤ j ≤ n}. As before, let q i ≤ n denote the
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period of θ i and let B q i denote the range of θ i . If q 1 + q 2 + q 3 ≤ 2n, we see that 
a contradiction. It follows that there exist s 1 , t 1 = s 2 and t 2 such that
so we must have ρ > 1. If p is a prime factor of ρ, there exist an integer α ≥ 1 and an integer j ∈ L such that p α |q j but p α+1 | q i for i ∈ L and i = j . If we denote by i and k the elements of L which are not equal to j , we find that
To obtain the final statement of Proposition 5.1, note that if q ∈ Q(n) and q = k i=1 p α i i , where α i ∈ N and p i is a prime for 1 ≤ i ≤ k, then q is the period of an admissible array on n symbols and m rows, m ≤ k. A proof of this for the case k = 3 is given in the proof of Corollary 5.5 on p. 28 of [12] and the general argument is the same. ✷ Remark 5.1. If q ∈ Q(n) and q is the period of an admissible array on n symbols and k ≤ 3 rows, then it is proved in [12] that q ∈ P (n). See Proposition 5.1 and Theorem 5.2 on p. 24 in [12] .
Remark 5.2.
If q is the period of an admissible array on n symbols and three rows, one can prove that S(q) ≤ (7/4)n, so the estimate in Proposition 5.1 is not optimal. The proof that S(q) ≤ (7/4)n depends on first considering several cases depending on the intersection pattern of B q i ∩ B q j for i, j ∈ L and then carefully using Definition 2.2(ii). For the sake of brevity, we omit the proof. We shall prove below (see Remark 5.3) that the constants 3/2 and 7/4 are optimal.
Given an interval of real numbers J , a real number and a set of real numbers T , we shall say that 'T is -dense in J ' if, for each x ∈ J , there exists t ∈ T with |t − x| < . 
For ν = m, we have that p m ∈ P (p m ) and p m,j ∈ P (p m ) for 1 ≤ j ≤ p − 1, so the properties of the sets P (k), k ≥ 1, imply that
Arguing by mathematical induction, assume for some µ ≥ 1 that we have proved that
It follows that
By mathematical induction we conclude that (5.2) holds for all µ ≥ 1. Recall (see [12] ) that if q ∈ P (k), then any divisor of q is also an element of P (k). For each ν ≥ m, let A ν be a subset of {j ∈ N | 1 ≤ j ≤ p − 1} and let a ν = |A ν |, the cardinality of A ν . If A ν is empty, define j ∈A ν p ν,j = 1 and j ∈A ν p ν,j = 0. Select a fixed integer µ ≥ 1, select a non-negative integer α ≤ m + µ and observe that
because it is a divisor of the left-hand side of (5.2). If α > 0, we see that
and if α = 0 and q > 1,
Note that an upper bound on p −(m+µ) S(q) follows by replacing (1 − /2) by 1 in these two inequalities. Recall that any real number x, 0 ≤ x ≤ 1, can be written in the form
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where 0 ≤ b t ≤ p − 1 is an integer for t ≥ 1. Given such a number x, define a ν = b m+µ−ν for m ≤ ν ≤ m + µ − 1, α = m + µ and let q be as in (5.3), with |A ν | = a ν . Then we find that If we take µ = 1 in (5.2), we see that 2 m+1 p m,1 ∈ P (2 m+1 ) and
It follows that P (p m+µ ) is δ-dense in
Since > 0 was arbitrary, this shows the constant 3/2 in Proposition 5.1 is optimal. If we take µ = 2 in (5.2), we also see that the constant 7/4 in Remark 5.2 is optimal.
Proof. Select , 0 < < 1, and let p k denote the kth prime. By using the Prime Number Theorem, we see that there exists an integer N ≥ 1 such that the interval ((1 − /2)p j n , p j n ) contains at least p n − 1 primes for all n ≥ N and all j ≥ 2. For n ≥ N, if, in the notation of Lemma 5.1, we write p = p n , m = 2 and µ = 1, Lemma 5.1 implies that {S(q)/p 3 n | q ∈ P (p 3 n )} is δ-dense in (0, 2) for δ = /2 + p −1 n . Furthermore, the argument in Lemma 5.1 actually showed that for each x ∈ [0, 2], there exists q ∈ P (p 3 n ) such that
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By using the Prime Number Theorem again, we see that there exists an integer N 1 ≥ N such that for any n ≥ N 1 , p −1 n < /6 and (1 − /6)p
, we have seen that there exists q ∈ P (p 3 n ) ⊂ P (m) with 0 ≤ S(q)/p 3 n ≤ 2 and
For this q, it follows that
which completes the proof. ✷ Theorem 5.1 implies that lim inf n→∞ d n ≥ 2, where d n is as in (5.1); but we believe this estimate is not representative for large n. In fact we make the following conjecture. Indeed, as we show below, a slightly weaker version of Conjecture 5.3 implies that lim sup n→∞ d n ≥ 3 and, at present, the only way we know how to prove this result is essentially to assume Conjecture 5.3.
We are indebted to our colleague at Rutgers, Professor Jozsef Beck, who has pointed out to us that the truth of Conjecture 5.3 would follow from the so-called Schanuel Conjecture-see [2, p. 120] . Recall that complex numbers α 1 , α 2 , . . . , α N are algebraically independent over Q if they do not satisfy a polynomial equation p(α 1 , α 2 , . . . , α N ) = 0, where p is a non-zero polynomial in N variables with coefficients in Q. Schanuel's Conjecture asserts that if the complex numbers α 1 , α 2 , . . . , α N are linearly independent over Q, then at least N of the 2N numbers α j , e α j , 1 ≤ j ≤ N, are algebraically independent over Q. Notice that if p 1 , p 2 , . . . , p N are distinct prime numbers, then the Prime Factorization Theorem implies that log p 1 , log p 2 , . . . , log p N are linearly Asymptotic estimates 1217 independent over Q. Taking α j = log p j , Schanuel's Conjecture would imply that the numbers log p j , 1 ≤ j ≤ N, are algebraically independent over Q, so the numbers (log p j ) −1 , 1 ≤ j ≤ N, would be linearly independent over Q. It seems that a deeper analysis of the sets P (n) and Q(n) involves a theorem of Kronecker which can be formulated as follows (see [16, p. 80] ). Given a real ν 1 × ν 2 matrix A and a real ν 1 -vector b, the following statements are equivalent: (i) for every > 0 there exists x ∈ Z ν 2 such that Ax − b < ; (ii) if y ∈ R ν 1 and y A ∈ Z ν 2 , then y b ∈ Z.
As an application of Kronecker's Theorem and an initial indication of the importance of Conjecture 5.3 we obtain the following. 
Proof. By relabelling we can assume that p j < p j +1 for 1 ≤ j < N. Let q > p N be a prime so large that q −N (q − 1) N > 1 − /2. The idea of the proof is to use Kronecker's Theorem to find positive integral solutions α j , 1 ≤ j ≤ N, of the approximate equations
Notice that the prime factorization theorem implies that none of the equations (5.5) can have an exact solution. Taking logarithms gives 
Since none of the equations (5.9) has an exact integral solution, for any a > 0 we can arrange, by taking δ > 0 sufficiently small, that there is a solution (α 1 , α 2 , . . . , α N ) ∈ Z N of (5.9) such that |α j | ≥ a for 1 ≤ j ≤ N. If δ < log(q/(q − 1)) and δ + log(q/(q − 1)) < log 2 (both of which are true for δ > 0 sufficiently small), one can easily check that all the integers α j , 1 ≤ j ≤ N, which solve (5.9) are strictly positive or all are strictly negative. If the α j solving (5.9) are strictly positive and δ < log(q/(q − 1)), we obtain for
If the α j solving (5.9) are strictly negative and δ < log(q/(q −1)), we write β j = −α j > 0 and observe that, for 1 ≤ j < N,
In the case that the α j are positive, we deduce from (5.11) that, since δ < log(q/(q − 1)), 
Note that by taking δ > 0 sufficiently small, we can ensure that α N is as large as desired and guarantee that p α N N = n ≥ n * . In the case that the α j are negative, we replace α j by β j = −α j and use (5.10) Although we conjecture that lim sup n→∞ c n = ∞, we shall now show that the growth rate of c n is necessarily very slow. Proof. Let q i denote the period of θ i , 1 ≤ i ≤ 4, so q i ≤ n, and let B q i ⊂ denote the range of θ i , so |B q i | = q i . We can assume that the admissible array θ is 'minimal', in the sense that any proper subarray of θ has a strictly smaller period; for if the array were not minimal, we could replace it by an array with three or fewer rows and use Proposition 5.1 and Remark 5.2.
We consider two cases. 
Case (b).
Assume that B q i ∩ B q j = ∅ for all i, j ∈ L. Definition 2.2(ii) of admissible arrays implies ρ = gcd(q 1 , q 2 , q 3 , q 4 ) ≥ 2. If p is the largest prime factor of ρ, define α to be the largest integer such that p α |ρ. So p α ≥ 2 and p α ≥ 3 if ρ ≥ 3. Let γ be the largest positive integer such that p γ |lcm(q 1 , q 2 , q 3 , q 4 ) and select i ∈ L such that p γ |q i .
