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NON-POSITIVITY OF CERTAIN FUNCTIONS ASSOCIATED WITH
ANALYSIS ON ELLIPTIC SURFACES
MASATOSHI SUZUKI
Abstract. In this paper, we study some basic analytic properties of the boundary
term of Fesenko’s two-dimensional zeta integrals. In the case of the rational num-
ber field, we show that this term is the Laplace transform of certain infinite series
consisting of K-Bessel functions. It is known that the non-positivity property of the
fourth log derivative of such series is a sufficient condition for the Riemann hypoth-
esis of the Hasse-Weil L-function attached to an elliptic curve. We show that such
non-positivity is a necessary condition under some technical assumption.
1. Introduction
The main interest of the present paper is the Dirichlet series with nonnegative coef-
ficients and its poles. Throughout the paper we denote by c or {c(ν)}ν∈A a sequence of
nonnegative real numbers with a discrete index set A. Unless we specify the discrete
index set A, we understand that A = N. For a nonnegative sequence c = {c(ν)}ν∈A,
we denote by Dc(s) the formal Dirichlet series
Dc(s) =
∑
ν∈A
c(ν)ν−s. (1.1)
Our basic assumption for c is that Dc(s) converges (absolutely) on some right-half
plane. Denote by σ0 < ∞ the abscissa of (absolute) convergence of Dc(s). By well-
known Landau’s theorem for a Dirichlet series, Dc(s) has a singularity at s = σ0, since
c has a single sign. In general, the location of zeros or poles of Dc(s) in the left of the
line ℜ(s) = σ0 is mysterious and difficult thing even if it is continued meromorphically
to a left of the line ℜ(s) = σ0.
In this paper we study one approach to study the poles of Dc(s) from the viewpoint
of the boundary term which is introduced in the theory of Fesenko’s two-dimensional
zeta integrals in [3]. We explain that the so called the single sign property of the theory
of boundary term is related deeply to the location of the poles of Dc(s).
Let E be a two-dimensional arithmetic scheme which is a proper regular model of
an elliptic curve E/Q. Let ζE(s) be the arithmetic Hasse zeta function of E , which
is defined by an Euler product over all closed point of E . Using the computation of
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2the Hasse zeta function for curves over finite fields and the description of geometry of
models in [13, Ch.9, Ch.10], we obtain
ζE(s) = nE(s)ζE(s), ζE(s) =
ζ(s)ζ(s− 1)
L(E, s)
(1.2)
on ℜ(s) > 2, where ζ(s) is the Riemann zeta function, L(E, s) is the L-function of E/Q
and nE(s) is the product of finitely many, say J , Euler factors determined by singular
fibres of E :
nE(s) =
∏
1≤j≤J
(1− q1−sj )−1 (qj1 6= qj2 if j1 6= j2). (1.3)
In particular nE(s)
±1 are holomorphic functions on ℜ(s) > 1. For the two-dimensional
arithmetic scheme E and a set S of curves on E , Fesenko defined a zeta integral of a
function on its adelic space and a character of its K2-delic group [3, §3]. Calculating
the zeta integral in two ways, he obtained the following formula for ℜ(s) > 2:
ζ̂(s/2)2 · c1−sE · ζE(s)2 = ξE(s) + ξE(2− s) + ωE(s), (1.4)
where ζ̂(s) is the completed Riemann zeta function pi−s/2Γ(s/2)ζ(s). Here ξE(s) is an
entire function and cE is the constant given by
cE = qE
∏
1≤j≤J
qj
using the conductor qE of E and values qj in (1.3). See [3, sec. 40, sec. 45] for details.
The third term ωE(s) in (1.4) is called the boundary term, because it can be expressed
as an integral over the boundary of some two-dimensional adelic object. The boundary
term ωE(s) is holomorphic on the right-half plane ℜ(s) > 2.
Equality (1.2) and (1.4) show that the study of poles of ωE(s) plays an essential
role for the study of the zeros of L(E, s). The boundary term ωE(s) has the following
integral representation for ℜ(s) > 2
ωE(s) =
∫ 1
0
hE(x)x
s−2dx
x
=
∫ ∞
0
e2t hE(e
−t) e−stdt, (1.5)
where hE(x) is a real valued function on (0,∞). Hence the location of poles of ωE(s)
is closely related to the behavior of hE(x) as x tends zero.
For a, b ∈ R>0 we define
wa,b(x) =
(
θ(a2x−2)− 1
)(
θ(b2x−2)− 1
)
− x2
(
θ(a2x2)− 1
)(
θ(b2x2)− 1
)
,
(1.6)
where θ(x) =
∑
k∈Z e
−pik2x is the classical theta function. Using wa,b(x) the integrand
hE(x) in (1.5) is expressed as
hE(x) = −e
∑
ν
c(ν)
∫ ∞
0
wa,νa−1(x)
da
a
, (1.7)
3where e is a positive real constant and c(ν) are nonnegative real numbers given by∑
ν
c(ν)ν−s/2 = c1−sE ζE(s)
2. (1.8)
See [3, sec. 51] or [5, sec. 8] for details. The asymptotic behavior of hE(x) for small
x > 0 is given by
hE(e
−t)− (c0 + c1t+ c2t2 + c3t3)→ 0 as t→ +∞ (1.9)
for some constants ci (0 ≤ i ≤ 3) with c3 6= 0. Hence the remaining problem for the
behavior of hE(x) near x = 0 is the behavior of the fourth derivative of hE(e
−t) for
sufficiently large t > 0.
For ν > 0, we define
V (x, ν) =
∫ ∞
0
wa,νa−1(x)
da
a
(1.10)
and
Z(x, ν) =
(
−x d
dx
)4
V (x, ν). (1.11)
Now we consider the series
ZE(x) =
∑
ν
c(ν)Z(x, ν), (1.12)
where c(ν) are the same in (1.7). Since d
dt
= −x d
dx
, we have hE(e
−t)′′′′ = −eZE(e−t).
Thus the behavior of the fourth derivative of hE(e
−t) for large t > 0 is obtained by
the behavior of ZE(x) for small x > 0. Under the meromorphic continuation and the
functional equation of L(E, s), the relation between ZE(x) and L(E, s) are described
as follows.
Theorem (Fesenko [3, Theorem 52]). Let E be a proper regular model of the elliptic
curve E/Q. Suppose that the model E is chosen as in section 42 of [3]. Assume that
(F-1) ZE(x) does not change its sign in some open interval (0, x0),
(F-2) L(E, s) has no real zeros in (1, 2).
Then all poles ρ of ζ(s/2)ζ(s)ζ(s− 1)/L(E, s) in the critical strip 0 < ℜ(s) < 2 satisfy
the Riemann hypothesis, namely, they lie on the line ℜ(ρ) = 1.
This theorem is extended to more general situation (Theorem 2 in below). We often
call (F-1) the single sign property of ZE(x). In a sense, Fesenko’s theorem says that
the single sign property of ZE(x) is a sufficient condition for the Riemann hypothesis
of L(E, s). We show that it is a necessary condition under some technical assumption.
Theorem 1. Suppose the Riemann hypothesis for L(E, s). In addition, suppose that
all zeros of L(E , s) := nE(s)−1L(E, s) are simple except for the zero at s = 1 and the
estimate ∑
0<ℑ(ρ)≤T
|L′(E , ρ)|−2 = O(T ) (1.13)
4holds, where ρ runs all zeros of L(E , s) on the line ℜ(s) = 1. Then ZE(x) is negative
for sufficiently small x > 0.
This result is stated more precisely in section 4 (Theorem 3).
We extend the above theorem of Fesenko in more general setting. Let c = {c(ν)} be
a sequence of nonnegative real numbers, and let Dc(s) be the Dirichlet series defined
by
Dc(s) =
∑
ν
c(ν) ν−s.
For the analytic treatment of Dc(s), we suppose the following three conditions for the
nonnegative sequence c = {c(ν)}:
(c-1) there exists a constant Mε > 0 such that 0 ≤ c(ν) ≤Mε νε for any fixed ε > 0,
(c-2) there exists a constant ηc > 0 such that Dc(s) is continued holomorphically to
the region
σ ≥ 1− ηc
log(3 + |t|) (s = σ + it) (1.14)
except for the pole of order λc ≥ 1 at s = 1,
(c-3) there exist constants M > 0 and A > 0 such that
|Dc(σ + it)| ≤ M |t|A, (1.15)
whenever σ ≥ 1 and |t| > 1.
By (c-1) the abscissa of convergence Dc(s) is one. Thus Dc(s) has a singularity at
s = 1 by Landau’s theorem. By (c-2) the singularity of Dc(s) at s = 1 is constrained
to be a pole. Condition (c-3) is a technical one, but it is ordinary satisfied by usual
L-functions L(s) and its reciprocal 1/L(s).
Let γ(s) be a meromorphic function on C satisfying
(γ-1) γ(s) is regular except for s = 1,
(γ-2) γ(s) has the pole of order λγ ≥ 1 at s = 1,
(γ-3) γ(s) satisfies the uniform bound
|γ(σ + it)| ≪a,b,t0 |t|−A (a ≤ σ ≤ b, |t| ≥ t0)
for all real numbers a ≤ b and every real number A > 0.
We denote by κγ(x) the inverse Mellin transform of γ(s), namely,
κγ(x) =
1
2pii
∫
(c)
γ(s)x−sds (c > 1).
Then κγ(x) is of rapid decay as x → +∞, namely, κγ(x) = O(x−A) for all A > 0 as
x→ +∞, and κγ(x) = O(x−1−δ) as x→ 0+ for all δ > 0.
We define
hε,n
c,γ (x) =
∞∑
ν=1
c(ν)V ε,nγ (x, ν) (1.16)
5for c = {c(ν)} satisfying (c-1), where V ε,nγ (x, ν) is the function defined by
V ε,nγ (x, ν) = κγ(νx
−n)− εxnκγ(νxn) (1.17)
for γ(s) satisfying (γ-1), (γ-2), (γ-3) and ε ∈ {±1}, n, ν ∈ Z>0. The series on the
right-hand side of (1.16) converges absolutely and uniformly on any compact set in
(0,∞), since κγ(x) is of rapid decay as x → +∞. The trivial functional equation
V ε,nγ (x
−1, ν) = −εx−nV ε,nγ (x, ν) leads to the functional equation
hε,n
c,γ (x
−1) = −εx−nhε,n
c,γ (x). (1.18)
Using hε,n
c,γ (x) we define
ωε,n
c,γ (s) =
∫ 1
0
hε,n
c,γ (x) x
s−ndx
x
. (1.19)
and
Zε,n
c,γ (x) =
(
−x d
dx
)λc+λγ
hε,n
c,γ (x), (1.20)
where λc is the order of the pole of Dc(s) at s = 1 and λγ is the order of the pole of γ(s)
at s = 1. These functions hε,n
c,γ (x), ω
ε,n
c,γ (s) and Z
ε,n
c,γ (x) are a generalization of hE(x),
ωE(s) and ZE(x), respectively. In fact, if we take Dc(s) = c
1−s
E ζE(2s)
2, γ(s) = ζ̂(s)2,
ε = +1 and n = 2, then we get them. In general, when we study hE(x) of the
model E of the elliptic curve over the algebraic number field k, we need the case
γ(s) =
∏
1≤i≤I ζ̂ki(s)
2, where ki are finite extensions of k which include k itself.
The single sign property of Zε,n
c,γ (s) implies the nonexistence of poles of ω
ε,n
c,γ (s) around
the line ℜ(s) = n except for s = n.
Theorem 2. Let c be a nonnegative sequence satisfying (c-1), (c-2) and (c-3). Suppose
that there exists x0 > 0 such that Z
ε,n
c,γ (s) has a single sign on (0, x0). Then there exists
δ > 0 such that ωε,n
c,γ (s) is continued holomorphically to the right-half plane ℜ(s) > n−δ
except for the pole s = n.
Further suppose that ωε,n
c,γ (s) is continued meromorphically to the right-half plane
ℜ(s) > σ0 for some σ0 < n without poles on the open interval (σ0, n). Then ωε,nc,γ (s)
has no pole in the vertical strip σ0 < ℜ(s) < n.
The case λc = 2 and γ(s) = ζ̂(s)
2 (λγ = 2) is essentially Fesenko’s result in the
above. Theorem 2 is proved in section 2. Now we consider the problem:
Problem. For which kind of c, will Zε,n
c,γ (x) keep its sign for sufficiently small x > 0 ?
This is a question on the property (∗) in [3, 51 in section 4.3]. Unfortunately, theoretical
progress on the problem is not yet obtained. However, we would give some remark on
the problem in the final section.
Now we back to the case of ζE(s). For a concrete elliptic curve E/Q with a small
conductor, we can see if (F-2) is supported by computations . In fact (F-2) holds
whenever the conductor of E/Q is less than 8000 (see Rubinstein [16]). Hence, for
6such E/Q, our interest is in the behavior of ZE(x) for small x > 0. Recall the formula
(1.12) of ZE(x). As a first step of the research for ZE(x), we give a series expansion of
Z(x, ν) consisting of K-Bessel functions:
Zν(x) = 4
(
−x d
dx
)4( ∞∑
N=1
σ0(N)
(
K0(2piNνx
−2)− x2K0(2piNνx2)
))
,
where σ0(N) =
∑
d|N 1 and K0(t) is the K-Bessel function of index 0. Using this
expansion, we find that each Z(x, ν) is negative for sufficiently small x > 0. Also,
it enables us to see if (F-1) is supported by computations for given concrete elliptic
curve E/Q whenever the conductor is small (see the table [4]). These results and other
results relating ZE(s) are stated and proved in section 3. Of course, they do not ensure
(F-1). Further study of (F-1) will be conducted in the future. One attractive approach
for (F-1) is to study hE(x) using properly the detail structure of the boundary of a
two-dimensional adelic object appearing in the integral representation of hE(x) and
ωE(s) (see [3, section 4.3] and [5, section 6]).
Finally, in section 5, we remark on the single sign property of Z(x) from a viewpoint
of an Euler product. In the section, we study Z(x) corresponding to the Dirichlet series
D(s) =
ζ(2s)2ζ(2s− 1)2
L(2s− 1/2)2 ,
where L(s) is a function defined by Euler products of degree two. We observe that we
can obtain the best possible estimate of Z(x) for small x > 0 for “almost all L(s)”,
but that Z(x) may have oscillation near x = 0 in general. Hence we set our interest
on some special class of L-functions. We choose the Selberg class as such class of L-
functions, and state a conjecture for the single sign property of Z(x) corresponding to
the L-functions in the Selberg class. Interestingly, the study of such Z(x) is related
not only to the Riemann hypothesis of L(E, s) but also to the BSD-conjecture. In fact
two dimensional adelic analysis programme suggests a new method to prove the rank
part of the BSD ([5, section 9]). In section 5.3, we study Z(x) from the viewpoint of
the “partial Euler product” of L(E, s) according to Goldfeld [6] and Conrad [2].
Notations. We always denote by ε an arbitrary small positive real number. For
a positive valued function g(x), we use Landau’s f(x) = O(g(x)) and Vinogradov’s
f(x) ≪ g(x) as the same meaning. More precisely f(x) = O(g(x)) or f(x) ≪ g(x)
for x ∈ X means that |f(x)| ≤ Cg(x) for any x ∈ X and some constant C ≥ 0. Any
value C for which this holds is called an implied constant. Since a constant is often
a function depending on a variable, the “implied constant” will sometimes depends
on other parameters, which we explicitly mention at important points. Also we use
Landau’s f(x) = o(g(x)) for x → x0 in the meaning that for any ε > 0 there exists a
neighborhood Uε of x0 such that |f(x)| ≤ εg(x) for any x ∈ Uε.
Acknowledgment. The author thanks Ivan Fesenko for his much encouragement and
many helpful comments to this research. The author thanks the first referee of the
paper for his suggestions to improve and simplify the proof of several results.
72. Boundary term for general Dirichlet series
In this part, we describe the relation between the Dirichlet series Dc(s) and the
boundary term ωε,n
c,γ (s). Throughout this section, we assume that the nonnegative se-
quence c satisfies (c-1), (c-2) and (c-3) and γ(s) satisfies (γ-1), (γ-2) and (γ-3) whenever
we do not mention a condition for c or γ(s).
Proposition 1. Let c be a nonnegative sequence satisfying (c-1). Then
n−1γ(s/n)Dc(s/n) = ξ(s) + ε ξ(n− s)− ε ωε,nc,γ (s) (2.1)
for ℜ(s) > n, where ωε,n
c,γ (s) is defined by (1.19) and ξ(s) is an entire function given by
ξ(s) =
∫ ∞
1
( ∞∑
ν=1
c(ν)κγ(νx
n)
)
xs
dx
x
using the inverse Mellin transform κγ(x) of γ(s).
This is a generalization of the well known integral representation
ζ̂(s) =
∫ ∞
1
(θ(x2)− 1) xsdx
x
+
∫ ∞
1
(θ(x2)− 1) x1−sdx
x
+
(
1
s− 1 −
1
s
)
.
In fact, if we take c = {c(ν) = 1}, γ(s) = pi−s/2Γ(s/2), ε = +1 and n = 1, then∑∞
ν=1 c(ν)κγ(νx) = θ(x
2) − 1 and ω+1,1
c,γ (s) = (1 − s)−1 + s−1. If we take Dc(s) =
c1−sE ζE(2s)
2, γ(s) = ζ̂(s)2, ε = +1 and n = 2, we obtain ωE(s). In general, to study
the boundary term ωE(s) over the algebraic number field k, we need the case γ(s) =∏
1≤i≤I ζ̂ki(s)
2, where ki are finite extension of k which include k itself.
Corollary 1. Let c = {c(ν)} be a nonnegative sequence satisfying (c-1), and let δ > 0.
Then the meromorphic continuation of Dc(s) to the right-half plane ℜ(s) > 1 − δ is
equivalent to the meromorphic continuation of ωε,n
c,γ (s) to the right-half plane ℜ(s) >
n(1 − δ). In addition, the functional equations γ(s)Dc(s) = ε γ(1 − s)Dc(1 − s) and
ωε,n
c,γ (s) = ε ω
ε,n
c,γ (n− s) are equivalent to each other.
The form of ωε,n
c,γ (s) is completely determined, if we assume the functional equation
of the product γ(s)Dc(s).
Proposition 2. Suppose that γ(s)Dc(s) is continued meromorphically to C and sat-
isfies the functional equation γ(s)Dc(s) = εγ(1 − s)Dc(1 − s) for ε ∈ {±1}. Further
suppose that there exists a real number A ≥ 0 and a strictly increasing sequence of pos-
itive real numbers {tn}n≥1 such that |Dc(σ + itn)| ≪ tAn uniformly for σ ∈ [−1/2, 5/2].
Then we have
− ωε,n
c,γ (s) =
λc+λγ∑
m=1
Cm
(
1
(s− n)m + ε
(−1)m
sm
)
+
∑
ρ
mρ∑
m=1
Cρ,m
(s− ρ)m , (2.2)
where constants Cm are given by
n−1γ(s/n)Dc(s/n) =
λc+λγ∑
m=1
Cm
(s− n)m +O(1) as s→ n, (2.3)
8the sum
∑
ρ runs over all poles ρ of γ(s/n)Dc(s/n) satisfying 0 < ℜ(ρ) < n, and the
constant Cρ,m is given by
n−1γ(s/n)Dc(s/n) =
mρ∑
m=1
Cρ,m
(s− ρ)m +O(1) as s→ ρ. (2.4)
Moreover, the sum
∑
ρ in (2.2) converges uniformly on every compact subset in C.
We define
Zε,nγ (x, ν) =
(
−x d
dx
)λc+λγ
V ε,nγ (x, ν). (2.5)
Note that
Zε,n
c,γ (x, ν) =
∞∑
ν=1
c(ν)Zε,nγ (x, ν).
by (1.20). In general, Zε,nγ (x, ν) has the following dilation formula.
Proposition 3. We have
Zε,nγ (x, ν) =
ν0
ν
Zε,nγ
(
x(ν/ν0)
1/n, ν0
)
+R(x, ν; ν0). (2.6)
For any fixed δ > 0, the second term R(x, ν; ν0) satisfies the estimate
R(x, ν; ν0)≪ ν−1−δxn(1+δ) + ν−1ν−δ0
(
x(ν/ν0)
1/n
)n(1+δ)
for 0 < x < 1, where the implied constant depends only on γ, n and δ. In particular,
R(x, ν; ν0)≪ ν−1 ν−δ0 Rn(1+δ)
under the condition ν > ν0 and x(ν/ν0)
1/n ≤ R < 1 for given R > 0.
Further we define
Znγ,0(x, ν) =
(
−x d
dx
)λc+λγ(
xnκγ(νx
n)
)
,
Znγ,1(x, ν) =
(
−x d
dx
)λc+λγ(
κγ(νx
−n)
) (2.7)
and
Zn
c,γ,i(x) =
∞∑
ν=1
c(ν)Znγ,i(x, ν). (i = 0, 1) (2.8)
By (1.17), (1.18) and (1.20), we have
Zε,n
c,γ (x, ν) = Z
n
c,γ,1(x, ν)− εZnc,γ,0(x, ν).
Proposition 4. We have
Zε,n
c,γ (x, ν) = −εZnc,γ,0(x, ν) +O(xA)
as x→ 0+ for any fixed real number A, where the implied constant depends only on c,
γ(s), n and A
92.1. Proof of Proposition 1. We put
fn
c,γ(x) =
1
2pii
∫
ℜ(s)=c
γ(s)Dc(s)x
nsds (2.9)
for c > 1. The conditions for c and γ(s) imply that fn
c,γ(x) is well-defined and the
Mellin inversion formula gives
n−1γ(s/n)Dc(s/n) =
∫ ∞
0
fn
c,γ(x
−1)xs
dx
x
(2.10)
for ℜ(s) > n. On the right-hand side, we have∫ ∞
0
fn
c,γ(x
−1)xs
dx
x
=
∫ ∞
1
fn
c,γ(x
−1)xs
dx
x
+ ε
∫ ∞
1
fn
c,γ(x
−1)xn−s
dx
x
− ε
∫ 1
0
(
fn
c,γ(x)− εxnfnc,γ(x−1)
)
xs−n
dx
x
for ε ∈ {±1}. Using the Dirichlet series expansion of Dc(s), we have
fn
c,γ(x) =
∞∑
ν=1
c(ν)κγ(νx
−n).
Therefore
fn
c,γ(x)− εxnfnc,γ(x−1) =
∞∑
ν=1
c(ν)
(
κγ(νx
−n)− εxnκγ(νxn)
)
= hε,n
c,γ (x)
by definition (1.16) and (1.17), and∫ ∞
0
fn
c,γ(x
−1)xs
dx
x
=
∫ ∞
1
fn
c,γ(x
−1)xs
dx
x
+ ε
∫ ∞
1
fn
c,γ(x
−1)xn−s
dx
x
− ε ωε,n
c,γ (s) (2.11)
by definition (1.19). By (2.10) and (2.11), we obtain (2.1) for ℜ(s) > n. ✷
2.2. Proof of Proposition 2. By definition (2.9) of fn
c,γ(x), we have
fn
c,γ(x) =
1
2pii
∫
Re(s)=c
n−1γ(s/n)Dc(s/n) x
sds (c > n).
Moving the path of integration to the line ℜ(s) = c′ with c′ < 0, we have
fn
c,γ(x) =
λc+λγ∑
m=1
Cm
(m− 1)!(x
n + (−1)m)(log x)m−1 +∑
ρ
xρ
mρ∑
m=1
Cρ,m
(m− 1)!(log x)
m−1
+
1
2pii
∫
ℜ(s)=c′
n−1γ(s/n)Dc(s/n) x
sds.
This process is justified by (γ-3) and the assumption for Dc(s) in the proposition.
Using the functional equation γ(s)Dc(s) = εγ(1− s)Dc(1− s), the third integral of the
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right-hand side equals
1
2pii
∫
ℜ(s)=n−c′
ε n−1γ(s/n)Dc(s/n) x
n−sds = εxnfn
c,γ(x
−1).
Hence we have
hε,n
c,γ (x) = f
n
c,γ(x)− εxnfnc,γ(x−1)
=
λc+λγ∑
m=1
Cm
(m− 1)!(x
n + (−1)m)(log x)m−1 +∑
ρ
xρ
mρ∑
m=1
Cρ,m
(m− 1)!(log x)
m−1.
This implies (2.2) by definition (1.19) of ωε,n
c,γ (s), since if ρ is a pole of Dc(s/n) in
0 < ℜ(s) < n then n − ρ is also a pole of Dc(s/n) which has the same multiplicity of
ρ and Cn−ρ,m(s) = (−1)m Cρ,m. ✷
2.3. Proof of Theorem 2. To prove Theorem 2, we prepare the lemma for the asymp-
totic behavior of fn
c,γ(x) and an analogue of Landau’s theorem for Laplace transforms.
Lemma 1. Suppose that
n−1γ(s/n)Dc(s/n) =
Cλc+λγ
(s− n)λc+λγ + · · ·+
C1
s− n +O(1) (Cλc+λγ 6= 0) (2.12)
in a neighborhood of s = n. Then
fn
c,γ(x) = x
n
λc+λγ−1∑
m=0
Cm+1
m!
(log x)m + o(xn). (2.13)
for x > 1.
Lemma 2. Let f(t) be a real valued function on (0,∞). Suppose that there exists
t0 > 0 such that f(t) does not change its sign for t > t0 and the abscissa σc of the
convergence of the integral
F (s) =
∫ ∞
0
f(t)e−stdt
is finite. Then F (s) has a singularity on the real axis at the point s = σc.
Proof. Refer to section 5 of chapter II in [20]. 
Proof of Lemma 1. We denote n−1γ(s/n)Dc(s/n) by F (s), and f
n
c,γ(x) by f(x).
Note that f(x) = 1
2pii
∫
ℜ(s)=c F (x)x
sds (c > n). By condition (c-2), F (s) is extended
holomorphically to the region (1.14) except for the pole of order λc+ λγ at s = n. We
put
P (s) =
Cλc+λγ
(s− n)λc+λγ + · · ·+
C2
(s− n)2 + C1
( 1
s− n −
1
s− n+ 1
)
and
p(x) = xn
λc+λγ−1∑
m=1
Cm+1
m!
(log x)m + C1x
n−1(x− 1).
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Then F (s)− P (s) is holomorphic for ℜ(s) ≥ n. Since
p(x) = xn
λc+λγ−1∑
m=1
Cm+1
m!
(log x)m + o(xn),
it suffices to show that (f(x)− p(x))/xn = o(1) as x→∞. Using
xn(log x)m
m!
=
1
2pii
∫ c+i∞
c−i∞
xs
(s− n)m+1ds (x > 1, c > n)
for m = 0, 1, 2, . . . and
xn−1(x− 1) = 1
2pii
∫ c+i∞
c−i∞
xs
(s− n+ 1)(s− n)ds (x > 1, c > n),
we have
f(x)− p(x) = 1
2pii
∫ c+i∞
c−i∞
(F (s)− P (s))xsds (x > 1, c > n).
By (c-3), we can move the path of integration to the line ℜ(s) = n, and get
f(x)− p(x)
xn
=
1
2pii
∫ ∞
−∞
(F (n+ it)− P (n+ it))eit log xdt (x > 1).
Since F (s)− P (s) is holomorphic on ℜ(s) = n, (c-3) and (γ-3) give∫ ∞
−∞
|F (n+ it)− P (n+ it)|dt <∞.
The Riemann-Lebesgue lemma in the theory of Fourier series states that
lim
x→+∞
∫ ∞
−∞
f(t)eitxdt = 0
if the integral
∫∞
−∞ |f(t)|dt converges. Thus we obtain
lim
x→+∞
∫ ∞
−∞
(F (n+ it)− P (n+ it))eit log xdt = 0.
This implies (f(x)− p(x))/xn = o(1) as x→ +∞. ✷
Proof of Theorem 2. We denote hε,n
c,γ (e
−t) by H(t). Then our single sign assumption
for Zε,n
c,γ (x) implies H
(λc+λγ)(t) does not change its sign for t > t0. We have
H(t) = hε,n
c,γ (e
−t) = −
λc+λγ−1∑
m=0
Cm+1
m!
tm + o(1)
as t→ +∞ by hε,n
c,γ (x) = f
n
c,γ(x)− εxnfnc,γ(x−1) and Lemma 1, where Cm are numbers
in (2.12). Hence we have
ωε,n
c,γ (s+ n) =
∫ ∞
0
H(t)e−stdt = −
λc+λγ−1∑
m=0
H(m)(0)
sm+1
+
1
sλc+λγ
∫ ∞
0
H(λc+λγ)(t)e−stdt.
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Thus we obtain∫ ∞
0
H(λc+λγ)(t)e−stdt = sλc+λγ
(
ωε,n
c,γ (s+ n) +
λc+λγ∑
m=1
Cm
sm
)
. (2.14)
Here definition (2.12) of Cm implies that the right-hand side is regular around s = 0,
since ωε,n
c,γ (s) = ξ(s) + ξ(2− s)− n−1γ(s/n)Dc(s/n) with the entire function ξ(s).
Let σc be the abscissa of convergence of the integral
H(s) =
∫ ∞
0
H(λc+λγ)(t)e−stdt.
Then H(s) has a singularity on the real axis at s = σc, since H(λc+λγ)(t) is real-valued
and does not change its sign for t > t0. Thus the abscissa σc must be negative, namely,
σc = −δ for some δ > 0. In particular H(s − n) is regular for ℜ(s) > n − δ. Hence
the function ωε,n
c,γ (s) is continued holomorphically to the right-half plane ℜ(s) > n− δ
except for s = n, because of
ωε,n
c,γ (s) = −
λc+λγ∑
m=1
Cm
(s− n)m +
H(s− n)
(s− n)λc+λγ . (2.15)
Now we suppose that ωε,n
c,γ (s) is continued meromorphically to ℜ(s) > σ0 with no real
pole on (σ0, n). Then, by (2.14), H(s) is continued to ℜ(s) > σ0 − n and has no pole
on (σ0 − n,∞). This implies σc ≤ σ0 − n and that H(s− n) is regular for ℜ(s) > σ0.
Hence, by (2.15), ωε,n
c,γ (s) has no pole for ℜ(s) > σ0 except for s = n. ✷
2.4. Proof of Proposition 3. By definition (1.17), we have
V ε,nγ (x, ν) =
1
2pii
∫
(c)
ν−s(xns − εxn(1−s)) γ(s)ds (c > 1). (2.16)
For ν0 > 0 we define
R(x, ν; ν0) = Z
ε,n
γ (x, ν)−
ν0
ν
Zε,nγ
(
x(ν/ν0)
1/n, ν0
)
.
By definition (2.5) of Zε,nγ (x, ν), we have
Zε,nγ (x, ν) = (−1)λc+λγ
1
2pii
∫
(c)
ν−s((ns)λc+λγxns − ε(n(1− s))λc+λγxn(1−s)) γ(s)ds
for c > 1. Hence
R(x, ν; ν0) = (−1)λc+λγ 1
2pii
∫
(c)
xns(ν−s − νs−1ν1−2s0 ) (ns)λc+λγγ(s)ds (c > 1).
Moving the path of integration to the line ℜ(s) = 1 + δ (δ > 0), we obtain
R(x, ν; ν0)≪ ν−1−δxn(1+δ) + νδν−1−2δ0 xn(1+δ)
where the implied constant depends only on δ > 0. This shows the first estimate in
Proposition 3, since νδν−1−2δ0 x
n(1+δ) = ν−1ν−δ0 [x(ν/ν0)
1/n]n(1+δ). ✷
13
2.5. Proof of Proposition 4. It suffices to show that Znγ,1(x) = O(x
A) as x → 0+.
By definition (1.17) and (2.7), we have
Znγ,1(x) =
(
−x d
dx
)λc+λγ 1
2pii
∫
(c)
γ(s)Dc(s)x
nsds
=
1
2pii
∫
(c)
γ(s)Dc(s)(−ns)λc+λγxnsds (c > 1).
Moving the path of integration to the right, we obtain the above assertion. ✷
3. Case of two-dimensional zeta integral over Q
In this part, we apply the results in section 2 to hE(x), ZE(x) and ωE(s), and add more
detailed consideration. More precisely, we study the function V ε,nγ (x, ν) in (1.17), its
derivative and Zε,n
c,γ (x) for the case γ(s) = ζ̂(s)
2, ε = +1 and n = 2, which corresponds
to the case of two-dimensional zeta integral over Q, namely, the case of hE(x), ZE(x)
and ωE(s). In particular,
V +1,2γ (x, ν) = V (x, ν), (3.1)
where the right-hand side is defined in (1.10). Recall that ZE(x) involves the function
Z(x, ν) =
(
−x d
dx
)4
V (x, ν) =
(
−x d
dx
)4
V +1,2γ (x, ν).
To state results simply, we use the non-holomorphic Eisenstein series. The (com-
pleted) non-holomorphic Eisenstein series E∗(z, s) for the modular group PSL(2,Z) is
given for z = x+ iy with y > 0 and ℜ(s) > 1 by
E∗(z, s) =
1
2
pi−sΓ(s)
∑
(m,n)∈Z2
(m,n) 6=(0,0)
ys
|mz + n|2s . (3.2)
It is well known that for fixed z, E∗(z, s) is continued holomorphically to the whole
s-plane except for two simple poles at s = 0 and s = 1 with residues −1/2 and 1/2,
respectively. As a function of z, E∗(z, s) satisfies
E∗
( az + d
cz + d
, s
)
= E∗(z, s) for all γ =
(
a b
c d
)
∈ PSL(2,Z). (3.3)
We use notations
E(y) = E∗(iy, 1/2) and Q = (4pi)−1eγ , (3.4)
where γ = 0.57721+ is the Euler’s constant.
Proposition 5. Let V (x, ν) be the function defined by (1.10). Then we have
V (x, ν) = 4
∞∑
N=1
σ0(N)
(
K0(2piNνx
−2)− x2K0(2piNνx2)
)
(3.5)
= x2 log x2 + x2 logQν + log x2 − logQν + x√
ν
[
E(νx−2)−E(νx2)
]
,
(3.6)
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where K0(t) is the K-Bessel function.
As a corollary of Proposition 5, we obtain the asymptotic behavior of Z(x, ν) as
x→ 0+ and +∞.
Proposition 6. We have
Z(x, ν) = 16x2 log x2 + 16x2 logQe4ν +R0(x, ν),
R0(x, ν) =
1
2pii
∫
(c)
(2s)4
[
(ν−1x2)s − ν−1(νx2)s
]
ζ̂(s)2ds (c > 1)
(3.7)
and
Z(x, ν) =
16
ν
x2 log x2 +
16
ν
x2 log
Qe4
ν
+R∞(x, ν),
R∞(x, ν) =
1
2pii
∫
(c)
(2s)4
[
(ν−1x2)s − ν−1(νx2)s
]
ζ̂(s)2ds (c < 0).
(3.8)
Moving the path of integration to the line ℜ(s) = 1 + δ or ℜ(s) = −δ (δ > 0), we have
R0(x, ν) = O
(
(ν−1−δ + νδ) x2(1+δ)
)
for 0 < x ≤ 1, and
R∞(x, ν) = O
(
(ν−1−δ + νδ) x−2δ
)
for x ≥ 1, respectively. Here the implied constants depend only on δ > 0. In particular,
there exists xν > 0 and x
′
ν > 0 such that Z(x, ν) is negative for 0 < x < xν and Z(x, ν)
is positive for any x > x′ν , respectively.
An immediate consequence of Proposition 6 is that for any ν ′ ≥ 1 there exists
x0 = x0(ν
′) > 0 such that
ν′∑
ν=1
c(ν)Z(x, ν) < 0 x ∈ (0, x0)
if c(ν) > 0 for some 1 ≤ ν ≤ ν ′ (recall that we assumed c(ν) ≥ 0). However, to
decide the behavior of ZE(x) near the zero, we need further considerations, since the
infinite sum over the first term in the right-hand side of (3.7) diverges for every x > 0.
Applying Proposition 4 to ZE(x) we obtain the following.
Proposition 7. Let c = {c(ν)} be the nonnegative sequence defined by ∑∞ν=1 c(ν)ν−s =
c1−2sE ζE(s)
2, and γ(s) = ζ̂(s)2. In this case λc = λγ = 2. We denote Z
2
c,γ,i(x) by ZE,i(x),
where Zn
c,γ,i(x) (i = 0, 1) are defined in (2.8). Then
ZE,0(x) =
1
2pii
∫
(c)
ζ̂(s)2 · c1−2sE ζE(s)2 · (2− 2s)4 · x2−2sds (3.9)
and
ZE,0(x) =
2
pi
∞∑
n=1
1
n
(∑
d|n
c(d)σ0(n/d)
)
K(2pinx2) (3.10)
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where
K(x) = (16x5 + 288x3 + 16x)K0(x)− (128x4 + 64x2)K1(x). (3.11)
The series ZE,0(x) can be written as
ZE,0(x) =
2
pi
∞∑
n=1
K(2pinx2)x
2(n+ 1)− x2n
x2n
a(n).
where a(n) =
∑
d|n c(d)σ0(n/d). This formula suggests that the limit lim
x→0+
ZE,0(x)
behaves like the Riemannian integral
lim
x→0+
∞∑
n=1
K(2pinx2)x
2(n+ 1)− x2n
x2n
=
∫ ∞
0
K(2pix)dx
x
.
We find that the integral on the right-hand side is zero, and ZE,0(x) tends to zero as x→
0+ if the truncated sum
∑
n≤N a(n) increases slowly. Hence the rough understanding
of the limit behavior of ZE,0(x) may be considered as
lim
x→0+
ZE,0(x) =
∫ ∞
0
K(2pix) dµa(x),
where the right-hand side is the “integral” of K(2pix) with respect to the “measure”
dµa attached to a = {a(n)}. In fact, by using the partial summation, we have
∞∑
n=1
a(n)
n
K(nx2) = −
∫ ∞
0
( ∑
n≤v/x2
a(n)
n
)
K′(v)dv =
∫ ∞
0
K(2piu)dµa,x(u),
where µa,x(u) =
∑
n≤u/x2 a(n)/n.
The truncation version of (3.10) can be used for a computational evidence of the
single sign property (F-1).
Proposition 8. Let T > 0 and R > 1 be positive real numbers. Then, for any fixed
0 < ε < 1 and A > 1, we have
ZE,0(x) =
2
pi
∑
n≤T
1
n
(∑
d|n
c(d)σ0(n/d)
)
K(2pinx2) +O(T ε(x2T )−A)
(3.12)
for x ≥
√
R/T , where K(x) is in (3.11) and the implied constant depends on A and ε.
In particular, for any 0 < α < 1 and β > 1 such that αβ > ε, we have
ZE,0(x) =
2
pi
∑
n≤Rx−2−α
1
n
(∑
d|n
c(d)σ0(n/d)
)
K(2pinx2) +O(xαβ−ε) (3.13)
for 0 < x < 1, where the implied constant depends only on β and ε.
Remark 1. One suitable choice of R for a numerical computation is R = 20.
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3.1. Proof of Proposition 5. At first we show (3.1). By definition (1.17),
V +1,2γ (x) = κγ(νx
−2)− x2κγ(νx2),
where
κγ(x) =
1
2pii
∫
ℜ(s)=c
ζ̂(s)2x−sds (c > 1).
In general, if Fi(s) =
∫∞
0 fi(x)x
s−1dx (i = 1, 2) for ℜ(s) > δ, then
1
2pii
∫
ℜ(s)=c
F1(s)F2(s)x
−sds =
∫ ∞
0
(f1 ∗ f2)(x) xsdx
x
(c > δ)
subject to appropriate conditions, where (f1 ∗ f2)(x) =
∫∞
0 f1(a)f2(xa
−1)a−1da. Hence
we have
κγ(x) =
∫ ∞
0
(
θ(a2)− 1
)(
θ(x2a−2)− 1
)da
a
,
since ζ̂(s) =
∫∞
0 (θ(x
2)− 1)xs−1dx for ℜ(s) > 1. This shows
κγ(νx
−2)− x2κγ(νx2) =
∫ ∞
0
wa,νa−1(x)
da
a
= V (x, ν)
by definition (1.6) of wa,νa−1(x), and we get (3.1). Using
ζ(s)2 =
∞∑
N=1
σ0(N)N
−s (ℜ(s) > 1),
where σµ(n) =
∑
d|n d
µ, we have
κγ(x) =
∞∑
N=1
σ0(N)
1
2pii
∫
(c)
Γ(s/2)2(piNx)−sds (c > 1).
The interchange of summation and integration is justified by Fubini’s theorem. Us-
ing the formula Γ(s/2)2 = 4
∫∞
0 K0(2x)x
s−1dx (Re(s) > 0) [12, p. 14] and the Mellin
inversion formula, we have
1
2pii
∫
(c)
Γ(s/2)2x−sds = 4K0(2x) (c > 0).
Hence we obtain
κγ(x) = 4
∞∑
N=1
σ0(N)K0(2piNx). (3.14)
Combining this equality with (3.1), we obtain (3.5). As for (3.6), we refer the Fourier
expansion of E∗(z, s). For the particular case z = iy and s = 1/2, the Fourier expansion
of E∗(z, s) gives
E∗(iy, 1/2) =
√
y log y + (γ − log 4pi)√y + 4√y
∞∑
N=1
σ0(N)K0(2piNy).
Combining this one with (3.14), we obtain (3.6). ✷
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3.2. Proof of Proposition 6. Recall equality (3.6) in Proposition 5 and notation
(3.4). We prove Proposition 6 by using the modular relation E(y) = E(y−1). Replacing
E(νx2) by E(ν−1x−2) in (3.6), we have
V (x, ν) = x2 log x2 + x2 logQν + log x2 − logQν + x√
ν
[
E
( ν
x2
)
− E
( 1
νx2
)]
.
(3.15)
Thus definition (1.11) gives
Z(x, ν) = 16x2 log x2 + 16x2 logQe4ν +
(
x
d
dx
)4[ x√
n
(
E
( ν
x2
)
−E
( 1
νx2
))]
.
(3.16)
In the third term, we have
x√
ν
[
E
( ν
x2
)
− E
( 1
νx2
)]
=
(
1 +
1
ν
)
log ν −
(
1− 1
ν
)
(log x2 − logQ) + 1
2pii
∫
(c)
[
(ν−1x2)s − ν−1(νx2)s
]
ζ̂(s)2ds
by using the Fourier expansion of the Eisenstein series and (3.14). Therefore(
x
d
dx
)4( x√
ν
[
E
( ν
x2
)
− E
( 1
νx2
)])
=
1
2pii
∫
(c)
(
x
d
dx
)4[
(ν−1x2)s − ν−1(νx2)s
]
ζ̂(s)2ds
=
1
2pii
∫
(c)
(2s)4
[
(ν−1x2)s − ν−1(νx2)s
]
ζ̂(s)2ds
(3.17)
for c > 1. Hence we obtain (3.7). Formula (3.8) is obtained by a way similar to the
above arguments. In that case, we replace E(νx−2) by E(ν−1x2) in (3.6). ✷
3.3. Proof of Proposition 7. At first we note that λc = λγ = 2 in this case. The
first equality is a direct consequence of definition (2.7) and (2.8). By (2.7) and (3.14)
we have
ZE,0(x) =
(
−x d
dx
)44x2 ∞∑
n=1
(∑
d|n
c(d) σ0(n/d)
)
K0(2pinx
2)

=
2
pi
(
−x d
dx
)4 ∞∑
n=1
1
n
(∑
d|n
c(d) σ0(n/d)
)
(2pinx2K0(2pinx
2))
 .
Hence the proof of the second equality will complete by the following lemma.
Lemma 3. Let A be a positive real number. Then we have(
x
d
dx
)4[
K0(Ax
−2)
]
=
(64A2
x4
+
16A4
x8
)
K0(Ax
−2)− 64A
3
x6
K1(Ax
−2)
(3.18)
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and (
x
d
dx
)4[
Ax2K0(Ax
2)
]
=(16A5x10 + 288A3x6 + 16Ax2)K0(Ax
2)
− (128A4x8 + 64A2x4)K1(Ax2). (3.19)
Proof. Using the formula
d
dz
[zνKν(z)] = −zνKν−1(z), d
dz
[z−νKν(z)] = −z−νKν+1(z)
and K ′0(z) = −K1(z), we have(
x
d
dx
)4[
K0(x
−2)
]
=
(64
x4
+
16
x8
)
K0(x
−2)− 64
x6
K1(x
−2).
This implies (3.18), since the multiplication f(x) 7→ f(Ax) and the differential x d
dx
are
commutative each other. By a way similar to this, we obtain (3.19). 
3.4. Proof of Proposition 8. We denote
∑
d|n c(d)σ0(n/d) by a(n). Then, for any
ε > 0, there exists Mε > 0 such that |a(n)| ≤ Mεnε The asymptotic formula of Kν(t)
for t > 0 and fixed ν ∈ C is given by
Kν(t) =
(
pi
2t
)1/2
e−t
(
1 +
θ
2t
)
, (3.20)
where |θ| ≤ |ν2 − (1/4)| (see (23.451.6) of [8]). Using (3.20) we have
∑
n>T
a(n)
n
K(x2n) ≤
√
pi
2
∑
n>T
a(n)
n
(16x10n5 + 288x6n3 + 16x2n)
e−x
2n
√
x2n
(
1 +
|θ0|
2x2n
)
+
√
pi
2
∑
n>T
a(n)
n
(128x8n4 + 64x4n2)
e−x
2n
√
x2n
(
1 +
|θ1|
2x2n
)
.
Also ∑
n>T
a(n)
n
K(x2n) ≤ 312
√
2pi x9
∑
n≥T
a(n)n7/2e−x
2n,
since |θ0| ≤ 1/4, |θ1| ≤ 3/4 and x2n ≥ x2T ≥ R > 1. Using the estimate t−k−(9/2) ≥
t−k−5 ≥ e−t/(k + 5)! for t > 0, we have
x9
∑
n>T
a(n)n7/2e−x
2n ≤ (k + 5)! x−2k ∑
n≥T
a(n)n−1−k.
Therefore ∑
n>T
a(n)
n
K(x2n) ≤ 312
√
2pi (k + 5)! x−2k
∑
n≥T
a(n)n−1−k.
Because of |a(n)| ≤Mεnε, we obtain∑
n>T
a(n)n−1−k ≤Mε
∑
n>T
n−1−k+ε ≤ Mε
k − εT
ε−k.
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Together with the above, we have
x−2k
∑
n≥T
a(n)n−1−k ≤ 312
√
2pi (k + 5)!
Mε
k − εT
ε(x2T )−k.
This inequality gives (3.12). ✷
4. Proof of Theorem 1
In this part, we prove the following Thorem 3 which include Theorem 1.
Theorem 3. Let E be an elliptic curve of conductor qE over Q, and let {c(ν)} be the
nonnegative sequence defined by
∞∑
ν=1
c(ν)ν−s = c1−2sE ζE(2s)
2 = c1−2sE nE(2s)
2ζE(2s)
2,
where ζE(s) and nE(s) are given by (1.2) and (1.3), respectively. Let
ZE(x) =
∞∑
ν=1
c(ν)Z(x, ν).
Suppose that the Riemann hypothesis for L(E, s), namely, all nontrivial zeros of L(E, s)
lie on the line ℜ(s) = 1. Then we have
ZE(x) = O(x
1−ε)
for any ε > 0, where implied constant depends on E and ε.
Further, suppose that all zeros of L(E , s) := nE(s)−1L(E, s) are simple except for the
possible zero at s = 1 and the estimate∑
0<ℑ(ρ)≤T
|L′(E , ρ)|−2 = O(T ) (4.1)
holds, where ρ runs all zeros of L(E , s) on the line ℜ(s) = 1. Then we have
ZE(x) = −C x(log(1/x))2r+2J+1(1 +O((log(1/x))−1), (4.2)
where r is the order of L(E, s) at s = 1, J(≥ 1) is the number of Euler factors in
nE(s) and C is a positive constant. In particular, there exists xE > 0 such that ZE(x)
is negative on (0, xE).
Theorem 4. Let E be an elliptic curve of conductor qE over Q, and let {c(ν)} be
the nonnegative sequence defined by
∑∞
ν=1 c(ν)ν
−s = q−2sE ζE(2s)
2, where ζE(s) is given
by (1.2). Denote by r the order of L(E, s) at s = 1. Let ZE(x) =
∑∞
ν=1 c(ν)Z(x, ν).
Suppose that the Riemann hypothesis for L(E, s), and all zeros of L(E, s) are simple
except for the possible zero at s = 1 and the estimate (4.1) holds for L′(E, s). Then
ZE(x) =
−C x(log(1/x))2r+1(1 +O((log(1/x))−1) if r ≥ 1,−(C + v(x)) x log(1/x) (1 +O((log(1/x))−1) if r = 0, (4.3)
where C is a positive constant and v(x) is a bounded function. In particular, if
L(E, 1) = 0, there exists xE > 0 such that ZE(x) is negative on (0, xE).
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Remark 2. Computational table of ZE(x) and its PARI/GP program can be available
from Fesenko’s homepage [4] (for convenience, use it together with the table of elliptic
curves in Appendix B.5 of Cohen [1]). These numerical table suggests that ZE(x) is
negative for sufficiently small x > 0 even in the case that the Z-rank of the Mordell-Weil
group E(Q) is zero.
Remark 3. Consequeces similar to Theorem 3 and Theorem 4 are obtained for the case
of the general number field under conditions analogous to Theorem 3 and Theorem 4 if
we add the assumption that L(E, s) is extended to an entire function and satisfies the
conjectural functional equation. The proof goes very similarly using standard analytic
properties of L-functions (cf. [10, section 5]).
Estimate (4.1) is the analogue of the conjectural estimate∑
0<γ≤T
|ζ ′(ρ)|−2k = O(T (logT )(k−1)2) (k ∈ R), (4.4)
where we assume that the Riemann hypothesis and all zeros of ζ(s) are simple. Esti-
mate (4.4) was independently conjectured by Gonek [7] and Hejhal [9] from different
points of view. For k = 1 Gonek conjectuted the asymptotic formula
∑
0<γ≤T |ζ ′(ρ)|−2 ∼
(3/pi3) T . Let f be a normalized Hecke eigenform of weight k > 1 and level q with
trivial nebentypus. Murty and Perelli [14] had shown that almost all zeros of L(f, s)
are simple if we assume the Riemann hypothesis for L(f, s) and the pair correlation
conjecture for it. According to the Shimura-Taniyama-Weil conjecture proved by Wiles
et al., almost all zeros of L(E, s) are simple if we assume the Riemann hypothesis of
L(E, s) and its pair correlation conjecture.
We prove Theorem 3 only, since Theorem 4 is proved by a similar way. To prove
Theorem 3, we need the following lemma.
Lemma 4. Let E be an elliptic curve over Q. Let H ≥ 1 be a real number. Then there
exists a real number A and a subset ST of [T, T + 1) such that
|L(E, σ ± it)|−1 = O(tA) (−1/2 ≤ σ ≤ 5/2, t ∈ ST )
and the Lebesgue measure of [T, T + 1) \ST is less than or equal to 1/H.
Proof. This is shown by a way similar to the proof of Theorem 9.7 in Titchmarsh [19],
because of the modularity of E/Q (see also [10, section 5.1]). 
Under the Riemann hypothesis for L(E, s) we can obtain more sharp estimate for
L(E, s)−1 in a vertical strip, but we do not need such sharp estimate for Theorem 3.
Proof of Theorem 3. It suffices to deal with ZE,0(x) in Proposition 7, since
ZE(x) = −ZE,0(x) +O(xA) (x→ 0+) (4.5)
by Proposition 4. We denote by ρ = 1 + iγ the zeros of L(E , s) = nE(s)−1L(E, s) in
0 < ℜ(s) < 2 (on ℜ(s) = 1). At first we prove that each interval [n, n + 1) contains a
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value T for which
ZE,0(x) = xP1(log(1/x)) + x
2(C2 log(1/x) + C
′
2)
+
∑
0<|γ|≤T
x1−iγ(Cγ log(1/x) + C
′
γ)
+O(x−δe−(pi/4−δ)T ) +O(x2+δ),
(4.6)
for any fixed 0 < δ < pi/4, where P1 is a polynomial of degree 2r + 2J + 1, Cγ, C
′
γ, C2
and C ′2 are constants. Taking T = 1/x in (4.6) and then tending x to zero, we obtain
ZE,0(x) = xP1(log(1/x)) +O(x(log(1/x))) (x→ 0+). (4.7)
This asymptotic formula shows (4.2) via (4.5) except for the sign of C in (4.2). The
positivity of C follows from (4.9) in below.
Now we prove (4.6). We divide the ingetral
∫
(c) in (3.9) into three parts
∫ c+iT
c−iT ,
∫ c+i∞
c+iT
and
∫ c−iT
c−i∞. We consider the positively oriented rectangle with vertices at c+ iT , c
′+ iT ,
c′ − iT and c − iT with −1 < c′ < 0. In this rectangle the integrand has poles s = 1
of order 2r + 2J + 2, s = 0 of order 2, and s = 1 + iγ of order 2, and has no other
poles, since we assumed that all zeros of L(E , s) are simple except for s = 1. Thus the
residue theorem gives
1
2pii
∫ c+iT
c−iT
ds = xP1(log(1/x)) + x
2(C2 log(1/x) + C
′
2)
+
∑
0<|γ|≤T
x1−iγ(Cγ log(1/x) + C
′
γ)
+
1
2pii
∫ c′+iT
c′−iT
ds+
1
2pii
∫ c+iT
c′+iT
ds− 1
2pii
∫ c−iT
c′−iT
ds,
(4.8)
where P1 is the polynomial of degree 2r + 2J + 1 given by
P1(log(1/x)) = x
−1Res
s=1
(
ζ̂(s/2)2c1−sE ζE(s)
2(s− 2)4x2−s
)
∈ R[log(1/x)]
and
Cγ log(1/x) + C
′
γ = x
−1+iγ Res
s=1+iγ
(
ζ̂(s/2)2c1−sE ζE(s)
2(s− 2)4x2−s
)
.
In particular the leading term of P1 is given by
ζ̂(1/2)2ζ(0)2 lim
s→1
[
L(E , s)
(s− 1)r+J
]−2
(log(1/x))2r+2J+1. (4.9)
To calculate the integrals in the right-hand side of (4.8), we use Lemma 4, the well-
known (unconditional) estimate
ζ(σ + it)≪

1 σ > 1,
|t|(1−σ)/2+ε 0 ≤ σ ≤ 1, |t| ≥ 2,
|t|1/2−σ σ < 0, |t| ≥ 2,
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and Stirling’s formula
Γ(s) =
√
2pi |t|σ−1/2e−(pi/2)|t|(1 +O(|t|−1)) (σ1 ≤ σ ≤ σ2, |t| ≥ 1).
Using these estimates the second and the third integrals in the right-hand side of (4.8)
are
1
2pii
∫ c+iT
c′+iT
ds− 1
2pii
∫ c−iT
c′−iT
ds≪ x2−σ|t|2(6+A)e−(pi/4)|t|(1 +O(|t|−1))≪ x2−ce−(pi/4−δ)T
for c′ ≤ σ ≤ c, |t| ≥ tδ > 1. Using the functional equation of ζ(s) and ζE(s) ([5, 47 in
§4.2]), the first integral in the right-hand side of (4.8) is calculated as
1
2pii
∫ c′+iT
c′−iT
ds =
1
2pi
∫ 2−c′+iT
2−c′−iT
ζ̂(s/2)2c1−sE ζE(s)
2s4xsds
≪ x2−c′
∫ 2−c′+i∞
2−c′−i∞
|Γ(s/4)|2|ζ(s/2)ζE(s)|2|s|4|ds| ≪ x2−c′ .
The last inequality follows from the fact that the Dirichlet series of ζ(s/2)ζE(s) con-
verges absolutely for ℜ(s) > 2, Lemma 4 and the above estimates for ζ(s) and Γ(s).
Finally we have
1
2pii
(∫ c+i∞
c+iT
+
∫ c−iT
c−i∞
)
ζ̂(s/2)2c1−sE ζE(s)
2(s− 2)4x2−sds≪ x2−ce−(pi/4−δ)T .
Combining the above three estimates and taking c = 2 + δ and c′ = −δ, we obtain
formula (4.6).
To justify (4.7), we estimate the sum in the right-hand side of (4.6). By an elemen-
tary calculation we obtain
Cγ =
1
L′(E , ρ)2f(ρ) and C
′
γ =
L′′(E , ρ)
L′(E , ρ)3f(ρ) +
1
L′(E , ρ)2f
′(ρ),
where f(s) = c1−sE ζ̂(s/2)
2ζ(s)2ζ(s− 1)2(s− 2)4. Functions f(s) and f ′(s) are bounded
by e−A|t| for some A > 0 on the vertical line s = 1 + it. Therefore∑
0<|γ|≤T
|Cγ| ≪
∑
0<|γ|≤T
|L′(E , ρ)|−2e−A1|γ| ≪
∫ T
1
( ∑
0<|γ|≤t
|L′(E , ρ)|−2
)
e−A1tdt.
Using assumption (4.1) in the right-hand side, we have∑
0<|γ|≤T
|Cγ| ≪ 1 + e−A2T . (4.10)
On the other hand we have |L′(E , ρ)|−1 = O(T 1/2) for 0 < |γ| ≤ T , because |L′(E , ρ)|−2 ≤∑
0<|γ|≤T |L′(E , ρ)|−2 = O(T ) by (4.1). Therefore∑
0<|γ|≤T
|L′(E , ρ)|−3 ≪ T 1/2 ∑
0<|γ|≤T
|L′(E , ρ)|−2 ≪ T 3/2.
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While we have the rough estimate L′′(E , ρ) = O(|γ|3/2) by using the Cauchy estimate
for derivatives and the Phragme´n-Lindelo¨f principle. Hence we have∑
0<|γ|≤T
∣∣∣∣ L′′(E , ρ)L′(E , ρ)3
∣∣∣∣ = O(T 3).
Using this estimate we obtain ∑
0<|γ|≤T
|C ′γ| ≪ 1 + e−A3T (4.11)
by a way similar to the proof of (4.10). By (4.10) and (4.11) we obtain∑
0<|γ|≤T
x1−iγ(Cγ log x+ C
′
γ)≪ x log x (1 + e−A4T ).
This estimate justify the process leading the asymptotic formula (4.7) from (4.6).
The first assertion in the proposition is obtained from (3.9) by moving the path of
integration to the vertical line ℜ(s) = 1 + ε. It is justified by Lemma 4 and the above
estimates for ζ(s) and Γ(s), and the resulting integral is estimated as O(x1−ε) by the
same tools. ✷
5. On single sign property of Z(x)
Finally, we remark on the single sign property of Z+1,2
c,γ (x) with γ(s) = ζ̂(s)
2 from
a viewpoint of Euler products. In this section, we denote Z+1,2
c,γ (x) simply as Zc(x) or
Z(x) if there is no confusion.
5.1. Euler product of degree 2. Let D = {s ∈ C | ℜ(s) > 1/2}, and denote by
H(D) the space of holomorphic functions on D equipped with the topology of uniform
convergence on compacta. Let S be a finite set of primes. Let γ = {s ∈ C | |s| = 1},
and let
ΩS =
∏
p 6∈S
γp,
where γp = γ for all primes p 6∈ S. The infinite dimensional torus ΩS is a compact topo-
logical Abelian group. Denote by mH the probability Haar measure on (ΩS,B(ΩS)),
where B(ΩS) is the class of Borel sets of the space ΩS. Thus we obtain probability
space (ΩS,B(ΩS), mH). Let ω(p) be the projection of ω ∈ ΩS to the coordinate space
γp. For ω ∈ ΩS, we define LS(s, ω) by the Euler product
LS(s, ω) =
∏
p 6∈S
(
1− (ω(p) + ω(p))p−s + p−2s
)−1
. (5.1)
The right-hand side converges absolutely for ℜ(s) > 1, since |ω(p)| = 1. Thus LS(s, ω)
is a holomorphic function on ℜ(s) > 1 and has no zero in there. Moreover, for almost
all ω ∈ ΩS with respect to mH , the sum∑
p
ω(p)p−s (5.2)
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converges for ℜ(s) > 1/2 (cf. [11, §5.5.1]). In particular, for almost all ω ∈ ΩS,
logLS(s, ω) = −
∑
p
log
(
1− (ω(p) + ω(p))p−s + p−2s
)
∈ H(D)
and LS(s, ω) ∈ H(D) without zeros.
We consider cω = {cω(ν)} defined by
Dω(s) =
∞∑
ν=1
cω(ν) ν
−s =
ζ(2s)2ζ(2s− 1)2
L(2s− 1/2, ω)2 .
The sequence cω is nonnegative for all ω ∈ ΩS, since
1
(1− p−s)(1− p1−s) =
∞∑
n=0
(
n∑
k=0
pk
)
p−ns
for p ∈ S,
1− (ω(p) + ω(p))p1/2p−s + p1−2s
(1− p−s)(1− p1−s) = 1 + ( p+ 1− 2
√
p ℜ(ω(p)))
∞∑
n=1
(
n−1∑
k=0
pk
)
p−ns
for p 6∈ S, and |ℜ(ω(p))| ≤ 1.
As mentioned above, L(s, ω) is continued holomorphically to ℜ(s) > 1/2 without
zeros for almost all ω ∈ ΩS, because of the convergence of the series (5.2). Hence, we
have
Zc(x) = O(x
1−ε) and Zc(x) = Ω(x) as x→ +0 (5.3)
for almost all ω ∈ ΩS. We denote by A the set of all ω ∈ ΩS such that the series
(5.2) converges for ℜ(s) > 1/2. Also, we denote by A′ the set of all ω ∈ ΩS such that
the series LS(s, ω) is continued holomolphically to ℜ(s) > 1/2 without zeros. Clearly,
A′ ⊃ A, so mH(ΩS \ A′) = mH(ΩS \ A) = 0.
On the other hand, it is known that the vertical line ℜ(s) = 1/2 is a natural boundary
of meromorphic continuation of LS(s, ω) for almost all ω ∈ ΩS. Therefore, for almost
all ω ∈ ΩS, the corresponding Zc(x) may have oscillation near zero, even if the estimate
(5.3) holds. We denote by B the set of all ω ∈ ΩS such that the line ℜ(s) = 1/2 is a
natural boundary of meromorphic continuation of LS(s, ω).
Unfortunately, the relation among the sets A, A′ and B is not clear in general.
However, the above considerations suggest that the single sign property of Zcω(x) is
a special phenomenon and has a proper reason. Of course there is a possibility that
Zcω(x) has the single sign property accidentally. To obtain a plausible reason for the
single sign property, we should deal with some regular class of coefficients.
5.2. A conjecture related to the Selberg class. The Selberg class S is a general
class of Dirichlet series satisfying five axiom [17, 15]. Roughly speaking, the Selberg
class is a class of Dirichlet series having an Euler product, analytic continuation and
functional equation of certain type. All known examples of functions in the Selberg class
are automorphic (or at least conjecturally automorphic) L-functions. It is expected that
all L-functions in the Selberg class satisfy an analogue of the Riemann hypothesis.
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For the Dirichlet series D(s) equipped with the Euler product
D(s) =
∞∑
ν=1
c(ν)
νs
=
∏
p
(
1 +
∞∑
k=1
c(pk)
pks
)
, (5.4)
we take
L(s) =
ζ(s+ 1/2)ζ(s− 1/2)
D(s/2 + 1/4)1/2
. (5.5)
Using the Euler product of D(s) and formula (1 +X)−1/2 = 1 − 1
2
X + 3
4
X2 − · · · , we
obtain the Dirchlet series expansion of L(s) and its Euler product
L(s) =
∞∑
n=1
ω(n)
ns
=
∏
p
(
1 +
∞∑
k=1
ω(pk)
pks
)
. (5.6)
Conversely, if we take
D(s) =
(
ζ(2s)ζ(2s− 1)
L(2s− 1/2)2
)2
, (5.7)
for the Dirichlet series L(s) having an Euler product, then D(s) is also a Dirichlet
series equipped with the Euler product.
Suppose that D(s) and L(s) are related as (5.5) and (5.7), and D(s) or L(s) has an
Euler product. If D(s) or L(s) is continued meromorphically to a region containing
ℜ(s) ≥ 1/2, then properties
(D1) D(s) has double pole at s = 1,
(D2) D(s) has the pole of order 2m+ 2 at s = 1/2,
(D3) D(s) has the pole of order 2n at s = σ ∈ (1/2, 1),
and
(L1) L(s) is regular at s = 1,
(L2) L(s) has the zero of order m at s = 1/2,
(L3) L(s) has the zero of order n at s = σ ∈ (1/2, 1),
are equivalent to each other. If Z(x) attached to D(s) has a single sign for sufficiently
small x > 0, then D(s/2) has the real pole at the abscissa σc < 2 of convergence of
(2.9), and has no pole in the strip σc < ℜ(s) < 2. Under the Riemann hypothesis for
ζ(s), this implies that L(s) has no zero in the strip σc/2 < ℜ(s) < 1. Conversely, if
L(s) has zero at 1/2 ≤ σ0 < 1 and has no zero in the strip σ0 < ℜ(s) < 1, then D(s/2)
has pole at 1 ≤ 2σ0 < 2 and has no pole in the strip 2σ0 < ℜ(s) < 2. This suggests the
single sign property of Z(x) attached to D(s). Through such relations, we interpret
the expectation that all L(s) ∈ S satisfy the Riemann hypothesis in the language of
D(s) via (5.5) and (5.7).
Conjecture. Let c = {c(ν)} be a sequence (not necessary nonnegative). Define Dc(s)
and Zc(x) by (1.1) and (1.12), respectively. Suppose that
(s-1) c satisfies the growth condition (c-1),
(s-2) Dc(s) is continued meromorphically to C,
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(s-3) Dc(s) has double pole at s = 1,
(s-4) Dc(s) has no poles in (1/2, 1),
(s-5) Dc(s) has pole of even order at s = 1/2,
(s-6) Dc(s) has a (suitable) functional equation for s to 1− s,
(s-7) Dc(s) has a Euler product which converges absolutely for ℜ(s) > 1.
Then Zc(x) has a single sign for sufficiently small x > 0.
Here we do not suppose the nonnegativety of {c(ν)}, because it is not obtained from
relations (5.5) and (5.7) in general. The nonnegativety of coefficients {c(ν)} of D(s) is
obtained by a suitable bound condition for {ω(pk)}p,k in (5.6).
Anyway, it seems that it is difficult to prove the conjecture mentioned above, even
if we suppose the further condition that {c(ν)} is nonnegative. At least, the author
has no idea about it. Probably, to obtain a progress for the single sign property of
Z(x), we should study Z(x) attached to specific nice Dirichlet series. For instance,
Z(x) attached to an elliptic curve, Z(x) attached to
D1,k(s) =
(
ζ(2s)ζ(2s− 1)
ζ(2s− 1/2)k
)2
, Dχ,k(s) =
(
ζ(2s)ζ(2s− 1)
L(2s− 1/2, χ)k
)2
,
where L(s, χ) is the Dirichlet L-function associated with the primitive Dirichlet char-
acter χ, or Z(x) attached to an arithmetic scheme ([18, section 4.3]).
5.3. Partial Euler product. In section 3, we state that a finite truncation of the
series expansion of Zc(x) has a single sign for small x > 0. In this part, we remark on
another finitization of Zc(x) in the case of elliptic curve according to Goldfeld [6] and
Conrad [2]. Let E/Q be an elliptic curve having conductor qE. Define
LT (E, s) =
∏
p|qE
p≤T
(1− a(p)p−s)−1 ∏
p 6 |qE
p≤T
(1− a(p)p−s + p1−2s)−1.
This gives the nonnegative sequence c = {cE,T (ν)} by
DE,T (s) =
∑
ν
cE,T (ν) ν
−s =
(
ζ(2s)ζ(2s− 1)
qsELT (E, 2s)
)2
.
In this case, cE,T (ν) 6= 0 for infinitely many ν ≥ 1. Further we find that for any fixed
T ≥ 2, there exists a negative constant C1(T ) such that
Zc(x) = C1(T ) x log x+OT (x) as x→ 0+. (5.8)
In fact the integral formula
Zc(x) =
x2
2pii
∫
(2+δ)
2−3(2pi)s/2 (s− 2)4 ζ̂(s/2)2DE,T (s/2) x−sds
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and the residue theorem give
Zc(x) = C1(T ) x log x+ C˜1(T ) x+ C0(T ) x
2 log x+ C˜0(T ) x
2
+
x2
2pii
∫
(−δ)
2−3(2pi)s/2 (s− 2)4 ζ̂(s/2)2DE,T (s/2) x−sds
= C1(T ) x log x+ C˜1(T ) x+ C0(T ) x
2 log x+ C˜0(T ) x
2 +OT (x
2+δ),
where
C1(T ) = −q−1E
Γ(1/4)2
16
√
2
ζ(0)2ζ(1/2)2
LT (E, 1)2
. (5.9)
Hence, the expected equality obtained by the limit T → +∞ of (4.6), (5.8) and (5.9)
suggest that
LT (E, 1) ∼ C (log T )−r as T →∞ (5.10)
for some 0 6= C ∈ R and r ≥ 0. Goldfeld [6] proved that if (5.10) holds, then L(E, s)
satisfies the Riemann hypothesis, the BSD-conjecture with r = ords=1L(E, s) and
C =
L(r)(E, 1)
r!
· 1√
2 erγ
,
where γ = 0.577215+ is Euler’s constant.
Thus a detail study for the constant C1(T ) and the error term OT (x) in (5.8) may
be available for the single sign property of Z(x).
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