A commonly used tool in disease association studies is the search for discrepancies between the haplotype distribution in the case and control populations. In order to find this discrepancy, the haplotypes frequency in each of the populations is estimated from the genotypes.
Introduction
Most of the genetic variation among different people can be characterized by single nucleotide polymorphisms (SNPs) which are mutations at a single nucleotide position that occurred once in human history and were passed on through heredity. Characterization of the generic variation is an important research tool for trait association and disease association in particular. In order to understand the structure of this variation, we need to be able to determine the haplotypes of individuals, or which nucleotide base occurs at each position for each chromosome. The effort to characterize human variation, currently a major focus for the international community, will be a tremendous undertaking requiring obtaining the haplotype information from a large collection of individuals from diverse populations ( [23] ).
As opposed to haplotypes, the genotype gives the bases at each SNP for both copies of the chromosome, but loses the information as to the chromosome on which each base appears. Unfortunately, many sequencing techniques provide the genotypes and not the haplotypes. Haplotype analysis has become increasingly common in genetic studies of human disease. However, many of these methods rely on phase information, that is, the haplotype information vs. the genotype information. Phase can be inferred by genotyping family members of each subject, but this has its downsides because of logistic and budget issues. Alternatively, laboratory techniques such as long range PCR or chromosomal isolation have been also used [25, 21] but these are often costly and are not suitable for large scale polymorphism screening. As an alternative to those technologies, many computational methods have been developed for phasing the genotypes (e.g. [3, 10, 11, 18, 27, 24, 9, 12, 17] .
Even though much of the attention was aimed at finding the haplotype phase, it is usually crucial to estimate correctly the haplotype frequencies in the population and not necessarily to phase the individual genotypes. For instance, in disease association studies, it is usually more informative to find the discrepancies between the control haplotype distribution and the cases haplotype distribution, than to find the phase of the haplotypes. The most likely estimation for the haplotype distribution in a population can be viewed as a weighted average over all possible phasing options. Therefore, finding the most likely phase and counting the number of occurrences of each haplotype could be used as a crude estimate for the haplotype distribution. On the other hand, in some cases this crude estimate may be inaccurate and more accurate frequency estimators are needed.
There are however a few EM-based (Expectation Maximization) algorithms that directly estimate the haplotype frequencies ( [5, 6, 15, 19] ). These methods use a likelihood function based on the underlying assumption that the HardyWeinberg equilibrium holds (that the two haplotypes of an individual are indepen-dently drawn from the haplotype distribution in the population). In particular, those methods try to find a haplotype distribution which maximizes the probability of observing genotypes in the given sample, under the assumption of Hardy-Weinberg equilibrium.
One of the main drawbacks in all previous methods is that there is no guarantee that the algorithm converges to a global maximum, or that the algorithm converges in polynomial time. Both the convergence of the EM algorithm to a global optimum and its running time are heavily affected by the starting point of the algorithm which is usually a 'reasonable' guess or a random point.
We present a method called HAPLOFREQ which aims in overcoming the above limitations of previous approaches. Similarly to previous approaches, we use a likelihood function model. Our approach is different from previous approaches in the following aspects. First, we use an algorithm which is provably guaranteed to run efficiently and to find the haplotype distribution assuming that the number of samples is large enough and assuming a uniform error model. Second, we consider two different likelihood functions, one that assumes Hardy-Weinberg equilibrium and another that does not. The latter is used in order to find the genotype distribution given missing data, or the haplotype distribution given phased haplotypes with missing data. For instance, the phased haplotypes are given when sequencing chromosome X in men, or when sequencing the genome of certain organisms that are either haploid or have a short life span 1 .
In the case where the Hardy-Weinberg equilibrium holds, the maximum likelihood function is a multinomial of very high degree. In order to find the maximum value of this multinomial we relax the problem by allowing the variables to be n-dimensional vectors instead of real numbers. We then use convex programming methods which involve linear constraints, multinomial functions and positive semidefinite constraints in order to find the maximum value of the relaxed problem. This relaxed objective function can be thought of as an alternative likelihood function since we show that the maximum value of the relaxed function approaches asymptotically to the haplotypes frequencies in the population.
We measured the performance of our algorithm over various data sets and compared it to the widely used program PHASE [27] . We found that our algorithm is consistently more accurate and much faster than PHASE. In Section ?? we describe our experiments and their results.
Estimating Haplotype Frequencies
One of the most natural tools in disease association studies is the search for discrepancies in the allele distribution between the cases and the controls. A natural extension of this tool is the search for discrepancies between the haplotype distribution in each of the populations. In particular, the haplotype frequency is calculated from the samples of each of the populations, and a statistical test (e.g. chi squared) is performed in order to assess whether the haplotype distributions of the two populations are identical. If the distributions are significantly different, then the region is likely to be correlated with the disease.
In order to estimate the haplotype frequencies in a population, a geneticist would sample a set of n individuals from the population. Throughout the paper we assume that these n individuals are independently sampled from a large population. Each sample consists of a genotype, which is the information of the two copies of the chromosome in each base. The haplotype information therefore has to be derived from the genotype information. Furthermore, the sequenced data usually contains some missing data, which adds another complexity to the problem. In this paper we focus on estimating the haplotype frequencies from the genotype data, with missing data. Our model and algorithms have natural extensions for other types of noise, such as sequencing errors. More detail on this issue in the full version.
A maximum likelihood approach
In order to formalize the above scenario, we first need to set some notations and definitions. A complete haplotype is a binary string of length k. The values 0 and 1 correspond to the mutation and the wild type alleles. A partial haplotype is a string over {0, 1, * } k . The character '*' corresponds to an unknown value (missing data).
We denote a genotype by a string over {0, 1, 2, * } k , where 0,1 correspond to homozygous sites (i.e. the bases of the mother's chromosome and the father's chromosomes are the same), the value '2' corresponds to a heterozygous position, that is, a position where the mother chromosome carries a different base than the father chromosome and '*' corresponds to unknown values for both haplotypes. For a given genotype g or haplotype h, we denote by g(i) (h(i) respectively) its value in the i-th coordinate.
We say that a genotype g ∈ {0, 1, 2, * } k , and a pair of complete haplotypes
For a genotype g, we define C(g) to be the set of pairs of haplotypes that are compatible with g. We assume that the genotypes admit a Hardy-Weinberg equilib-rium, that is, that the two haplotypes of each individual are independently picked from the distribution of haplotypes in the population.
Let P be a distribution over the set of all possible complete haplotypes of length k. We denote by p(h) the probability assigned to the haplotype h by P. We consider the following likelihood function [5] of a set of partial genotypes G and a distribution P:
The function L(G, P) is simply the probability of observing the genotypes G in a random sample of the population under Hardy-Weinberg equilibrium, given that the distribution of complete haplotypes in the population is P and that the distribution of missing data in a genotype g does not depend on the contents of g. When the sample size approaches infinity, the maximum likelihood is attained when P is the actual distribution of haplotypes in the population 2 . Therefore, it is only natural to aim in finding the distribution P which maximizes the likelihood and to estimate the distribution of haplotypes in the population as P. Previous methods [5, 6, 27] use Expectation Maximization (EM) in order to find the maximum likelihood. When using EM, both the running time and the convergence to a global maximum depend on the starting point. In particular, these algorithms may be exponential, and they may give a non-optimal solution, even when the number of samples is large. In Section 4 we introduce an alternative approach which is guaranteed to converge to a global optimum of another likelihood function L 2 (G, P). We further show in Section 4.1 that L and L 2 have the same asymptotic behavior under Hardy-Weinberg.
Working with phased data
In some cases we are given the phased genotypes, possibly with missing data. For instance, some sequencing techniques provide the haplotypes and not the genotypes. In haploid organisms, or in diploid organisms with short life span such as drosophila 3 we can get the phased haplotypes. It is therefore interesting to estimate the haplotype frequencies given a sample of haplotypes with missing data. This approach may also be useful to estimate the genotype frequencies, given a sample of genotypes with missing data. The latter may be particularly important when there are departures from Hardy-Weinberg equilibrium in the underlying genotype distribution.
In order to formalize the above scenario, we need to introduce a few more notations and definitions. We say that a partial haplotype h 1 ∈ {0, 1, * } k is consistent with a complete haplotype h 2 ∈ {0, 1} k if they share the same values whenever h 1 (i) = * . Given a partial haplotype h, we define C(h) to be the set of complete haplotypes that are consistent with h.
As before, let P be a distribution over the set of all possible complete haplotypes of length k. Given the set of partial haplotypes H, the likelihood of P is given by
The function L(H, P) is simply the probability of observing the partial haplotypes H in a random sample of the population, given that the distribution of complete haplotypes in the population is P and that the distribution of missing data in a haplotype h does not depend on the contents of h. Again, in order to estimate the haplotype frequencies, we find the distribution P that maximizes the likelihood (H, P). In Section 3 we introduced an efficient polynomial time algorithm that finds the global maximum of (H, P). This is quite surprising given that we essentially find a maximum point of a polynomial of potentially high degree. In general, finding an extremum of a polynomial is an intractable problem.
Estimating Haplotype Frequencies from a Phased Sample
In this section we introduce an algorithm which estimates the haplotype frequencies in a population given a sample of phased haplotypes with missing data. Formally, given a set H of n partial haplotypes, we are interested in finding a distribution P which maximizes the function L(H, P) which is given in the previous section. Thus, finding the distribution of maximum likelihood can be done by solving the following mathematical programming problem:
We will use the following definition in order to simplify the notations.
Definition 1 Given a partial haplotype h ∈ {0, 1, * } k and a set of haplotypes
S = {h 1 , ..., h m } ⊆ {0, 1} k ,
define the compatibility vector of h with respect to S as a vector
Note that in practice the values of k are relatively small, and the set of possible haplotypes is limited to a reasonable size. A typical value for k is in the range of 10 − 50, and there are typically at most a few hundreds of possible haplotypes, that is, haplotypes that are compatible with one of the genotypes. Using this definition, the maximum likelihood formulation above is equivalent to solving the following problem:
Then the following quantity is maximized:
Algorithms for FREQUENCY ESTIMATION OF PHASED GENOTYPES
We first prove that the problem is solvable in polynomial time via the Ellipsoid method [8] .
Theorem 1 FREQUENCY ESTIMATION OF PHASED GENOTYPES is solvable in polynomial time.
PROOF: We prove that the problem is in P by providing a separation oracle that can be used with Khachiyan's Ellipsoid algorithm [16] to provide a solution. Given some vector p ∈ m + , let q = A · p ∈ m + , define the following function:
And the corresponding hyper-plane: 
. Therefore:
From symmetry, this function is minimized when ∀i c i = c for some c > 0. So we get:
c . This in turn is minimized for c = 1 (left as an exercise for the reader), and therefore:
Hence all such vectors z for which f ( z) ≥ b are on the other side of the hyperplane
Given this separation oracle, the ellipsoid method can be used to find the optimal vector p by binary search on the values of b, to within any needed precision. 2
Given Theorem 1, we can deploy the ellipsoid algorithm with the separation oracle devised above to solve FREQUENCY ESTIMATION OF PHASED GENOTYPES without assumption of Hardy-Weinberg equilibrium. Alternatively, Theorem 1 provides proof that the corresponding mathematical program is convex, therefore more efficient interior point methods can be applied [22] .
Both approaches have drawbacks: the ellipsoid method suffers from poor performance in practice for many applications. The general interior point framework does not take into account the specific structure of the problem at hand, and is rather cumbersome to analyze rigorously.
We proceed to provide an efficient combinatorial algorithm that approximates the solution to FREQUENCY ESTIMATION OF PHASED GENOTYPES to within any required (constant) precision parameter. This algorithm, HAPLOFREQ, finds for every ε > 0 a (1 + )-approximate solution in time polynomial in the input size and 1 . The algorithm is interior-point based, tailored to the specific mathematical program at hand. As we shall see in the next section, the rather simple analysis allows us to generalize it to the case of genotypes. Let the input matrix be A ∈ {0, 1} n×m . Denote q = A · p and denote the solution vector (optimal probabilities assigned to the haplotypes) by o. Also define w = A · o as the "weights" vector of the optimum solution. Let f be the objective function, that is
It is easy to see that we can always obtain an objective value of f ( p) ≥ 1 n n by picking a non-empty column from each row and then assigning the uniform distribution over all columns picked. Alternatively, we can obtain an initial value of
n by the uniform distribution over all columns (assigning all probabilities to be 1 m ). Let τ = min p i >0 p i . Note that every non-zero p i or q i value is at least τ . We will show later that one can assume that τ ≥ 1/m 2 . In practice τ is normally a constant in the order of 0.001.
Our algorithm is a hill climbing algorithm. We start from one of the trivial solutions above, and then make a series of improvement steps until required performance guarantee is reached. In each improvement step we amend the current vector of probabilities p to p = p + δ, such that to improve the overall value. The algorithm, called HAPLOFREQ which takes as an input a precision parameter ε is given in Figure 3 .1.
The only missing part in the description of HAPLOFREQ is the way we find the vector δ. This part is done in the procedure FINDDELTA. We need to make sure that the procedure FINDDELTA finds a vector δ such that p + τ 2 ε 8n δ is an improved solution to the problem.
Definition 3 Define a ε-good vector with respect to a current solution p as a vector δ that satisfies:
The procedure FINDDELTA returns an ε-good vector if one exists. Note that FINDDELTA can be implemented using linear programming, but this is not very efficient. The following combinatorial method runs in O(nm + m log m) time.
Lemma 1 The procedure FINDDELTA finds a ε-good vector for the largest possible ε, and can be implemented in timeÕ(nm). Furthermore, it returns a vector
(Here an in the rest of the paper theÕ notation is used to suppress polylogarithmic factors.) PROOF: The vector returned by FINDDELTA obviously satisfies the second of the conditions of a ε-good vector.
As for the first condition, note that:
In addition, we claim that the δ returned maximizes
under the first two conditions. This follows from the fact
In the rest of this section we prove the following theorem:
Theorem 2 (Main) For any constant ε > 0, the algorithm HAPLOFREQ(ε) finds a (1 + ε)-approximate solution in polynomial time.
To prove this theorem, we first prove that we can always find an ε-good vector if our current solution is not a e ε -approximate solution. We then show that using a ε-good vector we can improve our current solution, and that polynomially many improvements suffice to obtain a (1 + ε)-approximate solution.
Lemma 2 If
OP T ALG = f ( o) f ( p) ≥ e ε ,
then there exists an ε-good vector δ.
PROOF: The optimal solution gives rise to a natural vector δ := o − p. It obviously satisfies the first two conditions above, and as for the last:
where the first inequality follows from the arithmetic and geometric mean inequality and the last inequality is true since e x > x + 1. 2 Lemma 2 shows that if we are still far from the optimal solution then there is at least one ε-good vector. Since one such vector exists, FINDDELTA is guarantied to provide such a vector. We now show that the resulting improvement step brings us closer to the optimum.
Lemma 3
Let ε > 0 and let δ be a ε-good vector with respect to p. As before, let
. By Lemma 1 we know that |A i δ| ≤ 2, and therefore
where the approximation to the logarithm holds since |σc i | ≤ 
Since we can start from a solution of value at least n −n and the optimal solution is bounded by 1, we have that opt − a 0 ≤ n log n. Therefore, after r =Õ( n τ 2 ) iterations we find a solution such that a r ≥ opt − . 2
Note that our analysis of the running time of HAPLOFREQ so far had a polynomial dependence on the precision parameter τ . The following lemma shows that the running time is indeed polynomial in the size of the problem (or rather that we may assume that τ is larger than a polynomial).
Lemma 4 For each solution p throughout the algorithm it holds that min
The . Given values p, we optimize over the value of p 1 , while keeping c and the rest of p constant. We denote x = p 1 . Maximizing the objective as a function of x is equivalent to maximizing the following expression,
is the set of partial haplotypes where p 1 appears and p 2 does not appear, and S 2 = {k ∈ [m] | A k2 = 1, A k1 = 0} is the set of all partial haplotypes where p 2 appears and p 1 does not. Furthermore, the terms y i are independent of x (they depend on the other p i ).
One can verify that the expression is minimized when |S 1 | = 1 and |S 2 | = m − 1. In this case, the expression reduces to
This function is maximized when
In practical instances, the size of τ is a constant, and therefore the algorithm performÕ(n) iterations. In the worst case, the algorithm performsÕ(nm 4 ) iterations.
Estimating Haplotype Frequencies from Unphased Genotypes
We now turn to the case where we have a set of genotypes and our goal is to find the frequencies of the underlying haplotypes. Recall that under the Hardy-Weinberg equilibrium, the likelihood function of a set of genotypes G and a distribution P is given by equation (1). Thus, finding the haplotype distribution with the maximum likelihood can be done by solving the following mathematical programming problem:
We follow the approach used for phased data, and try to solve this mathematical program by first abstracting it out. We first need the following definition, which is analogous to Definition 1.
Definition 4 Given a genotype g ∈ {0, 1, 2, * } k and a set of haplotypes
define the (symmetric) compatibility matrix of g with respect to S as a matrix
It is easy to verify that the maximum likelihood formulation given above can be solved if the following problem can be solved: 
Definition 5 (FREQUENCY ESTIMATION OF UNPHASED GENOTYPES
Unfortunately, the above mathematical program is NP-hard (see Section 5) . We therefore suggest to use a different likelihood function L 2 which can be thought of as a relaxation of L. Instead of having a distribution P over the haplotypes, we assign to each haplotype
We call V a vector distribution of the haplotypes. Note that if we restrict the vectors of V to be in one dimensional space then V is a probability distribution and
The vectors V can be represented by a matrix P such that P ij = v i · v j , i.e., P ij is the scalar product of v i and v j . Such a matrix P is called a positive semidefinite (PSD) matrix (see [20] ). Therefore, an analogous problem to FREQUENCY ESTIMATION OF UNPHASED GENOTYPES is the following:
Definition 6 (MAXIMUM RELAXED UNPHASED LIKELIHOOD) .
Input: A set of matrices {A 1 , ..., A n } ∈ {0, 1} m×m Goal: Let Q be the cone of all positive-semi-definite matrices P ∈ m×m that satisfy i,j P ij = 1 , ∀i, j .P ij ≥ 0. Find the PSD matrix in P ∈ Q that maximizes the product i A i • P (where • stands for the Frobenius inner product 4 ). Formally:
Clearly, if we can solve MAXIMUM RELAXED UNPHASED LIKELIHOOD we could find the vector distribution V which maximizes L 2 (G, V ). In Section 4.2 we introduce an efficient algorithm which solves MAXIMUM RELAXED UNPHASED LIKELIHOOD in polynomial time.
Asymptotic Behavior of the Likelihood Function.
Finding the maximum likelihood of L 2 does not ensure us that we will converge to the correct haplotype distribution when the number of samples is sufficiently large. We now turn to show that under Hardy-Weinberg equilibrium, and under the assumption that there is no missing data, if the sample size is large enough, the maximum of L 2 (G, V) is attained in a point which converges to the correct distribution.
Lemma 5 Under the Hardy-Weinberg, the solution to MAXIMUM RELAXED UN-PHASED LIKELIHOOD converges to the haplotype frequencies in the population.
PROOF: Let the set of sampled genotypes be G. Denote by p(g) the frequency of genotype g in the population. Therefore, p(g) is the probability to sample a genotype g ∈ G. When the number of samples goes to infinity, the ratio of sampled genotypes g approaches p(g). If the ratio is exactly p(g), then maximizing
It is easy to see that this objective is maximized when:
As |G| → ∞, we know that p g → i,j∈C(g) p i p j . Therefore, one optimal solution to this equation system is the solution v i = p i . Observe that equations above imply that the homozygous genotype g ii with haplotype h i satisfies that
These restrictions, together with the rest of the constraints, determine V uniquely. We can now use the fact that the function max V L 2 (G, V) is a continuous function G in order to complete the proof. 2 Now that we know that the solution of MAXIMUM RELAXED UNPHASED LIKELIHOOD converges to the correct solution, in particular we know that for large enough sample the vectors v i should be closed to one dimensional. We therefore define p i = v i · 1 as the suggested probability distribution. By Lemma 5, as the number of samples grow, the probabilities p i get closer to to the true frequencies in the population.
A Polynomial Time Approximation Algorithm for MAXIMUM RE-LAXED UNPHASED LIKELIHOOD
For all problems defined hereby, our notion of an approximate solution uses the logarithm of the objective function in order to avoid numerical instabilities in practice. A formal definition is as follows:
Definition 7 An ε-approximate solution to one of the Probability Estimation Problems defined above is a probability vector p ∈ m (or PSD matrix P ) such that:
We proceed to provide a polynomial time algorithm for MAXIMUM RELAXED UNPHASED LIKELIHOOD.
An initial solution of value f ( p) ≥ The general framework for our algorithm is identical to the algorithm for the linear case. Starting from the trivial solution above, the algorithm makes a series of local improvements up to the required performance guaranty is reached. However, for each "improvement step" we amend the current PSD matrix into another PSD matrix such that to improve the overall value of the solution. We make sure that the additional constraints added to the mathematical program are maintained at all times (i.e. that matrix is positive semidefinite, and that A i • P ≥ τ ) The algorithm, called HAPLOFREQ2 is as follows:
Update P to be:
The procedure FINDPSDDELTA is similar to the procedure FINDDELTA used in the linear variant. The description of FINDPSDDELTA can be found implicitly in Claim 2.
Theorem 3
For any constant ε > 0, the algorithm HAPLOFREQ2(ε) finds a ε-approximate solution in polynomial time.
PROOF: The proof is similar in nature to the linear variant proof, with several technical points that need attention.
The amendment matrix ∆ which is iteratively added to the current solution is defined as follows.
Definition 8
Define a (ε, σ)-good matrix with respect to a current solution P as a matrix ∆ that satisfies:
The following claim follows from the fact that the definition of a (ε, σ)-good matrix can be translated to a semi-definite program (that are solvable in polynomial time, see [20] ) whose objective is to maximize ε. The procedure FINDPSDDELTA essentially produces a (ε, σ)-good matrix by solving this semi-definite formulation.
Claim 2 For any σ ≤ 1, the (ε, σ)-good for the maximal ε > 0 can be found in polynomial time.
We proceed to show that in case we're far from the optimum, there exists an improvement matrix.
Lemma 6 If
PROOF: We assume that the current solution P is a PSD matrix, and satisfies ij p ij = 1. The optimal solution vectors give rise to a natural scaled improvement matrix ∆ σ . Define an intermediate PSD matrix to be a convex combination of P and O as W := (1 − σ)P + σO. Then:
Notice that ∆ σ is not necessarily PSD. Note that ∆ σ satisfies the first two conditions of being (εσ, σ τ )-good, since W is a is a convex combination of two matrices that satisfy these constraints. In addition:
τ . In addition, since for the optimal solution of MAXIMUM RELAXED UNPHASED LIKELIHOOD we have ∀i . A i O ≥ τ (recall previous discussion on τ and see Lemma 8) , and invariantly throughout the running of the algorithm we have A i P ≥ τ , it holds that
). Then the solution obtained by P is larger then the one obtained by P by at least:
PROOF: Denote
The new solution P = P +∆ satisfies the properties needed of a valid solution, according to the definition of a good matrix. In addition, according to the definition of a (εσ, 2σ τ )-good matrix, we have |c i | ≤ 2σ τ . Therefore:
The preceding lemmas conclude the proof of theorem 3 in the same manner as the proof of theorem 2. 
Lower Bounds
In this section we show the following hardness result for the specific case of FRE-QUENCY ESTIMATION OF UNPHASED GENOTYPES. In general, strong hardness results for optimizing over polynomials are known (see [2] ). In some cases, as presented in this paper, the specific structure of a specific polynomial may be used to get a polynomial time algorithm. We show that for the special case of the polynomial introduced in FREQUENCY ESTIMATION OF UNPHASED GENOTYPES, there is no such polynomial time algorithm if P = N P . We denote the size of a certain an instance for the problem by N (that is, N = n * m 2 where n is the number of matrices and m their dimension). We now prove the following.
Theorem 4
The FREQUENCY ESTIMATION OF UNPHASED GENOTYPES Problem is NP-hard to approximate to within 2 N 1−ε for every constant ε > 0.
To prove the theorem, we first show that FREQUENCY ESTIMATION OF UN-PHASED GENOTYPES is NP-hard, via a reduction from the MAXIMUM CLIQUE problem. The reduction is done using the following simple rule. An instance for the MAXIMUM CLIQUE problem is a graph G = (V, E). We use the adjacency matrix A G as an instance for FREQUENCY ESTIMATION OF UNPHASED GENOTYPES. In particular, in this new instance, the set of matrices {A 1 , ..., A n } consists of a single matrix, which is the adjacency matrix of G. We denote this new instance as I G . Rewriting the objective function, we get that a probability p i is assigned to every vertex in the graph, and we seek to maximize (i,j)∈E p i p j where i∈V p i = 1, and p i ≥ 0. The other direction is a generalization of Turán's theorem (see [1] ). Turán's theorem states that for a graph with n vertices, that does not contain a clique of size r + 1, the maximum number of edges is n2 2 (1 − 1 r ). Furthermore, the maximum is attained for the complement of the graph composed of r disjoint cliques of size n r each (these graphs are called Turán's graphs). When every vertex has a weight p i , and the weight of an edge is p i p j , then Turán's theorem can be viewed as a special case of our claim, in which all p i must be set to weight. We now show that even when the vertices may have different weights, as long as the weights are non-negative, the objective function value for a graph without K r+1 is maximized for the Turán graph T r (n), in which it is precisely
We first consider the properties of an optimal solution to the instance I G . Consider an optimal solution p 1 , . . . , p n , and consider any two vertices v i , v j , such that 1 > p i , p j > 0. One can verify, that by setting p i → p i + ε and p j → p j − ε, the objective function will be changed in the following way:
where Γ i denotes set of neighbors of v i , and Γ i Γ j is the symmetric difference between the two sets. We thus get that for all p i , p j that are non-zero, the optimal solution satisfies P i = P j , where P i j∈Γ(i) p j is the sum of all variables corresponding to the vertices in Γ(i). We denote ∀i . P = P i .
Assume that for the optimal solution,
. It suffices to show that the maximal clique size in G is ω(G) > r. By the definition of P , we get P = i∈V
Consider the subgraph of all vertices with p i > 0, and consider the largest clique of this subgraph, say of size k. For simplicity of notations, assume that the variables of such a clique are p 1 , ..., p k . The set of neighbors of these vertices satisfy:
where the first inequality holds since each vertex in the graph can be a neighbor of at most k − 1 vertices of the clique. On the other hand, we have that , it follows that I G is hard to approximate within
Taking M to be a large polynomial in N , say M = N k , we get an instance of size T N k+1 that is hard to approximate within e
completes the proof. 2
Experimental Results
We implemented the algorithms HAPLOFREQ and HAPLOFREQ2 (described in Sections 3.1 and 4.2 respectively) and compared them to the widely used software PHASE [27] .
Implementation details. Both HAPLOFREQ and HAPLOFREQ2 assume that the number of possible haplotypes is limited -and usually small. In many scenarios this is actually the case, but in order to avoid extensive running time in the other cases, we use a preprocessing mechanism which filters out haplotypes that seem to have an extremely small frequency. The preprocessing mechanism is based on a greedy procedure, similar to the one given in [13] . After the preprocessing we are typically left with about 50 possible haplotypes on which we run our algorithms.
In each iteration of HAPLOFREQ2 we have to solve a semidefinite program. Even though semidefinite programs can be solved in polynomial time, existing software packages are relatively slow. We therefore implemented a semidefinite programming solver which is specifically tailored for our needs. This implementation takes advantage of some properties of our algorithm in order to speed up the semidefinite solver.
The resulting implementation of both algorithms is very efficient. In particular, HAPLOFREQ (on haplotypes) typically runs 15 to 25 times faster than PHASE and HAPLOFREQ2 (on genotypes) typically runs 3 to 10 times faster. Figure 2 gives a concise comparison of measured running times of PHASE, HAPLOFREQ and HAPLOFREQ2. The data sets. We applied our algorithms to to the data set of Daly et al. [4, 26] and to population D of Gabriel et al. [7] . The first data set is a 500 kilobase region of chromosome 5q31, spanning 103 SNPs collected from 129 mother, father, child trios from a European-derived population in an attempt to identify a genetic risk factor for Crohn's disease. A significant portion of the genotype data (about 10%) is missing with an average of 10 SNPs per individual's genotype missing. This data set was partitioned in [4, 26] into eleven blocks of high correlation. Since this set consists of trios, we can infer each individual's haplotypes in all positions except for the positions where all three individuals are heterozygous or missing. We use populations D from the [7] data which has pedigree information. The data consists of genotypes of SNPs from 62 regions. Population D consists of 90 individuals from 30 trios from Yoruba.
Simulating distributions. In order to evaluate the performance of HAPLOFREQ we need to know what the underlying distribution in the population is. We therefore partitioned the data into regions containing 5, 12 and 19 SNPs. For each of those regions we used the trios to infer the haplotypes and used the resulting haplotype distribution to generate more data sets by picking haplotypes randomly and independently from that distribution. We then added randomly scattered missing data and random scattered sequencing errors. Note that these simulations implicitly assume that the underlying genotype distribution in the population has no departures from the Hardy-Weinberg Equilibrium. On the other hand, when we sample from that distribution, the sampling deviations result in departures from HardyWeinberg.
Distance measures. We use two measures for the distance between two distributions. The first measure is the l 1 norm of the difference between the two distributions. Given two distributions, {p 1 , . . . , p k } and {q 1 , . . . , q k }, the l 1 norm of their difference is defined as k i=1 |p i − q i |. We also used the chi-square difference, that is,
. The chi-squared distance is particularly interesting since when an association study is performed, one uses the chi-squared test in order to test the hypothesis that the two underlying distributions are the same. In both cases we take the sum only over the probabilities q i that are greater than 0.05.
Accuracy of estimations.
We compared the accuracy of the frequency estimations of our HAPLOFREQ to PHASE [27] . We considered all possible regions spanning 5, 12 and 19 SNPs. For each of those regions we used the trios information to deduce the haplotypes whenever possible, and used the distribution of the deduced parents haplotypes as the underlying distribution. We then ran both PHASE and HAPLOFREQ over the data containing the parents deduced haplotypes (with missing data whenever there was an ambiguity). We find that HAPLOFREQ is typically 10 − 50% more accurate than PHASE on both data sets.
Additionally, we compared our algorithms over the simulated data sets described above. In this case, the underlying distribution is known, and therefore we can compare the methods both to the sampled distribution and to the distribution of haplotypes in the population. We compared HAPLOFREQ to PHASE over these data sets, and we found again that HAPLOFREQ is typically 10 − 50% more accurate than PHASE.
We note that the deviations caused by sampling have an enormous affect on all three algorithms. In particular, the distributions found by all three algorithms (PHASE, HAPLOFREQ and HAPLOFREQ2) are much closer to the sampled distribution than to the underlying population distribution. A complete summary of the comparison can be found in figures 3,4,5. 10%,20% missing data respectively 7,8 sets of 25 genotypes with 10%,20% missing data respectively 9,10 sets of 50 genotypes with 10%,20% missing data respectively 11, 12 sets of 75 genotypes with 10%,20% missing data respectively 10%,20% missing data respectively 7, 8 sets of 20 genotypes with 10%,20% missing data respectively 9,10 sets of 40 genotypes with 10%,20% missing data respectively 11, 12 sets of 60 genotypes with 10%,20% missing data respectively Table 2 : simulation parameters for the Daly blocks data set
