In this paper we study approximation methods for analytic functions that have been \spliced" into non-intersecting sub-domains. We assume that we are given the rst 2N + 1 Fourier coe cients for the functions in each sub-domain. The objective is to approximate the \spliced" function in each sub-domain and then to \glue" the approximations together in order to recover the original function in the full domain.
Introduction
Consider an analytic and periodic function f(x) de ned on a; b] that has been split into two non-intersecting functions f 1 (x) and f 2 yields poor results. The convergence rate of equation (1.1) for non-periodic functions is slow with error O( 1 N ) away from the boundaries, and exhibits spurious oscillations of order O(1) at the boundaries. This is called the Gibbs phenomenon 11]. Furthermore, summing the approximations in each sub-domain to obtain an approximation to f(x) over the entire domain a; b] results in the spurious oscillations at the center point x = c as well as at the exterior boundary points x = a and x = b. Therefore, even though f(x) is smooth and periodic on a; b], the resulting Fourier approximation after \splicing" f(x) into di erent non-intersecting sub-domains no longer converges! Recently, methods based on the knowledge of the Fourier coe cientsf(k) of a smooth but non-periodic function f(x) in a general interval a; b], have been developed ( 1] , 10], 12], and later 7] ) that successfully eliminate the Gibbs phenomenon.
Here we consider a smooth (not necessarily periodic) function f(x) in an interval a; b] that has been split into non-intersecting sub-domains. By extending the current theory, we propose a way to accurately reconstruct f(x) in a; b] by \gluing" the approximations in each sub-domain together.
We solve this problem in both one and two dimensions. In the one-dimensional case we provide two alternative options, the Bernoulli method, 1] and 7], and the Gegenbauer method, 12], as well as a new hybrid method, called the Gegenbauer-Bernoulli method. In the two-dimensional case we prove, for the very rst time, exponential convergence of the Gegenbauer method for analytic but non-periodic two-dimensional functions. Although the focus of this study is on spliced pictures, for simplicity we prove all of our results for the interval ?1; 1] , noting that a simple transformation leads to the same results in any general interval. Furthermore, this study applies to any piecewise analytic function, as long as the picture is spliced at the points of discontinuity. 2 The Bernoulli Method
The Method of Reconstruction
The objective of the Bernoulli method is to employ the Bernoulli polynomials to construct an approximation to f(x) based on the knowledge off(k). This method exploits the rapid decay rate of the Fourier coe cients for smooth and periodic functions. We follow the description in 7] closely, and refer readers there for more detail.
We begin by de ning the magnitude of the jump discontinuity of f(x) and its rst n derivatives, A n = f (n) ( A Q+1 ( ik) (Q+1) e ?ik x dx: (2. 2)
The proof is given in 5] and 7]. A Q+1 ( ik) (Q+1) e ?ik x dx)e ik x ; (2.5) and V n (x) are the Bernoulli polynomials whose Fourier coe cients satisfy A n (V n ) k ; k = 1; 2; : : :
Calculate the Fourier partial sum w N (x) fromŵ(k).
Approximate f(x) by equation (2.4).
To compute A n , we de ne (see 7])
Thus (2.10) is equivalent to the system of equations A n (V n ) k =C k (2.14)
for large jkj. In 7] it is shown that the error in approximating A n is of the order O( 1 N Q?n+1 ). The di erent options in choosing the Q + 1 values of k will be discussed in section 4. w(k) is now evaluated by equation (2.10) The Gibbs phenomenon in the approximation of Example 2.1, prevalent in gure 1(a) particularly at x = 0; 1, is a result of \splicing" f(x) into two pieces. The smooth approximation ( gure 1(b)) is obtained by employing the Bernoulli method with Q = 4 in each subinterval. This more complicated example provides insight for the resolution properties of the Bernoulli method and the Gegenbauer method (Section 3). Figure 3 shows the logarithmic pointwise errors for N = 128. Notice that the accuracy decreases when Q = 6. Unfortunately, this is true even if the jump coe cients are known explicitly and system (2.14), which may be ill-conditioned, need not be solved.
3 The Gegenbauer Method
Review of the Gegenbauer Method
The Gegenbauer method was developed in 12] where it was shown that knowledge of the Fourier coe cients of a continuous but non-periodic function provide enough information to recover this function with spectral accuracy, even at the boundaries. (1 ? x 2 ) ? 1
The Gegenbauer method is described in these two steps:
1. An exponentially accurate approximation to the rst m N coe cientsf l in the Gegenbauer expansion is obtained from the rst 2N +1 Fourier coe cients of f(x). The parameter must grow with the number of Fourier modes for exponential convergence, but it is possible to yield algebraic convergence for a xed . These approximate coe cients, denotedĝ l , are de ned aŝ
where f N (x) = P N k=?Nf (k)e ik x .
2. The coe cientsĝ l are now used in the partial Gegenbauer sum to approximate the
There are two errors incurred here. The error between the exact Gegenbauer coe cients and the ones obtained from the Fourier coe cients is called the truncation error, and the error between the Gegenbauer expansion of f(x) and its approximated partial sum is known as the regularization error. In 12], both approximations are proven to converge exponentially in the maximum norm. Since this paper also proves the exponential convergence of the Gegenbauer method in two dimensions, we have included an appendix that contains some important properties of the Gegenbauer polynomials. For simplicity we x = 5, although this is not optimal, and choose m, the number of Gegenbauer polynomials, to minimize the error at the boundaries. We assume knowledge 
Numerical Results of the Gegenbauer Method

The Gegenbauer-Bernoulli Method
The Gegenbauer-Bernoulli Method developed here is a hybrid method combining the Gegenbauer and Bernoulli methods. As observed in 15], the Gegenbauer method su ers from round-o error for a large number of Gegenbauer polynomials, m, particularly when using the pseudo-spectral Fourier coe cients. We would like to counteract this error by resolving the function with m as small as possible. The hybrid method suggested here involves rst pre-processing the truncated Fourier sum with the Bernoulli method, and then determining the Gegenbauer coe cients, and nally expanding these pre-processed Gegenbauer coecients in terms of the Gegenbauer polynomials. Again we note that the method is applied to di erent sub-domains and then the results are \glued" together to approximate f(x) in the general domain. We rewrite f(x) as
and approximate f(x) by f N (x) in the following way:
1. Solve the system of equations for the jump coe cients A n ,
2. Determine the coe cientsŵ(k),
A n (V n ) k :
5. Using the Bernoulli method approximation as the pre-processed Fourier sum, we can approximate the Gegenbauer coe cients bŷ
6. The Gegenbauer coe cients obtained are then used in the partial Gegenbauer sum to approximate the original function f(x).
3.4 Numerical Results of the Gegenbauer-Bernoulli method Figure 7 (a) shows the convergence rate of the Gegenbauer-Bernoulli method with respect to Q, the highest order of Bernoulli polynomials used in the approximation, for Example 2.1, while gure 7(b) shows the convergence rate for Example 2.2. A clear improvement is made by the Bernoulli pre-processing, although the function is still not resolved for N 128. In 7(b), we note that the approximation does not improve after Q = 5. Table 1 compares the numerical errors of Example 2.1 for the Bernoulli and GegenbauerBernoulli method with respect to Q and N. (The Gegenbauer method is equivalent to the Gegenbauer-Bernoulli method with Q = 0.) To obtain an accuracy of the order 10 ?2 , we can choose either the Bernoulli method with N = 8 and Q = 2 or the Gegenbauer-Bernoulli method with N = 16 and Q = 1. The Bernoulli method yields an accuracy of 10 ?4 with N = 8, while the Gegenbauer-Bernoulli method requires N = 16. To obtain an accuracy of 10 ?8 , both methods require N 32, while only the Gegenbauer-Bernoulli method is able to produce an accuracy better than 10 ?8 and requires N = 64. Thus we see that if less accuracy is required, the Bernoulli method works better with fewer points, but for greater accuracy, we need the Gegenbauer-Bernoulli method with more points. with N = 256. In both cases, = 5 and Q 6. Figure 8 compares the maximum error convergence rate of the Bernoulli method and the Gegenbauer-Bernoulli method with respect to Q and 
Operational Order Comparison
Implementation costs of the Bernoulli and the Gegenbauer methods indicate that while the Gegenbauer method is quite expensive, the Bernoulli method is trivial to compute. Basically, the cost of the Bernoulli method is only in computing the system (2.14), which is a Q Q matrix solving the 2N + 1 equations forŵ(k) in equation (2.12) , and then nding the Fourier partial sum for w N (x) in equation (2.15) . This can be solved using the Fast Fourier Transform (FFT) algorithm. 4 Discussion of the results for the one-dimensional \spliced" functions Our studies, thus far, point to some interesting observations about approximating onedimensional smooth functions that have been \spliced" into non-intersecting sub-domains. It appears that the Bernoulli method yields more satisfactory results than the GegenbauerBernoulli method for these particular examples. The Bernoulli method is easier to employ and signi cantly less costly than the Gegenbauer method. It also requires far fewer points to resolve the function. It remains to be seen how much further the Bernoulli method may still be improved, particularly for solving the system (2.14). In 8], the Q Q system is solved for k = N; N ? 1; : : : ; N ? Q + 1 and for an over-determined 2Q Q system for k = N; N ? 1; : : : ; N ? 2Q + 1. Much work was done in order to avoid the inevitable ill-conditioning of the matrix in (2.14). It has been suggested in 15] (in regards to another Gegenbauer-type hybrid approximation method) to use the Gegenbauer method to obtain the jump coe cients. This will eliminate the ill-conditioning of the system (2.14)
at the cost of requiring more points to resolve the function. In our examples we used k = N; N 2 ; 2N 3 ; : : : ;
(Q?1)N Q and obtained very good results. Although we have discussed only simple problems, there is already a noticeable trend of deteriorating accuracy in the Bernoulli method when both the number of Fourier coe cients and the order of Bernoulli polynomials is increased. (See tables 1 and 2 .) It is also apparent in both Examples 2.1 and 2.2 that this deterioration happens even when the exact jump coe cients are explicitly known. Thus it is not only the ill-conditioning of system (2.14) that causes inaccuracy. This may severely impact the Bernoulli method's e ectiveness when large N and Q are needed theoretically to resolve the function, and must be investigated further.
Another consideration is that we have assumed knowledge of the jump discontinuity locations. The Bernoulli method has been developed to locate jump discontinuities, but not without a ecting the accuracy of the approximation 7]. This is still being investigated for the Gegenbauer method, although it has been shown in 13] that the method works well as we approach the discontinuity. This is promising in the sense that even if only an approximate location of the discontinuity is known, accurate (even spectral) results using the Gegenbauer method can still be obtained.
The Gegenbauer method has another promising feature, which is the tolerance of perturbations in input data. Numerical experiments suggest that the Gegenbauer method still retains high accuracy when recovering functions from noisy data. Unfortunately the Bernoulli method does not yield such good results.
The biggest challenge facing the Gegenbauer and hybrid Gegenbauer-Bernoulli methods is the cost and severe resolution restrictions. By \splicing" the picture into di erent nonintersecting sub-domains, we can data-parallelize and solve for each \spliced" function with smaller N, and thus the Gegenbauer method becomes quite reasonable to compute. This parallelization will be the topic of a future paper.
Still, of course, is the imminent discussion of higher dimensions. It is clear that the Bernoulli method will be more di cult in higher dimensions since we are no longer computing the jump coe cients of single points, but rather of functions. These are only algebraic approximations of the Fourier coe cients, so the one-dimensional theory in 7] does not apply. More speci cally, givenf k;l , the two-dimensional Fourier coe cients, we write the double partial Unfortunately since f(x; y) is not periodic in y, theseâ k serve as a poor approximation to the analytic one-dimensional Fourier coe cients, as they already have the Gibbs phenomenon built in. Thus we cannot apply integration by parts toâ k which is critical to the Bernoulli method (section 2).
However, the Gegenbauer method extends quite easily into two dimensions, as is shown in the following two sections. The numerical results are shown in section 7.
Truncation Error for two-dimensional functions
We now discuss the \spliced" function in two dimensions. We assume that for a smooth function f(x; y) de Recall that f(x; y) must be periodic in both x or y to ensure rapid convergence of the partial sum f N (x; y).
The Fourier coe cientsâ k;l satisfy Assumption 5.1 jâ k;l j A independent of k; l, where A is independent of k and l. This is true for any f(x; y) 2 L 1 .
The goal is to recover f(x; y) for x 2 ?1; 1] and y 2 ?1; 1] using the two-dimensional
Gegenbauer coe cients and Gegenbauer partial sum. We note here that any piecewise analytic function f(x; y) can be recovered in an interval for which the function is analytic, as our examples will show in Section 7. The explicit expression given in 3] for the one-dimensional integral in equation (5.9) where in the second step we used the fact that C ( ) C (1) for all ?1 1 2] , and in the third step we applied the estimates (5.12) and (5.13). 
Proof
The proof is attained simply by applying Stirling formula (A.7) and some straight-forward algebra to the estimate (5.8).
2
We should note that the choices here for the parameters 1 ; 2 ; 1 ; 2 are made to simplify the proof of exponential convergence of the truncation error, but they are not optimal.
6 Regularization Error
As shown in 12] for the one dimensional case, the second part of the Gegenbauer approximation error, called the regularization error, is caused by the Gegenbauer partial sum approximation to the analytic function f(x; y). The regularization error is estimated in the maximum norm.
De nition 6. The exponential convergence of the regularization error has already been proved for the one dimensional case in 12], and here we just extend the results into two-dimensions. We start by stating the following assumption and lemma. Then by applying the bound (6.5) and the using fact that jC ( )j C (1) 
which is always less than 1. where q i , i = 1; 2 is de ned in equation (6.9).
The proof is simply a combination of all the previous results.
2
We can now combine the results we obtain from Section 5 and Section 6 to establish an exponentially convergent approximation to a piecewise analytic and non-periodic twodimensional function in the maximum norm with information of the rst (2N + 1) 2 Fourier coe cients. (We did not actually examine piecewise analytic functions here, but the theory is just a generalization of the results established here.) In Section 5 we established that the Gegenbauer coe cients can be e ectively (with exponential convergence) approximated using the information provided by the Fourier coe cients, and in Section 6 we showed that the Gegenbauer partial sum converges exponentially to f(x; y). Combining these two pertinent results we state the following theorem. Figure 10 shows the contour plot of Example 7.1 using the Fourier partial sum for N = 32. Notice how the Gibbs' phenomenon a ects the boundaries of each quadrant. The Gegenbauer method completely eliminates this phenomenon for N = 32, as shown in gure 11. We see a more colorful representation of this improvement in gures 12 and 13.
In fact, there is a dramatic improvement of the Gegenbauer method over the Fourier partial sum for N = 8 and N = 16, as shown in gure 14. Table 3 shows the convergence of the Gegenbauer method as applied to each sub-domain in the maximum norm. The maximum error using the Fourier partial sum is 1:077.
Conclusion
Our results in this paper show that the Gibbs phenomenon can be eliminated for \spliced" functions in one and two dimensions, as long as the rst 2N + 1 Fourier coe cients of each sub-domain function are known. The impact of these results can be considered in two ways. Firstly, we can consider a smooth but non-periodic function on a general domain a; b] that is too \rough" to be resolved using any approximation method over the entire domain. Now we are able to split the function into di erent pieces and solve for the \smoother" parts of the function in smaller sub-domains. This question was also addressed in 15], but the approach was di erent than ours. Secondly, we can assume that we only have access to the Fourier coe cients of a function in various sub-domains, and hence our method is directly applicable. In any case, parallelization can obviously be applied to this type of approach, cutting costs signi cantly. Although we did not prove results for the pseudospectral Fourier coe cients, our results indicate that they will also su ce in the Gegenbauer, Bernoulli, and GegenbauerBernoulli methods. Furthermore, the Gegenbauer method will tolerate perturbations in the pseudospectral Fourier coe cients. This paper did not address a few things that will be discussed in future papers.
1. The parameters and m have not been optimized in the two-dimensional Gegenbauer method.
2. In 15] the Gegenbauer method is used to nd the jump coe cients. It may be possible to use this approach in creating a hybrid method combining the Gegenbauer and Bernoulli methods in two dimensions. The approximation of the Gegenbauer polynomials for large n and is dependent upon the well-known Stirling's formula for ?(x) given by The proof follows from (A.6) and the Stirling's formula (A.7).
2
The following lemma to be used later is easily obtained from the Rodrigues' formula (A.1).
Lemma A. The proof follows from taking the derivative on both sides of the Rodrigues' formula (A.1), and then using it again on the right hand side.
The following formula 1, page 176] will also be needed: C n (x) = 1 2(n + ) ( d dx h C n+1 (x) ? C n?1 (x) i ); (A.10)
which is true for all 0.
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