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ABSTRACT 
 
Risk prediction models are important tools intended to help clinicians make optimal 
treatment decisions. They are often developed on large reference samples for applications in 
different local cohorts. For example, consider transporting the US Framingham risk prediction 
function for coronary heart disease (CHD) to populations in Europe or Asia. In this process it is 
necessary to correctly re-calibrate the existing function for future applications. 
In this thesis we propose a new re-calibration method which could be used when 
transporting the risk function from a reference to the local cohort. This new method is compared 
with the existing re-calibration methods through numerical simulations under various assumptions 
and on real-life population data. In a majority of settings it outperforms the existing methods. We 
also explore the strengths and limitations of each re-calibration method and provide guidance for 
practical use of these methods. The re-calibration methods described can be used for any risk 
prediction models based on Cox proportional hazard regression. To facilitate convenient 
application we present an easy to use SAS macro. 
Another essential feature of a successful risk prediction model is characterized by its 
discrimination or its ability to separate those with events from those without events. One of the 
most popular measures of discrimination is the area under the Receiver Operating Characteristic 
(ROC) curve, often called the c statistic or just area under the curve (AUC). Various authors have 
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extended the AUC from binary outcome applications to survival data. However, these extensions 
are not unique. In this thesis we compare four of these extensions using simulations and practical 
applications to the Framingham risk functions as well as a breast cancer risk model. We conclude 
that the extension proposed by Harrell and described in detail by Pencina & D’Agostino is a 
metric that is most consistent with the most appropriate definition of discrimination in survival. We 
construct a SAS code for its consistent estimator based on the work of Uno et al. We also notice 
large differences in magnitude between various C indices calculated on the same data and 
caution against comparisons across different C indices.  
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reference population.  Nam and D’Agostino χ2 statistics for ෠ܲcox, ෠ܲnew, ෠ܲnew2, ෠ܲBrindle2, 
and	 ෠ܲadj are 5.93, 5.94, 5.88, 6.70, and 32.44, respectively. 
135 
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                                                  Chapter One 
 
                                                     Introduction 
1. 1 Background 
The Framingham Heart Study produced sex-specific coronary heart disease (CHD) 
prediction functions for assessing risk of developing incident CHD in a white middle-class 
population. The Framingham Original Cohort and the Framingham Offspring Study were the first 
epidemiological studies that prospectively collected population based data on the association 
between risk factors and the occurrence of fatal and non-fatal coronary and other cardiovascular 
events [1].  Many clinical management guidelines have recommended the use of an algorithm 
derived from the Framingham risk function.  These include the Third Report of the National 
Cholesterol Education Program (NCEP)(USA) [2] used by American family physicians [3], 
recommendations for prevention of coronary heart disease in clinical practice from the Task 
Force of the European Society of Cardiology, European Atherosclerosis Society and  European 
Society of Hypertension [4], Sheffield risk and treatment table (UK) for cholesterol lowering for 
primary prevention of coronary heart disease [5], as well as 1996 National Heart Foundation 
clinical guidelines for the assessment and management of dyslipidemia (New Zealand) [6].  
Subsequently, the question arose how well these functions generalize to other populations.  It has 
been found that the Framingham risk functions perform well in many populations [7], but may 
overestimate the risk of coronary heart disease in others [8-13, 39].  Even for those populations in 
which Framingham risk functions did not predict the absolute risk accurately, the Framingham risk 
functions may provide a reasonable rank ordering of the risk for individuals or the relative risk for 
CHD risk factors may not be substantially different between the Framingham risk functions and 
the risk functions that were derived from the local populations to which the Framingham functions 
would be applied [12, 39].  The problem in predicting absolute CHD risk in a different population 
using Framingham risk functions, or any risk functions derived from another population, may be 
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due to these populations differing substantially in their CHD incidence [14, 39].  It is desirable to 
find ways to re-calibrate absolute predicted risks to the levels of CHD risk in the local population 
[11].  The re-calibration method proposed by D’Agostino et al [7] have used the mean values of 
risk factors from a local cohort to replace the Framingham mean values, and the local cohort’s 
own average incidence rates (Kaplan-Meier estimates) to replace the Framingham baseline 
survival at the mean values of the risk factors (S0(t)) at time t.  This re-calibration method worked 
well in Honolulu Heart Program (HHP Japanese American men), Puerto Rico Heart Health 
Program (PR Hispanic men), the Strong Heart Study (SHS Native American men and women), 
Spanish men and women, and Chinese men and women (CMC, the Chinese Multi-provincial 
Cohort Study) [7,13,15].  Brindle et al [10] used an even simpler re-calibration method based on 
multiplying individual predicted risks by the ratio of average observed risk over average predicted 
risk.   
The objective of the current work is to investigate how well the above re-calibration 
methods perform in general settings.  These settings will be obtained via extensive numerical 
simulations.  Furthermore, we propose and study a new method for model re-calibration based on 
the principle that the mean of predicted risks should be equal to the incidence rate in the cohort of 
interest.  The prediction of CHD risk derived from the local cohort’s Cox model is considered as 
the best performing method available.  Thus, the predictions derived from transportation of 
Framingham risk functions using re-calibration methods proposed by D’Agostino et al [7], Brindle 
et al [10] and the new re-calibration method proposed here will be compared with the prediction of 
CHD risk derived from the local cohort’s own model.   
 
1.2 Framingham risk function and its transportation to other populations 
Framingham CHD prediction functions are based on the proportional hazard model 
proposed by Cox [16].  They work very well when evaluated on the same data on which they 
were developed.  The question arises on how well they can do when applied to different cohorts. 
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A key assumption that we will make at this point is that relative risks in this new cohort are similar 
to those observed in the Framingham study, i.e. the β coefficients of the Cox regression in the 
new cohort are similar to the β coefficients of Framingham functions and the same risk factors are 
predictive of disease incidence.  If this assumption does not hold, re-calibration will never be 
sufficient and a new model needs to be developed.  However, there exists substantial evidence 
that the assumption is reasonable in many settings.  For example, studies in which the relative 
risks of all risk factors (age, blood pressure, Total cholesterol, HDL cholesterol, Diabetes, current 
smoking) are not significantly different from those obtained in the Framingham study include: 
Atherosclerosis Risk in Communities Study (ARIC) (white or black men, white women) and the 
Cardiovascular Health Study (CHS) women [7].  Studies in which the relative risk of only one risk 
factor is significantly different from the Framingham study include: ARIC black women [7] and the 
Chinese Multi-provincial Cohort Study women [13].  Studies in which the relative risks of only two 
risk factors are significant different from the Framingham study include Physicians’ Health study 
(PHS), Puerto Rico Heart Health Program (PR Hispanic men) and Cardiovascular health Study 
(CHS) men [7].  
Fixing the time horizon for risk assessment at t=10 years (or any other value), the 
predicted risk based on the Framingham function calculated using the Cox model is given as 
 FHSiFHSiFHSi XX
i
FHSFHS tSP
,,,exp
)(1ˆ 0
    (1) 
Predicted risks calculated using the Cox model in the new local cohort can be calculated:  
 localilocalilocali XX
i
locallocal tSP
,,,exp
)(1ˆ 0
    (2) 
 i is the regression coefficient of risk factors iX , )(0 tS is the baseline survival at the mean 
values of risk factors at time t.  This probability represents the best that we can do in the local 
cohort, as we use the internal data to derive these risks.  When the external validity of the 
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Framingham risk functions was verified in local populations, the Framingham risk functions were 
used directly: i , mean of iX  and )(0 tS  all came from Framingham, only the data itself came 
from the local population.  This method worked well in certain populations [7].  We call this 
method of calculating predicted risks the “unadjusted” and calculate it as: 
 FHSilocaliFHSi XX
i
FHSunadj tSP
,,,exp
)(1ˆ 0
    (3) 
One variation of the unadjusted method is to use the mean of iX from the local population instead 
of the mean of iX from Framingham: 
 localilocaliFHSi XX
i
FHSunadj tSP
,,,exp
)(1ˆ 02
    (4) 
Under certain circumstances, person-level information on long-term follow up for CHD events is 
not available, so the )(0 tS of the population and β coefficients of the risk factors cannot obtained.  
However, the incidence rate may still be known, and thus the Kaplan-Meier estimate of survival 
would be available providing the best possible alternative information on event rate.  The re-
calibration method proposed by D’Agostino et al [7] can be applied in this setting and we call the 
resulting predicted risk “adjusted”:  Compared with the local Cox model, this method is replacing 
the baseline survival at the mean values of risk factors at time t ( )(0 tS ) with the Kaplan-Meier 
estimate which equals 1 minus the average incidence rate, and it is also using i  from 
Framingham risk function to replace i from the local Cox model: 
 localilocaliFHSi XX
ilocaladj KMP ,,,
exp1ˆ       (5) 
Following Brindle et al’s [10] idea, we multiply individual predicted risks with a ratio of the 
averaged observed risks over the averaged predicted risks to obtain risk estimators whose mean 
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equals to the event rate in the local population:  
 unadj
unadj
local
Brindle P
P
KM
P ˆ
ˆ
1ˆ 






      (6) 
 2
2
2
ˆ
ˆ
1ˆ
unadj
unadj
local
Brindle P
P
KMP 


      (7) 
Even though the average of the predicted risk in the local population from methods (6) and (7) will 
be equal to the average incidence rate in the local population, the individual probabilities BrindleP

 
and 2BrindleP

could be >1 in certain situations (such as for populations with higher risk), and have 
to be capped at 1.  In this case the equality of the average predicted probabilities and the 
incidence rate would not hold.  In Chapter 2, we remedy this problem by further modifying 
formulas (6) and (7) and we proposed a new method for re-calibrating predicted risks which 
protects the equality of the average risks and the incidence rate.  We use extensive numerical 
simulations to compare the performance of all these methods under different assumptions. In 
Chapter 3 we present a practical application of these methods using data from the Singapore 
Consortium of Cohort Study SCCS and the ARIC study.  We discuss the impact of the outliers 
and sample size.  
 
1.3 Measures of Calibration 
To assess the performance of the re-calibration techniques considered, we need to select 
calibration metrics on which this assessment will be based. The Hosmer-Lemeshow chi-sqaured 
statistic [18] is a common choice for binary outcomes and it has been extended to survival setting 
by Nam and D’Agostino [21]. This extended version of the Hosmer-Lemeshow χ2 statistic will be 
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used to measure calibration, i.e. how closely the predicted outcomes agree with the actual 
outcomes.  The predicted risks are used to divide subjects into deciles of increasing risk, and the 
χ2 statistic is calculated to compare the differences between the predicted and actual event rates 
(using Kaplan-Meier estimates for actual rates) within each decile.  Denoting by ni the number of 
subjects in the ith decile we have 
 

10 2
2
)ˆ1(ˆ
)ˆ(
i
ii
ii
i
PP
PKMn
     
(8) 
When the mean predicted risk in any of the deciles is very close to 0 or 1, even when the actual 
event rates are also quite close to the mean predicted risk, the χ2 statistic contributed by this 
decile could be very large, which may make the calibration look much worse than it truly is.  The 
issue can be corrected by an adjustment based on adding 1/ni to the mean predicted risks in the 
denominator of (8) [17].  We call it the adjusted Nam and D’Agostino χ2 statistic: 
  

10 2
2
)/1ˆ1)(/1ˆ(
)ˆ(
i ii
ii
adj
nPnP
PKMn
ii
i
    
(9)
   
 
Both versions of the χ2 statistic were used to verify and compare the re-calibration methods 
outlined above.  
 
1.4 Survival C statistic in the presence of censoring: quantifying discrimination of 
Framingham risk functions 
The capacity of a risk prediction function to predict the risk accurately is a very important 
property.  Calibration measures how closely the predicted risks agree with the actual risks.  
Discriminatory ability is another aspect of risk prediction function performance.  It quantifies the 
extent, to which the model can separate those who develop the event from those who do not [19-
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21].  In applications to binary outcomes, the area under the receiver operating characteristic 
curve (AUC) is a popular measure of discrimination. It quantifies the probability that given two 
subjects, one with and one without the event, the model assigns a higher risk to the one with 
event.  The AUC is commonly estimated using the C statistic, which takes the form of 
concordance. It compares subjects with events to those without events and assigns a value of 
one if the predicted probability of the event is higher for a subject with an event than for a subject 
with no event, one half if the predicted probabilities are equal and zero if the predicted probability 
of the event is lower for a subject with an event than for a subject with no event.   
The above definition of discrimination originated from applications using logistic 
regression and has been extended to survival analysis.  But these extensions are not unique. The 
simplest extension of the AUC to survival models fixes the time point of interest at τ, and 
calculates the binary C statistic for survival model-based predicted probabilities and event status 
at time τ.  However, this extension has some obvious shortcomings.  One of them is that it can 
only compare a subject with an event to a subject with no event, but cannot compare a subject 
with an early event to a subject with a late event. The other relates to the problem of drop-outs – 
an arbitrary event status must be assigned to subjects who discontinue the study prematurely. 
The definition of survival AUC proposed by Chambless and Diao [26] corrects the latter short-
coming. The extension proposed by Harrrel et al. [22-23] addresses both problems.  It has been 
formalized and further studied by Pencina and D’Agostino [24] and recently a new estimator has 
been proposed by Uno et al. [25]. Other extensions include the work of Gönen and Heller [27].  In 
Chapter 4 we investigate how different are the results obtained using these different extensions. 
This is accomplished by practical examples from the Framingham study, the Dutch Breast cancer 
study, and the simulated data based on the Weibull distribution.  To facilitate the application of 
the new estimator proposed by Uno et al.[25],  we develop and present a SAS macro which can 
be applied to obtain the C statistics for any risk model developed for survival data. In Chapter 5 of 
this thesis we provide conclusions and considerations for future work.   
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                                                     Chapter 2  
Transportation of risk prediction function to other population using simulated 
data: re-calibration and discrimination 
2.1 Introduction 
 In this section we propose new re-calibration methods which could be used to transport a 
risk prediction function based on a reference population to a new local population.  We compare 
these methods with those introduced in the previous chapter using simulated data, focusing on 
calibration and discrimination.  Although these methods were motivated by the transportation of 
Framingham risk functions for heart disease to new populations, they extend to any risk 
prediction function based on the proportional hazards Cox model.   
 
2.2 New re-calibration methods 
Kaplan-Meier estimate of survival can be viewed as a weighted survivor estimate of the 
overall population. 
Let 
 localilocaliFHSi XX
X itStS
,,,exp
)()/(
   be the probability of survival based on the 
Framingham risk function for a given individual from the local population, where iX are the risk 
factors from the local population and localiX ,  are their means and )(tS is the unknown survivor 
function at the mean values of the risk factors ( )(tS = )(0 tS =S(t/X=M)).  
Denote the mean of these probabilities by )/( XtS .  We assume FHS ≈ local .  
For sufficiently large sample size and number of events, a new re-calibration method is obtained 
by setting: 
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 
local
XX
X KMtSS
localilocaliFHSi
it   ,,,exp)()/(  , and solving for )(tS . Thus we find 
baseline survival that guarantees that the mean of model-based risk equals the incidence of the 
event of interest. The above equation is solved using numerical methods (Newton-Raphson 
method) [37,38] and in Appendix 2.1 we give a SAS macro that produces this solution (described 
in the next section). Once we have )(tS , we calculate the risk for an individual in the local 
population using only the information of their own risk factors, the KM of the disease in the local 
population, β coefficients from the reference risk Functions (for example, Framingham functions), 
and the mean of the risk factors from the local population: 
 localilocaliFHSi XX
i
new tSP
,,,exp
)(1ˆ
     (9) 
This approach is mimicking the proportional hazards Cox model developed on the local 
population, however, here the relative risks come from the reference population and the 
estimated )(tS is not exactly equal to )(0 tS of the local population.  
A question could be raised on how much information is needed from the risk factors in 
the local population to obtain the unknown )(tS of the local population.  In some situations we 
may only know the event incidence and means or proportions of risk factors with no individual-
level information available. Thus we propose a modification to the above method which only 
needs the mean and standard deviation or prevalence of the risk factors Xi in the local population 
and then relies on simulating the risk factors iX using the known mean, standard deviation or 
prevalence. If standard deviations in the local population are not known, the corresponding 
numbers from the reference population can be substituted.  
So we set 
 
local
XX
simulatedsimulatedX KMtSS localisimulatedlocaliFHSiit   ,_,,exp)()/(  , and 
obtain simulatedtS )( by using the Newton’s method to solve the non-linear equation. 
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After obtaining simulatedtS )( , the predicted risk for a new individual is calculated as: 
 localilocaliFHSi XX
simulated inew tSP ,,,
exp)(1ˆ 2
     (10) 
We note that the inputs used in the above calculation are similar to those used by the method of 
D’Agostino et al. [7].  
 
2.3 Newton-Raphson method and the SAS macro 
2.3.1 Obtaining )(tS  
Newton-Raphson method is a numerical analysis method for finding approximations to 
the roots of a function.  In our system, )(tS  is unknown, so we have  
 
0)())((
,,,exp   local
XX
KMtStSf
localilocaliFHSi
i

 
We need to solve for )(tS .   N is total sample size, this could be written as: 
 
0
)(
))((
,,,exp
 

local
XX
KM
N
tS
tSf
localilocaliFHSi
i

 
For an initial value of )(tS = )(1 tS , which could be any number between 0.01 to 0.99, i.e. it is quite 
tolerant from its deviation from the final )(tS value; however, localKM could be the preferred 
number to use since )(tS is generally not far away from localKM , the first iteration is: 
 
 localilocali
i
FHSi
local
XX
XX
KMtStS
tSf
tSftStS
localilocaliFHSi
i
,,,
1
1
1
1
12
exp
)()(
))((
))(()()(
,,,exp





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The nth iteration is: 
 
 localilocali
i
FHSi
local
XX
n
n
n
n
nn
XX
KMtStS
tSf
tSftStS
localilocaliFHSi
i
,,,
1
exp
)()(
))((
))(()()(
,,,exp







 
We need to set up a criterion δ, so once 
    local
XX
n KMtS
localilocaliFHSi
i
,,,exp
)( then the iteration will be stopped. 
SAS program could not handle numbers <10-14.   
If 
 
    14,,,,,, 10expexp
)(
,,,exp







localilocali
i
FHSilocalilocali
i
FHSi
local
XX
n
XXXX
KMtS
localilocaliFHSi
i




 
then )(1 tS n will not change any further and the iteration will not stop.  
The selection of δ will depend on the requirement of the accuracy of the solved )(tS  and the 
distribution of  localilocali
i
FHSi XX ,,,exp   ,  generally δ =10-10 will be enough.   
 
2.3.2 The SAS macros for Newton-Raphson method. 
The detailed SAS programs ready for use are given in Appendix 2.1.  
 
2.3.2.1 Data preparation 
ARIC (the Atherosclerosis Risk in Communities Study) data are used as an example of the 
local population.  Framingham study (FHS) is the reference population. The goal is to transport 
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and re-calibrate Framingham function to the ARIC cohort. 
 
First we need to prepare a parameter data with one observation per subject with β coefficients of 
the risk factors from the reference population, the means or prevalence of the risk factors from 
the new local population, the km (Kaplan-Meier estimate of survival) from the new local 
population, and t=1 for merging (without this variable t, SAS program will give warning to merge 
datasets with one observation).   
 
Second we need to have a second data set with all information for the risk factors from the new 
local population for each subject, and t=1 for merging.  Next, we merge the two datasets by t:  
 
proc sort data=tmp.aric out=one; by t id; run; 
proc sort data=tmp.parameter_aric out=two; by t; run; 
 
We need to set up an initial value for s (s stands for )(tS which we want to solve for) for data one 
(containing all information for the new local population for each subject, such as time to the event, 
indicator variable, baseline covariates values etc. ).  s could be any value here for data one, this 
is only for programming purpose to pass the first iteration (or loop) to avoid to be stopped by 
(drop=s).  
   
We also need an initial value of s for data two: the choice is not critical, for final 
s=0.95102670366701, selecting s from 0.01 to 0.99 will get the same final s=0.95102670366701, 
although the final difference could fluctuate around 10-16.  
 
data one; set one; by t; s=1; run; /*s could be any value here*/ 
data two; set two; by t; s=0.9; run;  /*s initial value, any value between 0.01-0.99 or simply Km*/ 
 
There are two SAS macros:  
 
The first SAS macro %macro loop (km=) is to prepare for the iteration. 
The second SAS macro %macro transport(delta=, km=, store=) is to call %macro loop, start the 
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iteration, stop the iteration when the criterion for δ is reached. 
 
2.3.2.2 First SAS macro for Newton-Raphson method. 
%macro loop (km=); 
data one; merge one (drop=s) two; by t; 
fadj=logagefhs_b*(logage-logage_mean)+ 
       smokefhs_b*(smoke-smoke_mean)+ 
       diabetesfhs_b*(diabetes-diabetes_mean)+ 
       loghdlfhs_b*(loghdl-loghdl_mean)+ 
       logtclfhs_b*(logtcl-logtcl_mean)+ 
       ntlogsbpfhs_b*(ntlogsbp-ntlogsbp_mean)+ 
       trlogsbpfhs_b*(trlogsbp-trlogsbp_mean); 
 
  if fadj ne .; if fadj ne . then do; expadj=exp(fadj); ps=s**(expadj); end; 
  pnew=1-ps; diff=ps-&km; derive=expadj; run; 
  
proc means data=one noprint; var diff derive; output out=diff   
mean=diffmean derivemean; run; 
data diff; set diff; t=1; drop _TYPE_ _FREQ_; run; proc sort; by t; run; 
data two; merge diff two; by t; run; proc print; run; 
%mend loop; 
 
For the macro “loop” to be used in a new local population, we need to write fadj= β1_ref*(x1-
x1_mean)+β2_ref*(x2-x2_mean)+..+...βn_ref*(xn-xn_mean) in the program. 
 
For ARIC study, it is written as:  
fadj=logagefhs_b*(logage-logage_mean)+ 
       smokefhs_b*(smoke-smoke_mean)+ 
       diabetesfhs_b*(diabetes-diabetes_mean)+ 
       loghdlfhs_b*(loghdl-loghdl_mean)+ 
       logtclfhs_b*(logtcl-logtcl_mean)+ 
       ntlogsbpfhs_b*(ntlogsbp-ntlogsbp_mean)+ 
       trlogsbpfhs_b*(trlogsbp-trlogsbp_mean); 
 
This is the only part in this SAS program to be specific with the local dataset.  All parameters and 
variable names should be same as in the local dataset.  Since for different study, the variable 
names, even the number of variables is all different.  This is possible the simplest way to enter 
the information.  
 
In this macro:  
ARIC
XX
KMtSdiff
ARICiARICiFHSi
i   ,,,exp)(   
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 
ARIC
XX
n KMtSdiffmean
ARICiARICiFHSi
i   ,,,exp)(   
 ARICiARICi
i
FHSi XXderivemean ,,,exp    
 
2.3.2.3 Second SAS macro for Newton-Raphson method. 
%macro transport(delta=, km=, store=); 
%loop: %loop (km=&km); 
data two; set two; by t; 
  if abs(diffmean) gt &delta then do; s=s-diffmean/derivemean; end; 
  if abs(diffmean) le &delta then d=1; else if abs(diffmean) gt &delta then d=0; 
  call symputx ("d", d); keep s t; run; 
 
%if &d eq 1 %then %goto done; 
%if &d eq 0 %then %goto loop; 
%done: %Put loop-repeat:d=&d.; 
 
proc print data=two; format s 16.14; run; 
data &store; set one; run; 
proc means; var diff; run; 
%mend transport; 
 
For using Newton-Raphson method, we call:  
%loop (km=kmaric) ; 
to start the iteration (kmaric is the Kaplan-Meier estimate of survival of ARIC study data).   
Then we call:  
%transport (delta=0. 000000000000001, km=kmaric, store=tmp.aricfhs); 
which call %loop itself and stop the iterations if |diffmean|<δ=0.000000000000001.  
The obtained s value and ෠ܲnew for each subject are saved in dataset “tmp.aricfhs” which name is 
user-specified. 
If the initial value of s=0.9, then the output of the program is: 
Obs      diffmean     derivemean    t       s 
 1     -6.5758E-16      1.77304       1    0.95102670366701 
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2.3.3 Obtaining simulatedtS )(  
If the mean and standard deviation or prevalence of the risk factors iX , and Kaplan-Meier 
estimate of survival are the only known information in a new local population, the risk factors iX  
could be simulated with the known information as simulatediX , .  If the risk factors iX  is a continuous 
variable, it is simulated as simulatediX , from a normal distribution (mean = localiX , and σ=standard 
deviation of localiX , ).  If the risk factors iX is a binary variable, it is simulated as simulatediX , with a 
binomial distribution (p =prevalence of localiX , ).     
 
Using Newton-Raphson method, at the nth iteration, we have: 
 
 localisimulatedlocali
i
FHSi
local
XX
n
n
n
n
nsimulatedn
XX
KMtStS
tSf
tSftStS
localisimulatedlocaliFHSi
i
,_,,
1
exp
)()(
))((
))(()()(
,_,,exp







 
We could similarly set up a criterion δ to obtain )(tS simulated .  With the )(tS simulated available, 
subjects could go to a clinic to have their risk factors evaluated and use the values to make a 
prediction using ෠ܲnew2.  
 
2.4. Verification and comparison of transportation methods using simulated data 
2.4.1 Simulation strategy 
We follow the simulation strategy used by Pencina and D’Agostino [24]: Assume T1, 
T2,…, TN, the actual survival times, follow an accelerated failure time exponential model. Denote 
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the predicted probabilities of survival until time t by Y1, Y2, …, YN, so 
))exp(exp()/( XtXtSY T   , where X is the vector of covariates and β is the vector 
of the estimated coefficients.  Yi>Yj is equivalent to β’Xi< β’Xj, we assume β’X as a linear predictor 
follows a normal distribution with mean µ=0 and standard deviation σ.  We set U= β’X, and 
simulate a random normal vector [Xi], i=1,2, …, N; N=2000 with β=1. Next, we simulate a random 
exponential vector [T1, T2,…, TN], where Tj ~ Exponential ))exp(( jU , j=1, 2, ..., N; N=2000 
with 
    ,)(,)()/( 0exp0 exp tuutuuX etSetStS    where t= end of study.  We also 
simulate Tj1/γ~Weibull, j=1, 2, …, N; N=2000 with 
    ),exp()(,)][exp()()/( 0exp0 exp   ttSttStS uuuuX    where t= end of study. 
 
2.4.2 Simulated data 
The Weibull model provides an opportunity to consider a broad variety of cases from the 
proportional hazards family. Hence, we simulate survival data based on the Weibull distribution 
with increasing, constant and decreasing hazards (γ=2, 1, and 0.5), respectively and a single risk 
factor with a normal distribution with mean zero. This risk factor describes the linear predictor in 
the proportional hazards regression model. Its standard deviation influences the performance of 
the model at hand.  In real life clinical data for CHD (Coronary Heart Disease) events with sample 
size>1000, such as SCCS men and women data (see chapter 3), the standard deviations of the 
linear predictor are 0.99 and 3.5, respectively. In real life clinical data for CVD (Cardiovascular 
Disease) events with sample size>1000, such as Framingham men and women data, ARIC Black 
men and women data, ARIC White men and women data (see chapter 3), the standard deviations 
of the linear predictor are 1.05 and 1.36, 0.68 and 1.05, 0.71 and 0.87, respectively.  Hence we 
consider a range of standard deviations, σ =0.5, 1, 2, and 4 for the simulated data. We also allow 
for a wide range of event rates in the local population (from 5% to 50%, by 5%) and in the 
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reference population (from 5% to 90%, by 5%), so the potential limitations of the re-calibration 
methods studied could be discovered using the simulated data.  When the data were simulated, 
we intended to have β=1. The linear predictor X was also simulated using the normal distribution 
with mean zero and variance σ2.  When the Cox proportional Hazards model was applied to the 
simulated data, it was found that the standard error of  β෠ was negatively correlated with the σ. 
Thus, for a linear predictor with low variability, for example, σ=0.5, the standard error of  β෠ was 
larger.  Among the 50 independent simulated datasets, some could have β෠ quite far from 1. When 
the event rate was low, for example, 5%, the standard error of  β෠ was much larger than when the 
event rate was high, for example, 90%.  So the simulated data with the event rate of 5% may 
have β෠ quite far from 1 while the simulated data with the event rate of 90% may have β෠ not far 
from 1.   
Of note, we investigate the performance of each method, when event rates in the local 
versus reference populations are different, sometimes even vastly different. This could be useful 
to set the limits on potential transportability. Simulated data sets for the local population with a 
given event rate (for example, ARIC or SCCS data) were paired with simulated data for a 
reference population with a given event rate (for example, the Framingham Study data), so the 
re-calibration strategies could be tested. The combinations of local populations with different 
event rates and reference populations with different event rates considered here are: 5%(5%, 
10%, 20%, 50%); 10%(5%, 10%, 20%, 50%); 20%(5%, 10%, 20%, 30%, 50%); 35%(5%, 10%, 
20%, 35%, 50%, 70%); and 50%(5%, 10%, 20%, 50%, 70%, 90%). For each pair of local and 
reference populations, since potentially both the β෠ local and β෠ reference could be away from 1, the 
impact of the size and the direction ∆β෠=β෠ local- β෠ reference may mimic the real life clinical data in which 
the estimated coefficients β of the risk factors could be different between the local population and 
the reference population.  For a local population with a linear predictor with σ=4, event rate=50%, 
and a reference population with a linear predictor σ=0.5, event rate=5%, the standard error of 
β෠ local ≈0.02 and the standard error of β෠ reference ≈0.2, it is very likely among the 50 independent 
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datasets, that some of the β෠ local may be quite different from the β෠ reference.  For a local population 
with a linear predictor with σ=4, event rate=50%, and a reference population with a linear 
predictor with σ=4, event rate=90%, the standard error of β෠ local ≈0.02 and the standard error of 
β෠ reference ≈0.02, it is likely that among the 50 independent datasets most of them will have 
β෠ local≈β෠ reference. 
Because the D’Agostino et al.’s re-calibration method is based on replacing the baseline 
survival )(0 tS with the Kaplan-Meier estimator, it is likely that its performance will depend on the 
closeness of these two. We used our simulated data to investigate the circumstances under 
which they are likely to be close versus farther apart. Discrimination and calibration of all the re-
calibrated risk prediction functions proposed above were calculated and compared with the 
performance of the proportional hazards Cox model developed from the simulated local data. 
 
2.4.3 The comparison of the calibration of re-calibrated risk functions which transported 
risk functions from the simulated reference data to the simulated local data with the 
calibration of the proportional hazards Cox model developed from the simulated local 
data. 
Table 2.1 (Weibull γ=0.5, σ=0.5 of the linear predictor from the local population; Weibull γ=0.5, 
σ=0.5 of the linear predictor from the reference population) to Table 2.144 (Weibull γ=2, σ=4 of 
the linear predictor from the local population; Weibull γ=2, σ=4 of the linear predictor from the 
reference population) present the comparison of the calibration (Nam and D’Agostino χ2 statistic) 
of ෠ܲcox with the calibration of ෠ܲnew,  ෠ܲnew2, ෠ܲBrindle2 and ෠ܲadj using simulated data in which all 
combinations of Weibull γ (0.5, 1, 2) and σ (0.5, 1, 2 and 4) between the local population and 
reference population are covered.  Of note, ෠ܲunadj, and ෠ܲunadj2 performed quite poorly under most 
conditions thus the calibrations of ෠ܲunadj and ෠ܲunadj2 are not shown in tables 2.1-2.144. Calibrations 
for ෠ܲBrindle and ෠ܲBrindle2 are very similar so only ෠ܲBrindle2 is included along with ෠ܲnew, ෠ܲnew2, ෠ܲcox, and 
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෠ܲadj in the tables presenting the results of calibration based on the simulated data.  The 
calibration of ෠ܲnew appears to be the best among the different re-calibrated predicted risk 
presented here.  Thus, it is useful to describe its performance under various assumptions in more 
details. 
  P෡new2 performed almost the same as P෡new when σ=0.5 for the linear predictor in the local 
population.  When σ=1 for the linear predictor in the local population, P෡new2 performed only slightly 
worse than P෡new and this trend appears slightly more evident when σ=2 for the linear predictor of 
the local population.  When σ=4 for the linear predictor of the local population, P෡new2 performed 
evidently worse than P෡new (Tables 2.1-2.144).  
 P෡Brindle2 performed relatively well only when the σ for the linear predictor of the local 
population is small and when the event rate in the local population is low and/or when the event 
rate in the local population is close to the event rate in the reference population (Tables 2.1-
2.144).  When these conditions are not satisfied, the calibrations of ෠ܲBrindle2 are poor.  ෠ܲadj 
performed relatively well when the σ for the linear predictor in the local population is small or 
when the event rate in the local population is close to 50%-55%. Overall ෠ܲnew, is the best re-
calibrated risk prediction function as compared to ෠ܲnew2, ෠ܲBrindle2, ෠ܲadj (Tables 2.1-2.144). 
Although there were fluctuations, there were no obvious differences in calibration for 
these re-calibrated risk prediction functions observed when different values of shape parameter γ 
were used either in the local population (Weibull distribution γ=0.5, 1, or 2), or the reference 
population (Weibull distribution γ=0.5, 1, or 2) (Tables 2.1-2.144).  For example,  for σ=4 of the 
linear predictor from the local population, σ=0.5 of the linear predictor from the reference 
population, there were no obvious differences in calibration for these re-calibrated risk prediction 
functions observed among tables 2.109, 2.113, 2.117, 2.121, 2.125, 2.129, 2.133, 2.137, 2.141.  
When the σ of the linear predictor of the local population is small, i.e. the variability of the 
linear predictor is small, and the event rate of the local population is low, almost all re-calibration 
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methods work well, no matter how big the variability of the linear predictor in the reference 
population is (σlocal=small and σlocal≤σref).  Table 2.1-2.36 show the median (5th, 95th percentile) of 
the calibration χ2 of ෠ܲcox and the calibration χ2 of four re-calibrated risk prediction functions ( ෠ܲnew, 
෠ܲnew2, ෠ܲBrindle2, and ෠ܲadj) applied to 50 independent simulated datasets (γ=0.5, 1 and 2, σ=0.5 for 
the local population; γ=0.5, 1 and 2, σ=0.5, 1, 2 and 4 for the reference population, each data set 
of size n=2000 each).  Overall the median (5th, 95th percentile) of Nam and D’Agostino χ2 statistic 
for ෠ܲnew is only slightly higher than the median (5th, 95th percentile) of the calibration χ2 of the local 
population’s own Cox model, regarded as the best available model.  When the event rate of the 
local population is 50% and the event rate of the reference event rate is 5%, 10%, 20%, and 70%, 
෠ܲBrindle2 is the only method performed poorly with the exceptions when the event rate of the 
reference event rate is also 50%.  
When the σ of the linear predictor of the local population is small and the event rates are 
low, the ෠ܲnew or ෠ܲcox are clustered close to 0 (Figures 2.7-2.9) and also the standard error of  β෠ 
from both the local and reference population is large.  So among the 50 independent simulated 
datasets, some of them may have β෠s quite far off from 1 and the resulting ∆β෠=β෠ local- β෠ reference is 
relatively large.  However, due to the relatively narrow range of the predicted risks, the Nam and 
D’Agostino χ2 statistic of ෠ܲnew are relatively low (Table 2.1-2.36).  When the event rate of the local 
population is much higher than the event rate of the reference population such as in the case of 
local /reference event rates of 35%/5%, 50%/5%, 50%/10%, the chances that some of the 50 
datasets may have relatively large ∆β෠  as well as large predicted risks are higher and hence 
some of the 50 Nam and D’Agostino χ2 statistic of ෠ܲnew are relatively high. 
When the σ of the linear predictor is increased from 0.5 to 1, 2, and 4 in the reference 
population while keeping other parameters constant, the medians (5th, 95th percentile) of the 
calibration χ2 statistic of ෠ܲnew are generally improved compared with when the σ of the linear 
predictor is 0.5 in the reference population. This is likely because the standard error of β෠ from the 
reference population decreased with the increasing σ of the linear predictor from the reference 
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population.  This resulted in relatively smaller ∆β෠ and lower Nam and D’Agostino χ2 statistic of 
෠ܲnew (Tables 2.1-2.144). 
When the σ of the linear predictor in the local population is increased from 0.5 to 1, 2, 
and 4 (the variability of the linear predictor is larger) keeping other parameters constant, although 
the standard error of  β෠ from the local population is decreased resulting in relatively smaller ∆β෠, 
the range of predicted risk also increases leading to higher Nam and D’Agostino χ2 statistic for 
෠ܲnew.  However, when the σ of the linear predictor in the reference population is also increased, 
the standard error of  β෠ from the reference population decreased and the resulting ∆β෠ are smaller 
leading to a lower Nam and D’Agostino χ2 statistic of ෠ܲnew (Table 2.1-2.144).   
 
2.4.4 Plots of the predicted risk from re-calibration methods versus the predicted risk from 
the local Cox model 
The local Cox model is considered to be the best performing method available.  Plots of 
the predicted risk from other re-calibrated prediction functions ( ෠ܲnew, ෠ܲnew2, ෠ܲBrindle2, ෠ܲadj) versus 
the predicted risk from the local Cox model ෠ܲcox can help visualize the difference between these 
other models and the best model available, and understand the calibrations of these re-calibration 
methods presented in Tables 2.1-2.144. They are presented in Figures 2.1 –2.14.  When 
β෠ local≈β෠ reference, under a wide range of different conditions, the plot of ෠ܲnew vs. ෠ܲcox is almost a 
straight line with slope=1, which may indicate a good calibration and discrimination of ෠ܲnew as 
compared to that of ෠ܲcox (Figure 2.1a: ∆β෠=β෠ local-β෠ reference=-0.0008; Figure 2.4a: ∆β෠=-0.00061; 
Figure 2.5a: ∆β෠=0.00159;  Figure 2.6a: ∆β෠=0.00683;  Figure 2.7a: ∆β෠=0.0011; Figure 2.10a: ∆β෠=-
0.00755; Figure 2.13a: ∆β෠=-0.0029; Figure 2.14a: ∆β෠=0.00145).   
 When β෠ local>β෠ reference, the plot of ෠ܲnew vs. ෠ܲcox is away from the straight line with slope=1, 
and for lower values of ෠ܲcox, the curve is concave, i.e. ෠ܲnew> ෠ܲcox and then after an inflection point, 
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the curve is convex, i.e. ෠ܲnew< ෠ܲcox.  The bigger the difference between β෠ local and β෠ reference, the 
bigger the extent to which the overall curve of ෠ܲnew vs. ෠ܲcox is away from the straight line with 
slope=1 and thus the poorer the calibration of ෠ܲnew compared with ෠ܲcox (Figure 2.2a: ∆β෠=0.262, 
γ=0.5, σ=2, event rate=5% for local population, γ=2, σ=0.5, event rate=10% for reference 
population; Figure 2.8a: ∆β෠=0.262, γ=0.5, σ=0.5, event rate=5% for local population, γ=2, σ=0.5, 
event rate=10% for reference population; Figure 2.11a: ∆β෠=0.261, γ=0.5, σ=1, event rate=10% 
for local population, γ=2, σ=1, event rate=5% for reference population).    
When β෠ local<β෠ reference, the plot of ෠ܲnew vs. ෠ܲcox is away from the straight line with slope=1, 
and for lower values of ෠ܲcox, the curve is convex, i.e. ෠ܲnew< ෠ܲcox and then after an inflection point, 
the curve is concave, i.e. ෠ܲnew> ෠ܲcox. The larger the difference between β෠ local and β෠ reference, the 
larger the extent the overall curve of ෠ܲnew vs. ෠ܲcox is away from the straight line with slope=1 and 
thus the poorer the calibration of ෠ܲnew as compared with ෠ܲcox (Figure 2.3a, ∆β෠=-0.267, ෠ܲnew vs. ෠ܲcox 
with γ=0.5, σ=2, event rate=5% for local population, γ=2, σ=0.5, event rate=10% for reference 
population; Figure 2.9a: ∆β෠=-0.276, γ=0.5, σ=0.5, event rate=5% for local population, γ=2, σ=0.5, 
event rate=10% for reference population; Figure 2.12a: ∆β෠=-0.273, γ=0.5, σ=1, event rate=10% 
for local population, γ=2, σ=1, event rate=5% for reference population). 
෠ܲBrindle is very close to ෠ܲBrindle2, so we include only ෠ܲBrindle2 in the comparison with ෠ܲcox.  
The plot of ෠ܲBrindle2 vs. ෠ܲcox is close to the plot of ෠ܲnew vs. ෠ܲcox only when the event rate of the local 
population is low, or when the σ of the linear predictor of the local population (i.e. variability of the 
linear predictor) is relatively small, or when the event rate of the local population is close to the 
event rate of the reference population (Figure 2.7: ∆β෠=0.0011, γ=0.5, σ=0.5, event rate=5% for 
local population, γ=2, σ=0.5, event rate=10% for reference population; Figure 2.8: ∆β෠=0.262, 
γ=0.5, σ=0.5, event rate=5% for local population, γ=2, σ=0.5, event rate=10% for reference 
population; Figure 2.9: ∆β෠=-0.276, γ=0.5, σ=0.5, event rate=5% for local population, γ=2, σ=0.5, 
event rate=10% for reference population).  If these conditions are not satisfied, while the plot of 
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෠ܲnew vs. ෠ܲcox could still be around the straight line with slope=1, the plot of ෠ܲBrindle2 vs. ෠ܲcox is far off 
from the straight line with slope=1, changing in different ways with different conditions (For 
example, in Figure 2.1c, Nam and D’Agostino χ2 statistic for ෠ܲBrindle2=28.49; in Figure 2.4c, Nam 
and D’Agostino χ2 statistic for ෠ܲBrindle2=189; in Figure 2.5c, Nam and D’Agostino χ2 statistic for 
෠ܲBrindle2=239; in Figure 2.6c, Nam and D’Agostino χ2 statistic for ෠ܲBrindle2=178; in Figure 2.14c, 
Nam and D’Agostino χ2 statistic for ෠ܲBrindle2=133), so the calibration and discrimination of ෠ܲBrindle2 is 
much worse than that of ෠ܲnew or ෠ܲcox under a number of conditions.  Given these limitations, the 
Brindle’s method cannot be generally recommended when transporting a risk prediction function 
from a reference population to a local population. 
The plot of ෠ܲadj vs. ෠ܲcox is close to the plot of ෠ܲnew vs. ෠ܲcox only when the σ of the risk 
factor of the local population (i.e. variability of the linear predictor) is relatively small or when the 
event rate of the local population is close to 50%-55%, which is close to the inflection point, 
where the concavity of the survivor function plotted against the KM changes, so S0≈KM.  In a 
number of real life situations the survival data can belong to this category so ෠ܲadj could be used 
successfully [7].  If these conditions are not satisfied, the plot of ෠ܲadj vs. ෠ܲcox is far off from the 
straight line with slope=1 (Figure 2.1d, Nam and D’Agostino χ2 statistic for ෠ܲadj=354), so the 
calibration of ෠ܲadj could be much worse than that of ෠ܲnew or ෠ܲcox;  the plot of ෠ܲadj vs. ෠ܲcox almost 
always rises more sharply than the plot of ෠ܲnew vs. ෠ܲcox so the slope of ෠ܲadj vs. ෠ܲcox at lower ෠ܲcox is 
generally greater than the slope of ෠ܲnew vs. ෠ܲcox.  Under certain condition such as σ=4 for the 
linear predictor of the local population and the event rate of the local population equal to 5%, the 
plot of ෠ܲadj vs. ෠ܲcox rises sharply for lower values of ෠ܲcox, then reaches a plateau for  ෠ܲadj=1 (Figure 
2.4d, Nam and D’Agostino χ2 statistics for ෠ܲadj is 437711; Figure 2.5d, Nam and D’Agostino χ2 
statistics for ෠ܲadj is 1.2x108; Figure 2.6d, Nam and D’Agostino χ2 statistics for ෠ܲadj is 2.3x105).  It is 
important to note, however, that ෠ܲnew requires much more detailed input information than does 
෠ܲadj.  
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Finally, when we plotted ෠ܲnew2 against ෠ܲcox, we observed that the plot of ෠ܲnew2 vs. ෠ܲcox is 
close to the plot of ෠ܲnew vs. ෠ܲcox when the σ of the linear predictor of the local population is 
relatively small (predictors with lower variability) so the calibration and discrimination of ෠ܲnew2 is 
quite similar to ෠ܲnew (Figure 2.1b, ∆β෠=-0.0008, ෠ܲnew2 vs. ෠ܲcox with γ=0.5, σ=2, event rate=5% for 
local population, γ=2, σ=0.5, event rate=10% for reference population, Nam and D’Agostino χ2 
statistic for ෠ܲnew2=9.97, Nam and D’Agostino χ2 statistic for ෠ܲcox=9.90).  When the σ of the linear 
predictor of the local population is 4, while the plot of ෠ܲnew vs. ෠ܲcox is almost a straight line with 
slope=1 when the ∆β෠ is small, the plot of ෠ܲnew2 vs. ෠ܲcox could be either slightly away from the 
straight line with slope=1 (Figures 2.4b & 2.14b), or quite away from the straight line with slope=1 
(Figure 2.6b) or very close to a straight line with slope=1 (Figure 2.5b) which were decided by 
how close the distribution of the simulated baseline covariates is to the distribution of the real 
baseline covariates.   
 
2.4.5 The ratio of the adjusted Nam and D’Agostino χ2statistic of the re-calibrated risk 
prediction functions over the adjusted Nam and D’Agostino χ2statistic of the local COX 
model 
Although the Nam and D’Agostino χ2 statistics for the local population’s own model, ෠ܲcox 
are generally good, they do vary across different settings.  At certain specific data distribution, 
even the local Cox model (considered as the best model possible) may have relatively poor 
calibration.  Using the ratio of the adjusted Nam and D’Agostino χ2 statistic for the four different 
re-calibrated risks ( ෠ܲnew, ෠ܲnew2, ෠ܲBrindle2, and ෠ܲadj) over the adjusted Nam and D’Agostino χ2 statistic 
for ෠ܲcox could provide a relative sense how well these re-calibrated risks perform in these different 
settings compared to the best reference, ෠ܲcox. Using the adjusted Nam and D’Agostino χ2 statistic 
could reduce the noise and the influence of outliers for some extreme data distributions and thus 
provide a potentially more fair comparison between the different methods.   
25 
 
 
The median (5th and 95th percentile) of the ratio of the adjusted Nam and D’Agostino χ2 
statistic for the four methods over the adjusted Nam and D’Agostino χ2 statistic for ෠ܲcox are shown 
in Tables 2.145 to 2.160 (with γ=0.5, σ=0.5, 1, 2 and 4 for local population, γ=2, σ=0.5, 1, 2 and 4 
for reference population), Tables 2.161 to 2.176 (with γ=1, σ=0.5, 1, 2 and 4 for local population, 
γ=1, σ=0.5, 1, 2 and 4 for reference population), and Tables 2.177 to 2.192 (with γ=2, σ=0.5, 1, 2 
and 4 for local population, γ=0.5, σ=0.5, 1, 2 and 4 for reference population).     
A general downward trend of the median ratio of the adjusted Nam and D’Agostino χ2 
statistics for ෠ܲnew over ෠ܲcox could be observed with increasing event rates in the reference 
population. A few exceptions occur, for example when γ=0.5, σ=0.5 for the local population and 
γ=2, σ=0.5 for the reference population (Tables 2.145),  with the event rate of 50% in the local 
population and event rates 5%, 10%, 20%, 50%, 70% and 90% in reference population, the 
median ratios are 1.43, 1.30, 1.17,1.11, 1.13 and 1.05, respectively.  Similar downward trend 
could also be observed for the 95th percentile of the ratio of the adjusted Nam and D’Agostino 
χ2statistics for ෠ܲnew over ෠ܲcox; in the above case they take values of 6.74, 5.96, 2.95, 2.00, 2.05 
and 2.00, respectively.  For all combinations of the local and reference event rates, the 5th 
percentiles of the ratio of the adjusted Nam and D’Agostino χ2 statistics for ෠ܲnew over ෠ܲcox are ≤ 1.  
Considering that the local Cox model is regarded as the ideal achievement, the ratio ≤ 1 implies 
that under these conditions ෠ܲnew performed even better than	 ෠ܲcox.  This could be due to specific 
data distributions (or pure chance) for a few datasets.  On the other hand, ෠ܲnew could also perform 
worse than ෠ܲcox for some datasets due to specific data distributions (or pure chance). 
With increasing event rates in the reference population or increasing σ of the linear 
predictor in the reference population, the standard error of  β෠ of the linear predictor from the 
reference population is smaller, so among the 50 independent simulated datasets, the chances 
that some of them may have a β෠ quite far off from 1 are smaller. This results in a smaller ∆β෠ 
between the local and reference populations and lower ratios of the adjusted Nam and 
D’Agostino χ2 statistics from ෠ܲnew over ෠ܲcox.  All results shown in Table 2.145 to 2.192 are 
26 
 
 
consistent with the results previously shown in Tables 2.1 to 2.144. 
 
2.4.6 The plots of adjusted Nam and D’Agostino χ2 statistic for ࡼ෡newvs. ∆઺෡ (ൌ ઺෡local-઺෡reference) 
The plot of adjusted Nam and D’Agostino χ2 statistic for ෠ܲnew vs. ∆β෠ (ൌ β෠ local-β෠ reference) could 
demonstrate the effect of over-dispersion of the reference population model (∆β෠ሻ on the 
calibration of ෠ܲnew.  For simulated data with the condition γ=0.5, σ=0.5 for the local population and 
γ=2, σ=0.5 for the reference population (Figures 2.15a-d), Figure 2.15a (event rate=5% for the 
local population, event rate=5% for the reference population) shows that the range of ∆β෠ is (-0.65 
to 0.80) and the highest adjusted Nam and D’Agostino χ2 statistic among the 50 datasets is 
around 16 (the range of ෠ܲnew is typically (0 to 0.3)).  The wide range of ∆β෠ could be resulting from 
small σ’s and low event rates in both the local and reference populations which are related to 
larger standard errors for both β෠ local and β෠ reference.  Even with such wide range of ∆β෠, the adjusted 
Nam and D’Agostino χ2 statistics for ෠ܲnew among the 50 datasets is quite low suggesting good 
robustness of the new method.  This is might be explained by a narrow range of ෠ܲnew when the σ 
of the linear predictor in the local population is small (0.5) and the local event rate is low (5%).  
Figure 2.15b (event rate=5% for the local population, event rate=50% for the reference 
population) shows the range of ∆β෠ equal to (-0.32 to 0.45) and the highest adjusted Nam and 
D’Agostino χ2 statistic among the 50 datasets is again around 16 (the range of ෠ܲnew typically (0 to 
0.3)).   
Figure 2.15c (event rate=50% for the local population, event rate=5% for the reference 
population) shows the range of ∆β෠ is (-0.37 to 0.48) and the highest adjusted Nam and 
D’Agostino χ2statistic among the 50 datasets is around 53 (the range of ෠ܲnew (0 to 1)).  Given that 
the range of ∆β෠ is similar between Figure 2.15b and Figure 2.15c but their effect on calibration 
are different, we can conclude that the range of ෠ܲnew may have an effect on the magnitude of 
calibration: the range of ෠ܲnew in figure 2.15b is roughly between 0 and 0.3 while the range of ෠ܲnew 
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in Figure 2.15c is roughly between 0 and 1, so the wider the range of ෠ܲnew may contribute to 
higher calibration χ2 statistic.  Figure 2.15d (event rate=50% for local population, event rate=90% 
for reference population) shows the range of ∆β෠ equal to (-0.16 to 0.17), the range of ෠ܲnew is 
around (0.1 to 1.0) and the highest adjusted Nam and D’Agostino χ2 statistic among the 50 
datasets is around 24.  Given the range of ෠ܲnew is similar between Figure 2.15c and Figure 2.15d, 
while the range of ∆β෠ is quite different, this suggests that the range of ∆β෠ may also affect the 
magnitude of calibration: The wider the range of ∆β෠, the higher the calibration χ2 statistic.   
For simulated data with γ=0.5, σ=4 for the local population and γ=2, σ=0.5 for the 
reference population (Figures 2.16a-d), Figure 2.16a (event rate=5% for the local population, 
event rate=5% for the reference population) shows the range of ∆β෠ equal to (-0.56 to 0.53) and 
the highest adjusted Nam and D’Agostino χ2 statistic among the 50 simulated datasets is around 
31 (the range of ෠ܲnew is (0 to 1)).  Comparing Figure 2.15a with Figure 2.16a, we notice that 
Figure 2.15a may have a slightly wider range of ∆β෠, but Figure 2.16a has a much wider range of 
෠ܲnew and this may contribute to the higher calibration χ2 statistic in Figure 2.16a.  Figure 2.16b 
(event rate=5% for the local population, event rate=50% for the reference population) shows the 
range of ∆β෠ equal to (-0.17 to 0.18) and the highest adjusted Nam and D’Agostino χ2 statistic 
among the 50 datasets is around 9 (the range of ෠ܲnew is (0 to 1.0)).  Comparing Figure 2.16a with 
Figure 2.16b, we note that both Figure 2.16a and Figure 2.16b have a similar range of ෠ܲnew, 
however, Figure 2.16a may have a wider range of ∆β෠, and this may contribute to the higher 
calibration χ2 statistic in Figure 2.16a.   
Figure 2.16c (event rate=50% for the local population, event rate=5% for the reference 
population) shows the range of ∆β෠ equal to (-0.46 to 0.52) and the highest adjusted Nam and 
D’Agostino χ2 statistic among the 50 datasets is around 135 (the range of ෠ܲnew is (0 to 1)).  
Comparing Figure 2.16a with Figure 2.16c, both Figure 2.16a and Figure 2.16c have similar 
range of ෠ܲnew and ∆β෠, however, ෠ܲnew in Figure 2.16a may be more clustered close to 0 or <0.5 
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while ෠ܲnew in Figure 2.16c may be distributed more evenly between 0 to 1, and this may contribute 
to the higher calibration χ2 statistic in Figure 2.16c.  Figure 2.16d (event rate=50% for the local 
population, event rate=90% for the reference population) shows the range of ∆β෠ equal to (-0.17 to 
0.13) and the highest adjusted Nam and D’Agostino χ2 statistic among the 50 datasets is around 
19 (the range of ෠ܲnew is (0 to 1.0)).  Comparing Figure 2.16c with Figure 2.16d, both Figure 2.16c 
and Figure 2.16d have similar range of ෠ܲnew, while the range of ∆β෠ is quite different, again 
showing that the range of ∆β෠ may also have an impact on the magnitude of calibration: the wider 
the range of ∆β෠, the higher the calibration χ2 statistic. This may contribute to the higher calibration 
χ2 statistic in Figure 2.16c.   
For simulated data with γ=0.5, σ=4 for the local population and γ=2, σ=4 for the reference 
population (Figures 2.17a-d), Figure 2.17a (event rate=5% for the local population, event rate=5% 
for the reference population) shows the range of ∆β෠ equal to (-0.19 to 0.20) and the highest 
adjusted Nam and D’Agostino χ2 statistic among the 50 datasets is around 7.4 (the range of ෠ܲnew 
is (0 to 1.0)).  Figure 2.17b (event rate=5% for the local population, event rate=50% for the 
reference population) shows the range of ∆β෠ equal to (-0.12 to 0.18) and the highest adjusted 
Nam and D’Agostino χ2 statistic among the 50 datasets is around 7.3 (the range of ෠ܲnew is (0 to 
1.0)).  Figure 2.17c (event rate=50% for the local population, event rate=5% for the reference 
population) shows the range of ∆β෠ equal to (-0.13 to 0.16) and the highest adjusted Nam and 
D’Agostino χ2 statistic among the 50 datasets is around 22.4 (the range of ෠ܲnew is (0 to 1.0)).  
Figure 2.17d (event rate=50% for the local population, event rate=90% for the reference 
population) shows the range of ∆β෠ equal to (-0.04 to 0.07) and the highest adjusted Nam and 
D’Agostino χ2 statistic among the 50 datasets is around 18.7 (the range of ෠ܲnew is (0 to 1.0)).   
Overall Figures 2.16b, 2.17a and 2.17b are quite similar for the range of ෠ܲnew and ∆β෠, as 
well as for the highest adjusted Nam and D’Agostino calibration χ2 statistic (9, 7.4, and 7.3, 
respectively).  Figures 2.15d, 2.16d and 2.17c are also quite similar for the range of ෠ܲnew and ∆β෠, 
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the highest adjusted Nam and D’Agostino calibration χ2 statistics of Figures 2.15d, 2.16d and 
2.17c (24, 19, and 22, respectively) are similar but relatively higher than the highest calibration χ2 
statistic of Figures 2.16b, 2.17a and 2.17b.  This is possible due to the fact that values of ෠ܲnew in 
Figures 2.16b, 2.17a and 2.17b are more clustered close to 0 or <0.5 while the values of ෠ܲnew in 
Figures 2.15d, 2.16d and 2.17c are distributed more evenly between 0 to 1, and this may 
contribute to the higher calibration χ2 statistic in Figures 2.15d, 2.16d and 2.17c than in Figures 
2.16b, 2.17a and 2.17b.  Comparing Figure 2.16d with Figure 2.17d, we notice that both Figure 
2.16d and Figure 2.17d have similar range of ෠ܲnew but the range of ∆β෠ in Figure 2.16d is wider 
than for Figure 2.17d and the highest adjusted Nam and D’Agostino χ2 statistic among the 50 
datasets are quite similar between Figure 2.16d and Figure 2.17d. The range of ∆β෠ in Figure 
2.16d is wider but the calibration χ2 statistic is still low further suggesting the good robustness of 
෠ܲnew since in real life clinical data, ∆β෠ could not be always small for all datasets.  A “V” type curve 
could be seen in Figures 2.15c, 2.16a and 2.16c, and this shows the adjusted Nam and 
D’Agostino χ2 statistics are higher when |∆β෠ | is large and the values of ෠ܲnew are distributed to 
close to 1.  
In summary, when β෠ local≈β෠ reference, the calibration of ෠ܲnew is almost always good.  When 
β෠ local differs from β෠ reference, the size of ∆β෠, the range and the distribution of the true risk represented 
by ෠ܲcox or ෠ܲnew would all influence the calibration.  Generally, a bigger ∆β෠ and a wider range of the 
true risk (represented by ෠ܲcox or ෠ܲnew), as well as higher values of the true risk (represented by 
෠ܲcox or ෠ܲnew) contribute to higher Nam and D’Agostino χ2 statistic (worse calibration). 
 
2.4.7 The relationship between S0(t) and Kaplan-Meier estimates 
The plots of the ratio of S0(t)/KM (Kaplan-Meier estimates) over a wide range of event 
rates of the simulated data (Figure 2.18-2.20) show that no matter what the Weibull shape 
parameter γ is (0.5, 1, or 2), when σ=0.5, the ratio of S0(t)/KM is close to 1 from low event rates 
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until around 60%, then it drops below 1 when the event rate is over 60%;  When σ=1, the ratio of 
S0(t)/KM rises from around 1 for low event rates to above 1, and peaks around the event rate of 
40% with the ratio close to 1.1. Then it drops below 1 when the event rate is over 60%.  When 
σ=2, the ratio of S0(t)/KM rises from around 1 for the low event rates to above 1, and it peaks 
around the event rate of 35% with the ratio around 1.2,  then it drops below 1 when the event rate 
is above 55%;  When σ=4, the ratio of S0(t)/KM rises from around 1 for the low event rates to 
above 1, and it peaks around the event rate of 40% with the ratio around 1.4,  then it drops below 
1 when the event rate exceeds 55%.  For all of the above conditions when the event rates are 
around 50-55%, the ratio of S0(t)/KM is close to 1.  As mentioned earlier, the re-calibration 
method ෠ܲadj proposed by D’Agostino el al. [7] depends on how close the ratio of S0Local(t)/KMLocal is 
to 1.  It could be expected that when σ=0.5 in the local population (i.e. the spread of the risk 
factor is narrow), ෠ܲadj should perform well (Figures 2.7d, 2.8d, 2.9d) or when the event rate is 
close to 50% (Figure 2.14d) even for local populations with wide spread of the risk factors.  If 
these conditions are not satisfied, ෠ܲadj should perform poorly (Figures 2.1d, 2.2d, 2.3d, 2.4d, 2.5d, 
2.6d, 2.10d, 2.11d, and 2.12d).  
 
2.4.8 When the adjusted version of the Nam and D’Agostino χ2statistic is used 
When the “adjusted” version of the Nam and D’Agostino χ2 statistic was used to verify 
and compare different re-calibrated risk prediction functions, the major conclusions remained the 
same, and the amount of “noise” and the number of outliers were smaller compared with the 
original version of the Nam and D’Agostino χ2statistic (Tables 2.193-2.208, with γ=0.5, σ=0.5, 1, 2 
and 4 for local population, γ=2, σ=0.5, 1, 2 and 4 for reference population; Tables 2.209-2.224, 
with γ=1, σ=0.5, 1, 2 and 4 for local population, γ=1, σ=0.5, 1, 2 and 4 for reference population; 
Tables 2.225-2.240, with γ=0.5, σ=0.5, 1, 2 and 4 for local population, γ=2, σ=0.5, 1, 2 and 4 for 
reference population).  For example, when γ=0.5, σ=0.5 for the local population and γ=2, σ=0.5 
for the reference population, at the local /reference event rates of 50%/5%, the median (5th, 
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95thpercentile) of the calibration χ2 using the original version of the Nam and D’Agostino χ2 
statistic versus the adjusted version for ෠ܲcox are 6.5 (2.6, 16.5) (Table 2.9) versus 6.4 (2.6, 16.1) 
(Table 2.193), respectively.  Similarly, for ෠ܲnew at the local / reference event rates of 50%/5%, the 
median (5th, 95th percentile) of the calibration χ2 using the original version of the Nam and 
D’Agostino χ2 statistic versus the adjusted version are 11.9 (3.9, 32.4) (Table 2.9) versus 11.7 
(3.8, 31.7) (Table 2.193), respectively. 
The reductions in the adjusted calibration χ2 are moderate and overall consistent when 
the mean predicted risk in any decile is not close to 0 or 1.  Under certain conditions with some 
extreme distributions, especially when the σ for the local population is large, the chances to have 
outliers are also higher and the reductions of the adjusted calibration χ2 could be more evident.  
For example, when γ=0.5, σ=4 for the local population and γ=2, σ=0.5 for the reference 
population, at the local/reference event rates of 50%/5%, the median (5th, 95th percentile) of 
calibration χ2 statistic for ෠ܲnew using the original version of the Nam and D’Agostino χ2 statistic 
versus the adjusted version are 12.8 (3.1, 118.6) (Table 2.117) versus 10.2 (1.9, 51.1) (Table 
2.205), respectively.  Meanwhile, the median (5th, 95th percentile) of the calibration χ2 using the 
original version of the Nam and D’Agostino χ2statistic versus the adjusted version for ෠ܲcox at event 
rates 50%/5% are 6.6 (2.3, 17.9) (Table 2.117) versus 4.9 (1.4, 12.1) (Table 2.205), respectively. 
Still, these differences are unlikely to be considered meaningful. 
 
2.4.9 Discrimination of prediction risk functions in different simulated data sets 
The discrimination is a measure of the model’s ability to distinguish events from non-
events and those who develop events earlier from those who develop them later.  The method of 
the overall C proposed by Harrell and worked out by Pencina & D’Agostino [24] was used to 
verify and compare the above different re-calibrated risks in their discriminatory capacity for 
survival data.  As a reference, we note that C value equal to 0.5 means no ability to distinguish 
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events from non-events at all and a C value equal to 1 means the ability to distinguish events 
from non-events perfectly.   
The median (5th, 95th percentile) of the discrimination overall C statistic for	 ෠ܲcox, ෠ܲnew, 
෠ܲnew2, ෠ܲBrindle2, and ෠ܲadj applied to 50 independent simulated datasets at different event rates 
(same datasets that were used to assess calibration) are shown in Tables 2.241-2.256 (γ=0.5, 
σ=0.5, 1, 2 and 4 for local population, γ=2, σ=0.5, 1, 2 and 4 for reference population), Tables 
2.257-2.272 (γ=1, σ=0.5, 1, 2 and 4 for local population, γ=1, σ=0.5, 1, 2 and 4 for reference 
population), and Tables 2.273-2.288 (γ=2, σ=0.5, 1, 2 and 4 for local population, γ=0.5, σ=0.5, 1, 
2 and 4 for reference population).     
Not surprisingly, the C values for ෠ܲcox are positively correlated with the σ of the linear 
predictor of the local population, i.e. when the spread of the risk in local population is wider, the 
ability of a prediction function such as ෠ܲcox to distinguish events from non-events based on their 
survival is better.  The medians of the C values for ෠ܲcox are around 0.6396 when the σ of the 
linear predictor in the local population is 0.5 and decrease very slightly with increasing event rates 
in the local population (Tables 2.241 to 2.244).  When the σ of the linear predictor in the local 
population is 1, the median of C values for ෠ܲcox is around 0.7497 at the local event rate 5% and 
slightly decreases with increasing event rates in local population (to a median of C=0.7349 for the 
local event rate 50%) (Tables 2.245 to 2.248).  When the σ of linear predictor in the local 
population is 2, the median of C values of ෠ܲcox is around 0.9001 for the local event rates of 5% 
and decreases with increasing event rates in the local population (to a median of C=0.8444 for 
the local event rate 50%) (Tables 2.249 to 2.252).  .  When the σ of the linear predictor for the 
local population is 4, the median of C values for ෠ܲcox is around 0.9719 for the local event rate of 
5% and decreases with increasing event rates in the local population (to a median of C=0.9139 
for the local event rate 50%) (Tables 2.253 to 2.256).    
When the σ of the linear predictor in the local population is 0.5 or 1, the medians (5th, 95th 
percentile) of the C values (discrimination) of ෠ܲnew, ෠ܲnew2, and ෠ܲadj are almost identical to the 
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medians (5th, 95th percentile) of C values of ෠ܲcox for all combinations of the local event rates and 
reference event rates, and for σ values of 0.5, 1, 2, and 4 of the linear predictor in the reference 
population.  There are small differences between the medians (5th, 95th percentile) of the C values 
of ෠ܲBrindle2 versus ෠ܲcox for very few combinations of the local event rates and the reference event 
rates when the σ of linear predictor in the local population is 0.5 and for some combinations of the 
local event rates and reference event rates when the σ of the linear predictor in the local 
population is 1.    
When the σ of the linear predictor in the local population is 2, for most combinations of 
the local event rates and reference event rates, and for σ values of 0.5, 1, 2, and 4 of the linear 
predictor in the reference population, the medians (5th, 95th percentile) of the C values for ෠ܲnew, 
෠ܲnew2, as well as ෠ܲadj are still identical to the medians (5th, 95th percentile) of the C values of ෠ܲcox 
but for some combinations of the local event rates and reference event rates, there are small 
differences between the medians (5th, 95th percentile) of the C values for ෠ܲcox and ෠ܲnew, ෠ܲnew2, as 
well as ෠ܲadj. There are small differences between the medians (5th, 95th percentile) of the C values 
of ෠ܲBrindle2 and ෠ܲcox for most combinations of the local event rates and the reference event rates.   
When the σ of the linear predictor in the local population is 4, for most combinations of 
the local and reference event rates, and for σ values of 0.5, 1, 2, and 4 in the reference 
population, there are small differences between the medians (5th, 95th percentile) of the C values 
for ෠ܲcox and ෠ܲnew, ෠ܲnew2.  There are small differences between the medians (5th, 95th percentile) of 
the C values of ෠ܲcox and ෠ܲBrindle2, as well as ෠ܲadj for almost all combinations of the local event rates 
and the reference event rates.  The C values of ෠ܲBrindle2, as well as ෠ܲadj are generally lower than 
the C values of ෠ܲcox.   
 
2.5. Discussion and Conclusion 
We start by noting that ෠ܲnew is the best of the re-calibrated risks considered and comes close to 
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the local cohort’s own model’s ෠ܲcox. The calibration results obtained under different conditions 
generated from the simulated data indicate the calibration of ෠ܲnew is determined by ∆β෠, the 
difference in the regression coefficient of the linear predictor between the reference and local 
cohort (i.e. the measure of over-dispersion) as well as the distribution and/or the range of the risk 
itself (could be represented by ෠ܲcox, or ෠ܲnew).  When ∆β෠ is small, the performance of ෠ܲnew is almost 
as good as that of ෠ܲcox.  Even when ∆β෠ is not very small, it is not necessarily always detrimental 
to the calibration.  For example in Figure 2.16d (γ=0.5, σ=4, event rate=50% for the local 
population, γ=2, σ=0.5, event rate=90% for the reference population), the range of ∆β෠ is (-0.17 to 
0.13) and the highest adjusted Nam and D’Agostino χ2 statistic among the 50 datasets is only 
around 19 (the range of ෠ܲnew is (0 to 1.0)). If ෠ܲnew falls closer to true risk than	 ෠ܲcox, the calibration 
of ෠ܲnew could be even better than the calibration of ෠ܲcox so the ratio of the adjusted Nam and 
D’Agostino χ2 statistic for ෠ܲnew over the adjusted Nam and D’Agostino χ2 statistic for ෠ܲcox could be 
less than 1.  If ෠ܲnew falls further away from the true risk than ෠ܲcox, then the ratio of the adjusted 
Nam and D’Agostino χ2 statistic for ෠ܲnew over the adjusted Nam and D’Agostino χ2 statistic for ෠ܲcox 
would be greater than 1.   
 ෠ܲnew offers the best re-calibration method but it requires fairly detailed data input. 
Fortunately, the simulations-based ෠ܲnew2 performs reasonably well for a wide range of the 
simulated scenarios. ෠ܲnew always performed slightly better than ෠ܲnew2 or almost same as ෠ܲnew2 
when the σ of the linear predictor in the local population is small.  When the σ of the linear 
predictor in the local population is large,	 ෠ܲnew performed generally better than ෠ܲnew2 since the 
chances for the simulated data based on the mean and standard deviation of the risk factors of 
the local population to be farther from the real distribution of the local population are higher.   
Overall, we recommend ෠ܲnew to be used to transport the risk predictions between populations if 
the detailed information on risk factors (or linear predictors) in the new local population is known.  
If the detailed information on risk factors (or linear predictors) in the new local population are not 
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known, but the mean, standard deviation or prevalence of the risk factor iX are known, we 
recommend ෠ܲnew2 as an alternative re-calibration method to be used to transport the risk 
predictions between populations.  In the next chapter we further evaluate these re-calibration 
methods in real life clinical data.  
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                                                               Chapter 3  
Transportation of risk prediction function to other population using real 
population data: re-calibration and discrimination  
3.1 Transportation of Framingham Coronary Heart Disease (CHD) risk prediction function 
to Singapore Consortium of Cohort Study data (SCCS, men and women): re-calibration 
and discrimination  
3.1.1 Introduction 
In the previous chapter, the proposed re-calibration methods for risk prediction functions 
transported from a reference population to a local population have been evaluated using 
simulated data.  In this chapter we illustrate their practical applications in actual clinical data.  In 
this section we present applications of Framingham risk prediction models for CHD (Coronary 
Heart Disease) to Singapore Consortium of Cohort Study data (SCCS, men and women).  The 
SCCS data provide a unique opportunity to investigate the impact of subgroups within a cohort as 
well as smaller sample size on the calibration and discrimination of these re-calibrated prediction 
functions.   
 
3.1.2 SCCS Cohort and the re-calibrated risk prediction functions to be evaluated 
The Singapore Consortium of Cohort Studies (SCCS) is a long-term health study.  The subjects 
in this SCCS data were followed for 5 years to assess the risk for CHD and the range of age at 
the start of follow-up is 30-74 years.  There are 1896 men in SCCS data, including 1204 Chinese, 
350 Malays, and 342 Indians.  There are 2036 women in SCCS data, including 1289 Chinese, 
400 Malays, and 347 Indians.  The information of risk factors for CHD was collected following the 
example of Framingham Heart Study described by D’Agostino et al [7].   The Framingham risk 
prediction models for CHD which we intend to transport to Singapore population were described 
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by D’Agostino et al [7].  The re-calibrated risk prediction functions to be evaluated against ෠ܲcox 
using SCCS data are	 ෠ܲnew, ෠ܲnew2, ෠ܲunadj, ෠ܲunadj2, ෠ܲadj, ෠ܲBrindle, ෠ܲBrindle2, which have been described in 
chapters 1 and 2.         
Specifically, we define:  
 SCCSiSCCSiSCCSi XX
i
SCCScox tSP
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 SCCSiSCCSiFHSi XX
i
new tSP
,,,exp
)(1ˆ
       (7) 
The procedure to obtain )(tS in equation (7) was described in Chapter 2. 
 SCCSiSCCSiFHSi XX
simulated inew tSP ,,,
exp)(1ˆ 2
     (8) 
The procedure to obtain simulatedtS )(  was also described in Chapter 2. 
 
3.1.3 Comparing regression coefficients between Framingham data and SCCS data 
Tables 3.1-3.4 compare regression coefficients β of the risk factors in the Cox model 
between Framingham function and the risk functions for SCCS men (Table 3.1), Chinese, Malay, 
Indian from SCCS men (Table 3.3), SCCS women (Table 3.2), Chinese, Malay, Indian from 
SCCS women (Table 3.4), respectively.  Among all risk factors (age, diastolic blood pressure, 
total cholesterol, HDL, diabetes, smoking), the β coefficients of most of the risk factors are not 
significantly different between Framingham function and SCCS risk functions, however, β෠smoke is 
significantly different between Framingham (FHS) men and SCCS men (Table 3.1), β෠diabetes and 
β෠smoke are significantly different between FHS men and SCCS Chinese men (Table 3.3);  β෠ு஽௅ழଷହ 
and β෠ଶ଴଴ஸ்஼௅ஸଶସ଴ are significantly different between Framingham (FHS) women and SCCS Indian 
women (Table 3.4).   
 
3.1.4 Verification and comparison of re-calibration methods in SCCS data 
3.1.4.1 Calibration and Discrimination of re-calibration methods in SCCS data 
Discrimination and Calibration of the re-calibrated risk functions proposed above were 
verified and compared with the proportional hazards Cox model developed from its own data 
(Table 3.5 & 3.6).  For SCCS Men, the discrimination (or C statistic) for ෠ܲcox is 0.81, while the 
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discriminations for ෠ܲnew, ෠ܲnew2, ෠ܲunadj, ෠ܲunadj2, ෠ܲBrindle, ෠ܲBrindle2, and ෠ܲadj are all 0.77 so the 
discriminations of these re-calibrated risk functions are slightly lower than that of the proportional 
hazards Cox model developed from its own data (Table 3.5).  The calibration χ2 statistic (Nam 
and D’Agostino χ2 statistic) for ෠ܲcox is 14.5, which theoretically should be the best performance 
that other re-calibration methods should try to reach.  Most of the re-calibration methods for risk 
functions investigated in this thesis performed well in this example with the Nam and D’Agostino 
χ2 statistic for ෠ܲnew, ෠ܲnew2, ෠ܲBrindle, ෠ܲBrindle2 equal to 12.1, 11.6, 11.9 and 11.9, respectively. It is 
worth noting that in the direct application of Framingham risk function to SCCS men population 
෠ܲunadj performed well with the Nam and D’Agostino χ2 statistic of 12.4 while the Nam and 
D’Agostino χ2 statistic of ෠ܲunadj2 is 13.6.  The Nam and D’Agostino χ2 statistic and the adjusted 
Nam and D’Agostino χ2 statistic for ෠ܲadj are 25.9 and 23.0 respectively.  This was the only re-
calibration method with the calibration χ2 statistic above 20.  This also indicated that it is likely 
there were no outliers in a risk decile with few events: otherwise the difference between the Nam 
and D’Agostino χ2 statistic and the adjusted Nam and D’Agostino χ2 statistic would be greater 
(Table 3.6).  
For SCCS Women, the discrimination (or C statistic) for ෠ܲcox is 0.84, while the 
discriminations for ෠ܲnew, ෠ܲnew2, ෠ܲunadj, ෠ܲunadj2, ෠ܲBrindle, ෠ܲBrindle2, and ෠ܲadj are all 0.82 so the 
discriminations of these re-calibrated risk functions are slightly lower than that of the proportional 
hazards Cox model developed from its own data (Table 3.5).  The Nam and D’Agostino χ2 
statistic for ෠ܲcox is 5.6 and the calibrations for ෠ܲnew, ෠ܲnew2, ෠ܲBrindle, ෠ܲBrindle2 are all excellent with χ2 
statistic 7.7, 8.4, 7.8 and 7.6, respectively.  In the direct application of the Framingham risk 
function to SCCS Chinese women ෠ܲunadj performed well with the Nam and D’Agostino  χ2 statistic 
of 10.9 while the Nam and D’Agostino χ2 statistic of ෠ܲunadj2 is 8.1.  The Nam and D’Agostino χ2 
statistic and the adjusted Nam and D’Agostinoχ2 statistic for ෠ܲadj are 30.9 and 27.2 respectively, 
which is the only method with the calibration χ2 statistic above 20.  We also conclude that outliers 
may not play a role here (Table 3.6).   
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3.1.4.2 Calibration and Discrimination of re-calibration methods in sub-groups of SCCS 
Men data 
There are 1896 men in SCCS data, including 1204 Chinese, 350 Malays, and 342 
Indians.  For SCCS Chinese Men, the discrimination (or C statistic) for ෠ܲcox is 0.83, while the 
discriminations for ෠ܲnew, ෠ܲnew2, ෠ܲunadj, ෠ܲunadj2, ෠ܲBrindle, ෠ܲBrindle2, and ෠ܲadj are all 0.76 (Table 3.5).  The 
Nam and D’Agostino χ2 statistic for ෠ܲcox is 10.1.  The Nam and D’Agostino  χ2 statistic for ෠ܲnew, 
෠ܲnew2, ෠ܲunadj, ෠ܲunadj2, ෠ܲBrindle, and ෠ܲBrindle2 are 8.5, 8.2, 12.3, 17.3, 8.4, and 8.4, respectively.  The 
Nam and D’Agostinoχ2 statistic and the adjusted Nam and D’Agostinoχ2 statistic for ෠ܲadj are 12.6 
and 10.1 respectively (Table 3.6).  
For SCCS Malay Men, the discrimination (or C statistic) for ෠ܲcox is 0.82, while the 
discriminations for ෠ܲnew, ෠ܲnew2, ෠ܲunadj, ෠ܲunadj2, ෠ܲBrindle, ෠ܲBrindle2, and ෠ܲadj are all 0.76 (Table 3.5).  The 
Nam and D’Agostino χ2 statistic for ෠ܲcox is 9.1.  The Nam and D’Agostino χ2 statistic for ෠ܲnew, 
෠ܲnew2, ෠ܲunadj, ෠ܲunadj2, ෠ܲBrindle, and ෠ܲBrindle2 are 10.7, 10.4, 9.8, 9.0, 10.4, and 10.5, respectively.  The 
Nam and D’Agostinoχ2 statistic and the adjusted Nam and D’Agostinoχ2 statistic for ෠ܲadj are 9.7 
and 5.7 respectively (Table 3.6).  
For SCCS Indian Men, the discrimination (or C statistic) for ෠ܲcox is 0.80, while the 
discriminations for ෠ܲnew, ෠ܲnew2, ෠ܲunadj, ෠ܲunadj2, ෠ܲBrindle, ෠ܲBrindle2, and ෠ܲadj are all 0.75 (Table 3.5).  The 
Nam and D’Agostino χ2 statistic for ෠ܲcox is 12.4.  The Nam and D’Agostino calibration χ2 statistic 
for ෠ܲnew, ෠ܲnew2, ෠ܲadj, ෠ܲBrindle, and ෠ܲBrindle2 are 10.9, 11.9, 13.2, 11.4, and 11.5, respectively.  The 
Nam and D’Agostinoχ2 statistic and the adjusted Nam and D’Agostinoχ2 statistic for ෠ܲunadj are 28.0 
and 14.5 respectively.  The Nam and D’Agostino χ2 statistic and the adjusted Nam and 
D’Agostino χ2 statistic for ෠ܲunadj2 are 33.7 and 16.9 respectively (Table 3.6).  
 
3.1.4.3 Calibration and Discrimination of re-calibration methods in sub-groups of SCCS 
Women data 
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There are 2036 women in SCCS data, including 1289 Chinese, 400 Malays, and 347 
Indians.  For SCCS Chinese women, the discrimination (or C statistic) for ෠ܲcox is 0.92, while the 
discriminations for ෠ܲnew, ෠ܲnew2, ෠ܲunadj, ෠ܲunadj2, ෠ܲBrindle, ෠ܲBrindle2, and ෠ܲadj are all 0.88 (Table 3.5).  The 
Nam and D’Agostino χ2 statistic for ෠ܲcox is 6.9.  The Nam and D’Agostino χ2 statistic for ෠ܲnew, 
෠ܲnew2, ෠ܲunadj, ෠ܲunadj2, ෠ܲBrindle, and ෠ܲBrindle2 are 9.3, 8.6, 10.5, 9.2, 9.3, and 9.3, respectively.  The 
Nam and D’Agostino χ2 statistic and the adjusted Nam and D’Agostinoχ2 statistic for ෠ܲadj are 17.3 
and 13.2 respectively (Table 3.6).  
For SCCS Malay women, the discrimination (or C statistic) for ෠ܲcox, ෠ܲnew, ෠ܲnew2, ෠ܲunadj, 
෠ܲunadj2, ෠ܲBrindle, ෠ܲBrindle2, and ෠ܲadj are 0.92 so the discriminations of these re-calibrated risk functions 
are close to that of the proportional hazards Cox model developed from its own data (Table 3.5).  
The Nam and D’Agostino χ2 statistic for ෠ܲcox is 2.5.  The Nam and D’Agostino χ2 statistic for ෠ܲnew, 
෠ܲnew2, ෠ܲunadj, ෠ܲunadj2, ෠ܲBrindle, ෠ܲBrindle2, and ෠ܲadj are 2.5, 2.3, 2.2, 2.2, 2.5, 2.5, and 5.6 respectively.  
The great performance of these re-calibration methods indicates that the small sample size 
(n=400) and/or small number of events (n=18) may not necessarily be a hurdle in transportation 
of risk prediction functions between populations especially when the sample size in the reference 
population is adequate (Table 3.6).  The above results show that the risk function for Malay 
women in SCCS data is very similar to Framingham risk function for women in Framingham data.  
For SCCS Indian women, the discrimination C statistic for ෠ܲcox is 0.82, while the 
discriminations for ෠ܲnew, ෠ܲnew2, ෠ܲunadj, ෠ܲunadj2, ෠ܲBrindle, ෠ܲBrindle2, and ෠ܲadj are all 0.63 so the 
discriminations of these re-calibrated risk functions are much lower than that of the proportional 
hazards Cox model developed from its own data (Table 3.5).  The Nam and D’Agostino χ2 statistic 
and adjusted Nam and D’Agostino χ2 statistics for ෠ܲcox are 5.6 and 1.4 respectively.  The Nam and 
D’Agostino χ2 statistic for ෠ܲnew, ෠ܲnew2, ෠ܲunadj, ෠ܲunadj2, ෠ܲBrindle, ෠ܲBrindle2, and ෠ܲadj are 32.1, 27.5, 76.7, 
52.7, 33.0 and 32.7, respectively.  The adjusted Nam and D’Agostino χ2 statistic for ෠ܲnew, ෠ܲnew2, 
෠ܲunadj, ෠ܲunadj2, ෠ܲBrindle, ෠ܲBrindle2, and ෠ܲadj are 4.9, 5.3, 5.1, 4.7, 5.0, 5.0, and 11.5, respectively.  The 
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drastic contrast between Nam and D’Agostinoχ2 statistic and adjusted Nam and D’Agostinoχ2 
statistic indicates that outliers may play a role here (Table 3.6).   
It was found that a 33.6 years old Indian woman with blood pressure sbp<120 & dpb<80, 
total Cholesterol <160 mg/dL, 35 mg/dL<HDL-C<45 mg/dL, no diabetes, non-smoker had CHD 
1.9 years from the start of the follow-up.  The ෠ܲnew for this person is 0.17%, i.e., according to ෠ܲnew 
which was jointly based on FHS risk function and the mean incident rate of SCCS Indian women 
data, this subject should have a very low chance to have CHD.  Due to this outlier, the mean 
predicted risk of the first decile from ෠ܲnew is 0.12%, however, the mean incident rate of the first 
decile is 2.9%, so this decile alone contributed 21.8 to Nam and D’Agostino χ2 statistic, but only 
0.9 to the adjusted Nam and D’Agostino χ2 statistic.  In reality, both 0.12% and 2.9% are relatively 
small and the Nam and D’Agostino χ2 statistic make them look much worse, and the adjusted 
Nam and D’Agostino χ2 statistic makes it more reasonable.    
When this subject was included in all SCCS Women data (n=2036), due to this outlier, 
the mean predicted risk of the second decile from ෠ܲnew is 0.1%, the mean incidence rate of the 
second decile is 0.5%, so this decile contributed 3.2 to Nam and D’Agostino χ2 statistic and 0.5 to 
the adjusted Nam and D’Agostino χ2 statistic.  It looks like a study population data with a larger 
sample size and/or more events may tolerate outliers better.  After the transportation has been 
done (including this women), to investigate the impact of this outlier on the results, a sensitivity 
analysis was run to remove this woman and obtain the discrimination and calibration. The Nam 
and D’Agostino χ2 statistic for ෠ܲcox, ෠ܲnew, ෠ܲnew2, ෠ܲunadj, ෠ܲunadj2, ෠ܲBrindle, ෠ܲBrindle2, and ෠ܲadj were 
improved to 4.4, 10.3, 9.4, 25.4, 16.7, 10.6, 10.5, and 14.0, respectively.  The adjusted Nam and 
D’Agostino χ2 statistic for ෠ܲcox, ෠ܲnew, ෠ܲnew2, ෠ܲunadj, ෠ܲunadj2, ෠ܲBrindle, ෠ܲBrindle2, and ෠ܲadj are 1.2, 4.1, 4.5, 
4.2, 3.8, 4.2, 4.1, and 10.8, respectively (Table 3.6).  It looks like even with the study population 
with a smaller sample size, these re-calibration methods performed well with all other subjects 
except the outliers.  The discrimination C statistic of ෠ܲcox for SCCS Indian women excluding this 
subject was improved to 0.85, while the discriminations for ෠ܲnew, ෠ܲnew2, ෠ܲBrindle2, ෠ܲunadj and ෠ܲadj 
43 
 
 
were all improved to 0.71 but were still much lower than 0.85 (Table 3.5).  After this one outlier 
was removed, β෠ு஽௅ழଷହ and β෠ଶ଴଴ஸ்஼௅ஸଶସ଴ are still significantly different between Framingham (FHS) 
women and SCCS Indian women with p=0.05 for both risk factors.   
It is possible either there are more outliers or overall the association between the CHD 
risk and the risk factors are quite different between Framingham (FHS) women data and SCCS 
Indian women data.  We removed three more potential outliers (total four removed), β෠ு஽௅ழଷହ is 
still significantly different between Framingham (FHS) women and SCCS Indian women with 
p=0.01 while β෠ு஽௅ஹ଺଴ and β෠்஼௅ஹଶ଼଴ are borderline significantly different between Framingham 
(FHS) women and SCCS Indian women with p=0.07 and 0.08, respectively.  The Nam and 
D’Agostino χ2 statistic for ෠ܲcox, ෠ܲnew, ෠ܲnew2, ෠ܲunadj, ෠ܲunadj2, ෠ܲBrindle, ෠ܲBrindle2, and ෠ܲadj were changed to 
2.2, 6.9, 7.2, 12.9, 8.9, 7.1, 7.0, and 15.0, respectively.  The adjusted Nam and D’Agostino χ2 
statistic for ෠ܲcox, ෠ܲnew, ෠ܲnew2, ෠ܲunadj, ෠ܲunadj2, ෠ܲBrindle, ෠ܲBrindle2, and ෠ܲadj are 0.9, 3.4, 4.0, 2.9, 2.7, 3.5, 
3.4, and 11.2, respectively (not shown).  The discrimination C statistic of ෠ܲcox for SCCS Indian 
women excluding four potential outliers was improved to 0.95, while the discriminations for ෠ܲnew, 
෠ܲnew2, ෠ܲBrindle2, ෠ܲunadj and ෠ܲadj were all improved to 0.79 but were still much lower than 0.95 (not 
shown).  Although further study is still needed to have a reasonable sample size in SCCS Indian 
women data, it is likely the overall relationship between the CHD risk and the risk factors are quite 
different between Framingham (FHS) women data and SCCS Indian women data and it is not 
limited to a few outliers.  It is this kind of local population we need to identify and avoid when we 
intend to transport an established risk function from a reference population.  It seems the 
discrimination may suffer more than the calibration even after the outliers are removed since the 
overall C statistic used to evaluate the discrimination is purely rank order based which is sensitive 
to the differences of the β coefficients for risk factors between the local and reference 
populations.    
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3.1.4.4 Stratified Risk Function for SCCS data 
Three distinct race groups in the SCCS data provided an opportunity to investigate the 
impact of subgroups in a population on the calibration and discrimination of the re-calibration 
methods.  The sample sizes are different among these three groups and so are the CHD event 
rates (3.2% for overall SCCS men, 2.1% for Chinese men, 2.9% for Malay men, 7.6% for Indian 
men; 1.2% for overall SCCS women, 0.9% for Chinese women, 2.3% for Malay women, 7.8% for 
Indian women, respectively). In this section we investigate the impact of running a race-stratified 
Cox model on the results. 
Stratified (by race) proportional hazards Cox model was used to obtain ෠ܲcox_stratified for the 
overall SCCS data.  For SCCS men, the discrimination (or C statistic) of ෠ܲcox_stratified is 0.83; the 
Nam and D’Agostino calibration χ2 statistic and the adjusted Nam and D’Agostino χ2 statistics of 
෠ܲcox_stratified are 9.6 and 7.3, respectively.  For SCCS women, the discrimination of ෠ܲcox_stratified is 
0.87; the Nam and D’Agostino calibration χ2 statistic and the adjusted Nam and D’Agostino χ2 
statistics of ෠ܲcox_stratified are 3.3 and 1.8, respectively.  It appears that the discrimination and 
calibration of ෠ܲcox_stratified are better than when applying the un-stratified proportional hazards 
model (Tables 3.5 and 3.6). 
 ෠ܲadj_stratified was obtained when the KM estimate, mean of covariates from each SCCS 
race and β coefficients from FHS data were used for ෠ܲadj  by each race and combined for overall 
SCCS data.  For SCCS men, the discrimination of ෠ܲadj_stratified is 0.79; the Nam and D’Agostino 
calibration χ2 statistic and the adjusted Nam and D’Agostino χ2 statistics of ෠ܲadj_stratified are 24.4 and 
21.3, respectively.  For SCCS women, the discrimination of ෠ܲadj_stratified is 0.84; the Nam and 
D’Agostino calibration χ2 statistic and the adjusted Nam and D’Agostino χ2 statistics of ෠ܲadj_stratified 
are 28.9 and 25.4, respectively.  It appears that the discriminations and calibrations of ෠ܲadj_stratified 
are only a little better than without the stratification (Tables 3.5 and 3.6).       
 ෠ܲnew_stratified was obtained when the KM estimate, mean of covariates from each SCCS 
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race and β coefficients from FHS data were used to calculate ෠ܲnew  by each race and then 
combined for overall SCCS data.  For SCCS men, the discrimination of ෠ܲnew_stratified is 0.79; the 
Nam and D’Agostino calibration χ2 statistic and the adjusted Nam and D’Agostino χ2 statistic of 
෠ܲnew_stratified are 15.7 and 10.8, respectively.  For SCCS women, the discrimination of ෠ܲnew_stratified is 
0.84; the Nam and D’Agostino calibration χ2 statistic and the adjusted Nam and D’Agostino χ2 
statistic of ෠ܲnew_stratified are 6.1 and 2.2, respectively.  It appears the discriminations of ෠ܲnew_stratified 
are slightly better than without the stratification for both SCCS men and women.  For SCCS 
women, the calibration of stratified ෠ܲnew is only a little better than without the stratification, but for 
SCCS men, the calibration of stratified ෠ܲnew is a little worse than without the stratification (Table 
3.5 & 3.6).  
 
3.1.4.5 Plots of the predicted risk from other re-calibrated prediction functions versus 
predicted risk from local Cox model in SCCS data 
The plot of ෠ܲnew vs. ෠ܲcox for SCCS men is showing scattered dots clustered around the 
straight line with slope ≈ 1 with the maximum ෠ܲcox≈ 0.3 and maximum ෠ܲnew ≈ 0.4 (Figure 3.1a).  
The plot of ෠ܲadj vs. ෠ܲcox for SCCS men is showing scattered dots clustered around the straight line 
with slope > 1 with the maximum ෠ܲadj≈ 0.57 (Figure 3.1d).  The plot of ෠ܲnew vs. ෠ܲcox for SCCS 
women population is showing scattered dots clustered around the straight line with slope ≈ 1 with 
the maximum ෠ܲcox≈ 0.15 and maximum ෠ܲnew ≈ 0.25 (Figure 3.2a).  The plot of ෠ܲadj vs. ෠ܲcox for 
SCCS women is showing scattered dots clustered around the straight line with slope > 1 with the 
maximum ෠ܲadj≈ 0.57 (Figure 3.2d).   
The plots of ෠ܲnew2 vs. ෠ܲcox are only slightly off from the plots of ෠ܲnew vs. ෠ܲcox for SCCS men 
and women data (Figure 3.1b, 3.2b).  The plots of ෠ܲBrindle2 vs. ෠ܲcox are very similar to the plots of 
෠ܲnew vs. ෠ܲcox for SCCS men and women data (Figure 3.1c, 3.2c). 
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3.1.4.6 The relation between the results from the simulated data and the results from 
Framingham data and SCCS data 
To relate the results from the simulated data (with one risk factor which could be 
considered as the linear predictor) with real life population data (multiple risk factors), the 
estimate of the linear predictor xj’ߚመ was obtained through the output from the Cox proportional 
hazards function (proc phreg, SAS) when real life data were used.  Using the estimate of the 
linear predictor xj’ߚመ as the only “risk factor” to run the Cox model again, it could be found that ߚመ≈1 
so it is mimicking the simulated data.  The standard deviation of the estimate of the linear 
predictor xj’ߚመ was obtained and could be related to “σ” of the risk factor of the relevant simulated 
data.  The standard deviation of the estimate of the linear predictor xj’ߚመ for the SCCS men and 
women are 0.99 and 3.5 respectively (Table 3.5). 
The slopes of the plots of ෠ܲnew vs. ෠ܲcox from both SCCS men and women are all ≈1, 
indicating potentially good calibrations for ෠ܲnew and this was confirmed in Table 3.6.  The range of 
෠ܲadj in both SCCS men and women are quite similar (0 to 0.57), but the slope of ෠ܲadj vs. ෠ܲcox in 
SCCS women is much greater than 1 (consistent with the simulated data when σ>1) and the 
slope of ෠ܲadj vs. ෠ܲcox for SCCS men is only moderately greater than 1 (Figures 3.1d and 3.2d).  
This is consistent with the fact that the calibration χ2 statistics for ෠ܲadj in SCCS men and women 
are 25.9 and 30.8 respectively (Table 3.6) and this is also consistent with the results seen in the 
simulated data from Chapter 2. 
There is one to one correspondence among ෠ܲnew, ෠ܲnew2, ෠ܲadj, ෠ܲunadj, ෠ܲunadj2, ෠ܲBrindle, ෠ܲBrindle2, 
and ෠ܲadj even if the exact values are not identical for both single risk factor and multiple risk 
factors.  However, the one to one correspondence between ෠ܲcox and ෠ܲnew, ෠ܲnew2, ෠ܲadj, 
෠ܲunadj,	 ෠ܲunadj2, ෠ܲBrindle, ෠ܲBrindle2, and ෠ܲadj exists only for a single risk factor.   For survival functions 
with multiple risk factors, for each given value of exp _local)X -  local(Xlocali iii , there might be multiple 
values of exp _local)X -  local(XFHSi iii  due to the fact that β෠iிுௌ≈ β෠i௟௢௖௔௟ but they are not identical.  Thus, 
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the plot of ෠ܲnew vs. ෠ܲcox resembles scattered dots around the curve whose shape is determined by 
the size and direction of ∆β෠ as well as other factors.  The smaller the ∆β෠, the tighter the scattered 
pattern is.  
    
3.1.5 Discussion and Conclusion 
For a method to transport a risk prediction function from a reference population to a new 
local population, it is desirable that this method remains robust for local populations with features 
that do not offer the ideal conditions such as: 1) Populations with small or moderate sample size; 
2) Populations with one or two risk factors which β coefficients are significantly different from 
reference population; 3) Populations with outliers; 4) Populations with limited information 
available, where, for instance, only the mean and standard deviation of the risk factors are 
known; 5) Populations with disease incidence rates quite different from the reference population; 
6) The standard deviations of the risk factors of the new population are quite different from the 
reference population.   
It has been found that ෠ܲnew performed well for a real population data facing the 
challenges mentioned above.  For populations with no significant differences in β coefficients of 
any risk factors between the Framingham data and the SCCS data such as SCCS women, Malay 
men, Indian men, Chinese women, Malay women, ෠ܲnew worked well even for small sample sizes 
(n~300 to 400).  For populations with one or two risk factors where β coefficients are significantly 
different from the reference (Framingham) populations such as SCCS men (β෠௦௠௢௞௘), Chinese 
men in SCCS data (β෠௦௠௢௞௘,β෠ௗ௜௔௕௘௧௘௦), Indian women in SCCS data (β෠ு஽௅ழଷହ,β෠ଶ଴଴ஸ்஼௅ஸଶସ଴), ෠ܲnew 
worked well for SCCS men and Chinese men in the SCCS data.   
The situation for Indian women in the SCCS data was complicated by the fact that not 
only the sample size was small (n=347), but also two risk factors had β coefficients that were 
significantly different from the reference population (β෠ு஽௅ழଷହ,β෠ଶ଴଴ஸ்஼௅ஸଶସ଴).  Furthermore, there 
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was also a 35 years woman who had CHD with blood pressure sbp<120 & dpb<80, total 
Cholesterol <160 mg/dL, 35 mg/dL<HDL-C<45 mg/dL, no diabetes, non-smoker which is 
obviously an outlier.  Even when this woman was removed, the β෠ு஽௅ழଷହ and β෠ଶ଴଴ஸ்஼௅ஸଶସ଴ were still 
significantly different between the reference population (FHS) and Indian women in SCCS data 
so the outlier was not the only cause.  This was confirmed after three additional potential outliers 
were removed, β෠ு஽௅ழଷହ is still significantly different between Framingham (FHS) women and 
SCCS Indian women with p=0.01 while β෠ு஽௅ஹ଺଴ and β෠்஼௅ஹଶ଼଴ are borderline significantly different 
between Framingham (FHS) women and SCCS Indian women with p=0.07 and 0.08, 
respectively. The value of the adjusted Nam and D’Agostino χ2 statistic of ෠ܲnew was 4.9 which was 
much lower than the value of the Nam and D’Agostino χ2 statistic of ෠ܲnew (32.1).  This indicated 
that the poor calibration could be caused by outliers and this was confirmed after the removal of 
the single outlier, the Nam and D’Agostino χ2 statistic of ෠ܲnew was reduced to 10.3 i.e. ෠ܲnew worked 
generally well for other subjects except for this outlier even though the conditions for Indian 
women in SCCS data were not ideal (n=347, the β෠ு஽௅ழଷହ and β෠ଶ଴଴ஸ்஼௅ஸଶସ଴ are significantly 
different from the reference population).  However, the large contrast of the discrimination C 
statistic of ෠ܲcox and the discriminations for ෠ܲnew, ෠ܲnew2, ෠ܲBrindle2, ෠ܲunadj and ෠ܲadj for SCCS Indian 
women either excluding the potential outliers or not indicated the overall relationship between the 
CHD risk and the risk factors are quite different between Framingham (FHS) women data and 
SCCS Indian women data.  Further study (with a large sample size for SCCS Indian women) is 
needed to understand the causes of the differences between the Framingham (FHS) women 
population and the SCCS Indian women population on if it is a pure bad luck, or perhaps due to 
some other reasons.  If the differences between the two populations are indeed not due to bad 
luck of sampling, we need to learn how to identify and avoid such local populations beforehand.     
For populations with limited information available, where only the mean and standard 
deviation of the risk factors may be  known in the local population, ෠ܲnew2 is a good alternative 
method performing similarly to ෠ܲnew in all the populations considered here (Tables 3.5 and 3.6).  
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This is an important practical advantage of ෠ܲnew2 since in real life applications it is likely that the 
full data may not have been collected but the mean and standard deviation of the risk factors may 
still be available.  The experience gained from the simulated data for ෠ܲnew2 could offer some 
potential guidance for selecting the local population which should result in good performance. 
When the disease incidence rate in the local population is quite different from the 
reference population, ෠ܲBrindle and ෠ܲBrindle2 are the most adversely affected methods. Our 
simulations have shown poor calibration in such situations.  However, the poor calibrations for 
෠ܲBrindle & ෠ܲBrindle2 were not observed for the transportation of FHS risk function to SCCS 
population, most likely due to the fact that it was a 5-year follow-up study and ෠ܲcox for SCCS men 
and women were much lower than 1.  
If there are no significant differences for β coefficients of any risk factors between the 
local population and the reference population, we have not found sufficient evidence to conclude 
that differences in standard deviations of the risk factors would cause poorer calibration for ෠ܲnew.  
For ෠ܲnew2 it would be better to have a well defined distribution of risk factors compared with the 
reference population since the larger the standard deviation of the risk factors, the higher the 
chance that the simulated risk factors data will be further off from the real local data.  
For data with multiple risk factors, the plot of ෠ܲnew vs. ෠ܲcox takes the form of scattered dots 
around the curve which shape is determined by the size and direction of ∆β෠ as well as other 
factors, but this is not necessarily always bad for the calibration of ෠ܲnew since it is the distance 
between ෠ܲnew and the true risk that determines calibration, but not the distance between ෠ܲnew and 
෠ܲcox.  The calibration for ෠ܲcox is theoretically expected to have the best performance that other re-
calibration methods should try to reach.  The calibrations of these re-calibration methods were 
observed to be even better than that of ෠ܲcox on several occasions in transporting FHS risk function 
to SCCS data (Tables 3.6), this is possible that the predicted risks by chance fell between the 
true risk and ෠ܲcox thus was closer to the true risk than ෠ܲcox.   
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So far the discriminations of these re-calibration methods were all worse than that of ෠ܲcox 
or at most close to that of ෠ܲcox. The discriminations of the stratified ෠ܲnew and ෠ܲadj were better than 
that of the non-stratified ෠ܲnew and ෠ܲadj but still worse than that of the stratified ෠ܲcox (Tables 3.5).  
Since the overall C statistic used to measure the discriminations is based solely on ranks [22-24], 
the worse discriminations of these re-calibration methods than that of ෠ܲcox indicated that the rank 
ordering of a few participants in the SCCS data based on the re-calibration methods studied in 
this chapter were changed compared with the rank ordering based on ෠ܲcox.  The C statistics of 
these re-calibration methods were identical among themselves suggested the rank ordering 
based on these re-calibration methods were more likely decided by a common parameter shared 
among these different re-calibration methods.  By further examining the formulas of these 
different re-calibration methods, these common parameters shared among these different re-
calibration methods are the β coefficients of the risk factors in the Framingham risk function.  
When these re-calibration methods were used, it was the ∆β෠=ߚመFHS-ߚመcox that decided the change 
of the rank order of the participants in SCCS data from the original rank order based on ෠ܲcox.  
Similar to the calibration for ෠ܲcox, the discrimination of ෠ܲcox is also theoretically expected to have 
the best performance that other re-calibration methods should try to reach.   
The possible explanation of the result that the discrimination of the stratified ෠ܲcox in SCCS 
men and women data was better than that of the non-stratified ෠ܲcox is that the β coefficients used 
in the stratified proportional hazards Cox model were stratified according the SCCS race group 
(Chinese, Malay, Indian), which may more accurately represent the different rank orderings within 
each race group.  The possible explanation of the results that the discriminations of the stratified 
෠ܲnew and ෠ܲadj in SCCS men and women data were better than that of the non-stratified ෠ܲnew and 
෠ܲadj is that although the β coefficients of the risk factors used in the stratified ෠ܲnew and ෠ܲadj were 
from the FHS risk function and not stratified, the Kaplan-Meier estimates of survival of each 
SCCS race group were used to calculate the stratified ෠ܲnew and ෠ܲadj  so the different rank ordering 
among each SCCS race group were more accurately represented than when the overall SCCS 
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Kaplan-Meier estimate of survival was used for non-stratified ෠ܲnew and ෠ܲadj.   The SCCS data 
included three different distinct sub-groups in both men and women, the discriminations of the 
stratified ෠ܲcox, ෠ܲnew and ෠ܲadj were all better than that of the non-stratified ෠ܲcox, ෠ܲnew and ෠ܲadj, 
respectively. However, the discriminations of the stratified ෠ܲcox, ෠ܲnew and ෠ܲadj for SCCS women 
were worse than discrimination of ෠ܲcox, ෠ܲnew and ෠ܲadj for SCCS Chinese and Malay women, 
respectively (Table 3.5).   Since the SCCS data included a large sub-group (Chinese) with two 
smaller sub-groups with less ideal sample sizes (Malay and Indian), the risk prediction function 
based on the overall SCCS data or stratified SCCS data may have improved the prediction 
accuracy for the overall SCCS data for men especially for the sub-groups with smaller sample 
size when the differences of the risk functions among the three race groups were not large.  For 
the SCCS women data, since the risk function for Indian women was quite different from the risk 
functions for Chinese women and Malay women, using the risk prediction function based on the 
overall SCCS data or the stratified SCCS data may sacrifice some of the prediction accuracy in 
some of the sub-groups.  Generally if there are multiple sub-groups in a population, there are 
both pros and cons for the risk prediction functions based on the overall population data or the 
stratified risk prediction functions based on the stratified sub-groups.  If the sample sizes in any of 
the sub-groups are reasonably large, individual risk prediction functions for each sub-group might 
be sufficient.       
For real population data, if ∆β෠ is in a reasonable range, the transportation of risk function 
using ෠ܲnew could be very good.  It remains to be tested in real population data, as suggested from 
the results from the simulated data described in chapter 2, if a higher event rate in the reference 
population than in the local population is always better.  Although ෠ܲBrindle and ෠ܲBrindle2 performed 
well in SCCS Men and Women, there are limitations for ෠ܲBrindle and ෠ܲBrindle2.  Generally if ෠ܲnew is 
available, there is no need to use ෠ܲnew2, ෠ܲadj, ෠ܲBrindle and ෠ܲBrindle2.  However, when only the 
information available for the local population is the means and standard deviations of the risk 
factors (and the disease incidence rate), ෠ܲnew2 is a good alternative, particularly when the 
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distributions of the risk factors in the local population are with few outliers, within a defined range, 
with relatively large sample size, and close to the “normal” distribution which is important for ෠ܲnew2  
and will decide how close the distribution of the simulated risk factors is to the real distribution of 
the risk factors in the local population. 
The methods to transport risk prediction functions from a reference population to a local 
population are supposed to work between populations with similar distributions of risk factors and 
similar β෠ for each risk factor but perhaps with different survival rates at the mean values of risk 
factors at time t ( )(0 tS ).  It is not a new modeling method and it is not supposed to work between 
populations with different relative risks for the risk factors.  Potential problems in the local 
population that can adversely affect the transportability of risk prediction functions include: small 
sample size, distribution of continuous risk factors which is far off from the normal distribution 
which may affect the estimation of ෠ܲnew2 the most (unless it is known a priori in which case it can 
be corrected) and with extreme outliers and misdiagnosed disease status.  In summary, the new 
re-calibration methods proposed here perform well in theoretical and practical setting.  ෠ܲnew2 may 
be the more practical of the two, allowing for real-life applications.  It is encouraging to see that its 
performance on actual data is not substantially worse than that of ෠ܲnew.  We have stressed earlier 
that none of the methods (except for the full re-fitting of the model) is expected to perform well 
when the relative risks for risk factors differ between the reference and local populations. Still, our 
new methods appear fairly robust to minor differences in relative risks.  
 
3.2 Transportation of Cardiovascular Disease (CVD) risk function between Framingham 
study data and ARIC data: re-calibration and discrimination 
3.2.1 Introduction 
In section 3.1, we evaluated the proposed re-calibration methods for risk prediction 
functions by transporting a Framingham Coronary Heart Disease (CHD) risk prediction models to 
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Singapore Consortium of Cohort Studies population (SCCS, men and women).  In this section we 
investigate how different Framingham functions (general CVD for men and women) transport to 
the ARIC study data (white and black, men and women).  We also present applications of the 
ARIC CVD risk prediction models to Framingham study data and sub-population of the 
Framingham study data.  The insight gained from the comparison of transporting the risk 
functions in both directions combined with the insights gained from the simulated data in chapter 
2 will help in guiding future practical applications of these re-calibration methods in real life.     
The successful transportation of the Framingham risk function by re-calibration methods to 
different racial populations has been shown in section 3.1, however, the data is from a 5-year 
follow-up study with lower incident rate and the sample size of some racial groups is quite small.  
The questions to be answered in the current section include 1) To transport risk function from a 
data with wider distribution of risk factors such as Framingham study (age 30-74 years old) to 
ARIC study which has narrower distribution of risk factors (age 45-64 years old) vs. the other way 
around, which way is preferred?  2) Is it possible the performance of transporting risk function 
between different racial groups to be better than transporting risk function within the same racial 
group?         
 
3.2.2 ARIC Cohort and the re-calibrated risk prediction functions to be evaluated 
The Atherosclerosis Risk in Communities Study (ARIC) is a prospective epidemiologic study 
conducted in four U.S. communities (Forsyth County, NC; Jackson, MS; the northwest suburbs of 
Minneapolis, MN; and Washington County, MD).  The participants in this ARIC data were 
followed over 12 years to assess the risk for CVD at 10 years.  The range of age at the start of 
follow-up is 45-64 years old.  The ARIC data included 4585 white men, 1383 black men, 5431 
white women, and 2220 black women (Table 3.11).  The Framingham Cardiovascular Disease 
(CVD) risk prediction models were developed by D’Agostino et al. [29]   The Framingham data 
used to produce the Framingham Cardiovascular Disease (CVD) risk prediction models included 
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3848 men and 4389 women (Table 3.11) with age range 30-74 years old.  The re-calibrated risk 
prediction functions to be evaluated against ෠ܲcox using ARIC data are	 ෠ܲnew, ෠ܲnew2, ෠ܲunadj, ෠ܲunadj2, 
෠ܲadj, ෠ܲBrindle, ෠ܲBrindle2 which have been described in previous chapters in details. 
To be specific, when CVD risk function was transported from Framingham study (FHS) to ARIC 
study: 
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i
FHSunadj tSP
,,,exp
)(1ˆ 0
      (10) 
 
 ARICiARICiFHSi XX
i
FHSunadj tSP
,,,exp
)(1ˆ 02
      (11) 
 
 ARICiARICiFHSi XX
iARICadj KMP ,,,
exp1ˆ         (12) 
 
 unadj
unadj
ARIC
Brindle P
P
KMP ˆ
ˆ
1ˆ 






        (13) 
 2
2
2
ˆ
ˆ
1ˆ
unadj
unadj
ARIC
Brindle P
P
KMP 






        (14) 
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 ARICiARICiFHSi XX
i
new tSP
,,,exp
)(1ˆ
       (15) 
The procedure to obtain )(tS was described in Chapter 2. 
 ARICiARICiFHSi XX
simulated inew tSP ,,,
exp)(1ˆ 2
     (16) 
The procedure to obtain simulatedtS )(  was described in Chapter 2. 
 
When CVD risk function was transported from ARIC study to Framingham study (FHS): 
 FHSiFHSiFHSi XX
i
FHScox tSP
,,,exp
)(1ˆ 0
      (17) 
 
 ARICiFHSiARICi XX
i
ARICunadj tSP
,,,exp
)(1ˆ 0
      (18) 
 
 FHSiFHSiARICi XX
i
ARICunadj tSP
,,,exp
)(1ˆ 02
      (19) 
 
 FHSiFHSiARICi XX
iFHSadj KMP ,,,
exp1ˆ         (20) 
 
 unadj
unadj
FHS
Brindle P
P
KMP ˆ
ˆ
1ˆ 






        (21) 
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 2
2
2
ˆ
ˆ
1ˆ
unadj
unadj
FHS
Brindle P
P
KMP 






        (22) 
 
 FHSiFHSiARICi XX
i
new tSP
,,,exp
)(1ˆ
       (23) 
The procedure to obtain )(tS was described in Chapter 2. 
 FHSiFHSiARICi XX
simulated inew tSP ,,,
exp)(1ˆ 2
     (24) 
The procedure to obtain simulatedtS )(  was described in Chapter 2. 
 
3.2.3 Comparing regression coefficients between Framingham data and ARIC data 
Tables 3.7-3.8 compare the β coefficients between Framingham function and the ARIC 
Cox models for white men and black men (Table 3.7), white women and black women (Table 
3.8), respectively.   No β coefficient of any risk factors is significantly different between FHS data 
and ARIC white men, black men, black women.  The only risk factor which β coefficient is 
significantly different between FHS data and ARIC white women is ln(diastolic blood pressure) for 
those who did not receive treatment for hypertension (Table 3.8).  Tables 3.9-3.10 compare the β 
coefficients between the Framingham function based on the sub-population (50-60 years old) of 
Framingham data and the ARIC Cox models for white men and black men (Table 3.9), white 
women and black women (Table 3.10), respectively.   No β coefficient of any risk factors is 
significantly different between FHS (50-60 years old) data and ARIC white men, black men, black 
women.   
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3.2.4 Verification and comparison of re-calibration methods in both ARIC data and 
Framingham data 
The sample sizes for ARIC white men (n=4585), black men (n=1383), white women 
(n=5431), black women (n=2220) are quite large, as we have discussed in section 3.1, the 
verification and comparison of the re-calibration methods will be done in these four groups 
separately.  Since we have the complete data for both Framingham study and ARIC study, we 
can gain insight into the re-calibration methods to transport risk functions in both directions.  The 
age range for Framingham study is 30-74 years old, which is wider than the age range for ARIC 
study (45-64 years old).  Framingham study included only white men and women.  The sample 
size for Framingham men is 3848 which is at similar level as the sample size of ARIC white men 
but larger than the sample size for ARIC black men.  The sample size for Framingham women is 
4389 which is at similar level as the sample size of ARIC white women but larger than the sample 
size for ARIC black women.  The results from the simulated data presented in chapter 2 showed 
that the calibrations of ෠ܲnew, ෠ܲnew2 are generally better when the spread of the risk factors in the 
reference population is wider than the spread of the risk factors in the local population. 
   
3.2.4.1 Transporting Framingham CVD Risk Function to ARIC study white men population 
For ARIC white men, the discrimination (or C statistic) for ෠ܲcox is 0.7116, while the 
discriminations for ෠ܲnew, ෠ܲnew2, ෠ܲunadj, ෠ܲunadj2, ෠ܲBrindle, ෠ܲBrindle2, and ෠ܲadj are all 0.7084 so the 
discriminations of these re-calibrated risk functions are very close to that of the proportional 
hazards Cox model developed from its own data (Table 3.12).  The calibration Nam and 
D’Agostino χ2 statistic for ෠ܲcox is 11.3, which theoretically should be the best performance that 
other re-calibration methods try to reach.  Most of the re-calibration methods for risk functions 
investigated in this thesis performed well with the Nam and D’Agostino χ2 statistic for ෠ܲnew, ෠ܲnew2, 
෠ܲBrindle, ෠ܲBrindle2 equal to 13.9, 13.7, 13.8 and 14.5, respectively, which are only moderately worse 
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than that of ෠ܲcox.  ෠ܲunadj is the direct application of Framingham CVD risk function to ARIC white 
men population and performed well with the Nam and D’Agostino χ2 statistic equal to 13.7 while 
the Nam and D’Agostino χ2 statistic of ෠ܲunadj2 is 54.4.  The Nam and D’Agostino χ2 statistic of ෠ܲadj 
is 33.9 which is above 20.  The closeness between the Nam and D’Agostino χ2 statistic and the 
adjusted Nam and D’Agostino χ2 statistic for these re-calibration methods indicates that outliers 
may not play an important role here (Table 3.12).   
The relationships of ෠ܲnew, ෠ܲnew2, ෠ܲadj, ෠ܲBrindle2 with ෠ܲcox can be visualized directly in the 
plots of ෠ܲnew vs. ෠ܲcox, ෠ܲnew2 vs. ෠ܲcox, ෠ܲadj vs. ෠ܲcox, ෠ܲBrindle2 vs. ෠ܲcox.  The plot of ෠ܲnew vs. ෠ܲcox for ARIC 
white men shows scattered dots clustered around the straight line with slope ≈ 1 with the 
maximum ෠ܲcox≈ 0.8 and maximum ෠ܲnew ≈ 0.72 (Figure 3.3a).  The plot of ෠ܲnew2 vs. ෠ܲcox for ARIC 
white men (Figure 3.3b) is very similar to the plot of ෠ܲnew vs. ෠ܲcox.  The plot of ෠ܲBrindle2 vs. ෠ܲcox for 
ARIC white men (Figure 3.3c) is similar to the plot of ෠ܲnew vs. ෠ܲcox with the maximum ෠ܲcox≈ 0.8 and 
maximum ෠ܲBrindle2 ≈ 0.8.  The incident rate (of CVD) for Framingham men is 1-KM≈0.092, similar 
to the incident rate for ARIC white men which is 1-KM≈0.098 (Table 3.11) so no biases were 
introduced in ෠ܲBrindle2.  The plot of ෠ܲadj vs. ෠ܲcox for ARIC white men shows scattered dots clustered 
around the straight line with slope slightly > 1 with the maximum ෠ܲadj≈ 0.8 (Figure 3.3d) and more 
dots in the plot are above the straight line with slope=1, which indicates that for these participants 
෠ܲadj > ෠ܲcox.     
 
3.2.4.2 Transporting Framingham CVD Risk Function to ARIC study black men population  
For ARIC black men, the discrimination (or C statistic) for ෠ܲcox is 0.6946, while the 
discriminations for ෠ܲnew, ෠ܲnew2, ෠ܲunadj, ෠ܲunadj2, ෠ܲBrindle, ෠ܲBrindle2, and ෠ܲadj are all 0.6808 so the 
discriminations of these re-calibrated risk functions are slightly worse than that of the proportional 
hazards Cox model developed from its own data (Table 3.12).  The calibration Nam and 
D’Agostino χ2 statistic for ෠ܲcox is 9.6, which theoretically should be the best performance that 
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other re-calibration methods try to reach.  The Nam and D’Agostino χ2 statistics for ෠ܲnew, ෠ܲnew2, 
෠ܲBrindle, ෠ܲBrindle2 are equal to 9.9, 10.0, 10.3 and 12.3, respectively, which are only slightly worse 
than that of ෠ܲcox.  ෠ܲunadj is the direct application of Framingham CVD risk function to ARIC black 
men population and performed well with the Nam and D’Agostino χ2 statistic of 12.1 while the 
Nam and D’Agostino χ2 statistic of ෠ܲunadj2 is 63.3 so the calibration of ෠ܲunadj2 is much poorer.  The 
Nam and D’Agostino χ2 statistic of ෠ܲadj is 18.6 which is worse than that of ෠ܲnew but is < 20.  The 
closeness between the Nam and D’Agostino χ2 statistic and the adjusted Nam and D’Agostino χ2 
statistic for these re-calibration methods indicated that outliers may not play an important role 
here (Table 3.12).   
The plot of ෠ܲnew vs. ෠ܲcox for ARIC black men shows scattered dots clustered around the 
straight line with slope ≈ 1 with the maximum ෠ܲcox≈ 0.75 and maximum ෠ܲnew ≈ 0.8 (Figure 3.4a).  
The plot of ෠ܲnew2 vs. ෠ܲcox for ARIC black men (Figure 3.4b) is very similar to the plot of ෠ܲnew vs. 
෠ܲcox.  For the plot of ෠ܲBrindle2 vs. ෠ܲcox, the maximum ෠ܲBrindle2 ≈ 1 for ARIC black men (Figure 3.4c) 
while the maximum ෠ܲcox≈ 0.75.  The incident rate for Framingham men is 1-KM≈0.092, while the 
incident rate for ARIC black men is 1-KM≈0.124 (Table 3.11).  The lower incidence rate in the 
reference (Framingham) population and higher incidence rate in the local (ARIC black men) 
population introduced biases in ෠ܲBrindle2 especially for participants with higher risk.  Such biases 
were not seen in ෠ܲnew.  The plot of ෠ܲadj vs. ෠ܲcox for ARIC black men shows scattered dots clustered 
around the straight line with slope slightly > 1 with the maximum ෠ܲadj≈ 0.8 (Figure 3.4d).  More 
dots in the plot of ෠ܲadj vs. ෠ܲcox are above the straight line with slope=1, which indicated for these 
participants ෠ܲadj > ෠ܲcox.    
 
3.2.4.3 Transporting Framingham CVD Risk Function to ARIC study white women 
population  
For ARIC white women, the discrimination (or C statistic) for ෠ܲcox is 0.7724, while the 
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discriminations for ෠ܲnew, ෠ܲnew2, ෠ܲunadj, ෠ܲunadj2, ෠ܲBrindle, ෠ܲBrindle2, and ෠ܲadj are all 0.7609 so the 
discriminations of these re-calibrated risk functions are slightly worse than that of the proportional 
hazards Cox model developed from its own data (Table 3.12).  The calibration Nam and 
D’Agostino χ2 statistic for ෠ܲcox is 12.4, which theoretically should be the best performance that 
other re-calibration methods try to reach.  The Nam and D’Agostino χ2 statistics for ෠ܲnew, ෠ܲBrindle, 
and ෠ܲBrindle2 are equal to 9.6, 10.1, and 10.3, respectively, which are better than that of ෠ܲcox.  The 
Nam and D’Agostino χ2 statistic for ෠ܲnew2 is 12.5, which is only slightly worse than that of ෠ܲcox.  
The Nam and D’Agostino χ2 statistics for ෠ܲunadj and ෠ܲunadj2 are 27.6 and 48.6 respectively and both 
are >20.  The Nam and D’Agostino χ2 statistic of ෠ܲadj is 54.2 so the calibration of ෠ܲadj is poor.  The 
closeness between the Nam and D’Agostino χ2 statistic and the adjusted Nam and D’Agostino χ2 
statistic for these re-calibration methods indicated that outliers may not play an important role 
here (Table 3.12).   
The plots of ෠ܲnew vs. ෠ܲcox, ෠ܲnew2 vs. ෠ܲcox, ෠ܲBrindle2 vs. ෠ܲcox for ARIC white women shows 
scattered dots clustered around the straight line with slope ≈ 1 and are quite similar to each other 
(Figure 3.5a, 3.5b, 3.5c).  The incident rate for Framingham women is 1-KM≈0.036, while the 
incident rate for ARIC white women is 1-KM≈0.038 (Table 3.11).  So the incidence rate in the 
reference (Framingham) population and incidence rate in the local (ARIC white women) are very 
close and no biases were introduced in ෠ܲBrindle2.  The plot of ෠ܲadj vs. ෠ܲcox for ARIC white women 
shows scattered dots clustered around the straight line with slope > 1 with most of the dots in the 
plot of ෠ܲadj vs. ෠ܲcox above the straight line with slope=1, which indicated for these participants ෠ܲadj 
> ෠ܲcox.  This is consistent with the poor calibration Nam and D’Agostino χ2 statistic of ෠ܲadj which is 
54.2. 
 
3.2.4.4 Transporting Framingham CVD Risk Function to ARIC study black women 
population  
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For ARIC black women, the discrimination (or C statistic) for ෠ܲcox is 0.7993, while the 
discriminations for ෠ܲnew, ෠ܲnew2, ෠ܲunadj, ෠ܲunadj2, ෠ܲBrindle, ෠ܲBrindle2, and ෠ܲadj are all 0.7942 so the 
discriminations of these re-calibrated risk functions are slightly worse than that of the proportional 
hazards Cox model developed from its own data (Table 3.12).  The calibration Nam and 
D’Agostino χ2 statistic for ෠ܲcox is 8.5, which theoretically should be the best performance that 
other re-calibration methods try to reach.  The Nam and D’Agostino χ2 statistic for ෠ܲnew, ෠ܲnew2, 
෠ܲBrindle, and ෠ܲBrindle2 equal to 5.1, 7.2, 3.7, and 3.4, respectively, which are better than that of ෠ܲcox.  
The Nam and D’Agostino χ2 statistic for ෠ܲunadj and ෠ܲunadj2 are 75.4 and 259.8 respectively so the 
calibrations for ෠ܲunadj and ෠ܲunadj2 are very poor.  The Nam and D’Agostino χ2 statistic of ෠ܲadj is 38.8 
which is >20.  The closeness between the Nam and D’Agostino χ2 statistic and the adjusted Nam 
and D’Agostino χ2 statistic for these re-calibration methods indicated that outliers may not play an 
important role (Table 3.12).   
The plot of ෠ܲnew vs. ෠ܲcox for ARIC black women shows scattered dots clustered around 
the straight line with slope ≈ 1 (Figure 3.6a).  The plot of ෠ܲnew2 vs. ෠ܲcox for ARIC black women 
shows scattered dots clustered around the straight line with slope slightly> 1 (Figure 3.6b).  For 
the plot of ෠ܲBrindle2 vs. ෠ܲcox, the maximum ෠ܲBrindle2 ≈ 1.35 for ARIC black men (Figure 3.4c) while 
the maximum ෠ܲcox≈ 0.9.  The incident rate for Framingham men is 1-KM≈0.036, while the incident 
rate for ARIC black women is 1-KM≈0.078 (Table 3.11).  The lower incidence rate in the 
reference (Framingham) population and higher incidence rate in the local (ARIC black women) 
population introduced biases in ෠ܲBrindle2 especially for participants with higher risk.  There are 6 
participants whose ෠ܲBrindle2 is >1 so the ෠ܲBrindle2 has to be capped to 1 in order to calculate the 
Nam and D’Agostino χ2 statistic.  Although the Nam and D’Agostino χ2 statistic for the capped 
෠ܲBrindle2 is 3.4 which is quite low, it is necessary to check the plot of ෠ܲBrindle2 vs. ෠ܲcox to evaluate 
෠ܲBrindle2.   Such biases due to the differences of the incidence rate between the local and 
reference population were not seen in ෠ܲnew such as in Figure 3.6a, the plot of ෠ܲnew vs. ෠ܲcox for 
ARIC black women shows scattered dots clustered around the straight line with slope ≈ 1.  The 
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plot of ෠ܲadj vs. ෠ܲcox for ARIC black women shows scattered dots clustered around the straight line 
with slope > 1 with most dots above the straight line with slope=1, which indicated for these 
participants ෠ܲadj > ෠ܲcox (Figure 3.6d).  This is consistent with the poor calibration Nam and 
D’Agostino χ2 statistic of ෠ܲadj which is 38.8. 
 
3.2.4.5 Transporting ARIC white men CVD Risk Function to Framingham study population 
For Framingham men, the discrimination C statistic for ෠ܲcox is 0.7816, while the 
discriminations for ෠ܲnew, ෠ܲnew2, ෠ܲunadj, ෠ܲunadj2, ෠ܲBrindle, ෠ܲBrindle2, and ෠ܲadj are all 0.7798 so the 
discriminations of these re-calibrated risk functions are very close to that of the proportional 
hazards Cox model developed from its own data (Table 3.13).  The calibration Nam and 
D’Agostino χ2 statistic for ෠ܲcox is 15.8, which theoretically should be the best performance that 
other re-calibration methods try to reach.  The Nam and D’Agostino χ2 statistic for ෠ܲnew, ෠ܲnew2, 
෠ܲBrindle, ෠ܲBrindle2 equal to 20.0, 19.4, 20.0 and 19.9, respectively, which are moderately worse than 
that of ෠ܲcox.  The Nam and D’Agostino χ2 statistic of ෠ܲunadj is 20.3 which is close to that of ෠ܲnew 
while the Nam and D’Agostino χ2 statistic of ෠ܲunadj2 is 34.2.  The Nam and D’Agostino χ2 statistic of 
෠ܲadj is 67.3 which is much higher than 20.  The closeness between the Nam and D’Agostino χ2 
statistic and the adjusted Nam and D’Agostino χ2 statistic for these re-calibration methods 
indicated that outliers may not play an important role here (Table 3.13).   
The plot of ෠ܲnew vs. ෠ܲcox for Framingham study men shows scattered dots clustered 
around the straight line with slope ≈ 1 with the maximum ෠ܲcox≈ 1 and maximum ෠ܲnew ≈ 1 (Figure 
3.7a).  The plot of ෠ܲnew2 vs. ෠ܲcox for Framingham men (Figure 3.7b) is very similar to the plot of 
෠ܲnew vs. ෠ܲcox.  The plot of ෠ܲBrindle2 vs. ෠ܲcox for Framingham men (Figure 3.7c) is similar to the plot of 
෠ܲnew vs. ෠ܲcox but with the maximum ෠ܲcox≈ 1 and maximum ෠ܲBrindle2 ≈ 0.8.  The plot of ෠ܲadj vs. ෠ܲcox for 
Framingham men shows scattered dots clustered around the straight line with slope > 1 with all 
dots in the plot above the straight line with slope=1, which indicated for these participants ෠ܲadj > 
63 
 
 
෠ܲcox (Figure 3.7d). 
It seems that transporting the risk functions from Framingham study men population, 
which have a wider age range, to the ARIC white men population, which have narrower age 
range, is roughly comparable to transporting the risk functions the other way around.  For 
example, the differences between the Nam and D’Agostino χ2 statistic of ෠ܲnew and that of ෠ܲcox 
when risk function was transported from Framingham men population to ARIC white men 
population and when risk function was transported from ARIC white men population to 
Framingham men population  are 2.6  and 4.2, respectively. Similarly, the ratios of the Nam and 
D’Agostino χ2 statistic of ෠ܲnew over the Nam and D’Agostino χ2 statistic of ෠ܲcox are quite close in 
both directions (1.23 from Framingham to ARIC, 1.27 from ARIC to Framingham).     
 
3.2.4.6 Transporting ARIC study black men CVD Risk Function to Framingham men 
population  
For Framingham men, the discrimination C statistic for ෠ܲcox is 0.7816, while the 
discriminations for ෠ܲnew, ෠ܲnew2, ෠ܲunadj, ෠ܲunadj2, ෠ܲBrindle, ෠ܲBrindle2, and ෠ܲadj are all 0.7772 so the 
discriminations of these re-calibrated risk functions are very close to that of the proportional 
hazards Cox model developed from its own data (Table 3.13).  The calibration Nam and 
D’Agostino χ2 statistic for ෠ܲcox is 15.8, which theoretically should be the best performance that 
other re-calibration methods try to reach.  The Nam and D’Agostino χ2 statistics for ෠ܲnew, ෠ܲnew2, 
෠ܲBrindle, ෠ܲBrindle2 equal to 26.2, 25.3, 26.3 and 29.4, respectively, which are worse than that of ෠ܲcox.  
The Nam and D’Agostino χ2 statistic of ෠ܲunadj is 26.1 which is close to that of ෠ܲnew while the Nam 
and D’Agostino χ2 statistic of ෠ܲunadj2 is 84.1.  The Nam and D’Agostino χ2 statistic of ෠ܲadj is 46.8 
which is much higher than 20.  The closeness between the Nam and D’Agostino χ2 statistic and 
the adjusted Nam and D’Agostino χ2 statistic for these re-calibration methods indicated that 
outliers may not play an important role here (Table 3.13).   
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The plot of ෠ܲnew vs. ෠ܲcox for Framingham men to which ARIC study black men CVD risk 
function was transported shows scattered dots clustered around the straight line with slope ≈ 1 
with the maximum ෠ܲcox≈ 1 and maximum ෠ܲnew ≈ 0.9 (Figure 3.8a).  The plot of ෠ܲnew2 vs. ෠ܲcox 
(Figure 3.8b) is very similar to the plot of ෠ܲnew vs. ෠ܲcox.  The plot of ෠ܲBrindle2 vs. ෠ܲcox shows 
scattered dots deviated lower from the straight line with slope ≈ 1 with the maximum ෠ܲBrindle2 ≈ 
0.65 for ARIC black men (Figure 3.8c) while the maximum ෠ܲcox≈ 1.  The incidence rate (of CVD) 
for Framingham men is 1-KM≈0.092, while the incident rate for ARIC black men is 1-KM≈0.124 
(Table 3.11).  The higher incidence rate in the reference (ARIC black men) population and lower 
incidence rate in the local (Framingham men) population introduced biases in ෠ܲBrindle2 especially 
for participants with higher risk.  Such biases were not seen in ෠ܲnew.  The plot of ෠ܲadj vs. ෠ܲcox for 
Framingham men shows scattered dots clustered around the straight line with slope slightly > 1 
(Figure 3.8d).  More dots in the plot of ෠ܲadj vs. ෠ܲcox are above the straight line with slope=1, which 
indicated for these participants ෠ܲadj > ෠ܲcox.    
In accordance with the theoretical results observed in Chapter 2, it is better to transport 
the risk functions from Framingham study men population, which have a wider age range and 
larger sample size, to ARIC black men population, which have a narrower age range and smaller 
sample size than the other way around.  For example, the ratios of the Nam and D’Agostino χ2 
statistic of ෠ܲnew over the Nam and D’Agostino χ2 statistic of ෠ܲcox are better from Framingham to 
ARIC (1.03) than from ARIC to Framingham (1.66).     
 
3.2.4.7 Transporting ARIC study white women CVD Risk Function to Framingham women 
population  
For Framingham women, the discrimination C statistic for ෠ܲcox is 0.8241, while the 
discriminations for ෠ܲnew, ෠ܲnew2, ෠ܲunadj, ෠ܲunadj2, ෠ܲBrindle, ෠ܲBrindle2, and ෠ܲadj are all 0.8195 so the 
discriminations of these re-calibrated risk functions are very close to that of the proportional 
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hazards Cox model developed from its own data (Table 3.13).  The calibration Nam and 
D’Agostino χ2 statistic for ෠ܲcox is 10.1, which theoretically should be the best performance that 
other re-calibration methods try to reach.  The Nam and D’Agostino χ2 statistics for ෠ܲnew, ෠ܲnew2, 
෠ܲBrindle, ෠ܲBrindle2 are equal to 16.8, 18.1, 16.8 and 16.9, respectively, which are worse than that of 
෠ܲcox.  The Nam and D’Agostino χ2 statistic of ෠ܲunadj is 16.0 which is close to that of ෠ܲnew while the 
Nam and D’Agostino χ2 statistic of ෠ܲunadj2 is 23.4.  The Nam and D’Agostino χ2 statistic of ෠ܲadj is 
66.1 which is much higher than 20.  The closeness between the Nam and D’Agostino χ2 statistic 
and the adjusted Nam and D’Agostino χ2 statistic for these re-calibration methods indicated that 
outliers may not play an important role here (Table 3.13).   
The plot of ෠ܲnew vs. ෠ܲcox for Framingham study women to which ARIC study white women 
CVD risk function was transported shows scattered dots clustered around the straight line with 
slope ≈ 1 (Figure 3.9a).  The plot of ෠ܲnew2 vs. ෠ܲcox (Figure 3.9b) is very similar to the plot of ෠ܲnew 
vs. ෠ܲcox.  The plot of ෠ܲBrindle2 vs. ෠ܲcox (Figure 3.9c) is also similar to the plot of ෠ܲnew vs. ෠ܲcox.  The 
plot of ෠ܲadj vs. ෠ܲcox shows scattered dots clustered around the straight line with slope > 1 with 
most dots in the plot above the straight line with slope=1, which indicated for these participants 
෠ܲadj > ෠ܲcox (Figure 3.9d). 
Again, in agreement with the results of Chapter 2, it seems that transporting the risk 
functions from the Framingham study women, which have wider age range, to the ARIC white 
women, which have a narrower age range, is better than transporting the risk functions the other 
way around.  For example, the ratios of the Nam and D’Agostino χ2 statistic of ෠ܲnew over the Nam 
and D’Agostino χ2 statistic of ෠ܲcox are better from Framingham to ARIC (0.77) than from ARIC to 
Framingham (1.66).    
 
3.2.4.8 Transporting ARIC study black women CVD Risk Function to Framingham women 
population  
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For Framingham women, the discrimination C statistic for ෠ܲcox is 0.8241, while the 
discriminations for ෠ܲnew, ෠ܲnew2, ෠ܲunadj, ෠ܲunadj2, ෠ܲBrindle, ෠ܲBrindle2, and ෠ܲadj are all 0.8205 so the 
discriminations of these re-calibrated risk functions are very close to that of the proportional 
hazards Cox model developed from its own data (Table 3.13).  The calibration Nam and 
D’Agostino χ2 statistic for ෠ܲcox is 10.1, which theoretically should be the best performance that 
other re-calibration methods try to reach.  The Nam and D’Agostino χ2 statistics for ෠ܲnew, ෠ܲnew2, 
෠ܲBrindle, ෠ܲBrindle2 are equal to 17.5, 21.2, 16.8 and 16.6, respectively, which are worse than that of 
෠ܲcox.  The Nam and D’Agostino χ2 statistic of ෠ܲunadj is 46.7 which is worse than that of ෠ܲnew while 
the Nam and D’Agostino χ2 statistic of ෠ܲunadj2 is 189.9.  The Nam and D’Agostino χ2 statistic of ෠ܲadj 
is 84.4 which is much higher than 20.  The closeness between the Nam and D’Agostino χ2 
statistic and the adjusted Nam and D’Agostino χ2 statistic for these re-calibration methods 
indicated that outliers may not play an important role here (Table 3.13).   
The plot of ෠ܲnew vs. ෠ܲcox for Framingham study women to which ARIC study black women 
CVD risk function was transported shows scattered dots clustered around the straight line with 
slope ≈ 1 with the maximum ෠ܲcox≈ 0.8 and maximum ෠ܲnew ≈ 0.75 (Figure 3.10a).  The plot of ෠ܲnew2 
vs. ෠ܲcox (Figure 3.10b) is very similar to the plot of ෠ܲnew vs. ෠ܲcox.  The incidence rate (of CVD) for 
Framingham women is 1-KM≈0.036, while the incident rate for ARIC black women is 1-KM≈0.078 
(Table 3.11).  The higher incidence rate in the reference (ARIC black women) population and 
lower incidence rate in the local (Framingham women) population introduced biases in ෠ܲBrindle2 
especially for participants with higher risk.  Such biases were not seen in ෠ܲnew. The plot of ෠ܲBrindle2 
vs. ෠ܲcox (Figure 3.10c) shows scattered dots deviated from the straight line with slope ≈ 1 and 
plateaued ≈ 0.4, however, the Nam and D’Agostino χ2 statistic for ෠ܲBrindle is even slightly better 
than that of ෠ܲnew.  It is still possible ෠ܲBrindle2 is slightly closer to the true risk than ෠ܲnew is but it is 
better to check both the Nam and D’Agostino χ2 statistic and the plot of predicted risk vs. ෠ܲcox to 
evaluate the re-calibration methods.  It is also possible it is the area with most of dots (or 
participants) clustered between 0 and 0.2 of ෠ܲcox more important to decide the Nam and 
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D’Agostino χ2 statistic but not the very few dots (or participants) with ෠ܲcox >0.4.  The plot of ෠ܲadj vs. 
෠ܲcox  shows scattered dots clustered around the straight line with slope > 1 with almost all dots in 
the plot above the straight line with slope=1, which indicates for these participants ෠ܲadj > ෠ܲcox 
(Figure 3.10d). 
Again, the theoretical results from Chapter 2 are confirmed: transporting the risk functions 
from Framingham study women (wider age range) to ARIC black women (narrower age range) is 
better than to transport the risk functions the other way around.  For example, the ratios of the 
Nam and D’Agostino χ2 statistic of ෠ܲnew over the Nam and D’Agostino χ2 statistic of ෠ܲcox are better 
from Framingham to ARIC (0.53) than from ARIC to Framingham (1.73).     
 
3.2.5 The relations between the results from the simulated data and the results from 
Framingham and ARIC data  
To relate the results from the simulated data (with one risk factor which could be 
considered as the linear predictor) with real life population data (with multiple risk factors), the 
estimate of the linear predictor xj’ߚመ was obtained through the output from the Cox proportional 
hazards function (proc phreg, SAS) when real life data were used.  Using the estimate of the 
linear predictor xj’ߚመ as the only “risk factor” to run the Cox model again, it could be found that ߚመ≈1 
so it is mimicking the simulated data.  The standard deviation of the estimate of the linear 
predictor xj’ߚመ was obtained and could be related to “σ” of the risk factor of the relevant simulated 
data.  The standard deviation of the estimate of the linear predictor xj’ߚመ for the ARIC white men, 
ARIC black men, ARIC white women, and ARIC black women are 0.71, 0.68, 0.87, and 1.05, 
respectively (Table 3.11).  The standard deviation of the estimate of the linear predictor xj’ߚመ for 
the Framingham men and Framingham women are 1.05 and 1.36 respectively (Table 3.11). 
The slopes of ෠ܲnew vs. ෠ܲcox from all plots presented in this chapter are all ≈1, indicating no 
overall biases were introduced by the differences of the incidence rate between the local and 
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reference population which is also consistent with the plots of ෠ܲnew vs. ෠ܲcox in the simulated data 
showed in chapter 2 (Figures 2.1a, 2.4a, 2.5a, 2.6a, 2.7a, 2.10a, 2.13a, and 2.14a).  It has been 
found that so far the plot of ෠ܲnew vs. ෠ܲcox may deviate from the straight line with slope ≈ 1 due to 
large ∆β෠ (ൌ β෠ local-β෠ reference) but not due to large differences of the incidence rate between the local 
and reference population as long as the ∆β෠ is small.   
The plot of ෠ܲBrindle2 vs. ෠ܲcox for Framingham women (incident rate=0.036) transported from 
ARIC black women (incident rate=0.078) (Figure 3.10c) is similar to the plot of ෠ܲBrindle2 vs. ෠ܲcox for 
the simulated local population (γ=0.5, σ=1, event rate=0.05) transported from the simulated 
reference population (γ=2, σ=1, event rate=0.1) with ∆β෠=β෠ local-β෠ reference=-0.0029 (Figure 2.13c) in 
which the scattered dots deviated from the straight line with slope ≈ 1 and went under the straight 
line with slope ≈ 1.  On the other hand the plot of ෠ܲBrindle2 vs. ෠ܲcox for ARIC black women (incident 
rate=0.078) transported from Framingham women (incident rate=0.036) (Figure 3.6c) is similar to 
the plot of ෠ܲBrindle2 vs. ෠ܲcox for the simulated local population (γ=0.5, σ=1, event rate=0.1) 
transported from the simulated reference population (γ=2, σ=1, event rate=0.05) with ∆β෠=-
0.00755 (Figure 2.10c) in which the scattered dots deviated from the straight line with slope ≈ 1 
and rose above the straight line with slope ≈ 1.  So biases were introduced to ෠ܲBrindle2 in similar 
way in both, the simulated data and the real life clinical data, when the incident rates of the 
reference population and local population are different.  Similarly, the plot of ෠ܲadj vs. ෠ܲcox for 
Framingham women (incident rate=0.036) transported from ARIC black women (incident 
rate=0.078) (Figure 3.10d) is also similar to the plot of ෠ܲadj vs. ෠ܲcox for the simulated local 
population (γ=0.5, σ=1, event rate=0.05) transported from the simulated reference population 
(γ=2, σ=1, event rate=0.1) with ∆β෠=β෠ local-β෠ reference=-0.0029 (Figure 2.13d) in which the scattered 
dots rose above the straight line with slope ≈ 1. The plot of ෠ܲadj vs. ෠ܲcox for ARIC black women 
transported from Framingham women (Figure 3.6d) is also similar to the plot of ෠ܲadj vs. ෠ܲcox for the 
simulated local population (γ=0.5, σ=1, event rate=0.1) transported from the simulated reference 
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population (γ=2, σ=1, event rate=0.05) with ∆β෠=-0.00755 (Figure 2.10d) in which the scattered 
dots rose above the straight line with slope ≈ 1.  Thus the results from the simulated data are 
relevant to the results from the real life clinical data. 
There is one to one correspondence among ෠ܲnew, ෠ܲnew2, ෠ܲadj, ෠ܲunadj, ෠ܲunadj2, ෠ܲBrindle, ෠ܲBrindle2, 
and ෠ܲadj even if the exact values are not identical for both single risk factor and multiple risk 
factors.  However, the one to one correspondence between ෠ܲcox and ෠ܲnew, ෠ܲnew2, ෠ܲadj, 
෠ܲunadj,	 ෠ܲunadj2, ෠ܲBrindle, ෠ܲBrindle2, and ෠ܲadj exists only for a single risk factor.   For survival functions 
with multiple risk factors, for each given value of exp _local)X -  local(Xlocali iii , there might be multiple 
values of exp _local)X -  local(XFHSi iii  due to the fact that β෠iிுௌ≈ β෠i௟௢௖௔௟ but they are not identical.  Thus, 
the plot of ෠ܲnew vs. ෠ܲcox resembles scattered dots around the curve whose shape is determined by 
the size and direction of ∆β෠ as well as other factors.  The smaller the ∆β෠, the tighter the scattered 
pattern is.   This could be shown in examples such as Figure 3.3a and Figure 3.7a.  The β 
coefficients for all risk factors are very similar between Framingham men and ARIC white men 
(Table 3.7), the ∆β෠s are shared for the pair of Figure 3.3a and Figure 3.7a and are quite small 
overall.  Thus the scattered dots around the straight line with slope=1 were packed tightly and 
similarly for both Figure 3.3a and Figure 3.7a.     
 
3.2.6 Transportation of CVD Risk function between ARIC study population and 
Framingham sub-population (50-60 years old)             
For a real life clinical data, it is important to know whether the direction of the 
transportation of risk functions will make any difference since this may help to guide the selection 
of a good reference population.  It seems that transporting the risk functions from the 
Framingham study women population which have a wider age range to ARIC black women 
population which have a narrower age range is better than transporting the risk functions the 
other way around.  Here we attempt to investigate if this trend is valid in other forms of the clinical 
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data.  Since the sample sizes of the Framingham study men and women data are quite large, we 
can afford to use the sub-populations of the Framingham study data.  Age is the first risk factor 
coming to mind that could generally decide the range of the risk factors of a potential reference 
population but other risk factors may also be used to select a potential reference population.   We 
selected the age range 50-60 years of Framingham study data with the hope that the sample 
sizes of the sub-populations of the Framingham study men and women will not be too small. 
Meanwhile, we will check if the trend observed previously could be reversed: i.e. if transporting 
the risk functions from ARIC populations, which have a wider age range (45-64 years), to the 
Framingham study subpopulations (50-60 years), which have narrower age range, is better than 
transporting the risk functions the other way around. 
 
3.2.6.1 Transporting CVD Risk Function from Framingham (50-60 years old) men 
population to ARIC study white and black men population  
For Framingham (50-60 years old) men population, N=1193, the standard deviation (or σ) 
of the linear predictor xj’ߚመ is 0.59, much smaller than 1.05 for the full Framingham men data 
(Table 3.11).  The discrimination C statistic of ෠ܲcox from Framingham (50-60 years old) men 
population is 0.6931 (Table 3.14) which is lower than that of full Framingham men data (0.7816, 
Table 3.12).  In contrast, the calibration Nam and D’Agostino χ2 statistic for ෠ܲcox of Framingham 
(50-60 years old) men population is 9.5 (Table 3.14), which is better than that of full Framingham 
men data (15.8, Table 3.12). 
When CVD risk functions were transported from Framingham (50-60 years old) men 
population to ARIC white men population, the Nam and D’Agostino χ2 statistic of ෠ܲnew is 11.4 
(Table 3.14); the ratio of the adjusted Nam and D’Agostino χ2 statistic of ෠ܲnew over the adjusted 
Nam and D’Agostino χ2 statistic of ෠ܲcox is moderately better from Framingham (50-60 years) to 
ARIC (10.9/10.8=1.01, Table 3.14) than from Framingham to ARIC (13.3/10.8=1.23, Table 3.12). 
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The discriminations C statistics of the re-calibration methods are all 0.7079 (Table 3.14) which is 
very close to that when transported from full Framingham men population (0.7084, Table 3.12). 
When CVD risk functions were transported from Framingham (50-60 years old) men 
population to ARIC black men population, the Nam and D’Agostino χ2 statistic of ෠ܲnew is 12.0; the 
ratio of the adjusted Nam and D’Agostino χ2 statistic of ෠ܲnew over the adjusted Nam and 
D’Agostino χ2 statistic of ෠ܲcox is worse from Framingham (50-60 years) to ARIC (11.2/9.0=1.24, 
Table 3.14) than from Framingham to ARIC (9.2/9.0=1.02, Table 3.12). The discriminations C 
statistics of the re-calibration methods are all 0.6847 (Table 3.14) which is better than that when 
transported from full Framingham men population (0.6808, Table 3.12).     
The plots of ෠ܲnew vs. ෠ܲcox, ෠ܲnew2 vs. ෠ܲcox, ෠ܲnew2 vs. ෠ܲcox, and ෠ܲadj vs. ෠ܲcox for ARIC white 
men population to which Framingham (50-60 years) men CVD risk functions were transported 
(Figure 3.11) are similar to the plots for ARIC white men population to which Framingham men 
CVD risk functions were transported (Figures 3.3). 
The plots of ෠ܲnew vs. ෠ܲcox, ෠ܲnew2 vs. ෠ܲcox, ෠ܲnew2 vs. ෠ܲcox, and ෠ܲadj vs. ෠ܲcox for ARIC black 
men population to which Framingham (50-60 years) men CVD risk functions were transported 
(Figure 3.12) are similar to the plots for ARIC black men population to which Framingham men 
CVD risk functions were transported (Figures 3.4). 
 
3.2.6.2 Transporting CVD Risk Function from Framingham (50-60 years old) women 
population to ARIC study white and black women population  
For Framingham (50-60 years old) women population, N=1370, the standard deviation 
(or σ) of the linear predictor xj’ߚመ is 0.92, much smaller than 1.36 for the full Framingham women 
data (Table 3.11).  The discrimination C statistic of ෠ܲcox from Framingham (50-60 years old) 
women population is 0.7563 (Table 3.14) which is lower than that of full Framingham women data 
(0.8241, Table 3.12).  In contrast, the calibration Nam and D’Agostino χ2 statistic for ෠ܲcox of 
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Framingham (50-60 years old) women population is 6.8 (Table 3.14), which is better than that of 
full Framingham women data (10.1, Table 3.12). 
When CVD risk functions were transported from Framingham (50-60 years old) women 
population to ARIC white women population, the Nam and D’Agostino χ2 statistic of ෠ܲnew is 17.2; 
the ratio of adjusted the Nam and D’Agostino χ2 statistic of ෠ܲnew over the adjusted Nam and 
D’Agostino χ2 statistic of ෠ܲcox is worse from Framingham (50-60 years) to ARIC (15.2/11.1=1.37, 
Table 3.14) than from Framingham to ARIC (8.3/11.1=0.75, Table 3.12). The discrimination C 
statistics of the re-calibration methods are all 0.7648 (Table 3.14) which is slightly better than 
when transported from full Framingham women population (0.7609, Table 3.12). 
When CVD risk functions were transported from Framingham (50-60 years old) women 
population to ARIC black women population, the Nam and D’Agostino χ2 statistic of ෠ܲnew is 11.7 
(Table 3.14); the ratio of the adjusted Nam and D’Agostino χ2 statistic of ෠ܲnew over the adjusted 
Nam and D’Agostino χ2 statistic of ෠ܲcox is worse from Framingham (50-60 years) to ARIC 
(10.8/7.7=1.40, Table 3.14) than from ARIC to Framingham (4.6/7.7=0.60, Table 3.12). The 
discriminations C statistics of the re-calibration methods are all 0.7837 (Table 3.14) which is 
worse than when transported from full Framingham women population (0.7942m Table 3.12).     
The plots of ෠ܲnew vs. ෠ܲcox, ෠ܲnew2 vs. ෠ܲcox, ෠ܲnew2 vs. ෠ܲcox, and ෠ܲadj vs. ෠ܲcox for ARIC white 
women population to which Framingham (50-60 years) women CVD risk functions were 
transported (Figure 3.13) are similar to the plots for ARIC white women population to which 
Framingham women CVD risk functions were transported (Figures 3.5). 
The plots of ෠ܲnew vs. ෠ܲcox, ෠ܲnew2 vs. ෠ܲcox, ෠ܲnew2 vs. ෠ܲcox, and ෠ܲadj vs. ෠ܲcox for ARIC black 
women population to which Framingham (50-60 years) women CVD risk functions were 
transported (Figure 3.14) are similar to the plots for ARIC black women population to which 
Framingham women CVD risk functions were transported (Figures 3.6). 
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3.2.6.3 Transporting CVD Risk Function from ARIC study white and black men population 
to Framingham (50-60 years old) men population  
When CVD risk functions were transported from ARIC white men population to 
Framingham (50-60 years old) men population, the Nam and D’Agostino χ2 statistic of ෠ܲnew is 7.0 
(Table 3.15); the ratio of the adjusted Nam and D’Agostino χ2 statistic of ෠ܲnew over the adjusted 
Nam and D’Agostino χ2 statistic of ෠ܲcox is better from ARIC to Framingham (50-60 years) 
(6.3/8.6=0.73, Table 3.15) than from ARIC to Framingham (18.4/14.2=1.30, Table 3.13). The 
discriminations C statistics of the re-calibration methods are all 0.6806 for Framingham (50-60 
years old) men (Table 3.15) which is much worse than when transported to full Framingham men 
population (Table 3.13, C statistic=0.7798). 
When CVD risk functions were transported from ARIC black men population to 
Framingham (50-60 years old) men population, the Nam and D’Agostino χ2 statistic of ෠ܲnew is 6.3 
(Table 3.15); the ratio of the adjusted Nam and D’Agostino χ2 statistic of ෠ܲnew over the adjusted 
Nam and D’Agostino χ2 statistic of ෠ܲcox is better from ARIC to Framingham (50-60 years) 
(5.6/8.6=0.65, Table 3.15) than from ARIC to Framingham (24.5/14.2=1.73, Table 3.13). The 
discriminations C statistics of the re-calibration methods are all 0.6873 for Framingham (50-60 
years old) men (Table 3.15) which is much worse than when transported to full Framingham men 
population (Table 3.13, C statistic=0.7772).     
Figure 3.15 shows the plots of ෠ܲnew vs. ෠ܲcox, ෠ܲnew2 vs. ෠ܲcox, ෠ܲnew2 vs. ෠ܲcox, and ෠ܲadj vs. ෠ܲcox 
for Framingham (50-60 years) men population to which ARIC white men CVD risk functions were 
transported.  Figure 3.16 shows the plots of ෠ܲnew vs. ෠ܲcox, ෠ܲnew2 vs. ෠ܲcox, ෠ܲnew2 vs. ෠ܲcox, and ෠ܲadj vs. 
෠ܲcox  for Framingham (50-60 years) men population to which ARIC black men CVD risk functions 
were transported. 
 
3.2.6.4 Transporting CVD Risk Function from ARIC study white and black women 
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population to Framingham (50-60 years old) women population  
When CVD risk functions were transported from ARIC white women population to 
Framingham (50-60 years old) women population, the Nam and D’Agostino χ2 statistic of ෠ܲnew is 
9.7 (Table 3.15); the ratio of the adjusted Nam and D’Agostino χ2 statistic of ෠ܲnew over the 
adjusted Nam and D’Agostino χ2 statistic of ෠ܲcox is better from ARIC to Framingham (50-60 years) 
(8.3/5.8=1.43, Table 3.15) than from ARIC to Framingham (15.3/7.7=1.99, Table 3.13). The 
discriminations C statistics of the re-calibration methods are all 0.7551 for Framingham (50-60 
years old) women population (Table 3.15) which is worse than when CVD risk functions were 
transported from ARIC white women population to full Framingham women population (Table 
3.13, C statistic=0.8195). 
When CVD risk functions were transported from ARIC black women population to 
Framingham (50-60 years old) women population, the Nam and D’Agostino χ2 statistic of ෠ܲnew is 
11.7 (Table 3.15); the ratio of the adjusted Nam and D’Agostino χ2 statistic of ෠ܲnew over the 
adjusted Nam and D’Agostino χ2 statistic of ෠ܲcox is better from ARIC to Framingham (50-60 years) 
(9.2/5.8=1.59, Table 3.15) than from ARIC to Framingham (16.1/7.7=2.09, Table 3.13). The 
discriminations C statistics of the re-calibration methods are all 0.7440 for Framingham (50-60 
years old) women population (Table 3.15) which is much worse than when CVD risk functions 
were transported from ARIC black women population to full Framingham men population (Table 
3.13, C statistic=0.8205).     
Figure 3.17 shows the plots of ෠ܲnew vs. ෠ܲcox, ෠ܲnew2 vs. ෠ܲcox, ෠ܲnew2 vs. ෠ܲcox, and ෠ܲadj vs. ෠ܲcox 
for Framingham (50-60 years) women population to which ARIC white women CVD risk functions 
were transported.  Figure 3.18 shows the plots of ෠ܲnew vs. ෠ܲcox, ෠ܲnew2 vs. ෠ܲcox, ෠ܲnew2 vs. ෠ܲcox, and 
෠ܲadj vs. ෠ܲcox  for Framingham (50-60 years) women population to which ARIC black men CVD risk 
functions were transported. 
We have observed that transporting the risk functions from Framingham study 
75 
 
 
population, which have a wider age range, to the ARIC population, which have a narrower age 
range, is better than transporting the risk functions the other way around.  After we used sub-
populations (50-60 years) of the Framingham study data, which have a narrower distribution of 
risk factors than that of the full Framingham study data, we have seen the trend was reversed: i.e. 
transporting the risk functions from the ARIC populations, which have a wider age range (45-64 
years), to the Framingham study (50-60 years) subpopulations, which have a narrower age 
range, is better than to transport the risk functions from ARIC populations, which have a narrower 
age range (45-64 years), to the Framingham study populations, which have a wider age range 
(30-74 years). 
 
3.2.7 Discussion and Conclusion 
In section 3.1, we found that ෠ܲnew performed well in transporting Framingham CHD risk 
functions to SCCS population. In the current section, ෠ܲnew also performed well in transporting 
Framingham CVD risk functions to ARIC population.  In theory, ෠ܲnew should work for any risk 
function based on proportional hazards Cox models, which have been supported by all the results 
we have obtained so far.  It remains to be further confirmed in more applications for different risk 
functions in different populations.   
The Nam and D’Agostino χ2 statistic of ෠ܲnew, ෠ܲnew2, ෠ܲBrindle, and ෠ܲBrindle2 were quite close to 
each other either when Framingham risk function were transported to ARIC white men 
population, ARIC black men population, ARIC white women population, and ARIC black women 
population or when ARIC white men risk function, ARIC black men risk function, ARIC white 
women risk function, and ARIC black men risk function were transported to Framingham 
population (Tables 3.12 and 3.13).  However, when examining the plot of ෠ܲBrindle2 vs. ෠ܲcox, we 
found that biases were introduced by the differences of incidence rate between the reference 
population and the local population in a way similar to the plots in the simulated data under 
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similar conditions (for example, Figure 3.10c similar to Figure 2.13c; Figure 3.6c similar to Figure 
2.10c). Furthermore, even when the differences of the incidence rate of the event between ARIC 
black men (1-KM=0.12446) and Framingham men (1-KM=0.09163) were not as large as that 
between ARIC black women (1-KM=0.07831) and Framingham women (1-KM=0.03573), we 
observed similar biases in Figure 3.4c and Figure 3.8c for the plot of ෠ܲBrindle2 vs. ෠ܲcox.  Although 
these biases introduced to ෠ܲBrindle2 did not change the Nam and D’Agostino χ2 statistic of the 
capped ෠ܲBrindle2 drastically, it raised the doubt on broader application of ෠ܲBrindle2 in other 
populations with some unknown conditions.  
෠ܲunadj is either the direct application of Framingham CVD risk function to ARIC population 
or the direct application of ARIC CVD risk function to Framingham population and performed 
similar to ෠ܲnew in some cases but much worse than ෠ܲnew in other cases (Tables 3.12 and 3.13). 
This inconsistency suggests that we may not want to apply ෠ܲunadj in other populations with some 
unknown conditions. 	 ෠ܲunadj2 is either the application of Framingham CVD risk function to ARIC 
population but using the means of risk factors from the ARIC population or the application of 
ARIC CVD risk function to Framingham population but using the means of risk factors from the 
Framingham population and performed quite poorly overall, so it is not suggested to apply ෠ܲunadj2 
in other populations with some unknown conditions.   
Overall the Nam and D’Agostino χ2 statistics of ෠ܲadj are worse than the Nam and 
D’Agostino χ2 statistics of ෠ܲnew and ෠ܲnew2 when either the Framingham CVD risk functions were 
transported to ARIC population or the ARIC CVD risk functions were transported to Framingham 
population; In addition, the plots of ෠ܲadj vs. ෠ܲcox deviated from the straight line with slope=1. 
The Nam and D’Agostino χ2 statistics of ෠ܲadj ranged from 18.6 (FHS to ARIC black men) to 84.4 
(ARIC black women to FHS), which are consistent with the range of the Nam and D’Agostino χ2 
statistics of ෠ܲadj for the simulated data when the standard deviation of the linear predictor xj’ߚመ of 
the local population σ=1.  In summary, ෠ܲnew and ෠ܲnew2 are the best re-calibration methods so far to 
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either transport the Framingham CVD risk functions to ARIC population or transport the ARIC 
CVD risk functions to Framingham population.  We suggest to further evaluate ෠ܲnew and ෠ܲnew2 in 
more different populations for different risk functions. 
 For ෠ܲnew and ෠ܲnew2, there is no evidence that it is better to transport risk functions among 
the same racial group than to transport risk functions between different racial groups.  For 
example, when transporting Framingham white men risk function to ARIC white men population, 
the Nam and D’Agostino χ2 statistic of ෠ܲnew and the Nam and D’Agostino χ2 statistic of ෠ܲcox are 
13.9 and 11.3 respectively; when transporting Framingham white men risk function to ARIC black 
men population, the Nam and D’Agostino χ2 statistic of ෠ܲnew and the Nam and D’Agostino χ2 
statistic of ෠ܲcox are 9.9 and 9.6 respectively.  Similarly, in the previous section, we found that the 
Framingham white men and women CHD risk functions can be transported successfully to the 
overall SCCS population (consist of Chinese, Malay, and Indian) using ෠ܲnew.  This may allow the 
applications of ෠ܲnew and ෠ܲnew2 in a broader range of populations. 
In real life clinical data, it is important to know whether the direction of the transportation 
of risk functions will make any difference since this may help to guide the selection of a good 
reference population.  For the transportation of CVD risk functions from Framingham study 
population (the age range 30-74 years old, men (N=3848) and women (4389)) to ARIC study 
population (the age range 45-64 years old, white men (N=4585), black men (N=1383), white 
women (N=5431), and black women (N=2220)), the calibrations of ෠ܲnew are generally better than 
when the CVD risk functions were transported from ARIC study population to Framingham study 
population (Tables 3.12 and 3.13).   The most evident contrast is in the transportation of CVD risk 
function from Framingham men to ARIC black men vs. the transportation of CVD risk function 
from ARIC black men to Framingham men.  The calibration of ෠ܲnew and ෠ܲcox are 9.9 and 9.6 
respectively when the CVD risk function was transported from Framingham study men to ARIC 
black men, and in contrast, the calibration of ෠ܲnew is 26.2 when the CVD risk function was 
transported from ARIC black men to Framingham study men.  The potential implication of this 
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observation is, that the calibration of ෠ܲnew is generally better when a risk function is transported 
from a population with a wider distribution of risk factors to a population with narrower distribution 
of risk factors.  However, the mis-matched sample sizes (Framingham men N=3848, ARIC black 
men N=1383) could also be a contributing factor.   
To further confirm this observation, we transported CVD risk functions from ARIC study 
population (the age range 45-64 years old, white men (N=4585), black men (N=1383), white 
women (N=5431), and black women (N=2220)) to the sub-populations of Framingham study 
population in which the age range is 50 to 60 years old for both men (N=1193) and women 
(N=1370) (Table 3.11) and vice versa.   When the CVD risk functions were transported from 
ARIC study population to Framingham study sub-population (50-60 years), the calibrations of ෠ܲnew 
and ෠ܲadj (Table 3.15) are much better than when the CVD risk functions were transported from 
ARIC study population to Framingham study full population (Table 3.13).  The most evident 
contrast is in the transportation of CVD risk function from ARIC black men (45-64 years) to 
Framingham men (50-60 years) vs. the transportation of CVD risk function from ARIC black men 
(45-64 years) to Framingham men (30-74 years).  The calibrations of ෠ܲnew and ෠ܲadj are 6.3 and 
7.6 respectively when the CVD risk function was transported from ARIC black men (45-64 years, 
N=1383) to Framingham study men (50-60 years , N=1193) (Table 3.15); in contrast, the 
calibrations of ෠ܲnew and ෠ܲadj are 26.2 and 46.8 respectively when the CVD risk function was 
transported from ARIC black men (45-64 years, N=1383) to Framingham study men (30-74 
years, N=3848) (Table 3.13).  This result further confirmed that the calibration of ෠ܲnew is generally 
better when a risk function is transported from a population with a wider distribution of risk factors 
to a population with a narrower distribution of risk factors.  These results were expected based on 
the results from the simulated data (Chapter 2) which predicted that the calibrations of ෠ܲnew, ෠ܲnew2, 
෠ܲBrindle2, and especially ෠ܲadj will be better when the standard deviation (σ) of the linear predictor of 
the simulated local population is small, which is consistent with the above results in the real life 
clinical data. It also helped in showing that the results from the simulated data are relevant to the 
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real life clinical data.  
 The calibration Nam and D’Agostino χ2 statistic of ෠ܲcox theoretically should have the best 
performance that the re-calibration methods try to reach. However, in real life clinical data, we 
have seen quite few cases that the calibration Nam and D’Agostino χ2 statistics of ෠ܲnew were  
lower than the calibration Nam and D’Agostino χ2 statistics for ෠ܲcox at least numerically.  The 
discrimination C statistic of ෠ܲcox theoretically should also have the best performance that other re-
calibration methods try to reach.   In the real life clinical data, we have not seen any case yet that 
the discrimination C statistic of ෠ܲnew was better than the discrimination C statistic of ෠ܲcox.  When 
CVD risk functions were transported from Framingham study population to ARIC study 
population, the C statistics (discrimination) of these re-calibration methods (using ARIC study 
data and β coefficients from Framingham CVD risk function) for ARIC white men, ARIC black 
men, ARIC white women, and ARIC black women were 0.7084, 0.6808, 0.7609, and 0.7942, 
respectively, all slightly lower than the C statistic of ෠ܲcox  for ARIC white men, ARIC black men, 
ARIC white women, and ARIC black women  which were 0.7116, 0.6946, 0.7724, and 0.7993, 
respectively (Table 3.12).  The C statistic of ෠ܲcox (ARIC study) for white men, black men, white 
women, and black women were all lower than the C statistic of ෠ܲcox for Framingham men and 
women which were 0.7816 and 0.8241 respectively (Table 3.12).   
When CVD risk functions were transported from ARIC white men, ARIC black men, ARIC 
white women, and ARIC black women to Framingham men and women (i.e. from a population 
with narrower distribution of risk factors to a population with wider distribution of risk factors), 
respectively,  the C statistics (discriminations) of these re-calibration methods (using Framingham 
study data and β coefficients from ARIC CVD risk function) were 0.7798, 0.7772, 0.8195, and 
0.8205 which were all slightly lower than the C statistic of ෠ܲcox for Framingham men (=0.7816) 
and women (=0.8241) respectively  (Table 3.13) but were much higher than the C statistics of 
෠ܲcox for ARIC white men (=0.7116), ARIC black men (=0.6946), ARIC white women (=0.7724), 
and ARIC black women (=0.7993), respectively (Table 3.13).  These results showed when the 
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CVD risk function was transported from ARIC population to Framingham population using the 
same β coefficients (from ARIC) and the data from Framingham population with a wider 
distribution of risk factors, the C statistics of these re-calibration methods ( ෠ܲnew, ෠ܲnew2, ෠ܲunadj, 
෠ܲunadj2, ෠ܲadj, ෠ܲBrindle, and ෠ܲBrindle2) can be higher than the C statistic of ෠ܲcox (ARIC study) when the 
same β coefficients (from ARIC) and  the data from the ARIC population with a narrower 
distribution of the risk factors were used, i.e. not only the β coefficients may decide the level of 
the C statistic but the size of the spread out of the risk factors may decide the level of the C 
statistic. This is consistent with the results obtained from the simulated data in chapter 2 that the 
C statistics of ෠ܲcox, ෠ܲnew, ෠ܲnew2, ෠ܲadj, ෠ܲBrindle2 are generally positively related to the standard 
deviation (σ) of the linear predictor xj’ߚመ of the local population.   
In addition, when the CVD risk functions were transported from ARIC study population to 
Framingham study (50-60 years old) sub-population (i.e. from a population with wider distribution 
of risk factors to a population with narrower distribution of risk factors), the C statistics 
(discriminations) of these re-calibration methods (using Framingham study (50-60 years old) sub-
population data and β coefficients from ARIC CVD risk function) were slightly lower than the C 
statistic of ෠ܲcox (for ARIC study data) ) (Table 3.15).  This further shows that the C statistics of 
෠ܲcox, ෠ܲnew, ෠ܲnew2, ෠ܲadj, ෠ܲBrindle2 are generally positively related to the standard deviation (or σ) of the 
linear predictor xj’ߚመ of the local population.  There could be exceptions when the standard 
deviation (or σ) of the linear predictor xj’ߚመ of the local population is close to that of the reference 
population and it is possible not only the standard deviations (or σ) of the overall linear predictor 
xj’ߚመ but also the specific distribution of individual risk factors will determine the discrimination of 
these re-calibration methods.   
In summary, as observed in Chapter 2, it is generally preferred to transport risk functions 
from a reference population with a wider distribution of risk factors to a local population with a 
narrower distribution to have better calibration of the re-calibration methods.  However, the 
discrimination of the re-calibration methods for the local population with narrow distribution of risk 
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factors could be also low.  Among the re-calibration methods studied in the current work, the 
calibration of ෠ܲadj is most likely to be negatively impacted by wider distribution of the risk factors in 
the local population; the calibrations of ෠ܲBrindle and ෠ܲBrindle2 are also likely to be negatively impacted 
by the wider distribution of the risk factors in the local population.  ෠ܲnew is the most robust re-
calibration methods followed by ෠ܲnew2 to tolerate the wide distribution of the risk factors in the 
local population.  Besides, using a reference population with a wide distribution of the risk factors 
is also very important.  Age is the first risk factor coming to mind that could generally decide the 
range of the risk factors of a potential reference population but other risk factors may also be 
used to select a potential reference population.  In cardiovascular-related applications, some 
cohorts are based on communities such as the Framingham study, ARIC study, SCCS study, 
some cohorts are based on a single profession such as the Nurses health study, Physicians 
health study, Steel workers health study. It remains to be investigated which kind of cohort may 
have a better external validity when the risk functions derived from them are transported to other 
populations.      
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                                                    Chapter 4  
Survival C statistic in the presence of censoring: quantifying discrimination of 
survival risk functions 
 
4.1 Introduction. 
 Performance of a risk prediction functions can be characterized by two different metrics.  
The first one, called calibration, measures the closeness of predicted probabilities of event to the 
event rate that really occurred. The other quantifies the risk function’s ability to distinguish events 
from non-events based on the predicted probabilities of survival.  This is referred to as 
discrimination.  We have used both discrimination and calibration in chapters 2 and 3 to evaluate 
re-calibration methods to transport risk functions between populations in simulated data and real 
life clinical data.  The area under the Receiver Operating Characteristic (ROC) curve is one of the 
most popular measures for discrimination which was first developed for dichotomous outcomes 
[19, 20], and has been discussed extensively in the literature.  D’Agostino & Nam [21] and 
D’Agostino et al [17] described and reviewed ROC which is also called as the C statistic or just 
area under the curve (AUC).   
 AUC has been used as a measure of discrimination in logistic regression and works well. 
There are also extensions of AUC to survival outcomes and the extensions are not unique.  In 
this chapter, we compare and evaluate four such extensions when they are used in both 
simulated data and real life clinical data.   One application uses survival model-based predicted 
probabilities of event before a cut-off time point and dichotomized event status at this time point 
to calculate the binary AUC.  However, individuals censored before the cut-off time point are 
either ignored or assumed to be non-events and the information on their survival until the 
censoring time is not used.  Harrell et al. [22, 23] proposed to assess the amount of agreement or 
concordance between predictions and outcomes comparing not only events and non-events but 
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also events that happened at different points in time with a nonparametric C-statistic which was 
formalized and studied extensively by Pencina and D’Agostino [24].  The Overall C developed by 
Pencina and D’Agostino [24] was used in chapter 2-3 to measure the discrimination of re-
calibration methods when risk functions were transported by these methods between populations.  
Chambless and Diao [26] applied the Bayes rule to the binary case definition of the AUC and 
represented it in terms of the expected values of survival and event probabilities, thus overcoming 
the problem of premature discontinuations.  Uno et al. [25] updated and modified Harrell, Pencina 
and D’Agostino’s Overall C in an attempt to remove the impact of censoring.  These four different 
estimators presented above (Logistic AUC, Chambless and Diao’s C (CD), Harrell, Pencina and 
D’Agostino’s C (HPD) as well as Uno’s C) from the perspective of extending the concept of 
discrimination to survival analysis were evaluated in this chapter.  We contrast them with respect 
to their properties assessed based on theoretical examples, simulations and practical applications 
to the Framingham risk functions derived on a subset of data from D’Agostino et al. [29] with 
available 30-year follow-up as well as risk functions based on a breast cancer data.   
  
4.2 Concept of discrimination in survival analysis 
For binary outcomes discrimination is defined as the model’s ability to separate those 
who develop events from those who do not.  For survival data, the discrimination could be defined 
as the model’s ability to separate those with longer event-free survival from those with shorter 
event-free survival.  If all subjects develop events at the same time and there are no drop-outs, 
this definition is consistent with the standard binary case definition.  Following the logic used in 
the binary case, the discrimination for survival data also conditions on the observed to assess the 
predicted.  For survival data, consider a cohort of N subjects, the baseline risk factor information 
is measured at time T=0; τ is the time of interest for predicting the risk of an event, TEND is the 
maximum time the subjects are followed, and 0< τ ≤ TEND.  The discrimination for survival data 
does not compare between subjects who do not experience events before τ (either censored at τ 
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or dropping out before τ) since the full extent of their event-free survival cannot be determined.  
However, the use of survival data affords another set of comparison – one between subjects who 
developed events earlier versus later. Distinguishing between subjects with events occurring at 
different times (so called “event vs. event” comparisons) is what is new in discrimination extended 
to survival.   
Thus we have the following possible scenarios for comparison between any two subjects.  
(1) Both subjects had an event before time τ, and one subject survived longer than the other; 
(2) Both subjects had an event but one had it before time τ and one after time τ; 
(3) One subject had an event before time τ, and the other subject was censored or dropped from 
the study before time τ but after the first subject had an event;   
(4) One subject had an event before time τ, and the other subject was censored or dropped from 
study before the first subject had an event; 
(5) One subject had event before time τ, the other subject had no event and was censored at τ.  
(6) Neither subject had an event before time τ.  
Among the above 6 scenarios, (2), (5) and (6) can be unequivocally handled by logistic 
regression. Scenario (1) would treat both subjects as events in logistic regression and hence not 
use their comparison for calculating discrimination.  In scenarios (3) and (4) one would have to 
make some assumptions or imputation to use these comparisons in the logistic setting. However, 
using survival data, since we can determine which subjects survived longer in scenarios (1) and 
(3), these comparisons can still be included in the discrimination metric. Scenario (4) still poses a 
problem as we do not know what happened to the subject who discontinued the study 
prematurely.  Keeping these six scenarios in mind, let us examine 4 measures of concordance 
proposed for use in survival analysis.  
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4.3 Discrimination C statistics 
4.3.1 Logistic AUC 
The simplest extension of the AUC to survival models fixes the time point of interest at τ, 
and calculates the binary C statistic for survival model-based predicted probabilities (Pi for ith 
subject) and event status at time τ.  It can be expressed as:  
noneventsevents
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where I(•) is the indicator function.  This definition of the C statistic does not take into account the 
separation of survival times within events.  The dependence of CLogistic on the time point is implicit 
and comes from the facts that ji PP ,  are calculated for a given time point. The event status is 
also a function of time, which makes an arbitrary treatment of those who discontinue the study 
prematurely – in practical application they are either ignored (deleted from the sample) or treated 
as non-events (their status at discontinuation).  Any subject who experienced an event is paired 
with a subject who did not experience an event, a value of one is assigned if the predicted 
probability of event was lower for the non-event, one half is assigned if they were equal and zero 
if it was lower for the event.  All possible such pairs of subjects are counted to obtain CLogistic. 
 
4.3.2 Chambless and Diao’s C (CD) 
 The last shortcoming of CLogistic is overcome by an extension to survival data proposed by 
Chambless and Diao [26].  They applied the Bayes rule to the theoretical definition of CLogistic and 
arrived at the following definition: 
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where S and I(•) are the survival and indicator functions, respectively.  They suggest estimating it 
using sample quantities.   
 CCD in a way can be seen as the average product of survival probabilities multiplied by 
event probabilities which come from a subject with higher predicted risk (higher linear predictor) 
and is standardized by the product of average event and survival probabilities.  This definition 
makes sense in general: a perfect model would assign high event probabilities for individuals with 
high linear predictors and high survival probabilities for individuals with low linear predictors, 
leading to a large average product of the two.  However, CCD does not count the pair of subjects 
whose predicted risks are tied. 
 
4.3.3 Harrell, Pencina and D’Agostino’s C (HPD) 
  Harrell et al. [22,23] proposed a C index that incorporates the “event vs. event” 
comparisons into the calculation of discrimination of a survival model, in addition to the event vs. 
non-event comparisons performed in the logistic setting. His definition was formalized and 
described in more detail by Pencina and D’Agostino [24].  It can be expressed as: 
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where I(•) denotes the indicator function, iD represents the event indicator for i
th subject.  If iP ’s 
allow ties, I = 0.5 can be used in case of ji PP   but not for ji TT  .   
 The component from the numerator is referred to as concordance while the one in 
denominator as comparability=concordance+discordance.  CHPD can be described as the 
probability of concordance given comparability.  For the event vs. event comparisons, the pairs in 
which the subject with the lower predicted probability of event survived longer are assigned 1 for 
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concordance and 0 for discordance while the pairs in which the subject with the lower predicted 
probability of event survived shorter are assigned 0 for concordance and 1 for discordance 
(scenario 1 in section 4.2).  When the predicted probabilities are equal between the subjects in 
the pair then 0.5 is assigned to both concordance and discordance.  We assume that subjects 
cannot be tied on survival times, which is very rare. The presence of “event vs. event” 
comparisons makes CHPD quite different from the other two C statistics introduced so far.   
For the event vs. non-event (or censored) comparisons, the pairs in which the subject 
with the event and higher predicted probability of event survived for a shorter time than the 
subject with no event (or censored) are assigned 1 for concordance and 0 for discordance while 
the pairs in which the subject with the event and lower predicted probability of event survived for 
a shorter time than the subject with no event (or censored) are assigned 0 for concordance and 1 
for discordance (scenarios 2 and 3 in section 4.2).  When the predicted probabilities are equal 
between the subjects in the pairs and the subject with the event survived a shorter time or equal 
time compared with the subject with no event (or censored) then 0.5 are assigned to both 
concordance and discordance.  The pairs in which the subject with the event survived longer than 
the subject without event who have been censored will be excluded from the comparison since 
the information for the subject with the shorter follow-up time discontinued prematurely could not 
be verified (i.e., if the subject was not censored, an event could still occur but it could not be 
known after the censoring).  The populations with different proportions of such excluded pairs will 
be affected differently for CHPD and the censoring could be due to different censoring mechanism 
or due to same censoring mechanism but with different proportion of censoring. Thus it means 
that CHPD depends on the censoring, which is not a desirable property. 
 
4.3.4 Uno’s estimator of Harrell’s AUC 
To avoid the potential shortcoming related to the censoring mechanism, Uno et al. [25] updated 
Harrell, Pencina and D’Agostino’s C, proposing a different estimator for the AUC.  “Inverse 
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probability weighting” techniques of Cheng et al. [31] was used to get CUno. 
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where I(•) denotes the indicator function and G(Ti) is the Kaplan-Meier estimator of the censoring 
time distribution.  Uno et al. [25] showed CUNO provided a consistent estimator for the AUC, 
whereas CHPD converges to a quantity that still depends on censoring.  They concluded CUno is 
not sensitive to violation of the covariate independent censoring assumption with empirical 
coverage levels practically identical to their nominal counter parts under various situations, 
regardless of the adequacy of the fitted model.  It was found that CHPD perform well when the 
censoring distribution is a degenerate distribution (Type I censoring) but the empirical coverage 
levels were worse when the fitted model was not correct or not adequate or the censoring was 
conditional on covariates.  An alternative form of CHPD was given by Uno et al. [25], which shows 
the close relationship between CHPD and CUno.  
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This could be also called the approximate form of CHPD since it relies on large sample 
convergence (vs. the exact form of CHPD by Pencina and D’Agostino [24]).   
In the first version of the R program created by Dr. Uno to calculate CUno, similarly to 
CHPD, CUno1 can also be described as probability of concordance (numerator) given comparability 
(denominator).  For comparing any two subjects i and j in a pair, if ji TT  and subject i has an 
event, then a unit of weight= })(ˆ)1(),({ 2 iiiji TGDITTTI   is added to the 
denominator; If ji PP  , then a unit of weight= })(ˆ)1(),({ 2 iiiji TGDITTTI   is also 
added to the numerator.  CUno1 is obtained after all pair-wise comparisons are done.  In a 
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subsequent version of the R program published by Dr. Uno to calculate CUno, in addition to the 
above operations, to follow the logic from CLogistic and CHPD, if ji TT  and subject i had an event 
and if also ji PP  then half unit of the weight is added to both the numerator and the 
denominator, and subject j could either have an event or be censored at time τ.  CUno2 is obtained 
after performing all combination of pair-wise comparisons.  The differences between CUno1 and 
CUno2 may provide some insight on the impact from subjects with equal predicted probabilities on 
the discrimination, especially for univariate analyses, when potentially there can be more ties in 
covariates such as age, or some categorical variables. 
 
4.4 The description of “survC1.sas”, the SAS macro for CUno1, CUno2, CHPD 
Uno et al [25] published R programs to calculate CUno2 at http://cran.r-project.org/web/packages/ 
survC1/index.html.  Since all other C indices are calculated using SAS based programs and the 
convenience for data processing and results presentation, a SAS program for calculating CUno2 
would be useful and necessary.  We translated the R program for CUno2 into a SAS program 
“survC1.sas” for this thesis work (appendix 4.1).  As a by-product, CUno1 and the approximate 
version of CHPD can also be calculated using this SAS macro.  
4.4.1 The syntax to call “survC1.sas” macro using a Framingham Heart Study women’s 
CVD dataset at 30 years as an example 
%macro survc1(data=, covar=, time=, status=,  itr=, tau=, seed=, outdata=); 
 
data=input dataset, such as nov10d.wom30y which is a Framingham Heart Study women’s 
dataset at 30 years saved with libname “nov10d”; the first column is time of follow-up, the second 
column is indicator variable for survival; the rest are values for covariates.  
covar=covariates in the Cox model:  age sbp trtbp total hdl diab126 smokes 
time=time of follow-up: cvdtime 
status=indicator variable for survival: cvdx  
itr=iteration number used in the perturbation method to estimate variance of CUno2; 10  
tau=censoring time for follow-up: 30 
seed=seed used in ranexp to generate random numbers with exponential distribution: 1201 
outdata=output dataset such as mar12d.dhatfhswomen30 in which “mar12d” is a libname.   
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Here is how to call survc1 macro: 
 
%survc1(data=nov10d.wom30, covar=age sbp trtbp total hdl diab126 smokes, time=cvdtime, 
status=cvdx, itr=10, tau=30, seed=1201, outdata=jul12d.dhatfhswomen30);  
 
Please note for large sample size N>1000, memory is possible a problem, 
sas -memsize 0 yourprogram.sas could be used in unix sas.  For PC sas, the memsize may need 
to be increased.   
 
4.4.2 Preparing the data/Reading input data 
The first and second columns of the input dataset should be the time and survival indicator 
respectively.  The rest of columns of the input dataset should be the values of the covariates in 
the Cox model. 
 
data data;  
  set &data; 
  if (0 lt &time lt &tau) and (&status=1) then stat&tau=1; 
  if (0 lt &time lt &tau) and (&status=0) then stat&tau=2; 
 
  if (0 lt &time) and (&time eq &tau) and (&status=1) then stat&tau=0; 
  if (0 lt &time) and (&time eq &tau) and (&status=0) then stat&tau=0; 
 
  if (&time gt &tau) and (&status=1) then stat&tau=0; 
  if (&time gt &tau) and (&status=0) then stat&tau=0; 
 
  if stat&tau=2 then event&tau=0; 
  if stat&tau=0 then event&tau=0; 
  if stat&tau=1 then event&tau=1; 
 
  time&tau=min(&time,&tau); 
 run;   
 
proc sort data=data out=data2; by time&tau; run; 
data data2 (keep=time&tau); set data2; by time&tau; if last.time&tau; run; 
/*slecting unique time points*/ 
data distinct; set data2; by time&tau; run; 
 
 
4.4.3 Running the Cox model to obtain xbeta 
 
This section of the SAS program is running the Cox model to obtain xbeta. 
 
proc phreg data=data covout outest=covar; 
model time&tau*event&tau (0)=&covar/rl;  output out=xbeta xbeta=xbeta; 
ods output ParameterEstimates=estimate; run; 
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data covar; set covar;  if _type_ eq "PARMS" then delete; 
drop _ties_ _type_ _status_ _name_ _lnlike_; run; 
data estimate; set estimate; keep parameter estimate; run; 
proc transpose data=estimate out=estimate2; var estimate; id parameter; run; 
data beta; set estimate2; drop _name_ _label_; run; 
 
 
4.4.4 Start of proc iml 
  
proc iml; tau=&tau; 
use data; read all var{time&tau event&tau &covar} into one; 
use distinct; read all var{time&tau} into distinct2; 
 
 
4.4.5 Module for Kaplan-Meier estimate of the censoring variable 
 
The Module km is created to estimate G(Ti) which is the Kaplan-Meier estimator of the censoring 
time distribution. 
 
START km; 
time=one[, 1]; status=one[,2]; n=nrow(time); distinct=T(distinct2); t=ncol(distinct); 
surv=j(1,t,0); sur=j(1,t,0); nelwk=j(1,t,0); nelw=j(1,t,0); nelson=j(1,t,0); yy=j(n,t,0); 
y=j(1,t,0); dd=j(n,t,0); d=j(1,t,0); 
 
do i=1 to n; do j=1 to t; if time[i]>=distinct[j] then yy[i,j]=1; else yy[i,j]=0; 
if time[i]=distinct[j] & status[i]=0 then dd[i,j]=1; else dd[i,j]=0; end; end; 
do j=1 to t; y[j]=sum(yy[,j]); d[j]=sum(dd[,j]); end; free dd; 
do j=1 to 1; sur[j]=1*(1-d[j]/y[j]); nelw[j]=d[j]/y[j]; end; 
do j=2 to t;  sur[j]=sur[j-1]*(1-d[j]/y[j]); nelw[j]=d[j]/y[j]; end; free y d; 
do j=2 to t;  surv[j]=sur[j-1]; nelwk[j]=nelw[j-1]; end; 
surv[1]=1; nelwk[1]=0; nelson=cusum(nelwk); pi0=j(1,t,0); pi0=yy[:,]; free yy; 
wkk1=j(n,t,0); wkk2=j(n,t,0); 
do i=1 to n; do j=1 to t; if time[i]<=distinct[j] & status[i]=0 then wkk1[i,j]=1; else wkk1[i,j]=0; 
if time[i]>=distinct[j] then wkk2[i,j]=1; else wkk2[i,j]=0; end; end; free wkk1 wkk2; 
 
psi=j(n,t,0);  psii=j(n,t,0);  psiii=j(n,t,0);  wkkk1=j(n,t,0);  wkkk2=j(n,t,0); 
do i=1 to n;  do j=1 to t;  if time[i]=distinct[j] & status[i]=0 then wkkk1[i,j]=1; 
else wkkk1[i,j]=0;  if time[i]>=distinct[j] then wkkk2[i,j]=1;  else wkkk2[i,j]=0;  end;  end; 
do i=1 to n;  psi[i,]=cusum(wkkk1[i,]/pi0); psiii[i,]=cusum((wkkk2[i,]#nelwk)/pi0); 
psii[i,]=psi[i,]-psiii[i,];  end;  store psii;  free psi psiii wkkk1 wkkk2 pi0; 
FINISH; 
 
/*running km module*/ 
RUN km; 
 
 
/*using output from km, equivalent to Est.Cval.Fun in R*/ 
survd=surv//distinct;  gti=j(1,n,0); 
/*this is similar to match in R*/ 
do i=1 to n;  do j=1 to t;  if time[i]=survd[2,j] then gti[i]=survd[1,j];  end;  end; 
/*this is from phreg and provides to rs produced in R using Est.PH.FUN*/ 
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use xbeta;  read all var{xbeta} into xbeta;  
use covar;  read all var _all_ into covar; 
use beta;  read all var _all_ into beta; 
int=(one[,1]< tau);  itau=t(int);  wi=J(1,n,0);  tstatus=t(status);  wi=(1/gti/gti)#(tstatus)#itau; 
timeint=(one[,1]<(shape(t(time),n,n)));  wk1=timeint#(t(wi));  ptau=wk1[:,:]; 
xbetaint=(xbeta>(shape((t(xbeta)),n,n)));  xbetawk1=xbetaint#wk1; 
xbetaint3=xbetaint+0.5*(xbeta=(shape((t(xbeta)),n,n))); xbetawk3=xbetaint3#wk1; 
 
gti[i] is the G(Ti), the Kaplan-Meier estimator of the censoring time distribution. 
 
4.4.6 Obtaining CUno1, CUno2, CHPD 
 
This section of the SAS program calculate CUno1 (dhat), CUno2 (dhat3), CHPD (HPD). 
 
/*Uno's version 1 C pairs with tied predicted probability not included*/ 
dhat=xbetawk1[:,:]/ptau;  print dhat; 
/*Uno's version 2 C*/ 
d3hat=xbetawk3[:,:]/ptau;  print d3hat; 
wk2=timeint#status#int;  xbetawk2=xbetaint#wk2;  xbetawk4=xbetaint3#wk2; 
/*HPD (Harrel, Pencina & D'Agostino)'s C*/ 
hpd=xbetawk4[:,:]/wk2[:,:];  print hpd; 
/*HPD2 (Harrel, Pencina & D'Agostino)'s C pairs with tied predicted probability not included*/ 
hpd2=xbetawk2[:,:]/wk2[:,:];  print hpd2; 
 
 
4.4.7 Understanding the relationship between the SAS variables and the formula of CUno1, 
CUno2, CHPD 
 
dhat is CUno1, d3hat is CUno2, HPD is CHPD.  
 
Actually xbetawk1[:,:]= 
ji
iiijiji TGDITTTIPPI
,
2})(ˆ)1(),()({  if pairs with tied predicted 
probability are not included. 
 
xbetawk3[:,:]= 
ji
iiijiji TGDITTTIPPI
,
2})(ˆ)1(),()({  if pairs with tied predicted 
probability are included. 
 
xbetawk4[:,:]= 
ji
iijiji DITTTIPPI
,
)}1(),()({  if pairs with tied predicted probability are 
included. 
 
Ptau=wk1[:,:]= 
ji
iiiji TGDITTTI
,
2})(ˆ)1(),({   
wk2[:,:]= 
ji
iiji DITTTI
,
)}1(),({   
tstatus= )1( iDI , itau= )( iTI , (1/gti/gti)=  2)(ˆ iTG , wi= 2)(ˆ)1()(  iii TGDITI  , 
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timeint= )( ji TTI  , wk1= 2)(ˆ)1(),(  iiiji TGDITTTI  , wk2= )1(),(  iiji DITTTI  ,  
xbetaint= )( ji PPI  , xbetawk1=  2)(ˆ)1(),()(  iiijiji TGDITTTIPPI  if pairs with tied 
predicted probability are not included, xbetawk3= 2)(ˆ)1(),()(  iiijiji TGDITTTIPPI  if 
pairs with tied predicted probability are included, xbetawk4= )1(),()(  iijiji DITTTIPPI  . 
4.4.8 Parameters from the Cox model 
This section of the SAS program is to use parameters from the Cox model. 
 
/*Similar to Est.PH.FUN in R*/ 
q=ncol(one);  covs=one[,3:q];  p=ncol(covs);  s0=J(1,n,0);  s1=j(n,p,0);  tt=j(1,n,0);   
s1a=j(p,n,0); expxbeta=exp(xbeta); 
do i=1 to n;  do j=1 to n;  if time [j]>=time[i] then tt[j]=1;  else tt[j]=0;  end;  s0[i]=tt*expxbeta/n; 
s1a=(shape(tt,p,n))#(shape(expxbeta,p,n))#(t(covs));  s1[i,]=t(s1a[,:]);  end;  free s1a expxbeta tt; 
 
4.4.9 The perturbation method to estimate variance of CUno2 
 
This section of the SAS program uses the perturbation method to estimate the variance of d3hat 
(CUno2). Itr is the iteration number to be used, xi is the random exponential number to be created 
from the iteration. The random exponential numbers generated by SAS are different from those 
generated in R even the same seed was used.  To validate the “survC1.sas”, the random 
exponential numbers generated by the R program need to be saved and translated into a SAS 
dataset. 
 
/*Inf.Cval.PTB.FUN in R, this is so called perturbation method to estimate variance of d3hat*/ 
A=covar;  xi=J(1,n,0);  xij=J(n,n,0);  itr=&itr;  temp=J(1,itr,0); 
/*the random exponential numbers generated by SAS are different from those generated in R 
even the same seed was used*/  
/*iteration*/ 
do k=1 to itr;  do j=1 to n;  xi[j]=ranexp(&seed); end; 
xij=(shape(xi,n,n))#(t(shape(xi,n,n)));  gwk=J(1,ncol(distinct),0); 
 
load psii;  do i=1 to ncol(distinct); 
gwk[i]=sum((shape(t(psii[,i]),n,n)+t(shape(t(psii[,i]),n,n)))#xij)/2/n/n;  end;  free psii; 
gstard=(surv-gwk#surv)//distinct;  ggti=j(1,n,0); 
do i=1 to n;  do j=1 to t;  if time[i]=gstard[2,j] then ggti[i]=gstard[1,j];  end;  end;  free gstard gwk; 
 
timeintwi=timeint#(t(wi));  sumtwi=sum(timeintwi);  ui=(covs-s1/(t(s0)))#status; 
w=((J(1,n,1))@(n#A))*(t(((J(1,n,1))@ui)+ 
(shape((shape(ui,1,0)),n,ncol(shape(ui,1,0)))))#(xij@(J((ncol(ui)),1,1)))); 
wsum=w[,+]/2/n/n;  free w ui; 
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rsstar=covs*t(beta+t(wsum)); 
rsstarint3=(rsstar>(shape(t(rsstar),n,n)))+0.5*(rsstar=(shape(t(rsstar),n,n))); 
wbwk=sum(timeintwi#rsstarint3-timeintwi#xbetaint3)/sumtwi;  free rsstar; 
c=xbetaint3-d3hat;  wawk=sum(((timeintwi#c+t(timeintwi#c))/2)#xij)/sumtwi;  free xij; 
timeintwistar=timeint#(t((1/ggti/ggti)#(tstatus)#itau)); 
wgwk=sum(timeintwistar#c)/sum(timeintwistar)-sum(timeintwi#c)/sumtwi; 
 
temp[k]=(wawk+wbwk+wgwk)#sqrt(n);  end; 
free timeintwi timeint xi ggti timeintwistar s1 s0 covs tstatus;  tempmean=temp[:]; 
/*variance for d3hat*/ 
variance=sum((temp-tempmean)##2)/(itr-1);  print variance;  free temp;   
se=sqrt((variance)/n);  print se;  low95=d3hat-1.959#se;  upp95=d3hat+1.959#se;   
print low95 d3hat upp95; 
 
 
4.4.10 Preparation of output SAS dataset 
 
This section of the SAS program is to create an output SAS dataset with all wanted results 
included. 
 
create variance from variance [colname='variance'];  append from variance; 
create se from se [colname='se'];  append from se; 
create low95 from low95 [colname='low95'];  append from low95; 
create upp95 from upp95 [colname='upp95'];  append from upp95; 
create d3hat from d3hat [colname='d3hat'];  append from d3hat; 
create dhat from dhat [colname='dhat'];  append from dhat; 
create hpd from hpd [colname='hpd'];  append from hpd; 
create hpd2 from hpd2 [colname='hpd2'];  append from hpd2; 
create n from n [colname='n'];  append from n;  quit; 
 
data dhat;  set dhat;  t=1;  run; 
data d3hat;  set d3hat;  t=1;  run; 
data hpd;  set hpd;  t=1;  run; 
data hpd2;  set hpd2;  t=1;  run; 
data n;  set n;  t=1;  run; 
data variance;  set variance;  t=1;  run; 
data se;  set se;  t=1;  run; 
data low95;  set low95;  t=1;  run; 
data upp95;  set upp95;  t=1; run; 
data &outdata;  merge variance se low95 upp95 d3hat dhat hpd hpd2 n;  by t;  itr=&itr;  tau=&tau;  
seed=&seed;  covar="&covar";   
format variance se low95 upp95 d3hat dhat hpd hpd2 18.14;  run;  proc print;  run; 
 
%mend survc1; 
 
4.4.11 Validation of “survC1.sas” 
The validation of “survC1.sas” has been done in many scenarios.  Table 4.2 (a & b) 
shows using Framingham Heart Study CVD women data at 30 years with age as the only 
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covariate (N=2762) (The data were described in section 4.6), the CUno2 and its 95% CI were 
calculated using the R program provided by Uno et al.[25] with iteration=10 (~15 min), 100 (~2.5 
hours), 500 (~9 hours), 1000 (≥25 hours), respectively;  CUno2 and its 95% CI as well as CHPD 
(HPD approximate) and CUno1  were also calculated using “survc1.sas” with iteration=10 (~8 hour 
50 min); CHPD (exact) and its 95% CI were calculated using a SAS program developed by 
Pencina & D’Agostino [24] (~47 sec).   
The value of CUno2 obtained from the R program from Uno et al [25] and the value of CUno2 
from the “survc1.sas” are identical up to 7 digits after the decimal mark which is the maximum the 
R program offered (Table 4.2a).  This also shows “survc1.sas” offers some flexibility in 
presentation to select different format.  The difference between CHPD (exact) and CHPD 
(approximate) from the Framingham Heart Study CVD women data at 30 years with age as the 
only covariate is -6.6x10-6 but not 0 (Table 4.2b) so the large sample convergence of CHPD (HPD 
approximate to CHPD (HPD exact) is pretty good.  The difference between CHPD (exact) and CUno2 
is -5.2x10-4 which is quite small (Table 4.2b).  The difference between CUno2 and CUno1 is 1.1x10-2 
which is due to the contribution from the event vs. event or event vs. non-event pairs with the tied 
predicted probabilities (Table 4.2b).  When itr=10, the upper limit of the 95% CI of the CUno2 from 
the R program is different from that from “survc1.sas” only at the 7 digits after the decimal mark 
(i.e. at 10-7); the lower limits of the 95% CI of the CUno2 from the R program and that from 
“survc1.sas” are identical up to the 7 digits after the decimal mark (Table 4.2a).  However, the 
potential problem for calculating the 95% CI of the CUno2 is when the iteration numbers used are 
different (M=10, 100, 500, 1000), the 95% CI of the CUno2 are also different and no clear trend can 
be seen.  It has been shown when M=10, the 95% CI and SE of CUno2 is very different from when 
M=100, 500, and 1000 (Table 4.2a).  For example, the 95% upper limit of CUno2 when M=10, 100, 
500, and 1000 are 0.7475137, 0.7429955, 0.7434904, and 0.7433642, respectively.  The 95% 
lower limit of CUno2 when M=10, 100, 500, and 1000 are 0.7083907, 0.712909, 0.7124142, and 
0.7125402, respectively (Table 4.2a).  There are even no clear trends for SE of CUno2 among 
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M=100, 500, and 1000: SEM=100 (0.0076790) < SEM=1000 (0.0078673) < SEM=500 (0.0079316) << 
SEM=10 (0.0099855) (Table 4.2a).   
The version 1 R program by Uno et al [25] is slower than or similar to “survC1.sas” in 
terms of time used to calculate the C statistic and 95% CI. The most recent version of the R 
program is much faster since Fortran function packages were used.  Even so, it may still take a 
long time using the R program to calculate the 95% CI of the CUno2 (for example, when itr=1000, it 
took ~25 hours to get the 95% CI of the CUno2 with a sample size of 2762, even though the R 
program has already adopted the Fortran package which should accelerate the calculation).Thus, 
it is not very practical to use an even larger number of iterations for this sample size.   It took 
even longer time for “survc1.sas” to calculate the 95% CI of the CUno2 when Unix SAS was used.  
Questions could be asked if it is worth the long time (> 1 month for Framingham Heart Study 
women data with 30 years follow-up (N=2762) even when using the R program with the Fortran 
packages included) to calculate CUno2 instead of CHPD (exact) since the difference between them is 
usually small. 
  
4.5 Eleven conceptual examples 
Eleven theoretical examples were selected to better illustrate the differences between the 
4 metrics presented in the previous section.  These examples are based on a data set of size 
2500 simulated from the Weibull distribution with shape parameter 1.56 by SAS.  Unless 
otherwise noted, the observed event rate is 35% and 10% of people leave the study prematurely.  
For simplicity a single predictor was used with different discriminatory features – it can be viewed 
as the linear predictor in survival regression.  The conditions in the examples were set up to 
approach extremes in the calculations of these 4 different C statistics and evaluate the impact of 
separation and ordering of predictors on the concordance (Tables 4.1a and 4.1b).  
Example 1 
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A random uniform number as a sole predictor.  This example is intended to verify that all c 
statistics considered are close to 0.50 in case of a random predictor which is not associated with 
the survival process.   
Data simulation of Example 1, N=2500, lamda=0.0004, gamma=1.56, event rate 35%, drop-out 
rate 10%, t is the time, z is to generate random drop out, u is the predictor, status=0.1 is for 
dropping out, τ=80. 
 
t=((1/(lamda))*ranexp(1239))**(1/gamma); 
z=700*ranuni(2364); 
u=ranuni(78910);  
 
event=1; status=1; 
if t > 80 then do; event=0; t=80; status=0; end; 
if t > z then do; event=0; t=z; status=0.1; end;   
 
CLogistic =0.514, CCD =0.514, CHPD =0.511, CUno1 =0.511, CUno2 =0.511 (Table 4.1a).  CUno1 is the 
version 1 of CUno which did not count those with tied predicted probabilities.  
Example 2 
Events were ordered opposite to survival times and non-events were set to be tied with a single 
value assigned for predictor which is only marginally larger than the maximum predictor values 
used for any events (i.e. the predictor values for those with events decreased with increasing 
event time. The ordering is incorrect for events vs. non-events).   
Data simulation of Example 2, N=2500, sigma=1, lamda=0.0004, gamma=1.56, event rate 
35%, drop-out rate 10%, t is the time, z is to generate random drop out, u is the predictor, τ=80. 
u=rannor(12345)*sigma; 
t=((1/(lamda*exp(u)))*ranexp(1239))**(1/gamma);  
z=700*ranuni(2364); 
 
event=1; status=1; 
if t > 80 then do; event=0; t=80; status=0; end; 
if t > z then do; event=0; t=z; status=0.1; end;  
 
if event=1 then do; u=80-t; end; 
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if event=0 then do; u=81; end; 
 
The properties of these concordance indices were examined in the practically unlikely scenario in 
which the ordering within events (i.e. the shorter the survival time, the larger the predictor value) 
is opposite to the ordering between events and non-events (i.e. the predictor value for non-events 
are higher than for events so the direction of ordering for events vs. non-events is incorrect).  
CLogistic  is perfect (=1) as events are perfectly distinguished from non-events even the direction of 
the ordering is incorrect.  Since the separation of predictor between events and non-events is 
marginal, CCD is not expected to be large (0.598).  The event rate is small enough to lead to a 
smaller contribution from the event vs. non-event pairs (which are 0s since the direction is wrong 
and CHPD is sensitive to the correctness of the ordering) hence CHPD should be reasonably good 
but lower than 1 (0.770).  CUno2 is close to CHPD at 0.776.  CUno1= CUno2 since there are no tied 
predicted probabilities (Table 4.1a). 
Example 3 
Similar to Example 2 but the single value assigned for predictor of all non-events is much larger 
than the maximum predictor values used for any events.   
Data simulation of Example 3, event rate 35%, drop-out rate 10%, τ=80, 
the only part which is different from Example 2 is as below: 
if event=0 then do; u=162.5; end; 
 
As a result of the increase of the separation of predictor between events and non-events 
(although the ordering direction is incorrect for events vs. non-events), CCD was improved (0.811) 
so CCD is similar to CLogistic which could not differentiate between the correct ordering and incorrect 
ordering for events vs. non-events.  The other three concordance indices remain the same 
(including CLogistic remains to be perfect), and this implies these three concordance indices 
(CLogistic, CHPD, CUno1 or CUno2) are not sensitive to the separation of predictor between events and 
non-events (Table 4.1a). 
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Example 4 
Similar to Example 2 but the event rate is 60%.   
Data simulation of Example 4, N=2500, sigma=1, lamda=0.0011, gamma=1.56, event rate 
60%, drop-out rate 10%, t is the time, z is to generate random drop out, u is the predictor, τ=80. 
u=rannor(12345)*sigma; 
t=((1/(lamda*exp(u)))*ranexp(1239))**(1/gamma);  
z=533*ranuni(2364); 
 
event=1; status=1; 
if t > 80 then do; event=0; t=80; status=0; end; 
if t > z then do; event=0; t=z; status=0.1; end;  
 
if event=1 then do; u=80-t;end; 
if event=0 then do; u=81;end; 
 
As a result of the increase of the event rate, the contribution from the event vs. non-event pairs 
(as 0s) in CHPD is larger hence CHPD should be worse (0.535) since the ordering for the events vs. 
non-events is incorrect and CHPD is sensitive to the correctness of the ordering either for the event 
vs. non-event or event vs. event.  CLogistic still remains perfect (=1).  CUno2 is close to CHPD at 0.547 
while CUno1= CUno2 since there are no tied predicted probabilities.  CCD in Example 4 is similar to 
CCD in Example 2 since the separation of the predictor between events and non-events are same 
(0.589 vs. 0.598, Table 4.1a) 
Example 5 
Similar to Example 4 but the single value assigned for predictor of all non-events is much larger 
than the maximum predictor values used for any events.   
Data simulation of Example 5, event rate 60%, drop-out rate 10%, the only part which is 
different from Example 4 is as below:  
if event=0 then do; u=162.5; end; u is the predictor. 
 
As a result of the increase of the separation of predictor between events and non-events 
(although the ordering direction is incorrect for the events vs. non-events), CCD was improved 
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(0.781) over in Example 4 and the other three concordance indices (CLogistic=1, CHPD=0.535, 
CUno1= CUno2 =0.547) remain the same, which implies these three concordance indices are not 
sensitive to the separation of predictor between events and non-events (Table 4.1a). 
Example 6 
Similar to Example 3 but events were ordered according to survival times and non-events were 
set to be tied with a single value assigned for predictor which is only marginally smaller than the 
minimum predictor values used for any events (i.e. the predictor values for those with events 
were set to be equal to event time.  The ordering is incorrect for events vs. non-events).  
Data simulation of Example 6, event rate 35%, drop-out rate 10%, the only part which is 
different from Example 3 is as below:  
if event=1 then do; u=t; end; 
if event=0 then do; u=0.02; end; 
 
The ordering of Example 6 is exactly opposite to Example 2, as a result of this ordering, CLogistic, 
CHPD, as well as CUno1, CUno2 are exactly same as in Example 2.  CCD in Example 6 is also close to 
CCD in Example 2 (0.593 vs. 0.598).  This indicates that CLogistic, CHPD, as well as CUno1, CUno2 are 
completely decided by the ordering alone but not the direction of the ordering or the separation of 
predictor between events and non-events (Table 4.1b).   
Example 7 
Normal predictor of large magnitude, with Cox regression coefficient close to 1. This predictor 
was used in simulation of the actual Weibull distribution of survival times and represents the most 
realistic case from a practical standpoint.   
Data simulation of Example 7, N=2500, sigma=1, lamda=0.0004, gamma=1.56, event rate 
35%, drop-out rate 10%, t is the time, z is to generate random drop out, u is the predictor, τ=80. 
u=rannor(12345)*sigma; 
t=((1/(lamda*exp(u)))*ranexp(1239))**(1/gamma);  
z=700*ranuni(2364); 
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event=1; status=1; 
if t > 80 then do; event=0; t=80; status=0; end; 
if t > z then do; event=0; t=z; status=0.1; end;  
 
CLogistic and CCD are expected to be the largest followed by CHPD and CUno1 or CUno2.  This is based 
on the stringency of requirements needed for concordance according to each of the 4 indices.  
The results are: CLogistic =0.792, CCD =0.783, CHPD =0.738, and CUno1 or CUno2 are again close to 
CHPD at 0.738 (Table 4.1b). 
Example 8 
The predictor for events were set to be tied and larger, the predictor for non-events were set to be 
tied and smaller so predictor perfectly distinguishes events from non-events and event rate is 
35%.  It can be viewed as using the event indicator as predictor.   
Data simulation of Example 8, event rate 35%, drop-out rate 10%, us is the predictor, the only 
part which is different from Example 7 is as below:  
if event=1 then u=1; 
if event=0 then u=0.5; 
 
This should lead to a perfect concordance according to CLogistic (=1) and CCD (=1).  The magnitude 
of CHPD and CUno2 depend on the event – non-event case mix since for the event vs. event pair 
when the predictors are tied for events vs. events, it is 0.5 (for CHPD) or 0.5*weight (for CUno2 ) that 
are added to both of concordance (numerator) and comparability (denominator), however for the 
event vs. non-event pairs, it is 1.0 (for CHPD ) or 1.0*weight (for CUno1 or CUno2) that are added to 
both of concordance (numerator) and comparability (denominator).  Thus CHPD and CUno2 are 
lower than 1 but not too low since the event rate is not too high (CHPD =0.885 and CUno2 =0.888, 
respectively).  Since the contributions from the events with tied predictor were not included, CUno1 
is lower (0.776) (Table 4.1b). 
Example 9 
Similar to Example 8, but the event rate is 60%.  
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Data simulation of Example 9, event rate 60%, drop-out rate 10%, the only part which is 
different from Example 4 is as below:  
if event=1 then u=1; 
if event=0 then u=0.5; 
 
Since the event rate is higher, the contributions from the event vs. event pairs are larger, so CHPD 
and CUno2 are even lower than in Example 8 (CHPD =0.768 and CUno2=0.773, respectively).  Since 
the contributions from events with tied predictor were not included and the event rate is higher 
than the event rate in Example 8, CUno1  is much lower (0.547) than in Example 8.  CLogistic is still 
perfect (=1) and CCD =0.999 (Table 4.1b).   
Example 10 
Predictor perfectly distinguishes events from non-events, orders events according to survival 
times and keeps non-events tied (with larger predictor).  Such predictor can be constructed using 
observed event times for events as predictor and one common value larger than the maximum 
event time for non-events for predictor.   
Data simulation of Example 10, event rate 35%, drop-out rate 10%, u is the predictor, τ=80, the 
only part which is different from Example 3 is as below:  
if event=1 then do; u=t; end; 
if event=0 then do; u=81; end; 
 
The only part which is different from Example 6 is as below: 
if event=0 then do; u=81; end; 
 
The ordering is perfect for events vs. non-events, but the ordering direction is completely 
reversed i.e. a low predictor value is related to an event occurring sooner and the largest 
predictor value is related to a non-event.  Model with these properties can be viewed as having 
perfect discrimination according to the definition proposed in 5.2.  Thus, given the fact that CHPD 
compares only event vs. event or event vs. non-event, it is expected to be equal to 1.  Since 
CLogistic and CCD are less stringent than CHPD, CLogistic and CCD should be also equal to 1.  CUno2 is 
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same as CHPD to be equal to 1.  Even CUno1 is equal to 1 since there are no events to have tied 
predictor.     
Example 11 
Predictor perfectly orders events which are the only observations present in the data.  This 
modification of Example 10 keeps only events in the data set and uses observed times as 
predictors. 
Data simulation of Example 11, event rate 35%, the sub-set of Example 10, with event=1 only.  
This should guarantee that CHPD (HPD) to be perfect.  The other C statistics such as CLogistic and 
CCD could not be defined as the absence of non-events does not allow for estimation of CLogistic 
and makes denominator equal to zero in case of CCD.  CUno2 is same as CHPD to be equal to 1.  
Even CUno1 is equal to 1 since there are no events to have tied predictor.      
 CLogistic requires the least discriminatory ability of the predictor to reach 1.00 – it is 
accomplished with perfect separation of events from non-events, either the events are ordered 
incorrectly (Examples 2-6) or the events are ordered correctly (Examples 8-10).  CCD is close to 
1.00 under perfect separation of events and non-events when the events are tied and the non-
events are tied in a correct order (Example 8), when the event rate is higher, CCD is only slightly 
lower (Example 9).  If in addition the events were ordered perfectly and the separation of the 
predictor between events and non-events are slightly larger, then CCD is equal to 1.00 (Example 
10).  If the events vs. non-events were not ordered correctly (Examples 2-6),then CCD are less 
than 1.00. 
CUno2 is very close to CHPD under most conditions.  When the events vs. non-events were 
not ordered correctly (Examples 2-6), the differences between CUno2  and CHPD are only slightly 
larger but still much smaller than the differences between CUno2  and CLogistic or CCD.  CHPD is 
generally more stringent than CLogistic and CCD: it reaches 1 only in Example 10 and 11 but not in 
Example 8 (where CLogistic and CCD do).  However, Example 2 shows that it is not always true 
104 
 
 
(CHPD > CCD).  Interestingly, CHPD and CUno2 are affected by both event vs. event and event vs. 
non-event comparisons and its value may depend on event incidence rate, with relatively lower 
values associated with higher incidence rate (see Examples 4-5, 9).   
 Example 7 presents a situation most realistic in practical applications and suggests a 
relationship among the 4 indices compared above: CUno2 ≈ CHPD ≤ CCD ≤ CLogistic.  Even though this 
relationship does not always hold, it would be hypothesized to be common in a variety of 
scenarios.  To validate this hypothesis and to acquire a sense of the extent of potential 
differences we resort to two Framingham Heart Study risk prediction models, a Dutch breast 
cancer data and numerical simulations.  
 
4.6 Evaluation of the four C indices in Framingham Heart Study data 
A subset of the data from the Framingham Heart Study (D’Agostino et al.[29]) was used 
to evaluate the four C indices.   There are 2762 women and 2388 men in the data who attended 
Framingham Cohort examination 11 or Offspring examination 1 free of cardiovascular disease 
with age range from 30 to 74 years.  They were followed for a maximum of 38 years (median 28 
years) for the development of cardiovascular disease (CVD, defined as cardiovascular death, 
myocardial infarction, coronary insufficiency, angina pectoris, stroke, transient ischemic attack, 
intermittent claudication or congestive heart failure).  At first two separate Cox proportional 
hazards models were fitted: the one for men included only age as predictor to illustrate a case of 
poor to average discrimination and high event rate (10-year Kaplan-Meier event rate 17.4%, 30-
year rate 49.3%) (Figure 4.1b) and the one for women included all standard CVD risk factors 
(age, systolic blood pressure and antihypertensive treatment, total and HDL cholesterol, diabetes 
and smoking status) (Figure 4.1c) to illustrate a case of good discrimination and moderate event 
rate (10-year Kaplan-Meier event rate 10.3%, 30-year rate 35.8%).   
The assumption of proportional hazards could not be rejected using the “exposure time 
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log of time” test at the 0.05 level.  The model for women with age only (Figure 4.1d) and the 
model for men with all standard CVD risk factors (Figure 4.1a) were also presented.  CLogistic, CCD, 
CHPD, CUno1, and CUno2 were calculated from years 1 through 30, each time refitting the model and 
treating the maximum year (1 through 30) as censoring point.  The confidence Interval (CI) for 
CHPD could be constructed using an adaptation of the method proposed by Pencina and 
D’Agostino [24].   The confidence Interval (CI) for CUno2 could be constructed using an adaptation 
of the method proposed by Uno et. al [25]. 
Figures 4.1a and 4.1c present the four different C statistics calculated over 30 years of 
follow-up on the Framingham data, for men and women, respectively with all covariates included.  
First, all four indices start at their highest values for very short follow-up durations, then go down 
somewhat rapidly and either plateau or go back up.  This initial spike may be explained by the 
fact that early events occurred among the sickest individuals which probably have the most 
adverse risk profiles and are easy to identify.  Furthermore, in both figures, CLogistic dominates or 
almost dominates the survival-based C statistic.  This is not surprising given the simplified task of 
distinguishing only events from non-events.  For similar reasons, CCD is the second highest for 
most of the time interval.  However, CCD remains very close or even below CHPD for some short 
follow-up durations and then the two separate sharply.  CUno2 is consistently very close to and 
parallel to CHPD at all times.  Overall, the suspected relationship from the eleven conceptual 
examples (described in section 4.5), CUno2 ≈ CHPD ≤ CCD ≤ CLogistic, held quite well in our practical 
example.  CUno1 is lower than CUno2 as expected in Figure 4.1b and 4.1d when only age was 
included as the covariate and there were some subjects with tied age values (age has been 
rounded to whole numbers). 
At 30 years, the event rate and drop-out rate for Framingham men were 44% and 22% 
respectively; CHPD=0.7345, CUno2 =0.7306, the difference between CHPD and CUno2 is ~0.004, the 
difference between CHPD (exact) and CHPD (approximate) is ~-5x10-6 (with all covariates included).  
At 30 years, the event rate and drop-out rate for Framingham women were 32% and 23% 
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respectively; CHPD =0.7711, cUno2 =0.7693, the difference between CHPD and CUno2 is ~0.002, the 
difference between CHPD (exact by Pencina & D’Agostino [24]) and CHPD (approximate by Uno 
[25]) is ~-9x10-6 (with all covariates included). This just show the difference between CHPD and 
CUno2 is very small for practical applications such as Framingham Study.    
 CUno2 is the large sample approximation of the concordance measure which the impact of 
the censoring is removed by using the Kaplan-Meier estimator for the censoring distribution.  
CHPD (approximate by Uno) is the large sample approximation of CHPD (exact) similar to CUno2 but 
is censoring-dependent.  By checking the difference between CHPD (exact) and CHPD 
(approximate), we may get a hint if the large sample approximation is working properly for CHPD 
(approximate) or even for CUno2. 
       The standard error (SE) of CHPD of the model with age, SBP, treatment SBP, total 
cholesterol, HDL, diabetes, smoking as covariates for Framingham Heart Study men data 
(N=2388) was largest at the first time point year=1 with a value ~0.036 and then dropped sharply 
to ~0.026 at year=2, and continued to drop steadily over time to ~0.007 at year=30.  SE of CHPD of 
the model with age, SBP, treatment SBP, total cholesterol, HDL, diabetes, smoking as covariates 
for Framingham Heart Study women data (N=2762) was largest at the first time point year=1 with 
a value ~0.051 then dropped sharply to ~0.029 at year=2, and continued to drop steadily over 
time to ~0.007 at year=30.     
 
4.7 Evaluation of the four C indices in Dutch Breast Cancer data 
The breast cancer patients with poor prognostic features generally benefit the most from 
adjuvant therapy, so a more accurate prediction of the prognostication in patients with breast 
cancer will help to select the suitable treatment available.  van’t Veer et al. [32] used microarray 
analysis to distinguish cancers associated with BRCA1 or BRCA2 mutations and determine 
estrogen-receptor status and lymph-node status.  van de Vijver et al. [33] used microarray 
107 
 
 
analysis to evaluate their previously established 70-gene prognosis profile and classified 295 
patients with primary breast carcinomas as having a gene-expression signature associated with 
either a poor prognosis or a good prognosis.   The median duration of the follow-up for all 295 
patients was 6.7 years (range, 0.05 to 18.3 years).     
Uno et al. [25] used this Dutch breast cancer study data (N=295, no missing data) to 
show the difference between CHPD and CUno2.  The results showed the difference between CHPD 
and CUno2 at ߬=15 is as large as 0.05 (CHPD=0.75 vs. CUno2=0.70 with three covariates in the 
model (age, estrogen receptor (positive or negative), gene score); CHPD=0.67 vs. CUno2=0.63 with 
two covariates (age, estrogen receptor (positive or negative)).  The size of differences between 
CHPD and CUno2 at ߬=15 for these two models is very different from the size of differences between 
CHPD and CUno2 of Framingham Heart Study CVD data at 30 years.  More time points were added 
in Table 4.3 (a & b) in this chapter to check the trend of CHPD and CUno2 over time for the breast 
cancer data (߬=2, 4, 6, 8, 10, 12, 14, and 15).  The SE of CHPD of the model with age, estrogen 
receptor (positive or negative), gene score as the covariates for the breast cancer study data 
(N=295) was the largest at the first time point ߬=2 with a value ~0.097 then dropped sharply to 
~0.041 at ߬=4, and continued to drop steadily over time to ~0.030 at ߬=15 (Table 4.3a).  The SE 
of CHPD of the model with age, estrogen receptor (positive or negative) as the covariates for the 
breast cancer study data (N=295) was also the largest at the first time point ߬=2 with a value 
~0.091 then dropped sharply to ~0.049 at ߬=4, and continued to drop steadily over time to ~0.036 
at ߬=15 (Table 4.3b). 
The SE of CUno2 of the model with age, estrogen receptor (positive or negative), gene 
score as the covariates for the breast cancer study data (N=295) was also largest at the first time 
point ߬=2 with a value ~0.113 then dropped sharply to ~0.043 at ߬=4, and continued to drop 
steadily over time to ~0.032 at ߬=12 but increased to ~0.037 at ߬=14 and ~0.047 at ߬=15 (Table 
4.3a).  The SE of CUno2 of the model with age, estrogen receptor (positive or negative) as the 
covariates for the breast cancer study data (N=295) was also the largest at the first time point ߬=2 
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with a value ~0.108 then dropped sharply to ~0.051 at ߬=4, and continued to drop steadily over 
time to ~0.037 at ߬=12 but increased to ~0.039 at ߬=14 and ~0.043 at ߬=15 (Table 4.3b).   
It seems the SEs of CHPD and CUno2 are dependent on both the sample size and the 
number of the events.  For the first time point of the follow-up, the SE and the width of 95% 
confidence interval of CHPD and CUno2 are much larger than at the later time points in the follow-up 
since there are generally very few events for the first time point so the estimations of CHPD and 
CUno2 are less accurate for the first time point.  The SE of CHPD and CUno2 in the Framingham 
Heart Study men and women data (not shown) are overall much smaller than the SE of CHPD and 
CUno2 of the breast cancer data (N=295) so it is possible smaller number of events may generally 
contribute to larger SE of CHPD and CUno2 thus the estimations of CHPD and CUno2 are less 
accurate.     
For the breast cancer study model with age, estrogen receptor (positive or negative), 
gene score as the covariates (Table 4.3a), CHPD started at ߬=2 with a value ~0.7226 then 
increased with time to ~0.76 with some fluctuations then to ~0.7498 ߬=15 and CUno2 started at ߬=2 
with a value ~0.7223 then increased with time to ~0.76 with some fluctuations then dropped to 
~0.6984 at ߬=15.  The differences between CHPD and CUno2 are ~0.0003 (߬=2), ~-0.00003 (߬=4), 
~0.002 (߬=6), ~0.005 (߬=8), ~0.008 (߬=10), ~-0.005 (߬=12), ~0.01 (߬=14), ~-0.05 (߬=15).  The 
differences between CHPD (exact) and CHPD (approximate) are all very small at the early stage of 
the follow-up when ߬≤8 (~10-15), but increased sharply to ~0.00004 after ߬=10 since the median 
follow-up time was 6.7 years so the sample size as well as the number of events after ߬=10 are 
much smaller and it may impact on the large sample approximation of CHPD (approximate) and 
possible also the large sample approximation of CUno2.  There are no differences between CUno2 
and CUno1 at all since gene score is a continuous variable so there are no subjects with tied 
predicted probabilities in the study.  The differences between CHPD and CUno2 jumped at ߬=15, 
beyond that time point there are no more events. 
For the model with age, estrogen receptor (positive or negative) (Table 4.3b), CHPD 
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started at ߬=2 with a value ~0.7008 then decreased with time to ~0.6720 at ߬=15 with some 
fluctuations and CUno2 started at ߬=2 with a value ~0.7005 then decreased with time to ~0.6319 at 
߬=15 with some fluctuations.  The differences between CHPD and CUno2 are ~0.0003 (߬=2), ~-
0.0006 (߬=4), ~0.005 (߬=6), ~-0.008 (߬=8), ~0.01 (߬=10), ~-0.003 (߬=12), ~0.009 (߬=14), ~-0.04 
(߬=15).  The differences between CHPD (exact) and CHPD (approximate) are all very small at the 
early stage of the follow-up when ߬≤8 (~10-15), but increased sharply to ~0.00004 after ߬=10 since 
the median follow-up time was 6.7 years so the sample size as well as the number of events after 
߬=10 are much smaller and it may impact on the large sample approximation of CHPD 
(approximate) and possible also the large sample approximation of CUno2.  The differences 
between CUno2 and CUno1 is ~0.01 over all time points since there are tied values for both age and 
estrogen receptor (positive or negative) among these 295 subjects so there are subjects with tied 
predicted probabilities.  Since the scores given in numerator in CHPD and CUno2 for the pairs with 
tied predicted probabilities (event vs. event or event vs. non-event) are only half of those for the 
pairs with different predicted probabilities, so this means for the same study, if continuous 
variables were used instead of categorical variables in the same model, the CHPD and CUno2 could 
be higher and the magnitude is pending on how many subjects with the tied predicted 
probabilities.  The differences between CHPD and CUno2 also jumped at ߬=15.   
This relatively large increase of the difference between CHPD and CUno2 at ߬=15 compared 
with earlier time points for the breast cancer data were not observed in the Framingham men and 
women CVD data.  The proportions of censoring at ߬=2, 4, 6, 8, 10, 12, 14 and 15 are 1%, 3%, 
15%, 34%, 47%, 60%, 65% and 67%, respectively so the high censoring rate is unlikely the 
cause alone (since censoring at ߬ =14 is also high).  Uno et al. [25] suggested that if the pre-
specified ߬ is ‘too’ large such that very few events were observed or very few study subjects were 
followed beyond this time point, the standard error for CUno2 can be quite large, reflecting a high 
degree of uncertainty in the inference about CUno2.  There are only 19 subjects with survival time 
beyond ߬=15 and none of them had events, there are only 6 subjects with survival time falling 
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between ߬=14 and ߬=15 and only one of them had an event, however, it seems that including 6 
more subjects with survival times between ߬=14 and ߬=15 may shift the CUno2 by an amount as 
large as ~0.042.  This is partially supported by the fact that the SE of CUno2 was increased at ߬=15 
but not for CHPD. It is likely that the very small sample size and lack of patients with events at the 
very end of the follow-up of the Dutch breast cancer study is causing the unreliable estimation of 
CUno2, which may rely more on a large sample convergence than CHPD.  It is also possible that the 
estimation of CUno2 is affected much more by small number of events in a given period of follow-up 
while CHPD as an exact method is more stable to this kind of extreme distribution or relies more on 
the accumulation of overall number of events.  This remains to be further investigated.  
 
4.8 Evaluation of the four C indices in simulated data  
4.8.1 Numerical simulations 
 Models based on Weibull distribution with increasing, constant (not shown) and 
decreasing hazards, corresponding to shape parameters of 1.5, 1.0 (not shown) and 0.5 were 
also simulated to mimic common-practice scenarios.  Random censoring was introduced through 
simulating random uniform distribution to compete with simulated Weibull distribution for drop-out, 
the percentage of drop-out was also jointly decided by the simulated random binomial process.  
The time points simulated were 1 to 30 years.  The event rates at the end of the follow-up (at 30 
years) were targeted to be 15%, 30% and 45% but were slightly lower due to competing for the 
drop-out.  Models with CHPD statistic equal to 0.6, 0.7, 0.8 and 0.9 at the end of the follow-up (at 
30 years) were considered.  Finally, the drop-out rates were targeted to be 20% and 40% but 
were also slightly lower.  The sample size was set to 10,000. 
To be specific, the SAS program of the simulations for gamma=1.5, sigma=1, event 
rate≈15%, CHPD≈0.6 at 30 years, no drop-out are: 
x=b*rannor(418498)*sigma; 
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tm=((1/(lamda*exp(x)))*ranexp(931281))**(1/gamma); 
lamda=0.00092449, b=0.3511. 
 
if 0 lt tm lt &i then event&i=1; 
else if tm ge &i then event&i=0; 
tm&i=min(tm,&i); 
 
tm is the time. 
 
For gamma=1.5, sigma=1, event rate≈15%, drop-out rate ≈20% and CHPD≈0.6 at 30 years: 
In addition to the above simulations without drop-out, using the same values of lamda 
(0.00092449) and b (0.3511), two random variables z=30*ranuni(949721) and 
d=ranbin(865924,1, 0.2) were introduced to determine the random drop-out through the program 
as below: 
if d=0 then z=30;  
%do i=1 %to 30; 
  if (tm lt &i) and (z lt tm) then status&i=0.1; 
  if (tm lt &i) and (z gt tm) then status&i=1; 
  if (tm lt &i) and (z eq tm) then status&i=1; 
 
  if (tm eq &i) and (z lt tm) then status&i=0.1; 
  if (tm eq &i) and (z gt tm) then status&i=0; 
  if (tm eq &i) and (z eq tm) then status&i=0; 
 
  if (tm gt &i) and (z lt &i) then status&i=0.1; 
  if (tm gt &i) and (z lt tm) and (z ge &i) then status&i=0; 
  if (tm gt &i) and (z gt tm) then status&i=0; 
  if (tm gt &i) and (z eq tm) then status&i=0; 
  
  time&i=min(tm,z,&i); 
  if status&i=0.1 then event&i=0; 
  if status&i=0 then event&i=0; 
  if status&i=1 then event&i=1; 
  %end; 
 
status&i=0.1 is for those dropped out by time=ith year, event&i is the event indicator variable for ith 
year. 
For gamma=1.5, sigma=1, event rate≈15%, drop-out rate ≈40% and CHPD≈0.6 at 30 
years: the only difference from the program above for the drop-out rate=20% is using 
d=ranbin(865924,1, 0.4) instead of d=ranbin(865924,1, 0.2).  In all, total 72 datasets were 
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simulated.  All datasets without drop-out were simulated similar to the dataset with gamma=1.5, 
sigma=1, event rate≈15%, and CHPD≈0.6 at 30 years which has been described above.  The 
differences among the datasets resulted from the different values of gamma, lamda, and b but the 
SAS programs are similar.  These datasets are gamma=1.5 or 0.5, event rate=15%, 30%, 45%, 
CHPD≈0.6, 0.7, 0.8, and 0.9 at 30 years (24 datasets).  All datasets with drop-out rate≈20% at 30 
years were simulated similar to the dataset with gamma=1.5, sigma=1, event rate≈15%, drop-out 
rate ≈20% and CHPD≈0.6 at 30 years which has been described above.  The differences among 
the datasets resulted from the different values of gamma, lamda, and b but the SAS programs are 
similar.  These datasets with gamma=1.5 or 0.5, event rate=15%, 30%, 45%, drop-out rate ≈20%, 
CHPD≈0.6, 0.7, 0.8, and 0.9 at 30 years (24 datasets).  All datasets with drop-out rate≈40% at 30 
years were simulated similar to the dataset with gamma=1.5, sigma=1, event rate≈15%, drop-out 
rate ≈40% and CHPD≈0.6 at 30 years which has been described above.  The differences among 
the datasets resulted from the different values of gamma, lamda, and b but the SAS programs are 
similar.  These datasets are gamma=1.5 or 0.5, event rate=15%, 30%, 45%, drop-out rate ≈40%, 
CHPD≈0.6, 0.7, 0.8, and 0.9 at 30 years (24 datasets). 
 
4.8.2 Results from the simulated data 
The results from the simulated scenarios confirm the findings observed in the 
Framingham Heart Study data (Figures 4.2 to 4.19).  The postulated relationship among the four 
C indices,CUno2 ≈ CHPD ≤ CCD ≤ CLogistic, hold for all cases.  The differences between CLogistic and 
CCD remain relatively small for most scenarios especially when event rate (at 30 years) is ≈30% 
or ≈45% and the drop-out rate is 0% or ≈20%.  Similar to Framingham Heart Study data, CUno2 is 
also consistently very close to CHPD and parallel to CHPD at all times.  The differences between 
CHPD and CUno2 are much smaller than the differences between CLogistic and CCD and almost could 
be ignored at most scenarios.  For simulated data without any drop-out (Figures 4.2, 4.5, 4.8, 
4.11, 4.14 & 4.17), CHPD (approximate version used by Uno et. al. [25]) and CUno2 are exactly 
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identical for all datasets with different event rates so the differences between CHPD and CUno2 are 
caused purely by the censoring.  The differences between CHPD (the exact version developed by 
Pencina & D’Agostino [24]) and CHPD (approximate) are extremely small at the level ~ 10-13 or less 
but not exactly 0.   
It appears that the magnitude of differences between CHPD and CUno2 is generally 
positively related to the proportion of the subjects dropping out of the study at the given time.  
When the drop-out rate is low in the early stage of the follow-up, the differences between CHPD 
and CUno2 are generally very small and when the drop-out rate is higher in later stage of the 
follow-up, the differences between CHPD and CUno2 may increase pending on the value of C 
statistic and the value of drop-out rate.  When the drop-out rate is ~40% at 30 years, the 
differences between CHPD and CUno2 are overall generally larger than when the drop-out rate is 
~20% at 30 years.  For CHPD≈0.6 at 30 years, CUno2 is generally slightly higher than CHPD at the 
late stage of the follow-up especially when the drop-out rate≈40% at 30 years.  For CHPD≈0.7 at 
30 years, CUno2 is generally very close to CHPD, and could be either slightly higher or lower than 
CHPD at the late stage of the follow-up.  For CHPD≈0.8 at 30 years, CUno2 appears generally lower 
than CHPD at the late stage of the follow-up.  For CHPD≈0.9 at 30 years, CUno2 is generally even  
lower than CHPD at the late stage of the follow-up.  The largest differences between CHPD and 
CUno2 is ~0.006 with the simulated data with increasing hazard (γ=1.5) and event rate≈45% (39%) 
& drop-out rate≈40% (29%) & CHPD ≈0.9 at 30 years.  
For larger values of the C statistic, the separation of CCD and CHPD was more rapid and 
pronounced with the increased time of follow-up.  In general, larger values of the C statistic led to 
the larger separation between the indices with the exception of CLogistic and CCD.  The differences 
between CCD and CHPD seem to peak when CHPD is ≈0.8 at 30 years and no further increases 
were seen when CHPD is ≈0.9 (at 30 years).  These results remained consistent for different drop-
out rates except that the differences between CHPD and CUno2 were related to drop-out rates as 
well as C values.  The initial spike in the C statistic observed in the Framingham data (with 
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increasing hazard of 1.56) remained only in the Weibull models with increasing hazard and 
smaller long-term C statistic.  It is conceivable that the early performance spike can be expected 
when the number of events is not too large and performance is not very good.  In general 
(ignoring the initial spike if present), CLogistic and CCD tend to show increasing pattern, CHPD 
remains constant or decreases with time.  The latter can be attributed to the increasing proportion 
of event vs. event comparisons in the calculation of CHPD.  Moreover, one might expect the 
predictive ability of baseline measurements to go down with time if no updating takes place.  
CUno2 remains very close to CHPD all the time.  The sharp drop of CUno2 at the very end of the 
follow-up in the Dutch breast cancer data was not seen in all simulated data investigated in this 
chapter as well as in the Framingham CVD data.  It is likely that the very small sample size and 
lack of patients with events at the very end of the follow-up of the Dutch breast cancer study is 
causing the unreliable estimation of CUno2, which may rely more on large sample convergence 
than CHPD.  In both the Framingham CVD data and the simulated data, the sample sizes are large 
enough to allow better estimation of CUno2. 
   
4.9 Discussion and Conclusions 
Four concordance indices proposed to evaluate survival models were examined and it 
could be concluded that the C index as proposed by Harrell et al. [22, 23] and estimated using the 
methods of Uno et al. [25] or Pencina and D’Agostino [24] appear  to be the most appropriate to 
capture discrimination of models applied to survival data.  The concordance index proposed by 
Chambless and Diao [26] is the closest to the original definition of the AUC used in the binary 
case and can be useful when the task of the risk model is to distinguish events from non-events 
without worrying about distinguishing between subjects with earlier versus later events.  CLogistic, 
CHPD and CUno2 are based solely on ranks and thus invariant to monotone transformations of the 
linear predictor or predicted probability of event.  This poses validation challenges for CCD: 
Chambless and Diao [26] suggest re-fitting of the model on the validation set using the 
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development set-based linear predictor as the sole exposure.  Besides, Chambless and Diao’s 
CCD automatically incorporates information coming from censored subjects into the calculation.  
CHPD does not have this property, limiting usable pairs of subjects to those for whom the event 
occurred in the subject with shorter observed survival time.  This implies that the same model can 
yield different values of C on two data sets which differ only with regard to censoring mechanism.  
On the other hand, CCD and CUno2 are not dependent on the study-specific censoring.  However, 
these differences tend to be negligible in practical applications as we have seen in the 
Framingham CVD data and in the simulated data investigated in this chapter.   
Based on the theoretical, practical and numerical examples investigated in this chapter, it 
is found that these 4 different indices are not identical and can yield values that are as far as 0.07 
apart.  Since all 4 C indices apply to different definitions of discrimination of survival, we should 
not expect these 4 C indices to produce the same values and we should not compare them with 
each other. We should be careful when labeling discrimination as “good” or “poor” without 
considering which C values have been used.  For example, in Figure 4.1b for Framingham men 
CVD data at 30 years with age as the only covariate in the model, CCD ≈0.745, which may appear 
to be “acceptable” since it may reach beyond the minimal “acceptable” level used in the field, 
however, CHPD ≈0.693 for the same data would suggest that the discrimination is rather “poor”.  It 
is even worse for CUno1 ≈0.678 which did not include the patients with tied predicted probabilities. 
These four different concordance indices may be used and preferred in their niche in 
different contexts.   Some cardiovascular, cancer or HIV studies are often focusing on long-term 
risk prediction, and for these studies it is important not only to avoid the event but also extend the 
survival, and most of the time not all subjects experience the event of interest in these studies. 
This situation is best captured by CHPD which seems optimal for such applications [22-24].  In 
clinical trials of short duration where the focus is solely on event vs. non-event status, even 
though the interest lies in binary outcome, survival analysis techniques are applied to account for 
subjects with incomplete follow-up.  CCD might be the preferred measure of choice in this context 
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as it keeps the binary focus and is able to handle censoring.  CLogistic, CHPD and CUno2 are based 
solely on ranks and are not sensitive to the separation of the predictors while CCD is the 
concordance index that is sensitive to the separation of the predictors even when the rank 
ordering is not correct.  If we ascertain the correctness of the rank ordering, CCD may be the 
preferred method when the size of the separation of the predictors is strongly related to the 
survival.  A future more perfect concordance measure that is sensitive to both the correctness of 
the rank ordering and the size of the separation of the predictors is still desirable.  For results 
related to discrimination, researchers should report which formulation of the C statistic they are 
using and provide a rationale for their selection. 
The motivation to develop CUno2 after CHPD is to take the impact of censoring into account 
“automatically” when calculating the C statistic.  The results shown here indicate that when the 
sample size and the model are defined correctly, the differences between CUno2 and CHPD are very 
small.  The only case in which the difference between CUno2 and CHPD is large occurs when there 
are very few subjects/events in the late stage of the follow-up.  It is likely that CUno2 may rely more 
on large sample convergence than CHPD.  In summary, if the sample size is large, for example, 
N>1000 and the proportion of censoring is <60%, it is not recommended to use CUno2 since the 
differences between CHPD and CUno2 tend to be negligible and the times taken to calculate CUno2 
and its confidence interval are much longer.  Moreover, if the sample size is very small, especially 
near the end of the follow-up, the estimation of CUno2 could be not very accurate. 
The different ways to use each covariate variable in the model could change CHPD and 
CUno2 quantitatively since ties in covariate variables may lead to tied predicted probabilities and 
may change CHPD and CUno2.  It would be preferable to use non-rounded continuous variables if it 
is possible to avoid the potential for artificially tied predicted probabilities among the subjects in 
the study. 
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         Chapter 5  
        Discussion, Summary and Future work  
5.1 Re-calibration methods 
In this thesis we proposed new re-calibration methods which could be used to transport 
risk prediction function from a reference population to a new local population.   The new methods 
were compared with the existing re-calibration methods in the field and have been shown to have 
advantages over the existing re-calibration methods and are more robust overall.  These re-
calibration methods were thoroughly evaluated and characterized using both simulated data and 
real life population data.  The strengths, limitations of each re-calibration method were explored 
and guidance for practical use of these re-calibration methods was given.   
The development of these re-calibration methods was initially motivated by transporting 
the risk prediction function for coronary heart disease (CHD) between populations, but it could be 
used with any risk predictions based on the Cox proportional hazards model.  Besides this huge 
potential, even the successful application of re-calibration methods to risk prediction functions for 
CHD itself is very important.  Heart disease is one of the leading causes of death for men and 
women in many countries, including United States.  Many clinical practitioners rely on CHD risk 
prediction functions they trust to offer clinical guidance for prevention of CHD.  The question is 
how to select the most appropriate CHD risk prediction functions.  Generally the CHD risk 
prediction function derived from the local cohort’s Cox model is considered as the best performing 
method available. However, it is often not feasible to set up a prospective local cohort study for 
every possible region.  The WHO MONICA (Multinational Monitoring of trends and determinants 
in cardiovascular disease) project has shown declining trends in cardiovascular mortality and 
morbidity across 37 populations in 21 countries [34].   There are also constant pressures to revise 
the established risk function to include new risk markers [35].  If a good re-calibration method 
could be found to successfully transport an established risk prediction function to a new 
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population, it not only could save a lot of time and money for the new population but also provide 
external validation for the established risk prediction function itself which is also very important.  
For eample, if an established risk function is revised to include a new risk factor, using a good re-
calibration method to transport the revised risk function to new populations could avoid some 
long-term follow-up studies in some regional populations. Meanwhile, the feedback from the new 
populations could validate the newly revised risk function.      
D’Agostino et al [7] have done the external validation of the Framingham CHD prediction 
scores in 6 prospectively studied, ethnically diverse cohorts and the Framingham function ( ෠ܲunadj 
or ෠ܲadj) worked well.  It would be highly expected for ෠ܲnew and ෠ܲnew2 to work even better or at least 
similarly well under these circumstances.  Diverse Populations Collaborative Group [36] has 
examined 16 observational studies with a total of 27 analytical groups on risk ordering, the 
magnitude of relative risks, and the estimation of absolute risk.  In both studies mentioned above 
[7, 36], the ordering of risk was very similar between the Framingham function and the risk 
function developed based on these local cohorts.  The directions of relative risks for the risk 
factors are mostly similar between the Framingham function and the risk function developed 
based on these local cohorts with a few exceptions but the magnitude of the relative risk for risk 
factors could be different.  The estimation of absolute risk for each cohort could be quite different 
between Framingham function and the risk functions developed based on these local cohorts.  
The new re-calibration methods ( ෠ܲnew and ෠ܲnew2) we proposed here are exactly targeting this kind 
of situation.   
One of the potential challenges to transport a risk prediction function from a reference 
population to a new local population arises when there is no prior, established prospective 
observation study in the new local population. Then it is not known if the β coefficients of the risk 
factors from the Cox  proportional hazard model based on the new local population will be similar 
to or different from the β coefficients of the risk factors from the Cox  proportional hazard model 
based on the reference population.  If the β coefficients of the risk factors are very different 
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between the two populations, then that is a topic for another project.  If the β coefficients of the 
risk factors are only moderately different for relatively few risk factors between the two 
populations, the newly proposed re-calibration methods may be robust to these limited deviations. 
The SCCS men data is a good example in which the β coefficient of the “current smoker” is 
significantly different between Framingham men data (β=0.73) and SCCS men data (β=0.001) 
(Table 3.1): this could be due to chance alone, or it is possible most of the smokers in 
Framingham data are heavier smokers compared with the smokers in SCCS since Singapore has 
very tough anti-smoking laws.  Still, in this case the calibrations of ෠ܲnew and ෠ܲnew2 are even better 
than the calibration of ෠ܲcox in SCCS men data itself (Table 3.6).   
The outliers in both reference population and local population could cause potential 
problems in risk prediction and its transportation between populations.  It is possible that the 
differences of the accuracy in defining clinical outcomes between different populations may be 
the partial reasons for some of the outliers [28].  The examples from SCCS women data vs. 
SCCS Indian women data show that the impact from the outliers could be smaller for a larger 
dataset (possibly due to having more events).  For a smaller dataset such as SCCS Indian 
women data, the risk predictions after re-calibration using ෠ܲnew and ෠ܲnew2 are quite good for all 
subjects except the outliers, but the discrimination is still poor even after the outliers (up to four 
potential outliers) were removed, which implies the SCCS Indian women population could be 
quite different from the Framingham women population in term of the association between CHD 
and the risk factors.   
We submit that our work offers important contribution to problem of transporting risk 
prediction funcrions based on survival data but several questions require further work. The 
potential future work may include:  
1) The optimal criterion based on which re-calibration should occur. Here we decided that 
requiring the mean of predicted probabilties to equal the incidence rate was a sensible choice. 
But different options could be explored.  2) How to better handle outliers and their impact on 
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calibration.  3) The Nam and D’Agostino χ2 statistic may exaggerate the contribution of outliers on 
the calibration; the adjusted- Nam and D’Agostino χ2 statistic is an alternative method to assess 
the calibration (section 1.3). However, one could explore other methods.  4) More applications of 
෠ܲnew and ෠ܲnew2 in as many various scenarios as possible would increase in these methods.  
 
5.2 Survival C statistic in the presence of censoring 
Discrimination of models involving dichotomous outcomes has been studied and 
discussed extensively.  One of the most popular measures of discrimination is the area under the 
Receiver Operating Characteristic (ROC) curve, often called the C statistic or just area under the 
curve (AUC).   Attempts have been made by various groups to extend AUC to survival outcomes.  
Four of these extensions including Logistic AUC (CLogistic), Chambless and Diao’s C (CCD), Harrell, 
Pencina & D’Agostino’s C (CHPD), as well as Uno’s C (CUno2) were selected in current thesis to be 
evaluated using theoretical examples, simulations and practical applications to the Framingham 
risk functions as well as a breast cancer study model.    
The theoretical examples were set up with different ordering sequences and ordering 
directions, different separation of predictors, as well as different tied predictors.  CLogistic requires 
the least discriminatory ability of the predictor to reach 1, even if events were ordered incorrectly.   
CCD is sensitive to the size of the separation of predictors, but not the correctness of the ordering 
so CCD is the next in line of predictors requiring less discriminatory ability to reach 1. CHPD is 
generally more stringent than CLogistic and CCD while CUno2 is very close to CHPD under most 
conditions.  The magnitudes of CHPD and CUno2 are sensitive to the correctness of the ordering, 
the event vs. non-event mix and the percentage of the subjects with tied predictors.  Based on  
the theoretical examples that are most realistic in practical applications, it seems CUno2≈ CHPD≤ 
CCD≤ CLogistic.  
In applications to the simulated data, Framingham study data, and Breast cancer data, 
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the relationship CUno2≈ CHPD≤ CCD≤ CLogistic holds well in general with a few exceptions.   At the 
early stage of a long term follow-up study, CCD could be lower than CHPD or CUno2 for a period of 
time, possibly due to the relatively few events resulting from the inaccuracy of the estimation of 
these C indices at the early stage of the follow-up (the standard errors of CHPD and CUno2 at the 
early stage are the largest).  The difference between CHPD and CUno2 depends on the censoring 
rate, the value of CHPD (or CUno2).  If there is no censoring, CUno2 is almost identical to CHPD. The 
estimation of CUno2 is not very accurate at the very end of the study follow-up when the sample 
size is relatively small and the censoring rate is high and very few subjects with events are left.  
For a study with a large sample size and reasonable censoring rate such as the Framingham 
study, the differences between CHPD and CUno2 are very small and almost could be ignored.   
The calculation of CUno2 even using the R program provided by Uno et al. [25] would take 
much longer time than the calculation of CHPD using the SAS program provided by Pencina & 
D’Agostino [24].   The confidence interval of CUno2 varies with different numbers of iterations used, 
and no clear trend can be found between M=10, 100, 500, and 1000.  This raises some suspicion 
on the reliability of the estimation of the confidence interval of CUno2.   However, for a relatively 
small study with sample size less than 1000, and censoring rate>50%, CUno2 could be used.  CCD 
might be the preferred measure of choice in clinical trials of short duration where focus is solely 
on event vs. non-event status.   Overall CHPD is a metric most consistent with the definition of 
discrimination in survival proposed in section 4.2 and could be very conveniently used.   
Considering the relatively large differences in the magnitude of these C indices for the same data 
set, the concept of “good” or “poor” discrimination should not be used across different C indices. 
CLogistic, CHPD, and CUno2 all depend on the ordering of the subjects so when only very few 
categorical variables are included in the model, the contribution from the subjects with tied 
predictors to the ordering could be large.  The question arises when a continuous variable is used 
instead of a categorical variable, what is the impact on the ordering of subjects and the 
discriminatory ability?  The rounding of some continuous variables such as age etc. may also 
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create some unnecessary artificial ties which may potentially affect the ordering of subjects if 
relatively few variables will be included in the model.  This should be evaluated in future work.  
Both CHPD and CUno2 do not include the comparison between subjects with tied event times or 
censoring times, which might be rare but its impact could be also evaluated in future work.  
Furthermore, the impact of non-proportional hazards on discrimination of survival models should 
be investigated for future applications. 
 
123 
 
 
 
 
Figure 2.1 Plots of a) ෠ܲnew vs. ෠ܲcox, b) ෠ܲnew2 vs. ෠ܲcox, c) ෠ܲBrindle2 vs. ෠ܲcox, d) ෠ܲadj vs. ෠ܲcox. 
∆β෠=β෠ local-β෠ reference=-0.0008, γ=0.5, σ=2, event rate=5% for local population, γ=2, σ=0.5, event 
rate=10% for reference population.  Nam and D’Agostino χ2 statistics for ෠ܲcox, ෠ܲnew, ෠ܲnew2, 	 ෠ܲBrindle2, 
and	 ෠ܲadj are 9.90, 9.93, 9.97, 28.49, and 354, respectively.  
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Figure 2.2 Plots of a) ෠ܲnew vs. ෠ܲcox, b) ෠ܲnew2 vs. ෠ܲcox, c) ෠ܲBrindle2 vs. ෠ܲcox, d) ෠ܲadj vs. ෠ܲcox. 
∆β෠=0.262, γ=0.5, σ=2, event rate=5% for local population, γ=2, σ=0.5, event rate=10% for 
reference population.  Nam and D’Agostino χ2 statistics for ෠ܲcox, ෠ܲnew, ෠ܲnew2, ෠ܲBrindle2, and	 ෠ܲadj are 
10.77, 18.01, 17.39, 49.3, and 124.6, respectively.  
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Figure 2.3 Plots of a) ෠ܲnew vs. ෠ܲcox, b) ෠ܲnew2 vs. ෠ܲcox, c) ෠ܲBrindle2 vs. ෠ܲcox, d) ෠ܲadj vs. ෠ܲcox. 
∆β෠=-0.267, γ=0.5, σ=2, event rate=5% for local population, γ=2, σ=0.5, event rate=10% for 
reference population.  Nam and D’Agostino χ2 statistics for ෠ܲcox, ෠ܲnew, ෠ܲnew2, ෠ܲBrindle2, and	 ෠ܲadj are 
6.07, 15.41, 14.74, 51.9, and 972.1, respectively.  
 
 
 
 
  
126 
 
 
 
 
Figure 2.4 Plots of a) ෠ܲnew vs. ෠ܲcox, b) ෠ܲnew2 vs. ෠ܲcox, c) ෠ܲBrindle2 vs. ෠ܲcox, d) ෠ܲadj vs. ෠ܲcox. 
∆β෠=-0.00061, γ=0.5, σ=4, event rate=5% for local population, γ=2, σ=0.5, event rate=10% for 
reference population.  Nam and D’Agostino χ2 statistics for ෠ܲcox, ෠ܲnew, ෠ܲnew2, ෠ܲBrindle2, and	 ෠ܲadj are 
3.54, 3.43, 3.87, 189, and 437711, respectively.  
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Figure 2.5 Plots of a) ෠ܲnew vs. ෠ܲcox, b) ෠ܲnew2 vs. ෠ܲcox, c) ෠ܲBrindle2 vs. ෠ܲcox, d) ෠ܲadj vs. ෠ܲcox. 
∆β෠=0.00159, γ=0.5, σ=4, event rate=5% for local population, γ=2, σ=0.5, event rate=10% for 
reference population.  Nam and D’Agostino χ2 statistics for ෠ܲcox, ෠ܲnew, ෠ܲnew2, ෠ܲBrindle2, and	 ෠ܲadj are 
2.52, 2.55, 2.72, 239, and 1.2x108, respectively.  
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Figure 2.6 Plots of a) ෠ܲnew vs. ෠ܲcox, b) ෠ܲnew2 vs. ෠ܲcox, c) ෠ܲBrindle2 vs. ෠ܲcox, d) ෠ܲadj vs. ෠ܲcox. 
∆β෠=0.00683, γ=0.5, σ=4, event rate=5% for local population, γ=2, σ=0.5, event rate=10% for 
reference population.  Nam and D’Agostino χ2 statistics for ෠ܲcox, ෠ܲnew, ෠ܲnew2, ෠ܲBrindle2, and	 ෠ܲadj are 
20.1, 19.7, 28.8, 178, and 2.3x105, respectively.  
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Figure 2.7 Plots of a) ෠ܲnew vs. ෠ܲcox, b) ෠ܲnew2 vs. ෠ܲcox, c) ෠ܲBrindle2 vs. ෠ܲcox, d) ෠ܲadj vs. ෠ܲcox. 
∆β෠=0.0011, γ=0.5, σ=0.5, event rate=5% for local population, γ=2, σ=0.5, event rate=10% for 
reference population.  Nam and D’Agostino χ2 statistics for ෠ܲcox, ෠ܲnew, ෠ܲnew2, ෠ܲBrindle2, and	 ෠ܲadj are 
15.68, 15.67, 15.58, 15.74, and 15.27, respectively.  
 
 
 
 
  
130 
 
 
 
 
Figure 2.8 Plots of a) ෠ܲnew vs. ෠ܲcox, b) ෠ܲnew2 vs. ෠ܲcox, c) ෠ܲBrindle2 vs. ෠ܲcox, d) ෠ܲadj vs. ෠ܲcox. 
∆β෠=0.262, γ=0.5, σ=0.5, event rate=5% for local population, γ=2, σ=0.5, event rate=10% for 
reference population.  Nam and D’Agostino χ2 statistics for ෠ܲcox, ෠ܲnew, ෠ܲnew2, ෠ܲBrindle2, and	 ෠ܲadj are 
4.38, 6.79, 6.81, 7.27, and 6.90, respectively.  
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Figure 2.9 Plots of a) ෠ܲnew vs. ෠ܲcox, b) ෠ܲnew2 vs. ෠ܲcox, c) ෠ܲBrindle2 vs. ෠ܲcox, d) ෠ܲadj vs. ෠ܲcox. 
∆β෠=-0.276, γ=0.5, σ=0.5, event rate=5% for local population, γ=2, σ=0.5, event rate=10% for 
reference population.  Nam and D’Agostino χ2 statistics for ෠ܲcox, ෠ܲnew, ෠ܲnew2, ෠ܲBrindle2, and	 ෠ܲadj are 
8.09, 9.83, 9.86, 9.34, and 11.18, respectively.  
 
 
 
  
132 
 
 
 
 
Figure 2.10 Plots of a) ෠ܲnew vs. ෠ܲcox, b) ෠ܲnew2 vs. ෠ܲcox, c) ෠ܲBrindle2 vs. ෠ܲcox, d) ෠ܲadj vs. ෠ܲcox. 
∆β෠=-0.00755, γ=0.5, σ=1, event rate=10% for local population, γ=2, σ=1, event rate=5% for 
reference population.  Nam and D’Agostino χ2 statistics for ෠ܲcox, ෠ܲnew, ෠ܲnew2, ෠ܲBrindle2, and	 ෠ܲadj are 
4.46, 4.55, 4.53, 6.02, and 37.12, respectively.  
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Figure 2.11 Plots of a) ෠ܲnew vs. ෠ܲcox, b) ෠ܲnew2 vs. ෠ܲcox, c) ෠ܲBrindle2 vs. ෠ܲcox, d) ෠ܲadj vs. ෠ܲcox. 
∆β෠=0.261, γ=0.5, σ=1, event rate=10% for local population, γ=2, σ=1, event rate=5% for 
reference population.  Nam and D’Agostino χ2 statistics for ෠ܲcox, ෠ܲnew, ෠ܲnew2, ෠ܲBrindle2, and	 ෠ܲadj are 
10.90, 12.96, 12.80, 11.79, and 27.71, respectively.  
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Figure 2.12 Plots of a) ෠ܲnew vs. ෠ܲcox, b) ෠ܲnew2 vs. ෠ܲcox, c) ෠ܲBrindle2 vs. ෠ܲcox, d) ෠ܲadj vs. ෠ܲcox. 
∆β෠=-0.273, γ=0.5, σ=1, event rate=10% for local population, γ=2, σ=1, event rate=5% for 
reference population.  Nam and D’Agostino χ2 statistics for ෠ܲcox, ෠ܲnew, ෠ܲnew2, ෠ܲBrindle2, and	 ෠ܲadj are 
8.23, 23.32, 23.50, 30.69, and 76.76, respectively.  
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Figure 2.13 Plots of a) ෠ܲnew vs. ෠ܲcox, b) ෠ܲnew2 vs. ෠ܲcox, c) ෠ܲBrindle2 vs. ෠ܲcox, d) ෠ܲadj vs. ෠ܲcox. 
∆β෠=-0.0029, γ=0.5, σ=1, event rate=5% for local population, γ=2, σ=1, event rate=10% for 
reference population.  Nam and D’Agostino χ2 statistics for ෠ܲcox, ෠ܲnew, ෠ܲnew2, ෠ܲBrindle2, and	 ෠ܲadj are 
5.93, 5.94, 5.88, 6.70, and 32.44, respectively.  
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Figure 2.14 Plots of a) ෠ܲnew vs. ෠ܲcox, b) ෠ܲnew2 vs. ෠ܲcox, c) ෠ܲBrindle2 vs. ෠ܲcox, d) ෠ܲadj vs. ෠ܲcox. 
∆β෠=0.00145, γ=0.5, σ=4, event rate=50% for local population, γ=2, σ=0.5, event rate=20% for 
reference population.  Nam and D’Agostino χ2 statistics for ෠ܲcox, ෠ܲnew, ෠ܲnew2, ෠ܲBrindle2, and	 ෠ܲadj are 
0.96, 1.01, 3.89, 133, and 14.1, respectively.  
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Figure 2.15 Plot of the adjusted Nam and D’Agostino χ2 statistic of ෠ܲnew vs. ∆β෠ for Weibull γ=0.5, 
σ=0.5, for local population; Weibull γ=2, σ=0.5, for reference population.  event rate for 
local/reference population are a) 5%/5%, b) 5%/50%, c) 50%/5%, d) 50%/90%, respectively. 
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Figure 2.16 Plot of the adjusted Nam and D’Agostino χ2 statistic of ෠ܲnew vs. ∆β෠ for Weibull γ=0.5, 
σ=4, for local population; Weibull γ=2, σ=0.5, for reference population.  event rate for 
local/reference population are a) 5%/5%, b) 5%/50%, c) 50%/5%, d) 50%/90%, respectively. 
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Figure 2.17 Plot of the adjusted Nam and D’Agostino χ2 statistic of ෠ܲnew vs. ∆β෠ for Weibull γ=0.5, 
σ=4, for local population; Weibull γ=2, σ=4, for reference population.  event rate for 
local/reference population are a) 5%/5%, b) 5%/50%, c) 50%/5%, d) 50%/90%, respectively. 
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Figure 2.18 Plots of S0/Km vs. Event rate of 50 simulated Weibull (γ=0.5, N=2000) based 
independent datasets (2nd, 25th, and 48th S0/Km value were shown) for risk factor with different 
standard deviation: a) σ=0.5, b) σ=1, c) σ=2, d) σ=4.  
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Figure 2.19 Plots of S0/Km vs. Event rate of 50 simulated Exponential (γ=1, N=2000) based 
independent datasets (2nd, 25th, and 48th S0/Km value were shown) for risk factor with different 
standard deviation: a) σ=0.5, b) σ=1, c) σ=2, d) σ=4.  
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Figure 2.20 Plots of S0/Km vs. Event rate of 50 simulated Weibull (γ=2, N=2000) based 
independent datasets (2nd, 25th, and 48th S0/Km value were shown) for risk factor with different 
standard deviation: a) σ=0.5, b) σ=1, c) σ=2, d) σ=4.  
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Figure 3.1 SCCS Men, Plots of a) ෠ܲnew vs. ෠ܲcox, b) ෠ܲnew2 vs. ෠ܲcox, c) ෠ܲBrindle2 vs. ෠ܲcox, d) ෠ܲadj vs. 
෠ܲcox. 
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Figure 3.2 SCCS Women, Plots of a) ෠ܲnew vs. ෠ܲcox, b) ෠ܲnew2 vs. ෠ܲcox, c) ෠ܲBrindle2 vs. ෠ܲcox, d) ෠ܲadj vs. 
෠ܲcox. 
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Figure 3.3 Transporting Framingham CVD Risk Function to ARIC White Men data, Plots of a) 
෠ܲnew vs. ෠ܲcox, b) ෠ܲnew2 vs. ෠ܲcox, c) ෠ܲBrindle2 vs. ෠ܲcox, d) ෠ܲadj vs. ෠ܲcox. 
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Figure 3.4 Transporting Framingham CVD Risk Function to ARIC Black Men data, Plots of a) 
෠ܲnew vs. ෠ܲcox, b) ෠ܲnew2 vs. ෠ܲcox, c) ෠ܲBrindle2 vs. ෠ܲcox, d) ෠ܲadj vs. ෠ܲcox. 
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Figure 3.5 Transporting Framingham CVD Risk Function to ARIC White Women data, Plots of a) 
෠ܲnew vs. ෠ܲcox, b) ෠ܲnew2 vs. ෠ܲcox, c) ෠ܲBrindle2 vs. ෠ܲcox, d) ෠ܲadj vs. ෠ܲcox. 
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Figure 3.6 Transporting Framingham CVD Risk Function to ARIC Black Women data, Plots of a) 
෠ܲnew vs. ෠ܲcox, b) ෠ܲnew2 vs. ෠ܲcox, c) ෠ܲBrindle2 vs. ෠ܲcox, d) ෠ܲadj vs. ෠ܲcox. 
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Figure 3.7 Transporting ARIC White men CVD Risk Function to Framingham men data.  Plots of 
a) ෠ܲnew vs. ෠ܲcox, b) ෠ܲnew2 vs. ෠ܲcox, c) ෠ܲBrindle2 vs. ෠ܲcox, d) ෠ܲadj vs. ෠ܲcox. 
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Figure 3.8 Transporting ARIC Black men CVD Risk Function to Framingham men data.  Plots of 
a) ෠ܲnew vs. ෠ܲcox, b) ෠ܲnew2 vs. ෠ܲcox, c) ෠ܲBrindle2 vs. ෠ܲcox, d) ෠ܲadj vs. ෠ܲcox. 
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Figure 3.9 Transporting ARIC White women CVD Risk Function to Framingham women data.  
Plots of a) ෠ܲnew vs. ෠ܲcox, b) ෠ܲnew2 vs. ෠ܲcox, c) ෠ܲBrindle2 vs. ෠ܲcox, d) ෠ܲadj vs. ෠ܲcox. 
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Figure 3.10 Transporting ARIC Black women CVD Risk Function to Framingham women data.  
Plots of a) ෠ܲnew vs. ෠ܲcox, b) ෠ܲnew2 vs. ෠ܲcox, c) ෠ܲBrindle2 vs. ෠ܲcox, d) ෠ܲadj vs. ෠ܲcox. 
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Figure 3.11 Transporting Framingham (50-60 years old) CVD Risk Function to ARIC White Men 
data, Plots of a) ෠ܲnew vs. ෠ܲcox, b) ෠ܲnew2 vs. ෠ܲcox, c) ෠ܲBrindle2 vs. ෠ܲcox, d) ෠ܲadj vs. ෠ܲcox. 
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Figure 3.12 Transporting Framingham (50-60 years old) CVD Risk Function to ARIC Black Men 
data, Plots of a) ෠ܲnew vs. ෠ܲcox, b) ෠ܲnew2 vs. ෠ܲcox, c) ෠ܲBrindle2 vs. ෠ܲcox, d) ෠ܲadj vs. ෠ܲcox. 
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Figure 3.13 Transporting Framingham (50-60 years old) CVD Risk Function to ARIC White 
Women data, Plots of a) ෠ܲnew vs. ෠ܲcox, b) ෠ܲnew2 vs. ෠ܲcox, c) ෠ܲBrindle2 vs. ෠ܲcox, d) ෠ܲadj vs. ෠ܲcox. 
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Figure 3.14 Transporting Framingham (50-60 years old) CVD Risk Function to ARIC Black 
Women data, Plots of a) ෠ܲnew vs. ෠ܲcox, b) ෠ܲnew2 vs. ෠ܲcox, c) ෠ܲBrindle2 vs. ෠ܲcox, d) ෠ܲadj vs. ෠ܲcox. 
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Figure 3.15 Transporting ARIC White men CVD Risk Function to Framingham men (50-60 years 
old) data.  Plots of a) ෠ܲnew vs. ෠ܲcox, b) ෠ܲnew2 vs. ෠ܲcox, c) ෠ܲBrindle2 vs. ෠ܲcox, d) ෠ܲadj vs. ෠ܲcox. 
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Figure 3.16 Transporting ARIC Black men CVD Risk Function to Framingham men (50-60 years 
old) data.  Plots of a) ෠ܲnew vs. ෠ܲcox, b) ෠ܲnew2 vs. ෠ܲcox, c) ෠ܲBrindle2 vs. ෠ܲcox, d) ෠ܲadj vs. ෠ܲcox. 
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Figure 3.17 Transporting ARIC White women CVD Risk Function to Framingham women (50-60 
years old) data.  Plots of a) ෠ܲnew vs. ෠ܲcox, b) ෠ܲnew2 vs. ෠ܲcox, c) ෠ܲBrindle2 vs. ෠ܲcox, d) ෠ܲadj vs. ෠ܲcox. 
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Figure 3.18 Transporting ARIC Black women CVD Risk Function to Framingham women (50-60 
years old) data.  Plots of a) ෠ܲnew vs. ෠ܲcox, b) ෠ܲnew2 vs. ෠ܲcox, c) ෠ܲBrindle2 vs. ෠ܲcox, d) ෠ܲadj vs. ෠ܲcox. 
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Figure 4.1 C statistic on 30-year follow-up in Framingham (FHS) Men and Women. 
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Figure 4.2 C statistic for increasing hazard (γ=1.5) Weibull. Event rate at 30 years=15%, drop-out 
rate% at 30 years=0%. 
  
163 
 
 
 
 
Figure 4.3 C statistic for increasing hazard (γ=1.5) Weibull. Event rate at 30 years≈15%, drop-out 
rate% at 30 years≈20%. 
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Figure 4.4 C statistic for increasing hazard (γ=1.5) Weibull. Event rate at 30 years≈15%, drop-out 
rate% at 30 years≈40%. 
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Figure 4.5 C statistic for increasing hazard (γ=1.5) Weibull. Event rate at 30 years=30%, drop-out 
rate% at 30 years=0%. 
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Figure 4.6 C statistic for increasing hazard (γ=1.5) Weibull. Event rate at 30 years≈30%, drop-out 
rate% at 30 years≈20%. 
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Figure 4.7 C statistic for increasing hazard (γ=1.5) Weibull. Event rate at 30 years≈30%, drop-out 
rate% at 30 years≈40%. 
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Figure 4.8 C statistic for increasing hazard (γ=1.5) Weibull. Event rate at 30 years=45%, drop-out 
rate% at 30 years=0%. 
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Figure 4.9 C statistic for increasing hazard (γ=1.5) Weibull. Event rate at 30 years≈45%, drop-out 
rate%at 30 years≈20%. 
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Figure 4.10 C statistic for increasing hazard (γ=1.5) Weibull. Event rate at 30 years≈45%, drop-
out rate%at 30 years≈40%. 
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Figure 4.11 C statistic for decreasing hazard (γ=0.5) Weibull. Event rate at 30 years=15%, drop-
out rate% at 30 years=0%. 
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Figure 4.12 C statistic for decreasing hazard (γ=0.5) Weibull. Event rate at 30 years≈15%, drop-
out rate% at 30 years≈20%. 
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Figure 4.13 C statistic for decreasing hazard (γ=0.5) Weibull. Event rate at 30 years≈15%, drop-
out rate% at 30 years≈40%. 
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Figure 4.14 C statistic for decreasing hazard (γ=0.5) Weibull. Event rate at 30 years=30%, drop-
out rate% at 30 years=0%. 
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Figure 4.15 C statistic for decreasing hazard (γ=0.5) Weibull. Event rate at 30 years≈30%, drop-
out rate% at 30 years≈20%. 
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Figure 4.16 C statistic for decreasing hazard (γ=0.5) Weibull. Event rate at 30 years≈30%, drop-
out rate% at 30 years≈40%. 
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Figure 4.17 C statistic for decreasing hazard (γ=0.5) Weibull. Event rate at 30 years=45%, drop-
out rate% at 30 years=0%. 
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Figure 4.18 C statistic for decreasing hazard (γ=0.5) Weibull. Event rate at 30 years≈45%, drop-
out rate% at 30 years≈20%. 
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Figure 4.19 C statistic for decreasing hazard (γ=0.5) Weibull. Event rate at 30 years≈45%, drop-
out rate% at 30 years≈40%. 
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Table 2.1 Calibration: Nam and D’Agostino χ2 statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=0.5, σ=0.5; reference: Weibull γ=0.5, σ=0.5 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 2.9 7.5 14.5 3.5 9 16.2 3.5 9 16 3.5 9 16.2 5.3 9.6 16.7 
 10 . . . 3.6 8.3 15.6 3.6 8.4 15.5 3.7 8 15.3 4.5 9 15.7 
 20 . . . 3.5 7.8 15.3 3.4 7.9 15 3.3 8.2 14.5 4.7 8.5 15.3 
 50 . . . 3.4 8.1 15.2 3.3 8.2 14.9 3.9 10.8 20 4.4 8.7 14.9 
10 5 2.6 6.9 15.6 3.2 8.6 19.5 3.2 8.7 19.7 3.2 8.3 19.8 5 11 23.6 
 10 . . . 3.4 9 20.1 3.4 9 20.1 3.4 9 20.1 5.5 11.8 21 
 20 . . . 3.4 8.6 18.9 3.4 8.7 19.2 3.2 8.7 19.8 5.6 10.3 19.6 
 50 . . . 3.1 7.8 18.9 3.2 7.8 19.2 5.9 11.9 28 5.2 10 19.7 
20 5 2.9 7.8 15.1 3.1 10.4 28.3 3.1 10.3 28.3 3.1 11.4 48.2 7.1 13 40 
 10 . . . 4.7 10.4 22.6 4.7 10.6 23 4.9 11.2 28.6 7.3 14.4 28 
 20 . . . 3.3 9.1 18.7 3.3 9.2 18.8 3.3 9.1 18.8 6.9 12.7 21.6 
 30 . . . 4.2 10.7 17.6 4.3 10.7 17.6 4.8 10 18.1 6.3 12.8 21.2 
 50 . . . 4.5 8.4 15.9 4.5 8.3 15.9 7.7 16.5 27.6 7.2 11.1 21.1 
35 5 2 7.4 12.8 4.6 11.2 24.1 4.7 11.3 24.7 7.3 27.4 128.9 7.9 13.8 34.6 
 10 . . . 3.3 11.2 24.2 3.4 11.3 24.1 7.4 21.2 76 7.2 13.8 29.6 
 20 . . . 3.8 9.5 19.3 3.8 9.6 19.3 4.2 15.2 31.3 7.1 12.7 21 
 35 . . . 2.9 8.8 17.2 3.2 8.9 17.4 2.9 8.9 17.3 5.9 11.5 21.2 
 50 . . . 3.4 8.8 13 3.5 8.9 13.1 5.4 14 21 6.9 11.3 17.5 
 70 . . . 2.6 8.5 13.6 3.1 8.6 13.7 26.9 38.1 49.3 6 12.2 16.6 
50 5 2.6 6.5 16.5 3.7 10.8 38.2 4 10.7 39.3 17.7 147.5 1735.1 4.6 12.3 46 
 10 . . . 4.1 12.2 33.7 4.2 12.2 32.9 14.4 106.9 801 5.1 13.1 39.5 
 20 . . . 3.5 8.9 18.7 3.5 8.9 18.9 13.9 65.1 197.8 4.2 9.5 20.2 
 50 . . . 3.1 7.8 22 3.3 8 22.8 3.1 7.8 22 4.5 9.2 23.7 
 70 . . . 3.4 7.4 19.6 3.6 7.4 19.8 16.1 29.3 52.4 4.5 8.9 21.8 
 90 . . . 3.6 8.1 22.3 3.6 8.3 23.2 78.2 107 148.1 4.2 9 23.9 
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Table 2.2 Calibration: Nam and D’Agostino χ2 statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=0.5, σ=0.5; reference: Weibull γ=0.5, σ=1 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 2.9 7.5 14.5 3.1 8.1 15.9 3.1 8.2 16.3 3.2 8.1 16.1 4.1 8.8 15.9 
 10 . . . 4.1 7.5 15.8 4.1 7.5 15.8 4.1 7.6 15.8 4.8 8.5 15.6 
 20 . . . 3.4 8.1 15.7 3.4 8 15.7 3.3 8.3 16 4.5 8.6 15.3 
 50 . . . 3.5 8.1 15.7 3.5 8 15.7 3.6 10.6 18.2 4.5 8.6 15.3 
10 5 2.6 6.9 15.6 3.4 9.2 20.1 3.4 9.2 20 3.5 9.4 19.2 5.5 11 19.8 
 10 . . . 3.2 8 18.4 3.1 8 18.4 3.2 7.8 17.9 5.2 9.7 19.1 
 20 . . . 3.4 7.7 16.6 3.4 7.6 16.6 3.3 7.8 17.6 5.1 9.5 18.1 
 50 . . . 3.2 8 18.7 3.2 8.1 18.6 6.1 11.4 26.1 5.5 9.8 19.3 
20 5 2.9 7.8 15.1 5 10.2 19.8 5 10.2 19.8 5 11.1 23.3 8.2 13.1 21.1 
 10 . . . 4.3 9 16.5 4.3 9 16.6 4.5 9.7 20.3 7.7 11.4 21.4 
 20 . . . 3.5 9.2 15.9 3.6 9.4 15.9 3.8 8.7 17.2 6.9 11.8 19.7 
 30 . . . 3.6 8.5 15.1 3.6 8.5 15.1 4.1 8.8 15.6 6.9 11.5 18.1 
 50 . . . 3.9 9.2 15.2 4 9.2 15.2 5.9 15.9 26 7 12.3 18.3 
35 5 2 7.4 12.8 2.9 10.6 18.9 3.2 10.6 18.8 6.1 22.2 66.1 7 13.3 19.8 
 10 . . . 3.5 9.2 16 3.7 9.2 16.2 6.6 22.3 49.1 6.2 11.3 18.7 
 20 . . . 3.1 8.2 15.7 3.1 8.2 15.9 7 14.2 31.7 5.8 11.3 19 
 35 . . . 3.3 8.6 15.1 3.5 8.7 15.3 3 8.6 17.1 5.9 11.1 18.1 
 50 . . . 2.9 8.5 14.1 2.9 8.6 14.2 4.8 13.1 17.7 5.9 11.1 17.4 
 70 . . . 3.1 8.9 14.4 3.1 8.9 14.5 31.5 45.6 57.8 5.8 11.1 17.5 
50 5 2.6 6.5 16.5 3.4 7.9 30.8 3.5 7.8 30.9 18.8 105 377.3 4.1 8.7 31.1 
 10 . . . 3.4 9 21.4 3.5 9.3 21.2 32.3 94 288.9 4.2 10 21.3 
 20 . . . 3 7.7 23.3 3.1 7.7 23.5 23.9 77.6 154.6 4 8.5 24.3 
 50 . . . 3.1 7.4 19.6 3.1 7.4 19.9 3.2 8.1 20.8 4.2 8.6 20.9 
 70 . . . 3.4 7.6 22.9 3.4 7.7 23.1 23.1 37.6 61.6 4.3 8.8 23.8 
 90 . . . 3.3 7.6 19.3 3.3 7.8 19.7 111.6 150.8 196 4.2 8.7 20.6 
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Table 2.3 Calibration: Nam and D’Agostino χ2 statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=0.5, σ=0.5; reference: Weibull γ=0.5, σ=2 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 2.9 7.5 14.5 4.1 7.9 16.2 4.1 7.8 15.8 4 7.6 16.3 4.9 8.5 15.8 
 10 . . . 3.7 8.2 16.1 3.7 8.2 15.7 3.6 8.3 16.2 4.5 8.8 16 
 20 . . . 3.7 8 15.9 3.7 8 15.5 3.5 8.1 15.8 4.6 8.7 15.6 
 50 . . . 3.4 8 15.9 3.4 8 15.5 3.6 10.3 17.7 4.5 8.6 15.6 
10 5 2.6 6.9 15.6 3.4 8.1 17.7 3.4 8.2 17.6 3.5 8.1 16.3 5.4 10.1 18.7 
 10 . . . 3.2 7.9 18.8 3.3 8 18.6 3.4 7.7 18 5.3 9.6 19.6 
 20 . . . 3.2 7.8 18.8 3.2 7.8 18.6 3.2 7.8 18.7 5.3 9.5 19.6 
 50 . . . 3.1 7.9 18.8 3.2 7.9 18.7 6 10.4 25.8 5.2 9.6 19.6 
20 5 2.9 7.8 15.1 4.4 8.8 20.3 4.4 8.8 20.5 3.2 11.6 25.6 7.3 11.9 23.9 
 10 . . . 3.5 8.5 15.6 3.5 8.5 15.6 3.3 10.4 21.3 7.3 11.5 19.8 
 20 . . . 4.3 9.2 15.3 4.3 9.3 15.2 3.4 9.7 18.9 7.5 11.7 18.3 
 30 . . . 4.3 8.4 15.1 4.3 8.5 15.1 4.1 8.5 15.4 7.3 11.5 18.3 
 50 . . . 4.4 8.7 15.3 4.6 8.7 15.3 5.8 14.9 24.9 7.7 11.5 18 
35 5 2 7.4 12.8 4 9.4 15.7 4 9.5 15.8 12.2 27.8 62.2 6.9 12.4 20.8 
 10 . . . 3 8.5 13.7 3 8.5 13.8 11.5 26.8 47.2 5.9 10.9 17.2 
 20 . . . 3.1 8.7 13.6 3.1 8.7 13.8 10.2 20.6 40.2 5.8 10.9 17.3 
 35 . . . 3.3 8.2 13.1 3.3 8.2 13.3 3.5 10.3 20.3 6.7 11.3 16.3 
 50 . . . 3.7 8.1 14.5 3.8 8.2 14.6 4.5 11.8 17.1 6.1 11 17.2 
 70 . . . 3.6 8.5 13.8 3.6 8.5 13.9 55.9 75.9 89.6 5.9 11.4 17.1 
50 5 2.6 6.5 16.5 3.4 8 23 3.5 8.1 23.1 67.6 153.5 403.6 4.3 8.8 25.6 
 10 . . . 3.1 7.5 19.6 3.2 7.5 19.6 77.1 137.8 296.2 3.9 8.2 21 
 20 . . . 3.2 7.7 19.3 3.3 7.8 19.3 52.1 111.7 196.9 4.1 8.9 20.6 
 50 . . . 3.1 7.3 21.9 3.2 7.3 21.9 3.5 8.1 22.2 3.9 8.2 23.7 
 70 . . . 3.3 7.4 20.8 3.3 7.5 20.8 53.7 73.1 106.8 3.9 8.8 22.3 
 90 . . . 3.2 7.2 19.8 3.3 7.3 19.8 158.1 203.4 257.7 4.3 8.3 21.2 
 
  
182 
183 
 
 
 
Table 2.4 Calibration: Nam and D’Agostino χ2 statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=0.5, σ=0.5; reference: Weibull γ=0.5, σ=4 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 2.9 7.5 14.5 3.4 8.2 15.7 3.5 8.1 16 3.5 8.1 15.7 4.4 8.7 15.3 
 10 . . . 4 8 17 4 7.9 17.1 3.8 8.1 17.6 4.7 8.6 17.1 
 20 . . . 3.4 7.8 16.4 3.5 7.8 16.8 3.4 7.9 16.5 4.5 8.6 16.3 
 50 . . . 3.4 8 16 3.4 8 16.4 3.6 9.9 18.2 4.5 8.7 15.8 
10 5 2.6 6.9 15.6 3.2 8.1 17.9 3.2 8.2 18.5 3.6 8.4 18 5.2 9.7 18.8 
 10 . . . 3.4 7.9 19.5 3.4 8 19.3 3.5 7.8 18.8 5.2 9.6 19.7 
 20 . . . 3.2 7.7 18.8 3.2 7.8 18.5 3.3 7.9 18.3 5.1 9.6 20 
 50 . . . 3.2 7.9 18.5 3.2 7.9 18.6 5.2 10.5 25.2 5.3 9.7 19.2 
20 5 2.9 7.8 15.1 4.3 8.6 15.4 4.3 8.6 15.3 2.9 11.2 25.7 7.2 12.1 21.3 
 10 . . . 4.3 8.4 15.4 4.3 8.4 15.4 3.1 10.9 25.1 6.9 11.5 20.1 
 20 . . . 4.3 8.7 16.1 4.3 8.8 16.5 3 12.1 22.3 7.6 12.2 19.1 
 30 . . . 4.4 9.1 15.3 4.5 9 15.5 3.6 10.3 18.7 7.6 11.5 18.1 
 50 . . . 4.3 8.6 15.3 4.3 8.7 15.3 5.9 14.1 23.8 7.2 11.4 18.3 
35 5 2 7.4 12.8 3.2 8.8 17.1 3.2 9 17.1 14.8 27.8 62.9 5.8 11.6 19.1 
 10 . . . 4.3 8.9 14.3 4.4 8.9 14.7 12.8 23.4 62.4 6.7 11 18.9 
 20 . . . 3.9 8.1 15.3 4 8.3 15.3 13.1 28.9 51 6.6 11.1 18.7 
 35 . . . 3.4 8.4 13.8 3.4 8.5 13.8 7.9 17.3 29.4 5.9 10.9 16.5 
 50 . . . 2.7 8.2 14.5 2.7 8.4 14.5 3.8 11.1 15.5 6.2 10.9 18.2 
 70 . . . 3.4 7.8 14.3 3.4 8 14.4 110.3 146.5 165.4 5.9 10.7 16.9 
50 5 2.6 6.5 16.5 3.2 8.2 24 3.4 8.3 24.1 61 156.6 384.9 3.9 9.8 24.9 
 10 . . . 3.4 7.3 17.7 3.4 7.3 17.7 64.4 136.7 367.8 4.2 8.1 18.7 
 20 . . . 3.1 7.6 22.9 3.5 7.8 23.1 76.7 162.1 264.7 3.9 8.7 24.2 
 50 . . . 3.3 7.1 21.1 3.5 7.2 21.3 4.1 10 21.9 4 8.2 22.7 
 70 . . . 3 7.2 21.3 3.4 7.6 21.4 127.1 173.1 221.3 3.9 8.3 22.9 
 90 . . . 3.4 7.5 22.8 3.4 7.7 23 2.7 10.7 25 4.1 8.5 24.2 
 
  
183 
184 
 
 
 
Table 2.5 Calibration: Nam and D’Agostino χ2 statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=0.5, σ=0.5; reference: Weibull γ=1, σ=0.5 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 2.9 7.5 14.5 4.4 8.5 20 4.4 8.5 19.8 4.4 8.5 20 5.3 8.9 20.6 
 10 . . . 4.1 8.2 17.1 4.1 8.3 17.2 4.1 8.1 16.8 4.8 8.9 17.1 
 20 . . . 3.4 8.4 17.4 3.5 8.3 17.1 3.5 8.1 15.9 5.1 9 17 
 50 . . . 3.7 8 15.8 3.8 8 15.9 3.6 10.7 18.4 4.7 8.6 15.8 
10 5 2.6 6.9 15.6 3.2 9.3 20.9 3.3 9.6 21.1 3.5 8.9 21.8 5.2 12.1 24.3 
 10 . . . 3.1 8.5 18.8 3.1 8.5 18.8 3.1 8.5 18.8 5.1 10.8 20.5 
 20 . . . 3.4 8 19.1 3.5 8 19.4 3.1 7.9 19.8 5.7 10.1 20.7 
 50 . . . 3.2 8.6 19.1 3.2 8.6 19.1 5.9 12.3 28 5.3 10.3 19.6 
20 5 2.9 7.8 15.1 4.4 11.4 25.3 4.4 11.4 25.7 4.1 12 40.1 6.6 14.8 34.2 
 10 . . . 4.6 10.2 19.6 4.6 10.2 19.6 4.3 10.4 26.6 7.1 13.2 26.9 
 20 . . . 4 10.1 21.3 4.1 10.2 21.2 4.1 10.1 21.3 7.1 13.5 26 
 30 . . . 3.4 9.4 17.3 3.4 9.4 17.2 4.5 9.5 18.3 7.2 12.2 21 
 50 . . . 4.3 9.1 17.4 4.4 9.2 17.4 6.1 17.6 25.9 7.1 11.5 21.1 
35 5 2 7.4 12.8 4.3 11 31.6 4.4 11.1 31.3 7.9 31.8 116.3 7 14.7 41.3 
 10 . . . 3.9 10.4 18.7 3.9 10.5 18.9 4.7 15 52.4 6.2 13.5 22.4 
 20 . . . 3.8 9.7 15.9 3.9 9.8 15.9 4.6 13.6 30.3 6.6 13.4 19.1 
 35 . . . 3.7 8.8 15.1 3.8 9 15.1 3.6 8.8 15.1 6 11.6 17.9 
 50 . . . 2.3 9 15.6 2.4 9.1 16 7.8 13.5 20.2 6.1 11.6 19.2 
 70 . . . 2.9 9.1 15.7 3 9.1 15.9 25.5 38 54 5.9 11.9 19.6 
50 5 2.6 6.5 16.5 3.6 10.8 44 3.7 11.2 44.8 11.4 162.6 2381.3 4.7 12.9 53.3 
 10 . . . 3.4 11.8 23.4 3.4 11.9 24.4 13 78.8 886.3 4.6 12.5 27.1 
 20 . . . 3.3 10.3 21 3.3 10.6 22 15.8 60.7 221.9 4.2 10.8 23.6 
 50 . . . 3.1 7.7 19.4 3.3 7.8 19.7 3.1 7.7 19.4 3.9 8.7 22.5 
 70 . . . 3.4 7.2 20.3 3.5 7.2 21.2 16.2 27.8 51.7 4.7 8 21.7 
 90 . . . 3.7 7.7 23.6 3.7 7.8 23.9 78.2 106.8 147.5 4.6 9 24.6 
 
  
184 
185 
 
 
 
Table 2.6 Calibration: Nam and D’Agostino χ2 statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=0.5, σ=0.5; reference: Weibull γ=1, σ=1 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 2.9 7.5 14.5 3.7 8.2 15.4 3.7 8.1 15.2 3.8 8.2 15.5 4.8 8.9 15 
 10 . . . 4.2 7.8 16 4.2 7.8 15.8 4 7.8 15.9 4.8 8.5 15.7 
 20 . . . 3.6 8.3 15.7 3.6 8.3 15.6 3.4 8.2 15.9 4.5 9 15.4 
 50 . . . 3.5 8.2 15.7 3.5 8.1 15.5 3.7 10.3 18.5 4.8 8.7 15.3 
10 5 2.6 6.9 15.6 4.5 8 18.9 4.7 8.1 18.8 4.6 8.1 17.9 6.1 10.5 19.6 
 10 . . . 3.3 8 16.4 3.3 8.1 16.6 3.2 7.9 16 5.2 9.7 18 
 20 . . . 3.3 8.2 18.9 3.4 8.2 18.8 3.2 8.2 19.3 5.2 9.6 19.6 
 50 . . . 3.2 7.9 18.8 3.2 7.9 18.7 5.4 11.8 27 6.1 9.5 19.6 
20 5 2.9 7.8 15.1 4.4 9.9 18 4.4 10 18.1 4.1 11.7 26.9 7.5 13.6 22.9 
 10 . . . 4.4 9.4 18.8 4.5 9.4 19.3 4.3 9.2 25.1 7.3 11.7 23.1 
 20 . . . 4.4 8.4 16 4.4 8.4 16 4.6 8.5 18.7 7.8 11.5 21.3 
 30 . . . 4.9 8.6 16.9 4.9 8.7 16.9 4.4 9 16 7.8 11.3 20.2 
 50 . . . 3.7 8.8 16.2 3.7 8.8 16.2 5.9 15.4 27.1 6.9 11.9 20 
35 5 2 7.4 12.8 2.6 9.5 19.1 2.7 9.5 19.3 8.7 27.9 66.8 5.5 12.7 23.5 
 10 . . . 4.1 8.5 15 4.2 8.5 15 6.7 20.7 44.6 6.9 11.5 16.6 
 20 . . . 3.3 8.4 14.6 3.3 8.5 14.7 4.8 13.7 28.7 6.3 12 17.8 
 35 . . . 2.8 9 14.3 2.8 9 14.4 3.1 9 15.9 5.3 11.7 17.2 
 50 . . . 3 8.7 14.4 3.2 8.8 14.5 5.9 12.3 18.4 6.9 10.9 18 
 70 . . . 2.8 8.5 14 2.8 8.5 14 32.5 45.8 56.6 6.9 10.7 16.5 
50 5 2.6 6.5 16.5 3.4 9.5 23.6 3.4 9.4 23.6 30.3 145.7 466.5 4.4 10.4 25.6 
 10 . . . 3.5 7.3 18.9 3.5 7.3 19.2 43.2 118.4 229.9 4.3 8.7 20.2 
 20 . . . 3.5 7.3 22.8 3.5 7.4 23 33.8 70.4 152.4 4.3 8.4 23.9 
 50 . . . 3.6 7.9 22.8 3.7 7.9 23 3.3 8 22.3 4.4 8.8 23.5 
 70 . . . 3.3 7.4 22.8 3.3 7.3 23 23.3 37.5 60.7 4.3 8.4 23.5 
 90 . . . 3.1 7.8 21.7 3.1 7.8 22.1 114 151.3 195.2 3.9 8.8 23.4 
 
  
185 
186 
 
 
 
Table 2.7 Calibration: Nam and D’Agostino χ2 statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=0.5, σ=0.5; reference: Weibull γ=1, σ=2 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 2.9 7.5 14.5 3.7 7.9 15.9 3.7 7.9 16 3.8 7.9 15.9 5 8.6 15.6 
 10 . . . 3.5 7.9 16.1 3.6 7.9 16.2 3.6 7.8 16.2 4.8 8.7 15.9 
 20 . . . 3.5 8.1 16 3.5 8 16.1 3.3 8.2 15.9 4.5 8.6 15.8 
 50 . . . 3.5 8.1 15.9 3.5 8 16 3.6 10.1 17.9 4.5 8.7 15.6 
10 5 2.6 6.9 15.6 3.2 7.8 19.2 3.2 7.9 19.1 3.5 7.7 18 5.4 9.2 19.6 
 10 . . . 3.3 7.7 18.5 3.3 7.7 18.4 3.5 8 18.9 5.2 9.5 19.3 
 20 . . . 3.3 7.8 19 3.3 7.8 19 3.4 7.8 18.9 5.4 9.4 19.5 
 50 . . . 3.1 8.1 18.5 3.1 8.1 18.5 5.8 10.7 26.2 5.1 9.5 19.2 
20 5 2.9 7.8 15.1 3.7 9 18.1 3.7 9 18.5 3.4 11.4 22.7 6.9 11.6 18.9 
 10 . . . 4.7 8.7 15.5 4.8 8.7 15.8 3.6 10.3 20.7 7.4 11.4 19 
 20 . . . 4.9 8.8 15.9 4.9 8.8 16.1 3 9.7 18.6 7.7 11.4 18.8 
 30 . . . 4.3 8.7 15.1 4.3 8.7 15.1 4.2 9.4 15.5 7.5 12 18 
 50 . . . 4.4 8.6 15.2 4.4 8.7 15.1 5.8 15 23.4 7.2 11.6 17.7 
35 5 2 7.4 12.8 3.4 8.7 13.6 3.4 8.7 13.6 11.4 26.1 47.2 5.8 12 16.1 
 10 . . . 3.5 8.3 13.8 3.5 8.3 14.1 10.4 28.1 47.5 6.1 11.1 16.8 
 20 . . . 4 8.1 13.7 4 8.2 13.7 9.1 19.3 38.3 6.1 11 16.2 
 35 . . . 3 8.2 14 3 8.2 14.1 3.6 10.6 21.8 5.9 10.7 17.8 
 50 . . . 3.6 8.5 14.8 3.6 8.5 14.9 4.3 11.9 16.4 5.9 10.7 18 
 70 . . . 3.5 8.3 14.7 3.5 8.3 15 54.8 73.2 87.8 5.9 10.9 17.5 
50 5 2.6 6.5 16.5 3.3 7.9 19.4 3.5 8 19.4 52.3 148.5 316.3 4.1 9 20.7 
 10 . . . 3.4 7.8 23.5 3.6 7.9 23.6 44.8 140.6 309.9 4.2 8.8 24.6 
 20 . . . 3.5 7.2 19.7 3.7 7.3 19.6 52.6 101.3 178.7 4.6 8.2 21 
 50 . . . 3.1 7.3 21.3 3.4 7.5 21.2 3.8 8.2 22.7 4.1 8.7 22.9 
 70 . . . 3.4 7.3 22.8 3.5 7.3 22.8 48.9 73.2 106.6 4.1 8.5 23.6 
 90 . . . 3 7.2 21.1 3.2 7.3 21 157.2 203.6 256.8 3.9 8.4 22.7 
 
  
186 
187 
 
 
 
Table 2.8 Calibration: Nam and D’Agostino χ2 statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=0.5, σ=0.5; reference: Weibull γ=1, σ=4 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 2.9 7.5 14.5 3.9 8.4 15.7 3.9 8.4 15.7 3.8 8.2 15.7 4.7 8.8 15.3 
 10 . . . 3.7 7.9 15.9 3.7 7.9 15.9 3.7 7.9 16 4.8 8.6 15.7 
 20 . . . 3.4 8 16.1 3.4 8.1 16.1 3.5 7.9 16.3 4.6 8.5 16 
 50 . . . 3.2 8.1 15.8 3.2 8.2 15.8 3.6 10 17.7 4.5 8.7 15.5 
10 5 2.6 6.9 15.6 3.1 7.7 18.9 3.1 7.7 18.7 3.5 8.1 17.6 5.1 9.5 19.4 
 10 . . . 3.1 7.8 19 3.1 7.8 18.8 3.4 8 17.6 5.4 9.5 19.5 
 20 . . . 3.2 7.9 18 3.1 7.9 18.1 3.3 7.8 16.6 5 9.3 18.8 
 50 . . . 3.2 7.9 18.7 3.2 7.9 18.6 5.3 10.3 25.3 5.4 9.5 19.9 
20 5 2.9 7.8 15.1 4.9 9 18.2 4.9 9.1 18.2 3 11 24.4 7.6 12.4 21.9 
 10 . . . 4.3 8.6 15.8 4.3 8.6 15.8 3.2 10.7 23.6 7.5 11.7 19.8 
 20 . . . 4 8.8 15.4 4 8.9 15.3 3.3 10.3 20.9 7.6 11.5 18.3 
 30 . . . 4.3 8.6 15.1 4.3 8.6 15.1 3.4 9.7 20.3 7.1 11.5 18 
 50 . . . 4.3 8.8 15.3 4.3 8.8 15.3 5.8 14.1 25.2 7.6 12 18.1 
35 5 2 7.4 12.8 3.5 8.6 13.6 3.5 8.7 13.6 14.5 29.8 53.4 5.9 11.6 16.5 
 10 . . . 2.7 8.7 14.3 2.9 8.7 14.3 12 28.2 51.7 6 10.9 16.8 
 20 . . . 3.5 8.2 14.6 3.5 8.2 14.7 13.6 24.3 43.3 6 10.9 17.4 
 35 . . . 3.1 8.3 13.5 3.1 8.3 13.6 9.6 17.3 31.5 5.8 10.6 16 
 50 . . . 4.1 8.1 13.7 4.1 8.2 13.8 4.3 11.4 15.1 6.1 11 16.6 
 70 . . . 3.2 8.2 14.5 3.3 8.5 14.5 113.3 141.9 165.9 5.8 10.5 18.5 
50 5 2.6 6.5 16.5 3.3 7.3 21.6 3.4 7.4 21.7 75.9 155.2 312.3 4.1 8.4 23.9 
 10 . . . 3.2 7.3 22 3.5 7.4 22.3 62 159.2 228.8 4.2 8.4 23.7 
 20 . . . 3.1 7 22 3.5 7.4 22.3 69.2 136 219.4 4.1 8 23.7 
 50 . . . 3.3 7.4 20 3.4 7.7 20.3 4.3 8.7 22.2 4 8.4 21.4 
 70 . . . 3.2 7.4 22.6 3.4 7.4 23 134.1 174.1 217.7 4.3 8.4 23.9 
 90 . . . 3.2 7.5 19.8 3.5 7.6 20 0.7 9.4 25.8 4.3 8.7 21.1 
 
  
187 
188 
 
 
 
Table 2.9 Calibration: Nam and D’Agostino χ2 statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=0.5, σ=0.5; reference: Weibull γ=2, σ=0.5 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 2.9 7.5 14.5 3.6 8.2 17.2 3.6 8.1 17.2 3.6 8.2 17.2 4.5 8.8 16.9 
 10 . . . 3.9 8 17.7 4 8 17.9 4.1 8 17.4 4.8 8.7 17.5 
 20 . . . 3.3 7.9 15.8 3.4 7.9 15.7 3.4 8.2 15.9 4.6 8.5 15.5 
 50 . . . 3.9 7.9 15.8 3.9 7.9 15.7 3.6 10.7 18.9 4.9 8.5 15.5 
10 5 2.6 6.9 15.6 3.2 8.3 21.7 3.2 8.3 21.7 3.3 8 24.5 5.5 9.8 27.7 
 10 . . . 3.8 8.8 18.1 3.9 8.7 18.6 3.8 8.8 18.1 5.9 10.6 19.7 
 20 . . . 3.4 9 16.1 3.4 9 15.9 3.1 9.1 17.8 5.3 10.2 17.9 
 50 . . . 3.5 7.9 18.8 3.6 7.9 18.6 6.1 12.6 27.2 5.2 9.6 20.2 
20 5 2.9 7.8 15.1 4.4 11.3 21.4 4.5 11.4 21.2 3.9 11.5 35.3 7.5 13.7 32.5 
 10 . . . 3.9 10.6 20.9 3.9 10.8 21 4.2 12.2 25.9 7.9 14 25.6 
 20 . . . 4.3 9.7 18.7 4.4 9.6 18.7 4.3 9.6 18.7 7 12.8 20.6 
 30 . . . 4.9 9.6 15.5 5 9.6 15.8 4.5 9.8 17.4 6.9 11.8 19.8 
 50 . . . 3.5 9.6 17.4 3.5 9.6 17.3 6.5 16.6 27 6.9 12.1 20.9 
35 5 2 7.4 12.8 3.1 11 30.4 3.1 11 30.8 7.6 16.5 67.2 6.2 13.3 41.5 
 10 . . . 3.3 10.2 21.3 3.3 10.4 21.4 7.3 17.7 70.4 5.9 13 28.9 
 20 . . . 4 9.7 16.7 4.3 9.7 17 3.9 11.7 36 6.1 12.2 22.6 
 35 . . . 3.9 9.9 15 4 10 15 4 9.9 14.9 5.9 12 21.5 
 50 . . . 3.3 8.6 15.6 3.3 8.7 15.6 6.2 13.5 21.4 5.4 11.6 18.9 
 70 . . . 3.3 9.1 14.7 3.3 9.2 14.7 27.9 39.3 50.8 5.6 11.5 17.9 
50 5 2.6 6.5 16.5 3.9 11.9 32.4 4.2 12 32.3 15.4 99.6 671.5 5.1 12.6 37.6 
 10 . . . 4.2 10.2 30.9 4.7 10.2 31.3 8 111.8 480.4 5.1 11.8 31.5 
 20 . . . 3.3 7.6 24.7 3.9 7.7 24.9 13.9 53.5 223.8 4.1 8.8 26.5 
 50 . . . 3.6 7.5 23.6 3.7 7.5 23.6 3.6 7.5 23.5 4.6 8.7 24 
 70 . . . 3.8 8 21.9 3.9 8 21.8 17.4 30.7 57 4.4 9.4 23.6 
 90 . . . 3.6 7.4 22.9 3.6 7.5 23.1 78.4 107.4 147.5 4.7 8.6 23.7 
 
  
188 
189 
 
 
 
Table 2.10 Calibration: Nam and D’Agostino χ2 statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=0.5, σ=0.5; reference: Weibull γ=2, σ=1 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 2.9 7.5 14.5 3.4 8.2 17.1 3.3 8.2 16.8 3.4 8.1 17.4 4.6 8.7 18 
 10 . . . 3.3 7.9 16.2 3.4 7.9 16.4 3.3 8.1 16 4.6 8.7 15.9 
 20 . . . 3.6 7.9 15.7 3.7 8 15.7 3.3 8.2 15.9 4.7 8.5 15.3 
 50 . . . 3.9 8.1 15.7 3.9 8.1 15.8 3.6 10.3 18.7 5 8.7 15.3 
10 5 2.6 6.9 15.6 2.6 8.1 19.7 2.6 8.2 19.5 2.7 8.5 19.8 4.8 10.3 20.4 
 10 . . . 3.4 8.2 18.9 3.5 8.2 18.8 3.5 8.1 18.8 5.5 10 19.5 
 20 . . . 3.1 7.8 18.8 3.1 7.9 18.7 3.2 8.5 18.9 5.1 9.5 20.2 
 50 . . . 3.2 7.9 18.7 3.2 8 18.6 5.7 11.5 26.9 5.9 9.9 19.6 
20 5 2.9 7.8 15.1 3.9 9.5 17.5 3.9 9.5 17.5 3.5 11.4 24.5 7.3 13 21.7 
 10 . . . 3.5 8.4 17.7 3.5 8.4 17.7 4.3 10.5 22.4 7.4 11.8 21.3 
 20 . . . 4.3 8.4 15.4 4.4 8.4 15.6 4.2 8.9 16.9 7.4 11.5 19.4 
 30 . . . 4.3 8.3 15.6 4.3 8.3 15.6 4.1 8.9 15.5 7.7 11.6 18.4 
 50 . . . 4.3 8.1 15.6 4.3 8.1 15.5 6.8 16.2 23.8 7.7 11.2 18.3 
35 5 2 7.4 12.8 3.9 9.1 17 4 9.4 17 8.9 27 71.2 7 12.2 22.8 
 10 . . . 4 8.5 16 4.1 8.6 16 6.6 23.4 56.5 6.2 11.7 20.4 
 20 . . . 3.9 8.4 13.5 3.9 8.4 13.6 4 14 28.9 6.5 10.5 16.3 
 35 . . . 3.3 8.4 14.5 3.3 8.4 14.6 3.5 8.8 16.3 6.2 11.2 17.6 
 50 . . . 3.6 8.5 16.6 3.6 8.6 16.6 5.4 12.6 18.3 5.9 11.4 19.1 
 70 . . . 3.3 8.6 14.1 3.3 8.6 14.2 31.7 46.7 57.1 6.5 10.9 17.5 
50 5 2.6 6.5 16.5 3.6 8.2 19.8 3.6 8.2 19.7 30.8 139.4 468.8 4.5 9.8 23.1 
 10 . . . 3.5 8.5 22 3.5 8.7 22 37.7 116.1 350.3 4.8 10.1 23.7 
 20 . . . 3.4 7.6 19.4 3.4 7.8 19.3 24.8 68.5 150.3 4.1 8.5 20.7 
 50 . . . 3.2 7.3 22.9 3.4 7.4 22.8 3.2 7.3 23.1 3.9 8.5 24.2 
 70 . . . 3.3 7.5 20.6 3.5 7.6 20.6 23.8 35.6 61 4.1 8.4 22.2 
 90 . . . 3.2 7.4 23.1 3.4 7.5 23.1 108.2 148.7 195.5 3.9 8.2 24 
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Table 2.11 Calibration: Nam and D’Agostino χ2 statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=0.5, σ=0.5; reference: Weibull γ=2, σ=2 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 2.9 7.5 14.5 4.1 8.1 15.9 4 8.1 15.8 4.1 8 15.9 4.9 8.7 15.6 
 10 . . . 3.8 8.1 15.8 3.8 8.1 15.7 3.8 8.2 15.8 4.8 8.8 15.5 
 20 . . . 3.5 8 15.9 3.5 7.9 15.8 3.5 8.1 15.9 4.7 8.6 15.7 
 50 . . . 3.5 8.1 16 3.6 8 15.9 3.6 10.1 18.3 4.5 8.7 15.8 
10 5 2.6 6.9 15.6 3.3 7.8 18.8 3.3 7.8 18.6 3.7 7.8 18.6 5.4 9.3 19.6 
 10 . . . 3.3 7.8 19.2 3.4 7.8 19 3.4 8 18 5.8 9.8 19.6 
 20 . . . 3.2 7.8 18.1 3.3 7.8 18.1 3.3 7.7 17.8 6 9.7 18.9 
 50 . . . 3.2 7.8 18.5 3.2 7.9 18.5 5.6 10.8 26.6 5.4 9.4 19.2 
20 5 2.9 7.8 15.1 3.7 8.6 18.2 3.8 8.6 18.3 3.7 10.8 22.4 6.9 11.7 20 
 10 . . . 4.4 9.2 17.9 4.5 9.3 17.9 3.8 11.5 23.1 7.4 12.3 22.9 
 20 . . . 4.8 8.6 16.1 4.9 8.8 16.1 3.6 9.5 19.6 7.8 11.7 19.3 
 30 . . . 4.4 8.6 16.1 4.8 8.7 16.1 4.5 8.3 16.7 7.6 11.4 19.1 
 50 . . . 4.4 8.5 15.4 4.5 8.7 15.3 5.8 14.9 24.8 7.3 11.8 19.6 
35 5 2 7.4 12.8 3.9 8.8 14.2 4 8.8 14.8 10.3 24.2 49.4 6.4 11.4 16.5 
 10 . . . 2.3 8.8 15.4 2.3 8.9 15.4 12.4 26.5 62.4 6.2 11.8 19.5 
 20 . . . 3.5 8.6 13.8 3.5 8.6 13.8 8.8 23.4 40.7 5.9 11.4 16.9 
 35 . . . 3.4 8.5 15.1 3.4 8.8 15.6 3.6 9.9 21.2 5.8 11.3 18.1 
 50 . . . 3.5 8.6 14.9 3.5 8.6 15.4 4.3 11.7 16.2 5.9 10.9 17.7 
 70 . . . 3.2 8.1 14.4 3.3 8.3 14.4 54.6 74.9 91.4 5.8 10.7 17.3 
50 5 2.6 6.5 16.5 3.4 7.7 22.8 3.4 7.8 22.8 54.9 144.5 328.4 4.4 8.7 23.5 
 10 . . . 3.5 7.8 23.2 3.5 7.9 23.3 51 158.4 303.4 4.3 9 25.1 
 20 . . . 3.3 7.4 19.9 3.7 7.6 20 62.9 119 197.2 4.4 8.6 21.3 
 50 . . . 3.2 7.5 22.5 3.3 7.7 22.6 3.8 9.5 22.3 3.9 8.7 23.9 
 70 . . . 3.1 7.3 21.2 3.1 7.4 21.3 51.5 73.3 101.4 4.2 8.6 22.8 
 90 . . . 3.3 7.1 22.1 3.3 7.2 22.2 158.6 203.9 257.3 4 8.2 23.9 
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Table 2.12 Calibration: Nam and D’Agostino χ2 statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=0.5, σ=0.5; reference: Weibull γ=2, σ=4 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 2.9 7.5 14.5 4.1 8.2 16.1 4.1 8.2 16.1 3.9 8.2 16.2 4.8 8.8 15.9 
 10 . . . 3.3 8 15.9 3.3 8 16 3.3 7.8 16.1 4.5 8.6 15.7 
 20 . . . 3.4 8.1 16 3.4 8.2 16 3.5 8 16 4.4 8.7 15.7 
 50 . . . 3.5 8.2 16 3.5 8.2 16 3.6 9.8 17.5 4.5 8.7 15.7 
10 5 2.6 6.9 15.6 3.4 7.7 19.3 3.4 7.7 19.2 3.4 7.7 19.2 5.2 9.4 20.2 
 10 . . . 3.1 8 19.3 3.1 8.1 19.1 3.5 7.8 17.6 5.2 9.7 19.7 
 20 . . . 3.2 7.8 19 3.2 7.9 18.9 3.6 8.1 18.6 5.7 9.6 19.5 
 50 . . . 3.2 7.8 18.9 3.2 7.9 18.9 5.2 10.5 25.3 5.5 9.6 19.5 
20 5 2.9 7.8 15.1 4.4 9.9 16.6 4.4 9.9 16.6 4.4 10.9 25.2 7.2 12.8 19.8 
 10 . . . 4 8.7 18.3 4 8.9 18.3 3.5 11.1 23.4 7.5 11.7 20.2 
 20 . . . 4.3 8.6 15.4 4.3 8.7 15.8 3.1 11.3 21.3 7.2 11.2 19.6 
 30 . . . 4.3 8.4 15.4 4.3 8.7 15.9 3.5 9.4 19.3 8 11.2 18.9 
 50 . . . 4.4 8.6 15.2 4.4 8.6 15.7 5.8 14.2 23.6 7.4 11.5 17.9 
35 5 2 7.4 12.8 2.9 9.3 14.1 3.4 9.4 14.2 10.2 29.4 59.3 6.2 11.2 18.2 
 10 . . . 3.5 8 14.2 3.5 8 14.2 13.3 28.6 51.4 6.1 10.7 17.1 
 20 . . . 2.8 8.8 15 2.9 8.9 15 12.1 27.2 47 6.1 11.3 18.3 
 35 . . . 3.4 8.3 14.1 3.4 8.4 14.1 8.4 18.3 31.5 5.9 11.3 16.9 
 50 . . . 2.9 7.9 14.8 2.9 7.9 14.8 4.6 10.8 16.1 6 11 17.6 
 70 . . . 3.3 8.4 14 3.3 8.4 14 116.4 144.7 167.2 5.8 11.1 16.8 
50 5 2.6 6.5 16.5 3.3 7.7 21.4 3.4 7.9 21.3 62.5 147.9 330.7 4.2 9 23 
 10 . . . 3.2 7.6 20.8 3.4 7.7 20.8 62.6 151.6 289.8 4.3 8.8 22.4 
 20 . . . 3.2 7.8 22.4 3.2 7.8 22.3 68.9 140.6 260.6 3.9 8.9 23.6 
 50 . . . 3.3 7.3 21.9 3.4 7.5 21.8 4.4 9.3 22.1 4.2 8.4 23.5 
 70 . . . 3.3 7.2 20.4 3.4 7.4 20.3 135.5 173.9 222.5 4.1 8.3 21.8 
 90 . . . 3.2 7.3 21.4 3.4 7.5 21.3 1 7.6 20.1 4.1 8.3 23 
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Table 2.13 Calibration: Nam and D’Agostino χ2 statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=1, σ=0.5; reference: Weibull γ=0.5, σ=0.5 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 2.4 7.3 15.1 3.3 9.5 19.1 3.2 9.5 19.1 3.3 9.5 19.1 5.8 9.8 18.7 
 10 . . . 4.5 9 19 4.6 9 19 4.5 9.1 18.8 4.9 10.1 18.4 
 20 . . . 3.7 8.2 17 3.7 8.1 17.2 4.3 8.4 16.5 5.2 9.2 17.5 
 50 . . . 4.4 8.7 16.3 4.4 8.6 16.4 4.9 11 23 5.2 9.3 16.4 
10 5 3.8 8.7 16.4 4.1 10.2 19.6 4.1 10.1 19.5 4 10.7 19.9 5.4 12.6 20.1 
 10 . . . 4.6 10.6 19.1 4.8 10.6 18.8 4.6 10.6 19 7.4 12.2 20.6 
 20 . . . 4.4 9.5 16.5 4.4 9.4 16.6 4 9.7 19.3 6.9 11.2 18.6 
 50 . . . 3.9 9.9 17.6 3.9 9.8 17.9 6.2 13.6 26.6 5.9 11.5 18.5 
20 5 3 8.1 14.1 4.1 12 25.2 4.2 12.1 25.2 4.8 13.6 41.2 6.9 14.6 33.7 
 10 . . . 4.1 10 20.5 4.1 10 20.5 4.1 11 24.9 6.8 13.6 24.5 
 20 . . . 3.9 9.2 20.3 3.9 9.2 20.4 3.9 9.2 20.3 6.4 12 23.3 
 30 . . . 3.7 10.5 15 3.7 10.5 15.1 3.9 10.6 18.9 6.5 12.8 17.5 
 50 . . . 4 10 15.3 4 10 15.3 8.2 15.8 27.4 6.7 12.6 19.8 
35 5 3.1 7.2 17.6 3.6 10.6 33.9 3.7 10.9 34.3 4.6 36.2 126.2 6.6 14 44.2 
 10 . . . 4.3 9.4 25.2 4.3 9.5 25.3 5.2 23 84.6 6.5 11.7 33.2 
 20 . . . 4.1 9.5 20.4 4.2 9.6 20.5 5.1 16.3 44.4 6.5 12.5 26.4 
 35 . . . 3.7 9.4 18.9 3.7 9.6 18.9 3.7 9.4 18.9 6 11.8 22.2 
 50 . . . 3.4 8.2 20 3.6 8.3 20.1 5.3 11.7 23.3 6.4 11.4 23.2 
 70 . . . 3.8 9.2 20.4 3.8 9.2 20.4 18.5 32.6 50.9 6.2 12.7 23.2 
50 5 3.8 8.6 13.5 6.7 11.7 43.6 6.9 12 44.1 18.6 167.6 1457.1 8.1 13 50.7 
 10 . . . 5.7 13.5 34.8 6 13.4 34.9 17 113.1 1322.9 6.9 14.7 34.8 
 20 . . . 4.5 10.4 21.5 4.7 10.6 21.3 11.9 73.5 210.4 5.6 11.9 24.7 
 50 . . . 4 9.8 17.3 4.2 9.8 17.2 4 9.8 17.3 4.9 10.7 19.7 
 70 . . . 5.1 9.6 15.3 5.2 9.9 15.3 18 31.1 48.8 5.8 10.6 17.1 
 90 . . . 4.5 9.1 16.6 4.5 9.3 16.6 84.2 112.6 145.1 5.4 10 18.1 
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Table 2.14 Calibration: Nam and D’Agostino χ2 statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=1, σ=0.5; reference: Weibull γ=0.5, σ=1 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 2.4 7.3 15.1 3.9 7.9 15.8 4 8 16 3.9 8.1 16 5.1 8.9 16.6 
 10 . . . 3.8 8.3 15.9 3.7 8.4 16.3 3.8 8.3 15.6 5.2 9 16.4 
 20 . . . 3.9 8.3 15.9 3.8 8.4 16 4.3 8.3 15.2 4.9 8.8 16.1 
 50 . . . 4 8.3 15.2 4 8.2 15.3 5.3 10.6 21.7 5.1 8.9 15.1 
10 5 3.8 8.7 16.4 4.2 10.4 17.4 4.2 10.4 17.9 4.3 10.7 17.6 6.2 11.7 18.4 
 10 . . . 4.3 9.7 16.4 4.3 9.7 16.5 4.1 9.4 16.5 6.2 11.2 18.1 
 20 . . . 4 9.6 17.3 4 9.7 17.9 3.9 9.4 17.3 6.2 11.1 18.4 
 50 . . . 4 9.2 17.5 4 9.3 18.1 6 12.9 22.5 6.3 11.1 18.3 
20 5 3 8.1 14.1 4.4 10.4 19.2 4.5 10.4 19.2 4.5 11.6 24.5 7.4 13.4 22.3 
 10 . . . 3.7 9.8 17.1 3.7 9.9 16.9 4 10 21.7 6.1 12.4 19.7 
 20 . . . 3.7 9.3 14.8 3.7 9.4 14.9 3.8 9.9 16.3 6.9 12.4 17.6 
 30 . . . 3.3 9.6 18 3.3 9.6 18 3.6 9.7 16.7 6.6 12.2 19.4 
 50 . . . 3.6 9.6 14.8 3.6 9.6 14.9 6.2 14.6 26 7.1 12.1 19 
35 5 3.1 7.2 17.6 4 9.6 21.4 4 9.6 21.3 7.4 26.6 69.2 6.7 12 25.4 
 10 . . . 3.2 8.7 20 3.2 8.7 20 7.1 20.7 59.6 5.7 11.3 23.6 
 20 . . . 3.3 8.7 17.8 3.8 8.7 18.3 7.5 16.6 30.3 6.5 11.5 20.9 
 35 . . . 3.3 8.3 20.7 3.6 8.4 21.4 3.4 9.2 25 6.1 11 24.8 
 50 . . . 3.1 8.3 19.6 3.1 8.3 20.2 4.9 10.1 20.1 6.1 11.4 23.4 
 70 . . . 3.1 8.4 19.3 3.1 8.4 19.3 24.1 39.8 59.2 5.8 11.5 22.9 
50 5 3.8 8.6 13.5 4.8 10.2 23.9 4.8 10.2 24.2 19.4 106.1 494 6.2 10.8 23.9 
 10 . . . 5.4 9.7 17.3 5.4 9.9 17.3 33.7 98.1 270.2 6.3 10.8 17.7 
 20 . . . 4 9.1 19.3 4.5 9.3 19.2 32.5 80.3 210.1 4.7 10.2 21.4 
 50 . . . 4.9 9.1 16 4.9 9.2 15.9 4.5 9.5 17.5 5.6 10 17.5 
 70 . . . 4.3 8.9 15.7 4.3 9.2 15.6 22.6 41.3 61.2 5.4 10 17.6 
 90 . . . 4.5 8.8 15.6 4.5 8.8 15.6 120.8 155.9 191.1 5.4 9.7 17.1 
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Table 2.15 Calibration: Nam and D’Agostino χ2 statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=1, σ=0.5; reference: Weibull γ=0.5, σ=2 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 2.4 7.3 15.1 3.8 7.9 15.6 3.9 8 15.5 3.7 8.3 16 5.1 8.9 15.7 
 10 . . . 3.3 8.7 16.1 3.3 8.7 16 3.2 8.9 16.4 4.7 9.3 16.4 
 20 . . . 4.3 8.5 15.2 4.3 8.5 15.2 4.6 8.3 15.2 5.2 9.1 14.9 
 50 . . . 4.1 8.1 15 4.2 8.1 15.1 4.8 10.6 21.1 5.1 8.6 14.8 
10 5 3.8 8.7 16.4 3.9 9.2 17.2 4.1 9.2 17.5 4.3 9.4 17.9 6.3 10.8 18.5 
 10 . . . 3.9 9.5 17.7 4 9.5 17.6 4 9.6 17.8 5.7 11.2 18.3 
 20 . . . 4.2 9.4 17.3 4.2 9.3 17.2 4 9.4 17.5 6.5 11.1 18 
 50 . . . 3.8 9.3 17.4 3.9 9.2 17.3 5.8 12.3 20.9 5.8 11 18.2 
20 5 3 8.1 14.1 3 9.2 18.3 3 9.2 18.2 5.3 11.4 29.9 6.5 12.4 23.6 
 10 . . . 3.6 9.6 15.1 3.7 9.8 15.1 4.9 11.2 22.8 6.7 12.6 18.5 
 20 . . . 3.3 9.4 15 3.3 9.4 15 4.8 9.6 18.8 6.6 12.5 17.5 
 30 . . . 3 9.4 18 3 9.4 18.1 3.3 9.5 20.1 6.3 12.4 21.8 
 50 . . . 3.6 9.5 14.8 3.7 9.7 14.9 6 13.4 25.4 6.4 12.4 17.6 
35 5 3.1 7.2 17.6 3.8 9.7 20.4 3.8 9.7 20.4 14.6 33.3 85.8 6.6 12.4 23.3 
 10 . . . 3.5 8.6 19.1 3.6 8.8 19.1 15.9 29.7 58.8 5.7 11.2 21.8 
 20 . . . 3.3 8.4 19.7 3.5 8.7 19.7 11.7 23 56.5 5.8 11.7 23.5 
 35 . . . 3.3 8.7 19.6 3.3 8.9 19.6 4.5 12.1 29 5.9 11.7 22.8 
 50 . . . 3.2 8.5 18.3 3.2 8.6 18.2 4.9 9.4 18.6 5.7 11.7 21 
 70 . . . 3.1 8.7 18.9 3.1 8.9 18.9 47.5 67.2 90.1 6 11.8 21.9 
50 5 3.8 8.6 13.5 3.9 9.2 17.4 3.9 9.5 17.5 70.3 173.7 477.7 4.7 10.4 18.8 
 10 . . . 4.7 9.4 15.7 4.8 9.4 15.9 56.9 133.8 303.8 5.9 10.2 17.7 
 20 . . . 4.5 9 15.8 4.5 9.1 15.8 51.2 122.6 211.6 5.9 9.9 16.1 
 50 . . . 4.2 8.9 15.7 4.5 8.9 15.8 5 10 18.5 4.9 9.8 16.4 
 70 . . . 4.7 9.2 15.7 5 9.2 15.9 54.2 75.8 104.9 5.3 9.9 17.1 
 90 . . . 4.7 8.7 15 4.7 8.8 15 167.7 208.4 248.6 5.5 9.6 15.9 
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Table 2.16 Calibration: Nam and D’Agostino χ2 statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=1, σ=0.5; reference: Weibull γ=0.5, σ=4 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 2.4 7.3 15.1 3.8 8.3 15.3 3.8 8.2 15.5 4.1 8.4 16.1 5.1 9.1 15.4 
 10 . . . 4.2 8.1 15.2 4.2 8.1 15.4 4 8.3 15.5 5.1 8.7 15.1 
 20 . . . 3.8 8 15.5 3.9 8 15.6 3.8 8 16 5 8.7 15.5 
 50 . . . 4 8.2 15.2 4.1 8.1 15.5 4.8 10.3 20.6 5.1 8.8 15.2 
10 5 3.8 8.7 16.4 3.9 9.2 17.1 3.9 9.3 17 4.2 9.5 18.2 5.8 10.8 18.6 
 10 . . . 3.9 9.6 17.9 3.9 9.8 17.8 4.2 9.7 18 6.1 11.3 18.5 
 20 . . . 4 9.5 17 4 9.4 16.9 4.5 9.7 17.7 6.5 11.2 17.7 
 50 . . . 3.9 9.2 17.4 3.9 9.3 17.2 5.7 12.1 22.5 5.9 10.8 18.2 
20 5 3 8.1 14.1 3.9 9.7 14.3 3.9 9.7 14.4 5.1 11.5 22.9 6.9 12.9 18.6 
 10 . . . 3.7 9.4 15.3 3.7 9.5 15.2 5.3 10.9 22.2 6.7 12.5 17.5 
 20 . . . 3.5 9.3 17.4 3.6 9.2 17.4 4.2 10.8 27.6 6.7 12 21.1 
 30 . . . 3.9 9.7 14.5 3.9 9.7 14.5 5.1 9.7 17.6 7.4 12.2 17.1 
 50 . . . 3.7 9.7 14.7 3.8 9.8 14.7 5.4 13.2 24.9 7.2 12.6 17.7 
35 5 3.1 7.2 17.6 3.3 9.2 18.6 3.7 9.3 18.6 14 32.2 61.7 6.8 12.4 21 
 10 . . . 3.3 9.2 18.9 3.5 9.2 18.9 16.3 29.6 59.8 6.2 11.8 22.3 
 20 . . . 3.2 8.7 18.8 3.4 8.7 18.8 17.7 30.4 62.8 6 12 22.3 
 35 . . . 3.1 9 18.7 3.4 9 18.7 9.8 17.6 36.8 6 11.7 21.3 
 50 . . . 3.1 8.4 18.8 3.4 8.4 18.8 4.2 8.8 17.8 6.2 11.6 22 
 70 . . . 3.1 9 18.7 3.4 9 18.7 98.3 133.7 164.3 6 11.7 21.7 
50 5 3.8 8.6 13.5 4.4 9.5 15.7 4.4 9.5 15.6 69 163 402.3 5 10.1 18.6 
 10 . . . 4.5 9.1 18.4 4.8 9.3 18.3 57.6 151.9 377.8 5.4 10 19.8 
 20 . . . 4.3 8.9 16.2 4.4 8.9 16.1 82.2 175.7 294.9 5.7 10 18.2 
 50 . . . 4.4 8.9 15.6 4.4 9 15.6 4.8 10.7 20.8 5.4 10.1 15.9 
 70 . . . 4.3 8.8 14.9 4.3 8.8 14.9 142.3 176.8 221 5.1 9.7 16 
 90 . . . 4 8.8 15 4.2 8.8 15 2 10.7 25 4.9 9.7 16.1 
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Table 2.17 Calibration: Nam and D’Agostino χ2 statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=1, σ=0.5; reference: Weibull γ=1, σ=0.5 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 2.4 7.3 15.1 3.1 9 18.4 3.1 9.1 18.5 3.1 9 18.4 4.1 10.5 17.9 
 10 . . . 3.9 8.3 19 3.9 8.4 18.9 3.9 8.3 19 4.9 9.3 18.3 
 20 . . . 4.3 8.1 16.4 4.3 8.2 16.9 4.6 8.5 16.3 5.2 8.7 16.6 
 50 . . . 3.8 8.1 17.4 3.9 8.2 18 5.2 10.9 22.5 5.1 8.9 17.6 
10 5 3.8 8.7 16.4 3.9 10.7 23.8 3.9 10.7 23.5 3.9 11.7 24.1 6.4 13.5 26.4 
 10 . . . 3.8 9.8 19 3.8 9.8 19.1 3.8 9.8 19 5.5 11.9 20.4 
 20 . . . 4.3 9.4 17 4.4 9.4 17.1 4.3 9.2 16 5.7 11.5 18 
 50 . . . 4.1 9.2 16.6 4.1 9.3 16.7 6.3 13.4 22.3 6.4 10.7 17 
20 5 3 8.1 14.1 4.2 11.3 20.1 4.2 11.4 20.2 4.3 13 32.1 7.5 14.2 29.5 
 10 . . . 3 10.8 19.2 3 10.8 19.2 4.3 10.6 22.5 6.8 13.4 22.2 
 20 . . . 3.6 9.8 17.5 3.6 9.8 18 3.6 9.7 17.5 6.9 13 21.3 
 30 . . . 3.2 9.4 14.7 3.2 9.4 14.8 4 10.2 15.9 6.3 12.7 19.5 
 50 . . . 4 9.6 16.4 4 9.7 16.9 6.4 15.5 26.4 7.2 12.1 19.8 
35 5 3.1 7.2 17.6 4.3 12 33.1 4.4 12.2 33.4 9.4 33.7 125.2 7.4 15.7 43.6 
 10 . . . 3.5 8.3 31.8 3.5 8.4 31.9 6.7 15.8 105.4 5.8 11.2 38.2 
 20 . . . 3.5 9.7 20.4 3.6 9.8 20.4 4.5 17.3 38.9 6.2 13.4 25.7 
 35 . . . 3.7 8.4 20.8 3.8 8.5 20.8 3.7 8.4 20.7 6.2 11.1 26.2 
 50 . . . 3.6 8.3 19.1 3.6 8.3 19.1 5.1 10.9 22.8 6.2 11.3 23.6 
 70 . . . 3.5 8.7 19 3.5 8.8 19 18.5 33.5 54.2 6.3 11.8 22.4 
50 5 3.8 8.6 13.5 5.7 13.5 36.1 5.9 13.5 36.7 9.6 196.3 2948.2 6.6 14.1 39.6 
 10 . . . 4.6 11.3 19.7 4.6 11.3 19.8 13.9 81.5 388.9 5.9 11.7 23 
 20 . . . 4.6 9.7 22.2 4.7 9.7 22.5 10.3 70.1 218.8 5.7 10.8 25.2 
 50 . . . 4.6 9.4 19.7 4.6 9.4 19.5 4.6 9.4 19.8 5.3 10.3 21.2 
 70 . . . 5 9.3 19.2 5.1 9.3 18.9 17.1 31.2 55.8 5.5 10.3 19.9 
 90 . . . 4.1 9 16.6 4.1 9.2 16.4 83.6 111.1 144.2 5.4 10.2 18.5 
 
  
196 
197 
 
 
 
Table 2.18 Calibration: Nam and D’Agostino χ2 statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=1, σ=0.5; reference: Weibull γ=1, σ=1 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 2.4 7.3 15.1 4.1 8.6 16.2 4.1 8.6 16.2 4 8.5 16.5 5.1 9.1 16.3 
 10 . . . 3.8 8.2 15.4 3.9 8.2 15.4 4 8.3 15.5 4.9 8.8 15.5 
 20 . . . 3.4 8.1 15.1 3.5 8.1 15 4.1 8 15.4 4.8 8.6 14.9 
 50 . . . 4 8 15.1 4 8 15.1 5.3 10.5 21.8 5.1 8.5 15 
10 5 3.8 8.7 16.4 4 9.3 17.5 4 9.3 17.3 4.3 9.7 19.4 7.2 11.5 20.1 
 10 . . . 4.1 9.4 16.5 4.1 9.4 16.6 4.2 9.5 16.7 6.3 11.3 16.8 
 20 . . . 3.9 9.3 16.7 4.1 9.4 16.8 4 9.2 17.5 6 11.4 18.3 
 50 . . . 4.2 9.7 17 4.2 9.8 17 5.8 12.9 23 6.6 11.3 17.6 
20 5 3 8.1 14.1 3.6 9.8 21 3.6 9.9 21 4.6 11.3 29.7 6.5 13.4 23.8 
 10 . . . 4.1 10.2 15.5 4.2 10.2 15.5 4.5 10.5 21.2 6.7 13 19.9 
 20 . . . 3.7 9.2 15.5 3.7 9.3 15.4 3.9 9.4 17.3 6.6 12.5 19.1 
 30 . . . 3.6 9.3 14.7 3.7 9.4 14.8 3.7 9.6 15.3 6.3 12.2 16.9 
 50 . . . 3.2 9.5 16.2 3.2 9.5 16.2 5.9 14.3 27.4 7.3 12.5 18.7 
35 5 3.1 7.2 17.6 3.5 9.4 19.8 3.5 9.4 20 9.4 31.6 70.9 6.2 13.1 26.4 
 10 . . . 3.4 9.2 19.8 3.5 9.3 20 10.8 23.5 50 6.4 11.8 23.6 
 20 . . . 3.3 8.3 19.3 3.3 8.6 19.5 7.8 17.3 34.4 6.2 11.6 22.7 
 35 . . . 3.3 9.2 18.8 3.4 9.3 18.9 3.5 9.9 21.1 6.1 12.2 22 
 50 . . . 3.3 8.4 19 3.4 8.4 19.2 5 9.8 20.6 6 11.4 22.5 
 70 . . . 3.2 7.8 18.7 3.3 7.8 18.7 26.8 39.8 59.2 5.8 10.7 21.2 
50 5 3.8 8.6 13.5 4.2 9.4 22.7 4.2 9.7 22.7 50.3 161.2 562.6 5 10.6 22.6 
 10 . . . 4.6 9.9 18.4 4.7 10 18.4 32.7 118.3 281 5.9 10.7 20 
 20 . . . 4.3 9.2 16.6 4.5 9.3 16.9 38.5 81.9 169.3 5.4 10.4 18.3 
 50 . . . 3.9 8.7 17.7 4.1 8.7 17.8 4.3 9.1 19.3 5 9.7 19.5 
 70 . . . 3.8 9.1 15.4 3.9 9.1 15.4 23.8 40.4 60.2 4.7 9.9 16.7 
 90 . . . 4.3 9.1 15.3 4.3 9.1 15.6 121.4 155.4 187.6 5 10.2 17.1 
 
  
197 
198 
 
 
 
Table 2.19 Calibration: Nam and D’Agostino χ2 statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=1, σ=0.5; reference: Weibull γ=1, σ=2 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 2.4 7.3 15.1 4.2 8.3 15.2 4.2 8.3 15.2 4.1 8.5 15.5 5.2 8.8 15.1 
 10 . . . 3.7 8.3 16.1 3.7 8.3 16 3.6 8.2 16.5 5.2 8.8 16.2 
 20 . . . 4.1 8 15.1 4.1 8 15.1 4.2 8.1 15.2 5 8.5 14.9 
 50 . . . 4.1 8.2 15.2 4.1 8.2 15.2 4.9 10.2 21.5 5 8.9 15.2 
10 5 3.8 8.7 16.4 4.1 9.4 17.9 4.1 9.4 17.8 4.1 9.8 17.9 6.3 11.1 18.4 
 10 . . . 4 9.6 16.8 4 9.6 17 4.3 9.8 17.6 6.2 11.1 17.4 
 20 . . . 3.9 9.1 17.7 3.9 9.1 17.7 3.9 9.3 17.6 6 10.8 18 
 50 . . . 3.9 9.3 17 3.9 9.2 17.2 5.7 12.5 21.7 6 10.7 17.7 
20 5 3 8.1 14.1 3.6 10 15.7 3.6 10.1 15.9 4.7 10.1 20.5 6.5 12.4 18.6 
 10 . . . 3.3 9.8 14.6 3.5 9.8 14.7 4.4 9.9 19.6 6.3 12.3 18 
 20 . . . 3.5 9.6 15.6 3.6 9.7 15.6 4 9.6 18.8 6.3 12.2 17.9 
 30 . . . 3.6 9.7 15 3.6 9.7 15.1 3.6 9.6 15.9 6.6 12.4 17.7 
 50 . . . 3.6 9.5 15 3.6 9.7 15 6 13.5 23.6 6.6 12.2 17.5 
35 5 3.1 7.2 17.6 3.1 8.7 20.3 3.1 8.8 21.1 13.3 27.3 70 5.7 11.7 26.1 
 10 . . . 3.2 9.1 19.5 3.2 9.2 19.7 12.4 26.8 62.7 5.7 12.4 22 
 20 . . . 3.1 8.5 18.2 3.1 8.5 18.3 10.6 21.6 45.5 5.8 11.6 21 
 35 . . . 3.4 8.8 18.9 3.4 8.8 19 4.4 12.6 27.8 5.9 11.9 22.3 
 50 . . . 3.1 8.1 18.4 3.1 8.3 18.5 5 9.3 19.3 6.2 11.1 21.4 
 70 . . . 3.1 8.4 17.9 3.1 8.5 18.2 43.6 67.6 92.1 5.9 11.2 20.5 
50 5 3.8 8.6 13.5 4.5 9.1 17.7 4.5 9.3 18 43.6 142.6 273 5.4 10.1 17.8 
 10 . . . 3.9 9 16 3.9 9.1 16 60.8 145.4 279.4 4.9 10.1 17.5 
 20 . . . 4.3 8.8 15.6 4.6 8.8 15.7 49.7 111.9 212.8 5.6 9.6 15.9 
 50 . . . 4.5 8.8 15.3 4.5 9.1 15.2 4.7 10 18.5 5.1 9.9 16.9 
 70 . . . 3.9 9 15.4 3.9 9.2 15.4 53.3 77 110.7 4.7 10 16.7 
 90 . . . 4.5 8.8 15.1 4.5 9 15.3 167.2 208.8 246.6 5.4 9.9 16.9 
 
  
198 
199 
 
 
 
Table 2.20 Calibration: Nam and D’Agostino χ2 statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=1, σ=0.5; reference: Weibull γ=1, σ=4 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 2.4 7.3 15.1 3.3 8.1 15 3.3 8.2 15.2 3.1 8.4 15.1 4.7 9.1 14.8 
 10 . . . 4 8.3 15.4 4 8.5 15.5 3.7 8.5 15.8 5 9.1 15.4 
 20 . . . 4.2 8.3 15.3 4.2 8.3 15.4 4.1 8.4 15.6 5.3 8.8 15.4 
 50 . . . 4.2 8 15.2 4.2 8.1 15.4 4.8 10.3 21 5.1 8.7 14.9 
10 5 3.8 8.7 16.4 4 9.7 16.9 4 9.7 16.8 4.6 9.7 17.8 6.2 11.1 17.4 
 10 . . . 3.8 9.3 17.1 3.9 9.3 17 4.3 9.7 18.1 5.6 11 17.8 
 20 . . . 3.8 9.4 16.7 3.9 9.4 16.6 4.3 9.7 17.4 5.7 11 17.1 
 50 . . . 3.8 9.3 17 3.9 9.4 16.9 5.6 12.1 21.9 5.6 11.1 17.6 
20 5 3 8.1 14.1 3.3 9.3 14.7 3.3 9.3 14.7 4.5 11.2 21.8 6.5 12 17.8 
 10 . . . 3.6 9.8 16.7 3.6 9.9 16.7 5.3 10.6 27.2 6.8 12.4 20.3 
 20 . . . 3.7 9.6 14.7 3.7 9.7 14.7 4.9 10.9 21.1 6.6 12.3 17.5 
 30 . . . 3.7 9.4 15.3 3.7 9.4 15.3 4 9.5 17.2 6.4 12.5 17.5 
 50 . . . 3.6 9.5 15.4 3.6 9.5 15.4 5.9 13.1 23.8 6.8 12.4 17.9 
35 5 3.1 7.2 17.6 3.4 8.9 19.9 3.4 8.9 19.9 16.4 28.7 61.8 6.2 11.9 24 
 10 . . . 3.5 8.4 19 3.6 8.5 19.2 16.1 31.3 55.5 6.5 11.6 21.6 
 20 . . . 3.2 8.5 18.2 3.2 8.5 18.3 14.8 27 53.4 5.7 11.4 21.1 
 35 . . . 3.1 8.7 18.8 3.3 8.7 18.8 9.3 19.4 41.6 6 11.7 22.1 
 50 . . . 3.2 8.3 18.3 3.2 8.3 18.3 4.6 8.7 19.7 5.8 11.3 21.2 
 70 . . . 3.1 8.5 19.2 3.1 8.6 19.2 92.3 132 166 5.7 11.5 22.4 
50 5 3.8 8.6 13.5 4.4 8.9 18.4 4.6 9.1 18.6 82 153.6 372 5.6 9.9 20.7 
 10 . . . 3.9 8.9 15 4 8.9 15.1 63.3 169.1 279.7 4.9 9.8 15.9 
 20 . . . 4.2 9 14.7 4.3 9.1 14.8 78.4 142.6 234.2 4.9 9.8 15.8 
 50 . . . 4.5 8.8 15.2 4.5 9 15.1 4.9 10.4 18.2 5.4 9.6 16.6 
 70 . . . 4.1 9 14.9 4.3 9 15.2 138.3 176.9 220.2 5.3 10 15.9 
 90 . . . 4.7 8.9 15.1 4.8 9 15.3 1.6 8.1 24.4 5.5 10.1 16.7 
 
  
199 
200 
 
 
 
Table 2.21 Calibration: Nam and D’Agostino χ2 statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=1, σ=0.5; reference: Weibull γ=2, σ=0.5 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 2.4 7.3 15.1 2.7 9.6 17.3 2.8 9.5 17.1 2.7 9.6 17.3 5.3 9.5 18 
 10 . . . 3.8 9.3 18 3.8 9.2 17.8 3.9 9.1 17.1 4.9 9.6 18.2 
 20 . . . 3.6 8.7 16.3 3.6 9 16.1 3.7 8.5 16.2 5.7 9.7 16.6 
 50 . . . 3.7 7.9 15 3.7 7.9 15.2 5.2 10.9 22.5 4.9 8.6 15 
10 5 3.8 8.7 16.4 5.8 10.1 19.2 5.8 10.1 19.7 5 10.1 18.8 7.3 11.6 20.6 
 10 . . . 4.4 10.6 17.3 4.5 10.6 17.3 4.4 10.6 17.3 5.8 12.2 18.7 
 20 . . . 4.2 9.5 17.2 4.2 9.4 17.3 3.8 9.7 16.5 5.6 11.2 19.8 
 50 . . . 4.1 9.2 17.3 4.1 9.2 17.4 6.3 13.4 22.1 6.4 10.9 19.3 
20 5 3 8.1 14.1 4.2 11 21.5 4.2 11.1 21.5 5.4 10.6 29.9 8.5 13.1 26.5 
 10 . . . 4 10.8 25.8 4 10.9 26.3 4.4 10.6 33 6.9 13.1 33.7 
 20 . . . 3.5 9.4 17.1 3.5 9.5 17.1 3.5 9.4 17.1 6.4 12.6 21.4 
 30 . . . 4.2 10.5 19.4 4.2 10.5 19.4 4.1 10.6 18.6 7.5 12.8 20 
 50 . . . 3.7 9.7 15.6 3.7 9.7 15.6 6.8 16.3 27.8 7 12.4 18.4 
35 5 3.1 7.2 17.6 3.7 10.7 39.8 3.8 10.7 39.8 6.4 21 131.9 6.3 13.3 52.9 
 10 . . . 3.9 9.3 33 4.4 9.3 33 8.8 21.6 78.6 7 12.4 35.4 
 20 . . . 4.7 9.4 20.6 4.7 9.4 20.6 5.3 14.9 32 6.7 12.2 22.5 
 35 . . . 3.7 9.4 21.3 4.1 9.4 21.2 3.7 9.4 21.3 6.1 12.6 22.4 
 50 . . . 3.7 8.7 19.5 3.7 8.7 19.5 6.2 11.4 22.2 6 11.7 23 
 70 . . . 3.4 8.9 17.6 3.5 8.9 17.6 21.3 33.5 53.5 6 11.5 19.9 
50 5 3.8 8.6 13.5 5.7 11.4 40.6 5.9 11.9 40.4 13.1 114.2 603.2 6.5 12.6 48.9 
 10 . . . 4.9 11.8 27.8 5.1 11.9 29.8 14.9 123.4 385 6.4 12.7 33 
 20 . . . 4.5 10 19.2 4.6 10.1 19.2 14.1 60.9 200.5 5.9 11 19.9 
 50 . . . 4.5 9.3 17.8 4.5 9.5 18.2 4.5 9.3 17.7 5 10.1 19.9 
 70 . . . 4.3 9.2 16.4 4.4 9.3 16.6 18.4 32.5 52.8 5 10.2 18.2 
 90 . . . 4.1 9.3 15.8 4.1 9.4 15.8 84 113.4 144 5.3 10.5 17.7 
 
  
200 
201 
 
 
 
Table 2.22 Calibration: Nam and D’Agostino χ2 statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=1, σ=0.5; reference: Weibull γ=2, σ=1 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 2.4 7.3 15.1 3.9 8.2 17.1 4 8.2 17 3.9 8.2 17 5.4 8.9 17 
 10 . . . 3.2 8.1 15.3 3.1 8.1 15.5 3.3 8.1 15.4 4.7 8.9 15.1 
 20 . . . 3.8 8 15.3 4 7.9 15.5 4.2 8.1 16.1 5.1 8.6 15.2 
 50 . . . 3.9 8.7 15.1 4.1 8.7 15.3 5.1 10.8 21.5 5.1 9.5 15 
10 5 3.8 8.7 16.4 3.9 9.5 18.4 3.9 9.5 18.6 4.3 9.5 18.3 5.9 11.3 19.6 
 10 . . . 4.8 9.3 17.2 4.8 9.3 17.5 5 9.4 17.4 6.7 11.3 18.7 
 20 . . . 4 9.1 16.9 4 9.2 16.8 3.7 9.2 16.4 5.7 10.6 17.4 
 50 . . . 4.1 9.6 17.1 4 9.6 17 6.1 13.1 25.1 6.3 11.2 17.8 
20 5 3 8.1 14.1 3.9 9.5 16.8 4 9.5 16.9 4.5 10.9 23.1 7.4 12.4 20.5 
 10 . . . 3.8 9.1 15.4 3.8 9.1 15.4 4.4 11.1 19.6 6.5 12.9 19 
 20 . . . 3.7 9.8 15.4 4 9.8 15.5 3.6 9.4 15.7 6.4 12.5 17.9 
 30 . . . 3.4 9.4 15.1 3.4 9.4 15.1 3.6 9.8 14.5 6.6 12.6 18.1 
 50 . . . 3.9 9.4 16.4 4 9.4 16.4 6.5 14.8 25.3 7.2 12.3 19.8 
35 5 3.1 7.2 17.6 3.8 8.7 18.9 3.8 8.9 19.1 11.4 28 74.4 6.9 11.7 22.2 
 10 . . . 3.7 9.2 20 3.8 9.2 20.1 10.8 23.3 61.3 6 11.7 24.4 
 20 . . . 3.7 7.9 19.3 3.7 8 19.4 7 14.5 36.3 5.7 11 22.5 
 35 . . . 3.3 8.2 18.4 3.3 8.6 18.5 3.5 8.8 20.7 6 11.5 21.7 
 50 . . . 3.4 8.9 17.9 3.4 8.9 18 5.2 10.5 20.3 6.5 11.8 20.8 
 70 . . . 3.1 8.9 18.9 3.1 9 19 24.8 39.2 59.6 5.7 11.7 22.2 
50 5 3.8 8.6 13.5 5.7 10.5 20.8 5.7 10.6 20.8 38.3 152.6 615.2 6.9 11.5 23.6 
 10 . . . 4.8 10 18.2 4.9 10.1 18 51.4 113.3 346.3 5.6 10.8 19.7 
 20 . . . 4.7 8.7 16.4 4.9 8.9 16.3 33.4 63.6 130.8 5.5 9.7 18.3 
 50 . . . 3.9 8.9 16.3 4 9.1 16.2 3.8 9 18.9 4.7 10 18.3 
 70 . . . 3.8 9.1 16 4 9.4 16 25 40 60.4 4.8 10 17.6 
 90 . . . 4.2 8.7 15.2 4.5 8.9 15.3 120 154.3 190.3 5.4 9.8 16.5 
 
  
201 
202 
 
 
 
Table 2.23 Calibration: Nam and D’Agostino χ2 statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=1, σ=0.5; reference: Weibull γ=2, σ=2 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 2.4 7.3 15.1 4.1 8.5 15.2 4.1 8.5 15.4 4 8.3 15.1 5.1 9.1 14.9 
 10 . . . 3.7 8.3 16.3 3.7 8.2 16 3.6 8.3 16.7 4.9 9.1 16.4 
 20 . . . 4.4 8.7 15.4 4.5 8.7 15.4 4.6 8.7 15.5 5.3 9.4 15.8 
 50 . . . 4.1 8.4 15.2 4.2 8.3 15.3 4.8 10.3 21.8 5.2 9 15.2 
10 5 3.8 8.7 16.4 3.8 9.5 16.5 3.8 9.6 16.3 4 9.8 17.3 5.7 11 17.1 
 10 . . . 3.8 9.3 16.9 3.9 9.3 16.8 4.3 9.7 17.7 5.7 11.3 17.5 
 20 . . . 4.2 9.5 17.7 4.2 9.4 17.5 4.3 9.5 17.8 6.5 10.9 18.4 
 50 . . . 3.9 9.3 16.7 3.9 9.3 16.5 5.9 12.4 21 6 11.1 17.2 
20 5 3 8.1 14.1 3.9 9.3 16.6 3.9 9.4 16.6 3.9 10.6 24.2 6.5 12.1 18.8 
 10 . . . 4.4 9.2 15.8 4.5 9.1 15.9 4.8 11 23.1 7.5 11.9 18.9 
 20 . . . 3.7 9.3 16.2 3.7 9.3 16.2 4.5 9.7 20 6.5 12.3 18.9 
 30 . . . 3.2 9.3 15.3 3.2 9.4 15.3 2.9 9.2 16 6.3 12.3 18.1 
 50 . . . 3.7 9.9 14.7 3.7 9.9 14.7 5.6 13.4 23.5 6.8 12.4 17.2 
35 5 3.1 7.2 17.6 3.4 8.6 18.7 3.4 9 18.7 15 28.5 55.4 6.1 11.5 21.5 
 10 . . . 3.5 9.4 18.1 3.6 9.4 18.1 13.5 30.8 62.8 6.4 11.6 21.8 
 20 . . . 3.2 8.7 18.7 3.2 8.8 18.7 12.4 24.1 60.5 6.2 11.9 22.3 
 35 . . . 3.1 8.8 19.3 3.1 9.2 19.3 5 11.7 30.7 5.8 11.6 22.9 
 50 . . . 3.1 8.8 18.2 3.1 9.2 18.2 5 9.6 18.9 6.2 11.7 21.1 
 70 . . . 3.1 8.4 19.1 3.1 8.4 19.1 44.7 66.3 92.5 5.8 11.5 22.6 
50 5 3.8 8.6 13.5 3.9 9 17.4 4.1 9.1 19.7 50.7 137.4 330.2 4.7 10 19.5 
 10 . . . 4.5 8.9 17.1 4.5 8.9 17.2 57.3 143.5 318.5 5.1 10 19.2 
 20 . . . 4.3 9 16.2 4.3 9.2 16.1 58.6 125.6 274 5.7 10.3 18.2 
 50 . . . 4.3 9.2 15.4 4.3 9.3 16 4.5 10.5 18.6 5.5 10.2 16.8 
 70 . . . 4.5 8.8 15 4.6 8.8 15.1 53.3 78.1 106.6 5.4 9.9 16.2 
 90 . . . 4.3 9 15.2 4.3 9 15.3 167.2 208.4 248.1 5.4 9.9 16.1 
 
  
202 
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Table 2.24 Calibration: Nam and D’Agostino χ2 statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=1, σ=0.5; reference: Weibull γ=2, σ=4 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 2.4 7.3 15.1 3.2 8.2 15.2 3.3 8.2 15.4 3.3 8.5 15.1 4.7 8.8 14.8 
 10 . . . 4.1 8.1 15.4 4.1 8.1 15.4 3.9 8.4 16.5 5.1 8.8 15.8 
 20 . . . 4.2 8.2 15.3 4.2 8.2 15.5 4.1 8.3 15.3 5.1 8.9 14.9 
 50 . . . 3.9 8.2 15.1 3.9 8.2 15.4 4.8 10.4 21.3 4.9 8.8 15 
10 5 3.8 8.7 16.4 4.2 9.8 16.9 4.3 9.9 16.9 4 9.7 17.8 6.7 11.2 17.5 
 10 . . . 3.9 9 16.9 3.9 9.1 16.8 4.1 9.5 18.1 6 10.8 17.5 
 20 . . . 3.9 9.5 17.1 3.9 9.7 17 4.1 9.7 17.7 6.2 11.1 17.7 
 50 . . . 3.9 9.4 17.3 4 9.5 17.2 5.3 11.9 20.7 6.1 11.1 18.1 
20 5 3 8.1 14.1 4.1 10.2 15.1 4.3 10.2 15.2 4.6 10.9 26.1 6.9 12.6 19.6 
 10 . . . 3.7 9.8 15.4 3.7 9.8 15.3 4.8 10.8 24.2 7.1 12.3 18.5 
 20 . . . 3.6 9.6 17.5 3.6 9.5 17.5 5.3 10.7 28.1 7.2 12.3 21.4 
 30 . . . 3.7 9.3 15.9 3.8 9.3 15.9 4.4 10 21.3 7 12.3 18.6 
 50 . . . 3.6 9.8 15.1 3.6 9.8 15.1 5.6 13.1 25.6 7 12.2 17.7 
35 5 3.1 7.2 17.6 3.2 9.3 20.1 3.2 9.4 20.1 11.4 30.6 62.3 6 12.1 23.3 
 10 . . . 3.5 8.1 19.2 3.5 8.3 19.1 17.9 31.1 63 6.2 11.2 21.7 
 20 . . . 3.5 8.2 18.7 3.5 8.2 18.7 14.1 29 63.2 6 11.4 21.1 
 35 . . . 3.1 8.8 18.7 3.1 8.8 18.7 10.3 17.8 43.7 5.9 11.7 21.1 
 50 . . . 3.1 9 18.7 3.1 9.1 18.7 4.2 8.8 18.2 5.9 11.5 21.5 
 70 . . . 3.1 8.7 18.7 3.1 8.8 18.7 99.6 132.5 166.9 6 11.7 22 
50 5 3.8 8.6 13.5 4.7 9.7 17.5 4.9 9.7 17.3 42.8 163.5 333.9 6 10.5 19.5 
 10 . . . 4.7 8.9 15.1 4.7 9.1 15.3 63.9 153.6 379.9 5.4 9.9 16.3 
 20 . . . 4.1 9 15.5 4.1 9.2 15.8 86.6 138 319.7 4.8 9.8 17.2 
 50 . . . 4.2 8.6 15.2 4.2 8.7 15.5 4.8 11 19.3 4.9 9.7 15.9 
 70 . . . 4.8 8.8 15.1 4.8 8.8 15.6 143.4 174.1 217.9 5.5 9.8 16.3 
 90 . . . 4.4 8.8 15.1 4.4 8.8 15.3 2.3 6.4 20.2 5.4 9.7 16.2 
 
  
203 
204 
 
 
 
Table 2.25 Calibration: Nam and D’Agostino χ2 statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=2, σ=0.5; reference: Weibull γ=0.5, σ=0.5 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 2.7 7.5 17.9 2.9 9.1 23.7 3 9.3 23.8 2.9 9.1 23.7 4 10.2 23.2 
 10 . . . 3.1 7.9 22.1 3.2 8 22 3 7.9 21.1 4.1 8.8 21.6 
 20 . . . 2.9 8.5 20 3 8.6 20.1 3 8.6 18.4 4.3 8.7 19.4 
 50 . . . 2.8 8.4 19.1 2.8 8.5 18.9 4.5 9.5 22.1 3.9 8.8 18.6 
10 5 2.3 8.6 14.5 2.9 10.8 19.7 3.1 11 19.7 3.4 10.9 19 6.1 13.4 21.3 
 10 . . . 2.6 10.6 17.9 2.7 10.6 17.9 2.6 10.6 17.9 5.4 12.2 20 
 20 . . . 3.2 10.7 18.1 3.2 10.8 17.9 3.5 10.4 16 5.5 11.6 19.4 
 50 . . . 2.3 9.9 16.3 2.4 9.9 16.5 5.5 14.1 26 5.1 11.7 17.3 
20 5 2.2 7.7 14.9 4.1 10.3 22.1 4.1 10.5 22.1 4.9 12.1 35.3 6.8 13.3 30.9 
 10 . . . 6.1 10.4 18.4 6.1 10.4 18.5 4.7 12.2 22.1 8.1 13.2 22.3 
 20 . . . 3.6 9.2 18.2 3.6 9.3 18.1 3.6 9.2 18.2 7 12.8 20.5 
 30 . . . 2.5 9.3 16.6 2.8 9.3 16.6 2.7 10.1 20.9 5.4 11.6 19.1 
 50 . . . 2.5 9 16.6 2.8 9.1 16.7 6.2 14.3 30.1 6 11.8 19 
35 5 2.7 6.5 14 4.4 9.9 30.6 4.5 10.1 31.6 8.7 29.8 136.2 7.1 13.7 44.2 
 10 . . . 4.5 10 32 4.5 10 32 6.9 24.6 91.2 8 12.8 40.1 
 20 . . . 2.8 9.3 23.3 2.8 9.5 23.2 5.7 13.3 41.3 6.2 12.4 26.6 
 35 . . . 3.8 8.3 14.5 3.8 8.4 14.9 3.8 8.3 14.4 6.7 10.3 19.2 
 50 . . . 4.2 8.6 16.4 4.3 8.7 16.5 4.3 13.8 22.7 7.3 11.1 19.3 
 70 . . . 3.5 9.5 16.3 3.8 9.7 16.5 19.7 36.9 57.5 6.4 12.3 20.9 
50 5 2.8 7.4 15.4 3.5 11.6 44.8 4.2 11.6 46.5 25.8 131 2291.1 4.3 12.1 51.1 
 10 . . . 4.4 10.5 28.8 4.5 10.6 28.8 20.2 107.5 590.9 5.4 11.5 33.5 
 20 . . . 3.3 9.2 21 3.4 9.2 21.3 18.5 70.5 162.6 4.2 10.5 21.5 
 50 . . . 3.4 8 16.8 3.4 8.4 16.8 3.4 8 16.6 3.8 8.8 18.8 
 70 . . . 3.4 7.9 17.4 3.4 8.1 17.3 16.5 28 45 4.2 8.8 19.4 
 90 . . . 3.3 8.1 16.2 3.5 8.4 16.5 87.8 107.7 140.9 4.5 9.1 17 
 
  
204 
205 
 
 
 
Table 2.26 Calibration: Nam and D’Agostino χ2 statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=2, σ=0.5; reference: Weibull γ=0.5, σ=1 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 2.7 7.5 17.9 3 8.6 19.2 3 8.5 19.1 3 8.6 19.4 4 9.2 18.6 
 10 . . . 3 8.5 18.1 3 8.5 18.3 3.1 8.5 17.9 3.8 8.9 17.5 
 20 . . . 2.7 8.4 19.3 2.8 8.5 19.2 2.8 8.3 17.9 3.7 8.8 18.8 
 50 . . . 2.7 8.4 19.3 2.8 8.5 19.5 4.8 9.1 20.9 3.6 8.8 18.8 
10 5 2.3 8.6 14.5 3.9 9.6 16.2 4 9.6 16.5 3.9 9.4 17.1 5.1 11.4 17.7 
 10 . . . 2.2 9.6 16.6 2.3 9.6 16.5 2.4 9.6 16.6 5 10.8 17.6 
 20 . . . 2.3 9.6 16.2 2.3 9.6 16.5 2.3 9.6 15.6 4.8 11 17.8 
 50 . . . 2.2 9.7 16.1 2.2 9.7 16.4 5.7 14.4 22.7 4.5 11.1 17.6 
20 5 2.2 7.7 14.9 4 10.5 16.5 4 10.6 16.8 4.3 12.4 22.2 7 13.2 20.7 
 10 . . . 2.8 8.6 16.3 2.8 8.6 16.7 4.1 9.2 19.2 6.3 11.1 20.7 
 20 . . . 2.9 9.1 16.6 2.9 9.1 17.1 3.7 9 16.7 7.1 11.5 19.4 
 30 . . . 2.6 8.8 15.5 2.6 8.8 16 2.3 8.5 16.6 5.9 11.8 18.8 
 50 . . . 2.9 8.7 15.7 2.9 8.7 16 5.1 13.4 27.3 7 12.2 17.9 
35 5 2.7 6.5 14 4.4 9.9 26.2 4.5 9.9 26.1 6.5 23.5 70.4 6.4 12.5 26.3 
 10 . . . 4.5 8.8 17.8 4.5 8.9 17.8 3.7 23.7 48 7.2 12 19.3 
 20 . . . 3.5 7.5 16.4 3.6 7.9 16.5 5.5 15.7 34 6 11.1 18.1 
 35 . . . 3.8 8.6 15 3.8 8.6 15.1 4.3 9.2 17.3 6.5 11.7 18.2 
 50 . . . 4.2 9 15.2 4.2 8.9 15.3 4 11.8 19 6.7 11.6 20.3 
 70 . . . 4.3 8 16 4.3 8.2 15.9 22.1 42.9 63.1 6.9 10.6 18.2 
50 5 2.8 7.4 15.4 3.4 10.3 19.1 3.7 10.6 19.1 10.3 102.1 426.8 4.4 11.3 19.8 
 10 . . . 2.9 8.4 18.7 3 8.5 18.7 48.8 101.6 262.6 4 9.5 19.1 
 20 . . . 3 8.5 15.4 3 8.6 15.5 32.5 79.4 145.7 4.2 9.6 16.9 
 50 . . . 2.8 8.1 16.4 2.9 8.1 16.9 3 8.3 17.7 3.8 9 17.2 
 70 . . . 2.9 8.3 16.4 3 8.3 16.4 24.9 37.6 56.8 4.1 9.1 17.1 
 90 . . . 3 8.1 17.1 3.1 8.1 17.1 122.9 150.3 193.9 4.3 9 17.7 
 
  
205 
206 
 
 
 
Table 2.27 Calibration: Nam and D’Agostino χ2 statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=2, σ=0.5; reference: Weibull γ=0.5, σ=2 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 2.7 7.5 17.9 3.1 8.5 18.6 3.1 8.5 18.8 3.1 8.5 19.1 4 9 18.1 
 10 . . . 2.8 8.1 20.2 2.7 8.1 20.4 2.8 8.1 20.6 3.7 8.6 19.7 
 20 . . . 2.9 8.2 20.3 2.9 8.2 20.4 2.9 8.3 19.8 4 8.6 19.7 
 50 . . . 3 8.1 19.7 3 8 19.9 4.2 8.8 20.4 4 8.6 19.2 
10 5 2.3 8.6 14.5 2.4 9.7 18.7 2.5 9.7 18.7 3.6 9.9 21.3 5.8 11.1 19.9 
 10 . . . 2.2 9.3 16.6 2.2 9.4 16.5 2.4 9.4 17.1 4.6 10.9 17.5 
 20 . . . 2.2 9.2 16.2 2.2 9.2 16.1 2.3 9.2 16.5 5 11 17.3 
 50 . . . 2.2 9.5 16.2 2.2 9.6 16.2 5.3 13.3 22.3 4.5 11 17.6 
20 5 2.2 7.7 14.9 2.5 8.7 15.9 2.5 8.7 15.9 4.8 12.5 24.7 6.5 12.1 19.4 
 10 . . . 2.7 8.7 16.6 2.7 8.8 16.7 4.8 11.5 20.3 6.1 11.9 18.8 
 20 . . . 2.6 8.2 15.6 2.6 8.2 15.5 4.2 10.6 18.7 5.8 11.7 18.5 
 30 . . . 2.9 8.5 15.6 2.9 8.6 15.5 3.4 8.6 15.4 6.7 11.4 18 
 50 . . . 2.8 8.3 16.3 2.8 8.3 16.3 4.6 13.3 24 6.4 10.9 18.2 
35 5 2.7 6.5 14 3.4 8.4 16.5 3.5 8.7 17.1 10.4 31.3 75.8 5.9 11.6 22.1 
 10 . . . 3.8 8.5 15.7 3.9 8.6 15.9 9.2 27.8 57.4 6.6 11.1 19.7 
 20 . . . 4.1 8.2 15.1 4.2 8.2 15.1 6.3 23.4 44.6 7.1 11.2 18.6 
 35 . . . 3.4 8.3 14.6 3.5 8.3 15 3.8 10.8 23.9 6.7 11 17.9 
 50 . . . 3.6 8.6 14.8 3.7 8.6 15.2 3.6 10.7 18.5 6.6 11.4 18.3 
 70 . . . 4.3 8.4 15.8 4.4 8.4 16.1 42.7 72 98.5 6.7 11.2 18.9 
50 5 2.8 7.4 15.4 2.7 8.5 20 2.7 8.7 20.3 73.4 151.9 450.6 3.6 9.4 20.9 
 10 . . . 2.9 8.6 17.5 2.9 8.8 17.4 65.8 141.2 240.3 4.2 9.4 18.3 
 20 . . . 3.3 8.7 17.1 3.4 8.8 17.1 58.1 107.1 184.8 4.1 9.5 17.8 
 50 . . . 2.8 7.5 16.6 2.8 7.6 16.6 3.4 9 17.6 3.8 8.6 18.2 
 70 . . . 2.8 7.9 16.8 2.8 7.9 16.8 56.6 73.1 104 3.7 8.8 17.7 
 90 . . . 2.9 7.9 16.9 2.9 8 16.9 174.1 200.6 250.4 4 9.2 17.8 
 
  
206 
207 
 
 
 
Table 2.28 Calibration: Nam and D’Agostino χ2 statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=2, σ=0.5; reference: Weibull γ=0.5, σ=4 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 2.7 7.5 17.9 2.9 8.4 21.4 2.9 8.3 21.1 3 8.5 22.3 3.7 8.8 20.9 
 10 . . . 2.8 8.4 20.5 2.8 8.4 20.3 2.9 8.5 21.3 3.7 8.8 20 
 20 . . . 2.8 8 20.2 2.8 8 20 2.8 8.1 20.7 3.7 8.7 19.7 
 50 . . . 2.8 8.1 18.8 2.8 8 18.7 4.3 8.6 20.8 3.7 8.7 18.2 
10 5 2.3 8.6 14.5 2.2 9.6 16.1 2.3 9.8 16.2 2.5 9.6 17.1 4.6 11 17.2 
 10 . . . 2.2 9.7 15.9 2.2 9.8 16 2.3 9.8 17.6 4.4 11.4 17.7 
 20 . . . 2.2 9.6 16.2 2.2 9.8 16.4 2.5 9.5 18.1 4.8 11.1 17.6 
 50 . . . 2.2 9.4 16.6 2.2 9.6 16.5 4.7 13.3 23 4.3 11 18 
20 5 2.2 7.7 14.9 2.9 8.6 15.9 2.9 8.6 15.9 4.6 11.6 23.4 6.9 11.4 19.4 
 10 . . . 3.2 9.2 15.8 3.3 9.2 15.8 4.7 11.3 19.9 7.3 11.6 18.3 
 20 . . . 3 8.5 15.8 3.2 8.5 15.8 4.8 12.4 19.1 7 12 18.5 
 30 . . . 2.5 8.5 15.7 2.8 8.6 15.8 4.3 10.9 17.4 6 11.6 18.3 
 50 . . . 2.5 8.2 15.8 2.8 8.4 15.8 4.2 12.4 27.2 6.4 11.3 18.2 
35 5 2.7 6.5 14 3.8 8.4 15.6 3.9 8.5 15.6 13.2 31.9 59.3 6.4 11.1 19 
 10 . . . 4.3 8.4 16 4.3 8.5 16 10.1 29.7 53.7 6.8 11.4 18.3 
 20 . . . 3.6 8.3 16.4 3.6 8.4 16.6 11.7 30.4 54.2 6.7 11.2 19.3 
 35 . . . 4.3 8.5 13.9 4.3 8.8 14.2 5.9 17.4 33.9 6.8 11.1 17.2 
 50 . . . 3.8 8.6 13.9 3.8 8.6 14.5 3.8 10.2 18.1 6.7 11.4 17.2 
 70 . . . 4.6 8.3 14.9 4.6 8.4 14.9 96.4 140.6 177.8 7.2 11.3 18.5 
50 5 2.8 7.4 15.4 2.9 8.4 17.7 3.1 8.5 17.8 64.7 157.8 292.2 3.9 9.6 18.4 
 10 . . . 2.8 8.4 20 3.3 8.4 20.3 51.2 138.5 258.6 3.7 9.4 20.1 
 20 . . . 2.8 7.8 17.3 3.4 8 17.2 85.2 155.2 281.1 4 8.9 18.7 
 50 . . . 3.4 7.8 16.8 3.4 7.8 17.1 4.3 10.1 17.7 4.5 8.8 17.8 
 70 . . . 2.8 8 16.9 3.4 8 17.1 141.8 172.6 220.3 3.9 9 18 
 90 . . . 2.8 7.9 17 3.4 8 17.2 3.6 8.4 27.6 3.7 9 18.1 
 
  
207 
208 
 
 
 
Table 2.29 Calibration: Nam and D’Agostino χ2 statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=2, σ=0.5; reference: Weibull γ=1, σ=0.5 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 2.7 7.5 17.9 3.8 8.9 19.6 3.8 8.9 20.3 3.8 8.9 19.6 5.1 10.5 19.2 
 10 . . . 3.2 8.8 20.4 3.2 8.8 20.2 3 8.6 20 4 9.5 19.6 
 20 . . . 2.8 8.6 21.3 2.8 8.6 21.4 2.9 8.2 18.8 3.8 9.3 20.8 
 50 . . . 2.9 8.3 19.3 2.9 8.4 19.4 4.6 9 21 3.9 8.8 18.7 
10 5 2.3 8.6 14.5 2.3 10.4 24.8 2.4 10.5 25 2.6 10.7 27.3 5.3 12.6 28.3 
 10 . . . 3.5 9.5 17 3.5 9.5 17 3.5 9.5 17 5.5 11.3 17.7 
 20 . . . 3.6 10.3 18.9 3.6 10.4 18.7 2.4 10.5 18.3 5.4 12 20.5 
 50 . . . 2.3 9.6 16.2 2.3 9.6 16.1 6.1 14.5 24 5.2 11 18.2 
20 5 2.2 7.7 14.9 2.9 10.1 31.1 2.9 10.1 30.9 4.3 11.7 47.6 5.7 12.7 40.9 
 10 . . . 4.2 9.5 20.2 4.2 9.6 20.2 4 11.6 24.6 6.1 13.1 24.8 
 20 . . . 4.1 9.1 17.6 4.1 9.3 17.6 4.1 9.1 17.6 7.1 12.2 21.6 
 30 . . . 2.6 8.3 16.3 2.6 8.3 16.3 3.7 9.3 17.2 5.9 11.4 19.5 
 50 . . . 3.1 8.7 15.7 3.2 8.7 15.6 5 14.3 30.6 7.3 11.5 20.1 
35 5 2.7 6.5 14 4.6 11.1 36.5 4.7 11.1 36.2 6.7 35.2 136 7.4 15.2 46.8 
 10 . . . 4.2 9.3 23.7 4.3 9.4 23.9 3.7 18.1 80.9 6.6 12.3 27.4 
 20 . . . 4.2 8.7 15.2 4.3 8.7 15.2 4.8 12.7 32.9 6.1 11.6 18.6 
 35 . . . 4 8.9 15.9 4 9 16 4 8.8 16 6.4 11 18.5 
 50 . . . 4.2 9.3 16.3 4.2 9.4 16.3 4.2 12.7 26.2 6.4 12.2 19.9 
 70 . . . 4.3 8.1 15.7 4.3 8.1 15.7 18.8 38.4 53.4 7.6 11.4 18.6 
50 5 2.8 7.4 15.4 2.9 10.9 45.4 2.9 10.9 45.2 16.1 135.1 1449.3 3.5 12.9 45.1 
 10 . . . 5.6 10.3 25.3 5.6 10.3 25.8 17.6 82.1 404 6.3 11.5 28.7 
 20 . . . 4.3 9.2 18.6 4.4 9.4 18.8 13.3 64.3 250.4 5.3 10.3 19.3 
 50 . . . 4.2 8.5 16.5 4.2 8.7 16.4 4.1 8.6 16.6 4.6 9.9 18.3 
 70 . . . 3.3 8.6 17 3.3 8.7 17 16.5 29.3 46.5 4.1 9.6 19.1 
 90 . . . 3 8.2 18 3.3 8.3 18 88.5 108.3 138.9 4.2 9.3 18.6 
 
  
208 
209 
 
 
 
Table 2.30 Calibration: Nam and D’Agostino χ2 statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=2, σ=0.5; reference: Weibull γ=1, σ=1 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 2.7 7.5 17.9 3.1 8.5 20.7 3.1 8.8 20.6 3.1 8.5 20.9 4.8 9.1 20 
 10 . . . 2.9 8.3 18 2.9 8.4 18.1 2.9 8.2 17.8 4.2 8.8 17.4 
 20 . . . 2.7 8.2 20.9 2.7 8.2 20.7 2.8 8.3 19.2 3.6 8.6 20.4 
 50 . . . 2.8 8.3 19.4 2.8 8.5 19.4 4.5 9.3 21.9 3.7 8.6 18.9 
10 5 2.3 8.6 14.5 2.4 9.7 19.4 2.5 9.8 19.3 2.9 9.5 21.3 5 11.2 21.7 
 10 . . . 3.2 9.8 16.1 3.2 9.8 16.3 3.5 9.8 16.5 5.5 11 17.8 
 20 . . . 2.2 9.6 17.4 2.2 9.7 17.6 2.5 9.7 16.5 4.4 11 18.9 
 50 . . . 2.3 9.8 17.6 2.3 9.9 17.6 5.6 14.1 22.8 4.8 11.4 18.9 
20 5 2.2 7.7 14.9 4.1 9.7 17.7 4.1 9.7 17.6 4.3 11.4 27.1 7 12.2 23.7 
 10 . . . 2.7 8.2 16.5 2.8 8.3 16.5 4.2 10.6 18.7 6.4 11.9 19.4 
 20 . . . 3.6 8.6 15.8 3.7 8.6 15.8 4.1 9 16.5 6.7 11.5 18.8 
 30 . . . 2.7 8.3 15.6 2.7 8.3 15.7 2.3 8.5 16.6 7 11.2 18 
 50 . . . 2.5 8.4 16.9 2.6 8.5 17 6.7 12.5 26.8 5.8 11.6 19.1 
35 5 2.7 6.5 14 4.7 9.6 18.9 4.7 9.7 18.8 5.4 35 63.4 7.1 12.9 22 
 10 . . . 4.5 9.4 15.6 4.6 9.4 15.7 4.6 21.9 48.1 7.3 12.5 17.6 
 20 . . . 3.6 9.3 15.8 3.6 9.3 15.9 5 15.1 38.1 6.3 11.9 19.5 
 35 . . . 4.3 8.6 16.2 4.4 8.7 16.2 3.7 9.1 17.8 6.7 11.6 19.3 
 50 . . . 4 8.1 14.8 4.1 8.1 15.3 4 11.9 20.1 6.7 11.1 17.3 
 70 . . . 3.9 8.1 16.7 4.4 8.2 16.7 22.5 44.2 63.3 6.8 10.8 19.9 
50 5 2.8 7.4 15.4 3 8.8 24 3.6 8.9 23.9 40 146 463.7 4.4 10 24 
 10 . . . 2.8 8.7 15.9 3.1 8.7 15.9 39.9 115.7 251.1 3.9 9.7 17.2 
 20 . . . 3.1 7.8 18.7 3.1 7.8 19 34.8 76.3 137.4 3.8 9 19.4 
 50 . . . 3.4 8.6 16 3.7 8.6 16 4.1 8.5 17 4.8 9.3 16.9 
 70 . . . 2.8 8 16.8 3.2 8.1 16.8 24.7 36.8 55.3 3.8 9 17.5 
 90 . . . 2.8 8.4 16.6 3.1 8.4 16.6 123.4 151.1 187.6 3.8 9.3 17.3 
 
  
209 
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Table 2.31 Calibration: Nam and D’Agostino χ2 statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=2, σ=0.5; reference: Weibull γ=1, σ=2 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 2.7 7.5 17.9 2.8 8.3 19.2 2.8 8.3 19.1 2.8 8.5 19.6 3.7 8.8 18.6 
 10 . . . 3 8 19.2 3 8 19.2 3 8 19.5 3.7 8.7 18.7 
 20 . . . 2.8 8.2 18.9 2.8 8.2 19.1 2.8 8.3 18.4 3.8 8.6 18.3 
 50 . . . 2.9 8.3 19.1 3 8.3 19.4 4.4 8.8 20.9 4.1 8.7 18.6 
10 5 2.3 8.6 14.5 2.2 9.3 16.7 2.2 9.3 16.7 2.1 9.4 17.7 4.1 10.9 17.6 
 10 . . . 2.2 9.4 16.3 2.3 9.6 16.3 2.1 9.5 16.8 4.2 10.9 17.6 
 20 . . . 2.2 9.2 15.6 2.2 9.3 15.8 2.2 9.2 15.8 4.9 10.8 17 
 50 . . . 2.2 9.5 16.1 2.2 9.5 16.3 5.5 13.6 22.2 4.4 11 17.2 
20 5 2.2 7.7 14.9 2.8 8.6 16.3 2.9 8.6 16.8 4.4 12 20 6.5 11.4 19.4 
 10 . . . 3.7 7.9 16 3.9 8.1 16.1 4.9 10.9 20.9 7.1 11.1 18.7 
 20 . . . 2.6 8.1 16.3 2.7 8.2 16.3 4.2 9.5 18.7 6.3 11.1 19.5 
 30 . . . 2.6 8.5 16.6 2.7 8.6 17 2.9 8.3 15.9 6 11.3 18.5 
 50 . . . 2.5 8.6 16.1 2.6 8.7 16.1 5.9 12.3 25.7 5.7 11.2 18.7 
35 5 2.7 6.5 14 4.3 8.6 16.1 4.3 8.6 16.3 7.7 29.7 60 6.5 11.6 18.3 
 10 . . . 4.4 8 14 4.5 8.2 14 10.6 29.2 56.4 7 10.9 16.8 
 20 . . . 3.9 8.7 15.6 3.9 8.7 15.7 7 22.7 43.1 7.2 11.6 18.4 
 35 . . . 4.3 8.3 15.1 4.5 8.3 15 4 12.7 22.3 6.6 11.1 17 
 50 . . . 4.5 8.4 14.3 4.5 8.5 14.2 3.3 11.1 18.4 7.3 11.3 17.4 
 70 . . . 4.4 8.6 14.3 4.4 8.6 14.4 43.9 70.3 99.7 7.4 11.2 17.8 
50 5 2.8 7.4 15.4 3.5 7.9 17 3.5 8 17 68.2 138 248.3 4.2 9.3 17.6 
 10 . . . 2.6 8.4 16.7 2.9 8.6 16.7 64.5 141.2 231.7 3.9 9.3 17.6 
 20 . . . 3.2 7.7 16.9 3.6 7.7 16.8 55.5 102 188.7 3.7 8.8 18.8 
 50 . . . 3.3 7.6 16.6 3.4 7.6 16.6 3.8 8.9 17.2 4.4 8.6 17.3 
 70 . . . 3.2 7.8 17 3.3 7.8 17 52.2 73.6 99 4.3 8.5 18.1 
 90 . . . 2.8 8 16.7 3.3 8.1 16.7 174.5 200.4 249.7 3.7 9 17.4 
 
  
210 
211 
 
 
 
Table 2.32 Calibration: Nam and D’Agostino χ2 statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=2, σ=0.5; reference: Weibull γ=1, σ=4 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 2.7 7.5 17.9 2.7 8.2 18.7 2.7 8.3 18.7 2.8 8.1 19.4 3.6 8.5 18.3 
 10 . . . 3 8.3 19.4 3 8.4 19.2 3.1 8.3 20 4 8.8 19 
 20 . . . 2.7 8.3 18.8 2.7 8.5 18.6 2.7 8.3 19.1 3.8 8.8 18.2 
 50 . . . 3 8.1 18.8 3 8.2 18.8 4.1 8.9 20.2 4.1 8.6 18.3 
10 5 2.3 8.6 14.5 2.2 9.8 16.4 2.2 9.9 16.3 2.3 9.7 18.3 4.3 11.3 17.6 
 10 . . . 2.3 9.3 17.1 2.3 9.3 16.9 2.8 9.5 19.7 5 10.8 18.9 
 20 . . . 2.2 9.4 16.3 2.2 9.5 16.2 2.2 9.4 17.9 4.2 10.8 17.6 
 50 . . . 2.2 9.5 16.6 2.2 9.6 16.5 5.3 13.4 22.2 4.5 11 17.6 
20 5 2.2 7.7 14.9 2.7 8.8 15.5 2.7 8.8 15.7 5.2 11.7 22.5 6.8 11.6 18.3 
 10 . . . 2.6 8.3 16.1 2.6 8.6 16 4.6 11.3 20.6 6.6 11.4 18.9 
 20 . . . 2.5 8.6 16.1 2.5 8.7 16.2 4.7 11.5 18 5.7 11.2 18.8 
 30 . . . 2.8 8.6 16.1 2.9 8.7 16.1 4.3 9.5 17.9 6.5 11.2 18.7 
 50 . . . 2.8 8.3 15.9 2.8 8.5 16 5.5 12.7 25.2 6.4 11.4 18.1 
35 5 2.7 6.5 14 4.2 7.8 16.3 4.5 7.8 16.3 10 30.7 62.8 6.6 10.7 18.9 
 10 . . . 4.5 8 14.5 4.6 8.2 14.5 10.2 31.3 52.5 7.3 10.6 17.9 
 20 . . . 3.9 8.5 14.7 4 8.6 14.9 5.7 30.5 48.1 6.7 10.9 18.2 
 35 . . . 4.7 8.6 15 4.8 8.9 15.3 6.3 19.7 36.8 7.3 11.7 18.7 
 50 . . . 3.7 8.7 14.3 4.1 8.9 14.4 3.4 10 18.3 7.3 11.4 17.1 
 70 . . . 3.8 8.7 14.5 4.2 8.8 14.5 97.9 137.5 175 6.9 11.7 17.2 
50 5 2.8 7.4 15.4 3 8.5 16.5 3 8.5 17 67.7 151.5 320.1 4.3 9.3 18.7 
 10 . . . 2.9 8.3 18.3 2.9 8.4 18.3 84.4 149.9 284.6 3.7 9.3 19.9 
 20 . . . 3.1 8.4 16.9 3.2 8.4 16.9 73.1 129.9 228.4 4.2 9.1 17.9 
 50 . . . 3.1 7.6 16.9 3.1 7.8 17.5 3 10.1 20.1 3.7 8.7 17.5 
 70 . . . 2.8 8 17 2.9 8.2 17 143.6 173.7 215.5 3.6 9 18.1 
 90 . . . 2.9 7.8 16.8 3 7.8 17.1 1.3 7.4 22.3 4.1 8.8 18.2 
 
  
211 
212 
 
 
 
Table 2.33 Calibration: Nam and D’Agostino χ2 statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=2, σ=0.5; reference: Weibull γ=2, σ=0.5 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 2.7 7.5 17.9 3.4 8.2 19.6 3.5 8.2 19.8 3.4 8.2 19.6 4.2 8.4 19.2 
 10 . . . 2.9 8.8 20 3 8.9 20.4 2.9 8.6 19.3 4.2 8.9 19.6 
 20 . . . 2.9 8.3 19.3 2.9 8.4 19.5 2.9 8.4 17.5 3.9 8.8 19.2 
 50 . . . 2.7 8.3 19.3 2.7 8.4 19.3 5.2 9.3 22.9 3.5 9.1 18.8 
10 5 2.3 8.6 14.5 2.9 9.5 20 2.9 9.6 20.1 3.5 9.6 19.6 5.1 11.5 21.3 
 10 . . . 2.4 9.9 18.9 2.4 10 18.8 2.4 9.9 18.9 4.5 12.6 19.6 
 20 . . . 2.3 10 16.2 2.3 10 16.3 2.9 10.9 15.5 4.9 11.8 18.9 
 50 . . . 2.5 9.5 16.1 2.5 9.5 16.3 5.9 14 25.2 5.7 10.8 17.8 
20 5 2.2 7.7 14.9 4.1 10.8 25.2 4.1 10.8 25.2 5 12.7 30.9 6.6 13.2 35.3 
 10 . . . 4.1 9.8 19.2 4.1 9.9 19.3 4.4 11.1 22.7 7.2 12.8 24.9 
 20 . . . 3.7 9.1 19.6 3.7 9 19.4 3.7 9.1 19.5 5.8 12.4 23.5 
 30 . . . 3.8 8.7 18.5 3.9 8.8 18.6 4.4 9.5 21.9 7.1 11.7 20.4 
 50 . . . 2.3 8.8 16 2.4 8.8 16 6.2 14.3 29.3 5.7 11.9 18.6 
35 5 2.7 6.5 14 3.3 11.9 36.7 3.3 11.9 36.9 5.5 20.5 88.5 5.8 14.3 36.6 
 10 . . . 3.6 11.7 24.3 3.7 11.7 24.3 4.9 25.2 70.8 6.4 13.9 30.5 
 20 . . . 4.3 9.6 16.8 4.3 9.6 16.9 4.9 12.8 34.6 6.7 11.7 20.2 
 35 . . . 3.6 9.7 16.8 3.6 9.7 17 3.6 9.7 16.8 5.8 12 20.3 
 50 . . . 3.7 9.2 16.8 4 9.4 17 3.9 12.8 22.8 6.4 11.8 21.5 
 70 . . . 4.4 8.5 15.9 4.4 8.5 15.9 19.4 36.2 56.4 6.5 11.7 18 
50 5 2.8 7.4 15.4 4.7 10.8 28.3 4.7 11.3 28.2 12.9 93.4 641.3 6.1 11.8 28.6 
 10 . . . 4 9.9 32.7 4 10 32.4 9.7 117.5 545.8 4.6 12 32.8 
 20 . . . 2.7 9.6 17.1 2.7 9.5 17.5 18 54.6 225.2 3.6 10.4 19.6 
 50 . . . 2.8 8.7 17.5 2.8 8.9 17.5 2.8 8.7 17.6 4.1 9.4 18.5 
 70 . . . 3 8.1 15.3 3 8.3 15.4 19.2 30.5 47.3 3.7 8.7 17.2 
 90 . . . 2.9 8.2 16.8 2.9 8.3 16.8 82.9 108.3 139 3.7 8.9 17.8 
 
  
212 
213 
 
 
 
Table 2.34 Calibration: Nam and D’Agostino χ2 statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=2, σ=0.5; reference: Weibull γ=2, σ=1 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 2.7 7.5 17.9 2.7 8.1 20.1 2.7 8.2 20 2.7 8.1 20.3 4.2 8.9 19.5 
 10 . . . 3 8.2 20.6 3 8.3 20.5 3 8.3 20.4 3.8 8.8 19.8 
 20 . . . 3 8.3 20.7 3 8.4 20.6 2.8 8.3 19 4.1 8.7 20.2 
 50 . . . 3 8.2 19.1 3 8.3 19 4.6 9.1 21.1 4.1 8.6 18.5 
10 5 2.3 8.6 14.5 2.5 10.1 19.4 2.6 10.1 19.4 2.2 10.3 18.7 3.9 11.8 19.2 
 10 . . . 2.2 9.2 16.7 2.2 9.6 17 2.2 9.3 17.2 4.4 11.2 18.2 
 20 . . . 2.5 9.9 16.7 2.5 10.1 16.9 3 9.9 16.5 5 11.1 17.6 
 50 . . . 2.3 9.7 17.5 2.3 9.9 17.7 5.7 13.8 25.2 5 11.1 17.9 
20 5 2.2 7.7 14.9 4.1 9.1 16.4 4.1 9.1 16.5 4.3 11.6 24 6.2 11.9 20.7 
 10 . . . 2.5 8.7 16.8 2.5 8.8 16.8 4.1 10.6 19 6.1 11.6 20.4 
 20 . . . 3.1 8.4 16.7 3.2 8.5 16.6 4.1 9.1 17 6.1 11.6 19.8 
 30 . . . 2.5 8 16.2 2.5 8 16.3 2.3 8.2 16.9 6 11.1 18.5 
 50 . . . 2.6 8.3 16.1 2.6 8.4 16.2 6 13.2 29.6 6 11.6 18.4 
35 5 2.7 6.5 14 4.3 8.7 22.9 4.3 8.8 24.5 6.8 26.6 84.6 6.5 12.6 28.1 
 10 . . . 3 9.2 17 3 9.4 16.9 6.8 25.6 60.9 6 12.3 20.1 
 20 . . . 4.5 8.4 15.4 4.6 8.4 15.5 3.8 15.4 31.9 7.2 11.2 18.5 
 35 . . . 3.4 8.4 16.8 3.4 8.5 16.7 3.9 8.1 17.8 6.8 11 18.7 
 50 . . . 4.1 8.3 16.4 4.2 8.2 16.6 4 11.6 20.2 7 10.9 19.7 
 70 . . . 3.8 8.3 14.7 3.8 8.4 15.2 21.9 42.2 64.8 6.8 11.1 18.2 
50 5 2.8 7.4 15.4 3.7 10.2 20.5 3.7 10.7 21.9 38.3 136.2 511.3 4.3 11.5 21.9 
 10 . . . 3.6 8.8 17.3 4.2 8.9 17.8 51.1 115.7 296 4.7 10 18.5 
 20 . . . 2.7 8 17.6 2.9 8 18.2 40.9 68.2 134.1 3.6 9.3 18.7 
 50 . . . 3.4 8.4 16.1 3.4 8.6 16.7 3.6 8.5 17 4.6 9.5 17.6 
 70 . . . 2.8 8.2 16.8 3 8.2 17.2 23.6 37.2 56.2 3.7 9.4 17.7 
 90 . . . 2.8 7.9 17.4 2.8 8 17.8 125.4 151.2 191.9 3.7 8.9 18.3 
 
  
213 
214 
 
 
 
Table 2.35 Calibration: Nam and D’Agostino χ2 statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=2, σ=0.5; reference: Weibull γ=2, σ=2 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 2.7 7.5 17.9 2.8 8.2 19.1 2.8 8.3 19 2.8 8.3 19.6 3.6 8.6 18.6 
 10 . . . 2.9 8.4 18.9 2.9 8.5 18.9 3 8.5 19.1 4.2 9.1 18.4 
 20 . . . 3 8.3 20.1 3 8.5 19.9 2.9 8.2 19.7 4.1 9 19.7 
 50 . . . 2.9 8.2 19.6 2.9 8.1 19.6 4.4 8.9 20.7 4 8.6 19 
10 5 2.3 8.6 14.5 2.2 10 16.2 2.3 9.9 16.1 3 9.6 16.5 5.2 11.5 17.6 
 10 . . . 2.2 9.3 16.5 2.2 9.4 16.5 2.4 9.5 18.5 4.8 11.1 18.4 
 20 . . . 2.2 9.6 16.6 2.2 9.6 16.5 2.1 9.6 16.6 4.7 11.1 17.5 
 50 . . . 2.4 9.4 16.2 2.5 9.4 16.1 5.5 13.3 23.1 5.2 11 17.2 
20 5 2.2 7.7 14.9 3.1 8.4 15.8 3.2 8.4 15.8 4.7 11.6 18.3 6.9 11.5 18 
 10 . . . 2.8 8.9 16.2 3 9 16.3 4.6 12 24.1 6.4 12.2 19.4 
 20 . . . 2.7 8.4 16.2 2.7 8.5 16.3 4.6 10.1 19.3 6.4 11.7 19.9 
 30 . . . 2.8 8.1 15.8 2.8 8.2 15.8 3.2 8.4 15.6 6.6 11.3 18.2 
 50 . . . 2.9 8.1 16 3.1 8.2 16 4.4 13 24.4 6.8 11.6 18.4 
35 5 2.7 6.5 14 3.9 9.1 15.1 3.9 9.1 15.4 6.2 28.4 56.9 6.5 11.4 17.6 
 10 . . . 4 8.2 14.4 4 8.3 15.1 8.2 30.2 61.1 5.9 11.6 20.4 
 20 . . . 3.9 9 17.3 4.1 9.1 17.7 7.3 23.2 50.8 7.5 12 21.3 
 35 . . . 4.2 8.3 14.1 4.3 8.4 14.1 3.9 11.7 20.5 6.7 10.9 16.6 
 50 . . . 3.3 8 16.1 3.6 8.1 16.2 3.5 10.7 17.1 6.6 10.7 18.6 
 70 . . . 4.5 8.8 15.2 4.5 8.8 15.3 42.9 69 98.2 7.1 11.5 18.8 
50 5 2.8 7.4 15.4 2.8 8.2 18.3 2.8 8.5 18.1 54.6 130.9 260.8 3.8 8.8 19.4 
 10 . . . 2.9 8.5 16.6 2.9 8.5 16.9 64.8 155.7 341.6 4.1 9.7 17.4 
 20 . . . 2.9 8.3 17.2 3 8.3 17.1 57 123.7 198.9 4 9.1 18.2 
 50 . . . 2.8 7.6 15.9 2.8 7.7 15.9 3.1 9.1 17.4 3.6 8.7 16.8 
 70 . . . 2.8 7.9 16.4 2.8 8 17 56.1 75.3 101.9 3.8 8.7 17.9 
 90 . . . 2.8 7.9 17.5 2.8 7.9 17.6 172.9 200.6 251.4 3.7 9 18.9 
 
  
214 
215 
 
 
 
Table 2.36 Calibration: Nam and D’Agostino χ2 statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=2, σ=0.5; reference: Weibull γ=2, σ=4 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 2.7 7.5 17.9 2.9 8.2 20 2.9 8.2 19.8 3 8.2 20.7 3.8 8.5 19.6 
 10 . . . 2.9 8.4 18.9 3 8.4 18.8 3 8.6 19.4 4 9.1 18.4 
 20 . . . 3 8.1 19.2 3.1 8.1 19 3.1 8 19.6 4 8.6 18.7 
 50 . . . 2.8 8.1 19.6 2.9 8.1 19.4 4.3 8.7 20.3 3.7 8.7 19.1 
10 5 2.3 8.6 14.5 2.7 9.5 16.9 2.7 9.5 16.8 2.4 9.7 18.9 4.6 11.3 18.1 
 10 . . . 2.3 9.8 16.5 2.4 9.8 16.4 2.7 9.5 19.6 4.9 11.1 18.4 
 20 . . . 2.2 9.7 16.3 2.2 9.8 16.2 2.2 9.5 17.5 4.3 11.2 17.4 
 50 . . . 2.2 9.7 16.2 2.2 9.7 16.4 5.4 13.1 21 4.2 11.1 17.7 
20 5 2.2 7.7 14.9 2.8 8.6 16.9 2.8 8.8 16.8 4.4 11.8 23.4 6.4 11.6 19 
 10 . . . 2.7 8.3 15.9 2.7 8.5 15.9 4.7 11.8 20.8 6.4 11.1 18.8 
 20 . . . 2.6 8.7 15.7 2.6 8.8 16.3 4.8 11 20.7 5.8 11.5 18.4 
 30 . . . 2.9 8.3 16.3 2.9 8.6 16.5 4.4 10.1 18.5 6.7 11.6 18.8 
 50 . . . 2.5 8.1 16 2.5 8.3 16.1 4.5 12.4 23.9 5.6 11.6 18.2 
35 5 2.7 6.5 14 4.8 8.6 15.6 4.8 8.7 15.6 8.6 31.5 59.8 7.6 11.2 19.5 
 10 . . . 3.5 8.1 15.8 3.6 8.1 15.8 10.1 30.8 54.4 6.4 11.2 17.9 
 20 . . . 3.7 8.6 13.9 3.7 8.7 14.2 8.3 29.7 54.4 6.1 11.8 17 
 35 . . . 4.2 8.3 15 4.5 8.5 15 4.1 18.3 40 7.2 10.9 18.6 
 50 . . . 3.9 8.7 16.4 4.3 8.9 16.4 3.7 9.7 16.9 6.9 11.4 18.9 
 70 . . . 4.1 8.6 14.3 4.2 8.7 14.3 99.9 138.5 176.8 6.7 11.5 18.2 
50 5 2.8 7.4 15.4 2.9 8.9 15.8 2.9 8.9 16.1 64.5 140.1 332.1 4.1 9.6 16.7 
 10 . . . 2.8 7.9 16.4 2.8 8 16.5 73.6 157.2 270.3 3.7 9.1 18.9 
 20 . . . 3.2 8 17.3 3.3 8.1 17.5 81 144.9 256.2 4.6 9.1 18.6 
 50 . . . 3.4 8 16.8 3.5 8.1 17 3.8 9.2 19.5 4.2 9.1 17.5 
 70 . . . 2.8 8.3 16.9 2.8 8.6 17.1 142.4 175.9 217.1 3.7 9.3 17.8 
 90 . . . 2.8 8.2 16.9 2.8 8.2 17 1 8.1 22.2 3.7 9 17.9 
 
  
215 
216 
 
 
 
Table 2.37 Calibration: Nam and D’Agostino χ2 statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=0.5, σ=1; reference: Weibull γ=0.5, σ=0.5 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 2.6 7.2 12.3 3.3 10.6 25.1 3.3 10.7 25 2.9 10.2 23.8 15.6 28.2 88.6 
 10 . . . 3.3 10.5 30.6 3.3 10.7 29.1 2.9 10.2 21.1 16.1 26.5 69 
 20 . . . 4.1 8.1 17.1 4 8.5 17.2 4 11.3 19.2 14.1 28.3 46.2 
 50 . . . 2.7 7.8 16.8 2.8 7.9 17.1 12.8 30.9 53 19.1 25.6 41.9 
10 5 3.2 8 14.6 3.8 11.4 28.3 3.8 11.9 28.6 4.6 11.6 30.7 23.1 45.1 140.5 
 10 . . . 4.4 11.5 24.8 4.5 11.7 25 4.1 11.4 22.7 22.4 45.6 119.3 
 20 . . . 3.5 10.2 17.7 3.5 10.6 17.8 5.4 11.7 23.6 23.1 44.4 67.9 
 50 . . . 3.7 9.2 18 3.7 9.2 18.1 23.4 43.8 72.3 27.4 41 67.4 
20 5 3.1 7.6 14.9 6.2 12.3 52.3 6.1 12.4 52.2 6.5 22.7 111.3 33.3 58.3 235.5 
 10 . . . 3.9 14.5 32.8 4.1 14.5 32.9 4.6 14.4 48.6 31.3 52.7 138.4 
 20 . . . 4.7 12.5 21.6 5.2 12.8 22.4 3.5 11.5 24.5 34 57.4 94.5 
 30 . . . 3.7 9.9 19.9 3.9 9.9 20.1 12.9 22.7 37.1 33.2 51.8 80.7 
 50 . . . 4.1 9.8 19.6 4.2 9.7 19.6 43.1 66.1 85.6 35.7 51 93.7 
35 5 3.2 8.8 15.9 4.6 16.4 67.7 4.7 16.9 68.3 24.9 84 567.7 27.8 45.4 229.7 
 10 . . . 6.8 16 46.1 7.6 16.2 46.8 15.5 75.5 319.9 27.4 50.3 180 
 20 . . . 3.3 14 32.5 4.8 14.8 32.6 10.7 32.1 93.4 28.5 45.4 88.4 
 35 . . . 4.5 10.3 25.8 4.6 11 26.1 3.7 12.5 30.7 30.8 44 82.9 
 50 . . . 2.5 11.6 22.1 3.7 11.9 23.3 31.6 50.6 70.4 29.4 39.9 73.8 
 70 . . . 5 10.9 22.7 5.2 11.5 23.1 110.4 139.8 169.7 31.8 43.2 72.9 
50 5 3.4 8 12.8 6.1 15.3 82.9 6.5 16.2 89.6 55.6 165.6 547.3 11.3 25.3 140.5 
 10 . . . 5.6 12.6 71.1 6.6 12.7 72.3 37.6 107.1 1511.1 10.6 20.8 100.5 
 20 . . . 6.2 12.6 26.3 6.3 13.1 32.6 27.1 64.5 338.5 11.2 18.8 43.5 
 50 . . . 4.7 10.7 20.7 4.7 10.9 23.7 5.2 11.2 22.7 10.5 16.6 34.8 
 70 . . . 3.7 10.5 21.5 4 10.8 24.5 69.6 92.2 113.8 10 17.2 35.3 
 90 . . . 4.4 9.8 18.3 4.8 10.3 18.8 226.7 266.9 294.2 10.9 15.5 27.6 
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Table 2.38 Calibration: Nam and D’Agostino χ2 statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=0.5, σ=1; reference: Weibull γ=0.5, σ=1 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 2.6 7.2 12.3 2.5 9.2 21.7 3.2 10 24.5 2.5 9.3 21.7 13.9 24.8 45.4 
 10 . . . 2.9 8.7 15.6 3 8.9 16 3 8.4 16.2 17.1 26 40.6 
 20 . . . 3 8.4 17.9 3.2 8.6 18.1 3.3 10.1 18.7 21.6 26.5 39.1 
 50 . . . 3 8.5 18 3.2 8.7 18.3 12.5 29 49.9 20.7 27.7 33.8 
10 5 3.2 8 14.6 3.8 9.8 19.9 4.1 9.8 19.7 3.8 10.3 21.7 19.8 39.4 74.9 
 10 . . . 3.5 9 18.2 3.8 9 18.3 3.5 9 18.2 27.5 40.6 62.9 
 20 . . . 3.3 8.6 16.8 3.3 8.8 17 3.6 9.6 17.5 28.3 43.6 61.5 
 50 . . . 3.3 9 15.4 3.4 9 15.2 21.5 40.9 68.3 33.5 42.2 56.8 
20 5 3.1 7.6 14.9 4.3 10.1 35.2 4.3 10.2 34.7 7.1 15.9 46.5 33 46.4 87.2 
 10 . . . 3.8 10.2 19.1 5 10.4 19.2 5.1 14.6 35.9 34.4 50.9 87 
 20 . . . 3.7 9.3 17.5 4.3 9.4 17.5 3.7 9.4 17.5 39.8 53.7 75.4 
 30 . . . 3.6 9.5 16.9 4 9.6 17 7 15.9 28.3 41.7 50.3 75.9 
 50 . . . 3.7 9 17.1 3.8 9.1 17.4 41.4 59.8 80.6 41.7 54.5 73.7 
35 5 3.2 8.8 15.9 4.7 13.8 40.2 4.7 14.1 39.6 19.7 85.2 230.8 26 42.8 85.4 
 10 . . . 4.1 12 24.9 4 12 25.2 23.5 67.7 161.7 30.9 40.4 75.5 
 20 . . . 3.2 10 20.2 3.3 10.3 20.5 17.3 45.1 85.7 28.8 43.1 59.1 
 35 . . . 4.6 9.4 23.3 4.9 10.5 23.4 4.1 9.5 23.5 32 41 60.4 
 50 . . . 4.1 9.5 20.8 4.4 10.1 21.1 24.5 44.9 65.5 31.7 43.5 62.2 
 70 . . . 3.5 10 21 3.5 10.4 21.2 125.7 160.5 198.8 31.5 42.6 59.9 
50 5 3.4 8 12.8 5.2 11.9 30.7 5.4 12.5 33.6 64.9 125.8 355.3 10.4 17 46.1 
 10 . . . 5.3 9.9 21.1 5.8 10.3 21.9 58.3 107.5 221.2 11.2 15.1 31.5 
 20 . . . 4.1 9.8 16.1 4.1 10.1 16.7 40 72.4 110.3 9.7 16.2 27.7 
 50 . . . 4.3 9 14.6 4.6 10 15.3 3.9 8.9 14.3 10.3 15 25.8 
 70 . . . 4 9.4 14.7 4.1 10 14.9 92 113.9 133.3 10.1 15.3 22.4 
 90 . . . 3.8 8.9 15.1 3.9 9.4 15.9 312.5 355.4 387.9 10.1 14.3 24.8 
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Table 2.39 Calibration: Nam and D’Agostino χ2 statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=0.5, σ=1; reference: Weibull γ=0.5, σ=2 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 2.6 7.2 12.3 3.5 10.9 22.3 3.5 10.6 23.8 2.5 9.3 21.7 13.9 24.8 45.4 
 10 . . . 2.8 8.3 18.5 3 8.5 18.4 2.9 8.4 19.2 21.2 25.8 42.9 
 20 . . . 2.8 8.2 17.8 2.9 8.3 17.7 2.7 8.6 16.3 21 27.3 37.6 
 50 . . . 2.9 8.1 17.9 3 8.4 17.8 10.8 27.4 48.5 21.7 26.7 34.7 
10 5 3.2 8 14.6 3.5 9.9 18.1 3.6 10.1 18 5.6 12.4 25.5 34.1 42.5 74.6 
 10 . . . 4.2 9.9 23.3 4.1 9.8 23.6 3.5 9 18.2 27.5 40.6 62.9 
 20 . . . 3.4 9.1 15.7 3.7 9.3 15.5 3.5 9.2 15.5 35.6 42.9 55.7 
 50 . . . 3.4 8.8 14.5 3.5 8.9 14.4 19.7 38 62.6 34.5 42.2 52.8 
20 5 3.1 7.6 14.9 3.5 9.4 20.2 4.3 9.5 20.2 12.9 24.5 49.4 39.6 56 97.2 
 10 . . . 3.7 8 18.2 4.2 8.1 18.2 8.3 17 47.8 43.3 50.9 79.9 
 20 . . . 5 10.2 17.5 4.9 10.2 17.5 3.7 9.4 17.5 39.8 53.7 75.4 
 30 . . . 4.2 9.1 17.1 4.5 9.2 17.4 4.5 9.2 17.9 40.8 51.8 74.7 
 50 . . . 3.4 9.1 16.1 3.9 9.2 16.4 36.8 54.8 75.7 47.4 51.7 68.2 
35 5 3.2 8.8 15.9 4.1 11.5 27.5 4.1 12.3 28.6 54.2 107.2 247.8 30.8 45.7 92.5 
 10 . . . 2.6 9.1 22.5 3.4 9.4 22.6 53.4 87.5 170.9 32.6 38.9 62.1 
 20 . . . 3.4 9.4 22.6 4.1 9.8 22.4 33.1 75.4 154.3 32.1 44 60.9 
 35 . . . 4.6 9.6 23.3 4.7 9.7 23.9 4.1 9.5 23.5 32 41 60.4 
 50 . . . 3 9.9 24.1 3.2 10.1 24.1 23.5 36.8 61.7 33.7 42.5 56.5 
 70 . . . 4.2 9.2 25.7 4.4 9.4 25.3 195.4 231.5 283.9 31.7 42.6 62.2 
50 5 3.4 8 12.8 4.9 10.2 18.2 4.9 10.2 19.8 121.4 161.2 265.4 9.7 15.4 32.2 
 10 . . . 4.1 9.2 16.7 4.1 9.4 18.3 93.9 143.8 244.3 10.3 15.7 31.4 
 20 . . . 5.4 9.3 14.3 5.9 9.7 14.5 72.8 111.2 147.1 10.7 16 22.8 
 50 . . . 4.2 9 14.8 4.6 9.3 16.5 3.9 8.9 14.3 10.3 15 25.8 
 70 . . . 4.7 8.9 13.7 4.7 9.2 15.1 172 199 226.6 10.2 14.8 23.9 
 90 . . . 3.8 9 13.9 4.2 9.3 15.4 461.7 512.1 553.2 10.1 15.2 21 
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Table 2.40 Calibration: Nam and D’Agostino χ2 statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=0.5, σ=1; reference: Weibull γ=0.5, σ=4 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 2.6 7.2 12.3 3 8.2 15.6 3 8.5 15.5 2.7 8.6 17.9 18.3 27 40.2 
 10 . . . 2.6 8 20.1 2.6 8.1 20.4 3.1 8.1 23.6 19.7 26.4 40.4 
 20 . . . 3.1 8.6 17.7 3.1 8.7 17.9 3.5 9.2 19.3 22.4 28.1 41.2 
 50 . . . 2.6 8.3 20.3 2.6 8.4 20.4 11.4 26.5 46.3 21.9 26.6 36 
10 5 3.2 8 14.6 3.4 9.3 17.7 3.4 9.6 17.7 4.8 12.8 26.8 29.2 43 67.9 
 10 . . . 3.4 8.9 15.4 3.4 9.4 15.8 4.1 11.7 21.6 30.4 39.4 59.2 
 20 . . . 3.2 9.3 14.9 3.2 9.8 14.9 3.9 12.4 20.9 35.6 44.1 56.8 
 50 . . . 3.4 9 15.6 3.4 9.1 15.6 18.4 36.5 60.2 33.8 43.6 52 
20 5 3.1 7.6 14.9 3.4 8.6 21.4 3.5 8.6 21.2 12.2 24.3 57.3 41 52.7 89.5 
 10 . . . 4 8.8 19.1 4 9 19.2 9.7 22.5 52 38.5 52.6 75.9 
 20 . . . 3.3 8.5 17.1 3.5 8.7 17.5 11.8 23.6 42.7 45.8 57 75.6 
 30 . . . 3.6 9.2 16.8 3.7 9.2 17.2 5.9 15.3 27.2 44.4 54.2 69.3 
 50 . . . 3.8 8.7 15.6 3.8 8.8 15.5 35.9 50.7 70.4 45.3 55.3 68.8 
35 5 3.2 8.8 15.9 2.5 10.8 26.4 2.7 11.4 25.8 62.6 102.6 192.4 29.3 42.9 69.9 
 10 . . . 4.1 10.5 25.2 4.2 10.8 26.9 49.3 101.8 193.4 27.4 41.5 71.1 
 20 . . . 4.1 10.7 23.4 4.2 10.7 24.3 58.5 112.1 185.3 33.3 47.3 64.1 
 35 . . . 3.3 9 21.1 3.4 9.2 21.1 28.5 58.5 98.1 32 41.3 55.8 
 50 . . . 3.5 9.2 19.9 4.2 9.5 20.3 16.7 31.6 53.9 32.9 44.3 60.6 
 70 . . . 3.3 9.3 22.5 3.3 9.4 23.1 331 389.5 456.7 34 42.4 54.5 
50 5 3.4 8 12.8 4.2 10.9 17.8 5.3 11.2 18 108.5 166 281.8 10.2 17 33 
 10 . . . 5.2 10.4 18.8 5.3 10.6 19.9 101.5 154.8 251.9 9.9 16 25.3 
 20 . . . 3.8 9.4 16.3 5.5 10 17.4 124.5 166 231 9.7 15.5 28.7 
 50 . . . 4 9.6 13.4 5.2 9.9 13.7 5.6 14.3 48.2 9.7 14.8 22.6 
 70 . . . 4.1 9 13.5 4.7 9.4 13.7 363.4 411.1 451.5 10.6 14.5 21 
 90 . . . 4.4 9 13.9 5 9.2 13.8 92.6 139.8 190 9.7 14.6 20.1 
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Table 2.41 Calibration: Nam and D’Agostino χ2 statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=0.5, σ=1; reference: Weibull γ=1, σ=0.5 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 2.6 7.2 12.3 5.3 9.3 30.9 5.4 9.5 33.1 5 9.3 27.4 12.6 32 93.7 
 10 . . . 3.8 9.8 24.2 3.9 9.8 25.2 3.2 9.7 18.3 13.3 23.6 59 
 20 . . . 2.4 8.6 17.7 2.4 8.7 18.5 4.1 10.9 23 16.6 28.6 53.2 
 50 . . . 3 8.6 17.2 3 8.6 18.2 13.5 30.4 56.1 18.7 26 42 
10 5 3.2 8 14.6 3.9 11.4 45 4.4 12 45.5 4.7 12.8 49.3 21.4 49.1 150.8 
 10 . . . 3.3 10.8 21.4 3.4 10.9 21.8 3.5 10.2 20.7 24 36.2 96.1 
 20 . . . 3.8 9.7 23 3.8 9.9 23.8 5.3 11.2 22.9 24.1 41.8 77.7 
 50 . . . 3.6 9.3 15 3.6 9.5 16 22.8 43.4 72 30.4 40.4 67.6 
20 5 3.1 7.6 14.9 4.2 13.1 48.7 4.9 13.6 48.9 7 25.8 92.5 33 66.3 214.9 
 10 . . . 5 12.5 33.8 5.1 12.7 34.8 4.7 12 51.1 33.1 45.1 151.5 
 20 . . . 4.6 11 20.7 5 11 21.3 3.5 10.5 22.7 34.6 54.2 106.6 
 30 . . . 4.3 9.5 19.2 4.4 9.5 19.4 10.9 21.9 35.5 35.7 52.1 96.1 
 50 . . . 3.7 9.7 20 3.9 9.9 20.3 45.9 63.7 89.1 38.5 50.7 98.3 
35 5 3.2 8.8 15.9 4.2 16.9 79.2 4.7 17.3 80.2 15.8 114.6 739.4 31 52.7 290.8 
 10 . . . 5.5 15.7 47.1 5.7 16.2 46.5 15.2 66.4 321.1 28.1 44.6 165.1 
 20 . . . 4.4 14.1 33.8 4.4 14 33.4 8 34.5 114.4 28.6 47.2 110 
 35 . . . 4.3 11.2 28.7 4.4 11.2 28.9 5.3 12.9 37.2 25.2 39.4 78.3 
 50 . . . 4.3 11.2 23.9 4.6 11.9 26.7 31.8 49.9 71.8 29.7 40.3 83.3 
 70 . . . 3.9 10.9 24.9 4 12.3 25 106 139.5 180.5 31.2 43.5 67.7 
50 5 3.4 8 12.8 6.7 14.3 79.1 7.4 15.4 84.9 68 167.7 472.9 12.7 25.6 136.6 
 10 . . . 5.1 13.4 37.9 5.1 13.5 36.6 41.4 83 247 10.6 17.6 62.9 
 20 . . . 5.4 12.4 26.6 5.5 13 27.3 30.1 65.5 412.6 9.6 18.4 39.4 
 50 . . . 4.5 10.4 15.8 5.1 11 15.3 5.1 11.2 17.4 9.7 15.8 27.5 
 70 . . . 4.7 9.8 18.7 6.7 10.2 19.5 74 91.8 113.6 10.8 14.7 28.2 
 90 . . . 3.8 9.6 20.5 5.6 10 20 241.5 263.8 297.4 10.2 16.2 32.6 
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Table 2.42 Calibration: Nam and D’Agostino χ2 statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=0.5, σ=1; reference: Weibull γ=1, σ=1 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 2.6 7.2 12.3 3 8.4 21.4 3 8.8 22.2 2.9 8.4 21.3 17.2 28.3 53.5 
 10 . . . 2.5 7.6 17 2.5 7.8 16.6 2.6 8.4 14.9 18 26.9 44 
 20 . . . 2.4 8.5 18.4 2.4 8.5 18.8 3.3 9.4 19.3 19 26.7 35.8 
 50 . . . 2.9 8.1 19.2 2.8 8.4 18.7 11.8 29.7 52.1 20.7 26.8 40.2 
10 5 3.2 8 14.6 3.8 9.7 21 3.8 10.3 21.5 3.7 11.2 21.9 25.8 43.4 77.9 
 10 . . . 3.3 9.3 17.7 3.6 9.5 17.4 3.3 9.3 17.7 26.1 43 67 
 20 . . . 3.3 8.7 16.4 3.3 8.6 16.6 3.8 8.8 17 33.6 42.7 58.6 
 50 . . . 3.4 9.4 17.2 3.4 9.4 17.5 20.7 41.4 69 32.5 42.8 57.2 
20 5 3.1 7.6 14.9 4.6 11.1 25 4.7 11.6 25.5 6 23 65 34.8 57.8 124.7 
 10 . . . 4.2 9.2 19 4.4 9.8 19.1 5.4 14 36.9 32.7 53.2 90.9 
 20 . . . 4.2 9.3 17.3 4.3 9.5 18.2 4.3 9.2 17.3 41.9 53.4 78.3 
 30 . . . 3.4 9.7 17.1 3.5 10.1 17.3 7.6 14.3 26.7 40.3 52.4 74.3 
 50 . . . 3.3 9.1 17.3 3.6 9.7 17.6 42.9 58.8 80.9 41.8 53.8 73.4 
35 5 3.2 8.8 15.9 4 13.8 29.4 4.6 14.6 28 20 105.2 254.9 29.5 47.7 100.6 
 10 . . . 4 12.3 26.7 4.6 12.6 26.8 29.9 78.9 188.2 29.2 43.8 72.6 
 20 . . . 4.1 10.5 24.1 4.6 10.9 23.5 19.6 42.4 98.1 30.2 40.8 67.8 
 35 . . . 4.2 9.8 29 4.7 10.1 29.5 4.3 9.9 29.2 32.8 43.9 62 
 50 . . . 4 10.4 22.7 4.5 10.7 23.6 23.7 43.8 72.4 28 43.5 68.8 
 70 . . . 3 9.8 22.3 3.5 10.3 22.6 128 160.2 197.1 32.4 42.1 66.8 
50 5 3.4 8 12.8 4.3 13.3 37.9 5.5 13.3 37.5 61.2 169.8 438.1 10.7 19.9 46 
 10 . . . 4.8 10.4 22.3 5.5 10.5 22 67 115.6 226.2 10.7 17.1 32.2 
 20 . . . 4.2 9.4 19 4.9 9.7 20.7 45.8 71.3 105.2 9.2 15 29.9 
 50 . . . 4.1 9.3 16 5.7 10.1 18.5 4.4 9.4 15.5 10.3 16.1 26.3 
 70 . . . 4.1 9.1 15 5.4 9.2 15.7 97.5 113.2 132.4 10.4 15 24.8 
 90 . . . 4 9.1 15 5 9.7 17.8 316.5 357.4 380.6 10.8 14.9 28.4 
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Table 2.43 Calibration: Nam and D’Agostino χ2 statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=0.5, σ=1; reference: Weibull γ=1, σ=2 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 2.6 7.2 12.3 2.7 8.4 18.8 2.7 8.3 18.7 2.8 8.5 21.6 19.5 26.1 37.7 
 10 . . . 2.4 8.6 18 2.6 8.7 17.9 2.4 9 18.6 18.5 27.8 35.9 
 20 . . . 3 8 16.8 3.1 8.1 16.7 2.7 8.6 16.3 22.3 25.7 36.1 
 50 . . . 2.8 8 20.1 2.8 8.1 20 11.4 27.1 48.9 21.8 26.7 37.9 
10 5 3.2 8 14.6 3.5 9.2 15.5 3.5 9.4 16.1 4.9 10.5 22 27.8 40.8 58.8 
 10 . . . 3.3 8.9 17.1 3.3 9.2 17.3 4.1 10 21.9 31 43 58.7 
 20 . . . 3.4 9.1 14.7 3.5 9.5 15.2 3.5 8.8 15.2 33.4 41 50.4 
 50 . . . 3.3 8.7 15.7 3.5 9 15.5 19.5 38 63.5 34.3 42.2 50.8 
20 5 3.1 7.6 14.9 3.9 9.5 17.6 4 9.6 17.5 9.2 21.8 41.3 36.4 52.9 71.8 
 10 . . . 3.6 9.2 17.9 3.8 9.2 18.1 8 19.7 43.3 39.2 55.3 80.2 
 20 . . . 3.7 8.8 17.4 3.8 8.8 17.3 4 12.4 25.3 40.4 53.3 66.3 
 30 . . . 3.7 8.6 17.1 4.3 8.6 17 3.6 8.7 17 42 54.2 70.2 
 50 . . . 3.4 8.1 16.4 3.8 8.3 16.5 36.2 55.2 74.6 44.3 53.4 67.6 
35 5 3.2 8.8 15.9 4.1 11.1 23.3 4.3 11.2 22.8 40.6 103.8 152.1 29.6 41.8 62.7 
 10 . . . 4 10.7 22.7 4 10.7 23.1 46.7 97 200.4 31.9 44.1 64 
 20 . . . 4.3 9.6 22.1 4.4 9.9 22.4 31.8 70.1 129.5 32.2 41.6 61.7 
 35 . . . 3.2 9.8 20.3 3.2 9.9 21.2 11.1 20.7 43.1 34 43 58.6 
 50 . . . 2.8 9.6 19.4 3.1 10 20.2 24 36 61.9 32.6 42.8 57.2 
 70 . . . 3.3 9.5 21.7 3.3 9.8 21.6 193.6 232 273.5 32.5 41.1 55.6 
50 5 3.4 8 12.8 4.9 9.3 15.5 4.9 9.6 15.5 77.8 159.6 235.8 10.3 14.8 26.5 
 10 . . . 4.1 9.3 14.6 4.3 9.6 15.9 98.3 148.6 196.8 10.2 14.7 24.9 
 20 . . . 3.6 9.2 14 3.8 9.3 15.5 74 104 132 9.7 14.7 23 
 50 . . . 3.9 8.9 13.3 3.9 9 14.4 4 11.1 25.9 9.9 14.3 21.3 
 70 . . . 3.8 8.9 13.3 3.8 9.5 15.3 172.3 199 218.9 9.7 14.8 21.6 
 90 . . . 3.7 9.1 14 3.9 9 15.4 465.2 511.4 549 9.9 14.8 22.6 
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Table 2.44 Calibration: Nam and D’Agostino χ2 statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=0.5, σ=1; reference: Weibull γ=1, σ=4 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 2.6 7.2 12.3 3 7.8 19.8 3 8.2 19.5 3.4 8.6 22.5 20.7 27 38.1 
 10 . . . 2.9 8.1 16.2 2.9 8.3 16.5 3.4 8.8 18.1 20.1 26.6 38.6 
 20 . . . 2.7 8.5 17.6 2.7 8.4 17.6 2.8 8.6 18.8 20.9 25.4 33.9 
 50 . . . 2.9 8.1 15.7 2.9 8.2 15.8 10.8 25.7 47.6 21.9 26.5 35 
10 5 3.2 8 14.6 3.3 9.6 15.5 3.5 9.7 15.4 4.9 11.5 21.6 30.2 41.3 55.5 
 10 . . . 3.3 8.6 16.1 3.4 8.7 16 4.9 11.8 21.9 32.7 42.2 53.3 
 20 . . . 3.3 8.9 15 3.5 9.1 14.8 3.8 10.2 17.9 33.1 40.1 50 
 50 . . . 3.3 8.8 14.8 3.5 9.1 14.7 17 37.3 62 34.1 42.2 53.3 
20 5 3.1 7.6 14.9 3.4 9 18.8 3.6 9.2 19.1 12.2 25.9 48.7 39.7 55.5 79.5 
 10 . . . 3.6 9 15.5 3.7 9 15.8 8.3 27 45.2 40.6 55.8 72.1 
 20 . . . 3.5 8.8 16.4 3.6 8.8 17.6 8.3 18.8 39.4 43.2 51.1 71.4 
 30 . . . 3.5 8.2 17.1 3.5 8.5 17.1 5.9 12.8 29.5 41.5 52.8 74.6 
 50 . . . 4 8.8 15.4 4.1 8.9 16.9 39.3 51.7 75.1 43.2 53.8 66.9 
35 5 3.2 8.8 15.9 3.8 11.3 23 4.2 11.2 22.6 58.6 109.4 193.7 29.7 43.8 71.3 
 10 . . . 3.8 9.8 25.1 3.8 10.2 25.2 60.9 107 202.3 30.9 42.2 63.9 
 20 . . . 2.7 10.2 22 2.9 10.4 22 51.1 91 164.8 30.5 43 54 
 35 . . . 3.8 9.7 20.4 3.8 10.2 20.4 33 56.7 108.3 33.1 42.6 59.5 
 50 . . . 3.5 9.4 21.4 3.4 9.9 21.1 18.4 33.1 58.8 34.1 41.9 58.1 
 70 . . . 4.1 10 22.1 4 10.6 22.1 335.4 386.6 451.6 32.3 43.7 53.9 
50 5 3.4 8 12.8 4.2 9.6 17.6 4.4 10.1 18.8 110.4 167.7 281.1 9.8 15.4 31.3 
 10 . . . 4.2 9.3 14.8 4.4 10.4 15.8 123 171.5 231.2 10.9 15.2 23.4 
 20 . . . 3.4 8.9 14.3 3.6 9.5 15.1 106.1 150 197.3 9.7 14.6 22.6 
 50 . . . 4.3 8.8 13.6 4.3 9.1 14.9 5.1 13 51.6 10.4 15.3 20.8 
 70 . . . 4.4 8.9 13.4 5 9.6 14.6 358.5 408.6 443.3 10.7 14.9 20.5 
 90 . . . 4.8 9.1 13.7 4.7 9.6 14.1 91.5 134.6 189.2 10.6 14.6 21.3 
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Table 2.45 Calibration: Nam and D’Agostino χ2 statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=0.5, σ=1; reference: Weibull γ=2, σ=0.5 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 2.6 7.2 12.3 3.8 10.1 24.2 3.9 10.3 24.4 3.2 9.8 22.6 12.6 25.8 64.5 
 10 . . . 4.2 9.9 17.6 4.2 10.4 17.9 3.1 9.7 18 14.8 28 57.1 
 20 . . . 3.9 8.2 17.7 3.9 8.5 17.4 3.9 10.9 20.7 16.6 27.2 49.8 
 50 . . . 2.4 8.2 16.8 2.8 8.2 17 13.6 30.6 51.4 18.5 27.4 39.2 
10 5 3.2 8 14.6 4.2 12 37 4.3 12.1 38.4 4.1 12 41.7 19.7 39.3 102.7 
 10 . . . 3.3 10.1 24.8 3.8 10.1 24.9 3.5 9.8 23.3 23.7 45.5 96 
 20 . . . 3.8 9.1 18.4 4.1 9.2 18.3 4.5 11.8 22.6 26.6 39.3 82.4 
 50 . . . 3.4 9.5 15 3.8 9.6 15 23.3 44.5 71.6 29.3 42.3 62.1 
20 5 3.1 7.6 14.9 4.5 12.7 64.7 4.7 13.2 65.2 5.6 17.5 69.2 29.9 50.2 148.8 
 10 . . . 4.3 12.3 44.2 4.3 12.9 45.4 5.9 13.7 46.7 33.7 53.8 140.7 
 20 . . . 3.4 9.4 22.9 3.4 10.4 23.4 4.9 10.9 21.2 32.6 52 112.9 
 30 . . . 4.3 9.9 19 4.3 10.6 19.5 10.4 22.2 36.6 31.9 46.3 101.6 
 50 . . . 3.7 9.4 17.3 3.7 9.8 17.7 47.1 63.6 88.8 37.6 54 85 
35 5 3.2 8.8 15.9 5.8 17 106.8 6 18 99.9 11.7 76.6 252.1 27 43 145.7 
 10 . . . 5.3 17 45.5 5.4 17.5 48.1 11.5 70.2 251.8 28.7 50.6 125 
 20 . . . 4.2 12.7 36.3 4.2 13.2 35.7 13.6 26.8 103.3 30.9 42.8 108 
 35 . . . 4.1 10.7 28.3 4.4 10.8 27.9 4 12.5 27.3 25.7 46.3 82.3 
 50 . . . 4.2 11.2 23.4 4.4 11.8 25.6 30.9 50.6 83.1 30.3 43.9 62.4 
 70 . . . 2.6 9.9 21.9 3 10.3 23 115.2 141.5 181.7 30.1 40.2 54.8 
50 5 3.4 8 12.8 5.7 13.5 109.5 6 13.6 97.6 39.1 139.9 9837.9 10.3 20.6 138.8 
 10 . . . 5 13.6 62.1 5.3 13.6 61.8 34.5 110.2 241.1 11.5 19.6 77.8 
 20 . . . 3.8 11.1 36.6 4.7 11.9 35 30.4 56.1 393.2 9.7 16.8 59.3 
 50 . . . 4.3 10.6 18.3 5.3 11.1 18.5 5.7 11.8 18.4 10.4 15.4 31.7 
 70 . . . 5.5 9.8 13.8 5.6 10.3 14.1 75.4 97.2 112.3 10.3 15.1 23.4 
 90 . . . 3.7 9.2 17.4 4.3 9.4 17.2 241.5 268.4 290.2 9.9 15.3 26.8 
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Table 2.46 Calibration: Nam and D’Agostino χ2 statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=0.5, σ=1; reference: Weibull γ=2, σ=1 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 2.6 7.2 12.3 3.1 9.3 20.5 3.2 9.2 20.9 3.1 9.3 20.5 17.9 27.5 47.9 
 10 . . . 3 8.3 15.6 3.1 8.3 16 2.7 8.4 16.1 20.6 27.2 46.5 
 20 . . . 2.7 7.8 15.4 2.7 7.9 15.9 3.4 9.8 18.6 18.5 26.5 35 
 50 . . . 3 7.7 20.2 3 7.8 20.7 11.6 29.4 52.1 19.8 27.6 38.3 
10 5 3.2 8 14.6 4.3 10.1 23.3 4.3 10 23.5 3.7 10.5 29.8 27.4 44.6 84.4 
 10 . . . 3.7 10 17.7 3.8 10 18.3 3.7 10 17.8 30.2 42.3 81.9 
 20 . . . 3.3 8.6 15.3 3.3 8.7 16 3.8 9.4 19.7 28.6 39.5 54.9 
 50 . . . 3.3 9.3 15.5 3.3 9.3 15.4 21.8 40.9 67.7 33.5 43.1 55.4 
20 5 3.1 7.6 14.9 4.2 9.7 28.1 4.3 9.8 28.5 5.5 19.7 64.9 34.1 56.1 115 
 10 . . . 3.6 9.7 23.2 3.7 10.1 23.5 4.5 16.7 45.7 37.2 54.9 108.6 
 20 . . . 3.8 8.3 16.4 3.8 8.5 16.5 3.8 8.3 16.5 37.3 51.6 69 
 30 . . . 3.4 9 18.6 3.6 9.2 18.6 8.2 14.5 24.6 42.7 55.1 76.2 
 50 . . . 3.7 8.9 17.7 3.8 9.1 18.7 41.1 59.1 80.5 42.2 56.2 73.7 
35 5 3.2 8.8 15.9 5.4 12.2 36.4 5.4 12.4 37.9 30 103.3 253.2 28.9 44.7 111 
 10 . . . 3.6 12.2 23.5 4.4 12.7 26.3 24.9 82.1 223.1 29.4 45.2 92.5 
 20 . . . 3.2 11.3 22 4.2 11.3 22.5 14.4 40.8 84.1 31.2 39.4 58.7 
 35 . . . 4.3 10.7 21.1 4.8 10.8 23.3 4.5 10.8 20.9 29.7 43.8 62.3 
 50 . . . 4.3 10 20.6 4.6 10 21.3 28.1 42.9 66.7 32.7 44.2 65.7 
 70 . . . 4.1 9.7 22.1 4.2 9.9 23.4 124.3 159.6 201.9 31.3 42.2 66.2 
50 5 3.4 8 12.8 4.3 11.1 32.2 5.2 11.1 31.6 61.6 156 324.6 9.9 18.5 50.5 
 10 . . . 5.6 10.5 21.9 5.5 10.6 23.4 64.8 118.2 211 10.5 15.4 37.4 
 20 . . . 5.5 9.3 16.3 5.7 9.9 16.2 39.4 60.7 101.6 10.3 15.1 24.4 
 50 . . . 3.5 9.9 16.4 3.9 10.6 16.4 3.5 9.9 17.1 8.8 15.9 26.6 
 70 . . . 3.7 8.5 13.6 4.2 9.1 13.9 95.5 114.7 130.3 10.3 14.5 22.2 
 90 . . . 3.4 8.8 14 3.8 9.3 15.6 320.1 353.6 385.7 8.5 14.6 21.4 
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Table 2.47 Calibration: Nam and D’Agostino χ2 statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=0.5, σ=1; reference: Weibull γ=2, σ=2 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 2.6 7.2 12.3 2.5 8.1 15.7 2.5 8.1 15.9 2.5 7.7 17.2 16.7 25.4 36.3 
 10 . . . 3 8.7 19.3 3.1 8.7 19.1 3 8.8 19.9 20.2 28.3 42.1 
 20 . . . 2.7 8.4 16.1 2.8 8.4 15.9 2.9 8.3 15.8 19.8 28.2 38.8 
 50 . . . 2.7 7.9 16.6 2.7 8 16.4 11 27.6 50 21.2 26.8 38.7 
10 5 3.2 8 14.6 4.1 8.9 15.9 4.5 9 17 3.8 10.1 23.2 26.6 39.2 56.4 
 10 . . . 4.3 9.3 18.7 4.4 9.5 18.6 4.2 10.3 23.1 31.5 45.1 61.4 
 20 . . . 3.9 9.3 17.4 4 9.5 17.3 4.2 9 17.1 33.8 44.6 61.2 
 50 . . . 3.6 9 16.5 3.7 9.1 16.4 20 37.4 64 34 43.6 53.2 
20 5 3.1 7.6 14.9 4 10.2 18 4 10.3 18.1 8.2 21.7 42.7 37.7 50 72.9 
 10 . . . 3.2 9.9 16.8 3.8 10.2 17.3 9.1 23.5 39.7 41.5 56.2 89.2 
 20 . . . 3.4 9 18.3 3.9 9.2 18.5 5.5 14.6 31.7 44.2 56.3 84.3 
 30 . . . 3.6 9.3 17.1 4 9.6 17.4 3.5 9.3 17.3 43.1 52.8 75.6 
 50 . . . 3.5 9.2 17.3 3.9 9.6 17.4 36.9 53.6 73.8 43.3 55.2 69.1 
35 5 3.2 8.8 15.9 4.3 10.2 21.9 4.8 10.1 21.6 45.1 98.7 154.6 29.4 40.1 63.3 
 10 . . . 4.2 11.8 22.2 4.3 11.9 22.7 53.3 92.5 205.7 31 45 79 
 20 . . . 4.5 10.5 24.6 4.8 10.8 26.4 41 78.4 150.2 31.7 46.2 67.7 
 35 . . . 3.1 9.6 22.1 3.1 9.9 22.5 10.4 19 38 34.8 42.5 52.5 
 50 . . . 2.9 10.3 22 3 10.6 22.4 20.6 38.2 60.9 32.5 42.2 68.1 
 70 . . . 2.8 9.3 22 2.9 9.9 22.4 193.1 226.9 277.4 32.4 43.7 56.1 
50 5 3.4 8 12.8 4.8 9.4 14.9 4.9 9.9 15.2 82.5 155.7 216.1 10.8 15.2 25.2 
 10 . . . 4.9 10.4 18.7 6.6 10.7 20.4 85.4 152 229.6 10.8 16.1 30.9 
 20 . . . 4.4 9.8 16.7 5.2 9.9 17.5 73.6 116.1 158.8 11.4 16 30.2 
 50 . . . 4.1 8.9 15.2 4.7 9.3 15.5 4.5 10.4 30.7 10.6 14.5 25.5 
 70 . . . 4.4 9 13.9 5.6 9.6 14.1 167.8 194.6 220.8 10.6 15 21.5 
 90 . . . 4.2 9.3 14.2 4.7 10 14.5 464.2 510.6 551.1 10.3 15.9 23.5 
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Table 2.48 Calibration: Nam and D’Agostino χ2 statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=0.5, σ=1; reference: Weibull γ=2, σ=4 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 2.6 7.2 12.3 3 8.7 20.6 3 8.6 20.5 3.4 9.1 24.6 17 26.8 41.2 
 10 . . . 3 8.4 20.5 3 8.5 20.1 3.5 8.5 24.1 19.8 26.2 37.7 
 20 . . . 3 8.5 17.6 3 8.5 18.4 3.3 8.9 19.1 20.8 26.7 36.2 
 50 . . . 2.7 8.2 16.1 2.7 8.4 16.8 10.8 26.5 45.6 21.9 27.4 34.6 
10 5 3.2 8 14.6 3.4 9 17.3 3.4 9 17.6 4.8 12.4 23.9 26.3 42 59.3 
 10 . . . 3.4 9.3 15.6 3.5 9.3 15.9 4.5 12.5 22.5 32 41.6 57.5 
 20 . . . 3.2 9 14.5 3.4 9.2 15 5 10.9 17.9 35.2 42 51.3 
 50 . . . 3.2 9 14.8 3.4 9.1 15.2 18 37.5 59.3 36.2 42.5 53.2 
20 5 3.1 7.6 14.9 3.4 9.3 19.4 3.9 9.6 19.6 9.3 22.2 51.6 36.8 51.2 94.4 
 10 . . . 3.7 8.8 14.9 4.2 9.6 15.6 11.1 25.1 46.7 41.2 52.9 70.9 
 20 . . . 3.7 8.9 17 4.3 9.5 17 8.6 23.7 39.7 40.7 55.2 74.1 
 30 . . . 3.4 9 16.7 3.8 9.2 16.8 5.9 15.7 29.4 43.3 56.2 68.3 
 50 . . . 3.4 8.4 16.8 3.8 8.7 16.8 33.6 49.8 74.8 45.3 54 69.8 
35 5 3.2 8.8 15.9 2.9 11.5 23.4 3 11.7 23.4 53.3 94.9 182.5 28 40.8 69.8 
 10 . . . 4.7 9.9 22.6 5 10.1 23.1 52.1 102.1 177.4 29.7 42.2 67.1 
 20 . . . 4.5 9.8 23.1 4.4 10.4 23.8 62.8 103.3 164.2 33.8 44.9 59.1 
 35 . . . 4.4 9.4 24.6 4.5 10.1 25.5 26 57.2 113.2 34.6 43.2 58.8 
 50 . . . 3.5 9.3 21.3 4 10.1 22.1 18.5 33.2 56.5 33.5 42.6 60.8 
 70 . . . 3.7 9.7 22.5 4.2 10 23.3 332.6 390 468.2 33.9 42.9 59.7 
50 5 3.4 8 12.8 5.2 9.8 17.3 5.2 10.5 17.8 103.8 165.5 256.1 10.5 16.2 27.8 
 10 . . . 3.9 9.5 22.4 3.9 10 22.7 121.1 165.8 260.2 10.8 14.7 30.3 
 20 . . . 3.8 8.9 15.6 4.1 9.1 16.3 119.1 157.3 211.5 10.4 15.5 24.5 
 50 . . . 3.9 9 13.9 4.1 9.4 15.8 5.2 13.2 53 10.3 14.8 21.9 
 70 . . . 4.1 9.2 13 4.1 9.7 14.5 371.5 406.5 438.1 10.1 14.6 20.6 
 90 . . . 3.6 8.6 13.1 3.6 9.3 14 102.3 134.5 170.5 9.6 14.8 21.3 
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Table 2.49 Calibration: Nam and D’Agostino χ2 statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=1, σ=1; reference: Weibull γ=0.5, σ=0.5 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 2.9 7.5 14.1 4.2 9.9 41.7 4.2 9.9 42.8 4.1 10 35.6 15.4 30.1 95.2 
 10 . . . 3.5 10.8 21.5 3.5 11 22.4 4.9 9.4 21.1 15.6 28.1 69.8 
 20 . . . 3.6 9.9 19.2 3.7 9.8 19.6 5.2 11.9 23.5 17.7 29.2 46 
 50 . . . 2.9 9.8 16.5 3.1 9.6 16.9 16.2 33.6 61.4 18.5 27 39.7 
10 5 2.8 8.1 16.5 3.7 11 33.8 3.8 10.9 33.5 4.7 11.6 34.6 24.9 45.5 136.6 
 10 . . . 4.8 11.3 29.1 5 11.3 28.7 3.5 11.5 21.6 25.8 43.7 105 
 20 . . . 3.2 9.9 20 3.3 10 20.1 4.5 13.1 30.8 25.7 46.4 76.9 
 50 . . . 3.5 8.7 16.9 3.6 8.8 16.7 25.7 51.8 72.8 26.8 41.8 66.1 
20 5 3.3 6.7 15 4.3 13.4 57 4.6 13.5 56.6 7.7 19.7 102.2 32.1 58.6 239.1 
 10 . . . 4.6 11.8 46.1 4.7 11.8 46.8 4.1 14.8 61.3 31.8 55.9 172.6 
 20 . . . 4.7 9.4 21.1 4.7 10 22.2 3.6 8.8 23.7 31.7 55 108.5 
 30 . . . 3.7 8.6 22.2 3.8 8.9 22.8 9.8 19.1 46.1 36.6 51.4 84.5 
 50 . . . 3.4 9.2 22 3.4 9.1 22.3 48 62.7 94.8 34.5 52.4 88.2 
35 5 2.1 7.3 14.5 4.9 13.4 68.5 5.3 14 68.1 20.8 95.9 441.1 28.7 46.5 207.4 
 10 . . . 4.6 12 57 5.1 12.5 56.2 20 73.8 275 29.1 44.4 132.3 
 20 . . . 5.5 10.5 32.4 5.5 10.9 30.9 9.2 29.1 150.4 27.7 45.3 114.1 
 35 . . . 3.6 7.9 18.8 4 8.1 21.1 4.3 9.8 19.6 28.4 40.5 76.3 
 50 . . . 4.2 8.8 19.5 4.8 9 19.2 29.7 46.9 69.3 29.5 38.3 78.3 
 70 . . . 4.1 8.3 22.4 4 8.5 22.1 109.4 137.5 168.3 30.6 41.8 83.6 
50 5 2 9.5 15.7 4.2 17.5 105.2 4.3 18.1 101 55.1 143.6 487.6 10.1 23.3 182.1 
 10 . . . 4.9 15 71.2 6.5 15.2 71.6 37.4 103.7 404.6 9.8 23.1 75.5 
 20 . . . 4.9 13.1 32.8 4.9 13.6 31.6 30.4 67.6 10432 10.2 20.3 46.9 
 50 . . . 3.6 11.6 28.5 3.6 11.7 29.4 3.8 13.5 23.1 10 17 43.5 
 70 . . . 3.8 11.9 24.2 3.9 12.8 23.8 67.1 94.4 114.2 9.2 17.8 36.6 
 90 . . . 2.8 12.1 20.8 3.4 12.8 20.2 225.4 270.1 300.4 9 17.6 29.9 
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Table 2.50 Calibration: Nam and D’Agostino χ2 statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=1, σ=1; reference: Weibull γ=0.5, σ=1 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 2.9 7.5 14.1 4.3 10.3 19 4.3 10.3 20.4 4.3 10.3 19 16.4 25.2 45.2 
 10 . . . 3 9.6 16.5 3.2 9.7 16.8 3.5 9.1 16.6 20.4 26.5 39 
 20 . . . 4.3 9.7 18.5 4.2 9.9 18.9 4.7 10.5 22.3 20.8 27.4 37.5 
 50 . . . 3.1 9.2 15.3 3.2 9.5 16.4 14.9 30.5 59.5 20 27.2 37.7 
10 5 2.8 8.1 16.5 4.3 8.7 19.8 4.5 8.9 19.7 5.3 10.7 23.1 23.8 41.8 69.2 
 10 . . . 3.7 9.6 17.8 3.7 9.7 17.5 3.7 9.6 17.8 24.7 42.9 63.6 
 20 . . . 4 9.3 17 4.3 9.6 16.9 4.2 9.9 21.1 33.2 43.3 57.5 
 50 . . . 3.9 9 17.1 4 9.2 17 22.6 49.5 73.4 34.8 43.3 55.1 
20 5 3.3 6.7 15 3.5 9.9 25.3 3.5 9.9 25.3 4.5 16.4 53.9 31.1 49.7 108.4 
 10 . . . 4.3 8 17.8 4.3 8.2 18.1 4.9 13.8 32 33.8 52.7 87.2 
 20 . . . 3.7 8.8 17.1 3.8 9 17.1 3.6 8.8 17.1 39.1 58 73.9 
 30 . . . 3.4 7.8 17.2 3.5 8.1 17.1 7 12.8 31.8 37.7 52.4 69.8 
 50 . . . 3.8 7.9 18.6 3.9 8 18.5 44.8 58.4 89.6 41.2 55.1 80.2 
35 5 2.1 7.3 14.5 4 11.5 39.5 3.9 11.5 39.8 19.4 78.3 269.4 25.4 38.2 96.9 
 10 . . . 5.7 8.9 19.1 5.7 9.5 19.2 25.1 73.6 179.1 28.9 38.3 71.9 
 20 . . . 3.4 8.1 14.5 3.5 8.4 14.6 13.7 40.6 102.7 29.6 41 64.5 
 35 . . . 3.7 8.1 18.8 3.7 8.6 19.4 3.7 8.3 17.8 30.6 38.7 71.4 
 50 . . . 4 7.7 14.4 4 8.2 14.4 26.7 42.3 59.7 33 41.3 54.4 
 70 . . . 4.3 7.7 14.5 4.6 8.1 14.7 125.7 156.5 192.8 31.4 39.8 52.4 
50 5 2 9.5 15.7 4.7 12.3 46.1 5 12.7 45.1 68.5 132.7 267.9 9.3 17.8 46.2 
 10 . . . 4.2 11.5 26.2 4.5 12.1 24.3 48 107.1 180.4 9.1 18.4 27.9 
 20 . . . 3.3 10.4 19.3 3.3 11 19.7 42.9 71.6 106.2 9.8 16.1 28.2 
 50 . . . 2.5 10 18.7 3.2 10.2 19.8 2.4 10.3 17.9 9.3 15.6 28.1 
 70 . . . 3.6 10.3 18.9 3.9 11.1 18.8 87.7 115.7 137.5 9.7 17 26.9 
 90 . . . 3.3 10.1 18.7 3.4 10.7 20.4 311.2 359.3 399.1 9.8 16.1 26.5 
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Table 2.51 Calibration: Nam and D’Agostino χ2 statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=1, σ=1; reference: Weibull γ=0.5, σ=2 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 2.9 7.5 14.1 4 8.7 15.8 3.9 8.7 16 3.6 9.5 18.9 20.7 29.3 42.8 
 10 . . . 3.4 9.2 16.9 3.4 9.1 16.6 3.2 9.3 16.7 20.8 27.5 39.9 
 20 . . . 3.2 9 18.8 3.2 9.1 18.4 3.6 8.5 18 21.9 27.4 35.6 
 50 . . . 3.5 9.1 15.8 3.5 9 15.6 14.1 28 56.6 20.9 27.3 34.2 
10 5 2.8 8.1 16.5 4.1 8.9 17.3 4.1 8.9 17.5 3.5 13.1 20.7 31.7 44.7 69.2 
 10 . . . 4.2 8.9 17.8 4.3 9.1 17.6 3.3 10.3 19.8 33.8 42.4 59.7 
 20 . . . 2.8 9.3 17 3.6 9.5 16.9 2.8 9.1 17 33.2 44.8 58 
 50 . . . 3.4 9.1 17.1 4.3 9.3 18.3 19.6 45.4 69.8 37.2 43.8 49.9 
20 5 3.3 6.7 15 3.4 8.4 28.2 3.5 8.5 28.7 10 23.5 54.4 40.2 55.1 93.3 
 10 . . . 3.8 8.4 18 3.7 8.4 18.3 9.1 20.6 42 41.3 53.4 80.9 
 20 . . . 3.1 7.9 17.9 3.2 8 17.8 4.2 13 23.6 40.6 53.4 73.3 
 30 . . . 3.2 7.5 17.1 3.8 7.6 17 3 7.6 17.2 40 51.2 77.5 
 50 . . . 3.5 8 14.6 3.6 8.1 14.6 36.9 50.5 78.8 44 54.2 69 
35 5 2.1 7.3 14.5 2.6 7.9 22.2 2.7 8.1 22.3 61.7 100.9 245.1 30.8 40.7 90.3 
 10 . . . 3.5 7.5 16.2 3.7 7.7 16.4 49.9 88.7 197.6 31.1 39.6 70.6 
 20 . . . 4 7.7 14.5 4.1 8 14.5 36.8 66.5 151.8 33.6 41.1 56 
 35 . . . 4.3 8.2 16.1 4.6 8.3 16.4 6.5 17.7 43.2 31.6 39.8 60.3 
 50 . . . 3.8 7.6 14.9 4 7.8 15.2 21 35.2 51.8 33.5 40.2 53.1 
 70 . . . 3.8 7.6 14.7 3.9 8 14.9 187 232.2 266.6 30.8 40.6 56.3 
50 5 2 9.5 15.7 4.1 11.3 29.1 4.2 11.9 28.1 106.6 159.1 283.3 9.2 17.2 48.3 
 10 . . . 3.2 10.5 22.4 3.3 10.9 22.2 97.4 141.6 240.1 8 16.5 28.9 
 20 . . . 3.9 10.1 20.9 4.1 10.7 21.5 70.7 107.6 149.5 10.2 16.9 32 
 50 . . . 3.2 9.9 16.4 3.2 10.6 16.6 5.2 12.7 29.8 9.5 15.9 22.9 
 70 . . . 3.1 10.1 17.9 3.2 10.7 19.1 165.3 196.6 226.8 9 15.9 27.5 
 90 . . . 3.6 10.2 18.7 3.9 10.7 18.6 453.1 518.6 565.4 8.9 16.4 26.1 
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Table 2.52 Calibration: Nam and D’Agostino χ2 statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=1, σ=1; reference: Weibull γ=0.5, σ=4 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 2.9 7.5 14.1 4 9.4 20.2 4 9.5 23.5 3.5 9.8 23.1 18.7 27.6 40 
 10 . . . 3.1 9.6 17.2 3.2 9.6 16.8 3.1 9.7 18.2 20.5 25.4 37.2 
 20 . . . 2.8 9.1 18.4 2.9 9.4 17.7 2.9 9.5 17.7 23 28.6 38.8 
 50 . . . 3.3 9.7 15.3 3.3 9.7 15.8 12.7 27.2 54.5 22.3 27.3 35.5 
10 5 2.8 8.1 16.5 3.5 9.6 18.5 3.6 9.7 18.9 4.5 13.5 27.8 33.6 43.7 67.8 
 10 . . . 3.9 9.4 17.4 3.9 9.8 17.2 4.3 11.7 20.7 31.8 41.9 54.6 
 20 . . . 3.9 9.5 17.6 3.9 9.7 18.2 4.5 11.7 23.1 35.9 46.6 56.6 
 50 . . . 3.9 8.7 18.5 4.2 8.9 18.4 18.4 42.3 64.7 37.9 43.1 51.3 
20 5 3.3 6.7 15 3.5 9.1 20.7 3.5 9.2 22.1 10.4 25.5 52.6 38.7 53.6 94.9 
 10 . . . 3.5 7.7 17.2 4.2 7.8 18.8 7.8 22.4 39.5 35.9 51.8 79 
 20 . . . 3.4 8.1 15.8 3.4 8.4 15.7 11.3 24.2 37.9 46 56.5 72.8 
 30 . . . 3.5 7.4 14.9 3.5 7.6 15.4 6.6 14.6 24.2 46 54.9 65.4 
 50 . . . 3.7 7.9 17.8 3.8 8 18.6 35.8 50 75.5 44.5 54 74.2 
35 5 2.1 7.3 14.5 3.4 9 18 3.4 9.2 17.6 45.9 110.5 235.1 30.3 42.2 70.2 
 10 . . . 3.3 8 19.2 3.3 8.2 18.8 48.5 93.9 209.6 28.6 38.1 78.7 
 20 . . . 4.2 7.8 14.7 4.2 8.5 14.9 57.2 108 186.6 33 43.6 57.5 
 35 . . . 4.3 7.8 15.1 4.3 8.1 15.3 26.3 53.9 90.9 32.5 39.1 48.3 
 50 . . . 4.3 7.5 14.4 4.4 7.9 15.2 17.2 31.8 45 32.5 41.3 56.2 
 70 . . . 4.1 7.7 15 4.1 8 15.1 334 394.3 436.7 33.5 40.3 53.6 
50 5 2 9.5 15.7 3.1 11.3 23.4 3.7 12.4 26.1 106.5 165.6 279.3 9.4 17 35 
 10 . . . 2 11.2 22.3 2.1 11.7 22.2 89.7 162.1 246.6 7.9 16.2 37.4 
 20 . . . 4.1 11.2 21.9 4.2 11.9 22.7 115.9 158.1 243.2 7.9 17.8 32 
 50 . . . 3.2 11 18.9 4.1 11.5 22 4.9 15.5 69.2 9.1 16.7 33 
 70 . . . 3.1 10.6 19.1 3.7 11.4 19.2 355.4 414 459 9.1 16.5 26.3 
 90 . . . 3.1 10.2 16.5 3.6 10.6 18 100.4 146.7 186.9 8.2 16.2 25.6 
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Table 2.53 Calibration: Nam and D’Agostino χ2 statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=1, σ=1; reference: Weibull γ=1, σ=0.5 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 2.9 7.5 14.1 4 11 25 4.2 11.3 25.9 4 10.2 23.1 18 29.1 88.3 
 10 . . . 4.6 10.7 25.6 4.8 10.9 26 4.1 9.5 20.8 15.9 24.6 56.8 
 20 . . . 4.3 9.5 23.5 4.3 9.5 23.7 6.3 12.4 28.3 16.9 29.6 54.8 
 50 . . . 3.9 9.5 15.7 4.1 9.5 15.4 16.6 31.8 61.7 19.4 26.6 40.2 
10 5 2.8 8.1 16.5 5.1 12.1 34.7 5.3 12.1 34.6 4.2 12.9 39.2 26.9 51.7 154.3 
 10 . . . 4.1 10.6 24.8 4.6 10.6 25.4 3.5 10.2 24.4 26.1 38.3 96.4 
 20 . . . 4.3 10.2 21.4 4.6 10.3 21.3 4.8 14.6 27.9 28 43.7 75.7 
 50 . . . 3.9 8.7 21.4 4 8.7 21.3 22.9 52.7 76 30 42.1 72.2 
20 5 3.3 6.7 15 4.7 12.9 46.4 5.7 13.3 48.3 8.2 22 102.4 33 66.8 240.7 
 10 . . . 3.5 10.9 41.9 4.2 11 41.9 5.3 12.6 41 32.3 49.1 126.8 
 20 . . . 4.5 10.5 23.9 5.1 10.5 23.8 3.6 9.3 29 34.3 56.3 108.8 
 30 . . . 3.1 8.8 20.8 3.1 9.3 20.7 10.4 17.6 44.1 39.9 52.8 77.7 
 50 . . . 3.5 8.1 20.6 3.7 8.3 22.1 47.2 63.9 99.2 37 52.1 89.2 
35 5 2.1 7.3 14.5 5.1 15.3 66.3 6 16 67.5 12.4 110.6 631.7 29.2 52.3 216.1 
 10 . . . 5.4 10.8 50.9 5.5 11.2 47.8 13.4 66.2 308.9 25.8 38.3 140.5 
 20 . . . 3.4 9.7 24.6 3.8 10.7 26.4 6.9 25.9 105.2 25.7 43.3 93.2 
 35 . . . 4.6 8.5 17.3 5.6 9.4 18.3 5.1 11.1 23.2 25.1 38.3 65.5 
 50 . . . 3.3 8.1 19.2 3.8 8.6 19.1 28.6 48.2 68.9 29.7 39.1 76.3 
 70 . . . 3.7 7.7 18.2 3.7 8.5 18.3 106.3 140.7 173.2 28.4 42.2 71.5 
50 5 2 9.5 15.7 4.3 19.8 65.2 6.2 19.8 66.3 88.5 178.2 693.9 9.9 24.5 117.4 
 10 . . . 5 15.5 57.3 5.4 16.1 58.3 44 88.7 273.2 9.1 19.2 77.4 
 20 . . . 3.4 14.1 30.5 4.9 14.8 30.7 26.9 57.2 128.9 9.5 18.8 47.5 
 50 . . . 4.2 10.6 20.2 4.3 11.6 20.7 3.5 12.8 21.7 9 16.1 33.2 
 70 . . . 4 10.1 20.8 4 11.1 21.7 71.9 93.3 114.9 9.1 17.3 32 
 90 . . . 2.1 10.6 21.6 2.9 11.4 21.5 223.6 268.7 302.9 7.9 17.1 32 
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Table 2.54 Calibration: Nam and D’Agostino χ2 statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=1, σ=1; reference: Weibull γ=1, σ=1 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 2.9 7.5 14.1 4 9.8 18.4 4 9.7 18.6 4 9.8 18.5 15.8 28.2 55.8 
 10 . . . 2.8 9.7 15.6 2.9 9.8 16.9 3.4 9.5 16.8 18.5 26.8 44.9 
 20 . . . 3.6 8.7 14.3 3.7 8.8 14.3 4.3 9.8 22 20.6 27.5 36 
 50 . . . 3.3 9.1 16.6 3.5 9.3 17.3 14.9 30.1 59.4 21.1 27.2 36.8 
10 5 2.8 8.1 16.5 4 10.2 20.6 4.1 10.2 20.7 4.1 11.4 27.1 22.6 46.5 87.8 
 10 . . . 3.8 9.2 19.5 3.8 9.3 19.7 3.9 9.2 19.7 27.3 44.4 74.8 
 20 . . . 4.5 9.3 20 4.5 9.4 20.1 4 11.1 18 32.2 43.8 56.6 
 50 . . . 4 9.4 19.2 4.1 9.4 19.3 22.5 50.2 76.1 34 44.2 58.1 
20 5 3.3 6.7 15 3.2 9.3 29.2 3.7 9.5 30 6.7 18.4 62.8 33 54.3 128.3 
 10 . . . 4.1 8.9 18.7 4.1 9 18.7 5.8 13.9 32.9 34.6 54.6 92.4 
 20 . . . 3.2 8 16.1 3.9 8 17 3.2 8 15.9 40.7 51.9 81.9 
 30 . . . 3.4 7.4 15.9 4 7.6 16 6.9 13 30 40.1 51.8 72.1 
 50 . . . 3.4 7.6 17.9 3.8 7.8 17.8 45.2 55.6 82.7 39.8 53.4 76.3 
35 5 2.1 7.3 14.5 3.6 10.6 33.6 3.6 11 35.2 25.4 98.9 318.8 29.2 44 117.4 
 10 . . . 4.3 9.2 22.9 4.4 9.3 23 21.5 78.5 153.4 28.4 40.4 70.4 
 20 . . . 4.3 7.6 16.7 4.5 7.7 16.9 18.4 36.6 104.7 30.3 39.4 65.3 
 35 . . . 4 8.3 19.1 4.1 8.5 19.2 4 8.7 18.7 30.4 40.2 63.1 
 50 . . . 3.7 8.2 14.5 4.2 8.3 16.4 25.7 40.8 60.3 30.2 40.7 65.4 
 70 . . . 3.6 7.5 14.6 3.6 7.7 15.6 126.2 158 188.3 31 42.8 52.6 
50 5 2 9.5 15.7 5.2 12.6 35.2 5.1 12.6 37.5 73.3 164.5 416.5 11.8 20.9 52.6 
 10 . . . 4.1 11.5 30.6 4.7 12.4 30.7 74 114.3 190.9 9.3 17.8 39.4 
 20 . . . 3.2 10.3 22 3.8 10.6 22.4 47.5 65.9 104.3 9 16.3 30.6 
 50 . . . 2.3 10.6 21.6 3.1 10.8 23.1 2.3 10.2 22.6 8.5 16.3 36.8 
 70 . . . 2.2 10.4 20.1 3.1 10.4 20.3 90.3 115.3 134.7 8.6 16.4 27.2 
 90 . . . 3 10.2 20.8 3.2 10.4 20.1 308.2 360.8 402.1 9.1 16.2 29.8 
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Table 2.55 Calibration: Nam and D’Agostino χ2 statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=1, σ=1; reference: Weibull γ=1, σ=2 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 2.9 7.5 14.1 3.6 9 15 3.6 9 15.4 4 9.4 14.4 18.4 27.4 35 
 10 . . . 3.2 9.2 15.1 3.2 9.2 15 3.1 9.3 15.1 18.4 28.2 37.2 
 20 . . . 4 9.6 15.5 4 9.4 15.9 3.5 9.1 15.4 20.7 26.3 34.9 
 50 . . . 3.1 9.4 15.9 3.1 9.2 15.4 13.8 28.7 57.1 22.8 26.7 34.8 
10 5 2.8 8.1 16.5 3.9 9 18.1 4.1 9.3 18.2 3.3 11.5 22.4 30.5 42.6 58.6 
 10 . . . 3.9 8.8 17.9 4.1 8.8 18 4.2 10.3 20.5 32 43.8 57.7 
 20 . . . 3.9 8.6 17.6 4 8.7 17.7 3.7 8.6 17.7 33.4 41.7 54.1 
 50 . . . 3.4 8.7 17.4 3.8 8.9 17.3 19.6 46.3 67.8 36 43.1 51.2 
20 5 3.3 6.7 15 3.5 8 17.1 3.5 8.3 17.2 9.3 21.4 44.2 34.1 53 79.1 
 10 . . . 4.1 8.3 15.9 4.6 8.5 15.9 7.3 21.9 39.1 39.3 54 71.3 
 20 . . . 3.1 8.1 14.8 3.2 8.2 14.7 4.1 12.5 22.3 42.2 52.2 66.8 
 30 . . . 3.1 7.7 14.6 3.4 8.2 14.6 3.5 7.7 14.9 43.2 53.6 67.4 
 50 . . . 3 8 16.4 3.2 8.1 16.2 39.1 50.8 78 43.9 53.5 66.6 
35 5 2.1 7.3 14.5 3 8.2 16.8 3.1 8.6 17.2 40.1 97.3 193.6 28.4 39.7 60.4 
 10 . . . 4.2 8.2 16.9 4.2 9.2 16.9 30.9 96.1 193.4 30.6 40.3 64.4 
 20 . . . 3.8 7.8 15.3 4.5 8.1 17 34.1 67.9 153 31.2 38.7 58.7 
 35 . . . 3.7 8 14.3 3.7 8.6 15 8.5 20.4 39.8 31.3 41.5 54.2 
 50 . . . 3.3 7.4 15.3 3.4 8.1 15.3 21.3 34.7 53.1 31.9 40.3 52.8 
 70 . . . 3.4 7.5 14.2 3.7 8.1 15.5 191.7 233.7 276 32.6 39.5 54 
50 5 2 9.5 15.7 4 10.3 22.6 4.2 10.5 24.6 98.2 153.9 237.1 8.6 15.9 33 
 10 . . . 4.5 10.9 20.8 4.7 11.5 21.4 88.8 144.2 235.8 9 16.7 28.1 
 20 . . . 3.4 10.6 18.4 3.6 11.3 18.4 71.3 103.1 146.9 9 16.6 26.9 
 50 . . . 3.1 10 17.7 3.2 10.6 18.9 4.7 11.7 35.1 9.1 15.9 27.2 
 70 . . . 3.3 10.3 17.6 3.3 10.7 18.2 164.2 198.1 230.5 9.3 16.1 24.4 
 90 . . . 3.1 9.9 17.5 3.2 10.4 18.1 455.4 517.5 568.6 9.7 16.1 25.1 
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Table 2.56 Calibration: Nam and D’Agostino χ2 statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=1, σ=1; reference: Weibull γ=1, σ=4 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 2.9 7.5 14.1 3.6 9.2 16.6 3.5 9.3 18.6 4.4 9.8 19.8 22.1 26.9 37.8 
 10 . . . 2.9 8.5 14.8 2.9 8.9 16 3.2 8.8 17.9 20.2 27.3 34.9 
 20 . . . 3.4 8.9 16.7 3.5 8.9 17.3 3.3 9.3 15.6 20.8 26.2 35.1 
 50 . . . 2.9 9.2 15.7 2.9 9 17.6 13.8 27.7 53 22.7 27.4 35.8 
10 5 2.8 8.1 16.5 4.3 8.7 18.8 4.6 9.1 18.9 4.5 11.7 24.1 33.6 43 59.1 
 10 . . . 3.5 8.9 17.5 3.6 9.1 17.4 4.2 11.6 24.6 35.7 42.6 58.7 
 20 . . . 3.9 8.8 17.8 4 8.9 17.9 3.8 10.5 20.6 33.3 41.7 54.2 
 50 . . . 3.4 9.1 17 3.5 9.2 17.4 17.4 42.4 72.5 36.8 42.8 50.8 
20 5 3.3 6.7 15 3.4 7.9 16.2 3.4 7.9 16.7 10.9 23.9 44.2 38 52.6 82.9 
 10 . . . 3.6 7.9 17.9 3.7 8 17.9 10.3 24.5 39.6 40.6 53.7 69.5 
 20 . . . 3.7 7.5 15.1 3.9 7.7 17.4 9.1 20.5 32.3 42.4 51.9 63.8 
 30 . . . 3.1 7.7 15.4 3.1 8.1 16.3 6.6 13.6 24.1 41.6 51.6 66.9 
 50 . . . 3.2 7.7 14.9 3.3 8 17.2 33.3 50.1 72.3 43.6 55 64.4 
35 5 2.1 7.3 14.5 4 7.8 17.4 4 8.1 17.7 56.6 104.2 222.2 30.5 40 65 
 10 . . . 3.3 8.8 14.8 3.3 8.9 15.7 55.2 102 194.4 31.6 40.2 62.1 
 20 . . . 3.9 7.5 15.3 3.9 7.8 15.9 54.5 94.1 169.7 29.7 39.6 56 
 35 . . . 4.2 7.6 14.7 4.5 7.9 15.4 27.1 57 111.9 31.9 40.7 50.7 
 50 . . . 3.8 7.5 15 4.1 7.8 16 19 31.2 52.5 33.9 40.5 51.7 
 70 . . . 3.8 7.3 15.5 4.1 7.6 16.5 335.6 388.9 441 33.5 39.9 52.9 
50 5 2 9.5 15.7 3.6 11.2 20.1 3.7 11.5 19.9 116.1 169.9 292.5 8.1 16.8 33.6 
 10 . . . 3.2 10.1 19.2 3.5 10.2 20 116.9 167.9 227.4 9.6 16.5 27.3 
 20 . . . 3.1 10.4 18.1 3.1 10.8 19.1 107.7 142.5 208.5 7.8 16.2 26.9 
 50 . . . 3.2 10 16.6 4.1 10.2 19.7 6.2 14.5 46.2 9.7 16.1 23.9 
 70 . . . 3.2 10 19.8 4.1 10.2 21.3 370.7 410 451.9 9.4 16.1 27.1 
 90 . . . 3.4 10.6 16.8 3.7 10.8 19.9 99.8 129.8 182 9.2 17.2 26.9 
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Table 2.57 Calibration: Nam and D’Agostino χ2 statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=1, σ=1; reference: Weibull γ=2, σ=0.5 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 2.9 7.5 14.1 6 10.6 23.9 6 10.6 24.7 5.7 10.4 20.7 14.9 26.9 56.9 
 10 . . . 4 9.6 21.3 4 9.7 20.6 4.1 9.6 19.9 15.1 27.8 55 
 20 . . . 4.2 9.9 18 4.2 10.1 18.1 5.6 11.9 26.7 16.2 26.5 50.7 
 50 . . . 2.8 10.1 14.7 2.8 10.1 14.6 16.1 31.7 61.5 19.5 26.4 39.2 
10 5 2.8 8.1 16.5 4.7 12.3 23.4 4.7 12.2 23.2 3.7 12.2 26 20.3 39.8 95.8 
 10 . . . 3.6 10.9 24.3 3.9 11 24.1 3.6 10 22.8 23.6 45.1 95.8 
 20 . . . 3.7 9.4 18.4 3.9 9.8 18.7 5.8 12.7 24.9 27 40.2 80.9 
 50 . . . 4 8.7 18.1 4 9.1 18.1 24.4 50.7 72.7 31 42.4 59.4 
20 5 3.3 6.7 15 3.9 11.1 53.4 4.1 11.3 53.4 6.1 16.9 83.3 30.4 50 130.9 
 10 . . . 4 9.3 47.6 4.1 9.7 48 3.2 13.5 43.9 34.1 56.5 136.3 
 20 . . . 3.9 9.4 26.1 4 9.6 27.1 3.7 9.6 19.2 33.7 52.1 114.1 
 30 . . . 4.1 9.7 20.7 4.2 10.1 20.6 9.7 21.4 40.5 31.4 47.4 98.8 
 50 . . . 3.4 8.2 17.9 4 8.5 18.1 47.5 64.2 87 35.8 53.4 81.6 
35 5 2.1 7.3 14.5 5.9 12.6 81.9 6 12.7 78.4 19.4 66.7 293.4 25.8 41.4 119.7 
 10 . . . 3.6 10.8 60.2 4.7 11 61.9 19.4 62.5 295.8 25.5 44.7 124.9 
 20 . . . 4.3 9.8 28.5 5 10.2 27.3 8.2 24 124.4 28.5 38.9 112.1 
 35 . . . 4.5 10.5 25.1 5.3 10.7 23.6 5.2 9.6 28.9 29.2 43.3 89.7 
 50 . . . 4.7 9.3 16 5.2 9.8 16.1 29.3 48.7 66.6 28.4 40.5 70.6 
 70 . . . 4.5 8 16.4 4.5 8.3 16.4 113.1 139.8 172.7 30 35.3 59.9 
50 5 2 9.5 15.7 5.1 14.5 96.6 5.1 15.3 91.1 54.3 126.4 702.7 9.3 20.7 144.2 
 10 . . . 3.9 15 67.6 4.3 15.8 82.1 53.6 112 2571.4 11.3 19.3 81.7 
 20 . . . 4.5 12.8 23.8 4.7 13.2 24.7 28.1 57.1 1072.5 9.1 18.3 34.6 
 50 . . . 5.2 10.9 21.1 5.5 12 21 4.4 13.5 21.5 9.8 18.2 26.5 
 70 . . . 3.5 10.3 20.7 3.5 11.2 20.6 70.6 95.9 121.4 9 16.3 33.2 
 90 . . . 3.5 10.5 18.6 4 11.3 19 225.4 271.5 305.1 9.1 16.3 31 
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Table 2.58 Calibration: Nam and D’Agostino χ2 statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=1, σ=1; reference: Weibull γ=2, σ=1 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 2.9 7.5 14.1 4.4 10.2 16.1 5.1 10.1 16.5 4.4 10.2 16.1 15.6 28.9 47.8 
 10 . . . 3.7 9.3 19.1 3.7 9.5 19.1 3.5 8.9 18.7 20 27.2 45.4 
 20 . . . 3.2 8.5 15.2 3.3 8.4 15.1 4.6 10.1 22 20 26.6 32.7 
 50 . . . 3.1 9.1 17.1 3.2 9.1 17.5 15.2 30.6 59.8 20.5 27.1 37 
10 5 2.8 8.1 16.5 5 9.9 22.7 5.1 10 22.4 5.3 10.8 29.2 29 44.7 80.2 
 10 . . . 4.4 9.7 21.1 4.8 9.8 21 4.4 9.7 21 30 44.4 80.3 
 20 . . . 3.7 9 17 3.7 9.1 17.8 3.7 10.8 19.6 30 41.1 55.7 
 50 . . . 3.9 8.6 18 3.9 8.7 18.2 22.1 48.9 70 34.6 43.2 55.8 
20 5 3.3 6.7 15 3.3 8.8 27 3.3 9.1 27.6 6.3 17.6 52.7 34.2 52.4 114.2 
 10 . . . 3.2 8.2 19.9 3.4 8.4 20.3 5.2 13.9 38.4 35.3 54 109.1 
 20 . . . 3.2 7.9 18.2 3.5 7.9 18.2 3.3 8 18.3 39.2 50.2 71.8 
 30 . . . 3.3 8.1 14.6 3.4 8.2 16 7.3 12.5 31.2 40 54.7 74 
 50 . . . 3.3 7.7 17.4 3.3 7.9 17.5 44.6 56.4 85.6 43.1 55.5 74 
35 5 2.1 7.3 14.5 3.8 10.1 21.9 4.4 10.4 22.4 28.9 100.4 267.2 26.4 43 93 
 10 . . . 3.9 8.5 22.1 4.5 9 22.6 27.8 74 257.4 28.7 40.1 92.7 
 20 . . . 3.3 7.8 16.9 4.3 8.4 17.2 15.8 38.5 89.3 29.7 37.4 56.5 
 35 . . . 3.8 7.4 16.3 4.2 7.8 16.4 3.8 7.3 16.3 31.9 40.4 67.1 
 50 . . . 3.4 7.6 16.9 4.3 8.4 17.3 26.2 40 61.9 31.9 40.4 57.3 
 70 . . . 4 7.5 15.5 4.3 7.6 15.4 125.6 158.3 191.4 30.9 40.3 57.9 
50 5 2 9.5 15.7 4.6 11.7 35.3 4.5 12.6 35.3 68 153 335.7 10.6 17.9 42.3 
 10 . . . 3.8 11.6 21.2 3.8 12.5 22.3 60.5 117.5 205 9.7 18.9 36.4 
 20 . . . 3.6 10.1 19.1 3.7 10.4 19.7 40.6 62.4 103.7 9.9 17 26.1 
 50 . . . 3.1 10.5 18.1 3.3 10.9 18.2 3.1 10.8 19.8 8.2 16.2 29.6 
 70 . . . 3.3 9.9 18.9 3.4 10 18.7 90.5 116.2 135.5 9 15.6 27 
 90 . . . 3.2 10.2 16.7 3.5 10.8 16.6 306 358.9 401.8 7.9 16 23.7 
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Table 2.59 Calibration: Nam and D’Agostino χ2 statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=1, σ=1; reference: Weibull γ=2, σ=2 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 2.9 7.5 14.1 3 9.2 15.2 3.4 9.1 15.1 3 9.4 17 18.5 26.8 38.2 
 10 . . . 3.8 9.3 17.1 4.2 9.3 16.9 3.8 9.2 17.7 18.5 28.2 40.8 
 20 . . . 3.1 9.8 15.8 3.2 9.8 15.7 3.9 8.9 16.2 21.2 28.1 39.1 
 50 . . . 3.9 9.2 17.8 4.2 9.2 17.6 13.9 28.5 56.8 21.4 27.3 37.2 
10 5 2.8 8.1 16.5 4.4 9 16.7 4.5 9.2 16.9 4.5 11.6 22.4 28.7 42 55.9 
 10 . . . 3.9 8.9 17.8 4 9.3 18.3 3.9 10.8 25.7 29.6 44.9 70.8 
 20 . . . 3.4 8.8 17 3.5 9.4 16.8 3.8 8.8 16.9 36.3 45 61.3 
 50 . . . 3.7 8.6 17.3 3.7 9.1 17.2 20 45.6 70.4 34 43.2 53 
20 5 3.3 6.7 15 3.5 7.4 19.8 3.7 7.7 20 9.4 19.2 42.7 39.2 50.7 74.7 
 10 . . . 3.1 8.2 17.7 3.1 8.7 18.4 8.1 21.1 35.7 36.3 57.3 79.7 
 20 . . . 3.1 8.1 15.2 3.8 8.2 15.6 5 14.2 24.9 41.9 58.3 78 
 30 . . . 3.3 7.9 15.5 3.9 8 16.4 3.9 7.8 16.1 44.1 53.4 66.9 
 50 . . . 3.2 7.9 17.3 3.8 8.1 17.4 39.1 51.9 80.7 45 54.3 74.5 
35 5 2.1 7.3 14.5 4.4 8.8 17.4 5.1 9 17.2 38.3 88.5 203.8 28.3 38.9 59.5 
 10 . . . 3.3 8.3 19.9 4.6 9.2 19.8 46.8 95.5 216.8 29.3 41.6 77.1 
 20 . . . 4.3 8.2 16.6 5 8.8 16.9 33.4 81.3 160.6 32.6 44 64.2 
 35 . . . 4.2 7.9 15.5 4.7 8.3 15.4 5.6 18 49.1 33.1 38.8 59 
 50 . . . 3.5 7.4 14.8 4.5 7.6 15 19.7 33.5 53.1 31.5 40.8 53.6 
 70 . . . 4 7.9 14.8 4.7 8.3 14.7 183.5 229.9 266.9 35 41.4 51 
50 5 2 9.5 15.7 3.9 11 21.2 4 11.9 22.5 83.8 151.8 214.5 7.9 16.7 29.8 
 10 . . . 3.2 10.1 18.8 3.1 10.7 21.3 97.1 155.7 232.9 9.1 17.5 27.6 
 20 . . . 3.9 10.7 20.9 4 10.9 21.4 80.5 110.5 167.6 10.1 17.9 33.6 
 50 . . . 3.6 10.2 17.6 3.7 10.8 17.6 4.1 12.8 31.6 9.3 16.6 25.2 
 70 . . . 3.8 10.3 19.6 3.9 10.5 20.6 166.9 196.6 223.6 9.4 16.1 28.2 
 90 . . . 3.5 10.2 19.9 3.4 10.8 21 452.7 510.5 564 9.1 16.4 26.9 
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Table 2.60 Calibration: Nam and D’Agostino χ2 statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=1, σ=1; reference: Weibull γ=2, σ=4 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 2.9 7.5 14.1 3.3 10 14.4 3.8 10 14.4 4.3 9.4 18.2 20.3 25.8 37.7 
 10 . . . 4.1 9.2 15 4.4 9.4 14.9 3.2 10.1 17.7 20.5 26.9 37.8 
 20 . . . 3.9 9.3 15.1 4.1 9.4 15.1 3.4 9.6 16.4 21.4 26.5 37.2 
 50 . . . 3.7 9 15.1 4.1 9 14.8 12.6 27 54.6 22.1 27.6 34.2 
10 5 2.8 8.1 16.5 3 8.9 17.8 3.3 9.1 18 4.7 11.4 25.6 29.1 41.7 62.9 
 10 . . . 3.8 9.3 17.5 3.9 9.5 17.3 4.2 12.5 22.5 34.1 43.9 58.5 
 20 . . . 3.4 9.5 17 3.4 9.9 16.8 4 11.1 20.6 35.7 44.6 56.9 
 50 . . . 4 9 18.7 4.2 9.4 18.4 19.1 42.8 64.1 36.5 43.6 54.8 
20 5 3.3 6.7 15 3.7 8.2 17.6 3.7 8.2 17.7 6.8 23.1 54.3 33 53.5 87.3 
 10 . . . 3.8 7.6 16.3 3.8 7.9 16.7 9.1 24.7 42.9 41.2 53.5 82 
 20 . . . 3.3 7.6 16.9 3.4 7.8 16.9 10.2 22.4 37.7 44.1 54.3 70.6 
 30 . . . 3.5 7.8 14.8 3.4 7.9 14.8 6 14.4 26.7 44.5 53.7 66.7 
 50 . . . 3.4 7.6 17 3.4 7.7 16.9 34.5 48.7 76 45.4 54.6 66.2 
35 5 2.1 7.3 14.5 4.5 9.1 17.1 5 9.4 17.7 46.9 102.6 213.1 27.8 39.6 79.1 
 10 . . . 4.2 8.3 14.9 4.7 8.3 15 55.3 109.5 201.5 31.3 42.4 59.1 
 20 . . . 3.9 7.7 16.8 4.2 8.1 16.7 50.2 99.1 189 33.2 40.3 59.7 
 35 . . . 4.4 7.6 15.3 4.7 8.1 15.2 27.2 52.8 130.6 31 41.4 57.2 
 50 . . . 3.6 7.6 15.6 3.8 7.9 15.6 16 30.8 47.3 33.2 40.3 55.7 
 70 . . . 3.5 7.6 15.9 4.2 7.8 15.8 337.4 393 450.2 33.3 39.3 58.7 
50 5 2 9.5 15.7 5.4 11.6 20.6 5.4 11.5 20.4 99.8 173.1 296.1 9.7 17.4 29.9 
 10 . . . 2.9 10.6 18.9 3.1 10.6 19.3 117.4 162.1 268 9.1 16.2 27.6 
 20 . . . 4.1 10.3 18.5 4.3 10.5 19 120.5 154.3 230.7 8.9 16 30.5 
 50 . . . 3.1 10.3 16.1 3.2 10.7 16.6 4 17.8 51.9 9.1 17.2 23.9 
 70 . . . 3.5 9.9 18.6 3.5 10.3 19 366.4 408.9 452.7 8.5 16.2 27.1 
 90 . . . 3.7 10.3 18.4 3.7 10.5 18.4 105.3 135.7 172.6 7.8 16 25.4 
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Table 2.61 Calibration: Nam and D’Agostino χ2 statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=2, σ=1; reference: Weibull γ=0.5, σ=0.5 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 2.9 8.3 17.2 4.2 11.5 23.8 4.5 11.4 23.3 4.6 10.9 22.1 15.7 31.8 93.5 
 10 . . . 4.7 10.9 21.6 4.6 11 23.1 4.2 10.1 20.7 15.9 29.1 65.2 
 20 . . . 4.1 9.2 17.8 4.9 9.5 17.9 5.7 12.2 26.2 16.1 32 43.7 
 50 . . . 3.6 9.2 17.5 3.9 9.1 17.3 19.8 29.5 63.2 19 28 37.5 
10 5 2.4 8.5 13.8 5.7 11.8 25 6.4 12.6 25 5.9 12.5 27.3 23.9 45.3 143.7 
 10 . . . 2.8 10.4 28.5 2.8 11.1 28.5 3.4 10.5 24.7 21.9 42.5 109.3 
 20 . . . 4.4 9.6 18.5 4.3 9.9 18.8 8.4 13.7 21.9 22.7 43.8 76.9 
 50 . . . 3 9.9 17.8 3.1 10.3 18.4 33.2 51.7 75.6 25.9 41.7 64.3 
20 5 2.7 6.8 13.8 5 11.8 35.6 5.4 12.1 37 5.3 20.6 86.2 28.3 57.2 245.3 
 10 . . . 5.1 11.6 47.9 5.5 11.6 48.6 5.3 15.3 72.3 30.4 56.3 176.3 
 20 . . . 3.8 11.5 23.5 3.9 11.6 23.7 4.9 8.6 22.7 34.4 58.2 104.5 
 30 . . . 3.7 8.9 19.7 3.8 9.4 20 9.7 21.1 37.6 31 50.6 88.6 
 50 . . . 4.5 8.8 18 4.9 9.2 18 40.3 63.4 92 36.8 52.1 88.6 
35 5 2.4 7.6 16.1 5.9 14.6 77.4 6.2 14.8 78.7 19.3 93 647.2 27.6 48.5 291.6 
 10 . . . 4.3 15.1 56.2 4.6 14.9 56.3 15.9 67.9 432.2 27.1 48.4 155.6 
 20 . . . 4.2 11.7 23.8 4.6 12.6 24.5 7.9 30.3 81.5 27.2 42 91.5 
 35 . . . 2.8 9.6 22.1 3.1 10 23.5 4.7 12.7 22.7 27.4 40.4 76.5 
 50 . . . 3.2 9.2 21.3 3.2 9.7 21.1 37.9 48.6 72.1 26.1 39.2 75.5 
 70 . . . 3.1 9.2 19.9 3.2 10 19.9 115.7 138.6 169.4 29.9 44 75.9 
50 5 3.8 8.2 17.9 6 14.6 106.6 6.2 14.8 100.4 56.9 142.5 494.3 10.7 22.5 170.6 
 10 . . . 4 14 67.7 5.6 15.7 68.1 40.1 112 4668.4 10.5 20.6 100.5 
 20 . . . 4.2 11.5 33.4 5.7 11.7 36.2 27.5 62 2202.1 9.7 18.2 53 
 50 . . . 4.1 9.5 24.5 4.1 10.6 26.5 5 10.7 29.6 9.1 17 36.2 
 70 . . . 3.9 10.1 20.6 5.1 10.2 21.9 70.4 89.3 117.3 10.2 17.8 35 
 90 . . . 4.6 10.6 21.5 6.5 10.7 21.9 229.9 267.6 315.3 11.5 16.5 32 
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Table 2.62 Calibration: Nam and D’Agostino χ2 statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=2, σ=1; reference: Weibull γ=0.5, σ=1 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 2.9 8.3 17.2 4 9.8 20.2 4 9.8 20.2 3.9 9.8 20.2 15.9 25.6 52.1 
 10 . . . 4.6 8.9 21.9 4.6 8.8 21.9 4.6 9.3 21.2 19 26.8 39.9 
 20 . . . 3.8 9 17.4 3.8 8.9 17.6 5.6 10.2 26.3 19.5 28.5 37.4 
 50 . . . 3 8.9 18.5 3.1 8.7 18.7 19 28.1 58 21.6 27.6 37.2 
10 5 2.4 8.5 13.8 3.2 10.8 21.6 3.2 10.7 22 3.1 10.8 26.6 24.8 39.1 71.8 
 10 . . . 3.5 9.8 20.5 3.5 9.7 20.5 3.3 9.7 20.4 28.8 40 69.3 
 20 . . . 2.8 9.4 16.9 3.1 9.5 16.9 4.8 11.4 19.2 31.6 43.6 56.7 
 50 . . . 3.6 9.1 15.3 3.8 9.1 15.3 30.7 47.9 70.3 32.8 42.2 54 
20 5 2.7 6.8 13.8 3.9 11.2 25.7 5.1 11.9 26.1 5.4 18.1 54.3 33.2 47.9 95.5 
 10 . . . 2.6 7.8 16.7 3.2 8 16.7 5.3 13.4 30.5 35.2 52.2 84.8 
 20 . . . 3.5 8.8 16.4 3.6 8.9 16.5 3.5 8.6 16.4 37.9 56.2 79.1 
 30 . . . 3 8 15 3.3 8.3 14.9 6.5 13.5 24.8 41.8 52.4 77.8 
 50 . . . 2.6 7.9 18.1 3 7.9 17.8 36.5 58.3 83.9 43 55.5 71.5 
35 5 2.4 7.6 16.1 2.8 11.1 32.1 3.2 11.2 32.2 19.6 78.2 216.2 28.4 39.8 81.9 
 10 . . . 3.2 10.2 19.8 3.5 10.2 19.6 27.3 69 151.6 26.3 39.6 66.8 
 20 . . . 3.3 8.8 17.7 3.7 9.1 18.4 14.3 43.9 79.9 29 40.5 60.1 
 35 . . . 2.8 8 19.3 3.1 8.5 20.5 2.9 8.1 19.4 29.8 38 57.5 
 50 . . . 2.6 8.9 17.7 3.2 9.3 17.9 31.8 43.5 62.9 31.6 40.3 54.7 
 70 . . . 2.7 9.3 17.2 3.1 9.7 17.5 137.5 159.7 192.3 29.5 42.2 61.8 
50 5 3.8 8.2 17.9 3.9 12.4 43 4 13.1 42.4 70.6 141.7 324.9 10.2 19.2 42.5 
 10 . . . 5.4 10.6 22 6.2 11.3 21.8 43.1 104.2 179.4 10.4 16.4 31 
 20 . . . 4.5 9.4 22.1 4.5 10.1 22.1 40.4 66.2 118.6 10.2 15.9 33.7 
 50 . . . 4.2 9.3 18.3 4.1 10.7 18.8 3.8 9.4 18 9.1 15.4 31.3 
 70 . . . 3.5 9.2 20.8 4.1 9.5 21.1 94.1 112.5 145.3 9.8 14.8 29.8 
 90 . . . 3.7 8.7 18.5 4 9.7 19.1 313.1 357.8 402.9 10.1 14.7 27.8 
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Table 2.63 Calibration: Nam and D’Agostino χ2 statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=2, σ=1; reference: Weibull γ=0.5, σ=2 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 2.9 8.3 17.2 3.5 9.1 21.4 4 9.2 21.4 3.8 8.9 20.9 19.5 29 42 
 10 . . . 3.6 8.8 18 3.6 8.9 18.1 3.4 8.9 17.8 20.6 27.1 37 
 20 . . . 4.5 9.3 17 4.4 9.5 17.2 4.5 9.6 19.4 21 28.5 36.2 
 50 . . . 3.8 9.2 17.5 3.8 9.2 17.7 17.3 27.1 55.4 22.1 27.7 35 
10 5 2.4 8.5 13.8 3.9 9.2 25.7 4.2 9.8 25.6 2.3 11.7 40 30.4 43.1 82.2 
 10 . . . 3.1 9.2 15.7 3.3 9.6 15.6 2.5 10.2 18.1 32.5 41.6 57.7 
 20 . . . 3.3 8.6 15.6 3.9 9 15.9 3.8 8.5 15.1 33.7 42.6 52.7 
 50 . . . 3.2 8.7 15.2 3.6 9.5 15.1 29.2 43.9 68 35.8 42 50.3 
20 5 2.7 6.8 13.8 3.9 8 22.6 4 8.3 22.8 10 24.3 69.5 39.7 56.9 106.7 
 10 . . . 3.1 8.2 17.8 3.5 8.5 19.5 9.2 20 49.1 42.2 52.5 81.1 
 20 . . . 3.4 8.6 15.1 3.4 8.9 15.7 4.6 14.4 28.4 40.8 57.1 72.9 
 30 . . . 3.1 7.8 14.7 3.3 7.9 16 3.2 7.7 14.5 43 53.2 67.7 
 50 . . . 2.8 7.6 17.7 3.2 7.9 17.7 31.2 52.6 77.3 45.5 54.2 67.3 
35 5 2.4 7.6 16.1 3.6 10.2 20.6 4 10.9 21.1 50.9 103.2 223.9 30.3 43.8 81 
 10 . . . 2.7 8.7 18 2.7 8.9 19.8 47.3 87.9 172.7 30.3 40.4 62 
 20 . . . 3.3 8.8 17.6 3.3 9.1 18.4 28.4 73.5 130.2 31 41.3 63.6 
 35 . . . 2.4 8.6 17.9 2.6 8.7 17.8 8 17.6 37.2 32.2 39.7 53.9 
 50 . . . 2.6 8 16.1 2.6 8.4 17.2 25.8 36.8 54.3 30.8 41.4 51.1 
 70 . . . 2.4 7.9 16.3 2.5 8.6 17.1 205.7 231.3 271 32 40.4 49.4 
50 5 3.8 8.2 17.9 4 9.8 26.3 5.3 10.2 26.9 103.8 161.5 303.3 9.2 15.8 48.5 
 10 . . . 3.4 9.7 19.4 3.8 9.8 20.6 106.6 145.5 238.3 9.5 15.5 26.8 
 20 . . . 3.5 9.7 19.3 4 10.3 20.3 71.4 105.2 158.2 9.5 15.4 27.1 
 50 . . . 3.3 8.8 18.7 4.2 9.4 18.9 4.1 12.3 28.6 10 14.3 27.1 
 70 . . . 3.9 9.5 17.7 4.4 9.8 18.4 165.5 197.8 232 9.3 15.2 24.1 
 90 . . . 3 8.8 18.4 4 9 19.4 463.7 517.5 580.3 8.9 14.7 28.7 
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Table 2.64 Calibration: Nam and D’Agostino χ2 statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=2, σ=1; reference: Weibull γ=0.5, σ=4 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 2.9 8.3 17.2 3.1 9.3 17.5 3.2 9.4 17.6 3.4 10.1 17.7 19.7 27.6 41 
 10 . . . 4.5 9.2 17.9 4.5 9 17.4 4.9 9.6 19.6 19.6 27.1 39.1 
 20 . . . 3.7 9 17 3.7 8.8 16.4 3.2 9.3 17.1 21.9 28.6 36.6 
 50 . . . 3.4 8.8 17.2 3.5 8.8 16.9 17.3 25.7 51.7 22.7 27.9 38 
10 5 2.4 8.5 13.8 4.3 8.7 16.7 4.4 8.8 16.7 2.4 12.4 24 29.8 43 58.6 
 10 . . . 3.1 9.4 17.2 3.6 9.5 17.5 2.9 11 20.1 30.4 40.4 62.8 
 20 . . . 3.1 8.8 15.2 3.7 8.9 15.1 4.3 11 20.6 34.4 43.9 56.2 
 50 . . . 2.8 9.2 18.9 2.9 9.2 18.8 27.3 42.2 64.8 35.7 41.8 53.5 
20 5 2.7 6.8 13.8 4.3 8.9 15.5 4.7 9.1 15.5 9.3 28.1 45.8 38.5 55.3 81.8 
 10 . . . 3.8 7.9 17.1 3.8 8.1 17.6 9.7 24 50.8 35.6 52.1 71.7 
 20 . . . 3.4 7.9 18.5 3.5 8.1 18.5 11.9 25.2 45 48.1 58.6 74.9 
 30 . . . 3 8.2 17.9 3 8.2 17.7 6.6 15.3 31.8 45.9 55.1 70.3 
 50 . . . 2.9 8.3 17.7 2.9 8.5 17.5 29.9 49.1 76.5 44.9 54.8 74.8 
35 5 2.4 7.6 16.1 3.1 9.4 19.3 3.2 9.8 19.4 57.3 102.2 183.4 29.5 40.1 71.1 
 10 . . . 2.8 8.8 17 2.9 9 18.2 49.2 98.5 186.8 29.6 39.1 63.9 
 20 . . . 2.7 9.3 16.4 2.7 9.4 17.4 62.7 107 147.1 33.6 44.3 61.9 
 35 . . . 2.5 7.9 16.6 2.6 8.5 18.2 25 53.1 80 31.1 40 52.1 
 50 . . . 2.6 8.4 17.4 2.7 8.5 17.4 22.5 33.3 50.2 31.9 41.1 56.5 
 70 . . . 2.6 8.7 16.1 3.1 9.1 16.4 348.2 390.6 442.6 32.5 40.2 52.5 
50 5 3.8 8.2 17.9 4 10 18.9 4.6 10.2 20.7 118.1 179 276.7 9 15.9 32.3 
 10 . . . 3.9 9 18.8 4.2 9.2 18.9 118.5 163.9 259.4 9.5 14.8 25.6 
 20 . . . 4.3 8.9 18.5 4.9 9.2 19.1 106.1 167.3 223.8 12.2 15.4 26.8 
 50 . . . 3.6 9.7 19.4 3.6 10.4 20.6 4.6 16.4 44.7 9.2 15.5 29.1 
 70 . . . 3.6 9.1 19.5 4.2 9.4 19.8 355.6 412.7 477.3 10.1 15.5 25.2 
 90 . . . 3.6 9 18.3 4.2 9.4 18.7 110.7 144.2 203.7 9.3 14.3 24.6 
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Table 2.65 Calibration: Nam and D’Agostino χ2 statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=2, σ=1; reference: Weibull γ=1, σ=0.5 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 2.9 8.3 17.2 4.6 11.4 34.4 4.6 11.4 34 4.5 10.9 26.8 14.7 31 81.6 
 10 . . . 4.1 9.4 21.3 4.1 9.4 21.1 4.5 10.1 23.1 14.7 22.8 68.3 
 20 . . . 4.6 9.3 19.1 4.7 9.3 19.2 6.1 12.5 25.8 13.7 28.4 48.3 
 50 . . . 3.9 9.4 19.4 4.1 9.5 19.8 20.3 29.6 58.7 19.4 27 50.6 
10 5 2.4 8.5 13.8 5.1 12.5 41.8 5.2 12.6 41.4 5.3 12.8 46.7 23.2 52.2 162 
 10 . . . 4.1 12.4 23.7 4.2 12.7 24.3 3.9 11.9 23.3 25.3 36.2 116.3 
 20 . . . 2.8 9.5 21.3 3.1 9.6 21.2 7.1 12.4 28.5 27.5 43.6 75.4 
 50 . . . 3.9 8.9 18.4 4 9.2 19.2 35.6 50.2 76 30.4 40.7 67.2 
20 5 2.7 6.8 13.8 4.4 13.4 54.7 4.5 13.5 55.1 6.3 26.6 119.6 30.2 64.9 261.9 
 10 . . . 3.5 9.9 30.1 3.6 10.6 30.3 2.5 12.6 39.6 29.8 46.3 144.6 
 20 . . . 4.7 11.4 19.4 4.7 11.8 20 4.3 11.1 21.2 34.9 55 107.6 
 30 . . . 4.1 9.4 19.3 4.3 9.7 19.2 9.8 18.8 34.6 36.5 51.6 89.4 
 50 . . . 3.3 8.3 15.9 3.7 8.7 16 41.2 63.5 89.8 37.1 53.9 85.3 
35 5 2.4 7.6 16.1 5.7 14.8 68.7 6 15.4 68.9 19.8 112.6 530.7 27.3 53.7 191.9 
 10 . . . 4 14 44.4 4 14.4 44.5 13.9 45.2 287.1 24.3 38.2 152.2 
 20 . . . 2.8 11.4 26.5 3 11.6 27.4 6.9 27.2 83 29.3 40 76.8 
 35 . . . 2.7 12.1 27.4 3.1 12.4 27.1 4.8 14.2 26.2 28.2 39 64.6 
 50 . . . 3.9 9.2 23 4.6 9.4 24.7 36.6 51.5 65.4 29.8 39.8 88.9 
 70 . . . 2.9 9 19.2 3 9.4 21.2 119.1 141.1 171.8 28.9 41 74.5 
50 5 3.8 8.2 17.9 6.9 18.9 111.2 6.9 20.1 92.9 50.4 174.3 567.5 12.6 29.6 181.3 
 10 . . . 5.6 15.2 61 5.7 16.2 60.8 42.6 78.2 259.9 10.7 21.2 74.2 
 20 . . . 5 13 34.2 5.1 13.1 34.3 28.7 65.1 379.4 10.2 19 54.1 
 50 . . . 4.4 9.5 19 4.4 9.6 19.6 5.1 10.3 21.1 9.2 15.2 29.7 
 70 . . . 3.9 9.7 20.2 4.2 9.8 18.9 71.6 93 122.1 8.7 16.8 32.5 
 90 . . . 4 9.6 20.9 4.1 10.2 20.3 224.9 265.3 318.4 10.8 16.2 33.5 
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Table 2.66 Calibration: Nam and D’Agostino χ2 statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=2, σ=1; reference: Weibull γ=1, σ=1 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 2.9 8.3 17.2 3.2 9.9 17 3.2 9.8 18.7 3.2 9.9 17 15.8 29.8 48.5 
 10 . . . 3.7 9 18.1 3.7 8.9 17.7 4.2 9.9 19.1 18.2 28.3 41.8 
 20 . . . 3.7 9.1 18.5 3.9 9.2 18.1 5.6 10.4 22.6 20.7 27.4 40.8 
 50 . . . 2.9 9.4 17 2.9 9.5 17.2 18.2 27.8 58 20.2 27.5 36.9 
10 5 2.4 8.5 13.8 2.9 9.9 25.2 2.9 10.2 26.3 3.3 11.3 23.8 24.5 47.2 80 
 10 . . . 3.7 10.5 17.9 3.7 10.6 17.9 3.8 10.5 18 29.5 42.7 64.8 
 20 . . . 3.7 8.8 20 3.9 8.9 20.5 4.8 11.1 19.3 32.5 41 60.5 
 50 . . . 2.8 9.2 18.7 2.8 9.6 19.4 31.1 48 69.9 31.2 42.3 63.2 
20 5 2.7 6.8 13.8 4.6 9.6 23.6 4.8 9.9 24.7 4.4 23.3 57.6 32 59.1 126.9 
 10 . . . 3.7 9 17.1 3.7 9.2 17 3.8 14.1 32.7 36.7 58.3 98.1 
 20 . . . 3.8 8.5 16.3 3.9 8.8 16.6 3.8 8.6 16.7 42.2 53.4 78.7 
 30 . . . 2.6 8 15.1 2.6 8.3 15.3 6.2 12.6 28.6 42.4 52.1 68.3 
 50 . . . 3.6 8.3 15.5 3.6 8.6 15.8 38.1 57.9 84.4 40.8 55.4 77.5 
35 5 2.4 7.6 16.1 3.1 11.6 30.4 3.1 11.4 30.3 28 103.7 223.7 26.4 44.8 94.7 
 10 . . . 3.1 9.1 22.7 3.4 9.2 22.8 30.8 68.4 187.9 30 40.3 81 
 20 . . . 2.8 9.3 16.1 2.8 9.5 16.6 14.5 39.8 84.2 30 40.7 57.9 
 35 . . . 2.8 8.7 18.7 3.1 9.1 18.5 2.8 8.8 19.4 28.9 39.8 64.1 
 50 . . . 2.8 9.6 19.3 2.9 9.8 19.5 32.6 43.2 65.4 31.2 40.2 59.2 
 70 . . . 2.4 8.5 17.5 2.8 8.6 17.4 136 159 194.3 31.5 42 64.2 
50 5 3.8 8.2 17.9 3.9 13.1 37.4 4 12.9 36.8 79.2 167 487 9.8 21.8 54.8 
 10 . . . 4.5 10.8 22.4 4.6 11.3 22.8 63.5 109.6 203.2 10.8 15.6 36.9 
 20 . . . 4.1 9.2 19.5 4.1 10.3 18.9 41.3 69.6 104.7 8.6 15.2 28.9 
 50 . . . 4.4 9.7 20.5 4.3 10.1 21.9 4.6 9.7 20.5 10.3 15.6 33.9 
 70 . . . 3.6 10.3 18.3 3.9 10.1 18.4 90.3 112.1 145.7 8.7 16.1 28.4 
 90 . . . 4 9.4 20.4 4.2 10.1 20.3 309.9 355.4 406.8 9.6 15.2 28.1 
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Table 2.67 Calibration: Nam and D’Agostino χ2 statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=2, σ=1; reference: Weibull γ=1, σ=2 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 2.9 8.3 17.2 3.8 8.9 20.6 3.8 8.8 20.3 3.7 9.3 20.6 18.9 27.5 38.1 
 10 . . . 3.3 9.2 19.2 3.3 9.2 18.9 3.2 9.2 19.1 19.3 27.8 41.2 
 20 . . . 3.9 9.1 17.2 3.9 9 17.4 4.7 10 19.3 20.5 27.6 34.9 
 50 . . . 3.1 9.3 17.8 3.1 9.2 17.5 17.4 26.5 56.1 21.8 27.5 34.9 
10 5 2.4 8.5 13.8 3 9.4 19.7 3 9.5 19.4 3.4 10.4 24.7 30.8 40.4 57.2 
 10 . . . 3.2 9.2 16.6 3.3 9.2 17.3 2.5 10.2 20.1 31.5 42.2 60 
 20 . . . 3.7 8.9 18.2 3.7 9.1 18.1 4.1 9 17.9 34.2 40.2 54.4 
 50 . . . 3 8.9 15 3.1 8.9 14.9 29.3 44.5 67.7 35.1 42.3 50.7 
20 5 2.7 6.8 13.8 2.6 8.7 17.2 2.8 8.8 17.7 7.4 22 49.4 37.8 53 79.7 
 10 . . . 3.3 7.8 18.6 3.3 7.8 18.4 8.5 19.6 50.7 37.5 55.1 79.3 
 20 . . . 3.2 7.9 15.3 3.2 7.9 15.8 5.3 13 24.1 42.4 53.9 65.9 
 30 . . . 3 8 18.3 3 8 18 2.9 8.1 19.4 43.1 52.7 70.9 
 50 . . . 2.6 7.8 16.9 2.8 7.8 16.9 32.9 53.1 75.6 44.7 55 66.7 
35 5 2.4 7.6 16.1 2.4 9.9 16.6 3.1 10 16.8 45.6 91.1 159.4 29.5 38.5 60.6 
 10 . . . 2.5 10.1 18.4 2.8 10.6 18.3 43.3 94 166.6 31.6 40.1 63.1 
 20 . . . 2.9 8 16.2 3.1 8 16.6 32.9 66.6 100.9 31.1 39.3 51.9 
 35 . . . 2.7 8.6 17.8 3.4 9 18.2 6 18.9 43.6 32.5 39.7 58.7 
 50 . . . 2.4 8.4 18 2.7 8.7 18.2 26.4 37.6 53.5 32.4 40.6 55.1 
 70 . . . 2.4 8.2 17.1 2.8 8.3 17.4 204.7 233.7 271.5 31.5 39.9 52.8 
50 5 3.8 8.2 17.9 3.7 9.5 22 4.7 9.8 23.5 73.9 152.8 249.4 9.5 15.4 29.2 
 10 . . . 4 10.2 19.3 4.3 10.3 20.3 86.1 151.6 204.5 9.4 16.2 30.1 
 20 . . . 3.4 8.9 19.2 3.7 9.5 19.3 69.9 99.9 149.6 9.5 14.5 31.5 
 50 . . . 4.1 9 18.7 4.7 9 18.9 5.9 11.3 35.1 9.5 14.7 29.3 
 70 . . . 4 8.9 18.5 4 9 19 173.3 196.8 225.1 9.5 14.4 28 
 90 . . . 3.8 8.7 18.3 3.9 9.1 18.4 455.8 515.9 581.9 10.5 14.2 25.1 
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Table 2.68 Calibration: Nam and D’Agostino χ2 statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=2, σ=1; reference: Weibull γ=1, σ=4 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 2.9 8.3 17.2 4.2 9.2 16.9 4.4 9.1 17.4 3.4 9.7 18 19.7 27.9 37.1 
 10 . . . 4.2 9.7 17.1 4.3 9.6 17.5 3.8 10.1 19.7 21 28.1 36.4 
 20 . . . 4.1 8.8 17.3 4.1 9 17.9 3.5 9 17.6 21.6 25.9 35.4 
 50 . . . 3.8 9 17 3.7 8.9 17.4 14.9 25.8 54.1 21.9 27.2 35.4 
10 5 2.4 8.5 13.8 3.5 9.2 18.4 3.6 9.4 19.3 3.7 10.8 27.2 31.2 43.1 61.4 
 10 . . . 3.2 8.9 15 3.2 9.2 15 2.4 10.8 23.1 34.5 41.9 52.9 
 20 . . . 3 8.7 15.7 3 9 15.6 3.3 10.1 21.7 33.9 40.7 51 
 50 . . . 3.3 9.1 16.1 3.3 9.4 16 27.3 43 62.2 34 42.6 50.7 
20 5 2.7 6.8 13.8 3.7 7.8 18.9 3.9 8 19 11.7 25.2 44.1 42.3 52.3 80.6 
 10 . . . 2.7 8.1 15.5 2.9 8.4 16.3 10.9 23.4 50.6 41.5 54.6 77.3 
 20 . . . 2.9 8.1 17 3.2 8.4 17.1 7.7 20 39.2 43.2 52.5 67 
 30 . . . 2.6 8 15.1 2.9 8.4 16.2 6.2 14.6 29.7 42.9 51.7 68.1 
 50 . . . 2.7 7.5 15.3 3 8 16 27.5 51.3 77 45.5 54.4 62.9 
35 5 2.4 7.6 16.1 2.7 8.9 16.9 3.2 9.1 18.1 59.7 98.8 172.1 30.9 41.3 57.7 
 10 . . . 2.4 9.6 16.6 2.9 9.7 17.5 51 105.1 163.8 31.9 42.9 59.7 
 20 . . . 2.8 8.9 16.2 2.9 9.4 17.6 54.4 97.5 141.2 29.4 38.3 52.5 
 35 . . . 2.7 7.9 17.4 2.9 8.5 17.9 31.8 57.5 87.2 30.2 40.8 51.9 
 50 . . . 2.6 8.1 16.9 2.8 9.3 17.6 22.2 32.5 57.6 32.6 39.1 58 
 70 . . . 2.9 8.1 16 2.9 9.3 17 348.4 396.2 433.5 32.7 39 53 
50 5 3.8 8.2 17.9 5.9 9.5 18.8 6.3 9.8 21 115.5 171 266.9 11.1 15.6 29.2 
 10 . . . 4 9.9 18 4.3 10.9 18 126 171.2 232.4 9.3 16.3 24 
 20 . . . 3.3 9.3 18.5 3.5 9.7 19.8 100.4 145.4 194.1 10.1 14.6 26 
 50 . . . 3.6 8.9 18.2 3.9 8.9 18.9 5 15.8 46.1 10 14.6 25.8 
 70 . . . 3.8 9.1 18.2 3.9 9.7 18.7 361.1 412 471.1 9.2 14.8 25.6 
 90 . . . 3.6 8.7 18.9 4 9.2 20 99.3 135.2 178.8 9.9 14.5 27.7 
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Table 2.69 Calibration: Nam and D’Agostino χ2 statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=2, σ=1; reference: Weibull γ=2, σ=0.5 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 2.9 8.3 17.2 4.6 10.7 26.2 4.7 10.7 26.2 4.8 10.4 24.4 13.9 25.4 53.1 
 10 . . . 3.8 10.7 27.1 3.9 10.8 27.3 4 9.8 24.6 15.9 28.5 57.6 
 20 . . . 4.5 9.7 18.7 4.7 9.7 18.8 6.1 12 29.5 17.1 27.6 48.7 
 50 . . . 4.4 9 19.6 4.6 8.8 19.8 19.7 29.7 60 19.2 27.4 38.2 
10 5 2.4 8.5 13.8 4.2 10.8 34.5 4.3 11.3 34.5 4.7 12.1 30.8 23.9 39 104.1 
 10 . . . 3.4 11.7 29.4 3.4 12 29.4 3.8 11.5 24.2 25.5 43.3 96.2 
 20 . . . 3.4 10 24 3.4 10.2 24.1 8.3 13 24.4 26.3 40.6 83.3 
 50 . . . 2.8 9.8 17 2.8 10.1 17 32.1 50.6 77.9 29.5 40.6 63.6 
20 5 2.7 6.8 13.8 4.7 13.2 42.1 4.7 13.2 43 6.6 17.5 66 31.8 51.8 111.8 
 10 . . . 3.5 11.3 54.3 3.6 11.4 54.4 4.3 15.5 47.3 36.1 59.2 151.5 
 20 . . . 4.1 10.5 22 4.1 10.6 21.9 4.2 9.7 24.5 34.6 52 121 
 30 . . . 3.6 9.9 19.5 3.7 10.2 20.4 11.2 22 39.3 33.1 47.8 114.2 
 50 . . . 3.5 7.9 15.9 3.5 7.9 15.9 42.1 63.7 93.7 38.6 54.3 81.9 
35 5 2.4 7.6 16.1 2.4 16.3 56.7 2.7 16.3 56.4 13.9 73.1 334.7 28 39.9 133.4 
 10 . . . 3.6 13.9 58.2 4.3 14.5 58.5 13 69.4 251.3 27.4 45.6 124.5 
 20 . . . 3 12.1 24.1 3.1 12.2 25.3 8.4 28.3 90.4 28.5 40.6 92.6 
 35 . . . 2.6 11.1 23.4 3 11.6 23.4 4 12.9 27.1 29.3 41.6 88 
 50 . . . 2.8 9.9 17.4 2.9 10.4 17.9 37.4 50.5 70.2 29.8 40.4 59.9 
 70 . . . 3.1 9.4 16.9 3.1 9.7 17.3 120.6 143.4 175.4 28.8 36.2 58.1 
50 5 3.8 8.2 17.9 4.6 14.7 74.8 4.7 14.7 89.6 57.2 132.9 604.7 9.7 20.6 137.2 
 10 . . . 5.9 14.4 62.3 6.1 15.8 62.6 39 102.3 229 10.6 23.1 94.1 
 20 . . . 3.9 10.7 28.1 3.9 11.1 29.7 30.1 58.2 1427.7 11.1 18.2 47.2 
 50 . . . 3.9 9.7 20.9 4.5 9.9 21.9 4.5 11.7 20.9 8.8 16.6 36.6 
 70 . . . 3.5 9.9 22.2 3.6 10.2 22 73 93.5 118.3 9.4 14.9 30.6 
 90 . . . 4.2 9.3 18.1 4.2 9.6 18.4 228.6 268.5 308.1 10.4 14.6 31.6 
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Table 2.70 Calibration: Nam and D’Agostino χ2 statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=2, σ=1; reference: Weibull γ=2, σ=1 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 2.9 8.3 17.2 4.2 10 21.6 4.2 10.1 21.5 4.2 10 21.6 17.3 27.3 48.6 
 10 . . . 4.7 9.2 18.3 4.6 9.3 18.1 4.2 9.2 19.2 18.8 29.7 45.3 
 20 . . . 4.2 9 18.7 4.3 9.1 18.5 5.9 10.8 25 18.1 26.2 38.3 
 50 . . . 3.6 9.2 17.2 3.5 9.2 17.2 17.8 28.1 58.2 21.6 28.2 36.8 
10 5 2.4 8.5 13.8 2.4 10.3 19.3 2.6 10.5 19.1 3.2 10.8 23.5 26.8 43.1 76.2 
 10 . . . 3 10.4 21.5 3 10.4 21.7 3 10.4 21.6 28.7 43.7 72 
 20 . . . 3.6 8.9 14.7 3.7 8.9 14.7 4.9 11 21.3 28.6 41 54.2 
 50 . . . 3.5 9.1 16.9 3.5 9.2 17.1 31.9 47.6 71.9 33.1 41.3 58.4 
20 5 2.7 6.8 13.8 4.1 9.9 25.3 4.6 10.2 24.8 6.4 22 54.7 37.8 57.5 104.3 
 10 . . . 3.8 9.2 18.7 4.4 9.3 18.5 5.2 13.9 41.8 38.1 56.4 100.4 
 20 . . . 2.7 8.5 15.1 2.8 8.6 15.6 2.8 8.5 15.2 39.7 49.5 75.1 
 30 . . . 2.9 7.8 17.4 3.5 8 17.9 5.5 12.4 24.3 43.5 55.3 73.2 
 50 . . . 3.1 7.7 17.5 3.2 7.9 17.5 36.9 58.6 81.7 43.7 55.5 76 
35 5 2.4 7.6 16.1 2.7 9.6 29 2.7 10.6 29.7 25.8 93.6 247.1 26.2 42.9 95.4 
 10 . . . 3.7 10.5 21.2 4.1 11 23.3 26.3 84.3 199.8 27.7 43.4 85 
 20 . . . 3.4 9.5 17 3.4 10.5 17.1 10.5 34.3 86.6 30.8 37.2 59.6 
 35 . . . 2.8 8.8 17.5 3.2 9.4 17.4 2.8 9 17.1 30.3 43 58.8 
 50 . . . 2.7 8.4 18.8 2.8 8.6 18.8 32.5 43.9 62 30.9 40.9 64.5 
 70 . . . 2.7 8.9 16.2 2.8 9.3 16.7 138.4 159.6 191 31.9 38.8 55.2 
50 5 3.8 8.2 17.9 4.4 11.9 24.1 4.9 12.2 23.8 76 144.2 291.5 9.6 17.1 47.2 
 10 . . . 4.6 9.6 21.9 5.1 10.3 23.4 70.4 108 203 9.7 16.2 38.7 
 20 . . . 4 9.5 19 4 10.3 20.5 38.5 64.8 93.4 9.8 15.5 25.4 
 50 . . . 4.5 9.3 19.4 4.8 9.8 19.6 4.6 9.2 20 10.2 15.7 26.7 
 70 . . . 4.8 8.9 18.6 4.9 9.6 18.9 89.1 113.1 143.3 9.8 15.1 26.4 
 90 . . . 3.4 8.8 18.5 3.7 9.1 19.2 303.7 357.1 403 9.6 14.3 27 
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Table 2.71 Calibration: Nam and D’Agostino χ2 statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=2, σ=1; reference: Weibull γ=2, σ=2 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 2.9 8.3 17.2 3.3 8.9 19.6 3.3 9.1 19.5 3 9.2 19.1 21.5 26.5 33.8 
 10 . . . 3.8 9.7 19.4 3.8 9.8 20 3.7 9.7 20.3 19.6 29.1 44.7 
 20 . . . 3.6 9.2 17.5 3.7 9.3 17.8 4.4 9.4 18.5 22.4 29.6 35.8 
 50 . . . 4 9 17 4 9.1 17.3 16.1 27.3 54.4 20.8 29 35.3 
10 5 2.4 8.5 13.8 2.9 9.1 18.7 3.1 9.2 18.4 3.4 10.3 24.8 27.8 40.1 56.5 
 10 . . . 4 9.1 17.6 3.9 9.3 18.6 2.5 10.8 22.2 31.7 44.6 64.9 
 20 . . . 3.2 8.7 19.1 3.2 8.7 18.8 3.6 9 18.6 34.8 44.7 62.1 
 50 . . . 3 8.6 15.3 3 8.7 16.3 30.3 44.7 67.5 34.9 42.7 49.8 
20 5 2.7 6.8 13.8 3.1 7.9 17.6 3.2 8.4 17.8 6.7 21.3 43.4 38.5 51.8 74 
 10 . . . 3.2 9 18.5 3.2 9.2 18.4 6.3 22.5 56.5 39 56.9 97.3 
 20 . . . 3.5 8.1 15.8 3.6 8.4 15.8 6.8 14.7 28.6 43.9 59.9 72 
 30 . . . 2.9 7.6 15.6 3 8 15.6 3.2 7.8 14.5 44.7 53.6 68.8 
 50 . . . 3.2 8.2 17.5 3.2 8.4 17.5 31.1 53.3 79.6 43.3 54.6 73.8 
35 5 2.4 7.6 16.1 2.5 9.6 19.2 2.6 9.7 19.6 41.4 97.1 164.5 29.9 40.1 53.5 
 10 . . . 3.3 9.6 19.1 3.2 9.7 19.2 41.1 101.9 176.1 28.2 42.9 73.5 
 20 . . . 2.7 8.3 18.1 2.8 9.1 18.6 37.3 74 143.9 31.2 43.4 62.1 
 35 . . . 2.7 8.9 17.5 2.8 9.4 17.5 5.3 19.1 42.3 30.7 40.6 56.9 
 50 . . . 2.8 8.5 16.4 2.8 8.9 16.7 25.6 37.4 54.2 31.3 42.1 53.4 
 70 . . . 2.7 8.4 16.9 2.8 8.6 18 197 231.8 270.7 31.9 41.9 57.2 
50 5 3.8 8.2 17.9 4.1 9.9 18.7 4 10.3 20.4 84.4 151.8 216.3 10.3 15.4 25.6 
 10 . . . 4.2 9.4 20.8 4.6 9.9 21 86.3 155.8 242.9 9.2 16.8 28.8 
 20 . . . 3.7 9.3 21.7 3.7 9.4 21.7 75.4 110.1 178.4 10.1 16.1 33.4 
 50 . . . 3.9 9.3 19.8 4 9.5 20.3 5.8 12.3 26.9 10.4 15.2 26.1 
 70 . . . 3.3 9.2 20 3.5 9.4 20.4 164.3 195.9 234.2 9.9 14.8 26.9 
 90 . . . 3.7 9 18 3.7 9.3 18.7 468 520.7 573.1 8.8 14.7 25.5 
 
  
250 
251 
 
 
 
Table 2.72 Calibration: Nam and D’Agostino χ2 statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=2, σ=1; reference: Weibull γ=2, σ=4 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 2.9 8.3 17.2 4.1 10 18 4.2 10 18.7 2.9 10.8 19.6 18.4 27.3 40.7 
 10 . . . 3.7 9.3 17.6 3.7 9.1 18.1 4 9.5 20.6 19.6 28.2 36.7 
 20 . . . 3.9 9.2 17.4 4 9.1 18.2 3.4 9.2 17.5 20.7 28.5 36.4 
 50 . . . 3.8 9.1 17 3.9 9.1 18.2 16.7 26.4 55.1 22 27.7 35.3 
10 5 2.4 8.5 13.8 4 9.2 20.1 4.1 9.3 19.9 2.3 11.2 26.6 29.2 41 67.2 
 10 . . . 3.2 9.2 14.6 3.3 9.5 15.2 2.5 11.2 20.4 32.1 43.6 59.8 
 20 . . . 3.1 9 18 3.3 9.4 17.9 2.7 10.4 23.1 33.3 41.3 58.6 
 50 . . . 3.1 9 17.9 3.3 9.3 17.9 24.1 41.6 64.8 34.4 42.8 52.6 
20 5 2.7 6.8 13.8 3.1 8.7 19.1 3.1 9.5 19.1 9.3 23.1 56.2 36.6 52.2 88.1 
 10 . . . 2.9 9 16.1 3 9 16.1 8.6 24.3 51.8 42.3 53.5 79.3 
 20 . . . 3.1 8 17.5 3.4 8.2 17.5 9 21.4 46 45.2 55.5 72.2 
 30 . . . 2.9 8 14.4 3.1 8.3 14.4 6.2 16 29.2 44.6 55.9 69.5 
 50 . . . 3.3 8.3 17.4 3.5 8.5 17.2 29.5 46.7 78.3 44.9 55.1 70 
35 5 2.4 7.6 16.1 3.5 9.3 17.9 3.8 9.4 18.5 44.6 97.2 163.2 29.2 40.1 64.5 
 10 . . . 3.2 9.1 17.5 3.4 9.3 18.6 48.9 107.5 164 30 40.9 64.3 
 20 . . . 2.4 9 17.9 2.7 9.2 18.6 56.8 97.5 157.6 32.1 41.4 61.4 
 35 . . . 2.5 8.4 17.3 2.9 8.7 17.5 29.8 54.3 92.9 31.5 40.3 55.3 
 50 . . . 2.4 8 16.3 2.7 8.3 16.7 20.3 33.2 46.7 33.6 40.4 53.1 
 70 . . . 2.7 8.3 16.7 2.9 8.5 17.9 356.3 392.8 437.2 32 39.7 50.9 
50 5 3.8 8.2 17.9 4.9 10.2 21.4 5.7 10.7 21.2 98.9 181.4 264 10.2 16.8 28.2 
 10 . . . 3.8 9.6 20.9 3.8 10 20.7 116.7 168.7 272.7 9.5 15.1 29 
 20 . . . 4 9 18.7 4 9.6 18.7 112.9 157.9 208.4 8.8 14.9 25.6 
 50 . . . 3.9 8.9 19 4.1 9.3 18.7 5.2 17.8 91.7 10.2 14.8 27 
 70 . . . 3.9 8.9 19 4.4 9.5 19 360.8 413.3 462.4 10.7 14.8 26.2 
 90 . . . 3.5 8.9 18.5 3.6 9.3 18.5 100 133.2 186.8 9.9 14.5 26.6 
 
  
251 
252 
 
 
 
Table 2.73 Calibration: Nam and D’Agostino χ2 statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=0.5, σ=2; reference: Weibull γ=0.5, σ=0.5 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 2.4 6.2 11.8 3.6 11.1 40.3 3.7 11.1 39.8 9.4 16.2 29.2 105.3 373.6 2039.7 
 10 . . . 3.5 8.7 30.5 3.8 9 28.9 22.1 35.9 51.4 127.3 320.9 1002.7 
 20 . . . 2.9 8.9 22.2 3 9.4 23.2 52.6 69.8 98.1 145.7 355 748.3 
 50 . . . 3 6.9 17.5 3.1 7.3 19.6 128 156.4 200.5 173.9 303.2 580.4 
10 5 2.2 7.3 16.5 3.5 10.8 48.9 3.7 10.8 52.1 3.7 14.2 39.9 193.7 578.1 6841.8 
 10 . . . 4.5 11.8 56.8 4.6 12.2 58.3 24 40.3 63 201.3 531.8 4893.9 
 20 . . . 2.7 10.8 25.9 3.7 10.9 27.7 73.5 95.2 136.8 220.4 595.6 1461.1 
 50 . . . 3.7 8.6 20.9 3.6 9.3 21.2 197.3 236.7 297.1 270.5 499.9 1063.8 
20 5 4.8 7.9 14.9 5.2 14.6 71.9 5.5 15.3 71.7 8.7 21.1 90.7 174.2 700.6 46569.9 
 10 . . . 4.2 10.7 51.1 4.7 11.7 50.5 5.5 14.8 38 202.9 685.7 10017.4 
 20 . . . 5.1 10.2 31.5 6.3 11.4 32 58.6 80.4 107 237.6 743.9 3048.3 
 30 . . . 4.8 9 18.7 4.8 9.7 20.3 124.8 148.4 178.7 234.4 527.6 1373.9 
 50 . . . 5 9.8 18.4 5.1 10.2 20.6 248.7 279.2 324.4 294.4 542.6 1873.5 
35 5 5 9.8 19.2 6.5 15.9 182.1 6.5 16.7 163.3 104.3 166.4 366.6 106.7 282.5 308737.5 
 10 . . . 5.5 20.8 94.6 5.9 21.3 120.6 43.4 66.5 128.3 106.9 266.6 33074.6 
 20 . . . 5.8 14.2 35.1 5.8 16.9 36.4 7.1 25.2 469.4 122 289.4 1278.2 
 35 . . . 5.7 12.3 31 5.9 13.3 29.7 53.9 72 91.1 140.6 277.3 852.6 
 50 . . . 5.2 10.9 30.4 6.2 11.8 34.7 140.6 173.3 202.4 131.1 242.6 1330.2 
 70 . . . 5.7 11.3 27.8 6.1 11.8 30.1 285.7 329.4 375 139.9 303.8 742.2 
50 5 1.9 7.9 16.5 4.4 16.3 151.5 5.1 16.9 156.5 400.7 687.9 1329.2 15.8 30.1 450 
 10 . . . 2.8 12.5 80.2 4 15.7 75.9 233.1 359.4 597.6 15.1 27.2 167.9 
 20 . . . 3.9 12.3 35.3 4.9 15.4 40.4 95.9 130.2 188.7 14.9 27.8 74 
 50 . . . 2.3 9.4 20.1 2.8 9.7 21.5 13.5 23.6 37.4 14.5 23.1 49.6 
 70 . . . 2 9.5 26.7 2.3 10.4 26.5 129.4 153.5 176.3 14.9 24.3 62.3 
 90 . . . 2.6 8.8 18.1 4.7 9.7 20.7 356.5 388.7 436.9 14.1 22.3 47.2 
 
  
252 
253 
 
 
 
Table 2.74 Calibration: Nam and D’Agostino χ2 statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=0.5, σ=2; reference: Weibull γ=0.5, σ=1 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 2.4 6.2 11.8 3.1 7.7 24.2 3.7 8 24.3 5.3 12 28.3 89.8 276.2 698 
 10 . . . 2.6 7 23.1 2.8 7.4 25 16.2 23.3 39.8 162.1 314.6 500.6 
 20 . . . 2.1 7.4 14.6 3 7.7 14.6 42.1 55.1 77.1 219 327.4 483.9 
 50 . . . 2.6 6.5 14.2 3 6.6 16.2 125.4 152.6 195.2 238.4 327.2 466.9 
10 5 2.2 7.3 16.5 3.5 10 28 4.8 10.9 31.1 4 9.7 28.6 135.8 442.6 1396.3 
 10 . . . 2.9 8.9 20.3 3.4 9 19.8 12.7 22.3 44.1 239.8 521 1098.9 
 20 . . . 2.3 8.5 20.6 2.5 9.4 20.2 53.9 70.4 106.8 310.2 527 942.8 
 50 . . . 3.1 8.6 22.8 3.5 9.1 22.3 191.2 228.7 291.9 408.7 576.6 859.1 
20 5 4.8 7.9 14.9 6.4 12.4 42.8 7.4 12.9 43 14.8 28.7 75.9 159.5 538.4 2496.3 
 10 . . . 5.1 9.4 20.3 5.7 9.8 21 5.8 10.9 22.5 253.7 535.2 1530.9 
 20 . . . 4.8 8.4 15.2 4.9 9.2 16.3 33.3 48.2 69.7 355 647 1205.5 
 30 . . . 4.6 8.2 15.8 5 8.7 16.8 97.5 120.4 151.9 350.1 583.5 970.9 
 50 . . . 4.8 8.9 15.3 4.8 9.3 16.3 236 269.1 312.6 400.6 631.1 993 
35 5 5 9.8 19.2 6.5 16.2 46.3 6.9 17.2 48.9 127.3 244.4 439.9 97.5 216.5 3252.5 
 10 . . . 5 12.3 29.7 5.1 12.9 32.1 71.3 96.3 151.6 124.3 243.5 781.2 
 20 . . . 5.8 11.6 28.8 6.9 12 27.9 11.7 21.9 50.8 152.3 261.8 715.5 
 35 . . . 5 11.1 21.7 6.3 11.4 22.1 34.7 47.7 64.4 158.9 238.3 502.5 
 50 . . . 5.4 10.8 19.9 6.1 11.6 22.5 126.8 161.7 192.5 161.5 264.4 728.1 
 70 . . . 5.2 11 22.6 5.4 11.9 23 311 359.1 405.5 171.3 262.6 517 
50 5 1.9 7.9 16.5 4.1 12.1 54.3 4.6 13.6 52.8 347.8 764.2 1279.7 15 26.5 73.3 
 10 . . . 2.3 9.7 20.5 3.8 10.4 25.7 302.6 467.7 641.9 12.7 23.2 40.8 
 20 . . . 3 9.2 18.9 3.1 10.5 23.1 144.6 188 238 14.7 22.5 49.3 
 50 . . . 3 8.6 16.8 3.7 10 22.7 9.1 15.8 22.6 13.4 25 37.4 
 70 . . . 2.1 7.8 17.6 3.8 9.3 23.4 166.6 184.1 205.9 15 21.6 36.7 
 90 . . . 2.9 7.7 17.7 3.8 9.5 20 474.8 506.2 540.9 12.7 21.2 40.2 
 
  
253 
254 
 
 
 
Table 2.75 Calibration: Nam and D’Agostino χ2 statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=0.5, σ=2; reference: Weibull γ=0.5, σ=2 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 2.4 6.2 11.8 2.7 6.7 19.4 3 7.1 20 2.6 6.7 19.3 230.2 321 727 
 10 . . . 2.6 6.5 13.4 3.1 7.3 16.9 4.1 9.5 15.7 248.4 314.3 548.1 
 20 . . . 2.6 6.5 17.5 3 7 20.2 16.8 27 43.9 246.9 334.2 447.3 
 50 . . . 2.6 6.6 17.5 2.7 6.6 17.8 119.3 147.9 186.1 271.6 328.8 405 
10 5 2.2 7.3 16.5 2.7 9 32.8 3.7 9.2 31.9 5.8 14.5 53.7 371.4 527 1328 
 10 . . . 2.3 8.2 24 3.1 8.3 23.5 2.3 8.4 23.4 376.8 542.9 852.5 
 20 . . . 2.7 8.3 23.3 3.4 8.8 22.8 17 28.1 52.9 394.1 562 806.2 
 50 . . . 2.5 8.4 21.2 3.1 8.7 20.8 181.7 218.8 280.2 411.4 548.7 762.6 
20 5 4.8 7.9 14.9 5 8.9 23.9 5.5 10.4 24.2 53.5 85.2 183.8 365.3 634.1 2424.6 
 10 . . . 4.9 9 15.9 5.4 10 16.6 23.8 35.3 59.8 399.9 641.3 1179.3 
 20 . . . 5.1 8.5 16.6 5.6 9.8 17.8 5 9 15.6 410.7 610.8 1190.5 
 30 . . . 4.7 8.3 18 5 9.4 18.8 42.1 56.3 78.3 392.6 584.3 991.7 
 50 . . . 4.9 8.6 16.1 5.3 9.3 16.8 223.5 254.6 294.8 410.8 612.9 889.3 
35 5 5 9.8 19.2 5.8 11.9 52 6.5 13.9 51.4 351.4 482.3 854.2 156.6 263.5 2071.1 
 10 . . . 5.7 10.6 32.2 7.2 12.3 30.3 211.7 278.7 2655.8 160.8 230.5 1066.7 
 20 . . . 5.1 11 22.6 6.3 12.7 22.4 57.8 81.5 115.2 159.5 258.8 648.6 
 35 . . . 5.2 10.5 22.4 5.9 11.8 22.7 4.9 11.9 31.8 160.5 250.9 626.9 
 50 . . . 5 10.4 23 6.6 12.1 24.6 117.6 145.5 176 169.1 252.4 596.6 
 70 . . . 5 10.6 19.8 5.4 13 20.9 402.6 459.3 510.8 180 249.2 551.7 
50 5 1.9 7.9 16.5 3.8 10.2 25.6 4.2 12.4 30.3 1094.3 1371 2542.4 14.8 24.7 73.1 
 10 . . . 3.2 8.2 18 3.2 9.7 24.9 761.7 925.2 1355.6 13.3 22.6 41.1 
 20 . . . 2.2 7.9 17.7 3.9 9.6 19.5 357.5 427.3 508.6 13.5 23 41.3 
 50 . . . 3.3 8.3 16.6 3.6 9.6 20.6 3.7 8.9 18.1 15.1 23.2 33.8 
 70 . . . 2.3 7.9 17 3.8 9.8 17.6 274.2 298.5 326.8 13.9 21.5 43.2 
 90 . . . 2.4 7.8 17.6 3 9.5 17.3 376.9 775.7 814 12.3 20.9 39.8 
 
  
254 
255 
 
 
 
Table 2.76 Calibration: Nam and D’Agostino χ2 statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=0.5, σ=2; reference: Weibull γ=0.5, σ=4 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 2.4 6.2 11.8 2.7 7 16.8 2.9 7.2 16.8 5.3 14.3 31 216.4 336.7 599.2 
 10 . . . 2.4 6.9 14.1 2.9 7 16.4 3.6 10.4 22.9 212.4 302.4 487.9 
 20 . . . 2.5 6.2 16.7 3 6.7 19.8 3.1 6.9 13.7 240.3 354.1 487.6 
 50 . . . 2.5 6.5 16.4 2.9 6.9 16.1 114.6 141.5 183.2 259.9 335.8 465.9 
10 5 2.2 7.3 16.5 3.2 8.1 27.6 3.2 8.9 29.6 20.7 47.9 110.2 329.6 582.5 974.7 
 10 . . . 2.8 8.5 26 2.9 9.2 25.9 14.9 28.2 66.7 327.5 524.5 1052 
 20 . . . 3.3 8.7 19.7 3.6 9.6 19.9 5.3 11.3 24.2 393.1 609 836.9 
 50 . . . 2.2 8.4 24.2 3.1 8.8 24.4 175.9 221.8 295.6 445.3 549.8 849.2 
20 5 4.8 7.9 14.9 4.8 8.3 17.9 5.5 9.1 17.8 140.9 226.1 421 315.6 631.4 1662.2 
 10 . . . 5.2 8.9 19 5.6 9.3 18.7 85.6 151.2 251.3 318.7 557.3 1389.6 
 20 . . . 4.9 8.9 19.1 5.2 9.6 19.1 38.1 61.3 101 409.9 681.4 1173.3 
 30 . . . 4.6 8.7 15 5.2 9.2 16 5.1 10.4 23.2 408.9 646.6 988.5 
 50 . . . 4.9 8.4 16.6 6 8.9 17.3 210.5 247.7 297.4 423.5 646 989.6 
35 5 5 9.8 19.2 5.2 11.5 28.7 5.9 13.1 29.5 560.6 919.3 1477 147.2 267.3 692.9 
 10 . . . 5.1 11.5 25.9 5.7 12.6 26.8 481.8 691.1 1009 137.1 238.8 874.4 
 20 . . . 5.2 11.2 25 5.6 11.9 26.4 302.3 409.6 600.9 180.3 277.3 545.9 
 35 . . . 5.4 10.2 22.1 6.1 11.7 25.2 25.7 39.4 62.2 166.4 251.7 510.3 
 50 . . . 5.4 10.5 26.4 5.9 11.9 25 110.1 136.9 171.9 180.6 257.7 631.7 
 70 . . . 5.8 10.9 24.1 6.4 12.2 26.9 616.5 684.6 741 173.4 265.9 475 
50 5 1.9 7.9 16.5 2.5 8.7 26.3 3.5 9.9 36.2 1428.6 2407 4587 14.6 22.8 76 
 10 . . . 2 8.6 21.8 2.7 10 23.7 1246.6 1954 2713.4 13.3 21.6 54.2 
 20 . . . 2 7.9 19.7 3.1 9.3 24 964.7 1251.6 1491 15.3 23.7 54.5 
 50 . . . 2.4 7.8 16.8 3 9.8 19.9 3.1 10.8 35.8 12.5 22.7 39.7 
 70 . . . 2.3 7.7 16.6 2.9 9.2 19.3 540.8 587.1 646.7 14.1 21.2 32.1 
 90 . . . 2.3 7.8 16.8 3.4 9.4 22.1 361.3 392 425.7 14.3 20.8 35.6 
 
  
255 
256 
 
 
 
Table 2.77 Calibration: Nam and D’Agostino χ2 statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=0.5, σ=2; reference: Weibull γ=1, σ=0.5 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 2.4 6.2 11.8 3.1 10.7 41 3.5 10.8 39.6 8.1 17.8 34.4 89.2 416.8 2064 
 10 . . . 2.6 7.8 29.7 3.1 8.1 29.6 22.1 34.9 52.9 110.6 281.1 1037.8 
 20 . . . 2.6 7 22.7 2.6 7.1 26.7 52.9 70 93.7 150.9 346.8 693.7 
 50 . . . 2.5 6.7 17.2 3 6.7 17.1 128.8 156.9 199.8 211.7 309.5 621 
10 5 2.2 7.3 16.5 5.1 13.4 47.3 5.2 13.7 46.8 4.4 14.5 40.8 128.1 747.7 10964.6 
 10 . . . 4 9.7 32.4 4 10 34.9 24.9 37.5 67.6 164.9 455.1 1963.5 
 20 . . . 2.5 10.7 28 3.3 10.9 27.7 75 95 134 215.4 559.2 2319.3 
 50 . . . 3.9 9 20.1 4.3 9 19.9 196.6 235.3 299.7 324.5 526.9 1234.1 
20 5 4.8 7.9 14.9 6.2 14.6 81.6 7.4 15.1 80.4 10.3 24.7 104.4 140.4 801.6 99797.9 
 10 . . . 5.6 13 34 6 12.9 34 5.9 13.5 27.5 179.1 458.1 9653.1 
 20 . . . 6 10.7 29.3 5.9 11.1 28.8 60.2 78.7 101.2 243.1 726.2 5037 
 30 . . . 5.7 8.9 23.2 5.8 10 23.2 124.6 150.4 181.6 356.2 600.9 2290 
 50 . . . 5.2 9.1 16.6 5.1 10.1 17.3 248.3 278.9 322.3 366 561.1 1361.6 
35 5 5 9.8 19.2 5.8 22.1 235 7.7 24.7 229.8 93.2 181.5 428.6 94.1 354.1 252197 
 10 . . . 5.7 14.2 81.1 6 15.3 99.2 42.9 61 137 108.4 205.5 9431.5 
 20 . . . 7.2 14 62.2 7.1 14.6 103.8 8.7 25.4 3576.7 114.5 308.1 3135.5 
 35 . . . 5.9 12.6 35.8 6.9 13.4 36.3 53 72.8 94 111.3 215.7 1488.7 
 50 . . . 5.2 11.7 30.4 5.3 12.9 40.4 139.6 173.4 205.7 150.7 258.9 731.7 
 70 . . . 5.6 12.2 42 5.7 13 49.3 278.4 327.9 373.3 155.8 258.8 916.8 
50 5 1.9 7.9 16.5 3.9 21 156.3 4.7 20.5 166.6 310.8 726.6 1336.6 15.5 40.4 377.8 
 10 . . . 4.8 13.1 66.5 6.4 16 76.5 228.6 333.4 542.7 15.6 26.8 123.7 
 20 . . . 4.1 10.7 47.4 4.9 11.7 69.3 98.4 126.1 195.6 16.1 27.7 110.5 
 50 . . . 2.9 9.4 18.7 3.9 11.5 27.7 15.1 23.3 31.5 13.2 23.2 49 
 70 . . . 3.8 9.1 25.4 3.9 10.5 31.1 134.3 154 177.1 13.9 24.1 45.3 
 90 . . . 2.4 9.3 19.4 4.7 10.9 24 356.5 386.1 422.6 15.2 24.4 52.2 
 
  
256 
257 
 
 
 
Table 2.78 Calibration: Nam and D’Agostino χ2 statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=0.5, σ=2; reference: Weibull γ=1, σ=1 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 2.4 6.2 11.8 2.7 7.8 21.1 3 8.9 20.8 4.2 11.8 25.9 137.1 355.5 780.3 
 10 . . . 3.1 6.3 20.2 3.4 7 20.4 16 23.3 35.1 182.8 346.9 609.5 
 20 . . . 2.5 7.2 19 2.7 7.3 23.6 41.1 54.9 77.8 236.9 314.1 463.3 
 50 . . . 3 6.7 15.7 3.2 7.4 21.1 124.6 152.8 196.3 232.1 315.5 465.6 
10 5 2.2 7.3 16.5 3.5 9.5 34.2 4.3 9.9 39.8 3.2 9.2 29.6 246.5 590.3 2495.7 
 10 . . . 3 8.6 20.9 3.6 8.7 20.9 11.8 22 42.3 263.8 571.9 1196.2 
 20 . . . 2.6 8.5 25.2 3.3 9.1 24.9 52 70.7 105.2 396.9 535.7 886.3 
 50 . . . 3.4 8.9 21.6 3.4 9.2 21.2 190.2 229.3 291.2 358.6 560 867.1 
20 5 4.8 7.9 14.9 4.6 11.2 46.3 5.2 12.6 45.7 16.4 31.1 84.9 217.1 715.3 4656.2 
 10 . . . 4.8 9.7 19.1 6.1 10.8 20.3 5.5 10.8 20.4 290.9 610.2 2069.1 
 20 . . . 5.1 8.3 16 5.4 8.9 16.4 32.7 48.4 68.9 386.8 599.7 1461.1 
 30 . . . 4.7 8.8 18 5.7 9.4 17.9 97.7 117.8 146.5 379 557.2 1055.2 
 50 . . . 4.7 8.9 20.3 5.3 9.4 21.7 235.6 269.3 312.4 368.7 648.3 1433.9 
35 5 5 9.8 19.2 4.2 12.8 62.9 4.2 14.5 60.9 140.7 261.7 622.9 117.7 288.1 1113.9 
 10 . . . 5.4 11.2 26.2 5.8 12.5 28.9 70.9 99.7 163 138.3 238 769.7 
 20 . . . 5.1 11.9 28.8 5.6 12.2 28.4 11 20.4 40.8 158.2 247.7 913.4 
 35 . . . 5.6 11.4 20.9 6.2 12.2 25.8 35.5 46.6 64 161.2 250.7 674.8 
 50 . . . 5.4 11.7 23.9 6.1 12.3 25.6 127.8 160.4 192.1 153 270.8 827 
 70 . . . 5.9 10.7 20.2 6.7 12.7 23.8 312.1 357.3 404.2 158.4 271.8 547.8 
50 5 1.9 7.9 16.5 3.3 13.1 31.2 4.2 13.8 34.2 499.6 855.6 1366.1 13.9 28.1 93.8 
 10 . . . 3.3 9.4 27.8 4 11.9 30.7 344.1 478.8 652.3 14.8 26.2 52.6 
 20 . . . 2 8.6 18.1 3.5 10.1 19.5 155.9 192.5 239.3 13.8 22.8 50.5 
 50 . . . 2.1 8.5 18.8 2.8 11 24.1 8.1 15.3 23.8 12.2 23.3 50.2 
 70 . . . 3.1 8 19.3 4.4 9.9 22.3 165 186.7 206.1 14.3 24.4 46.5 
 90 . . . 2.4 8 16.2 2.8 10.6 17.6 474.2 511 546.9 13.2 24.2 33.3 
 
  
257 
258 
 
 
 
Table 2.79 Calibration: Nam and D’Agostino χ2 statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=0.5, σ=2; reference: Weibull γ=1, σ=2 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 2.4 6.2 11.8 2.4 6.2 17.7 2.8 6.7 16.9 2.4 6.3 18.6 179.9 327.9 479.7 
 10 . . . 2.3 6.3 15.6 2.3 6.7 17 4.4 9.3 14.2 217.4 324.5 482.2 
 20 . . . 2.6 6.1 12.7 2.7 6.4 15.4 18.6 27.4 42.8 250.3 308.6 439.6 
 50 . . . 2.6 6.4 14.9 2.8 6.9 16.6 118.4 147.4 189.7 268.3 331.2 400.3 
10 5 2.2 7.3 16.5 3.3 8.8 19.1 4.3 9.1 18.9 6.5 13.9 33.7 291.9 508.6 1062.8 
 10 . . . 2.5 8.2 15 3.5 8.2 16.8 2.9 8.3 15.9 360 539.5 825.6 
 20 . . . 2.3 8.4 20.3 3.7 8.8 20.7 16.4 27.9 49.5 376.3 530 799.7 
 50 . . . 2.8 8.2 19 4.2 9.2 19.4 186 222.9 287.2 410.5 551.1 674.9 
20 5 4.8 7.9 14.9 5 9.5 16.8 5.2 10.4 17.7 48.2 84.4 136.3 270.2 583 1249 
 10 . . . 5.1 9.1 17.6 5.1 10.3 18.3 19.2 35.8 63.7 345.3 612.3 1272.8 
 20 . . . 4.5 8.5 15.3 4.9 9.2 17.9 4.6 8.4 16.2 405.2 589.8 875.1 
 30 . . . 4.9 8.9 14.9 5.3 9.5 17.6 38.6 59.3 79 414.8 623.2 966.6 
 50 . . . 4.7 8.2 15.9 5.3 9 17.5 218.1 254.6 303.4 461.1 599.2 873.9 
35 5 5 9.8 19.2 5 11.5 26.7 5.3 13.7 29.8 290.1 467.1 648.4 125.9 241.9 1019.5 
 10 . . . 5.2 11.3 21.6 5.6 12.5 29 182.5 286 514.5 154.8 253.4 672.1 
 20 . . . 5.1 10.8 24.3 5.2 12.2 28.2 57.6 78 101.7 159.4 251.8 690.6 
 35 . . . 5.2 11.6 24 6.2 13.5 28.4 5 12.7 50.3 161.8 255.5 625.8 
 50 . . . 5.3 11.4 19.6 5.5 13 25.4 117 145.2 180.2 170.7 265.8 589.3 
 70 . . . 5.7 10.7 26.2 5.7 12.5 26.3 412.3 454.7 513 173.4 243.8 741.1 
50 5 1.9 7.9 16.5 2.4 8.1 21.7 4.1 9.7 21 930.6 1369.3 1910.3 13.4 22.6 46 
 10 . . . 3.1 7.9 18.8 4.1 9.4 20.6 710.5 948.7 1195.3 12.2 22.2 49.5 
 20 . . . 2.7 7.9 17.8 3 8.8 17.6 350.8 413.3 538.8 14.4 20.2 44.4 
 50 . . . 2.3 7.7 16.3 4.1 8.7 17.3 2.6 8.5 20.7 14.3 22.2 37.7 
 70 . . . 2.2 7.5 16.9 3.5 8.6 16.9 270.2 298.5 328.2 14.1 20.6 36.8 
 90 . . . 2 8.1 17.3 2.8 9 17.4 381.8 763.3 818.1 14.4 21.1 41.7 
 
  
258 
259 
 
 
 
Table 2.80 Calibration: Nam and D’Agostino χ2 statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=0.5, σ=2; reference: Weibull γ=1, σ=4 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 2.4 6.2 11.8 2.8 6.4 13.2 3.1 6.7 15.3 4.6 14.1 31.1 209.6 315.1 507.1 
 10 . . . 2.7 6.3 15.6 2.8 6.8 17.8 3.9 9.3 24.8 244.1 327.3 431.1 
 20 . . . 2.7 6.5 14.1 2.8 7 15.9 3 7 14.1 230.6 310.1 446.1 
 50 . . . 2.6 6.1 16.5 2.9 6.8 17.1 115.9 145.6 183.4 258.7 331.5 394.4 
10 5 2.2 7.3 16.5 2.3 8.6 23.8 3.3 9.3 23.5 18.7 46.2 93.2 306.7 531.3 1029.2 
 10 . . . 2.1 8.7 16.6 2.8 8.9 16.4 15.4 29.6 66 375.1 535.1 761.2 
 20 . . . 3.1 8.2 22.4 3.3 9 23.1 3.5 8.9 27.9 386.9 519.1 703 
 50 . . . 2.3 7.9 18.4 3.1 8.4 18.2 179.4 216.7 284.5 420.4 546 747.3 
20 5 4.8 7.9 14.9 5.1 9.1 17.2 6 9.6 17.4 132.5 223.7 447.2 299.7 592.8 1224 
 10 . . . 4.5 8.7 16 5 9.6 17.3 103.2 168.2 258.8 397.9 597.7 1196.3 
 20 . . . 4.7 8.9 15 5.8 9.3 15.4 35.4 53.3 82.4 370.5 575.7 902.1 
 30 . . . 4.7 8.4 15.9 5.1 8.7 16.2 5.9 10 20.7 388 586.1 919.5 
 50 . . . 4.6 8.1 15.7 5.2 8.7 17.2 213.8 246.1 297.5 458.6 631.5 806.6 
35 5 5 9.8 19.2 5.4 10.9 23.8 5.5 12 25.9 582 908.5 1372.9 141.9 271.8 667.2 
 10 . . . 4.9 11.5 25.1 5.5 12.4 27.2 499.2 733.6 1064.8 163.5 251 628.1 
 20 . . . 5.5 11 23.8 6 12.1 24.4 260 364.6 812.2 155.4 253.2 709.5 
 35 . . . 5.6 10.6 19.6 6 12.8 23.1 29.9 42.4 56.5 170.3 268.4 526.8 
 50 . . . 5.4 10.2 22.4 5.7 12.3 23.2 108.3 137.8 178 167.6 254.2 491 
 70 . . . 4.9 11.2 19.4 5.6 12.4 22.1 616.2 679.7 739.8 184.7 248.2 512.3 
50 5 1.9 7.9 16.5 2.9 9.1 20.3 3.4 10.7 21.4 1380.8 2291.5 3891.8 14.7 23.5 47.1 
 10 . . . 2.9 8.2 16.8 4.7 9.9 18.4 1561.2 1932.8 2790.2 15.4 22.3 39.2 
 20 . . . 2.5 8 16.6 3.8 9.9 18.9 865.2 1092.6 1379.8 11.8 22.2 34.8 
 50 . . . 2.6 7.7 17.1 3.1 9.6 19.7 2.8 10.2 24.1 14 21.9 39.4 
 70 . . . 2.1 7.9 16.1 2.9 9.1 19.1 543.8 585.1 644.1 15 22.5 41 
 90 . . . 2.4 7.8 17.5 2.9 9.8 20.6 352.9 388.3 418 12.3 22.8 38.3 
 
  
259 
260 
 
 
 
Table 2.81 Calibration: Nam and D’Agostino χ2 statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=0.5, σ=2; reference: Weibull γ=2, σ=0.5 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 2.4 6.2 11.8 2.8 10 40.5 3.1 10 44.5 9.3 16.2 39.9 77.9 293.2 922.9 
 10 . . . 3 8.6 33.9 3.3 8.5 31.1 22.7 34.1 58.1 78.7 341.5 972.1 
 20 . . . 2.3 6.4 19.6 2.5 6.5 21.6 51.8 69.1 104.9 164.7 309.2 671.5 
 50 . . . 2.5 7.1 19.8 2.7 7.4 20.1 129.1 156.7 200.8 198.7 321.9 510.2 
10 5 2.2 7.3 16.5 3.3 10.1 76.1 3.3 10.4 72.4 6.3 14.1 41.3 118.4 485.2 2530.2 
 10 . . . 4.6 9.4 41.7 4.6 10.5 41.9 23.2 39.6 65 116.4 555.2 2448.1 
 20 . . . 2.4 9.2 28.7 2.5 10.2 28.6 72.3 94.9 128.8 231.6 495.1 2188.4 
 50 . . . 4.2 9 22.1 4.4 9.5 21.9 196.4 236.1 299.9 295 538.3 1088.2 
20 5 4.8 7.9 14.9 5.3 13.9 70.3 5.6 14.9 71.6 11.5 17.1 100.5 142.5 502.3 4083.1 
 10 . . . 4.8 10.8 75.4 5.5 11.4 75.5 5.5 16 63.8 140.7 641.2 5433.3 
 20 . . . 4.7 10.1 26.7 5.3 10.6 28.3 56.7 79.4 105.3 249.1 551.1 5581.6 
 30 . . . 5.3 11 22.5 5.8 11.5 27 123.7 145.9 187.6 236.3 460.7 2894.6 
 50 . . . 5.3 10.2 17.7 5.4 11.1 18.3 246.3 279.3 323 330.9 563.8 1692.9 
35 5 5 9.8 19.2 5.8 18.4 109.3 6.8 18.2 157.9 88.8 150.5 297.6 97.4 187.9 3072.3 
 10 . . . 5.7 18 70.4 6.9 20.1 85.5 44.3 62 122.9 100.5 249.1 5204.7 
 20 . . . 4.3 13.2 38.2 6.6 14.6 37.8 6.8 26.7 598.6 119.3 237.1 1704.4 
 35 . . . 6.2 14.8 34.2 7.8 15.9 53.1 52.6 73.9 93.6 116.6 264 1337.4 
 50 . . . 5.5 12.4 25.1 5.7 13.9 28.3 139.3 174.3 206.2 136.9 269.2 857.3 
 70 . . . 5.2 11.2 21.8 5.9 11.9 26.6 293.3 331.2 374.1 138.3 237.6 567.8 
50 5 1.9 7.9 16.5 2.5 15.4 161.9 3 16.9 221.2 268.8 624.7 1079.8 14.9 28.7 220.2 
 10 . . . 4.2 13 67.3 4.4 13.6 75.4 183.4 366.4 564.7 15.5 28.2 104.3 
 20 . . . 2.3 10.2 42.8 2.3 12.5 50.9 98.4 125.3 207.4 14.6 22.1 100.2 
 50 . . . 2.9 9 24.2 3.2 9.5 31.6 15.8 23.7 33.6 13.3 22.4 54.5 
 70 . . . 3.6 8.6 17.3 3.8 9.8 23.5 140.6 160.3 172.9 12.1 21.1 39.7 
 90 . . . 2.7 7.9 19.8 2.9 9.2 28.1 355.6 390.4 422.3 11.7 22.7 43.9 
 
  
260 
261 
 
 
 
Table 2.82 Calibration: Nam and D’Agostino χ2 statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=0.5, σ=2; reference: Weibull γ=2, σ=1 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 2.4 6.2 11.8 2.6 6.6 21.3 2.7 7 21.1 6 11.3 20.1 170.9 332.8 760.5 
 10 . . . 2.3 6.9 24.3 2.8 7.5 23.2 15 23.7 38.9 205 334.5 628 
 20 . . . 2.8 6.4 19.4 2.7 6.8 22.2 41.4 55.3 78.4 221.9 294.7 425.3 
 50 . . . 2.8 6.3 16.9 2.8 6.3 16.9 125 152.4 195.6 248.1 325.9 482.7 
10 5 2.2 7.3 16.5 3.3 9.1 31.5 3.3 9.8 35.6 3.2 9 29 243.2 564.1 1497.3 
 10 . . . 2.9 9.4 28.6 3.1 9.8 28.2 11.3 22.4 43.5 304.1 538.9 1416.9 
 20 . . . 2.9 8.2 18.9 2.9 8.7 20.3 52.7 70.7 105.9 319 533.8 895.4 
 50 . . . 3.3 8.6 18.7 3.3 8.8 19 191.7 229.7 290.4 386 540.8 854.9 
20 5 4.8 7.9 14.9 5.4 9.9 28.6 6 11.3 30.3 16.2 32.5 72.5 242.4 619.6 2914.4 
 10 . . . 4.9 9 28.8 4.9 9.6 29.3 4.7 10.1 28.9 289.9 652.6 2583.9 
 20 . . . 4.8 8.6 18.9 5.4 9 18.5 30.8 48.8 70.2 330.2 523.5 1326.9 
 30 . . . 5 8.7 18.7 5.3 10.1 18.5 98.6 118.3 151 379.6 605.6 1189.5 
 50 . . . 4.5 8.8 16 5.4 9.7 16.2 236.8 269.6 311.3 367.9 627.7 1274.6 
35 5 5 9.8 19.2 5.9 14.3 46.7 7.3 14.6 54.2 139.6 245.7 1102.5 110.9 275.6 2552.7 
 10 . . . 4.1 12.4 42.7 6.6 13.3 40.4 73.3 99.1 168.1 151.3 264.9 2356.8 
 20 . . . 5.7 11.6 22.8 6.5 12.2 23.5 11.9 19.5 35.3 144.6 237.5 609.1 
 35 . . . 5.6 10.8 23.8 7.5 12.4 24.4 35.1 46.7 64.7 163.6 251.5 672.2 
 50 . . . 4.5 11.4 21.8 5.8 12.5 26.7 127.6 159.4 193.3 156.2 276.2 626.3 
 70 . . . 5.7 10.7 23.2 5.8 11.5 24.1 313.2 356.6 402.7 166.3 234.4 660.3 
50 5 1.9 7.9 16.5 3.7 11.5 52.9 3.8 12.5 52.5 539.2 876.8 1296.7 13.8 26 91.3 
 10 . . . 1.8 8.5 37.1 3.8 10.2 36 382.6 486.9 677.4 15 22.1 79.2 
 20 . . . 2.4 8.3 18.4 2.5 9.8 19.9 143.6 186.5 231.5 14.2 21.3 40.2 
 50 . . . 2.9 7.9 18.5 2.9 9.3 22.7 7.2 15.4 24.7 13.9 22.8 45.2 
 70 . . . 3.6 8.2 17.4 3.9 9.1 19 164.7 183.3 211.4 14.8 22.7 37.5 
 90 . . . 2 8.2 16.7 3.2 9.2 18.8 473.2 509.4 546.2 13.5 20.4 36.1 
 
  
261 
262 
 
 
 
Table 2.83 Calibration: Nam and D’Agostino χ2 statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=0.5, σ=2; reference: Weibull γ=2, σ=2 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 2.4 6.2 11.8 2.5 6.6 15.2 2.6 7.1 15.3 2.5 6.7 15.3 190.4 306.6 466.5 
 10 . . . 2.8 7.1 20.6 2.8 7.9 22.7 3.5 9.6 21.9 199 348.4 561.8 
 20 . . . 2.7 6.6 18.9 2.7 7.1 18.7 17.4 27.1 42.3 250.8 351 507.7 
 50 . . . 2.6 6.3 14.1 2.6 7.1 14.1 121.3 148.5 190 256.1 322.4 421.8 
10 5 2.2 7.3 16.5 3.1 8.1 25.8 3.1 9.3 25.7 5.5 13.5 34.2 285 483.6 900 
 10 . . . 3.6 8.8 26.8 4.4 9.8 26.7 3.6 8.6 27 348.7 577.1 962.4 
 20 . . . 2.1 9.1 26.1 2.1 9.5 26 17.2 26.5 49.4 411.1 578.4 935.6 
 50 . . . 2 8 16.7 2.1 9.2 16.7 183.7 220.4 282.9 441.8 540.4 766.5 
20 5 4.8 7.9 14.9 4.9 9.9 18 5.4 10.3 18.7 40.9 79.7 127.7 270.9 575.7 1028.2 
 10 . . . 5.2 9.4 23.7 5.5 10.6 23.7 22.3 37.4 81.1 367.2 668.4 1934.2 
 20 . . . 4.6 8.9 17.6 4.6 10.2 21.7 4.8 9.1 18.1 451.8 682.3 1464.6 
 30 . . . 4.4 8.4 17.2 4.5 9.4 18.4 41.1 55.5 81.6 442 575.5 1010.8 
 50 . . . 4.6 8.4 16.5 4.6 9.1 16.3 225 260.4 300.5 442.3 605.4 1031.1 
35 5 5 9.8 19.2 4.8 10.9 24.5 5.3 12 28.6 260.3 436.9 610 121.7 234.2 577.7 
 10 . . . 5.7 12.5 31.5 7 13.3 34.3 190.8 287.6 514.3 135.6 280.2 904.5 
 20 . . . 5.9 12 24.2 6.6 12.7 23.9 62 85.8 119.4 176.5 283.2 792.3 
 35 . . . 4 11 21.5 5 11.6 25.3 4.3 11.5 35.2 167.2 244.6 585.5 
 50 . . . 5.2 11.5 21.9 5.9 12.6 26 116 147.3 179.8 172 263.2 692.7 
 70 . . . 5 11.2 20 5.2 11.7 25.4 401.3 454.2 508.5 169.5 263.1 556.6 
50 5 1.9 7.9 16.5 2.1 9.3 17.2 4.5 10.5 20.7 817 1323.7 1810.2 13.8 22.1 43 
 10 . . . 2.9 9.5 17.4 4.2 10.6 21.2 685 970.9 1330.5 15.5 25.1 55.3 
 20 . . . 3.5 8.6 20.1 4.1 10.6 21.5 355.4 451.3 573.3 14.9 24 49.6 
 50 . . . 2.5 7.8 16.2 3.8 9.5 18.7 3.4 9.1 16.3 13.9 22.9 36.1 
 70 . . . 2.4 8 17 3.7 9.3 18.6 272 295.8 323.4 13.3 23.1 34.9 
 90 . . . 2 7.8 16.7 3.3 9.3 19.3 391.7 771.4 815.4 13.9 21.5 36.7 
 
  
262 
263 
 
 
 
Table 2.84 Calibration: Nam and D’Agostino χ2 statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=0.5, σ=2; reference: Weibull γ=2, σ=4 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 2.4 6.2 11.8 3 6.9 20.7 2.9 7.5 22.7 5.1 14.8 44.3 183.1 306.4 525.4 
 10 . . . 2.5 6.7 14.4 2.8 6.7 16 3.8 9.5 25.4 249.3 324.1 462 
 20 . . . 2.4 6.3 16.7 2.6 6.7 18.3 3 6.8 14.8 237.4 332.8 430.3 
 50 . . . 2.4 6.3 16.1 2.6 6.9 17.1 116.2 142.9 186 274.5 322.4 428.1 
10 5 2.2 7.3 16.5 2.9 9.1 22.2 3 9.7 22.9 16.5 44.2 107.1 320.5 546.1 1018.6 
 10 . . . 2.1 8.5 17.6 2.2 8.6 18.8 17.2 28.5 60.1 376.9 548.4 890.1 
 20 . . . 3.2 8.9 23.1 3.3 9.2 24.6 4.7 10.7 30.4 405.5 562.6 804.2 
 50 . . . 2.2 8.2 20.1 2.2 8.6 21.5 176.1 216 282.5 449.1 559.4 695.2 
20 5 4.8 7.9 14.9 4.9 9.7 21.9 4.9 10.4 22.9 88.7 212.6 477 313.6 613.6 1862.4 
 10 . . . 4.6 8.7 17.9 5.7 9.7 18.9 107.2 157.8 280 382.6 573.3 1467 
 20 . . . 5.2 8.8 16 5.5 9.8 16.9 37.3 56.6 93.5 405.9 647.5 1040.7 
 30 . . . 4.7 8.5 15.9 4.8 9.6 16.8 4.6 10.7 20.1 414.9 609.6 1042.4 
 50 . . . 4.6 8.7 15 5.2 9.6 16.8 208.6 246.1 293.7 437.1 655.3 976 
35 5 5 9.8 19.2 5.5 12.6 25 5.7 13.2 27.6 498.8 883.5 1625.1 127.8 264.1 634.8 
 10 . . . 5.1 11.4 25.4 5.2 12.2 25.4 481.3 717.7 1109.4 160.2 269 624.6 
 20 . . . 5.3 10.8 22.1 5.4 11.4 23.7 303.6 392.3 520.8 165.9 248.8 661.5 
 35 . . . 5.3 11.1 20.8 5.4 12 21.8 28 40.6 57.6 168.2 249 624.4 
 50 . . . 5.8 11 23.5 5.9 11.7 23.7 105.8 140 166.2 171.1 248.3 704.5 
 70 . . . 5.1 10.9 19.7 5.2 11.7 21.6 617.6 676.9 740.9 177.9 250.2 527.3 
50 5 1.9 7.9 16.5 3.1 10 19.8 3.9 11.4 19.4 1314.5 2224 4588 13.5 24.4 46.2 
 10 . . . 2.4 8.3 16.7 4.3 9.5 16.7 1494.8 1867.9 3466 14.6 23.8 38.2 
 20 . . . 2.6 7.8 16.9 3.6 9.1 20 920.5 1183.8 1474.7 14.5 22.1 45.8 
 50 . . . 2.7 7.9 17.8 2.8 9.5 18.2 3.3 9.2 30.1 14.2 23.1 38.4 
 70 . . . 2.3 8.1 17.1 3.1 9.1 18.5 553.4 586.5 641.6 14 22.1 40.5 
 90 . . . 2 7.8 17.4 2.6 8.9 18.2 342.9 388.2 429.8 13.5 21.7 42.8 
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Table 2.85 Calibration: Nam and D’Agostino χ2 statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=1, σ=2; reference: Weibull γ=0.5, σ=0.5 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 3 6.2 19.7 3 9.9 40.8 3.1 10 40.4 7.7 16 29.3 110 374.4 2605.1 
 10 . . . 4.3 9.6 29.9 4.2 10.1 35.8 19.4 34.1 51.5 127.8 335.7 1370.6 
 20 . . . 3.5 8.5 30.8 3.6 8.5 35.7 44.8 67.8 87.9 152.6 378.8 734.3 
 50 . . . 2.3 8.7 26.3 2.7 8.7 26.2 108.2 148.4 193.5 199.3 316.7 673.9 
10 5 3.4 7.7 19.4 4.3 14.1 49.6 5.5 14.4 48.9 5.1 15.6 39.4 156.3 595.7 7780.5 
 10 . . . 3.4 11.3 44.6 4 11.5 44.1 21.6 40.1 64.2 188.6 564.1 3495.5 
 20 . . . 3.9 10.8 27.1 4.7 11.4 27.4 64.6 96.3 124.8 220.4 590.9 1536 
 50 . . . 4.1 10 22.3 5 10.7 22.1 184.9 241.7 286.5 278.1 527 1166.8 
20 5 3.6 7.7 18.2 7 14.9 66.4 7.6 15.7 67.7 11 26.1 82.8 193.6 772 35274.9 
 10 . . . 5.6 14.4 55.7 6 14.6 56 5.9 15 50.3 204.1 659.7 11203.3 
 20 . . . 4.1 12.2 31.3 5.2 13.7 35.5 59.8 77.4 103 231.7 798.3 2881.3 
 30 . . . 3.8 9.6 21 5.3 10.3 22.7 124.1 147.9 178.2 278.9 557.9 1838.8 
 50 . . . 5.1 9.9 20.3 5.6 10.7 26.3 241 278 319.8 271.7 635 2363.8 
35 5 3.7 8 16.5 4.8 16.8 130.4 5.1 14.9 84.8 112.7 181.6 380.3 104.1 273.7 69621.4 
 10 . . . 6.2 15.4 133.2 6.9 12.5 34.6 43.6 61.2 142.2 103.1 237.4 47673.5 
 20 . . . 5.4 11.8 38.3 5.6 12 29.5 6.4 19.7 2911.1 113.2 266.3 2565.6 
 35 . . . 3.7 9.7 23.9 5 11.7 23.8 57.1 69.3 87.5 147.8 233.2 834.5 
 50 . . . 3.6 10.4 24.6 4.5 10.9 19.2 148.2 171.9 196.7 131.2 211.6 871.3 
 70 . . . 3.8 9 28.1 3.7 10.4 23 286.8 328.6 360.5 149.4 262.6 630.5 
50 5 3.3 7.2 17.1 4.6 16.2 237.6 4.7 17.1 201.5 391.5 716.6 1534.1 15 29.6 570.9 
 10 . . . 4.6 16.6 93.4 5.4 17.5 90.9 232.9 357.6 612.4 14 28.4 198.7 
 20 . . . 5 12.5 33.8 5.6 13.4 36.8 92.7 131.7 185 14.3 24.9 80.3 
 50 . . . 4 9.6 26.4 4.2 11.4 39.3 16.6 23 34.8 12.3 20.9 58.1 
 70 . . . 4.1 9.2 22.1 4.7 11 22.6 133.4 153.4 172.6 13.4 24.7 52.6 
 90 . . . 3.2 8.4 22.8 4.3 10.9 23.8 356.5 390.3 418.8 12.4 22.3 49 
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Table 2.86 Calibration: Nam and D’Agostino χ2 statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=1, σ=2; reference: Weibull γ=0.5, σ=1 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 3 6.2 19.7 3.8 7.7 23.6 4.1 8.1 23.4 5.5 11.8 22.7 91.2 279.2 777.3 
 10 . . . 3.4 7.6 27.4 3.4 8.1 27.5 13.3 23.8 36.6 163.4 308.7 580.7 
 20 . . . 2.6 7.4 25.8 2.6 8 24.8 34.9 53.9 74.7 224.5 329.7 491.3 
 50 . . . 2.4 7.1 24.1 2.7 8 24.8 106 145.4 188.7 259.8 326.6 456 
10 5 3.4 7.7 19.4 3.2 11.3 25.6 3.1 12.3 31.6 4.2 10.4 22.4 134.4 473.4 1385.4 
 10 . . . 3.4 8.4 19.9 4.2 8.7 20.3 12.1 23.8 37.9 236.2 519.3 1012.6 
 20 . . . 3.4 8.9 19.3 3.5 9.5 20.1 49.1 74.8 97.4 335.3 581.7 924.2 
 50 . . . 3.5 8.4 16.8 4.1 9.3 18.7 180.2 233.6 277.2 395.1 565 769.7 
20 5 3.6 7.7 18.2 5.3 11.1 42.4 5.5 11.8 41.8 15.1 26.6 72.9 155.9 473.9 2292.4 
 10 . . . 4.8 9.2 18.9 5.4 9.7 19.7 5 10.4 20.6 257 605.4 1844.8 
 20 . . . 3.7 8.6 20 4.7 10.4 23.1 34.1 48.2 69 370.6 650.4 1404.1 
 30 . . . 4.3 8.1 19.2 5.3 9.3 22.8 97.7 117.6 144.2 361.7 638.2 960.2 
 50 . . . 3.3 8.3 18.5 3.4 9.2 20 234.2 267.1 310.7 431.5 638 1174.7 
35 5 3.7 8 16.5 5.4 12.9 45.3 6.1 12.7 44 112.7 240.6 345.5 97.2 190.8 725 
 10 . . . 3.8 10.2 26.3 4.2 11.5 28.5 65.1 97 141.6 114.4 223.8 1231 
 20 . . . 4 9.5 17.5 5.5 10.8 21.9 10.4 19.4 31.4 143.7 240.9 769.9 
 35 . . . 3.2 8 21.6 4.2 10.2 25.6 36.6 44.5 59 152.6 228.5 492 
 50 . . . 3.6 8.7 17 4.5 9.6 20.6 134.7 160.1 183.8 158.7 236.7 504.8 
 70 . . . 3.4 8.8 17.3 4.3 9.8 19.8 317.6 357.7 397.8 169.6 225.6 483.9 
50 5 3.3 7.2 17.1 4.4 11.6 44.9 5.3 13.1 47.8 354.4 770 1243.6 15.1 22.4 71.8 
 10 . . . 4 9.6 30.4 4.1 11 30.9 312.3 471.3 645.1 13.1 22.8 63.5 
 20 . . . 3.8 8.5 24.3 4.6 11.1 21.9 149.5 189 254.5 13.2 21.2 51.5 
 50 . . . 3.2 8 18.1 3.2 9.5 19.4 7.4 14.3 24.7 13.8 20.9 45 
 70 . . . 3.7 7.4 16.9 4.2 9.2 17.4 171.1 186.6 201.8 13.2 22.5 43.3 
 90 . . . 3.4 7.4 18.8 3.5 8.6 19.6 482.3 513 535 12.8 21.7 41.5 
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Table 2.87 Calibration: Nam and D’Agostino χ2 statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=1, σ=2; reference: Weibull γ=0.5, σ=2 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 3 6.2 19.7 3.1 7.4 38.1 3.7 8.3 41.4 3.1 7.4 38.4 235.7 353.1 647.5 
 10 . . . 2.4 7.7 26.6 2.8 7.9 28.7 3.6 9.2 20.3 243 330.7 476.5 
 20 . . . 2.8 7.6 20.6 3.3 7.8 22.4 14.5 26.7 40.1 252.4 349.7 468.2 
 50 . . . 2.8 7.4 20.4 3 7.7 21.7 101.9 139.3 183.2 259.8 333 434.9 
10 5 3.4 7.7 19.4 3.6 9.5 30.5 4.6 10.5 32 6 16 44.5 380.1 563.6 1466 
 10 . . . 3.5 9.3 19.4 4.3 9.9 20.5 3.8 9.2 19.6 391.8 532.2 978.2 
 20 . . . 3.8 9.2 17.8 5 9.6 19.2 15.3 30.2 47.2 375.8 558 794.7 
 50 . . . 3.5 8.7 15.8 4.1 9.1 17.9 171.7 223.4 266.9 422 550 786.4 
20 5 3.6 7.7 18.2 3.2 9 23.2 4 10.7 23.3 54.9 94.3 156.7 403.6 740 2678 
 10 . . . 4.9 8.6 20.7 5.5 10.5 23.5 22.2 35.9 64.2 417.8 650.4 1450.7 
 20 . . . 3 9.4 18.4 4.2 10.4 20.1 3.1 9.1 19.3 431.8 696.9 1224.9 
 30 . . . 4.4 8.7 16.8 4.5 10.4 19.2 36.2 56 75.8 423.7 612.8 964.9 
 50 . . . 4.8 8.6 17.9 6 10.3 20 219.7 252.1 292.5 438.1 636.6 960.6 
35 5 3.7 8 16.5 4 9.6 35.8 5.3 10.6 38.2 339.5 477.6 870 162.9 224.8 1194.3 
 10 . . . 3.7 9.2 18.1 4.4 9.9 21.8 208.1 285.2 653.8 156 231.3 699.9 
 20 . . . 3.4 9 15.6 4.7 10.4 19.9 59.9 79.4 107 168.9 249.9 462.3 
 35 . . . 3.8 8.1 16.2 4.7 9.1 20.6 3.9 8.5 20.9 164.1 217.6 384.2 
 50 . . . 3.1 8.4 16.4 3.9 9.4 18.5 121.2 145.2 168.7 176.9 232.9 397.4 
 70 . . . 3.1 7.3 17.4 4.1 9.1 20.3 415.4 456.5 503.5 167.8 232 403.9 
50 5 3.3 7.2 17.1 3.6 8.1 30.8 5.5 9.7 30.5 1076.2 1486.7 2654.6 13.9 22.7 62.2 
 10 . . . 3.7 8.5 18.3 3.6 10.5 17.6 791.4 941.9 1295.3 13.7 23.4 42.7 
 20 . . . 4.1 7.2 18.1 4.3 9.9 23 336 429.2 530.7 13 23.1 41.7 
 50 . . . 3.2 6.9 19.3 3.4 9.3 19.2 3.1 8.5 22.5 13.2 20.9 45.6 
 70 . . . 3.3 7.4 16 3.3 9.6 20.1 277.5 299.2 322.4 13.6 20 38.8 
 90 . . . 3.3 7.1 16.7 3.5 9.6 16.8 386.2 778.2 808.2 13.7 21.5 39.8 
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Table 2.88 Calibration: Nam and D’Agostino χ2 statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=1, σ=2; reference: Weibull γ=0.5, σ=4 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 3 6.2 19.7 2.3 6.9 23 3.4 8.1 23.5 6.3 16 48.8 228 329.5 549.8 
 10 . . . 2.4 8.2 23.3 2.8 8.2 24.1 3.8 11.1 32.6 220.5 309.6 479.2 
 20 . . . 2.4 7.4 21.2 3.6 8.2 23 3 7 19.3 254.1 353.7 498.4 
 50 . . . 2.4 7.3 18.9 2.9 8 22.8 99.1 139.1 178 283.4 338.9 432.8 
10 5 3.4 7.7 19.4 3.4 8.6 18.6 3.4 9.3 19 17.3 46.5 107.5 328.7 531 1060.4 
 10 . . . 3.7 9 16.2 3.7 9.5 16.8 12.4 28.8 58.7 296.5 520.6 957.5 
 20 . . . 3.4 9 19 3.5 9.2 19.4 4 12.2 23.9 415.9 604.5 829.2 
 50 . . . 3.1 8.2 16.7 3.4 8.8 17.3 167.6 217.5 270.3 402.6 568 754.3 
20 5 3.6 7.7 18.2 5.5 10.1 18.3 5.6 11.1 19.9 106 223.8 483.4 355.1 686.8 1483.9 
 10 . . . 3.1 8.1 19.4 3.6 9.1 20.3 82.2 152.8 325.7 341.6 610.3 1281.9 
 20 . . . 5.3 9.3 17.5 5.5 10.1 19.7 39.6 65.3 96.1 418.2 705.1 1427.2 
 30 . . . 4.3 8.5 17.7 4.8 9.5 21.1 5.2 12.1 22.9 450.4 693.5 1058.3 
 50 . . . 4.4 8.9 16.9 4.5 9.5 17.9 213.5 248.3 285 463.2 679.1 1065.8 
35 5 3.7 8 16.5 4.2 9.3 23.3 4.6 10.5 38 472 875.7 2044.4 137.4 239.3 1135.3 
 10 . . . 3.9 8.9 22.8 4.9 10.4 32.7 419.7 706.1 1247.5 143.5 220 749.2 
 20 . . . 3.4 9.5 19 4 10.5 27.5 301.6 409.2 653.9 182.5 243 676.3 
 35 . . . 3.1 8.3 16.3 4 10.1 17.8 25.9 39.3 54.9 155.5 229.8 437.1 
 50 . . . 3.7 8.1 17.8 4.5 9.6 18 105.9 137.6 171.7 168.4 243.8 462.6 
 70 . . . 3.3 8.2 17.8 4.1 10.1 19.2 626.2 678.3 743.1 179.7 224.1 448 
50 5 3.3 7.2 17.1 4.4 8.7 21.3 5 9.5 26.1 1477.5 2425.8 4121.1 13.3 21.6 52.6 
 10 . . . 3.8 7.1 18.7 4.9 8.5 25.8 1269.4 1991.6 2675.3 12.8 21 46.9 
 20 . . . 3.4 7.8 19 4.6 9.2 22 978.6 1253.6 1616.6 13.7 24.7 48.5 
 50 . . . 3.3 6.9 16.1 4.3 8.6 19.6 5.2 10.5 23.5 13.7 22 39.7 
 70 . . . 3.7 7.3 17.5 4.2 8.7 19.6 547.6 595.7 639.4 13.6 21.4 37.9 
 90 . . . 3.4 7.3 15.9 4.4 8.3 19.7 352.9 388.5 437.8 14.1 20.1 36.6 
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Table 2.89 Calibration: Nam and D’Agostino χ2 statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=1, σ=2; reference: Weibull γ=1, σ=0.5 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 3 6.2 19.7 2.8 11.5 64.4 3.1 11.7 62.9 7.9 16.5 32.3 92.3 401.9 2933.8 
 10 . . . 2.7 9.4 29.8 4.1 9.4 28.9 19.1 33.3 47.1 114.3 260.9 1111.1 
 20 . . . 3.8 8.3 26.5 3.7 8.7 25 42.9 68.3 93.6 142.3 377.2 688 
 50 . . . 2.3 7.1 27.8 3.5 7.8 28.5 109.1 148.9 194.5 214.4 327.5 648.5 
10 5 3.4 7.7 19.4 3.7 14.1 51.9 3.7 15.1 53.4 5.1 15.9 43.8 121.3 723.4 16642 
 10 . . . 3.8 9.9 38.4 4.5 10.6 38.5 21.5 40.8 63 172.9 395.4 3615.2 
 20 . . . 3.3 11.1 24.6 3.6 11.6 25.1 67.4 96.9 125.4 208.9 579.4 1343.2 
 50 . . . 3.6 8.8 19.9 3.6 9.2 20.8 186 240.2 286.2 326.8 530 1257 
20 5 3.6 7.7 18.2 6.1 16.1 82.9 6.6 15.8 97.4 9.2 24.6 98.1 145.4 777 136281.9 
 10 . . . 5.7 13.1 45.6 5.8 13.9 45 6.5 13.9 37 198.6 441.6 9750.6 
 20 . . . 3.6 11 42.8 5.5 11.9 46 61.1 79.1 101.3 233.3 770 3337.8 
 30 . . . 4.6 8.8 22.4 5.7 9.8 23.9 124.1 146 177.7 337 627.4 2416.7 
 50 . . . 3 8.1 21.5 3 8.7 21.5 245 277.8 320.1 333.7 582.5 2012.1 
35 5 3.7 8 16.5 6.2 19.2 132.8 6.1 19.1 201.5 90 182.1 312.3 90.8 291.5 293233.8 
 10 . . . 4.7 13.8 57.9 5.8 14.7 56.5 39.4 59.2 128.9 103 187.8 1853.6 
 20 . . . 5.1 10.3 35.2 5.5 11.8 40.7 7.1 14.1 197.5 109.4 256.7 930.2 
 35 . . . 3.7 9.9 22.1 4.3 10.5 25.5 57.3 70.1 86.9 113.7 204.6 733.2 
 50 . . . 4 8.3 23.2 4.5 9.1 31.7 145.9 174.2 196 137.4 205.5 1012.6 
 70 . . . 3.6 9.5 34.6 4 10.5 35.5 283.6 331.5 365.4 145.3 230 684.7 
50 5 3.3 7.2 17.1 5.8 20.2 237.1 6.5 22.7 472.4 326.6 739.4 1367.8 14.8 41 792.3 
 10 . . . 4.4 15.7 76.7 5.7 16.7 56.6 232.9 329 563.5 13.6 23.5 186.7 
 20 . . . 4.8 12.3 47.3 5.3 13.2 34.7 96.3 133.4 197.1 14.5 27.9 93.1 
 50 . . . 3.2 8.5 21 4.7 10.2 23.5 14.5 21.6 33 13.2 22.4 49 
 70 . . . 3.7 8.9 22.5 5.2 9.5 23.3 135.3 156.5 181.4 13.8 21.2 54.6 
 90 . . . 3.7 8.8 20 5.2 9.8 22.4 365.3 389.5 419 13.5 22.2 42.9 
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Table 2.90 Calibration: Nam and D’Agostino χ2 statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=1, σ=2; reference: Weibull γ=1, σ=1 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 3 6.2 19.7 3.5 8.6 23.9 3.8 9.5 24.3 4.9 10.8 22.7 144.5 359.3 915 
 10 . . . 3.8 7 26.4 3.9 7.7 32.7 13.1 24.5 35.1 195.5 341.8 546 
 20 . . . 2.6 7.1 22.1 2.8 8 21.9 34.6 53.7 74.6 245.5 326.5 508.4 
 50 . . . 2.5 7.6 21 3.7 7.9 20.1 106.5 144.3 188.8 233.8 340.7 519.3 
10 5 3.4 7.7 19.4 3.9 11.6 23.7 4.6 11.8 24.2 4.1 10.7 20.1 200.2 629.1 1938.8 
 10 . . . 3.1 9.5 20.2 3.3 9.8 20.3 12.9 24.5 38 290.3 598 1100.2 
 20 . . . 4.3 8.9 17.3 4.3 9.7 18.4 47.7 75.8 97.5 357.9 533.3 913.1 
 50 . . . 3.1 8.7 17.1 3.2 9.1 17.7 178.8 233.6 277.2 351.4 545.5 865.8 
20 5 3.6 7.7 18.2 5.2 11.8 34.7 5.7 12.6 34.3 18.6 29.5 89.2 245.3 693.2 4684.5 
 10 . . . 4.4 9.6 20.7 5.2 10.6 20.7 4.8 9.5 21.1 279.7 683.4 1893 
 20 . . . 4.5 8.7 19 4.8 9.9 19.1 36.3 48 65.8 400.6 647.2 1486 
 30 . . . 4 8.6 20.6 4.3 9.6 21 97.3 119.3 145.5 376.2 601.2 1180.5 
 50 . . . 3.5 8.5 18.8 4 9.8 18.8 231.5 267.2 308.4 411.8 633.2 1456.4 
35 5 3.7 8 16.5 3.5 12.5 32.7 3.9 13.3 35.3 122 266.4 2038 116.1 289.4 3438.4 
 10 . . . 4 9.7 29.1 4.6 10.4 32.9 69.6 97.4 155.9 118.5 248.8 980.4 
 20 . . . 3.6 8.4 22.3 4.4 9.4 27.2 11.1 18.5 43.2 146.9 224.9 700.1 
 35 . . . 3.7 8.6 17.1 3.9 9.9 18.6 38.6 44.7 61.5 149 248.5 480.1 
 50 . . . 3.9 8.9 19.4 4 9.2 19.6 135 160.4 186.4 155.1 236.6 534.9 
 70 . . . 3.8 8.8 18.4 3.9 9.6 29.1 317.4 357.6 391.9 159 228.4 540 
50 5 3.3 7.2 17.1 4.2 9.3 61.1 5.2 10.9 55.8 515.7 889 1453.7 15 24.3 151.3 
 10 . . . 4 9.1 23.9 4.8 10.4 26.6 336.6 501.8 680.3 13.4 22.9 56 
 20 . . . 4 8.5 17.1 4.5 9.2 22.2 161.8 191.4 234.8 13.6 22.3 43.7 
 50 . . . 3.2 8.2 19.2 4.2 9.3 20.7 7.4 14.9 25.2 13.6 20.9 49.9 
 70 . . . 3.5 8.2 16.6 4.5 8.9 21.7 167.9 185.8 206.2 13.7 22.4 42.1 
 90 . . . 4.2 8 21 5 9.2 22.1 478.3 509.6 548.8 12.6 23.3 45.7 
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Table 2.91 Calibration: Nam and D’Agostino χ2 statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=1, σ=2; reference: Weibull γ=1, σ=2 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 3 6.2 19.7 2.6 7.1 26.7 2.8 7.3 27.9 2.5 7.1 25.7 168 326.3 529.4 
 10 . . . 2.4 7.4 21.1 2.5 7.8 22.1 3.2 8.9 18.9 209.2 350.8 487.6 
 20 . . . 2.3 6.7 20.3 2.7 7.1 23.4 15.1 27.6 41.1 227.8 334.6 451.1 
 50 . . . 2.3 7.6 19.1 2.4 8 22.4 102.8 140.3 183.3 283.7 341.8 396 
10 5 3.4 7.7 19.4 3.7 8.7 19.4 3.7 9.1 21.3 3.9 14.4 33.9 267.7 531.4 919 
 10 . . . 3.1 8.1 18.4 3.4 8.9 19.6 3.2 7.9 18.2 343.1 552.5 966.9 
 20 . . . 3.5 8.6 16.3 3.7 9.4 17.6 15.9 29.2 45.8 377.1 517.6 752.2 
 50 . . . 3.4 8.3 17.3 4 9.4 18.9 168.4 226.8 272.4 419.4 539.8 691.4 
20 5 3.6 7.7 18.2 3.5 8.7 20.6 4.6 9.6 20.6 52.4 79.2 141.3 297.3 611.4 1395.9 
 10 . . . 4.9 8.7 17.3 4.9 9.4 18.6 21.1 36.6 65.5 374.9 671.4 1317.8 
 20 . . . 3.4 8 16.9 5 9.2 19.2 3.7 8.8 18.5 423.9 603.4 1161.5 
 30 . . . 3.4 7.8 17.5 4.7 9 17.5 41.6 57.9 77.8 412.2 633.9 1204.8 
 50 . . . 3.4 8.6 17.4 4.4 9.4 17.4 226.2 256.9 290.2 478.7 643.2 1078.3 
35 5 3.7 8 16.5 4 9.1 20.9 4.3 10.8 21.1 280.8 453.3 697.5 121.3 224.4 737.9 
 10 . . . 4 8.7 18.7 4.2 9.5 19.9 189.6 275.5 390.9 148.3 228.8 619.1 
 20 . . . 3.3 8.4 22.9 3.6 9.5 21.8 57.6 74.1 113.1 163.3 218.5 468.1 
 35 . . . 3.6 8.2 18.4 3.5 10 18.6 3.5 8.8 18.6 170.2 229.5 554.7 
 50 . . . 3.2 7.9 19.8 3.4 9.5 19.1 119.6 146.2 165.7 177.4 228.1 494.7 
 70 . . . 3.7 8.3 17.5 4 9.7 17.9 407.3 455.1 513.9 170.3 222.4 518.3 
50 5 3.3 7.2 17.1 3.3 8.5 19.1 5.2 8.8 21.3 854 1414.7 1939.7 12.7 21.7 44 
 10 . . . 4 8.6 18.5 4.9 9.1 19.6 685.7 955.1 1242 12.7 22.4 43 
 20 . . . 3.2 7.4 18.8 4.8 8.2 19.6 362.5 407.6 517.9 13.3 20.5 41.1 
 50 . . . 3.4 7.5 17.4 4.8 8.6 19.1 3.9 8.7 17.8 12.7 21.7 39.4 
 70 . . . 3.4 7.7 16.5 4.8 8.8 17.5 267.7 303.5 323.5 12.9 22 38.4 
 90 . . . 3.3 6.9 17.9 4.8 8.3 18.7 366.1 771.3 818.7 12.4 21.2 40.3 
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Table 2.92 Calibration: Nam and D’Agostino χ2 statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=1, σ=2; reference: Weibull γ=1, σ=4 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 3 6.2 19.7 2.6 7.4 25 3.2 7.5 23.8 7.3 16.4 44.8 205.6 332.9 507.7 
 10 . . . 2.5 7.5 20.1 2.8 7.5 19.7 5 11.1 27.2 244.4 339 462.4 
 20 . . . 2.6 7 17.9 2.8 7.1 17.5 3 6.8 17.2 241.9 320.7 444.2 
 50 . . . 2.3 7.3 20.3 2.7 7.6 19.4 96.8 138.8 176.5 273.7 331.8 427 
10 5 3.4 7.7 19.4 3.4 8.3 17.5 3.5 8.8 17.2 18.1 43.3 104.1 366.2 510.8 990.3 
 10 . . . 3.4 9.6 16.1 3.9 9.8 18.1 13.4 32.7 66.3 394.5 530.7 902.3 
 20 . . . 3.5 7.9 18.2 3.9 8.7 17.9 3.3 9.9 24.3 359 536.6 687.8 
 50 . . . 3.6 8.6 16.3 4 9.1 16.9 162.3 217.7 263.3 439.6 538.1 733.2 
20 5 3.6 7.7 18.2 4.7 9 21.9 4.6 9.7 21.9 114.9 219.4 383 345.4 674.9 1696.7 
 10 . . . 4 8.7 18.3 4.3 9.5 18.7 114.1 154.4 263.6 431.4 679.9 1020.6 
 20 . . . 4.1 8.4 16.7 4.1 9 17.3 36.3 53.9 85.5 428.6 598 1093.3 
 30 . . . 4.3 9 17.6 4.8 9.9 18 4.9 9.9 24 423.2 594.8 1002.5 
 50 . . . 4.7 8.7 17.9 5.3 9.6 18.2 207.2 246.5 295.8 478.2 654.1 935.9 
35 5 3.7 8 16.5 3.5 9.2 24 4.1 10.2 24.7 585.2 867.3 1783.9 139.6 228.6 605.7 
 10 . . . 4.1 8.4 16.9 4.4 9.6 19 505.4 726.4 1048 163.3 246.8 407.6 
 20 . . . 3.3 8.3 16.7 4.3 8.9 21.4 263.8 374.4 754 165.2 215.1 437.7 
 35 . . . 3.2 8 17.1 3.9 8.7 22.4 29.6 40 56.9 168 225.1 423.5 
 50 . . . 3.3 8.4 17.4 3.9 8.8 21.4 115.4 138.1 166.7 171.4 238.5 474.3 
 70 . . . 3.2 7.8 17.3 3.9 9.3 19.2 627.4 673.8 743.8 163.9 237 383.5 
50 5 3.3 7.2 17.1 3.2 9.1 18.7 3.3 11.2 22.6 1537.5 2364.7 3648 14.1 21.5 51.1 
 10 . . . 3.8 8 17.7 4.3 10.3 23.5 1504.8 1965.2 2831.6 13.2 21.1 42.6 
 20 . . . 3.9 7.4 16.9 4.2 9.1 17.4 915.3 1145.6 1451.3 13.3 20.8 34.6 
 50 . . . 3.2 7.2 15.5 4.7 8.4 19.2 4.6 9.8 47.7 13.3 22.1 42.6 
 70 . . . 3.5 7.1 15.6 4.3 8.2 19.7 559.3 591.8 630.1 12.6 21.2 35.2 
 90 . . . 3.3 7.8 17.2 3.7 8.8 19.9 346.3 384.3 420.3 13.1 22.3 40.3 
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Table 2.93 Calibration: Nam and D’Agostino χ2 statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=1, σ=2; reference: Weibull γ=2, σ=0.5 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 3 6.2 19.7 3.7 9.3 41.6 4.3 10.6 39.6 7.8 17.3 30.9 72.5 288.9 1181.6 
 10 . . . 3.9 9.5 68.1 4.3 10.2 70.1 19 34.8 50.5 76.9 346.3 997.8 
 20 . . . 2.4 8.6 35.1 2.4 8.5 35.5 43.9 67.8 90.3 154.8 320.7 811.8 
 50 . . . 3.2 6.6 23.1 3.3 6.7 24.4 108.5 149.1 192.4 217.6 328.6 537.2 
10 5 3.4 7.7 19.4 3.1 14.8 75 4 14.9 73.9 5.2 14.9 45 117.8 469.3 2336 
 10 . . . 4 10.6 42.7 4.7 11.3 41.7 22.3 41.6 56.7 115.8 539.3 2819.5 
 20 . . . 3.8 8.8 19.4 4.5 8.9 19 63.5 96.5 130.6 245 508.9 1633.2 
 50 . . . 3.2 8.6 19.5 4.1 9.1 19.3 186.2 241 285.5 328.3 529.2 977.4 
20 5 3.6 7.7 18.2 5.1 13.4 61.5 5.9 14.2 65.3 10 24.3 91.1 147.8 516 7911.3 
 10 . . . 5.6 13.8 37.9 5.6 15.7 41.1 6.3 14.2 37.4 136.7 795.3 11340.2 
 20 . . . 4.2 9.4 29.1 4.2 10 28.9 59.7 77.2 102.3 252.6 585.9 3346.9 
 30 . . . 5.3 11.9 30.2 5.2 12.2 30.4 126.5 147.1 174.9 230.4 457.8 3351.2 
 50 . . . 4.1 9.5 22.8 5 9.8 24.7 247.4 277.1 320.8 355.2 591.5 1617.7 
35 5 3.7 8 16.5 4.5 13.4 176.6 4.8 16.8 176.4 88.4 154.9 322 94.7 188.1 7655.6 
 10 . . . 4.2 15.2 71.2 4.3 16.3 71.4 41.9 62.8 126.8 102.7 263.1 6022.5 
 20 . . . 3.3 9.2 76.3 3.9 10.3 74.3 4.6 15.2 1048.1 124.6 206.3 7266.8 
 35 . . . 5.5 11.4 29.3 5.8 12.7 30.6 56.5 69.5 92 118.1 240.6 800.8 
 50 . . . 3.5 10.5 23.5 4 11.1 27.1 145.9 172.8 197.8 139 223 761 
 70 . . . 3.7 8.8 21.8 3.7 10.5 23.8 296 331.6 370 136.3 202 692.8 
50 5 3.3 7.2 17.1 4.9 15.3 83.9 5.1 16.5 108.4 270 623.2 1082.7 14.6 28.7 191.3 
 10 . . . 4.6 13.3 87.7 5.6 16.3 86.8 215.5 373.3 593.1 14.1 30.3 127.6 
 20 . . . 4.6 10.4 42.3 4.6 12.1 76 101.7 125.7 211.4 14.4 23.7 121.2 
 50 . . . 4.1 9 18.4 4.5 10.3 23.8 13 22.6 36.2 12.8 22 49.4 
 70 . . . 3.6 7.9 16.7 4.7 9 17.3 139.9 158 177.7 13.2 20.2 40.5 
 90 . . . 3.2 8.1 23.9 4 8.9 32.7 357.7 391 421.5 13.8 20.8 55.7 
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Table 2.94 Calibration: Nam and D’Agostino χ2 statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=1, σ=2; reference: Weibull γ=2, σ=1 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 3 6.2 19.7 3.1 9.4 29.3 3.4 9.5 31.5 4.3 11.4 23.1 153.5 354.5 764.1 
 10 . . . 3.7 8.9 29 4.1 9.1 29.2 12.1 24.1 36.6 200.7 325 666.5 
 20 . . . 2.8 7.3 19.2 2.9 7.8 20.1 34.7 53.9 73.7 212.9 317.5 475.2 
 50 . . . 2.4 7.2 25.2 2.7 7.8 25.5 106.3 144.9 189.3 252.8 340.4 465.5 
10 5 3.4 7.7 19.4 3.6 10.7 26.7 3.8 11.3 28.8 3.9 11.5 20.1 248.3 571.4 1625.8 
 10 . . . 3.2 9 25.8 3.5 9.7 25.3 11.7 24.4 38.8 320.2 576.7 1252 
 20 . . . 3.4 8.6 18.5 3.9 8.9 18.8 48.2 75.4 98.4 337.7 501.9 833.5 
 50 . . . 3.4 8.8 17.2 3.9 9 16.9 179.3 233.5 278.4 403.8 535.7 926.4 
20 5 3.6 7.7 18.2 5.2 10.9 39.5 5.5 11.6 44.5 15.6 30.7 84.2 254.6 708 3750.5 
 10 . . . 4.6 10.3 24.4 5 10.3 26.6 6.1 10.2 27.3 335.9 687.8 2500.2 
 20 . . . 4.6 8.8 19.5 4.8 9.6 20.9 35.6 49.1 67.8 334.4 592.4 1321.9 
 30 . . . 3.5 8.4 17 3.5 8.7 16.8 99.2 118.7 144.3 380.3 667.2 1087.1 
 50 . . . 3.9 8.6 19.4 3.9 9.3 19.9 234.8 266 308 426.8 695.9 1473.5 
35 5 3.7 8 16.5 4.7 12.1 40.9 4.6 12.8 52.7 159 236.9 439.2 122.7 236 2297.7 
 10 . . . 3.6 9.6 27.5 4.1 10.9 27.9 74.1 100.9 153.3 146 260.8 1115.2 
 20 . . . 3.5 9.7 20.7 4.2 10.1 21.2 10.2 17.9 34.9 141.5 214.8 688.1 
 35 . . . 3.2 8 23.3 3.9 9 23 36.6 44.2 60.6 149.8 241.7 460.6 
 50 . . . 3.1 8.1 23.4 3.9 9.5 26.7 133.7 160 187.9 156.5 231.3 738.7 
 70 . . . 3.5 8.3 17.1 3.8 9 19.5 315.5 357.4 393.4 159.4 226.8 408.2 
50 5 3.3 7.2 17.1 3.4 10.1 31.5 4.1 10.2 46 502.9 847.1 1285.3 14.6 23.9 81.6 
 10 . . . 3.3 9.8 25.3 4.1 10.9 38.9 380.9 486.2 677.4 14.1 23.8 73.9 
 20 . . . 3.4 9.3 17.3 3.9 9.5 22.5 149.4 187 235.8 13.5 20.8 42.3 
 50 . . . 3.5 8.1 17.6 4 9.7 18.2 8.4 13.9 24.2 12.8 22 42.4 
 70 . . . 3.2 7.3 17.2 3.8 9.4 19 167.5 186.6 203.9 13.4 20.9 45.7 
 90 . . . 3.4 7.4 18.4 4.2 8.8 18.6 484.7 509.1 540.1 12.6 21.1 41.8 
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Table 2.95 Calibration: Nam and D’Agostino χ2 statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=1, σ=2; reference: Weibull γ=2, σ=2 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 3 6.2 19.7 2.4 6.9 22.4 3.4 7.1 21.4 2.4 6.8 22.5 191.3 309.4 481.9 
 10 . . . 2.4 8.1 25.1 3.2 8.1 24 3.8 8.5 18.7 214 361.4 571.3 
 20 . . . 2.9 7.4 20.8 3.1 8.2 19.9 13.6 27 38.9 256.5 364.2 524.1 
 50 . . . 2.3 7.4 22.6 3.1 7.7 21.5 101.2 141.2 183.5 258.2 345.6 452.7 
10 5 3.4 7.7 19.4 2.7 8 17.6 3.1 8.5 17.5 5.7 13.3 30.9 292.9 494.5 757.7 
 10 . . . 3.3 8.7 21.2 3.5 10.2 21.3 3.2 9 22.2 292.1 577.6 1116.4 
 20 . . . 3.2 8.9 20.3 3.2 10 20.2 14.8 30.1 46.5 382.4 589.3 954.6 
 50 . . . 3.4 8.8 17.6 3.6 10.1 17.8 173.8 224.6 272.3 401.3 544.8 812.1 
20 5 3.6 7.7 18.2 4.7 9.4 22.8 5.2 10.1 22.7 52.7 77.8 133.9 261.9 571.8 1303.7 
 10 . . . 3.1 10.4 22.5 5.1 10.8 22.2 21.6 40.2 75.9 367.6 716 1585.3 
 20 . . . 3 9.6 19.1 5.1 10.5 20.7 3 9.1 18.6 439.2 732.8 1409.3 
 30 . . . 3.8 9.2 19.2 4.7 9.6 19 39.7 57.6 76 424.2 651.5 1010 
 50 . . . 4 8.4 18.2 4.8 8.8 18.2 225.8 256.3 291.3 474.4 672 1032.2 
35 5 3.7 8 16.5 4.2 8.8 21.2 4.3 9.6 24.3 288.8 453 647.3 116.2 221.7 550 
 10 . . . 3.3 9.2 19.9 4 10.7 23.8 203.1 300.4 724.7 156.3 250.3 822.7 
 20 . . . 3.4 10 18.9 4.4 10.4 21.8 61.5 83 118 183.2 251.1 550.1 
 35 . . . 3.7 8.6 17.7 4.2 9.9 20.4 3.5 10.3 17.7 157.8 226.6 506.8 
 50 . . . 3.2 8.2 17.7 4.5 9.3 21.1 119.6 144.6 173.4 163.6 239 429.4 
 70 . . . 3.2 8.4 16.7 4 9.4 19.7 412.1 456.2 502.4 171.9 239.4 516.7 
50 5 3.3 7.2 17.1 3.3 9.4 17.7 3.4 10 19.4 808.6 1388.1 1903.3 12.6 21 42.9 
 10 . . . 3.7 7.9 25.1 3.8 9.5 29.5 645.4 972.5 1393.2 13.3 22.4 54.9 
 20 . . . 3.6 7.9 22.7 4.1 9.3 22.6 363.1 445.4 573.8 13.5 25 53.4 
 50 . . . 3.6 7.3 19 3.6 8.4 19.2 4.1 8.3 21.1 12.8 21.7 44.2 
 70 . . . 3.9 7.4 17.4 4 8.6 18.9 275.3 297.3 321.3 13.3 22.5 39.1 
 90 . . . 3.3 7.2 17.2 3.4 8.8 19 711.8 772.6 815.6 12.9 21.5 39 
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Table 2.96 Calibration: Nam and D’Agostino χ2 statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=1, σ=2; reference: Weibull γ=2, σ=4 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 3 6.2 19.7 2.7 7.2 22.4 2.8 7.2 21.3 6.2 14.3 42 193.2 324.2 545.1 
 10 . . . 2.3 7 24.5 2.6 8.1 24.5 4.9 10.5 38.2 237.9 328.2 529.4 
 20 . . . 2.3 7.2 26.5 2.6 7.6 25.5 2.8 6.7 22.7 242.4 341 483.3 
 50 . . . 2.4 7.2 21.3 2.7 7.7 20.5 98.6 139.4 176 282.6 340.1 429.9 
10 5 3.4 7.7 19.4 3.1 8.5 18.5 3.3 9.2 18.6 19 42.3 108.3 320.9 534.9 1017.3 
 10 . . . 3.6 8.8 15.7 3.7 9.2 17.3 13.7 29.7 54.9 389 536.8 989.5 
 20 . . . 3.4 8.8 17.9 3.4 9 18 3.9 11.3 21.5 425.4 540.1 874.1 
 50 . . . 3.1 9.2 15.8 3.2 9.7 17.5 169 218.2 271.3 445.5 555.6 781.2 
20 5 3.6 7.7 18.2 4.9 9.5 18.5 5.5 10.5 18.8 91.6 209.3 447.9 309.7 657.5 2332.5 
 10 . . . 4.7 9.1 19.2 5.6 10.2 19.6 102.7 156.9 277 423.6 638.9 1488.6 
 20 . . . 4.7 8.4 17.6 5.3 10.1 17.5 37.9 57.2 104.1 473.7 650.7 1234.1 
 30 . . . 4.3 8.8 16.8 5.3 9.7 16.7 5.1 11.8 24.7 451.8 653.6 1057.5 
 50 . . . 4.3 7.9 17.9 4.6 9.7 18.7 200.9 250.3 291.9 492.1 660.6 1010 
35 5 3.7 8 16.5 3.8 9.1 22.3 4 10.4 30.8 416.6 870.8 1810 128.7 235.1 788.1 
 10 . . . 3.3 9 19.9 4.3 9.7 20.4 443.2 765.8 1073.7 168.8 232.5 492.5 
 20 . . . 3.2 8.7 16.7 4.1 9.5 22.9 285.2 375.7 1031.6 168.6 230 519.7 
 35 . . . 3.2 7.8 19.4 4.1 9 20.1 26.4 39.5 55.4 160.9 231.9 406.4 
 50 . . . 3.2 8 18.4 4.2 9 21.3 113.2 135.8 170.5 187.1 226.8 452 
 70 . . . 3.5 7.5 19.1 4.1 9 21.2 624.3 680.5 744 165.5 236.7 536.2 
50 5 3.3 7.2 17.1 3.9 8 20.5 4.3 10.1 21.6 1440.6 2299.4 4296.9 13.3 20.9 48.1 
 10 . . . 3.8 7.8 20.5 3.7 9.4 25.7 1411.9 1981.5 3183.5 12.4 19.8 53.6 
 20 . . . 3.3 7.4 19.7 3.5 9.4 20 984.5 1191.7 1619.6 12.4 21.9 47.5 
 50 . . . 3.6 7.5 21.5 3.6 8.9 20.7 4.3 9.1 32.5 13.5 22 45.7 
 70 . . . 3.3 7.1 16 3.5 8.6 19.2 559.9 592.3 622.5 12.8 20.5 39.9 
 90 . . . 3.2 6.8 15.4 3.3 8.7 18.9 344.8 386 427.6 12.5 21.8 38.1 
 
  
275 
276 
 
 
 
Table 2.97 Calibration: Nam and D’Agostino χ2 statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=2, σ=2; reference: Weibull γ=0.5, σ=0.5 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 2.8 5.7 17 2.8 10.7 39.5 3 11.3 40.4 7.8 16.7 35.1 104.4 358.9 2636.4 
 10 . . . 3.7 9.5 35 3.7 9.8 39.1 21 35.7 54.7 128.9 337 1352.7 
 20 . . . 3.3 8.7 25.3 3.3 8.7 25.6 48.4 71.3 89.1 154.4 383.1 825 
 50 . . . 3 6.5 29.3 3.1 6.9 27.7 112.1 157.8 187.5 166.5 311.3 597.5 
10 5 3 7.5 16.2 4.1 11.9 59.2 4.2 12.2 58.4 5.3 15.1 35.8 202.9 617.4 11370 
 10 . . . 3.8 11.3 46.6 4.8 11.6 44.5 23 42.5 67.4 177.8 584.2 4253.8 
 20 . . . 5.2 11 23.3 5.2 11.2 25.2 69.3 101.7 132.7 221.4 591.2 1603.5 
 50 . . . 3.5 9.2 20.2 3.5 9.4 20.5 193.6 246.2 302.5 288.6 511.4 1219.3 
20 5 3 7.8 16.3 4.9 15 66.2 5.1 16.1 65.9 8.4 24.3 89.3 181.9 654.1 128097.1 
 10 . . . 4 15.7 59.2 4.4 16.5 59.5 5.7 17.4 43.7 200.5 583 13293.7 
 20 . . . 3.5 12 36.3 4 12.7 36.1 63.7 82.7 104.8 245.4 616.3 3072 
 30 . . . 2.9 10.5 33.6 4.6 11.3 32.9 125.2 152.5 179.8 227.3 550.2 1843.7 
 50 . . . 3.2 9.5 20.3 3.3 10.7 19.9 240.7 285.3 323.2 278.1 560.8 1780.4 
35 5 2.9 8.3 17.9 4.9 14.6 173.3 6.1 15.7 124.2 118.9 174 345 109.8 259.9 166332.2 
 10 . . . 5.3 17.8 70.3 5.3 17.2 73.1 41.7 64.8 150.3 96.8 292.6 24460.5 
 20 . . . 4.8 11.2 38.2 6 12.3 38.7 6.8 18.1 1385.1 118.2 247.2 1931.2 
 35 . . . 3.9 10 28 4.7 10.7 28.8 55.3 70.5 90.8 151.7 265.9 985.9 
 50 . . . 4.8 9.6 33.3 5 10.7 32.8 146.7 172.4 214 120 229.8 1067.4 
 70 . . . 4.7 11.7 24.7 4.7 12.2 25.8 286.1 325 372.4 132.8 249.7 712 
50 5 2.2 7.1 14.9 4.3 15.6 184.2 4.9 18 190.1 383.3 697.5 1393.4 13.4 36.7 513.1 
 10 . . . 4.1 14 84.3 4.4 16.1 91.2 233.5 374.2 627.6 13.3 30.4 128.9 
 20 . . . 3.6 11.8 36.9 3.8 12.2 43.9 91.1 132.5 186 12.3 26.8 77 
 50 . . . 3.6 8.2 22.8 4.5 9.7 26 14.2 22.7 36.9 12.2 20.6 64.2 
 70 . . . 2.8 8.3 21.2 3.8 9.4 28.8 137.5 153.5 173.3 11 22.7 51 
 90 . . . 2.2 8.4 19.3 2.7 10.1 23.4 351.2 390.3 439.9 12.7 21.3 41.4 
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Table 2.98 Calibration: Nam and D’Agostino χ2 statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=2, σ=2; reference: Weibull γ=0.5, σ=1 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 2.8 5.7 17 2.3 8 22.6 3.5 8.2 23.3 5.7 10.6 23.7 99.2 300.2 700.9 
 10 . . . 3.1 6.7 21.9 3.4 7 22.2 12.7 23.4 38.5 167.3 321.2 546.5 
 20 . . . 2.7 6.4 26.8 3.2 6.7 24.6 35.4 56.7 75.9 199.7 349.5 510.8 
 50 . . . 2.6 7.1 24.2 3.1 7.1 22.8 108.5 153.7 181.5 235 347.7 476.1 
10 5 3 7.5 16.2 3.4 10 26.9 3.4 10.2 29.1 3.6 9.8 24.9 135.2 449.2 1726.2 
 10 . . . 3.4 8 22.5 3.3 8.4 23.1 10.9 24.6 44.1 229.4 499.4 1220.3 
 20 . . . 4.1 7.9 16.1 4.1 8.7 15.9 47.9 76.7 106.6 337.5 541.8 936.1 
 50 . . . 3.8 7.9 16.2 3.9 8.2 15.9 187.5 238.8 292.4 359.6 556.1 913 
20 5 3 7.8 16.3 4.6 12.5 40.5 5.2 13.3 41.1 12.6 26.9 53.7 153 532.5 1940.7 
 10 . . . 3.6 9.9 31.1 3.6 10.2 31.3 3.1 10.2 28.8 242.6 577.4 1791.1 
 20 . . . 4.1 9.4 22.1 4.1 9.9 22 33.7 52.6 71.7 300.8 626.6 1574.4 
 30 . . . 4 8.8 21.8 4.4 9.5 22.4 97.3 124.2 146.9 375.5 575.8 1069 
 50 . . . 3 8.6 17.4 3.1 9.4 17.8 231.8 275.2 311.2 387 641.3 1062.3 
35 5 2.9 8.3 17.9 4.4 14 85.8 4.8 14.5 120.2 116.9 208.2 1629.9 98.2 213.4 6662.3 
 10 . . . 3.5 10.5 25.1 4.8 13 26.3 70.1 93.9 144.9 120.3 240.7 629.1 
 20 . . . 3.9 10 23.3 4.3 11.4 23.1 11.2 18.7 32.8 159.6 238.2 700.8 
 35 . . . 3.2 8.7 22.1 4.4 10 21.7 34.3 46.3 61.5 160.7 229.6 523.4 
 50 . . . 3.2 8.6 29.5 4.1 9.8 30.8 136.7 160.3 197.6 161.5 271.4 815.8 
 70 . . . 3.6 9.3 18.8 4.8 10.4 19 321.5 355.3 403.7 161.9 266.4 762.5 
50 5 2.2 7.1 14.9 4.1 11.5 49.9 5 12.8 47.7 381.2 775.4 1259.3 15.6 22.9 64.9 
 10 . . . 2.9 10 30.2 3.8 11.5 30.6 331.7 465 633.6 11.3 22 52.7 
 20 . . . 3.2 7.4 21.2 3.9 8.4 21.1 152.9 191.4 241.2 12.3 21.4 37.1 
 50 . . . 2.2 7.5 16.4 3.5 8.2 22.7 6.9 14.2 24.2 12.2 20.5 38.9 
 70 . . . 2.1 7.1 18 3 8.2 18.3 165.1 186.9 211.4 12.2 19.6 37.3 
 90 . . . 2.5 7.1 22.9 3.4 8 23.1 480 513.2 548.7 12.5 19.2 39.4 
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Table 2.99 Calibration: Nam and D’Agostino χ2 statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=2, σ=2; reference: Weibull γ=0.5, σ=2 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 2.8 5.7 17 3.2 7.4 22.4 3.9 7.4 21.6 3 7.4 23 233 335.8 662.5 
 10 . . . 2.9 6.4 23.7 3.1 6.9 24.6 3.7 8.5 18.3 244.5 337.3 541.6 
 20 . . . 2.4 5.9 24.5 3 6.4 24.8 15.7 27.3 43.1 252.4 343.1 487.4 
 50 . . . 2.4 6.6 19 3.1 6.9 18.1 103.1 147 176.4 267.7 336.9 435.1 
10 5 3 7.5 16.2 3.9 8.2 25.9 4.1 8.5 25.7 7.3 14.3 45.2 349.9 519.1 1416.1 
 10 . . . 3.2 7.6 16.9 3.6 8.2 19.4 3.2 7.6 18.4 380.7 540.8 904.9 
 20 . . . 3.9 8.4 15.2 4 8.5 15.5 14.2 31.4 49.4 415 564.4 815.9 
 50 . . . 3.5 7.8 15 3.8 8.3 16.4 177.7 228.8 282.7 394.1 540.6 721.1 
20 5 3 7.8 16.3 2.5 9.6 29.9 2.9 10.3 30.1 52.1 83.4 184.9 350.3 626.2 1788.6 
 10 . . . 3.1 9.1 16.3 3.7 9.9 17.4 20.9 33.9 60.5 400.7 637.2 1411.6 
 20 . . . 3.1 8.5 17.7 3.7 9.5 19 3.1 8.6 17.8 429.9 628.2 1194.3 
 30 . . . 3.1 9.2 16.7 3.7 9.5 19.3 41.6 59.9 79.3 422.7 564.1 1024 
 50 . . . 3.2 8.9 16.6 3.9 9.6 18.2 217.2 259.7 298.8 435.8 646.8 934.4 
35 5 2.9 8.3 17.9 3.7 9.6 35.9 5 10.7 43.6 345.5 469.1 844.3 162.1 267.2 1953.9 
 10 . . . 3.2 8.9 24 4.4 10.5 24.8 202.2 282.1 445.3 170.8 252.2 638.8 
 20 . . . 4.1 9.2 23.1 4.1 10.9 26 56.2 78.3 109 173.3 248.4 713 
 35 . . . 2.9 8.7 18.3 2.9 10.4 21.6 4.6 10.1 27.1 176.2 242.5 499.3 
 50 . . . 2.9 8.8 24.7 4.6 10.9 25.7 119.9 146.2 181.1 170.5 247.8 499.3 
 70 . . . 3.9 8.9 20.1 5.2 10.8 24.4 419.1 455 515.8 168.8 231.4 624.9 
50 5 2.2 7.1 14.9 3.2 7.6 33.9 4.4 8.3 37.2 1076.6 1468.5 2461.6 13.2 22.4 69.4 
 10 . . . 3.2 7.6 16.8 3.8 9 17.8 735.6 948 1360.2 12.2 20.7 38.5 
 20 . . . 2.4 6.8 19 3.9 8.5 20.1 364.2 431.2 533.7 12.1 20.7 43.8 
 50 . . . 2.6 7 17.7 3.9 7.8 22.6 3.2 8.1 21.6 12 19.7 45.2 
 70 . . . 2.9 6.6 17.3 3.7 7.7 19.2 275.9 298.1 336.6 11.7 19.3 34.7 
 90 . . . 2.1 6.5 16.3 3.7 8.3 19 395.1 781.4 829.1 11.4 19.6 35.8 
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Table 2.100 Calibration: Nam and D’Agostino χ2 statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=2, σ=2; reference: Weibull γ=0.5, σ=4 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 2.8 5.7 17 2.2 7.4 23.8 3.3 7.7 25.5 5.8 15.1 47.3 215.4 349.7 609.2 
 10 . . . 2.7 6.7 20.9 3.4 6.7 22.6 3.8 10.7 29.4 198.6 320.4 542 
 20 . . . 2.9 7.3 22.3 3.2 7.4 23.7 3 6.8 18.5 280.6 367.1 477.6 
 50 . . . 2.4 7 21.9 3.1 7.3 23.5 99.2 146.2 169.7 266.3 344.8 466.9 
10 5 3 7.5 16.2 4.4 8.5 19.7 4.4 10 19.2 20.5 53.7 144.7 334 540.2 992.4 
 10 . . . 3.3 7.7 16.2 4 8.4 18.1 12.3 29.2 58.7 335.5 497.7 855.2 
 20 . . . 3.3 8.8 16.6 4 9.8 18.4 4.4 10.7 23.7 399.7 571.4 1004 
 50 . . . 3.2 7.7 17 3.7 8.3 16.6 179.8 225.3 274.9 413.9 567.8 760.4 
20 5 3 7.8 16.3 3.2 10.5 16.8 3.7 11.1 17.9 111.9 204.4 413.7 349.2 608.5 1325.9 
 10 . . . 3.1 9.3 18.8 3.5 10.5 19.9 81.3 140.5 257.1 316.8 559.5 1160.7 
 20 . . . 3.7 8.8 18.3 4.3 10 18.7 34.6 63.3 97.2 421.5 675.2 1160.9 
 30 . . . 3 8.5 18.1 3.3 9.8 19.6 4.1 10.9 27.1 443.5 651.5 1029.9 
 50 . . . 3.2 8.8 22 3.5 9.9 22.9 210.9 258 296.5 448.3 647.4 1080.9 
35 5 2.9 8.3 17.9 2.9 10 24.7 4.5 11.6 26.3 528.5 967.3 1600 152 248.7 927.3 
 10 . . . 3.2 9.7 24.3 3.8 10.4 22.8 525.7 694.7 1243 152.6 233.1 564.1 
 20 . . . 3.5 9.2 23 4.9 11.2 26.7 287.5 415.2 1000.1 180.3 284 990.6 
 35 . . . 3 8.7 19.4 3.5 10.1 24.5 23.9 38.9 57.8 170 248.8 437.3 
 50 . . . 4 8.7 25.5 4.8 10.1 28 99.2 141.9 170.1 184 261.4 627.5 
 70 . . . 2.9 8.9 18.1 4.1 10.5 22.8 631.4 681 760.3 183.4 253.2 427.3 
50 5 2.2 7.1 14.9 2.5 7.9 18.8 2.5 10.3 22.1 1504.3 2465.3 4120.4 12.2 21.7 40.4 
 10 . . . 3 7 21.4 3.5 8.8 21.5 1214.4 1926.7 3096.8 11 20.6 38.1 
 20 . . . 2.6 7.2 21.4 2.6 9.4 22.8 977.4 1285.9 1524.6 13.1 21 50.4 
 50 . . . 2.1 7.1 15.8 3 9.1 22.8 3.2 9.4 23.1 11.5 20.7 36.3 
 70 . . . 1.9 7.1 15.6 3 8.9 21.2 538.7 594.5 650.6 12.1 20.4 37.1 
 90 . . . 2.4 6.3 17.5 3.2 8 19.9 359.7 396 441.1 11.7 19.7 37.3 
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Table 2.101 Calibration: Nam and D’Agostino χ2 statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=2, σ=2; reference: Weibull γ=1, σ=0.5 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 2.8 5.7 17 3 10.9 76.5 3 11 80.2 7.6 16.9 32.5 84.2 426.3 3178.2 
 10 . . . 2.7 7.5 25.7 3.2 8.1 27.2 19.5 34.9 53.3 112.8 266.5 1107.1 
 20 . . . 3.1 9.6 22.7 3.4 9.9 22.2 48.7 71.2 87.7 165 376.3 688.4 
 50 . . . 3.2 6.5 26 3.4 6.6 25.5 112.3 157.2 186.9 208.9 321.8 640.8 
10 5 3 7.5 16.2 4.6 14.4 78.6 5 15.1 84.7 5 15 38.7 135.2 747.6 5653.6 
 10 . . . 3.3 10.3 31.6 4 10.4 32 20.5 40.9 66.8 164.1 422.8 3345.4 
 20 . . . 3.9 9.7 24.2 4.3 10 25.7 68.6 102.3 131.5 230.9 566.2 2174.8 
 50 . . . 3.9 8.3 22.7 4.1 8.7 22.5 193.4 246.1 300.3 317.5 514.4 1144.6 
20 5 3 7.8 16.3 4.6 17.9 87.9 4.8 18 93.2 8.5 28.3 100.3 143.6 837.9 76907.6 
 10 . . . 3.6 11.1 38.1 3.7 12.1 43.5 5.5 15.7 36.3 179.3 450.8 6954.4 
 20 . . . 3.8 11.6 34.6 3.8 12.1 33.7 58.8 82.2 104.7 230.9 649.3 4676 
 30 . . . 4 11.1 23.1 4.9 11.9 23.4 124.7 152.9 179.2 332.8 570.3 1680.2 
 50 . . . 3.2 9.9 20.2 3.7 10.9 24.2 240.3 285.8 326 328.9 514.6 2126.5 
35 5 2.9 8.3 17.9 6 20.8 302.4 5.9 22.1 305.2 97.2 175.1 333.1 94.1 320.2 1631482.8
 10 . . . 5.2 14.9 63.3 6.2 16.4 66.6 41.4 57.6 131.3 102.7 195.4 9612.6 
 20 . . . 5.3 14.1 60 6.3 14.7 58 6.4 16.5 176.2 107.1 288.9 3185.8 
 35 . . . 2.9 9.9 36.2 5.1 12.8 34.4 54.5 69.5 98.7 112.9 224.9 1260.1 
 50 . . . 4.6 10.4 25 5.1 11.9 31.5 146.2 172.4 212.8 144.4 250.8 974.8 
 70 . . . 4.5 8.6 32.7 5.4 9.9 28.3 288.9 328.9 376.8 151.7 262.1 1262.7 
50 5 2.2 7.1 14.9 3.8 17.1 118.5 4.3 18.2 132.7 317.4 738.4 1340.9 12.7 36.9 292.5 
 10 . . . 4.9 14 50.6 6.3 15.3 50.9 214.5 337.4 548.4 13.7 24.1 91.2 
 20 . . . 3.6 9.4 25 5.4 10.7 27 96.6 131.1 171.5 13.5 23.5 53.5 
 50 . . . 2.3 8.6 19.6 4.1 9.8 20.5 14.2 22.1 37.4 13.3 19.7 48.3 
 70 . . . 3.6 8.5 22.3 4.5 9.8 23.9 132.3 154.8 186.3 14.2 22.6 37.6 
 90 . . . 2 7.9 22.3 4.1 9.3 23.7 358.6 391.6 426.8 11.8 21.7 52.1 
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Table 2.102 Calibration: Nam and D’Agostino χ2 statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=2, σ=2; reference: Weibull γ=1, σ=1 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 2.8 5.7 17 2.8 7.2 40.2 2.8 7.8 40.1 3.7 11.2 24.6 136.2 375 854.8 
 10 . . . 3 6.7 29.1 3.3 6.7 27.9 14.1 23.7 38.2 190.7 337.6 628.4 
 20 . . . 2.2 6.8 18.7 2.6 7 18.9 35.2 56.5 74.3 236.8 337.4 548.2 
 50 . . . 2.2 6.3 22.5 2.6 6.3 22 108.5 153.5 182.1 232.7 335.5 496.4 
10 5 3 7.5 16.2 3.2 11.1 25 3.5 11.2 25.9 3 10.1 21 238 634.7 1609.7 
 10 . . . 3.9 9.2 17.3 4.2 9.6 17.2 11.1 23.4 42.4 257 581.8 1239.1 
 20 . . . 2.9 7.7 17.3 3.3 8.1 17.7 49 76.9 106.4 384 539.9 923.1 
 50 . . . 3.1 7.8 15.4 3.3 8.1 17.3 187.7 238.6 292.7 386.6 535.2 887.3 
20 5 3 7.8 16.3 3.1 12.5 43.6 3.4 13.8 45.3 16.1 30.4 79.5 227.8 737.4 5553.3 
 10 . . . 3.2 10.1 22.8 3.5 10.7 23.6 3.5 10.3 22.4 273.1 615.9 1697.8 
 20 . . . 3.1 10.2 19.2 3.5 10.4 21 31.8 52.3 68.7 393.1 606.3 1168.9 
 30 . . . 3.5 9.7 18.1 3.7 10.1 18.7 96.7 124 147.3 365.8 610.6 1182.7 
 50 . . . 4.3 9.2 21.6 4.4 10.8 21.7 231.8 272.8 312.2 350.7 683.1 1122 
35 5 2.9 8.3 17.9 5.3 12.4 41.3 5.8 13.7 54.4 150 239.7 405 111.4 303.7 3718.7 
 10 . . . 4.2 11.1 38.4 4.6 12.1 33.8 63.3 93.7 146.8 118.9 259.1 1168.9 
 20 . . . 4.8 9 23.4 5.5 10 23.1 11.3 19.4 38.9 156.2 253 571.6 
 35 . . . 3.1 10 24.1 4.7 11.2 25.8 33.6 46.5 62.7 164.2 249 754.2 
 50 . . . 3 8.7 25.4 4.2 9.8 27.6 139.1 160.3 196.6 162.5 259.8 789.5 
 70 . . . 3.8 8.8 24.2 5.4 9.8 23.9 321 356.9 406.8 174.9 247 648 
50 5 2.2 7.1 14.9 4.1 9.5 47.1 4.9 11.7 49.7 554.6 895.1 1449.4 13.4 24.1 72 
 10 . . . 2.8 9.6 24.1 3.7 10.4 23.6 357.5 516.4 673.3 11.9 23.2 46.5 
 20 . . . 2.8 7.3 21.9 4 8.9 21 150.6 187.9 234 11.1 20.1 49.7 
 50 . . . 2.9 7.4 20.2 3.9 8.5 19 6.4 14.4 23.6 12.8 19.4 43.7 
 70 . . . 2.9 6.8 16.4 3.9 7.5 17.1 172.1 187.7 206.2 12.2 20.7 40.5 
 90 . . . 2.3 6.9 20.1 3.2 8.2 20.3 480.4 514.9 558 12.4 19.1 40.1 
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Table 2.103 Calibration: Nam and D’Agostino χ2 statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=2, σ=2; reference: Weibull γ=1, σ=2 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 2.8 5.7 17 3 6.8 25.9 3.1 7.4 26 3 6.8 25.9 189.8 337.1 589.8 
 10 . . . 2.5 6.5 21.7 2.7 6.9 22 3.9 8.4 19.4 215.4 334.8 488.2 
 20 . . . 2.3 6.6 18.8 3.1 7 19.4 15.4 27.3 43.2 254.2 329.6 432.5 
 50 . . . 2.8 6.5 20.9 3.1 6.8 21.5 105.9 148.4 177.2 262.7 343.2 404.1 
10 5 3 7.5 16.2 2.9 8.3 18 3 8.9 18.2 7.5 13.4 31.6 269.7 539.9 830.7 
 10 . . . 3.4 8 15.7 3.5 8.5 15.8 3.4 8 15.4 351 539.8 844.9 
 20 . . . 3.3 7.8 15.3 3.3 8.4 16.6 13.8 31.9 49.2 375 506.5 872.9 
 50 . . . 3.7 7.8 14.9 3.7 8.4 16.1 178.6 230.4 285.5 419.8 524.2 779.9 
20 5 3 7.8 16.3 3 9.5 19.3 4.2 9.9 19.8 43.1 80.7 127.3 288.5 592 1742.5 
 10 . . . 3.1 9.8 18.2 3.8 11 20.8 18.3 34.8 67.5 338.9 611.1 1288.8 
 20 . . . 3 8.6 16.9 3.6 9.1 17.5 3 8.7 16.2 401.4 601.1 1029.7 
 30 . . . 3.1 8.6 18 4.3 9.5 18.2 43.8 62.2 79.2 415.1 633.1 941.6 
 50 . . . 3.2 8.8 16.3 4.1 9.8 18.5 218.5 260.8 299.6 483.8 630.4 862 
35 5 2.9 8.3 17.9 3.3 10.6 20.5 5.1 11.7 23.5 286.5 461.3 729 125.1 250.6 600.7 
 10 . . . 3.5 9.7 19.1 5.3 10.8 20.8 174.9 288.1 1437.4 148.8 265.1 499.4 
 20 . . . 2.9 8.9 23.5 4.7 9.7 22.1 56.6 75 112.3 158 246.9 606.4 
 35 . . . 3.1 9.6 23.8 4.6 10.3 24.4 3.2 10 30.1 167.6 268.4 496.6 
 50 . . . 3.1 8.5 22.9 4.7 9.2 21.1 122.6 146 183.8 180.4 250.8 564.7 
 70 . . . 3.3 8.6 23.3 4.2 9.5 21 405.7 454.8 512.6 172 244 526.4 
50 5 2.2 7.1 14.9 2.5 9.3 20.6 3.2 9.9 21.2 885.5 1468.9 2078.5 13.5 19.6 48 
 10 . . . 2.8 7.5 19.8 2.9 9.2 22.8 707.8 944.8 1257.9 12.1 20 44.5 
 20 . . . 1.9 7.3 23.2 3.2 8 23.4 362 418.7 520.2 11.5 19.4 43.7 
 50 . . . 1.9 6.7 17.8 3 7.8 18.5 2.6 8 17.8 12.5 19.5 40.9 
 70 . . . 2.1 6.9 17.1 3 7.6 17.9 272.3 298.1 334.3 12.2 19.7 33.7 
 90 . . . 1.9 6.5 15.9 2.9 8.1 18.3 394.4 776.9 837.9 12.1 20.3 39.6 
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Table 2.104 Calibration: Nam and D’Agostino χ2 statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=2, σ=2; reference: Weibull γ=1, σ=4 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 2.8 5.7 17 2.5 6.5 23.9 2.6 6.5 24.4 4.8 14.2 46.6 215.9 336.1 509 
 10 . . . 3 6 23.3 3.1 6.4 24.7 3.7 10.6 36 243.3 343.7 462.3 
 20 . . . 2.6 5.9 19.9 2.8 6.5 21.1 3.4 6.4 17 252.6 319.7 422.4 
 50 . . . 2.9 6.1 18.7 3 6.7 20.9 103.6 144.1 173 282.7 345.8 409.6 
10 5 3 7.5 16.2 3.6 8.2 18.3 4.2 8.7 19.8 23.8 46.9 94.7 343.5 526.4 988.4 
 10 . . . 3.2 8 15.1 3.3 9 19.4 16.3 32.8 53.6 412.6 534.6 782.4 
 20 . . . 3.6 7.6 14.7 4.1 8.4 16.4 4.2 9.1 21.1 356.5 506.7 724 
 50 . . . 3.3 8 15.2 3.5 8.7 18.5 172.2 232.1 276.6 408.5 537.2 781.4 
20 5 3 7.8 16.3 3.5 9.7 18.7 4.4 10 20.3 119.6 202.4 361.3 362.8 612.9 1685.3 
 10 . . . 2.3 8.8 19.2 2.3 9.3 20.7 94.9 156.6 256.6 422.2 597 1124.4 
 20 . . . 3.3 8.7 18.1 3.3 9.1 18.5 34.4 51.7 79.5 397.5 583 892.8 
 30 . . . 3.4 8.9 16.5 4.2 9.1 17.5 4 11.9 20.2 391.1 605.3 871.3 
 50 . . . 3.3 8.6 18.1 4.2 9.2 18.5 210.1 258.1 294.7 449.5 622.9 881.4 
35 5 2.9 8.3 17.9 4.8 9.7 23.3 5.1 10.8 24.3 591.9 856.1 1427 140.7 250.8 710.7 
 10 . . . 3.9 9.5 23.3 4.3 9.9 24.3 547.7 742.9 1024.2 157.8 250.8 832.7 
 20 . . . 2.9 9.1 17.7 3 9.5 20.2 280.2 370.2 592.8 168.5 243.7 578 
 35 . . . 3.1 8.5 22.5 3.2 9 22.8 29 39.8 65.3 171 241.9 521.3 
 50 . . . 3 8.7 21.5 3.2 9.3 19.2 109.6 132.9 183.6 180.1 244.4 508 
 70 . . . 3.2 8.5 23.6 3.4 9.9 21 621 684.3 739.8 169.9 247.4 573.4 
50 5 2.2 7.1 14.9 2.9 7.1 15.5 4 8.1 21.1 1538.3 2407.7 4033.5 12.4 20.8 34.7 
 10 . . . 3.6 7.3 15.3 3.6 8.1 21.1 1453.4 2066.4 2907.2 12 19.4 39.4 
 20 . . . 1.9 6.7 16.9 2.1 8 20.4 933.4 1141.5 1402.8 12.5 18.7 35.8 
 50 . . . 2.6 7 15.7 2.6 7.8 19.9 3 10.1 23.1 12.5 19.8 37.4 
 70 . . . 2.5 7 16.4 2.4 7.9 22.5 539.1 593.4 642.7 11.5 19 37.7 
 90 . . . 1.9 7.1 17.7 2.4 8.2 22.3 348.1 386.6 429.9 12.2 20.2 35.1 
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Table 2.105 Calibration: Nam and D’Agostino χ2 statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=2, σ=2; reference: Weibull γ=2, σ=0.5 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 2.8 5.7 17 3.1 9.9 49.4 3.2 10.2 49 8.5 16.5 30 76.8 291.1 1014.5 
 10 . . . 3.6 8.6 23 3.7 8.7 23.2 19.9 33.6 49.2 76.5 382.8 1068.2 
 20 . . . 2.6 7.1 26 2.8 7.7 24.8 44.2 69.9 90.9 169.1 316.8 964.8 
 50 . . . 2.5 6.5 19.4 3.4 6.6 18.9 111.8 157.7 186.7 214.9 321.4 605.5 
10 5 3 7.5 16.2 3.8 9.7 53.6 3.9 10.4 52 4.9 14.3 35.1 123.9 458 2534.9 
 10 . . . 4.4 10.5 39.6 4.4 11 39.6 20.4 42.1 64.1 124.2 575.6 2139 
 20 . . . 3.5 11.1 31.4 3.5 11.2 31 66.5 98.5 133.6 263 500.9 2247.7 
 50 . . . 3.3 7.9 16.5 3.2 8.9 17.9 193.8 245.6 300.7 307.9 510.2 1136.4 
20 5 3 7.8 16.3 4.2 13.8 68.4 4.9 14.1 72.9 10.3 19.5 58.9 143.2 495.8 5735.6 
 10 . . . 4.7 14.9 60.6 5.1 15.5 60 6.2 17.2 47.6 140.1 681.3 9008.6 
 20 . . . 3.1 12.3 28.6 3.4 13 29.2 61.8 81 103.8 261.9 608.2 3966.3 
 30 . . . 4.3 11.7 22.7 5.6 13.2 23.2 122.2 152.3 184.6 249.6 449.8 2826.9 
 50 . . . 4.3 8.9 23.6 5 10.7 25.8 240.9 285.5 322.3 329.4 579.2 1775.9 
35 5 2.9 8.3 17.9 3.5 16.4 129 4.4 16.7 162.6 88.6 154.4 316.1 93.7 205.1 2930 
 10 . . . 4.9 15.4 82 5.5 15.6 68.6 41.8 63.3 94.5 102.3 275.7 5209.6 
 20 . . . 4.6 10.7 40.6 6 11.7 40.6 5.1 17.8 1706.8 119.1 235.5 1673.5 
 35 . . . 4.4 11.6 34 5.4 12.8 32.7 54.6 71 98.9 124.6 253.6 1522.6 
 50 . . . 5.6 10.3 31.3 5.9 11.6 31.9 149 172.6 213.7 139.2 261.2 691.1 
 70 . . . 5.1 9.2 20.3 5.7 9.9 20.5 295.8 335.3 376.1 154.7 220.2 463.6 
50 5 2.2 7.1 14.9 2.6 15.1 121.6 3.4 15.4 137.7 309.7 632.2 1068.6 11.8 24.4 136.7 
 10 . . . 3.6 12.2 81.6 4.2 14.1 67.3 168.9 379 561.8 13.8 24.5 109.8 
 20 . . . 3.4 9.4 33.9 3.8 12.7 35 101.6 122.6 197.7 13.2 21.6 81.2 
 50 . . . 3 8.9 19.3 3.5 9.6 20.4 14.3 22.4 35.8 11.7 21 46.9 
 70 . . . 2.8 7.4 22.9 3.9 9.8 24.3 137.9 157.9 183.8 11.8 19.6 37.4 
 90 . . . 3.4 7 15.7 4 8.3 20.9 357.7 390.8 429.5 12.2 21.1 41.1 
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Table 2.106 Calibration: Nam and D’Agostino χ2 statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=2, σ=2; reference: Weibull γ=2, σ=1 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 2.8 5.7 17 2 8.7 25.4 2.4 9 26.8 5.4 10.7 20.3 165.5 342.4 758.6 
 10 . . . 2.9 6.8 25.3 2.9 7.7 24.8 14 23.6 37.3 198.6 348.2 712.6 
 20 . . . 2.9 5.9 21.3 3.3 6.4 21.6 35 56.7 75.2 217.8 321.7 509.6 
 50 . . . 2.9 6.2 23.7 3.1 6.8 24.8 108.2 153.5 181.8 263.4 335.3 507.4 
10 5 3 7.5 16.2 2.8 8.3 24.8 3.5 9.1 24.7 3.7 8.3 23.2 239.8 597 1390 
 10 . . . 2.8 8.2 22.8 3.1 9.4 26.6 10.9 25.5 41.8 341.4 544 1217.1 
 20 . . . 3.3 8.8 15.7 3.5 9.2 19.2 49.1 77.5 104.4 323.1 480.7 920.5 
 50 . . . 3.4 8.1 15.3 3.5 9 15.6 187.2 239.5 293 382.6 541.2 968.1 
20 5 3 7.8 16.3 3.3 10.5 19.8 3.7 11.4 23.3 15.7 29 51.9 260.1 655.1 3772.5 
 10 . . . 4.4 9.6 20.4 4.6 10.5 25 4 10.6 24.5 343.3 637.9 2196.9 
 20 . . . 3.2 8.9 17.6 3.2 9.3 18 32.6 52.7 68.4 307.2 598.7 991.6 
 30 . . . 4.1 9.4 19.5 4.1 9.8 19.6 97.7 123 148 355.1 659.6 1006.3 
 50 . . . 3 8.6 22 3 9.5 22.1 233.7 274.6 313.2 429.2 643.9 1371.4 
35 5 2.9 8.3 17.9 3.2 11.4 63 5.4 14.3 61.1 161.2 234.7 367 110.4 254.5 5142.9 
 10 . . . 4 11.1 26.5 5.5 14 33 72.6 102.4 155.7 142.5 246.8 944.4 
 20 . . . 4.6 9.2 21.8 5.6 11.1 23.8 11.2 20 40.4 128.1 243.3 581.8 
 35 . . . 2.9 9.3 28.2 5.7 11.3 26 34 45.9 65.5 160 265.3 990.7 
 50 . . . 3.4 8.9 23.3 5.9 9.7 23.8 135.1 160.8 198.4 165.6 264.3 751.5 
 70 . . . 4.2 9.2 23.3 5.2 10.4 23.1 319.8 355.2 407.4 152.9 237.6 590.4 
50 5 2.2 7.1 14.9 3.5 9.9 36.4 4.1 12.3 47.7 543.2 863.7 1319.5 14.3 24.3 61.7 
 10 . . . 3.6 9.7 32.5 3.8 11.8 31.3 386.5 494.6 694.7 13.2 23.2 81.7 
 20 . . . 2.4 8.3 20.9 3.1 8.9 23.4 146.7 184.9 242.7 11.7 19.4 47.1 
 50 . . . 2.8 7.1 16 3 7.9 18.3 6.8 14.4 22.6 12.6 20.6 43.5 
 70 . . . 3.2 6.9 17.5 3.7 8.8 18.1 165.8 184.7 210.9 12.1 20.9 36.5 
 90 . . . 1.9 7.2 21.6 3 8.8 24.2 473.5 516.5 563.1 12.1 19.6 37.8 
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Table 2.107 Calibration: Nam and D’Agostino χ2 statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=2, σ=2; reference: Weibull γ=2, σ=2 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 2.8 5.7 17 2.4 6.1 22.8 2.8 6.3 21.6 2.4 6.1 22.3 190.9 313.7 466.6 
 10 . . . 2.4 6.5 26.3 2.4 7 25.4 4.1 9 19.6 219.6 359.9 579.9 
 20 . . . 2.9 6.9 25.6 3 7.3 26.2 15.3 28.1 44 278.3 356.3 504.1 
 50 . . . 2.4 6.4 22.3 2.4 6.7 21.1 105.8 149 175.8 269.4 343.3 441.2 
10 5 3 7.5 16.2 2.8 7.7 17.3 3.4 8.2 17 6.2 13.1 30 242.8 524.8 814 
 10 . . . 3.2 8.6 16.4 3.6 9.2 16.3 3.2 8.5 17.3 339.7 559.5 1084.2 
 20 . . . 3.2 8.3 15.8 4.5 8.5 15.9 13.7 30.7 46.8 413 598.2 1022 
 50 . . . 3.6 7.4 16.5 3.8 8 16.2 177.8 230.3 280.5 412.4 563.5 777.8 
20 5 3 7.8 16.3 3.1 9.3 20.3 3.6 9.8 21.1 44.2 81.4 133.5 278.3 586.5 1119.2 
 10 . . . 5 9.3 16.7 5 9.8 16.9 20.4 36.4 70 358.6 699.8 1710.3 
 20 . . . 3 8.8 17.3 3.4 9 18.3 3.1 9.3 16.8 412.9 751.1 1361.7 
 30 . . . 3 8.7 18.5 3.4 9 20.2 40.8 60.6 78.1 407.7 612.6 1031.3 
 50 . . . 3.1 8.7 16.3 3.8 9.3 16.6 217.4 262.9 299.8 465.6 633.5 902.2 
35 5 2.9 8.3 17.9 2.8 9.9 26.6 3.1 11.3 26.5 302.1 450.9 686.6 140.9 230.4 1308.7 
 10 . . . 2.9 10.6 32.3 3.2 11.6 31.5 208.6 286.2 521.9 145.9 300 823.7 
 20 . . . 4.8 9.3 28.3 4.7 10.9 30.1 55.4 82.2 122.4 176.7 282.2 837.5 
 35 . . . 3.3 8.8 22.6 3.4 10.1 22.1 3 9.5 25.5 173.2 248.1 496 
 50 . . . 3.2 9.4 22.2 3.2 10.3 23.6 122.8 145.4 184.8 177.1 253 606.2 
 70 . . . 4.3 9.1 23.5 5.3 10 24.9 408.1 452.1 513 168.7 255.2 827.9 
50 5 2.2 7.1 14.9 2 8.2 25.8 2.1 9.4 26.7 885.1 1368.6 1756.1 12.5 20 48.5 
 10 . . . 3.1 7.5 22.8 3.4 8.4 23 717.2 972.9 1414 13.5 20.6 40.3 
 20 . . . 2.1 8 20.2 2.3 9.8 23.7 360.7 451.3 575.3 12.2 22.5 51.2 
 50 . . . 2.7 7.2 19.4 2.8 9 21 3.1 8.8 22.1 12.1 20.4 42.9 
 70 . . . 2.4 6.9 19.5 2.4 8.5 21.1 270.5 296.8 325.9 11.8 20.1 40.7 
 90 . . . 2.3 6.7 16.9 3.1 8.3 18.4 387 773.2 834.5 11 20 40.1 
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Table 2.108 Calibration: Nam and D’Agostino χ2 statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=2, σ=2; reference: Weibull γ=2, σ=4 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 2.8 5.7 17 2.9 7.2 20.8 3.1 7.5 21 4.9 14.7 46.3 186.3 350.3 515.7 
 10 . . . 2.3 6.1 21.3 2.3 6.3 23.5 3.5 9 32.1 257.4 336.8 488.7 
 20 . . . 2.3 6.6 23.5 2.3 7.4 22.4 3.1 6.7 19.6 260.6 336.1 433 
 50 . . . 2.2 6.6 19 2.3 7.2 19.7 105.9 145.3 173.4 287.6 335.6 445 
10 5 3 7.5 16.2 3.6 9.7 18.3 3.6 9.8 19.1 19.9 44.2 107.5 300.7 530.5 1138.3 
 10 . . . 3.7 7.9 16.5 3.7 8.9 16.8 17.5 29.3 68.3 372.6 507.7 1109.9 
 20 . . . 3 7.6 14.9 3.5 8.6 15.7 4.1 10.1 20.5 411.4 537.9 854.8 
 50 . . . 3.4 7.7 15.9 3.4 8.4 15.6 177.6 220.3 279.6 417 569.4 719.9 
20 5 3 7.8 16.3 4.4 10.5 17.3 5 11.2 20.5 94.2 193.8 338.5 308.6 640 1546.7 
 10 . . . 2.3 9.7 20.2 2.4 10.2 20.4 93.8 150.2 267.6 392.2 572.5 1541.4 
 20 . . . 3.2 8.5 19.5 3.2 9.9 20.1 34.6 57.4 91.2 431.8 624 1046.4 
 30 . . . 3 8.6 17.5 3 9.7 17.9 4.1 10.5 21.7 482.5 641.3 857.2 
 50 . . . 3.4 8.9 18.1 3.6 9.8 20.3 215.3 253 284.8 491 628.6 1042.4 
35 5 2.9 8.3 17.9 5.3 11.6 20.4 5.3 13.1 25.3 509.9 880.3 1695 131 241.2 615.4 
 10 . . . 4.8 9.4 25.6 5.5 10.4 25.7 511.4 729.7 1124.9 154.8 249.9 807.8 
 20 . . . 2.8 9.2 24 3.9 10.2 28.8 286.4 369.6 745.1 176.8 259.4 682.2 
 35 . . . 3.9 8.9 18.7 5.2 10.3 21.3 25.5 39.3 57.6 164.4 249.8 500.5 
 50 . . . 3.4 8.9 23.8 4.7 10.5 25.4 101.4 136.7 172.4 184.3 264.4 501.5 
 70 . . . 3.7 9.1 23.3 4.7 10.1 24.9 630.2 676.2 739.7 178.5 248.3 526.5 
50 5 2.2 7.1 14.9 3.2 8 22.6 3.9 8.8 23.1 1412.5 2354.4 4400 12.2 20.8 42.1 
 10 . . . 3.4 7 19.5 4.1 8.2 23.7 1479.8 1940.4 3037.9 12.4 20.9 38.5 
 20 . . . 3.7 7 17.8 3.8 8.6 19.9 1001.8 1193.2 1477.2 12.7 20.9 43.4 
 50 . . . 3 7 17.9 3.7 7.7 22.2 2.9 7.7 23.7 12.2 20.3 41.5 
 70 . . . 2.4 6.6 15.5 3.2 8.1 18.3 543.8 592.1 650.7 11.9 20.3 33.6 
 90 . . . 2 6.5 15.3 3.3 8.3 19.4 350.4 385.9 431.2 12.3 19.6 35.5 
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Table 2.109 Calibration: Nam and D’Agostino χ2 statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=0.5, σ=4; reference: Weibull γ=0.5, σ=0.5 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 0.9 2.9 17.9 0.9 3.7 42.7 1.6 5.3 39.3 93.5 143.1 188.9 6000 1179138 1.1108E14
 10 . . . 0.4 4.6 31 1.6 5.8 35.9 140.2 189.4 227.2 12231 3820317 1.0855E15
 20 . . . 0.7 3 36.5 1.4 3.7 44.7 188.8 234.3 275.7 17352 19164144 1.6985E12
 50 . . . 1.1 3 21.4 1.5 4 24.5 178.3 230.4 279.3 69107 3808857 4.65863E9
10 5 0.8 3.5 13.9 1.5 8.1 70.4 2.6 9.2 105.6 145.6 205.5 280.3 59615 100241840 6.7069E15
 10 . . . 2 9.1 54.4 2.4 11.1 56.1 235.1 291.5 347.1 77066 58689320 1.3036E14
 20 . . . 1.4 5.1 24.5 2.6 7.1 34.6 323.8 368.6 415 201654 602456977 1.6654E16
 50 . . . 1.3 4.3 20.4 2 6.1 23.2 328.6 403.9 492.7 162849 3.50714E9 6.4622E14
20 5 2.3 6.6 20.3 3.9 13 65.2 5.1 13.3 89.6 54.4 104.2 211.1 5090 6515931 6.9286E12
 10 . . . 3.6 12.2 48.1 3.8 13.1 88.6 161.2 222.1 271.6 4739 3804128 3.1538E12
 20 . . . 2.4 7.8 56 3.8 10 51.8 290.5 355.3 411.7 13007 1021369 7.7011E11
 30 . . . 3 8 21.3 3.2 9.7 27.3 398.4 443.4 488.7 27531 639829 1.0008E13
 50 . . . 2.4 8.2 25.6 3.5 9.3 29.1 527.4 571.9 606 12901 425776 4.5036E13
35 5 2.9 5.8 19.2 3.6 13.8 82.1 3.9 15.8 84.8 55.3 95.8 176.3 358 8293 114010991
 10 . . . 3.7 12.1 136.4 4 13.7 211.2 5.8 19.4 83.3 458 9722 1.12245E9
 20 . . . 3.4 9.4 30.2 4.2 12.6 40.2 59.5 82.8 110 533 4810 104707564
 35 . . . 2.6 7.2 27.3 3.6 10 32.2 190.4 226.9 256.3 995 4339 15497587 
 50 . . . 2.8 7.7 21.1 4 10.2 33.6 311.8 350.3 377 733 5425 12272565 
 70 . . . 3 7.5 33.2 3.7 10 38.1 272.7 499.3 532.3 962 4950 7157856 
50 5 2.3 6.6 17.9 3.6 12.4 69.3 4.6 16.1 75.4 895.8 1141.2 1526.9 8.8 26.5 138.3 
 10 . . . 2.5 12.3 68.1 3.1 16.4 132.1 434.5 508.3 796.9 10.5 26 260.4 
 20 . . . 2.4 9.8 45.1 4.2 12.2 52.7 127.4 155.1 217 9.6 23.4 74.2 
 50 . . . 4.4 7.9 20.1 4.7 10.4 28.8 14.6 27.5 40.5 9.4 20.1 67.1 
 70 . . . 3 8 22 3.3 10.3 30.6 127.7 151.1 181.2 8.8 18.2 78.6 
 90 . . . 1.9 7.6 18.7 2.3 10.1 22.5 341.7 371.9 409.4 8.9 18.3 37.3 
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Table 2.110 Calibration: Nam and D’Agostino χ2 statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=0.5, σ=4; reference: Weibull γ=0.5, σ=1 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 0.9 2.9 17.9 1 4 21.1 1.4 5.1 26.4 82.1 113.7 148.2 3044 3192251 1.9971E12
 10 . . . 1 3.2 25.3 1.4 5.3 21.5 148.1 169.8 199 20872 4662173 6.54452E9
 20 . . . 1 3.2 17.3 1.4 4.4 17.2 195.3 234.8 266.5 108945 6780193 1.21654E9
 50 . . . 1.2 3.2 21 1.8 5.1 20.8 187.4 223.7 253.7 302042 7264492 2.7539E9 
10 5 0.8 3.5 13.9 1.5 5.4 35.7 2.7 7.3 51.2 118.8 160.4 225 10278 81483510 2.7062E15
 10 . . . 1.2 4.1 25 2.3 5.8 29 217.3 257.7 309.1 812256 4.69855E9 6.9175E15
 20 . . . 0.7 3.5 18.8 2.5 5.4 21.6 309 352.2 405.3 10234408 1.5818E10 6.0644E14
 50 . . . 0.9 3.5 28.4 2.6 5.5 31.5 339.9 410.4 447 221643712 1.3993E10 7.6062E13
20 5 2.3 6.6 20.3 3.8 9.7 30.1 4.8 12.1 29.9 32 60.6 92.8 6393 1914457 3.753E12 
 10 . . . 2.4 6.9 25.1 2.4 9.3 24.4 121.7 167.8 195.7 29822 957198 2.0016E13
 20 . . . 2.9 6.7 22.8 3.8 8.5 23.1 264.6 306.9 347.1 40331 462545 3.9162E12
 30 . . . 2.5 7.2 25 2.6 9.7 26 366.7 405.8 451.7 36266 224307 2.2518E13
 50 . . . 2.6 6.9 18.4 2.8 9.8 20.2 515.4 560.6 606.4 57332 212574 5.147E12 
35 5 2.9 5.8 19.2 3.4 8.1 38.6 4.8 12.1 43.9 137.1 171.7 235.8 307 3911 23750387 
 10 . . . 2.8 6.9 31.9 4 9.5 36.5 18.4 33.5 66.2 572 3654 18450547 
 20 . . . 3.1 6.9 19 4.3 9.2 24.6 31 44.7 58.8 847 3976 6601645 
 35 . . . 2.8 6.6 19.6 3.8 8.6 26 165.1 189.8 211.9 1099 5351 1033857 
 50 . . . 2.9 6 24.8 4.3 8.5 26 299.6 337.6 363.2 1094 8319 1003904 
 70 . . . 2.7 5.8 21.6 4.3 8 25.3 467.5 527.8 565 951 6054 947943 
50 5 2.3 6.6 17.9 2 8.6 44.1 5.3 13 49 1145.7 1483.1 2047.6 10.3 22 61 
 10 . . . 2.2 7.6 22.7 4.5 10.9 32.3 607.4 706.8 861.9 9.5 19.1 55.1 
 20 . . . 2.8 7.2 16.4 5.4 11.5 26.9 200.9 230.8 295.4 8.6 18 58.5 
 50 . . . 3.1 7.6 18.6 4.4 10.6 35.5 7.6 19.8 37.6 9.2 18.1 64.1 
 70 . . . 3 7.4 17.4 4.6 10.6 26.8 156.5 181 210.6 8.1 19.5 62.5 
 90 . . . 2.2 7.2 18.6 4.6 11 27.6 274.3 488.8 519.1 8.9 17.9 69.3 
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Table 2.111 Calibration: Nam and D’Agostino χ2 statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=0.5, σ=4; reference: Weibull γ=0.5, σ=2 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 0.9 2.9 17.9 1 3.2 27.1 1.6 5.2 22.5 36.1 55.4 66.8 320027 7634122 4.1278E10
 10 . . . 0.8 3.2 22.4 1.1 4.7 29.6 82.5 108.6 128.5 358923 4329773 3.35364E9
 20 . . . 1 3.2 30.2 1.2 5 25.7 154 183.4 207 414637 10286532 818655314
 50 . . . 1.1 3.1 18.6 1.2 5.1 19.8 194.3 224.9 248.8 673081 6656430 177450534
10 5 0.8 3.5 13.9 1.1 4 21.6 2.4 5.6 43.8 38.8 56.7 92.7 123366 3.72583E9 6.0071E14
 10 . . . 1.4 3.9 30.3 2 5.6 29.6 118.2 146.7 177.1 52449678 1.9525E10 1.0538E15
 20 . . . 1.1 3.5 18.9 1.7 5.6 26.4 231.5 274.2 315 37942493 2.0215E10 7.3672E14
 50 . . . 0.8 3.5 27.3 2 5.5 28.2 346.1 400.7 470.6 146575809 2.1641E10 1.5404E13
20 5 2.3 6.6 20.3 2 7.4 25.5 3.7 9.4 47.6 11.1 24 304.2 28938 862988 1.8014E13
 10 . . . 2.7 7.2 20 4.4 9.6 26.4 27.8 42.4 56.7 42229 212185 3.9026E11
 20 . . . 2.7 7.7 21.5 4.4 10.1 27.9 161.5 188.4 212.7 45154 210967 1.5318E11
 30 . . . 3.3 6.7 23.2 3.7 8.7 28.8 284 320.1 359.4 43863 234396 4.5036E13
 50 . . . 2.5 6.7 17.5 4.3 8.9 26.4 508.1 548.2 600.8 59562 163349 1.4814E13
35 5 2.9 5.8 19.2 3 7.1 27.1 3.5 10.1 36.2 562.1 710.8 991 1026 8011 8127019 
 10 . . . 2.6 6.2 25.6 3.9 9.2 27.7 181.9 223.7 316.7 1214 5779 1357180 
 20 . . . 2.7 5.7 26.6 3.4 8.9 33.1 9.8 17.9 82.8 1090 12737 545791 
 35 . . . 2.4 5.9 21.2 3.2 9.1 30.7 88.9 111.9 129 1000 6741 866499 
 50 . . . 2.7 6 25.7 3.1 8.8 37.1 278.6 316.6 344.4 1129 7960 795175 
 70 . . . 2.9 6.2 21.4 3.2 9 25.4 582.2 619.3 659.6 1077 10014 530267 
50 5 2.3 6.6 17.9 2.5 9 22.8 5 10.5 23.2 3199.8 3957 6060.6 9.5 19 59 
 10 . . . 2.6 7.6 20.5 2.5 9 25.4 1521.4 1830.7 2701.1 9.6 18.4 59.6 
 20 . . . 2.2 7.4 20.6 2.3 9 25.9 509.8 608.1 775.9 8.5 18.7 66.5 
 50 . . . 2.3 7 19.9 2.2 8.7 26.8 4.4 11.4 23.6 9.1 17.5 50.3 
 70 . . . 1.9 6.8 20.5 2.6 8.5 27.1 253.8 287.5 316.5 9.4 16.9 53.9 
 90 . . . 2.2 6.7 20.6 2.4 8.3 27.5 366.8 410.6 438.1 9.4 18.5 41 
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Table 2.112 Calibration: Nam and D’Agostino χ2 statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=0.5, σ=4; reference: Weibull γ=0.5, σ=4 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 0.9 2.9 17.9 0.8 3.3 17 1.2 5.2 15.7 0.6 3.5 17.5 264264 8694914 7.62689E9 
 10 . . . 1 3.7 14.8 1.2 5.3 18.5 4.6 12.2 24.4 203208 5903145 8.88364E9 
 20 . . . 0.8 3.3 17.8 1.2 4.6 17.1 60.1 76.3 98.6 325453 22457527 926321715 
 50 . . . 1 3.3 16.8 1.5 5.2 21.9 191.2 223.8 265.9 318181 9134488 563642937 
10 5 0.8 3.5 13.9 1 4.4 22.6 1.7 5.8 24.5 30.7 58.7 96.5 2238146 1.0338E10 8.6469E15 
 10 . . . 1.2 3.6 26.9 1.8 5.6 35.6 1.4 4.1 20.5 5838477 3.73271E9 2.1925E13 
 20 . . . 1 3.6 19.7 1.4 6.2 25.6 78.9 97.2 126.4 103816006 1.2291E11 8.3193E14 
 50 . . . 0.7 3.6 28.9 1.3 5.9 27.5 341.6 414.5 457.4 278523118 3.6749E10 1.6993E13 
20 5 2.3 6.6 20.3 2.8 6.9 18.1 3.8 9.7 28 546 830.5 1259.7 41366 542825 1.5012E13 
 10 . . . 2.7 6.8 18.5 4 9.2 25.4 136.4 198.4 273.8 43725 206573 2.2518E13 
 20 . . . 2.4 7.7 22.3 4 10.1 28.7 3.1 9.5 47.5 48399 303322 2.1069E12 
 30 . . . 2.5 6.9 18.6 3.5 9.9 21.3 124.4 145.2 176.7 44414 220503 1.201E13 
 50 . . . 2.7 7.1 18.9 3.7 9.2 21.8 500 544.3 591.6 48252 219360 2.2518E13 
35 5 2.9 5.8 19.2 2.8 6.9 30.2 4.3 9.6 39.2 3578 6211 10510 998 3803 4069554 
 10 . . . 2.8 7.3 20.7 3.9 10.9 28.9 1428.6 2138.4 3200.2 853 6319 9264697 
 20 . . . 2.5 6.3 20.8 4.3 10.1 32.3 325.2 452.6 565.5 1258 16030 3371155 
 35 . . . 2.8 6.2 20 4.3 9.2 27.9 3.7 8.6 23.6 898 9297 891756 
 50 . . . 2.8 6 25.9 4.2 9.4 32.2 265.7 313.8 349.3 1047 8435 730818 
 70 . . . 2.7 5.8 21.8 4.4 9.2 27.4 333.1 350.4 781 1231 8034 692154 
50 5 2.3 6.6 17.9 2.5 7.7 22.2 3.9 13 35.1 13324 26054 50970 9.3 18.5 79 
 10 . . . 2.1 7.4 21 4.5 10.8 28.2 6509 9609 16341 9.7 19.5 41.7 
 20 . . . 2.4 7.2 20.4 3.2 11.6 23.1 2132 2910.6 3540.5 8.2 18.6 69.3 
 50 . . . 2 7.6 17.2 4 10.8 27.3 2.9 11.1 24.9 8.1 17.4 78.4 
 70 . . . 2.8 6.9 19.1 4.6 10.8 22.8 295.2 333.5 569.5 8.4 17.8 44.2 
 90 . . . 2.2 7.3 19.7 4.4 10.9 20.9 486.3 536.3 563.9 8.5 17.5 43.3 
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Table 2.113 Calibration: Nam and D’Agostino χ2 statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=0.5, σ=4; reference: Weibull γ=1, σ=0.5 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 0.9 2.9 17.9 1.2 5.7 33.3 1.6 7.2 30.7 97.9 146.4 194.4 2649 2438785 8.663E13 
 10 . . . 1.1 3.7 29.5 1.5 5 26.4 150.4 187.1 224.6 4751 1030664 9.783E14 
 20 . . . 0.8 3.4 25.7 1.6 4.9 31.5 186.2 240.1 269.5 27443 14770038 1.647E12 
 50 . . . 1.1 3.3 22.6 1.5 4.3 40.6 174.4 218.7 271.7 178070 4462084 2.559E10 
10 5 0.8 3.5 13.9 1.5 8.6 62.4 3.1 12.1 66.1 117.4 218.4 282.9 5335 37163998 5.275E14 
 10 . . . 1.3 5.5 33.1 2 7.5 34.4 237.7 285.2 341.8 32571 18944730 4.915E15 
 20 . . . 1.5 5 28.2 2.2 7.3 29.3 322.3 374.4 427.3 130537 4.2889E8 1.002E15 
 50 . . . 0.9 4.5 14.9 1.7 6.7 19.6 321.1 400.8 490.5 304348 4.4966E9 4.137E14 
20 5 2.3 6.6 20.3 4.3 12.7 109.3 4.9 14.7 94.9 45.7 110.3 204 1551 2522487 1.386E13 
 10 . . . 3.6 10.3 34.2 3.9 11.5 36.2 154.7 201.5 274.9 4338 695479 3.106E12 
 20 . . . 3.2 9.6 30.8 4 11.1 48 306.5 351.9 415.4 17602 1248297 1.501E13 
 30 . . . 2.5 8.3 21.2 3.7 10.5 32 396.5 443.4 491.8 26437 401516 1.432E12 
 50 . . . 2.6 7.1 25.3 3.9 8.9 26.7 510.9 565.8 617.7 39216 409972 1.287E13 
35 5 2.9 5.8 19.2 3.7 16.9 495.8 4.7 19 464.8 60.7 90.9 196.1 292 9794 2.8577E9 
 10 . . . 3.9 9.9 49.9 4.7 12.7 47.7 6 16.9 64.5 469 3273 3.2178E8 
 20 . . . 3.2 8.7 38.4 3.9 11.5 38.5 56.3 82.4 119.5 471 4801 32778480 
 35 . . . 3.3 7.4 31.5 4 9.5 31.7 196.7 224.4 252.7 748 2395 32657874 
 50 . . . 2.6 7.3 57 4 8.9 48.7 312.2 351 374.5 859 6691 3.7807E8 
 70 . . . 2.7 6.5 23.2 3.2 8.6 27.5 442 500.8 533.1 838 6650 727569 
50 5 2.3 6.6 17.9 4.1 11.9 104.8 6.4 16.6 167.7 878.1 1167.5 1734.7 12.5 30.6 344.1 
 10 . . . 4.6 11 55.3 5.4 12.9 123 428.9 503.2 611.5 9 22.4 607.8 
 20 . . . 2.5 9.4 34.7 2.6 12.6 70.4 130.2 150.4 202.6 8.7 20.8 177.4 
 50 . . . 2.4 8.1 30.3 2.7 10.5 35.3 14 26.8 41.8 9.6 18.3 80.3 
 70 . . . 2.1 7.7 22.1 2.1 10.1 24.7 126.1 152.6 181.7 9.2 19.5 48.9 
 90 . . . 1.7 7.8 24.9 2 10.2 36.8 336.3 370.7 408.5 8.6 20 70.2 
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Table 2.114 Calibration: Nam and D’Agostino χ2 statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=0.5, σ=4; reference: Weibull γ=1, σ=1 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 0.9 2.9 17.9 1.1 3.6 58.1 1.7 5.3 48.9 89.7 120.1 154 18093 8892158 2.909E11 
 10 . . . 1.1 3.9 25.9 1.7 4.7 31.3 148 172 198.6 86074 6335884 4.536E11 
 20 . . . 1.1 3.2 24.8 1.3 4 25.3 198.5 233.4 262.8 182069 6736639 2.127E10 
 50 . . . 1.1 3.3 23.1 1.3 3.9 22.8 191.5 219 262.4 364178 7932502 1.5189E9 
10 5 0.8 3.5 13.9 1.6 4.4 30.8 1.6 7.8 30.2 112 176.4 222 56761 2.7525E9 1.453E16 
 10 . . . 1.1 4 28.4 1.1 7.5 35.7 207.9 256.9 298.5 133990 2.89E10 5.361E14 
 20 . . . 0.9 3.6 25.7 1.1 6.7 25.3 304.8 352.2 406.7 30758325 1.495E10 2.397E13 
 50 . . . 0.8 3.7 25.4 0.9 6.4 27.5 310.7 408.1 464.8 65895206 4.205E10 9.461E14 
20 5 2.3 6.6 20.3 3.4 9.3 46.4 4.6 12.1 46.5 33.2 63.7 109.5 17925 959047 6.608E10 
 10 . . . 2.7 7.6 24.4 4.1 10 28.3 126.8 164.3 193.7 13304 377885 3.539E11 
 20 . . . 2.4 7.1 23.7 2.9 9 26.7 265.9 306.3 343.5 33499 326878 1.386E13 
 30 . . . 2.5 7.6 21.7 2.9 9.4 23.6 371.4 405.7 451.2 32067 236229 1.521E13 
 50 . . . 1.9 7.2 27.7 2.7 10 29.5 499.9 557.1 606 63117 303719 3.585E12 
35 5 2.9 5.8 19.2 3.1 8.3 111.3 3.6 12.4 121.3 135 171.2 271.9 515 14128 2.6852E8 
 10 . . . 3.3 7.6 26.2 3.8 11.1 28.6 19.7 32.1 59.5 685 5651 1538478 
 20 . . . 2.7 7.1 20.3 3.7 10.9 29.9 30.6 44.5 60.2 914 7089 7155545 
 35 . . . 3.3 6.4 30.1 3.5 9.1 35.8 164.5 190.6 213.9 985 6116 1705036 
 50 . . . 2.9 6.5 20.9 3.7 9.9 32.5 300.6 336 363.1 1077 5108 596441 
 70 . . . 2.9 6.3 21.6 3.7 9.4 28.4 489.7 528.6 562 1185 8682 1571675 
50 5 2.3 6.6 17.9 1.7 10 35.9 3.5 13.7 117.5 1169 1592.4 2226.6 10.7 20.4 93.6 
 10 . . . 2.1 8.2 22.5 2.4 12.3 34.7 602 712.8 853.2 9.5 19.7 49.8 
 20 . . . 2.6 7.8 21.2 3.8 10.3 43.3 202 235 290.9 8.8 17.8 72.1 
 50 . . . 2.8 7.3 20.4 4.8 10.2 41 8.7 20.1 35 8.9 17.2 61.2 
 70 . . . 2.7 6.9 18.4 3.8 11.5 31.5 119.1 179.5 212.8 8.2 18.5 65.9 
 90 . . . 2.8 6.8 18.3 3.9 10 26.8 277 484.9 523.6 9.2 18.5 40.8 
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Table 2.115 Calibration: Nam and D’Agostino χ2 statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=0.5, σ=4; reference: Weibull γ=1, σ=2 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 0.9 2.9 17.9 1.1 3.9 22.2 1.7 4.7 20.6 34.9 53.7 71.4 64563 5454229 2.087E10 
 10 . . . 0.9 3 23.5 1.1 4.7 20.8 83.5 109.5 127.9 120715 11235612 4.8083E8 
 20 . . . 1.1 3.3 16.4 1.4 4.5 20.2 148.5 183.3 206.1 250572 5743508 2.879E8 
 50 . . . 1.1 3.7 19.9 1.5 4.5 18.7 196.3 225.4 253.4 487039 6193573 4.2067E8 
10 5 0.8 3.5 13.9 1.3 3.9 31.1 2 5.3 32.1 40.7 57.7 84.2 294525 4.706E9 2.074E14 
 10 . . . 0.8 3.4 25.9 1.9 5.2 26.7 121.4 148.9 183.8 16634042 3.535E10 9.909E13 
 20 . . . 0.9 3.5 27.6 1.5 4.8 30.2 226.5 272 312.7 86615881 7.2749E9 2.836E13 
 50 . . . 0.7 3.2 26.1 2 5.1 34.4 351.4 408.7 452.7 4.2525E8 1.512E10 1.362E13 
20 5 2.3 6.6 20.3 2.9 6.5 23.9 3.9 8 24.4 10.2 21.9 234.9 32091 344445 3.532E12 
 10 . . . 2.4 6.7 19.1 3.1 8.4 26.5 29.6 41 56.6 39968 364195 9.007E12 
 20 . . . 2.6 6.5 20.4 4 8.7 23.9 155.2 182.6 213 45364 249709 8.661E13 
 30 . . . 2.1 6.8 20.7 2.4 9 23.9 279 321.2 355.2 64793 221800 1.386E13 
 50 . . . 2.8 6.7 18 2.9 8.3 23.5 509.6 555.7 590.6 47796 168118 3.603E13 
35 5 2.9 5.8 19.2 2.7 6.8 19.8 4.1 9.5 29.2 539.6 689.9 914.7 763 4273 1148899 
 10 . . . 2.9 6.7 30.9 3.7 8.8 32.7 184.8 223.4 368.3 1133 3132 7170829 
 20 . . . 2.8 6.5 20.9 3.8 9.5 25.6 9.9 19.6 45 977 5633 518922 
 35 . . . 2.6 6 21 3.4 8.7 27.5 91.9 114.6 130.1 1133 8341 844729 
 50 . . . 2.7 6 21.8 3.7 8.7 27.4 290.5 318.2 349.4 1184 12371 322755 
 70 . . . 2.7 5.9 24.1 3.7 8.5 26.6 592.9 619.6 653.2 1002 10388 287960 
50 5 2.3 6.6 17.9 3.2 8.5 20.4 4.6 13.2 30.1 2864.8 3965.1 5404.4 9.5 17 68.4 
 10 . . . 2.4 7.4 17.6 3.5 11.7 30.2 1437.3 1880.6 2293.7 9.2 17.1 88.5 
 20 . . . 2.9 7.4 20.5 4.8 9.9 27.1 507.9 616.6 753.2 8.1 16.7 51.3 
 50 . . . 2.3 7.5 18.6 4.7 10.3 25 4.5 11.2 26.6 9.3 17 52.4 
 70 . . . 3.1 7 18.7 4.7 10.4 26.6 249.3 288.9 318.2 8.1 17.3 60.6 
 90 . . . 2.7 7.1 17.6 3.9 10.6 26.1 370.8 405.9 438.9 8.7 18.3 48.4 
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Table 2.116 Calibration: Nam and D’Agostino χ2 statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=0.5, σ=4; reference: Weibull γ=1, σ=4 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 0.9 2.9 17.9 1.1 3.5 16.9 1.3 4.8 30 1.2 3.8 16.4 136229 7233133 1.2607E9 
 10 . . . 1 3.4 26.5 1.2 4.1 35 4.1 12.3 24.3 252837 7629111 5.4699E8 
 20 . . . 1.1 3 16.7 1.3 4.3 26.7 61.6 80 100.3 318972 5896677 1.278E8 
 50 . . . 1.1 3.5 15.9 1.4 4.4 29.7 201.4 227.5 253.8 965624 5443310 1.131E8 
10 5 0.8 3.5 13.9 1 3.9 24.5 1.8 5.9 24 34.3 53.7 96 84216 8.1983E9 9.5E14 
 10 . . . 0.9 3.6 25 1.7 5.2 29.7 1.1 4.5 24.4 93060163 3.623E10 2.161E14 
 20 . . . 0.9 3.5 23.6 1.9 4.9 28 76 101.7 133.4 1.2703E8 6.0809E9 7.578E12 
 50 . . . 0.9 3.8 29.3 2.1 5.6 27.4 359.7 404.4 477.5 1.1282E8 2.673E10 9.39E13 
20 5 2.3 6.6 20.3 2.5 7.4 21.3 3.1 9.5 25.5 543.4 788.5 1154.4 43936 348219 6.005E13 
 10 . . . 2.8 6.8 26.8 3.2 9.3 31.5 154.7 202.5 327.5 58769 299069 3.002E13 
 20 . . . 2.6 6.7 18.4 3.5 9.3 22.3 3.6 9.4 27.3 37250 243680 8.106E13 
 30 . . . 2.5 6.8 16.3 3.1 9.6 21.5 124.2 147.4 175.5 52619 275381 1.759E13 
 50 . . . 2.3 6.5 20.4 3.1 9.1 25.7 493.7 546 593 50567 189892 2.804E12 
35 5 2.9 5.8 19.2 2.8 6.9 21.2 3.7 10.6 29.5 3779.9 5539.4 9111.4 910 7548 1471876 
 10 . . . 3.8 6.1 24.2 4.5 8.9 37.6 1657.6 2259.9 2926.7 1010 9674 1533561 
 20 . . . 2.7 6.5 19.5 3.9 9.6 28.7 321.6 399.1 537.6 964 6144 843635 
 35 . . . 3 6.1 21.7 3.5 9.1 21.7 3.3 8.3 23.3 1150 8203 641544 
 50 . . . 2.7 6.1 20.9 3.4 8.9 26 271.2 307.7 346.3 1021 14651 274602 
 70 . . . 2.6 6.2 20.8 3.5 8.8 24.2 325.9 352.2 820.7 909 17408 945115 
50 5 2.3 6.6 17.9 2.7 6.9 26.1 3.4 10 31.1 15553 25321 42625 8.7 17.7 53.7 
 10 . . . 3.2 7 17.1 3.6 10.2 26.2 7841 10051 14618 9 18.1 52.7 
 20 . . . 2.5 6.9 18.8 3.8 9.9 26.2 2069.2 2607.1 3307.3 8.3 16.8 46 
 50 . . . 2.5 7.4 18.5 3.5 10.5 31.3 3.7 11.3 25.4 9.2 17.2 72.3 
 70 . . . 2.2 7 20.5 2.8 9.9 26.5 286.2 331.7 561.6 9.5 17.3 43.9 
 90 . . . 2.3 7.2 19 3.7 9.5 26.4 490.6 531.9 564.4 8.8 17.7 49.8 
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Table 2.117 Calibration: Nam and D’Agostino χ2 statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=0.5, σ=4; reference: Weibull γ=2, σ=0.5 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 0.9 2.9 17.9 1.1 5.4 34.9 1.9 5.6 46.4 97 132.3 170.5 1716 1297687 1.895E12 
 10 . . . 1.1 4 27.2 1.6 5.9 28.8 132.1 189.5 226 1411 3533595 6.122E11 
 20 . . . 1.1 3.5 32.1 1.2 5 43.5 176.5 240 272.5 24527 5971985 4.707E13 
 50 . . . 1.1 3.5 19.5 1.7 4.9 20.4 180.6 224.1 283.6 69233 4942107 1.458E10 
10 5 0.8 3.5 13.9 1 6.5 81.6 1.5 8.8 88.7 111.3 203 259.2 5723 71665310 1.251E16 
 10 . . . 1.4 6 33.7 1.9 7.7 43.7 203.6 291.9 352.7 3703 90274678 4.17E15 
 20 . . . 1.2 5 45.2 1.2 7.4 43.4 326.5 376 422.4 132641 6.0176E8 1.777E15 
 50 . . . 0.8 3.8 37.5 1.1 6.2 43.5 351.2 399.9 483.8 85885 1.4527E9 5.349E14 
20 5 2.3 6.6 20.3 3.7 10.6 79.2 5.1 11.1 119.7 46 95 159.2 1213 389651 1.896E13 
 10 . . . 3.5 10.6 51.9 5 12.9 56.9 137.4 212.3 283.4 1342 581817 2.948E11 
 20 . . . 2.5 8.7 22 2.5 9.3 29.6 295.9 355.4 412.7 28196 741394 4.33E13 
 30 . . . 3.7 8.8 29.8 5.2 10.1 36.9 388 438.8 488.5 10470 1925419 4.504E12 
 50 . . . 2.6 6.5 23.9 2.6 9.2 31.1 520.4 567.1 615.1 29803 649450 4.504E12 
35 5 2.9 5.8 19.2 3.1 11.3 54.3 3.9 14 63.3 61.5 92.9 184.1 260 2071 30525031 
 10 . . . 3.2 8.2 58 3.6 13.6 77.6 4.5 19.9 98.1 257 4895 94041975 
 20 . . . 2.9 7.3 30.5 3.7 9.7 40.8 57.4 80.4 112.5 692 7636 20604244 
 35 . . . 3.1 8.7 45.4 3.9 10 61.4 192.2 226.6 249.5 588 3005 14755272 
 50 . . . 3.4 7.2 20.5 4.1 9.7 31.4 312.7 349.1 374.8 803 5251 5618506 
 70 . . . 2.8 6.4 22.3 3.5 8.5 37.5 462 506.3 537.3 863 3527 1035388 
50 5 2.3 6.6 17.9 3.1 12.8 118.6 4.6 17.5 139 878.3 1107.5 1489.7 9.5 25.5 210.1 
 10 . . . 1.9 11.6 57.6 5.5 14.4 58.2 431.3 491.9 687.8 11.5 26 75.1 
 20 . . . 2.1 8.3 29.3 3.9 12.5 32.2 121.4 153.6 216.8 11.3 20.8 47.4 
 50 . . . 2.6 8.9 20.3 4.6 13.3 27.7 15 28.3 44.1 8.3 18.5 92.8 
 70 . . . 2.3 8.4 17.9 4.5 10.8 25.6 129 157.2 179.6 8.4 16.6 59.9 
 90 . . . 2.2 7.5 24 4.4 11 26.3 334.6 371.4 400.8 9.1 19.2 57.1 
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Table 2.118 Calibration: Nam and D’Agostino χ2 statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=0.5, σ=4; reference: Weibull γ=2, σ=1 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 0.9 2.9 17.9 1.1 3.5 22.9 1.1 5.3 35.2 88.7 118.9 149.2 30061 16971401 7.557E13 
 10 . . . 0.9 3.3 20 1.2 4.9 30.3 142.6 173.6 199.4 261283 6724386 4.514E11 
 20 . . . 1.1 3.1 19.3 1.2 5 19.4 203.2 230 263.5 108571 3155615 9.2726E8 
 50 . . . 1 3.3 17.6 1.3 5 29.3 186.3 217 255.9 532454 6905743 7.7511E8 
10 5 0.8 3.5 13.9 1.1 4.2 30.5 1.6 6.8 33.6 128.7 163.4 231.4 224167 2.1924E9 2.85E14 
 10 . . . 1 4.5 33 2.3 7.1 47.1 216.7 257.1 301.6 149526 5.536E9 1.729E16 
 20 . . . 0.7 3.7 28.6 2.2 6.5 34.3 306 351.5 406.3 529004 6.5886E9 2.732E13 
 50 . . . 0.8 3.5 22.1 2.3 7 21.9 345.2 396.1 465.4 1.6612E8 2.354E10 5.489E14 
20 5 2.3 6.6 20.3 3.7 9.1 23.5 5.5 12.3 30.5 37 62.9 107.4 14084 716961 1.967E11 
 10 . . . 2.5 8.3 18 5.2 11 24 131.3 167.2 205.8 41297 763888 4.504E13 
 20 . . . 3 7.5 16.4 4.4 11 23.1 256.3 305.9 344.7 32530 237137 6.929E11 
 30 . . . 2.4 7.4 21.6 4.6 10.5 24.1 368.1 415.2 454.2 31149 255503 7.7064E9 
 50 . . . 2.7 7.2 27.5 5.2 10.2 32.4 505.6 558.9 610.4 53267 266772 2.702E13 
35 5 2.9 5.8 19.2 2.9 7.8 31.7 3.7 14.3 48.1 135.8 172.4 215.8 683 4903 3882119 
 10 . . . 2.7 6.9 43.8 4.2 11.5 45.8 18.2 31.6 73.6 1076 5991 14069109 
 20 . . . 2.7 7 23.6 4.2 10.8 37.6 33 42.1 63.1 836 6786 1914124 
 35 . . . 2.7 6.3 17.9 3.9 11.3 35.1 165.8 190.2 215.9 762 12271 413388 
 50 . . . 2.6 6.5 21 3.2 10.6 37.7 297.9 338 361.1 1067 10848 4356489 
 70 . . . 2.7 6.1 20.4 4.1 10.5 36 489.3 527.8 560.1 1023 8259 1362417 
50 5 2.3 6.6 17.9 3 7.8 39.7 4.3 12.3 63.2 1222.4 1567.3 2028.7 10.4 21.7 119.6 
 10 . . . 1.8 8.1 36.1 2.6 12.4 44.4 610.2 740 948.2 9.7 21.2 81.7 
 20 . . . 2 7.9 20.1 2.6 11.2 29.2 202.5 231.4 281 8.7 18.2 48.2 
 50 . . . 3.8 8 20.6 4.1 10.6 45.5 8.5 19 32.9 9.3 17.9 58.7 
 70 . . . 2 7.6 17.8 4.2 11.2 28.8 156.3 180.4 208 8.3 18 71.2 
 90 . . . 2.7 6.8 19.5 4.4 10.5 35.9 284.6 486.1 531.1 8.8 17.5 57.5 
 
  
297 
298 
 
 
 
Table 2.119 Calibration: Nam and D’Agostino χ2 statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=0.5, σ=4; reference: Weibull γ=2, σ=2 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 0.9 2.9 17.9 1.1 3.1 22.6 1.8 4.7 24.2 38.4 53.2 67 55804 6315569 1.4954E8 
 10 . . . 1.1 3.8 19.1 1.4 5.2 31.5 77.1 107.8 130.9 424039 11183028 1.076E10 
 20 . . . 1.1 3.5 38.8 1.5 5.9 37.4 151.5 182.8 213.3 648064 17207054 1.4181E9 
 50 . . . 1.1 3.1 16.5 1.3 4.9 32.4 197.7 223.3 253 706982 7812967 2.877E8 
10 5 0.8 3.5 13.9 1.3 3.9 22.6 1.9 5.8 34.6 39.3 55.7 77.4 5097358 1.012E10 2.108E14 
 10 . . . 1 4.1 28.5 1.7 6 27.4 119.4 149.9 186.4 15342775 1.002E11 1.373E15 
 20 . . . 1 3.8 34.9 1.7 5.1 34.4 228.7 271.2 317.5 13397794 4.19E10 1.283E15 
 50 . . . 0.8 3.8 31.6 1.6 5.7 41.7 353.6 399.6 475.1 1.2294E8 2.128E10 3.257E13 
20 5 2.3 6.6 20.3 2.8 6.8 25.2 4 8.9 31.7 9.7 24.9 2496.2 32851 334274 1.608E12 
 10 . . . 2.9 7.7 35.8 3.9 9.9 43.5 28.9 41.7 63 17552 368535 1.787E11 
 20 . . . 3.2 7.5 24.5 3.3 9.3 26.3 162.5 188.6 215.4 56244 299805 8.465E12 
 30 . . . 2.4 6.8 21.7 3.4 8.7 29.7 278.2 319 354.6 48293 184150 1.047E12 
 50 . . . 2.7 6.8 18.2 3.1 9.4 25.5 508 553 600.3 51969 193605 4.741E11 
35 5 2.9 5.8 19.2 2.6 7.2 19.6 4.1 9.5 27.1 515.6 682.7 907.4 817 3401 1438954 
 10 . . . 2.7 6.5 31.8 3.6 8.2 44.7 183.7 231.5 297.4 1002 7205 65507580 
 20 . . . 2.9 6.4 19.1 4.2 8.1 24 10.9 18.1 54 1019 13492 3131229 
 35 . . . 2.7 6.2 28.3 3.5 8.3 31 93.8 114.2 132.2 958 8139 838681 
 50 . . . 3 6.3 22.1 4.2 8.1 24.7 283.7 320.6 353.5 1049 12836 870780 
 70 . . . 2.7 6.1 19.8 3.7 7.9 25.3 587.2 621.8 655.8 1144 11217 1048780 
50 5 2.3 6.6 17.9 2.3 8.1 20.9 4.1 10.1 37.9 2763.7 3784.5 4970.1 9.1 17.2 72.7 
 10 . . . 1.8 8.4 21.7 2.5 13 37.5 1414.4 1921.8 2503 9 18.8 71.8 
 20 . . . 2.2 7.6 24.2 3.6 9.6 35.4 529.8 654.3 766.9 9.1 19.8 76.6 
 50 . . . 1.9 7 21.2 2 9.3 35.2 4.7 11.3 25.3 8.4 17.4 60.2 
 70 . . . 2.2 7 19.9 2.2 10.1 26.1 253 287.8 310.7 8.7 18.3 48.2 
 90 . . . 2.5 6.9 20.5 2.9 9.2 26.7 372.2 409 444.5 9.4 17.4 43.9 
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Table 2.120 Calibration: Nam and D’Agostino χ2 statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=0.5, σ=4; reference: Weibull γ=2, σ=4 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 0.9 2.9 17.9 1.1 3.8 36.3 1.3 5.1 36.8 1.1 3.8 38.3 104383 5805468 5.7254E9 
 10 . . . 1.1 3 20.2 1.4 4.2 26.8 5.1 12.9 23.6 517158 8048955 1.3674E9 
 20 . . . 1.2 3.5 22.7 1.5 4.4 23 57.2 80.2 97.2 586051 10796327 3.9569E8 
 50 . . . 1.1 3.5 21.8 1.4 4.5 22.1 194.3 225.3 261.4 804258 9968580 3.3425E8 
10 5 0.8 3.5 13.9 1.1 3.5 24.1 1.7 5.8 26.7 30.4 54.5 133.4 117139 5.3933E9 2.054E13 
 10 . . . 1.1 4.2 21.7 1.5 5.7 29.8 1.4 4.1 22.7 53128821 1.413E10 3.825E15 
 20 . . . 1.1 3.6 19.7 1.3 5.6 31.7 73.3 99 129.2 1.0642E8 2.185E10 2.576E13 
 50 . . . 0.9 3.6 25.9 1.4 5.8 35.2 346.8 405.6 453.7 1.8181E9 4.156E10 1.238E13 
20 5 2.3 6.6 20.3 2.8 6.8 22.7 2.9 8.5 28.8 534.1 815.3 1324.8 28247 814672 4.504E13 
 10 . . . 2.5 6.6 17 2.9 8.2 18.9 137.5 207.6 277.9 42646 225922 6.672E12 
 20 . . . 3.1 6.5 26.5 3.5 8.5 26.5 3.1 10 30.2 44943 201418 1.948E13 
 30 . . . 2.6 6.5 23.1 3.1 8.5 22.9 122.6 151.2 178.6 68901 200413 994596 
 50 . . . 2.3 6.8 20.6 2.9 8.5 22.7 496.7 543.6 595.6 57883 189855 4.504E13 
35 5 2.9 5.8 19.2 3 7.5 34.8 3.1 11 34.1 3635.2 5863.9 11502.4 894 3837 2872035 
 10 . . . 2.7 5.7 20 3.7 8.9 25.5 1638.2 2154.8 2913.5 844 5814 1595525 
 20 . . . 2.5 6 21 3.5 8.7 24.6 336.4 417.6 527 1115 12071 1340097 
 35 . . . 2.6 5.7 18.4 3.1 8.7 25.1 3.3 9.2 18.8 1065 8882 625698 
 50 . . . 2.7 6 27.9 3.4 9 27.5 272.3 309.8 344 1099 12996 819692 
 70 . . . 2.7 6 18.6 3 8.7 21.2 328.4 352.4 810 1160 6824 605449 
50 5 2.3 6.6 17.9 2.5 7.9 28.6 3.4 11.2 46.3 13866.923635.1 50809.4 8.4 18 65.1 
 10 . . . 3.7 7.2 19.9 4 10.1 40 7440.8 10176.8 14157 9.4 18.9 66.6 
 20 . . . 2.7 7.5 20.6 2.6 10.3 42.2 2272.6 2710.9 3503 8.6 19.9 70.6 
 50 . . . 2.1 6.7 19.7 2.5 9.5 41.3 3.2 8.6 25.1 8.7 18.2 66.2 
 70 . . . 2.2 7.1 17.4 2.8 10.1 38.4 300.2 331.3 562.3 8.7 17.4 50.8 
 90 . . . 2 6.7 17.4 3.3 9.6 40.1 496 530.4 563.2 9.3 17.2 51.3 
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Table 2.121 Calibration: Nam and D’Agostino χ2 statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=1, σ=4; reference: Weibull γ=0.5, σ=0.5 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 0.7 2.5 13.4 1.2 5.3 30.8 3.5 33 434 109.5 145.9 183.9 8276 2961746 7.666E13 
 10 . . . 0.7 4 71.6 1.2 5.6 75.7 157.7 190.8 227.8 8214 4199840 5.316E14 
 20 . . . 0.8 3.1 15.5 1.5 4.6 15.6 186.9 235.1 268.7 18992 23030782 4.176E11 
 50 . . . 0.8 2.9 17.4 1.5 4.1 18 174.2 223.8 297 68073 4949019 4.606E10 
10 5 2.4 4.4 12.3 2.3 7.3 71.9 2.3 8.7 69.9 152.4 217 282 76855 16899280 2.846E15 
 10 . . . 2.6 7 46.9 5.9 39.1 493.9 227.2 294.1 344.6 66033 19694473 1.809E15 
 20 . . . 1.8 5.4 24.6 2.2 6.3 25.5 333.3 375.6 419.8 74660 1.188E9 1.353E16 
 50 . . . 1.9 4.7 19 2.3 5.9 21.6 342 412.7 492.6 128740 2.8157E9 3.871E14 
20 5 2.5 5.8 23.1 2.9 10.7 339.9 3.5 14.4 729.2 44.2 101.7 223.3 28993 10981545 1.546E13 
 10 . . . 2.9 12 131.1 4.4 12.6 147.6 135.3 207.4 287 37527 4907459 3.002E13 
 20 . . . 3.4 9.2 39.5 5.5 28.6 184.9 298.7 340.2 394.3 9420 2951309 5.147E12 
 30 . . . 2.9 6.8 28.2 3.6 8.8 30.8 384.4 433.9 475 24348 1566538 9.886E12 
 50 . . . 2.8 8 26.7 3.5 11.2 39.5 503.7 551.7 600.1 21424 1397964 1.801E14 
35 5 2.4 5.7 16.1 3.7 11.5 236.4 4.2 13.9 354.3 48.5 95 150.6 409 3573 1.512E11 
 10 . . . 3.9 12.6 61.8 3.8 14.7 62.1 6.5 17.6 61.5 432 9847 1.086E10 
 20 . . . 3.2 9.5 27.7 3.3 11.6 66.9 55.4 84.8 113.3 536 6505 1.3468E8 
 35 . . . 3.1 8.2 22.8 3.7 10.2 29 201.4 226.5 252.6 957 16542 10053784
 50 . . . 2.2 7.5 32.2 2.5 9.3 42 320.2 351.7 392.6 805 4822 1.1796E8 
 70 . . . 2.3 9 21.4 2.7 9.6 54.4 466.7 504.1 544.7 1071 11953 12575759
50 5 2.3 5.7 11.7 2.9 11.7 296.9 3.9 15.8 1250.7 935.1 1136.9 1533.9 8.4 23.4 4020.4 
 10 . . . 2.8 10.3 92.1 3.7 11.8 92.8 425.5 509 692.6 8.4 21.9 193.6 
 20 . . . 2.7 8.1 33.7 3.3 10.2 37.7 124.7 154 197.6 9.3 21.5 79.1 
 50 . . . 1.7 6.2 17 3.2 8.4 25 12.4 27.2 37.5 7.7 17.4 57.2 
 70 . . . 1.6 6.7 25.4 2.9 8.2 35.7 108.4 150 182.5 7.5 19.5 75.9 
 90 . . . 1.8 6.4 13 3.3 8.1 32.6 342.5 371.3 405.8 7.5 17.5 49.5 
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Table 2.122 Calibration: Nam and D’Agostino χ2 statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=1, σ=4; reference: Weibull γ=0.5, σ=1 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 0.7 2.5 13.4 1.1 3 38.3 1.2 3.8 40.9 88.4 115.7 153.1 2953 2179221 2.553E12 
 10 . . . 0.7 3.1 17.4 1 3.8 16.4 151.3 168.8 212.1 47593 4785061 4.372E10 
 20 . . . 0.7 2.6 21.8 0.8 3.2 23.2 210.8 231.3 273.2 317530 6572727 2.4711E9 
 50 . . . 1 2.6 17.8 1.1 4.3 19.2 196.9 217.5 259 729382 9353216 2.3786E8 
10 5 2.4 4.4 12.3 1.9 5.6 26.7 2.9 6.5 25.9 117.8 166.3 213.9 5947 6.8152E8 5.365E15 
 10 . . . 2 5.6 20.8 2.8 6.5 21 215 253.9 295.6 307121 2.6512E9 4.198E14 
 20 . . . 2.1 4.5 22.3 2.9 5.6 22.4 312.3 354.3 400.2 6284983 2.538E10 3.456E15 
 50 . . . 1.4 4.8 14.7 2.2 5.8 14.6 359.6 406.2 448.7 88674653 7.542E10 5.056E13 
20 5 2.5 5.8 23.1 3.8 8.5 56.8 4 10.3 46 29.2 53.8 82 2854 1810160 5.811E12 
 10 . . . 3 6.9 26.2 4.3 8.5 30 124.5 158.8 187.7 38238 728485 3.753E14 
 20 . . . 2.6 7.9 32.7 4.4 9 36.9 265.6 299.2 330.9 43496 553605 1.287E13 
 30 . . . 2.4 7 21.5 2.7 9.1 21.7 365.3 397.7 432.3 32193 533544 4.504E13 
 50 . . . 2.6 7 27.2 3 8.1 28.1 512.4 544.1 594.4 73644 330812 4.504E13 
35 5 2.4 5.7 16.1 2.5 9.6 36.5 3.8 10.3 35.3 135 173.7 208.5 327 4839 2.8478E8 
 10 . . . 3.2 7.7 22 3.9 8.2 29.5 18.8 31.2 47.5 791 4469 1.2767E8 
 20 . . . 2.3 6.7 20.9 3.1 8.3 24.8 29.9 46 56.2 920 10896 6266197 
 35 . . . 3 6.9 16.7 4 8.6 20.5 168.4 189 215.7 987 9424 911945 
 50 . . . 3.1 6.5 16.9 3.6 9.3 21.4 306.7 337.1 375.5 1224 19182 651275 
 70 . . . 2.2 6.6 17.1 2.9 8.3 19.5 482.6 532.6 570 1129 13258 836599 
50 5 2.3 5.7 11.7 3.4 9.1 23.8 4.6 9.7 31.3 1104 1476 1947 8.4 20.8 54.7 
 10 . . . 2.7 7.7 25.5 3.3 8.6 31.8 578.7 703.5 846 7.2 20 63.8 
 20 . . . 1.7 6.6 19 1.7 7.6 24.6 194.7 233.7 281.7 7.1 18.4 56.8 
 50 . . . 1.8 6.2 15 2 7.2 21.5 7.1 19.1 28.2 7.4 18.4 38.3 
 70 . . . 1.8 5.9 17.1 2 7.2 23.5 148.6 179 209.1 7.4 18.3 41.5 
 90 . . . 1.8 6.5 13.9 2.1 7.8 17.6 281.1 487.4 532.3 7.3 18.2 40 
 
  
301 
302 
 
 
 
Table 2.123 Calibration: Nam and D’Agostino χ2 statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=1, σ=4; reference: Weibull γ=0.5, σ=2 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 0.7 2.5 13.4 0.9 2.8 27.7 1.1 3.6 26.3 41.9 52.8 82.5 375739 8993672 3.217E11 
 10 . . . 0.9 3.3 17.8 1 4.4 16.7 92.5 106.3 137.9 386616 4632313 9.0008E9 
 20 . . . 1 2.4 21.5 1.1 4.4 21.7 161.7 182.5 222.7 450542 11310899 3.904E8 
 50 . . . 0.7 2.6 17.3 1.1 4.1 17.4 196.5 226.1 263.9 1053888 9040976 1.3115E8 
10 5 2.4 4.4 12.3 1.6 4.8 25.6 2.1 6.7 29.7 35.3 58.4 84.1 98455 2.6085E9 1.99E15 
 10 . . . 1.4 4.4 15.5 2.5 6.5 20.6 118.1 149.1 179.7 20906078 1.206E10 1.502E13 
 20 . . . 2.2 4.7 13.6 2.9 6.8 25.9 230.2 275.5 316.1 1.1687E8 4.594E10 6.913E13 
 50 . . . 1.9 4.5 18.8 2.9 6.6 19.5 369.3 413.6 451.6 3.6737E8 2.178E10 1.639E13 
20 5 2.5 5.8 23.1 2.9 8.3 56.5 3.5 10 60.8 12.3 25.7 1789.1 63545 940886 1.351E14 
 10 . . . 2.6 7.5 54.3 3 10 63.1 26.1 40 53.9 52699 264463 1.126E13 
 20 . . . 2.4 7.2 28 3.1 9.9 31.1 152.6 180.5 211.7 58588 240403 1.501E13 
 30 . . . 2.6 6.7 35.2 3.2 9.7 39.9 279.8 311.6 341.3 53908 490132 1.801E14 
 50 . . . 2.4 6.4 26.6 3 9.6 29.1 502.8 537.8 578.5 51522 207111 2.895E13 
35 5 2.4 5.7 16.1 3.2 7.9 25.2 3.5 10.9 27.7 560.7 691.9 1004.9 1217 12234 54274945
 10 . . . 2.8 6 28.1 3.5 9.3 27.5 186.2 225.8 287.9 1109 12277 45469240
 20 . . . 3 6.3 19.2 3.5 10 24.8 11.8 17.4 39.2 1273 20504 3771858 
 35 . . . 2.7 6.6 16.4 3.3 9.7 21.7 95.4 114.6 135.4 1031 11347 1421500 
 50 . . . 2.7 6.2 16.7 3.8 9.9 21 290.7 318.7 358.3 1264 24429 387103 
 70 . . . 3.2 6.2 14.2 3.8 9 20.8 586.6 621 672.9 1190 11983 943151 
50 5 2.3 5.7 11.7 2.7 7.2 14.1 3 10.8 30.6 3012 4017 5772 7.5 20.5 50.3 
 10 . . . 2.5 6.6 14.9 3 9.6 21.7 1508.2 1845.3 2407.4 7.4 20.1 39.7 
 20 . . . 2.4 6 14.5 2.6 9.1 21.2 515.7 609.8 761.9 7.5 18.9 37.6 
 50 . . . 2.3 5.6 12.4 3.3 8.8 19.6 3.1 10.8 19.5 7.5 18.5 42.8 
 70 . . . 2.2 5.7 13.5 2.8 9 20.1 258.9 288.2 322.7 7.4 18.7 42.1 
 90 . . . 1.8 6 13.1 3 8.5 20 386.1 412.5 446.8 7.1 18.7 46.6 
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Table 2.124 Calibration: Nam and D’Agostino χ2 statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=1, σ=4; reference: Weibull γ=0.5, σ=4 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 0.7 2.5 13.4 0.7 2.6 16.9 1.1 3 16.5 0.8 2.9 18.4 201599 4880034 1.3643E9 
 10 . . . 0.9 2.8 22.2 1 3.5 25.9 4.6 11.7 25.2 114684 4792790 2.133E10 
 20 . . . 0.8 2.8 15.9 1 3.4 18.8 62 77.6 106 394128 16192750 2.748E9 
 50 . . . 0.8 2.4 23.3 0.9 3.7 27.2 199.6 225.9 262.8 1218161 8821324 4.4917E8 
10 5 2.4 4.4 12.3 2.3 5 21.9 3 6.4 22.5 31.1 58.7 106.5 21066417 1.139E10 2.667E14 
 10 . . . 2.6 4.6 26.9 3.1 5.6 25.8 2.6 5.1 26.4 3299236 1.185E10 4.633E12 
 20 . . . 1.7 4.7 22.3 2.1 6.7 27.6 69.3 100.6 129.1 2.7063E8 9.464E10 1.958E14 
 50 . . . 2.1 4.7 17.5 3 5.8 21.9 366.4 409.4 473.2 4.04E8 6.047E10 1.6E14 
20 5 2.5 5.8 23.1 3.1 7.5 56.9 3.1 8.6 57.4 536.3 853.3 1595.6 60744 549098 8.811E12 
 10 . . . 2.9 7.1 35.8 3.3 8.6 37.9 136.6 205.8 353.5 51195 317368 6.662E12 
 20 . . . 2.5 8.1 31.7 3.1 9.5 35.9 2.6 10.9 35.5 76021 424040 9.254E11 
 30 . . . 2.5 6.8 26.1 2.9 9.2 29.7 118.7 146 177.7 75363 217534 4.504E13 
 50 . . . 2.5 6.7 26 3.3 9.4 29.7 489.3 532 579.9 63028 196300 1.501E13 
35 5 2.4 5.7 16.1 3.1 8.3 20.1 3.6 10.7 28.4 3620.4 5794.2 11426.5 941 8588 4895385 
 10 . . . 3 7.5 17.4 3.3 10.1 31.3 1509.7 2110.4 2994.5 867 10312 1766720 
 20 . . . 2.6 8 18.7 3.1 9.2 30.2 337.3 447 571.5 1385 25405 5303143 
 35 . . . 2.5 6.2 16.3 3.5 9.1 25.3 3.2 9.7 19.9 1140 11906 715315 
 50 . . . 3.1 7 17.7 3.7 9.7 30.2 277.9 310.4 353.8 1087 14978 1434009 
 70 . . . 2.8 6.2 16.3 3.5 9.4 23.9 322.5 349.2 808.8 1441 15853 456513 
50 5 2.3 5.7 11.7 2.2 6.2 24.2 2.2 10.4 30.5 15400 24734 50781 7.3 18.4 64.5 
 10 . . . 1.8 6.3 19.1 2.4 9.5 34.6 6654 9411 16051.4 7.4 17.8 38.1 
 20 . . . 2.6 6.2 14.9 3.1 9.5 31.6 2273.8 2839.9 3526 7 19.5 54.6 
 50 . . . 1.5 6 12.4 2.1 8.3 29.2 1.8 9.9 21 7.5 18.8 40.4 
 70 . . . 1.6 6 12.3 2.1 8.7 29.4 300.6 324.5 536.5 7.4 18.4 41.3 
 90 . . . 1.8 5.5 11.6 2.3 8.5 29.3 491.9 534.7 573 7.4 18.4 37.2 
 
  
303 
304 
 
 
 
Table 2.125 Calibration: Nam and D’Agostino χ2 statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=1, σ=4; reference: Weibull γ=1, σ=0.5 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 0.7 2.5 13.4 1.1 5.8 57.9 1.4 7.7 72.8 90.9 147.1 186.4 2944 5040957 6.182E14 
 10 . . . 1 3.3 30.7 1.3 4.8 32.7 153.5 192.2 218.2 5261 633394 2.717E12 
 20 . . . 0.9 2.5 19.9 1.2 4.2 20.3 194.8 240.8 266.6 21646 15800602 3.497E11 
 50 . . . 0.9 2.9 23.8 1.1 4.3 22.8 169.3 218.2 269.7 145649 4531622 3.785E10 
10 5 2.4 4.4 12.3 1.3 8.2 52.2 4.2 8.6 51.6 119.6 215.1 280.4 7230 37160224 2.52E14 
 10 . . . 2.9 7.5 18.1 3.3 8 20.9 229.5 288.1 327.2 19087 19461322 1.444E15 
 20 . . . 1.8 6.3 19.6 3.1 7.7 25.8 330.1 381.7 423.4 93576 1.7926E9 8.29E15 
 50 . . . 2.3 4.7 15.9 2.7 6.2 21.9 336.9 413.8 471 117389 5.3057E9 6.866E13 
20 5 2.5 5.8 23.1 3.9 16.7 123.6 4.5 19.3 124.3 38.7 116.1 200 1774 2763417 2.341E12 
 10 . . . 3.5 9.3 74.5 4.2 11.8 62.6 146.5 192.1 285.3 4251 38276368 2.487E12 
 20 . . . 3.2 8.9 40.9 3.8 11.2 50.2 292.7 344.7 391.9 10740 1545871 3.603E12 
 30 . . . 3.5 7.8 40.5 4 9.9 44.1 394.9 432.6 480.5 67037 1244075 9.007E12 
 50 . . . 2.5 5.9 28.2 2.5 10 35.5 516.2 545.5 598.9 55429 558876 1.109E13 
35 5 2.4 5.7 16.1 4.3 16.8 175.2 5.8 20.3 173.1 46.7 89.5 236.7 308 11301 3.012E11 
 10 . . . 3.2 10.8 54.2 6.2 14.3 63.4 6.8 17.6 64.3 381 2141 3.2323E8 
 20 . . . 2.3 8.1 27 2.7 11.7 38.8 61.7 86.5 113.7 582 5370 22879840
 35 . . . 2.8 7.7 26.6 2.9 9.5 33.1 201.8 222.5 255.5 778 4842 1020379 
 50 . . . 3.5 7.2 21.7 3.3 9.9 31.9 319.8 350.9 389.3 1253 5950 639641 
 70 . . . 3 7.5 24.5 3.3 9.9 26 269.4 502.7 547.6 972 16064 25571890
50 5 2.3 5.7 11.7 3.4 10.7 181.5 5.4 16.3 245 930.1 1157.2 1762.9 9.3 26.9 2669.3 
 10 . . . 3.2 9.6 41 5.5 13.7 43.4 425.3 494 614.1 8.2 21.5 98.3 
 20 . . . 2 7.3 30.7 4.1 10.6 40.8 124.7 154.4 198.2 8 20.2 58.8 
 50 . . . 1.9 6.4 23 3.9 9.1 30.2 13.4 28.5 41.3 7.4 18.9 44.2 
 70 . . . 2.4 6.5 17 4.1 9.7 31.2 117.6 155.3 175.4 7.8 18.8 49.2 
 90 . . . 2.1 6.8 20.1 4.4 9.9 32.8 336 375.1 413 7.2 19.2 59.2 
 
  
304 
305 
 
 
 
Table 2.126 Calibration: Nam and D’Agostino χ2 statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=1, σ=4; reference: Weibull γ=1, σ=1 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 0.7 2.5 13.4 1.1 3.5 25.4 1.7 4.7 26 94.1 122.3 156 26473 27751083 4.418E11 
 10 . . . 0.8 2.6 15.9 1.4 4.7 17 146.5 171.7 206.7 53345 11602685 2.219E10 
 20 . . . 1 2.6 17.5 1.5 4.1 23.9 212.6 230.1 276.9 343537 6958253 1.8475E9 
 50 . . . 1 2.7 22.8 1.8 4.4 23.4 186.1 223.6 265.6 272015 9458310 1.4757E9 
10 5 2.4 4.4 12.3 2.4 5.9 23.4 2.6 7.4 25.7 125.2 169.5 226.3 77709 3.7713E9 6.939E15 
 10 . . . 2.2 5.1 21.8 2.9 7 24.2 220.2 253.9 297.2 124441 5.8749E9 8.015E13 
 20 . . . 1.6 4.6 16 2.2 6.1 20.6 314.8 354.6 401.6 31930794 3.141E10 9.831E13 
 50 . . . 2 4.9 18.8 2.5 6.3 19.3 353.2 407.6 454.3 17154397 2.168E10 3.119E14 
20 5 2.5 5.8 23.1 3.1 10 46.9 4.4 12.1 50.6 28 63.4 101.1 28950 1687205 1.126E13 
 10 . . . 2.8 7.3 38 3.3 10.6 34.8 121.7 157.3 186.1 14202 579545 1.12E12 
 20 . . . 3.3 7.6 21.9 3.5 11 29.7 265.4 299.2 321.9 47074 454128 6.005E13 
 30 . . . 3.2 7.1 22.4 3.5 8.9 25.5 363.2 399.4 443.4 58758 423496 6.255E13 
 50 . . . 2.6 7.7 25.9 3.2 11.3 26.8 507 549.3 588.9 78731 580788 4.504E13 
35 5 2.4 5.7 16.1 3.9 10.2 30 4.1 11.7 39.2 132.1 165.1 200.5 586 8786 1.0056E8 
 10 . . . 3.1 9 19.6 3.3 10.9 35.4 21.6 31 47.6 643 11563 32378888
 20 . . . 3 6.4 20.4 3.5 8.9 25.3 34.7 44.1 58.8 1083 15228 3677231 
 35 . . . 3.2 7.4 19.6 3.4 9.8 33.6 164.1 189.2 216.9 1028 10594 1062110 
 50 . . . 2.1 6.6 19.4 2.8 9.5 30.9 304.9 337.3 376 936 12522 4727294 
 70 . . . 2.3 6.6 18.5 3.2 8.4 29.7 477.7 530.8 572.9 1274 11420 2167664 
50 5 2.3 5.7 11.7 2.9 8.2 23.8 3.7 12.6 34.6 1211.9 1580.9 2198.9 7.4 19.3 88.6 
 10 . . . 2.4 6.6 20.9 3.4 10.7 34.4 605 714.9 911.6 8.3 19.7 50.3 
 20 . . . 1.8 6.1 14.3 3.1 10 28.3 200 229.1 289.4 7.4 18.4 46.4 
 50 . . . 1.5 7.3 16.4 3.1 11.3 30.2 6.8 19.2 28.2 7.4 19.6 50.9 
 70 . . . 2.7 5.9 14.3 3.1 11.5 27.9 126.6 179.8 206.1 7.5 19.4 58.2 
 90 . . . 2.5 6.3 17.5 3 9.7 30 273.1 489 530.4 7.9 18.4 62.2 
 
  
305 
306 
 
 
 
Table 2.127 Calibration: Nam and D’Agostino χ2 statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=1, σ=4; reference: Weibull γ=1, σ=2 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 0.7 2.5 13.4 0.8 3.1 33.9 1.2 3.9 39.6 39.4 51.7 80.6 69474 9083418 5.1625E9 
 10 . . . 0.8 2.7 16.7 1.2 3.8 19.2 88.4 105.3 142.6 239564 7064941 1.3933E9 
 20 . . . 0.8 2.3 20.9 1.3 3.5 24.4 160.7 180.5 220.9 481870 3932825 94487386
 50 . . . 0.8 3 22.2 1.3 4 22.3 195.1 227.5 253.4 985798 7413190 1.432E8 
10 5 2.4 4.4 12.3 2 4.8 19.1 2.8 7.2 28.4 36.4 58.9 79.1 450726 9.1195E9 3.736E13 
 10 . . . 2 4.3 20.3 2.1 6 23.9 118.4 147.6 178.8 26155835 3.091E10 5.595E14 
 20 . . . 2.4 4.1 14.5 2.5 6 21.7 233.5 272 317.3 2.132E8 8.6018E9 1.998E13 
 50 . . . 2 4.6 17.7 2.5 5.8 26.1 358.9 411.8 461.5 5.1767E8 2.853E10 5.135E12 
20 5 2.5 5.8 23.1 2.7 6.5 28.9 4.2 9.6 51.3 11.4 32.6 253.1 44416 346377 4.504E13 
 10 . . . 3 6.3 34.8 3.4 9.6 39.4 22.3 40.5 58.4 37325 347427 7.149E11 
 20 . . . 2.4 6.1 24 3.5 9.5 28.9 152.5 180.1 197.2 50699 186335 7.948E12 
 30 . . . 2.4 7.3 24.5 2.9 9.8 27 277.1 313.1 347.6 55019 302531 4.504E13 
 50 . . . 2.6 6.6 25.1 3.9 9.2 30.1 499.7 539.7 572 69345 197310 6.005E13 
35 5 2.4 5.7 16.1 3 7 16.9 3.8 10.4 19.9 510 700.9 905.2 895 9373 5923967 
 10 . . . 3.3 7.6 21.6 3.9 10 27.3 178.6 225.5 292.1 914 14492 904295 
 20 . . . 3 6.6 13.9 3.6 10 20.7 11.5 18.8 49.4 1208 10472 836693 
 35 . . . 2.5 7.1 15.4 3.6 10.2 23 97.2 113 136.3 870 12491 1909514 
 50 . . . 3 6.5 15.8 3.8 9.6 22.9 294.6 319.7 356.4 1380 13844 619710 
 70 . . . 2.3 6.1 16.8 3.8 9.6 20.6 579.5 620.6 661.6 1222 9276 789789 
50 5 2.3 5.7 11.7 1.6 6.6 17 1.9 8.9 20.4 2944.2 3859.5 4864 8.1 18.9 49.4 
 10 . . . 2.9 7 14.1 3 9.4 17.1 1500.7 1840.9 2308.3 7.5 18.8 50.3 
 20 . . . 1.6 6.2 12.2 2.4 8.5 16 508.3 604.4 732.4 7.6 18 41.3 
 50 . . . 1.8 6 11.9 2.3 8.2 17.6 2.8 11.4 19.6 7.5 17.9 40.1 
 70 . . . 2.3 5.8 13.6 2.7 8.3 18.3 261 287.1 322.9 7.6 18.3 37.4 
 90 . . . 2.7 5.8 13.6 3.3 9 17.5 387.2 410.5 438.8 7.2 18.5 40.2 
 
  
306 
307 
 
 
 
Table 2.128 Calibration: Nam and D’Agostino χ2 statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=1, σ=4; reference: Weibull γ=1, σ=4 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 0.7 2.5 13.4 0.9 3 26 1.1 3.9 23.7 1 2.9 27 245017 5882881 4.664E9 
 10 . . . 0.8 2.6 20 1.2 3.9 18.8 5.6 11.5 27.8 476977 5409022 7.6374E8 
 20 . . . 0.8 2.8 15.6 1.1 3.9 14.7 66.4 78.8 111.5 259621 5995527 3.4592E8 
 50 . . . 0.9 2.8 17.2 1.2 3.7 16.2 192.2 228.2 256.7 790344 7040793 1.355E8 
10 5 2.4 4.4 12.3 2.1 5.4 31.2 2.1 6.9 30.6 33.1 56.3 137.5 1303680 3.827E10 4.786E14 
 10 . . . 2.5 4.6 20.1 3 6.8 20 2.1 4.9 21.2 80481025 8.037E9 1.834E14 
 20 . . . 2.1 4.6 17.9 2.1 6.6 20.2 69.4 102.7 130.1 1.3504E8 8.3743E9 3.919E12 
 50 . . . 2.6 4.2 15.5 2.8 6.7 19.7 367.8 411.8 462.9 2.9184E8 1.896E10 9.873E12 
20 5 2.5 5.8 23.1 2.4 6.4 44.5 3.2 8.9 55.5 590.9 823.5 1360.6 31724 309969 3.603E13 
 10 . . . 2.5 7 28 3.9 10.1 29.8 155.1 214.5 326.3 62086 334408 8.042E13 
 20 . . . 2.5 6.2 29.6 3.7 8.6 30.1 3.9 7.5 28.9 55541 248131 5.147E13 
 30 . . . 2.8 7.1 23 3.5 8.4 25.6 116.9 144.3 163.4 65567 191273 1.501E13 
 50 . . . 2.4 6.5 26.4 3.8 8.4 33.6 491 536.8 572.6 64430 202177 9.007E12 
35 5 2.4 5.7 16.1 2.3 7.2 17.6 3.3 10.6 23.4 3940.5 5834.8 9183.1 1216 10392 2719966 
 10 . . . 2.3 6.5 17.8 4.1 9.3 21.4 1722.9 2170.2 2901.8 1102 13910 3190560 
 20 . . . 3.2 6 16.7 4.5 9.3 20.5 315 397.1 505.6 1169 7019 983524 
 35 . . . 2.1 6.9 15.5 3.6 9.5 22 2.3 9.3 18.3 1108 11611 632037 
 50 . . . 2.3 6.3 14.6 3.8 8.9 27.2 275.1 312 350.9 1367 14973 664689 
 70 . . . 3.2 6.6 17 4.2 9.4 23.3 322.7 351 815.8 1103 23598 920086 
50 5 2.3 5.7 11.7 1.5 6.7 15.2 3.3 9.9 27.4 15232 23706 43094 7.4 18 46.6 
 10 . . . 2.5 5.9 11.7 3.6 8.2 25.3 7515.6 9839.9 15283 7.8 17.9 36.7 
 20 . . . 1.8 6.5 13.4 3.3 7.8 25.5 2067.1 2638.9 3264.6 7.5 18.8 39.9 
 50 . . . 1.8 5.5 14 3.2 7.8 25.9 3 8.3 22 7.4 18.3 35.8 
 70 . . . 2 5.9 12.5 3.2 8.3 26.5 300.9 324.3 558.3 7.7 18.1 40.7 
 90 . . . 1.8 5.9 13.1 3.2 7.9 27.2 488 525.4 566.5 7.3 18.6 37.2 
 
  
307 
308 
 
 
 
Table 2.129 Calibration: Nam and D’Agostino χ2 statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=1, σ=4; reference: Weibull γ=2, σ=0.5 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 0.7 2.5 13.4 0.9 3.9 27.9 1.1 4.9 22.4 95.5 141.4 177.6 1473 1068700 1.759E12 
 10 . . . 0.9 4.3 23.2 1.4 5.2 23.4 142.1 191.5 227.8 1888 8293022 5.001E15 
 20 . . . 1 3.9 15.1 1.2 4.4 21.7 200.6 242.3 295 33155 3601222 5.292E11 
 50 . . . 0.9 2.7 26.2 1.2 3.7 23.7 184.2 223.9 274.5 126389 4511549 2.0817E9 
10 5 2.4 4.4 12.3 2.1 6 26.7 3.6 7.9 29.1 111.5 191.7 273.7 2320 9899030 3.125E14 
 10 . . . 2.2 6.5 35.6 3.8 7.5 37.5 212.4 292.2 331.5 3470 56466735 2.163E14 
 20 . . . 1.6 5 21.7 2.5 6.1 25.3 328.9 380.8 427 207812 2.276E8 1.969E14 
 50 . . . 1.5 5.2 19.1 2.7 6.4 23.1 338.3 413.5 468.7 13518525 8.092E9 4.239E15 
20 5 2.5 5.8 23.1 3.3 10.9 91.3 4.4 15.3 97.3 39.2 95.4 158.5 1295 854235 1.147E11 
 10 . . . 3.9 10.2 74.2 4.3 13 71.9 135.4 206.6 282.4 1494 1017635 6.812E11 
 20 . . . 3.1 7.8 38 3.6 9.5 39.3 297.6 334.9 394.2 54787 2043982 2.384E13 
 30 . . . 3.7 9.9 37.2 4.9 12.1 38.7 398.6 428.2 463.8 29949 5163925 9.007E12 
 50 . . . 2.5 6.8 46.7 3.4 9.3 48.4 500.7 551.9 594 29232 717608 1.126E13 
35 5 2.4 5.7 16.1 4 11.7 68.4 4 16.4 70.3 69.9 100 168.4 287 4946 5.2838E8 
 10 . . . 4.6 11.6 72.8 6.2 15.5 73.6 6.2 15.9 65.1 271 7437 5.103E10 
 20 . . . 3.6 9.2 41 4.2 10.8 48.4 63.3 82 113.1 800 9096 8.706E8 
 35 . . . 2.5 10.6 32.5 3.7 11.9 33.7 202.1 225.9 262.1 635 6845 1.0141E8 
 50 . . . 2.5 7.6 19.2 4.7 10 30.1 319.4 350.6 389.9 1233 4774 18849012 
 70 . . . 2.3 7.3 21.4 3.3 8.6 28.7 454.2 507.5 548.6 1031 6343 635446 
50 5 2.3 5.7 11.7 2.6 13.8 96.1 5.2 17.5 92.2 835.1 1094.3 1482.4 9.1 24.2 146 
 10 . . . 3.2 10.1 71.9 4.6 14.1 77.6 425.4 496.5 658.5 9.6 21.8 290.3 
 20 . . . 2.7 7.6 34.1 4.1 11 41.9 127.9 150.3 209 8.1 18.7 60.5 
 50 . . . 2.2 6.7 15.5 4.6 11.2 22 13.1 27.8 40.3 7.6 18.4 37.9 
 70 . . . 1.6 5.9 15.9 4.6 9 20.6 127.5 155.9 180.1 7.2 17.5 36.6 
 90 . . . 1.5 5.9 15.1 4.4 10.4 21.6 345.3 371.9 410.6 7 17.8 66.3 
 
  
308 
309 
 
 
 
Table 2.130 Calibration: Nam and D’Agostino χ2 statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=1, σ=4; reference: Weibull γ=2, σ=1 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 0.7 2.5 13.4 0.9 3 20.8 1.1 3.7 19.5 97.5 118.9 161.9 47908 8437326 1.188E13 
 10 . . . 0.7 3.2 15.3 1 4.7 15.3 151.6 171.9 208.1 196380 7131715 1.403E11 
 20 . . . 0.8 2.4 22.1 1 3.1 19.5 204.9 229.4 277.4 176814 2364151 1.3988E9 
 50 . . . 0.7 2.7 22.6 1 3.7 23.2 181.4 217.9 268.6 309848 10892139 5.2871E8 
10 5 2.4 4.4 12.3 2.2 5.2 23 2.6 6.2 27.5 132.9 170.4 209.1 192161 1.8779E9 7.015E15 
 10 . . . 1.4 4.8 23.1 2.2 6.4 23.3 213.6 257 299 120374 1.532E10 6.62E15 
 20 . . . 2.2 4.6 16 2.6 5.8 28.3 313.4 354 408.9 12134895 4.9228E9 2.151E14 
 50 . . . 2.7 4.5 20.4 2.8 6.1 24.7 350 407.7 462.4 1.4596E8 3.604E10 3.116E14 
20 5 2.5 5.8 23.1 3.7 8.8 63.2 4.5 11.9 107.1 34.4 58 86.6 27436 991421 1.885E12 
 10 . . . 2.6 8.3 50 4.1 12.1 90.1 132.8 159.8 196.7 40943 1953726 1.501E13 
 20 . . . 2.8 7.2 23.3 4.1 9.4 24 260.3 296.6 331.7 49844 756060 8.106E13 
 30 . . . 2.6 6.9 23.7 3.6 9.5 28.7 363.6 402.7 439.7 43427 259375 1.501E13 
 50 . . . 2.6 6.5 28.5 4.3 10.1 34.7 505.6 545.7 585.6 56522 288928 2.252E13 
35 5 2.4 5.7 16.1 3.1 9.5 36.7 4.1 12.2 38.7 133.5 171.5 215 790 6591 79278722 
 10 . . . 3.5 8.5 25.6 4.1 11.9 29.9 21.4 33.4 50.1 906 8369 1.8289E8 
 20 . . . 2.7 6.6 18.5 3.9 9.5 18.9 32.1 43.4 57 899 7303 1037561 
 35 . . . 2.9 6.5 19 3.6 8.8 22.3 163.5 190.3 217.1 1248 17212 1143234 
 50 . . . 2.7 6.8 16.9 4.3 9.3 27 304.6 338.8 377.2 1261 16825 1385855 
 70 . . . 2.5 6.7 15.6 4.3 8.2 21.9 477.4 531.2 568 1238 13747 2371213 
50 5 2.3 5.7 11.7 2.8 8.9 32 3 9.9 40.3 1197.9 1579 2103.8 7.4 22.6 78.1 
 10 . . . 2.5 6.8 19.9 2.8 9.8 26.6 606.4 740.7 877.6 7.5 18.3 64.4 
 20 . . . 2.1 6 12.7 2.9 8.3 20.9 194.9 224.1 292.3 7.1 17.3 33.3 
 50 . . . 2.5 6.5 12.2 2.5 8.8 20.7 5.4 19 28.1 7.4 19 44.1 
 70 . . . 1.7 6 11.8 1.8 7.9 19 153.3 179 204.3 7.6 17.9 44 
 90 . . . 2.1 6 13.3 2.9 7.9 20.7 283.4 488.7 522.7 7.4 18.2 38.8 
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Table 2.131 Calibration: Nam and D’Agostino χ2 statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=1, σ=4; reference: Weibull γ=2, σ=2 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 0.7 2.5 13.4 0.8 2.6 13.4 1.1 3.5 13.7 39.4 50.3 77.4 114999 6885716 1.6547E9 
 10 . . . 0.9 2.6 20 1.2 4.6 18.3 90.2 105.3 139.4 311870 16722494 3.63E10 
 20 . . . 0.7 2.3 13.5 1 4.3 13 161.5 182 222.5 692653 14275010 2.2621E9 
 50 . . . 0.8 2.6 18 1.1 3.7 16.4 194.3 224.2 258.9 564695 7429044 3.2323E8 
10 5 2.4 4.4 12.3 1.9 4.6 21 2.5 6.2 25.1 37.8 56.1 77.7 4681359 1.209E10 4.164E14 
 10 . . . 2.5 4.6 23.7 3 6.1 29.3 115.8 151.1 177.3 174294 2.163E10 3.843E15 
 20 . . . 2.3 4.4 17.2 2.9 5.9 23.6 235.1 274.8 312.8 2.9203E8 6.24E10 1.281E15 
 50 . . . 2.1 4.3 19.7 2.8 5.9 23.8 364.7 407.5 454.4 4.1931E8 3.888E10 1.549E14 
20 5 2.5 5.8 23.1 3 6.9 23.9 4.5 10.1 28.9 12.3 30.8 155.3 40392 412041 3.275E13 
 10 . . . 2.6 7.4 33.4 3.6 10.3 44.4 26.4 41.8 54.9 101743 496030 1.501E13 
 20 . . . 2.5 6.8 44.9 3.2 11 46.2 152.5 182.9 210.2 79725 307910 1.608E12 
 30 . . . 2.6 6.6 25.2 3.5 9 32.7 274.7 310.8 342.8 50773 229701 1.501E13 
 50 . . . 2.6 6.3 27.4 4.5 9.7 36.5 497 538.9 573.6 71575 236958 3.793E13 
35 5 2.4 5.7 16.1 3 6 20.6 4.3 11.2 24.2 513.8 683.3 877 859 7788 682094 
 10 . . . 3.6 7.7 23.2 4.1 12.2 36.4 183.2 234.3 290.2 1201 13604 13173142 
 20 . . . 2.7 7.9 19.5 4.1 12.8 38.4 9.9 18.8 59.6 1236 22536 3950447 
 35 . . . 3.1 7 17.6 3.9 11.1 25 96.4 114.6 132 1216 19479 444196 
 50 . . . 2.8 6.6 16.8 3.8 11.6 29.6 290.4 319.8 361 1204 14701 3266095 
 70 . . . 2.3 7.1 17.3 4.3 11 29.8 578.3 623.1 660.6 1095 17665 758527 
50 5 2.3 5.7 11.7 2 6.7 15.2 3.1 10.5 23.6 2780.1 3787.9 4942.3 7.5 18 55 
 10 . . . 2.7 6.8 18.1 3.2 11.6 26.9 1532.9 1922.6 2557.5 7.4 20.4 56.8 
 20 . . . 1.7 6.2 16 3.4 10 21.4 540.5 625.7 767.9 7.1 18.7 60.8 
 50 . . . 2.2 5.7 11.9 3.2 9.9 22.6 3.3 12.4 20.4 7.5 18 42.9 
 70 . . . 1.8 6.2 12.6 3.3 9.6 20.5 256.4 286.4 321.5 7.2 19.1 37.4 
 90 . . . 1.8 5.7 12.1 2.7 9.7 22.8 382.3 408.9 444.6 7.4 18.9 40.1 
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Table 2.132 Calibration: Nam and D’Agostino χ2 statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=1, σ=4; reference: Weibull γ=2, σ=4 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 0.7 2.5 13.4 1 3 23.7 1.5 11.6 51.8 1.2 3.2 24.8 71912 4128537 1.175E10 
 10 . . . 0.7 2.9 26.8 1.4 4.2 27.1 6.5 11.1 29.5 197200 4945134 4.4199E9 
 20 . . . 0.9 2.8 15.7 1.2 4.1 15.9 65.6 77.8 107 451142 10263677 2.6746E8 
 50 . . . 0.9 2.7 15.1 1.2 4 15.7 186.8 228.6 254.6 1506292 8730297 2.3687E8 
10 5 2.4 4.4 12.3 2.5 5.1 25.9 3.3 6.6 25.8 34.4 52.5 164 1764787 7.0861E9 1.353E15 
 10 . . . 1.5 4.5 14.2 3.8 12.5 82.7 1.6 4.7 15.6 58765767 1.559E10 1.687E14 
 20 . . . 2 4.3 20 2.5 6.4 21.6 70.7 101.2 124.1 3.0353E8 4.241E10 1.579E14 
 50 . . . 1.9 4.5 18.8 2.4 6.1 19.2 350.8 415.2 443.7 2.8927E8 2.552E10 3.201E13 
20 5 2.5 5.8 23.1 2.9 7 32.6 3.1 8.9 52.1 523.6 842.3 1319.5 24587 317710 2.252E13 
 10 . . . 2.5 6.7 26.2 2.9 9.3 26.2 143.6 214.6 325.9 55111 308554 1.501E13 
 20 . . . 2.4 7.7 29.7 4.5 16 141.6 3.1 9.5 39.8 71950 332175 1.801E13 
 30 . . . 2.7 6.9 23.1 3.1 8.3 29.3 119.9 145.6 176.8 50106 205087 4.504E13 
 50 . . . 2.6 6.8 24.3 3.2 8.4 31 491.5 532.8 574.3 77441 212663 1.013E14 
35 5 2.4 5.7 16.1 2.3 8.1 17.9 3.2 10.3 23.3 3415.5 5641.6 11182.5 836 4282 6556360 
 10 . . . 2.5 7 24.8 3.2 9.8 23 1676.6 2079.2 3037.6 892 14234 86486756
 20 . . . 2.3 6.9 16.9 3.3 8.6 17.4 323.9 412.8 560.8 1342 19445 447398 
 35 . . . 2.6 5.8 16.7 3.8 9 19.7 3.3 8.2 22.8 1448 17833 626174 
 50 . . . 2.9 6.4 14.6 3.2 7.9 16.8 279.9 311.9 354.5 1355 17866 527200 
 70 . . . 3 5.7 14 3.2 8.6 16.6 322.2 354.6 789 1252 18111 529371 
50 5 2.3 5.7 11.7 2.2 7.2 18.9 4.1 9.8 25.7 13646 23931.3 49708 8.7 17.9 56.9 
 10 . . . 2.4 6.1 20.1 3.7 9.4 23.3 7677.5 9674.7 15675.5 7.9 18.2 55.2 
 20 . . . 1.7 6.2 12.8 3.2 8.5 23 2231.9 2672.9 3499.5 7.1 18.1 49.9 
 50 . . . 2 5.9 11.9 4 7.8 16.8 2.6 7.4 21 7.2 20.2 40 
 70 . . . 1.6 5.9 11.6 3.5 7.6 17.7 300.1 329 577.6 7 18.4 35.6 
 90 . . . 1.5 5.8 11.6 3.6 7.3 18.5 486.7 533.2 568.9 7.4 18.3 35.5 
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Table 2.133 Calibration: Nam and D’Agostino χ2 statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=2, σ=4; reference: Weibull γ=0.5, σ=0.5 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 1.1 4 22.2 1.1 5.4 72.8 2.3 7.7 65.2 95.3 151.2 195.4 5836 2595398 1.2461E14
 10 . . . 0.7 5.7 78.1 1.6 7.1 79.1 155.7 190.6 238.7 15196 7607697 2.4016E14
 20 . . . 1.3 5.2 24.9 1.7 6.5 32.8 193 234.4 289.4 20142 9820739 1.2297E13
 50 . . . 1.3 4.3 19.7 1.7 5.7 19 176.2 226 292.3 64558 3428967 4.4103E10
10 5 1.3 4 18.4 1.5 7.5 51 2.3 9.7 66.3 138.9 209.9 289.1 58476 38585194 1.8529E15
 10 . . . 3 7.8 37.4 4.1 10.3 46.3 246.2 292.1 350.9 61185 19755586 4.8928E15
 20 . . . 1.9 6.3 26.4 3.3 8.5 25.3 336.3 382.7 431.5 140749 266635009 2.9285E15
 50 . . . 1.5 4.9 16.8 2.4 7.1 19.1 346.2 413.3 506.5 244943 727782316 8.7961E14
20 5 2.1 5.8 19.5 3.8 12.3 360.8 5.2 16 174.5 51.9 107.6 203.1 6210 7820491 1.5012E13
 10 . . . 3.5 11.3 54.6 4.3 14.4 85.6 148 210.6 281 5785 3486694 4.5036E13
 20 . . . 2.8 8.4 25.4 3.9 11.1 32.1 302.8 352.1 415.3 8097 1582351 4.5036E12
 30 . . . 2 7.6 34.6 4.5 11 34 401.5 436.7 496.3 28702 1074850 1.7322E12
 50 . . . 2.4 6.4 39.6 3.2 10.5 42.6 523.7 555.9 614 34484 328483 2.4916E11
35 5 2.1 5.8 17.7 2.7 10.8 89 3.4 13.7 105.2 58.6 93.9 175.2 328 8969 122497224
 10 . . . 2.5 13 64.8 2.7 16.3 69.8 6.5 18.1 48 426 7130 4.68939E9
 20 . . . 2.8 10.2 32.3 4 12.9 50.4 57 80.7 118.3 629 4551 30344756 
 35 . . . 2 8.5 23.9 2.7 11.2 30.8 198.3 225.5 252.8 747 7863 6027500 
 50 . . . 2.3 7.9 26.1 2.8 10.8 45.2 324 346.3 391.7 743 5618 4969475 
 70 . . . 3.4 8.1 38.7 4.4 10.8 44.4 470.6 501 548.3 996 4132 39771272 
50 5 2.3 6.1 13.7 2.8 15.9 221.2 4.7 18.9 292.5 897.1 1126.8 1754.3 13 30.1 1429.9 
 10 . . . 2.9 12.6 97.9 5.3 18.5 140.4 425.4 506.1 650.3 14.7 28 572.9 
 20 . . . 3.1 9.5 52.6 3.8 12.2 114.7 124.9 153.3 197.3 9.1 21.8 258.4 
 50 . . . 2.3 6.9 22.5 3.4 10 42.6 15 25.9 47.9 10.5 19.9 53.4 
 70 . . . 2.3 7.8 35.2 4.4 10 51.5 118.6 148.7 177.7 9.3 21.6 85.8 
 90 . . . 2.2 7.5 18.9 2.9 8.9 34.5 327.8 370 413.6 8.8 21 69.2 
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Table 2.134 Calibration: Nam and D’Agostino χ2 statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=2, σ=4; reference: Weibull γ=0.5, σ=1 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 1.1 4 22.2 1.4 4.8 16.2 1.7 7.4 17.1 82.3 118.1 166.6 4180 1334734 3.2585E10
 10 . . . 1.3 4.1 18 1.9 4.9 23.1 139.3 173.6 212.4 23229 2971170 3.4003E10
 20 . . . 1.4 4.6 43.6 1.9 5.4 46.1 198.1 236 281.6 127500 7480544 1.11978E9
 50 . . . 1.5 4.8 22.7 1.9 5.7 25.7 190.4 219.7 266 385908 8973005 1.77932E9
10 5 1.3 4 18.4 2.2 5.8 22.5 2.3 7.4 23.6 116.4 158.1 222.5 8964 80033063 9.4632E15
 10 . . . 1.3 4.8 27.2 2.5 6.6 30.5 220.8 252.7 306.6 299066 2.2653E9 2.7038E15
 20 . . . 1.6 4.9 19.1 2.5 6 23.1 318.7 352.6 406.8 8957028 2.9667E10 1.2391E14
 50 . . . 1.5 4.5 20.6 2.4 6.2 25.3 359.4 409.9 455.2 150732545 1.56E10 1.3509E13
20 5 2.1 5.8 19.5 3.7 10.3 35 4.4 12 39.3 28.4 54.6 96.5 4074 2343130 1.2867E13
 10 . . . 3.3 6.1 18.7 3.9 9 27.1 130.5 159.3 187.1 65094 1442946 1.8014E14
 20 . . . 2.8 6.2 26.5 4.2 8.4 30.8 275.1 301 332.5 27158 399246 1.8014E13
 30 . . . 2.3 6 20.5 3.9 7.6 23.2 375 401 444.7 37686 284293 9.0072E12
 50 . . . 2.6 6.4 22.2 4 8.1 24.5 518.5 552.6 602.3 39197 318497 4.5036E13
35 5 2.1 5.8 17.7 3.2 9.8 31.6 4 10.9 42.1 138.1 174.9 209 345 2560 11994166 
 10 . . . 2.6 6.7 26.2 4.2 9.9 29 18.4 32.2 94.8 625 3980 6189853 
 20 . . . 2.4 7.1 21.5 3.7 8.8 40.2 30.9 44.3 63.5 1005 5353 3918669 
 35 . . . 2.2 7.1 23.1 4 8.3 24.3 167.8 185.5 219.8 906 5827 916543 
 50 . . . 2.2 6.4 20.8 3.2 7.6 28.1 312 333.1 371 1135 8565 1666886 
 70 . . . 2.3 6.2 19.6 2.7 8.4 25.7 283.8 522.1 573.7 1071 8725 1661604 
50 5 2.3 6.1 13.7 2.1 10.3 47.4 3.7 11.6 47.7 1100.3 1459.9 2052.1 9 22.8 92.8 
 10 . . . 3.2 7.4 31.3 4.2 8.9 39.5 572.1 701.9 875.4 9.4 19.3 116.7 
 20 . . . 2 6.8 16.5 3 8.8 25.3 191 231.5 288.2 9.1 19.3 47.8 
 50 . . . 2.6 6.5 19.4 3.5 8.3 33 8.5 17.1 33.7 10 20.1 53.3 
 70 . . . 3 6.9 19.6 4 8.6 33.5 136.4 175.7 209.9 9.1 20.9 44.2 
 90 . . . 2.6 6.9 19.1 3.4 8.7 27.1 266.2 477.7 529.2 9 20.6 53.5 
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Table 2.135 Calibration: Nam and D’Agostino χ2 statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=2, σ=4; reference: Weibull γ=0.5, σ=2 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 1.1 4 22.2 1.4 4.7 34.8 1.7 6.7 35.4 37.4 55.6 80.4 268276 6172377 8.8209E11
 10 . . . 1.3 5.1 31.2 1.5 5.9 27.6 84.7 111 135.2 342089 8684650 2.14154E9
 20 . . . 1.2 4.8 20 1.4 6.3 24.6 152.9 186.9 216.8 495705 13417953 266970076
 50 . . . 1.4 4.8 19.2 1.4 6.1 27.2 195.7 223 266 566269 6896162 164594153
10 5 1.3 4 18.4 1.6 5.9 20.2 2.3 7.3 24.9 38.1 54.9 85.4 1195937 1.5702E10 2.1627E15
 10 . . . 1.8 4.5 27.5 2.2 6.1 27.2 111 146.7 177 13251848 6.65463E9 6.3013E12
 20 . . . 1.8 4.5 15.8 2.2 5.8 24.7 242.5 270.1 320.2 74390131 3.7683E10 7.9908E13
 50 . . . 1.5 4.4 17.2 2.4 5.9 24.9 367 407.5 466 86596640 1.7854E10 1.0408E13
20 5 2.1 5.8 19.5 2.8 7 43.8 4.3 8.6 41.4 12.7 24 203.3 43353 955426 1.3857E13
 10 . . . 2.2 6.1 34.7 2.7 8.3 33.7 28 42 57.4 53309 230739 7.8323E12
 20 . . . 2.8 6.7 20.2 3.4 8.4 24 161.2 182.7 209.2 63179 258749 3.3777E13
 30 . . . 2 6.2 18.4 3.3 8.6 20.3 292.5 314.4 344.4 54658 223643 3.6029E13
 50 . . . 2.2 6 19 2.9 8.1 27 512.1 543.1 599.5 63378 225939 6.0048E13
35 5 2.1 5.8 17.7 2.8 7.3 20.9 3 11.5 28 590.9 726.1 937.6 905 6355 37142821 
 10 . . . 2.9 6.4 18 4.2 10.1 27.7 177.7 231.1 285.1 1053 6060 1145776 
 20 . . . 2.3 7.7 20.8 3.1 9.8 22.6 9.4 18.6 44.9 854 13130 910688 
 35 . . . 2.4 6.2 21.4 3.2 8.5 28.3 94.2 112.2 140.1 1058 5413 504351 
 50 . . . 2.3 6.7 17.9 2.9 9 26.2 293.4 315.7 359.7 1100 6521 457575 
 70 . . . 2.2 6 17.2 3.2 8.8 26.7 577.2 616.5 664.9 1216 6731 212774 
50 5 2.3 6.1 13.7 1.4 7.1 32.7 4 9.7 53.1 3162.7 3965.7 6256.1 9.1 18.9 131.1 
 10 . . . 2.3 7.6 18.8 3.4 9.6 20.2 1593.2 1801.4 2447.3 9.1 19.5 42.4 
 20 . . . 2.6 6.5 22.7 3.8 9 22.7 510.6 616 746.1 9.9 19.9 54.1 
 50 . . . 2.5 6.9 19.6 4.8 8.1 24.3 3.5 10.8 23.8 9.5 20.3 43.9 
 70 . . . 2.4 6.7 14.1 3.9 9.5 19.4 250 283.7 317.3 9.3 20.2 40.2 
 90 . . . 2.9 6 18.8 4.7 8.9 24.4 374.5 407.1 453.4 8.9 20 49.5 
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Table 2.136 Calibration: Nam and D’Agostino χ2 statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=2, σ=4; reference: Weibull γ=0.5, σ=4 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 1.1 4 22.2 1.4 4.2 19.7 1.7 5.5 19.7 1.4 4.5 20.5 94027 6360211 2.56631E9
 10 . . . 1.3 4.7 22.5 1.7 6.1 23.6 6.4 13.4 28.2 137893 3180036 3.6982E10
 20 . . . 1.1 4.7 19.4 1.8 6.4 31.1 59.2 80.5 103.4 430999 23308731 3.6113E9 
 50 . . . 1.4 4.5 23.8 1.7 6 23.9 195.9 224.6 268.5 714552 7113547 236949289
10 5 1.3 4 18.4 1.5 4.4 23.2 1.7 7.1 24.2 34.1 57.9 142.1 12068248 9.22408E9 1.647E15 
 10 . . . 1.8 4.2 18 2.4 6.2 24 1.8 4.4 19 3291537 6.53947E9 1.5515E14
 20 . . . 1.6 4.4 18.6 2.6 6.7 26.1 76.8 97.5 131.1 81632063 1.1235E11 6.9617E14
 50 . . . 1.5 4.3 24.3 2.3 5.9 30.3 368.5 416.7 460.8 157386585 2.859E10 4.355E12 
20 5 2.1 5.8 19.5 2.3 6.6 27.5 4.8 9.4 26.8 492.8 845.9 1358.2 44750 407000 1.1259E13
 10 . . . 2.1 6.9 22.9 4 10.1 23.8 140.3 192.8 301.7 38244 264036 1.5012E13
 20 . . . 2.3 6.7 21.6 4 9.9 24.1 3.3 9.1 40.7 54154 296952 4.8952E11
 30 . . . 2.3 6.3 23.3 4.2 8.9 23.3 126.4 145.7 175.9 55540 230808 4.0942E12
 50 . . . 2 6.1 25.2 4.1 10.3 24.8 498.2 535.3 583.4 57430 196031 5.583E11 
35 5 2.1 5.8 17.7 2.1 7.4 23.5 3.5 11.3 39 3665.5 5902.7 10903.2 972 5817 4179414 
 10 . . . 2.4 6.8 17 3.7 11.3 31.1 1542.9 2044.6 3345.7 1068 4139 3950659 
 20 . . . 2.4 7.6 24.6 3.7 11.6 41.2 319.9 443.8 564.2 1241 9122 4306871 
 35 . . . 2.1 6.3 17.1 3.7 9.9 29.9 2.2 9.4 23.2 1002 8474 151994 
 50 . . . 2.2 6.5 19.5 4.1 10.4 31.4 277.7 308 353.6 1096 8851 509068 
 70 . . . 2.4 6.4 18.4 3.7 10.4 31 310.7 346.8 824.5 983 11170 358657 
50 5 2.3 6.1 13.7 1.7 7.7 20.8 3.1 11.2 38.7 13980.1 25125.4 49506.1 9.3 21 58 
 10 . . . 3 6.9 21.5 3.3 10.8 50.1 6479.8 9782.8 15854.2 9 20.3 56.6 
 20 . . . 1.8 6.7 21.4 3 10.5 50.3 2102.3 2901.8 3673.9 8.9 20.8 48.3 
 50 . . . 2.5 6.7 19.9 3.6 10.7 42.5 2.5 10.3 24.5 10.3 20.1 53.4 
 70 . . . 2.3 6.3 18.8 3.3 10 28.8 289.4 327.1 573.9 9.3 20.4 48.3 
 90 . . . 2 6.1 18.9 3.5 9.8 28.5 491.3 536.8 579 9.3 19.8 42.5 
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Table 2.137 Calibration: Nam and D’Agostino χ2 statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=2, σ=4; reference: Weibull γ=1, σ=0.5 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 1.1 4 22.2 1.4 6.6 69.9 1.8 7.4 63.8 84.7 150.3 196.1 2635 9491232 4.43E15 
 10 . . . 1.8 5.4 32.7 2.1 7.2 27.8 155.9 189.3 235 6515 397247 5.416E11 
 20 . . . 1.7 5.2 25.1 2.2 6.1 35.3 200.6 237.8 298.5 34204 8138507 1.63E13 
 50 . . . 1.3 5 18.5 1.6 5.9 20.5 174.2 219.5 296.3 237486 4944792 2.529E10 
10 5 1.3 4 18.4 2.2 10.1 60.9 3 11.1 60.2 116 212.9 282.3 6673 16732525 2.369E15 
 10 . . . 2 5.7 34 3.4 7.9 33.6 231.9 286.5 357.8 18228 23482947 4.051E13 
 20 . . . 2 5.3 26.6 2.2 7.9 30.8 330.8 375.3 429.9 113251 4.584E9 3.826E15 
 50 . . . 1.5 5.2 28.8 2.4 7.4 27.9 348 403.6 483.4 151884 2.2237E9 1.628E14 
20 5 2.1 5.8 19.5 3.7 14.9 71.6 5.2 15.6 71.7 47.8 110.2 211.1 3934 5221300 7.506E12 
 10 . . . 2.6 10.1 61.8 3.1 12.3 62.2 147.8 203.4 276.5 6292 4718582 7.506E12 
 20 . . . 3.1 9.7 32.5 4.3 11 33.9 308.5 353.8 385.3 15719 1481681 1.388E12 
 30 . . . 3.4 6.7 28.8 4.1 10 29.4 410.1 441.8 473.9 36547 615739 7.506E12 
 50 . . . 2.2 7.1 24.3 2.7 8.3 24.7 519.6 556.5 610.6 41843 575175 2.047E12 
35 5 2.1 5.8 17.7 2.8 16.5 89.7 3.5 21.2 95.9 61.6 91.7 164.9 306 12984 5.24E10 
 10 . . . 3 12.4 68.5 4.5 13.7 70.4 5.2 16.6 61.4 420 2010 42305807 
 20 . . . 2.7 9.8 25.2 5 12.4 33.5 61 83.4 111.7 501 5187 21472381 
 35 . . . 2.7 6.8 22.6 4.3 8.8 29.6 198 222.9 257.6 516 2309 47573973 
 50 . . . 2.4 7.2 24.7 3.4 10.1 32.1 324.1 346 386.6 850 4314 5227625 
 70 . . . 3 7.2 22 3.8 8.8 29.3 455 497.8 547.6 891 7197 3139318 
50 5 2.3 6.1 13.7 3.2 15.2 168.6 3.2 16 186.4 898.2 1149.7 1573.5 8.5 30 1144.5 
 10 . . . 3.3 11.6 78.3 4.6 14.2 112.5 424.1 490.7 739.7 9.3 22.4 227.5 
 20 . . . 4 9 30.9 5.1 11.2 40.8 124.5 151.3 206 10.7 20.7 99.4 
 50 . . . 2.8 7.6 22.1 4.4 8.9 33.8 16.1 25.3 42.8 9.2 20.5 65.7 
 70 . . . 2.2 7 29.1 3.6 9.7 35.7 105 152.4 176.3 8.7 20.9 64.4 
 90 . . . 2.1 6.3 31.5 3.5 9.3 32.4 321.1 368.5 414.1 8.9 20.6 87.9 
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Table 2.138 Calibration: Nam and D’Agostino χ2 statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=2, σ=4; reference: Weibull γ=1, σ=1 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 1.1 4 22.2 1.4 5.1 26.1 2.2 5.7 29.4 93.2 123.8 150.4 18055 12237467 3.919E12 
 10 . . . 1.2 4.4 30.2 1.7 4.9 26.9 141.7 176.9 211.2 91496 7460395 4.679E10 
 20 . . . 1.3 4.6 16.6 2 5.1 15.3 202.3 235.9 278.4 368538 7110827 5.4534E8 
 50 . . . 1.4 4.7 21.7 1.9 5.7 19.9 181.8 223.8 276 431964 5867638 2.2362E9 
10 5 1.3 4 18.4 1.3 5.9 23.9 2.4 7.3 25.8 127.8 168.1 232.9 107937 6.8145E9 2.294E15 
 10 . . . 1.5 5.4 25 2.2 6.5 25.8 217.6 254.5 293.9 86502 2.5824E9 5.171E13 
 20 . . . 1.5 4.5 15.1 2.1 5.7 16.2 321.1 354.4 406.4 10522100 2.434E10 1.125E13 
 50 . . . 1.3 4.6 22 2 5.7 21.8 357.5 409.2 493.6 11491307 1.112E10 2.048E14 
20 5 2.1 5.8 19.5 3.1 9.3 32.4 3.6 11 38.4 34.3 66 102.3 18740 1442935 1.958E12 
 10 . . . 2.6 7.2 25.7 3.1 9 28.3 133.6 159.6 181.8 43720 457134 7.832E12 
 20 . . . 2 6.3 26 2.3 8.6 28.2 271.6 299.4 335.7 40316 440954 1.126E13 
 30 . . . 2.9 5.9 18 2.9 8.4 25.3 376.9 402.9 442.9 44218 314444 4.504E13 
 50 . . . 2.9 7.3 19.7 3 9 23 507.5 546.7 601.8 29691 276374 2.384E12 
35 5 2.1 5.8 17.7 3 11.5 45.1 4.7 13.6 45.3 132.6 173.4 222.5 441 11461 4.4104E8 
 10 . . . 2.2 7.6 29.8 4.1 9.4 29.8 20.2 31.2 55.2 826 4020 2250562 
 20 . . . 2.4 6.9 18.9 4.1 9.7 27 31.1 43.7 61.4 966 6946 2181431 
 35 . . . 2.2 6.7 18.2 3.5 9.3 29.3 168.1 188.9 213.7 918 4892 860641 
 50 . . . 2.3 6.5 20.5 3.1 8.6 34.4 311.4 333.1 374.2 944 5896 1166781 
 70 . . . 2 6.3 16.7 3.2 9 29.4 269.3 524.1 574 1109 9040 538022 
50 5 2.3 6.1 13.7 2.6 10 56.7 3.5 13.5 78 1262.5 1574.6 2030.5 11 22.3 162.4 
 10 . . . 2.9 7.6 28.9 4.2 9.9 45 598 710.9 896.8 9.3 20.1 77 
 20 . . . 2.2 7.1 21.3 2.4 9.5 40.3 194.6 235.7 275.9 9.2 20.8 81.8 
 50 . . . 1.4 6.5 18.4 2.4 8.4 39.4 9.2 16.2 36.6 9.1 18.4 53 
 70 . . . 1.5 6.8 18.6 1.9 9.3 30.3 144.4 176.4 210.9 9.6 20.1 44.3 
 90 . . . 2.4 6.3 20.7 3.1 8.7 42.8 261.4 479 526.5 9.7 20.5 68.5 
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Table 2.139 Calibration: Nam and D’Agostino χ2 statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=2, σ=4; reference: Weibull γ=1, σ=2 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 1.1 4 22.2 1.3 4.6 23.5 1.7 5.7 23.7 36.3 53.3 76.5 123055 4725884 1.6155E9 
 10 . . . 1.5 4.7 18.8 1.8 5.6 17.1 83.8 109.8 140 100984 7012879 5.6878E9 
 20 . . . 1.4 4.6 20.3 1.8 6 27.9 153.2 185 221.7 371070 6313155 4.6258E8 
 50 . . . 1.4 4.8 23.8 1.5 5.7 22.5 192.4 225.3 256.5 1092124 5816748 2.1851E8 
10 5 1.3 4 18.4 1.9 4.8 25.9 2.7 6.3 26.5 37.5 54.8 84.4 1459991 5.6231E9 3.366E14 
 10 . . . 1.5 4.2 18.3 2.7 5.7 20.1 119 142.9 186.8 16584349 5.6814E9 1.183E14 
 20 . . . 1.4 4.4 16 2.4 6.3 19.3 237.2 268.9 319.8 34049757 8.7294E9 5.999E12 
 50 . . . 1.6 4.6 18.4 2.6 6.2 20.5 364.1 415.8 470.4 1.8172E8 2.452E10 9.791E12 
20 5 2.1 5.8 19.5 2.2 6.3 21.6 4.3 8.5 25 10.6 20.1 63.9 73815 354402 1.365E12 
 10 . . . 2.2 6.3 17.8 4.2 8.4 20.2 28.9 41.6 58.4 41245 404918 7.633E11 
 20 . . . 2.2 6.4 19 3.2 8.9 21.6 159.7 181 205.9 50559 276535 5.811E12 
 30 . . . 2.3 6 20.4 3.6 8.9 21.3 291.6 315.4 352.2 53785 201258 4.504E12 
 50 . . . 2.2 6.2 25.7 4.1 8.5 26.1 512.1 539.7 592.3 40887 239374 1.474E13 
35 5 2.1 5.8 17.7 2.2 7 20.4 2.6 10.6 23.3 541.3 724.4 861.5 774 5193 1873528 
 10 . . . 2.3 6 23 3.2 11.3 28.5 184 224.7 286.2 937 5296 2740389 
 20 . . . 2.4 6.3 21.8 2.6 9.3 21.7 9.1 19.4 42.5 892 6050 1297255 
 35 . . . 2.2 6.4 18.2 4.2 9.4 23.5 94.5 112.1 133.9 1014 11783 501502 
 50 . . . 2.3 6.2 17.3 3.3 10 23.8 294.4 316.6 354.8 1294 6103 367119 
 70 . . . 2.3 6.3 16.7 3.5 9.6 25.2 575.8 617.2 659.9 1137 4778 446860 
50 5 2.3 6.1 13.7 2.7 7 16.4 4.1 10.7 24.3 2834.4 3935.2 4785.8 8.9 20.1 43.9 
 10 . . . 2.2 6.6 23.7 3.2 10 24.8 1501.3 1826.9 2380.4 8.6 19.5 49.9 
 20 . . . 1.6 6.1 16.1 3.5 9.1 21.6 517.2 603.8 715.6 8.8 19 45.5 
 50 . . . 3.3 6.3 15.1 3.8 9.2 22.9 3.6 10.3 25.7 9.3 20 39.4 
 70 . . . 2.4 6.2 14.6 3.4 9.6 21.3 249.1 280.6 317.6 9 19.4 46.7 
 90 . . . 2.5 6.9 19.5 3.5 10.2 21.1 374.2 404 451.7 10 20.3 39.5 
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Table 2.140 Calibration: Nam and D’Agostino χ2 statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=2, σ=4; reference: Weibull γ=1, σ=4 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 1.1 4 22.2 1.4 4.2 27.5 1.6 5.5 22.9 1.4 4.7 25.2 269610 5527867 3.5481E9 
 10 . . . 1.2 4.7 29.2 1.6 5.3 27.2 5.1 13.9 25.2 290904 8385987 5.6004E8 
 20 . . . 1.3 4.2 25.8 1.5 5.1 24.1 61.8 81.4 105.5 308048 5055847 2.1966E8 
 50 . . . 1.3 5 21.3 1.7 5.4 19.9 194 227.8 268.7 721810 5555169 4.2424E8 
10 5 1.3 4 18.4 1.7 4.5 19.2 2.1 7.1 18.6 29.6 54.4 124.3 1719605 3.3888E9 5.574E14 
 10 . . . 1.5 4.3 19.7 2 6.5 20.4 1.4 4.5 21.9 37270491 1.788E10 1.852E13 
 20 . . . 1.4 4.3 19.3 2.2 6.5 18.4 71.9 100.6 126.9 40315296 5.6951E9 2.91E12 
 50 . . . 1.5 4.6 19.2 1.9 6.5 18.5 363.9 413.2 463.3 1.2555E8 1.386E10 5.804E12 
20 5 2.1 5.8 19.5 2.2 6.5 22.1 2.6 8.1 24.7 555.4 796.8 1293.6 37616 285048 3.002E13 
 10 . . . 2.2 6.6 21.8 3.5 8 22.8 147.7 204 323.5 51709 260517 6.005E13 
 20 . . . 2.8 6.2 23.6 4.1 7.5 23.9 2.7 8.1 29.2 51989 242489 1.501E13 
 30 . . . 2 6.5 24.3 3.5 7.5 28 122.8 147.1 171 68076 285648 1.134E13 
 50 . . . 2.5 6.2 21.5 3.5 7.7 21.8 509 539.5 576 57593 157328 1299086 
35 5 2.1 5.8 17.7 2.2 6.6 24.6 2.3 9.4 25.4 3611 5546.6 9854.4 1065 5610 2380272 
 10 . . . 2.9 6.9 19.3 3.2 9.2 26.4 1645.9 2220.7 3419.3 1089 6935 455770 
 20 . . . 2.2 6 16.7 2.5 9.1 25.5 308 408.9 499.6 998 4778 527503 
 35 . . . 2 6.5 20.5 2.3 8.8 22.8 4.1 9.1 21.4 945 10931 705498 
 50 . . . 2.4 6.6 17.3 3 9.5 22.9 276.1 309.7 357.3 1110 8827 364063 
 70 . . . 2 6.1 18 3.3 9.2 27.2 317.8 346.1 808.4 1027 8757 552567 
50 5 2.3 6.1 13.7 2.2 7.3 18.4 4 10.1 27.5 14555 23830 46042 9 20.3 56 
 10 . . . 2.4 6.5 26.9 3.9 10.2 31.3 7720 10107 15384 8.7 21.8 51 
 20 . . . 2.2 6.8 18.8 3.7 9.3 25.6 2065.1 2632 3267.6 9.5 19.4 40.1 
 50 . . . 1.4 6.8 20.5 3.8 9 36.5 2.3 8.4 26 9.1 20.2 39.4 
 70 . . . 2.2 6.4 19 4.1 8.8 28.3 282.8 331.6 572.8 9.1 20.4 41.9 
 90 . . . 1.7 6.4 17.2 4 9.4 30 492.7 533.5 568.7 9 18.6 45.5 
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Table 2.141 Calibration: Nam and D’Agostino χ2 statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=2, σ=4; reference: Weibull γ=2, σ=0.5 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 1.1 4 22.2 1.3 4.9 56.2 1.7 6.2 76.7 84.5 140.5 186.3 2323 1496771 1.8665E11 
 10 . . . 1.1 6.1 32.9 1.7 7.7 27.3 152.8 194.2 232.4 1746 7221320 1.9672E14 
 20 . . . 1.1 4.9 33.9 1.5 5.6 38.3 193.2 246.6 284.2 28133 4262017 3.7936E13 
 50 . . . 1.3 4.6 20 1.4 5.2 22.2 180.8 218.5 276.3 116823 3287839 1.0057E10 
10 5 1.3 4 18.4 1.9 9.3 75.4 2.8 11.1 79.9 133.5 200.1 259.4 4609 8916580 3.2414E14 
 10 . . . 1.8 7.4 40.2 2.5 9.7 41.9 229.7 287.5 348.8 2817 126409087 2.6006E14 
 20 . . . 2 4.9 26.2 2.4 8.6 27 343.8 377.4 421.7 276099 413102933 1.8214E13 
 50 . . . 1.5 4.8 21.1 2.1 7.7 28.7 345.9 417.9 485.5 5444242 2.68244E9 1.9861E15 
20 5 2.1 5.8 19.5 4.4 11.3 89.7 4.4 13.9 79.3 43.7 92.6 146 1297 294183 5.0653E12 
 10 . . . 4.3 12 86.7 4.7 13 64.5 147.4 210.9 278.3 2119 753077 7.4687E10 
 20 . . . 3.1 7.9 37.9 3.7 10.3 36.8 312.9 346.2 403.4 29217 2044132 1.201E13 
 30 . . . 2.2 8.2 22 3.7 10.2 33.4 392.7 433.4 477.2 6866 14440728 4.2891E12 
 50 . . . 2.2 6.8 22.5 2.8 9.4 39.7 521.3 554.8 617.3 31868 808159 3.0024E13 
35 5 2.1 5.8 17.7 4 13.3 150.1 5 16.6 118.6 65.8 105.6 186.9 283 2036 10452956 
 10 . . . 3 11.6 61.3 4.6 12.4 63.8 5.5 16.8 77.9 277 4594 908632352 
 20 . . . 2.5 9.2 27.9 4 11.7 35.6 61.9 80.1 113 566 3861 35740402 
 35 . . . 2.4 8.5 27.3 4 12.2 35.2 197.2 223.7 263.2 583 5207 10701172 
 50 . . . 2.3 7.2 21.9 3.8 11 28.6 324.8 345.7 386.5 858 4503 4081601 
 70 . . . 2.6 6.6 21.5 3.8 9.6 25.7 469.1 498.7 549.3 793 2642 2409231 
50 5 2.3 6.1 13.7 3.7 9.9 144.5 4.6 13.4 150.2 853.2 1100.3 1473.8 13.1 21 257.5 
 10 . . . 3.4 10.4 86.2 5.6 14.2 86.7 428.3 493.4 712 10.9 26.4 207.2 
 20 . . . 2.7 8.4 25 3.7 10.6 56.7 125.3 151.5 192.4 9.4 21 77.7 
 50 . . . 3.4 7 31.8 4.1 9.9 32 17.6 25 45.9 11.7 19.8 84.3 
 70 . . . 2.7 6.7 18.3 3.5 8.5 35.9 130.4 151 183.6 9 16.4 65.8 
 90 . . . 2.5 6.6 24.7 4.3 10.1 36.1 333 367.5 412.4 9.1 20.3 57.1 
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Table 2.142 Calibration: Nam and D’Agostino χ2 statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=2, σ=4; reference: Weibull γ=2, σ=1 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 1.1 4 22.2 1.4 5.1 29.5 1.8 5.3 32.1 93.5 121.8 155.2 18515 13863506 1.6083E12 
 10 . . . 1.3 4.6 21.2 1.7 6.3 27.3 142.4 178.7 210.8 96088 13791489 1.316E11 
 20 . . . 1.3 4.3 16 1.5 5.7 18 198.3 236.1 276.7 169640 4367138 416991250 
 50 . . . 1.1 4.7 20.1 1.3 5.8 19.7 190.3 221.1 256.7 583332 8617943 1.02902E9 
10 5 1.3 4 18.4 1.5 5.8 25.1 1.8 7.9 28.8 126.7 166.3 228.5 73746 1.13216E9 8.0828E13 
 10 . . . 1.7 5.1 36.1 3 7.8 33.6 224.1 257.1 315.5 152704 1.92569E9 2.5333E15 
 20 . . . 1.5 4.7 15.3 2.5 6.6 16.3 321.6 354.5 401.2 7628900 3.1008E9 8.1E13 
 50 . . . 1.6 4.2 19.5 2.5 6.6 19.5 350.5 408.5 464.9 39381563 1.6805E10 5.7236E13 
20 5 2.1 5.8 19.5 2.9 8.1 31.3 4.8 11.8 80.9 34.3 61.7 94.3 24510 832891 3.4912E11 
 10 . . . 3.3 7.1 20.5 4.4 9.9 54 137.3 160.3 191 48586 663791 5.004E12 
 20 . . . 3.1 7.1 20.4 4.5 10.4 40.2 279 298.4 327.8 16214 341685 9.4813E12 
 30 . . . 2 6 20.3 3.6 9.7 36.2 378.5 405.2 445 34087 255667 2.4213E11 
 50 . . . 2.1 6 22.2 4 8.7 37.1 513.7 548.5 601.6 41833 296043 1.9581E12 
35 5 2.1 5.8 17.7 3.5 8.6 31.6 5.8 11 40.2 144.7 172.2 214.5 626 5225 311177803 
 10 . . . 3.5 8.8 24.8 4.4 12.2 34.1 19.1 32.9 68.5 849 6919 65113373 
 20 . . . 2.7 7 18.5 3.2 10.1 24.2 30.9 43.8 57.1 842 4908 695834 
 35 . . . 2.3 7.3 17.4 3.2 10.3 30.6 169.8 185.4 216.4 997 13145 1825097 
 50 . . . 2.6 6.7 18.4 3 9.7 24.6 312.3 333.6 373.9 1131 4440 3284032 
 70 . . . 2.2 6.1 18.7 2.6 9.6 22.9 277.2 522.1 575.9 909 9585 427404 
50 5 2.3 6.1 13.7 1.4 9.4 38 3.8 12.1 36 1253.7 1558.4 2106.8 9.3 22 123.2 
 10 . . . 2.8 8.3 32.3 3.7 12.3 28.7 597.7 731.5 960.1 10.2 21 87.6 
 20 . . . 2.3 7.2 29.4 3.4 9.5 27 192.5 230.7 281.9 9 18.2 72.8 
 50 . . . 1.7 6.8 19.2 2.2 9.1 21.2 9.1 16.5 35 9.3 20 46.5 
 70 . . . 2.4 6.4 13.6 3.2 9.1 18.2 143.5 174.6 211.6 9.9 20 40.3 
 90 . . . 2.1 6.4 16.7 3 9.4 22 253.7 481.4 537 9.1 20 51.6 
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Table 2.143 Calibration: Nam and D’Agostino χ2 statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=2, σ=4; reference: Weibull γ=2, σ=2 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 1.1 4 22.2 1.1 4.4 20 1.5 6.6 23.6 36.2 53.8 74.9 52827 3472813 270741693 
 10 . . . 1.3 4.7 19.6 1.7 6.9 23.1 86.8 109.1 145.3 138319 13714042 6.8377E9 
 20 . . . 1.1 4.9 26.5 1.5 7.1 25.7 154 185.8 217.9 562141 16973525 4.95412E9 
 50 . . . 1.3 4.9 23.9 1.7 6.5 21.1 188.1 224.4 268.9 634859 9661981 467344364 
10 5 1.3 4 18.4 1.6 4.8 19.8 2.6 7 22.9 37.3 53.1 88.7 1520703 8.42508E9 1.9064E13 
 10 . . . 1.5 4.8 20.1 2.4 7.2 23.2 119.5 145.4 191.8 4864963 1.2948E10 8.719E15 
 20 . . . 1.5 4.8 19.1 2.6 7.7 20.1 239.1 270.1 317.5 112191349 5.0881E10 4.218E14 
 50 . . . 1.4 4.3 15.6 2.6 6.7 19.1 357.5 415.6 454 230918109 1.3152E10 1.1677E13 
20 5 2.1 5.8 19.5 2 6 25.1 2.2 8.5 35.3 12 22.7 351.5 58969 418474 1.4435E13 
 10 . . . 2 7.2 21.6 3.1 9.6 30.7 30.2 40.8 59.5 52044 417946 5.661E11 
 20 . . . 2.4 6.9 20.8 3.5 8.9 27.6 163 181.3 204.6 51510 242556 1.7322E12 
 30 . . . 2 6.7 17 3 8.4 30.9 290.2 313.4 353.4 63114 223855 4.5036E12 
 50 . . . 2.2 6.7 27.6 2.7 8.5 31.7 504.9 543.8 595.3 46184 223264 7.8323E12 
35 5 2.1 5.8 17.7 2.3 6.5 20.6 3.1 10.2 26.3 554.8 687.7 905 802 2672 1018881 
 10 . . . 2.8 6.7 26 3.1 11.4 33.9 171.5 240.5 308 896 6180 2399141 
 20 . . . 2.4 7.1 25 2.8 10.6 40.7 10 20.5 61.9 1053 6940 1289110 
 35 . . . 2.4 6.4 16.7 2.5 10.5 31.3 94.3 111.5 137.6 964 9038 2725842 
 50 . . . 2.4 6 17.9 3 10.5 31.6 298.2 318.7 360.8 1080 7108 647089 
 70 . . . 2.2 6.7 19.9 2.7 9.6 26.7 585.4 612.5 665.3 1014 12632 931768 
50 5 2.3 6.1 13.7 2.3 7.3 20.5 3.3 9.8 33.1 2697.3 3878.6 5013.2 8.8 21.2 61.3 
 10 . . . 2.5 7.5 24.4 3.6 11.5 30 1453 1920.1 2499.7 8.9 20.4 73.1 
 20 . . . 2.2 7.1 23 3.6 10.6 28 515 631.8 767.5 8.9 20.5 56.1 
 50 . . . 2 6.9 18.5 3.9 10.4 24.2 3.6 11.6 27.4 8.9 20.7 53.2 
 70 . . . 1.8 6.5 19.1 4.4 9.4 26.8 247.3 281.6 319.3 8.9 20 47.7 
 90 . . . 2 6.8 21.5 4.9 9.9 30.9 369.5 405.6 443.9 9.1 20.2 50.3 
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Table 2.144 Calibration: Nam and D’Agostino χ2 statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=2, σ=4; reference: Weibull γ=2, σ=4 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 1.1 4 22.2 1.4 4.3 21.5 1.8 6.6 23.2 1.4 4.2 21.4 129939 5486659 1.18698E9 
 10 . . . 1.3 4.7 21.5 2 6.3 30.8 6.1 12.8 27.8 326889 5549097 5.9615E10 
 20 . . . 1.5 4.8 19.5 1.9 6.8 21.8 60.5 81.1 110.3 330447 8423582 445769820 
 50 . . . 1.3 4.6 20.9 1.6 6.6 21.6 194.7 224.9 261.2 846466 8624248 106372553 
10 5 1.3 4 18.4 1.8 4.6 26 2.9 7.2 24.7 32.2 57.2 131.5 1374492 3.41491E9 1.4522E14 
 10 . . . 1.5 4.1 22.2 2.2 6.7 23 1.3 4.1 23.3 10204227 8.18868E9 6.02E13 
 20 . . . 1.5 4.4 17.5 2.8 6.7 19.8 76.2 99.6 128.8 79915422 2.1225E10 1.4604E14 
 50 . . . 1.5 4.5 22.6 2.9 7 21.6 367.4 403.1 470.8 106545917 3.2373E10 9.3112E12 
20 5 2.1 5.8 19.5 2.2 6.9 28 2.7 9.6 35.6 506.8 815.9 1415.8 32356 1056354 4.5036E13 
 10 . . . 2.4 6.6 23.5 3.1 8.1 33.2 148.2 207.6 295.9 40855 232908 2.2518E13 
 20 . . . 2.5 5.9 20.7 3.2 9.2 25.2 4 9.3 36 54571 250657 3.6029E13 
 30 . . . 2 6.1 20.4 2.8 8.5 29.1 119.7 149.2 172.8 62202 173548 7.506E12 
 50 . . . 2.1 6.7 21.7 2.7 8.3 23.5 505 536.5 583.8 68915 174633 1.5012E13 
35 5 2.1 5.8 17.7 2.1 7.4 20.9 2.3 9.7 26.6 3396 5874.1 8994.8 653 4993 3141568 
 10 . . . 2.5 6.1 25.7 3.2 8.8 39.7 1596.4 2174.8 3543.8 1001 8133 944665 
 20 . . . 2.5 6.6 22.6 2.7 10.5 26.2 336.5 409.7 547.6 1092 8866 1197264 
 35 . . . 2.4 6.3 18.6 3.1 10.1 26.4 3.6 8.4 23.5 1255 10995 466999 
 50 . . . 2.4 6.4 17.8 2.7 9.6 26.3 272.8 307.3 356.9 995 12420 371497 
 70 . . . 2.3 6.4 17.6 2.7 10.3 26.5 316 346.2 764.3 1147 11153 538458 
50 5 2.3 6.1 13.7 2.6 7.5 22.4 4.9 9.5 34.2 13028 24338 55041 9.1 19.7 83.2 
 10 . . . 2.3 5.7 25.3 3.6 9.5 37.9 7344 10014 15496 9.3 18.8 70 
 20 . . . 2.9 7 20.8 4.1 9.4 25.4 2178.2 2729.8 3613.6 8.9 20.1 58.3 
 50 . . . 2 6.8 18.7 4.4 9.8 25.3 1.8 8.8 25.4 9.5 20.7 46.2 
 70 . . . 2.5 6.1 18.4 4 9.8 26 273.7 327.6 559.2 8.9 20.7 43.8 
 90 . . . 2.1 5.9 15.7 3.5 9.4 29.2 489.2 537.8 573.9 8.9 20.3 48.9 
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Table 2.145 The ratio of the adjusted Nam and D’Agostino χ2 statistics of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj over the adjusted Nam and 
D’Agostino χ2 statistic of ࡼ෡cox, local: Weibull γ=0.5, σ=0.5; reference: Weibull γ=2, σ=0.5 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 2.6 6.5 12.5 0.99 1.06 2.06 0.99 1.07 2.06 0.99 1.06 2.06 1 1.2 2.4 
 10 2.6 6.5 12.5 0.98 1.04 2.2 0.97 1.05 2.2 0.98 1.03 2.3 1.02 1.18 2.15 
 20 2.6 6.5 12.5 0.97 1.02 1.5 0.96 1.03 1.49 0.96 1.05 1.6 0.99 1.17 1.85 
 50 2.6 6.5 12.5 0.98 1.05 1.64 0.98 1.05 1.62 0.92 1.44 3.43 1.02 1.16 1.78 
10 5 2.5 6.5 14.7 0.98 1.13 3.35 0.99 1.13 3.37 0.97 1.14 3.71 1.1 1.39 3.9 
 10 2.5 6.5 14.7 0.99 1.25 2.12 0.99 1.26 2.12 0.99 1.25 2.12 1.1 1.51 2.74 
 20 2.5 6.5 14.7 0.98 1.1 2.16 0.99 1.12 2.17 0.97 1.19 1.85 1.07 1.36 2.82 
 50 2.5 6.5 14.7 0.99 1.1 1.58 0.99 1.09 1.57 1.05 1.89 4.14 1.07 1.39 2.38 
20 5 2.8 7.4 14.6 0.99 1.26 3.4 1 1.28 3.43 0.95 1.37 4.76 1.12 1.66 4.13 
 10 2.8 7.4 14.6 0.98 1.22 3.58 0.99 1.23 3.59 0.96 1.35 4.3 1.2 1.72 4.9 
 20 2.8 7.4 14.6 0.98 1.11 2.77 0.97 1.11 2.77 0.98 1.11 2.77 1.15 1.52 3.69 
 30 2.8 7.4 14.6 1 1.14 2.02 1 1.13 2.03 0.92 1.16 2.6 1.12 1.47 2.96 
 50 2.8 7.4 14.6 0.99 1.09 2.19 0.99 1.09 2.19 1.02 2.01 6.68 1.16 1.54 2.91 
35 5 2 7.2 12.5 0.99 1.34 3.32 0.99 1.37 3.29 1.04 2.77 10.69 1.27 1.83 4.1 
 10 2 7.2 12.5 0.99 1.18 3.38 1 1.19 3.41 1.2 2.91 11.73 1.19 1.7 4.99 
 20 2 7.2 12.5 0.99 1.09 2.53 1 1.1 2.57 0.85 1.54 4.49 1.22 1.47 2.99 
 35 2 7.2 12.5 0.98 1.11 2.47 0.99 1.13 2.46 0.99 1.1 2.47 1.21 1.63 3.07 
 50 2 7.2 12.5 0.98 1.06 1.75 1 1.06 1.77 1.06 1.72 5.02 1.18 1.48 2.82 
 70 2 7.2 12.5 0.99 1.03 1.65 0.99 1.05 1.65 2.72 5.17 16.74 1.2 1.42 2.75 
50 5 2.6 6.4 16.1 0.96 1.43 6.74 0.97 1.42 6.73 1.82 11.8 151.39 1.06 1.56 7.68 
 10 2.6 6.4 16.1 0.95 1.3 5.96 0.99 1.34 6 1.94 12.93 82.56 1.07 1.36 5.92 
 20 2.6 6.4 16.1 0.96 1.17 2.95 0.99 1.21 3.06 1.7 9.02 46.56 1.06 1.47 3.37 
 50 2.6 6.4 16.1 0.96 1.11 2 0.96 1.13 2.19 0.96 1.11 1.99 1.05 1.27 2.57 
 70 2.6 6.4 16.1 0.98 1.13 2.05 1 1.16 2.1 2.23 4.87 9.43 1.05 1.31 2.05 
 90 2.6 6.4 16.1 0.97 1.05 2 0.99 1.06 2.15 6.4 16.57 33.99 1.05 1.23 2.73 
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Table 2.146 The ratio of the adjusted Nam and D’Agostino χ2 statistics of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj over the adjusted Nam and 
D’Agostino χ2 statistic of ࡼ෡cox, local: Weibull γ=0.5, σ=0.5; reference: Weibull γ=2, σ=1 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 2.6 6.5 12.5 0.96 1.03 2.01 0.98 1.04 2 0.97 1.03 1.97 1.02 1.2 2.34 
 10 2.6 6.5 12.5 0.97 1.02 1.55 0.97 1.04 1.54 0.97 1.03 1.48 1.02 1.17 2.14 
 20 2.6 6.5 12.5 0.97 1.02 1.51 0.96 1.03 1.53 0.97 1.04 1.75 1.03 1.17 1.81 
 50 2.6 6.5 12.5 0.98 1.03 1.57 0.98 1.04 1.59 0.93 1.41 3.04 1.01 1.18 1.81 
10 5 2.5 6.5 14.7 0.97 1.11 1.82 0.97 1.12 1.85 0.99 1.11 1.84 1.1 1.44 2.45 
 10 2.5 6.5 14.7 1 1.09 1.7 1 1.09 1.7 1 1.09 1.69 1.12 1.42 2.8 
 20 2.5 6.5 14.7 0.99 1.07 1.83 0.98 1.08 1.83 0.98 1.08 1.93 1.09 1.36 2.18 
 50 2.5 6.5 14.7 0.99 1.06 1.58 0.98 1.07 1.59 0.99 1.66 4.08 1.09 1.38 2.26 
20 5 2.8 7.4 14.6 0.98 1.16 1.83 0.99 1.17 1.89 0.94 1.34 2.96 1.2 1.56 3.52 
 10 2.8 7.4 14.6 0.98 1.09 1.5 0.99 1.12 1.53 0.95 1.22 2.16 1.19 1.57 2.77 
 20 2.8 7.4 14.6 0.99 1.09 2.13 0.99 1.09 2.11 0.95 1.12 1.9 1.16 1.5 2.95 
 30 2.8 7.4 14.6 0.99 1.1 2.49 0.99 1.11 2.47 0.96 1.1 2.08 1.17 1.55 2.98 
 50 2.8 7.4 14.6 0.97 1.08 1.9 0.97 1.08 1.89 1.02 1.9 6.38 1.16 1.52 2.92 
35 5 2 7.2 12.5 0.98 1.12 2.46 0.99 1.13 2.48 1.08 3.62 12.54 1.19 1.52 3.15 
 10 2 7.2 12.5 0.98 1.04 1.88 0.99 1.05 1.99 1.34 3.09 9.15 1.19 1.56 3.14 
 20 2 7.2 12.5 0.97 1.03 1.65 1 1.05 1.76 0.94 1.78 5.48 1.2 1.41 2.73 
 35 2 7.2 12.5 0.97 1.03 1.69 0.98 1.05 1.72 0.92 1.07 2.22 1.21 1.42 3.35 
 50 2 7.2 12.5 0.97 1.05 1.64 0.99 1.06 1.63 0.96 1.54 3.6 1.21 1.46 2.82 
 70 2 7.2 12.5 0.98 1.05 1.66 0.98 1.07 1.67 2.9 5.86 18.27 1.21 1.43 2.81 
50 5 2.6 6.4 16.1 0.96 1.04 3.03 0.97 1.06 3.14 4.24 18.35 91.96 1.04 1.21 3.5 
 10 2.6 6.4 16.1 0.93 1.17 2.5 0.93 1.19 2.58 3.71 18.65 76.94 1.04 1.36 2.92 
 20 2.6 6.4 16.1 0.98 1.06 2.11 0.99 1.1 2.08 2.19 11.15 42.92 1.09 1.25 2.71 
 50 2.6 6.4 16.1 0.94 1.03 1.9 0.94 1.06 1.9 0.94 1.1 1.64 1.06 1.23 1.98 
 70 2.6 6.4 16.1 0.96 1.07 1.62 0.98 1.08 1.61 2.53 5.92 10.92 1.07 1.28 1.77 
 90 2.6 6.4 16.1 0.97 1.03 1.57 0.98 1.05 1.58 8.81 23.72 47.61 1.06 1.23 1.86 
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Table 2.147 The ratio of the adjusted Nam and D’Agostino χ2 statistics of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj over the adjusted Nam and 
D’Agostino χ2 statistic of ࡼ෡cox, local: Weibull γ=0.5, σ=0.5; reference: Weibull γ=2, σ=2 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 2.6 6.5 12.5 0.94 1.03 1.69 0.95 1.03 1.71 0.96 1.03 1.61 1.01 1.16 1.77 
 10 2.6 6.5 12.5 0.99 1.05 2 0.99 1.06 2 0.99 1.06 2.09 1.02 1.18 2.3 
 20 2.6 6.5 12.5 0.97 1.04 1.92 0.98 1.05 1.91 0.96 1.03 1.96 1.01 1.18 1.96 
 50 2.6 6.5 12.5 0.97 1.02 1.91 0.98 1.03 1.91 0.94 1.42 2.73 1.02 1.15 1.96 
10 5 2.5 6.5 14.7 0.98 1.04 1.62 0.99 1.06 1.62 0.96 1.08 1.48 1.07 1.37 2.39 
 10 2.5 6.5 14.7 0.98 1.06 1.83 0.98 1.06 1.86 0.96 1.07 1.73 1.05 1.4 2.47 
 20 2.5 6.5 14.7 0.99 1.05 1.67 0.99 1.05 1.7 0.99 1.05 1.63 1.09 1.39 2.78 
 50 2.5 6.5 14.7 0.99 1.05 1.74 1 1.05 1.77 0.95 1.62 3.75 1.09 1.4 2.23 
20 5 2.8 7.4 14.6 0.98 1.08 1.93 0.98 1.11 2.04 0.89 1.28 3.08 1.14 1.55 2.93 
 10 2.8 7.4 14.6 0.98 1.16 1.86 0.98 1.18 1.92 0.9 1.34 3.49 1.22 1.61 3.02 
 20 2.8 7.4 14.6 0.99 1.08 2.09 0.99 1.09 2.09 0.95 1.25 3 1.2 1.57 3.17 
 30 2.8 7.4 14.6 0.98 1.08 2.14 0.99 1.1 2.14 0.96 1.13 2.03 1.2 1.47 2.79 
 50 2.8 7.4 14.6 0.99 1.06 1.94 0.99 1.08 1.99 0.97 1.7 5.84 1.15 1.55 2.61 
35 5 2 7.2 12.5 0.99 1.08 1.71 0.99 1.1 1.75 1.36 3.34 10.04 1.2 1.47 2.96 
 10 2 7.2 12.5 0.98 1.04 1.74 0.99 1.07 1.74 1.75 3.61 11.7 1.23 1.48 3.04 
 20 2 7.2 12.5 0.99 1.05 1.66 0.99 1.07 1.67 1.59 3.02 9.94 1.23 1.52 2.97 
 35 2 7.2 12.5 0.97 1.03 1.38 0.99 1.04 1.42 0.89 1.3 2.81 1.22 1.42 2.71 
 50 2 7.2 12.5 0.98 1.04 1.4 0.99 1.05 1.41 0.95 1.47 3.27 1.23 1.45 2.89 
 70 2 7.2 12.5 0.97 1.03 1.28 0.98 1.04 1.31 4.8 9.45 33.87 1.24 1.41 2.84 
50 5 2.6 6.4 16.1 0.97 1.09 2.05 0.97 1.1 2.1 4.69 19.77 62.05 1.04 1.27 2.16 
 10 2.6 6.4 16.1 0.99 1.08 2.04 0.99 1.1 2.02 5.96 23.47 67.76 1.1 1.27 2.47 
 20 2.6 6.4 16.1 0.97 1.05 1.77 0.97 1.06 1.78 6.23 16.55 49.13 1.05 1.24 2.17 
 50 2.6 6.4 16.1 0.99 1.1 1.64 0.99 1.12 1.65 0.92 1.22 2.49 1.07 1.27 1.89 
 70 2.6 6.4 16.1 0.98 1.04 1.79 0.99 1.06 1.8 4.44 11.37 21.84 1.09 1.23 1.88 
 90 2.6 6.4 16.1 0.97 1.05 1.58 0.98 1.07 1.6 11.09 32.22 68.34 1.07 1.22 1.79 
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Table 2.148 The ratio of the adjusted Nam and D’Agostino χ2 statistics of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj over the adjusted Nam and 
D’Agostino χ2 statistic of ࡼ෡cox, local: Weibull γ=0.5, σ=0.5; reference: Weibull γ=2, σ=4 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 2.6 6.5 12.5 0.99 1.07 1.73 0.98 1.07 1.73 0.98 1.06 1.61 1.02 1.17 2.05 
 10 2.6 6.5 12.5 0.97 1.02 1.66 0.98 1.02 1.66 0.98 1.03 1.76 1.02 1.13 1.91 
 20 2.6 6.5 12.5 0.97 1.04 1.75 0.97 1.04 1.74 0.96 1.05 1.67 1.02 1.16 1.88 
 50 2.6 6.5 12.5 0.98 1.02 1.66 0.97 1.02 1.66 0.94 1.32 2.66 1.01 1.16 1.9 
10 5 2.5 6.5 14.7 0.98 1.04 1.56 0.97 1.05 1.56 0.95 1.08 1.68 1.1 1.37 2.29 
 10 2.5 6.5 14.7 0.99 1.03 1.78 0.98 1.05 1.78 0.96 1.07 2.02 1.09 1.38 2.42 
 20 2.5 6.5 14.7 0.99 1.05 1.85 0.99 1.07 1.85 0.96 1.09 1.7 1.09 1.38 2.54 
 50 2.5 6.5 14.7 0.99 1.07 1.57 0.98 1.07 1.58 0.96 1.61 3.45 1.09 1.39 2.39 
20 5 2.8 7.4 14.6 0.99 1.1 2.56 0.99 1.1 2.55 0.96 1.31 4.75 1.15 1.52 3.72 
 10 2.8 7.4 14.6 0.98 1.05 1.78 0.98 1.07 1.77 0.94 1.37 3.04 1.15 1.57 2.51 
 20 2.8 7.4 14.6 0.97 1.09 1.87 0.97 1.09 1.88 0.88 1.32 2.91 1.2 1.53 2.7 
 30 2.8 7.4 14.6 0.97 1.08 2.1 0.97 1.08 2.1 0.93 1.25 2.38 1.21 1.52 2.79 
 50 2.8 7.4 14.6 0.99 1.08 1.74 0.98 1.09 1.75 0.99 1.51 5.23 1.17 1.51 2.78 
35 5 2 7.2 12.5 0.98 1.1 1.67 0.99 1.11 1.67 1.62 3.47 9.13 1.21 1.47 3.02 
 10 2 7.2 12.5 0.98 1.06 1.43 0.99 1.07 1.46 1.89 3.7 10.19 1.2 1.44 3.06 
 20 2 7.2 12.5 0.99 1.02 1.62 0.99 1.05 1.63 2.23 3.42 10.99 1.22 1.44 2.55 
 35 2 7.2 12.5 0.98 1.05 1.43 0.98 1.08 1.44 1.17 2.34 6.53 1.2 1.42 2.57 
 50 2 7.2 12.5 0.99 1.04 1.26 0.99 1.05 1.4 0.97 1.32 2.68 1.21 1.45 2.88 
 70 2 7.2 12.5 0.97 1.02 1.32 0.98 1.04 1.38 9.42 19.19 67.39 1.22 1.43 2.53 
50 5 2.6 6.4 16.1 0.96 1.1 2 0.97 1.11 2.23 5.63 23.15 72.13 1.07 1.27 2.35 
 10 2.6 6.4 16.1 0.96 1.08 1.75 0.98 1.11 1.73 5.73 23.53 73.23 1.05 1.25 2.06 
 20 2.6 6.4 16.1 0.98 1.13 1.62 0.98 1.14 1.72 5.24 19.49 56.72 1.07 1.27 1.99 
 50 2.6 6.4 16.1 0.96 1.05 1.66 0.97 1.08 1.82 0.94 1.21 3.78 1.04 1.23 2.03 
 70 2.6 6.4 16.1 0.96 1.04 1.48 0.97 1.06 1.7 9.92 27.51 55.98 1.04 1.23 1.86 
 90 2.6 6.4 16.1 0.95 1.05 1.42 0.97 1.07 1.61 0.02 0.81 5.21 1.07 1.2 1.97 
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Table 2.149 The ratio of the adjusted Nam and D’Agostino χ2 statistics of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj over the adjusted Nam and 
D’Agostino χ2 statistic of ࡼ෡cox, local: Weibull γ=0.5, σ=1; reference: Weibull γ=2, σ=0.5 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 2.2 5.7 10.8 0.95 1.21 3.92 0.95 1.24 4.06 0.9 1.17 4 1.85 4.16 20 
 10 2.2 5.7 10.8 0.92 1.28 2.81 0.91 1.31 2.77 0.85 1.29 2.6 1.84 4.75 15.65 
 20 2.2 5.7 10.8 0.96 1.16 1.79 0.96 1.23 1.82 0.86 1.68 4.96 2.06 4.55 8.54 
 50 2.2 5.7 10.8 0.93 1.06 1.95 0.94 1.14 1.96 1.25 4.84 15.38 2.51 4.6 11.2 
10 5 2.9 7.1 13 0.97 1.25 4.61 0.99 1.29 4.65 0.98 1.31 4.91 2.85 5.77 19.91 
 10 2.9 7.1 13 0.91 1.21 4.43 0.94 1.23 4.46 0.88 1.14 2.95 2.27 6.15 27.35 
 20 2.9 7.1 13 0.91 1.13 2.03 0.94 1.17 2.1 0.88 1.43 3.32 2.66 5.4 21.71 
 50 2.9 7.1 13 0.93 1.06 1.76 0.94 1.1 1.78 3.41 5.94 17.43 2.81 5.85 14.66 
20 5 2.8 7.2 14 0.96 1.46 7.19 0.98 1.52 7.17 1.03 2.33 7.22 2.96 7.46 18.72 
 10 2.8 7.2 14 0.99 1.57 3.55 1.01 1.61 3.65 1.01 1.81 4.9 3.6 8.17 21.67 
 20 2.8 7.2 14 0.99 1.17 2.53 1 1.19 2.67 0.92 1.25 3.17 3.39 7.28 21.1 
 30 2.8 7.2 14 0.98 1.16 3.06 1 1.22 3.28 1.39 2.93 8.14 3.4 6.42 18.29 
 50 2.8 7.2 14 0.95 1.09 1.93 0.99 1.15 2.01 4.15 8.34 21.63 3.64 7.03 21.47 
35 5 3.1 8.5 15.4 1 1.52 10.18 1.01 1.63 10.86 1.48 8.14 64 2.12 5.29 34.01 
 10 3.1 8.5 15.4 1 1.46 8.71 1.04 1.63 8.94 1.67 6.99 36.08 2.98 5.21 19.71 
 20 3.1 8.5 15.4 0.95 1.26 4.01 0.99 1.32 4.29 1.06 3.43 17.6 2.49 5.36 18.25 
 35 3.1 8.5 15.4 0.97 1.13 2.76 1 1.21 2.75 0.79 1.45 2.75 2.47 5.02 12.11 
 50 3.1 8.5 15.4 0.99 1.17 2.25 0.99 1.24 2.47 2.33 5.36 14.28 2.32 5.02 13.53 
 70 3.1 8.5 15.4 0.91 1.07 1.41 0.98 1.12 1.46 7.55 15.6 38.96 2.47 4.57 12.67 
50 5 3.3 7.6 12.4 0.98 1.72 8.53 1 1.77 8.01 5.33 36.98 87.99 1.32 2.54 10.9 
 10 3.3 7.6 12.4 0.97 1.46 6.81 1 1.56 6.78 4.43 37.09 99.84 1.54 2.42 8.72 
 20 3.3 7.6 12.4 0.88 1.2 3.31 0.97 1.36 3.27 8.27 26.86 82.32 1.28 1.99 6.47 
 50 3.3 7.6 12.4 0.92 1.11 2.56 0.98 1.18 3.01 0.79 1.36 2.73 1.38 1.94 4.92 
 70 3.3 7.6 12.4 0.9 1.1 1.73 0.99 1.15 1.86 7.45 11.67 25.81 1.36 1.78 3.07 
 90 3.3 7.6 12.4 0.92 1.03 1.46 0.95 1.1 2.26 20.82 32.84 75.59 1.43 1.9 3.56 
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Table 2.150 The ratio of the adjusted Nam and D’Agostino χ2 statistics of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj over the adjusted Nam and 
D’Agostino χ2 statistic of ࡼ෡cox, local: Weibull γ=0.5, σ=1; reference: Weibull γ=2, σ=1 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 2.2 5.7 10.8 0.94 1.16 2.21 0.94 1.19 2.19 0.94 1.16 2.23 2.18 4.33 12.8 
 10 2.2 5.7 10.8 0.87 1.1 2.44 0.88 1.11 2.41 0.91 1.14 2.05 2.36 5.12 12.28 
 20 2.2 5.7 10.8 0.92 1.06 2.13 0.94 1.07 2.07 0.82 1.38 3.16 2.51 4.17 11.44 
 50 2.2 5.7 10.8 0.92 1.08 1.88 0.93 1.11 1.85 1.21 4.55 13.82 2.59 4.71 10.22 
10 5 2.9 7.1 13 0.93 1.12 2.79 0.93 1.12 2.81 0.89 1.31 3.93 3.12 5.83 18.46 
 10 2.9 7.1 13 0.89 1.06 3.45 0.89 1.09 3.48 0.9 1.05 3.59 2.94 5.89 20.5 
 20 2.9 7.1 13 0.9 1.02 1.63 0.92 1.03 1.65 0.85 1.24 2.34 3.34 5.22 12.89 
 50 2.9 7.1 13 0.9 1.02 1.75 0.93 1.05 1.81 3.35 5.6 16.55 3.3 5.66 14.45 
20 5 2.8 7.2 14 0.95 1.19 2.12 0.96 1.21 2.16 0.94 3.16 5.75 3.66 7.55 17.65 
 10 2.8 7.2 14 0.99 1.14 2.07 0.99 1.19 2.34 0.88 1.9 4.73 3.86 7.63 20.67 
 20 2.8 7.2 14 0.91 1.04 1.56 0.95 1.09 1.56 0.9 1.04 1.49 3.69 7.17 14.59 
 30 2.8 7.2 14 0.93 1.05 1.59 0.94 1.09 1.61 1.2 1.76 4.19 3.69 7.66 17.54 
 50 2.8 7.2 14 0.95 1.11 1.77 0.96 1.14 1.88 3.97 7.74 20.7 4.05 6.89 17.44 
35 5 3.1 8.5 15.4 0.98 1.3 3.09 0.99 1.33 3.44 3.86 10.31 29.97 2.92 4.8 13.93 
 10 3.1 8.5 15.4 0.96 1.17 2.98 0.97 1.19 3.32 2.6 9.29 32.9 2.59 5.72 15.01 
 20 3.1 8.5 15.4 0.93 1.12 1.98 0.97 1.15 1.97 1.59 3.93 15.06 2.32 4.86 10.94 
 35 3.1 8.5 15.4 0.97 1.06 1.84 0.98 1.15 2.05 0.96 1.07 1.96 2.8 5.02 13.48 
 50 3.1 8.5 15.4 0.94 1.06 1.54 0.98 1.1 1.72 1.85 4.59 13.73 2.74 5.06 13.48 
 70 3.1 8.5 15.4 0.95 1.04 2.07 0.96 1.08 2.17 8.21 17.92 45.51 2.59 4.9 13.31 
50 5 3.3 7.6 12.4 0.92 1.23 3.51 0.98 1.29 3.41 11.74 39.43 103.14 1.48 2.04 5.64 
 10 3.3 7.6 12.4 0.94 1.12 2.99 0.96 1.14 3.32 15.1 34.1 107.74 1.35 2.03 4.92 
 20 3.3 7.6 12.4 0.88 1.07 2.43 0.96 1.14 2.53 9.87 30.88 93.46 1.38 1.9 3.12 
 50 3.3 7.6 12.4 0.93 1.04 1.93 0.93 1.15 1.94 0.92 1.06 1.99 1.46 1.94 3.43 
 70 3.3 7.6 12.4 0.93 1.07 1.41 0.96 1.11 1.53 8.63 13.58 31.32 1.41 1.8 2.89 
 90 3.3 7.6 12.4 0.87 1.03 1.37 0.89 1.08 1.71 27.88 44.05 101.51 1.46 1.83 2.73 
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Table 2.151 The ratio of the adjusted Nam and D’Agostino χ2 statistics of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj over the adjusted Nam and 
D’Agostino χ2 statistic of ࡼ෡cox, local: Weibull γ=0.5, σ=1; reference: Weibull γ=2, σ=2 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 2.2 5.7 10.8 0.87 1.07 1.83 0.91 1.09 1.83 0.91 1.08 1.69 2.46 4.11 10.78 
 10 2.2 5.7 10.8 0.94 1.11 1.87 0.94 1.13 1.86 0.94 1.11 1.94 2.63 5.06 13.17 
 20 2.2 5.7 10.8 0.91 1.09 1.84 0.94 1.13 1.91 0.88 1.1 1.8 2.68 4.66 11.35 
 50 2.2 5.7 10.8 0.86 1.06 2.02 0.91 1.08 2 1.16 4.22 12.9 2.66 4.31 10.51 
10 5 2.9 7.1 13 0.9 1.05 2.2 0.91 1.08 2.2 0.86 1.32 3.4 3.23 5.64 13.86 
 10 2.9 7.1 13 0.91 1.06 1.89 0.95 1.12 1.99 0.93 1.36 3.48 3.24 5.91 16.04 
 20 2.9 7.1 13 0.9 1.09 2.69 0.9 1.11 2.84 0.88 1.07 2.54 3.7 6.19 17.47 
 50 2.9 7.1 13 0.93 1.05 1.72 0.96 1.07 1.72 3.07 5.33 15.19 3.5 5.6 13.26 
20 5 2.8 7.2 14 0.94 1.13 2.19 0.97 1.16 2.26 1.22 2.82 7.11 3.64 6.73 17.02 
 10 2.8 7.2 14 0.88 1.07 1.93 0.89 1.16 1.91 1.36 2.81 5.77 3.65 7.96 19.65 
 20 2.8 7.2 14 0.9 1.04 1.63 0.91 1.08 1.68 1.15 1.64 3.97 4.11 7.95 16.62 
 30 2.8 7.2 14 0.96 1.03 1.53 0.99 1.09 1.63 0.88 1.07 1.55 3.62 7.56 16.14 
 50 2.8 7.2 14 0.88 1.05 1.6 0.92 1.09 1.62 3.72 7.15 17.15 4.26 7.14 17.09 
35 5 3.1 8.5 15.4 0.95 1.07 1.78 0.97 1.11 1.79 3.62 9.64 34.92 2.47 4.46 15.47 
 10 3.1 8.5 15.4 1 1.11 2.17 1.01 1.14 2.26 4.34 11.98 30 2.68 5.49 11.2 
 20 3.1 8.5 15.4 0.97 1.03 1.83 0.98 1.1 1.79 3.34 9.05 33.35 2.65 5.11 16.57 
 35 3.1 8.5 15.4 0.92 1.02 1.3 0.97 1.07 1.46 1.11 2.64 5.8 2.72 4.7 12.28 
 50 3.1 8.5 15.4 0.96 1.03 1.68 0.97 1.07 1.69 1.84 3.95 11.42 2.64 5.33 12.33 
 70 3.1 8.5 15.4 0.92 1.02 1.63 0.97 1.07 1.64 12.39 25.84 65.61 2.91 4.86 11.48 
50 5 3.3 7.6 12.4 0.9 1.05 2.2 0.91 1.18 2.23 17.41 36.16 89.86 1.38 1.82 3.25 
 10 3.3 7.6 12.4 0.91 1.15 2.48 0.97 1.19 2.47 19.32 37.1 99.13 1.43 1.99 4.97 
 20 3.3 7.6 12.4 0.89 1.07 1.81 0.97 1.14 2.12 16.03 41.04 101.33 1.37 2.05 3.86 
 50 3.3 7.6 12.4 0.86 1.01 1.58 0.94 1.05 1.98 0.8 1.17 3.38 1.37 1.83 3.44 
 70 3.3 7.6 12.4 0.88 1.03 1.68 0.92 1.08 1.88 15.31 23.57 54.72 1.36 1.86 3.31 
 90 3.3 7.6 12.4 0.92 1.03 1.59 0.96 1.07 1.79 39.53 63.28 142.83 1.47 1.81 4 
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Table 2.152 The ratio of the adjusted Nam and D’Agostino χ2 statistics of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj over the adjusted Nam and 
D’Agostino χ2 statistic of ࡼ෡cox, local: Weibull γ=0.5, σ=1; reference: Weibull γ=2, σ=4 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 2.2 5.7 10.8 0.94 1.09 1.99 0.95 1.11 2.06 0.93 1.17 2.38 2.29 4.26 10.58 
 10 2.2 5.7 10.8 0.93 1.05 1.98 0.92 1.12 1.96 0.92 1.05 2.44 2.58 4.33 11.81 
 20 2.2 5.7 10.8 0.94 1.08 1.98 0.96 1.12 1.97 0.93 1.09 1.89 2.59 4.4 10.3 
 50 2.2 5.7 10.8 0.92 1.07 1.98 0.92 1.13 1.97 1.14 4.21 13.46 2.76 4.46 10.48 
10 5 2.9 7.1 13 0.94 1.04 2.85 0.93 1.08 2.91 0.88 1.5 4.68 2.78 5.96 13.69 
 10 2.9 7.1 13 0.94 1.05 1.81 0.96 1.07 1.86 0.88 1.42 3.39 3.12 5.95 14.92 
 20 2.9 7.1 13 0.92 1.03 1.73 0.92 1.06 1.8 0.88 1.35 2.95 2.99 6.05 14.25 
 50 2.9 7.1 13 0.9 1.05 2.09 0.9 1.07 2.09 2.8 4.6 13.51 3.39 5.64 14.35 
20 5 2.8 7.2 14 0.98 1.1 1.9 0.99 1.15 1.97 1.59 2.85 7.35 3.67 7.55 16.67 
 10 2.8 7.2 14 0.98 1.03 1.72 0.98 1.07 1.8 1.76 3.06 8.3 3.47 6.76 17.63 
 20 2.8 7.2 14 0.88 1.07 1.96 0.93 1.11 2.05 1.46 2.62 5.21 4.1 7.37 16.52 
 30 2.8 7.2 14 0.94 1.05 1.58 0.96 1.11 1.76 1.2 1.89 3.67 4.11 7.16 15.67 
 50 2.8 7.2 14 0.95 1.05 1.41 0.96 1.09 1.53 3.46 6.66 18.81 3.87 7.31 15.58 
35 5 3.1 8.5 15.4 0.92 1.1 2.1 0.97 1.16 2.1 3.69 11.65 32.9 2.4 4.62 13.83 
 10 3.1 8.5 15.4 0.97 1.04 1.87 0.99 1.1 1.99 4.68 12.03 30.06 2.65 4.57 11.17 
 20 3.1 8.5 15.4 0.96 1.1 1.81 0.99 1.15 1.75 4.13 11.26 36.15 2.92 4.42 15.2 
 35 3.1 8.5 15.4 0.96 1.04 1.4 0.99 1.11 1.48 1.96 7.13 22.02 2.81 4.79 14.73 
 50 3.1 8.5 15.4 0.95 1.02 1.53 0.96 1.1 1.58 1.69 3.61 8.9 2.74 5.15 13.11 
 70 3.1 8.5 15.4 0.94 1.01 1.37 0.94 1.11 1.61 21.09 44.9 112.17 2.77 4.59 13.19 
50 5 3.3 7.6 12.4 0.89 1.19 2.55 0.95 1.27 2.5 18.75 37.56 110 1.35 1.89 3.68 
 10 3.3 7.6 12.4 0.95 1.07 2.03 1 1.16 1.93 17.45 37.54 98.65 1.45 1.95 3.52 
 20 3.3 7.6 12.4 0.87 1.01 1.61 0.94 1.07 1.66 20.23 38.67 96.54 1.46 1.91 3.31 
 50 3.3 7.6 12.4 0.92 1.01 1.52 0.95 1.08 1.54 0.7 1.54 5.71 1.44 1.86 3.36 
 70 3.3 7.6 12.4 0.88 1.03 1.45 0.91 1.09 1.58 32.13 50.6 112.22 1.38 1.8 3.25 
 90 3.3 7.6 12.4 0.9 1.03 1.44 0.92 1.08 1.54 9.88 17.44 40.22 1.37 1.79 2.93 
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Table 2.153 The ratio of the adjusted Nam and D’Agostino χ2 statistics of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj over the adjusted Nam and 
D’Agostino χ2 statistic of ࡼ෡cox, local: Weibull γ=0.5, σ=2; reference: Weibull γ=2, σ=0.5 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 1.4 3.7 8.7 0.79 1.17 8.08 0.97 1.42 8.11 1.41 4.18 11.17 13.63 69.11 267.48 
 10 1.4 3.7 8.7 0.71 1.17 4.06 0.89 1.36 4.23 3.66 8.47 23.62 17.82 76.1 379.5 
 20 1.4 3.7 8.7 0.73 1.07 2.27 0.75 1.21 2.33 7.02 16.31 50.55 27.6 78.45 410.01 
 50 1.4 3.7 8.7 0.76 1.1 2.38 0.87 1.21 2.33 16.04 37.49 109.95 31.48 76.27 234.74 
10 5 1.6 5.2 10.5 0.87 1.48 7.79 0.87 1.53 8.31 1.01 2.43 7.61 16.1 96.18 639.49 
 10 1.6 5.2 10.5 0.87 1.24 6.66 0.92 1.32 6.68 2.63 6.51 21.85 17.51 94.17 594.02 
 20 1.6 5.2 10.5 0.89 1.12 3.25 0.97 1.2 3.15 9.53 16.3 56.92 34.17 111.49 350.29 
 50 1.6 5.2 10.5 0.88 1.18 2.64 0.97 1.28 2.9 23.03 41.57 156.8 43.55 107.59 393.68 
20 5 4 6.6 13.4 0.9 1.34 9.91 0.9 1.53 10.15 1.43 2.59 12.61 18.89 60.8 321.57 
 10 4 6.6 13.4 0.92 1.29 6.41 1 1.34 6.79 0.94 1.96 5.39 17.78 88.7 267.15 
 20 4 6.6 13.4 0.85 1.18 3.38 0.93 1.27 3.64 5.87 11.67 24.31 31.98 74.98 193.84 
 30 4 6.6 13.4 0.89 1.24 3.1 0.96 1.41 3.52 11.41 22.69 41.9 27.15 64.85 210.74 
 50 4 6.6 13.4 0.88 1.22 2.35 0.93 1.41 2.73 20.11 41.84 71.2 32.81 83.71 217.33 
35 5 4 8.8 16.7 0.99 1.6 9.13 1.03 1.73 11.21 7.57 17.78 53.71 7.69 21.02 88.51 
 10 4 8.8 16.7 0.77 1.51 10.73 0.97 1.83 11.31 3.92 10.37 27.88 8.78 27.03 89.48 
 20 4 8.8 16.7 0.83 1.11 4.17 0.95 1.3 4.85 0.77 2.12 6.63 9.71 22.43 74.58 
 35 4 8.8 16.7 0.87 1.43 3.38 0.91 1.51 4 4.22 8.03 17.09 10.1 26.11 67.06 
 50 4 8.8 16.7 0.8 1.05 2.78 0.89 1.26 3.21 11.16 18.8 42.88 9.98 24.5 62.25 
 70 4 8.8 16.7 0.81 1.01 2.08 0.89 1.13 2.24 20.9 35.74 80.84 10.95 22.45 50.44 
50 5 1.8 7.4 15.5 0.85 2.1 12.13 0.89 2.21 13.83 30.96 90.24 299.7 1.91 4.28 13.76 
 10 1.8 7.4 15.5 0.93 1.77 10.65 1.02 1.88 12.23 16.92 50.72 163.83 2.15 4.11 21.08 
 20 1.8 7.4 15.5 0.94 1.24 4.62 1.01 1.37 5.58 9.09 19.59 73.03 1.72 3.3 11.63 
 50 1.8 7.4 15.5 0.85 1.13 2.42 0.95 1.31 2.92 1.64 2.98 10.19 1.74 3.16 7.85 
 70 1.8 7.4 15.5 0.8 1.05 2.51 0.89 1.28 2.72 10.06 21.09 91.23 1.78 2.84 9.71 
 90 1.8 7.4 15.5 0.84 1.09 1.89 0.97 1.34 2.32 24.47 53.44 223.51 2.01 3.19 7.31 
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Table 2.154 The ratio of the adjusted Nam and D’Agostino χ2 statistics of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj over the adjusted Nam and 
D’Agostino χ2 statistic of ࡼ෡cox, local: Weibull γ=0.5, σ=2; reference: Weibull γ=2, σ=1 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 1.4 3.7 8.7 0.75 1.05 5.2 0.78 1.12 5.28 1.04 2.55 4.85 25.92 79.8 480.22 
 10 1.4 3.7 8.7 0.72 1.1 1.93 0.76 1.21 2.29 2.19 5.75 16.29 24.7 102.91 234.99 
 20 1.4 3.7 8.7 0.76 1.02 1.99 0.76 1.17 2.32 5.64 13.11 39.77 31.08 73.42 219.83 
 50 1.4 3.7 8.7 0.76 1.04 1.92 0.81 1.13 2.05 15.6 36.52 107.27 35.26 88.95 220.76 
10 5 1.6 5.2 10.5 0.97 1.18 3.16 0.97 1.29 3.52 0.73 1.22 2.93 34.03 113.34 535.67 
 10 1.6 5.2 10.5 0.96 1.11 2.2 0.97 1.18 2.51 1.61 4.11 12.08 34.49 103.56 456.33 
 20 1.6 5.2 10.5 0.84 1.05 2.19 0.91 1.12 2.31 6.98 11.91 42.89 35.45 95.54 332.33 
 50 1.6 5.2 10.5 0.91 1.05 1.83 0.94 1.14 2.24 22.36 40.43 151.36 37.92 103.12 313.36 
20 5 4 6.6 13.4 0.88 1.21 4.03 0.95 1.31 4.49 1.92 4 9.42 26.47 90.34 250.56 
 10 4 6.6 13.4 0.88 1.15 2.52 0.93 1.25 2.79 0.89 1.28 3.16 29.17 90.86 232.19 
 20 4 6.6 13.4 0.85 1.03 2.11 0.9 1.11 2.28 4.15 7.19 14.66 35.36 74.79 193.03 
 30 4 6.6 13.4 0.89 1.09 2.19 0.9 1.21 2.35 9.4 18.15 33.27 37.22 87.58 162.99 
 50 4 6.6 13.4 0.89 1.08 1.77 0.9 1.18 2.25 19.38 40.23 68.75 35.17 86.66 183.16 
35 5 4 8.8 16.7 0.84 1.27 4.17 0.88 1.45 5.61 13.26 24.37 73.73 10.64 22.15 109.93 
 10 4 8.8 16.7 0.8 1.14 3.18 0.8 1.3 3.08 6.44 12.83 29.23 12.12 27.72 68.33 
 20 4 8.8 16.7 0.81 1.07 2.39 0.81 1.18 2.53 1.43 3.93 9.97 10.2 22.22 56.72 
 35 4 8.8 16.7 0.86 1.05 2.48 0.93 1.2 3.31 2.76 5.16 10.95 12.68 24.99 81.51 
 50 4 8.8 16.7 0.81 1.08 2.08 0.82 1.21 2.28 10 17.59 38.68 10.7 23.04 61.38 
 70 4 8.8 16.7 0.8 1 2.02 0.82 1.12 2.2 22.69 38.69 86.24 11.41 23.67 60.44 
50 5 1.8 7.4 15.5 0.81 1.3 5.37 0.99 1.5 7.16 42.64 119.5 465.96 1.78 3.42 9.63 
 10 1.8 7.4 15.5 0.82 1.08 2.91 0.97 1.32 3.75 29.78 66.7 273.71 1.79 3.27 8.24 
 20 1.8 7.4 15.5 0.79 1.1 2.14 0.84 1.27 3.12 14.74 26.61 118.23 1.92 3.03 6.88 
 50 1.8 7.4 15.5 0.86 1.05 1.75 0.88 1.24 2.56 1.25 1.99 4.37 1.94 3.11 8.13 
 70 1.8 7.4 15.5 0.83 1.02 1.94 0.94 1.23 3.52 12.35 26.22 103.13 1.86 3.05 6.96 
 90 1.8 7.4 15.5 0.82 1.01 1.48 0.88 1.16 2.76 32.26 69.18 288.41 1.83 2.93 6.67 
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Table 2.155 The ratio of the adjusted Nam and D’Agostino χ2 statistics of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj over the adjusted Nam and 
D’Agostino χ2 statistic of ࡼ෡cox, local: Weibull γ=0.5, σ=2; reference: Weibull γ=2, σ=2 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 1.4 3.7 8.7 0.81 1.02 1.72 0.83 1.14 1.75 0.82 1.03 1.71 26.97 86.93 229.14 
 10 1.4 3.7 8.7 0.77 1.07 2.29 0.76 1.19 2.31 0.67 1.78 4.14 25.67 91.27 326.88 
 20 1.4 3.7 8.7 0.77 1.12 1.78 0.76 1.21 1.77 2.5 6.28 18.36 33.19 98.88 289.84 
 50 1.4 3.7 8.7 0.75 1.04 1.63 0.76 1.17 1.88 15.21 35.34 103.35 33.82 89.42 260.64 
10 5 1.6 5.2 10.5 0.86 1.09 2.28 0.87 1.21 2.35 1.07 2.13 3.55 36.02 94.02 285.14 
 10 1.6 5.2 10.5 0.92 1.06 4 0.92 1.25 3.9 0.9 1.06 4.26 39.96 103.47 334.66 
 20 1.6 5.2 10.5 0.86 1.05 2.02 0.87 1.16 1.98 2.06 4.73 14.97 52.24 108.23 350 
 50 1.6 5.2 10.5 0.91 1.02 1.56 0.96 1.11 2.06 21.65 38.76 148.52 48.38 94.87 347.01 
20 5 4 6.6 13.4 0.9 1.05 2.97 0.92 1.19 3.08 5.29 10.79 23.18 36.45 73.32 180.51 
 10 4 6.6 13.4 0.89 1.12 3.46 0.93 1.19 3.58 2.5 5.16 10.95 33.63 85.2 226.65 
 20 4 6.6 13.4 0.88 1.05 1.53 0.93 1.21 1.95 0.88 1.09 1.69 44.69 84.54 161.84 
 30 4 6.6 13.4 0.87 1.05 1.51 0.9 1.16 1.76 4.4 8.25 16.12 38.9 81.54 157.89 
 50 4 6.6 13.4 0.86 1.02 1.42 0.9 1.12 1.79 18.71 38.54 66.23 39.3 83.1 150.13 
35 5 4 8.8 16.7 0.87 1.06 2.47 0.9 1.21 2.39 22.67 47.25 111.82 11.1 23.45 56.98 
 10 4 8.8 16.7 0.87 1.14 2.45 0.96 1.31 2.58 16.81 32.76 67.19 12.9 26.46 66.14 
 20 4 8.8 16.7 0.87 1.05 2.67 0.89 1.27 2.51 6.29 11.26 25.14 11.22 26.36 64.94 
 35 4 8.8 16.7 0.82 1.01 1.59 0.82 1.18 1.67 0.73 1.08 1.76 13.52 23 54.24 
 50 4 8.8 16.7 0.82 1.02 1.58 0.89 1.22 1.64 9.45 16 35.45 13.82 24.05 63.6 
 70 4 8.8 16.7 0.89 1.07 1.53 0.92 1.2 1.67 29.04 50.24 109.67 11.15 24.88 54.54 
50 5 1.8 7.4 15.5 0.87 1.08 2.32 0.95 1.37 2.71 80.78 181.83 745.21 1.74 3.01 8.06 
 10 1.8 7.4 15.5 0.81 1.12 2.96 0.9 1.38 3.51 52.43 134.85 516.62 1.71 3.22 10.5 
 20 1.8 7.4 15.5 0.83 1.06 2.13 0.97 1.36 2.96 27.67 58.47 265.12 2.09 3.19 7.81 
 50 1.8 7.4 15.5 0.82 1 1.66 0.85 1.13 2.99 0.84 1.12 2.07 1.75 2.84 9.07 
 70 1.8 7.4 15.5 0.87 1 1.78 0.89 1.25 2.54 19.14 41.39 164.7 1.73 3.01 7.08 
 90 1.8 7.4 15.5 0.84 1 1.36 0.85 1.17 2.29 34.32 102.56 439 1.91 3.04 6.78 
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Table 2.156 The ratio of the adjusted Nam and D’Agostino χ2 statistics of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj over the adjusted Nam and 
D’Agostino χ2 statistic of ࡼ෡cox, local: Weibull γ=0.5, σ=2; reference: Weibull γ=2, σ=4 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 1.4 3.7 8.7 0.86 1.06 2.44 0.88 1.18 3.13 1.13 2.18 8.15 30.03 85.11 283.81 
 10 1.4 3.7 8.7 0.7 1.06 2.01 0.77 1.17 2.51 1.03 1.49 3.32 35.32 78.61 259.88 
 20 1.4 3.7 8.7 0.68 1.07 1.55 0.75 1.12 1.92 0.64 1.1 2.29 32.4 88.49 262.9 
 50 1.4 3.7 8.7 0.72 1.06 1.71 0.78 1.13 1.8 14.64 34.52 101.44 33.98 86.74 256.54 
10 5 1.6 5.2 10.5 0.92 1.14 1.93 0.96 1.21 2.6 2.81 6.89 17.03 33.06 103.03 297.84 
 10 1.6 5.2 10.5 0.91 1.05 2.22 0.92 1.11 2.58 2.05 4.92 13.34 37.78 103 371.32 
 20 1.6 5.2 10.5 0.93 1.06 2.43 0.96 1.16 2.47 0.84 1.42 3.87 39.03 102.55 352.32 
 50 1.6 5.2 10.5 0.93 1.03 1.47 0.97 1.13 2.16 20.43 37.85 138.24 43.03 106.04 306.68 
20 5 4 6.6 13.4 0.87 1.1 2.36 0.88 1.25 2.66 11.6 30.58 60.49 36.26 79.25 213.04 
 10 4 6.6 13.4 0.88 1.1 1.77 0.9 1.21 2.01 10.4 24.45 42.97 35.09 83.42 152.74 
 20 4 6.6 13.4 0.9 1.03 1.98 0.92 1.16 2.3 3.79 8.21 17.02 39.69 87.77 151.6 
 30 4 6.6 13.4 0.86 1.04 1.62 0.88 1.12 2.08 0.84 1.37 2.41 37.41 88.74 137.16 
 50 4 6.6 13.4 0.89 1.06 1.59 0.91 1.15 1.97 18 37.69 63.05 38.48 83.83 172.97 
35 5 4 8.8 16.7 0.76 1.16 2.6 0.79 1.3 2.68 43.4 94.76 221.03 10.6 23.47 64.25 
 10 4 8.8 16.7 0.89 1.07 2 0.92 1.2 2.21 44.07 73.3 204.15 12.5 23.77 61.39 
 20 4 8.8 16.7 0.87 1.02 1.42 0.91 1.16 1.8 23.01 37.13 85.61 12.64 24.26 56.24 
 35 4 8.8 16.7 0.86 1.01 1.8 0.91 1.1 2.23 3.17 7.15 17.13 12.59 22.99 56.91 
 50 4 8.8 16.7 0.91 1.07 1.79 0.96 1.15 1.94 8.46 15.51 35.6 12.96 24.1 55.63 
 70 4 8.8 16.7 0.82 1.01 1.5 0.89 1.1 2.01 38.78 74.56 173.33 12.22 23.15 55.9 
50 5 1.8 7.4 15.5 0.85 1.14 2.98 0.86 1.36 3.29 102.58 325.78 938.2 1.8 3.29 7.73 
 10 1.8 7.4 15.5 0.83 1.02 2.46 0.86 1.11 3.45 103.99 254.52 1239.48 1.79 2.97 8.21 
 20 1.8 7.4 15.5 0.83 1.01 1.58 0.85 1.1 3.02 64.13 159.23 619.29 1.97 2.9 6.73 
 50 1.8 7.4 15.5 0.92 1.02 1.52 0.93 1.1 3.19 0.88 1.35 3.34 1.97 2.95 6.21 
 70 1.8 7.4 15.5 0.82 1.02 1.36 0.84 1.07 2.6 37.62 80.09 328.23 1.71 2.85 6.23 
 90 1.8 7.4 15.5 0.83 1 1.42 0.87 1.05 2.49 25.11 56.45 222.14 1.7 3.03 6.21 
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Table 2.157 The ratio of the adjusted Nam and D’Agostino χ2 statistics of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj over the adjusted Nam and 
D’Agostino χ2 statistic of ࡼ෡cox, local: Weibull γ=0.5, σ=4; reference: Weibull γ=2, σ=0.5 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 0.4 1.2 4.4 0.48 1.79 14.25 0.6 2.59 17.83 24.64 90.24 305.18 1510.27 9867.15 31638.84
 10 0.4 1.2 4.4 0.42 1.29 8.38 0.49 2.2 10.37 31.31 139.43 479.43 1445.39 11813.19 45067 
 20 0.4 1.2 4.4 0.61 1.16 3.94 0.81 2.03 8.13 40.87 173.85 582.68 3318.66 11721.84 40092.11
 50 0.4 1.2 4.4 0.67 1.2 3.37 0.8 1.84 7.97 38.7 153.65 515.21 3308.09 12453.76 39515.7
10 5 0.3 2.4 4.7 0.45 1.45 20.78 0.75 2.72 22.72 30.92 79.86 864.04 834.98 4535.53 70510.96
 10 0.3 2.4 4.7 0.72 1.53 10.28 0.73 2.29 15.18 41.65 119.98 1234.06 971.8 6119.3 41473.54
 20 0.3 2.4 4.7 0.66 1.08 5.81 0.68 1.91 9.36 73.52 157.28 1556.05 1617.25 5823.82 43199.94
 50 0.3 2.4 4.7 0.39 1.05 4.31 0.78 1.98 6.56 73.17 181.1 1664.11 2196.55 5564.06 46841.38
20 5 1.4 4.5 8.3 0.86 1.76 6.88 0.93 2.4 9.18 7.58 20.3 70.02 229.19 1368.72 5684.74
 10 1.4 4.5 8.3 0.8 1.6 6.13 0.86 2.22 6.22 27.37 49.1 125.3 471.4 1546.75 5344.69
 20 1.4 4.5 8.3 0.68 1.05 3.27 0.76 1.53 4.8 42.78 78.29 255.46 730.36 1623.15 4903.79
 30 1.4 4.5 8.3 0.79 1.25 4.74 0.94 1.76 5.97 53.54 99.33 310.24 669.37 1510.41 3852.07
 50 1.4 4.5 8.3 0.68 1.03 2.19 0.73 1.51 3.42 68.88 123.52 400.46 736.05 1597.36 4309.29
35 5 1.8 4.3 13 0.76 1.68 10.27 0.78 2.32 12.07 7.85 22.99 44.77 40.75 232.87 683.88 
 10 1.8 4.3 13 0.74 1.43 9.89 0.74 2.11 12.86 1 2.35 14.42 43.41 233.43 1131.22
 20 1.8 4.3 13 0.59 1.08 4 0.81 1.57 6.78 6.39 18.3 41.41 83.9 262.46 663.86 
 35 1.8 4.3 13 0.65 1.33 3.39 0.79 1.94 6.4 17.07 48.61 130.22 83.39 244.93 844.77 
 50 1.8 4.3 13 0.83 1.14 2.48 0.91 1.75 7 27.13 77.66 197.16 87.88 269.88 707.18 
 70 1.8 4.3 13 0.69 0.99 2.66 0.73 1.46 6.04 37.96 113.22 285.38 71.49 239.49 592.6 
50 5 1.4 4.9 12.1 0.82 1.59 18.42 0.81 2.48 22.39 82.39 210.75 688.71 1.49 4.96 25.35 
 10 1.4 4.9 12.1 0.74 1.79 15.28 1.09 2.29 15.51 38.62 93.96 319.93 1.8 4.06 16.7 
 20 1.4 4.9 12.1 0.7 1.2 7.78 0.95 1.73 9.07 11.11 29.61 92.13 1.29 4.35 15.01 
 50 1.4 4.9 12.1 0.65 1.04 3.96 0.86 1.86 8.61 1.95 4.99 15.71 1.32 3.49 18.89 
 70 1.4 4.9 12.1 0.65 1.07 4.5 0.82 1.51 9.17 12.46 29.58 111.35 1.46 2.97 11.12 
 90 1.4 4.9 12.1 0.69 1.03 2.88 0.84 1.67 6.42 29.77 73.88 254.41 1.32 3.27 13.01 
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Table 2.158 The ratio of the adjusted Nam and D’Agostino χ2 statistics of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj over the adjusted Nam and 
D’Agostino χ2 statistic of ࡼ෡cox, local: Weibull γ=0.5, σ=4; reference: Weibull γ=2, σ=1 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 0.4 1.2 4.4 0.59 1.22 4.1 0.82 2.08 9.54 21.97 83.91 286.84 2900.12 11836.97 46501.81
 10 0.4 1.2 4.4 0.39 1.02 3.38 0.77 1.76 9.75 31.74 124.03 462.62 3123.38 11872.75 51029.01
 20 0.4 1.2 4.4 0.48 1.07 2.53 0.87 1.83 8.59 44.43 175.93 574.81 3687.41 10668.94 35442.89
 50 0.4 1.2 4.4 0.33 0.99 2.07 0.86 1.52 8.87 41.94 165.04 531.49 3723.41 11617.64 35440.29
10 5 0.3 2.4 4.7 0.48 1.17 7.61 0.62 1.65 11.99 30.29 72.48 734.15 1590.43 7186.97 56395.32
 10 0.3 2.4 4.7 0.51 1.16 5.27 0.67 2.25 14.08 49.71 108.32 1112.95 2074.97 6030.69 45725.97
 20 0.3 2.4 4.7 0.56 1 2.73 0.74 1.81 21.82 70.41 145.63 1441.9 2199.66 6448.54 30536.58
 50 0.3 2.4 4.7 0.59 0.99 3.61 0.95 1.82 13.63 74.29 168.54 1544.05 2582.35 5967.49 75760.78
20 5 1.4 4.5 8.3 0.76 1.45 4.52 1.02 2.06 8.97 5.55 14.41 48.79 624.37 1592.73 5805.25
 10 1.4 4.5 8.3 0.7 1.07 2.22 0.98 1.64 5.53 19.77 36.46 113.07 812.45 1669.33 4057.93
 20 1.4 4.5 8.3 0.73 1.12 2.25 0.93 1.72 7.53 37.98 67.67 223.61 749.09 1499.97 4739.82
 30 1.4 4.5 8.3 0.79 1.07 1.6 0.99 1.53 5.6 50.84 90.32 283.33 640.35 1682.8 4050.18
 50 1.4 4.5 8.3 0.85 1.03 2.18 0.99 1.46 7.32 67.81 119.97 399.25 796.81 1633.63 4210.12
35 5 1.8 4.3 13 0.74 1.3 3.42 0.9 2 8.31 13.66 35.17 80.57 46.52 270.7 735.74 
 10 1.8 4.3 13 0.73 1.08 1.93 0.96 1.79 5.31 2.99 5.95 13.69 103.11 264.1 677.3 
 20 1.8 4.3 13 0.78 1.06 2.86 0.97 1.71 5.21 4.33 8.54 23.02 108.37 235.37 602.95 
 35 1.8 4.3 13 0.7 1.04 2.04 0.95 1.64 6.44 14.85 41.52 107.09 88.38 255.53 683.98 
 50 1.8 4.3 13 0.74 1.03 1.91 0.85 1.82 6.51 26.04 73.89 189.01 88.6 254.27 616.26 
 70 1.8 4.3 13 0.71 1 1.92 0.9 1.73 5.39 39.77 119.78 301.78 68.26 246.46 590.66 
50 5 1.4 4.9 12.1 0.7 1.15 6.36 0.95 2.27 12.57 98.24 277.13 943.75 1.38 3.97 13.3 
 10 1.4 4.9 12.1 0.71 1.13 4.4 0.8 1.83 10.13 54.91 140.5 458.95 1.4 3.63 12.45 
 20 1.4 4.9 12.1 0.62 1.05 4.27 0.91 1.77 8.24 19.17 46.88 143.03 1.3 3.38 10.71 
 50 1.4 4.9 12.1 0.83 1.06 2.61 0.97 1.8 6.05 1.22 3.43 9.99 1.41 3.35 14.11 
 70 1.4 4.9 12.1 0.86 1.05 2.21 1.03 1.74 4.79 14.59 35.5 120.64 1.4 3.35 15.65 
 90 1.4 4.9 12.1 0.78 1.03 2.55 0.96 1.66 5.26 38.45 96.93 289.21 1.29 3.25 11.99 
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Table 2.159 The ratio of the adjusted Nam and D’Agostino χ2 statistics of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj over the adjusted Nam and 
D’Agostino χ2 statistic of ࡼ෡cox, local: Weibull γ=0.5, σ=4; reference: Weibull γ=2, σ=2 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 0.4 1.2 4.4 0.44 1.03 3.37 0.67 1.77 8.98 6.98 37.27 136.94 3326.74 11631.37 37559.71
 10 0.4 1.2 4.4 0.58 1.05 2.86 0.74 1.76 10.2 18.39 78.66 274.07 4069.86 11938.81 36692.53
 20 0.4 1.2 4.4 0.71 1.12 2.75 0.75 1.67 9.65 34.73 134.28 464.98 3519.97 12053.51 37180.3
 50 0.4 1.2 4.4 0.66 1.01 2.03 0.77 1.63 9.09 46.37 164.98 519.31 3324.4 11702.15 36355.11
10 5 0.3 2.4 4.7 0.71 1.05 6.07 0.85 2.01 9.88 8.79 23.86 228.02 2352.46 5278.35 26324.43
 10 0.3 2.4 4.7 0.62 1.15 3 0.85 1.89 7.66 27.71 62.24 649.26 1864.49 6896.96 78348.77
 20 0.3 2.4 4.7 0.6 1.1 4.7 0.74 1.67 11.4 54.78 114.64 1129.58 2648.72 6692.46 56506.62
 50 0.3 2.4 4.7 0.58 1.08 2.25 0.82 1.75 7.89 82.95 166.31 1524.53 2370.65 6828.99 70726.74
20 5 1.4 4.5 8.3 0.8 1.06 2.49 0.91 1.42 4.62 1.93 4.17 11.25 716.11 1625.9 3859.66
 10 1.4 4.5 8.3 0.75 1.16 3.06 0.97 1.5 5.3 5.14 9.04 29.49 741.79 1730.55 4299.37
 20 1.4 4.5 8.3 0.74 1.05 1.63 0.82 1.42 4.42 23.72 41.22 132.51 815.32 1733.01 4376.28
 30 1.4 4.5 8.3 0.75 1.01 2.38 0.85 1.34 3.2 38.61 71.85 229.04 747.06 1658.25 3938.73
 50 1.4 4.5 8.3 0.79 1 1.81 0.85 1.34 4.63 67.04 119.69 393.9 730.41 1491.51 4362.23
35 5 1.8 4.3 13 0.69 1.14 3.32 0.9 1.45 3.44 51.3 143.74 368.2 80.94 233.77 599.58 
 10 1.8 4.3 13 0.73 1.04 2.89 0.85 1.28 4.81 16.6 51.91 108.47 83.37 304.11 676.06 
 20 1.8 4.3 13 0.69 1.02 2.34 0.85 1.28 3.39 2.03 3.73 7.6 100.7 272.69 720.01 
 35 1.8 4.3 13 0.76 1 1.68 0.88 1.27 3.29 8.5 24.51 62.3 90.59 239.96 689.2 
 50 1.8 4.3 13 0.81 1.04 1.45 0.88 1.26 3.32 25.08 70.52 183.08 75.99 262.99 624.87 
 70 1.8 4.3 13 0.77 1 1.44 0.88 1.25 3.12 45.89 142.3 348.31 79.38 258.78 714.89 
50 5 1.4 4.9 12.1 0.71 1.02 3.64 0.83 1.58 7.81 258.43 687.9 2106.54 1.4 3.17 12.42 
 10 1.4 4.9 12.1 0.57 1.04 4.46 0.87 1.67 5.79 129.33 347.33 1152.19 1.32 3.84 18.98 
 20 1.4 4.9 12.1 0.64 1.02 2.84 1.01 1.49 5.24 57.3 117.94 354.37 1.39 3.41 12.82 
 50 1.4 4.9 12.1 0.68 1.02 1.57 0.88 1.37 5.82 0.85 1.82 6.71 1.48 3.25 10.77 
 70 1.4 4.9 12.1 0.82 1.02 1.55 0.96 1.49 5.34 23.56 56.73 183 1.42 3.51 13.35 
 90 1.4 4.9 12.1 0.76 1.02 1.88 0.85 1.53 5.47 32.21 79.87 282.51 1.39 3.27 12.83 
 
  
338 
339 
 
 
 
Table 2.160 The ratio of the adjusted Nam and D’Agostino χ2 statistics of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj over the adjusted Nam and 
D’Agostino χ2 statistic of ࡼ෡cox, local: Weibull γ=0.5, σ=4; reference: Weibull γ=2, σ=4 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 0.4 1.2 4.4 0.64 1.11 3.05 0.84 1.75 6.61 0.52 1.32 4.37 3109.55 12025.26 36012.2
 10 0.4 1.2 4.4 0.53 1.02 2.46 0.72 1.38 6.21 0.91 7.82 35.87 3506.51 11894.67 37732.22
 20 0.4 1.2 4.4 0.57 0.99 2.37 0.73 1.69 6.32 14.18 55.91 200.52 3351.03 11691.99 37363.1
 50 0.4 1.2 4.4 0.57 1.01 2.15 0.78 1.72 6.23 43.73 172.18 541.06 3652.11 11904.77 38557.65
10 5 0.3 2.4 4.7 0.57 1.13 6.31 0.95 1.69 9.35 8.48 20.36 116.48 1910.23 6169.3 42886.38
 10 0.3 2.4 4.7 0.71 1.06 3.68 1 1.57 12.4 0.72 1.17 3.24 2112.01 6382.87 49937.14
 20 0.3 2.4 4.7 0.68 1.05 2.97 0.88 1.71 7.13 17.24 43.39 447.65 2783.38 6154.04 67418.47
 50 0.3 2.4 4.7 0.69 1.01 2.45 0.91 1.65 10.58 81.65 168.66 1517.87 2906.5 6201.34 72183.01
20 5 1.4 4.5 8.3 0.68 1.09 2.36 0.83 1.42 4.54 86.42 157.17 586.85 787.18 1552.01 4684.07
 10 1.4 4.5 8.3 0.69 1 2.09 0.92 1.33 3.23 23.89 40.66 128.09 797.37 1636.69 4311.24
 20 1.4 4.5 8.3 0.77 1 2.29 0.93 1.38 4.02 0.83 1.38 5.52 800.47 1624.33 4244.65
 30 1.4 4.5 8.3 0.76 1 1.68 0.92 1.28 4.09 18.94 32.31 102.99 813.1 1670.56 4535.35
 50 1.4 4.5 8.3 0.81 1.01 1.54 0.94 1.38 3.29 66.42 116.53 389.27 729.64 1650.93 4342.72
35 5 1.8 4.3 13 0.67 1.11 3.53 0.88 1.63 4.69 387.39 1028.31 2377.89 85 241.4 551.9 
 10 1.8 4.3 13 0.65 1.07 2.04 0.8 1.33 3.84 127.22 429.69 1272.29 76.05 233.78 898.83 
 20 1.8 4.3 13 0.68 1.03 1.6 0.92 1.29 3.38 30.59 87.87 207 79.96 248.45 641.44 
 35 1.8 4.3 13 0.72 1 1.66 0.85 1.31 3.36 0.9 1.28 3.77 70.11 249.9 614.33 
 50 1.8 4.3 13 0.71 1.02 1.59 0.88 1.3 3.27 23.65 69.1 178.46 72.95 261.21 589.89 
 70 1.8 4.3 13 0.75 1 1.58 0.86 1.29 3.38 24.84 83.11 267.76 83.48 250.49 640.46 
50 5 1.4 4.9 12.1 0.68 1.14 3.01 0.76 1.93 6.49 1188.38 3101.21 11249.1 1.42 3.36 13.11 
 10 1.4 4.9 12.1 0.73 1.03 2.44 0.82 1.69 6.61 553.3 1499.35 6714.83 1.28 3.29 15.16 
 20 1.4 4.9 12.1 0.72 1.07 2.59 0.92 1.5 6.62 193.86 468.36 1659.66 1.39 3.28 11.73 
 50 1.4 4.9 12.1 0.69 1.02 1.88 0.86 1.46 6.2 0.87 1.2 3.84 1.32 3.39 11.47 
 70 1.4 4.9 12.1 0.72 1.02 2.26 0.88 1.46 6.38 25.1 74.81 221.64 1.38 3.28 11.65 
 90 1.4 4.9 12.1 0.72 1 1.67 0.95 1.38 5.75 44.62 106.16 355.79 1.36 3.15 13.7 
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Table 2.161 The ratio of the adjusted Nam and D’Agostino χ2 statistics of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj over the adjusted Nam and 
D’Agostino χ2 statistic of ࡼ෡cox, local: Weibull γ=1, σ=0.5; reference: Weibull γ=1, σ=0.5 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 2.2 6.4 13.2 0.96 1.08 1.97 0.96 1.08 1.95 0.96 1.08 1.97 0.99 1.24 2.33 
 10 2.2 6.4 13.2 0.96 1.05 2.1 0.95 1.06 2.11 0.98 1.07 2.24 0.99 1.15 2.61 
 20 2.2 6.4 13.2 0.97 1.09 1.97 0.97 1.09 1.98 0.96 1.08 2.43 1.02 1.19 2.28 
 50 2.2 6.4 13.2 0.96 1.04 1.9 0.95 1.04 1.91 0.97 1.4 3.39 0.99 1.16 2.38 
10 5 3.5 8.1 15.3 1 1.17 3.2 1 1.17 3.21 0.98 1.21 3.55 1.1 1.47 4.75 
 10 3.5 8.1 15.3 0.99 1.04 2.11 0.99 1.05 2.09 0.99 1.04 2.11 1.07 1.31 2.64 
 20 3.5 8.1 15.3 0.99 1.09 1.61 0.99 1.11 1.59 0.97 1.1 1.9 1.07 1.32 2.5 
 50 3.5 8.1 15.3 1 1.05 1.36 0.99 1.06 1.37 0.97 1.56 3.35 1.06 1.26 1.94 
20 5 2.9 7.8 13.6 1.01 1.35 2.72 1 1.36 2.8 0.99 1.48 5.07 1.21 1.74 5.09 
 10 2.9 7.8 13.6 0.97 1.12 2.29 0.98 1.15 2.3 0.94 1.2 2.55 1.14 1.57 2.94 
 20 2.9 7.8 13.6 0.99 1.1 2.1 0.99 1.11 2.13 0.99 1.1 2.11 1.19 1.63 3.34 
 30 2.9 7.8 13.6 0.97 1.05 1.79 1 1.06 1.78 0.93 1.14 2.15 1.17 1.53 2.36 
 50 2.9 7.8 13.6 0.99 1.1 1.49 1 1.11 1.49 0.96 2 4.99 1.18 1.47 2.91 
35 5 3 7 17.2 0.99 1.4 5.11 0.99 1.41 5.24 1.3 4.78 22.01 1.17 1.97 6.46 
 10 3 7 17.2 0.98 1.15 2.33 0.98 1.15 2.35 0.96 2.46 8.3 1.1 1.55 3.08 
 20 3 7 17.2 1 1.12 2.31 1 1.13 2.36 0.95 1.94 5.02 1.1 1.72 3.14 
 35 3 7 17.2 0.94 1.06 2.44 0.95 1.07 2.46 0.95 1.06 2.44 1.12 1.5 3 
 50 3 7 17.2 0.97 1.06 1.94 0.98 1.07 1.94 0.93 1.61 2.89 1.12 1.53 2.46 
 70 3 7 17.2 0.94 1.06 2.08 0.97 1.07 2.1 2.01 4.64 10.83 1.17 1.47 3.2 
50 5 3.7 8.4 13.2 1 1.41 5.67 1 1.41 5.53 1.89 19.23 199.55 1.08 1.51 6.91 
 10 3.7 8.4 13.2 1 1.23 2.5 1 1.25 2.45 2.05 9.76 45.05 1.1 1.37 2.91 
 20 3.7 8.4 13.2 0.95 1.19 2.16 0.95 1.2 2.16 1.38 7.93 21.28 1.07 1.36 2.35 
 50 3.7 8.4 13.2 0.97 1.08 1.93 0.99 1.09 1.93 0.97 1.08 1.94 1.07 1.2 2.13 
 70 3.7 8.4 13.2 0.97 1.1 2.06 0.98 1.12 2.05 2.22 3.75 8.21 1.06 1.28 2.07 
 90 3.7 8.4 13.2 0.93 1.04 1.61 0.94 1.05 1.64 7.71 13.36 26.66 1.06 1.19 1.83 
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Table 2.162 The ratio of the adjusted Nam and D’Agostino χ2 statistics of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj over the adjusted Nam and 
D’Agostino χ2 statistic of ࡼ෡cox, local: Weibull γ=1, σ=0.5; reference: Weibull γ=1, σ=1 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 2.2 6.4 13.2 0.95 1.06 1.95 0.96 1.06 1.95 0.95 1.06 2.01 1.01 1.16 2.31 
 10 2.2 6.4 13.2 0.95 1.03 1.99 0.95 1.02 1.97 0.95 1.02 2.06 1 1.13 2.11 
 20 2.2 6.4 13.2 0.96 1.03 1.68 0.95 1.04 1.68 0.94 1.05 1.8 0.99 1.12 2.06 
 50 2.2 6.4 13.2 0.95 1.02 1.97 0.95 1.02 1.95 0.95 1.36 3.79 1 1.13 2.1 
10 5 3.5 8.1 15.3 1 1.06 2.04 0.99 1.06 2.03 0.97 1.1 2.07 1.06 1.27 2.82 
 10 3.5 8.1 15.3 0.99 1.05 1.8 0.99 1.06 1.8 0.99 1.06 1.61 1.07 1.28 2.11 
 20 3.5 8.1 15.3 0.99 1.07 1.83 0.99 1.07 1.84 0.99 1.05 1.75 1.09 1.28 2.25 
 50 3.5 8.1 15.3 1 1.08 1.59 0.99 1.09 1.59 0.96 1.48 3.4 1.08 1.27 2 
20 5 2.9 7.8 13.6 0.97 1.12 3.13 0.98 1.13 3.2 0.91 1.52 4.44 1.18 1.61 4.43 
 10 2.9 7.8 13.6 0.98 1.06 1.8 0.99 1.07 1.8 0.98 1.19 2.58 1.18 1.6 2.96 
 20 2.9 7.8 13.6 0.99 1.05 1.9 0.99 1.07 1.9 0.97 1.04 2.11 1.19 1.53 2.32 
 30 2.9 7.8 13.6 0.98 1.05 1.53 0.98 1.05 1.53 0.94 1.07 1.71 1.19 1.46 2.12 
 50 2.9 7.8 13.6 0.98 1.03 2.16 1 1.04 2.16 0.93 1.9 4.25 1.19 1.49 2.7 
35 5 3 7 17.2 0.99 1.15 2.31 1 1.17 2.31 1.16 4.09 13.89 1.26 1.69 3.53 
 10 3 7 17.2 0.94 1.09 2.14 0.96 1.1 2.14 1.09 3.27 13.45 1.13 1.57 4.18 
 20 3 7 17.2 0.94 1.06 1.65 0.94 1.07 1.77 0.95 2.3 5.07 1.12 1.5 2.49 
 35 3 7 17.2 0.96 1.06 2.23 0.96 1.07 2.26 0.93 1.14 2.18 1.15 1.51 2.45 
 50 3 7 17.2 0.95 1.07 1.84 0.96 1.08 1.88 0.89 1.3 2.5 1.16 1.52 2.59 
 70 3 7 17.2 0.92 1.03 1.76 0.92 1.05 1.89 2.39 5.68 12.37 1.15 1.48 2.33 
50 5 3.7 8.4 13.2 0.97 1.13 1.96 0.98 1.13 1.95 4.55 20.04 48.48 1.07 1.27 2.24 
 10 3.7 8.4 13.2 0.98 1.13 1.94 0.99 1.14 2.04 4.7 12.89 40.79 1.07 1.25 2.34 
 20 3.7 8.4 13.2 0.92 1.08 1.81 0.95 1.09 1.92 3.15 10.35 21.97 1.08 1.21 2.06 
 50 3.7 8.4 13.2 0.92 1.02 1.69 0.94 1.03 1.68 0.92 1.05 1.61 1.06 1.16 1.75 
 70 3.7 8.4 13.2 0.95 1.04 1.55 0.96 1.05 1.68 2.49 4.73 10.22 1.06 1.18 1.79 
 90 3.7 8.4 13.2 0.92 1.05 1.48 0.95 1.05 1.47 10.52 18.55 37.74 1.06 1.18 1.71 
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Table 2.163 The ratio of the adjusted Nam and D’Agostino χ2 statistics of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj over the adjusted Nam and 
D’Agostino χ2 statistic of ࡼ෡cox, local: Weibull γ=1, σ=0.5; reference: Weibull γ=1, σ=2 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 2.2 6.4 13.2 0.95 1.03 2.2 0.94 1.03 2.21 0.95 1.03 2.08 0.99 1.14 2.43 
 10 2.2 6.4 13.2 0.95 1.03 2.04 0.95 1.03 2 0.95 1.04 2 0.99 1.13 2.23 
 20 2.2 6.4 13.2 0.98 1.04 1.77 0.97 1.03 1.78 0.97 1.04 1.68 0.99 1.16 2.17 
 50 2.2 6.4 13.2 0.95 1.03 1.76 0.95 1.03 1.77 0.91 1.32 3.46 0.99 1.12 2.16 
10 5 3.5 8.1 15.3 0.99 1.08 1.7 0.99 1.08 1.73 0.97 1.11 1.98 1.09 1.26 2.07 
 10 3.5 8.1 15.3 0.99 1.05 1.73 0.99 1.05 1.73 0.98 1.1 1.59 1.08 1.25 2.37 
 20 3.5 8.1 15.3 0.99 1.04 1.63 1 1.04 1.63 0.99 1.05 1.62 1.07 1.27 2 
 50 3.5 8.1 15.3 0.99 1.04 1.54 1 1.05 1.57 0.95 1.45 2.98 1.08 1.26 2.2 
20 5 2.9 7.8 13.6 0.98 1.06 1.69 0.99 1.06 1.71 0.93 1.26 2.5 1.17 1.53 2.34 
 10 2.9 7.8 13.6 0.99 1.03 1.62 0.99 1.05 1.63 0.9 1.26 2.4 1.2 1.52 2.74 
 20 2.9 7.8 13.6 0.97 1.07 1.68 0.97 1.07 1.69 0.95 1.12 2.01 1.19 1.53 2.22 
 30 2.9 7.8 13.6 0.97 1.04 1.62 0.97 1.04 1.62 0.98 1.04 1.81 1.22 1.47 2.74 
 50 2.9 7.8 13.6 0.98 1.04 1.53 0.99 1.05 1.54 0.92 1.74 4.32 1.22 1.46 2.59 
35 5 3 7 17.2 0.91 1.04 2.39 0.92 1.05 2.37 1.72 3.66 9.82 1.12 1.5 2.59 
 10 3 7 17.2 0.91 1.06 2.26 0.92 1.09 2.26 1.59 4.24 9.78 1.15 1.58 3.02 
 20 3 7 17.2 0.95 1.03 2.13 0.96 1.03 2.17 1.18 3.07 9.48 1.1 1.49 2.9 
 35 3 7 17.2 0.93 1.06 1.76 0.94 1.06 1.75 0.98 1.56 3.31 1.16 1.51 2.32 
 50 3 7 17.2 0.94 1.03 1.85 0.94 1.05 1.84 0.92 1.26 2.06 1.18 1.46 2.25 
 70 3 7 17.2 0.93 1.03 1.74 0.93 1.04 1.73 3.69 9.04 20.59 1.15 1.47 2.35 
50 5 3.7 8.4 13.2 0.95 1.06 2.01 0.95 1.09 2.03 5.91 17.16 41.45 1.04 1.2 2.28 
 10 3.7 8.4 13.2 0.96 1.06 1.57 0.98 1.08 1.66 6.97 16.63 34.71 1.07 1.18 1.85 
 20 3.7 8.4 13.2 0.98 1.03 1.45 0.98 1.05 1.44 5.48 13.35 23.51 1.07 1.19 1.55 
 50 3.7 8.4 13.2 0.94 1.05 1.4 0.95 1.08 1.46 0.86 1.13 1.7 1.06 1.18 1.56 
 70 3.7 8.4 13.2 0.93 1.04 1.69 0.94 1.08 1.68 5.42 9.37 17.97 1.05 1.18 1.73 
 90 3.7 8.4 13.2 0.94 1.03 1.5 0.95 1.05 1.5 13.97 24.78 52.72 1.06 1.17 1.61 
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Table 2.164 The ratio of the adjusted Nam and D’Agostino χ2 statistics of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj over the adjusted Nam and 
D’Agostino χ2 statistic of ࡼ෡cox, local: Weibull γ=1, σ=0.5; reference: Weibull γ=1, σ=4 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 2.2 6.4 13.2 0.96 1.04 1.88 0.96 1.06 1.88 0.94 1.07 1.76 0.99 1.14 2.04 
 10 2.2 6.4 13.2 0.95 1.05 1.76 0.95 1.05 1.76 0.95 1.05 1.78 1 1.15 2.14 
 20 2.2 6.4 13.2 0.95 1.03 2.18 0.95 1.03 2.19 0.96 1.03 2.1 0.99 1.11 2.42 
 50 2.2 6.4 13.2 0.95 1.04 1.86 0.95 1.04 1.88 0.91 1.29 3.53 0.99 1.12 2.21 
10 5 3.5 8.1 15.3 0.99 1.07 1.67 0.99 1.07 1.67 0.97 1.13 1.82 1.09 1.29 2.31 
 10 3.5 8.1 15.3 0.99 1.05 1.48 0.99 1.05 1.48 0.96 1.12 1.76 1.09 1.26 1.81 
 20 3.5 8.1 15.3 0.99 1.04 1.58 0.98 1.05 1.59 0.96 1.1 1.52 1.06 1.25 1.95 
 50 3.5 8.1 15.3 0.99 1.06 1.62 0.99 1.07 1.62 0.94 1.35 2.94 1.08 1.28 2.06 
20 5 2.9 7.8 13.6 0.99 1.04 1.5 0.98 1.05 1.49 0.91 1.29 2.39 1.17 1.49 2.12 
 10 2.9 7.8 13.6 0.99 1.04 1.5 0.99 1.05 1.49 0.9 1.41 2.59 1.2 1.56 2.69 
 20 2.9 7.8 13.6 0.99 1.05 1.79 0.99 1.06 1.8 0.92 1.27 2.77 1.2 1.51 2.46 
 30 2.9 7.8 13.6 0.98 1.04 1.9 0.98 1.04 1.9 0.92 1.18 1.87 1.19 1.45 2.3 
 50 2.9 7.8 13.6 0.98 1.04 1.53 0.98 1.04 1.52 0.91 1.63 3.93 1.19 1.52 2.25 
35 5 3 7 17.2 0.94 1.03 1.89 0.94 1.04 1.89 1.75 4.43 9.42 1.15 1.5 2.66 
 10 3 7 17.2 0.94 1.05 1.78 0.94 1.06 1.83 1.58 4.65 11.23 1.15 1.59 2.86 
 20 3 7 17.2 0.91 1.03 1.85 0.93 1.04 1.84 1.73 3.75 8.8 1.13 1.46 2.19 
 35 3 7 17.2 0.94 1.03 2.02 0.94 1.04 2.01 1.22 2.92 5.66 1.12 1.52 2.35 
 50 3 7 17.2 0.92 1.04 1.79 0.95 1.04 1.83 0.91 1.23 2 1.16 1.47 2.47 
 70 3 7 17.2 0.94 1.03 1.76 0.94 1.04 1.75 7.5 17.77 40.58 1.17 1.46 2.36 
50 5 3.7 8.4 13.2 0.97 1.05 1.8 0.97 1.06 1.85 5.85 21.13 38.99 1.06 1.2 2.1 
 10 3.7 8.4 13.2 0.94 1.06 1.44 0.94 1.07 1.44 9.2 17.69 38.33 1.06 1.18 1.53 
 20 3.7 8.4 13.2 0.93 1.06 1.39 0.94 1.07 1.39 6.26 17.54 31.44 1.05 1.18 1.47 
 50 3.7 8.4 13.2 0.93 1.06 1.47 0.94 1.07 1.46 0.85 1.19 1.92 1.05 1.21 1.52 
 70 3.7 8.4 13.2 0.93 1.04 1.38 0.94 1.05 1.42 12.12 21.03 43.82 1.05 1.19 1.58 
 90 3.7 8.4 13.2 0.95 1.06 1.38 0.95 1.07 1.4 0.11 0.78 3 1.06 1.2 1.52 
 
  
343 
344 
 
 
 
Table 2.165 The ratio of the adjusted Nam and D’Agostino χ2 statistics of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj over the adjusted Nam and 
D’Agostino χ2 statistic of ࡼ෡cox, local: Weibull γ=1, σ=1; reference: Weibull γ=1, σ=0.5 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 2.6 6.1 11.7 0.97 1.25 3.64 0.98 1.28 3.84 0.96 1.29 2.84 1.78 4.63 23.93 
 10 2.6 6.1 11.7 0.93 1.08 3.07 0.96 1.09 3.13 0.85 1.2 3.98 1.97 3.47 8.58 
 20 2.6 6.1 11.7 0.93 1.09 3.78 0.93 1.1 3.84 0.97 1.53 3.84 2.17 4.1 9.26 
 50 2.6 6.1 11.7 0.94 1.03 1.68 0.96 1.07 1.72 2.48 4.3 14.28 2.23 3.58 8.58 
10 5 2.4 7.3 14.5 0.98 1.33 5.46 0.99 1.34 5.46 0.97 1.26 5.89 2.12 6.12 34.7 
 10 2.4 7.3 14.5 0.98 1.28 2.43 0.99 1.28 2.58 0.96 1.24 2.61 2.69 5.48 15.64 
 20 2.4 7.3 14.5 0.96 1.16 2.61 0.97 1.19 2.61 0.8 1.57 4.08 2.78 6.01 17.71 
 50 2.4 7.3 14.5 0.97 1.05 1.65 0.98 1.08 1.82 2.65 6.66 17.81 2.86 5.69 13.24 
20 5 3.1 6.3 14.4 0.99 1.9 6.43 1.03 1.92 6.61 1.12 3.1 12.23 4.17 9.45 29.85 
 10 3.1 6.3 14.4 0.96 1.31 6.05 1 1.38 6.06 0.9 1.45 6.79 3.39 7.92 24.57 
 20 3.1 6.3 14.4 0.92 1.22 4.94 1.01 1.23 4.87 0.79 1.21 6.99 4.21 9.11 20.17 
 30 3.1 6.3 14.4 0.87 1.1 1.95 0.94 1.15 2.11 1.77 2.69 7.27 3.85 8.26 22.46 
 50 3.1 6.3 14.4 0.92 1.07 2.17 0.91 1.12 2.33 4.34 9.41 19.91 4.05 8.08 19.55 
35 5 2 7 14.1 1 2.06 9.41 1 2.15 10.88 2.54 14.02 76.93 3.57 7.68 35.94 
 10 2 7 14.1 0.98 1.47 6.55 1 1.62 6.16 1.74 7.78 55.63 3.16 5.95 27.49 
 20 2 7 14.1 0.94 1.41 3.06 1.02 1.47 3.11 0.89 4.17 15.25 3.1 6.36 19.54 
 35 2 7 14.1 0.92 1.16 2.68 0.99 1.28 2.66 0.68 1.4 3.49 3.05 5.12 14.36 
 50 2 7 14.1 0.85 1.12 2.63 0.9 1.25 2.62 3.15 6.69 17.33 3.45 5.4 19.31 
 70 2 7 14.1 0.91 1.06 2.38 0.95 1.15 2.43 9.89 18.53 61.2 3.26 5.77 17.34 
50 5 2 9.2 15.3 0.97 1.74 10.42 1.07 1.91 10.83 5.55 43.21 273.15 1.35 2.94 12.26 
 10 2 9.2 15.3 0.91 1.58 7.03 0.96 1.71 6.62 6.71 25.19 189.13 1.38 2.05 10.79 
 20 2 9.2 15.3 0.94 1.29 3.71 0.94 1.4 3.58 4.06 26.38 159.32 1.39 1.97 7.05 
 50 2 9.2 15.3 0.97 1.11 2.35 0.98 1.19 2.61 0.9 1.41 2.37 1.31 1.73 5.92 
 70 2 9.2 15.3 0.94 1.11 2.51 0.94 1.23 2.75 5.64 10.4 36.11 1.35 1.76 5.62 
 90 2 9.2 15.3 0.87 1.09 2.24 0.97 1.16 2.3 16.32 28.86 120.66 1.32 1.85 5.65 
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Table 2.166 The ratio of the adjusted Nam and D’Agostino χ2 statistics of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj over the adjusted Nam and 
D’Agostino χ2 statistic of ࡼ෡cox, local: Weibull γ=1, σ=1; reference: Weibull γ=1, σ=1 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 2.6 6.1 11.7 0.92 1.05 2.26 0.92 1.06 2.19 0.92 1.05 2.26 2.14 4.4 14.54 
 10 2.6 6.1 11.7 0.92 1.05 1.7 0.93 1.07 1.75 0.89 1.07 2.18 2.19 4.09 8.78 
 20 2.6 6.1 11.7 0.92 1.02 1.43 0.95 1.04 1.47 0.86 1.34 3.06 2.08 3.74 8.54 
 50 2.6 6.1 11.7 0.92 1.04 1.74 0.94 1.05 1.78 2.32 4.05 12.68 2.27 3.87 7.97 
10 5 2.4 7.3 14.5 0.95 1.13 2.21 0.97 1.16 2.21 0.95 1.23 3.33 2.67 6.25 18.57 
 10 2.4 7.3 14.5 0.95 1.09 1.95 0.96 1.12 1.95 0.95 1.09 1.93 2.76 5.42 17.35 
 20 2.4 7.3 14.5 0.97 1.1 2.2 0.96 1.11 2.23 0.79 1.32 2.68 3.01 5.42 16.12 
 50 2.4 7.3 14.5 0.98 1.06 1.95 0.97 1.08 1.98 2.6 6.29 15.13 3.04 5.89 15.09 
20 5 3.1 6.3 14.4 0.96 1.2 2.4 0.97 1.27 2.4 1.07 2.82 7.72 3.22 10.3 20.59 
 10 3.1 6.3 14.4 0.95 1.25 2.21 0.98 1.31 2.17 1.03 1.74 5.06 3.79 9.57 19.19 
 20 3.1 6.3 14.4 0.94 1.05 1.92 0.96 1.08 1.9 0.94 1.06 1.91 3.5 8.3 16.24 
 30 3.1 6.3 14.4 0.96 1.04 1.67 0.97 1.09 1.68 1.22 1.83 4.26 3.07 8.08 15.9 
 50 3.1 6.3 14.4 0.92 1.06 1.97 0.95 1.09 2 4.27 8.57 21.11 3.19 8.45 16.14 
35 5 2 7 14.1 0.96 1.43 4.12 0.97 1.5 4.18 2.56 14.69 57.97 3.08 6.13 20.63 
 10 2 7 14.1 0.9 1.16 3.21 0.9 1.19 3.26 3.03 9.53 27.49 3.04 6.46 16.84 
 20 2 7 14.1 0.9 1.05 2.48 0.94 1.09 2.47 1.86 5.15 17.26 2.95 5.2 18.54 
 35 2 7 14.1 0.85 1.11 2.31 0.85 1.14 2.74 0.85 1.1 2.42 3.24 5.59 16.72 
 50 2 7 14.1 0.9 1.06 2.09 0.9 1.09 2.51 3.02 5.38 14.71 3.32 5.51 14.73 
 70 2 7 14.1 0.9 1.01 1.99 0.9 1.06 1.99 11.52 21.16 71.53 3.02 5.68 16.16 
50 5 2 9.2 15.3 0.99 1.29 5.4 1 1.39 5.12 12.25 35.18 265.75 1.31 2.25 12.88 
 10 2 9.2 15.3 0.96 1.16 4.06 1 1.21 4 10.36 34.17 269.21 1.38 1.94 7.95 
 20 2 9.2 15.3 0.92 1.04 2.31 0.92 1.09 2.64 9.57 29.5 189.07 1.34 1.73 5.62 
 50 2 9.2 15.3 0.93 1.08 2.46 0.95 1.1 2.48 0.92 1.06 2.46 1.33 1.71 5.44 
 70 2 9.2 15.3 0.94 1.05 1.6 0.95 1.11 1.71 6.81 12.17 48.75 1.34 1.69 5.79 
 90 2 9.2 15.3 0.91 1.03 2.4 0.92 1.1 2.55 22.07 37.43 153.24 1.31 1.75 6.84 
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Table 2.167 The ratio of the adjusted Nam and D’Agostino χ2 statistics of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj over the adjusted Nam and 
D’Agostino χ2 statistic of ࡼ෡cox, local: Weibull γ=1, σ=1; reference: Weibull γ=1, σ=2 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 2.6 6.1 11.7 0.92 1.03 1.73 0.92 1.05 1.74 0.89 1.08 1.58 2.31 3.63 8.54 
 10 2.6 6.1 11.7 0.93 1.04 1.58 0.92 1.06 1.63 0.93 1.04 1.63 2.11 3.91 7.48 
 20 2.6 6.1 11.7 0.95 1.03 1.66 0.94 1.03 1.66 0.9 1.11 2.28 2.38 3.67 7.41 
 50 2.6 6.1 11.7 0.92 1.01 1.66 0.91 1.02 1.67 2.22 3.8 11.91 2.45 3.74 8.89 
10 5 2.4 7.3 14.5 0.97 1.1 1.82 0.97 1.12 1.82 0.84 1.22 3.49 2.7 5.82 15.67 
 10 2.4 7.3 14.5 0.96 1.07 1.55 0.97 1.09 1.58 0.92 1.21 2.08 2.79 5.89 12.91 
 20 2.4 7.3 14.5 0.94 1.03 1.6 0.95 1.05 1.65 0.96 1.05 1.48 3.3 5.59 15.54 
 50 2.4 7.3 14.5 0.97 1.01 1.61 0.96 1.05 1.62 2.2 5.7 14.03 3.25 5.33 15.75 
20 5 3.1 6.3 14.4 0.91 1.09 2.25 0.96 1.13 2.29 1.36 2.98 7.19 3.6 7.66 16.74 
 10 3.1 6.3 14.4 0.95 1.1 2.25 0.98 1.15 2.28 1.15 2.5 7.7 3.68 8.11 23.71 
 20 3.1 6.3 14.4 0.93 1.04 1.66 0.92 1.1 1.89 0.98 1.62 3.26 3.46 8.34 19.6 
 30 3.1 6.3 14.4 0.91 1.02 1.48 0.92 1.05 1.49 0.9 1.04 1.53 3.72 8.25 16.77 
 50 3.1 6.3 14.4 0.92 1.07 1.49 0.97 1.11 1.53 3.93 7.58 18.02 3.82 8.41 15.94 
35 5 2 7 14.1 0.91 1.07 2.71 0.92 1.16 2.77 4.26 14.03 47.07 2.93 5.59 17.94 
 10 2 7 14.1 0.91 1.06 1.94 0.91 1.17 2.74 3.96 12.84 38.26 2.96 5.92 16.44 
 20 2 7 14.1 0.91 1.04 2.62 0.93 1.11 2.87 4.01 9.15 38.39 3.18 5.29 18.19 
 35 2 7 14.1 0.94 1.03 2.04 0.95 1.09 2.09 1.13 2.7 12.07 3.11 5.62 20.48 
 50 2 7 14.1 0.88 1.02 1.94 0.9 1.1 1.98 2.22 4.59 12.42 3.28 5.61 18.08 
 70 2 7 14.1 0.87 1.01 1.7 0.89 1.09 1.74 16.75 30.86 105.66 3.14 5.45 16.96 
50 5 2 9.2 15.3 0.92 1.07 2.67 0.96 1.15 3.05 12.23 34.39 177.67 1.35 1.72 6.34 
 10 2 9.2 15.3 0.92 1.08 2.42 0.95 1.13 2.48 13.93 33.74 270.24 1.34 1.75 7.21 
 20 2 9.2 15.3 0.93 1.05 1.88 0.98 1.12 1.87 9.97 31.82 213.98 1.32 1.67 6 
 50 2 9.2 15.3 0.86 1.02 1.69 0.93 1.09 1.81 0.82 1.21 5.77 1.32 1.64 5.55 
 70 2 9.2 15.3 0.9 1.02 1.71 0.96 1.1 1.72 12.48 21.03 82.85 1.28 1.68 6.05 
 90 2 9.2 15.3 0.87 1.02 1.5 0.96 1.1 1.63 32.5 53.91 227.65 1.3 1.69 5.5 
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347 
 
 
 
Table 2.168 The ratio of the adjusted Nam and D’Agostino χ2 statistics of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj over the adjusted Nam and 
D’Agostino χ2 statistic of ࡼ෡cox, local: Weibull γ=1, σ=1; reference: Weibull γ=1, σ=4 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 2.6 6.1 11.7 0.9 1.04 1.73 0.92 1.06 1.75 0.89 1.08 2.05 2.24 4.03 9.87 
 10 2.6 6.1 11.7 0.93 1.01 1.56 0.93 1.04 1.53 0.91 1.07 1.65 2.34 3.84 7.76 
 20 2.6 6.1 11.7 0.91 1.01 1.57 0.94 1.04 1.57 0.92 1.05 1.62 2.43 3.55 7.43 
 50 2.6 6.1 11.7 0.92 1.01 1.76 0.92 1.03 1.76 1.97 3.68 11.59 2.36 3.93 8.86 
10 5 2.4 7.3 14.5 0.93 1.05 1.85 0.93 1.09 1.86 0.92 1.47 3.25 2.87 5.52 14 
 10 2.4 7.3 14.5 0.98 1.05 1.51 0.97 1.09 1.65 0.9 1.32 2.91 3.36 5.47 18.12 
 20 2.4 7.3 14.5 0.93 1.05 1.43 0.93 1.09 1.57 0.89 1.16 2.05 3.29 5.89 13.85 
 50 2.4 7.3 14.5 0.95 1.02 1.38 0.94 1.07 1.44 2.3 5.29 12.32 3 5.67 17.48 
20 5 3.1 6.3 14.4 0.9 1.04 1.96 0.91 1.1 2.03 1.73 3.2 7.1 4.33 7.88 17.16 
 10 3.1 6.3 14.4 0.92 1.07 1.65 0.93 1.12 1.74 1.39 3.46 6.78 4 8.37 15.87 
 20 3.1 6.3 14.4 0.94 1.02 1.64 0.94 1.05 1.8 1.3 2.78 5.85 3.56 7.58 16 
 30 3.1 6.3 14.4 0.93 1.05 1.6 0.99 1.08 1.61 0.97 1.95 3.35 3.19 8.05 17.18 
 50 3.1 6.3 14.4 0.92 1.05 1.46 0.92 1.09 1.49 3.61 7.47 18.76 3.88 8.07 18.09 
35 5 2 7 14.1 0.95 1.09 2.15 0.95 1.17 2.11 3.73 15.27 35.39 2.7 5.96 16.34 
 10 2 7 14.1 0.95 1.08 1.73 0.95 1.14 2 5.5 16.37 38.49 3.18 5.92 16.38 
 20 2 7 14.1 0.94 1.05 2.16 0.96 1.09 2.41 4.64 12.84 41.09 3 5.47 18.27 
 35 2 7 14.1 0.91 1.02 3.01 0.92 1.06 3.39 2.27 7.79 33.69 3.12 5.78 17.1 
 50 2 7 14.1 0.9 1.03 2.13 0.9 1.07 2.44 2.06 3.96 11.8 2.96 5.69 16.87 
 70 2 7 14.1 0.87 1.03 2.22 0.92 1.07 2.49 27.71 52.69 192.06 3.05 5.52 17.91 
50 5 2 9.2 15.3 0.94 1.13 2.29 0.97 1.16 2.25 15.55 35.01 249.46 1.34 1.71 5.61 
 10 2 9.2 15.3 0.9 1.04 1.81 0.95 1.09 1.79 15.02 32.16 273.97 1.31 1.67 5.65 
 20 2 9.2 15.3 0.98 1.09 1.84 0.99 1.13 1.85 13.05 34.75 239.43 1.29 1.65 5.28 
 50 2 9.2 15.3 0.89 1.02 1.88 0.98 1.08 1.85 0.91 1.56 8.55 1.33 1.67 6.97 
 70 2 9.2 15.3 0.86 1.06 2.12 0.96 1.1 2.21 27 44.05 185.62 1.29 1.67 8.34 
 90 2 9.2 15.3 0.89 1.02 1.71 0.99 1.11 1.7 6.49 15.86 55.51 1.3 1.67 7.54 
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Table 2.169 The ratio of the adjusted Nam and D’Agostino χ2 statistics of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj over the adjusted Nam and 
D’Agostino χ2 statistic of ࡼ෡cox, local: Weibull γ=1, σ=2; reference: Weibull γ=1, σ=0.5 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 1.5 3.9 9.5 0.78 1.46 5.98 0.87 1.62 5.95 1.46 2.73 10.38 21.74 98.56 657.6 
 10 1.5 3.9 9.5 0.81 1.29 4.13 0.87 1.35 4.08 2.81 7.12 18.47 18.38 66.33 264.02 
 20 1.5 3.9 9.5 0.8 1.1 3.94 0.86 1.17 4.59 6.04 15.91 38.79 30.34 75.6 208.43 
 50 1.5 3.9 9.5 0.8 1.03 2.03 0.92 1.16 2.46 13.63 36.73 91.2 30.05 85.66 212.7 
10 5 2.1 5.8 12.3 0.92 1.57 7.37 0.96 1.64 8.01 0.75 2.2 7.27 14.73 127.25 1266.82
 10 2.1 5.8 12.3 0.83 1.21 4.22 0.88 1.39 4.9 2.66 5.53 22.89 16.17 90.03 473.15 
 20 2.1 5.8 12.3 0.84 1.13 3.45 0.9 1.26 3.5 6.76 14.69 55.22 25.79 105.88 366.41 
 50 2.1 5.8 12.3 0.9 1.09 2.55 0.96 1.18 2.5 18.53 37.95 128.61 32.38 91.82 367.92 
20 5 3.2 6.6 13.1 0.84 1.81 14.3 0.85 1.96 17.17 1.52 3.07 16.4 19.93 101.55 565.01 
 10 3.2 6.6 13.1 0.84 1.44 5.91 0.9 1.46 5.5 0.94 1.95 4.32 18.09 77.77 355.29 
 20 3.2 6.6 13.1 0.85 1.34 4.48 0.9 1.48 4.68 5.83 11.6 26.72 24.81 107.28 266.6 
 30 3.2 6.6 13.1 0.92 1.19 2.76 0.95 1.32 2.81 10.68 21.86 48.55 33.78 83.77 311 
 50 3.2 6.6 13.1 0.81 1.01 2.54 0.86 1.11 2.45 20.47 41.92 87.78 36.16 94.71 258.51 
35 5 3.1 6.9 14.1 0.99 2.7 15.93 0.99 2.78 17.39 11.25 24.54 64.85 12.02 36.62 201.61 
 10 3.1 6.9 14.1 0.77 1.85 7.06 0.95 2.2 6.93 4.36 10.42 33.83 9.82 26.21 138.37 
 20 3.1 6.9 14.1 0.74 1.29 3.84 0.77 1.39 4.21 1.05 1.91 7.03 9.13 30.62 98.87 
 35 3.1 6.9 14.1 0.74 1.13 2.74 0.92 1.26 3.11 4.89 10.23 20.77 11.12 27.38 80.12 
 50 3.1 6.9 14.1 0.77 1.02 3.28 0.88 1.14 3.17 11.91 24.61 52.45 13.64 29.88 76.62 
 70 3.1 6.9 14.1 0.78 1.13 2.71 0.93 1.27 2.74 22.21 46.33 103.6 12.52 30.78 67.51 
50 5 2.9 6.3 15.3 0.9 2.63 13.33 1.01 2.48 15.03 40.58 92.45 293.91 1.86 5.07 22.22 
 10 2.9 6.3 15.3 0.91 1.63 7.61 0.93 2.05 7.62 20.89 49.99 138 1.87 3.64 12.14 
 20 2.9 6.3 15.3 0.88 1.36 4.73 0.93 1.69 5.36 9.06 21.61 52.8 1.9 3.34 9.42 
 50 2.9 6.3 15.3 0.83 1.06 2.34 0.97 1.29 3.35 1.61 2.88 6.56 1.75 3.2 6.05 
 70 2.9 6.3 15.3 0.84 1.18 2.53 0.9 1.36 2.92 9.59 23.42 55.26 1.86 3.19 6.47 
 90 2.9 6.3 15.3 0.86 1.1 1.9 0.89 1.22 3.04 26.22 57.89 134.71 1.87 3.18 7.93 
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Table 2.170 The ratio of the adjusted Nam and D’Agostino χ2 statistics of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj over the adjusted Nam and 
D’Agostino χ2 statistic of ࡼ෡cox, local: Weibull γ=1, σ=2; reference: Weibull γ=1, σ=1 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 1.5 3.9 9.5 0.82 1.08 3.2 0.85 1.23 3.62 1.02 1.63 4.95 29.48 89.52 310.85 
 10 1.5 3.9 9.5 0.87 1.04 2.73 0.87 1.15 3.04 1.99 4.85 12.44 35.08 80.46 227.06 
 20 1.5 3.9 9.5 0.83 1.01 1.78 0.88 1.16 2.01 4.64 12.29 30.53 34.64 77.35 253.31 
 50 1.5 3.9 9.5 0.84 1.07 1.72 0.91 1.16 1.95 13.27 35.67 88.6 35.34 75.37 197.76 
10 5 2.1 5.8 12.3 0.9 1.23 4.19 0.95 1.32 5.11 0.84 1.2 2.72 34.84 99.68 603.14 
 10 2.1 5.8 12.3 0.86 1.04 2.3 0.93 1.2 2.3 1.43 3.61 11.99 32.86 91.48 396.37 
 20 2.1 5.8 12.3 0.87 1.08 1.87 0.91 1.22 1.99 5.29 10.85 42.16 41.15 102.48 238.97 
 50 2.1 5.8 12.3 0.76 1.03 2.03 0.77 1.13 2.09 18.01 36.82 125.64 42.02 79.44 328.38 
20 5 3.2 6.6 13.1 0.81 1.22 6.25 0.93 1.42 6.1 1.93 4.26 14.26 25.39 90.66 376.94 
 10 3.2 6.6 13.1 0.83 1.06 2.99 0.89 1.18 2.99 0.83 1.28 2.94 30.21 86.3 200.55 
 20 3.2 6.6 13.1 0.8 1.03 2.12 0.88 1.16 2.28 3.74 6.98 16.94 39.71 85.82 204.4 
 30 3.2 6.6 13.1 0.84 1.07 1.56 0.89 1.17 1.97 8.66 17.62 39.2 37.99 82.27 194.82 
 50 3.2 6.6 13.1 0.83 1.01 1.8 0.89 1.15 2.24 19.77 40.49 84.66 35.47 86.68 208.53 
35 5 3.1 6.9 14.1 0.76 1.31 5.08 0.8 1.49 5.39 17.09 35.71 74.68 14.43 34.25 114.64 
 10 3.1 6.9 14.1 0.74 1.35 3.05 0.79 1.41 3.21 7.27 15.68 33.58 13.56 32.53 61.63 
 20 3.1 6.9 14.1 0.81 1.07 2.08 0.89 1.21 2.51 1.86 3.99 13.55 15.18 26.85 60.44 
 35 3.1 6.9 14.1 0.78 1.02 1.89 0.82 1.08 2.69 3.24 6.77 14.53 14.22 31.04 68.73 
 50 3.1 6.9 14.1 0.78 1.02 1.93 0.85 1.2 1.92 11.21 22.76 48.77 15.31 29.09 66.34 
 70 3.1 6.9 14.1 0.78 1.04 1.94 0.81 1.17 2.18 24.94 50.46 111.76 14.88 30.64 65.15 
50 5 2.9 6.3 15.3 0.91 1.2 5.62 0.95 1.49 5.79 53.67 129.79 303.36 1.94 3.54 9.17 
 10 2.9 6.3 15.3 0.81 1.08 4.47 0.87 1.28 4.03 29.47 73.7 170.92 1.84 3.35 7.92 
 20 2.9 6.3 15.3 0.77 1.08 2.15 0.87 1.2 2.48 13.95 28.33 72.09 1.87 3.03 6.48 
 50 2.9 6.3 15.3 0.92 1.14 1.89 0.93 1.32 2.02 1.12 1.96 3.93 1.81 3.16 6.38 
 70 2.9 6.3 15.3 0.92 1.05 1.78 0.99 1.16 2.06 11.99 28.18 61.97 1.84 2.88 5.38 
 90 2.9 6.3 15.3 0.8 1.1 1.83 0.95 1.22 2.28 33.07 79.17 175.49 1.99 3.16 6.9 
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Table 2.171 The ratio of the adjusted Nam and D’Agostino χ2 statistics of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj over the adjusted Nam and 
D’Agostino χ2 statistic of ࡼ෡cox, local: Weibull γ=1, σ=2; reference: Weibull γ=1, σ=2 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 1.5 3.9 9.5 0.79 1.07 1.98 0.78 1.13 2.45 0.81 1.07 1.93 31.11 74.15 202.42 
 10 1.5 3.9 9.5 0.81 1.04 1.81 0.86 1.12 1.99 0.73 1.35 3.55 27.16 80.83 230.84 
 20 1.5 3.9 9.5 0.82 1.02 1.71 0.81 1.08 1.77 2.34 5.58 14.38 35.02 77.64 200.4 
 50 1.5 3.9 9.5 0.79 1.03 1.63 0.79 1.16 1.69 12.6 34.01 85.68 34.01 78.49 234.62 
10 5 2.1 5.8 12.3 0.91 1.05 2.17 0.92 1.18 2.23 1.04 1.86 3.96 32.05 86.07 244.81 
 10 2.1 5.8 12.3 0.82 1.04 1.83 0.92 1.16 2.28 0.81 1.07 2.01 35.71 88.69 276.81 
 20 2.1 5.8 12.3 0.77 1.03 1.62 0.88 1.11 1.9 2.07 4.19 18.27 39.67 90.53 299.26 
 50 2.1 5.8 12.3 0.85 1.03 1.9 0.88 1.09 2.01 17.37 35.06 123.81 40.13 88.36 256.18 
20 5 3.2 6.6 13.1 0.88 1.07 1.92 0.89 1.2 2.23 5.96 11.19 23.39 35.77 82.72 171.85 
 10 3.2 6.6 13.1 0.84 1.08 2.06 0.92 1.2 2.45 2.52 4.8 10.8 39.79 77.72 195.93 
 20 3.2 6.6 13.1 0.88 1.04 1.58 0.9 1.19 1.82 0.82 1.07 1.61 34.26 83.49 179.3 
 30 3.2 6.6 13.1 0.81 1.01 1.48 0.91 1.11 1.83 4.23 8.51 19.95 42.97 85.38 191.44 
 50 3.2 6.6 13.1 0.89 1.03 1.56 0.89 1.17 1.91 19.19 38.49 79.86 38.92 85.11 174.58 
35 5 3.1 6.9 14.1 0.77 1.13 2.76 0.79 1.34 2.83 30.52 58.47 161.39 12.91 29.15 94.08 
 10 3.1 6.9 14.1 0.8 1.06 2.2 0.8 1.19 2.7 15.9 35.92 87.86 13.19 32.96 70.14 
 20 3.1 6.9 14.1 0.78 1.02 1.66 0.77 1.25 1.97 6.35 13.63 27.89 15.33 28.26 62.5 
 35 3.1 6.9 14.1 0.7 1.05 1.55 0.72 1.15 1.93 0.74 1.1 1.56 15.34 29.49 67.39 
 50 3.1 6.9 14.1 0.67 1.01 1.5 0.74 1.11 1.81 9.9 20.27 45.62 15.67 29.82 65.43 
 70 3.1 6.9 14.1 0.83 1.04 1.59 0.82 1.15 1.81 30.82 64.84 143.18 15.09 28.82 60.46 
50 5 2.9 6.3 15.3 0.81 1.08 2.13 0.82 1.2 2.76 78.65 211.02 452.11 1.88 2.85 6.81 
 10 2.9 6.3 15.3 0.82 1.09 2.58 0.83 1.17 3.02 56.47 133.07 320.18 1.81 3.23 5.77 
 20 2.9 6.3 15.3 0.85 1.04 1.55 0.93 1.14 2.26 25.86 62.14 158.4 1.87 2.93 5.55 
 50 2.9 6.3 15.3 0.92 1.02 1.38 0.93 1.12 2.28 0.93 1.16 1.99 1.91 3.15 5.53 
 70 2.9 6.3 15.3 0.89 1.03 1.31 0.89 1.13 2.42 19.7 46.32 102.6 1.85 3.02 5.31 
 90 2.9 6.3 15.3 0.85 1.03 1.33 0.85 1.14 2.56 33.06 113.9 266.36 1.87 2.97 5.01 
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Table 2.172 The ratio of the adjusted Nam and D’Agostino χ2 statistics of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj over the adjusted Nam and 
D’Agostino χ2 statistic of ࡼ෡cox, local: Weibull γ=1, σ=2; reference: Weibull γ=1, σ=4 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 1.5 3.9 9.5 0.86 1.05 1.86 0.88 1.11 1.9 1.36 2.35 6.68 34.89 78.79 183.11 
 10 1.5 3.9 9.5 0.85 1.06 2 0.92 1.16 2.02 1.05 1.48 4.19 34.67 79.88 237.91 
 20 1.5 3.9 9.5 0.82 1.01 1.64 0.9 1.08 1.78 0.79 1.1 2.07 32.57 76.04 201.49 
 50 1.5 3.9 9.5 0.88 1.02 1.79 0.89 1.12 2.11 12.44 33.93 81.4 37.57 73.04 234.98 
10 5 2.1 5.8 12.3 0.84 1.06 1.68 0.88 1.17 1.76 2.87 5.66 19.98 41.06 99.39 282.47 
 10 2.1 5.8 12.3 0.86 1.03 1.88 0.91 1.13 2.09 2.21 4.19 8.95 40.77 93.36 290.42 
 20 2.1 5.8 12.3 0.79 1.03 1.89 0.84 1.09 2.09 0.95 1.24 2.54 37.61 89.28 234.36 
 50 2.1 5.8 12.3 0.86 1.01 1.82 0.89 1.11 2.02 16.97 34.59 122.02 41.48 87.9 235.56 
20 5 3.2 6.6 13.1 0.88 1.1 2.41 0.88 1.21 2.5 11.08 29.3 75.67 34.36 79.05 240.58 
 10 3.2 6.6 13.1 0.84 1.09 1.5 0.85 1.22 1.93 11.98 21.97 49.28 41.69 81.37 187.95 
 20 3.2 6.6 13.1 0.82 1.01 1.89 0.83 1.11 2.08 3.4 7.46 16.16 38.38 80.17 178.23 
 30 3.2 6.6 13.1 0.89 1.06 1.82 0.93 1.18 2.11 0.84 1.42 3.35 34.14 85.9 156.28 
 50 3.2 6.6 13.1 0.83 1.08 1.51 0.94 1.16 1.71 17.97 37.46 79.06 43.32 83.16 175.22 
35 5 3.1 6.9 14.1 0.66 1.07 2.24 0.76 1.19 2.29 51.89 118.11 326.22 13.12 29.1 75.3 
 10 3.1 6.9 14.1 0.69 1.04 1.6 0.82 1.18 2.06 42.34 103.06 216.46 14.98 30.47 64.04 
 20 3.1 6.9 14.1 0.77 1.03 1.72 0.83 1.18 2.16 23.91 46.69 108.62 14.71 27.36 69.4 
 35 3.1 6.9 14.1 0.77 1.03 1.49 0.8 1.1 1.91 3.58 8.04 22.64 16.31 28.9 62.23 
 50 3.1 6.9 14.1 0.79 1.02 1.34 0.8 1.1 1.8 9.26 19.3 45.91 15.18 26.88 57.74 
 70 3.1 6.9 14.1 0.77 1.02 1.55 0.8 1.09 1.93 46.64 94.24 211.26 15.74 28.94 66.24 
50 5 2.9 6.3 15.3 0.83 1.06 2.13 0.93 1.26 3.01 129.93 327.63 772.55 1.83 3.19 7.02 
 10 2.9 6.3 15.3 0.84 1.07 1.97 0.96 1.31 2.82 135.56 266.86 690.49 1.78 3.01 6.13 
 20 2.9 6.3 15.3 0.85 1.01 1.34 0.93 1.18 2.51 65.37 171.41 351.96 1.78 2.8 5.48 
 50 2.9 6.3 15.3 0.8 1.02 1.39 0.95 1.14 2.53 0.85 1.31 3.43 1.87 2.91 5.54 
 70 2.9 6.3 15.3 0.81 1.03 1.36 0.9 1.19 2.59 37.28 89.6 200.27 1.87 3.12 5.35 
 90 2.9 6.3 15.3 0.89 1.04 1.41 0.97 1.18 2.57 26.41 58.35 138.29 1.89 3.11 5.48 
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Table 2.173 The ratio of the adjusted Nam and D’Agostino χ2 statistics of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj over the adjusted Nam and 
D’Agostino χ2 statistic of ࡼ෡cox, local: Weibull γ=1, σ=4; reference: Weibull γ=1, σ=0.5 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 0.2 1.1 5.3 0.51 1.45 18.88 0.58 2.45 20.94 25.51 117.16 657.63 1094.87 12773.52 78962.22
 10 0.2 1.1 5.3 0.7 1.38 5.95 0.73 2.06 10.27 31.38 165.88 783.59 1459.03 13893.68 55179.43
 20 0.2 1.1 5.3 0.72 1.13 4.15 0.87 1.77 9.4 36.66 199.66 974.02 3498.47 14093.93 72915.84
 50 0.2 1.1 5.3 0.53 0.98 3.45 0.72 1.71 7.82 34.07 205.12 1019.91 3326.02 12557.8 74287.31
10 5 1.3 2.5 5.6 0.23 1.75 9.57 0.85 2.48 10.58 23.39 81.12 168.3 836.54 5597.45 20174.62
 10 1.3 2.5 5.6 0.69 1.42 5.45 0.82 1.81 7.63 34.56 110.56 215.83 1021.14 3929.79 15131.02
 20 1.3 2.5 5.6 0.7 1.16 4.44 0.73 1.8 4.77 63.35 148.24 293.65 1304.58 5505.33 13238.77
 50 1.3 2.5 5.6 0.49 1.03 1.83 0.78 1.5 5.31 62.04 162.81 314.1 1893.08 4956.47 12790.97
20 5 1.7 3.6 13.7 0.81 1.81 13.25 0.89 2.92 13.43 5.25 25.35 75.75 266.32 1916.36 5789.89
 10 1.7 3.6 13.7 0.78 1.28 6.01 0.86 1.88 7.53 11.64 46.91 115.56 303.33 1449.11 4560.45
 20 1.7 3.6 13.7 0.83 1.34 4.09 0.86 1.9 5.1 24.25 91.89 199.91 502.72 1867.99 4580.59
 30 1.7 3.6 13.7 0.73 1.11 3.06 0.89 1.76 4.35 30.43 114.86 250.17 537.98 1812.35 3607.38
 50 1.7 3.6 13.7 0.75 1.08 2.27 0.83 1.39 3.74 38.91 149.93 323.96 512.47 1814.91 4195.16
35 5 1.7 4.3 9.2 0.79 2.03 15.5 1.21 2.75 16.78 9.33 18.73 56.05 41.45 314.19 1076.83
 10 1.7 4.3 9.2 0.81 1.62 10.87 0.94 2.38 11.91 1.5 2.57 15.64 77.58 193.75 988 
 20 1.7 4.3 9.2 0.65 1.05 3.94 0.68 1.71 6.11 7.54 18.25 49.93 77.16 274.79 641.4 
 35 1.7 4.3 9.2 0.72 1.11 5.22 0.72 1.73 5.45 21.59 49.91 134.12 73.29 224.25 484.47 
 50 1.7 4.3 9.2 0.84 1.14 2.55 0.98 1.64 3.56 35.06 79.27 217.56 90.94 234.34 625.49 
 70 1.7 4.3 9.2 0.76 1.08 2.16 0.94 1.55 3.77 47.39 110.55 305.94 100.17 258.05 670.72 
50 5 1.6 4 9.9 0.76 2.09 14.81 0.9 3.68 15.02 108.59 263.28 584.27 1.61 6.16 30.34 
 10 1.6 4 9.9 0.71 1.55 9.93 1.01 2.69 10.32 50.74 110.66 255.01 1.62 4.38 18.49 
 20 1.6 4 9.9 0.79 1.36 4.79 0.88 1.94 8.63 15.87 32.62 76.31 1.61 4.52 14.33 
 50 1.6 4 9.9 0.73 1.02 2.93 0.79 1.79 8.47 2.44 5.51 14.39 1.38 3.97 11.6 
 70 1.6 4 9.9 0.74 1.1 2.3 0.88 1.8 7.64 14.06 39.52 95.12 1.46 3.92 10.17 
 90 1.6 4 9.9 0.79 1.12 3.33 0.89 1.79 7.07 36.22 97.24 232.8 1.5 4.15 11.54 
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Table 2.174 The ratio of the adjusted Nam and D’Agostino χ2 statistics of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj over the adjusted Nam and 
D’Agostino χ2 statistic of ࡼ෡cox, local: Weibull γ=1, σ=4; reference: Weibull γ=1, σ=1 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 0.2 1.1 5.3 0.53 1.31 5.45 0.79 2.61 9.87 19.87 102.57 467.29 2897.25 14388.56 57901.04
 10 0.2 1.1 5.3 0.63 1.11 2.91 0.88 2.41 6.44 29.39 149.01 660.15 2712.81 14233.26 56265.11
 20 0.2 1.1 5.3 0.68 1.03 3.31 0.86 1.77 8.4 42.43 197.31 913.11 2767.45 12881.91 60370.04
 50 0.2 1.1 5.3 0.59 1.01 2.75 0.82 2.2 6.89 33.88 204.29 904.7 3013.17 13214.6 61210.49
10 5 1.3 2.5 5.6 0.6 1.17 3.28 0.62 1.79 5.41 26.16 67.49 122.38 1538.78 5549.86 14528.51
 10 1.3 2.5 5.6 0.53 1.04 3.05 0.79 1.46 4.32 40.98 104.29 185.29 1927.77 4854.67 13750.9
 20 1.3 2.5 5.6 0.42 1.03 1.96 0.52 1.51 3.63 58.5 144.23 267.79 2022.38 4850.7 10696.18
 50 1.3 2.5 5.6 0.57 1.02 1.71 0.76 1.44 3.51 69.82 157.75 318.21 2014.14 5497.31 11616.81
20 5 1.7 3.6 13.7 0.81 1.21 4.91 0.82 1.76 5.83 2.84 15.4 40.6 325.95 1879.11 5001.29
 10 1.7 3.6 13.7 0.7 1.15 3.16 0.88 1.62 5.18 10.76 41.04 92.5 576.45 1794.09 4592.58
 20 1.7 3.6 13.7 0.82 1.22 1.9 0.84 1.55 3.64 18.84 79.29 170.3 479.44 1816.55 4928.3 
 30 1.7 3.6 13.7 0.76 1.08 2.3 0.81 1.51 3.17 27.48 103.93 227.53 492.7 1811.07 3582.82
 50 1.7 3.6 13.7 0.7 1.09 2.02 0.84 1.59 3.24 37.64 147.76 318.43 525.34 1783.92 4093.74
35 5 1.7 4.3 9.2 0.79 1.46 3.7 0.85 2.07 7.75 17.9 35.45 81.8 62.94 270.37 853.16 
 10 1.7 4.3 9.2 0.89 1.28 3 0.92 1.77 4.63 3.32 6.28 15.59 84.14 245.6 768.67 
 20 1.7 4.3 9.2 0.67 1.03 2.11 0.86 1.4 4.59 3.76 9.14 28.52 93.07 235.75 649.38 
 35 1.7 4.3 9.2 0.77 1.13 2.12 0.92 1.41 5.16 18.51 43.05 118.82 101.32 264.76 676.67 
 50 1.7 4.3 9.2 0.7 1.06 2.14 0.78 1.4 4.51 33.8 76.25 209.38 91.48 252 681.72 
 70 1.7 4.3 9.2 0.79 0.99 1.63 0.89 1.41 4.5 50.31 117.74 321.73 106.24 247.64 739.05 
50 5 1.6 4 9.9 0.68 1.34 6.48 0.87 2.29 8.58 137.72 342.42 864.92 1.75 4.51 17.68 
 10 1.6 4 9.9 0.66 1.07 3.13 0.85 1.69 11.44 72.55 157.57 385.81 1.18 3.82 10.05 
 20 1.6 4 9.9 0.73 1.03 2.29 0.91 1.62 9.55 25.37 52.09 119.73 1.26 3.68 10.44 
 50 1.6 4 9.9 0.71 1.04 2.29 0.87 1.58 11.53 1.07 3.87 10.82 1.37 3.73 12.15 
 70 1.6 4 9.9 0.78 1.02 1.8 0.91 1.57 9.43 17.26 44.52 112.99 1.44 3.9 9.82 
 90 1.6 4 9.9 0.78 1.05 1.56 0.92 1.48 11.38 48.4 123.72 293.62 1.43 3.68 10.32 
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Table 2.175 The ratio of the adjusted Nam and D’Agostino χ2 statistics of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj over the adjusted Nam and 
D’Agostino χ2 statistic of ࡼ෡cox, local: Weibull γ=1, σ=4; reference: Weibull γ=1, σ=2 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 0.2 1.1 5.3 0.63 1.15 2.62 0.85 1.72 8.8 7.89 41.34 189.91 3048.48 12982.21 54272.58
 10 0.2 1.1 5.3 0.66 1.01 1.98 0.79 1.55 8.79 17.73 91.72 431.29 2998.52 14021.66 67961.22
 20 0.2 1.1 5.3 0.53 1 1.81 0.84 1.45 10.15 33.32 156.66 726.27 2900.14 13725.96 62084.24
 50 0.2 1.1 5.3 0.6 1.05 1.69 0.84 1.41 8.6 36.35 197.68 924.02 2898.11 13376.61 56184.06
10 5 1.3 2.5 5.6 0.59 1.03 3.44 0.65 1.49 4.98 5.56 21.2 46.2 1710.38 4369.34 12962.48
 10 1.3 2.5 5.6 0.68 1.01 1.63 0.7 1.41 4.53 21.93 59.35 109.76 2238.15 4720.63 14498.59
 20 1.3 2.5 5.6 0.53 1.01 1.69 0.6 1.43 4.5 44.4 110.49 205.24 2309.92 4588.86 10335.14
 50 1.3 2.5 5.6 0.52 0.98 1.6 0.58 1.35 4.52 72.26 161.65 312.03 2130.61 5035.08 11480.2
20 5 1.7 3.6 13.7 0.83 1.06 2.69 0.88 1.58 5.17 2.28 4.21 10.2 511.76 1681.63 4488.15
 10 1.7 3.6 13.7 0.78 1.01 2.18 0.87 1.54 4.78 2.51 9.71 19.32 557.53 1894.99 4146.85
 20 1.7 3.6 13.7 0.85 1.04 1.76 0.89 1.51 4.97 11.31 46.74 107.14 504.19 1825.44 4158.22
 30 1.7 3.6 13.7 0.83 1.08 1.51 0.94 1.42 4.86 20.27 81.96 181.21 526.01 1919.82 4252.51
 50 1.7 3.6 13.7 0.84 1.05 1.46 0.91 1.43 4.9 36.74 144.77 313.16 530.11 1917.04 4169.32
35 5 1.7 4.3 9.2 0.72 1.05 3.38 0.93 1.48 4.57 63.49 144.4 409.14 80.95 232.8 610.48 
 10 1.7 4.3 9.2 0.77 1.09 2.17 0.91 1.58 5.08 22.92 48.88 131.67 91.46 255.5 628.17 
 20 1.7 4.3 9.2 0.73 1.04 1.66 0.9 1.46 5.14 1.85 3.59 11.02 97.72 246.74 550.01 
 35 1.7 4.3 9.2 0.7 1.05 2.11 0.86 1.49 5.82 11 25.34 74.99 107.47 267.06 576.08 
 50 1.7 4.3 9.2 0.78 1.04 1.43 0.88 1.41 4.8 32.08 72.42 194.02 94.09 271.9 565.96 
 70 1.7 4.3 9.2 0.68 1.06 1.74 0.84 1.47 3.59 62.49 140.86 371.81 112.95 246.56 631.54 
50 5 1.6 4 9.9 0.78 1.03 2.78 0.82 1.51 4.92 358.06 816.64 2151.71 1.7 3.64 12.64 
 10 1.6 4 9.9 0.72 1.07 1.9 0.81 1.63 4.55 180.4 395.5 930.47 1.59 3.84 10.02 
 20 1.6 4 9.9 0.71 0.99 1.63 0.84 1.39 4.26 60.46 133.42 331.94 1.32 3.47 10.92 
 50 1.6 4 9.9 0.75 1 1.56 0.87 1.34 4.3 0.82 1.44 5.05 1.33 3.58 10.59 
 70 1.6 4 9.9 0.8 1 1.78 0.87 1.4 4.29 27.97 74.32 180.72 1.29 3.76 11.11 
 90 1.6 4 9.9 0.75 1 2.12 0.91 1.47 4.4 40.25 103.35 245.76 1.29 3.66 10.7 
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Table 2.176 The ratio of the adjusted Nam and D’Agostino χ2 statistics of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj over the adjusted Nam and 
D’Agostino χ2 statistic of ࡼ෡cox, local: Weibull γ=1, σ=4; reference: Weibull γ=1, σ=4 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 0.2 1.1 5.3 0.6 1.05 5.06 0.83 1.72 8.96 0.53 1.16 4.4 3017.7 13004.72 63237.88
 10 0.2 1.1 5.3 0.64 1.09 2.76 0.77 1.63 8.13 1.21 8.93 40.65 2965.42 13245.08 61472.66
 20 0.2 1.1 5.3 0.59 1.05 1.81 0.88 1.73 8.17 14.27 65.33 312.08 2845 14044.26 61053.74
 50 0.2 1.1 5.3 0.6 1.05 1.88 0.72 1.52 8.27 39.42 199.18 852.87 2817.19 13165.03 59825.97
10 5 1.3 2.5 5.6 0.59 1.03 2.1 0.66 1.45 4.32 8.55 17.41 31.99 2018.24 4828.98 11871.3
 10 1.3 2.5 5.6 0.64 1.04 1.68 0.72 1.51 4.33 0.5 1.03 2.25 1980.55 4996.27 13183.36
 20 1.3 2.5 5.6 0.66 1.01 1.77 0.68 1.26 4.86 12.42 39.57 75.34 2322.55 4662.66 10782.02
 50 1.3 2.5 5.6 0.55 0.99 1.5 0.78 1.38 4.58 71.78 156.7 320.28 1915.23 5336.38 10492.53
20 5 1.7 3.6 13.7 0.82 1.08 2.02 0.89 1.47 4.34 48.96 174.85 423.25 480.56 1835.53 4157.52
 10 1.7 3.6 13.7 0.77 1.03 1.99 0.87 1.42 3.71 15.91 49.03 115.41 549.21 1863.61 4322.41
 20 1.7 3.6 13.7 0.82 1.03 1.77 0.85 1.38 3.9 0.81 1.34 2.46 536.61 1820.81 4479.36
 30 1.7 3.6 13.7 0.78 1.05 1.84 0.83 1.39 5.79 9.25 37.57 78.17 501.39 1768.4 4750.48
 50 1.7 3.6 13.7 0.8 1.04 1.51 0.91 1.39 4.7 36.79 140.72 313.26 549.15 1836.03 4413.85
35 5 1.7 4.3 9.2 0.73 0.98 1.75 0.96 1.39 3.52 423.6 1021.68 2907.21 99.09 267.55 669.46 
 10 1.7 4.3 9.2 0.66 1 1.65 0.93 1.42 3.34 178.38 434.73 1260.27 89 245.4 703.55 
 20 1.7 4.3 9.2 0.73 1.02 1.51 0.98 1.43 2.84 38.18 83.72 199.26 105.07 241.85 564.24 
 35 1.7 4.3 9.2 0.72 1.01 1.5 0.97 1.38 3.12 0.91 1.19 3.5 97.05 272.28 503.82 
 50 1.7 4.3 9.2 0.82 1 1.6 0.91 1.46 2.97 30.38 70.27 183.97 105.86 251.91 595.81 
 70 1.7 4.3 9.2 0.85 1.01 1.71 0.96 1.51 3.45 38.53 88.67 271.5 101.22 260.77 655.67 
50 5 1.6 4 9.9 0.71 1.03 2.65 0.79 1.6 8.22 1576.67 3886.42 9213.45 1.68 4.01 10.58 
 10 1.6 4 9.9 0.77 1.03 1.72 0.81 1.41 7.98 764.13 1861.91 4897.16 1.32 3.77 11.73 
 20 1.6 4 9.9 0.76 1 2.17 0.79 1.42 8.01 227.99 519.28 1425.68 1.31 3.77 10.64 
 50 1.6 4 9.9 0.76 1.01 1.42 0.82 1.22 7.01 0.73 1.22 3.91 1.32 3.72 9.5 
 70 1.6 4 9.9 0.78 1 1.48 0.86 1.19 7.62 32.95 83.96 242.28 1.35 3.68 10.18 
 90 1.6 4 9.9 0.77 1 1.32 0.84 1.21 7.66 55.29 126.49 302.05 1.27 3.7 10.19 
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Table 2.177 The ratio of the adjusted Nam and D’Agostino χ2 statistics of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj over the adjusted Nam and 
D’Agostino χ2 statistic of ࡼ෡cox, local: Weibull γ=2, σ=0.5; reference: Weibull γ=0.5, σ=0.5 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 2.3 6.8 15.9 1 1.11 1.96 1 1.11 1.99 1 1.11 1.96 1.01 1.26 2.52 
 10 2.3 6.8 15.9 1 1.09 1.51 1 1.09 1.57 0.99 1.06 1.52 1.02 1.22 1.96 
 20 2.3 6.8 15.9 0.99 1.09 1.49 0.99 1.09 1.49 0.97 1.06 1.74 0.99 1.23 1.97 
 50 2.3 6.8 15.9 0.99 1.05 1.4 0.99 1.05 1.46 0.93 1.28 2.5 0.99 1.2 1.77 
10 5 2.1 8.1 13.6 0.99 1.13 3.45 0.99 1.13 3.45 0.98 1.17 3.53 1.04 1.46 3.78 
 10 2.1 8.1 13.6 0.99 1.11 1.69 1 1.11 1.71 0.99 1.11 1.69 1.14 1.5 2.47 
 20 2.1 8.1 13.6 0.98 1.13 1.97 0.98 1.13 2 0.96 1.09 1.99 1.09 1.36 2.7 
 50 2.1 8.1 13.6 0.99 1.05 1.91 0.99 1.07 1.89 1.04 1.72 3.96 1.09 1.29 2.35 
20 5 2.1 7.4 14.4 0.98 1.18 3.92 0.98 1.17 3.93 0.97 1.46 6.98 1.15 1.64 5.8 
 10 2.1 7.4 14.4 0.99 1.25 3.57 1 1.28 3.55 0.99 1.38 4.45 1.17 1.8 4.94 
 20 2.1 7.4 14.4 1 1.17 1.64 1 1.19 1.69 1 1.17 1.64 1.22 1.63 3.91 
 30 2.1 7.4 14.4 0.98 1.08 1.92 0.98 1.1 1.93 0.95 1.15 2.21 1.19 1.52 2.93 
 50 2.1 7.4 14.4 0.99 1.09 2.57 0.99 1.11 2.57 0.95 1.93 4.68 1.18 1.5 3.1 
35 5 2.6 6.4 13.6 0.98 1.26 4.8 1 1.28 4.87 1.05 4 21.55 1.18 1.94 6.06 
 10 2.6 6.4 13.6 1 1.27 4.02 1 1.34 4.2 1.15 3.03 19.56 1.2 1.86 6.11 
 20 2.6 6.4 13.6 0.96 1.11 3.91 0.98 1.14 3.93 1.01 1.72 9.44 1.12 1.68 5.39 
 35 2.6 6.4 13.6 0.98 1.1 1.9 1.01 1.13 1.95 0.98 1.1 1.9 1.19 1.61 2.57 
 50 2.6 6.4 13.6 0.97 1.17 2.46 0.97 1.17 2.46 1 1.71 4.14 1.16 1.65 3.53 
 70 2.6 6.4 13.6 0.95 1.1 2.43 0.95 1.14 2.46 2.29 4.75 12.63 1.22 1.63 3.63 
50 5 2.7 7.2 15 1 1.32 6.42 1 1.32 6.41 2.38 22.73 163.73 1.08 1.51 6.97 
 10 2.7 7.2 15 1 1.4 4.1 1.01 1.43 4.11 2.52 13.05 93.61 1.12 1.48 4.36 
 20 2.7 7.2 15 0.97 1.17 2.31 0.98 1.21 2.32 1.96 9.46 33.78 1.07 1.36 2.72 
 50 2.7 7.2 15 0.91 1.04 1.77 0.92 1.09 1.91 0.92 1.04 1.79 1.05 1.23 2.04 
 70 2.7 7.2 15 0.91 1.05 1.74 0.91 1.07 1.77 1.87 3.97 9.13 1.05 1.19 2.22 
 90 2.7 7.2 15 0.93 1.06 2.03 0.94 1.07 2.11 7.57 15.22 41.45 1.07 1.19 2.28 
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Table 2.178 The ratio of the adjusted Nam and D’Agostino χ2 statistics of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj over the adjusted Nam and 
D’Agostino χ2 statistic of ࡼ෡cox, local: Weibull γ=2, σ=0.5; reference: Weibull γ=0.5, σ=1 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 2.3 6.8 15.9 0.99 1.06 1.65 0.98 1.06 1.67 0.99 1.07 1.63 0.98 1.22 1.83 
 10 2.3 6.8 15.9 0.99 1.04 1.4 0.99 1.05 1.39 0.99 1.04 1.4 0.99 1.19 1.9 
 20 2.3 6.8 15.9 0.99 1.05 1.41 0.99 1.05 1.44 0.95 1.02 1.29 1.02 1.22 2 
 50 2.3 6.8 15.9 0.98 1.04 1.34 0.98 1.04 1.37 0.93 1.28 2.29 1 1.18 1.79 
10 5 2.1 8.1 13.6 0.99 1.08 2 0.99 1.08 1.99 0.97 1.08 1.83 1.08 1.32 2.38 
 10 2.1 8.1 13.6 0.99 1.06 2.06 0.99 1.06 2.06 0.98 1.04 2.18 1.08 1.28 2.61 
 20 2.1 8.1 13.6 0.99 1.04 1.75 0.99 1.05 1.75 0.97 1.05 1.9 1.1 1.3 2.24 
 50 2.1 8.1 13.6 0.99 1.05 1.71 0.99 1.06 1.75 1.04 1.62 3.67 1.09 1.26 2.68 
20 5 2.1 7.4 14.4 0.98 1.13 2.29 0.99 1.14 2.4 0.94 1.29 4.88 1.16 1.66 3.88 
 10 2.1 7.4 14.4 0.98 1.1 1.65 0.99 1.11 1.65 0.97 1.27 2.15 1.2 1.52 2.59 
 20 2.1 7.4 14.4 0.98 1.05 1.54 0.99 1.06 1.55 0.98 1.1 1.7 1.2 1.52 3.4 
 30 2.1 7.4 14.4 0.99 1.06 1.73 0.99 1.07 1.84 0.95 1.03 1.85 1.21 1.48 3.1 
 50 2.1 7.4 14.4 0.99 1.03 1.63 0.99 1.05 1.74 1 1.72 3.83 1.2 1.5 2.95 
35 5 2.6 6.4 13.6 0.97 1.16 3.43 0.99 1.18 3.41 1.19 3.03 15.57 1.19 1.62 5.36 
 10 2.6 6.4 13.6 0.99 1.15 2.37 1 1.17 2.41 0.96 3.05 13.89 1.21 1.67 3.56 
 20 2.6 6.4 13.6 0.96 1.08 1.83 0.97 1.09 1.88 0.96 2.18 6.81 1.18 1.56 2.67 
 35 2.6 6.4 13.6 0.97 1.15 1.97 0.98 1.15 2.04 0.95 1.15 2.43 1.2 1.55 2.71 
 50 2.6 6.4 13.6 0.97 1.07 2.44 0.99 1.08 2.64 0.95 1.42 3.98 1.21 1.57 3.06 
 70 2.6 6.4 13.6 0.95 1.09 1.69 0.97 1.11 1.78 2.83 5.69 14.17 1.19 1.62 2.55 
50 5 2.7 7.2 15 0.98 1.18 2.97 0.98 1.2 2.96 2.78 14.42 56.83 1.07 1.38 3.61 
 10 2.7 7.2 15 0.92 1.11 1.83 0.97 1.13 1.82 4.89 12.75 64.36 1.06 1.26 1.93 
 20 2.7 7.2 15 0.95 1.06 1.82 0.97 1.08 1.94 3.92 9.46 29.36 1.05 1.22 2.05 
 50 2.7 7.2 15 0.92 1.03 1.61 0.97 1.04 1.61 0.92 1.06 1.89 1.04 1.17 2.03 
 70 2.7 7.2 15 0.92 1.06 1.51 0.93 1.07 1.58 2.58 5.08 12.53 1.05 1.22 2.01 
 90 2.7 7.2 15 0.89 1.04 1.79 0.91 1.06 1.86 10.28 21.98 57.08 1.04 1.19 2.21 
 
  
357 
358 
 
 
 
Table 2.179 The ratio of the adjusted Nam and D’Agostino χ2 statistics of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj over the adjusted Nam and 
D’Agostino χ2 statistic of ࡼ෡cox, local: Weibull γ=2, σ=0.5; reference: Weibull γ=0.5, σ=2 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 2.3 6.8 15.9 0.98 1.06 1.43 0.98 1.06 1.5 0.98 1.09 1.53 1.02 1.19 1.93 
 10 2.3 6.8 15.9 0.98 1.04 1.28 0.99 1.04 1.27 0.98 1.05 1.3 0.99 1.2 1.84 
 20 2.3 6.8 15.9 0.99 1.05 1.28 0.99 1.04 1.27 0.98 1.03 1.24 1.02 1.2 1.82 
 50 2.3 6.8 15.9 0.99 1.04 1.29 0.99 1.05 1.29 0.92 1.26 2.07 1.01 1.21 1.81 
10 5 2.1 8.1 13.6 0.99 1.05 2.13 0.99 1.06 2.14 0.98 1.07 2.62 1.1 1.33 2.52 
 10 2.1 8.1 13.6 0.99 1.02 1.56 0.98 1.04 1.56 0.97 1.05 1.61 1.08 1.32 2.16 
 20 2.1 8.1 13.6 0.99 1.04 1.62 0.99 1.04 1.61 0.99 1.04 1.64 1.09 1.26 2.97 
 50 2.1 8.1 13.6 0.98 1.04 1.68 0.97 1.05 1.68 1.03 1.52 3.79 1.09 1.31 2.52 
20 5 2.1 7.4 14.4 0.98 1.05 1.56 0.98 1.07 1.55 0.94 1.41 3.74 1.18 1.57 3.66 
 10 2.1 7.4 14.4 0.99 1.03 1.83 0.99 1.06 1.84 0.98 1.36 3.09 1.18 1.59 2.73 
 20 2.1 7.4 14.4 0.99 1.04 1.84 0.99 1.05 1.88 0.94 1.22 2.01 1.2 1.53 2.78 
 30 2.1 7.4 14.4 0.99 1.04 2 0.99 1.05 2 0.99 1.06 2.12 1.19 1.48 2.87 
 50 2.1 7.4 14.4 0.99 1.04 1.65 0.98 1.05 1.65 0.97 1.66 3.24 1.17 1.51 2.63 
35 5 2.6 6.4 13.6 0.96 1.03 3.37 0.96 1.05 3.48 1.72 4.49 18.1 1.19 1.57 4.8 
 10 2.6 6.4 13.6 0.95 1.07 2.09 0.96 1.09 2.08 1.96 3.51 10.59 1.2 1.63 2.57 
 20 2.6 6.4 13.6 0.97 1.11 2.01 0.98 1.11 1.99 1.35 2.93 9.28 1.2 1.56 2.85 
 35 2.6 6.4 13.6 0.99 1.11 1.9 1 1.13 1.9 0.8 1.46 4.16 1.2 1.55 2.76 
 50 2.6 6.4 13.6 0.97 1.1 1.98 0.97 1.13 2.03 0.87 1.33 3.42 1.2 1.57 3.22 
 70 2.6 6.4 13.6 0.98 1.08 1.87 0.99 1.09 1.94 4.59 10.28 22.35 1.21 1.53 3.21 
50 5 2.7 7.2 15 0.92 1.06 1.8 0.95 1.1 1.8 5.92 21.07 66.83 1.06 1.26 2.36 
 10 2.7 7.2 15 0.94 1.07 1.71 0.96 1.1 1.72 6.54 17.7 59.51 1.04 1.22 2.05 
 20 2.7 7.2 15 0.97 1.1 1.53 0.98 1.12 1.56 5.8 14.29 59.47 1.07 1.27 2.02 
 50 2.7 7.2 15 0.93 1.03 1.39 0.96 1.06 1.43 0.88 1.18 1.91 1.05 1.2 1.65 
 70 2.7 7.2 15 0.9 1.06 1.52 0.96 1.07 1.56 5.13 9.9 25.61 1.05 1.23 1.99 
 90 2.7 7.2 15 0.88 1.04 1.79 0.94 1.06 1.8 13.59 29.88 76.73 1.05 1.18 2.04 
 
  
358 
359 
 
 
 
Table 2.180 The ratio of the adjusted Nam and D’Agostino χ2 statistics of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj over the adjusted Nam and 
D’Agostino χ2 statistic of ࡼ෡cox, local: Weibull γ=2, σ=0.5; reference: Weibull γ=0.5, σ=4 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 2.3 6.8 15.9 0.99 1.04 1.45 0.99 1.05 1.47 0.99 1.06 1.54 1.01 1.19 1.86 
 10 2.3 6.8 15.9 0.98 1.03 1.31 0.98 1.04 1.32 0.98 1.04 1.37 1.01 1.17 1.68 
 20 2.3 6.8 15.9 0.99 1.03 1.43 1 1.04 1.44 0.99 1.05 1.42 1.01 1.22 1.69 
 50 2.3 6.8 15.9 0.99 1.04 1.35 0.99 1.05 1.36 0.92 1.24 2.09 1 1.21 1.82 
10 5 2.1 8.1 13.6 0.99 1.04 1.83 0.99 1.06 1.86 0.96 1.08 2.15 1.1 1.29 2.32 
 10 2.1 8.1 13.6 0.98 1.03 1.87 0.99 1.04 1.9 0.95 1.05 1.89 1.09 1.3 2.43 
 20 2.1 8.1 13.6 0.99 1.06 1.74 0.99 1.06 1.73 0.96 1.05 2.19 1.09 1.29 2.51 
 50 2.1 8.1 13.6 0.98 1.04 1.81 0.99 1.05 1.8 1.05 1.5 3.94 1.09 1.29 2.17 
20 5 2.1 7.4 14.4 0.98 1.04 1.56 0.99 1.08 1.56 0.9 1.46 3.98 1.2 1.53 3.17 
 10 2.1 7.4 14.4 0.98 1.06 1.82 0.99 1.07 1.86 0.94 1.37 4.03 1.17 1.51 2.91 
 20 2.1 7.4 14.4 0.98 1.05 1.59 0.99 1.06 1.66 0.97 1.48 3.71 1.19 1.56 2.91 
 30 2.1 7.4 14.4 0.99 1.05 1.6 1 1.07 1.6 0.93 1.28 2.5 1.19 1.51 2.79 
 50 2.1 7.4 14.4 0.99 1.04 1.62 0.99 1.05 1.69 0.9 1.55 3.31 1.19 1.5 2.96 
35 5 2.6 6.4 13.6 0.97 1.1 2.16 0.97 1.12 2.2 2.06 4.3 13.83 1.19 1.63 3.51 
 10 2.6 6.4 13.6 0.98 1.14 1.82 0.99 1.17 1.84 1.55 4.13 11.86 1.14 1.58 2.88 
 20 2.6 6.4 13.6 0.97 1.1 1.82 0.98 1.11 1.82 2.07 3.94 10.8 1.2 1.64 2.66 
 35 2.6 6.4 13.6 0.96 1.1 1.74 0.98 1.11 1.77 1.09 2.51 6.68 1.2 1.58 2.53 
 50 2.6 6.4 13.6 0.97 1.05 1.82 0.98 1.06 1.84 0.87 1.24 3.04 1.22 1.59 3.19 
 70 2.6 6.4 13.6 0.96 1.08 1.96 0.98 1.1 1.98 9.45 20.93 53.97 1.21 1.61 2.83 
50 5 2.7 7.2 15 0.97 1.15 1.71 0.99 1.19 1.68 6.61 24.77 60 1.07 1.32 2.1 
 10 2.7 7.2 15 0.93 1.08 1.76 0.93 1.11 1.77 5.12 18.88 59.97 1.07 1.25 2.03 
 20 2.7 7.2 15 0.92 1.04 2.25 0.92 1.07 2.22 8.37 19.3 87.56 1.07 1.19 2.97 
 50 2.7 7.2 15 0.92 1.04 1.52 0.94 1.06 1.61 0.92 1.24 3.27 1.05 1.17 2.04 
 70 2.7 7.2 15 0.92 1.05 1.4 0.98 1.08 1.45 11.75 24.83 64.27 1.04 1.2 1.78 
 90 2.7 7.2 15 0.92 1.03 1.46 0.92 1.08 1.51 0.23 0.93 7.52 1.07 1.18 1.75 
 
  
359 
360 
 
 
 
Table 2.181 The ratio of the adjusted Nam and D’Agostino χ2 statistics of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj over the adjusted Nam and 
D’Agostino χ2 statistic of ࡼ෡cox, local: Weibull γ=2, σ=1; reference: Weibull γ=0.5, σ=0.5 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 2.5 6.5 14.2 0.95 1.23 2.94 0.96 1.26 3.08 0.93 1.25 2.32 1.73 4.41 15.73 
 10 2.5 6.5 14.2 0.93 1.14 3.56 0.94 1.15 3.65 0.87 1.18 2.8 1.82 4.16 13.06 
 20 2.5 6.5 14.2 0.91 1.1 1.88 0.97 1.1 1.9 0.86 1.5 3.36 1.78 3.88 15 
 50 2.5 6.5 14.2 0.96 1.03 1.8 0.96 1.05 1.9 1.67 3.99 11.98 1.86 3.56 11.21 
10 5 2.3 7.6 12.8 0.93 1.21 5.34 0.93 1.23 5.36 0.92 1.33 6.14 2.7 5.94 30.39 
 10 2.3 7.6 12.8 0.99 1.33 2.52 0.99 1.35 2.58 0.96 1.24 2.73 2.42 6.64 24.71 
 20 2.3 7.6 12.8 0.93 1.12 2.86 0.98 1.13 2.85 1.06 1.55 6.57 2.74 5.57 20.97 
 50 2.3 7.6 12.8 0.95 1.09 2.07 0.96 1.13 2.05 3.03 6.59 30.45 2.9 5.13 24.17 
20 5 2.4 6.5 12.9 0.99 1.48 6.36 0.99 1.5 6.3 0.98 2.41 13.51 3.81 8.79 41.74 
 10 2.4 6.5 12.9 0.98 1.33 6.5 1 1.41 6.46 1.01 1.89 9.53 4.05 9.35 29.68 
 20 2.4 6.5 12.9 0.99 1.39 2.46 1 1.41 2.57 0.85 1.27 3.19 3.34 9.23 18.15 
 30 2.4 6.5 12.9 0.93 1.17 2.12 1.01 1.23 2.21 1.13 2.87 7.3 3.79 7.44 19.75 
 50 2.4 6.5 12.9 0.96 1.11 2.71 0.98 1.17 2.73 4.48 8.62 24.82 3.49 7.73 19.23 
35 5 2.3 7.4 15.6 0.95 1.8 30.22 0.98 1.82 30.14 2.94 12.36 57.12 2.63 7.9 52.68 
 10 2.3 7.4 15.6 1 1.6 6.86 1.01 1.63 6.96 1.69 8.92 81.42 2.58 6.06 44.65 
 20 2.3 7.4 15.6 0.9 1.25 4.22 1 1.32 4.48 0.84 3.26 18.63 2.83 5.62 23.64 
 35 2.3 7.4 15.6 0.9 1.21 2.5 0.99 1.27 2.53 0.89 1.37 3.95 2.67 5.3 16.99 
 50 2.3 7.4 15.6 0.94 1.11 2.11 0.98 1.23 2.13 3.5 6.28 22.42 2.55 5.41 14.94 
 70 2.3 7.4 15.6 0.95 1.1 2.44 0.98 1.13 2.44 9.64 17.54 62.73 2.79 6.07 16.58 
50 5 3.7 7.9 17.2 0.96 1.74 13.74 0.97 1.74 13.34 7.85 42.09 126.99 1.4 2.68 20.11 
 10 3.7 7.9 17.2 0.87 1.54 7.87 0.91 1.63 7.92 11.63 37.24 114.99 1.27 2.34 12.27 
 20 3.7 7.9 17.2 0.87 1.21 4.88 0.91 1.28 4.85 6.27 31.62 89.78 1.36 2.22 6.49 
 50 3.7 7.9 17.2 0.92 1.13 2.83 0.95 1.18 3.12 0.71 1.35 3.37 1.31 2.03 4.41 
 70 3.7 7.9 17.2 0.93 1.16 2.4 0.96 1.23 2.69 5.2 11.09 25.98 1.43 2 4.91 
 90 3.7 7.9 17.2 0.97 1.12 2.57 0.97 1.22 2.57 13.7 33.17 74.67 1.29 1.94 4.5 
 
  
360 
361 
 
 
 
Table 2.182 The ratio of the adjusted Nam and D’Agostino χ2 statistics of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj over the adjusted Nam and 
D’Agostino χ2 statistic of ࡼ෡cox, local: Weibull γ=2, σ=1; reference: Weibull γ=0.5, σ=1 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 2.5 6.5 14.2 0.94 1.11 2.22 0.93 1.11 2.29 0.94 1.11 2.25 1.57 3.55 10.83 
 10 2.5 6.5 14.2 0.95 1.06 2.25 0.95 1.07 2.3 0.88 1.07 2.31 2 3.51 9.28 
 20 2.5 6.5 14.2 0.93 1.02 1.74 0.95 1.04 1.7 0.88 1.29 3.57 1.97 3.99 9.56 
 50 2.5 6.5 14.2 0.95 1.02 1.56 0.95 1.02 1.67 1.65 3.85 12.18 2.14 3.68 11.93 
10 5 2.3 7.6 12.8 0.97 1.17 2.45 0.98 1.17 2.47 0.88 1.26 3.14 2.9 5.06 19.53 
 10 2.3 7.6 12.8 0.97 1.04 1.97 0.97 1.08 1.93 0.96 1.04 1.95 2.57 5.69 17.29 
 20 2.3 7.6 12.8 0.93 1.06 2.18 0.98 1.1 2.15 0.85 1.31 4.62 3.17 5.21 19.09 
 50 2.3 7.6 12.8 0.97 1.06 1.8 0.98 1.07 1.79 2.75 6.15 28.76 3.17 5.72 15.42 
20 5 2.4 6.5 12.9 0.98 1.34 3.68 1 1.34 3.6 0.81 2.63 7.82 2.79 6.73 26.87 
 10 2.4 6.5 12.9 0.93 1.04 2.12 0.98 1.1 2.17 0.9 1.88 4.78 3.72 7.79 19.57 
 20 2.4 6.5 12.9 0.89 1.07 1.87 0.9 1.1 1.89 0.88 1.07 1.81 4.01 7.41 21.31 
 30 2.4 6.5 12.9 0.94 1.08 1.7 0.96 1.12 1.77 0.93 2 4.94 3.6 8.03 17.79 
 50 2.4 6.5 12.9 0.94 1.09 1.43 0.96 1.15 1.44 4.22 8.56 22.68 3.71 7.83 19.77 
35 5 2.3 7.4 15.6 0.87 1.18 3.49 0.92 1.24 3.52 1.71 11.2 46.19 2.44 5.96 19.8 
 10 2.3 7.4 15.6 0.95 1.18 3 0.96 1.25 2.92 2.44 9.05 46.47 2.83 5.5 18.96 
 20 2.3 7.4 15.6 0.94 1.09 1.95 0.97 1.14 2.11 1.63 4.77 17.69 2.73 4.9 19.56 
 35 2.3 7.4 15.6 0.92 1.02 2.4 0.96 1.09 2.43 0.92 1.02 2.4 2.91 5.42 13.61 
 50 2.3 7.4 15.6 0.95 1.08 1.73 1 1.14 1.81 2.93 5.59 18.32 2.76 5.67 14.33 
 70 2.3 7.4 15.6 0.95 1.05 1.89 0.97 1.11 1.93 11.2 19.97 68.82 2.87 4.99 17.18 
50 5 3.7 7.9 17.2 0.92 1.23 4.77 0.95 1.35 4.68 12.73 33.17 113.33 1.27 2.15 5.42 
 10 3.7 7.9 17.2 0.91 1.08 2.73 0.97 1.22 2.83 13.93 34.21 98.64 1.34 2.01 4.22 
 20 3.7 7.9 17.2 0.9 1.12 2.56 0.92 1.22 2.49 10.8 33.1 77.22 1.3 1.92 4.6 
 50 3.7 7.9 17.2 0.93 1.09 1.83 0.95 1.16 2.16 0.9 1.09 1.72 1.27 1.86 3.84 
 70 3.7 7.9 17.2 0.83 1.04 1.84 0.94 1.11 2.05 6.12 14.24 30.05 1.27 1.8 3.42 
 90 3.7 7.9 17.2 0.86 1.01 1.47 0.93 1.07 1.8 18.74 44.45 99.19 1.31 1.77 3.08 
 
  
361 
362 
 
 
 
Table 2.183 The ratio of the adjusted Nam and D’Agostino χ2 statistics of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj over the adjusted Nam and 
D’Agostino χ2 statistic of ࡼ෡cox, local: Weibull γ=2, σ=1; reference: Weibull γ=0.5, σ=2 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 2.5 6.5 14.2 0.93 1.05 2.11 0.94 1.09 2.1 0.94 1.05 2.48 2.09 3.82 11.97 
 10 2.5 6.5 14.2 0.91 1.02 1.46 0.96 1.04 1.49 0.95 1.03 1.48 1.99 3.67 8.05 
 20 2.5 6.5 14.2 0.93 1.01 1.78 0.97 1.05 1.86 0.88 1.07 2.13 2.17 3.88 9.16 
 50 2.5 6.5 14.2 0.97 1.04 2.03 0.97 1.07 2.11 1.61 3.5 11.14 2.08 3.93 8.79 
10 5 2.3 7.6 12.8 0.97 1.07 2.1 0.96 1.15 2.15 0.95 1.26 3.78 2.91 5.91 18.53 
 10 2.3 7.6 12.8 0.97 1.05 1.71 0.96 1.1 1.71 0.92 1.15 1.96 3.43 5.53 13.72 
 20 2.3 7.6 12.8 0.94 1.05 1.6 0.95 1.08 1.68 0.95 1.05 1.69 3.41 5.18 16.49 
 50 2.3 7.6 12.8 0.97 1.06 1.49 0.96 1.08 1.57 2.59 5.69 27.02 3.21 5.52 15.58 
20 5 2.4 6.5 12.9 0.95 1.13 2.17 0.99 1.18 2.29 1.37 3.31 10.23 3.98 7.37 23.93 
 10 2.4 6.5 12.9 0.97 1.07 1.88 0.97 1.1 2.01 1.06 2.95 7.6 3.76 8.21 22.4 
 20 2.4 6.5 12.9 0.93 1.08 1.97 0.94 1.12 2.07 0.86 1.79 4.19 3.92 8.15 14.93 
 30 2.4 6.5 12.9 0.93 1.04 1.65 0.94 1.07 1.73 0.9 1.07 1.64 4.05 7.72 20.29 
 50 2.4 6.5 12.9 0.97 1.04 1.58 0.97 1.07 1.67 3.5 7.74 22.23 4.2 8.03 17.27 
35 5 2.3 7.4 15.6 0.9 1.11 2.61 0.91 1.22 2.89 5.3 13.98 58.56 2.93 5.68 22.15 
 10 2.3 7.4 15.6 0.91 1.06 1.99 0.92 1.12 2 4.43 10.66 36.23 2.84 4.87 14.57 
 20 2.3 7.4 15.6 0.92 1.08 1.84 0.93 1.16 1.95 2.86 9.5 34.38 2.96 5.04 16.89 
 35 2.3 7.4 15.6 0.91 1.03 1.56 0.93 1.11 1.6 1.02 2.07 7.8 2.7 4.94 15.31 
 50 2.3 7.4 15.6 0.92 1.01 1.44 0.93 1.11 1.69 2.48 4.94 14.44 2.84 5.38 16.04 
 70 2.3 7.4 15.6 0.9 1.01 1.41 0.93 1.05 1.57 16.13 29.12 102.88 2.73 5.11 16.16 
50 5 3.7 7.9 17.2 0.86 1.07 3.75 0.88 1.13 3.81 18.42 41.41 91.38 1.28 2.02 4.99 
 10 3.7 7.9 17.2 0.84 1.04 1.66 0.86 1.11 2.29 15.09 36.7 86.54 1.31 1.88 3.75 
 20 3.7 7.9 17.2 0.87 1.07 1.75 0.93 1.12 1.82 16.13 35.89 82.96 1.31 1.95 3.35 
 50 3.7 7.9 17.2 0.84 1.04 1.46 0.86 1.09 1.57 0.84 1.3 2.79 1.34 1.74 2.94 
 70 3.7 7.9 17.2 0.92 1.02 1.65 0.95 1.1 2.07 10.6 25.3 54.93 1.32 1.79 3.5 
 90 3.7 7.9 17.2 0.82 1 1.61 0.87 1.06 1.97 28.11 64.13 140.65 1.3 1.81 3.22 
 
  
362 
363 
 
 
 
Table 2.184 The ratio of the adjusted Nam and D’Agostino χ2 statistics of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj over the adjusted Nam and 
D’Agostino χ2 statistic of ࡼ෡cox, local: Weibull γ=2, σ=1; reference: Weibull γ=0.5, σ=4 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 2.5 6.5 14.2 0.91 1.04 1.72 0.92 1.05 1.93 0.91 1.08 1.72 1.96 3.84 15.64 
 10 2.5 6.5 14.2 0.94 1.03 1.64 0.94 1.04 1.64 0.93 1.08 1.84 1.92 3.72 9.62 
 20 2.5 6.5 14.2 0.98 1.04 2.04 0.97 1.05 2.01 0.96 1.09 1.76 2.21 3.87 10.55 
 50 2.5 6.5 14.2 0.95 1.01 1.71 0.96 1.02 1.72 1.49 3.38 10.88 2.11 3.76 9.06 
10 5 2.3 7.6 12.8 0.98 1.06 1.99 0.98 1.07 2.05 0.84 1.35 3.17 2.91 5.08 22.01 
 10 2.3 7.6 12.8 0.93 1.03 1.93 0.97 1.06 1.94 0.93 1.28 2.53 2.96 5.58 15.25 
 20 2.3 7.6 12.8 0.94 1.04 1.52 0.94 1.05 1.6 0.91 1.21 2.87 3.06 5.46 23.69 
 50 2.3 7.6 12.8 0.97 1.04 1.72 0.97 1.06 1.72 2.47 5.67 24.81 3.42 5.69 15.1 
20 5 2.4 6.5 12.9 0.98 1.15 2 1 1.15 2.06 1.35 3.42 13.18 3.81 7.79 31.73 
 10 2.4 6.5 12.9 0.94 1.06 1.67 0.94 1.14 1.71 1.27 3.21 11.84 3.74 7.43 26.88 
 20 2.4 6.5 12.9 0.94 1.11 1.79 0.99 1.13 2.03 1.43 3.71 7.11 4.41 8.49 18.47 
 30 2.4 6.5 12.9 0.94 1.06 1.65 0.96 1.1 1.81 1.08 2.34 4.04 3.94 8.09 18.81 
 50 2.4 6.5 12.9 0.93 1.06 1.68 0.95 1.09 1.71 3.55 6.85 17.89 3.85 8.03 17.82 
35 5 2.3 7.4 15.6 0.92 1.1 2.34 0.95 1.18 2.31 5.41 13.44 34.73 2.76 5.25 13.41 
 10 2.3 7.4 15.6 0.93 1.02 2.3 0.95 1.07 2.28 3.48 11.54 41.83 2.69 4.81 15.08 
 20 2.3 7.4 15.6 0.95 1.08 1.65 0.97 1.13 1.67 5.95 12.18 51.16 2.99 5.44 19.12 
 35 2.3 7.4 15.6 0.93 1.02 1.48 0.95 1.06 1.54 2.65 6.14 25.34 2.82 4.98 16.25 
 50 2.3 7.4 15.6 0.91 1.04 1.79 0.93 1.09 1.96 2.18 4.06 16.42 2.83 5.14 15.56 
 70 2.3 7.4 15.6 0.96 1.05 2.02 0.97 1.08 2.17 26.34 50.86 172.59 2.91 5.1 16 
50 5 3.7 7.9 17.2 0.93 1.1 2.3 0.98 1.14 2.57 17.26 36.89 96.81 1.36 1.91 3.49 
 10 3.7 7.9 17.2 0.91 1.06 1.83 0.92 1.08 1.77 18.15 36.7 94.79 1.29 1.79 3.12 
 20 3.7 7.9 17.2 0.87 1.05 1.71 0.91 1.13 1.89 17.5 38.17 104.21 1.35 1.85 3.76 
 50 3.7 7.9 17.2 0.84 1.06 1.56 0.86 1.12 1.61 0.95 1.58 5.33 1.29 1.87 3.23 
 70 3.7 7.9 17.2 0.83 1.02 1.86 0.92 1.09 1.95 23.07 51.8 116.09 1.34 1.82 3.55 
 90 3.7 7.9 17.2 0.88 1.02 1.41 0.91 1.09 2.34 9.19 16.78 42.41 1.28 1.82 3 
 
  
363 
364 
 
 
 
Table 2.185 The ratio of the adjusted Nam and D’Agostino χ2 statistics of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj over the adjusted Nam and 
D’Agostino χ2 statistic of ࡼ෡cox, local: Weibull γ=2, σ=2; reference: Weibull γ=0.5, σ=0.5 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 1.7 3.3 9.5 0.69 1.29 5.53 0.72 1.4 5.71 1.32 4.03 9.28 16.8 101.43 842.44 
 10 1.7 3.3 9.5 0.78 1.27 5.69 0.87 1.34 5.76 2.88 9.59 18.48 20.2 102.57 514.19 
 20 1.7 3.3 9.5 0.76 1.21 3.35 0.87 1.3 3.64 6.36 18.81 39.54 23.52 90.32 280.54 
 50 1.7 3.3 9.5 0.78 1.02 2.49 0.88 1.08 2.88 13.78 41.33 88.33 31.58 99.02 227.06 
10 5 2.3 4.8 11.4 0.88 1.65 7.67 0.91 1.83 7.68 0.96 2.27 7.24 17.79 119.84 809.16 
 10 2.3 4.8 11.4 0.89 1.34 10.34 0.99 1.5 10.31 3.27 7.63 24.29 25.88 118.87 759.68 
 20 2.3 4.8 11.4 0.95 1.41 3.54 1.02 1.49 3.56 6.26 18.18 45.89 30.7 111.18 503.26 
 50 2.3 4.8 11.4 0.85 1.07 3.54 0.85 1.15 3.45 17.31 46 108.98 36.59 91.59 333.87 
20 5 2.4 6.6 14.4 0.82 1.94 7.81 0.94 2.12 7.57 1.31 2.97 13.65 19.42 92.08 349.37 
 10 2.4 6.6 14.4 0.77 1.45 11.67 0.86 1.7 12.41 0.9 1.88 9.93 20.34 90.38 592.26 
 20 2.4 6.6 14.4 0.89 1.35 4.52 0.94 1.41 4.68 5.26 11.82 33.04 19.95 85.9 316.61 
 30 2.4 6.6 14.4 0.82 1.14 3.15 0.85 1.33 4.35 9.06 22.49 59.02 19.15 80.6 225.5 
 50 2.4 6.6 14.4 0.89 1.07 2.76 0.9 1.22 2.85 17.88 42.61 108.97 32.93 93.46 330.48 
35 5 2.6 7.4 16.4 0.81 1.53 18.9 0.87 1.67 19.14 10.43 22.66 68.91 9.78 31.2 245.52 
 10 2.6 7.4 16.4 0.81 1.57 6.77 0.84 1.71 8.47 4.45 10.86 33.36 11.29 29.16 115.53 
 20 2.6 7.4 16.4 0.6 1.27 4.89 0.6 1.44 4.94 1.03 2.17 5.16 9.78 28.42 92.16 
 35 2.6 7.4 16.4 0.82 1.08 2.57 0.87 1.17 2.91 3.8 8.64 23.37 11.22 27.74 92.44 
 50 2.6 7.4 16.4 0.86 1.11 3.42 0.9 1.29 3.39 9.93 22.71 60.08 10.91 28.19 92.5 
 70 2.6 7.4 16.4 0.89 1.12 3.21 0.9 1.18 3.35 19.12 43.11 118.81 12.39 30.37 119.68 
50 5 1.9 6.5 14.1 0.84 2.04 24.58 0.82 2.43 24.86 36.22 114.09 397.29 2.08 4.91 24.13 
 10 1.9 6.5 14.1 0.9 2.27 9.51 1.02 2.49 8.94 22.76 58.18 158.83 1.88 4.94 15.62 
 20 1.9 6.5 14.1 0.89 1.48 5.51 1.01 1.88 5.46 10.45 24.25 50.2 1.93 4.31 8.32 
 50 1.9 6.5 14.1 0.77 1.17 2.73 0.95 1.49 3.38 1.62 3.12 8.38 1.63 3.23 9.63 
 70 1.9 6.5 14.1 0.66 1.12 3.13 0.89 1.36 4.18 10 23.52 76.31 1.85 3.28 9.24 
 90 1.9 6.5 14.1 0.85 1.12 3.1 0.92 1.34 3.44 26.54 58.58 211.9 1.73 3.42 6.26 
 
  
364 
365 
 
 
 
Table 2.186 The ratio of the adjusted Nam and D’Agostino χ2 statistics of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj over the adjusted Nam and 
D’Agostino χ2 statistic of ࡼ෡cox, local: Weibull γ=2, σ=2; reference: Weibull γ=0.5, σ=1 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 1.7 3.3 9.5 0.78 1.16 3.35 0.92 1.27 3.35 0.98 2.36 4.94 16.72 72.26 355.65 
 10 1.7 3.3 9.5 0.84 1.03 2.26 0.93 1.13 2.53 1.86 5.92 13.07 23.93 97.67 255.99 
 20 1.7 3.3 9.5 0.74 1.05 2.33 0.87 1.2 2.42 4.77 14.78 31.86 33.25 99.16 247.35 
 50 1.7 3.3 9.5 0.83 1.04 1.81 0.89 1.16 2.27 13.45 40.35 86 40.56 108.58 230.4 
10 5 2.3 4.8 11.4 0.92 1.18 5.92 0.94 1.34 6.06 0.85 1.3 5.01 25.21 98.13 297.09 
 10 2.3 4.8 11.4 0.85 1.08 3.06 0.87 1.18 3.12 1.76 4.23 12.23 25.58 98.71 260.34 
 20 2.3 4.8 11.4 0.87 1.06 2.69 0.91 1.18 2.7 4.89 14.02 32.75 38.2 111.09 259.96 
 50 2.3 4.8 11.4 0.9 1.09 2.33 0.88 1.21 2.34 16.76 44.97 106.21 40.22 100.24 267.56 
20 5 2.4 6.6 14.4 0.83 1.34 6.9 0.91 1.53 6.76 1.7 3.78 11.71 18.91 86.55 258.63 
 10 2.4 6.6 14.4 0.82 1.13 3.24 0.85 1.2 3.25 0.84 1.27 2.88 19.55 79.55 317.85 
 20 2.4 6.6 14.4 0.84 1.11 3.14 0.84 1.16 3.12 3.25 7.64 20.1 29.98 82.35 274.83 
 30 2.4 6.6 14.4 0.88 1.08 2.14 0.87 1.18 2.9 7.71 18.11 47.61 34.03 69.74 260.73 
 50 2.4 6.6 14.4 0.82 1.03 1.85 0.88 1.16 2.18 16.99 41.01 104.84 31.18 79.63 263.59 
35 5 2.6 7.4 16.4 0.84 1.54 6.3 0.84 1.71 6.68 9.83 29.98 87.79 8.12 29.27 111.24 
 10 2.6 7.4 16.4 0.66 1.11 2.66 0.66 1.31 2.83 6.61 13.67 34.59 11.83 24.5 76.53 
 20 2.6 7.4 16.4 0.82 1.06 1.98 0.81 1.25 2.38 1.74 4.08 12.52 13.44 31.46 97.87 
 35 2.6 7.4 16.4 0.8 1.01 1.77 0.84 1.14 2.02 2.54 5.87 15.4 13.03 26.5 105.55 
 50 2.6 7.4 16.4 0.82 1.04 1.74 0.83 1.22 2.22 9.24 20.53 57.18 14.39 27.44 82.13 
 70 2.6 7.4 16.4 0.8 1.04 1.82 0.89 1.2 2.16 20.74 46.89 129.1 13.76 28.81 86.56 
50 5 1.9 6.5 14.1 0.87 1.68 8.74 0.97 1.75 8.82 46.71 119.97 361.59 1.64 3.59 15.71 
 10 1.9 6.5 14.1 0.86 1.2 3.75 0.91 1.41 6.23 34.3 76.82 241.41 1.67 3.06 8.09 
 20 1.9 6.5 14.1 0.83 1.11 2.57 0.85 1.2 3.07 13.18 30.43 107.77 1.64 3.13 8.79 
 50 1.9 6.5 14.1 0.66 1.04 1.76 0.72 1.19 2.35 1.17 1.9 4.44 1.65 3.34 6.24 
 70 1.9 6.5 14.1 0.77 1.01 1.64 0.79 1.18 2.07 12.28 27.58 100.74 1.74 3.12 6.6 
 90 1.9 6.5 14.1 0.78 0.99 1.93 0.85 1.14 2.23 36.2 77.2 268.08 1.64 3.09 6.47 
 
  
365 
366 
 
 
 
Table 2.187 The ratio of the adjusted Nam and D’Agostino χ2 statistics of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj over the adjusted Nam and 
D’Agostino χ2 statistic of ࡼ෡cox, local: Weibull γ=2, σ=2; reference: Weibull γ=0.5, σ=2 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 1.7 3.3 9.5 0.63 1.11 3.54 0.8 1.19 3.94 0.65 1.12 3.6 36.82 98.73 329.02 
 10 1.7 3.3 9.5 0.84 1.03 2.64 0.88 1.12 2.73 0.89 1.69 3.88 29.57 106.2 231.12 
 20 1.7 3.3 9.5 0.81 1.02 2.15 0.94 1.13 2.27 2.25 7.1 15.94 32.69 99.36 230 
 50 1.7 3.3 9.5 0.8 1 1.85 0.89 1.1 2 13.11 38.78 81.21 32.26 100.5 227.94 
10 5 2.3 4.8 11.4 0.92 1.06 3.15 0.93 1.18 3.3 1.05 1.97 7.33 41.25 102.98 393.82 
 10 2.3 4.8 11.4 0.89 1.02 2.38 0.89 1.13 2.39 0.88 1.07 2.41 40.57 94.56 310 
 20 2.3 4.8 11.4 0.91 1.05 1.99 0.93 1.11 2.35 2.22 5.36 11.79 44.43 102.91 316.17 
 50 2.3 4.8 11.4 0.9 1.04 2.13 0.95 1.09 2.21 15.85 43.2 100.96 43.25 109.77 249.45 
20 5 2.4 6.6 14.4 0.78 1.17 2.01 0.93 1.31 2.32 5.52 11.99 24 34.64 81.72 208.94 
 10 2.4 6.6 14.4 0.79 1 2.14 0.87 1.17 2.17 2.17 4.85 16.84 31 85.17 336.14 
 20 2.4 6.6 14.4 0.84 1.04 2.51 0.91 1.2 2.57 0.88 1.07 2.16 33.45 81.69 293.26 
 30 2.4 6.6 14.4 0.85 1.05 1.77 0.84 1.15 2.31 3.69 8.47 23.6 31.56 76.5 300.05 
 50 2.4 6.6 14.4 0.86 1.04 1.5 0.88 1.2 1.86 16.09 38.82 100.67 31.47 82.44 224.31 
35 5 2.6 7.4 16.4 0.83 1.12 4.38 0.89 1.27 4.62 26.03 62.83 167.8 11.91 31.22 90.89 
 10 2.6 7.4 16.4 0.86 1.01 1.79 0.91 1.14 2.91 16.94 32.94 84.49 12 28.47 72.57 
 20 2.6 7.4 16.4 0.81 1.04 2.17 0.9 1.14 2.65 5.73 12.99 31.44 11.77 30.35 85.04 
 35 2.6 7.4 16.4 0.73 1.01 1.57 0.85 1.09 2.66 0.8 1.12 2.01 13.05 26.57 93.02 
 50 2.6 7.4 16.4 0.88 1.04 1.77 0.95 1.18 2.24 8.38 18.22 54.4 13.53 29.96 77.6 
 70 2.6 7.4 16.4 0.86 1.04 1.83 0.94 1.22 2.25 26.2 60.69 172.49 13.5 27.84 73.47 
50 5 1.9 6.5 14.1 0.64 1.08 3.16 0.84 1.17 4.16 81.11 227.28 741.66 1.66 3.24 7.02 
 10 1.9 6.5 14.1 0.79 1.02 2.49 0.86 1.21 3.86 58.84 133.87 466.87 1.69 3.11 7.4 
 20 1.9 6.5 14.1 0.74 1.01 1.86 0.8 1.19 3.04 25.01 66.85 211.32 1.65 3.1 6.38 
 50 1.9 6.5 14.1 0.66 0.99 1.98 0.84 1.13 2.39 0.81 1.07 2.08 1.63 3.22 6.7 
 70 1.9 6.5 14.1 0.79 1.01 1.43 0.86 1.15 2.26 21.01 45.49 159.3 1.72 3.12 5.98 
 90 1.9 6.5 14.1 0.69 1.01 1.66 0.84 1.14 2.61 51.66 114.42 415.69 1.63 3.31 6.18 
 
  
366 
367 
 
 
 
Table 2.188 The ratio of the adjusted Nam and D’Agostino χ2 statistics of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj over the adjusted Nam and 
D’Agostino χ2 statistic of ࡼ෡cox, local: Weibull γ=2, σ=2; reference: Weibull γ=0.5, σ=4 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 1.7 3.3 9.5 0.79 1.05 2.72 0.92 1.21 3.41 1.1 2.55 10.7 32.71 93.81 301.05 
 10 1.7 3.3 9.5 0.84 1.07 2.17 0.94 1.17 2.25 0.87 1.6 4.47 27.31 85.86 259.74 
 20 1.7 3.3 9.5 0.83 1.02 2.21 0.86 1.15 2.86 0.73 1.15 1.86 30.9 104.48 241.32 
 50 1.7 3.3 9.5 0.8 1.02 1.77 0.91 1.14 2.04 12.56 39.36 81.02 33.85 106.77 218.26 
10 5 2.3 4.8 11.4 0.91 1.12 2.96 0.93 1.21 3.27 2.93 7.42 25.27 40.45 108.78 261.89 
 10 2.3 4.8 11.4 0.82 1.03 2.01 0.9 1.17 2.44 1.97 4.77 12.85 37.8 99.27 320.3 
 20 2.3 4.8 11.4 0.88 1.05 3.64 0.95 1.19 4.51 0.9 1.4 5.06 46.69 114.02 284.96 
 50 2.3 4.8 11.4 0.85 1.01 2.4 0.88 1.12 2.56 16.48 42.16 97.64 46.54 102.39 265.9 
20 5 2.4 6.6 14.4 0.83 1.11 2.23 0.86 1.37 2.38 11.77 29.2 71.26 30.83 88.28 251.51 
 10 2.4 6.6 14.4 0.82 1.07 3.45 0.84 1.25 3.31 9.26 20.82 64.59 28.58 82.12 273.24 
 20 2.4 6.6 14.4 0.84 1.03 2 0.87 1.21 3 3.86 7.76 24.34 36.12 89.92 281 
 30 2.4 6.6 14.4 0.82 1.03 1.71 0.85 1.17 1.93 0.97 1.39 2.43 36.14 85.66 302.51 
 50 2.4 6.6 14.4 0.81 1.03 2.15 0.81 1.16 2.25 16.01 37.59 96.11 36.31 84.97 259.77 
35 5 2.6 7.4 16.4 0.86 1.04 2.68 0.91 1.31 3.26 46.64 116.78 306.89 12.7 27.87 86.16 
 10 2.6 7.4 16.4 0.8 1.12 1.88 0.94 1.23 2.52 32.83 93.3 266.88 9.58 27.03 91.43 
 20 2.6 7.4 16.4 0.82 1.04 2.12 0.96 1.23 2.54 21.42 49.1 133.34 14.54 29.91 85.2 
 35 2.6 7.4 16.4 0.86 1.03 1.45 0.94 1.13 1.88 3.83 7.41 18.33 13.91 28.4 85.63 
 50 2.6 7.4 16.4 0.8 1.01 1.32 0.98 1.12 2.03 7.57 17.87 46.28 15.19 28.44 89.44 
 70 2.6 7.4 16.4 0.86 1.01 1.46 0.94 1.14 2.34 38.99 90.79 264.25 13.77 28.79 79.87 
50 5 1.9 6.5 14.1 0.74 1.05 2.47 0.72 1.3 2.84 139.72 369.38 1097.05 1.82 3.27 6.79 
 10 1.9 6.5 14.1 0.72 1.09 2.1 0.8 1.28 2.72 112.35 303.05 823.41 1.63 2.87 6.07 
 20 1.9 6.5 14.1 0.81 1.04 1.91 0.85 1.23 3.09 81.21 186.77 548.16 1.7 3.28 6.8 
 50 1.9 6.5 14.1 0.83 1.01 1.59 0.95 1.2 2.14 0.87 1.26 2.79 1.63 3.01 6.06 
 70 1.9 6.5 14.1 0.79 1.03 1.54 0.79 1.25 2.41 40.12 93.07 302.56 1.66 3.31 6.25 
 90 1.9 6.5 14.1 0.75 1 1.41 0.87 1.2 2.39 27.68 59.17 200.47 1.68 2.92 6.08 
 
  
367 
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Table 2.189 The ratio of the adjusted Nam and D’Agostino χ2 statistics of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj over the adjusted Nam and 
D’Agostino χ2 statistic of ࡼ෡cox, local: Weibull γ=2, σ=4; reference: Weibull γ=0.5, σ=0.5 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 0.4 1.8 4.6 0.52 1.41 8.02 0.71 2.35 10.12 24.72 76.34 320.11 1169.99 9983.37 51657.42
 10 0.4 1.8 4.6 0.63 1.15 7.08 0.72 2.06 13.8 32.68 94.13 402.93 1552.78 9677.49 32598.58
 20 0.4 1.8 4.6 0.64 1.09 5.59 0.79 1.94 8.01 45.36 110.39 463.71 2378.05 8668.98 49981.13
 50 0.4 1.8 4.6 0.55 1.11 2.58 0.72 1.92 7.83 41.02 104.52 420.05 2386.1 8857.72 45762.74
10 5 0.7 2.2 8.8 0.83 1.39 8.3 0.94 2.12 17.41 23.17 86.74 333.83 807.07 5533.34 24904.91
 10 0.7 2.2 8.8 0.8 1.68 13.63 0.96 2.44 15.15 36.57 117.14 427.33 969.12 4819.09 39803.54
 20 0.7 2.2 8.8 0.72 1.29 4.95 1.01 1.93 11.13 46.49 152.69 502.57 1396.27 5346 29267.31
 50 0.7 2.2 8.8 0.82 1.08 3.56 0.9 1.57 7.83 47.81 170.92 577.27 1045.81 5457.63 15250.43
20 5 1.3 4.2 11.7 0.7 1.77 11.35 0.85 2.81 12.15 7.7 24.77 83.57 312.08 1712.68 6787.56
 10 1.3 4.2 11.7 0.72 1.54 10.25 0.97 1.89 11.52 19.19 46.38 156.01 519.24 1549.97 4981.83
 20 1.3 4.2 11.7 0.6 1.18 4.59 0.95 1.93 5.28 29.57 84.76 232.38 592.92 1648.6 4367.77
 30 1.3 4.2 11.7 0.68 1.19 2.78 0.91 1.81 3.93 35.48 103.82 319.93 528.5 1551.78 5443.84
 50 1.3 4.2 11.7 0.53 1.07 2.92 0.87 1.71 4.06 44.48 133.8 424.21 528.75 1739.49 5402.51
35 5 1.1 4.1 11.1 0.79 1.83 14.16 0.89 2.45 14.91 7.79 20.12 67.55 55.25 245.59 1113.28
 10 1.1 4.1 11.1 0.86 1.85 12.3 0.91 2.48 16.82 1.29 2.78 15.03 55.74 251.16 1456.55
 20 1.1 4.1 11.1 0.85 1.28 4.14 0.96 2.03 7.98 6.65 18.07 94.59 64.43 233.54 1349.02
 35 1.1 4.1 11.1 0.81 1.19 2.83 0.98 1.75 4.96 20.03 52.1 209.05 91.81 231.62 1435.29
 50 1.1 4.1 11.1 0.74 1.12 2.62 0.88 1.41 5.43 30.44 82.33 328.14 90.72 257.26 1088.01
 70 1.1 4.1 11.1 0.73 1.06 3.19 0.94 1.76 4.87 44.22 117.69 467.47 104.61 247.71 1132.79
50 5 1.5 4.5 9.3 0.82 2.31 13.22 0.88 3.05 24.42 104.67 232.1 694.54 2.34 5.13 22.21 
 10 1.5 4.5 9.3 0.66 2.04 13.08 1.01 2.77 14.61 49.63 103.66 339.52 1.72 5.14 23.05 
 20 1.5 4.5 9.3 0.56 1.34 6.15 0.68 2.23 9.65 15.08 29.99 92.07 1.53 4.07 17.82 
 50 1.5 4.5 9.3 0.68 1.04 3.09 0.76 1.65 7.43 2.09 5.03 11.55 1.44 3.68 8.26 
 70 1.5 4.5 9.3 0.61 1.06 2.57 0.82 1.82 8.53 12.92 32.06 93.3 1.41 3.64 9.22 
 90 1.5 4.5 9.3 0.65 1.07 2.66 0.88 1.52 6.77 33.79 77.08 237.62 1.6 3.74 10.58 
 
  
368 
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Table 2.190 The ratio of the adjusted Nam and D’Agostino χ2 statistics of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj over the adjusted Nam and 
D’Agostino χ2 statistic of ࡼ෡cox, local: Weibull γ=2, σ=4; reference: Weibull γ=0.5, σ=1 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 0.4 1.8 4.6 0.64 1.02 7.81 0.79 1.59 8.23 21.36 62.93 305.76 2257.47 7813.71 36987.37
 10 0.4 1.8 4.6 0.56 1.17 3.19 0.72 1.62 6.59 32.4 87.42 410.34 3023.91 8186.01 33567.2
 20 0.4 1.8 4.6 0.67 1.16 4.19 0.84 1.58 5.72 46.06 116.77 537.39 3597.31 7936.15 31335.24
 50 0.4 1.8 4.6 0.72 1.12 2.52 0.8 1.67 4.3 43.15 110.17 471.27 3203.32 7928.58 32891.36
10 5 0.7 2.2 8.8 0.8 1.19 7.28 0.88 1.57 13.03 19.48 62.54 248.59 857.64 4532.05 15276.34
 10 0.7 2.2 8.8 0.74 1.02 2.61 0.85 1.39 6.45 27.76 103.59 338.14 920.41 4778.19 15844.96
 20 0.7 2.2 8.8 0.73 1.02 2.69 0.92 1.33 8.77 44.27 150.8 476.65 1287.61 5057.84 25007.49
 50 0.7 2.2 8.8 0.71 1.03 1.81 0.81 1.28 6.8 49.02 173.48 536.31 1409.32 5492.54 20718.7
20 5 1.3 4.2 11.7 0.72 1.32 4.43 0.74 1.88 11.79 3.84 12.58 33.87 462.38 1471.98 5034.6 
 10 1.3 4.2 11.7 0.77 1.05 2.29 0.82 1.47 3.88 12.91 37.64 104.48 565.08 1607.72 4674.98
 20 1.3 4.2 11.7 0.69 1.04 2.21 0.82 1.36 4.93 24.63 72.27 232.53 561.73 1562.38 4492.83
 30 1.3 4.2 11.7 0.76 1 1.73 0.82 1.21 3.75 31.56 96.24 291.12 584.59 1536.65 4733.07
 50 1.3 4.2 11.7 0.69 1.03 2.06 0.88 1.32 4.32 43.76 132.64 418.78 617.42 1653.39 4796.63
35 5 1.1 4.1 11.1 0.69 1.38 5.83 0.88 1.88 11.25 14.52 37.6 125.15 72.18 210.78 808.09 
 10 1.1 4.1 11.1 0.68 1.08 3.68 0.89 1.72 4.76 3.22 6.54 22.4 79.07 249.94 888.07 
 20 1.1 4.1 11.1 0.74 1.05 2.17 0.87 1.49 4.47 3.81 9.1 38.11 83.91 260.98 987.96 
 35 1.1 4.1 11.1 0.61 1.05 2.48 0.83 1.52 4.32 15.85 43.3 174.23 91.89 262.49 910.61 
 50 1.1 4.1 11.1 0.68 1.01 2.06 0.94 1.42 4.16 29.66 79.53 317.34 101.88 249.17 1022.23
 70 1.1 4.1 11.1 0.7 1.03 1.56 0.92 1.44 3.13 43.62 118.37 492.06 105.54 258.13 971.76 
50 5 1.5 4.5 9.3 0.63 1.72 6.59 0.89 2.29 10.27 156.92 285.66 865.55 1.46 4.49 16.11 
 10 1.5 4.5 9.3 0.63 1.13 2.94 0.86 1.67 4.84 75.91 137.57 412.58 1.45 3.7 8.64 
 20 1.5 4.5 9.3 0.55 1 2.58 0.83 1.36 6.53 24.49 48.32 150.2 1.42 3.75 7.61 
 50 1.5 4.5 9.3 0.64 1 2.21 0.91 1.4 5.16 1.27 3.37 8.44 1.67 3.58 8.86 
 70 1.5 4.5 9.3 0.65 1.06 2.26 0.92 1.68 3.97 15.73 36.19 111.37 1.51 3.81 10.03 
 90 1.5 4.5 9.3 0.72 1.04 1.77 0.77 1.38 4.24 46.03 94.41 302.72 1.42 3.94 10.17 
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Table 2.191 The ratio of the adjusted Nam and D’Agostino χ2 statistics of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj over the adjusted Nam and 
D’Agostino χ2 statistic of ࡼ෡cox, local: Weibull γ=2, σ=4; reference: Weibull γ=0.5, σ=2 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 0.4 1.8 4.6 0.63 1.05 4.36 0.61 1.97 6.86 8.58 30.28 151.8 3473.08 8478.64 45321.45
 10 0.4 1.8 4.6 0.76 1.21 2.41 0.87 1.89 5.78 19.39 56.03 268.2 3420.56 8684.66 34799.4
 20 0.4 1.8 4.6 0.63 1.07 2.52 0.72 1.67 5.74 34.36 91.86 431.3 3475.73 8641.89 33503.98
 50 0.4 1.8 4.6 0.64 1.12 3.07 0.65 1.65 6.14 41.52 110.6 466.03 3386.56 8160.54 33898.96
10 5 0.7 2.2 8.8 0.74 1.19 3.54 0.91 1.8 7.26 5.2 21.58 89.32 1075.85 5633.74 25576.17
 10 0.7 2.2 8.8 0.86 1.04 2.2 0.96 1.63 6.87 15.51 60.41 193.97 1276.66 5182.38 15240.55
 20 0.7 2.2 8.8 0.82 1.07 1.9 0.85 1.57 5.42 33.27 114.52 359.39 1167.34 5359.25 14847.24
 50 0.7 2.2 8.8 0.83 1.01 1.62 0.97 1.54 5.12 47.79 171.09 536.34 1380.31 5691.57 20176.52
20 5 1.3 4.2 11.7 0.69 1.09 2.58 0.88 1.55 3.67 2.08 3.82 10.97 585.46 1595.32 5288.78
 10 1.3 4.2 11.7 0.67 1.02 2.03 0.86 1.28 3.88 3.56 8.61 21.63 652.74 1661.85 4750.79
 20 1.3 4.2 11.7 0.79 1 1.78 0.89 1.3 3.37 14.61 42.06 133.57 633.98 1608.55 5805.2 
 30 1.3 4.2 11.7 0.68 0.99 1.45 0.93 1.35 3.22 24.89 74.65 226.58 573.9 1696.84 5445.62
 50 1.3 4.2 11.7 0.65 1 1.39 0.93 1.29 3.33 42.69 129.84 408.24 633.97 1590.28 5323.55
35 5 1.1 4.1 11.1 0.75 1.08 4.7 0.75 1.79 6.69 54.07 143.6 542.6 85.48 269.68 1472.94
 10 1.1 4.1 11.1 0.79 1.1 2.9 0.86 1.7 5.41 19.67 47.76 164.52 96.27 255.49 1024.05
 20 1.1 4.1 11.1 0.76 1.06 2.05 0.83 1.74 6.21 1.91 3.71 8.3 113 270.44 1030.58
 35 1.1 4.1 11.1 0.69 1 1.57 0.93 1.59 3.74 10.34 25.18 104.59 103.51 238.26 873.12 
 50 1.1 4.1 11.1 0.63 1.03 1.53 0.91 1.65 4.3 27.52 75.16 299 96.61 265.13 900.06 
 70 1.1 4.1 11.1 0.64 1 1.61 0.84 1.6 4.11 54.74 146.71 577.64 97.68 254.49 1052.83
50 5 1.5 4.5 9.3 0.51 1.05 3.15 0.92 1.66 6.28 366.61 754.15 2387.06 1.44 3.4 12.6 
 10 1.5 4.5 9.3 0.73 1.07 2.04 0.91 1.7 4.99 184.72 346.29 1071.16 1.53 3.86 8.78 
 20 1.5 4.5 9.3 0.75 1.16 2 0.95 1.49 4.84 62.41 119.35 388.36 1.44 3.7 11.82 
 50 1.5 4.5 9.3 0.68 1.06 2.02 1.02 1.48 4.49 0.84 1.68 5.08 1.41 3.53 9.24 
 70 1.5 4.5 9.3 0.62 1.02 1.75 0.97 1.45 4.4 24.89 62.03 178.94 1.4 3.53 8.52 
 90 1.5 4.5 9.3 0.76 1.01 1.9 0.96 1.48 4.03 39.96 87.98 260.53 1.4 3.66 9.07 
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Table 2.192 The ratio of the adjusted Nam and D’Agostino χ2 statistics of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj over the adjusted Nam and 
D’Agostino χ2 statistic of ࡼ෡cox, local: Weibull γ=2, σ=4; reference: Weibull γ=0.5, σ=4 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 0.4 1.8 4.6 0.6 1.11 2.16 0.75 1.63 6.04 0.65 1.15 2.5 3543.22 8266.09 31890.92
 10 0.4 1.8 4.6 0.71 1.14 2.71 0.8 1.75 4.84 1.45 6.64 37.72 3147.29 8225.1 31979.92
 20 0.4 1.8 4.6 0.66 1.07 2.82 0.95 1.58 6.06 14.26 40.59 198.18 3294.2 8406.93 44903.3
 50 0.4 1.8 4.6 0.66 1.17 2.79 0.79 1.67 6.02 39.7 119.69 508.53 3427.21 8274.59 31537.03
10 5 0.7 2.2 8.8 0.56 1.06 2.86 0.66 1.49 13.07 5.54 19.61 62.89 1249.29 4599.56 31756.1
 10 0.7 2.2 8.8 0.73 1.02 1.96 0.85 1.35 9.54 0.68 1.08 2.19 1053.69 4684.82 25595.16
 20 0.7 2.2 8.8 0.84 1.04 2.28 0.97 1.52 10.79 8.91 39.94 133.6 1599.78 6166.68 25955.29
 50 0.7 2.2 8.8 0.77 1 1.63 0.91 1.38 9.38 46.77 170.78 525.13 1608.31 5519.26 20978.64
20 5 1.3 4.2 11.7 0.68 1.06 2.38 0.99 1.58 5.72 53.32 159.1 566.55 549.98 1551.22 5392.68
 10 1.3 4.2 11.7 0.71 1.02 1.99 0.95 1.63 3.99 17.18 41.34 149.37 555.51 1675.68 5420.91
 20 1.3 4.2 11.7 0.73 1.01 1.65 1.01 1.6 4.71 0.89 1.44 3.96 525.88 1608.5 5298.83
 30 1.3 4.2 11.7 0.75 1 1.48 0.97 1.42 4.51 12.06 33.12 108.94 622.95 1633.17 5332.38
 50 1.3 4.2 11.7 0.74 1.04 1.84 0.92 1.6 4.48 42.81 125.21 392.26 610.54 1685.72 5400.15
35 5 1.1 4.1 11.1 0.78 1.13 2.83 0.85 1.86 7.2 337.46 994.5 4005.18 84.29 290.15 1147.05
 10 1.1 4.1 11.1 0.68 1.03 2.03 0.84 1.81 4.73 138.44 424.8 1601.81 93.2 238.64 1017.97
 20 1.1 4.1 11.1 0.77 1.03 2.58 1.01 1.91 4.85 35.86 92.72 298.16 105.28 281.45 992.95 
 35 1.1 4.1 11.1 0.59 1.02 1.45 0.96 1.79 3.78 0.83 1.3 4.37 105.75 242.55 1011.19
 50 1.1 4.1 11.1 0.73 1.02 1.55 1.02 1.78 4.88 26.35 71.31 289.79 109.85 230.93 1049.83
 70 1.1 4.1 11.1 0.69 1.02 1.8 1.01 1.73 5.01 29.65 89.5 315.4 107.93 250.83 1039.05
50 5 1.5 4.5 9.3 0.68 1.17 2.61 0.68 1.64 9.46 1502.4 3524.7 10108.3 1.4 3.86 10.14 
 10 1.5 4.5 9.3 0.73 1.05 2.83 0.84 1.5 9.55 735.14 1505.16 5119.26 1.46 3.54 9.05 
 20 1.5 4.5 9.3 0.61 1.03 1.98 0.76 1.34 9.43 273.22 513.19 1432.72 1.86 3.81 8.38 
 50 1.5 4.5 9.3 0.74 1.08 2.01 0.77 1.5 9.43 0.9 1.48 4.16 1.61 3.82 7.94 
 70 1.5 4.5 9.3 0.68 1.01 1.69 0.88 1.36 9.88 30.23 74.8 215.97 1.4 3.59 9.75 
 90 1.5 4.5 9.3 0.69 1 1.58 0.95 1.35 9.03 58.38 117.75 353.51 1.44 3.47 7.74 
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Table 2.193 Calibration: Adjusted Nam and D’Agostino χ2 statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=0.5, σ=0.5; 
reference: Weibull γ=2, σ=0.5 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 2.6 6.5 12.5 3.1 7.1 15.2 3.1 7.1 15.1 3.1 7.1 15.2 4 7.8 14.9 
 10 . . . 3.5 7 15.9 3.5 7 16 3.6 7 15.6 4.3 7.8 16 
 20 . . . 2.8 7 14.1 2.8 7 14.1 2.9 7.2 14.4 4.1 7.6 14 
 50 . . . 3.3 7 14.2 3.3 7 14.1 3.3 9.5 17 4.3 7.5 14.1 
10 5 2.5 6.5 14.7 3 7.8 20.4 3 7.8 20.5 3.2 7.5 22.4 5.2 9.3 26.4 
 10 . . . 3.6 8.3 16.2 3.6 8.2 16.6 3.6 8.3 16.2 5.6 10 18.4 
 20 . . . 3.1 8.4 15.1 3.1 8.5 14.9 3 8.5 16.5 4.9 9.8 16.5 
 50 . . . 3.3 7.4 17.5 3.3 7.4 17.3 5.7 11.9 25.6 4.9 9.1 18.9 
20 5 2.8 7.4 14.6 4.2 10.9 20.7 4.3 10.9 20.5 3.8 11.1 34 7.3 13.3 31.8 
 10 . . . 3.8 10.3 20.3 3.8 10.4 20.4 4 11.7 25 7.5 13.5 25 
 20 . . . 4.1 9.3 18.1 4.2 9.3 18.1 4.1 9.3 18.1 6.8 12.3 19.9 
 30 . . . 4.8 9.2 14.9 4.8 9.2 15.2 4.4 9.5 16.8 6.7 11.4 19.2 
 50 . . . 3.4 9.3 16.5 3.4 9.3 16.5 6.3 16.1 26.2 6.6 11.6 20.1 
35 5 2 7.2 12.5 3 10.7 29.5 3 10.7 30 7.4 16.1 65.2 6.1 13 40.5 
 10 . . . 3.2 9.9 20.5 3.3 10.2 20.7 7.1 17.3 68.3 5.7 12.8 28.3 
 20 . . . 3.9 9.5 16.2 4.2 9.5 16.6 3.8 11.5 34.8 5.9 11.9 22 
 35 . . . 3.8 9.7 14.5 3.9 9.8 14.5 3.9 9.7 14.4 5.8 11.8 20.9 
 50 . . . 3.2 8.4 15.3 3.2 8.4 15.3 6.1 13.2 20.9 5.3 11.3 18.5 
 70 . . . 3.2 8.9 14.4 3.3 8.9 14.4 27.3 38.4 49.6 5.5 11.2 17.4 
50 5 2.6 6.4 16.1 3.8 11.7 31.7 4.1 11.8 31.6 14.9 92.5 503.9 5 12.3 36.3 
 10 . . . 4.1 10 30.2 4.6 10 30.6 7.8 104.2 393.4 5 11.5 30.4 
 20 . . . 3.3 7.4 24.1 3.9 7.5 24.2 13.5 51.1 202.6 4 8.6 25.9 
 50 . . . 3.5 7.3 23.1 3.6 7.4 23.1 3.5 7.3 23 4.5 8.5 23.5 
 70 . . . 3.7 7.8 21.4 3.8 7.9 21.4 17 30.1 55.8 4.3 9.1 23 
 90 . . . 3.5 7.2 22.4 3.5 7.3 22.6 76.8 105.3 144.6 4.6 8.4 23.2 
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Table 2.194 Calibration: Adjusted Nam and D’Agostino χ2 statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=0.5, σ=0.5; 
reference: Weibull γ=2, σ=1 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 2.6 6.5 12.5 2.9 7.1 14.8 2.9 7.2 14.6 2.9 7.1 15.1 4.1 7.9 16.2 
 10 . . . 2.8 6.9 13.6 2.9 6.9 13.7 2.9 7.1 13.5 4.1 7.6 13.9 
 20 . . . 3.1 6.8 14 3.1 6.9 14.1 2.8 7.2 13.5 4.3 7.5 13.9 
 50 . . . 3.4 7.1 13.3 3.4 7.1 13.4 3.3 9.2 17.1 4.4 7.7 13.3 
10 5 2.5 6.5 14.7 2.5 7.6 17.8 2.5 7.7 18.2 2.6 7.9 18.5 4.5 9.8 19.1 
 10 . . . 3.1 7.6 17.6 3.2 7.6 17.5 3.2 7.6 17.5 5.2 9.5 18.3 
 20 . . . 3 7.3 17.4 3 7.4 17.4 3 7.9 17.6 4.8 9 19 
 50 . . . 3.1 7.5 17.4 3.1 7.6 17.3 5.3 10.9 25.3 5.6 9.3 18.2 
20 5 2.8 7.4 14.6 3.7 9.2 16.8 3.8 9.2 16.8 3.4 11 23.7 7 12.6 21.1 
 10 . . . 3.4 8.1 16.8 3.4 8.1 16.8 4.2 10.2 21.7 7.2 11.4 20.5 
 20 . . . 4.1 8.1 14.8 4.2 8.1 15 4.1 8.6 16.2 7.1 11.1 18.7 
 30 . . . 4.1 8 14.9 4.1 8 14.8 3.9 8.5 15 7.4 11.1 17.7 
 50 . . . 4.1 7.8 14.8 4.2 7.8 14.8 6.6 15.7 23.1 7.4 10.7 17.6 
35 5 2 7.2 12.5 3.8 8.9 16.6 3.9 9.1 16.6 8.7 26.4 69 6.8 11.9 22.2 
 10 . . . 3.9 8.3 15.5 4 8.4 15.5 6.4 22.8 54.9 6 11.4 19.9 
 20 . . . 3.8 8.3 13.2 3.8 8.2 13.3 3.9 13.7 28.1 6.3 10.3 15.9 
 35 . . . 3.2 8.2 14.2 3.2 8.2 14.2 3.4 8.5 15.9 6.1 11 17.2 
 50 . . . 3.5 8.3 16.2 3.5 8.4 16.2 5.3 12.3 17.9 5.7 11.1 18.6 
 70 . . . 3.2 8.4 13.8 3.2 8.4 13.8 31.1 45.7 55.9 6.3 10.7 17.1 
50 5 2.6 6.4 16.1 3.5 8 19.2 3.5 8 19.2 29.5 128.1 396 4.4 9.6 22.5 
 10 . . . 3.4 8.4 21.4 3.4 8.5 21.4 35.7 107.9 306.9 4.7 9.9 23.2 
 20 . . . 3.3 7.4 18.9 3.3 7.7 18.9 23.7 64.7 139 4.1 8.3 20.2 
 50 . . . 3.1 7.1 22.4 3.3 7.3 22.3 3.1 7.1 22.6 3.9 8.3 23.6 
 70 . . . 3.3 7.4 20.2 3.4 7.5 20.1 23.3 34.8 59.7 4 8.2 21.7 
 90 . . . 3.1 7.2 22.6 3.3 7.3 22.6 106 145.7 191.6 3.8 8.1 23.5 
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Table 2.195 Calibration: Adjusted Nam and D’Agostino χ2 statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=0.5, σ=0.5; 
reference: Weibull γ=2, σ=2 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 2.6 6.5 12.5 3.5 7.1 14.2 3.5 7 14.1 3.6 6.9 14.3 4.3 7.7 14.2 
 10 . . . 3.3 7.2 14.2 3.3 7.2 14.1 3.3 7.2 14.2 4.4 7.9 14.1 
 20 . . . 2.9 6.9 14.1 3 6.9 14 3 6.9 13.9 4.1 7.6 14.2 
 50 . . . 3.1 7.1 14.3 3.1 7.1 14.2 3.3 9.1 16.6 3.9 7.6 14.3 
10 5 2.5 6.5 14.7 3.1 7.3 17.5 3.1 7.3 17.3 3.5 7.3 17.2 5.1 8.8 18.4 
 10 . . . 3.1 7.4 17.8 3.1 7.4 17.7 3.2 7.5 16.6 5.5 9.3 18.3 
 20 . . . 3.1 7.3 16.8 3.1 7.3 16.7 3.1 7.2 16.4 5.7 9.2 17.5 
 50 . . . 3 7.3 17.1 3 7.5 17.1 5.3 10.2 25.1 5.1 8.9 17.7 
20 5 2.8 7.4 14.6 3.6 8.3 17.6 3.7 8.3 17.6 3.6 10.5 21.5 6.7 11.3 19.4 
 10 . . . 4.2 8.8 17.2 4.4 8.9 17.2 3.7 11.2 22.4 7.1 11.9 22.3 
 20 . . . 4.6 8.3 15.4 4.7 8.5 15.3 3.4 9.2 18.8 7.6 11.3 18.7 
 30 . . . 4.3 8.2 15.4 4.6 8.3 15.3 4.3 8 15.9 7.3 11 18.4 
 50 . . . 4.2 8.2 14.7 4.3 8.3 14.6 5.6 14.5 24 7 11.4 19 
35 5 2 7.2 12.5 3.8 8.6 13.9 3.9 8.6 14.5 10 23.6 48.1 6.2 11.1 16.1 
 10 . . . 2.2 8.6 15 2.3 8.6 15 12.1 25.7 60.2 6 11.6 19 
 20 . . . 3.4 8.4 13.4 3.4 8.4 13.4 8.6 22.7 39.7 5.7 11.1 16.5 
 35 . . . 3.3 8.3 14.7 3.3 8.6 15.2 3.5 9.7 20.7 5.7 11 17.7 
 50 . . . 3.4 8.4 14.5 3.4 8.4 15 4.2 11.5 15.8 5.7 10.6 17.4 
 70 . . . 3.1 7.9 14 3.2 8.1 14 53.4 73.3 89.4 5.7 10.4 16.9 
50 5 2.6 6.4 16.1 3.3 7.5 22.3 3.3 7.6 22.4 50.9 130.3 292.5 4.3 8.5 23 
 10 . . . 3.4 7.6 22.6 3.4 7.8 22.8 47.6 144.1 268.1 4.2 8.8 24.5 
 20 . . . 3.2 7.3 19.4 3.6 7.4 19.5 59.4 110.6 179.8 4.3 8.4 20.8 
 50 . . . 3.2 7.4 22 3.2 7.5 22.1 3.7 9.2 21.8 3.9 8.5 23.4 
 70 . . . 3 7.2 20.7 3.1 7.3 20.8 50.4 71.8 99.3 4.1 8.5 22.3 
 90 . . . 3.2 7 21.7 3.3 7.1 21.7 155.5 199.9 252.2 4 8 23.4 
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Table 2.196 Calibration: Adjusted Nam and D’Agostino χ2 statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=0.5, σ=0.5; 
reference: Weibull γ=2, σ=4 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 2.6 6.5 12.5 3.6 7.2 14.4 3.6 7.3 14.4 3.4 7.2 14.5 4.2 7.8 14.4 
 10 . . . 2.9 7 14.3 2.8 7 14.3 2.9 6.9 14.4 3.9 7.6 14.3 
 20 . . . 2.8 7.1 14.3 2.9 7.1 14.3 3 6.9 14.3 3.9 7.6 14.3 
 50 . . . 3 7.1 14.3 3 7.3 14.3 3.3 8.8 15.9 3.9 7.8 14.3 
10 5 2.5 6.5 14.7 3.1 7.3 18 3.2 7.3 17.9 3.2 7.1 17.9 4.8 8.9 18.9 
 10 . . . 3 7.5 17.9 3 7.5 17.9 3.3 7.4 16.3 5 9.1 18.3 
 20 . . . 3 7.3 17.7 3 7.4 17.6 3.4 7.6 17.3 5.3 9.1 18.3 
 50 . . . 3 7.4 17.6 3 7.4 17.6 4.9 10 23.8 5.2 9.1 18.1 
20 5 2.8 7.4 14.6 4.2 9.5 15.8 4.2 9.5 15.8 4.2 10.6 24.3 7 12.4 19.1 
 10 . . . 3.9 8.3 17.6 3.9 8.5 17.6 3.3 10.7 22.7 7.2 11.3 19.5 
 20 . . . 4.1 8.3 14.8 4.1 8.4 15.3 3 10.9 20.7 6.9 10.7 19.1 
 30 . . . 4.1 8 14.9 4.1 8.3 15.4 3.4 9.1 18.7 7.7 10.7 18.3 
 50 . . . 4.2 8.2 14.7 4.2 8.3 15.1 5.6 13.7 22.9 7.2 11.1 17.4 
35 5 2 7.2 12.5 2.9 9 13.8 3.3 9.2 13.8 10 28.5 57.5 6.1 10.9 17.8 
 10 . . . 3.4 7.8 13.9 3.4 7.8 13.9 12.9 27.8 49.9 5.9 10.5 16.7 
 20 . . . 2.7 8.6 14.6 2.8 8.6 14.6 11.8 26.5 45.7 5.9 11 17.8 
 35 . . . 3.3 8.1 13.7 3.3 8.2 13.7 8.2 17.8 30.7 5.7 11.1 16.5 
 50 . . . 2.8 7.7 14.4 2.8 7.7 14.5 4.5 10.6 15.7 5.8 10.7 17.2 
 70 . . . 3.2 8.1 13.6 3.2 8.2 13.7 113.8 141.5 163.5 5.7 10.9 16.4 
50 5 2.6 6.4 16.1 3.3 7.6 20.9 3.3 7.7 20.8 58.4 134.5 284.9 4.1 8.9 22.5 
 10 . . . 3.2 7.4 20.4 3.4 7.5 20.3 59.4 139.3 245.6 4.2 8.5 21.9 
 20 . . . 3.1 7.6 21.9 3.2 7.7 21.8 64.7 128.2 226.8 3.8 8.7 23.1 
 50 . . . 3.2 7.1 21.4 3.3 7.3 21.4 4.3 9.1 21.7 4.1 8.2 23 
 70 . . . 3.3 7.1 19.9 3.3 7.2 19.9 132.8 170.5 218.1 4 8.1 21.4 
 90 . . . 3.1 7.2 20.9 3.3 7.3 20.9 0.1 6.2 18.8 4.1 8.1 22.5 
 
  
375 
376 
 
 
 
Table 2.197 Calibration: Adjusted Nam and D’Agostino χ2 statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=0.5, σ=1; reference: 
Weibull γ=2, σ=0.5 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 2.2 5.7 10.8 3.3 8.1 19.5 3.3 8.2 19.7 2.8 8 18.5 5% 50% 95% 
 10 . . . 3.4 7.8 15.7 3.3 8.1 16 2.6 7.9 15.7 11.1 24.3 61.5 
 20 . . . 3.2 6.5 15.4 3.2 6.5 15.5 3.6 9.4 18.8 13.1 26.4 55.2 
 50 . . . 2 6.5 15.1 2.4 6.5 15.4 12 27.9 46.9 15.0 24.9 47.8 
10 5 2.9 7.1 13 3.8 10.9 32.9 3.9 11.1 33.5 3.7 10.8 36.6 17.0 25.7 36.7 
 10 . . . 3.1 8.9 21.5 3.4 9 21.6 3.1 8.4 21.7 18.5 37.6 99.6 
 20 . . . 3.5 8.3 16.7 3.8 8.4 16.6 4.2 10.9 21.4 22.3 43.5 93.0 
 50 . . . 2.8 8.2 13.4 3.5 8.5 13.5 22.1 42.3 68.7 25.0 37.5 79.7 
20 5 2.8 7.2 14 4.2 11.8 59.9 4.4 12.6 59.8 5.4 16.4 63.8 27.7 40.6 59.2 
 10 . . . 4.1 11.7 42.9 4.1 12.3 44 5.4 13.1 44.1 28.8 48.6 144.3 
 20 . . . 3.2 8.8 21.7 3.2 9.7 22 4.7 10.5 20.2 32.3 52.1 136.6 
 30 . . . 4.1 9.4 18.3 4.1 10.1 18.8 10 21.5 35.6 31.7 50.5 109.5 
 50 . . . 3.4 8.9 16.5 3.4 9.3 16.9 45.6 62 86 30.7 44.8 98.8 
35 5 3.1 8.5 15.4 5.5 16.3 100.8 5.8 17.4 94.5 11.3 72.5 219 36.6 52.4 82.7 
 10 . . . 5.2 16.4 42.4 5.3 16.9 44.9 11.2 65.6 199.7 26.3 41.7 142.2 
 20 . . . 4 12.3 35 4 12.7 34.5 13.2 25.2 94.3 28.0 49.3 118.1 
 35 . . . 4 10.3 27.2 4.2 10.4 26.8 3.8 12.1 26.7 30.2 41.4 103.1 
 50 . . . 4.1 10.9 22.4 4.2 11.4 24.7 30.1 49.2 81 25.1 44.7 79.6 
 70 . . . 2.6 9.5 21.2 2.9 9.9 22.2 112.5 138.2 177.7 29.5 42.4 60.0 
50 5 3.3 7.6 12.4 5.5 13.1 84.2 5.7 13.2 79 43.9 260.5 644.2 29.1 39.2 52.8 
 10 . . . 4.8 13.1 60.1 5.2 13.1 59.8 33.4 267.4 634.3 9.9 19.7 115.4 
 20 . . . 3.7 10.7 34.2 4.6 11.4 33 76.3 184.4 467.7 11.2 19.1 67.6 
 50 . . . 4.2 10.1 17.3 5.1 10.6 17.5 5.5 11.4 17.5 9.4 16.2 53.6 
 70 . . . 5.3 9.4 13.4 5.4 9.8 13.5 73.6 94.8 109.5 10.2 14.9 29.6 
 90 . . . 3.6 8.9 16.8 4.2 9.2 16.6 236.5 262.8 284.2 10.1 14.5 22.3 
 
  
376 
377 
 
 
 
Table 2.198 Calibration: Adjusted Nam and D’Agostino χ2 statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=0.5, σ=1; reference: 
Weibull γ=2, σ=1 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 2.2 5.7 10.8 2.7 7.3 15.8 2.8 7.3 16.4 2.7 7.3 15.8 16 25.2 45 
 10 . . . 2.6 6.5 14.3 2.6 6.5 14.2 2.3 6.8 14.8 18.7 24.7 44.6 
 20 . . . 2.2 6.4 14.1 2.2 6.4 14.1 3.1 8.3 16.4 16.5 24.4 32.7 
 50 . . . 2.5 6.2 18.1 2.5 6.4 18.3 10.5 26.6 47.6 18.3 25.7 36 
10 5 2.9 7.1 13 3.7 9 20.3 3.7 9 20.3 3.1 9.4 25.4 25.4 42.7 81.5 
 10 . . . 3.1 8.8 16.3 3.3 9 16.8 3.1 8.8 16.4 28.2 40.4 79.9 
 20 . . . 2.8 7.6 13.7 2.8 7.8 14.3 3.5 8.4 18.2 27.2 37.9 52.6 
 50 . . . 2.7 7.9 13.9 2.8 8.2 13.8 20.8 38.9 65 32 41.2 53.2 
20 5 2.8 7.2 14 3.9 9 26.6 4.1 9.2 27.2 5.3 18.6 60.9 32.9 54.4 111.8 
 10 . . . 3.4 8.9 21.9 3.4 9.2 22.1 4.1 15.5 44.1 36.1 53.2 105.6 
 20 . . . 3.7 8 15.4 3.7 8.2 15.4 3.6 8 15.5 35.9 50 67.1 
 30 . . . 3.2 8.6 17.7 3.4 8.8 17.8 7.9 13.8 23.8 41.3 53.6 74 
 50 . . . 3.5 8.3 16.5 3.6 8.8 17.5 39.9 57.6 78.5 40.8 54.6 71.8 
35 5 3.1 8.5 15.4 5.2 11.9 35 5.2 12 36.8 28.6 95.5 226 27.9 43.4 105.4 
 10 . . . 3.5 11.8 22.6 4.2 12.3 25.2 24.1 77.4 199.5 28.6 43.8 88.2 
 20 . . . 3.1 11 21.2 4.1 11 21.8 13.8 38.5 76.3 30.4 38.3 56.4 
 35 . . . 4.2 10.5 19.8 4.7 10.5 22.4 4.3 10.5 19.7 28.8 42.6 60.1 
 50 . . . 4.1 9.7 19.8 4.4 9.7 20.5 27.4 41.9 65 31.9 42.9 63.2 
 70 . . . 3.9 9.4 21.4 4 9.6 22.6 121.3 156 197.5 30.4 41.1 63.2 
50 5 3.3 7.6 12.4 4.2 10.7 29.3 5.1 10.6 28.9 122.4 286.2 648.5 9.7 17.8 45.7 
 10 . . . 5.4 10.1 20.8 5.4 10.2 22.6 147.7 263.2 631.6 10.2 15 34.4 
 20 . . . 5.3 8.9 15.6 5.5 9.5 15.7 93.4 207.2 479.8 10 14.5 23.4 
 50 . . . 3.4 9.6 15.5 3.8 10.3 15.9 3.4 9.4 15.7 8.6 15.5 24.5 
 70 . . . 3.6 8.2 12.9 4 8.7 13.5 93.4 112 127.3 9.9 14 21.3 
 90 . . . 3.4 8.5 13.6 3.7 9 15.2 313.6 346.4 377.8 8.2 14.1 20.5 
 
  
377 
378 
 
 
 
Table 2.199 Calibration: Adjusted Nam and D’Agostino χ2 statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=0.5, σ=1; reference: 
Weibull γ=2, σ=2 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 2.2 5.7 10.8 2.2 6.3 14.3 2.2 6.3 14.5 2.2 6.2 15.4 15.5 23.7 34.7 
 10 . . . 2.6 6.5 17.3 2.7 6.5 17.2 2.6 6.6 17.8 18.6 26 39.8 
 20 . . . 2.3 6.6 14.1 2.4 6.7 14.3 2.5 6.6 14.5 18.4 26.3 36.2 
 50 . . . 2.3 6.4 14.9 2.3 6.5 15 10 25.3 45.8 19.6 25.1 36.6 
10 5 2.9 7.1 13 3.8 7.7 14.1 3.9 7.8 14.6 3.3 8.8 21.3 25.1 37.3 54.5 
 10 . . . 3.6 8.1 16.8 3.6 8.4 16.7 3.9 9.1 20.8 30.1 43.5 58.8 
 20 . . . 3.5 8 15.6 3.6 8.5 15.5 3.9 7.9 15.1 31.9 43.1 58.9 
 50 . . . 3.2 8 14.7 3.4 8.1 14.6 18.8 35.7 61.4 32.8 41.7 51.7 
20 5 2.8 7.2 14 3.8 9.5 17.3 3.8 9.7 17.3 7.7 20.5 41.3 36.4 48.6 71 
 10 . . . 2.9 9.4 16 3.5 9.6 16.6 8.8 22.4 37.4 40.3 54.5 86.7 
 20 . . . 3.3 8.5 17.3 3.5 8.6 17.4 5.2 13.8 30.1 42.7 54.6 82 
 30 . . . 3.5 8.5 16.4 3.6 8.8 16.6 3.4 8.6 16.6 41.7 51.2 73.3 
 50 . . . 3.2 8.7 16.2 3.6 9.1 16.4 35.7 52.2 71.6 42 53.6 67.1 
35 5 3.1 8.5 15.4 4.2 9.8 21.3 4.5 9.8 21 43 92.4 144.7 28.4 38.8 61.1 
 10 . . . 4 11.4 21.5 4.1 11.5 22 50.3 86.5 181.5 30.1 43.7 75.6 
 20 . . . 4.3 10.2 23.7 4.6 10.5 25.5 39.3 72.5 137.6 30.8 44.7 65.5 
 35 . . . 3 9.3 21.4 3 9.5 21.8 10 18.3 36.6 33.8 41 51 
 50 . . . 2.8 10 21.3 2.9 10.3 21.6 20.1 37.2 59.3 31.6 40.9 65.5 
 70 . . . 2.7 9 21.3 2.8 9.6 21.7 188.8 222 271.4 31.3 42.2 54.1 
50 5 3.3 7.6 12.4 4.6 9.1 14.2 4.7 9.4 14.6 154.3 282.5 543.3 10.4 14.7 24.5 
 10 . . . 4.8 9.8 17.2 6.3 10.2 18.1 167.3 288.9 621.3 10.3 15.7 29.1 
 20 . . . 4.3 9.3 15.7 5 9.5 15.8 150.1 281.3 555.6 11 15.4 26.7 
 50 . . . 4 8.6 14.7 4.5 9 14.7 4.3 9.9 26.3 10.2 14.1 23.6 
 70 . . . 4.3 8.7 13.3 5.4 9.2 13.6 164.1 190.4 216 10.2 14.6 20.5 
 90 . . . 4.1 8.9 13.5 4.5 9.4 13.9 455.4 500.8 541 9.9 15.1 21 
 
  
378 
379 
 
 
 
Table 2.200 Calibration: Adjusted Nam and D’Agostino χ2 statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=0.5, σ=1; reference: 
Weibull γ=2, σ=4 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 2.2 5.7 10.8 2.5 6.8 18.4 2.5 6.8 18.3 3 7.2 21.9 14.7 24.8 39.4 
 10 . . . 2.6 6.2 18.2 2.5 6.5 18 3.1 6.9 21.3 18.3 24.5 35.5 
 20 . . . 2.5 6.6 15.8 2.5 6.8 16.3 2.7 6.7 17.1 19.4 24.6 34 
 50 . . . 2.3 6.4 14.6 2.3 6.6 15 9.5 24.1 41.8 20.3 25.5 32.2 
10 5 2.9 7.1 13 3.1 7.9 15.7 3.2 7.9 15.7 4.1 11.1 21.9 24.9 40.1 57.4 
 10 . . . 2.9 8.3 13.9 3 8.3 14.3 3.8 11.7 20 30.5 39.6 55.2 
 20 . . . 2.9 7.9 13.1 3.1 8.1 13.6 4.6 9.7 16.1 33.5 40.2 49.1 
 50 . . . 2.8 7.8 13.4 2.9 8 13.8 16.9 35.7 56.6 34.5 40.4 51.4 
20 5 2.8 7.2 14 3.3 8.7 18.2 3.8 9.2 18.3 8.9 21.2 49.2 35.3 49.8 91.8 
 10 . . . 3.5 8.2 14.1 3.9 9 14.9 10.5 23.7 44.4 39.7 51.4 69 
 20 . . . 3.4 8.4 16.3 4.1 9.1 16.3 7.9 22.8 37.2 39.3 53.5 72.2 
 30 . . . 3.3 8.3 16.1 3.6 8.6 16.1 5.7 14.9 27.8 42.1 54.5 66.3 
 50 . . . 3.2 8 16.1 3.5 8.4 16.2 32.6 48.5 72.3 43.6 52.3 67.9 
35 5 3.1 8.5 15.4 2.9 11.1 22.7 2.9 11.3 22.7 50.5 89.8 169.4 27.1 39.6 66.8 
 10 . . . 4.6 9.6 21.8 4.9 9.8 22.4 49.5 95.9 164.7 28.7 41 64.7 
 20 . . . 4.3 9.6 22.3 4.3 10.1 23 59.2 96.3 152.6 33 43.5 57.1 
 35 . . . 4.2 9.1 23.8 4.3 9.7 24.7 24.7 53.3 103.8 33.6 41.8 56.6 
 50 . . . 3.4 9.1 20.4 3.9 9.8 21.2 18.1 32.3 55.1 32.6 41.3 58.2 
 70 . . . 3.6 9.4 21.6 4 9.6 22.4 325.4 381.5 458 33 41.6 57.2 
50 5 3.3 7.6 12.4 5 9.4 16.6 5 10.1 17.2 168.3 308 557.9 10.2 15.7 26.9 
 10 . . . 3.8 9.1 21.7 3.8 9.6 21.8 175.1 300.8 533 10.4 14.3 27.7 
 20 . . . 3.7 8.4 14.7 4 8.7 15.4 196 274.7 520.6 10.1 14.9 22.2 
 50 . . . 3.7 8.7 13.1 4 9 15.3 4.9 12 41 9.9 14.2 21.1 
 70 . . . 3.9 8.8 12.5 4 9.4 14.1 364.1 398.3 429.3 9.8 14.2 19.4 
 90 . . . 3.5 8.4 12.7 3.5 8.9 13.6 100.2 130.9 166.2 9.3 14.3 20.4 
 
  
379 
380 
 
 
 
Table 2.201 Calibration: Adjusted Nam and D’Agostino χ2 statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=0.5, σ=2; reference: 
Weibull γ=2, σ=0.5 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 1.4 3.7 8.7 1.5 5.9 26.7 1.7 6.4 25.6 7.7 13.4 35.4 72 282.8 876.7 
 10 . . . 1.5 5.6 18.8 1.9 5.4 19.4 19.7 30.7 50.2 72.7 329.6 923.1 
 20 . . . 1.4 4.5 13.7 1.4 4.6 13.9 48 64.3 96.7 156.8 298.3 644.1 
 50 . . . 1.4 4.7 11.2 1.6 5.1 12.8 119.5 145.6 187.1 191 310.3 492.5 
10 5 1.6 5.2 10.5 2.4 8.2 40 2.4 8.7 45.2 4.9 11.2 29.4 112.6 462.4 2066.7 
 10 . . . 2.1 7.4 28.5 2.1 7.6 28.6 21.5 36.1 61.4 110.8 528 2017.3 
 20 . . . 1.7 7 19.7 1.7 7.4 23.2 68.4 89.9 123.2 222.5 473.5 1858.1 
 50 . . . 3.2 6.8 12.6 3.5 7 13 187.9 226.3 287.7 283.3 511.9 1002.1 
20 5 4 6.6 13.4 4.1 11.6 61.6 4.5 12.4 62.9 10.3 15.2 84.2 137 445.8 1355.4 
 10 . . . 4.2 9.4 71.6 4.8 9.8 71.6 4.7 14.5 60.2 135 540.7 1441.7 
 20 . . . 3.7 8.5 20.8 4.3 9.6 23 54.6 76.6 102.4 237.3 489.5 1342.5 
 30 . . . 4.3 9.7 21 4.9 10.3 24.5 119.8 141.6 182.7 225.6 418.1 1210.7 
 50 . . . 4.6 8.5 15.2 4.8 9.7 16.1 239.5 271.8 314.3 310.5 484.7 1014.2 
35 5 4 8.8 16.7 5.1 14.6 61.3 6.1 16.3 75 85.2 147 243.9 93.4 173.1 481.5 
 10 . . . 4.8 15.7 67.2 6.1 17.2 67.7 43 75.5 191.7 96.7 214.9 658.8 
 20 . . . 3.5 12.1 31.7 6 13.6 30.8 7 16.8 53.9 115.1 196.7 501.8 
 35 . . . 5.2 12.6 32.6 7 13.4 33.6 50.8 70.9 90.5 110.4 214.2 408.5 
 50 . . . 4.8 10.8 20.8 4.9 12 23.8 136 169.7 200.5 129.6 207.5 369.5 
 70 . . . 4.7 9.9 19.7 5.3 10.5 24.1 286.5 323.4 365.1 132.9 177.9 285.4 
50 5 1.8 7.4 15.5 2.4 14.1 109.7 2.8 15.1 144.5 261.7 592.3 968.1 13.7 25.7 180.6 
 10 . . . 3.4 12.2 64.1 3.9 12.2 59.3 182.3 354.4 507.1 14.4 25.3 82.2 
 20 . . . 2.2 9.1 33 2.2 11.6 35 96.5 130.2 238.3 14.1 20.2 69.4 
 50 . . . 2.6 8.3 22 2.9 8.8 25.5 14.2 21.8 31.3 12.4 19.9 46.9 
 70 . . . 3.4 8 15.1 3.5 9.2 19.7 136.1 155.7 168 11.5 20.3 33.4 
 90 . . . 2.5 7.5 17.5 2.7 8.6 22.5 347.4 381.3 412.4 10.9 20.6 36 
 
  
380 
381 
 
 
 
Table 2.202 Calibration: Adjusted Nam and D’Agostino χ2 statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=0.5, σ=2; reference: 
Weibull γ=2, σ=1 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 1.4 3.7 8.7 1.7 4.5 9.6 1.7 4.7 12.8 3.8 9 16.8 164.1 321.4 728.9 
 10 . . . 1.2 4.5 10.7 1.7 4.6 10.9 13.3 21.1 34.7 196.7 323 603.4 
 20 . . . 1.5 4.6 12.1 1.6 4.7 13.1 38.3 51.3 73.4 212.5 283.8 409.7 
 50 . . . 1.5 4 10.2 1.6 4.4 10.6 115.7 141.7 182.6 238.1 314.3 465.3 
10 5 1.6 5.2 10.5 2.5 6.7 16.1 2.5 7.4 16.9 2.5 5.9 14.3 233.8 537.5 1311.3 
 10 . . . 2.3 6.7 15.1 2.4 6.7 16.1 9.8 19.4 40.2 292.6 512.8 1258.3 
 20 . . . 1.9 5.8 15.4 1.9 6.7 17.5 49.6 66.7 101.1 306.9 508.7 824.1 
 50 . . . 2.4 5.5 13.1 2.6 6.5 13.2 183.5 220.2 278.7 370 514.5 789.4 
20 5 4 6.6 13.4 4.5 8.4 22.8 4.8 9 27.7 14.3 26.9 61.3 233.4 530.6 1318.3 
 10 . . . 4 7.5 22.8 4 8.3 23.4 4 8.6 24 275.2 544.1 1250.2 
 20 . . . 3.7 7.4 15 4.7 7.8 16.8 29.5 46.7 67.9 311.3 459.1 801.3 
 30 . . . 4.2 7.5 15.3 4.7 8.1 15.4 95.3 114.6 146.8 348.4 508.4 865.5 
 50 . . . 3.8 7.2 14.4 4.7 8.1 14.8 230 262.3 302.8 348.7 529.7 871.1 
35 5 4 8.8 16.7 5 12.7 33.8 6.5 12.9 40 133.7 224.8 336.6 106.8 212.7 468.8 
 10 . . . 3.5 11 29.8 5.6 11.7 29.9 73.6 107.6 189 133.9 209.6 436.1 
 20 . . . 4.2 10.4 19.2 5.9 10.6 20.3 13.4 31.2 78.1 136.8 196.8 287.4 
 35 . . . 4.8 9.7 20.2 6.2 10.5 20.2 33.7 44.1 61.8 151.7 217.1 356.4 
 50 . . . 3.8 10 18.3 5.2 10.7 19.6 124.5 155.3 187.8 149.1 217.2 316.2 
 70 . . . 4.6 9.8 17.9 5 10.1 19.5 306.1 348.5 393.6 150.3 199.1 289.4 
50 5 1.8 7.4 15.5 3 10.4 50.4 3.5 11.1 50.1 519 826.2 1168.2 13 24.6 69.3 
 10 . . . 1.6 7.8 29 3.3 9.6 28.2 368.5 461.4 633.5 13.4 20.6 57.6 
 20 . . . 2.1 7.8 17.2 2.4 9.1 18.3 139.7 186.6 230.2 12.1 19.2 33.8 
 50 . . . 2.5 7.4 16.8 2.5 8.7 18.9 6.1 13.6 23.1 13.2 19.9 36.2 
 70 . . . 3.1 7.6 16.2 3.5 8.6 17.6 160.1 178.2 205.7 14.1 20 32.7 
 90 . . . 1.9 7.4 15.4 2.7 8.4 17.4 462.6 498.4 534.5 11.8 19 30.7 
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Table 2.203 Calibration: Adjusted Nam and D’Agostino χ2 statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=0.5, σ=2; reference: 
Weibull γ=2, σ=2 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 1.4 3.7 8.7 1.5 4.5 9.9 1.4 4.8 10 1.3 4.4 10 182.9 295.7 449.6 
 10 . . . 1.6 4.4 10.6 1.6 4.7 10.6 2.5 6.7 11.3 190.8 336.8 540.6 
 20 . . . 1.4 4.1 10.2 1.4 4.5 10.8 15 23.8 38.1 241.5 339 488.8 
 50 . . . 1.5 3.8 9.2 1.4 4.7 9.8 112.3 138.2 177.5 247.6 310.6 406.7 
10 5 1.6 5.2 10.5 2.2 6 14.7 2.4 6.6 14.7 4.2 10.2 22.1 273.5 462.4 834.5 
 10 . . . 2.2 6.1 15.4 2.7 7 15.8 2.3 5.4 16.3 334.3 548.3 892 
 20 . . . 1.6 5.7 14.8 1.6 6.6 14.8 16.3 23.8 46.2 394.4 549.1 862.5 
 50 . . . 1.2 5.6 10.5 1.3 6.5 11.2 175.8 211.1 271.6 423.8 514.9 721.1 
20 5 4 6.6 13.4 4.2 8.2 16.4 4.6 9 16.8 37.2 72.4 105.6 258.3 496.9 789.6 
 10 . . . 4.2 7.6 18.5 4.7 8.7 18.9 19.8 33.9 63.5 341.4 562.7 1065.7 
 20 . . . 3.7 7.2 14.2 3.8 8.5 17.6 3.8 7.8 14.5 402.6 563.2 840.8 
 30 . . . 3.6 6.9 15.6 3.8 7.7 16.1 39.2 53.3 78.8 397.3 494.3 751.7 
 50 . . . 3.5 6.6 14.1 3.6 7.7 14.5 219.1 253.2 292.3 390.5 520.3 740.4 
35 5 4 8.8 16.7 4.6 9.5 20.7 4.9 10.3 22.9 245.2 406.2 550.6 116.3 196.5 321.6 
 10 . . . 5.1 10.3 23.5 5.9 11.5 24.3 190.5 265.3 385.1 126.5 222.7 388.5 
 20 . . . 5.1 10 20 5.4 11.3 20.7 62.1 96.3 154.3 160.2 223.1 327.7 
 35 . . . 3.5 9.7 18.7 4.2 10.6 23.2 3.8 10 17 154 203 285.7 
 50 . . . 4.2 9.7 20 5 10.6 23.4 112.7 143.3 175.3 157.3 208.1 294.9 
 70 . . . 4.1 9.8 18.6 4.7 10.5 22.1 391.9 443.9 497.3 161.1 207 276 
50 5 1.8 7.4 15.5 2 8.6 16.6 4.2 9.7 18.5 767.4 1239.3 1664 13.1 20.2 38.2 
 10 . . . 2.7 8.6 16.2 3.9 9.5 19.3 655.5 905.3 1207.3 14.5 21.2 40.6 
 20 . . . 3 7.7 19.2 3.7 9.8 20 343.2 430.8 530.6 14 21.9 38.7 
 50 . . . 2.3 7.4 15.1 3.5 8.9 17.3 2.7 8.6 15.5 12.5 20.6 31.4 
 70 . . . 2.2 7.3 15.3 3.4 8.7 17.4 265.1 288.5 315.4 11.9 20.6 32.7 
 90 . . . 1.9 7.4 15.3 3.1 8.8 17.6 383.4 759 802.1 12.3 20.1 31.5 
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Table 2.204 Calibration: Adjusted Nam and D’Agostino χ2 statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=0.5, σ=2; reference: 
Weibull γ=2, σ=4 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 1.4 3.7 8.7 1.8 4.6 9.1 1.8 4.9 9.1 3.4 9.3 20.5 174.5 295.9 506.2 
 10 . . . 1.3 3.7 9.8 1.5 4.1 9.9 2.4 5.8 13.5 240.9 312.6 445.7 
 20 . . . 1.3 3.7 10 1.5 4.2 10 1.6 4.2 9.4 228.2 321.7 414.9 
 50 . . . 1.3 3.7 9.2 1.5 4.1 9.5 107.8 132.7 173.7 264.7 311.2 413 
10 5 1.6 5.2 10.5 2.1 6.5 14.6 2.2 6.8 14.8 14.8 33.4 90.7 308.6 520 926.9 
 10 . . . 1.6 5.5 12.1 1.7 5.9 13.4 13.7 22.4 43.7 362.2 522.4 827.7 
 20 . . . 2.2 6 14.4 2.3 6.7 14.6 3.3 7.4 15.5 388.1 535 753.8 
 50 . . . 1.5 6 12.1 1.6 6.5 12.6 168.3 207.3 271.3 430.5 532.1 654.5 
20 5 4 6.6 13.4 4.3 8.6 17.7 4.2 9.4 18.3 83.9 190.6 399 298.2 516.1 1077.6 
 10 . . . 3.7 7.3 16.5 4.9 8.3 16.5 96.4 139.8 242.3 346.6 505.4 912.7 
 20 . . . 4.3 7.2 13.9 4.7 7.9 15.4 34.7 50.5 80.9 376.1 547.2 781.2 
 30 . . . 3.8 6.7 13.5 4.2 8.1 15.1 4 8.8 18.8 388.7 521.2 788.6 
 50 . . . 3.8 7.3 13.5 4.2 8.1 14.9 202.3 239.4 285.4 400.1 545.4 756.6 
35 5 4 8.8 16.7 4.7 10.9 23.9 4.8 11.5 24.8 474.5 799.4 1386 121.8 203.4 392.4 
 10 . . . 4.7 10 21.7 4.8 10.6 21.9 453.2 656.9 994.6 152.5 209.4 358.6 
 20 . . . 4.6 9.6 18.9 4.6 9.9 20 268.8 345.9 444.2 154 207.8 314.5 
 35 . . . 4.6 9.8 17.9 4.6 10.3 19 30.7 60 128.1 157 204.1 319.9 
 50 . . . 4.8 9.4 19.8 5.1 10.3 19.8 103.2 136.2 161.5 155.8 204.3 299.3 
 70 . . . 4.6 9.9 18.4 4.6 10.4 18.7 605.7 663.6 726.9 165.1 205.6 281.7 
50 5 1.8 7.4 15.5 2.8 9 18.2 3.2 10.4 18.6 1245.4 2028 3880.4 13 21.7 39.8 
 10 . . . 2.3 7.7 15.2 3.8 8.9 15.5 1401.3 1726 3010.6 13.3 20.9 33.3 
 20 . . . 2.5 7.3 16.3 3.3 8.5 17.7 867.6 1104.5 1363.3 13.9 20.3 36.6 
 50 . . . 2.4 7.4 16.2 2.6 8.9 16.2 2.8 9.6 26.6 12.7 20.4 32.8 
 70 . . . 1.9 7.4 16.3 2.7 8.5 16.8 541.5 574.7 628.5 13.2 20.3 35.8 
 90 . . . 1.9 7.1 15.8 2.3 8.4 16.5 334.3 379.8 421.1 12.1 19.4 34.5 
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Table 2.205 Calibration: Adjusted Nam and D’Agostino χ2 statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=0.5, σ=4; reference: 
Weibull γ=2, σ=0.5 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 0.4 1.2 4.4 0.4 2.7 15.3 1.1 3.4 19.3 90.7 125.6 162.3 1554 14205 33196 
 10 . . . 0.6 1.7 10.4 0.8 3.1 11.2 124.3 179.9 214.9 1303 15190 30233 
 20 . . . 0.4 1.8 8.3 0.5 3.3 8.3 168.2 227.2 258.0 8619 14482 30506 
 50 . . . 0.4 1.6 6.8 0.6 3.0 8.0 171.2 212.4 268.4 11144 14657 18268 
10 5 0.3 2.4 4.7 0.4 4.1 27.6 1.0 6.1 31.1 106.4 196.0 251.3 2495 11543 28080 
 10 . . . 0.8 3.2 16.6 1.1 5.1 19.5 195.8 281.7 341.4 2206 15126 29328 
 20 . . . 0.6 2.9 14.0 0.7 4.6 15.7 317.1 363.7 408.4 4486 12304 28205 
 50 . . . 0.4 2.5 11.1 0.6 3.7 16.5 340.7 387.6 469.0 7245 13172 23783 
20 5 1.4 4.5 8.3 2.4 7.1 35.3 3.6 8.3 43.5 42.0 91.1 154.8 1090 5845 13312 
 10 . . . 2.6 5.9 28.6 3.2 9.2 28.4 131.1 206.1 276.4 998.0 6623 12420 
 20 . . . 1.7 4.6 9.6 1.7 6.7 12.8 287.4 345.5 404.1 3540 6621 9972 
 30 . . . 2.5 6.0 12.8 3.6 7.1 18.9 377.9 428.6 476.9 3763 5767 9839 
 50 . . . 1.8 4.4 9.4 1.8 6.8 15.3 510.2 555.8 601.7 4665 6761 8591 
35 5 1.8 4.3 13 2.0 7.9 50.5 3.0 10.3 59.4 49.5 85.4 178.1 250.8 982.7 2218 
 10 . . . 2.2 5.7 46.0 2.7 10.6 47.8 2.7 12.5 70.0 247.8 1130 2557 
 20 . . . 2.1 5.7 21.8 2.7 8.1 25.8 53.9 75.4 104.5 552.0 1051 2287 
 35 . . . 2.1 5.9 23.2 2.9 8.3 25.6 185.4 219.5 242.2 492.7 1050 2168 
 50 . . . 2.5 5.4 14.5 3.1 7.5 23.5 305.0 339.9 364.7 609.7 1068 1722 
 70 . . . 2.1 4.8 13.4 2.3 7.1 21.2 454.0 494.1 524.7 674.7 958.9 1807 
50 5 1.4 4.9 12.1 1.9 10.2 51.1 3.4 12.9 55.7 846.1 988.3 1204 7.1 22.6 80.4 
 10 . . . 1.4 8.8 47.4 4.1 11.9 46.3 405.1 456.6 574.6 8.4 20.9 55.3 
 20 . . . 1.5 7.0 17.7 3.1 10.3 24.2 114.7 145.3 183.3 10.1 17.7 39.0 
 50 . . . 1.9 6.7 14.8 3.4 9.5 20.5 11.3 24.7 39.6 7.1 16.5 42.1 
 70 . . . 1.4 6.0 13.0 2.4 9.0 18.3 123.3 150.4 173.7 7.5 15.2 34.3 
 90 . . . 1.5 5.6 14.8 2.7 8.5 17.6 326.1 362.8 391.5 7.1 16.7 33.6 
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Table 2.206 Calibration: Adjusted Nam and D’Agostino χ2 statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=0.5, σ=4; reference: 
Weibull γ=2, σ=1 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 0.4 1.2 4.4 0.3 1.7 6.8 0.7 3.2 13.4 83.7 112.7 142.0 9849 15089 22595 
 10 . . . 0.3 1.5 6.0 0.5 2.6 10.4 135.1 164.7 189.5 12812 15076 23004 
 20 . . . 0.3 1.5 6.3 0.6 2.6 9.8 192.3 217.8 249.9 12524 14602 17151 
 50 . . . 0.3 1.4 6.4 0.6 2.5 8.8 176.6 205.5 242.3 13660 14893 17681 
10 5 0.3 2.4 4.7 0.6 2.7 9.0 1.0 4.3 17.4 123.8 157.6 224.1 5399 14370 27902 
 10 . . . 0.5 2.9 10.0 1.3 4.5 17.0 208.8 248.4 291.8 6451 13641 27732 
 20 . . . 0.3 2.5 8.2 1.3 4.5 13.0 295.8 339.9 393.0 6862 12702 21478 
 50 . . . 0.3 2.2 9.3 1.2 4.2 13.4 334.8 384.3 450.8 8534 13853 22902 
20 5 1.4 4.5 8.3 2.5 6.1 16.6 3.6 9.3 23.4 35.1 59.9 103.1 3754 6697 11759 
 10 . . . 1.7 4.8 11.1 3.6 7.8 20.8 126.7 161.7 199.7 4975 6509 10050 
 20 . . . 2.0 4.5 9.3 2.9 8.2 16.4 248.9 297.4 335.7 4820 6293 8610 
 30 . . . 1.5 4.5 10.1 3.0 7.8 16.2 359.0 404.6 443.5 4886 6610 8777 
 50 . . . 1.9 4.6 9.7 3.0 7.5 17.1 494.8 547.3 597.5 5147 6725 8704 
35 5 1.8 4.3 13 2.0 5.6 17.3 2.9 10.5 33.3 125.7 152.8 182.1 514.4 1160 2327 
 10 . . . 2.1 4.9 19.4 3.2 8.6 30.1 17.1 27.3 46.0 703.4 1097 1936 
 20 . . . 1.9 5.1 15.2 3.0 8.5 19.2 28.5 38.5 58.9 681.9 1013 1443 
 35 . . . 1.9 4.7 13.1 2.8 8.3 20.9 159.8 183.8 209.9 622.0 1133 1671 
 50 . . . 1.8 4.8 13.7 2.4 8.2 21.1 290.5 329.3 352.2 731.1 1092 1628 
 70 . . . 2.0 4.5 13.2 2.9 7.8 20.4 479.8 517.6 549.4 788.5 1056 1636 
50 5 1.4 4.9 12.1 2.0 6.4 29.4 3.7 9.6 41.2 1158 1389 1672 8.5 17.7 57.6 
 10 . . . 1.2 6.1 19.5 1.8 10.3 32.5 561.4 670.2 792.7 7.8 16.9 39.2 
 20 . . . 1.1 6.0 15.6 1.9 9.4 26.1 186.8 216.2 259.9 7.7 15.5 37.1 
 50 . . . 2.0 5.4 16.9 2.9 8.4 28.6 5.6 15.8 28.5 7.4 15.9 40.5 
 70 . . . 1.4 5.5 12.9 2.5 8.8 26.0 151.3 174.7 201.6 6.9 15.9 36.4 
 90 . . . 1.8 5.5 12.5 2.5 8.6 26.0 276.6 476.0 519.6 6.9 15.6 34.6 
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Table 2.207 Calibration: Adjusted Nam and D’Agostino χ2 statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=0.5, σ=4; reference: 
Weibull γ=2, σ=2 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 0.4 1.2 4.4 0.4 1.3 5.3 1.0 2.7 7.9 35.9 48.5 62.7 11436 14785 16957 
 10 . . . 0.4 1.3 5.0 0.8 2.5 9.4 72.6 102.6 124.4 12810 15177 18484 
 20 . . . 0.4 1.7 5.5 0.7 3.0 8.9 143.7 173.7 202.7 13241 15199 17412 
 50 . . . 0.4 1.3 4.9 0.6 2.4 8.6 187.4 211.7 239.7 13471 14973 17001 
10 5 0.3 2.4 4.7 0.8 2.4 9.9 1.3 3.8 16.0 36.7 51.8 69.0 6324 12627 21574 
 10 . . . 0.4 2.7 8.8 1.1 4.6 16.3 115.4 144.8 180.3 7237 15180 24555 
 20 . . . 0.5 2.6 8.6 1.1 3.9 16.1 221.1 262.5 307.5 8479 15543 23769 
 50 . . . 0.4 2.4 7.0 1.1 3.7 13.3 342.9 387.4 460.4 9024 13892 20840 
20 5 1.4 4.5 8.3 1.7 4.9 10.9 2.6 6.5 16.8 8.7 15.9 30.1 4716 6488 8719 
 10 . . . 2.0 4.9 11.2 2.8 6.7 20.7 26.9 39.1 57.9 5252 6667 8924 
 20 . . . 1.8 4.1 11.2 2.0 6.3 13.4 156.9 183.0 208.2 5338 6931 8735 
 30 . . . 1.6 4.4 9.3 2.2 5.9 15.1 270.8 310.0 345.0 5463 6532 8274 
 50 . . . 1.9 4.4 8.8 2.5 6.2 12.5 497.4 541.5 587.8 5356 6627 8543 
35 5 1.8 4.3 13 1.8 5.4 15.9 3.1 7.0 20.4 483.9 615.3 733.5 506.3 1047 1702 
 10 . . . 1.9 4.7 13.6 2.7 6.8 20.2 167.8 210.6 260.1 749.6 1111 1886 
 20 . . . 2.2 4.7 12.9 3.1 6.3 16.4 10.6 16.4 28.8 744.7 1200 1648 
 35 . . . 1.6 4.6 13.6 2.3 6.3 18.7 88.8 109.7 127.6 755.5 1069 1707 
 50 . . . 2.0 4.3 13.0 2.9 6.4 19.2 275.3 311.9 344.7 753.4 1118 1556 
 70 . . . 1.6 4.5 13.5 2.5 6.1 19.4 577.8 610.9 644.1 771.4 1087 1574 
50 5 1.4 4.9 12.1 1.7 5.8 14.7 2.9 8.2 19.5 2443 3189 3987 7.4 15.0 33.3 
 10 . . . 0.9 5.9 17.1 1.3 9.4 26.6 1319 1694 2059 7.3 16.6 42.6 
 20 . . . 1.2 5.5 17.0 2.7 8.2 22.0 479.2 599.8 679.8 7.1 16.3 40.8 
 50 . . . 1.2 5.5 13.9 1.4 7.5 27.0 3.0 8.8 19.2 7.1 15.6 34.8 
 70 . . . 1.3 5.0 13.9 1.4 8.0 23.3 246.4 279.8 302.5 6.9 16.0 38.4 
 90 . . . 1.7 4.8 16.0 2.1 7.2 23.5 362.8 398.8 433.9 7.1 15.4 36.0 
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Table 2.208 Calibration: Adjusted Nam and D’Agostino χ2 statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=0.5, σ=4; reference: 
Weibull γ=2, σ=4 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 0.4 1.2 4.4 0.4 1.7 5.5 0.5 2.9 7.3 0.4 1.9 6.4 12257 14951 18813 
 10 . . . 0.4 1.3 6.7 0.7 2.3 8.2 3.8 10.9 17.9 13301 15045 17534 
 20 . . . 0.4 1.3 6.2 0.7 2.5 7.8 53.9 75.7 91.9 13629 14954 16407 
 50 . . . 0.4 1.4 5.5 0.7 2.7 7.2 184.4 213.6 247.8 13839 15003 16957 
10 5 0.3 2.4 4.7 0.6 2.4 9.7 1.1 3.8 12.2 28.4 42.9 80.2 6058 12983 23985 
 10 . . . 0.6 2.6 6.0 0.9 3.8 10.2 0.9 2.8 8.0 7937 12733 24855 
 20 . . . 0.6 2.4 7.4 0.8 3.8 10.3 69.4 94.9 124.2 7903 14052 22414 
 50 . . . 0.4 2.3 8.5 0.8 3.6 10.7 336.0 393.3 440.0 9969 14417 18643 
20 5 1.4 4.5 8.3 2.0 4.3 12.7 2.0 6.0 16.3 468.9 673.8 1012 4597 6479 9002 
 10 . . . 1.6 4.2 7.6 1.9 6.1 14.1 120.4 179.8 228.3 5262 6538 8178 
 20 . . . 1.9 4.3 10.8 2.3 6.1 17.1 1.8 7.2 14.6 5114 6588 8638 
 30 . . . 1.9 4.2 9.4 2.1 5.8 13.4 118.5 146.3 171.4 5336 6626 8154 
 50 . . . 1.4 4.2 8.9 2.0 6.2 13.7 485.7 532.2 583.1 5331 6659 8674 
35 5 1.8 4.3 13 1.9 5.4 18.8 2.5 8.2 21.7 3025 4346 6462 587.9 1017 1961 
 10 . . . 1.9 4.3 13.0 2.8 6.7 17.2 1418 1793 2274 712.7 1044 1673 
 20 . . . 1.8 4.6 13.0 2.4 6.2 17.8 311.8 374.4 447.4 769.4 1059 1680 
 35 . . . 1.7 4.1 13.0 2.3 6.0 17.0 2.5 6.8 15.7 768.4 1071 1713 
 50 . . . 1.7 4.3 13.1 2.6 6.5 18.3 265.3 301.4 334.6 793.7 1066 1719 
 70 . . . 1.7 4.4 13.8 2.1 6.0 17.4 319.9 343.5 797.2 779.9 1091 1588 
50 5 1.4 4.9 12.1 1.3 5.8 18.6 1.6 8.9 31.3 9864 14555 23321 7.0 16.4 42.6 
 10 . . . 2.3 5.2 13.5 2.8 8.3 36.2 5770 7486 9302 7.2 16.6 29.1 
 20 . . . 1.3 5.4 14.8 1.6 7.9 36.5 1892 2320 2879 6.8 16.4 34.8 
 50 . . . 1.3 5.1 13.6 1.6 7.9 33.9 2.8 6.7 18.4 7.0 15.9 37.8 
 70 . . . 1.5 5.3 12.3 2.3 7.9 28.1 292.6 322.9 549.9 7.1 15.6 35.1 
 90 . . . 1.3 4.8 12.1 2.2 7.7 31.5 484.8 518.3 551.2 7.2 14.7 34.4 
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Table 2.209 Calibration: Adjusted Nam and D’Agostino χ2 statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=1, σ=0.5; reference: 
Weibull γ=1, σ=0.5 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 2.2 6.4 13.2 2.8 7.9 16.9 2.8 8 16.8 2.8 7.9 16.9 3.7 9.4 16.5 
 10 . . . 3.5 7.2 17.3 3.5 7.3 17.2 3.5 7.4 16.3 4.4 8.4 16.8 
 20 . . . 3.7 7.2 14.2 3.7 7.4 14.5 4 7.6 14.7 4.6 7.7 14.8 
 50 . . . 3.5 7.1 15 3.5 7.2 15.4 4.6 9.6 20.5 4.6 8 15.8 
10 5 3.5 8.1 15.3 3.7 9.9 21.8 3.7 9.9 21.7 3.7 10.9 22.5 6 12.8 24.8 
 10 . . . 3.6 9.1 17.5 3.6 9.2 17.8 3.6 9.1 17.5 5.2 11.2 19.2 
 20 . . . 4.1 8.8 15.8 4.1 8.8 15.9 4 8.6 14.9 5.3 10.7 17.1 
 50 . . . 3.8 8.6 15.4 3.8 8.7 15.5 5.9 12.7 21.1 6 10.1 15.9 
20 5 2.9 7.8 13.6 4.1 10.9 18.9 4.1 11 18.9 4.1 12.5 30.8 7.3 13.8 28.7 
 10 . . . 2.9 10.5 18.5 2.9 10.4 18.5 4.1 10.2 21.8 6.6 12.9 21.6 
 20 . . . 3.5 9.5 16.7 3.5 9.5 17.2 3.5 9.5 16.7 6.7 12.6 20.8 
 30 . . . 3.1 9.1 14.3 3.1 9.1 14.4 3.9 9.8 15.3 6.1 12.2 18.9 
 50 . . . 3.8 9.3 15.7 3.8 9.4 16.1 6.2 15.1 25.7 7 11.7 19.2 
35 5 3 7 17.2 4.2 11.7 32.3 4.2 11.9 32.6 9.2 32.9 120.6 7.2 15.3 42.5 
 10 . . . 3.4 8.1 31.1 3.5 8.2 31.1 6.5 15.4 102.1 5.7 10.9 37.3 
 20 . . . 3.4 9.4 19.8 3.5 9.5 19.8 4.4 16.9 37.7 6.1 13.1 25.1 
 35 . . . 3.7 8.2 20.3 3.7 8.3 20.3 3.6 8.2 20.2 6 10.8 25.6 
 50 . . . 3.5 8.1 18.6 3.5 8.1 18.7 5 10.6 22.3 6 11 23.1 
 70 . . . 3.5 8.5 18.6 3.5 8.6 18.6 18.1 32.8 53 6.1 11.6 21.9 
50 5 3.7 8.4 13.2 5.6 13.2 35.2 5.8 13.2 35.8 9.4 174.5 854.8 6.5 13.8 38.4 
 10 . . . 4.5 11 19.3 4.5 11 19.3 13.5 76.6 335.9 5.7 11.5 22.3 
 20 . . . 4.5 9.5 21.5 4.6 9.5 21.7 9.9 66.7 202.2 5.5 10.5 24.4 
 50 . . . 4.5 9.2 19.2 4.5 9.2 19.1 4.5 9.2 19.3 5.2 10.1 20.7 
 70 . . . 4.9 9.1 18.6 4.9 9.1 18.4 16.7 30.5 54.6 5.4 10.1 19.5 
 90 . . . 4 8.8 16.1 4 9 16 81.9 108.9 141.3 5.2 9.9 18 
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Table 2.210 Calibration: Adjusted Nam and D’Agostino χ2 statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=1, σ=0.5; reference: 
Weibull γ=1, σ=1 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 2.2 6.4 13.2 3.7 7.6 14 3.7 7.6 14.1 3.6 7.5 14.3 4.6 8.3 14.6 
 10 . . . 3.3 7.3 13.8 3.4 7.4 13.7 3.5 7.4 13.9 4.2 7.9 14.2 
 20 . . . 3 7.2 13.2 3 7.2 13.2 3.6 7.2 13.8 4.1 7.8 13.4 
 50 . . . 3.4 7.1 13.4 3.4 7.1 13.3 4.7 9.3 19.9 4.6 7.7 13.5 
10 5 3.5 8.1 15.3 3.8 8.8 16.5 3.8 8.8 16.4 4.1 9.2 17.8 6.9 10.9 19.1 
 10 . . . 3.7 8.8 15.4 3.7 8.7 15.4 3.9 9 15.5 6 10.6 15.9 
 20 . . . 3.7 8.7 15.6 3.9 8.7 15.6 3.8 8.8 16.5 5.7 10.7 17.3 
 50 . . . 3.9 9.1 15.8 3.9 9.1 15.9 5.5 12.2 21.8 6.3 10.6 16.5 
20 5 2.9 7.8 13.6 3.5 9.5 20.3 3.5 9.6 20.4 4.4 10.9 28.9 6.3 12.9 23.2 
 10 . . . 3.9 9.9 14.8 4.1 9.9 14.8 4.3 10.2 20.3 6.5 12.6 19.4 
 20 . . . 3.5 8.9 15 3.5 9 14.9 3.7 9.1 16.5 6.4 12.1 18.6 
 30 . . . 3.5 9 14.1 3.6 9 14.3 3.6 9.2 14.8 6.1 11.8 16.5 
 50 . . . 3.1 9.1 15.7 3.1 9.1 15.7 5.7 13.8 26.6 7.1 12.1 18.3 
35 5 3 7 17.2 3.4 9.2 19.3 3.5 9.2 19.5 9.2 30.8 68.7 6.1 12.8 25.8 
 10 . . . 3.4 9 19.3 3.4 9 19.5 10.5 22.9 48.7 6.2 11.5 23 
 20 . . . 3.2 8.1 18.9 3.2 8.4 19.1 7.6 16.9 33.6 6.1 11.3 22.2 
 35 . . . 3.3 9 18.4 3.3 9 18.4 3.4 9.7 20.6 5.9 11.9 21.5 
 50 . . . 3.2 8.2 18.6 3.3 8.2 18.8 4.9 9.6 20.2 5.9 11.1 22 
 70 . . . 3.2 7.6 18.2 3.2 7.6 18.2 26.2 39 58 5.6 10.4 20.7 
50 5 3.7 8.4 13.2 4.1 9.2 22.2 4.1 9.4 22.2 47.7 144.5 389.5 4.9 10.4 22.1 
 10 . . . 4.4 9.7 18 4.6 9.8 18 31.1 111.2 245.7 5.8 10.5 19.6 
 20 . . . 4.2 9 16.2 4.4 9.1 16.5 36.9 76.1 154.7 5.3 10.2 17.8 
 50 . . . 3.8 8.5 17.2 4 8.5 17.3 4.2 8.8 18.9 4.9 9.5 19.1 
 70 . . . 3.7 8.9 15 3.8 9 15.1 23.3 39.6 58.9 4.6 9.7 16.3 
 90 . . . 4.2 8.9 15 4.2 8.9 15.2 119 152.3 183.9 4.9 10 16.7 
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Table 2.211 Calibration: Adjusted Nam and D’Agostino χ2 statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=1, σ=0.5; reference: 
Weibull γ=1, σ=2 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 2.2 6.4 13.2 3.6 7.3 13.4 3.6 7.4 13.4 3.5 7.5 13.9 4.6 7.9 13.7 
 10 . . . 3.3 7.2 13.9 3.3 7.3 13.9 3.3 7.3 14.3 4.5 7.9 14.5 
 20 . . . 3.5 7 13.4 3.6 7 13.3 3.7 7.1 13.6 4.3 7.7 13.4 
 50 . . . 3.5 7.4 13.4 3.5 7.4 13.4 4.3 9 19.6 4.3 8.2 13.6 
10 5 3.5 8.1 15.3 3.7 8.8 16.9 3.7 8.8 16.8 3.9 9.2 16.9 5.9 10.5 17.4 
 10 . . . 3.7 8.9 15.7 3.7 9 15.8 4.1 9.2 16.4 5.8 10.5 16.3 
 20 . . . 3.6 8.6 16.8 3.6 8.6 16.7 3.7 8.7 16.6 5.7 10.3 17 
 50 . . . 3.7 8.6 15.9 3.7 8.6 16 5.4 11.9 20.5 5.7 10.1 16.6 
20 5 2.9 7.8 13.6 3.5 9.7 15.1 3.5 9.7 15.2 4.5 9.7 19.9 6.3 12 17.8 
 10 . . . 3.2 9.5 14.1 3.3 9.5 14.2 4.3 9.6 18.8 6.1 11.9 17.5 
 20 . . . 3.3 9.3 15 3.5 9.4 15.1 3.8 9.2 18.2 6.1 11.8 17.4 
 30 . . . 3.5 9.4 14.5 3.5 9.4 14.6 3.4 9.3 15.2 6.3 12 17.2 
 50 . . . 3.5 9.2 14.4 3.5 9.3 14.5 5.8 13.1 22.9 6.4 11.8 16.9 
35 5 3 7 17.2 3.1 8.5 19.9 3.1 8.6 20.7 13 26.6 68 5.6 11.4 25.5 
 10 . . . 3.1 8.9 19 3.1 8.9 19.2 12.1 26.1 61.1 5.5 12.1 21.5 
 20 . . . 3 8.3 17.8 3 8.3 17.9 10.3 20.9 44.2 5.7 11.3 20.5 
 35 . . . 3.3 8.6 18.5 3.3 8.6 18.5 4.3 12.3 27.2 5.8 11.6 21.8 
 50 . . . 3 7.9 18 3 8.1 18.1 4.9 9 18.9 6.1 10.9 21 
 70 . . . 3 8.1 17.5 3 8.3 17.7 42.7 66.1 90.1 5.8 10.9 20 
50 5 3.7 8.4 13.2 4.4 8.9 17.3 4.4 9.1 17.5 41.7 131 244.4 5.3 9.9 17.4 
 10 . . . 3.8 8.7 15.6 3.8 8.9 15.6 57.1 132.7 245.5 4.8 9.9 17.1 
 20 . . . 4.2 8.6 15.2 4.5 8.6 15.4 46.5 104.3 195 5.5 9.4 15.5 
 50 . . . 4.4 8.6 14.9 4.4 8.9 14.9 4.6 9.8 18.1 5 9.6 16.5 
 70 . . . 3.8 8.8 15 3.8 9 15 52.2 75.4 108.4 4.6 9.8 16.3 
 90 . . . 4.4 8.7 14.8 4.4 8.8 14.9 163.9 204.7 241.7 5.3 9.7 16.6 
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Table 2.212 Calibration: Adjusted Nam and D’Agostino χ2 statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=1, σ=0.5; reference: 
Weibull γ=1, σ=4 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 2.2 6.4 13.2 2.8 7.3 13.1 2.9 7.3 13.2 2.6 7.6 13.3 4.1 8.2 13.3 
 10 . . . 3.4 7.3 13.7 3.5 7.4 13.8 3.2 7.4 13.9 4.3 8.1 13.8 
 20 . . . 3.6 7.4 13.5 3.6 7.4 13.6 3.5 7.5 13.8 4.6 7.9 13.8 
 50 . . . 3.7 7.2 13.6 3.8 7.2 13.8 4.3 9.1 19.2 4.4 7.9 13.4 
10 5 3.5 8.1 15.3 3.7 9.1 15.7 3.8 9 15.6 4.4 9.2 16.8 5.8 10.4 16.3 
 10 . . . 3.6 8.7 15.9 3.7 8.8 15.9 3.9 9.1 17.1 5.3 10.4 16.7 
 20 . . . 3.6 8.7 15.5 3.8 8.7 15.4 4 9.1 16.2 5.4 10.3 16 
 50 . . . 3.6 8.8 15.8 3.7 8.7 15.7 5.3 11.5 20.7 5.4 10.5 16.5 
20 5 2.9 7.8 13.6 3.2 9 14.2 3.2 8.9 14.2 4.3 10.9 21.2 6.3 11.6 17.2 
 10 . . . 3.5 9.5 16.3 3.5 9.7 16.3 5.2 10.3 26.6 6.6 12 19.9 
 20 . . . 3.5 9.3 14.3 3.5 9.4 14.3 4.7 10.5 20.7 6.4 11.9 16.9 
 30 . . . 3.5 9 14.7 3.5 9.1 14.7 3.8 9.2 16.5 6.2 12 16.9 
 50 . . . 3.5 9.2 14.8 3.5 9.2 14.8 5.8 12.7 23 6.6 12 17.4 
35 5 3 7 17.2 3.3 8.7 19.4 3.3 8.7 19.4 16 28 60.2 6.1 11.6 23.5 
 10 . . . 3.4 8.2 18.5 3.5 8.3 18.7 15.7 30.5 53.9 6.4 11.4 21.1 
 20 . . . 3.2 8.3 17.8 3.2 8.3 17.9 14.5 26.3 52.1 5.6 11.1 20.6 
 35 . . . 3 8.5 18.4 3.2 8.5 18.4 9.1 18.9 40.6 5.9 11.4 21.7 
 50 . . . 3.1 8.1 17.9 3.1 8.1 17.9 4.5 8.5 19.2 5.7 11 20.7 
 70 . . . 3 8.3 18.7 3.1 8.3 18.8 90.2 129.2 162.4 5.6 11.3 21.9 
50 5 3.7 8.4 13.2 4.3 8.8 17.9 4.4 8.9 18.1 76.9 140.2 322.3 5.4 9.7 20.1 
 10 . . . 3.8 8.7 14.7 3.9 8.7 14.7 58.1 155.6 248.6 4.8 9.6 15.5 
 20 . . . 4.1 8.8 14.4 4.2 8.9 14.5 72.3 131.3 210.3 4.8 9.6 15.4 
 50 . . . 4.4 8.6 14.8 4.4 8.8 14.8 4.8 10.1 17.9 5.3 9.4 16.2 
 70 . . . 4 8.8 14.6 4.2 8.8 14.9 135.6 173.4 215.8 5.2 9.7 15.6 
 90 . . . 4.6 8.7 14.8 4.7 8.8 14.9 1.1 5.7 23 5.4 9.9 16.3 
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Table 2.213 Calibration: Adjusted Nam and D’Agostino χ2 statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=1, σ=1; reference: 
Weibull γ=1, σ=0.5 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 2.6 6.1 11.7 3.5 9 21 3.7 9.3 20.8 3.4 8.7 19 15.8 27 85.2 
 10 . . . 3.6 8.8 20.8 3.7 9.1 21.4 3.6 8.4 17.7 14.2 22.5 52.3 
 20 . . . 3.5 8 19.5 3.7 8.1 19.2 5.1 10.5 25 15 27.2 52.5 
 50 . . . 2.9 7.8 13.6 3.1 8 13.5 15.1 28.8 57.2 17.8 24.4 37.6 
10 5 2.4 7.3 14.5 4.9 10.7 30.3 5 10.7 30.8 3.9 11.3 34.2 24.9 49.4 150 
 10 . . . 3.4 9.7 22.4 3.8 9.7 22.8 3.1 9.3 23.4 24.7 36.2 93.8 
 20 . . . 3.8 9.1 18.3 4.1 9.3 17.9 4.4 13.5 26.4 26.1 41.9 73.1 
 50 . . . 3.5 8 18.9 3.6 8 19.5 21.5 50.3 72.2 28.6 40 69.9 
20 5 3.1 6.3 14.4 4.6 12.3 40.5 5.2 12.6 42.8 7.9 21 94.2 31.7 64.7 232.1 
 10 . . . 3.3 9.8 38.7 4 10.1 38.7 5 12 38.5 31.2 47.5 123 
 20 . . . 4.3 9.9 23 4.9 9.9 22.9 3.5 8.8 28 33.1 54.7 106 
 30 . . . 2.9 8 19.7 2.9 8.5 19.8 10.1 16.8 42.5 38.6 51.3 75.6 
 50 . . . 3.2 7.6 19.8 3.4 7.9 21.3 45.9 62.2 96.2 35.5 50.5 86.8 
35 5 2 7 14.1 4.9 14.6 64.5 5.8 15.4 65.7 12.1 102.4 449.6 28.3 50.6 198.3 
 10 . . . 5.2 10.5 48 5.3 10.9 45.1 13 60.3 246 25.1 37.1 130.8 
 20 . . . 3.3 9.3 23.4 3.7 10.4 25.2 6.7 24.7 97.4 24.9 41.7 89.4 
 35 . . . 4.4 8.2 16.8 5.4 9.1 17.4 4.9 10.7 22.5 24.4 37.1 63.2 
 50 . . . 3.2 7.7 18.6 3.7 8.2 18.4 27.9 47 67.3 28.8 38 73.1 
 70 . . . 3.5 7.4 17.7 3.5 8.2 17.7 103.9 137.5 169.4 27.7 40.9 68.3 
50 5 2 9.2 15.3 4.2 19.1 59.8 5.8 19.1 61.2 60.7 308.8 795.6 9.6 23.5 87.3 
 10 . . . 4.9 15 55.5 5.2 15.5 51.4 58.8 214.7 728 8.8 18.4 64.3 
 20 . . . 3.3 13.5 28.5 4.7 14.3 27.9 40.2 217.1 617.6 9.2 18.2 44.3 
 50 . . . 4.1 10.3 19 4.2 11.2 20.1 3.4 12.3 20.9 8.8 15.6 30.1 
 70 . . . 3.8 9.7 20.1 3.8 10.7 20.7 70.2 91 112.1 8.9 16.6 29.1 
 90 . . . 2.1 10.2 19.9 2.8 10.8 19.8 219 263 296.5 7.6 16.3 29.3 
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Table 2.214 Calibration: Adjusted Nam and D’Agostino χ2 statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=1, σ=1; reference: 
Weibull γ=1, σ=1 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 2.6 6.1 11.7 3.2 8.3 14.9 3.3 8.4 14.8 3.2 8.3 14.9 14.4 26.1 52.9 
 10 . . . 2.3 8.1 13.5 2.4 8.1 14.4 2.8 8.2 14.5 16.5 24.1 42.5 
 20 . . . 3 7.4 12.3 3.1 7.4 12.1 3.6 8.6 20.6 19.1 24.9 33.6 
 50 . . . 2.8 7.9 13.8 2.9 8 14.7 13.5 27.6 55 19.3 25.2 33.6 
10 5 2.4 7.3 14.5 3.6 9.4 19 3.6 9.4 19.1 3.6 10.3 23.7 21.1 44.9 85.4 
 10 . . . 3.5 8.3 17.6 3.5 8.5 17.7 3.5 8.4 17.7 25.8 42.5 72.6 
 20 . . . 3.9 8.6 18.4 4 8.6 18.5 3.3 10.3 16.5 30.5 41.6 54.5 
 50 . . . 3.6 8.1 17.3 3.9 8.2 17.4 21.5 47.9 72.3 32.3 42.1 55.9 
20 5 3.1 6.3 14.4 3 8.5 26.6 3.5 8.7 27.3 6.3 17.2 59.4 32 52.5 124.5 
 10 . . . 3.9 8.2 17.9 3.9 8.3 17.9 5.3 13 31.2 33.3 52.9 89.9 
 20 . . . 3.1 7.4 15.3 3.7 7.4 16.4 3.1 7.4 15.1 39.3 50.5 79.5 
 30 . . . 3.3 7.1 15.3 3.8 7.2 15.4 6.7 12.6 29.1 38.9 50.3 70.2 
 50 . . . 3.2 7.1 17.4 3.6 7.2 17.2 44.2 54 80.3 38.6 51.8 74.3 
35 5 2 7 14.1 3.5 10.2 32 3.5 10.4 33.5 24.5 92.9 284.7 28.5 42.5 110.5 
 10 . . . 4.1 8.8 21.6 4.3 8.9 21.7 20.3 73.6 136.6 27.6 39.2 67.7 
 20 . . . 4.1 7.4 16.1 4.4 7.5 16.3 17.6 34.5 93.8 29.6 38.5 62.8 
 35 . . . 3.8 8.1 18.6 4 8.1 18.7 3.9 8.3 18.3 29.5 38.9 61 
 50 . . . 3.6 7.9 14 4.1 8 15.8 25 39.8 58.7 29.3 39.6 62.4 
 70 . . . 3.5 7.2 14.1 3.5 7.4 15.1 123.3 154.4 184.2 30.2 41.5 51 
50 5 2 9.2 15.3 5 12.2 31.9 4.9 12.2 32.8 125 329.8 563.1 11.3 19.7 44.6 
 10 . . . 4 11.1 28.9 4.5 12 29.7 124.9 271.7 739.1 9 16.8 34.3 
 20 . . . 3.1 10 21.2 3.7 10.2 21.4 88.3 242.8 501.6 8.7 15.6 28.7 
 50 . . . 2.2 10.1 20.5 3 10.3 20.8 2.2 9.9 21 8.1 15.6 32.4 
 70 . . . 2.2 10 18.7 3 10.1 19.2 88.1 112.6 131.5 8.3 15.9 26.4 
 90 . . . 2.9 9.8 19.2 3.1 10 19 302 353.4 394 8.8 15.5 27.5 
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Table 2.215 Calibration: Adjusted Nam and D’Agostino χ2 statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=1, σ=1; reference: 
Weibull γ=1, σ=2 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 2.6 6.1 11.7 2.9 7.5 12.5 3 7.5 12.9 2.9 8 11.6 16.1 25.3 33.1 
 10 . . . 2.8 7.7 13.2 2.9 7.6 12.9 2.8 7.9 13 16.8 25.9 35 
 20 . . . 2.9 8.1 13.4 3 8 13.6 3.2 7.8 13.4 18.9 24 32 
 50 . . . 2.5 7.7 14 2.5 7.7 13.5 12.5 26.1 53.1 20.6 24.4 32.8 
10 5 2.4 7.3 14.5 3.5 7.9 16.3 3.7 8.2 16.3 2.9 10.3 19.1 29 40.5 56.9 
 10 . . . 3.5 8.1 16.1 3.5 8.1 16.2 3.7 9.4 18.5 30 41.8 56 
 20 . . . 3.6 7.8 15.8 3.6 7.9 15.9 3.5 7.7 15.9 31.9 39.7 51.6 
 50 . . . 3 8 15.7 3.4 8.2 15.6 18.5 44.2 64.4 34.3 41 49.3 
20 5 3.1 6.3 14.4 3.3 7.4 16.1 3.3 7.9 16.1 8.9 20.4 42.1 32.8 51.4 76.8 
 10 . . . 3.9 7.9 15.3 4.4 8.1 15.3 6.7 20.4 36.4 37.6 52.4 69.4 
 20 . . . 2.9 7.6 14.3 3 7.8 14.2 3.9 11.9 21.6 40.6 50.7 64.7 
 30 . . . 3 7.3 14.1 3 7.6 14 3.3 7.3 14.3 41.9 52.1 65.8 
 50 . . . 2.8 7.2 15.7 3 7.6 15.5 37.9 49.1 75.6 42.6 51.9 64.7 
35 5 2 7 14.1 2.9 7.8 16.1 3 8.3 16.7 38.8 90.5 176.3 27.6 38.6 58 
 10 . . . 4 7.9 16.2 4 8.9 16.2 29.5 88.8 172.8 29.8 39.1 62.2 
 20 . . . 3.7 7.6 14.7 4.3 7.8 16.4 32.7 62.9 138.9 30.2 37.3 56.8 
 35 . . . 3.5 7.6 13.8 3.5 8.3 14.5 8.2 19.5 37.5 30.6 40.4 52 
 50 . . . 3.2 7.1 14.8 3.3 7.8 14.8 20.7 33.7 51.7 31.1 39.1 51.2 
 70 . . . 3.3 7.3 13.8 3.6 7.8 15 187.4 228.4 270.1 31.6 38.3 52.3 
50 5 2 9.2 15.3 3.9 9.8 21.8 4 10.1 23.7 124.6 310.4 532.5 8.2 15.3 30 
 10 . . . 4.3 10.5 19 4.5 11.1 20.4 179.5 302.8 587.4 8.7 16.1 27.1 
 20 . . . 3.3 10.2 17.6 3.5 10.9 17.6 106.4 262.5 539.9 8.8 15.8 25.7 
 50 . . . 3 9.7 16.5 3.1 10.1 18.2 4.6 10.9 29.9 8.8 15.2 26.4 
 70 . . . 3.2 9.8 17 3.2 10.3 17.6 160.7 193.8 225.4 9 15.5 23.5 
 90 . . . 3 9.5 16.9 3.1 9.9 17.4 446.5 507.4 557.4 9.3 15.4 24.3 
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Table 2.216 Calibration: Adjusted Nam and D’Agostino χ2 statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=1, σ=1; reference: 
Weibull γ=1, σ=4 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 2.6 6.1 11.7 2.9 7.8 13.9 2.9 7.6 14.4 3.5 8 17.2 19.7 24.7 35.8 
 10 . . . 2.5 7.2 12.8 2.6 7.2 13.3 2.5 6.9 15.6 18.6 25 32.4 
 20 . . . 2.6 7.6 14.8 2.6 7.6 15.4 2.5 7.8 13.5 19.4 24.4 32.7 
 50 . . . 2.3 7.5 12.7 2.4 7.4 13.1 12.6 25.3 49.6 21 24.9 34.3 
10 5 2.4 7.3 14.5 3.8 8 17.1 4.1 8.1 17.3 4.1 10.9 22.1 32 41.3 56.3 
 10 . . . 2.9 8 15.8 3 8.2 15.7 3.8 10.4 21.4 33.9 40.7 56.2 
 20 . . . 3.6 7.9 16.1 3.6 7.9 16.1 3.3 9.5 19.2 31.9 39.8 51.8 
 50 . . . 3 8.2 15.3 3.1 8.3 15.7 16.6 40.8 68.9 35.3 40.9 48.3 
20 5 3.1 6.3 14.4 3.1 7.3 15.4 3.1 7.4 16 10.5 22.9 41.5 37 51.2 80.8 
 10 . . . 3.4 7.4 17.1 3.5 7.5 17.1 9.6 23.4 38.2 39.3 52.1 67.6 
 20 . . . 3.6 6.9 14.5 3.6 7.2 16.8 8.5 19.2 31.1 41 50.2 62.1 
 30 . . . 2.9 7.1 14.9 2.9 7.3 15.6 6.2 12.9 22.8 40.3 50 64.9 
 50 . . . 3.1 7.2 14.3 3.2 7.3 16.7 32.5 48.5 70.3 42.5 53.2 62.8 
35 5 2 7 14.1 3.9 7.5 16.9 3.9 7.8 17.1 54.2 97.1 201.2 29.7 38.7 62.3 
 10 . . . 3.2 8.5 14.3 3.2 8.6 15.1 51.8 95.2 176.7 30.8 39.1 59.6 
 20 . . . 3.8 7.2 14.9 3.8 7.5 15.5 51.6 87.9 155.2 28.9 38.4 53.6 
 35 . . . 4.1 7.3 14.2 4.3 7.6 15 26 53.3 103.3 30.9 39.7 48.8 
 50 . . . 3.7 7.3 14.5 4 7.5 15.5 18.5 30.3 51.3 32.9 39.1 49.7 
 70 . . . 3.7 7.1 15 4 7.4 16.1 328.2 380.4 431.4 32.7 38.7 50.8 
50 5 2 9.2 15.3 3.5 10.9 19.5 3.6 11.2 18.9 182.2 299.2 605.6 7.8 16 32 
 10 . . . 3.1 9.6 18.2 3.4 9.7 19 170.5 309.7 541.6 9.2 16 25.4 
 20 . . . 3 10 17.4 3 10.3 18.2 161.9 306.2 522.4 7.6 15.7 25.4 
 50 . . . 3.1 9.6 16.1 3.9 9.9 19 6 13.2 34.9 9.4 15.4 21.7 
 70 . . . 3.1 9.6 18.8 3.9 9.9 20.5 363.3 401.8 442.8 9.1 15.5 26.2 
 90 . . . 3.3 10.1 16.2 3.6 10.5 19.1 97.3 127 178 8.9 16.4 24.8 
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Table 2.217 Calibration: Adjusted Nam and D’Agostino χ2 statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=1, σ=2; reference: 
Weibull γ=1, σ=0.5 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 1.5 3.9 9.5 1.9 7.6 22.6 2.2 8 22.8 6 13.1 24.8 85.9 388.2 2564.8 
 10 . . . 1.7 6.5 16.9 2.7 6.5 17.4 17.2 29.8 42.7 108.6 252.4 1051.3 
 20 . . . 2.4 4.9 13.4 2.3 5.5 14 40.1 63.1 87.6 135.6 364 660.7 
 50 . . . 1.5 4.4 12 2.2 5 11.9 100.7 138.6 181.6 206.8 316.1 622.2 
10 5 2.1 5.8 12.3 2.5 10 35.7 2.5 11 42.7 4 13 38 114.8 681.3 5333.4 
 10 . . . 2.3 7.6 29.2 2.9 7.5 29.2 19.9 38.1 59.5 165.5 379.3 2706.1 
 20 . . . 2.3 7.6 14.4 2.6 8.4 16.1 64.7 92.3 120.4 201.4 550.1 1199.7 
 50 . . . 2.5 6.5 14.6 2.5 7 15 178.3 230.4 274.5 314.2 505.1 1126.9 
20 5 3.2 6.6 13.1 4.8 12.4 66.3 4.9 12.6 80.4 8.9 22.3 74.9 140.3 634.2 2490.4 
 10 . . . 4.4 10.5 43.9 4.5 12 43.3 5.3 12.2 35.6 191.2 399.8 1526.7 
 20 . . . 2.7 9.4 31.7 4.7 10 35.5 58.1 75.9 98 225.5 579.6 1516.4 
 30 . . . 3.8 7.5 17.2 4.4 8 17.8 120.8 141.5 172.5 317.3 532.1 1135.6 
 50 . . . 2.7 6.7 15.7 2.7 7.2 18.1 238.4 270.4 311.4 315.4 493.3 1063 
35 5 3.1 6.9 14.1 5.4 16.5 79.2 5.5 16.7 89.3 87.4 174.3 323.8 87.4 252.1 909.6 
 10 . . . 3.9 12.5 54.8 5.1 13.5 53.8 38.8 65.7 191.6 99.8 166 700.8 
 20 . . . 4.2 8.5 28.9 4.9 10.2 33.8 6.6 13.5 41.7 105.1 203.6 450.4 
 35 . . . 3.1 8.6 20.4 4 9.2 23.2 55.1 67.6 83.7 108.4 181.6 314 
 50 . . . 3.7 7.2 21.7 4.1 8 26.9 142.1 169.9 190.2 127 185.5 368.8 
 70 . . . 3.3 8.2 22.9 3.7 9.4 27.8 276.9 323.8 356.2 133.8 196 386.9 
50 5 2.9 6.3 15.3 5 16.6 81.1 5.8 17.9 88 316.9 696 1180.6 14.2 34.8 107.1 
 10 . . . 4.2 13.5 50.8 5.2 14.8 49.4 226.8 314.9 543.2 12.5 22.2 60.9 
 20 . . . 4.5 10.9 28.6 4.7 11.7 29 93.2 136.7 228 13.7 24.5 52.4 
 50 . . . 2.8 7.6 17.8 4.4 8.9 21.3 12.7 19.7 30.5 12.6 19.8 35.7 
 70 . . . 3.4 7.9 19.1 4.5 8.5 19.1 130.9 151.9 176.2 12.9 19.7 41.3 
 90 . . . 3.2 7.9 16.1 4.7 8.8 17.9 356.8 380.4 409.6 12.7 21.2 35 
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Table 2.218 Calibration: Adjusted Nam and D’Agostino χ2 statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=1, σ=2; reference: 
Weibull γ=1, σ=1 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 1.5 3.9 9.5 2.2 4.5 12.4 2.3 5.3 12.4 3.5 8.6 15 137.7 347 870.2 
 10 . . . 2.1 4.6 13 2.2 4.8 13.1 11.5 20.3 29.7 187.5 330.2 526 
 20 . . . 1.6 4.6 10.7 1.7 5 11.7 31.8 48.9 69.3 236.2 315.1 490.1 
 50 . . . 1.4 4.6 10.2 2.2 5.2 10.2 98.1 134.5 176.5 225 329.1 500.8 
10 5 2.1 5.8 12.3 3.1 8.5 18.4 3.8 9.1 20.4 2.7 7.5 17 192.4 596 1615.2 
 10 . . . 1.9 7.3 16.5 2.4 7.7 16.9 11.5 22.1 35.4 279.1 567.1 997.1 
 20 . . . 2.9 6.6 13.3 3.3 7.2 13.3 45.5 72.2 92.9 343.4 508.4 840.9 
 50 . . . 1.8 6.3 11.1 1.9 7.2 11.8 171.5 224 266.1 337.2 519.4 809 
20 5 3.2 6.6 13.1 4.1 9.4 23.9 4.5 10 24.7 17.1 25.8 66 234.4 577 1439.6 
 10 . . . 3.3 7.9 17.2 3.9 8.4 17.3 4 8.1 17.5 266.6 565.9 945.5 
 20 . . . 3.8 7 14.8 4 8.3 15 35 45.6 63.1 364.6 551.6 893.5 
 30 . . . 3 7.2 15.9 3.1 8.3 16.4 94.6 115.3 141 345.5 515.9 801.7 
 50 . . . 2.9 7 15.1 3.1 7.8 16.5 225.5 259.7 300.7 369.7 540.6 966.7 
35 5 3.1 6.9 14.1 3.2 10.3 28.9 3.3 11.4 29.9 117.4 236.8 345.5 111.6 224.2 439 
 10 . . . 3.7 8.3 20.8 4.2 9.1 31.2 74.3 106 171.4 113.3 208.6 324.6 
 20 . . . 3.3 7.5 18.3 4 8.2 22.2 11.7 28.3 84.3 141.1 193 335.3 
 35 . . . 3.1 7.7 15 3.4 8.6 17.8 36.9 42.7 58.7 139.7 198.6 282.7 
 50 . . . 3.4 7.4 15.3 3.6 8.3 17.9 131.5 156.5 180.8 144 201.6 314.7 
 70 . . . 3.2 7.6 16 3.4 8.4 21.2 309.9 349.3 383.1 145.5 203.2 324.1 
50 5 2.9 6.3 15.3 3.4 8.5 35.2 4.6 10 38.1 497.3 838.9 1301 12.1 22.6 63.1 
 10 . . . 3.8 8.1 21.2 4.4 9.7 25.3 323.8 471 629.3 12.3 20.4 50.4 
 20 . . . 3.4 7.6 15.3 4.1 8.4 19.3 155.2 194.8 235.7 12.4 19.3 35.2 
 50 . . . 3 7.5 18 3.9 8.5 19.2 6.3 13.2 22.9 12.4 19.6 40.1 
 70 . . . 2.9 7.2 15.3 4 8.2 18.1 162.9 180.8 200.4 12.2 19.3 34.9 
 90 . . . 3.4 6.7 16.3 4.4 8.3 18 468.2 498.5 537 12 20.6 32.5 
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Table 2.219 Calibration: Adjusted Nam and D’Agostino χ2 statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=1, σ=2; reference: 
Weibull γ=1, σ=2 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 1.5 3.9 9.5 1.7 4.6 12.5 1.7 4.9 12.5 1.7 4.5 12.7 161.6 314.6 511.7 
 10 . . . 1.5 4.8 9.1 1.7 5.3 9.7 2.1 6.5 12.9 200.6 338.9 469 
 20 . . . 1.4 4.4 9.8 1.6 4.8 10.9 13.4 23.7 36 218.4 322.9 435.7 
 50 . . . 1.6 4.3 10.3 1.7 4.7 11.2 94.8 131 170.8 272.6 329.8 382.4 
10 5 2.1 5.8 12.3 2.6 6.8 13.8 2.7 7.3 16.1 3 10.9 23 257.7 506.3 859.5 
 10 . . . 2.2 6.1 13.6 2.3 6.9 14.9 2.2 5.8 14.7 329 524.9 889.4 
 20 . . . 2.3 6.3 11.1 2.6 6.7 11.5 14.3 26.2 43.2 361.5 494.6 705.3 
 50 . . . 2.4 6.2 13.5 2.7 7.1 14.8 161.5 217.9 261.4 401.4 513.2 654.8 
20 5 3.2 6.6 13.1 2.8 7.1 16.9 3.9 8 17.1 46.6 70.5 128.6 278.5 506.3 929 
 10 . . . 4 7.2 15.4 4.3 8 16.7 18.6 32.3 54.5 345.9 563.1 895.8 
 20 . . . 3.1 6.6 13.7 4.1 7.8 15.9 3.4 7 15.6 388.4 515.5 798.1 
 30 . . . 3.2 6.4 15.1 3.9 7.6 15.4 39.4 55.2 74.8 380.1 528.5 823.4 
 50 . . . 3.1 7.3 15 3.7 8.1 15.3 220.1 250.1 281.8 427.3 533.2 763.2 
35 5 3.1 6.9 14.1 3.4 8.4 19.8 3.9 9.8 20 267.5 419.7 645.7 116.1 194.8 333.6 
 10 . . . 3.6 7.3 17.2 3.9 8.3 18.6 180.9 251.3 336 140.1 204.7 301.7 
 20 . . . 2.8 7.3 19.4 3.2 8.5 18.5 59.4 84.1 151.8 147.8 186.9 367.9 
 35 . . . 3 7.3 15.2 3.2 8.9 16.1 3.2 7.7 17.3 146.7 205.4 297.1 
 50 . . . 2.8 7.1 15.6 3.1 8.6 16.5 116.3 142.5 161.8 162.8 202.3 309.5 
 70 . . . 3.1 7.1 14.8 3.7 8.4 15 398 445 502.5 147.2 195.6 291.5 
50 5 2.9 6.3 15.3 3 7.7 18 4.8 8.1 20.1 815.7 1317.9 1755.5 12.3 19.1 34.8 
 10 . . . 3.6 7.5 15.3 4.1 8 18 655.7 900.1 1155.6 12.1 20 37.6 
 20 . . . 3 6.6 16 4.4 7.6 16.7 347.8 392.8 488.1 12.2 18.9 36.7 
 50 . . . 2.9 6.7 14.6 4.2 7.8 15.6 3.5 7.9 15.9 12.3 19.7 29.8 
 70 . . . 3.1 6.8 15 4.2 7.7 15.6 261.3 296.2 316 11.9 19.4 32 
 90 . . . 2.8 6.3 15 4.3 7.5 15.2 358.4 759.1 806.1 12 20 31.1 
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Table 2.220 Calibration: Adjusted Nam and D’Agostino χ2 statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=1, σ=2; reference: 
Weibull γ=1, σ=4 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 1.5 3.9 9.5 1.6 4.5 12.3 1.9 4.8 12.3 5.3 10.6 22.5 197.7 321.4 489 
 10 . . . 1.6 4.4 10 1.8 4.7 10.2 2.3 7 14.8 234.9 327.1 445.6 
 20 . . . 1.5 4.3 8.6 1.8 4.5 8.7 1.9 4.6 10 232.8 309.3 429.1 
 50 . . . 1.6 4.6 10.2 1.8 4.9 10.3 90.7 129.1 164.7 264.7 319.6 411.7 
10 5 2.1 5.8 12.3 2.3 6.2 12 2.8 6.8 13.3 15.7 33.3 79.3 351.2 486.9 905.4 
 10 . . . 2.2 7 13.3 2.9 7.3 13.5 11.7 24.4 53.1 378.5 504.4 841.4 
 20 . . . 2.3 6.1 14.1 2.6 6.6 14.4 2.4 7.2 18.3 345.1 510.5 649.7 
 50 . . . 2.4 6.4 11.4 2.7 6.9 13.4 155.9 208.8 253 420.7 511.7 691.6 
20 5 3.2 6.6 13.1 3.7 7.4 19.4 4 8 19.8 104.4 197.7 317.4 319 562.4 954.1 
 10 . . . 3.2 7.2 13.1 3.6 7.7 13.2 102.1 138.5 219.8 395.7 563.2 741.7 
 20 . . . 3.3 6.5 14.9 3.4 7.4 15.2 33.2 48.7 71.7 389.1 508.6 772.2 
 30 . . . 3.4 7.7 14.7 3.9 8.2 15.1 4.3 8.5 19.2 389.1 517.6 801.3 
 50 . . . 3.8 7.1 14.6 4.4 7.7 14.6 201.6 239.5 287.3 410 548 713.4 
35 5 3.1 6.9 14.1 3 7.6 18.8 3.4 8.9 21.2 545.3 800.5 1536.7 130.7 200.2 358.9 
 10 . . . 3.4 7 14.2 3.8 8.2 16.3 470.8 651.2 958.5 151.7 200.9 270.4 
 20 . . . 3 7.1 15.7 3.8 7.9 19.5 244.9 332.9 418.6 150 189.5 279.7 
 35 . . . 2.8 7.1 15.4 3.4 7.9 16.9 31.6 54 108.2 154 198.7 278.7 
 50 . . . 2.9 7.3 15.1 3.5 7.8 18.5 112.3 134.6 161.3 152.7 199.3 282.1 
 70 . . . 2.8 6.9 16.2 3.6 8.4 16.4 615.1 660.7 729.4 153.1 207.8 271 
50 5 2.9 6.3 15.3 2.8 8.3 15.5 3.1 9.6 18.8 1435.9 2173.6 3166.8 13 20.2 35.3 
 10 . . . 3.4 7.1 16 3.7 9.5 20.3 1408.2 1794.6 2562.8 12.1 19.6 33.9 
 20 . . . 3.4 6.9 15 3.7 8.2 15.8 857.9 1054.3 1316.9 11.9 19.3 29.6 
 50 . . . 2.8 6.3 14.4 3.9 7.8 16.6 4 9 17.9 12.4 19.7 31.5 
 70 . . . 3.2 6.3 14.6 3.7 7.5 16.9 547.3 579.5 617.3 12 19.3 30.4 
 90 . . . 3 7.3 15 3.2 7.8 18.3 338.5 376.2 409.4 12 20.4 33.8 
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Table 2.221 Calibration: Adjusted Nam and D’Agostino χ2 statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=1, σ=4; reference: 
Weibull γ=1, σ=0.5 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 0.2 1.1 5.3 0.4 2.6 8.6 0.7 4.1 13 85.0 139.7 177.9 2503 16103 41862 
 10 . . . 0.4 1.7 7.7 0.6 2.8 11.5 144.9 182.3 207.3 3955 13742 32708 
 20 . . . 0.3 1.4 6.3 0.6 2.6 9.1 185.1 228.0 252.4 8655 15073 24037 
 50 . . . 0.3 1.3 6.2 0.6 2.5 8.2 160.2 206.9 255.4 12517 14840 20629 
10 5 1.3 2.5 5.6 0.8 4.2 23.8 2.5 6.4 25.1 113.7 207.8 271.6 2855 17485 27862 
 10 . . . 1.9 4.3 14.7 2.1 5.8 18.7 221.0 278.4 316.6 3206 9071 27860 
 20 . . . 1.1 3.4 14.3 2 5.3 19.8 318.2 369.0 409.5 4436 16134 26597 
 50 . . . 1.1 2.7 8.5 1.6 4.3 12.3 326.6 401.3 455.7 6494 12188 24009 
20 5 1.7 3.6 13.7 2.7 10.2 37.4 3.2 12.3 41.2 35.4 110.9 195.2 1179 7752 19435 
 10 . . . 2.3 6.6 24.5 3.3 8.8 32.4 141.1 185.9 260.9 2774 6403 12259 
 20 . . . 2.1 6.4 21.6 3.1 7.7 25 284.0 336.3 382.7 3603 6975 10858 
 30 . . . 2.4 4.7 17.4 3.3 7.2 21.1 384.3 422.6 465.5 4887 6793 8949 
 50 . . . 1.5 4 15.2 1.8 7 20.2 504.9 534.2 586.8 4485 6801 9643 
35 5 1.7 4.3 9.2 3.5 11 44.1 4.3 14.1 43.4 48.4 76.2 159.3 288.3 1455 2650 
 10 . . . 2.6 8.3 29.9 4.7 12.2 34.2 4.6 13.8 43.8 309.4 904.1 2288 
 20 . . . 1.7 6.5 17.8 1.7 8.7 22.3 58.1 82.3 107.4 502.6 1198 1938 
 35 . . . 2 5.6 19.4 2.2 7.8 22.3 196.2 215.4 244.8 526.3 1071 1640 
 50 . . . 2.3 5.1 16.6 2.7 7.3 18.2 311.5 341.9 379.5 654.4 1038 1913 
 70 . . . 2.1 5.6 10 2.1 7.3 17.5 262.4 492.1 534.8 731.3 1070 1837 
50 5 1.6 4 9.9 2.6 8.2 47.7 4.6 12.9 50.2 891.2 1018 1221 8.0 23.1 75.5 
 10 . . . 2.1 7.2 28.6 3.6 10.9 28.8 407.3 459.7 529.0 7.5 18.7 44.0 
 20 . . . 1.6 5.8 17.9 1.9 8.6 31 119.4 141.7 167.4 7.0 17.9 40.0 
 50 . . . 1.4 4.9 13.1 2.8 7.8 25.3 10.8 24.3 35.0 6.6 16.2 30.8 
 70 . . . 1.9 5 10.6 2.9 7.7 23.4 113.3 149.4 169.6 6.6 17.0 27.2 
 90 . . . 1.3 5.2 12 2 7.8 20.8 327.6 365.9 403.4 6.4 16.2 33.5 
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Table 2.222 Calibration: Adjusted Nam and D’Agostino χ2 statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=1, σ=4; reference: 
Weibull γ=1, σ=1 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 0.2 1.1 5.3 0.5 1.6 7.6 1.1 3.1 9.7 88.3 115.9 148.6 9062 15530 23350 
 10 . . . 0.3 1.3 6.9 0.8 2.9 8.7 138.6 163.1 196.6 10586 15225 18812 
 20 . . . 0.4 1.1 6.2 0.9 2.4 8.4 201.3 218.3 262.8 12752 14810 18501 
 50 . . . 0.3 1.1 5 0.9 2.4 6.9 176.3 212.0 251.3 13174 14919 18453 
10 5 1.3 2.5 5.6 1.1 3.1 12.8 1.3 4.9 17.3 119.6 164.0 219.2 4956 14476 27599 
 10 . . . 1.2 2.6 10.4 1.7 4.4 14.5 213.0 245.3 287.5 5802 13023 26366 
 20 . . . 0.8 2.8 5.8 1.3 4.3 14.3 304.0 342.9 388.3 7187 13548 26320 
 50 . . . 1.2 2.5 6.1 1.4 4.2 12.2 342.5 395.5 439.9 7603 13289 24141 
20 5 1.7 3.6 13.7 2.1 6.4 23.3 2.6 7.9 23.6 25.6 60.4 93.4 2921 7189 12641 
 10 . . . 1.9 4.8 17.2 2.8 7.6 20.7 117.6 152.3 178.7 4722 6923 8962 
 20 . . . 2.2 4.6 12.3 2.8 7.9 18.8 257.7 291.2 312.4 5265 7074 8425 
 30 . . . 2.4 4.4 13.1 2.7 7 20.5 353.2 389.0 425.1 5103 6795 8559 
 50 . . . 1.6 5 14.6 2.5 7.3 18.5 495.8 537.3 576.7 5243 6966 8490 
35 5 1.7 4.3 9.2 2.5 6.6 22.7 2.6 8.5 33 118.5 149.6 188.4 458.1 1346 2059 
 10 . . . 2.1 6 15.6 2.6 8.3 24.2 16.2 28.9 40.8 558.3 1108 1952 
 20 . . . 2.1 4.8 9.9 2.5 7 20.3 31.9 40.4 55.1 794.5 1060 1909 
 35 . . . 1.8 5 12.3 2.6 7.2 23.8 159.2 183.6 209.9 720.1 1144 1579 
 50 . . . 1.4 4.8 9.4 1.9 6.9 20.6 297.0 328.0 366.0 699.8 1152 1792 
 70 . . . 1.5 4.3 10.9 2.3 6.8 19.4 466.5 520.2 562.5 845.7 1093 1613 
50 5 1.6 4 9.9 2 6.8 19.6 2.6 10.7 30.6 1117 1396 1704 6.8 17.4 40.6 
 10 . . . 1.5 4.6 14.1 2.4 8 31.1 564.4 654.8 793.2 7.5 17.5 29.8 
 20 . . . 1.1 5 10.4 2.4 8 25.2 191.3 213.1 266.7 6.5 16.6 29.5 
 50 . . . 0.9 5.2 9.6 1.9 7.4 28.5 4.8 15.7 24.5 6.8 16.0 31.7 
 70 . . . 2 3.9 10.1 2.3 6.7 24.9 122.0 174.0 199.4 6.7 16.6 31.8 
 90 . . . 1.8 4.3 12.8 2.1 6.9 28.1 266.1 478.7 518.4 6.8 16.2 28.0 
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Table 2.223 Calibration: Adjusted Nam and D’Agostino χ2 statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=1, σ=4; reference: 
Weibull γ=1, σ=2 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 0.2 1.1 5.3 0.2 1.3 5.7 0.6 2.3 9.7 36.4 48.6 76.0 11111 14707 17503 
 10 . . . 0.2 1.2 4.9 0.5 2.3 8.5 83.7 99.8 136.2 13171 14785 17634 
 20 . . . 0.3 1.2 4.6 0.5 2.2 8.2 152.1 171.1 210.1 13370 14789 16421 
 50 . . . 0.3 1.1 4.5 0.6 2.2 8.3 184.9 215.7 240.2 13529 14794 16548 
10 5 1.3 2.5 5.6 1.3 2.6 9.9 1.3 3.9 13.8 33.9 55.3 67.7 5726 13169 25008 
 10 . . . 1.2 2.8 8.3 1.4 4.1 16.6 114.6 141.8 173.0 7494 13366 23463 
 20 . . . 1.3 2.4 6.2 1.3 3.6 11.8 225.4 263.4 307.4 9154 12198 20820 
 50 . . . 1.4 2.4 6.6 1.6 3.6 15 347.9 399.3 447.5 9477 13802 18568 
20 5 1.7 3.6 13.7 1.7 4.8 17.6 2.8 7.4 21.8 10.1 17.4 39.0 4337 6931 8192 
 10 . . . 2 4.1 14.4 2.3 7.2 18.3 20.4 37.2 47.2 4944 6918 8385 
 20 . . . 1.6 4.1 13.9 2.4 7.6 17.2 147.6 174.5 190.1 5448 6989 7867 
 30 . . . 1.6 4.6 12.2 1.9 7.6 18 269.1 304.8 337.9 5245 6964 8024 
 50 . . . 1.5 4.1 12.7 2.3 6.7 17.9 488.5 528.1 559.6 5774 7024 8164 
35 5 1.7 4.3 9.2 1.6 5.2 11.2 2.6 8.1 14.9 486.7 607.6 749.5 607.8 1093 1590 
 10 . . . 2.1 5 13.8 3.1 7.8 19.3 161.4 203.6 258.3 714.6 1187 1670 
 20 . . . 1.6 4.8 9.4 2.6 7.6 15.1 9.9 16.8 27.8 811.9 1030 1519 
 35 . . . 1.9 4.7 10.4 2.6 7.9 18 93.5 108.6 130.3 667.3 1136 1585 
 50 . . . 1.6 4.2 11.1 2.8 7.4 15.5 286.8 311.2 347.5 805.8 1154 1546 
 70 . . . 1.5 4.3 10.7 2.9 7.6 14.1 569.0 609.4 650.0 798.8 1092 1512 
50 5 1.6 4 9.9 1.2 4.7 12.9 1.4 7.5 16.9 2585 3215 3967 6.9 16.0 32.8 
 10 . . . 1.7 4.8 11.4 2.3 8.2 14 1395 1610 1910 6.8 15.1 30.8 
 20 . . . 1 4.5 9.9 1.5 6.4 14.9 477.7 554.6 662.1 6.7 15.0 24.3 
 50 . . . 1.1 4.4 10.1 1.4 6.6 15.4 2.3 7.8 17.0 6.8 15.7 26.1 
 70 . . . 1.5 4.3 10.1 2 6.8 15.1 254.0 279.4 315.0 6.7 15.6 25.0 
 90 . . . 1.5 4.1 10.1 2.3 6.8 15.3 377.1 400.0 428.3 6.4 15.4 29.1 
 
  
402 
403 
 
 
 
Table 2.224 Calibration: Adjusted Nam and D’Agostino χ2 statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=1, σ=4; reference: 
Weibull γ=1, σ=4 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 0.2 1.1 5.3 0.3 1.1 4.2 0.5 2.3 7.6 0.5 1.4 5.5 13070 15098 18056 
 10 . . . 0.3 1.2 4.7 0.5 2.1 7.4 4.6 9.7 22.7 13160 14901 18517 
 20 . . . 0.2 1.2 4.7 0.5 2.2 6.4 62.3 74.0 105.7 13203 14785 16966 
 50 . . . 0.3 1.1 4.2 0.5 2.2 6.7 182.2 216.3 243.4 13622 14756 16636 
10 5 1.3 2.5 5.6 1.2 2.5 7.7 1.2 4.3 12.7 28.7 42.3 85.6 6459 13751 23287 
 10 . . . 1.5 2.7 6.3 1.9 4.1 13.1 1.2 3.0 7.8 8389 12692 22750 
 20 . . . 1.2 2.6 6.5 1.5 3.9 13.5 66.1 98.5 121.5 8571 12337 19622 
 50 . . . 1.5 2.5 6.1 1.7 3.8 14.2 356.7 399.5 448.7 8869 12803 18850 
20 5 1.7 3.6 13.7 1.6 4.4 14 2.4 6.2 19.2 506.1 675.7 980.0 5148 6961 8372 
 10 . . . 1.7 4.3 15.5 2.6 6.9 16.7 133.9 187.0 262.8 4840 6996 8212 
 20 . . . 1.6 4.1 13.1 2.3 6.5 16.7 2.3 5.3 14.3 5206 6893 8002 
 30 . . . 2.2 4.5 14.3 2.9 6.1 16.5 113.0 139.6 158.5 5603 6829 8468 
 50 . . . 1.6 4.3 13.9 2.6 6.4 16.5 479.7 524.9 560.0 5426 7037 8136 
35 5 1.7 4.3 9.2 1.5 4.4 10 2.7 7.3 14.8 3196 4272 6057 765.6 1125 1538 
 10 . . . 1.5 4.3 12.9 2.9 6.9 17.1 1476 1843 2328 704.8 1146 1683 
 20 . . . 1.7 4.5 10.6 3.2 7.2 14.8 294.5 362.3 439.0 824.8 1038 1540 
 35 . . . 1.4 4.4 10.2 2.6 7.4 13.3 1.7 6.5 12.7 818.0 1072 1627 
 50 . . . 1.7 4.3 10.9 2.7 7 14.7 267.8 303.8 341.2 852.3 1112 1578 
 70 . . . 2 4.3 11.4 3.2 7.1 15.6 314.2 342.0 803.5 806.5 1123 1669 
50 5 1.6 4 9.9 1 4.9 10.2 2.9 7.7 23.4 10871 14494 21146 6.8 15.4 29.8 
 10 . . . 2.1 4.5 9.8 2.3 6.6 23.4 5999 7370 9823 6.9 16.0 25.1 
 20 . . . 1 4.5 10.7 2.3 6.6 21.8 1835 2294 2673 6.6 15.7 27.5 
 50 . . . 1.4 3.9 10.3 2.4 6.3 21.2 2.0 6.1 18.8 6.6 15.9 25.1 
 70 . . . 1.4 4.1 10.3 2.4 6.3 19.4 293.0 315.9 546.9 6.9 15.8 26.6 
 90 . . . 1.1 4 10.1 2.1 6.2 21.3 476.8 513.8 553.4 6.5 15.4 27.2 
 
  
403 
404 
 
 
 
Table 2.225 Calibration: Adjusted Nam and D’Agostino χ2 statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=2, σ=0.5; reference: 
Weibull γ=0.5, σ=0.5 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 2.3 6.8 15.9 2.7 7.9 21 2.7 8 21 2.7 7.9 21 3.7 9.4 21.5 
 10 . . . 2.8 7.1 19.4 2.9 7.2 19.3 2.7 7.1 18.5 3.7 7.9 19.5 
 20 . . . 2.7 7.5 17.8 2.7 7.7 17.8 2.7 7.7 16.4 3.9 7.9 17.4 
 50 . . . 2.4 7.5 17.1 2.4 7.6 16.9 4 8.6 20.1 3.5 8 16.8 
10 5 2.1 8.1 13.6 2.7 10.1 18.5 2.8 10.2 18.5 3.1 10.1 17.9 5.8 12.7 20.3 
 10 . . . 2.4 9.7 16.7 2.5 9.8 16.6 2.4 9.7 16.7 5.1 11.4 19 
 20 . . . 3 9.8 16.9 3 9.9 16.8 3.2 9.8 15.2 5.2 11 18.3 
 50 . . . 2.1 9.1 15.3 2.3 9.1 15.5 5.2 13.4 24.8 4.8 11 16.5 
20 5 2.1 7.4 14.4 4 10 21.3 4 10.2 21.3 4.7 11.6 34.2 6.6 12.9 30 
 10 . . . 5.9 10 17.8 5.9 10 17.9 4.6 11.7 21.4 7.8 12.8 21.7 
 20 . . . 3.4 8.9 17.4 3.5 8.9 17.4 3.4 8.9 17.4 6.8 12.4 19.9 
 30 . . . 2.4 8.9 16.1 2.7 8.9 16.1 2.6 9.7 20.3 5.2 11.3 18.4 
 50 . . . 2.4 8.7 16.1 2.7 8.8 16.1 6 13.8 29.2 5.9 11.4 18.5 
35 5 2.6 6.4 13.6 4.3 9.6 29.8 4.4 9.8 30.9 8.5 29 131.5 6.9 13.3 43.1 
 10 . . . 4.4 9.8 31.1 4.4 9.8 31.1 6.8 24 88.4 7.9 12.5 39.2 
 20 . . . 2.7 9 22.7 2.7 9.3 22.6 5.6 13 40.1 6.1 12.1 25.9 
 35 . . . 3.7 8.1 14.1 3.7 8.2 14.5 3.7 8.1 14.1 6.6 10.1 18.7 
 50 . . . 4.1 8.3 16 4.2 8.5 16 4.2 13.5 22.2 7.1 10.8 18.9 
 70 . . . 3.4 9.2 16 3.7 9.4 16.2 19.2 36 56.2 6.2 12 20.4 
50 5 2.7 7.2 15 3.4 11.3 43.5 4.1 11.3 45.1 24.7 120.8 935.2 4.2 11.8 49.5 
 10 . . . 4.4 10.3 28.1 4.4 10.3 28.1 19.7 101.1 459.7 5.3 11.3 32.5 
 20 . . . 3.2 9 20.5 3.3 9 20.8 18.1 67.1 151.8 4.1 10.2 20.9 
 50 . . . 3.3 7.8 16.3 3.3 8.2 16.4 3.3 7.8 16.2 3.7 8.6 18.4 
 70 . . . 3.3 7.7 16.9 3.4 7.9 16.8 16.1 27.4 44 4.1 8.6 18.9 
 90 . . . 3.3 7.9 15.9 3.4 8.2 16.2 86.1 105.6 138 4.4 8.9 16.7 
 
  
404 
405 
 
 
 
Table 2.226 Calibration: Adjusted Nam and D’Agostino χ2 statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=2, σ=0.5; reference: 
Weibull γ=0.5, σ=1 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 2.3 6.8 15.9 2.7 7.7 16.9 2.7 7.6 16.8 2.7 7.7 17 3.6 8.4 16.7 
 10 . . . 2.7 7.5 16.1 2.7 7.6 16.3 2.7 7.5 16 3.4 8 15.7 
 20 . . . 2.3 7.5 17 2.4 7.5 17 2.5 7.4 15.9 3.3 8 16.9 
 50 . . . 2.3 7.3 17.2 2.4 7.4 17.4 4.2 8.3 19.1 3.2 8 17 
10 5 2.1 8.1 13.6 3.7 8.8 15.3 3.7 8.8 15.6 3.7 8.8 16 4.8 10.7 16.7 
 10 . . . 2 8.9 15.5 2.2 9 15.5 2.2 9 15.6 4.7 10.1 16.6 
 20 . . . 2.1 9 15.2 2.1 9 15.5 2.1 8.9 14.7 4.6 10.4 16.8 
 50 . . . 2 9.1 15.2 2.1 9.1 15.5 5.4 13.6 21.6 4.3 10.4 16.6 
20 5 2.1 7.4 14.4 3.9 10.2 15.9 3.9 10.2 16.3 4.1 12 21.5 6.7 12.7 20 
 10 . . . 2.7 8.3 15.8 2.7 8.3 16.1 3.9 8.9 18.7 6.1 10.8 20.1 
 20 . . . 2.8 8.7 16.1 2.8 8.7 16.6 3.6 8.7 16.1 7 11.2 18.8 
 30 . . . 2.5 8.5 15 2.5 8.5 15.5 2.2 8.1 16 5.7 11.4 18.3 
 50 . . . 2.8 8.4 15.1 2.8 8.4 15.4 5 13 26.6 6.9 11.8 17.4 
35 5 2.6 6.4 13.6 4.3 9.7 25.6 4.4 9.7 25.5 6.3 22.9 68.5 6.3 12.2 25.8 
 10 . . . 4.4 8.6 17.3 4.4 8.7 17.3 3.6 23.1 46.7 7.1 11.7 18.8 
 20 . . . 3.4 7.3 16 3.5 7.7 16 5.4 15.3 33 5.9 10.9 17.7 
 35 . . . 3.7 8.4 14.6 3.7 8.4 14.7 4.2 9 16.8 6.4 11.4 17.8 
 50 . . . 4.1 8.8 14.8 4.1 8.8 14.9 3.9 11.5 18.5 6.5 11.3 19.7 
 70 . . . 4.2 7.8 15.5 4.2 8 15.5 21.7 42 61.8 6.8 10.4 17.7 
50 5 2.7 7.2 15 3.3 10.1 18.6 3.6 10.3 18.7 10 95 321.7 4.3 11 19.3 
 10 . . . 2.8 8.2 18.3 2.9 8.3 18.3 46.1 95.2 223.6 3.9 9.3 18.7 
 20 . . . 2.9 8.3 15 3 8.4 15.1 31 74.7 134.5 4.1 9.3 16.5 
 50 . . . 2.7 7.9 16.1 2.8 7.9 16.5 2.9 8.1 17.3 3.8 8.8 16.8 
 70 . . . 2.8 8.1 16 2.9 8.2 16 24.4 36.8 55.6 4 8.9 16.8 
 90 . . . 3 7.9 16.8 3 7.9 16.8 120.4 147.3 190 4.2 8.8 17.4 
 
  
405 
406 
 
 
 
Table 2.227 Calibration: Adjusted Nam and D’Agostino χ2 statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=2, σ=0.5; reference: 
Weibull γ=0.5, σ=2 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 2.3 6.8 15.9 2.8 7.6 16.6 2.8 7.6 16.7 2.8 7.7 16.9 3.6 8.2 16.3 
 10 . . . 2.3 7.2 17.8 2.3 7.2 17.9 2.4 7.2 18.1 3.4 7.7 17.7 
 20 . . . 2.7 7.3 17.8 2.6 7.3 17.9 2.6 7.4 17.4 3.7 7.7 17.8 
 50 . . . 2.7 7.2 17.3 2.7 7.1 17.4 3.8 8 18.6 3.6 7.8 17.3 
10 5 2.1 8.1 13.6 2.3 9 17.1 2.3 9 17.1 3.3 9.2 19.5 5.5 10.4 19 
 10 . . . 2.1 8.6 15.6 2.1 8.7 15.5 2.2 8.7 16 4.4 10.3 16.6 
 20 . . . 2 8.6 15.3 2 8.6 15.2 2.1 8.6 15.5 4.7 10.3 16.4 
 50 . . . 2 8.9 15.3 2 8.9 15.2 5 12.6 21.2 4.2 10.3 16.7 
20 5 2.1 7.4 14.4 2.4 8.3 15.5 2.4 8.3 15.4 4.7 12 23.9 6.4 11.7 18.9 
 10 . . . 2.6 8.4 16.1 2.6 8.4 16.2 4.6 11.1 19.6 6 11.5 18.2 
 20 . . . 2.5 7.9 15.2 2.5 7.9 15.1 4.1 10.3 18 5.7 11.3 18 
 30 . . . 2.8 8.2 15.1 2.8 8.2 15.1 3.3 8.3 14.9 6.5 11 17.5 
 50 . . . 2.7 7.9 15.8 2.7 8 15.8 4.4 12.9 23.4 6.2 10.5 17.6 
35 5 2.6 6.4 13.6 3.3 8.2 16.1 3.4 8.5 16.6 10.1 30.4 73.7 5.8 11.4 21.6 
 10 . . . 3.7 8.3 15.3 3.8 8.4 15.5 9 27.1 55.8 6.5 10.9 19.2 
 20 . . . 4 8 14.8 4.1 8 14.8 6.2 22.8 43.3 6.9 10.9 18.1 
 35 . . . 3.3 8 14.2 3.4 8.1 14.6 3.7 10.6 23.2 6.5 10.8 17.4 
 50 . . . 3.5 8.4 14.4 3.6 8.4 14.9 3.5 10.4 18 6.5 11.2 17.9 
 70 . . . 4.2 8.1 15.4 4.3 8.1 15.6 41.8 70.4 96.4 6.6 11 18.5 
50 5 2.7 7.2 15 2.6 8.3 19.5 2.7 8.5 19.7 68.3 136.9 364.8 3.6 9.2 20.4 
 10 . . . 2.8 8.4 17.1 2.9 8.6 17 61.7 129.5 216.8 4.1 9.2 17.8 
 20 . . . 3.3 8.5 16.7 3.3 8.6 16.7 54.6 99.5 169.5 4 9.3 17.4 
 50 . . . 2.7 7.3 16.2 2.8 7.5 16.2 3.3 8.8 17.3 3.7 8.4 17.7 
 70 . . . 2.7 7.7 16.5 2.8 7.8 16.5 55.4 71.6 101.9 3.6 8.6 17.3 
 90 . . . 2.8 7.7 16.5 2.8 7.8 16.6 170.7 196.6 245.4 3.9 9 17.5 
 
  
406 
407 
 
 
 
Table 2.228 Calibration: Adjusted Nam and D’Agostino χ2 statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=2, σ=0.5; reference: 
Weibull γ=0.5, σ=4 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 2.3 6.8 15.9 2.4 7.3 18.8 2.4 7.3 18.6 2.5 7.5 19.6 3.4 8 18.8 
 10 . . . 2.4 7.4 18 2.4 7.5 17.9 2.5 7.5 18.7 3.4 7.9 18 
 20 . . . 2.4 7.1 17.7 2.4 7.1 17.6 2.4 7.2 18.2 3.3 7.9 17.7 
 50 . . . 2.4 7.2 16.7 2.4 7.1 16.7 3.9 7.8 19 3.3 7.8 16.4 
10 5 2.1 8.1 13.6 2.1 8.8 15.2 2.1 9 15.3 2.3 9 16 4.4 10.2 16.4 
 10 . . . 2 8.9 15 2.1 9 15 2.1 9.1 16.6 4.2 10.7 16.5 
 20 . . . 2 8.9 15.3 2.1 9.1 15.4 2.3 8.8 17 4.5 10.4 16.7 
 50 . . . 2 8.7 15.5 2.1 8.9 15.5 4.4 12.6 21.7 4.1 10.3 17.1 
20 5 2.1 7.4 14.4 2.8 8.3 15.4 2.8 8.3 15.4 4.5 11.1 22.6 6.7 11.1 18.9 
 10 . . . 3.1 8.9 15.2 3.2 8.8 15.2 4.6 10.9 19.3 7.1 11.3 17.8 
 20 . . . 2.9 8.2 15.3 3.1 8.2 15.2 4.6 12 18.5 6.7 11.6 17.9 
 30 . . . 2.5 8.2 15.1 2.7 8.3 15.2 4.2 10.5 16.8 5.8 11.2 17.7 
 50 . . . 2.4 8 15.3 2.7 8.1 15.3 4.1 12 26.5 6.2 10.9 17.7 
35 5 2.6 6.4 13.6 3.7 8.2 15.2 3.8 8.3 15.1 12.9 31.1 57.6 6.3 10.8 18.5 
 10 . . . 4.2 8.2 15.5 4.2 8.3 15.5 9.8 28.9 52.1 6.6 11.2 17.8 
 20 . . . 3.5 8.1 16 3.6 8.2 16.1 11.4 29.7 52.7 6.5 11 18.8 
 35 . . . 4.2 8.3 13.5 4.2 8.5 13.9 5.7 17 33 6.6 10.8 16.8 
 50 . . . 3.8 8.4 13.5 3.8 8.4 14.2 3.7 10 17.7 6.5 11.1 16.7 
 70 . . . 4.5 8.1 14.5 4.5 8.2 14.5 94.3 137.6 173.9 7 11 18.1 
50 5 2.7 7.2 15 2.9 8.2 17.3 3 8.3 17.4 60.5 143.9 260 3.8 9.3 18 
 10 . . . 2.7 8.2 19.5 3.2 8.2 19.8 48.2 125.9 231.4 3.7 9.2 19.6 
 20 . . . 2.8 7.6 16.8 3.3 7.8 16.8 78.7 139.4 247.7 3.9 8.7 18.3 
 50 . . . 3.4 7.7 16.5 3.4 7.7 16.7 4.2 9.8 17.3 4.4 8.6 17.4 
 70 . . . 2.7 7.8 16.6 3.3 7.8 16.8 139 169.2 216 3.8 8.8 17.6 
 90 . . . 2.7 7.7 16.6 3.4 7.8 16.8 2.2 7.1 25.8 3.6 8.8 17.7 
 
  
407 
408 
 
 
 
Table 2.229 Calibration: Adjusted Nam and D’Agostino χ2 statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=2, σ=1; reference: 
Weibull γ=0.5, σ=0.5 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 2.5 6.5 14.2 3.8 9.3 19.8 3.9 9.3 19.9 3.2 9 19 14.3 29.4 89.5 
 10 . . . 3.5 8.9 18.4 3.9 8.9 18.5 3.4 8.1 18.3 13.9 26.7 62.2 
 20 . . . 2.8 7.3 15.6 3.3 7.4 15.5 4.8 10.5 24 14.5 29.4 41.5 
 50 . . . 2.7 7.5 14.3 2.8 7.5 14.5 18 26.8 58.2 17.3 25.7 35.2 
10 5 2.3 7.6 12.8 5.1 10.7 22.7 5.3 11.1 22.7 5.2 10.9 24.3 22.5 43.3 139.9 
 10 . . . 2.5 9.2 25.4 2.6 9.7 25.3 3.2 9.7 22.1 20.4 40.7 105.5 
 20 . . . 3.9 8.8 17.3 3.9 8.9 17.6 7.5 12.5 20.5 21.7 42 74.2 
 50 . . . 2.5 8.9 16.2 2.5 9.3 16.6 31.8 49 72.1 24.2 39.7 62.6 
20 5 2.4 6.5 12.9 4.7 11 33.4 5.2 11.5 33.3 5.1 19.3 77.7 27.3 55.5 235.5 
 10 . . . 4.8 10.8 44.3 5.3 11 44.5 4.9 14.1 66.9 29.2 54.9 170.5 
 20 . . . 3.6 10.7 22.1 3.7 11 22.4 4.4 8.1 21.9 33 56.7 101.6 
 30 . . . 3.5 8.4 18.8 3.6 8.9 19.1 9.1 20.3 36.2 29.9 48.9 86.2 
 50 . . . 4.2 8.3 16.8 4.6 8.8 16.9 39.2 61.6 89.2 35.5 50.6 86.3 
35 5 2.3 7.4 15.6 5.7 14.2 72.3 6 14.3 73.5 18.5 84.8 493.6 26.8 47 256.5 
 10 . . . 4.2 14.5 53.6 4.5 14.5 53.7 15.3 63 329.3 26.3 46.8 146.9 
 20 . . . 4.1 11.3 22.6 4.4 12.1 23.7 7.6 28.7 74.9 26.4 40.6 88.1 
 35 . . . 2.7 9.3 21.4 3 9.6 22.8 4.5 12.3 21.9 26.5 39.2 73.9 
 50 . . . 3.1 8.9 20.8 3.1 9.3 20.5 37 47.4 70.4 25.4 38.2 72.7 
 70 . . . 3 8.9 19.2 3.1 9.6 19.3 113.3 135.4 165.6 28.9 42.7 73.2 
50 5 3.7 7.9 17.2 5.7 13.8 80.8 5.8 13.9 79.5 67.1 318.8 750 10.4 21.5 97.3 
 10 . . . 3.9 13.4 65.6 5.4 15.2 66 99.7 295.2 771.8 10.3 19.5 81.3 
 20 . . . 4.1 10.9 32.2 5.5 11.1 32.6 49.7 238.6 546.9 9.3 17.7 49.1 
 50 . . . 3.9 9.2 23.7 3.9 10.2 25.6 4.7 10.3 28.7 8.9 15.9 33.6 
 70 . . . 3.7 9.6 20 5 9.7 21.1 68.6 87.2 114.4 9.9 16.8 31.4 
 90 . . . 4.1 10 21 6.3 10.3 20.9 225 262 308.7 11.1 16 30.1 
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Table 2.230 Calibration: Adjusted Nam and D’Agostino χ2 statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=2, σ=1; reference: 
Weibull γ=0.5, σ=1 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 2.5 6.5 14.2 3.1 7.5 17.8 3.1 7.4 17.8 3.1 7.4 17.8 14.3 23.7 48.9 
 10 . . . 3.3 7.4 18.9 3.3 7.3 19.1 3.7 7.6 19.1 17.2 24.3 37.9 
 20 . . . 2.8 6.9 15.1 2.8 6.9 15.2 4.5 8.7 23.9 17.7 26.4 35.3 
 50 . . . 2.7 7 16.3 2.7 6.9 16.5 17.3 25.5 53.5 19.3 25.5 34.2 
10 5 2.3 7.6 12.8 2.7 10 18.8 2.9 10 18.5 2.8 9.7 24.2 23.4 37.3 69.3 
 10 . . . 2.9 9 18.5 2.9 9 18.5 2.8 8.9 18.5 27.2 38.1 67.3 
 20 . . . 2.5 8.4 15.4 2.8 8.4 15.5 4.5 10.5 17.9 29.8 41.6 54.9 
 50 . . . 3.4 8.3 13 3.6 8.3 13.1 29.4 45.6 67 31.1 40.5 52.2 
20 5 2.4 6.5 12.9 3.7 10.6 23.3 4.8 11 23.7 5 17.4 50.7 31.9 46.4 92.9 
 10 . . . 2.4 7.4 15.5 3 7.6 15.5 5.1 12.5 28.2 33.5 50.7 82.6 
 20 . . . 3.3 8.4 15.4 3.4 8.5 15.4 3.3 8.3 15.3 36.7 54.5 76.7 
 30 . . . 2.8 7.5 13.9 3.2 7.9 14 6.2 12.9 24 40.3 51 75.7 
 50 . . . 2.4 7.3 16.9 2.9 7.4 16.7 35 56.5 81.8 41.7 53.9 69.2 
35 5 2.3 7.4 15.6 2.7 10.8 31.1 3.1 10.8 31.3 19 72.9 192.8 27.7 38.8 78 
 10 . . . 3.1 9.8 18.9 3.4 9.8 18.9 26.1 64.2 137.1 25.7 38.4 64 
 20 . . . 3.1 8.5 17.1 3.5 8.9 17.7 13.7 41.5 74.6 28.3 39.3 58.2 
 35 . . . 2.6 7.7 18.7 3 8.2 19.8 2.8 7.8 18.9 29 37 55.3 
 50 . . . 2.5 8.6 16.9 3.1 9 17.4 31 42.4 61.3 30.5 39.2 52.8 
 70 . . . 2.6 9 16.7 3 9.3 16.9 134.5 156.2 188.2 28.7 40.7 60 
50 5 3.7 7.9 17.2 3.7 12 40.6 3.8 12.6 40.2 119.3 304.6 501.1 9.9 18.6 41.2 
 10 . . . 5.2 10.2 20.8 6 10.9 20.3 109.9 269 491.5 10 15.9 30.2 
 20 . . . 4.4 9.1 21.3 4.4 9.7 21.3 103.2 262.8 477.2 9.9 14.9 30.9 
 50 . . . 3.8 8.9 17.6 3.7 10.4 18 3.6 9 17.5 8.8 14.6 28.5 
 70 . . . 3.4 8.8 20.1 3.8 9.2 20.4 91.8 109.9 141.9 9.4 14.4 29.1 
 90 . . . 3.4 8.4 18.1 3.8 9.3 18.1 306.8 350.5 394.7 9.6 14.2 26 
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Table 2.231 Calibration: Adjusted Nam and D’Agostino χ2 statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=2, σ=1; reference: 
Weibull γ=0.5, σ=2 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 2.5 6.5 14.2 2.7 7.3 15.5 2.9 7.4 15.5 2.7 7.1 17.9 17.8 27 39.3 
 10 . . . 2.9 7 16.1 2.9 7.1 16.1 2.9 7 15.8 18.6 25 34.8 
 20 . . . 3 7.6 14.5 3 7.7 14.7 3.1 7.8 17.1 19.3 26.3 33.5 
 50 . . . 2.8 7.2 15.2 2.9 7.3 15.4 15.4 24.7 51.1 20.1 25.6 33 
10 5 2.3 7.6 12.8 3.4 8.2 21.3 3.6 8.7 21.3 2 10.7 30.7 28.8 41 79.3 
 10 . . . 2.7 8.3 13.2 3.1 8.5 13.1 2.1 9.1 17 30.8 39.7 56.1 
 20 . . . 2.9 7.7 14 3.8 8.1 14.2 3.4 7.6 13.5 31.7 40.8 50.7 
 50 . . . 2.9 7.9 13.1 3.1 8.3 13.1 27.6 41.7 65.2 34 40.2 48.3 
20 5 2.4 6.5 12.9 3.6 7.5 20.8 3.6 7.8 20.9 9.7 23.1 65.1 38.5 55.4 103.7 
 10 . . . 2.9 7.7 16.8 3.1 7.9 18.4 8.7 18.9 45.2 40.8 50.9 78.9 
 20 . . . 3.2 8.2 14.4 3.2 8.5 14.6 4.4 13.7 27.1 39.5 55.5 71 
 30 . . . 2.9 7.3 13.9 3.1 7.4 15.1 3.1 6.9 13.8 41.5 51.5 65.9 
 50 . . . 2.6 7.3 16.4 3 7.6 16.4 30.2 50.8 75.4 44.1 52.4 65.4 
35 5 2.3 7.4 15.6 3.5 9.9 19.5 3.8 10.6 20.4 48.1 96.4 201.6 29.4 42.6 76.8 
 10 . . . 2.6 8.4 17.5 2.6 8.6 19 44.1 81.7 156.6 29.5 39.3 59.5 
 20 . . . 3.2 8.5 17 3.2 8.7 17.7 26.9 68.3 119.2 30.1 40.2 61.2 
 35 . . . 2.3 8.3 17.4 2.5 8.4 17.3 7.5 16.9 35 31.3 38.4 51.8 
 50 . . . 2.5 7.7 15.6 2.5 8 16.7 25.2 35.8 52.9 30 40.1 49.6 
 70 . . . 2.4 7.6 15.8 2.4 8.3 16.6 201.2 226.3 265.1 31.1 39.2 47.9 
50 5 3.7 7.9 17.2 3.9 9.4 25.4 5.2 9.9 26 178 330.8 565.5 8.9 15.4 40.9 
 10 . . . 3.3 9.4 18.8 3.7 9.5 19.4 195.7 301.5 499.4 9.2 14.8 26.1 
 20 . . . 3.3 9.5 18.7 3.8 9.9 19.6 152.8 287.4 456.1 9.2 14.7 26.4 
 50 . . . 3.2 8.5 18.1 4 8.9 18.2 4 11.3 26.7 9.7 13.7 25.1 
 70 . . . 3.7 9.1 17.1 4.2 9.3 17.7 161.9 193.5 227 9 14.7 23.5 
 90 . . . 2.9 8.3 17.9 3.8 8.6 18.9 454.6 507.4 569 8.5 14.1 26.2 
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Table 2.232 Calibration: Adjusted Nam and D’Agostino χ2 statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=2, σ=1; reference: 
Weibull γ=0.5, σ=4 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 2.5 6.5 14.2 2.7 7.4 14.4 2.8 7.4 14.5 2.9 7.9 14.5 18 25.5 38.2 
 10 . . . 3 7.4 15.6 3.4 7.5 15.2 3.3 7.3 16.3 17.7 25 36.4 
 20 . . . 2.7 7.1 14.4 2.7 7.1 14.1 2.6 7.3 14.5 20.1 26.3 33.9 
 50 . . . 2.9 7.2 14.8 3 7.1 14.4 15.7 23.6 47.6 20.7 25.7 35.7 
10 5 2.3 7.6 12.8 4 7.9 15.2 4.1 8 15.3 2.1 11.1 21.5 28.1 41.1 56.8 
 10 . . . 2.8 8.3 15.3 3.2 8.5 15.6 2.6 10 17.9 28.7 38.6 60.5 
 20 . . . 2.5 7.8 13.8 3 7.9 13.8 3.4 10 18 33.1 42 54.4 
 50 . . . 2.6 8 17.1 2.7 8.3 17.1 26.2 40.1 61.8 34.4 39.8 51.4 
20 5 2.4 6.5 12.9 4.2 8.4 14.7 4.4 8.5 14.7 8.5 26.6 43 37 53.3 79.5 
 10 . . . 3.4 7.3 16.3 3.4 7.6 16.8 9.3 22.6 48.4 34.6 50.6 69.4 
 20 . . . 3.2 7.4 17.4 3.4 7.7 17.4 11.1 24.1 42.9 46.2 57 72.8 
 30 . . . 2.7 7.7 16.9 2.7 7.8 16.6 6.4 14.6 30.2 44.2 53.4 68.4 
 50 . . . 2.7 7.9 16.6 2.7 8 16.4 29 47.6 74.2 43.6 53.2 72.8 
35 5 2.3 7.4 15.6 3 9.1 18.5 3.1 9.4 18.8 53.9 95.6 167.3 28.5 38.9 68.7 
 10 . . . 2.7 8.5 16.4 2.8 8.7 17.5 46.9 92 168.8 28.8 38 61.6 
 20 . . . 2.6 9 15.8 2.6 9.1 16.7 58.8 99.1 136.4 32.8 42.8 59.7 
 35 . . . 2.5 7.6 16 2.5 8.2 17.6 23.4 49.6 74.9 30.3 38.8 50.2 
 50 . . . 2.5 8.1 16.8 2.6 8.3 16.8 21.8 32.4 48.9 31.1 39.8 54.8 
 70 . . . 2.5 8.4 15.6 2.9 8.8 15.8 340.6 382.1 433 31.5 39.1 50.8 
50 5 3.7 7.9 17.2 3.9 9.6 18.4 4.4 9.4 19.8 180.5 317.8 501.6 8.7 15.4 30 
 10 . . . 3.7 8.8 18.1 4.1 8.9 18.4 170.9 307 474.6 9.2 14.4 24.2 
 20 . . . 4.1 8.6 17.9 4.7 8.9 18.5 207.9 317.7 497.6 11.5 14.8 25.4 
 50 . . . 3.5 9.3 18.8 3.4 9.9 18.7 4 14.5 31.2 8.9 14.7 26.6 
 70 . . . 3.4 8.8 18.8 4.1 9.1 19.1 348.5 404.3 467.8 9.8 14.6 23.6 
 90 . . . 3.4 8.7 17.7 4 9 18.2 107.3 140.4 199.4 8.7 13.9 23.9 
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Table 2.233 Calibration: Adjusted Nam and D’Agostino χ2 statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=2, σ=2; reference: 
Weibull γ=0.5, σ=0.5 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 1.7 3.3 9.5 1.7 6.2 21.3 1.7 7.2 21.2 6.6 14.5 22.6 98.3 346 2339.3 
 10 . . . 1.7 5.9 16.5 2.1 6 17 19 31.8 47.5 121.9 325.5 1263.8 
 20 . . . 1.8 5.4 12.4 1.8 5.6 13.2 45 66.3 83.7 147.7 370.2 788.2 
 50 . . . 1.8 4 13.4 1.9 4.4 14 104 146.8 175.1 159.4 300.3 574.6 
10 5 2.3 4.8 11.4 2.6 8.8 41.7 2.6 9.7 41.7 4.2 13.1 26.8 195 584.5 4817 
 10 . . . 2.6 8.3 28.4 3.5 8.9 29.7 21.3 38.7 63.5 171.1 554.6 2890.5 
 20 . . . 3.3 7.6 18.8 3.9 8.6 18.7 66.4 97.2 127.4 213.1 561.1 1408 
 50 . . . 2.3 7.1 16 2.3 7.3 15.6 185.4 236 290.1 277.6 487.3 1078.3 
20 5 2.4 6.6 14.4 4.1 13.2 56.4 4.4 13.9 56.7 7.8 21.8 69.7 175.2 546.7 2227.2 
 10 . . . 3.3 12.8 40.5 3.7 14.2 40.9 5 14.7 30.9 192.8 505.6 1796.9 
 20 . . . 2.7 10.1 31.5 3.3 10.4 34.1 61.9 79.6 100.9 233.4 527.6 1370.1 
 30 . . . 2.3 8.9 29 3.9 9.8 28.6 121.3 147.4 174.2 218.9 488.1 976.3 
 50 . . . 2.6 8.1 18.5 3 9.3 17.9 233.6 277.2 314.1 263.1 485.9 909 
35 5 2.6 7.4 16.4 4.3 12 78.8 5.2 12.4 75.4 103.2 164.7 325.1 104.7 192 1082.4 
 10 . . . 4.3 14.8 53 4.3 15.1 57.6 43.1 81.9 242.2 92.9 201.6 736.5 
 20 . . . 4.2 9.4 25.8 4.7 10.7 28 6.5 16.4 35.2 113.8 209.7 432.9 
 35 . . . 3.4 8.6 21.1 4.2 9.5 20.5 53.5 68 87.9 144.5 207 344.4 
 50 . . . 3.5 8.7 29 4.3 9.4 28.9 143.4 168.1 208.8 114.8 199.4 360.7 
 70 . . . 3.7 9.8 21.2 3.7 10.4 21.5 279.8 317.3 363.6 127.4 213.3 385.3 
50 5 1.9 6.5 14.1 4 14.3 91.7 4.6 16.3 92.8 371.3 660.9 1202.6 12.6 31.6 124.4 
 10 . . . 3.8 12.2 58.6 3.8 14.7 61.1 227.2 358.7 538.2 12.9 27.6 96.2 
 20 . . . 3.2 11.1 34.9 3.5 11.5 36.6 89.1 137 215.1 11.8 24.8 62.7 
 50 . . . 3.3 7.6 19.1 4.2 9.1 23.1 12.7 20.8 34.2 11.7 18.9 39.3 
 70 . . . 2.6 7.6 17.7 3.5 8.7 22.5 133.4 149 167.8 10.6 20.2 41.1 
 90 . . . 2 7.4 16.5 2.2 9.4 22.4 343.1 381.3 429.7 11.5 19.7 36.9 
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Table 2.234 Calibration: Adjusted Nam and D’Agostino χ2 statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=2, σ=2; reference: 
Weibull γ=0.5, σ=1 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 1.7 3.3 9.5 1.2 5.1 13.1 2.1 5.4 12.9 3.9 8.4 19 93.8 289.6 670.5 
 10 . . . 1.7 3.7 12.7 1.9 3.7 12.6 10.6 21.1 34 159.4 310.3 525.9 
 20 . . . 1.7 3.7 12.5 1.9 3.9 13 32.6 52.8 69 191.6 337.8 492.4 
 50 . . . 1.7 3.8 12.6 2.1 4 12.7 100.8 143 169.7 226.3 336.1 459.3 
10 5 2.3 4.8 11.4 2.5 7.2 24.8 2.5 7.8 25.7 2.8 7.3 22 129.6 430.2 1458.3 
 10 . . . 2.4 6.5 16 2.4 6.8 15.6 9.9 22.8 41.3 221 476.1 1107 
 20 . . . 2.8 5.8 10.9 3.1 6.1 12 45.7 73.5 102.1 324.7 514.8 867.2 
 50 . . . 2.7 5.8 13.3 2.7 6.2 13.3 179.6 228.9 280.8 345 528 848.5 
20 5 2.4 6.6 14.4 3.9 10.5 38.5 4.4 11.5 39.2 11.8 24.8 45.8 146.8 466.1 1055.5 
 10 . . . 3.1 8.4 25.1 3.2 8.7 27 2.6 9 26.8 231.2 495.4 976.2 
 20 . . . 3.2 8.2 17.4 3.5 8.7 19.9 32.2 50.1 68.8 284.2 530.4 969.9 
 30 . . . 3.3 7.5 16.4 3.7 8.2 17.5 94.2 120.1 142.1 345.2 499.5 761.6 
 50 . . . 2.6 7.6 15 2.7 8.2 15.8 225 267.4 302.7 361.7 536.9 786.9 
35 5 2.6 7.4 16.4 3.5 11.5 50.3 4 12.6 51.6 112.4 196.3 374.8 95.1 187.2 428.6 
 10 . . . 3.1 9.5 21.6 3.9 11.4 22.8 65.9 101.1 158.5 115.5 199.3 347.8 
 20 . . . 3.5 8.6 18.2 3.7 10.1 21.1 12.5 28.3 86.4 143.9 208.4 323.4 
 35 . . . 2.7 7.5 18.5 4 8.6 19.9 32.8 44.5 58.9 152.2 193.9 281.1 
 50 . . . 2.7 7.8 19.8 3.6 8.4 23.6 133.4 156.1 192.6 144.1 205.3 286.5 
 70 . . . 3 8.3 17.8 3.9 9.3 17.9 314.3 346.7 394.9 152.1 204.1 269.3 
50 5 1.9 6.5 14.1 3.4 10.7 40.8 4.4 12 41.5 370.7 723.6 1126.6 14.9 21 52.7 
 10 . . . 2.8 9.1 24.3 3.6 10.9 28.8 322.4 443.5 590.6 10.9 20.2 46.6 
 20 . . . 2.9 6.7 19.6 3.6 7.9 19.8 149.8 189.3 243.8 11.6 19.8 33 
 50 . . . 1.9 6.9 15.1 3 7.7 21.3 5.9 12.6 21.8 11.5 18.9 34.2 
 70 . . . 2 6.6 16.8 2.6 7.6 16.5 160.4 181.8 205.5 11.7 17.6 32.9 
 90 . . . 2.3 6.6 20.3 3.2 7.3 21.6 469.6 502.1 536.7 12.1 18.3 33.3 
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Table 2.235 Calibration: Adjusted Nam and D’Agostino χ2 statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=2, σ=2; reference: 
Weibull γ=0.5, σ=2 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 1.7 3.3 9.5 1.5 4.7 12.4 2.3 5 12.8 1.4 4.7 12.4 223.9 323.8 635.7 
 10 . . . 1.6 4 13 2 4.4 13.6 2.5 6.5 14.2 235.4 325.6 521.6 
 20 . . . 1.6 3.7 12.9 2.1 4.2 13.4 13.5 24.7 40 243 331.6 469.3 
 50 . . . 1.6 3.5 10.3 2 4 11 95.9 137 165.2 258.9 325.4 419.7 
10 5 2.3 4.8 11.4 2.3 6.3 16.6 2.5 6.4 16.6 5.4 10.7 29.4 336.9 493.3 1264.7 
 10 . . . 2.2 5.6 12.3 2.5 6.2 12.6 2.3 5.6 12.5 365.2 514.4 835.4 
 20 . . . 2.9 6.1 12.6 3.1 6.3 13 13.2 28.8 46.2 397.5 535.9 762.1 
 50 . . . 2.2 5.8 12.4 2.5 6 12.8 170.2 219.6 271.9 377.3 515.1 675.9 
20 5 2.4 6.6 14.4 1.8 7.9 23 2.3 8.5 24.2 47.5 73.1 146.4 327.1 523.8 1127.9 
 10 . . . 2.3 7.8 14.3 3 8.7 15.4 19.2 30.3 52.2 368 535.7 845.6 
 20 . . . 2.3 7.4 14.6 3 7.5 15.6 2.3 7.5 14.6 397.3 542 778.9 
 30 . . . 2.3 7.8 14.1 3 8.3 16.9 39.8 57.6 76.3 386.7 488.1 754.8 
 50 . . . 2.3 7.5 15 3.1 8 16.3 210.8 252.5 290.3 392.6 539.4 702 
35 5 2.6 7.4 16.4 3.5 7.4 29.1 4.4 9.8 35.3 325.7 437.2 739.6 149.3 211.3 483.6 
 10 . . . 2.8 7.4 21.2 3.7 9.3 21 181.8 260.9 339.6 158.8 198.8 316.7 
 20 . . . 3.3 8 19.7 3.6 9.9 21.7 58.4 95.2 141.7 157.2 204.1 316 
 35 . . . 2.8 7.9 17.4 2.8 9.3 19.5 3.3 8.4 19.7 152.2 196 271.3 
 50 . . . 2.7 7.7 21.6 4 9.7 22.4 116.9 142.4 176.3 154.9 214.5 287.3 
 70 . . . 3.4 8.2 16.9 4.3 9.7 22 409.7 444.5 504.2 152.7 194.3 296.4 
50 5 1.9 6.5 14.1 2.9 7.1 28.1 4.2 7.8 30.5 1021.1 1362.2 2166.1 12.3 19.2 49.9 
 10 . . . 3 7 14.6 3.5 8.2 16.4 700.6 884.4 1233.1 11.8 18.9 31.3 
 20 . . . 2.1 6.3 18 3.5 7.9 18.6 348.5 409.5 506.4 11.6 18.8 37 
 50 . . . 2.4 6.3 15.9 3.6 6.9 21.2 3 7.2 19.9 11.3 18.1 36.5 
 70 . . . 2.5 6.1 16.4 3.4 7 18.2 269.3 291 328.3 11.3 18.1 32.9 
 90 . . . 1.8 6 15 3.4 7.8 17.9 386.8 769.4 815.7 11 18.1 32.9 
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Table 2.236 Calibration: Adjusted Nam and D’Agostino χ2 statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=2, σ=2; reference: 
Weibull γ=0.5, σ=4 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 1.7 3.3 9.5 1.2 3.9 13.4 2 4.4 13.7 2.8 8.9 23.1 206.7 337.7 585.7 
 10 . . . 1.7 4.3 10.5 2.2 4.4 10.6 2.2 6.3 12.8 190.6 309.5 522 
 20 . . . 1.6 3.7 12.1 2 4.6 12.2 1.7 4 10.6 270.9 354.2 460.5 
 50 . . . 1.5 3.8 10.8 1.9 4.3 11.1 92.1 136.4 158.3 257.5 333.1 449.6 
10 5 2.3 4.8 11.4 2.8 6.6 12.7 3.1 7.3 14.8 18 37.1 117.3 320.7 512.6 914.3 
 10 . . . 2.4 5.4 13.4 2.7 6.4 15.5 10 23.4 46.2 323.2 474.4 795.1 
 20 . . . 2.2 6.6 13.4 3 7.6 15 3.3 7.6 18.6 383.1 544 926.1 
 50 . . . 2.2 5.5 12 2.5 6.3 12.4 172.6 216.1 264.1 395.7 539.2 714.3 
20 5 2.4 6.6 14.4 2.3 8.4 14.7 3.1 9.6 15.2 104.6 183.1 353.6 321.2 521.6 853.2 
 10 . . . 2.7 8 15.7 3 9 16.3 74.2 129 222 301.3 486.5 789.4 
 20 . . . 3 7.5 15.4 3.6 8.7 16.6 32.4 55.6 80.3 385.8 564.6 807.1 
 30 . . . 2.4 7.2 14.7 2.9 8.2 15.1 3.4 9.1 21.6 403.6 551.2 727.7 
 50 . . . 2.3 7.7 15.9 3 8.4 18.4 204.8 251.1 288 407 544.3 765.8 
35 5 2.6 7.4 16.4 2.7 9.2 20.8 3.7 9.9 21.6 502.5 885.2 1381.4 133.4 206.8 377.9 
 10 . . . 2.6 8.9 20.1 3.6 9.5 20.1 486.8 642.7 1104.6 134.3 190.8 311.4 
 20 . . . 2.9 8.2 19.2 3.6 10.1 20.2 252.5 363 475.8 147 225.7 334.2 
 35 . . . 2.7 7.4 16.9 3.3 8.9 19.5 26.2 54.6 104.2 154.2 199.4 266.9 
 50 . . . 3.3 7.8 21.6 3.6 8.8 22.4 96.4 137.6 165.3 162 208.3 277.5 
 70 . . . 2.7 7.8 16.8 3.5 9.2 19.2 619.2 667.7 744.7 150.1 210.2 282.5 
50 5 1.9 6.5 14.1 2.2 7.1 17.9 2.2 9.6 21.1 1413.8 2245.2 3589.4 11.4 19.4 36 
 10 . . . 2.6 6.6 20.3 3.2 8 20.5 1151.5 1749.6 2761.3 10.6 19.1 35.2 
 20 . . . 2.4 6.7 20.4 2.5 8.5 20.9 923.1 1194.7 1394.4 12.6 19.7 40.4 
 50 . . . 1.7 6.4 15 2.7 8.2 21.3 3.7 8.3 20.8 11.1 18.8 32.8 
 70 . . . 1.7 6.5 13.9 2.7 8.3 18.3 527.4 581.8 636.9 11.6 18.4 33.9 
 90 . . . 2 5.9 16.3 2.9 7.3 18.5 351.7 388.1 432.2 11.3 18.4 31.5 
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Table 2.237 Calibration: Adjusted Nam and D’Agostino χ2 statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=2, σ=4; reference: 
Weibull γ=0.5, σ=0.5 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 0.4 1.8 4.6 0.4 2.3 11.2 1.3 4.2 11.3 89.3 143.6 186.2 4101 15630 44474 
 10 . . . 0.3 2.3 10.8 1.1 3.9 11.7 147.6 180.8 226.9 7538 15412 33861 
 20 . . . 0.5 2.3 8.7 1 4.1 12.2 183.1 222.1 274.2 8316 14966 22583 
 50 . . . 0.6 2 5.7 1 3.3 10.6 166.7 214.1 276.6 11583 14355 20133 
10 5 0.7 2.2 8.8 0.9 5 22.4 1.7 7.2 24.6 132.8 203.3 280.0 4046 15419 27655 
 10 . . . 1.9 5.2 20 2.6 7.4 26.6 237.8 282.9 335.3 3625 12850 28688 
 20 . . . 1.3 4 11.8 1.9 6 18 324.2 370.4 417.3 4638 13313 27239 
 50 . . . 0.9 2.8 9 1.6 4.9 14.7 335.6 398.4 490.2 5489 11877 25133 
20 5 1.3 4.2 11.7 2.5 8.7 42.1 3.8 11 55.5 48.9 104.1 185.9 2347 7230 15498 
 10 . . . 2.4 7.8 32.8 3.2 10.1 40.8 142.1 204.4 273.3 2471 7104 15123 
 20 . . . 1.8 6.1 15.3 2.5 8.9 21.8 294.2 343.0 391.4 3339 6811 9211 
 30 . . . 1.1 5.6 15.8 2.3 7.9 21.7 390.4 425.4 469.6 3359 6662 8637 
 50 . . . 1.3 4.6 13.6 2.1 8.1 18.4 513.4 543.7 601.5 4500 6703 9242 
35 5 1.1 4.1 11.1 2.1 9.1 49.9 2.8 11.3 67.2 53.2 82.8 150.8 308.4 1179 2908 
 10 . . . 2 9.7 35.4 2 13 56.3 5.3 14.9 41.7 392.6 1058 2657 
 20 . . . 1.6 7.4 16 3.1 10.8 26.7 53.3 77.0 109.4 529.3 1154 1838 
 35 . . . 1.6 6 19.2 2.2 8.3 26 192.7 218.8 245.9 629.9 1080 1923 
 50 . . . 1 5.8 12.8 2 7.9 25.7 315.2 337.1 376.5 602.0 1036 1708 
 70 . . . 2.5 5.9 12.2 3.2 7.8 20.9 459.4 490.1 535.7 684.9 1113 1847 
50 5 1.5 4.5 9.3 2.2 10.8 64.4 3.9 13.1 60.3 858.7 1006 1234 11.4 25.0 108.4 
 10 . . . 2.3 10.4 42.4 4.5 14.3 47.1 404.9 472.4 536.9 7.4 22.3 88.6 
 20 . . . 1.8 7.5 20 3.2 9.8 37.2 118.1 142.9 187.1 7.4 18.9 40.4 
 50 . . . 1.4 5.4 11.9 2.7 7.7 24.3 12.0 22.2 34.2 8.3 16.7 30.0 
 70 . . . 1 5.4 13.7 2.8 8.1 26.5 114.0 143.5 172.1 8.1 16.4 41.6 
 90 . . . 1.6 5.5 14 2 6.9 27.9 319.7 361.3 404.4 7.9 16.9 38.6 
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Table 2.238 Calibration: Adjusted Nam and D’Agostino χ2 statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=2, σ=4; reference: 
Weibull γ=0.5, σ=1 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 0.4 1.8 4.6 0.7 2.5 6.4 1 3.1 7.5 77.9 112.2 158.8 3295 14018 23721 
 10 . . . 0.7 2.1 7.5 1.2 3 10.6 131.8 165.4 202.2 8723 14556 19467 
 20 . . . 0.8 2.3 6.4 1.1 2.9 9.3 187.2 223.7 267.2 12717 14925 17452 
 50 . . . 0.8 2.2 5.6 1 2.8 8.2 180.4 208.1 252.1 13189 15009 17233 
10 5 0.7 2.2 8.8 1.2 3.8 14.9 1.6 5.7 14.5 111.0 152.4 213.6 2705 9968 27881 
 10 . . . 0.7 3.1 9.8 1.7 4.6 10.7 212.8 244.1 296.6 5111 11403 23824 
 20 . . . 1 2.7 8.9 1.7 4.3 11.9 307.6 340.7 392.6 6519 12738 23421 
 50 . . . 0.7 3.1 8.8 1.6 4.3 10.5 348.7 397.5 441.2 8552 12915 19630 
20 5 1.3 4.2 11.7 2.2 7.1 21.7 3 9.2 23.5 25.8 51.6 82.1 1614 6474 8723 
 10 . . . 2.1 4.2 12.9 2.8 6.8 15.6 125.4 153.8 181.9 2937 6563 8785 
 20 . . . 1.5 4.4 11.4 3 6.5 16 267.2 292.7 322.8 4549 6710 8657 
 30 . . . 1.6 4.5 9.7 2.7 6.1 14.1 364.8 391.2 433.8 5186 6563 7922 
 50 . . . 1.3 4.8 10.8 2.8 6 16.3 507.5 540.2 590.0 5298 6868 8069 
35 5 1.1 4.1 11.1 1.9 7.8 27.1 2.8 9.1 31.1 127.2 157.1 192.8 319.9 956.8 1883 
 10 . . . 1.5 5.3 16.8 2.8 7.6 19.9 18.4 28.8 46.3 544.1 1046 1785 
 20 . . . 1.7 5 12.7 2.6 6.9 20.7 28.4 40.5 57.2 681.8 1094 1842 
 35 . . . 1.1 5.3 11.3 2.6 7 16.2 162.2 179.5 212.7 723.4 1058 1586 
 50 . . . 1.5 5.2 11.2 2.2 6.5 18 304.3 324.2 361.3 782.0 1097 1545 
 70 . . . 1.3 4.5 14.5 2.2 6.6 17.3 275.9 511.4 562.3 760.4 1067 1704 
50 5 1.5 4.5 9.3 1.1 8 24.7 2.1 9.7 44.1 1043 1322 1668 7.7 18.7 51.7 
 10 . . . 2.1 5.8 17.2 2.5 7.3 31.6 538.2 643.1 778.4 8.3 15.5 41.4 
 20 . . . 1.2 5 11.2 2.4 7 22 182.7 217.7 269.2 7.4 15.8 36.2 
 50 . . . 1.2 5 10.9 2.6 7.2 29.1 6.1 14.1 28.1 8.6 15.5 32.7 
 70 . . . 2.1 5.2 12.2 2.8 7.1 27.2 128.7 170.4 203.4 7.6 16.9 33.1 
 90 . . . 1.7 5 10 2.7 6.8 25.1 259.1 467.3 517.9 8.1 15.8 29.1 
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Table 2.239 Calibration: Adjusted Nam and D’Agostino χ2 statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=2, σ=4; reference: 
Weibull γ=0.5, σ=2 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 0.4 1.8 4.6 0.6 2.3 6.5 0.8 3.3 10.2 34.3 52.0 75.7 12677 14991 21210 
 10 . . . 0.7 2.3 7.1 0.8 3.4 10.4 79.8 105.6 129.0 13028 14894 17047 
 20 . . . 0.6 2 6.8 0.7 3.4 10 144.6 177.5 206.2 12959 15017 17077 
 50 . . . 0.7 2.2 5.3 0.8 3.5 9.3 185.3 211.3 251.8 13307 15112 16363 
10 5 0.7 2.2 8.8 0.9 3.4 9.4 1.3 4.9 11.5 36.0 52.2 78.3 7959 12978 23840 
 10 . . . 0.9 2.9 9.1 1.5 4.3 12.1 106.3 141.2 170.4 7410 12686 24729 
 20 . . . 1 2.4 8.8 1.4 4.4 11.8 234.5 260.9 306.2 8671 13085 19977 
 50 . . . 0.8 2.6 8.8 1.6 4 13 356.0 393.5 451.7 9059 12694 18351 
20 5 1.3 4.2 11.7 1.8 4.7 13.8 3 7.3 15 9.3 17.0 33.2 5320 6833 8966 
 10 . . . 1.1 4.6 12.4 1.5 6.8 15.3 25.9 39.1 49.8 5521 6670 8347 
 20 . . . 1.6 4.4 10.3 2.1 6.3 14.7 156.2 177.2 201.0 5505 6878 8300 
 30 . . . 1.2 4.2 10.8 2.1 6.1 12.8 284.1 306.0 334.4 5123 6623 8716 
 50 . . . 1.2 4.6 10.3 2.1 6 13.8 501.0 531.2 586.8 5563 6698 7970 
35 5 1.1 4.1 11.1 1.6 5.4 13.9 2.5 8.6 19.6 539.7 634.4 799.4 682.2 1178 2025 
 10 . . . 2 4.6 11.1 3.2 7.8 19.1 167.7 206.3 249.6 782.6 1121 1593 
 20 . . . 1.6 5.5 11.5 2.1 7.9 18.9 8.1 17.0 26.7 688.1 1153 1627 
 35 . . . 1.2 4.7 11.8 2.6 6.9 18.8 90.5 107.5 128.9 758.8 1025 1564 
 50 . . . 1.1 5.1 11.9 2.2 7.1 18.6 285.5 307.0 349.7 786.6 1068 1568 
 70 . . . 1.2 4.5 11.9 2.6 6.9 18.5 567.0 605.7 653.3 806.3 1038 1465 
50 5 1.5 4.5 9.3 1 5.3 16.8 2.9 7.5 22.9 2776 3278 4574 8.1 16.1 41.0 
 10 . . . 1.6 5.9 10.1 2.5 7.7 17.6 1442 1593 2057 8.2 15.6 37.5 
 20 . . . 1.5 4.8 11.8 3.1 7.5 17.8 473.5 562.1 670.0 7.5 16.2 33.6 
 50 . . . 1.8 4.8 10.9 2.9 7 17.2 2.3 7.8 19.5 7.0 15.7 34.0 
 70 . . . 1.2 5.2 9.1 2.9 7.6 14.9 243.5 276.4 308.9 7.2 16.2 29.8 
 90 . . . 2 4.6 10.8 3 7.3 14.6 365.0 397.1 442.9 7.3 15.1 33.6 
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Table 2.240 Calibration: Adjusted Nam and D’Agostino χ2 statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=2, σ=4; reference: 
Weibull γ=0.5, σ=4 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 0.4 1.8 4.6 0.7 2 7.4 1 3.5 8.3 0.7 2.0 7.4 12650 14564 18902 
 10 . . . 0.7 2.2 5.1 0.9 3.6 7.1 4.7 11.2 23.1 11967 14790 20112 
 20 . . . 0.4 2.1 6.9 1.1 3.6 7.9 54.3 76.4 98.2 13178 15162 17858 
 50 . . . 0.7 2.3 5.5 1 3.8 7 185.5 212.7 254.4 13321 15031 17326 
10 5 0.7 2.2 8.8 0.9 2.5 11.1 1.1 4.7 13.8 25.9 45.7 85.0 6654 12943 24422 
 10 . . . 1.2 2.8 8.8 1.4 4.2 11.1 1.0 3.1 9.4 6846 11642 21491 
 20 . . . 0.9 2.7 8.9 1.8 4.7 11.7 72.9 93.7 126.1 9090 13998 21865 
 50 . . . 0.8 2.6 9.4 1.5 4.2 11.5 356.9 403.7 446.7 9634 13035 18478 
20 5 1.3 4.2 11.7 1.2 5 12.4 3 7.4 19.3 431.1 701.5 999.6 4999 6861 8701 
 10 . . . 1.1 4.7 11.5 2.7 7.5 16.4 132.1 171.5 256.7 5069 6567 8666 
 20 . . . 1.1 4.7 11 2.8 7.9 19.9 2.2 7.4 12.9 5203 6914 8321 
 30 . . . 1.4 4.5 10.5 2.8 7 17.8 121.9 141.0 166.6 5647 6725 8018 
 50 . . . 1.1 4.5 10.1 2.6 7.6 16.7 486.7 524.0 567.5 5363 6880 8112 
35 5 1.1 4.1 11.1 1.3 5.6 12.9 2.1 9.3 24.4 2992 4361 6459 676.8 1090 1836 
 10 . . . 1 5 12.7 2 9 21.3 1338 1749 2437 667.5 1073 1811 
 20 . . . 1.5 5.4 12 2.3 9.3 24.8 288.7 397.6 475.1 815.9 1151 1761 
 35 . . . 1.2 4.5 12.9 2.3 8 20.4 1.8 6.6 17.4 771.5 1034 1561 
 50 . . . 1.2 4.9 11.7 2.1 8.4 21.5 269.7 299.8 345.0 824.8 1161 1597 
 70 . . . 1 4.9 11.4 2.1 8.4 20.3 302.4 337.8 812.0 762.0 1051 1480 
50 5 1.5 4.5 9.3 1.3 6.1 11.9 2.4 9.2 25.4 10353 15388 20965 7.4 17.0 36.5 
 10 . . . 2.1 5 12.1 2.6 8.5 28.2 5311 7280 9752 7.6 16.5 36.3 
 20 . . . 1.1 4.6 12.2 2.2 8.1 21.8 1868 2446 3026 7.0 17.0 30.8 
 50 . . . 1.3 5 11.6 2.7 7.9 20.6 1.5 7.2 20.2 7.1 15.3 27.2 
 70 . . . 0.9 4.8 9.8 2.5 7.5 20.2 281.5 318.8 562.4 7.9 15.5 28.8 
 90 . . . 1 4.7 9.9 2.5 7.4 21.4 480.1 524.8 564.5 7.0 15.1 29.2 
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Table 2.241 Discrimination: Overall C statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=0.5, σ=0.5; reference: Weibull γ=2, σ=0.5 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 0.5971 0.6396 0.6814 0.5971 0.6396 0.6814 0.5971 0.6396 0.6814 0.5971 0.6396 0.6814 0.5971 0.6396 0.6814
 10 . . . 0.5971 0.6396 0.6814 0.5971 0.6396 0.6814 0.5971 0.6396 0.6814 0.5971 0.6396 0.6814
 20 . . . 0.5971 0.6396 0.6814 0.5971 0.6396 0.6814 0.5971 0.6396 0.6814 0.5971 0.6396 0.6814
 50 . . . 0.5971 0.6396 0.6814 0.5971 0.6396 0.6814 0.5971 0.6396 0.6814 0.5971 0.6396 0.6814
10 5 0.6072 0.6385 0.6759 0.6072 0.6385 0.6759 0.6072 0.6385 0.6759 0.6072 0.6385 0.6759 0.6072 0.6385 0.6759
 10 . . . 0.6072 0.6385 0.6759 0.6072 0.6385 0.6759 0.6072 0.6385 0.6759 0.6072 0.6385 0.6759
 20 . . . 0.6072 0.6385 0.6759 0.6072 0.6385 0.6759 0.6072 0.6385 0.6759 0.6072 0.6385 0.6759
 50 . . . 0.6072 0.6385 0.6759 0.6072 0.6385 0.6759 0.6072 0.6385 0.6759 0.6072 0.6385 0.6759
20 5 0.6172 0.6414 0.6558 0.6172 0.6414 0.6558 0.6172 0.6414 0.6558 0.6172 0.6414 0.6558 0.6172 0.6414 0.6558
 10 . . . 0.6172 0.6414 0.6558 0.6172 0.6414 0.6558 0.6172 0.6414 0.6558 0.6172 0.6414 0.6558
 20 . . . 0.6172 0.6414 0.6558 0.6172 0.6414 0.6558 0.6172 0.6414 0.6558 0.6172 0.6414 0.6558
 30 . . . 0.6172 0.6414 0.6558 0.6172 0.6414 0.6558 0.6172 0.6414 0.6558 0.6172 0.6414 0.6558
 50 . . . 0.6172 0.6414 0.6558 0.6172 0.6414 0.6558 0.6172 0.6414 0.6558 0.6172 0.6414 0.6558
35 5 0.6224 0.6366 0.6475 0.6224 0.6366 0.6475 0.6224 0.6366 0.6475 0.6224 0.6366 0.6475 0.6224 0.6366 0.6475
 10 . . . 0.6224 0.6366 0.6475 0.6224 0.6366 0.6475 0.6224 0.6366 0.6475 0.6224 0.6366 0.6475
 20 . . . 0.6224 0.6366 0.6475 0.6224 0.6366 0.6475 0.6224 0.6366 0.6475 0.6224 0.6366 0.6475
 35 . . . 0.6224 0.6366 0.6475 0.6224 0.6366 0.6475 0.6224 0.6366 0.6475 0.6224 0.6366 0.6475
 50 . . . 0.6224 0.6366 0.6475 0.6224 0.6366 0.6475 0.6224 0.6366 0.6475 0.6224 0.6366 0.6475
 70 . . . 0.6224 0.6366 0.6475 0.6224 0.6366 0.6475 0.6224 0.6366 0.6475 0.6224 0.6366 0.6475
50 5 0.6171 0.6343 0.6475 0.6171 0.6343 0.6475 0.6171 0.6343 0.6475 0.617 0.6343 0.6472 0.6171 0.6343 0.6475
 10 . . . 0.6171 0.6343 0.6475 0.6171 0.6343 0.6475 0.617 0.6342 0.6474 0.6171 0.6343 0.6475
 20 . . . 0.6171 0.6343 0.6475 0.6171 0.6343 0.6475 0.617 0.6344 0.6475 0.6171 0.6343 0.6475
 50 . . . 0.6171 0.6343 0.6475 0.6171 0.6343 0.6475 0.6171 0.6343 0.6475 0.6171 0.6343 0.6475
 70 . . . 0.6171 0.6343 0.6475 0.6171 0.6343 0.6475 0.6171 0.6343 0.6475 0.6171 0.6343 0.6475
 90 . . . 0.6171 0.6343 0.6475 0.6171 0.6343 0.6475 0.6171 0.6343 0.6475 0.6171 0.6343 0.6475
 
  
420 
421 
 
 
 
Table 2.242 Discrimination: Overall C statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=0.5, σ=0.5; reference: Weibull γ=2, σ=1 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 0.5971 0.6396 0.6814 0.5971 0.6396 0.6814 0.5971 0.6396 0.6814 0.5971 0.6396 0.6814 0.5971 0.6396 0.6814
 10 . . . 0.5971 0.6396 0.6814 0.5971 0.6396 0.6814 0.5971 0.6396 0.6814 0.5971 0.6396 0.6814
 20 . . . 0.5971 0.6396 0.6814 0.5971 0.6396 0.6814 0.5971 0.6396 0.6814 0.5971 0.6396 0.6814
 50 . . . 0.5971 0.6396 0.6814 0.5971 0.6396 0.6814 0.5971 0.6396 0.6814 0.5971 0.6396 0.6814
10 5 0.6072 0.6385 0.6759 0.6072 0.6385 0.6759 0.6072 0.6385 0.6759 0.6072 0.6385 0.6759 0.6072 0.6385 0.6759
 10 . . . 0.6072 0.6385 0.6759 0.6072 0.6385 0.6759 0.6072 0.6385 0.6759 0.6072 0.6385 0.6759
 20 . . . 0.6072 0.6385 0.6759 0.6072 0.6385 0.6759 0.6072 0.6385 0.6759 0.6072 0.6385 0.6759
 50 . . . 0.6072 0.6385 0.6759 0.6072 0.6385 0.6759 0.6072 0.6385 0.6759 0.6072 0.6385 0.6759
20 5 0.6172 0.6414 0.6558 0.6172 0.6414 0.6558 0.6172 0.6414 0.6558 0.6172 0.6414 0.6558 0.6172 0.6414 0.6558
 10 . . . 0.6172 0.6414 0.6558 0.6172 0.6414 0.6558 0.6172 0.6414 0.6558 0.6172 0.6414 0.6558
 20 . . . 0.6172 0.6414 0.6558 0.6172 0.6414 0.6558 0.6172 0.6414 0.6558 0.6172 0.6414 0.6558
 30 . . . 0.6172 0.6414 0.6558 0.6172 0.6414 0.6558 0.6172 0.6414 0.6558 0.6172 0.6414 0.6558
 50 . . . 0.6172 0.6414 0.6558 0.6172 0.6414 0.6558 0.6172 0.6414 0.6558 0.6172 0.6414 0.6558
35 5 0.6224 0.6366 0.6475 0.6224 0.6366 0.6475 0.6224 0.6366 0.6475 0.6224 0.6366 0.6475 0.6224 0.6366 0.6475
 10 . . . 0.6224 0.6366 0.6475 0.6224 0.6366 0.6475 0.6224 0.6365 0.6475 0.6224 0.6366 0.6475
 20 . . . 0.6224 0.6366 0.6475 0.6224 0.6366 0.6475 0.6224 0.6366 0.6475 0.6224 0.6366 0.6475
 35 . . . 0.6224 0.6366 0.6475 0.6224 0.6366 0.6475 0.6224 0.6366 0.6475 0.6224 0.6366 0.6475
 50 . . . 0.6224 0.6366 0.6475 0.6224 0.6366 0.6475 0.6224 0.6366 0.6475 0.6224 0.6366 0.6475
 70 . . . 0.6224 0.6366 0.6475 0.6224 0.6366 0.6475 0.6224 0.6366 0.6475 0.6224 0.6366 0.6475
50 5 0.6171 0.6343 0.6475 0.6171 0.6343 0.6475 0.6171 0.6343 0.6475 0.6168 0.6343 0.6472 0.6171 0.6343 0.6475
 10 . . . 0.6171 0.6343 0.6475 0.6171 0.6343 0.6475 0.617 0.6343 0.6474 0.6171 0.6343 0.6475
 20 . . . 0.6171 0.6343 0.6475 0.6171 0.6343 0.6475 0.617 0.6343 0.6474 0.6171 0.6343 0.6475
 50 . . . 0.6171 0.6343 0.6475 0.6171 0.6343 0.6475 0.6171 0.6343 0.6475 0.6171 0.6343 0.6475
 70 . . . 0.6171 0.6343 0.6475 0.6171 0.6343 0.6475 0.6171 0.6343 0.6475 0.6171 0.6343 0.6475
 90 . . . 0.6171 0.6343 0.6475 0.6171 0.6343 0.6475 0.6171 0.6343 0.6475 0.6171 0.6343 0.6475
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Table 2.243 Discrimination: Overall C statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=0.5, σ=0.5; reference: Weibull γ=2, σ=2 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 0.5971 0.6396 0.6814 0.5971 0.6396 0.6814 0.5971 0.6396 0.6814 0.5971 0.6396 0.6814 0.5971 0.6396 0.6814
 10 . . . 0.5971 0.6396 0.6814 0.5971 0.6396 0.6814 0.5971 0.6396 0.6814 0.5971 0.6396 0.6814
 20 . . . 0.5971 0.6396 0.6814 0.5971 0.6396 0.6814 0.5971 0.6396 0.6814 0.5971 0.6396 0.6814
 50 . . . 0.5971 0.6396 0.6814 0.5971 0.6396 0.6814 0.5971 0.6396 0.6814 0.5971 0.6396 0.6814
10 5 0.6072 0.6385 0.6759 0.6072 0.6385 0.6759 0.6072 0.6385 0.6759 0.6072 0.6385 0.6759 0.6072 0.6385 0.6759
 10 . . . 0.6072 0.6385 0.6759 0.6072 0.6385 0.6759 0.6072 0.6385 0.6759 0.6072 0.6385 0.6759
 20 . . . 0.6072 0.6385 0.6759 0.6072 0.6385 0.6759 0.6072 0.6385 0.6759 0.6072 0.6385 0.6759
 50 . . . 0.6072 0.6385 0.6759 0.6072 0.6385 0.6759 0.6072 0.6385 0.6759 0.6072 0.6385 0.6759
20 5 0.6172 0.6414 0.6558 0.6172 0.6414 0.6558 0.6172 0.6414 0.6558 0.6172 0.6414 0.6558 0.6172 0.6414 0.6558
 10 . . . 0.6172 0.6414 0.6558 0.6172 0.6414 0.6558 0.6172 0.6414 0.6558 0.6172 0.6414 0.6558
 20 . . . 0.6172 0.6414 0.6558 0.6172 0.6414 0.6558 0.6172 0.6414 0.6558 0.6172 0.6414 0.6558
 30 . . . 0.6172 0.6414 0.6558 0.6172 0.6414 0.6558 0.6172 0.6414 0.6558 0.6172 0.6414 0.6558
 50 . . . 0.6172 0.6414 0.6558 0.6172 0.6414 0.6558 0.6172 0.6414 0.6558 0.6172 0.6414 0.6558
35 5 0.6224 0.6366 0.6475 0.6224 0.6366 0.6475 0.6224 0.6366 0.6475 0.6224 0.6366 0.6475 0.6224 0.6366 0.6475
 10 . . . 0.6224 0.6366 0.6475 0.6224 0.6366 0.6475 0.6224 0.6366 0.6475 0.6224 0.6366 0.6475
 20 . . . 0.6224 0.6366 0.6475 0.6224 0.6366 0.6475 0.6224 0.6366 0.6475 0.6224 0.6366 0.6475
 35 . . . 0.6224 0.6366 0.6475 0.6224 0.6366 0.6475 0.6224 0.6366 0.6475 0.6224 0.6366 0.6475
 50 . . . 0.6224 0.6366 0.6475 0.6224 0.6366 0.6475 0.6224 0.6366 0.6475 0.6224 0.6366 0.6475
 70 . . . 0.6224 0.6366 0.6475 0.6224 0.6366 0.6475 0.6224 0.6366 0.6475 0.6224 0.6366 0.6475
50 5 0.6171 0.6343 0.6475 0.6171 0.6343 0.6475 0.6171 0.6343 0.6475 0.617 0.6343 0.6472 0.6171 0.6343 0.6475
 10 . . . 0.6171 0.6343 0.6475 0.6171 0.6343 0.6475 0.6169 0.6342 0.6472 0.6171 0.6343 0.6475
 20 . . . 0.6171 0.6343 0.6475 0.6171 0.6343 0.6475 0.617 0.6342 0.6472 0.6171 0.6343 0.6475
 50 . . . 0.6171 0.6343 0.6475 0.6171 0.6343 0.6475 0.6171 0.6343 0.6475 0.6171 0.6343 0.6475
 70 . . . 0.6171 0.6343 0.6475 0.6171 0.6343 0.6475 0.6171 0.6343 0.6475 0.6171 0.6343 0.6475
 90 . . . 0.6171 0.6343 0.6475 0.6171 0.6343 0.6475 0.6171 0.6343 0.6475 0.6171 0.6343 0.6475
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Table 2.244 Discrimination: Overall C statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=0.5, σ=0.5; reference: Weibull γ=2, σ=4 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 0.5971 0.6396 0.6814 0.5971 0.6396 0.6814 0.5971 0.6396 0.6814 0.5971 0.6396 0.6814 0.5971 0.6396 0.6814
 10 . . . 0.5971 0.6396 0.6814 0.5971 0.6396 0.6814 0.5971 0.6396 0.6814 0.5971 0.6396 0.6814
 20 . . . 0.5971 0.6396 0.6814 0.5971 0.6396 0.6814 0.5971 0.6396 0.6814 0.5971 0.6396 0.6814
 50 . . . 0.5971 0.6396 0.6814 0.5971 0.6396 0.6814 0.5971 0.6396 0.6814 0.5971 0.6396 0.6814
10 5 0.6072 0.6385 0.6759 0.6072 0.6385 0.6759 0.6072 0.6385 0.6759 0.6072 0.6385 0.6759 0.6072 0.6385 0.6759
 10 . . . 0.6072 0.6385 0.6759 0.6072 0.6385 0.6759 0.6072 0.6385 0.6759 0.6072 0.6385 0.6759
 20 . . . 0.6072 0.6385 0.6759 0.6072 0.6385 0.6759 0.6072 0.6385 0.6759 0.6072 0.6385 0.6759
 50 . . . 0.6072 0.6385 0.6759 0.6072 0.6385 0.6759 0.6072 0.6385 0.6759 0.6072 0.6385 0.6759
20 5 0.6172 0.6414 0.6558 0.6172 0.6414 0.6558 0.6172 0.6414 0.6558 0.6172 0.6414 0.6558 0.6172 0.6414 0.6558
 10 . . . 0.6172 0.6414 0.6558 0.6172 0.6414 0.6558 0.6172 0.6414 0.6558 0.6172 0.6414 0.6558
 20 . . . 0.6172 0.6414 0.6558 0.6172 0.6414 0.6558 0.6172 0.6414 0.6558 0.6172 0.6414 0.6558
 30 . . . 0.6172 0.6414 0.6558 0.6172 0.6414 0.6558 0.6172 0.6414 0.6558 0.6172 0.6414 0.6558
 50 . . . 0.6172 0.6414 0.6558 0.6172 0.6414 0.6558 0.6172 0.6414 0.6558 0.6172 0.6414 0.6558
35 5 0.6224 0.6366 0.6475 0.6224 0.6366 0.6475 0.6224 0.6366 0.6475 0.6224 0.6365 0.6475 0.6224 0.6366 0.6475
 10 . . . 0.6224 0.6366 0.6475 0.6224 0.6366 0.6475 0.6224 0.6366 0.6475 0.6224 0.6366 0.6475
 20 . . . 0.6224 0.6366 0.6475 0.6224 0.6366 0.6475 0.6224 0.6366 0.6475 0.6224 0.6366 0.6475
 35 . . . 0.6224 0.6366 0.6475 0.6224 0.6366 0.6475 0.6224 0.6366 0.6475 0.6224 0.6366 0.6475
 50 . . . 0.6224 0.6366 0.6475 0.6224 0.6366 0.6475 0.6224 0.6366 0.6475 0.6224 0.6366 0.6475
 70 . . . 0.6224 0.6366 0.6475 0.6224 0.6366 0.6475 0.6224 0.6366 0.6475 0.6224 0.6366 0.6475
50 5 0.6171 0.6343 0.6475 0.6171 0.6343 0.6475 0.6171 0.6343 0.6475 0.6169 0.6343 0.6471 0.6171 0.6343 0.6475
 10 . . . 0.6171 0.6343 0.6475 0.6171 0.6343 0.6475 0.6168 0.6343 0.6473 0.6171 0.6343 0.6475
 20 . . . 0.6171 0.6343 0.6475 0.6171 0.6343 0.6475 0.617 0.6343 0.6474 0.6171 0.6343 0.6475
 50 . . . 0.6171 0.6343 0.6475 0.6171 0.6343 0.6475 0.6171 0.6343 0.6475 0.6171 0.6343 0.6475
 70 . . . 0.6171 0.6343 0.6475 0.6171 0.6343 0.6475 0.6171 0.6343 0.6475 0.6171 0.6343 0.6475
 90 . . . 0.6171 0.6343 0.6475 0.6171 0.6343 0.6475 0.5003 0.504 0.5095 0.6171 0.6343 0.6475
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Table 2.245 Discrimination: Overall C statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=0.5, σ=1; reference: Weibull γ=2, σ=0.5 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 0.6994 0.7497 0.7945 0.6994 0.7497 0.7945 0.6994 0.7497 0.7945 0.6994 0.7497 0.7945 0.6994 0.7497 0.7945
 10 . . . 0.6994 0.7497 0.7945 0.6994 0.7497 0.7945 0.6994 0.7497 0.7945 0.6994 0.7497 0.7945
 20 . . . 0.6994 0.7497 0.7945 0.6994 0.7497 0.7945 0.6994 0.7497 0.7945 0.6994 0.7497 0.7945
 50 . . . 0.6994 0.7497 0.7945 0.6994 0.7497 0.7945 0.6994 0.7497 0.7945 0.6994 0.7497 0.7945
10 5 0.7193 0.7497 0.7726 0.7193 0.7497 0.7726 0.7193 0.7497 0.7726 0.7193 0.7497 0.7726 0.7193 0.7497 0.7726
 10 . . . 0.7193 0.7497 0.7726 0.7193 0.7497 0.7726 0.7193 0.7497 0.7726 0.7193 0.7497 0.7726
 20 . . . 0.7193 0.7497 0.7726 0.7193 0.7497 0.7726 0.7193 0.7497 0.7726 0.7193 0.7497 0.7726
 50 . . . 0.7193 0.7497 0.7726 0.7193 0.7497 0.7726 0.7193 0.7497 0.7726 0.7193 0.7497 0.7726
20 5 0.7303 0.7475 0.7674 0.7303 0.7475 0.7674 0.7303 0.7475 0.7674 0.7303 0.7474 0.7673 0.7303 0.7475 0.7674
 10 . . . 0.7303 0.7475 0.7674 0.7303 0.7475 0.7674 0.7304 0.7475 0.7673 0.7303 0.7475 0.7674
 20 . . . 0.7303 0.7475 0.7674 0.7303 0.7475 0.7674 0.7303 0.7475 0.7674 0.7303 0.7475 0.7674
 30 . . . 0.7303 0.7475 0.7674 0.7303 0.7475 0.7674 0.7303 0.7475 0.7674 0.7303 0.7475 0.7674
 50 . . . 0.7303 0.7475 0.7674 0.7303 0.7475 0.7674 0.7303 0.7475 0.7674 0.7303 0.7475 0.7674
35 5 0.7243 0.7412 0.7567 0.7243 0.7412 0.7567 0.7243 0.7412 0.7567 0.7232 0.7406 0.7557 0.7243 0.7412 0.7567
 10 . . . 0.7243 0.7412 0.7567 0.7243 0.7412 0.7567 0.7234 0.7407 0.7559 0.7243 0.7412 0.7567
 20 . . . 0.7243 0.7412 0.7567 0.7243 0.7412 0.7567 0.7241 0.7408 0.7565 0.7243 0.7412 0.7567
 35 . . . 0.7243 0.7412 0.7567 0.7243 0.7412 0.7567 0.7243 0.7412 0.7567 0.7243 0.7412 0.7567
 50 . . . 0.7243 0.7412 0.7567 0.7243 0.7412 0.7567 0.7243 0.7412 0.7567 0.7243 0.7412 0.7567
 70 . . . 0.7243 0.7412 0.7567 0.7243 0.7412 0.7567 0.7243 0.7412 0.7567 0.7243 0.7412 0.7567
50 5 0.7212 0.7349 0.7458 0.7212 0.7349 0.7458 0.7212 0.7349 0.7458 0.72 0.7334 0.7437 0.7212 0.7349 0.7458
 10 . . . 0.7212 0.7349 0.7458 0.7212 0.7349 0.7458 0.7194 0.7331 0.7438 0.7212 0.7349 0.7458
 20 . . . 0.7212 0.7349 0.7458 0.7212 0.7349 0.7458 0.7198 0.7334 0.7432 0.7212 0.7349 0.7458
 50 . . . 0.7212 0.7349 0.7458 0.7212 0.7349 0.7458 0.7212 0.7349 0.7458 0.7212 0.7349 0.7458
 70 . . . 0.7212 0.7349 0.7458 0.7212 0.7349 0.7458 0.7212 0.7349 0.7458 0.7212 0.7349 0.7458
 90 . . . 0.7212 0.7349 0.7458 0.7212 0.7349 0.7458 0.7212 0.7349 0.7458 0.7212 0.7349 0.7458
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Table 2.246 Discrimination: Overall C statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=0.5, σ=1; reference: Weibull γ=2, σ=1 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 0.6994 0.7497 0.7945 0.6994 0.7497 0.7945 0.6994 0.7497 0.7945 0.6994 0.7497 0.7945 0.6994 0.7497 0.7945
 10 . . . 0.6994 0.7497 0.7945 0.6994 0.7497 0.7945 0.6994 0.7497 0.7945 0.6994 0.7497 0.7945
 20 . . . 0.6994 0.7497 0.7945 0.6994 0.7497 0.7945 0.6994 0.7497 0.7945 0.6994 0.7497 0.7945
 50 . . . 0.6994 0.7497 0.7945 0.6994 0.7497 0.7945 0.6994 0.7497 0.7945 0.6994 0.7497 0.7945
10 5 0.7193 0.7497 0.7726 0.7193 0.7497 0.7726 0.7193 0.7497 0.7726 0.7193 0.7497 0.7726 0.7193 0.7497 0.7726
 10 . . . 0.7193 0.7497 0.7726 0.7193 0.7497 0.7726 0.7193 0.7497 0.7726 0.7193 0.7497 0.7726
 20 . . . 0.7193 0.7497 0.7726 0.7193 0.7497 0.7726 0.7193 0.7497 0.7726 0.7193 0.7497 0.7726
 50 . . . 0.7193 0.7497 0.7726 0.7193 0.7497 0.7726 0.7193 0.7497 0.7726 0.7193 0.7497 0.7726
20 5 0.7303 0.7475 0.7674 0.7303 0.7475 0.7674 0.7303 0.7475 0.7674 0.7303 0.7474 0.7672 0.7303 0.7475 0.7674
 10 . . . 0.7303 0.7475 0.7674 0.7303 0.7475 0.7674 0.7304 0.7474 0.7674 0.7303 0.7475 0.7674
 20 . . . 0.7303 0.7475 0.7674 0.7303 0.7475 0.7674 0.7303 0.7475 0.7674 0.7303 0.7475 0.7674
 30 . . . 0.7303 0.7475 0.7674 0.7303 0.7475 0.7674 0.7303 0.7475 0.7674 0.7303 0.7475 0.7674
 50 . . . 0.7303 0.7475 0.7674 0.7303 0.7475 0.7674 0.7303 0.7475 0.7674 0.7303 0.7475 0.7674
35 5 0.7243 0.7412 0.7567 0.7243 0.7412 0.7567 0.7243 0.7412 0.7567 0.7234 0.7408 0.7558 0.7243 0.7412 0.7567
 10 . . . 0.7243 0.7412 0.7567 0.7243 0.7412 0.7567 0.7234 0.7407 0.7556 0.7243 0.7412 0.7567
 20 . . . 0.7243 0.7412 0.7567 0.7243 0.7412 0.7567 0.724 0.7409 0.7561 0.7243 0.7412 0.7567
 35 . . . 0.7243 0.7412 0.7567 0.7243 0.7412 0.7567 0.7243 0.7411 0.7567 0.7243 0.7412 0.7567
 50 . . . 0.7243 0.7412 0.7567 0.7243 0.7412 0.7567 0.7243 0.7412 0.7567 0.7243 0.7412 0.7567
 70 . . . 0.7243 0.7412 0.7567 0.7243 0.7412 0.7567 0.7243 0.7412 0.7567 0.7243 0.7412 0.7567
50 5 0.7212 0.7349 0.7458 0.7212 0.7349 0.7458 0.7212 0.7349 0.7458 0.72 0.7331 0.743 0.7212 0.7349 0.7458
 10 . . . 0.7212 0.7349 0.7458 0.7212 0.7349 0.7458 0.7198 0.733 0.7435 0.7212 0.7349 0.7458
 20 . . . 0.7212 0.7349 0.7458 0.7212 0.7349 0.7458 0.7198 0.733 0.7436 0.7212 0.7349 0.7458
 50 . . . 0.7212 0.7349 0.7458 0.7212 0.7349 0.7458 0.7212 0.7349 0.7458 0.7212 0.7349 0.7458
 70 . . . 0.7212 0.7349 0.7458 0.7212 0.7349 0.7458 0.7212 0.7349 0.7458 0.7212 0.7349 0.7458
 90 . . . 0.7212 0.7349 0.7458 0.7212 0.7349 0.7458 0.7212 0.7349 0.7458 0.7212 0.7349 0.7458
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Table 2.247 Discrimination: Overall C statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=0.5, σ=1; reference: Weibull γ=2, σ=2 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 0.6994 0.7497 0.7945 0.6994 0.7497 0.7945 0.6994 0.7497 0.7945 0.6994 0.7497 0.7945 0.6994 0.7497 0.7945
 10 . . . 0.6994 0.7497 0.7945 0.6994 0.7497 0.7945 0.6994 0.7497 0.7945 0.6994 0.7497 0.7945
 20 . . . 0.6994 0.7497 0.7945 0.6994 0.7497 0.7945 0.6994 0.7497 0.7945 0.6994 0.7497 0.7945
 50 . . . 0.6994 0.7497 0.7945 0.6994 0.7497 0.7945 0.6994 0.7497 0.7945 0.6994 0.7497 0.7945
10 5 0.7193 0.7497 0.7726 0.7193 0.7497 0.7726 0.7193 0.7497 0.7726 0.7193 0.7497 0.7726 0.7193 0.7497 0.7726
 10 . . . 0.7193 0.7497 0.7726 0.7193 0.7497 0.7726 0.7193 0.7497 0.7726 0.7193 0.7497 0.7726
 20 . . . 0.7193 0.7497 0.7726 0.7193 0.7497 0.7726 0.7193 0.7497 0.7726 0.7193 0.7497 0.7726
 50 . . . 0.7193 0.7497 0.7726 0.7193 0.7497 0.7726 0.7193 0.7497 0.7726 0.7193 0.7497 0.7726
20 5 0.7303 0.7475 0.7674 0.7303 0.7475 0.7674 0.7303 0.7475 0.7674 0.7302 0.7474 0.7673 0.7303 0.7475 0.7674
 10 . . . 0.7303 0.7475 0.7674 0.7303 0.7475 0.7674 0.7303 0.7474 0.7673 0.7303 0.7475 0.7674
 20 . . . 0.7303 0.7475 0.7674 0.7303 0.7475 0.7674 0.7303 0.7474 0.7673 0.7303 0.7475 0.7674
 30 . . . 0.7303 0.7475 0.7674 0.7303 0.7475 0.7674 0.7303 0.7475 0.7674 0.7303 0.7475 0.7674
 50 . . . 0.7303 0.7475 0.7674 0.7303 0.7475 0.7674 0.7303 0.7475 0.7674 0.7303 0.7475 0.7674
35 5 0.7243 0.7412 0.7567 0.7243 0.7412 0.7567 0.7243 0.7412 0.7567 0.7239 0.7407 0.7559 0.7243 0.7412 0.7567
 10 . . . 0.7243 0.7412 0.7567 0.7243 0.7412 0.7567 0.7236 0.7407 0.7557 0.7243 0.7412 0.7567
 20 . . . 0.7243 0.7412 0.7567 0.7243 0.7412 0.7567 0.7238 0.7407 0.756 0.7243 0.7412 0.7567
 35 . . . 0.7243 0.7412 0.7567 0.7243 0.7412 0.7567 0.7242 0.7409 0.7565 0.7243 0.7412 0.7567
 50 . . . 0.7243 0.7412 0.7567 0.7243 0.7412 0.7567 0.7243 0.7412 0.7567 0.7243 0.7412 0.7567
 70 . . . 0.7243 0.7412 0.7567 0.7243 0.7412 0.7567 0.7243 0.7411 0.7567 0.7243 0.7412 0.7567
50 5 0.7212 0.7349 0.7458 0.7212 0.7349 0.7458 0.7212 0.7349 0.7458 0.72 0.7331 0.7438 0.7212 0.7349 0.7458
 10 . . . 0.7212 0.7349 0.7458 0.7212 0.7349 0.7458 0.7199 0.7331 0.7436 0.7212 0.7349 0.7458
 20 . . . 0.7212 0.7349 0.7458 0.7212 0.7349 0.7458 0.7195 0.7329 0.743 0.7212 0.7349 0.7458
 50 . . . 0.7212 0.7349 0.7458 0.7212 0.7349 0.7458 0.7211 0.7348 0.7455 0.7212 0.7349 0.7458
 70 . . . 0.7212 0.7349 0.7458 0.7212 0.7349 0.7458 0.7212 0.7349 0.7458 0.7212 0.7349 0.7458
 90 . . . 0.7212 0.7349 0.7458 0.7212 0.7349 0.7458 0.7193 0.7334 0.7443 0.7212 0.7349 0.7458
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Table 2.248 Discrimination: Overall C statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=0.5, σ=1; reference: Weibull γ=2, σ=4 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 0.6994 0.7497 0.7945 0.6994 0.7497 0.7945 0.6994 0.7497 0.7945 0.6994 0.7497 0.7945 0.6994 0.7497 0.7945
 10 . . . 0.6994 0.7497 0.7945 0.6994 0.7497 0.7945 0.6994 0.7497 0.7945 0.6994 0.7497 0.7945
 20 . . . 0.6994 0.7497 0.7945 0.6994 0.7497 0.7945 0.6994 0.7497 0.7945 0.6994 0.7497 0.7945
 50 . . . 0.6994 0.7497 0.7945 0.6994 0.7497 0.7945 0.6994 0.7497 0.7945 0.6994 0.7497 0.7945
10 5 0.7193 0.7497 0.7726 0.7193 0.7497 0.7726 0.7193 0.7497 0.7726 0.7193 0.7497 0.7726 0.7193 0.7497 0.7726
 10 . . . 0.7193 0.7497 0.7726 0.7193 0.7497 0.7726 0.7193 0.7497 0.7726 0.7193 0.7497 0.7726
 20 . . . 0.7193 0.7497 0.7726 0.7193 0.7497 0.7726 0.7193 0.7497 0.7726 0.7193 0.7497 0.7726
 50 . . . 0.7193 0.7497 0.7726 0.7193 0.7497 0.7726 0.7193 0.7497 0.7726 0.7193 0.7497 0.7726
20 5 0.7303 0.7475 0.7674 0.7303 0.7475 0.7674 0.7303 0.7475 0.7674 0.7303 0.7474 0.7673 0.7303 0.7475 0.7674
 10 . . . 0.7303 0.7475 0.7674 0.7303 0.7475 0.7674 0.7303 0.7474 0.7673 0.7303 0.7475 0.7674
 20 . . . 0.7303 0.7475 0.7674 0.7303 0.7475 0.7674 0.7303 0.7474 0.7673 0.7303 0.7475 0.7674
 30 . . . 0.7303 0.7475 0.7674 0.7303 0.7475 0.7674 0.7303 0.7475 0.7673 0.7303 0.7475 0.7674
 50 . . . 0.7303 0.7475 0.7674 0.7303 0.7475 0.7674 0.7303 0.7475 0.7674 0.7303 0.7475 0.7674
35 5 0.7243 0.7412 0.7567 0.7243 0.7412 0.7567 0.7243 0.7412 0.7567 0.7236 0.7407 0.7558 0.7243 0.7412 0.7567
 10 . . . 0.7243 0.7412 0.7567 0.7243 0.7412 0.7567 0.7238 0.7407 0.7559 0.7243 0.7412 0.7567
 20 . . . 0.7243 0.7412 0.7567 0.7243 0.7412 0.7567 0.7238 0.7407 0.7559 0.7243 0.7412 0.7567
 35 . . . 0.7243 0.7412 0.7567 0.7243 0.7412 0.7567 0.7237 0.7407 0.7561 0.7243 0.7412 0.7567
 50 . . . 0.7243 0.7412 0.7567 0.7243 0.7412 0.7567 0.7243 0.7412 0.7567 0.7243 0.7412 0.7567
 70 . . . 0.7243 0.7412 0.7567 0.7243 0.7412 0.7567 0.7243 0.741 0.7565 0.7243 0.7412 0.7567
50 5 0.7212 0.7349 0.7458 0.7212 0.7349 0.7458 0.7212 0.7349 0.7458 0.7201 0.7333 0.7437 0.7212 0.7349 0.7458
 10 . . . 0.7212 0.7349 0.7458 0.7212 0.7349 0.7458 0.72 0.7333 0.7438 0.7212 0.7349 0.7458
 20 . . . 0.7212 0.7349 0.7458 0.7212 0.7349 0.7458 0.72 0.7331 0.7437 0.7212 0.7349 0.7458
 50 . . . 0.7212 0.7349 0.7458 0.7212 0.7349 0.7458 0.7209 0.7345 0.7449 0.7212 0.7349 0.7458
 70 . . . 0.7212 0.7349 0.7458 0.7212 0.7349 0.7458 0.7211 0.7348 0.7457 0.7212 0.7349 0.7458
 90 . . . 0.7212 0.7349 0.7458 0.7212 0.7349 0.7458 0.5463 0.561 0.5819 0.7212 0.7349 0.7458
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Table 2.249 Discrimination: Overall C statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=0.5, σ=2; reference: Weibull γ=2, σ=0.5 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 0.8781 0.9001 0.9215 0.8781 0.9001 0.9215 0.8781 0.9001 0.9215 0.8781 0.8999 0.9215 0.8781 0.8998 0.9215
 10 . . . 0.8781 0.9001 0.9215 0.8781 0.9001 0.9215 0.8781 0.9 0.9215 0.8781 0.9 0.9215
 20 . . . 0.8781 0.9001 0.9215 0.8781 0.9001 0.9215 0.8781 0.9 0.9209 0.8781 0.9001 0.9215
 50 . . . 0.8781 0.9001 0.9215 0.8781 0.9001 0.9215 0.8765 0.8993 0.9198 0.8781 0.9 0.9215
10 5 0.8718 0.8863 0.903 0.8718 0.8863 0.903 0.8718 0.8863 0.903 0.8718 0.8863 0.903 0.8718 0.8863 0.903
 10 . . . 0.8718 0.8863 0.903 0.8718 0.8863 0.903 0.8718 0.8863 0.903 0.8718 0.8863 0.903
 20 . . . 0.8718 0.8863 0.903 0.8718 0.8863 0.903 0.8718 0.8863 0.903 0.8718 0.8863 0.903
 50 . . . 0.8718 0.8863 0.903 0.8718 0.8863 0.903 0.8717 0.8859 0.9027 0.8718 0.8863 0.903
20 5 0.861 0.8709 0.8869 0.861 0.8709 0.8869 0.861 0.8709 0.8869 0.8601 0.8701 0.8861 0.861 0.8709 0.8869
 10 . . . 0.861 0.8709 0.8869 0.861 0.8709 0.8869 0.861 0.8709 0.8869 0.861 0.8709 0.8869
 20 . . . 0.861 0.8709 0.8869 0.861 0.8709 0.8869 0.861 0.8709 0.8869 0.861 0.8709 0.8869
 30 . . . 0.861 0.8709 0.8869 0.861 0.8709 0.8869 0.861 0.8709 0.8869 0.861 0.8709 0.8869
 50 . . . 0.861 0.8709 0.8869 0.861 0.8709 0.8869 0.8608 0.8707 0.8869 0.861 0.8709 0.8869
35 5 0.8432 0.8539 0.8637 0.8431 0.8539 0.8637 0.8431 0.8539 0.8637 0.8386 0.8512 0.8602 0.8424 0.8539 0.8637
 10 . . . 0.8432 0.8539 0.8637 0.8431 0.8539 0.8637 0.8378 0.8496 0.8592 0.8431 0.8539 0.8636
 20 . . . 0.8432 0.8539 0.8637 0.8432 0.8539 0.8637 0.8398 0.8512 0.8603 0.8432 0.8539 0.8637
 35 . . . 0.8432 0.8539 0.8637 0.8432 0.8539 0.8637 0.8432 0.8539 0.8637 0.8432 0.8539 0.8637
 50 . . . 0.8432 0.8539 0.8637 0.8432 0.8539 0.8637 0.8431 0.8537 0.8637 0.8431 0.8538 0.8637
 70 . . . 0.8432 0.8539 0.8637 0.8432 0.8539 0.8637 0.8431 0.8536 0.8631 0.8432 0.8539 0.8637
50 5 0.8359 0.8444 0.8547 0.8358 0.8444 0.8548 0.8358 0.8444 0.8548 0.8279 0.838 0.8481 0.8357 0.8444 0.8548
 10 . . . 0.8359 0.8444 0.8546 0.836 0.8443 0.8546 0.8268 0.8356 0.8439 0.8359 0.8443 0.8546
 20 . . . 0.8359 0.8444 0.8548 0.8359 0.8444 0.8548 0.825 0.8335 0.8428 0.8359 0.8444 0.8547
 50 . . . 0.8359 0.8444 0.8546 0.8359 0.8444 0.8546 0.8359 0.8444 0.8546 0.8359 0.8444 0.8546
 70 . . . 0.8359 0.8445 0.8548 0.8359 0.8445 0.8547 0.8355 0.8443 0.8545 0.8359 0.8444 0.8547
 90 . . . 0.8359 0.8444 0.8548 0.8359 0.8444 0.8548 0.8337 0.8428 0.8524 0.8359 0.8443 0.8547
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Table 2.250 Discrimination: Overall C statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=0.5, σ=2; reference: Weibull γ=2, σ=1 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 0.8781 0.9001 0.9215 0.8781 0.9001 0.9215 0.8781 0.9001 0.9215 0.8781 0.9001 0.9215 0.8781 0.9001 0.9215
 10 . . . 0.8781 0.9001 0.9215 0.8781 0.9001 0.9215 0.8781 0.9 0.9215 0.8781 0.9 0.9215
 20 . . . 0.8781 0.9001 0.9215 0.8781 0.9001 0.9215 0.8781 0.9 0.9215 0.8781 0.9001 0.9215
 50 . . . 0.8781 0.9001 0.9215 0.8781 0.9001 0.9215 0.8773 0.8993 0.9209 0.8781 0.9001 0.9215
10 5 0.8718 0.8863 0.903 0.8718 0.8863 0.903 0.8718 0.8863 0.903 0.8718 0.8863 0.903 0.8718 0.8863 0.903
 10 . . . 0.8718 0.8863 0.903 0.8718 0.8863 0.903 0.8718 0.8863 0.903 0.8718 0.8863 0.903
 20 . . . 0.8718 0.8863 0.903 0.8718 0.8863 0.903 0.8718 0.8863 0.903 0.8718 0.8863 0.903
 50 . . . 0.8718 0.8863 0.903 0.8718 0.8863 0.903 0.8717 0.886 0.9022 0.8718 0.8863 0.903
20 5 0.861 0.8709 0.8869 0.861 0.8709 0.8869 0.861 0.8709 0.8869 0.8596 0.8698 0.8862 0.861 0.8709 0.8869
 10 . . . 0.861 0.8709 0.8869 0.861 0.8709 0.8869 0.8601 0.8702 0.8869 0.861 0.8709 0.8869
 20 . . . 0.861 0.8709 0.8869 0.861 0.8709 0.8869 0.861 0.8709 0.8869 0.861 0.8709 0.8869
 30 . . . 0.861 0.8709 0.8869 0.861 0.8709 0.8869 0.861 0.8708 0.8869 0.861 0.8708 0.8869
 50 . . . 0.861 0.8709 0.8869 0.861 0.8709 0.8869 0.8608 0.8707 0.8868 0.861 0.8709 0.8869
35 5 0.8432 0.8539 0.8637 0.8432 0.8539 0.8637 0.8432 0.8539 0.8637 0.8407 0.8511 0.8606 0.8432 0.8539 0.8637
 10 . . . 0.8432 0.8539 0.8637 0.8432 0.8539 0.8637 0.8387 0.8496 0.8593 0.8432 0.8539 0.8636
 20 . . . 0.8432 0.8539 0.8637 0.8432 0.8539 0.8637 0.8386 0.8501 0.8604 0.8431 0.8539 0.8637
 35 . . . 0.8432 0.8539 0.8637 0.8432 0.8539 0.8637 0.8432 0.8539 0.8637 0.8431 0.8539 0.8637
 50 . . . 0.8432 0.8539 0.8637 0.8432 0.8539 0.8637 0.8431 0.8537 0.8636 0.8431 0.8539 0.8637
 70 . . . 0.8432 0.8539 0.8637 0.8432 0.8539 0.8637 0.843 0.853 0.863 0.8432 0.8539 0.8637
50 5 0.8359 0.8444 0.8547 0.8358 0.8444 0.8547 0.8358 0.8444 0.8547 0.8302 0.839 0.8488 0.8358 0.8444 0.8547
 10 . . . 0.836 0.8444 0.8545 0.8359 0.8444 0.8545 0.8278 0.8367 0.8453 0.8359 0.8444 0.8546
 20 . . . 0.836 0.8445 0.8546 0.836 0.8445 0.8546 0.826 0.8341 0.8425 0.8359 0.8444 0.8546
 50 . . . 0.8359 0.8444 0.8547 0.8359 0.8444 0.8546 0.8359 0.8444 0.8546 0.8359 0.8444 0.8546
 70 . . . 0.8359 0.8444 0.8548 0.8359 0.8444 0.8548 0.8355 0.8441 0.8544 0.8359 0.8444 0.8547
 90 . . . 0.8359 0.8444 0.8548 0.8359 0.8444 0.8548 0.8317 0.8407 0.8499 0.8359 0.8444 0.8547
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Table 2.251 Discrimination: Overall C statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=0.5, σ=2; reference: Weibull γ=2, σ=2 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 0.8781 0.9001 0.9215 0.8781 0.9001 0.9215 0.8781 0.9001 0.9215 0.8781 0.9 0.9215 0.8781 0.9001 0.9215
 10 . . . 0.8781 0.9001 0.9215 0.8781 0.9001 0.9215 0.8781 0.9001 0.9215 0.8781 0.9 0.9215
 20 . . . 0.8781 0.9001 0.9215 0.8781 0.9001 0.9215 0.8781 0.9 0.9215 0.8781 0.9001 0.9215
 50 . . . 0.8781 0.9001 0.9215 0.8781 0.9001 0.9215 0.8777 0.8994 0.9205 0.8781 0.9001 0.9215
10 5 0.8718 0.8863 0.903 0.8718 0.8863 0.903 0.8718 0.8863 0.903 0.8716 0.886 0.9027 0.8718 0.8863 0.903
 10 . . . 0.8718 0.8863 0.903 0.8718 0.8863 0.903 0.8718 0.8862 0.903 0.8718 0.8863 0.903
 20 . . . 0.8718 0.8863 0.903 0.8718 0.8863 0.903 0.8718 0.8863 0.903 0.8718 0.8863 0.903
 50 . . . 0.8718 0.8863 0.903 0.8718 0.8863 0.903 0.8717 0.886 0.9025 0.8718 0.8863 0.903
20 5 0.861 0.8709 0.8869 0.861 0.8709 0.8869 0.861 0.8709 0.8869 0.8597 0.8699 0.8861 0.861 0.8709 0.8869
 10 . . . 0.861 0.8709 0.8869 0.861 0.8709 0.8869 0.8597 0.8697 0.8857 0.861 0.8709 0.8869
 20 . . . 0.861 0.8709 0.8869 0.861 0.8709 0.8869 0.8609 0.8706 0.8869 0.861 0.8708 0.8869
 30 . . . 0.861 0.8709 0.8869 0.861 0.8709 0.8869 0.861 0.8709 0.8869 0.861 0.8709 0.8869
 50 . . . 0.861 0.8709 0.8869 0.861 0.8709 0.8869 0.8608 0.8707 0.8869 0.861 0.8708 0.8869
35 5 0.8432 0.8539 0.8637 0.8432 0.8539 0.8637 0.8432 0.8539 0.8637 0.841 0.8519 0.8614 0.8432 0.8539 0.8637
 10 . . . 0.8432 0.8539 0.8637 0.8432 0.8539 0.8637 0.8406 0.851 0.8608 0.8432 0.8538 0.8637
 20 . . . 0.8432 0.8539 0.8637 0.8432 0.8539 0.8637 0.8387 0.8497 0.8599 0.8431 0.8539 0.8637
 35 . . . 0.8432 0.8539 0.8637 0.8432 0.8539 0.8637 0.8415 0.8538 0.8631 0.8432 0.8539 0.8636
 50 . . . 0.8432 0.8539 0.8637 0.8432 0.8539 0.8637 0.8431 0.8538 0.8636 0.8432 0.8539 0.8637
 70 . . . 0.8432 0.8539 0.8637 0.8432 0.8539 0.8637 0.8421 0.8527 0.8624 0.8432 0.8539 0.8637
50 5 0.8359 0.8444 0.8547 0.8359 0.8444 0.8548 0.8359 0.8445 0.8548 0.8323 0.8411 0.8506 0.8358 0.8444 0.8547
 10 . . . 0.8359 0.8444 0.8547 0.8359 0.8444 0.8547 0.8308 0.8395 0.8495 0.8359 0.8444 0.8547
 20 . . . 0.8359 0.8444 0.8547 0.8359 0.8444 0.8547 0.8276 0.8366 0.8457 0.8359 0.8444 0.8547
 50 . . . 0.8359 0.8444 0.8547 0.8359 0.8444 0.8547 0.8347 0.8427 0.8547 0.8359 0.8444 0.8547
 70 . . . 0.8359 0.8444 0.8547 0.8359 0.8444 0.8547 0.835 0.8435 0.8535 0.8359 0.8444 0.8547
 90 . . . 0.8359 0.8444 0.8547 0.8359 0.8444 0.8547 0.8149 0.8243 0.8343 0.8359 0.8444 0.8547
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Table 2.252 Discrimination: Overall C statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=0.5, σ=2; reference: Weibull γ=2, σ=4 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 0.8781 0.9001 0.9215 0.8781 0.9001 0.9215 0.8781 0.9001 0.9215 0.8781 0.9 0.9214 0.8781 0.9 0.9215
 10 . . . 0.8781 0.9001 0.9215 0.8781 0.9001 0.9215 0.8781 0.9 0.9214 0.8781 0.9 0.9215
 20 . . . 0.8781 0.9001 0.9215 0.8781 0.9001 0.9215 0.8781 0.9001 0.9215 0.8781 0.9001 0.9215
 50 . . . 0.8781 0.9001 0.9215 0.8781 0.9001 0.9215 0.8775 0.8994 0.9205 0.8781 0.9001 0.9215
10 5 0.8718 0.8863 0.903 0.8718 0.8863 0.903 0.8718 0.8863 0.903 0.8717 0.886 0.9027 0.8718 0.8863 0.903
 10 . . . 0.8718 0.8863 0.903 0.8718 0.8863 0.903 0.8717 0.886 0.9027 0.8718 0.8863 0.903
 20 . . . 0.8718 0.8863 0.903 0.8718 0.8863 0.903 0.8717 0.8861 0.9028 0.8718 0.8863 0.903
 50 . . . 0.8718 0.8863 0.903 0.8718 0.8863 0.903 0.8716 0.886 0.9027 0.8718 0.8863 0.903
20 5 0.861 0.8709 0.8869 0.861 0.8709 0.8869 0.861 0.8709 0.8869 0.8604 0.8703 0.8863 0.861 0.8709 0.8869
 10 . . . 0.861 0.8709 0.8869 0.861 0.8709 0.8869 0.8601 0.8702 0.8862 0.861 0.8709 0.8869
 20 . . . 0.861 0.8709 0.8869 0.861 0.8709 0.8869 0.8597 0.8698 0.8859 0.861 0.8709 0.8869
 30 . . . 0.861 0.8709 0.8869 0.861 0.8709 0.8869 0.8604 0.8702 0.8861 0.861 0.8709 0.8869
 50 . . . 0.861 0.8709 0.8869 0.861 0.8709 0.8869 0.8608 0.8707 0.8869 0.861 0.8709 0.8869
35 5 0.8432 0.8539 0.8637 0.8432 0.8539 0.8637 0.8432 0.8539 0.8637 0.8423 0.8528 0.8625 0.8431 0.8539 0.8637
 10 . . . 0.8432 0.8539 0.8637 0.8432 0.8539 0.8637 0.8417 0.8524 0.8622 0.8432 0.8539 0.8637
 20 . . . 0.8432 0.8539 0.8637 0.8432 0.8539 0.8637 0.8407 0.8514 0.8612 0.8432 0.8539 0.8637
 35 . . . 0.8432 0.8539 0.8637 0.8432 0.8539 0.8637 0.8391 0.8495 0.86 0.8432 0.8539 0.8637
 50 . . . 0.8432 0.8539 0.8637 0.8432 0.8539 0.8637 0.8432 0.8538 0.8636 0.8432 0.8539 0.8637
 70 . . . 0.8432 0.8539 0.8637 0.8432 0.8539 0.8637 0.8351 0.8464 0.8544 0.8432 0.8539 0.8637
50 5 0.8359 0.8444 0.8547 0.8358 0.8445 0.8547 0.8358 0.8445 0.8546 0.8343 0.8422 0.8523 0.8358 0.8444 0.8546
 10 . . . 0.8359 0.8444 0.8547 0.8359 0.8444 0.8547 0.8336 0.842 0.8519 0.8359 0.8444 0.8547
 20 . . . 0.8359 0.8444 0.8547 0.8359 0.8444 0.8547 0.8316 0.8403 0.8502 0.8359 0.8444 0.8547
 50 . . . 0.836 0.8444 0.8548 0.836 0.8444 0.8547 0.8276 0.8394 0.8471 0.8359 0.8444 0.8547
 70 . . . 0.8359 0.8444 0.8548 0.8359 0.8444 0.8547 0.8292 0.8377 0.8474 0.8359 0.8444 0.8547
 90 . . . 0.8359 0.8444 0.8548 0.8359 0.8444 0.8548 0.6405 0.6645 0.6852 0.8359 0.8444 0.8547
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Table 2.253 Discrimination: Overall C statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=0.5, σ=4; reference: Weibull γ=2, σ=0.5 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 0.9626 0.9719 0.9789 0.9626 0.9719 0.9789 0.9626 0.9719 0.9789 0.9497 0.9678 0.9766 0.9452 0.967 0.9763
 10 . . . 0.9626 0.9719 0.9789 0.9626 0.9719 0.9789 0.9452 0.9601 0.97 0.9506 0.9652 0.9734
 20 . . . 0.9626 0.9719 0.9789 0.9626 0.9718 0.9789 0.929 0.9525 0.9618 0.9518 0.9663 0.9729
 50 . . . 0.9626 0.9719 0.9789 0.9626 0.9719 0.9789 0.9145 0.9263 0.9381 0.956 0.9662 0.9733
10 5 0.9511 0.9605 0.9679 0.9511 0.9605 0.968 0.9511 0.9605 0.968 0.9443 0.9573 0.9658 0.9369 0.9542 0.9647
 10 . . . 0.9511 0.9604 0.9679 0.9511 0.9604 0.9679 0.9434 0.9547 0.9627 0.9413 0.9539 0.9623
 20 . . . 0.9511 0.9606 0.9679 0.9511 0.9606 0.9679 0.9323 0.948 0.958 0.94 0.9547 0.961
 50 . . . 0.9511 0.9605 0.9678 0.9511 0.9606 0.9678 0.9166 0.9282 0.938 0.9433 0.954 0.9626
20 5 0.9408 0.9488 0.9524 0.9407 0.9489 0.9531 0.9407 0.949 0.9531 0.9394 0.9476 0.953 0.9249 0.9425 0.9503
 10 . . . 0.9397 0.9484 0.9526 0.9398 0.9485 0.9526 0.9357 0.9451 0.951 0.9298 0.9405 0.948
 20 . . . 0.9407 0.9489 0.9524 0.9408 0.9488 0.9524 0.9348 0.9415 0.9479 0.9342 0.9405 0.9473
 30 . . . 0.9409 0.9489 0.9527 0.9409 0.949 0.9527 0.9301 0.9392 0.9456 0.9345 0.9423 0.9479
 50 . . . 0.9409 0.949 0.9527 0.9409 0.9491 0.9527 0.9198 0.9287 0.9363 0.9346 0.941 0.9476
35 5 0.9257 0.9303 0.9348 0.9258 0.9304 0.936 0.926 0.9304 0.936 0.9073 0.9156 0.9237 0.9139 0.925 0.932
 10 . . . 0.9252 0.93 0.9356 0.9253 0.9301 0.9357 0.9105 0.9162 0.929 0.9144 0.924 0.9322
 20 . . . 0.9253 0.9301 0.9353 0.9255 0.93 0.9354 0.9233 0.9281 0.9336 0.9167 0.9241 0.93 
 35 . . . 0.9245 0.9306 0.9355 0.9245 0.9308 0.9358 0.9171 0.9255 0.9314 0.9168 0.925 0.931
 50 . . . 0.9254 0.9301 0.9353 0.9247 0.9303 0.9356 0.9144 0.9207 0.9268 0.9189 0.9242 0.93 
 70 . . . 0.9255 0.9302 0.9357 0.9252 0.9304 0.9358 0.9084 0.914 0.9208 0.9198 0.9247 0.9314
50 5 0.9104 0.9139 0.9191 0.9059 0.9156 0.9238 0.9065 0.9153 0.9243 0.8915 0.9015 0.9115 0.9046 0.9141 0.9231
 10 . . . 0.9067 0.9139 0.9221 0.9072 0.9152 0.9222 0.8863 0.8927 0.9033 0.9047 0.9125 0.9215
 20 . . . 0.9081 0.9144 0.9226 0.9081 0.9143 0.9228 0.8781 0.8846 0.8935 0.906 0.9131 0.9207
 50 . . . 0.908 0.9147 0.9207 0.9084 0.9145 0.9213 0.9073 0.9137 0.9196 0.907 0.9136 0.9193
 70 . . . 0.9106 0.9145 0.9207 0.9098 0.9145 0.9216 0.9035 0.9086 0.9143 0.9095 0.9134 0.9194
 90 . . . 0.9103 0.9141 0.9199 0.9099 0.9141 0.9202 0.8892 0.8963 0.9024 0.9088 0.9129 0.9186
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Table 2.254 Discrimination: Overall C statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=0.5, σ=4; reference: Weibull γ=2, σ=1 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 0.9626 0.9719 0.9789 0.9626 0.9719 0.9789 0.9626 0.9719 0.9789 0.9581 0.9671 0.9747 0.9543 0.9653 0.9727
 10 . . . 0.9626 0.9719 0.9789 0.9626 0.9719 0.9789 0.9513 0.9627 0.9689 0.9538 0.9649 0.9708
 20 . . . 0.9626 0.9719 0.9789 0.9626 0.9719 0.9789 0.9456 0.9555 0.964 0.9564 0.9662 0.9728
 50 . . . 0.9626 0.9719 0.9789 0.9626 0.9719 0.9789 0.9184 0.9256 0.9341 0.9575 0.9654 0.9722
10 5 0.9511 0.9605 0.9679 0.9511 0.9605 0.9678 0.9511 0.9605 0.9678 0.9497 0.9585 0.9656 0.9432 0.9532 0.9601
 10 . . . 0.9511 0.9604 0.9678 0.9511 0.9605 0.9678 0.9473 0.9563 0.9642 0.942 0.953 0.9629
 20 . . . 0.9511 0.9606 0.9679 0.9511 0.9606 0.9679 0.9404 0.9513 0.96 0.9456 0.9545 0.9622
 50 . . . 0.9511 0.9605 0.9679 0.9511 0.9605 0.9679 0.9164 0.9275 0.9364 0.9436 0.9535 0.9603
20 5 0.9408 0.9488 0.9524 0.9405 0.9488 0.9525 0.9405 0.9489 0.9526 0.9397 0.9481 0.9518 0.931 0.9414 0.9462
 10 . . . 0.9408 0.9488 0.9526 0.9408 0.9488 0.9526 0.9391 0.9462 0.9509 0.9328 0.9407 0.9464
 20 . . . 0.9406 0.949 0.9528 0.9405 0.9489 0.9528 0.9358 0.9436 0.9481 0.9335 0.9416 0.9464
 30 . . . 0.9406 0.9489 0.9525 0.9406 0.9488 0.9525 0.9316 0.9395 0.9443 0.933 0.9414 0.9454
 50 . . . 0.9407 0.9489 0.9527 0.9407 0.9489 0.9527 0.9216 0.9294 0.9354 0.9326 0.9406 0.9461
35 5 0.9257 0.9303 0.9348 0.9249 0.9302 0.9354 0.9254 0.93 0.9357 0.9103 0.9158 0.9217 0.9164 0.9235 0.9303
 10 . . . 0.9246 0.93 0.9357 0.9251 0.93 0.9357 0.9072 0.9128 0.9181 0.918 0.9242 0.9304
 20 . . . 0.9255 0.9302 0.9356 0.9254 0.9304 0.9353 0.9247 0.9295 0.9347 0.9203 0.9245 0.9306
 35 . . . 0.9252 0.9303 0.9354 0.9258 0.9302 0.9355 0.9212 0.9258 0.931 0.9199 0.9239 0.9297
 50 . . . 0.9255 0.9302 0.9355 0.9252 0.9297 0.9353 0.9164 0.9205 0.9259 0.9192 0.9236 0.9295
 70 . . . 0.9247 0.9302 0.9358 0.9251 0.9303 0.9354 0.9048 0.9119 0.9172 0.9188 0.9246 0.9304
50 5 0.9104 0.9139 0.9191 0.9081 0.914 0.9217 0.9072 0.9141 0.922 0.8985 0.9025 0.9101 0.9052 0.9129 0.9204
 10 . . . 0.9078 0.9142 0.9213 0.9077 0.9142 0.9215 0.8904 0.8962 0.9027 0.9055 0.9132 0.9202
 20 . . . 0.9095 0.9143 0.9213 0.909 0.9142 0.9216 0.8819 0.8883 0.8948 0.9082 0.9131 0.9204
 50 . . . 0.9085 0.9138 0.9194 0.9091 0.9141 0.9205 0.9064 0.913 0.9187 0.907 0.9124 0.9183
 70 . . . 0.91 0.9142 0.9198 0.9099 0.9142 0.9199 0.9016 0.9063 0.9115 0.9088 0.9128 0.9183
 90 . . . 0.9102 0.914 0.9202 0.9098 0.9143 0.92 0.8832 0.8894 0.8942 0.9084 0.9128 0.9189
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Table 2.255 Discrimination: Overall C statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=0.5, σ=4; reference: Weibull γ=2, σ=2 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 0.9626 0.9719 0.9789 0.9626 0.9719 0.9789 0.9626 0.9719 0.9789 0.9616 0.9706 0.9782 0.9569 0.9669 0.9735
 10 . . . 0.9626 0.9719 0.9789 0.9626 0.9719 0.9789 0.9596 0.9684 0.9748 0.9561 0.9647 0.972
 20 . . . 0.9626 0.9719 0.9789 0.9626 0.9719 0.9789 0.9519 0.962 0.969 0.9556 0.9647 0.973
 50 . . . 0.9626 0.9719 0.9789 0.9626 0.9719 0.9789 0.921 0.9282 0.9345 0.957 0.966 0.9717
10 5 0.9511 0.9605 0.9679 0.9511 0.9605 0.968 0.9511 0.9606 0.968 0.9509 0.9603 0.9677 0.9454 0.9548 0.9623
 10 . . . 0.9511 0.9605 0.9679 0.9511 0.9605 0.9679 0.9498 0.9587 0.9661 0.9436 0.9524 0.9604
 20 . . . 0.9511 0.9605 0.9679 0.9511 0.9605 0.9679 0.9465 0.9551 0.9611 0.9443 0.9528 0.9598
 50 . . . 0.9511 0.9605 0.9679 0.9511 0.9605 0.9679 0.923 0.9281 0.9404 0.9454 0.9531 0.9616
20 5 0.9408 0.9488 0.9524 0.9408 0.9491 0.9527 0.9408 0.949 0.9527 0.9344 0.9428 0.9462 0.9335 0.9421 0.9465
 10 . . . 0.9408 0.9488 0.9527 0.9408 0.9488 0.9526 0.9406 0.9483 0.9523 0.9323 0.9404 0.9465
 20 . . . 0.9406 0.9488 0.9526 0.9406 0.9489 0.9527 0.9381 0.9459 0.9503 0.9329 0.9406 0.9447
 30 . . . 0.9405 0.949 0.9526 0.9407 0.9489 0.9526 0.9346 0.9432 0.9476 0.9328 0.9412 0.9464
 50 . . . 0.9406 0.9489 0.9525 0.9407 0.9489 0.9525 0.9235 0.931 0.9359 0.9337 0.9417 0.9458
35 5 0.9257 0.9303 0.9348 0.9255 0.9303 0.9358 0.9256 0.9303 0.9358 0.9171 0.9224 0.9272 0.9189 0.9247 0.9305
 10 . . . 0.9248 0.9301 0.9355 0.9249 0.9301 0.9357 0.9121 0.9169 0.9223 0.9177 0.9239 0.9301
 20 . . . 0.9255 0.9298 0.9355 0.9256 0.9299 0.9354 0.9091 0.9127 0.9172 0.92 0.9239 0.9301
 35 . . . 0.9249 0.9302 0.9353 0.9252 0.9301 0.9353 0.9223 0.9274 0.9328 0.9188 0.9244 0.9293
 50 . . . 0.9253 0.93 0.9355 0.9255 0.9299 0.9356 0.9168 0.9213 0.9267 0.9197 0.9238 0.9299
 70 . . . 0.9249 0.9302 0.935 0.9252 0.9301 0.9352 0.8994 0.9049 0.9094 0.9188 0.9246 0.9294
50 5 0.9104 0.9139 0.9191 0.9092 0.9149 0.9207 0.9091 0.9149 0.9215 0.9064 0.9102 0.9169 0.9074 0.9137 0.9193
 10 . . . 0.9096 0.9139 0.9199 0.9095 0.9138 0.9199 0.9006 0.904 0.9094 0.9081 0.9125 0.9188
 20 . . . 0.909 0.9139 0.9199 0.9095 0.9137 0.9205 0.8896 0.8943 0.8996 0.9076 0.9124 0.9184
 50 . . . 0.9098 0.9142 0.9196 0.9096 0.9141 0.9199 0.8842 0.912 0.9186 0.9089 0.9128 0.9187
 70 . . . 0.9102 0.914 0.9201 0.9094 0.9139 0.9204 0.8969 0.9009 0.9067 0.9085 0.9127 0.9188
 90 . . . 0.91 0.9139 0.9196 0.9099 0.9139 0.9202 0.8535 0.8609 0.8683 0.9086 0.9127 0.9184
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Table 2.256 Discrimination: Overall C statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=0.5, σ=4; reference: Weibull γ=2, σ=4 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 0.9626 0.9719 0.9789 0.9626 0.9719 0.9789 0.9626 0.9719 0.9789 0.9623 0.9715 0.9789 0.9548 0.9659 0.9744
 10 . . . 0.9626 0.9719 0.9789 0.9626 0.9719 0.9789 0.9625 0.9717 0.9788 0.9568 0.9659 0.9715
 20 . . . 0.9626 0.9719 0.9789 0.9626 0.9719 0.9789 0.9607 0.9697 0.9776 0.9561 0.9654 0.9725
 50 . . . 0.9626 0.9719 0.9789 0.9626 0.9719 0.9789 0.9213 0.9277 0.9377 0.957 0.9659 0.9734
10 5 0.9511 0.9605 0.9679 0.9511 0.9606 0.9679 0.9511 0.9606 0.9679 0.9497 0.9586 0.9661 0.9433 0.9534 0.9613
 10 . . . 0.9511 0.9605 0.9679 0.9511 0.9605 0.9679 0.9506 0.9602 0.9679 0.9451 0.9536 0.9609
 20 . . . 0.9511 0.9605 0.9679 0.9511 0.9605 0.9679 0.9507 0.9595 0.9669 0.9448 0.9529 0.9601
 50 . . . 0.9511 0.9605 0.9679 0.9511 0.9605 0.9678 0.924 0.93 0.9378 0.9454 0.9534 0.9601
20 5 0.9408 0.9488 0.9524 0.9408 0.9488 0.9527 0.9408 0.9487 0.9527 0.9389 0.9467 0.951 0.9345 0.9414 0.9475
 10 . . . 0.9408 0.949 0.9526 0.9408 0.949 0.9526 0.9357 0.9442 0.9482 0.9349 0.9414 0.9459
 20 . . . 0.9408 0.949 0.9527 0.9408 0.949 0.9527 0.9352 0.9466 0.9523 0.9326 0.9413 0.9456
 30 . . . 0.9407 0.949 0.9526 0.9407 0.949 0.9526 0.9393 0.947 0.9509 0.933 0.9415 0.9452
 50 . . . 0.9407 0.9489 0.9526 0.9407 0.9489 0.9525 0.9255 0.9306 0.9363 0.934 0.9415 0.9457
35 5 0.9257 0.9303 0.9348 0.9251 0.9304 0.9359 0.9254 0.9304 0.9356 0.9244 0.9299 0.9349 0.9185 0.9237 0.9313
 10 . . . 0.9253 0.9301 0.9351 0.9253 0.9302 0.9351 0.9218 0.9266 0.9317 0.9192 0.9245 0.9289
 20 . . . 0.9252 0.9302 0.935 0.9253 0.93 0.935 0.9147 0.9195 0.9239 0.9197 0.9242 0.9293
 35 . . . 0.9253 0.9303 0.9352 0.9253 0.9302 0.9348 0.913 0.9254 0.9344 0.9194 0.9241 0.9286
 50 . . . 0.9247 0.9302 0.9353 0.9248 0.9302 0.9354 0.9166 0.9218 0.9272 0.9183 0.9239 0.9299
 70 . . . 0.9252 0.93 0.9353 0.9252 0.9301 0.9351 0.8747 0.8805 0.8893 0.9199 0.924 0.9298
50 5 0.9104 0.9139 0.9191 0.9099 0.915 0.9204 0.9096 0.9147 0.9211 0.9148 0.9187 0.9258 0.9085 0.9138 0.92 
 10 . . . 0.9099 0.9141 0.9196 0.9096 0.9147 0.9204 0.9116 0.9155 0.9221 0.909 0.913 0.9184
 20 . . . 0.9101 0.914 0.9201 0.9095 0.9139 0.92 0.9038 0.907 0.9139 0.9084 0.9124 0.9186
 50 . . . 0.9103 0.9139 0.921 0.9091 0.9139 0.9213 0.8825 0.8949 0.9162 0.9086 0.9127 0.9196
 70 . . . 0.9107 0.9141 0.9201 0.9099 0.9141 0.9203 0.8746 0.8834 0.8891 0.9098 0.9127 0.9188
 90 . . . 0.9104 0.9139 0.9193 0.9099 0.9142 0.9204 0.7362 0.7468 0.7585 0.909 0.9129 0.9181
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Table 2.257 Discrimination: Overall C statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=1, σ=0.5; reference: Weibull γ=1, σ=0.5 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 0.6016 0.6413 0.6814 0.6016 0.6413 0.6814 0.6016 0.6413 0.6814 0.6016 0.6413 0.6814 0.6016 0.6413 0.6814
 10 . . . 0.6016 0.6413 0.6814 0.6016 0.6413 0.6814 0.6016 0.6413 0.6814 0.6016 0.6413 0.6814
 20 . . . 0.6016 0.6413 0.6814 0.6016 0.6413 0.6814 0.6016 0.6413 0.6814 0.6016 0.6413 0.6814
 50 . . . 0.6016 0.6413 0.6814 0.6016 0.6413 0.6814 0.6016 0.6413 0.6814 0.6016 0.6413 0.6814
10 5 0.6025 0.6317 0.6671 0.6025 0.6317 0.6671 0.6025 0.6317 0.6671 0.6025 0.6317 0.6671 0.6025 0.6317 0.6671
 10 . . . 0.6025 0.6317 0.6671 0.6025 0.6317 0.6671 0.6025 0.6317 0.6671 0.6025 0.6317 0.6671
 20 . . . 0.6025 0.6317 0.6671 0.6025 0.6317 0.6671 0.6025 0.6317 0.6671 0.6025 0.6317 0.6671
 50 . . . 0.6025 0.6317 0.6671 0.6025 0.6317 0.6671 0.6025 0.6317 0.6671 0.6025 0.6317 0.6671
20 5 0.616 0.6395 0.656 0.616 0.6395 0.656 0.616 0.6395 0.656 0.616 0.6395 0.656 0.616 0.6395 0.656
 10 . . . 0.616 0.6395 0.656 0.616 0.6395 0.656 0.616 0.6395 0.656 0.616 0.6395 0.656
 20 . . . 0.616 0.6395 0.656 0.616 0.6395 0.656 0.616 0.6395 0.656 0.616 0.6395 0.656
 30 . . . 0.616 0.6395 0.656 0.616 0.6395 0.656 0.616 0.6395 0.656 0.616 0.6395 0.656
 50 . . . 0.616 0.6395 0.656 0.616 0.6395 0.656 0.616 0.6395 0.656 0.616 0.6395 0.656
35 5 0.6147 0.6312 0.6478 0.6147 0.6312 0.6478 0.6147 0.6312 0.6478 0.6147 0.6312 0.6478 0.6147 0.6312 0.6478
 10 . . . 0.6147 0.6312 0.6478 0.6147 0.6312 0.6478 0.6147 0.6312 0.6478 0.6147 0.6312 0.6478
 20 . . . 0.6147 0.6312 0.6478 0.6147 0.6312 0.6478 0.6147 0.6312 0.6478 0.6147 0.6312 0.6478
 35 . . . 0.6147 0.6312 0.6478 0.6147 0.6312 0.6478 0.6147 0.6312 0.6478 0.6147 0.6312 0.6478
 50 . . . 0.6147 0.6312 0.6478 0.6147 0.6312 0.6478 0.6147 0.6312 0.6478 0.6147 0.6312 0.6478
 70 . . . 0.6147 0.6312 0.6478 0.6147 0.6312 0.6478 0.6147 0.6312 0.6478 0.6147 0.6312 0.6478
50 5 0.6214 0.6335 0.646 0.6214 0.6335 0.646 0.6214 0.6335 0.646 0.6213 0.6335 0.6459 0.6214 0.6335 0.646
 10 . . . 0.6214 0.6335 0.646 0.6214 0.6335 0.646 0.6214 0.6335 0.6459 0.6214 0.6335 0.646
 20 . . . 0.6214 0.6335 0.646 0.6214 0.6335 0.646 0.6213 0.6335 0.6459 0.6214 0.6335 0.646
 50 . . . 0.6214 0.6335 0.646 0.6214 0.6335 0.646 0.6214 0.6335 0.646 0.6214 0.6335 0.646
 70 . . . 0.6214 0.6335 0.646 0.6214 0.6335 0.646 0.6214 0.6335 0.646 0.6214 0.6335 0.646
 90 . . . 0.6214 0.6335 0.646 0.6214 0.6335 0.646 0.6214 0.6335 0.646 0.6214 0.6335 0.646
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Table 2.258 Discrimination: Overall C statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=1, σ=0.5; reference: Weibull γ=1, σ=1 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 0.6016 0.6413 0.6814 0.6016 0.6413 0.6814 0.6016 0.6413 0.6814 0.6016 0.6413 0.6814 0.6016 0.6413 0.6814
 10 . . . 0.6016 0.6413 0.6814 0.6016 0.6413 0.6814 0.6016 0.6413 0.6814 0.6016 0.6413 0.6814
 20 . . . 0.6016 0.6413 0.6814 0.6016 0.6413 0.6814 0.6016 0.6413 0.6814 0.6016 0.6413 0.6814
 50 . . . 0.6016 0.6413 0.6814 0.6016 0.6413 0.6814 0.6016 0.6413 0.6814 0.6016 0.6413 0.6814
10 5 0.6025 0.6317 0.6671 0.6025 0.6317 0.6671 0.6025 0.6317 0.6671 0.6025 0.6317 0.6671 0.6025 0.6317 0.6671
 10 . . . 0.6025 0.6317 0.6671 0.6025 0.6317 0.6671 0.6025 0.6317 0.6671 0.6025 0.6317 0.6671
 20 . . . 0.6025 0.6317 0.6671 0.6025 0.6317 0.6671 0.6025 0.6317 0.6671 0.6025 0.6317 0.6671
 50 . . . 0.6025 0.6317 0.6671 0.6025 0.6317 0.6671 0.6025 0.6317 0.6671 0.6025 0.6317 0.6671
20 5 0.616 0.6395 0.656 0.616 0.6395 0.656 0.616 0.6395 0.656 0.616 0.6395 0.656 0.616 0.6395 0.656
 10 . . . 0.616 0.6395 0.656 0.616 0.6395 0.656 0.616 0.6395 0.656 0.616 0.6395 0.656
 20 . . . 0.616 0.6395 0.656 0.616 0.6395 0.656 0.616 0.6395 0.656 0.616 0.6395 0.656
 30 . . . 0.616 0.6395 0.656 0.616 0.6395 0.656 0.616 0.6395 0.656 0.616 0.6395 0.656
 50 . . . 0.616 0.6395 0.656 0.616 0.6395 0.656 0.616 0.6395 0.656 0.616 0.6395 0.656
35 5 0.6147 0.6312 0.6478 0.6147 0.6312 0.6478 0.6147 0.6312 0.6478 0.6147 0.6312 0.6478 0.6147 0.6312 0.6478
 10 . . . 0.6147 0.6312 0.6478 0.6147 0.6312 0.6478 0.6147 0.6312 0.6478 0.6147 0.6312 0.6478
 20 . . . 0.6147 0.6312 0.6478 0.6147 0.6312 0.6478 0.6147 0.6312 0.6478 0.6147 0.6312 0.6478
 35 . . . 0.6147 0.6312 0.6478 0.6147 0.6312 0.6478 0.6147 0.6312 0.6478 0.6147 0.6312 0.6478
 50 . . . 0.6147 0.6312 0.6478 0.6147 0.6312 0.6478 0.6147 0.6312 0.6478 0.6147 0.6312 0.6478
 70 . . . 0.6147 0.6312 0.6478 0.6147 0.6312 0.6478 0.6147 0.6312 0.6478 0.6147 0.6312 0.6478
50 5 0.6214 0.6335 0.646 0.6214 0.6335 0.646 0.6214 0.6335 0.646 0.6214 0.6335 0.6458 0.6214 0.6335 0.646
 10 . . . 0.6214 0.6335 0.646 0.6214 0.6335 0.646 0.6214 0.6335 0.6459 0.6214 0.6335 0.646
 20 . . . 0.6214 0.6335 0.646 0.6214 0.6335 0.646 0.6214 0.6335 0.6459 0.6214 0.6335 0.646
 50 . . . 0.6214 0.6335 0.646 0.6214 0.6335 0.646 0.6214 0.6335 0.646 0.6214 0.6335 0.646
 70 . . . 0.6214 0.6335 0.646 0.6214 0.6335 0.646 0.6214 0.6335 0.646 0.6214 0.6335 0.646
 90 . . . 0.6214 0.6335 0.646 0.6214 0.6335 0.646 0.6214 0.6335 0.646 0.6214 0.6335 0.646
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Table 2.259 Discrimination: Overall C statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=1, σ=0.5; reference: Weibull γ=1, σ=2 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 0.6016 0.6413 0.6814 0.6016 0.6413 0.6814 0.6016 0.6413 0.6814 0.6016 0.6413 0.6814 0.6016 0.6413 0.6814
 10 . . . 0.6016 0.6413 0.6814 0.6016 0.6413 0.6814 0.6016 0.6413 0.6814 0.6016 0.6413 0.6814
 20 . . . 0.6016 0.6413 0.6814 0.6016 0.6413 0.6814 0.6016 0.6413 0.6814 0.6016 0.6413 0.6814
 50 . . . 0.6016 0.6413 0.6814 0.6016 0.6413 0.6814 0.6016 0.6413 0.6814 0.6016 0.6413 0.6814
10 5 0.6025 0.6317 0.6671 0.6025 0.6317 0.6671 0.6025 0.6317 0.6671 0.6025 0.6317 0.6671 0.6025 0.6317 0.6671
 10 . . . 0.6025 0.6317 0.6671 0.6025 0.6317 0.6671 0.6025 0.6317 0.6671 0.6025 0.6317 0.6671
 20 . . . 0.6025 0.6317 0.6671 0.6025 0.6317 0.6671 0.6025 0.6317 0.6671 0.6025 0.6317 0.6671
 50 . . . 0.6025 0.6317 0.6671 0.6025 0.6317 0.6671 0.6025 0.6317 0.6671 0.6025 0.6317 0.6671
20 5 0.616 0.6395 0.656 0.616 0.6395 0.656 0.616 0.6395 0.656 0.616 0.6395 0.656 0.616 0.6395 0.656
 10 . . . 0.616 0.6395 0.656 0.616 0.6395 0.656 0.616 0.6395 0.656 0.616 0.6395 0.656
 20 . . . 0.616 0.6395 0.656 0.616 0.6395 0.656 0.616 0.6395 0.656 0.616 0.6395 0.656
 30 . . . 0.616 0.6395 0.656 0.616 0.6395 0.656 0.616 0.6395 0.656 0.616 0.6395 0.656
 50 . . . 0.616 0.6395 0.656 0.616 0.6395 0.656 0.616 0.6395 0.656 0.616 0.6395 0.656
35 5 0.6147 0.6312 0.6478 0.6147 0.6312 0.6478 0.6147 0.6312 0.6478 0.6147 0.6312 0.6478 0.6147 0.6312 0.6478
 10 . . . 0.6147 0.6312 0.6478 0.6147 0.6312 0.6478 0.6147 0.6312 0.6478 0.6147 0.6312 0.6478
 20 . . . 0.6147 0.6312 0.6478 0.6147 0.6312 0.6478 0.6147 0.6312 0.6478 0.6147 0.6312 0.6478
 35 . . . 0.6147 0.6312 0.6478 0.6147 0.6312 0.6478 0.6147 0.6312 0.6478 0.6147 0.6312 0.6478
 50 . . . 0.6147 0.6312 0.6478 0.6147 0.6312 0.6478 0.6147 0.6312 0.6478 0.6147 0.6312 0.6478
 70 . . . 0.6147 0.6312 0.6478 0.6147 0.6312 0.6478 0.6147 0.6312 0.6478 0.6147 0.6312 0.6478
50 5 0.6214 0.6335 0.646 0.6214 0.6335 0.646 0.6214 0.6335 0.646 0.6214 0.6335 0.6459 0.6214 0.6335 0.646
 10 . . . 0.6214 0.6335 0.646 0.6214 0.6335 0.646 0.6213 0.6335 0.6459 0.6214 0.6335 0.646
 20 . . . 0.6214 0.6335 0.646 0.6214 0.6335 0.646 0.6214 0.6335 0.6458 0.6214 0.6335 0.646
 50 . . . 0.6214 0.6335 0.646 0.6214 0.6335 0.646 0.6214 0.6335 0.646 0.6214 0.6335 0.646
 70 . . . 0.6214 0.6335 0.646 0.6214 0.6335 0.646 0.6214 0.6335 0.646 0.6214 0.6335 0.646
 90 . . . 0.6214 0.6335 0.646 0.6214 0.6335 0.646 0.6214 0.6335 0.646 0.6214 0.6335 0.646
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Table 2.260 Discrimination: Overall C statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=1, σ=0.5; reference: Weibull γ=1, σ=4 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 0.6016 0.6413 0.6814 0.6016 0.6413 0.6814 0.6016 0.6413 0.6814 0.6016 0.6413 0.6814 0.6016 0.6413 0.6814
 10 . . . 0.6016 0.6413 0.6814 0.6016 0.6413 0.6814 0.6016 0.6413 0.6814 0.6016 0.6413 0.6814
 20 . . . 0.6016 0.6413 0.6814 0.6016 0.6413 0.6814 0.6016 0.6413 0.6814 0.6016 0.6413 0.6814
 50 . . . 0.6016 0.6413 0.6814 0.6016 0.6413 0.6814 0.6016 0.6413 0.6814 0.6016 0.6413 0.6814
10 5 0.6025 0.6317 0.6671 0.6025 0.6317 0.6671 0.6025 0.6317 0.6671 0.6025 0.6317 0.6671 0.6025 0.6317 0.6671
 10 . . . 0.6025 0.6317 0.6671 0.6025 0.6317 0.6671 0.6025 0.6317 0.6671 0.6025 0.6317 0.6671
 20 . . . 0.6025 0.6317 0.6671 0.6025 0.6317 0.6671 0.6025 0.6317 0.6671 0.6025 0.6317 0.6671
 50 . . . 0.6025 0.6317 0.6671 0.6025 0.6317 0.6671 0.6025 0.6317 0.6671 0.6025 0.6317 0.6671
20 5 0.616 0.6395 0.656 0.616 0.6395 0.656 0.616 0.6395 0.656 0.616 0.6395 0.656 0.616 0.6395 0.656
 10 . . . 0.616 0.6395 0.656 0.616 0.6395 0.656 0.616 0.6395 0.656 0.616 0.6395 0.656
 20 . . . 0.616 0.6395 0.656 0.616 0.6395 0.656 0.616 0.6395 0.656 0.616 0.6395 0.656
 30 . . . 0.616 0.6395 0.656 0.616 0.6395 0.656 0.616 0.6395 0.656 0.616 0.6395 0.656
 50 . . . 0.616 0.6395 0.656 0.616 0.6395 0.656 0.616 0.6395 0.656 0.616 0.6395 0.656
35 5 0.6147 0.6312 0.6478 0.6147 0.6312 0.6478 0.6147 0.6312 0.6478 0.6147 0.6312 0.6478 0.6147 0.6312 0.6478
 10 . . . 0.6147 0.6312 0.6478 0.6147 0.6312 0.6478 0.6147 0.6312 0.6478 0.6147 0.6312 0.6478
 20 . . . 0.6147 0.6312 0.6478 0.6147 0.6312 0.6478 0.6147 0.6312 0.6478 0.6147 0.6312 0.6478
 35 . . . 0.6147 0.6312 0.6478 0.6147 0.6312 0.6478 0.6147 0.6312 0.6478 0.6147 0.6312 0.6478
 50 . . . 0.6147 0.6312 0.6478 0.6147 0.6312 0.6478 0.6147 0.6312 0.6478 0.6147 0.6312 0.6478
 70 . . . 0.6147 0.6312 0.6478 0.6147 0.6312 0.6478 0.6147 0.6312 0.6478 0.6147 0.6312 0.6478
50 5 0.6214 0.6335 0.646 0.6214 0.6335 0.646 0.6214 0.6335 0.646 0.6214 0.6335 0.6459 0.6214 0.6335 0.646
 10 . . . 0.6214 0.6335 0.646 0.6214 0.6335 0.646 0.6214 0.6335 0.6458 0.6214 0.6335 0.646
 20 . . . 0.6214 0.6335 0.646 0.6214 0.6335 0.646 0.6214 0.6335 0.6458 0.6214 0.6335 0.646
 50 . . . 0.6214 0.6335 0.646 0.6214 0.6335 0.646 0.6214 0.6335 0.646 0.6214 0.6335 0.646
 70 . . . 0.6214 0.6335 0.646 0.6214 0.6335 0.646 0.6214 0.6335 0.646 0.6214 0.6335 0.646
 90 . . . 0.6214 0.6335 0.646 0.6214 0.6335 0.646 0.5012 0.5035 0.5139 0.6214 0.6335 0.646
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Table 2.261 Discrimination: Overall C statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=1, σ=1; reference: Weibull γ=1, σ=0.5 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 0.7186 0.7622 0.8038 0.7186 0.7622 0.8038 0.7186 0.7622 0.8038 0.7186 0.7622 0.8038 0.7186 0.7622 0.8038
 10 . . . 0.7186 0.7622 0.8038 0.7186 0.7622 0.8038 0.7186 0.7622 0.8038 0.7186 0.7622 0.8038
 20 . . . 0.7186 0.7622 0.8038 0.7186 0.7622 0.8038 0.7186 0.7622 0.8038 0.7186 0.7622 0.8038
 50 . . . 0.7186 0.7622 0.8038 0.7186 0.7622 0.8038 0.7186 0.7622 0.8038 0.7186 0.7622 0.8038
10 5 0.7243 0.7547 0.7798 0.7243 0.7547 0.7798 0.7243 0.7547 0.7798 0.7243 0.7547 0.7798 0.7243 0.7547 0.7798
 10 . . . 0.7243 0.7547 0.7798 0.7243 0.7547 0.7798 0.7243 0.7547 0.7798 0.7243 0.7547 0.7798
 20 . . . 0.7243 0.7547 0.7798 0.7243 0.7547 0.7798 0.7243 0.7547 0.7798 0.7243 0.7547 0.7798
 50 . . . 0.7243 0.7547 0.7798 0.7243 0.7547 0.7798 0.7243 0.7547 0.7798 0.7243 0.7547 0.7798
20 5 0.7264 0.7483 0.7693 0.7264 0.7483 0.7693 0.7264 0.7483 0.7693 0.7263 0.7483 0.7693 0.7264 0.7483 0.7693
 10 . . . 0.7264 0.7483 0.7693 0.7264 0.7483 0.7693 0.7264 0.7483 0.7693 0.7264 0.7483 0.7693
 20 . . . 0.7264 0.7483 0.7693 0.7264 0.7483 0.7693 0.7264 0.7483 0.7693 0.7264 0.7483 0.7693
 30 . . . 0.7264 0.7483 0.7693 0.7264 0.7483 0.7693 0.7264 0.7483 0.7693 0.7264 0.7483 0.7693
 50 . . . 0.7264 0.7483 0.7693 0.7264 0.7483 0.7693 0.7264 0.7483 0.7693 0.7264 0.7483 0.7693
35 5 0.7261 0.742 0.7569 0.7261 0.742 0.7569 0.7261 0.742 0.7569 0.7255 0.7411 0.7554 0.7261 0.742 0.7569
 10 . . . 0.7261 0.742 0.7569 0.7261 0.742 0.7569 0.7256 0.7416 0.7563 0.7261 0.742 0.7569
 20 . . . 0.7261 0.742 0.7569 0.7261 0.742 0.7569 0.726 0.7417 0.7565 0.7261 0.742 0.7569
 35 . . . 0.7261 0.742 0.7569 0.7261 0.742 0.7569 0.7261 0.742 0.7569 0.7261 0.742 0.7569
 50 . . . 0.7261 0.742 0.7569 0.7261 0.742 0.7569 0.7261 0.742 0.7569 0.7261 0.742 0.7569
 70 . . . 0.7261 0.742 0.7569 0.7261 0.742 0.7569 0.7261 0.742 0.7569 0.7261 0.742 0.7569
50 5 0.7201 0.7357 0.7469 0.7201 0.7357 0.7469 0.7201 0.7357 0.7469 0.7177 0.7334 0.745 0.7201 0.7357 0.7469
 10 . . . 0.7201 0.7357 0.7469 0.7201 0.7357 0.7469 0.7186 0.7337 0.7454 0.7201 0.7357 0.7469
 20 . . . 0.7201 0.7357 0.7469 0.7201 0.7357 0.7469 0.7169 0.7335 0.7451 0.7201 0.7357 0.7469
 50 . . . 0.7201 0.7357 0.7469 0.7201 0.7357 0.7469 0.7201 0.7357 0.7469 0.7201 0.7357 0.7469
 70 . . . 0.7201 0.7357 0.7469 0.7201 0.7357 0.7469 0.7201 0.7357 0.7469 0.7201 0.7357 0.7469
 90 . . . 0.7201 0.7357 0.7469 0.7201 0.7357 0.7469 0.7201 0.7358 0.7469 0.7201 0.7357 0.7469
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Table 2.262 Discrimination: Overall C statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=1, σ=1; reference: Weibull γ=1, σ=1 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 0.7186 0.7622 0.8038 0.7186 0.7622 0.8038 0.7186 0.7622 0.8038 0.7186 0.7622 0.8038 0.7186 0.7622 0.8038
 10 . . . 0.7186 0.7622 0.8038 0.7186 0.7622 0.8038 0.7186 0.7622 0.8038 0.7186 0.7622 0.8038
 20 . . . 0.7186 0.7622 0.8038 0.7186 0.7622 0.8038 0.7186 0.7622 0.8038 0.7186 0.7622 0.8038
 50 . . . 0.7186 0.7622 0.8038 0.7186 0.7622 0.8038 0.7186 0.7622 0.8038 0.7186 0.7622 0.8038
10 5 0.7243 0.7547 0.7798 0.7243 0.7547 0.7798 0.7243 0.7547 0.7798 0.7243 0.7547 0.7798 0.7243 0.7547 0.7798
 10 . . . 0.7243 0.7547 0.7798 0.7243 0.7547 0.7798 0.7243 0.7547 0.7798 0.7243 0.7547 0.7798
 20 . . . 0.7243 0.7547 0.7798 0.7243 0.7547 0.7798 0.7243 0.7547 0.7798 0.7243 0.7547 0.7798
 50 . . . 0.7243 0.7547 0.7798 0.7243 0.7547 0.7798 0.7243 0.7547 0.7798 0.7243 0.7547 0.7798
20 5 0.7264 0.7483 0.7693 0.7264 0.7483 0.7693 0.7264 0.7483 0.7693 0.7264 0.7483 0.7692 0.7264 0.7483 0.7693
 10 . . . 0.7264 0.7483 0.7693 0.7264 0.7483 0.7693 0.7264 0.7483 0.7693 0.7264 0.7483 0.7693
 20 . . . 0.7264 0.7483 0.7693 0.7264 0.7483 0.7693 0.7264 0.7483 0.7693 0.7264 0.7483 0.7693
 30 . . . 0.7264 0.7483 0.7693 0.7264 0.7483 0.7693 0.7264 0.7483 0.7693 0.7264 0.7483 0.7693
 50 . . . 0.7264 0.7483 0.7693 0.7264 0.7483 0.7693 0.7264 0.7483 0.7693 0.7264 0.7483 0.7693
35 5 0.7261 0.742 0.7569 0.7261 0.742 0.7569 0.7261 0.742 0.7569 0.7254 0.7415 0.7559 0.7261 0.742 0.7569
 10 . . . 0.7261 0.742 0.7569 0.7261 0.742 0.7569 0.7256 0.7415 0.7559 0.7261 0.742 0.7569
 20 . . . 0.7261 0.742 0.7569 0.7261 0.742 0.7569 0.7256 0.7416 0.756 0.7261 0.742 0.7569
 35 . . . 0.7261 0.742 0.7569 0.7261 0.742 0.7569 0.7261 0.742 0.7569 0.7261 0.742 0.7569
 50 . . . 0.7261 0.742 0.7569 0.7261 0.742 0.7569 0.7261 0.742 0.7569 0.7261 0.742 0.7569
 70 . . . 0.7261 0.742 0.7569 0.7261 0.742 0.7569 0.7261 0.742 0.7569 0.7261 0.742 0.7569
50 5 0.7201 0.7357 0.7469 0.7201 0.7357 0.7469 0.7201 0.7357 0.7469 0.7186 0.7337 0.7451 0.7201 0.7357 0.7469
 10 . . . 0.7201 0.7357 0.7469 0.7201 0.7357 0.7469 0.7176 0.7339 0.7454 0.7201 0.7357 0.7469
 20 . . . 0.7201 0.7357 0.7469 0.7201 0.7357 0.7469 0.7181 0.7337 0.745 0.7201 0.7357 0.7469
 50 . . . 0.7201 0.7357 0.7469 0.7201 0.7357 0.7469 0.7201 0.7357 0.7469 0.7201 0.7357 0.7469
 70 . . . 0.7201 0.7357 0.7469 0.7201 0.7357 0.7469 0.7201 0.7357 0.7469 0.7201 0.7357 0.7469
 90 . . . 0.7201 0.7357 0.7469 0.7201 0.7357 0.7469 0.7201 0.7357 0.7469 0.7201 0.7357 0.7469
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Table 2.263 Discrimination: Overall C statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=1, σ=1; reference: Weibull γ=1, σ=2 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 0.7186 0.7622 0.8038 0.7186 0.7622 0.8038 0.7186 0.7622 0.8038 0.7186 0.7622 0.8038 0.7186 0.7622 0.8038
 10 . . . 0.7186 0.7622 0.8038 0.7186 0.7622 0.8038 0.7186 0.7622 0.8038 0.7186 0.7622 0.8038
 20 . . . 0.7186 0.7622 0.8038 0.7186 0.7622 0.8038 0.7186 0.7622 0.8038 0.7186 0.7622 0.8038
 50 . . . 0.7186 0.7622 0.8038 0.7186 0.7622 0.8038 0.7186 0.7622 0.8038 0.7186 0.7622 0.8038
10 5 0.7243 0.7547 0.7798 0.7243 0.7547 0.7798 0.7243 0.7547 0.7798 0.7243 0.7547 0.7798 0.7243 0.7547 0.7798
 10 . . . 0.7243 0.7547 0.7798 0.7243 0.7547 0.7798 0.7243 0.7547 0.7798 0.7243 0.7547 0.7798
 20 . . . 0.7243 0.7547 0.7798 0.7243 0.7547 0.7798 0.7243 0.7547 0.7798 0.7243 0.7547 0.7798
 50 . . . 0.7243 0.7547 0.7798 0.7243 0.7547 0.7798 0.7243 0.7547 0.7798 0.7243 0.7547 0.7798
20 5 0.7264 0.7483 0.7693 0.7264 0.7483 0.7693 0.7264 0.7483 0.7693 0.7264 0.7483 0.7693 0.7264 0.7483 0.7693
 10 . . . 0.7264 0.7483 0.7693 0.7264 0.7483 0.7693 0.7264 0.7483 0.7693 0.7264 0.7483 0.7693
 20 . . . 0.7264 0.7483 0.7693 0.7264 0.7483 0.7693 0.7264 0.7483 0.7693 0.7264 0.7483 0.7693
 30 . . . 0.7264 0.7483 0.7693 0.7264 0.7483 0.7693 0.7264 0.7483 0.7693 0.7264 0.7483 0.7693
 50 . . . 0.7264 0.7483 0.7693 0.7264 0.7483 0.7693 0.7264 0.7483 0.7693 0.7264 0.7483 0.7693
35 5 0.7261 0.742 0.7569 0.7261 0.742 0.7569 0.7261 0.742 0.7569 0.7256 0.7414 0.756 0.7261 0.742 0.7569
 10 . . . 0.7261 0.742 0.7569 0.7261 0.742 0.7569 0.7255 0.7414 0.756 0.7261 0.742 0.7569
 20 . . . 0.7261 0.742 0.7569 0.7261 0.742 0.7569 0.7256 0.7416 0.756 0.7261 0.742 0.7569
 35 . . . 0.7261 0.742 0.7569 0.7261 0.742 0.7569 0.7258 0.7418 0.7566 0.7261 0.742 0.7569
 50 . . . 0.7261 0.742 0.7569 0.7261 0.742 0.7569 0.7261 0.742 0.7569 0.7261 0.742 0.7569
 70 . . . 0.7261 0.742 0.7569 0.7261 0.742 0.7569 0.7261 0.742 0.7569 0.7261 0.742 0.7569
50 5 0.7201 0.7357 0.7469 0.7201 0.7357 0.7469 0.7201 0.7357 0.7469 0.7181 0.7338 0.745 0.7201 0.7357 0.7469
 10 . . . 0.7201 0.7357 0.7469 0.7201 0.7357 0.7469 0.7175 0.7338 0.745 0.7201 0.7357 0.7469
 20 . . . 0.7201 0.7357 0.7469 0.7201 0.7357 0.7469 0.718 0.7337 0.745 0.7201 0.7357 0.7469
 50 . . . 0.7201 0.7357 0.7469 0.7201 0.7357 0.7469 0.7197 0.7356 0.7466 0.7201 0.7357 0.7469
 70 . . . 0.7201 0.7357 0.7469 0.7201 0.7357 0.7469 0.7201 0.7357 0.7469 0.7201 0.7357 0.7469
 90 . . . 0.7201 0.7357 0.7469 0.7201 0.7357 0.7469 0.7185 0.7336 0.7454 0.7201 0.7357 0.7469
 
  
442 
443 
 
 
 
Table 2.264 Discrimination: Overall C statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=1, σ=1; reference: Weibull γ=1, σ=4 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 0.7186 0.7622 0.8038 0.7186 0.7622 0.8038 0.7186 0.7622 0.8038 0.7186 0.7622 0.8038 0.7186 0.7622 0.8038
 10 . . . 0.7186 0.7622 0.8038 0.7186 0.7622 0.8038 0.7186 0.7622 0.8038 0.7186 0.7622 0.8038
 20 . . . 0.7186 0.7622 0.8038 0.7186 0.7622 0.8038 0.7186 0.7622 0.8038 0.7186 0.7622 0.8038
 50 . . . 0.7186 0.7622 0.8038 0.7186 0.7622 0.8038 0.7186 0.7622 0.8038 0.7186 0.7622 0.8038
10 5 0.7243 0.7547 0.7798 0.7243 0.7547 0.7798 0.7243 0.7547 0.7798 0.7243 0.7547 0.7798 0.7243 0.7547 0.7798
 10 . . . 0.7243 0.7547 0.7798 0.7243 0.7547 0.7798 0.7243 0.7547 0.7798 0.7243 0.7547 0.7798
 20 . . . 0.7243 0.7547 0.7798 0.7243 0.7547 0.7798 0.7243 0.7547 0.7798 0.7243 0.7547 0.7798
 50 . . . 0.7243 0.7547 0.7798 0.7243 0.7547 0.7798 0.7243 0.7547 0.7798 0.7243 0.7547 0.7798
20 5 0.7264 0.7483 0.7693 0.7264 0.7483 0.7693 0.7264 0.7483 0.7693 0.7264 0.7483 0.7693 0.7264 0.7483 0.7693
 10 . . . 0.7264 0.7483 0.7693 0.7264 0.7483 0.7693 0.7264 0.7483 0.7692 0.7264 0.7483 0.7693
 20 . . . 0.7264 0.7483 0.7693 0.7264 0.7483 0.7693 0.7264 0.7483 0.7693 0.7264 0.7483 0.7693
 30 . . . 0.7264 0.7483 0.7693 0.7264 0.7483 0.7693 0.7264 0.7483 0.7693 0.7264 0.7483 0.7693
 50 . . . 0.7264 0.7483 0.7693 0.7264 0.7483 0.7693 0.7264 0.7483 0.7693 0.7264 0.7483 0.7693
35 5 0.7261 0.742 0.7569 0.7261 0.742 0.7569 0.7261 0.742 0.7569 0.7256 0.7414 0.756 0.7261 0.742 0.7569
 10 . . . 0.7261 0.742 0.7569 0.7261 0.742 0.7569 0.7255 0.7415 0.7559 0.7261 0.742 0.7569
 20 . . . 0.7261 0.742 0.7569 0.7261 0.742 0.7569 0.7255 0.7414 0.7561 0.7261 0.742 0.7569
 35 . . . 0.7261 0.742 0.7569 0.7261 0.742 0.7569 0.7256 0.7416 0.7561 0.7261 0.742 0.7569
 50 . . . 0.7261 0.742 0.7569 0.7261 0.742 0.7569 0.7261 0.742 0.7569 0.7261 0.742 0.7569
 70 . . . 0.7261 0.742 0.7569 0.7261 0.742 0.7569 0.726 0.7419 0.7567 0.7261 0.742 0.7569
50 5 0.7201 0.7357 0.7469 0.7201 0.7357 0.7469 0.7201 0.7357 0.7469 0.7179 0.7338 0.745 0.7201 0.7357 0.7469
 10 . . . 0.7201 0.7357 0.7469 0.7201 0.7357 0.7469 0.718 0.7338 0.745 0.7201 0.7357 0.7469
 20 . . . 0.7201 0.7357 0.7469 0.7201 0.7357 0.7469 0.7177 0.7338 0.7451 0.7201 0.7357 0.7469
 50 . . . 0.7201 0.7357 0.7469 0.7201 0.7357 0.7469 0.7201 0.7355 0.7462 0.7201 0.7357 0.7469
 70 . . . 0.7201 0.7357 0.7469 0.7201 0.7357 0.7469 0.7201 0.7357 0.7469 0.7201 0.7357 0.7469
 90 . . . 0.7201 0.7357 0.7469 0.7201 0.7357 0.7469 0.5424 0.56 0.5892 0.7201 0.7357 0.7469
 
  
443 
444 
 
 
 
Table 2.265 Discrimination: Overall C statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=1, σ=2; reference: Weibull γ=1, σ=0.5 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 0.8647 0.8978 0.9181 0.8647 0.8978 0.9181 0.8647 0.8978 0.9181 0.8647 0.8978 0.9181 0.8647 0.8978 0.9181
 10 . . . 0.8647 0.8978 0.9181 0.8647 0.8978 0.9181 0.8647 0.8978 0.9181 0.8647 0.8978 0.9181
 20 . . . 0.8647 0.8978 0.9181 0.8647 0.8978 0.9181 0.8646 0.8978 0.9181 0.8647 0.8978 0.9181
 50 . . . 0.8647 0.8978 0.9181 0.8647 0.8978 0.9181 0.8646 0.8974 0.9174 0.8647 0.8978 0.9181
10 5 0.8685 0.888 0.9016 0.8685 0.888 0.9016 0.8685 0.888 0.9016 0.8685 0.888 0.9016 0.8685 0.888 0.9016
 10 . . . 0.8685 0.888 0.9016 0.8685 0.888 0.9016 0.8685 0.888 0.9016 0.8685 0.888 0.9016
 20 . . . 0.8685 0.888 0.9016 0.8685 0.888 0.9016 0.8685 0.888 0.9015 0.8685 0.888 0.9016
 50 . . . 0.8685 0.888 0.9016 0.8685 0.888 0.9016 0.8684 0.8877 0.9014 0.8685 0.888 0.9016
20 5 0.8594 0.8708 0.8834 0.8594 0.8708 0.8833 0.8594 0.8708 0.8833 0.8584 0.8697 0.8833 0.8594 0.8708 0.8825
 10 . . . 0.8594 0.8708 0.8834 0.8594 0.8708 0.8834 0.8594 0.8708 0.8834 0.8594 0.8707 0.8834
 20 . . . 0.8594 0.8708 0.8834 0.8594 0.8708 0.8834 0.8594 0.8707 0.8834 0.8594 0.8707 0.8834
 30 . . . 0.8594 0.8708 0.8834 0.8594 0.8708 0.8834 0.8594 0.8707 0.8834 0.8594 0.8707 0.8834
 50 . . . 0.8594 0.8708 0.8834 0.8594 0.8708 0.8834 0.8593 0.8705 0.8829 0.8594 0.8708 0.8834
35 5 0.8439 0.8537 0.8682 0.8439 0.8537 0.868 0.8439 0.8537 0.868 0.8407 0.8499 0.8617 0.8438 0.8537 0.8672
 10 . . . 0.8439 0.8537 0.8682 0.8439 0.8537 0.8682 0.8406 0.8488 0.8631 0.8439 0.8536 0.8682
 20 . . . 0.8439 0.8537 0.8682 0.8439 0.8537 0.8682 0.8423 0.8505 0.8641 0.8439 0.8536 0.8682
 35 . . . 0.8439 0.8537 0.8682 0.8439 0.8537 0.8682 0.8439 0.8536 0.8682 0.8439 0.8536 0.8682
 50 . . . 0.8439 0.8537 0.8682 0.8439 0.8537 0.8682 0.8437 0.8536 0.8682 0.8438 0.8537 0.8682
 70 . . . 0.8439 0.8537 0.8682 0.8439 0.8537 0.8682 0.843 0.8533 0.8675 0.8438 0.8536 0.8682
50 5 0.8373 0.8451 0.8526 0.8373 0.8446 0.8525 0.8373 0.8446 0.8525 0.8306 0.8375 0.8453 0.8372 0.8446 0.8524
 10 . . . 0.8373 0.845 0.8526 0.8373 0.845 0.8526 0.8288 0.8359 0.8433 0.8373 0.845 0.8525
 20 . . . 0.8373 0.845 0.8526 0.8373 0.845 0.8526 0.8259 0.8337 0.8419 0.8372 0.8449 0.8525
 50 . . . 0.8373 0.845 0.8526 0.8373 0.8451 0.8526 0.8373 0.845 0.8526 0.8373 0.845 0.8525
 70 . . . 0.8373 0.8451 0.8524 0.8373 0.8451 0.8525 0.837 0.8448 0.8519 0.8373 0.845 0.8524
 90 . . . 0.8373 0.8451 0.8525 0.8373 0.8451 0.8526 0.8355 0.8428 0.8501 0.8373 0.845 0.8524
 
  
444 
445 
 
 
 
Table 2.266 Discrimination: Overall C statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=1, σ=2; reference: Weibull γ=1, σ=1 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 0.8647 0.8978 0.9181 0.8647 0.8978 0.9181 0.8647 0.8978 0.9181 0.8647 0.8978 0.9181 0.8647 0.8978 0.9181
 10 . . . 0.8647 0.8978 0.9181 0.8647 0.8978 0.9181 0.8647 0.8978 0.9181 0.8647 0.8978 0.9181
 20 . . . 0.8647 0.8978 0.9181 0.8647 0.8978 0.9181 0.8647 0.8978 0.9181 0.8647 0.8978 0.9181
 50 . . . 0.8647 0.8978 0.9181 0.8647 0.8978 0.9181 0.8643 0.8971 0.9177 0.8647 0.8978 0.9181
10 5 0.8685 0.888 0.9016 0.8685 0.888 0.9016 0.8685 0.888 0.9016 0.8685 0.888 0.9016 0.8685 0.888 0.9016
 10 . . . 0.8685 0.888 0.9016 0.8685 0.888 0.9016 0.8685 0.888 0.9016 0.8685 0.888 0.9016
 20 . . . 0.8685 0.888 0.9016 0.8685 0.888 0.9016 0.8685 0.888 0.9016 0.8685 0.888 0.9016
 50 . . . 0.8685 0.888 0.9016 0.8685 0.888 0.9016 0.8683 0.8877 0.9015 0.8685 0.888 0.9016
20 5 0.8594 0.8708 0.8834 0.8594 0.8708 0.8834 0.8594 0.8708 0.8834 0.8581 0.8693 0.8821 0.8594 0.8707 0.8834
 10 . . . 0.8594 0.8708 0.8834 0.8594 0.8708 0.8834 0.8588 0.8701 0.8829 0.8594 0.8708 0.8834
 20 . . . 0.8594 0.8708 0.8834 0.8594 0.8708 0.8834 0.8594 0.8708 0.8834 0.8594 0.8708 0.8834
 30 . . . 0.8594 0.8708 0.8834 0.8594 0.8708 0.8834 0.8594 0.8708 0.8834 0.8594 0.8708 0.8834
 50 . . . 0.8594 0.8708 0.8834 0.8594 0.8708 0.8834 0.8592 0.8706 0.8832 0.8594 0.8708 0.8834
35 5 0.8439 0.8537 0.8682 0.8437 0.8537 0.8682 0.8437 0.8537 0.8682 0.8397 0.8508 0.8624 0.8434 0.8536 0.8678
 10 . . . 0.8439 0.8537 0.8683 0.8439 0.8537 0.8682 0.8402 0.8495 0.8623 0.8438 0.8537 0.8682
 20 . . . 0.8439 0.8537 0.8682 0.8439 0.8537 0.8682 0.84 0.8496 0.8618 0.8438 0.8536 0.8682
 35 . . . 0.8439 0.8537 0.8682 0.8439 0.8537 0.8682 0.8439 0.8537 0.8682 0.8438 0.8536 0.8682
 50 . . . 0.8439 0.8537 0.8682 0.8439 0.8537 0.8682 0.8437 0.8536 0.8682 0.8438 0.8537 0.8682
 70 . . . 0.8439 0.8537 0.8682 0.8439 0.8537 0.8682 0.8435 0.8529 0.8672 0.8439 0.8537 0.8682
50 5 0.8373 0.8451 0.8526 0.8373 0.845 0.8524 0.8373 0.845 0.8524 0.832 0.8392 0.8462 0.8373 0.8449 0.8524
 10 . . . 0.8373 0.845 0.8526 0.8373 0.845 0.8526 0.8304 0.8376 0.844 0.8373 0.845 0.8525
 20 . . . 0.8373 0.845 0.8526 0.8373 0.845 0.8526 0.8269 0.8349 0.8417 0.8373 0.845 0.8526
 50 . . . 0.8373 0.845 0.8526 0.8373 0.845 0.8526 0.8373 0.845 0.8526 0.8373 0.845 0.8526
 70 . . . 0.8373 0.8451 0.8526 0.8373 0.8451 0.8526 0.8371 0.8445 0.8522 0.8373 0.845 0.8526
 90 . . . 0.8373 0.8451 0.8526 0.8373 0.8451 0.8526 0.833 0.8406 0.8482 0.8373 0.845 0.8526
 
  
445 
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Table 2.267 Discrimination: Overall C statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=1, σ=2; reference: Weibull γ=1, σ=2 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 0.8647 0.8978 0.9181 0.8647 0.8978 0.9181 0.8647 0.8978 0.9181 0.8647 0.8978 0.9181 0.8647 0.8978 0.9181
 10 . . . 0.8647 0.8978 0.9181 0.8647 0.8978 0.9181 0.8647 0.8978 0.9181 0.8647 0.8978 0.9181
 20 . . . 0.8647 0.8978 0.9181 0.8647 0.8978 0.9181 0.8647 0.8978 0.9181 0.8647 0.8978 0.9181
 50 . . . 0.8647 0.8978 0.9181 0.8647 0.8978 0.9181 0.8643 0.8973 0.9175 0.8647 0.8978 0.9181
10 5 0.8685 0.888 0.9016 0.8685 0.888 0.9016 0.8685 0.888 0.9016 0.8682 0.8879 0.9015 0.8685 0.888 0.9016
 10 . . . 0.8685 0.888 0.9016 0.8685 0.888 0.9016 0.8685 0.888 0.9015 0.8685 0.888 0.9016
 20 . . . 0.8685 0.888 0.9016 0.8685 0.888 0.9016 0.8685 0.888 0.9016 0.8685 0.888 0.9016
 50 . . . 0.8685 0.888 0.9016 0.8685 0.888 0.9016 0.8683 0.8879 0.9014 0.8685 0.888 0.9016
20 5 0.8594 0.8708 0.8834 0.8594 0.8708 0.8834 0.8594 0.8708 0.8834 0.8582 0.8698 0.8823 0.8594 0.8708 0.8834
 10 . . . 0.8594 0.8708 0.8834 0.8594 0.8708 0.8834 0.8579 0.8695 0.8823 0.8594 0.8708 0.8834
 20 . . . 0.8594 0.8708 0.8834 0.8594 0.8708 0.8834 0.8592 0.8707 0.8834 0.8594 0.8708 0.8834
 30 . . . 0.8594 0.8708 0.8834 0.8594 0.8708 0.8834 0.8594 0.8708 0.8834 0.8594 0.8708 0.8834
 50 . . . 0.8594 0.8708 0.8834 0.8594 0.8708 0.8834 0.8593 0.8706 0.8831 0.8594 0.8708 0.8834
35 5 0.8439 0.8537 0.8682 0.8439 0.8537 0.8682 0.8439 0.8537 0.8682 0.8418 0.8514 0.8655 0.8438 0.8537 0.8682
 10 . . . 0.8439 0.8537 0.8682 0.8439 0.8537 0.8682 0.8414 0.8504 0.8642 0.8439 0.8536 0.8682
 20 . . . 0.8439 0.8537 0.8682 0.8439 0.8537 0.8682 0.8395 0.8491 0.8622 0.8438 0.8537 0.8682
 35 . . . 0.8439 0.8537 0.8682 0.8439 0.8537 0.8682 0.8427 0.8523 0.8673 0.8439 0.8537 0.8682
 50 . . . 0.8439 0.8537 0.8682 0.8439 0.8537 0.8682 0.8438 0.8536 0.8682 0.8439 0.8537 0.8682
 70 . . . 0.8439 0.8537 0.8682 0.8439 0.8537 0.8682 0.8426 0.852 0.8663 0.8438 0.8537 0.8682
50 5 0.8373 0.8451 0.8526 0.8374 0.845 0.8526 0.8374 0.8451 0.8526 0.8338 0.8413 0.8481 0.8373 0.845 0.8526
 10 . . . 0.8374 0.8451 0.8526 0.8374 0.845 0.8526 0.832 0.8397 0.8467 0.8374 0.845 0.8526
 20 . . . 0.8373 0.8451 0.8526 0.8373 0.8451 0.8526 0.8292 0.837 0.8439 0.8373 0.845 0.8526
 50 . . . 0.8373 0.8451 0.8526 0.8373 0.8451 0.8526 0.8356 0.8418 0.8493 0.8373 0.845 0.8526
 70 . . . 0.8373 0.8451 0.8526 0.8373 0.8451 0.8526 0.8362 0.8443 0.8516 0.8373 0.8451 0.8526
 90 . . . 0.8373 0.8451 0.8526 0.8373 0.8451 0.8526 0.8127 0.825 0.8303 0.8373 0.8451 0.8525
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Table 2.268 Discrimination: Overall C statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=1, σ=2; reference: Weibull γ=1, σ=4 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 0.8647 0.8978 0.9181 0.8647 0.8978 0.9181 0.8647 0.8978 0.9181 0.8646 0.8978 0.9181 0.8647 0.8978 0.9181
 10 . . . 0.8647 0.8978 0.9181 0.8647 0.8978 0.9181 0.8646 0.8978 0.9181 0.8647 0.8978 0.9181
 20 . . . 0.8647 0.8978 0.9181 0.8647 0.8978 0.9181 0.8647 0.8978 0.9181 0.8647 0.8978 0.9181
 50 . . . 0.8647 0.8978 0.9181 0.8647 0.8978 0.9181 0.8643 0.8972 0.9177 0.8647 0.8978 0.9181
10 5 0.8685 0.888 0.9016 0.8685 0.888 0.9016 0.8685 0.888 0.9016 0.8684 0.8879 0.9015 0.8685 0.888 0.9016
 10 . . . 0.8685 0.888 0.9016 0.8685 0.888 0.9016 0.8683 0.8879 0.9015 0.8685 0.888 0.9016
 20 . . . 0.8685 0.888 0.9016 0.8685 0.888 0.9016 0.8684 0.888 0.9015 0.8685 0.888 0.9016
 50 . . . 0.8685 0.888 0.9016 0.8685 0.888 0.9016 0.8684 0.8877 0.9015 0.8685 0.888 0.9016
20 5 0.8594 0.8708 0.8834 0.8594 0.8708 0.8834 0.8594 0.8708 0.8834 0.8586 0.8701 0.8829 0.8594 0.8708 0.8834
 10 . . . 0.8594 0.8708 0.8834 0.8594 0.8708 0.8834 0.8584 0.8699 0.8826 0.8594 0.8707 0.8834
 20 . . . 0.8594 0.8708 0.8834 0.8594 0.8708 0.8834 0.8582 0.8695 0.8822 0.8594 0.8708 0.8834
 30 . . . 0.8594 0.8708 0.8834 0.8594 0.8708 0.8834 0.8585 0.87 0.8829 0.8594 0.8708 0.8834
 50 . . . 0.8594 0.8708 0.8834 0.8594 0.8708 0.8834 0.8593 0.8706 0.8831 0.8594 0.8708 0.8834
35 5 0.8439 0.8537 0.8682 0.8439 0.8537 0.8682 0.8439 0.8537 0.8682 0.8426 0.8523 0.8668 0.8439 0.8537 0.8682
 10 . . . 0.8439 0.8537 0.8682 0.8439 0.8537 0.8682 0.8426 0.8518 0.8666 0.8438 0.8537 0.8682
 20 . . . 0.8439 0.8537 0.8682 0.8439 0.8537 0.8682 0.8418 0.8511 0.8649 0.8439 0.8537 0.8682
 35 . . . 0.8439 0.8537 0.8682 0.8439 0.8537 0.8682 0.84 0.8489 0.8618 0.8438 0.8537 0.8682
 50 . . . 0.8439 0.8537 0.8682 0.8439 0.8537 0.8682 0.8438 0.8536 0.8682 0.8438 0.8537 0.8682
 70 . . . 0.8439 0.8537 0.8682 0.8439 0.8537 0.8682 0.8354 0.8451 0.856 0.8438 0.8536 0.8682
50 5 0.8373 0.8451 0.8526 0.8373 0.845 0.8526 0.8373 0.845 0.8526 0.8358 0.8429 0.8501 0.8373 0.845 0.8526
 10 . . . 0.8373 0.8451 0.8526 0.8373 0.8451 0.8526 0.8347 0.8424 0.8496 0.8373 0.845 0.8526
 20 . . . 0.8373 0.8451 0.8526 0.8373 0.8451 0.8526 0.8332 0.8404 0.8474 0.8373 0.8451 0.8526
 50 . . . 0.8373 0.8451 0.8526 0.8373 0.8451 0.8526 0.8322 0.8394 0.8481 0.8373 0.845 0.8526
 70 . . . 0.8373 0.8451 0.8526 0.8373 0.8451 0.8526 0.8317 0.8387 0.8453 0.8373 0.845 0.8526
 90 . . . 0.8373 0.8451 0.8526 0.8373 0.8451 0.8526 0.6471 0.6637 0.684 0.8373 0.845 0.8526
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Table 2.269 Discrimination: Overall C statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=1, σ=4; reference: Weibull γ=1, σ=0.5 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 0.9667 0.9715 0.9801 0.9667 0.9715 0.9801 0.9667 0.9715 0.9801 0.9474 0.9635 0.9753 0.944 0.9621 0.9752
 10 . . . 0.9667 0.9715 0.9801 0.9667 0.9715 0.9801 0.9443 0.9615 0.9748 0.9533 0.9654 0.9779
 20 . . . 0.9667 0.9715 0.9801 0.9667 0.9715 0.9801 0.9369 0.9496 0.963 0.9564 0.9653 0.9708
 50 . . . 0.9667 0.9715 0.9801 0.9667 0.9715 0.9801 0.9102 0.9258 0.9371 0.956 0.9653 0.975
10 5 0.9563 0.9625 0.9663 0.9561 0.9624 0.966 0.9561 0.9624 0.966 0.9465 0.9577 0.9639 0.9346 0.953 0.9622
 10 . . . 0.9563 0.9624 0.9662 0.9563 0.9624 0.9661 0.9461 0.9566 0.9633 0.9437 0.9558 0.9631
 20 . . . 0.956 0.9625 0.9664 0.956 0.9625 0.9664 0.9343 0.9477 0.9586 0.9429 0.9547 0.9629
 50 . . . 0.9563 0.9625 0.9663 0.9563 0.9625 0.9663 0.9167 0.9286 0.9381 0.9471 0.9553 0.9608
20 5 0.9408 0.946 0.9529 0.9402 0.9457 0.9528 0.9402 0.9458 0.9529 0.9367 0.9437 0.9509 0.923 0.937 0.9484
 10 . . . 0.9405 0.946 0.9535 0.9405 0.946 0.9536 0.9355 0.9436 0.9519 0.9299 0.9394 0.9487
 20 . . . 0.9404 0.9461 0.9529 0.9404 0.9461 0.9529 0.9307 0.9397 0.9457 0.93 0.9388 0.9451
 30 . . . 0.9402 0.9461 0.9532 0.9402 0.9461 0.9534 0.928 0.9355 0.9435 0.9308 0.9387 0.9466
 50 . . . 0.9406 0.946 0.9529 0.9406 0.946 0.9531 0.9184 0.9271 0.9364 0.9314 0.9389 0.9455
35 5 0.9269 0.9303 0.9348 0.9248 0.9291 0.9368 0.9248 0.9292 0.9364 0.9075 0.9129 0.9216 0.911 0.9218 0.9334
 10 . . . 0.925 0.9308 0.9358 0.925 0.9309 0.9356 0.9105 0.9164 0.9259 0.9135 0.9246 0.9316
 20 . . . 0.9259 0.9302 0.9365 0.9255 0.9303 0.9367 0.9228 0.9284 0.9354 0.9168 0.9241 0.9329
 35 . . . 0.9262 0.9303 0.9361 0.9265 0.9304 0.9357 0.9188 0.9253 0.9319 0.9184 0.9249 0.9316
 50 . . . 0.9255 0.9302 0.9357 0.9263 0.9302 0.9355 0.9131 0.9203 0.9274 0.9169 0.9236 0.9307
 70 . . . 0.9263 0.9302 0.9355 0.9263 0.9304 0.9349 0.9068 0.9131 0.918 0.9201 0.9244 0.9297
50 5 0.91 0.9144 0.9177 0.9016 0.9131 0.9215 0.9022 0.9132 0.9218 0.889 0.8984 0.9086 0.8995 0.9123 0.9213
 10 . . . 0.9074 0.9153 0.9211 0.9068 0.9147 0.9213 0.8863 0.8936 0.9022 0.9053 0.9138 0.9203
 20 . . . 0.9083 0.9139 0.9194 0.9082 0.9141 0.9195 0.8777 0.8846 0.8911 0.9066 0.9126 0.919
 50 . . . 0.9092 0.9143 0.9191 0.9085 0.9142 0.9208 0.9079 0.9132 0.9184 0.9073 0.9131 0.9182
 70 . . . 0.9081 0.9143 0.9188 0.9094 0.9146 0.919 0.9009 0.9075 0.9119 0.9064 0.9131 0.9176
 90 . . . 0.9092 0.9142 0.9182 0.9082 0.9138 0.9195 0.8887 0.8957 0.9026 0.9074 0.9131 0.9176
 
  
448 
449 
 
 
 
Table 2.270 Discrimination: Overall C statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=1, σ=4; reference: Weibull γ=1, σ=1 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 0.9667 0.9715 0.9801 0.9667 0.9715 0.98 0.9667 0.9715 0.98 0.9595 0.9666 0.9773 0.9548 0.9638 0.9758
 10 . . . 0.9667 0.9715 0.9801 0.9667 0.9715 0.9801 0.9554 0.9639 0.9725 0.9572 0.9663 0.9736
 20 . . . 0.9667 0.9715 0.9801 0.9667 0.9715 0.9801 0.9469 0.9542 0.9614 0.9581 0.9659 0.9728
 50 . . . 0.9667 0.9715 0.9801 0.9667 0.9715 0.9801 0.9179 0.9267 0.9355 0.9573 0.9655 0.9755
10 5 0.9563 0.9625 0.9663 0.9563 0.9625 0.9661 0.9563 0.9625 0.9663 0.9527 0.9598 0.9646 0.9433 0.9542 0.9621
 10 . . . 0.9562 0.9625 0.9663 0.9561 0.9625 0.9663 0.9509 0.9571 0.9633 0.9474 0.9548 0.9615
 20 . . . 0.9563 0.9625 0.9663 0.9562 0.9625 0.9663 0.9441 0.9517 0.9568 0.9482 0.9554 0.9602
 50 . . . 0.9562 0.9625 0.9663 0.9561 0.9625 0.9663 0.9204 0.9288 0.9384 0.948 0.9541 0.9604
20 5 0.9408 0.946 0.9529 0.9405 0.9459 0.9529 0.9406 0.946 0.953 0.9393 0.9451 0.952 0.9305 0.9381 0.9462
 10 . . . 0.9402 0.9461 0.9529 0.9402 0.9462 0.953 0.9369 0.9447 0.9513 0.9301 0.9398 0.9461
 20 . . . 0.9407 0.946 0.9532 0.9407 0.9461 0.9533 0.936 0.9409 0.9482 0.9337 0.9388 0.9463
 30 . . . 0.9407 0.946 0.9529 0.9408 0.946 0.9531 0.9321 0.9378 0.9443 0.9333 0.9392 0.9459
 50 . . . 0.9408 0.946 0.9529 0.9409 0.946 0.953 0.9215 0.9267 0.9338 0.9342 0.9386 0.9453
35 5 0.9269 0.9303 0.9348 0.9255 0.93 0.9348 0.9258 0.9299 0.9355 0.9099 0.9156 0.9213 0.9165 0.9231 0.9304
 10 . . . 0.9266 0.9301 0.9347 0.9264 0.9301 0.9353 0.9088 0.9131 0.9182 0.9182 0.9239 0.9305
 20 . . . 0.926 0.9303 0.9356 0.9261 0.9303 0.9359 0.9247 0.9294 0.9342 0.9197 0.9245 0.9291
 35 . . . 0.9266 0.9304 0.9357 0.9267 0.9304 0.9356 0.921 0.9254 0.9318 0.9188 0.924 0.9309
 50 . . . 0.9264 0.9301 0.9355 0.9259 0.9302 0.9359 0.9164 0.9205 0.9268 0.9202 0.9237 0.9297
 70 . . . 0.9265 0.9304 0.9348 0.9262 0.9304 0.9353 0.9053 0.9106 0.9163 0.9198 0.9241 0.9289
50 5 0.91 0.9144 0.9177 0.9061 0.9135 0.9209 0.9062 0.9138 0.9214 0.8974 0.902 0.9088 0.9038 0.9117 0.9202
 10 . . . 0.9097 0.9137 0.9186 0.9103 0.9139 0.9195 0.8921 0.8955 0.9011 0.909 0.9124 0.9181
 20 . . . 0.9096 0.9144 0.9191 0.91 0.9146 0.9196 0.8825 0.8874 0.8916 0.9078 0.9134 0.9178
 50 . . . 0.9094 0.9146 0.9183 0.9093 0.915 0.9183 0.8903 0.914 0.9175 0.908 0.9134 0.9168
 70 . . . 0.9092 0.9144 0.9189 0.9091 0.9143 0.9188 0.8996 0.9059 0.9107 0.9079 0.9129 0.9172
 90 . . . 0.9088 0.9143 0.9186 0.9087 0.9142 0.9193 0.8805 0.8882 0.8932 0.9072 0.9131 0.9178
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Table 2.271 Discrimination: Overall C statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=1, σ=4; reference: Weibull γ=1, σ=2 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 0.9667 0.9715 0.9801 0.9667 0.9715 0.9801 0.9667 0.9715 0.9801 0.9658 0.9702 0.9787 0.9549 0.9656 0.9734
 10 . . . 0.9667 0.9715 0.9801 0.9667 0.9715 0.9801 0.963 0.9683 0.9753 0.9595 0.9652 0.9714
 20 . . . 0.9667 0.9715 0.9801 0.9667 0.9715 0.9801 0.9561 0.9623 0.9685 0.9593 0.9655 0.9725
 50 . . . 0.9667 0.9715 0.9801 0.9667 0.9715 0.9801 0.9203 0.929 0.9347 0.9583 0.9654 0.973
10 5 0.9563 0.9625 0.9663 0.9562 0.9625 0.9663 0.9561 0.9625 0.9663 0.9558 0.9622 0.9658 0.9464 0.9552 0.9606
 10 . . . 0.9562 0.9625 0.9662 0.9561 0.9625 0.9661 0.9544 0.961 0.9644 0.948 0.9551 0.961
 20 . . . 0.9563 0.9625 0.9663 0.9562 0.9625 0.9663 0.9513 0.957 0.9612 0.9495 0.9555 0.9595
 50 . . . 0.9562 0.9625 0.9663 0.9562 0.9625 0.9662 0.9236 0.9308 0.9372 0.949 0.9556 0.9597
20 5 0.9408 0.946 0.9529 0.9407 0.946 0.9529 0.9407 0.946 0.953 0.9344 0.9395 0.9474 0.9334 0.9389 0.9468
 10 . . . 0.9408 0.946 0.9529 0.9408 0.946 0.9531 0.9405 0.9456 0.9524 0.934 0.9391 0.9457
 20 . . . 0.9407 0.9459 0.953 0.9407 0.946 0.9532 0.9379 0.9438 0.9502 0.9332 0.9394 0.9454
 30 . . . 0.9407 0.9459 0.9529 0.9407 0.946 0.953 0.936 0.9405 0.9479 0.9348 0.9389 0.9471
 50 . . . 0.9407 0.946 0.953 0.9407 0.946 0.9532 0.9232 0.9293 0.9346 0.9329 0.9393 0.9465
35 5 0.9269 0.9303 0.9348 0.9268 0.9304 0.9359 0.9267 0.9303 0.9357 0.9172 0.9218 0.9275 0.9203 0.9241 0.9314
 10 . . . 0.9258 0.9306 0.9356 0.9255 0.9302 0.9359 0.9116 0.9165 0.9221 0.9182 0.924 0.9297
 20 . . . 0.9268 0.9304 0.9357 0.9264 0.9305 0.9355 0.9086 0.9134 0.9186 0.9205 0.9241 0.9303
 35 . . . 0.9263 0.9302 0.9353 0.9259 0.9302 0.9356 0.9235 0.9275 0.9327 0.9194 0.924 0.9296
 50 . . . 0.9267 0.9302 0.9354 0.9267 0.9303 0.9354 0.9179 0.9209 0.9269 0.92 0.9239 0.9294
 70 . . . 0.9268 0.9304 0.9355 0.9267 0.9304 0.9354 0.8993 0.905 0.9103 0.9203 0.9243 0.9298
50 5 0.91 0.9144 0.9177 0.9093 0.9148 0.9197 0.9092 0.9151 0.92 0.9062 0.9108 0.9151 0.9075 0.9135 0.9186
 10 . . . 0.9079 0.9144 0.9178 0.908 0.9148 0.9182 0.8993 0.9042 0.9092 0.9065 0.9133 0.9168
 20 . . . 0.9098 0.9146 0.9186 0.91 0.9144 0.9188 0.8903 0.8946 0.8987 0.9086 0.9132 0.917
 50 . . . 0.9094 0.9145 0.9192 0.9093 0.9143 0.9203 0.8867 0.9128 0.9172 0.9079 0.9135 0.9183
 70 . . . 0.9093 0.9146 0.9189 0.9094 0.9148 0.9201 0.8949 0.9017 0.9058 0.9078 0.9136 0.9179
 90 . . . 0.9091 0.9144 0.9192 0.9092 0.9145 0.9202 0.8507 0.86 0.8654 0.9076 0.9134 0.918
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Table 2.272 Discrimination: Overall C statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=1, σ=4; reference: Weibull γ=1, σ=4 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 0.9667 0.9715 0.9801 0.9667 0.9715 0.9801 0.9667 0.9715 0.9801 0.9662 0.9712 0.9801 0.9569 0.9655 0.9747
 10 . . . 0.9667 0.9715 0.9801 0.9667 0.9715 0.9801 0.9666 0.9714 0.98 0.9573 0.9652 0.975
 20 . . . 0.9667 0.9715 0.9801 0.9667 0.9715 0.9801 0.9649 0.9694 0.9777 0.9583 0.9659 0.9737
 50 . . . 0.9667 0.9715 0.9801 0.9667 0.9715 0.9801 0.924 0.9301 0.937 0.9582 0.9648 0.9735
10 5 0.9563 0.9625 0.9663 0.9561 0.9625 0.9661 0.9561 0.9625 0.9661 0.9543 0.9606 0.9643 0.9472 0.955 0.9611
 10 . . . 0.9562 0.9625 0.9663 0.9562 0.9625 0.9663 0.9546 0.9619 0.9663 0.9481 0.955 0.9606
 20 . . . 0.9562 0.9625 0.9663 0.9562 0.9625 0.9663 0.9555 0.9615 0.9651 0.9477 0.9557 0.9613
 50 . . . 0.9563 0.9625 0.9662 0.9562 0.9625 0.9662 0.9255 0.9318 0.9366 0.9489 0.9557 0.9594
20 5 0.9408 0.946 0.9529 0.9407 0.9459 0.9529 0.9405 0.9459 0.9529 0.9382 0.944 0.9507 0.9336 0.9392 0.9455
 10 . . . 0.9408 0.946 0.953 0.9407 0.946 0.953 0.9364 0.9418 0.9482 0.9327 0.9393 0.9451
 20 . . . 0.9407 0.9459 0.953 0.9407 0.946 0.953 0.9361 0.9443 0.9525 0.9339 0.9391 0.9466
 30 . . . 0.9405 0.946 0.9529 0.9403 0.946 0.9529 0.9384 0.9447 0.9511 0.933 0.9393 0.9466
 50 . . . 0.9407 0.946 0.953 0.9406 0.946 0.953 0.9226 0.9299 0.9354 0.9335 0.9394 0.9458
35 5 0.9269 0.9303 0.9348 0.9264 0.9303 0.9347 0.9261 0.9303 0.9346 0.9256 0.9299 0.9351 0.9196 0.9243 0.9281
 10 . . . 0.9266 0.9305 0.935 0.9267 0.9305 0.9347 0.9229 0.9268 0.9321 0.9186 0.924 0.9283
 20 . . . 0.9266 0.9305 0.9354 0.9267 0.9306 0.9351 0.9146 0.9192 0.9248 0.9198 0.9247 0.9297
 35 . . . 0.9268 0.9304 0.9356 0.9269 0.9304 0.9354 0.9134 0.9268 0.9339 0.9202 0.9241 0.9291
 50 . . . 0.9266 0.9304 0.935 0.9266 0.9305 0.9349 0.9165 0.9217 0.9268 0.9199 0.9246 0.9291
 70 . . . 0.9267 0.9303 0.9352 0.9267 0.9305 0.935 0.8716 0.8805 0.8887 0.92 0.924 0.929
50 5 0.91 0.9144 0.9177 0.9091 0.9142 0.9194 0.9091 0.9143 0.9185 0.914 0.9198 0.9235 0.9078 0.9131 0.918
 10 . . . 0.9096 0.9142 0.9192 0.91 0.9138 0.9188 0.9114 0.9165 0.9201 0.9085 0.9128 0.9179
 20 . . . 0.9095 0.9148 0.9193 0.9086 0.9149 0.9191 0.9026 0.9075 0.9119 0.9084 0.9136 0.9185
 50 . . . 0.9097 0.9145 0.9185 0.9103 0.9143 0.9173 0.8815 0.9098 0.9161 0.9078 0.9134 0.9168
 70 . . . 0.9095 0.9142 0.9182 0.9096 0.9143 0.918 0.8764 0.8834 0.8894 0.9083 0.9134 0.9171
 90 . . . 0.91 0.9144 0.9181 0.9089 0.9143 0.9176 0.7318 0.7467 0.761 0.9087 0.9134 0.9168
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Table 2.273 Discrimination: Overall C statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=2, σ=0.5; reference: Weibull γ=0.5, σ=0.5 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 0.5977 0.6326 0.6768 0.5977 0.6326 0.6768 0.5977 0.6326 0.6768 0.5977 0.6326 0.6768 0.5977 0.6326 0.6768
 10 . . . 0.5977 0.6326 0.6768 0.5977 0.6326 0.6768 0.5977 0.6326 0.6768 0.5977 0.6326 0.6768
 20 . . . 0.5977 0.6326 0.6768 0.5977 0.6326 0.6768 0.5977 0.6326 0.6768 0.5977 0.6326 0.6768
 50 . . . 0.5977 0.6326 0.6768 0.5977 0.6326 0.6768 0.5977 0.6326 0.6768 0.5977 0.6326 0.6768
10 5 0.5951 0.6377 0.6627 0.5951 0.6377 0.6627 0.5951 0.6377 0.6627 0.5951 0.6377 0.6627 0.5951 0.6377 0.6627
 10 . . . 0.5951 0.6377 0.6627 0.5951 0.6377 0.6627 0.5951 0.6377 0.6627 0.5951 0.6377 0.6627
 20 . . . 0.5951 0.6377 0.6627 0.5951 0.6377 0.6627 0.5951 0.6377 0.6627 0.5951 0.6377 0.6627
 50 . . . 0.5951 0.6377 0.6627 0.5951 0.6377 0.6627 0.5951 0.6377 0.6627 0.5951 0.6377 0.6627
20 5 0.6151 0.6365 0.6602 0.6151 0.6365 0.6602 0.6151 0.6365 0.6602 0.6151 0.6365 0.6602 0.6151 0.6365 0.6602
 10 . . . 0.6151 0.6365 0.6602 0.6151 0.6365 0.6602 0.6151 0.6365 0.6602 0.6151 0.6365 0.6602
 20 . . . 0.6151 0.6365 0.6602 0.6151 0.6365 0.6602 0.6151 0.6365 0.6602 0.6151 0.6365 0.6602
 30 . . . 0.6151 0.6365 0.6602 0.6151 0.6365 0.6602 0.6151 0.6365 0.6602 0.6151 0.6365 0.6602
 50 . . . 0.6151 0.6365 0.6602 0.6151 0.6365 0.6602 0.6151 0.6365 0.6602 0.6151 0.6365 0.6602
35 5 0.6153 0.6377 0.6542 0.6153 0.6377 0.6542 0.6153 0.6377 0.6542 0.6153 0.6377 0.6542 0.6153 0.6377 0.6542
 10 . . . 0.6153 0.6377 0.6542 0.6153 0.6377 0.6542 0.6153 0.6377 0.6542 0.6153 0.6377 0.6542
 20 . . . 0.6153 0.6377 0.6542 0.6153 0.6377 0.6542 0.6153 0.6377 0.6542 0.6153 0.6377 0.6542
 35 . . . 0.6153 0.6377 0.6542 0.6153 0.6377 0.6542 0.6153 0.6377 0.6542 0.6153 0.6377 0.6542
 50 . . . 0.6153 0.6377 0.6542 0.6153 0.6377 0.6542 0.6153 0.6377 0.6542 0.6153 0.6377 0.6542
 70 . . . 0.6153 0.6377 0.6542 0.6153 0.6377 0.6542 0.6153 0.6377 0.6542 0.6153 0.6377 0.6542
50 5 0.6217 0.6337 0.6484 0.6217 0.6337 0.6484 0.6217 0.6337 0.6484 0.6214 0.6333 0.6483 0.6217 0.6337 0.6484
 10 . . . 0.6217 0.6337 0.6484 0.6217 0.6337 0.6484 0.6215 0.6335 0.6482 0.6217 0.6337 0.6484
 20 . . . 0.6217 0.6337 0.6484 0.6217 0.6337 0.6484 0.6216 0.6335 0.6483 0.6217 0.6337 0.6484
 50 . . . 0.6217 0.6337 0.6484 0.6217 0.6337 0.6484 0.6217 0.6337 0.6484 0.6217 0.6337 0.6484
 70 . . . 0.6217 0.6337 0.6484 0.6217 0.6337 0.6484 0.6217 0.6337 0.6484 0.6217 0.6337 0.6484
 90 . . . 0.6217 0.6337 0.6484 0.6217 0.6337 0.6484 0.6217 0.6337 0.6484 0.6217 0.6337 0.6484
 
  
452 
453 
 
 
 
Table 2.274 Discrimination: Overall C statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=2, σ=0.5; reference: Weibull γ=0.5, σ=1 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 0.5977 0.6326 0.6768 0.5977 0.6326 0.6768 0.5977 0.6326 0.6768 0.5977 0.6326 0.6768 0.5977 0.6326 0.6768
 10 . . . 0.5977 0.6326 0.6768 0.5977 0.6326 0.6768 0.5977 0.6326 0.6768 0.5977 0.6326 0.6768
 20 . . . 0.5977 0.6326 0.6768 0.5977 0.6326 0.6768 0.5977 0.6326 0.6768 0.5977 0.6326 0.6768
 50 . . . 0.5977 0.6326 0.6768 0.5977 0.6326 0.6768 0.5977 0.6326 0.6768 0.5977 0.6326 0.6768
10 5 0.5951 0.6377 0.6627 0.5951 0.6377 0.6627 0.5951 0.6377 0.6627 0.5951 0.6377 0.6627 0.5951 0.6377 0.6627
 10 . . . 0.5951 0.6377 0.6627 0.5951 0.6377 0.6627 0.5951 0.6377 0.6627 0.5951 0.6377 0.6627
 20 . . . 0.5951 0.6377 0.6627 0.5951 0.6377 0.6627 0.5951 0.6377 0.6627 0.5951 0.6377 0.6627
 50 . . . 0.5951 0.6377 0.6627 0.5951 0.6377 0.6627 0.5951 0.6377 0.6627 0.5951 0.6377 0.6627
20 5 0.6151 0.6365 0.6602 0.6151 0.6365 0.6602 0.6151 0.6365 0.6602 0.6151 0.6365 0.6602 0.6151 0.6365 0.6602
 10 . . . 0.6151 0.6365 0.6602 0.6151 0.6365 0.6602 0.6151 0.6365 0.6602 0.6151 0.6365 0.6602
 20 . . . 0.6151 0.6365 0.6602 0.6151 0.6365 0.6602 0.6151 0.6365 0.6602 0.6151 0.6365 0.6602
 30 . . . 0.6151 0.6365 0.6602 0.6151 0.6365 0.6602 0.6151 0.6365 0.6602 0.6151 0.6365 0.6602
 50 . . . 0.6151 0.6365 0.6602 0.6151 0.6365 0.6602 0.6151 0.6365 0.6602 0.6151 0.6365 0.6602
35 5 0.6153 0.6377 0.6542 0.6153 0.6377 0.6542 0.6153 0.6377 0.6542 0.6153 0.6377 0.6542 0.6153 0.6377 0.6542
 10 . . . 0.6153 0.6377 0.6542 0.6153 0.6377 0.6542 0.6153 0.6377 0.6542 0.6153 0.6377 0.6542
 20 . . . 0.6153 0.6377 0.6542 0.6153 0.6377 0.6542 0.6153 0.6377 0.6542 0.6153 0.6377 0.6542
 35 . . . 0.6153 0.6377 0.6542 0.6153 0.6377 0.6542 0.6153 0.6377 0.6542 0.6153 0.6377 0.6542
 50 . . . 0.6153 0.6377 0.6542 0.6153 0.6377 0.6542 0.6153 0.6377 0.6542 0.6153 0.6377 0.6542
 70 . . . 0.6153 0.6377 0.6542 0.6153 0.6377 0.6542 0.6153 0.6377 0.6542 0.6153 0.6377 0.6542
50 5 0.6217 0.6337 0.6484 0.6217 0.6337 0.6484 0.6217 0.6337 0.6484 0.6215 0.6334 0.6484 0.6217 0.6337 0.6484
 10 . . . 0.6217 0.6337 0.6484 0.6217 0.6337 0.6484 0.6216 0.6334 0.6483 0.6217 0.6337 0.6484
 20 . . . 0.6217 0.6337 0.6484 0.6217 0.6337 0.6484 0.6217 0.6335 0.6483 0.6217 0.6337 0.6484
 50 . . . 0.6217 0.6337 0.6484 0.6217 0.6337 0.6484 0.6217 0.6337 0.6484 0.6217 0.6337 0.6484
 70 . . . 0.6217 0.6337 0.6484 0.6217 0.6337 0.6484 0.6217 0.6337 0.6484 0.6217 0.6337 0.6484
 90 . . . 0.6217 0.6337 0.6484 0.6217 0.6337 0.6484 0.6217 0.6337 0.6484 0.6217 0.6337 0.6484
 
  
453 
454 
 
 
 
Table 2.275 Discrimination: Overall C statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=2, σ=0.5; reference: Weibull γ=0.5, σ=2 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 0.5977 0.6326 0.6768 0.5977 0.6326 0.6768 0.5977 0.6326 0.6768 0.5977 0.6326 0.6768 0.5977 0.6326 0.6768
 10 . . . 0.5977 0.6326 0.6768 0.5977 0.6326 0.6768 0.5977 0.6326 0.6768 0.5977 0.6326 0.6768
 20 . . . 0.5977 0.6326 0.6768 0.5977 0.6326 0.6768 0.5977 0.6326 0.6768 0.5977 0.6326 0.6768
 50 . . . 0.5977 0.6326 0.6768 0.5977 0.6326 0.6768 0.5977 0.6326 0.6768 0.5977 0.6326 0.6768
10 5 0.5951 0.6377 0.6627 0.5951 0.6377 0.6627 0.5951 0.6377 0.6627 0.5951 0.6377 0.6627 0.5951 0.6377 0.6627
 10 . . . 0.5951 0.6377 0.6627 0.5951 0.6377 0.6627 0.5951 0.6377 0.6627 0.5951 0.6377 0.6627
 20 . . . 0.5951 0.6377 0.6627 0.5951 0.6377 0.6627 0.5951 0.6377 0.6627 0.5951 0.6377 0.6627
 50 . . . 0.5951 0.6377 0.6627 0.5951 0.6377 0.6627 0.5951 0.6377 0.6627 0.5951 0.6377 0.6627
20 5 0.6151 0.6365 0.6602 0.6151 0.6365 0.6602 0.6151 0.6365 0.6602 0.6151 0.6365 0.6602 0.6151 0.6365 0.6602
 10 . . . 0.6151 0.6365 0.6602 0.6151 0.6365 0.6602 0.6151 0.6365 0.6602 0.6151 0.6365 0.6602
 20 . . . 0.6151 0.6365 0.6602 0.6151 0.6365 0.6602 0.6151 0.6365 0.6602 0.6151 0.6365 0.6602
 30 . . . 0.6151 0.6365 0.6602 0.6151 0.6365 0.6602 0.6151 0.6365 0.6602 0.6151 0.6365 0.6602
 50 . . . 0.6151 0.6365 0.6602 0.6151 0.6365 0.6602 0.6151 0.6365 0.6602 0.6151 0.6365 0.6602
35 5 0.6153 0.6377 0.6542 0.6153 0.6377 0.6542 0.6153 0.6377 0.6542 0.6153 0.6377 0.6542 0.6153 0.6377 0.6542
 10 . . . 0.6153 0.6377 0.6542 0.6153 0.6377 0.6542 0.6153 0.6377 0.6542 0.6153 0.6377 0.6542
 20 . . . 0.6153 0.6377 0.6542 0.6153 0.6377 0.6542 0.6153 0.6377 0.6542 0.6153 0.6377 0.6542
 35 . . . 0.6153 0.6377 0.6542 0.6153 0.6377 0.6542 0.6153 0.6377 0.6542 0.6153 0.6377 0.6542
 50 . . . 0.6153 0.6377 0.6542 0.6153 0.6377 0.6542 0.6153 0.6377 0.6542 0.6153 0.6377 0.6542
 70 . . . 0.6153 0.6377 0.6542 0.6153 0.6377 0.6542 0.6153 0.6377 0.6542 0.6153 0.6377 0.6542
50 5 0.6217 0.6337 0.6484 0.6217 0.6337 0.6484 0.6217 0.6337 0.6484 0.6217 0.6333 0.6483 0.6217 0.6337 0.6484
 10 . . . 0.6217 0.6337 0.6484 0.6217 0.6337 0.6484 0.6216 0.6334 0.6483 0.6217 0.6337 0.6484
 20 . . . 0.6217 0.6337 0.6484 0.6217 0.6337 0.6484 0.6216 0.6335 0.6483 0.6217 0.6337 0.6484
 50 . . . 0.6217 0.6337 0.6484 0.6217 0.6337 0.6484 0.6217 0.6337 0.6484 0.6217 0.6337 0.6484
 70 . . . 0.6217 0.6337 0.6484 0.6217 0.6337 0.6484 0.6217 0.6337 0.6484 0.6217 0.6337 0.6484
 90 . . . 0.6217 0.6337 0.6484 0.6217 0.6337 0.6484 0.6217 0.6336 0.6484 0.6217 0.6337 0.6484
 
  
454 
455 
 
 
 
Table 2.276 Discrimination: Overall C statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=2, σ=0.5; reference: Weibull γ=0.5, σ=4 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 0.5977 0.6326 0.6768 0.5977 0.6326 0.6768 0.5977 0.6326 0.6768 0.5977 0.6326 0.6768 0.5977 0.6326 0.6768
 10 . . . 0.5977 0.6326 0.6768 0.5977 0.6326 0.6768 0.5977 0.6326 0.6768 0.5977 0.6326 0.6768
 20 . . . 0.5977 0.6326 0.6768 0.5977 0.6326 0.6768 0.5977 0.6326 0.6768 0.5977 0.6326 0.6768
 50 . . . 0.5977 0.6326 0.6768 0.5977 0.6326 0.6768 0.5977 0.6326 0.6768 0.5977 0.6326 0.6768
10 5 0.5951 0.6377 0.6627 0.5951 0.6377 0.6627 0.5951 0.6377 0.6627 0.5951 0.6377 0.6627 0.5951 0.6377 0.6627
 10 . . . 0.5951 0.6377 0.6627 0.5951 0.6377 0.6627 0.5951 0.6377 0.6627 0.5951 0.6377 0.6627
 20 . . . 0.5951 0.6377 0.6627 0.5951 0.6377 0.6627 0.5951 0.6377 0.6627 0.5951 0.6377 0.6627
 50 . . . 0.5951 0.6377 0.6627 0.5951 0.6377 0.6627 0.5951 0.6377 0.6627 0.5951 0.6377 0.6627
20 5 0.6151 0.6365 0.6602 0.6151 0.6365 0.6602 0.6151 0.6365 0.6602 0.6151 0.6365 0.6602 0.6151 0.6365 0.6602
 10 . . . 0.6151 0.6365 0.6602 0.6151 0.6365 0.6602 0.6151 0.6365 0.6602 0.6151 0.6365 0.6602
 20 . . . 0.6151 0.6365 0.6602 0.6151 0.6365 0.6602 0.6151 0.6365 0.6602 0.6151 0.6365 0.6602
 30 . . . 0.6151 0.6365 0.6602 0.6151 0.6365 0.6602 0.6151 0.6365 0.6602 0.6151 0.6365 0.6602
 50 . . . 0.6151 0.6365 0.6602 0.6151 0.6365 0.6602 0.6151 0.6365 0.6602 0.6151 0.6365 0.6602
35 5 0.6153 0.6377 0.6542 0.6153 0.6377 0.6542 0.6153 0.6377 0.6542 0.6153 0.6377 0.6541 0.6153 0.6377 0.6542
 10 . . . 0.6153 0.6377 0.6542 0.6153 0.6377 0.6542 0.6153 0.6377 0.6542 0.6153 0.6377 0.6542
 20 . . . 0.6153 0.6377 0.6542 0.6153 0.6377 0.6542 0.6153 0.6377 0.6542 0.6153 0.6377 0.6542
 35 . . . 0.6153 0.6377 0.6542 0.6153 0.6377 0.6542 0.6153 0.6377 0.6542 0.6153 0.6377 0.6542
 50 . . . 0.6153 0.6377 0.6542 0.6153 0.6377 0.6542 0.6153 0.6377 0.6542 0.6153 0.6377 0.6542
 70 . . . 0.6153 0.6377 0.6542 0.6153 0.6377 0.6542 0.6153 0.6377 0.6542 0.6153 0.6377 0.6542
50 5 0.6217 0.6337 0.6484 0.6217 0.6337 0.6484 0.6217 0.6337 0.6484 0.6215 0.6335 0.6483 0.6217 0.6337 0.6484
 10 . . . 0.6217 0.6337 0.6484 0.6217 0.6337 0.6484 0.6215 0.6335 0.6483 0.6217 0.6337 0.6484
 20 . . . 0.6217 0.6337 0.6484 0.6217 0.6337 0.6484 0.6216 0.6335 0.6483 0.6217 0.6337 0.6484
 50 . . . 0.6217 0.6337 0.6484 0.6217 0.6337 0.6484 0.6217 0.6337 0.6484 0.6217 0.6337 0.6484
 70 . . . 0.6217 0.6337 0.6484 0.6217 0.6337 0.6484 0.6217 0.6337 0.6484 0.6217 0.6337 0.6484
 90 . . . 0.6217 0.6337 0.6484 0.6217 0.6337 0.6484 0.5017 0.5047 0.5151 0.6217 0.6337 0.6484
 
  
455 
456 
 
 
 
Table 2.277 Discrimination: Overall C statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=2, σ=1; reference: Weibull γ=0.5, σ=0.5 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 0.7245 0.7575 0.7903 0.7245 0.7575 0.7903 0.7245 0.7575 0.7903 0.7245 0.7575 0.7903 0.7245 0.7575 0.7903
 10 . . . 0.7245 0.7575 0.7903 0.7245 0.7575 0.7903 0.7245 0.7575 0.7903 0.7245 0.7575 0.7903
 20 . . . 0.7245 0.7575 0.7903 0.7245 0.7575 0.7903 0.7245 0.7575 0.7903 0.7245 0.7575 0.7903
 50 . . . 0.7245 0.7575 0.7903 0.7245 0.7575 0.7903 0.7245 0.7575 0.7903 0.7245 0.7575 0.7903
10 5 0.7243 0.7543 0.7813 0.7243 0.7543 0.7813 0.7243 0.7543 0.7813 0.7243 0.7543 0.7813 0.7243 0.7543 0.7813
 10 . . . 0.7243 0.7543 0.7813 0.7243 0.7543 0.7813 0.7243 0.7543 0.7813 0.7243 0.7543 0.7813
 20 . . . 0.7243 0.7543 0.7813 0.7243 0.7543 0.7813 0.7243 0.7543 0.7813 0.7243 0.7543 0.7813
 50 . . . 0.7243 0.7543 0.7813 0.7243 0.7543 0.7813 0.7243 0.7543 0.7813 0.7243 0.7543 0.7813
20 5 0.7293 0.7448 0.7634 0.7293 0.7448 0.7634 0.7293 0.7448 0.7634 0.7292 0.7447 0.7633 0.7293 0.7448 0.7634
 10 . . . 0.7293 0.7448 0.7634 0.7293 0.7448 0.7634 0.7293 0.7447 0.7633 0.7293 0.7448 0.7634
 20 . . . 0.7293 0.7448 0.7634 0.7293 0.7448 0.7634 0.7293 0.7448 0.7634 0.7293 0.7448 0.7634
 30 . . . 0.7293 0.7448 0.7634 0.7293 0.7448 0.7634 0.7293 0.7448 0.7634 0.7293 0.7448 0.7634
 50 . . . 0.7293 0.7448 0.7634 0.7293 0.7448 0.7634 0.7293 0.7448 0.7634 0.7293 0.7448 0.7634
35 5 0.7282 0.7431 0.7549 0.7282 0.7431 0.7549 0.7282 0.7431 0.7549 0.7276 0.7426 0.7544 0.7282 0.7431 0.7549
 10 . . . 0.7282 0.7431 0.7549 0.7282 0.7431 0.7549 0.7276 0.7423 0.754 0.7282 0.7431 0.7549
 20 . . . 0.7282 0.7431 0.7549 0.7282 0.7431 0.7549 0.7279 0.7427 0.7546 0.7282 0.7431 0.7549
 35 . . . 0.7282 0.7431 0.7549 0.7282 0.7431 0.7549 0.7282 0.7431 0.7549 0.7282 0.7431 0.7549
 50 . . . 0.7282 0.7431 0.7549 0.7282 0.7431 0.7549 0.7282 0.7431 0.7549 0.7282 0.7431 0.7549
 70 . . . 0.7282 0.7431 0.7549 0.7282 0.7431 0.7549 0.7282 0.7431 0.7549 0.7282 0.7431 0.7549
50 5 0.7209 0.7359 0.7496 0.7209 0.7359 0.7496 0.7209 0.7359 0.7496 0.7188 0.7337 0.7464 0.7209 0.7359 0.7496
 10 . . . 0.7209 0.7359 0.7496 0.7209 0.7359 0.7496 0.7185 0.7336 0.7461 0.7209 0.7359 0.7496
 20 . . . 0.7209 0.7359 0.7496 0.7209 0.7359 0.7496 0.719 0.7337 0.7463 0.7209 0.7359 0.7496
 50 . . . 0.7209 0.7359 0.7496 0.7209 0.7359 0.7496 0.7209 0.7359 0.7496 0.7209 0.7359 0.7496
 70 . . . 0.7209 0.7359 0.7496 0.7209 0.7359 0.7496 0.7209 0.7359 0.7496 0.7209 0.7359 0.7496
 90 . . . 0.7209 0.7359 0.7496 0.7209 0.7359 0.7496 0.7209 0.7359 0.7496 0.7209 0.7359 0.7496
 
  
456 
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Table 2.278 Discrimination: Overall C statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=2, σ=1; reference: Weibull γ=0.5, σ=1 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 0.7245 0.7575 0.7903 0.7245 0.7575 0.7903 0.7245 0.7575 0.7903 0.7245 0.7575 0.7903 0.7245 0.7575 0.7903
 10 . . . 0.7245 0.7575 0.7903 0.7245 0.7575 0.7903 0.7245 0.7575 0.7903 0.7245 0.7575 0.7903
 20 . . . 0.7245 0.7575 0.7903 0.7245 0.7575 0.7903 0.7245 0.7575 0.7903 0.7245 0.7575 0.7903
 50 . . . 0.7245 0.7575 0.7903 0.7245 0.7575 0.7903 0.7245 0.7575 0.7903 0.7245 0.7575 0.7903
10 5 0.7243 0.7543 0.7813 0.7243 0.7543 0.7813 0.7243 0.7543 0.7813 0.7243 0.7543 0.7813 0.7243 0.7543 0.7813
 10 . . . 0.7243 0.7543 0.7813 0.7243 0.7543 0.7813 0.7243 0.7543 0.7813 0.7243 0.7543 0.7813
 20 . . . 0.7243 0.7543 0.7813 0.7243 0.7543 0.7813 0.7243 0.7543 0.7813 0.7243 0.7543 0.7813
 50 . . . 0.7243 0.7543 0.7813 0.7243 0.7543 0.7813 0.7243 0.7543 0.7813 0.7243 0.7543 0.7813
20 5 0.7293 0.7448 0.7634 0.7293 0.7448 0.7634 0.7293 0.7448 0.7634 0.7292 0.7447 0.7633 0.7293 0.7448 0.7634
 10 . . . 0.7293 0.7448 0.7634 0.7293 0.7448 0.7634 0.7292 0.7447 0.7633 0.7293 0.7448 0.7634
 20 . . . 0.7293 0.7448 0.7634 0.7293 0.7448 0.7634 0.7293 0.7448 0.7634 0.7293 0.7448 0.7634
 30 . . . 0.7293 0.7448 0.7634 0.7293 0.7448 0.7634 0.7293 0.7448 0.7634 0.7293 0.7448 0.7634
 50 . . . 0.7293 0.7448 0.7634 0.7293 0.7448 0.7634 0.7293 0.7448 0.7634 0.7293 0.7448 0.7634
35 5 0.7282 0.7431 0.7549 0.7282 0.7431 0.7549 0.7282 0.7431 0.7549 0.7276 0.7429 0.7546 0.7282 0.7431 0.7549
 10 . . . 0.7282 0.7431 0.7549 0.7282 0.7431 0.7549 0.7275 0.7425 0.7546 0.7282 0.7431 0.7549
 20 . . . 0.7282 0.7431 0.7549 0.7282 0.7431 0.7549 0.7279 0.7427 0.7546 0.7282 0.7431 0.7549
 35 . . . 0.7282 0.7431 0.7549 0.7282 0.7431 0.7549 0.7282 0.7431 0.7549 0.7282 0.7431 0.7549
 50 . . . 0.7282 0.7431 0.7549 0.7282 0.7431 0.7549 0.7282 0.7431 0.7549 0.7282 0.7431 0.7549
 70 . . . 0.7282 0.7431 0.7549 0.7282 0.7431 0.7549 0.7282 0.7431 0.7549 0.7282 0.7431 0.7549
50 5 0.7209 0.7359 0.7496 0.7209 0.7359 0.7496 0.7209 0.7359 0.7496 0.7188 0.7339 0.7473 0.7209 0.7359 0.7496
 10 . . . 0.7209 0.7359 0.7496 0.7209 0.7359 0.7496 0.7181 0.7336 0.7463 0.7209 0.7359 0.7496
 20 . . . 0.7209 0.7359 0.7496 0.7209 0.7359 0.7496 0.7184 0.7337 0.7472 0.7209 0.7359 0.7496
 50 . . . 0.7209 0.7359 0.7496 0.7209 0.7359 0.7496 0.7209 0.7359 0.7496 0.7209 0.7359 0.7496
 70 . . . 0.7209 0.7359 0.7496 0.7209 0.7359 0.7496 0.7209 0.7359 0.7496 0.7209 0.7359 0.7496
 90 . . . 0.7209 0.7359 0.7496 0.7209 0.7359 0.7496 0.7209 0.7359 0.7496 0.7209 0.7359 0.7496
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Table 2.279 Discrimination: Overall C statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=2, σ=1; reference: Weibull γ=0.5, σ=2 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 0.7245 0.7575 0.7903 0.7245 0.7575 0.7903 0.7245 0.7575 0.7903 0.7245 0.7575 0.7903 0.7245 0.7575 0.7903
 10 . . . 0.7245 0.7575 0.7903 0.7245 0.7575 0.7903 0.7245 0.7575 0.7903 0.7245 0.7575 0.7903
 20 . . . 0.7245 0.7575 0.7903 0.7245 0.7575 0.7903 0.7245 0.7575 0.7903 0.7245 0.7575 0.7903
 50 . . . 0.7245 0.7575 0.7903 0.7245 0.7575 0.7903 0.7245 0.7575 0.7903 0.7245 0.7575 0.7903
10 5 0.7243 0.7543 0.7813 0.7243 0.7543 0.7813 0.7243 0.7543 0.7813 0.7243 0.7543 0.7813 0.7243 0.7543 0.7813
 10 . . . 0.7243 0.7543 0.7813 0.7243 0.7543 0.7813 0.7243 0.7543 0.7813 0.7243 0.7543 0.7813
 20 . . . 0.7243 0.7543 0.7813 0.7243 0.7543 0.7813 0.7243 0.7543 0.7813 0.7243 0.7543 0.7813
 50 . . . 0.7243 0.7543 0.7813 0.7243 0.7543 0.7813 0.7243 0.7543 0.7813 0.7243 0.7543 0.7813
20 5 0.7293 0.7448 0.7634 0.7293 0.7448 0.7634 0.7293 0.7448 0.7634 0.7292 0.7447 0.7633 0.7293 0.7448 0.7634
 10 . . . 0.7293 0.7448 0.7634 0.7293 0.7448 0.7634 0.7292 0.7447 0.7633 0.7293 0.7448 0.7634
 20 . . . 0.7293 0.7448 0.7634 0.7293 0.7448 0.7634 0.7293 0.7448 0.7633 0.7293 0.7448 0.7634
 30 . . . 0.7293 0.7448 0.7634 0.7293 0.7448 0.7634 0.7293 0.7448 0.7634 0.7293 0.7448 0.7634
 50 . . . 0.7293 0.7448 0.7634 0.7293 0.7448 0.7634 0.7293 0.7448 0.7634 0.7293 0.7448 0.7634
35 5 0.7282 0.7431 0.7549 0.7282 0.7431 0.7549 0.7282 0.7431 0.7549 0.7277 0.7424 0.7543 0.7282 0.7431 0.7549
 10 . . . 0.7282 0.7431 0.7549 0.7282 0.7431 0.7549 0.7276 0.7424 0.7541 0.7282 0.7431 0.7549
 20 . . . 0.7282 0.7431 0.7549 0.7282 0.7431 0.7549 0.7277 0.7425 0.7546 0.7282 0.7431 0.7549
 35 . . . 0.7282 0.7431 0.7549 0.7282 0.7431 0.7549 0.728 0.7429 0.7548 0.7282 0.7431 0.7549
 50 . . . 0.7282 0.7431 0.7549 0.7282 0.7431 0.7549 0.7282 0.7431 0.7549 0.7282 0.7431 0.7549
 70 . . . 0.7282 0.7431 0.7549 0.7282 0.7431 0.7549 0.7282 0.7431 0.7549 0.7282 0.7431 0.7549
50 5 0.7209 0.7359 0.7496 0.7209 0.7359 0.7496 0.7209 0.7359 0.7496 0.7187 0.7338 0.7467 0.7209 0.7359 0.7496
 10 . . . 0.7209 0.7359 0.7496 0.7209 0.7359 0.7496 0.7187 0.7338 0.7466 0.7209 0.7359 0.7496
 20 . . . 0.7209 0.7359 0.7496 0.7209 0.7359 0.7496 0.7184 0.7337 0.7463 0.7209 0.7359 0.7496
 50 . . . 0.7209 0.7359 0.7496 0.7209 0.7359 0.7496 0.7208 0.7356 0.7495 0.7209 0.7359 0.7496
 70 . . . 0.7209 0.7359 0.7496 0.7209 0.7359 0.7496 0.7209 0.7359 0.7496 0.7209 0.7359 0.7496
 90 . . . 0.7209 0.7359 0.7496 0.7209 0.7359 0.7496 0.7187 0.7331 0.7472 0.7209 0.7359 0.7496
 
  
458 
459 
 
 
 
Table 2.280 Discrimination: Overall C statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=2, σ=1; reference: Weibull γ=0.5, σ=4 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 0.7245 0.7575 0.7903 0.7245 0.7575 0.7903 0.7245 0.7575 0.7903 0.7245 0.7575 0.7903 0.7245 0.7575 0.7903
 10 . . . 0.7245 0.7575 0.7903 0.7245 0.7575 0.7903 0.7245 0.7575 0.7903 0.7245 0.7575 0.7903
 20 . . . 0.7245 0.7575 0.7903 0.7245 0.7575 0.7903 0.7245 0.7575 0.7903 0.7245 0.7575 0.7903
 50 . . . 0.7245 0.7575 0.7903 0.7245 0.7575 0.7903 0.7245 0.7575 0.7903 0.7245 0.7575 0.7903
10 5 0.7243 0.7543 0.7813 0.7243 0.7543 0.7813 0.7243 0.7543 0.7813 0.7243 0.7543 0.7813 0.7243 0.7543 0.7813
 10 . . . 0.7243 0.7543 0.7813 0.7243 0.7543 0.7813 0.7243 0.7543 0.7813 0.7243 0.7543 0.7813
 20 . . . 0.7243 0.7543 0.7813 0.7243 0.7543 0.7813 0.7243 0.7543 0.7813 0.7243 0.7543 0.7813
 50 . . . 0.7243 0.7543 0.7813 0.7243 0.7543 0.7813 0.7243 0.7543 0.7813 0.7243 0.7543 0.7813
20 5 0.7293 0.7448 0.7634 0.7293 0.7448 0.7634 0.7293 0.7448 0.7634 0.7292 0.7447 0.7633 0.7293 0.7448 0.7634
 10 . . . 0.7293 0.7448 0.7634 0.7293 0.7448 0.7634 0.7292 0.7447 0.7633 0.7293 0.7448 0.7634
 20 . . . 0.7293 0.7448 0.7634 0.7293 0.7448 0.7634 0.7292 0.7447 0.7633 0.7293 0.7448 0.7634
 30 . . . 0.7293 0.7448 0.7634 0.7293 0.7448 0.7634 0.7292 0.7447 0.7633 0.7293 0.7448 0.7634
 50 . . . 0.7293 0.7448 0.7634 0.7293 0.7448 0.7634 0.7293 0.7448 0.7634 0.7293 0.7448 0.7634
35 5 0.7282 0.7431 0.7549 0.7282 0.7431 0.7549 0.7282 0.7431 0.7549 0.7276 0.7425 0.7543 0.7282 0.7431 0.7549
 10 . . . 0.7282 0.7431 0.7549 0.7282 0.7431 0.7549 0.7276 0.7424 0.7543 0.7282 0.7431 0.7549
 20 . . . 0.7282 0.7431 0.7549 0.7282 0.7431 0.7549 0.7276 0.7423 0.7545 0.7282 0.7431 0.7549
 35 . . . 0.7282 0.7431 0.7549 0.7282 0.7431 0.7549 0.7276 0.7427 0.7546 0.7282 0.7431 0.7549
 50 . . . 0.7282 0.7431 0.7549 0.7282 0.7431 0.7549 0.7282 0.7431 0.7549 0.7282 0.7431 0.7549
 70 . . . 0.7282 0.7431 0.7549 0.7282 0.7431 0.7549 0.7281 0.743 0.7548 0.7282 0.7431 0.7549
50 5 0.7209 0.7359 0.7496 0.7209 0.7359 0.7496 0.7209 0.7359 0.7496 0.7187 0.7338 0.7471 0.7209 0.7359 0.7496
 10 . . . 0.7209 0.7359 0.7496 0.7209 0.7359 0.7496 0.7187 0.7338 0.7471 0.7209 0.7359 0.7496
 20 . . . 0.7209 0.7359 0.7496 0.7209 0.7359 0.7496 0.7186 0.7337 0.7467 0.7209 0.7359 0.7496
 50 . . . 0.7209 0.7359 0.7496 0.7209 0.7359 0.7496 0.7205 0.7352 0.749 0.7209 0.7359 0.7496
 70 . . . 0.7209 0.7359 0.7496 0.7209 0.7359 0.7496 0.7208 0.7358 0.7495 0.7209 0.7359 0.7496
 90 . . . 0.7209 0.7359 0.7496 0.7209 0.7359 0.7496 0.5508 0.5669 0.593 0.7209 0.7359 0.7496
 
  
459 
460 
 
 
 
Table 2.281 Discrimination: Overall C statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=2, σ=2; reference: Weibull γ=0.5, σ=0.5 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 0.868 0.8973 0.9121 0.868 0.8973 0.9121 0.868 0.8973 0.9121 0.868 0.8973 0.9121 0.868 0.8973 0.9121
 10 . . . 0.868 0.8973 0.9121 0.868 0.8973 0.9121 0.868 0.8973 0.9121 0.868 0.8973 0.9121
 20 . . . 0.868 0.8973 0.9121 0.868 0.8973 0.9121 0.868 0.8973 0.9121 0.868 0.8973 0.9121
 50 . . . 0.868 0.8973 0.9121 0.868 0.8973 0.9121 0.8673 0.8962 0.9118 0.868 0.8973 0.9121
10 5 0.8703 0.8872 0.9018 0.8703 0.8872 0.9018 0.8703 0.8872 0.9018 0.8703 0.8872 0.9018 0.8703 0.8872 0.9018
 10 . . . 0.8703 0.8872 0.9018 0.8703 0.8872 0.9018 0.8703 0.8872 0.9018 0.8703 0.8872 0.9018
 20 . . . 0.8703 0.8872 0.9018 0.8703 0.8872 0.9018 0.8703 0.8872 0.9018 0.8703 0.8872 0.9018
 50 . . . 0.8703 0.8872 0.9018 0.8703 0.8872 0.9018 0.8694 0.8869 0.9015 0.8703 0.8872 0.9018
20 5 0.8563 0.8711 0.8863 0.8563 0.8711 0.8863 0.8563 0.8711 0.8863 0.8552 0.87 0.8851 0.8563 0.8711 0.8862
 10 . . . 0.8563 0.8711 0.8863 0.8563 0.8711 0.8863 0.8563 0.8711 0.8862 0.8563 0.8711 0.8863
 20 . . . 0.8563 0.8711 0.8863 0.8563 0.8711 0.8863 0.8563 0.8711 0.8863 0.8563 0.8711 0.8863
 30 . . . 0.8563 0.8711 0.8863 0.8563 0.8711 0.8863 0.8563 0.8711 0.8863 0.8563 0.8711 0.8863
 50 . . . 0.8563 0.8711 0.8863 0.8563 0.8711 0.8863 0.8563 0.8707 0.8858 0.8563 0.8711 0.8863
35 5 0.8441 0.8563 0.8661 0.8441 0.8563 0.8661 0.8441 0.8563 0.8661 0.8405 0.8517 0.8622 0.8441 0.8563 0.8661
 10 . . . 0.8441 0.8563 0.8661 0.8441 0.8563 0.8661 0.8393 0.8519 0.8605 0.844 0.8562 0.866
 20 . . . 0.8441 0.8563 0.8661 0.8441 0.8563 0.8661 0.8413 0.8532 0.8626 0.8441 0.8562 0.8661
 35 . . . 0.8441 0.8563 0.8661 0.8441 0.8563 0.8661 0.8441 0.8562 0.8661 0.8441 0.8562 0.8661
 50 . . . 0.8441 0.8563 0.8661 0.8441 0.8563 0.8661 0.8438 0.8562 0.8658 0.844 0.8562 0.866
 70 . . . 0.844 0.8563 0.8661 0.844 0.8563 0.8661 0.8435 0.8555 0.8658 0.8439 0.8562 0.8661
50 5 0.8384 0.8463 0.8536 0.8383 0.846 0.8537 0.8383 0.846 0.8537 0.8307 0.8395 0.8487 0.8382 0.8459 0.8537
 10 . . . 0.8384 0.8463 0.8537 0.8384 0.8463 0.8537 0.8292 0.8374 0.8466 0.8384 0.8463 0.8537
 20 . . . 0.8384 0.8461 0.8536 0.8384 0.8461 0.8536 0.8257 0.8344 0.8424 0.8384 0.846 0.8536
 50 . . . 0.8384 0.8463 0.8536 0.8384 0.8463 0.8536 0.8384 0.8463 0.8536 0.8384 0.8462 0.8536
 70 . . . 0.8383 0.8463 0.8536 0.8383 0.8463 0.8535 0.838 0.8461 0.8528 0.8383 0.8463 0.8535
 90 . . . 0.8384 0.8464 0.8536 0.8384 0.8464 0.8536 0.8358 0.8443 0.8518 0.8383 0.8464 0.8536
 
  
460 
461 
 
 
 
Table 2.282 Discrimination: Overall C statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=2, σ=2; reference: Weibull γ=0.5, σ=1 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 0.868 0.8973 0.9121 0.868 0.8973 0.9121 0.868 0.8973 0.9121 0.868 0.8973 0.9121 0.868 0.8973 0.9121
 10 . . . 0.868 0.8973 0.9121 0.868 0.8973 0.9121 0.868 0.8973 0.9121 0.868 0.8973 0.9121
 20 . . . 0.868 0.8973 0.9121 0.868 0.8973 0.9121 0.868 0.8973 0.9121 0.868 0.8973 0.9121
 50 . . . 0.868 0.8973 0.9121 0.868 0.8973 0.9121 0.8672 0.8962 0.9112 0.868 0.8973 0.9121
10 5 0.8703 0.8872 0.9018 0.8703 0.8872 0.9018 0.8703 0.8872 0.9018 0.8703 0.8872 0.9018 0.8703 0.8872 0.9018
 10 . . . 0.8703 0.8872 0.9018 0.8703 0.8872 0.9018 0.8703 0.8872 0.9018 0.8703 0.8872 0.9018
 20 . . . 0.8703 0.8872 0.9018 0.8703 0.8872 0.9018 0.8703 0.8872 0.9018 0.8703 0.8872 0.9018
 50 . . . 0.8703 0.8872 0.9018 0.8703 0.8872 0.9018 0.8697 0.8866 0.9015 0.8703 0.8872 0.9018
20 5 0.8563 0.8711 0.8863 0.8563 0.8711 0.8863 0.8563 0.8711 0.8863 0.8555 0.8703 0.885 0.8563 0.8711 0.8863
 10 . . . 0.8563 0.8711 0.8863 0.8563 0.8711 0.8863 0.8558 0.8706 0.8858 0.8563 0.8711 0.8863
 20 . . . 0.8563 0.8711 0.8863 0.8563 0.8711 0.8863 0.8563 0.8711 0.8863 0.8563 0.8711 0.8863
 30 . . . 0.8563 0.8711 0.8863 0.8563 0.8711 0.8863 0.8563 0.8711 0.8863 0.8563 0.8711 0.8863
 50 . . . 0.8563 0.8711 0.8863 0.8563 0.8711 0.8863 0.8562 0.871 0.8861 0.8563 0.8711 0.8863
35 5 0.8441 0.8563 0.8661 0.844 0.8563 0.8661 0.844 0.8563 0.8661 0.8396 0.8527 0.8619 0.8438 0.8563 0.866
 10 . . . 0.8441 0.8563 0.8661 0.8441 0.8563 0.8661 0.8394 0.8515 0.8612 0.844 0.8562 0.8661
 20 . . . 0.844 0.8563 0.8661 0.844 0.8563 0.8661 0.8401 0.852 0.8609 0.8439 0.8562 0.866
 35 . . . 0.8441 0.8563 0.8661 0.8441 0.8563 0.8661 0.844 0.8563 0.8661 0.844 0.8563 0.8661
 50 . . . 0.844 0.8563 0.8661 0.844 0.8563 0.8661 0.8438 0.856 0.866 0.8439 0.8562 0.8661
 70 . . . 0.8441 0.8563 0.8661 0.8441 0.8563 0.8661 0.8434 0.8555 0.8656 0.844 0.8563 0.8661
50 5 0.8384 0.8463 0.8536 0.8384 0.8463 0.8536 0.8384 0.8463 0.8536 0.8325 0.8412 0.8483 0.8384 0.8463 0.8535
 10 . . . 0.8383 0.8463 0.8536 0.8383 0.8464 0.8536 0.8297 0.8395 0.8458 0.8382 0.8463 0.8536
 20 . . . 0.8383 0.8464 0.8536 0.8383 0.8464 0.8537 0.8268 0.8357 0.8427 0.8382 0.8463 0.8536
 50 . . . 0.8384 0.8464 0.8536 0.8384 0.8464 0.8536 0.8384 0.8463 0.8536 0.8383 0.8463 0.8536
 70 . . . 0.8384 0.8463 0.8536 0.8384 0.8463 0.8536 0.838 0.8458 0.8531 0.8383 0.8463 0.8536
 90 . . . 0.8383 0.8463 0.8536 0.8383 0.8464 0.8536 0.8328 0.8425 0.8495 0.8383 0.8463 0.8536
 
  
461 
462 
 
 
 
Table 2.283 Discrimination: Overall C statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=2, σ=2; reference: Weibull γ=0.5, σ=2 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 0.868 0.8973 0.9121 0.868 0.8973 0.9121 0.868 0.8973 0.9121 0.868 0.8973 0.9121 0.868 0.8973 0.9121
 10 . . . 0.868 0.8973 0.9121 0.868 0.8973 0.9121 0.868 0.8973 0.9121 0.868 0.8973 0.9121
 20 . . . 0.868 0.8973 0.9121 0.868 0.8973 0.9121 0.868 0.8973 0.9121 0.868 0.8973 0.9121
 50 . . . 0.868 0.8973 0.9121 0.868 0.8973 0.9121 0.8678 0.8966 0.9113 0.868 0.8973 0.9121
10 5 0.8703 0.8872 0.9018 0.8703 0.8872 0.9018 0.8703 0.8872 0.9018 0.8699 0.8869 0.9016 0.8703 0.8872 0.9018
 10 . . . 0.8703 0.8872 0.9018 0.8703 0.8872 0.9018 0.8703 0.8872 0.9018 0.8703 0.8872 0.9018
 20 . . . 0.8703 0.8872 0.9018 0.8703 0.8872 0.9018 0.8703 0.8872 0.9018 0.8703 0.8872 0.9018
 50 . . . 0.8703 0.8872 0.9018 0.8703 0.8872 0.9018 0.8698 0.8868 0.9015 0.8703 0.8872 0.9018
20 5 0.8563 0.8711 0.8863 0.8563 0.8711 0.8863 0.8563 0.8711 0.8863 0.8552 0.8701 0.8852 0.8563 0.8711 0.8863
 10 . . . 0.8563 0.8711 0.8863 0.8563 0.8711 0.8863 0.8552 0.87 0.8852 0.8563 0.8711 0.8863
 20 . . . 0.8563 0.8711 0.8863 0.8563 0.8711 0.8863 0.8563 0.8709 0.8863 0.8563 0.8711 0.8863
 30 . . . 0.8563 0.8711 0.8863 0.8563 0.8711 0.8863 0.8563 0.8711 0.8863 0.8563 0.8711 0.8863
 50 . . . 0.8563 0.8711 0.8863 0.8563 0.8711 0.8863 0.8562 0.8711 0.8862 0.8563 0.8711 0.8863
35 5 0.8441 0.8563 0.8661 0.844 0.8563 0.8661 0.844 0.8563 0.8661 0.8414 0.8538 0.8634 0.8437 0.8562 0.8661
 10 . . . 0.8441 0.8563 0.8661 0.8441 0.8563 0.8661 0.8403 0.853 0.862 0.844 0.8563 0.866
 20 . . . 0.8441 0.8563 0.8661 0.8441 0.8563 0.8661 0.8395 0.8515 0.8613 0.844 0.8562 0.8661
 35 . . . 0.8441 0.8563 0.8661 0.8441 0.8563 0.8661 0.8427 0.8558 0.8654 0.844 0.8562 0.8661
 50 . . . 0.8441 0.8563 0.8661 0.8441 0.8563 0.8661 0.8439 0.8562 0.866 0.844 0.8562 0.8661
 70 . . . 0.8441 0.8563 0.8661 0.8441 0.8563 0.8661 0.8426 0.8544 0.8648 0.844 0.8562 0.8661
50 5 0.8384 0.8463 0.8536 0.8384 0.8463 0.8536 0.8384 0.8463 0.8536 0.8347 0.843 0.8498 0.8384 0.8463 0.8535
 10 . . . 0.8384 0.8463 0.8535 0.8384 0.8463 0.8535 0.8329 0.8419 0.8489 0.8383 0.8463 0.8535
 20 . . . 0.8384 0.8463 0.8536 0.8384 0.8463 0.8536 0.83 0.8387 0.8449 0.8383 0.8463 0.8536
 50 . . . 0.8384 0.8463 0.8536 0.8384 0.8463 0.8536 0.8325 0.8426 0.8531 0.8384 0.8463 0.8536
 70 . . . 0.8384 0.8463 0.8536 0.8384 0.8463 0.8536 0.8374 0.845 0.8523 0.8384 0.8463 0.8536
 90 . . . 0.8384 0.8464 0.8536 0.8384 0.8463 0.8536 0.8145 0.824 0.8321 0.8384 0.8463 0.8536
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Table 2.284 Discrimination: Overall C statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=2, σ=2; reference: Weibull γ=0.5, σ=4 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 0.868 0.8973 0.9121 0.868 0.8973 0.9121 0.868 0.8973 0.9121 0.868 0.8973 0.9121 0.868 0.8973 0.9121
 10 . . . 0.868 0.8973 0.9121 0.868 0.8973 0.9121 0.868 0.8973 0.9121 0.868 0.8973 0.9121
 20 . . . 0.868 0.8973 0.9121 0.868 0.8973 0.9121 0.868 0.8973 0.9121 0.868 0.8973 0.9121
 50 . . . 0.868 0.8973 0.9121 0.868 0.8973 0.9121 0.8679 0.8966 0.9112 0.868 0.8973 0.9121
10 5 0.8703 0.8872 0.9018 0.8703 0.8872 0.9018 0.8703 0.8872 0.9018 0.8699 0.887 0.9016 0.8703 0.8872 0.9018
 10 . . . 0.8703 0.8872 0.9018 0.8703 0.8872 0.9018 0.8699 0.887 0.9015 0.8703 0.8872 0.9018
 20 . . . 0.8703 0.8872 0.9018 0.8703 0.8872 0.9018 0.8698 0.887 0.9016 0.8703 0.8872 0.9018
 50 . . . 0.8703 0.8872 0.9018 0.8703 0.8872 0.9018 0.8698 0.8868 0.9016 0.8703 0.8872 0.9018
20 5 0.8563 0.8711 0.8863 0.8563 0.8711 0.8863 0.8563 0.8711 0.8863 0.8553 0.8704 0.8856 0.8563 0.8711 0.8863
 10 . . . 0.8563 0.8711 0.8863 0.8563 0.8711 0.8863 0.8553 0.8703 0.8855 0.8563 0.8711 0.8863
 20 . . . 0.8563 0.8711 0.8863 0.8563 0.8711 0.8863 0.855 0.87 0.8853 0.8563 0.8711 0.8863
 30 . . . 0.8563 0.8711 0.8863 0.8563 0.8711 0.8863 0.8552 0.8704 0.8856 0.8563 0.8711 0.8863
 50 . . . 0.8563 0.8711 0.8863 0.8563 0.8711 0.8863 0.8562 0.8711 0.8862 0.8563 0.8711 0.8863
35 5 0.8441 0.8563 0.8661 0.8441 0.8563 0.8661 0.8441 0.8563 0.8661 0.8428 0.8551 0.865 0.844 0.8562 0.866
 10 . . . 0.8441 0.8563 0.8661 0.8441 0.8563 0.8661 0.8426 0.8546 0.8641 0.844 0.8563 0.8661
 20 . . . 0.8441 0.8563 0.8661 0.8441 0.8563 0.8661 0.841 0.8534 0.8629 0.844 0.8562 0.8661
 35 . . . 0.8441 0.8563 0.8661 0.8441 0.8563 0.8661 0.8391 0.8515 0.8613 0.844 0.8562 0.8661
 50 . . . 0.8441 0.8563 0.8661 0.8441 0.8563 0.8661 0.8439 0.8562 0.866 0.844 0.8562 0.8661
 70 . . . 0.8441 0.8563 0.8661 0.8441 0.8563 0.8661 0.8364 0.8478 0.8582 0.844 0.8562 0.8661
50 5 0.8384 0.8463 0.8536 0.8383 0.8463 0.8535 0.8383 0.8463 0.8535 0.8368 0.8444 0.8519 0.8383 0.8463 0.8534
 10 . . . 0.8384 0.8463 0.8536 0.8384 0.8463 0.8536 0.8358 0.8437 0.8512 0.8384 0.8463 0.8535
 20 . . . 0.8384 0.8463 0.8536 0.8383 0.8463 0.8536 0.8338 0.8427 0.8495 0.8383 0.8463 0.8536
 50 . . . 0.8384 0.8463 0.8536 0.8384 0.8463 0.8536 0.8313 0.8409 0.8496 0.8383 0.8463 0.8536
 70 . . . 0.8384 0.8463 0.8536 0.8384 0.8463 0.8536 0.831 0.8389 0.848 0.8383 0.8463 0.8536
 90 . . . 0.8384 0.8463 0.8536 0.8384 0.8463 0.8536 0.6507 0.6726 0.6899 0.8383 0.8463 0.8536
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Table 2.285 Discrimination: Overall C statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=2, σ=4; reference: Weibull γ=0.5, σ=0.5 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 0.9617 0.9723 0.9807 0.9617 0.9723 0.9807 0.9617 0.9723 0.9807 0.9432 0.9652 0.9765 0.9406 0.9641 0.9762
 10 . . . 0.9617 0.9723 0.9807 0.9617 0.9723 0.9807 0.9399 0.959 0.9734 0.9467 0.9632 0.9755
 20 . . . 0.9617 0.9723 0.9807 0.9617 0.9723 0.9807 0.9326 0.9504 0.9653 0.9534 0.965 0.9745
 50 . . . 0.9617 0.9723 0.9807 0.9617 0.9723 0.9807 0.9129 0.9272 0.9414 0.9551 0.966 0.9744
10 5 0.9556 0.9609 0.9663 0.9556 0.9608 0.9655 0.9556 0.9608 0.9656 0.9456 0.9578 0.962 0.9365 0.9535 0.9608
 10 . . . 0.9556 0.9609 0.9664 0.9556 0.9609 0.9664 0.9394 0.9545 0.9635 0.9376 0.9541 0.9633
 20 . . . 0.9555 0.9609 0.9662 0.9555 0.9608 0.9663 0.9367 0.9471 0.9576 0.9436 0.9535 0.9605
 50 . . . 0.9556 0.9609 0.9663 0.9556 0.9609 0.9663 0.9177 0.9284 0.9396 0.9481 0.9544 0.9611
20 5 0.9432 0.9475 0.9532 0.9434 0.9474 0.9531 0.9433 0.9474 0.9529 0.938 0.9463 0.9519 0.9244 0.9395 0.9478
 10 . . . 0.9426 0.9473 0.9534 0.9429 0.9473 0.9532 0.9348 0.945 0.9503 0.9271 0.9397 0.9484
 20 . . . 0.9435 0.9472 0.9529 0.9435 0.9472 0.9529 0.9348 0.9404 0.9482 0.9335 0.9396 0.9479
 30 . . . 0.9431 0.9477 0.9535 0.9431 0.9477 0.9534 0.93 0.938 0.9446 0.9341 0.9412 0.9475
 50 . . . 0.9435 0.9477 0.9532 0.9435 0.9476 0.9531 0.9189 0.9295 0.9369 0.9339 0.9407 0.9462
35 5 0.9265 0.9301 0.9349 0.9247 0.9297 0.9357 0.9238 0.9298 0.9357 0.9053 0.9128 0.9215 0.9124 0.9226 0.9323
 10 . . . 0.924 0.9298 0.9355 0.9241 0.9298 0.9353 0.9105 0.9169 0.9295 0.9138 0.9244 0.9313
 20 . . . 0.9259 0.9298 0.9342 0.9257 0.9299 0.9346 0.9239 0.9283 0.9331 0.9178 0.9237 0.9301
 35 . . . 0.9257 0.9296 0.9357 0.9258 0.9296 0.9356 0.9184 0.9244 0.9305 0.9174 0.9241 0.9303
 50 . . . 0.9265 0.9303 0.9354 0.9264 0.9305 0.9356 0.9157 0.921 0.926 0.919 0.925 0.9298
 70 . . . 0.9261 0.9303 0.935 0.9258 0.9302 0.9347 0.9039 0.913 0.9183 0.9181 0.9247 0.9293
50 5 0.911 0.9145 0.9187 0.9022 0.9134 0.9222 0.9024 0.9143 0.9221 0.8892 0.8994 0.9087 0.9006 0.9118 0.9213
 10 . . . 0.9044 0.914 0.922 0.904 0.9143 0.9219 0.8828 0.8924 0.9028 0.9021 0.9128 0.9213
 20 . . . 0.9081 0.9142 0.9205 0.9083 0.9145 0.9205 0.8777 0.885 0.8918 0.9069 0.913 0.9201
 50 . . . 0.9104 0.9151 0.9208 0.9099 0.9154 0.92 0.909 0.914 0.9197 0.9087 0.9137 0.9194
 70 . . . 0.9076 0.9148 0.9197 0.9072 0.9145 0.9188 0.9007 0.9074 0.9128 0.9059 0.9133 0.918
 90 . . . 0.9102 0.9149 0.9194 0.9099 0.9149 0.9193 0.8909 0.8962 0.9031 0.9084 0.9135 0.918
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Table 2.286 Discrimination: Overall C statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=2, σ=4; reference: Weibull γ=0.5, σ=1 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 0.9617 0.9723 0.9807 0.9617 0.9723 0.9807 0.9617 0.9723 0.9807 0.9594 0.9688 0.9771 0.9562 0.9661 0.9761
 10 . . . 0.9617 0.9723 0.9807 0.9617 0.9723 0.9807 0.9551 0.9636 0.9723 0.9574 0.9658 0.9739
 20 . . . 0.9617 0.9723 0.9807 0.9617 0.9723 0.9807 0.9429 0.9547 0.964 0.9547 0.9659 0.9751
 50 . . . 0.9617 0.9723 0.9807 0.9617 0.9723 0.9807 0.9179 0.9263 0.9365 0.9572 0.9656 0.9738
10 5 0.9556 0.9609 0.9663 0.9555 0.9609 0.9663 0.9555 0.9609 0.9663 0.9527 0.9587 0.9646 0.944 0.9545 0.9614
 10 . . . 0.9555 0.9609 0.9663 0.9555 0.9609 0.9663 0.9497 0.9569 0.9617 0.9458 0.9546 0.9595
 20 . . . 0.9555 0.9609 0.9663 0.9555 0.9609 0.9663 0.9438 0.951 0.9573 0.9473 0.9542 0.9596
 50 . . . 0.9556 0.9609 0.9663 0.9556 0.9609 0.9663 0.9231 0.9284 0.9358 0.9485 0.9541 0.9607
20 5 0.9432 0.9475 0.9532 0.9434 0.9474 0.9534 0.9434 0.9474 0.9533 0.943 0.9466 0.9529 0.9325 0.9407 0.9496
 10 . . . 0.9433 0.9473 0.9534 0.9433 0.9473 0.9534 0.9411 0.9452 0.9516 0.9347 0.9406 0.9473
 20 . . . 0.9432 0.9476 0.9533 0.9432 0.9476 0.9533 0.9379 0.9428 0.9484 0.9349 0.9405 0.9465
 30 . . . 0.9435 0.9475 0.9532 0.9434 0.9476 0.9532 0.9348 0.9385 0.9457 0.9365 0.9402 0.9477
 50 . . . 0.9431 0.9476 0.9532 0.9431 0.9476 0.9532 0.9236 0.9285 0.9354 0.9358 0.9402 0.9463
35 5 0.9265 0.9301 0.9349 0.9264 0.9304 0.9343 0.9264 0.9304 0.9343 0.9112 0.9167 0.922 0.9193 0.9247 0.9308
 10 . . . 0.9256 0.9304 0.9351 0.9257 0.9303 0.9352 0.9084 0.9134 0.9185 0.9185 0.9248 0.9309
 20 . . . 0.9263 0.9301 0.9354 0.9265 0.9302 0.9354 0.9254 0.929 0.9346 0.9196 0.9239 0.9301
 35 . . . 0.9256 0.93 0.9357 0.9257 0.9302 0.9357 0.9207 0.9259 0.9309 0.9187 0.9247 0.93 
 50 . . . 0.9255 0.9296 0.9355 0.9257 0.9299 0.9354 0.9154 0.9208 0.9266 0.9186 0.9241 0.9296
 70 . . . 0.9259 0.9301 0.9351 0.9261 0.9302 0.9353 0.9061 0.9112 0.916 0.9202 0.9243 0.9289
50 5 0.911 0.9145 0.9187 0.9069 0.9155 0.9207 0.9048 0.9155 0.9207 0.897 0.9042 0.9092 0.905 0.9142 0.9198
 10 . . . 0.9084 0.9152 0.9203 0.9088 0.9153 0.9214 0.8909 0.8963 0.9021 0.9071 0.9138 0.9195
 20 . . . 0.9106 0.9148 0.9193 0.9101 0.9149 0.9194 0.8833 0.8874 0.8927 0.9095 0.9134 0.9179
 50 . . . 0.9103 0.9142 0.9197 0.9096 0.9142 0.9193 0.9091 0.9135 0.9189 0.9085 0.913 0.9177
 70 . . . 0.9103 0.9147 0.9204 0.9101 0.9146 0.92 0.902 0.9066 0.9117 0.9089 0.9134 0.9188
 90 . . . 0.9106 0.9146 0.9198 0.9101 0.9147 0.9198 0.8833 0.8884 0.8952 0.9091 0.9133 0.9185
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Table 2.287 Discrimination: Overall C statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=2, σ=4; reference: Weibull γ=0.5, σ=2 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 0.9617 0.9723 0.9807 0.9617 0.9723 0.9807 0.9617 0.9723 0.9807 0.9613 0.9711 0.9796 0.954 0.9647 0.9746
 10 . . . 0.9617 0.9723 0.9807 0.9617 0.9723 0.9807 0.9586 0.9693 0.9767 0.9573 0.966 0.9741
 20 . . . 0.9617 0.9723 0.9807 0.9617 0.9723 0.9807 0.9535 0.9624 0.9712 0.957 0.9654 0.9744
 50 . . . 0.9617 0.9723 0.9807 0.9617 0.9723 0.9807 0.9195 0.9278 0.9372 0.9572 0.9657 0.9729
10 5 0.9556 0.9609 0.9663 0.9556 0.9609 0.9663 0.9556 0.9609 0.9663 0.9554 0.9605 0.9649 0.9441 0.954 0.9597
 10 . . . 0.9556 0.9609 0.9663 0.9556 0.9609 0.9663 0.9549 0.9597 0.9646 0.9451 0.9543 0.9601
 20 . . . 0.9556 0.9609 0.9663 0.9556 0.9609 0.9663 0.9507 0.9553 0.9609 0.9478 0.9532 0.9593
 50 . . . 0.9556 0.9609 0.9663 0.9556 0.9609 0.9663 0.9258 0.9304 0.9389 0.9487 0.9539 0.9592
20 5 0.9432 0.9475 0.9532 0.9431 0.9474 0.9533 0.9431 0.9473 0.9534 0.9367 0.9406 0.9474 0.932 0.9393 0.9469
 10 . . . 0.9435 0.9476 0.9532 0.9435 0.9476 0.9533 0.9429 0.9471 0.9528 0.9355 0.9406 0.9462
 20 . . . 0.9431 0.9475 0.9532 0.9431 0.9475 0.9533 0.9406 0.9449 0.9512 0.9356 0.9399 0.9473
 30 . . . 0.9434 0.9477 0.9533 0.9434 0.9476 0.9533 0.9381 0.942 0.9483 0.9366 0.9404 0.9462
 50 . . . 0.9434 0.9475 0.9533 0.9434 0.9475 0.9533 0.9251 0.93 0.9357 0.9365 0.9406 0.946
35 5 0.9265 0.9301 0.9349 0.9257 0.9296 0.9354 0.9256 0.9297 0.9352 0.9172 0.9218 0.926 0.9185 0.9237 0.9297
 10 . . . 0.9261 0.9303 0.9355 0.9258 0.9303 0.9356 0.9125 0.9174 0.9221 0.9192 0.9244 0.9296
 20 . . . 0.9264 0.9299 0.9353 0.9261 0.9301 0.9353 0.9083 0.9129 0.9178 0.92 0.9238 0.9294
 35 . . . 0.9258 0.9304 0.9355 0.9258 0.9303 0.9356 0.9234 0.9278 0.933 0.9202 0.9245 0.9291
 50 . . . 0.926 0.93 0.9351 0.9257 0.93 0.9351 0.9165 0.9217 0.9266 0.919 0.9244 0.9292
 70 . . . 0.9262 0.9301 0.935 0.926 0.9301 0.9354 0.8993 0.9044 0.9097 0.9202 0.9248 0.9284
50 5 0.911 0.9145 0.9187 0.9087 0.9145 0.9203 0.9072 0.9138 0.9207 0.9068 0.9103 0.9154 0.9066 0.9131 0.9189
 10 . . . 0.9105 0.9146 0.9205 0.9101 0.9143 0.9211 0.9006 0.9046 0.909 0.9087 0.9134 0.9187
 20 . . . 0.9102 0.9142 0.9196 0.9094 0.9145 0.9205 0.8903 0.8947 0.8996 0.9085 0.9126 0.9176
 50 . . . 0.9108 0.9145 0.9193 0.9107 0.9148 0.9204 0.8842 0.9132 0.9189 0.9095 0.9134 0.918
 70 . . . 0.91 0.9146 0.9196 0.9103 0.9145 0.9204 0.8959 0.9022 0.9062 0.9084 0.9135 0.9184
 90 . . . 0.9101 0.9148 0.919 0.9096 0.915 0.9197 0.8518 0.8595 0.8658 0.9088 0.9135 0.9173
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Table 2.288 Discrimination: Overall C statistic of ࡼ෡new, ࡼ෡new2, ࡼ෡Brindle2, ࡼ෡adj, local: Weibull γ=2, σ=4; reference: Weibull γ=0.5, σ=4 
 
Event rate (%) ෠ܲcox ෠ܲnew ෠ܲnew2 ෠ܲBrindle2 ෠ܲadj 
Local Ref. 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 5% 50% 95% 
5 5 0.9617 0.9723 0.9807 0.9617 0.9723 0.9807 0.9617 0.9723 0.9807 0.9613 0.9721 0.9807 0.9549 0.9649 0.9728
 10 . . . 0.9617 0.9723 0.9807 0.9617 0.9723 0.9807 0.9616 0.972 0.9804 0.9556 0.9656 0.9738
 20 . . . 0.9617 0.9723 0.9807 0.9617 0.9723 0.9807 0.9608 0.9708 0.9778 0.9563 0.965 0.9733
 50 . . . 0.9617 0.9723 0.9807 0.9617 0.9723 0.9807 0.9194 0.9287 0.9393 0.9569 0.9654 0.9733
10 5 0.9556 0.9609 0.9663 0.9555 0.9609 0.9662 0.9555 0.9609 0.9663 0.9543 0.9593 0.9635 0.947 0.9544 0.9593
 10 . . . 0.9556 0.9609 0.9663 0.9556 0.9609 0.9663 0.955 0.9605 0.9652 0.9483 0.9547 0.9597
 20 . . . 0.9556 0.9609 0.9663 0.9556 0.9609 0.9663 0.9549 0.9601 0.9647 0.9471 0.9529 0.9607
 50 . . . 0.9556 0.9609 0.9663 0.9556 0.9609 0.9663 0.9209 0.9306 0.9389 0.9486 0.954 0.9589
20 5 0.9432 0.9475 0.9532 0.9435 0.9476 0.9533 0.9435 0.9477 0.9533 0.9409 0.9453 0.9516 0.9341 0.9405 0.9461
 10 . . . 0.9431 0.9475 0.9533 0.943 0.9475 0.9534 0.9388 0.943 0.9491 0.9349 0.9405 0.9467
 20 . . . 0.9434 0.9475 0.9532 0.9432 0.9476 0.9533 0.9386 0.9443 0.953 0.9348 0.9401 0.9458
 30 . . . 0.9432 0.9474 0.9531 0.9431 0.9474 0.9532 0.9409 0.9456 0.9515 0.9346 0.94 0.9457
 50 . . . 0.9433 0.9475 0.9533 0.9431 0.9475 0.9534 0.9246 0.9305 0.9373 0.9357 0.9403 0.9473
35 5 0.9265 0.9301 0.9349 0.926 0.9296 0.9353 0.926 0.9299 0.9354 0.9261 0.9297 0.9346 0.9192 0.9237 0.9291
 10 . . . 0.9263 0.9303 0.9354 0.9264 0.9301 0.9355 0.9228 0.9268 0.9315 0.9196 0.9246 0.9295
 20 . . . 0.9256 0.9299 0.9354 0.9254 0.9299 0.9355 0.9144 0.9196 0.9241 0.9186 0.9235 0.9297
 35 . . . 0.9261 0.9302 0.9354 0.9257 0.9302 0.9355 0.9126 0.9234 0.9343 0.9195 0.9247 0.9289
 50 . . . 0.9259 0.9301 0.9355 0.9258 0.9301 0.9356 0.9175 0.9221 0.9263 0.92 0.9245 0.9292
 70 . . . 0.9261 0.9302 0.9353 0.9259 0.9301 0.9354 0.8717 0.8808 0.8884 0.9194 0.9242 0.9286
50 5 0.911 0.9145 0.9187 0.9094 0.9142 0.9205 0.9105 0.9142 0.9203 0.9153 0.9199 0.9247 0.9079 0.9133 0.9188
 10 . . . 0.9084 0.9146 0.9205 0.9084 0.9143 0.9205 0.9117 0.9165 0.9217 0.9073 0.9134 0.9189
 20 . . . 0.9105 0.9143 0.9193 0.9102 0.9138 0.9196 0.9039 0.9074 0.9128 0.9091 0.913 0.9179
 50 . . . 0.9106 0.9141 0.9197 0.9108 0.9136 0.9197 0.8806 0.9063 0.9184 0.9091 0.913 0.9182
 70 . . . 0.91 0.9148 0.9188 0.9105 0.9146 0.9197 0.8767 0.8831 0.8873 0.9088 0.9137 0.9172
 90 . . . 0.9112 0.9151 0.9197 0.9108 0.9143 0.92 0.7369 0.7505 0.7642 0.9098 0.9137 0.9182
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Table 3.1 Comparison of Cox Regression Coefficients for Coronary Heart Disease (CHD) 
between Framingham Heart Study Men (FHS) and Singapore Consortium of Cohort Study 
Men (SCCS) 
 FHS Men SCCS Men 
Parameters# β SE of β Mean* β SE of β Mean* Pvalue$
Age 0.05 0.01 48.3 0.04 0.01 45.1 0.30 
sbp<120 & dbp<80 0.09 0.26 20.0 -0.10 0.28 40.3 0.60 
130≤sbp<140 & 85≤dbp<90 0.42 0.22 20.0 0.21 0.30 13.3 0.57 
sbp<160 & dbp<100 0.66 0.21 23.0 0.51 0.28 14.9 0.67 
sbp≥160 & dbp≥100 0.9 0.22 13.0 1.08 0.28 8.1 0.61 
Diabetes 0.53 0.21 5.0 0.45 0.20 12.7 0.81 
HDL-C, mg/dL<35 0.61 0.23 19.0 0.71 0.38 38.1 0.82 
HDL-C, mg/dL<45 0.37 0.22 36.0 0.04 0.39 35.3 0.47 
50≤HDL-C, mg/dL<60 0.00 0.24 19.0 -0.06 0.49 11.2 0.91 
hdl5gpd5≥60 -0.46 0.32 11.0 -0.06 0.57 5.4 0.55 
Smoke 0.73 0.13 40.0 0.001 0.18 36.8 0.001 
Total Cholesterol, mg/dL<160 -0.38 0.41 7.0 -1.54 1.02 5.1 0.29 
200≤Total Cholesterol<240 0.57 0.18 39.0 0.14 0.25 38.9 0.16 
Total Cholesterol, mg/dL<280 0.74 0.2 17.0 0.51 0.25 22.4 0.46 
Total Cholesterol, mg/dL≥280 0.83 0.25 6.0 0.45 0.30 8.0 0.34 
#Covariates:  sbp=systolic blood pressure (mm Hg), dbp=diastolic blood pressure (mm Hg).  
                     To convert mg/dL to mmol/L, multiply values for total cholesterol and HDL-C by      
                     0.0259. 
*Mean of Covariates: Values entered are mean percentages of the covariates with the exception     
                                   of age. 
$P-value obtained from a test statistic z=(β(FHS)-β(SCCS))/SE, where SE is the standard error of 
  the difference in β coefficients, SE=(SE(FHS)2+SE(SCCS)2)½.  
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Table 3.2 Comparison of Cox Regression Coefficients for Coronary Heart Disease (CHD) 
between Framingham Heart Study Women and (FHS) and Singapore Consortium of Cohort 
Study Women (SCCS) 
 FHS Women SCCS Women 
Parameters# β SE of β Mean* β SE of β Mean* Pvalue$
Age 0.17 0.10 49.6 0.08 0.11 44.5 0.55 
age2 -0.001 0.001 2460.2 -0.0004 0.001 2082.8 0.62 
sbp<120 & dbp<80 -0.74 0.40 35.0 -0.17 0.45 51.2 0.34 
130≤sbp<140 & 85≤dbp<90 -0.37 0.37 15.0 0.50 0.45 12.4 0.13 
sbp<160 & dbp<100 0.22 0.30 19.0 0.94 0.42 12.8 0.16 
sbp≥160 & dbp≥100 0.61 0.31 10.0 1.08 0.44 7.2 0.38 
Diabetes 0.87 0.27 4.0 0.91 0.25 11.7 0.92 
HDL-C, mg/dL<35 0.73 0.37 4.0 0.27 0.36 20.7 0.37 
45≤HDL-C, mg/dL<50 0.60 0.28 15.0 0.20 0.38 25.3 0.40 
HDL-C, mg/dL<60 0.60 0.28 12.0 0.03 0.45 14.5 0.29 
hdl5gpd5≥60 -0.54 0.29 41.0 0.35 0.43 18.0 0.09 
Smoke 0.98 0.21 38.0 0.64 0.43 3.2 0.48 
Total Cholesterol, mg/dL<160 0.21 0.78 8.0 -13.11 537.98 6.5 0.98 
200≤Total Cholesterol<240 0.44 0.33 33.0 -0.08 0.37 35.4 0.30 
Total Cholesterol, mg/dL<280 0.56 0.34 20.0 -0.11 0.39 21.5 0.19 
Total Cholesterol, mg/dL≥280 0.89 0.36 9.0 0.35 0.40 9.3 0.31 
#Covariates:  sbp=systolic blood pressure (mm Hg), dbp=diastolic blood pressure (mm Hg).  
                     To convert mg/dL to mmol/L, multiply values for total cholesterol and HDL-C by      
                     0.0259. 
*Mean of Covariates: Values entered are mean percentages of the covariates with the exception     
                                    of age. 
$P-value obtained from a test statistic z=(β(FHS)-β(SCCS))/SE, where SE is the standard error     
of the difference in β coefficients, SE=(SE(FHS)2+SE(SCCS)2)½.  
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Table 3.3 Comparison of Cox Regression Coefficients for Coronary Heart Disease (CHD) between Framingham Heart Study Men 
(FHS) and Singapore Consortium of Cohort Study Men (SCCS, Chinese, Malay, Indian) 
 
 FHS Men Chinese Men Malay Men Indian Men 
Parameters# β SE Mean* β SE of β Mean* Pvalue β SE of β Mean* Pvalue β SE of β Mean* Pvalue
Age 0.05 0.01 48.3 0.04 0.01 44.6 0.53 0.06 0.02 45.8 0.92 0.04 0.01 46.2 0.26 
sbp<120 & dbp<80 0.09 0.26 20.0 -0.16 0.42 40.9 0.61 0.62 0.85 38.9 0.55 -0.28 0.46 39.5 0.47 
130≤sbp<140 & 85≤dbp<90 0.42 0.22 20.0 0.34 0.43 13.6 0.86 0.77 0.93 10.0 0.72 -0.05 0.49 15.5 0.38 
sbp<160 & dbp<100 0.66 0.21 23.0 0.50 0.41 14.7 0.72 1.03 0.86 18.0 0.68 0.50 0.46 12.6 0.75 
sbp≥160 & dbp≥100 0.9 0.22 13.0 1.51 0.39 7.6 0.17 1.12 0.89 10.6 0.81 0.76 0.51 7.3 0.80 
diabetes 0.53 0.21 5.0 -0.31 0.36 10.4 0.04 0.34 0.49 13.4 0.72 0.95 0.31 19.9 0.25 
HDL-C, mg/dL<35 0.61 0.23 19.0 0.50 0.46 32.2 0.84 0.07 0.80 45.4 0.51 15.35 1111.59 51.2 0.99 
HDL-C, mg/dL<45 0.37 0.22 36.0 -0.09 0.48 36.1 0.38 -0.99 0.87 33.7 0.13 14.97 1111.59 34.2 0.99 
50≤HDL-C, mg/dL<60 0.00 0.24 19.0 -0.18 0.58 13.8 0.78 -1.11 1.27 8.3 0.39 14.67 1111.59 5.3 0.99 
hdl5gpd5≥60 -0.46 0.32 11.0 -0.03 0.65 6.5 0.55 -14.19 1089.68 4.9 0.99 15.33 1111.59 2.0 0.99 
smoke 0.73 0.13 40.0 0.02 0.26 34.7 0.02 0.08 0.43 48.9 0.15 0.15 0.33 31.6 0.11 
Total Cholesterol mg/dL<160 -0.38 0.41 7.0 -0.91 1.04 5.8 0.63 -13.45 1639.06 3.1 0.99 -15.06 1418.23 4.4 0.99 
200≤Total Cholesterol<240 0.57 0.18 39.0 -0.11 0.36 37.4 0.09 0.16 0.62 39.4 0.52 0.42 0.44 43.6 0.76 
Total Cholesterol mg/dL<280 0.74 0.20 17.0 0.29 0.35 21.4 0.26 0.85 0.61 23.1 0.86 0.44 0.46 25.1 0.54 
Total Cholesterol mg/dL≥280 0.83 0.25 6.0 0.63 0.39 8.2 0.68 0.39 0.80 10.0 0.61 0.03 0.65 5.3 0.26 
 
 #Covariates:  sbp=systolic blood pressure (mm Hg), dbp=diastolic blood pressure (mm Hg).  
                                 To convert mg/dL to mmol/L, multiply values for total cholesterol and HDL-C by 0.0259. 
 
 *Mean of Covariates: Values entered are percentages of mean of the covariates with the exception of age. 
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Table 3.4 Comparison of Cox Regression Coefficients for Coronary Heart Disease (CHD) between Framingham Heart Study 
Women (FHS) and Singapore Consortium of Cohort Study Women (SCCS, Chinese, Malay, Indian) 
 
 FHS Women Chinese Women Malay Women Indian Women 
Parameters# β SE of β Mean* β SE of β Mean* Pvalue β SE of β Mean* Pvalue β SE of β Mean* Pvalue
Age 0.17 0.10 49.6 0.20 0.15 44.4 0.89 -0.09 0.24 44.8 0.31 -0.07 0.24 44.60 0.36 
age2 -0.001 0.001 2460.2 -0.001 0.001 2070.1 0.90 0.001 0.002 2114.2 0.38 0.001 0.002 2093.90 0.45 
sbp<120 & dbp<80 -0.74 0.40 35.0 -0.26 0.53 54.5 0.47 -16.39 1975.25 41.5 0.99 15.26 1526.16 50.40 0.99 
130≤sbp<140 & 85≤dbp<90 -0.37 0.37 15.0 0.06 0.57 11.5 0.53 0.22 0.99 14.0 0.58 16.05 1526.16 14.10 0.99 
sbp<160 & dbp<100 0.22 0.30 19.0 0.22 0.56 11.0 1.00 1.36 0.91 17.3 0.23 16.50 1526.16 14.10 0.99 
sbp≥160 & dbp≥100 0.61 0.31 10.0 0.95 0.53 6.4 0.58 0.81 1.00 10.0 0.85 16.28 1526.16 6.60 0.99 
Diabetes 0.87 0.27 4.0 0.62 0.37 9.3 0.58 1.74 0.55 13.8 0.15 0.84 0.53 18.20 0.96 
HDL-C, mg/dL<35 0.73 0.37 4.0 0.50 0.48 17.8 0.71 0.35 0.87 22.3 0.69 -0.92 0.76 30.00 0.05 
45≤HDL-C, mg/dL<50 0.60 0.28 15.0 -0.19 0.56 23.0 0.21 1.06 0.82 25.8 0.59 -0.18 0.73 33.40 0.32 
HDL-C, mg/dL<60 0.60 0.28 12.0 0.47 0.58 14.0 0.85 -0.69 1.32 15.3 0.34 -0.60 0.95 15.60 0.23 
hdl5gpd5≥60 -0.54 0.29 41.0 0.43 0.55 22.3 0.12 -0.01 1.26 14.8 0.68 0.33 0.95 5.80 0.38 
Smoke 0.98 0.21 38.0 0.75 0.49 3.8 0.68 0.93 1.20 3.8 0.97 -15.26 10689.94 0.60 1.00 
Total Cholesterol mg/dL<160 0.21 0.78 8.0 -13.35 924.26 7.1 0.99 -11.41 6440.61 3.0 1.00 -15.46 2079.04 8.10 0.99 
200≤Total Cholesterol<240 0.44 0.33 33.0 0.32 0.58 35.5 0.86 0.20 0.88 37.3 0.80 -1.51 0.79 32.90 0.02 
Total Cholesterol mg/dL<280 0.56 0.34 20.0 0.28 0.60 20.2 0.69 -0.73 0.98 26.3 0.22 -0.40 0.69 20.50 0.21 
Total Cholesterol mg/dL≥280 0.89 0.36 9.0 0.57 0.62 8.6 0.66 0.35 0.94 11.5 0.59 -0.01 0.76 9.50 0.28 
 
 #Covariates: sbp=systolic blood pressure (mm Hg), dbp=diastolic blood pressure (mm Hg).  
                                To convert mg/dL to mmol/L, multiply values for total cholesterol and HDL-C by 0.0259. 
  
 *Mean of Covariates: Values entered are percentages of mean of the covariates with the exception of age and age2. 
 
471 
472 
 
 
 
Table 3.5 SCCS Discrimination 
 
#One outlier was removed. 
 
 
 
 
 
 
 
  
Parameters used in FHS and SCCS data 
 Men Women 
 FHS Overall Chinese Malay Indian FHS Overall Chinese Malay Indian 
N 2439 1896 1204 350 342 2812 2036 1289 400 347 
σ*  0.99 0.91 4.0 5.2  3.5 3.9 9.2 7.1 
S0(t) 0.97565 0.97982 0.98675 0.99429 0.98996 0.99417 0.99710 0.99827 0.999996 0.99953 
KM 0.9627 0.96783 0.97924 0.97143 0.92398 0.9861 0.98821 0.99069 0.99000 0.97695 
1-KM 0.0373 0.03217 0.02076 0.02857 0.07602 0.0139 0.01179 0.00931 0.01000 0.02305 
Discrimination: Overall C statistic  
෠ܲcox 0.79 0.81 0.83 0.82 0.80 0.83 0.84 0.92 0.92 0.82 (0.85)#෠ܲcox stratified  0.83     0.87    ෠ܲunadj  0.77 0.76 0.76 0.75  0.82 0.88 0.92 0.63 (0.71)#෠ܲunadj2  0.77 0.76 0.76 0.75  0.82 0.88 0.92 0.63 (0.71)#෠ܲadj  0.77 0.76 0.76 0.75  0.82 0.88 0.92 0.63 (0.71)#෠ܲadj stratified  0.79     0.84    ෠ܲnew  0.77 0.76 0.76 0.75  0.82 0.88 0.92 0.63 (0.71)#෠ܲnew2  0.77 0.76 0.76 0.75  0.82 0.88 0.92 0.63 (0.71)#෠ܲnew stratified  0.79     0.84    ෠ܲBrindle  0.77 0.76 0.76 0.75  0.82 0.88 0.92 0.63 (0.71)#෠ܲBrindle2  0.77 0.76 0.76 0.75  0.82 0.88 0.92 0.63 (0.71)#
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Table 3.6 SCCS Calibration (#One outlier was removed.) 
Calibration: Nam and D’Agostino χ2 statistic 
 Men Women 
 FHS Overall Chinese Malay Indian FHS Overall Chinese Malay Indian 
෠ܲcox 3.3 14.5 10.1 9.1 12.4 3.7 5.6 6.9 2.5 5.6 (4.4)# 
෠ܲcox_stratified   9.6     3.3    
෠ܲunadj  12.4 12.3 9.8 28.0  10.9 10.5 2.2 76.7 (25.4)#
෠ܲunadj2  13.6 17.3 9.0 33.7  8.1 9.2 2.5 52.7 (16.7)#
෠ܲadj  25.9 12.6 9.7 13.2  30.8 17.3 5.6 21.5 (14.0)#
෠ܲadj_stratified  24.4     28.9    
෠ܲnew  12.1 8.5 10.7 10.9  7.7 9.3 2.5 32.1 (10.3)# 
෠ܲnew2  11.6 8.2 10.4 11.9  8.4 8.6 2.3 27.5 (9.4)# 
෠ܲnew_stratified  15.7     6.1    
෠ܲBrindle  11.9 8.4 10.4 11.4  7.8 9.3 2.5 33.0 (10.6)#
෠ܲBrindle2  11.9 8.4 10.5 11.5  7.6 9.3 2.5 32.7 (10.5)#
Calibration: Adjusted  Nam and D’Agostino χ2 statistic 
෠ܲcox  11.7 6.8 2.1 8.2  3.4 4.2 0.7 1.4 (1.2)# 
෠ܲcox_stratified   7.3     1.8    
෠ܲunadj  10.0 9.9 5.7 14.5  3.0 4.1 0.7 5.1 (4.2)# 
෠ܲunadj2  11.1 14.5 4.7 16.9  4.4 5.3 1.0 4.7 (3.8)# 
෠ܲadj  23.0 10.1 5.7 9.9  27.2 13.2 3.2 11.5 (10.8)#
෠ܲadj_stratified  21.3     25.4    
෠ܲnew  9.0 5.6 4.2 6.6  2.3 3.7 0.8 4.9 (4.1)# 
෠ܲnew2  8.9 5.4 4.1 7.0  4.8 4.7 0.8 5.3 (4.5)# 
෠ܲnew_stratified  10.8     2.2    
෠ܲBrindle  8.9 5.5 4.1 6.9  2.3 3.7 0.8 5.0 (4.2)# 
෠ܲBrindle2  8.9 5.5 4.1 6.9  2.2 3.7 0.8 5.0 (4.1)# 
473 
474 
 
 
 
Table 3.7 Comparison of Cox Regression Coefficients for Cardiovascular Disease (CVD) between 
Framingham Heart Study (FHS) Men and Atherosclerosis Risk in Communities (ARIC) Men 
 
 FHS Men ARIC White Men ARIC Black Men 
Parameters# Β SE of β Mean* β SE of β Mean* Pvalue$ β SE of β Mean* Pvalue$
diabetes 0.60 0.14 6.5 0.86 0.11 8.8 0.14 0.67 0.16 16.3 0.74 
logage 3.31 0.28 3.8 2.74 0.46 4.0 0.29 2.43 0.67 4.0 0.22 
loghdl -0.84 0.19 3.8 -0.88 0.16 3.7 0.85 -0.40 0.24 3.9 0.14 
logtcl 1.30 0.27 5.3 1.27 0.24 5.3 0.95 0.48 0.34 5.3 0.06 
ntlogsbp 1.93 0.38 4.4 2.01 0.34 3.8 0.88 1.79 0.45 3.2 0.81 
smoke 0.78 0.10 35.2 0.60 0.10 24.1 0.19 0.62 0.14 37.3 0.37 
trlogsbp 1.97 0.37 0.5 2.06 0.34 1.0 0.85 1.89 0.45 1.6 0.89 
 
 #Covariates: logage=Log10(age),  
                             loghdl= Log10(HDL-C),  
                             logtcl= Log10(Total Cholesterol), 
                             sbp=systolic blood pressure (mm Hg),  
                             ntlogsbp=Log10(sbp) for those who did not receive hypertension treatment, 
     trlogsbp=Log10(sbp) for those who received hypertension treatment. 
               *Mean of Covariates. 
                $P-value obtained from a test statistic z=(β(FHS)-β(ARIC))/SE, where SE is the standard                    
       error of the difference in β coefficients, SE=(SE(FHS)2+SE(ARIC)2)½.  
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Table 3.8 Comparison of Cox Regression Coefficients for Cardiovascular Disease (CVD) between 
Framingham Heart Study (FHS) Women and Atherosclerosis Risk in Communities (ARIC) Women 
 
 FHS Women ARIC White Women ARIC Black Women 
Parameters# Β SE of β Mean* β SE of β Mean* Pvalue$ β SE of β Mean* Pvalue$
diabetes 0.79 0.20 3.8 1.01 0.15 7.6 0.37 0.81 0.15 19.2 0.93 
logage 3.17 0.48 3.9 2.82 0.66 4.0 0.66 2.20 0.71 4.0 0.26 
loghdl -0.86 0.26 4.0 -0.84 0.22 4.0 0.97 -0.96 0.26 4.0 0.78 
Logtcl 1.06 0.39 5.3 0.75 0.32 5.4 0.54 0.85 0.34 5.4 0.68 
ntlogsbp 3.75 0.52 4.2 2.05 0.44 3.6 0.01 3.33 0.40 2.6 0.52 
Smoke 0.68 0.15 34.1 0.95 0.13 24.5 0.17 0.91 0.15 24.3 0.27 
trlogsbp 3.80 0.51 0.6 2.14 0.44 1.2 0.01 3.45 0.40 2.3 0.60 
 #Covariates: logage=Log10(age),  
                             loghdl= Log10(HDL-C),  
                             logtcl= Log10(Total Cholesterol), 
                             sbp=systolic blood pressure (mm Hg),  
                             ntlogsbp=Log10(sbp) for those who did not receive hypertension treatment, 
     trlogsbp=Log10(sbp) for those who received hypertension treatment. 
               *Mean of Covariates. 
                $P-value obtained from a test statistic z=(β(FHS)-β(ARIC))/SE, where SE is the standard                    
       error of the difference in β coefficients, SE=(SE(FHS)2+SE(ARIC)2)½.  
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Table 3.9 Comparison of Cox Regression Coefficients for Cardiovescular Disease (CVD) between 
Framingham Heart Study (FHS) Men (50-60 years old) and Atherosclerosis Risk in Communities (ARIC) Men 
 
 FHS Men ARIC White Men ARIC Black Men 
Parameters# β SE of β Mean* β SE of β Mean* Pvalue$ β SE of β Mean* Pvalue$
diabetes 0.57 0.22 9.2 0.86 0.11 8.8 0.23 0.67 0.16 16.3 0.71 
logage 2.95 1.36 4.0 2.74 0.46 4.0 0.89 2.43 0.67 4.0 0.73 
loghdl -0.70 0.28 3.8 -0.88 0.16 3.7 0.57 -0.40 0.24 3.9 0.40 
logtcl 1.12 0.41 5.4 1.27 0.24 5.3 0.74 0.48 0.34 5.3 0.23 
ntlogsbp 1.55 0.58 4.2 2.01 0.34 3.8 0.50 1.79 0.45 3.2 0.74 
smoke 0.78 0.15 33.5 0.60 0.10 24.1 0.31 0.62 0.14 37.3 0.44 
trlogsbp 1.62 0.57 0.7 2.06 0.34 1.0 0.51 1.89 0.45 1.6 0.71 
#Covariates: logage=Log10(age),  
                            loghdl= Log10(HDL-C),  
                            logtcl= Log10(Total Cholesterol), 
                            sbp=systolic blood pressure (mm Hg),  
                            ntlogsbp=Log10(sbp) for those who did not receive hypertension treatment, 
    trlogsbp=Log10(sbp) for those who received hypertension treatment. 
              *Mean of Covariates. 
               $P-value obtained from a test statistic z=(β(FHS)-β(ARIC))/SE, where SE is the standard                    
      error of the difference in β coefficients, SE=(SE(FHS)2+SE(ARIC)2)½.  
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Table 3.10 Comparison of Cox Regression Coefficients for Cardiovescular Disease (CVD) between 
Framingham Heart Study (FHS) Women (50-60 years old) and Atherosclerosis Risk in Communities (ARIC) Women 
 
 FHS Women ARIC White Women ARIC Black Women 
Parameters# β SE of β Mean* β SE of β Mean* Pvalue$ β SE of β Mean* Pvalue$
Diabetes 0.51 0.38 4.7 1.01 0.15 7.6 0.22 0.81 0.15 19.2 0.46 
Logage 2.87 2.20 4.0 2.82 0.66 4.0 0.98 2.20 0.71 4.0 0.77 
Loghdl -1.32 0.42 4.0 -0.84 0.22 4.0 0.31 -0.96 0.26 4.0 0.46 
logtcl 1.75 0.63 5.4 0.75 0.32 5.4 0.16 0.85 0.34 5.4 0.21 
ntlogsbp 2.61 0.86 4.1 2.05 0.44 3.6 0.57 3.33 0.40 2.6 0.45 
smoke 1.03 0.24 37.2 0.95 0.13 24.5 0.76 0.91 0.15 24.3 0.68 
trlogsbp 2.68 0.85 0.8 2.14 0.44 1.2 0.57 3.45 0.40 2.3 0.41 
#Covariates: logage=Log10(age),  
                            loghdl= Log10(HDL-C),  
                            logtcl= Log10(Total Cholesterol), 
                            sbp=systolic blood pressure (mm Hg),  
                            ntlogsbp=Log10(sbp) for those who did not receive hypertension treatment, 
    trlogsbp=Log10(sbp) for those who received hypertension treatment. 
              *Mean of Covariates. 
               $P-value obtained from a test statistic z=(β(FHS)-β(ARIC))/SE, where SE is the standard                    
      error of the difference in β coefficients, SE=(SE(FHS)2+SE(ARIC)2)½.  
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Table 3.11 Transporting Framingham CVD Risk Function to ARIC Data: 
Parameters of FHS and ARIC data 
 
 
 
 
 
 
 
 
 
 
 
  
Parameters used in FHS and ARIC data 
 Men Women 
 FHS FHS ARIC FHS FHS ARIC 
Age years 30-74 50-60 45-64 45-64 30-74 50-60 45-64 45-64 
 White White White Black White White White Black 
N 3848 1193 4585 1383 4389 1370 5431 2220 
σ* 1.05 0.59 0.71 0.68 1.36 0.92 0.87 1.05 
S0(t) 0.93996 0.89709 0.92111 0.89403 0.98416 0.97339 0.97416 0.95023
KM 0.90837 0.88262 0.90207 0.87554 0.96427 0.95976 0.96209 0.92169
1-KM 0.09163 0.11738 0.09793 0.12446 0.03573 0.04024 0.03791 0.07831
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Table 3.12 Transporting Framingham study CVD Risk Function to ARIC study Data:  
Discrimination and Calibration 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
Discrimination 
 Men Women 
 FHS ARIC FHS ARIC 
 White White Black White White Black 
෠ܲcox 0.7816 0.7116 0.6946 0.8241 0.7724 0.7993 
෠ܲunadj  0.7084 0.6808  0.7609 0.7942 
෠ܲunadj2  0.7084 0.6808  0.7609 0.7942 
෠ܲadj  0.7084 0.6808  0.7609 0.7942 
෠ܲnew  0.7084 0.6808  0.7609 0.7942 
෠ܲnew2  0.7084 0.6808  0.7609 0.7942 
෠ܲBrindle  0.7084 0.6808  0.7609 0.7942 
෠ܲBrindle2  0.7084 0.6808  0.7609 0.7942 
Calibration:  Nam and D’Agostino χ2 statistic 
෠ܲcox 15.8 11.3 9.6 10.1 12.4 8.5 
෠ܲunadj  13.7 12.1  27.6 75.4 
෠ܲunadj2  54.4 63.0  48.6 259.8 
෠ܲadj  33.9 18.6  54.2 38.8 
෠ܲnew  13.9 9.9  9.6 5.1 
෠ܲnew2  13.7 10.0  12.5 7.2 
෠ܲBrindle  13.8 10.3  10.1 3.7 
෠ܲBrindle2  14.5 12.3  10.3 3.4 
Calibration: Adjusted  Nam and D’Agostino χ2 statistic 
෠ܲcox 14.2 10.8 9.0 7.7 11.1 7.7 
෠ܲunadj  13.1 11.2  24.8 70.1 
෠ܲunadj2  52.6 56.1  44.0 229.9 
෠ܲadj  33.0 17.8  52.1 36.7 
෠ܲnew  13.3 9.2  8.3 4.6 
෠ܲnew2  13.1 9.3  11.3 6.4 
෠ܲBrindle  13.3 9.7  8.7 3.3 
෠ܲBrindle2  13.9 11.5  8.9 3.0 
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Table 3.13 Transporting ARIC CVD Risk Function to Framingham Data:  
Discrimination and Calibration 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Discrimination 
 Men Women 
 FHS ARIC FHS ARIC 
 White White Black White White Black 
෠ܲcox 0.7816 0.7116 0.6946 0.8241 0.7724 0.7993 
෠ܲunadj  0.7798 0.7772  0.8195 0.8205 
෠ܲunadj2  0.7798 0.7772  0.8195 0.8205 
෠ܲadj  0.7798 0.7772  0.8195 0.8205 
෠ܲnew  0.7798 0.7772  0.8195 0.8205 
෠ܲnew2  0.7798 0.7772  0.8195 0.8205 
෠ܲBrindle  0.7798 0.7772  0.8195 0.8205 
෠ܲBrindle2  0.7798 0.7772  0.8195 0.8205 
Calibration:  Nam and D’Agostino χ2 statistic 
෠ܲcox 15.8 11.3 9.6 10.1 12.4 8.5 
෠ܲunadj  20.3 26.1  16.0 46.7 
෠ܲunadj2  34.2 84.1  23.4 189.9 
෠ܲadj  67.3 46.8  66.1 84.4 
෠ܲnew  20.0 26.2  16.8 17.5 
෠ܲnew2  19.4 25.3  18.1 21.2 
෠ܲBrindle  20.0 26.3  16.8 16.8 
෠ܲBrindle2  19.9 29.4  16.9 16.6 
Calibration: Adjusted  Nam and D’Agostino χ2 statistic 
෠ܲcox 14.2 10.8 9.0 7.7 11.1 7.7 
෠ܲunadj  18.7 24.4  14.4 44.2 
෠ܲunadj2  32.2 81.0  21.4 184.5 
෠ܲadj  64.6 44.4  62.8 80.9 
෠ܲnew  18.4 24.5  15.3 16.1 
෠ܲnew2  17.8 23.5  16.3 19.6 
෠ܲBrindle  18.5 24.5  15.3 15.4 
෠ܲBrindle2  18.3 27.5  15.3 15.2 
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Table 3.14 Transporting Framingham study (age 50-60 years old) CVD Risk Function to 
ARIC study Data: Discrimination and Calibration 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
Discrimination 
 Men Women 
 FHS ARIC FHS ARIC 
 White White Black White White Black 
෠ܲcox 0.6931 0.7116 0.6946 0.7563 0.7724 0.7993 
෠ܲunadj  0.7079 0.6847  0.7648 0.7837 
෠ܲunadj2  0.7079 0.6847  0.7648 0.7837 
෠ܲadj  0.7079 0.6847  0.7648 0.7837 
෠ܲnew  0.7079 0.6847  0.7648 0.7837 
෠ܲnew2  0.7079 0.6847  0.7648 0.7837 
෠ܲBrindle  0.7079 0.6847  0.7648 0.7837 
෠ܲBrindle2  0.7079 0.6847  0.7648 0.7837 
Calibration:  Nam and D’Agostino χ2 statistic 
෠ܲcox 9.5 11.3 9.6 6.8 12.4 8.5 
෠ܲunadj  11.2 13.9  50.6 149.9 
෠ܲunadj2  36.6 11.8  19.1 90.1 
෠ܲadj  26.4 17.9  65.2 44.5 
෠ܲnew  11.4 12.0  17.2 11.7 
෠ܲnew2  11.2 12.0  18.4 12.8 
෠ܲBrindle  11.5 12.3  17.8 9.9 
෠ܲBrindle2  11.8 11.9  16.9 10.1 
Calibration: Adjusted  Nam and D’Agostino χ2 statistic 
෠ܲcox 8.6 10.8 9.0 5.8 11.1 7.7 
෠ܲunadj  10.7 12.9  45.2 135.3 
෠ܲunadj2  35.5 11.0  17.4 82.7 
෠ܲadj  25.5 16.9  62.8 42.3 
෠ܲnew  10.9 11.2  15.2 10.8 
෠ܲnew2  10.7 11.2  16.7 11.7 
෠ܲBrindle  10.9 11.5  15.7 9.0 
෠ܲBrindle2  11.3 11.1  15.0 9.2 
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Table 3.15 Transporting ARIC CVD Risk Function to Framingham (50-60 years old) Data:  
Discrimination and Calibration 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
Discrimination 
 Men Women 
 FHS ARIC FHS ARIC 
 White White Black White White Black 
෠ܲcox 0.6931 0.7116 0.6946 0.7563 0.7724 0.7993 
෠ܲunadj  0.6806 0.6873  0.7551 0.7440 
෠ܲunadj2  0.6806 0.6873  0.7551 0.7440 
෠ܲadj  0.6806 0.6873  0.7551 0.7440 
෠ܲnew  0.6806 0.6873  0.7551 0.7440 
෠ܲnew2  0.6806 0.6873  0.7551 0.7440 
෠ܲBrindle  0.6806 0.6873  0.7551 0.7440 
෠ܲBrindle2  0.6806 0.6873  0.7551 0.7440 
Calibration:  Nam and D’Agostino χ2 statistic 
෠ܲcox 9.5 11.3 9.6 6.8 12.4 8.5 
෠ܲunadj  6.9 6.2  10.5 30.3 
෠ܲunadj2  16.9 6.2  12.4 29.4 
෠ܲadj  10.3 7.6  12.4 17.5 
෠ܲnew  7.0 6.3  9.7 11.7 
෠ܲnew2  7.0 6.3  9.4 11.3 
෠ܲBrindle  7.0 6.3  9.7 11.0 
෠ܲBrindle2  7.4 6.3  9.8 11.0 
Calibration: Adjusted  Nam and D’Agostino χ2 statistic 
෠ܲcox 8.6 10.8 9.0 5.8 11.1 7.7 
෠ܲunadj  6.2 5.5  9.0 27.2 
෠ܲunadj2  15.0 5.5  10.6 26.5 
෠ܲadj  9.3 6.8  10.7 15.2 
෠ܲnew  6.3 5.6  8.3 9.2 
෠ܲnew2  6.2 5.6  8.0 9.0 
෠ܲBrindle  6.2 5.6  8.3 8.6 
෠ܲBrindle2  6.6 5.6  8.4 8.6 
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Table 4.1a Different C statistic for various types of predictors 
 
  
Example Scenario CLogistic  CCD  CHPD  CUno2  
(CUno1) 
1. A random uniform number as a sole predictor  0.514 0.514 0.511 0.511 
(0.511) 
2. Predictor perfectly distinguishes events from 
non-events with marginal separation, orders 
events opposite to survival times and keeps 
non-events tied (with larger predictor) – 35% 
event rate 
1.000 0.598 0.770 0.776 
(0.776) 
3. Predictor perfectly distinguishes events from 
non-events with large separation, orders events 
opposite to survival times and keeps non-events 
tied (with larger predictor) – 35% event rate 
1.000 0.811 0.770 0.776 
(0.776) 
4. Predictor perfectly distinguishes events from 
non-events with marginal separation, orders 
events opposite to survival times and keeps 
non-events tied (with larger predictor) – 60% 
event rate 
1.000 0.589 0.535 0.547 
(0.547) 
5. Predictor perfectly distinguishes events from 
non-events with large separation, orders events 
opposite to survival times and keeps non-events 
tied (with larger predictor)– 60% event rate  
1.000 0.781 0.535 0.547 
(0.547) 
6. Predictor perfectly distinguishes events from 
non-events with marginal separation, orders 
events according to survival times and keeps 
non-events tied (with smaller predictor) – 35% 
event rate 
1.000 0.593 0.770 0.776 
(0.776) 
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Table 4.1b Different C statistic for various types of predictors 
Example Scenario CLogistic  CCD  CHPD  CUno2  
(CUno1) 
7. Normal predictor of large magnitude, with Cox 
regression coefficient close to 1 – 35% event 
rate 
0.792 0.783 0.738 0.738 
(0.738) 
8. The predictor for events were set to be tied 
and larger, the predictor for non-events were set 
to be tied and smaller so predictor perfectly 
distinguishes events from non-events 
 – 35% event rate 
1.000 1.000 0.885 0.888 
(0.776) 
9. The predictor for events were set to be tied 
and larger, the predictor for non-events were set 
to be tied and smaller so predictor perfectly 
distinguishes events from non-events 
 – 60% event rate 
1.000 0.999 0.768 0.773 
(0.547) 
10. Predictor perfectly distinguishes events from 
non-events, orders events according to survival 
times and keeps non-events tied (with larger 
predictor) 
1.000 1.000 1.000 1.000 
(1.000) 
11. Predictor perfectly orders events which are 
the only observations present in the data 
NA NA 1.000 1.000 
(1.000) 
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Table 4.2a Time used to obtain CHPD and CUno2 for Framingham women at 30 years with age 
as the only covariate 
N=2762 CHPD  CUno2 CUno2 CUno2 CUno2 CUno2 
Program 
used 
SAS 
~47 sec 
SAS Itr=10 
~8 h 50min   
R Itr=10 
~15 min 
R Itr=100 
~2.5 hours 
R Itr=500  
~9 hours 
R Itr=1000 
>25 hours 
C statistic 0.7274273 0.7279522 0.7279522 0.7279522 0.7279522 0.7279522 
Low95% CI  0.7119976 0.7083908 0.7083907 0.712909 0.7124142 0.7125402 
Up 95%CI 0.7428570 0.7475137 0.7475137 0.7429955 0.7434903 0.7433642 
SE 0.0078763 0.0099855 0.0099855 0.0076790 0.0079316 0.0078673 
 
Table 4.2b The differences among CHPD (exact), CHPD (approx.), CUno2, and CUno1 for 
Framingham women at 30 years with age as the only covariate 
 CHPD (exact) CHPD (approx.) CUno2 CUno1 
C statistic 0.7274273 0.7274339 0.7279522 0.7169167
CHPD (exact)-CHPD (approx.) ‐6.618E‐06     
CHPD (exact)- CUno2 ‐0.0005249      
CUno2-CUno1   0.0110355   
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Table 4.3a CHPD and CUno2 of Breast Cancer data (Netherlands Cancer Institute) 
Cox's proportional hazards models with covariates age, estrogen receptor, gene score variable, itr=1000 
 
 
 CHPD CUno2  
Tau 
C 
statistic 
Lower 95% 
limit 
Upper 95% 
limit SE 
C 
statistic
Lower 95% 
limit 
Upper 95% 
limit SE CUno1
CHPD-
CUno2 
CUno2-
CUno1 
CHPD 
(exact-
2 0.7226 0.5325 0.9128 0.0971 0.7223 0.5018 0.9428 0.11250.7223 0.000331 0 2.66E-15 
4 0.7636 0.6833 0.8439 0.0410 0.7636 0.6787 0.8484 0.04330.7636 0.000027 0 4.44E-16 
6 0.7548 0.6890 0.8205 0.0336 0.7526 0.6844 0.8208 0.03480.7526 0.002159 0 2.44E-15 
8 0.7499 0.6875 0.8124 0.0319 0.7447 0.6806 0.8087 0.03270.7447 0.005273 0 3.33E-16 
10 0.7491 0.6885 0.8097 0.0309 0.7406 0.6764 0.8047 0.03270.7406 0.008499 0 -0.00004 
12 0.7504 0.6906 0.8102 0.0305 0.7558 0.6939 0.8177 0.03160.7558 -0.00538 0 -0.00003 
14 0.7506 0.6911 0.8101 0.0304 0.7404 0.6684 0.8125 0.03680.7404 0.010177 0 -0.00003 
15 0.7498 0.6905 0.8091 0.0303 0.6984 0.6061 0.7906 0.04710.6984 0.05141 0 -0.00003 
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Table 4.3b CHPD and CUno2 of Breast Cancer data (Netherlands Cancer Institute) 
Cox's proportional hazards models with covariates age, estrogen receptor, itr=1000 
 
 
 CHPD CUno2  
Tau 
C 
statistic 
Lower 95% 
limit 
Upper 95% 
limit SE 
C 
statistic
Lower 95% 
limit 
Upper 95% 
limit SE CUno1
CHPD-
CUno2 
CUno2-
CUno1 
CHPD 
(exact-
2 0.7008 0.5221 0.8795 0.0912 0.7005 0.4881 0.9129 0.10840.6907 0.000345 0.009809 3E-15 
4 0.6911 0.5962 0.7861 0.0485 0.6905 0.5907 0.7903 0.05090.6805 0.000645 0.009994 -999E-18 
6 0.6792 0.6028 0.7556 0.0390 0.6744 0.5947 0.7541 0.04070.6622 0.004764 0.012204 2.66E-15 
8 0.6744 0.6022 0.7466 0.0369 0.6666 0.5942 0.7390 0.03690.6534 0.007813 0.01318 3.33E-16 
10 0.6716 0.6013 0.7418 0.0359 0.6584 0.5836 0.7331 0.03820.6455 0.013215 0.01284 0.000019 
12 0.6724 0.6026 0.7423 0.0357 0.6692 0.5959 0.7424 0.03740.6563 0.003286 0.012841 0.000038 
14 0.6726 0.6030 0.7422 0.0355 0.6641 0.5876 0.7406 0.03910.6524 0.008532 0.011729 0.000038 
15 0.6720 0.6026 0.7415 0.0355 0.6319 0.5474 0.7165 0.04320.6182 0.040122 0.013763 0.000038 
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Appendix 2.1 SAS macro for transporting risk function from a reference 
population to a local population.   
 
/********************************************* 
*macro for transport 
*Newton method 
*Need the full data for new population (add t=1 for merging purpose)  
*Need to prepare a parameter data with one observation 
*with βs from reference population, covariate means 
*from new population, km from the new population, and t=1 
* 
*For the macro, need to write β1_ref*(x1-x1_mean)+β2_ref*(x2-x2_mean)+.. 
*+...βn_ref*(xn_xn_mean) in the program. 
* 
*We also need an initial value of s for data two: it is not that picky, for final s=0.95102670366701,  
*selecting s from 0.01 to 0.99 will get the same final s=0.95102670366701,  
*although the final *difference could be fluctuated around 1E-16.  
* 
*Selection of delta: for the difference=ps-km, if the delta used too small, 
* the loop will not finish forever.  For example, if using 1.0E-16 here, it will  
*not stop. If using 1.0E-15, it will be fine. 
*This is due to SAS could only handle any numbers >1E-14.  If diffmean/derivemean 
*<1E-14 at any step, the loop could be finished.  For the purpose of the re-calibration,  
* using delta=1.0E-10 should be enough. 
*LinYe Song, 2010 
**********************************************/ 
ARIC study data are used as an example.  Framingham study (FHS) is the reference population. 
 
options ls=78 ps=1000 nofmterr nodate nonumber formdlim=' '; 
libname tmp '.'; 
 
%macro loop (km=); 
data one; merge one (drop=s) two; by t; 
fadj=logagefhs_b*(logage-logage_mean)+ 
       smokefhs_b*(smoke-smoke_mean)+ 
       diabetesfhs_b*(diabetes-diabetes_mean)+ 
       loghdlfhs_b*(loghdl-loghdl_mean)+ 
       logtclfhs_b*(logtcl-logtcl_mean)+ 
       ntlogsbpfhs_b*(ntlogsbp-ntlogsbp_mean)+ 
       trlogsbpfhs_b*(trlogsbp-trlogsbp_mean); 
 
  if fadj ne .; if fadj ne . then do; expadj=exp(fadj); ps=s**(expadj); end; 
  pnew=1-ps; diff=ps-&km; derive=expadj; run; 
  
proc means data=one noprint; var diff derive; output out=diff   
mean=diffmean derivemean; run; 
data diff; set diff; t=1; drop _TYPE_ _FREQ_; run; proc sort; by t; run; 
data two; merge diff two; by t; run; proc print; run; 
%mend loop; 
 
%macro transport(delta=, km=, store=); 
%loop: %loop (km=&km); 
data two; set two; by t; 
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  if abs(diffmean) gt &delta then do; s=s-diffmean/derivemean; end; 
  if abs(diffmean) le &delta then d=1; else if abs(diffmean) gt &delta then d=0; 
  call symputx ("d", d); keep s t; run; 
 
%if &d eq 1 %then %goto done; 
%if &d eq 0 %then %goto loop; 
%done: %Put loop-repeat:d=&d.; 
 
proc print data=two; format s 16.14; run; 
data &store; set one; run; 
proc means; var diff; run; 
%mend transport; 
 
proc sort data=tmp.aric out=one; by t id; run; 
proc sort data=tmp.parameter_aric out=two; by t; run; 
 
data one; set one; by t; s=1; /*s could be any value here*/ run; 
data two; set two; by t; s=0.9; /*s initial value*/ run;   
 
%loop (km=kmaric); 
%transport(delta=0.000000000000001, km=kmaric, store=tmp.aricfhs); 
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Appendix 4.1 The macro to calculate Uno's c 
 
Example and instruction to use %macro survc1(data=, covar=, time=, status=,  itr=, tau=, seed=, 
outdata=); 
 
data=input dataset, such as nov10d.wom30y which is a Framingham Heart Study women’s 
dataset at 30 years saved with libname “nov10d”; the first column is time of follow-up, the second 
column is indicator variable for survival; the rest are values for covariates used.  
covar=covariates in the Cox model;  
time=time of follow-up.  
status=indicator variable for survival.  
itr=iteration number used in perturbation method to estimate variance of Uno’s c.   
tau=censoring time for follow-up.  
seed=seed used in ranexp to generate random numbers with exponential distribution. 
outdata=output dataset such as mar12d.dhatfhswomen30 in which “mar12d” is a libname.   
 
Here is how to call survc1 macro: 
%include '/home/song/thesis/jul12/survc1.sas'; 
%survc1(data=nov10d.wom30, covar=age sbp trtbp total hdl diab126 smokes, time=cvdtime, 
status=cvdx, itr=10, tau=30, seed=1201, outdata=jul12d.dhatfhswomen30);  
 
/**************************************************************** 
* The macro to calculate Uno's C 
* Translated from The R program sent by Dr. Uno 
* using SAS' own ranexp to estimate the confidence Interval. 
* for large sample size N>1000?, memory is possible a problem, 
* use sas -memsize 0 yourprogram.sas in unix sas. 
* for PC sas, you may ask IT people to increase memsize.   
* You may use something like  
* %include '/home/song/thesis/jul10/survc1.sas'; to save space. 
* covar=covariates names, itr=iteration numbers tau=censoring time. 
* LinYe Song          July, 2012 
****************************************************************/ 
options ls=169 ps=58 nofmterr nonumber nodate formdlim=' '; 
 
%macro survc1(data=, covar=, time=, status=,  itr=, tau=, seed=, outdata=); 
 
/*reading input data: the first and second columns are time and survival indicator respectively*/ 
/*the rest of columns are the values of covariates*/ 
data data;  
  set &data; 
  if (0 lt &time lt &tau) and (&status=1) then stat&tau=1; 
  if (0 lt &time lt &tau) and (&status=0) then stat&tau=2; 
 
  if (0 lt &time) and (&time eq &tau) and (&status=1) then stat&tau=0; 
  if (0 lt &time) and (&time eq &tau) and (&status=0) then stat&tau=0; 
 
  if (&time gt &tau) and (&status=1) then stat&tau=0; 
  if (&time gt &tau) and (&status=0) then stat&tau=0; 
 
  if stat&tau=2 then event&tau=0; 
  if stat&tau=0 then event&tau=0; 
  if stat&tau=1 then event&tau=1; 
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  time&tau=min(&time,&tau); 
 run;   
 
proc sort data=data out=data2; by time&tau; run; 
data data2 (keep=time&tau); set data2; by time&tau; if last.time&tau; run; 
/*slecting unique time points*/ 
data distinct; set data2; by time&tau; run; 
 
/*running Cox model to obtain beta*/ 
proc phreg data=data covout outest=covar; 
model time&tau*event&tau (0)=&covar/rl;  output out=xbeta xbeta=xbeta; 
ods output ParameterEstimates=estimate; run; 
data covar; set covar;  if _type_ eq "PARMS" then delete; 
drop _ties_ _type_ _status_ _name_ _lnlike_; run; 
data estimate; set estimate; keep parameter estimate; run; 
proc transpose data=estimate out=estimate2; var estimate; id parameter; run; 
data beta; set estimate2; drop _name_ _label_; run; 
 
/*start of iml*/  
proc iml; tau=&tau; 
use data; read all var{time&tau event&tau &covar} into one; 
use distinct; read all var{time&tau} into distinct2; 
 
/*module for km estimate of censoring variable*/ 
START km; 
time=one[, 1]; status=one[,2]; n=nrow(time); distinct=T(distinct2); t=ncol(distinct); 
surv=j(1,t,0); sur=j(1,t,0); nelwk=j(1,t,0); nelw=j(1,t,0); nelson=j(1,t,0); yy=j(n,t,0); 
y=j(1,t,0); dd=j(n,t,0); d=j(1,t,0); 
 
do i=1 to n; do j=1 to t; if time[i]>=distinct[j] then yy[i,j]=1; else yy[i,j]=0; 
if time[i]=distinct[j] & status[i]=0 then dd[i,j]=1; else dd[i,j]=0; end; end; 
do j=1 to t; y[j]=sum(yy[,j]); d[j]=sum(dd[,j]); end; free dd; 
do j=1 to 1; sur[j]=1*(1-d[j]/y[j]); nelw[j]=d[j]/y[j]; end; 
do j=2 to t;  sur[j]=sur[j-1]*(1-d[j]/y[j]); nelw[j]=d[j]/y[j]; end; free y d; 
do j=2 to t;  surv[j]=sur[j-1]; nelwk[j]=nelw[j-1]; end; 
surv[1]=1; nelwk[1]=0; nelson=cusum(nelwk); pi0=j(1,t,0); pi0=yy[:,]; free yy; 
wkk1=j(n,t,0); wkk2=j(n,t,0); 
do i=1 to n; do j=1 to t; if time[i]<=distinct[j] & status[i]=0 then wkk1[i,j]=1; else wkk1[i,j]=0; 
if time[i]>=distinct[j] then wkk2[i,j]=1; else wkk2[i,j]=0; end; end; free wkk1 wkk2; 
 
psi=j(n,t,0);  psii=j(n,t,0);  psiii=j(n,t,0);  wkkk1=j(n,t,0);  wkkk2=j(n,t,0); 
do i=1 to n;  do j=1 to t;  if time[i]=distinct[j] & status[i]=0 then wkkk1[i,j]=1; 
else wkkk1[i,j]=0;  if time[i]>=distinct[j] then wkkk2[i,j]=1;  else wkkk2[i,j]=0;  end;  end; 
do i=1 to n;  psi[i,]=cusum(wkkk1[i,]/pi0); psiii[i,]=cusum((wkkk2[i,]#nelwk)/pi0); 
psii[i,]=psi[i,]-psiii[i,];  end;  store psii;  free psi psiii wkkk1 wkkk2 pi0; 
FINISH; 
 
/*running km module*/ 
RUN km; 
 
/*using output from km, equivalent to Est.Cval.Fun in R*/ 
survd=surv//distinct;  gti=j(1,n,0); 
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/*this is similar to match in R*/ 
do i=1 to n;  do j=1 to t;  if time[i]=survd[2,j] then gti[i]=survd[1,j];  end;  end; 
/*this is from phreg and provides to rs produced in R using Est.PH.FUN*/ 
use xbeta;  read all var{xbeta} into xbeta;  
use covar;  read all var _all_ into covar; 
use beta;  read all var _all_ into beta; 
int=(one[,1]< tau);  itau=t(int);  wi=J(1,n,0);  tstatus=t(status);  wi=(1/gti/gti)#(tstatus)#itau; 
timeint=(one[,1]<(shape(t(time),n,n)));  wk1=timeint#(t(wi));  ptau=wk1[:,:]; 
xbetaint=(xbeta>(shape((t(xbeta)),n,n)));  xbetawk1=xbetaint#wk1; 
xbetaint3=xbetaint+0.5*(xbeta=(shape((t(xbeta)),n,n))); xbetawk3=xbetaint3#wk1; 
 
/*Uno's version 1 C subjects with tied predicted probability not included*/ 
dhat=xbetawk1[:,:]/ptau;  print dhat; 
/*Uno's version 3 C*/ 
d3hat=xbetawk3[:,:]/ptau;  print d3hat; 
wk2=timeint#status#int;  xbetawk2=xbetaint#wk2;  xbetawk4=xbetaint3#wk2; 
/*HPD (Harrel, Pencina & D'Agostino)'s C*/ 
hpd=xbetawk4[:,:]/wk2[:,:];  print hpd; 
/*HPD2 (Harrel, Pencina & D'Agostino)'s C subjects with tied predicted probability not included*/ 
hpd2=xbetawk2[:,:]/wk2[:,:];  print hpd2; 
 
/*Similar to Est.PH.FUN in R*/ 
q=ncol(one);  covs=one[,3:q];  p=ncol(covs);  s0=J(1,n,0);  s1=j(n,p,0);  tt=j(1,n,0);   
s1a=j(p,n,0); expxbeta=exp(xbeta); 
do i=1 to n;  do j=1 to n;  if time [j]>=time[i] then tt[j]=1;  else tt[j]=0;  end;  s0[i]=tt*expxbeta/n; 
s1a=(shape(tt,p,n))#(shape(expxbeta,p,n))#(t(covs));  s1[i,]=t(s1a[,:]);  end;  free s1a expxbeta tt; 
 
/*Inf.Cval.PTB.FUN in R, this is so called perturbation method to estimate variance of d3hat*/ 
A=covar;  xi=J(1,n,0);  xij=J(n,n,0);  itr=&itr;  temp=J(1,itr,0); 
/*the random exponential numbers generated by SAS are different from those generated in R 
even same seed was used*/ /*iteration*/ 
do k=1 to itr;  do j=1 to n;  xi[j]=ranexp(&seed); end; 
xij=(shape(xi,n,n))#(t(shape(xi,n,n)));  gwk=J(1,ncol(distinct),0); 
 
load psii;  do i=1 to ncol(distinct); 
gwk[i]=sum((shape(t(psii[,i]),n,n)+t(shape(t(psii[,i]),n,n)))#xij)/2/n/n;  end;  free psii; 
gstard=(surv-gwk#surv)//distinct;  ggti=j(1,n,0); 
do i=1 to n;  do j=1 to t;  if time[i]=gstard[2,j] then ggti[i]=gstard[1,j];  end;  end;  free gstard gwk; 
 
timeintwi=timeint#(t(wi));  sumtwi=sum(timeintwi);  ui=(covs-s1/(t(s0)))#status; 
w=((J(1,n,1))@(n#A))*(t(((J(1,n,1))@ui)+ 
(shape((shape(ui,1,0)),n,ncol(shape(ui,1,0)))))#(xij@(J((ncol(ui)),1,1)))); 
wsum=w[,+]/2/n/n;  free w ui; 
rsstar=covs*t(beta+t(wsum)); 
rsstarint3=(rsstar>(shape(t(rsstar),n,n)))+0.5*(rsstar=(shape(t(rsstar),n,n))); 
wbwk=sum(timeintwi#rsstarint3-timeintwi#xbetaint3)/sumtwi;  free rsstar; 
c=xbetaint3-d3hat;  wawk=sum(((timeintwi#c+t(timeintwi#c))/2)#xij)/sumtwi;  free xij; 
timeintwistar=timeint#(t((1/ggti/ggti)#(tstatus)#itau)); 
wgwk=sum(timeintwistar#c)/sum(timeintwistar)-sum(timeintwi#c)/sumtwi; 
 
temp[k]=(wawk+wbwk+wgwk)#sqrt(n);  end; 
free timeintwi timeint xi ggti timeintwistar s1 s0 covs tstatus;  tempmean=temp[:]; 
/*variance for d3hat*/ 
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variance=sum((temp-tempmean)##2)/(itr-1);  print variance;  free temp;   
se=sqrt((variance)/n);  print se;  low95=d3hat-1.959#se;  upp95=d3hat+1.959#se;   
print low95 d3hat upp95; 
 
create variance from variance [colname='variance'];  append from variance; 
create se from se [colname='se'];  append from se; 
create low95 from low95 [colname='low95'];  append from low95; 
create upp95 from upp95 [colname='upp95'];  append from upp95; 
create d3hat from d3hat [colname='d3hat'];  append from d3hat; 
create dhat from dhat [colname='dhat'];  append from dhat; 
create hpd from hpd [colname='hpd'];  append from hpd; 
create hpd2 from hpd2 [colname='hpd2'];  append from hpd2; 
create n from n [colname='n'];  append from n;  quit; 
 
data dhat;  set dhat;  t=1;  run; 
data d3hat;  set d3hat;  t=1;  run; 
data hpd;  set hpd;  t=1;  run; 
data hpd2;  set hpd2;  t=1;  run; 
data n;  set n;  t=1;  run; 
data variance;  set variance;  t=1;  run; 
data se;  set se;  t=1;  run; 
data low95;  set low95;  t=1;  run; 
data upp95;  set upp95;  t=1; run; 
data &outdata;  merge variance se low95 upp95 d3hat dhat hpd hpd2 n;  by t;  itr=&itr;  tau=&tau;  
seed=&seed;  covar="&covar";   
format variance se low95 upp95 d3hat dhat hpd hpd2 18.14;  run;  proc print;  run; 
 
%mend survc1; 
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