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Capitolo 1
Introduzione
Negli ultimi anni i progressi tecnologici hanno modificato profondamente la
modalita` di comunicazione e la condivisione di informazioni tra gli esseri
umani. Attraverso i dispositivi mobili e` oggi possibile accedere a servizi e
contenuti in modo pressoche´ istantaneo, monitorare le proprie attivita`, con-
dividere interessi personali e lavorativi. La necessita` di poter disporre dei
propri documenti ed informazioni da qualunque dispositivo e in qualunque
luogo, ha determinato la creazione di piattaforme server in grado di permet-
tere l’accesso contemporaneo a migliaia di utenti e la memorizzazione di dati
nell’ordine dei petabyte.
Piattaforme di questo tipo sono composte da centinaia di nodi server,
dislocate in differenti aree geografiche ed ospitate su “server farm”, che met-
tono a disposizione ambienti virtuali che introducono un livello di astrazione
dell’ambiente software dal relativo hardware. I server, in quanto virtuali,
possono essere spostati da un componente hardware ad un altro, duplicati a
piacimento e possono essere utilizzati per la creazione di architetture scalabili
e flessibili.
Il cloud computing ha sfruttato il livello di efficienza e flessibilita` tipico
della virtualizzazione potenziandolo ulteriormente. Grazie alla diversificazio-
ne geografica e alla connettivita` universale, il cloud computing ha facilitato
la distribuzione di software e la creazione di architetture a microservizi in
modalita` SaaS (Software-as-a-Service) e PaaS (Platform-as-a-Service). La
spinta del cloud, come supporto standard per il deployment di applicativi,
porta necessariamente a ripensare il modo con cui essi vengono progettati
e sviluppati. I microservizi sono il modo nuovo ed ideale per affrontare lo
sviluppo di applicativi orientati nativamente al cloud computing.
I software devono quindi essere in grado di interagire con decine di ser-
vizi sempre piu` spesso messi a disposizione da altri, con tempi di risposta e
modalita` di accesso diverse.
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In questo scenario anche il mondo della programmazione deve cambiare:
non solo e` necessario passare dal paradigma di programmazione sequenziale
a quello parallelo, in grado di sfruttare efficientemente le moderne architet-
ture multi-core, ma e` necessario anche introdurre modelli di programmazione
asincroni, che ottimizzino l’uso delle risorse in presenza di frequenti interazio-
ni. L’effetto collaterale dell’utilizzo di modelli di programmazione asincroni e`
quello di avere una maggiore complessita` in termini di manutenibilita` e leggi-
bilita` del codice. Fortunatamente, per quasi tutti i linguaggi di programma-
zione sono nate diverse librerie che mascherano tale complessita`, consentendo
l’esecuzione di attivita` in background, che non interferiscano con il flusso di
elaborazione principale.
I due principali elementi che consentono di sfruttare il modello di pro-
grammazione asincrono sono gli eventi [30] e le callback/promise [24]. I
primi offrono un modello ormai consolidato nella maggior parte dei linguaggi
di programmazione e risultano abbastanza intuitivi soprattutto nella gestio-
ne dell’interazione con l’utente. Le callback/promise rappresentano un ap-
proccio comodo e molto utilizzato soprattutto nelle interazioni con sistemi
esterni (vedi Sezione 2.4.2). Un altro aspetto che ha facilitato l’adozione di
framework che fanno uso di modelli asincroni e` stata l’introduzione, da parte
dei principali linguaggi di programmazione ad oggetti, del “functional-style
programming” (vedi Sezione 2.2), ovvero di una serie di tecniche, tipiche del-
la programmazione funzionale, che hanno come obiettivo quello di snellire il
codice. Questo permette la realizzazione di sequenze asincrone mantenendo
una leggibilita` simile a quella di un programma sequenziale.
L’obiettivo della tesi e` stato quello di realizzare un framework che per-
mettesse, attraverso skeleton di programmazione funzionale, la realizzazione
di applicazioni parallele per la progettazione di applicazioni data-flow asin-
crone, la cui elaborazione possa avvenire tanto in ambienti distribuiti che nei
piu` classici multi-core.
Per raggiungere tale obiettivo, sono stati analizzati diversi framework di
programmazione parallela in ambiente multi-core disponibili su Java 8 (vedi
Sezione 2.4), valutandone punti di forza, debolezza e semplicita` d’utilizzo
dell’interfaccia utente (vedi Sezione 2.4). Sono state quindi realizzate delle
API (Application Programming Interface) che, sfruttando il “functional-style
programming” introdotto in Java 8, implementano i piu` comuni skeleton di
programmazione parallela e con uno stile il piu` possibile simile a quello che
l’utente e` abituato ad utilizzare. Infine e` stato realizzato un supporto a run-
time che, utilizzando il modello di programmazione asincrono, permettesse
l’elaborazione di flussi data-flow in ambienti multi-core e distribuiti.
Dato che tale framework e` la naturale prosecuzione di MuSkel [7], la libre-
ria Java realizzata dal gruppo di “Architetture Parallele” del Dipartimento
9di Informatica di Pisa per la realizzazione di programmi paralleli basati su
data-flow, e` stata chiamato Muskel2.
MuSkel, infatti, e` un framework che, attraverso l’uso di algorithmic ske-
leton come Farm e Pipeline, permette la scrittura di programmi paralleli, la
cui elaborazione puo` avvenire su nodi remoti. A partire da un programma
realizzato attraverso le API di MuSkel viene generato il grafo “macro data
flow” (MDF) corrispondente. Le istruzioni disponibili nel grafo, vengono
quindi schedulate per l’esecuzione sui nodi remoti dove e` implementato un
interprete data-flow.
I moduli che costituiscono l’attuale versione di MuSkel sono:
– Client contenente le API e la logica per il discovery e la comunicazione
con il nodo server;
– Server che espone un servizio multicast per il suo discovery ed uno
RMI attraverso il quale puo` ricevere, dal client, i task da elaborare.
MuSkel2 si differenzia rispetto alla versione precedente principalmente nei
seguenti aspetti:
– le API sono state riscritte secondo il modello Fluent (vedi Sezione
2.6) e functional-style di Java 8 e risultano simili ai metodi standard
della classe Stream (vedi Sezione 2.4.1). Inoltre sono stati messi a
disposizione metodi non bloccanti per il calcolo asincrono dei risultati;
– a livello funzionale e` stata estesa la possibilita` di partizionamento del
calcolo lasciando all’utilizzatore la facolta` di decidere dove vuole che
venga effettuata l’elaborazione di una determinata funzione: localmen-
te oppure su uno specifico nodo server remoto;
– lato server e` cambiata la modalita` di discovery dei nodi e comunica-
zione per permetterne l’utilizzo anche al di fuori delle reti locali. Si e`
aggiunta, inoltre, la possibilita` di definire sul nodo server servizi custom
che possono essere referenziati dal client;
– la compilazione del codice viene effettuata utilizzando Maven (vedi
Sezione 2.9) che permette, in modo semplice, l’importazione di MuSkel2
in altri progetti.
Il resto della tesi e` organizzata nel seguente modo:
– nel Capitolo 2 - Stato dell’Arte e Strumenti Utilizzati viene effettuata
una breve panoramica sugli attuali strumenti per la programmazione
parallela, i design patterns e le librerie utilizzate per la realizzazione di
MuSkel2;
10 CAPITOLO 1. INTRODUZIONE
– nel Capitolo 3 - Progetto Logico viene presentato lo schema logico del-
la libreria. Inoltre, attraverso esempi vengono mostrate le forme di
parallelismo realizzabili;
– nel Capitolo 4 - MuSkel2: Implementazione viene presentata l’inter-
faccia utente realizzata e sono affrontati i dettagli implementativi del
supporto a run-time che permette la computazione locale e in cluster;
– nel Capitolo 5 - Risultati Sperimentali vengono descritti i test effettuati
mostrando, per ognuno di essi, i risultati ottenuti confrontando tra loro
tempi di completamento, scalabilita` ed efficienza;
– nel Capitolo 6 - Conclusioni vengono analizzato il lavoro svolto presen-
tando eventuali idee per possibili lavori futuri.
Inoltre, ci sono due appendici:
– Appendice A Manuale contenente una guida allo sviluppatore;
– Appendice B Codice Sorgente Modulo Core MuSkel2 con il codice sor-
gente completo del modulo core della libreria e gli script di compilazione
dei sorgenti;
– Appendice C Codice Sorgente Modulo Server MuSkel2 contenente il
codice sorgente completo del modulo server della libreria e gli script di
compilazione dei sorgenti.
Capitolo 2
Stato dell’Arte e Strumenti
Utilizzati
Come anticipato al Capitolo 1, le recenti evoluzioni delle moderne CPU multi-
core hanno richiesto l’introduzione di nuovi strumenti di programmazione che
permettano di sfruttare appieno le caratteristiche dei nuovi componenti.
Malgrado il concetto di programmazione parallela sia stato uno dei mag-
giori campi di ricerca informatica degli ultimi trent’anni, la sua diffusione, al
di fuori dell’ambiente scientifico, e` un tema recente dovuto soprattutto alle
difficolta` che esso comporta: [27]:
– scrivere un programma parallelo e` difficile. La mente umana ha diffi-
colta` a ragionare in parallelo, e` necessario, quindi, un livello di astra-
zione che si avvicini al modo di pensare umano;
– rispetto alla soluzione sequenziale si hanno piu` variabili da prendere
in considerazione e quindi il numero di soluzioni possibili risulta piu`
esteso.
Al fine di superare tali difficolta`, sono state individuate una serie di
caratteristiche che un sistema di programmazione parallela dovrebbe avere
[26]:
– Programmabilita`. E` necessario fornire un modello che permetta di
scrivere e modificare un programma parallelo in maniera semplice,
incapsulandone gli aspetti piu` complessi.
– Portabilita`. E` necessario garantire la portabilita` del codice realizzato
sulle diverse piattaforme garantendone, possibilmente, lo stesso grado
di efficienza.
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– Efficienza / Scalabilita`. E` necessario che il programma parallelo man-
tenga un livello di efficienza elevata affinche´ sfrutti al meglio il paralle-
lismo.
– Misura dei Costi. La stima dei costi e` il modo per confrontare, in
fase di progettazione, le diverse soluzioni, al fine di scegliere quella
migliore. E` necessario quindi che un programma parallelo fornisca un
meccanismo che permetta di effettuare facilmente la stima dei costi di
un programma.
Un modello di programmazione parallela che presenta tali caratteristiche e`
rappresentato dagli algorithmic skeleton che verranno presentati nella Sezione
2.1.
Nella Sezione 2.2 verranno poi introdotte alcune caratteristiche tipiche
della programmazione funzionale che possono essere utilizzate per semplifi-
care la realizzazione di applicazioni parallele.
Successivamente verranno discusse alcune caratteristiche presenti a parti-
re da Java 8 e si descrivera` come possano essere utilizzate per la realizzazione
di programmi concorrenti ed asincroni.
Infine verranno introdotti alcuni design pattern (vedi Sezione 2.7) uti-
lizzati nella realizzazione del framework e saranno discusse le principali ca-
ratteristiche di alcune librerie utilizzate nella realizzazione del supporto a
run-time di MuSkel2.
2.1 Programmazione Parallela Basata su Ske-
leton
Gli skeleton sono dei pattern di programmazione parallela che esplicitano il
parallelismo in casi comuni, conosciuti ed utilizzabili in diverse applicazio-
ni. Ambienti di questo tipo sono stati sviluppati fin dai primi anni ’90 e
sono noti come ambienti basati su algorithmic skeleton dal nome dato ai co-
strutti che implementano i pattern paralleli da Murray Cole nella sua tesi di
dottorato [11] e nel successivo “manifesto” dove presenta i quattro principi
fondamentali della programmazione parallela strutturata [12]:
– propagare il concetto con minimi disagi in quanto la programmazione
parallela basata su skeleton mette a disposizione in maniera semplice e
questo dovrebbe esserne un punto di forza.
– integrazione con parallelismi ad-hoc in quanto esistono situazioni in
cui un algoritmo non puo` essere facilmente implementato combinando
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gli skeleton; risulta percio` necessario che ogni framework venga pro-
gettato per permettere l’integrazione degli skeleton con algoritmi per
l’esplicitazione del parallelismo ad-hoc.
– accettare le differenze: ci sono casi in cui la specifica informale si
adatti alla semantica dell’algoritmo ma che in realta` sia inapplicabile
all’implementazione adottata.
– dimostrare i vantaggi : affinche´ un nuovo modello di programmazione
parallela basata sugli skeleton acquisisca la fiducia degli sviluppatori si
devono evidenziare i vantaggi che potrebbero avere nel suo utilizzo.
L’approccio a skeleton si e` dimostrato molto interessante, poiche´ riesce
ad assicurare una serie di caratteristiche importanti:
– la programmazione e` semplificata, a vantaggio della programmabilita`.
L’utilizzatore, in questa fase, ha il solo compito di individuare i pattern
da utilizzare per modellare il parallelismo desiderato;
– l’approccio template-based garantisce portabilita` e riuso del codice,
grazie al fatto che gli aspetti implementativi di piu` basso livello sono
nascosti degli skeleton stessi;
– la rappresentazione del parallelismo mediante composizione di costrutti
noti diminuisce la probabilita` di errori;
– attraverso la composizione di skeleton e` possibile realizzare piu` versioni
dello stesso programma, scegliendo quella che garantisce prestazioni
migliori.
Un tipico ambiente basato su algorithmic skeleton deve quindi:
– mettere a disposizione tutti i costrutti piu` comunemente usati nella
programmazione parallela;
– offrire la possibilita` di realizzare liberamente forme di parallelismo
complesse, componendo tra loro gli skeleton presenti;
– essere realizzata sfruttando al meglio i meccanismi messi a disposizione
dal supporto a basso livello;
– fornire, per un generico skeleton:
– una semantica funzionale che ne descrive il comportamento in
termini di relazioni di input/output;
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– una semantica parallela che descrive come avviene la parallelizza-
zione.
Escludendo MuSkel, oggetto della tesi, nel corso degli anni sono state
realizzate, per i vari linguaggi di programmazione, diverse implementazioni
di librerie che utilizzano algorithmic skeleton, molte di queste proprio nel
nostro Ateneo. Ad esempio:
• eSkel (Edinburgh Skeleton Library) [12] e` la libreria C ideata dal grup-
po di lavoro di Murray Cole. La libreria viene presentata come un’e-
stensione di MPI (Message Passing Interface) [23] con l’aggiunta di un
insieme di skeleton al fine di poterli utilizzare in normali programmi
MPI.
• ASSIST [5] e` un ambiente di programmazione parallelo C/C++ rea-
lizzato dal gruppo di Architetture del Dipartimento di Informatica del-
l’Universita` di Pisa. ASSIST, basandosi sulla programmazione strut-
turata a skeleton, fornisce un linguaggio di coordinamento (ASSISTel),
un insieme integrato di tools di compilazione (astCC) ed un supporto
a run-time portatile (assistrun).
• P3L (Pisa Parallel Programming Language) [8], realizzata dal gruppo
di Architetture del Dipartimento di Informatica di Pisa, e` una libreria
C che fornisce costrutti skeleton che vengono utilizzati per coordina-
re esecuzioni sequenziali e parallele. Attraverso degli implementation
template, il compilatore Anacleto compila il codice P3L in base al-
l’architettura di destinazione. In questo modo uno skeleton puo` avere
diversi template, ognuno ottimizzato per un’architettura differente.
• Lithium [6] e` un ambiente di programmazione parallelo Java realizzato
dal gruppo di Architetture del Dipartimento di Informatica di Pisa che,
attraverso macro-data flow, implementa tipi di parallelismo basato su
data e task.
2.2 Programmazione Funzionale in Java
Le difficolta` maggiori della programmazione parallela consistono nel sincro-
nizzare l’accesso ad uno stato condiviso e mutabile. Se tale stato fosse im-
mutabile si avrebbe una diminuzione dei punti di sincronizzazione con con-
seguente aumento del parallelismo, riducendo contemporaneamente il rischio
di errori causati dalla manipolazione concorrente di variabili condivise.
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Per favorire uno stile di programmazione che massimizzi l’utilizzo di va-
riabili immutabili, sono stati introdotti, dai principali linguaggi di program-
mazione ad oggetti, concetti tipici della programmazione funzionale.
Infatti, riprendendo la definizione di programmi funzionali data da John
Hugues nell’articolo “Why Functional Programming Matters” [21], si puo`
notare come il concetto di trasparenza referenziale garantisca l’immutabilita`
dello stato:
“Functional programs contain no assignment statements, so
variables, once given a value, never change. More generally, func-
tional programs contain no side-effects at all. A function call can
have no effect other than to compute its result. This eliminates
a major source of bugs, and also makes the order of execution ir-
relevant — since no side- effect can change an expression’s value,
it can be evaluated at any time. This relieves the programmer of
the burden of prescribing the flow of control. Since expressions
can be evaluated at any time, one can freely replace variables by
their values and vice versa — that is, programs are “referentially
transparent.” This freedom helps make functional programs more
tractable mathematically than their conventional counterparts.”
In Java il supporto alla functional programming-style e` stato introdotto a
partire dalla versione 8 mettendo a disposizione, tra le altre cose, una sintassi
semplificata per l’implementazione di tutte quelle interfacce che definiscono
un solo metodo (chiamate Functional Interface o Callback), che per molti
versi puo` essere visto come una funzione.
Sintatticamente le lamda expression prevedono zero o piu` parametri di
input, l’operatore freccia ->, ed un corpo che puo` essere una singola espres-
sione oppure un blocco di codice racchiuso tra parentesi graffe. Nella forma
semplice, basata su una singola espressione, il corpo viene valutato e suc-
cessivamente restituito senza la necessita` di inserire l’istruzione return. Di
seguito sono riportati alcuni esempi di espressioni lambda in forma semplice.
La prima si occupa di moltiplicare per 2 la variabile in ingresso:
1 t -> t*2;
La seconda esegue la somma dei due valori interi forniti in input:
1 (int x, int y) -> x + y
La terza restituisce il numero 50
1 () -> 50
Nel caso vengano utilizzate variabili esterne alla funzione viene chiamata
closure. In questo caso a e b devono essere final.
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1 t -> t * a + b
Se nel corpo della funzione si utilizzano piu` istruzioni e` necessario delimi-
tarle con le parentesi graffe; in questo caso il corpo viene valutato come un
qualsiasi metodo: l’istruzione return fa s`ı che il controllo torni al chiamante.
Nell’Esempio 2.1 viene mostrato una funzione con piu` istruzioni che cal-
cola il maggiore dei due numeri in ingresso.
1 (x, y) -> {
2 System.out.println("x=" + x + " y=" + y);





Esempio 2.1: Esempio di utilizzo lamda expression in presenza di piu`
istruzioni
2.3 Reactive Programming
Negli ultimi anni il termine Reactive Programming sta guadagnato una cer-
ta popolarita`, ciononostante la sua prima definizione risale al 1985 quando
Pnueli e Harel [19] differenziarono i sistemi in due categorie: transformational
e reactive. I primi sono sistemi che accettano dati in ingresso, li trasformano
e producono risultati. I sistemi reattivi rispondono in modo continuo agli
stimoli provenienti dall’esterno.
Sorgenti piu` contemporanee definisco i sistemi reattivi come software in
grado di reagire ad un numero indefinito di eventi che arrivano da un insieme
di sorgenti [13].
La popolarita` del termine e` pero` esplosa con la pubblicazione del Reactive
Manifesto [1], un documento, tecnologicamente “agnostico”, il cui scopo e`
fornire i principi fondamentali per la realizzazione di sistemi reattivi, andando
a migliorare lo stato dell’arte nel campo dello sviluppo del software. Gli
autori hanno mantenuto un livello di astrazione piuttosto alto in quanto, nei
loro intendimenti, il documento e` da utilizzarsi come punto di partenza nel
momento in cui un team si trovi a discutere la progettazione di soluzioni
reattive.
Si tratta essenzialmente, di un repertorio di “best practices”, alcune delle
quali certamente non inedite, dove il punto di forza e` stato quello di fornire
indicazioni e nomenclatura precisa in modo da evitare confusione e ambiguita`,
agevolando cos`ı lo sviluppo [25].
Secondo il manifesto un sistema e´ reattivo se:
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– e` responsivo (responsive) ovvero il sistema che tenta di rispondere
nel minor tempo possibile. La responsivita` e` la pietra miliare dell’usa-
bilita` del sistema; essa presuppone che i problemi vengano identificati
velocemente e gestiti in modo efficace. I sistemi responsivi sono focaliz-
zati sulla minimizzazione del tempo di risposta, individuando, per esso,
un limite massimo prestabilito, in modo da garantire una qualita` del
servizio consistente nel tempo. Il comportamento risultante e` quindi
predicibile, il che semplifica la gestione delle situazioni di errore, gene-
ra fiducia negli utenti finali e predispone ad ulteriori interazioni con il
sistema.
– e` resiliente (resilient) quando il sistema resta responsivo anche in ca-
so di guasti. Cio` riguarda non solo i sistemi ad alta disponibilita` o
mission-critical: infatti, accade che ogni sistema che non e` resiliente si
dimostrera` anche non responsivo in seguito ad un guasto. La resilien-
za si acquisisce tramite replica, contenimento, isolamento e delega. I
guasti sono relegati all’interno di ogni componente, isolato dagli altri e
quindi garantendo che il guasto di singoli moduli non compromettano
l’intero sistema.
– e` elastico (elastic) un sistema che rimane responsivo sotto carichi di
lavoro variabili nel tempo. I sistemi reattivi possono adattarsi alle
variazioni nella frequenza temporale degli input, incrementando o de-
crementando le risorse allocate al processamento degli stessi. Questo
porta ad architetture che non hanno ne´ sezioni contese ne´ colli di bot-
tiglia, favorendo cos`ı la replica dei componenti e la ripartizione degli
input su di essi. I sistemi reattivi permettono l’implementazione pre-
dittiva, oltre che reattiva, di algoritmi scalabili perche´ fondati sulla
misurazione real-time della performance.
– sono message-driven i sistemi che si basano sullo scambio di messaggi
asincrono per permettere un basso accoppiamento tra i componenti,
l’isolamento e la trasparenza a livello di deployment e permettono, al
fine di delegarne la gestione, di esprimere i guasti dei sistemi sotto
forma di messaggi.
2.3.1 Functional Reactive Programming
Functional Reactive Programming (FRP) e` un paradigma di programmazio-
ne per la realizzazione di software che fa uso di data-flow attraverso tecni-
che di programmazione funzionale. Il primo utilizzo del termine Functional
Reactive Programming fu fatto da Conal Elliott e Paul Hudak nell’articolo
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Functional Reactive Animation nel 1997 [15] dove si proponevano una serie
di tecniche per la creazione di librerie riutilizzabili per la realizzazione di
animazioni.
Malgrado non sia possibile dare una definizione assoluta di “Functional
Reactive Programming”, per via dei cambiamenti apportati al termine nel
corso degli anni, e` possibile indicarlo come un paradigma che permettere
l’utilizzo di stream di dati per modellare eventi continui, in cui il singolo
dato viene sottoposto a trasformazioni secondo tecniche di programmazione
funzionale.
Quando il paradigma viene utilizzato in linguaggi di programmazione non
funzionale come Java, si parla, di solito, di “Compositional Event Systems”
[9]
2.4 Programmazione Parallela in Java 8
In questa sezione vengono presentate alcune classi o librerie disponibili in Ja-
va 8, verificando se possono essere utilizzate nella realizzazione di applicazioni
reattive.
2.4.1 Java Stream
Una delle caratteristiche piu` importanti introdotte in Java 8 e` senza dubbio
il concetto di Stream. Una Java Stream e` un’interfaccia che identifica una
sequenza di elementi originate da una sorgente (data-flow), che supporta
operazioni di aggregazione sequenziali e parallele. La sorgente e` un’entita`
che contiene gli elementi, ad esempio una lista, oppure li genera, come un
range generator. Un aggregatore e` invece un’operazione che trasforma un
insieme di valori in input in un solo valore di output.
Le operazioni intermedie ritornano un nuovo Stream, mentre quelle ter-
minali lo consumano. Tutte le operazioni sono connesse in una pipeline che
inizia con una sorgente, seguita da zero o piu` operazioni intermedie e finisce
con un’operazione terminale bloccante (vedi Figura 2.1).
Le operazioni terminali avviano il calcolo dello stream e raccolgono i risul-
tati attraverso funzioni di aggregazione oppure richiamando callback fornite
dall’utente.
Nell’Esempio 2.2 e` mostrato un frammento di codice della classe Stream
dove la lista di Person viene filtrata (filter) con le sole persone con eta` mag-
giore di 18 e, per ognuna di esse, viene effettuata una conversione all’oggetto
Student (map). Infine i risultati vengono aggregati in una lista (collect).
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Figura 2.1: Diagramma funzionamento Stream
1 List<Person> persons = ....
2 List<Student> students = persons.stream()
3 .filter(p -> p.getAge() > 18)
4 .map(Student::new)
5 .collect(Collectors.toList());
Esempio 2.2: Esempio di utilizzo della classe Stream
Purtroppo, malgrado la classe Stream permetta l’elaborazione della se-
quenza dei dati in parallelo, non consente la configurazione puntuale del
pool size. Inoltre, essendo le operazioni terminali bloccanti, non e` possibile
definirla reattiva (vedi Sezione 2.3).
2.4.2 CompletableFuture
Un’altra interessante novita` introdotta in Java 8 e` la classe CompletableFu-
ture (chiamata anche promise), un’implementazione della classe Future, che
mette a disposizione metodi che permettono di registrarsi come listener di
eventi che possono verificarsi in maniera asincrona. Tali eventi possono es-
sere il completamento oppure un errore del Future, ed e` possibile decidere a
quali thread pool essi vadano notificati.
Nell’Esempio 2.3 e` mostrato un frammento di codice di utilizzo della
classe CompletableFuture dove, una volta terminato il download di un’imma-
gine viene invocata, in modo asincrono, la funzione all’interno del metodo




Esempio 2.3: Esempio di utilizzo della classe CompletableFuture
Grazie al fatto che la classe CompletableFuture permette la gestione, in
modo asincrono, sia dei risultati che degli errori attraverso la concatenazione
di eventi, puo` essere utilizzata nella realizzazione di applicazioni reattive.
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Tale classe, infatti, e` stata utilizzata, all’interno di MuSkel2, per la ge-
stione del parallelismo in modalita` asincrona.
2.4.3 RxJava
RxJava e` l’implementazione Java 6 di ReactiveX (Reactive Extensions):
una libreria per la composizione di eventi asincroni (“Compositional Event
Systems” [9]) utilizzando sequenze di Observable (vedi pattern Observer
2.7.3).
A livello sintattico la libreria e` molto simile alla classe Stream di Java
8, in quanto supporta funzioni di trasformazione, aggregazione e filtraggio;
la differenza sta nel fatto che e` in grado di processare, in modo asincrono, i
vari stadi della computazione similmente a come viene effettuato dalla classe
CompletableFuture.
Nell’Esempio 2.4 e` mostrato un frammento di codice molto simile a quel-
lo presentato per la classe Stream, (vedi Sezione 2.4.1) dove la lista di Per-
son viene filtrata (filter) con le sole persone con eta` maggiore di 18 e, per
ognuna di esse, viene effettuata la conversione in un oggetto di tipo Student
(map). Infine, attraverso la funzione argomento del metodo subscribe, viene
stampato, in modo asincrono, il singolo studente creato.
1 List<Person> persons = ....
2 Observable.fromIterable(persons)
3 .filter(p -> p.getAge() > 18)
4 .map(Student::new)
5 .subscribe(value -> {
6 System.out.println("student: " + value);
7 });
Esempio 2.4: Esempio di programma RxJava
Per la sua flessibilita` di utilizzo e per le funzionalita` realizzate RxJava e`
stata utilizzata come modello nella realizzazione di Muskel2.
2.5 Reactive Streams
Reactive Streams [4] e` una proposta per fornire uno standard per l’elaborazio-
ne di flussi data-flow in modalita` asincrona e non bloccante, in cui l’obiettivo
e` quello di governare lo scambio di dati tra piu` sottosistemi asincroni (come
piu` Thread) in modo da controllare il consumo delle risorse e garantire il
massimo parallelismo.
Tale specifica non definisce come devono essere implementate le funzioni
di manipolazione dei flussi data-flow, ma solamente le entita` in gioco e come
dovrebbero essere espresse le relazioni.
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Un Publisher e` un generatore di un numero non definito di elementi
pubblicati a partire da una richiesta esplicita del / dei Subscriber.
Come risposta alla chiamata Publisher.subscribe(Subscriber) e` possibile
invocare sul Subscriber la seguente sequenza di metodi:
onSubscribe onNext* (onError oppure onComplete)
Cio` significa che il metodo onSubscribe e` sempre invocato, seguito da
un numero indefinito (anche zero) di onNext (al massimo quanto richiesto
dal Subscriber) seguito da onError in caso di fallimento, o da onComplete
quando non vi sono piu` elementi disponibili. Tutto questo e` valido sempre
che nel frattempo la Subscription sono sia stata cancellata.
2.6 Fluent Interface
Il termine Fluent Interface fu coniato da Eric Evans e Martin Fowler nel
2005 [16] ed e` un’implementazione di una Object Oriented API che ha come
obiettivo quello di rendere il codice scritto maggiormente leggibile.
Generalmente una Fluent Interface e` cos`ı definita:
– i metodi hanno un valore associato al tipo di parametro di ritorno;
– e` autoreferenziato se il nuovo contesto e` equivalente al precedente;
– l’elemento terminatore non deve restituire tipi di parametri che con-
sentano di proseguire con la catena.
Fluent Interface puo` essere associato a Creational Pattern (vedi Sezione
2.7.1) come Builder o Factory Method Pattern per rendere maggiormente
leggibile il codice creato.
Nell’Esempio 2.5 e` mostrata la classe Stream di Java 8 in quanto imple-
mentazione di Fluent Interface. Infatti i metodi filter e map sono autorefe-
renziati, mentre collect e` il terminatore.
1 person.stream()
2 .filter(p -> p.getAge() > 18)
3 .map(Student::new)
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4 .collect(Collectors.toList());
Esempio 2.5: Esempio di Fluent Interface
2.7 Pattern Utilizzati
In questa sezione e` contenuta una lista non esaustiva dei principali pattern
di programmazione utilizzati nella realizzazione di Muskel2.
La maggior parte dei pattern sono stati ordinati secondo le categorie
definite da “Gang of Four” [10] (GoF), il nome dato agli autori nel libro
“Design Patterns: Elements of Reusable Object-Oriented Software” [18]:
– creational patterns (vedi Sezione 2.7.1) usati per l’istanziazione di un
singolo oggetto o gruppi di oggetti;
– structural patterns che forniscono un modo per definire le relazioni
presenti tra gli oggetti;
– behavioral patterns (vedi Sezione 2.7.3) che definiscono le modalita` con
cui le classi o gli oggetti comunicano tra loro.
2.7.1 Creational Patterns
Builder Pattern
Il Builder Pattern e` un Creational Pattern che puo` essere d’aiuto quando si
ha bisogno di facilitare la creazione di oggetti complessi, disaccoppiando le
varie parti che costituiscono l’oggetto da come vengono assemblate.
La struttura di un builder e` rappresentata in Figura 2.2:
– il Director costruisce un oggetto utilizzando l’interfaccia Builder;
– il Builder specifica l’interfaccia astratta che crea le parti dell’oggetto
EmailMessage;
– il Concrete Builder costruisce ed assembla le parti del messaggio
implementando l’interfaccia Builder ;
– EmailMessage che rappresenta l’oggetto complesso ed include le classi
che definiscono le parti che lo compongono.
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Figura 2.2: Vista Concettuale Builder Pattern
Il Builder Pattern puo` essere utilizzato, insieme a Fluent Interface, per
rendere ancora piu` snello il processo di creazione degli oggetti.
Nell’Esempio 2.6, si ha la necessita` di istanziare la classe EmailMessage e,
per farlo, si utilizza il metodo statico builder che ritorna un ConcreteBuilder
contenente i metodi from, to, subject, content autoreferenziati ed il metodo







Esempio 2.6: Esempio di Pattern Builder con Fluent Interface
In MuSkel2, in particolare, il pattern Builder e` stato utilizzato, insieme
al Fluent Interface, per la creazione del MuskelContext (vedi Sezione 4.1.2).
Factory Method Pattern
Il Factory Method Pattern e` un Creational Pattern che usa factory methods
per creare oggetti senza dover specificare la classe utilizzata per instanziarlo
(vedi Figura 2.3).
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Figura 2.3: Vista Concettuale Factory Method Pattern
Nell’Esempio 2.7 viene mostrato l’utilizzo del pattern factory method per
la creazione di un’istanza di un Product dato il suo identificativo.
1 Product.createByProductId(1);
Esempio 2.7: Esempio di Pattern Factory Method
All’interno del progetto MuSkel2 il pattern factory method e` stato lar-
gamente utilizzato nella creazione del MuskelProcessor. Nell’Esempio 2.8 un
array di interi viene passato come argomento al metodo from, che lo utilizzera`
nella creazione di un’istanza della classe MuskelProcessor.
1 MuskelProcessor.from(1, 2, 3, 4);
Esempio 2.8: Esempio di Pattern Factory Method in MuSkel2
Singleton Pattern
Il Singleton Pattern e` un Creational Pattern il cui scopo e` garantire che una
determinata classe venga creata in una sola istanza, e di fornire un punto di
accesso globale a tale istanza.
Il pattern e` stato utilizzato in diverse parti del progetto MuSkel2 per
permettere il riutilizzo, ove possibile, delle stessa istanza di classe, in modo
da minimizzare il numero di oggetti creati.
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Un esempio di utilizzo del Singleton Pattern e` nella creazione, in una sola
istanza, di MuskelProcessor vuoti (vedi Esempio 2.9).
1 MuskelProcessor.empty();
Esempio 2.9: Esempio di metodo MuSkel2 contenente Singleton Pattern
Al suo interno viene richiamato il singleton EMPTY (vedi Esempio 2.10).
1 MuskelProcessorUtils.EMPTY;
Esempio 2.10: Esempio di Pattern Singleton in MuSkel2
2.7.2 Structural patterns
Composite Pattern
Il Composite Pattern permette di trattare un gruppo di oggetti come se
fossero l’istanza di un oggetto singolo. Il design pattern Composite organizza
gli oggetti in una struttura ad albero, nella quale i nodi sono delle composite
e le foglie sono oggetti semplici (vedi Figura 2.4).
Il Composite Pattern coinvolge quattro elementi:
– Client che manipola gli oggetti attraverso l’interfaccia Component;
– Component che dichiara l’interfaccia per gli oggetti nella composizio-
ne, per l’accesso e la manipolazione di questi, imposta un comporta-
mento di default per l’interfaccia comune a tutte le classi e puo` definire
un’interfaccia per l’accesso al padre del componente;
– Composite che definisce il comportamento per i componenti aventi
figli, salva i figli e implementa le operazioni ad essi connesse nell’inter-
faccia Component;
– Leaf che definisce il comportamento degli oggetti primitivi, cioe` delle
foglie.
Adapter Pattern
Il fine dell’Adapter Pattern e` fornire una soluzione astratta al problema del-
l’interoperabilita` tra interfacce differenti. Il problema si presenta ogni qual
volta nel progetto si debbano utilizzare sistemi di supporto (come per esem-
pio librerie) la cui interfaccia non e` perfettamente compatibile con quanto
richiesto da applicazioni gia` esistenti. Invece di dover riscrivere parte del
sistema, compito oneroso e non sempre possibile se non si ha a disposizione il
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Figura 2.4: Diagramma Pattern Composite
codice sorgente, puo` essere comodo scrivere un adapter che faccia da tramite
(Figura 2.5).
L’Adapter Pattern coinvolge quattro elementi:
1. Adaptee che definisce l’interfaccia che ha bisogno di essere adattata.
2. Target che definisce l’interfaccia che usa il Client.
3. Client che collabora con gli oggetti in conformita` con l’interfaccia
Target.
4. Adapter che adatta l’interfaccia Adaptee all’interfaccia Target.
2.7.3 Behavioral Patterns
Observer Pattern
L’ Observer Pattern (chiamato anche Publish-Subscribe) viene utilizzato quan-
do si vuole realizzare una dipendenza uno a molti in cui il cambiamento di
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Figura 2.5: Diagramma Pattern Adapter
stato di un soggetto venga notificato a tutti i soggetti che si sono mostrati
interessati. Sostanzialmente il pattern si basa su uno o piu` oggetti, chia-
mati osservatori o Observer, che vengono registrati per gestire un evento
che potrebbe essere generato dall’oggetto “osservato”, che viene chiamato
soggetto.
Questo pattern e` composto dai seguenti partecipanti:
– Subject/ Observable che espone l’interfaccia che permette agli os-
servatori di iscriversi e cancellarsi; mantiene una reference a tutti gli
osservatori iscritti.
– Observer che espone l’interfaccia che consente di aggiornare gli osser-
vatori in caso di cambio di stato del soggetto osservato.
– ConcreteSubject che mantiene lo stato del soggetto osservato e no-
tifica gli osservatori in caso di un cambio di stato.
– ConcreteObserver che implementa l’interfaccia dell’Observer defi-
nendo il comportamento in caso di cambio di stato del soggetto osser-
vato.
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Figura 2.6: Diagramma Classi Pattern Observer
Grazie al pattern Observer si garantisce un basso accoppiamento perche´
il Subject sa che una lista di Observer sono interessati al suo stato ma non
conosce le loro classi concrete.
In MuSkel2 il pattern Observer e` stato utilizzato per permettere la comu-
nicazione asincrona tra Publisher e Subscriber secondo le specifiche Reactive
Streams (vedi Sezione 2.5).
2.7.4 Dependency Injection Pattern
Il Dependency injection (DI) e` ormai un pattern consolidato nel mondo dello
sviluppo software: il primo documento che ne formalizza i concetti principali
e` di Martin Fowler [17] e risale al gennaio 2004.
E` un’implementazione del principio architetturale Inversion of Control
(IoC) [14] basato sul concetto di invertire il controllo del flusso di sistema
(Control Flow) rispetto alla programmazione tradizionale. Nella program-
mazione tradizionale, infatti, la logica di tale flusso e` definita esplicitamente
dallo sviluppatore, che si occupa tra le altre cose, di tutte le operazioni di
creazione, inizializzazione ed invocazione dei metodi degli oggetti.
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Figura 2.7: La dipendenza tra classi
Inversion of Control invece inverte il flusso di controllo facendo in modo
che non sia piu` lo sviluppatore a doversi preoccupare di questi aspetti, ma il
framework, che reagendo a qualche “stimolo”, se ne occupera` per suo conto.
In Figura 2.7 viene mostrato che la classe A e` dipendente dalla classe B
perche´, in qualche punto, fa uso dei servizi da lei offerti.
Perche´ questo tipo di dipendenza abbia luogo, la classe A ha diverse
alternative: istanziare e inizializzare (attraverso costruttore o metodi setter)
la classe B, ottenere un’istanza di B attraverso una factory (vedi Sezione
2.7.1) ecc. Ognuno di questi casi implica che nel codice di A sia “scolpita”
la logica di risoluzione della dipendenza verso B. La Dependency Injection
coinvolge quattro attori:
1. Service che identifica l’oggetto che deve essere utilizzato.
2. Client L’oggetto che ha una dipendenza.
3. Interfaccia che definisce in che modo il Client puo` utilizzare il Service
4. Injector che e` responsabile di costruire il servizio ed iniettarlo al client.
In MuSkel2 il pattern Dependency Injection viene utilizzato per permet-
tere al codice client di riferire servizi server che devono essere iniettati nel
momento in cui la funzione viene eseguita sul nodo server.
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Figura 2.8: Vista Concettuale Dependency Injection Pattern
Nell’Esempio 2.11, l’annotation @Inject indica all’injector di popolare il
field myService con l’implementazione presente all’interno del contesto ap-
plicativo. L’injector, nel caso di Muskel2, e` messo a disposizione nella parte
server da Spring (vedi Sezione 2.8.2), un framework Java che ha compito prin-






5 public class MyInjectFuntion implements
SerializableFunction<Integer, String> {
6 @Inject
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7 private MyCustomService myService;
8
9 @Override




Esempio 2.11: Esempio di utilizzo del Pattern IoF in MuSkel2
2.8 Supporto Esecuzione Distribuita
In questa sezione vengono presentate due librerie utilizzate nella realizzazione
per permettere l’esecuzione remota dei programmi realizzati con MuSkel2.
2.8.1 Hazelcast
Hazelcast [20] e` un progetto opensource in Java che nasce come in-memory
data grid (strutture dati distribuite) dove i dati sono memorizzati intera-
mente nella memoria Ram del cluster. Nel tempo sono state realizzate un
insieme di funzionalita` che non la rende semplicemente una cache ma mette
a disposizione diverse strutture dati in modalita` distribuita, che includono:
• collezioni standard Java:
– Map: coppia chiave valore
– List : lista di oggetti
– Set : collezione non duplicata di oggetti
– Queue: collezione FIFO (First In First Out)
• collezioni specifiche:
– MultiMap: mappa chiave valori
– RingBuffer : collezione che memorizza in una struttura dati ad
anello.
– Topic: publish/subscribe di messaggi
• gestione concorrenza:
– AtomicNumber/AtomicReference: riferimento atomico unico in
tutto il cluster
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– IdGenerator : generatore di numeri univoci sul cluster
– Semaphore/Lock : gestione concorrenza sul cluster
– CountdownLatch: contatore alla rovescia sul cluster.
Il fatto di poter gestire oggetti distribuiti, unito alla semplicita` di poter
creare dei cluster, fanno di questo prodotto un progetto molto interessante
e soprattutto versatile per diverse situazioni. In MuSkel2 la libreria e` stata
utilizzata a supporto nella creazione del cluster, all’esecuzione remota (sin-
cronizzazione, distribuzione del carico) e per la trasmissione dei dati ai singoli
nodi.
2.8.2 Spring Boot
Spring [29] e` uno dei piu` famosi Framework per lo sviluppo di applicazio-
ni enterprise in Java. Milioni di sviluppatori nel mondo usano il Framwork
Spring per creare codice avente le seguenti caratteristiche: alte performan-
ce, facilmente testabile e riusabile. Le funzionalita` appartenenti al core del
Framework Spring possono essere usate per lo sviluppo di qualsiasi tipo di ap-
plicazione Java, esistono poi estensioni apposite per creare Web Application.
Il target del Framework Spring e` quello di rendere piu` semplice lo sviluppo
di applicazione J2EE (Java 2 Enterprise Edition) e quello di usare e pro-
muovere buone consuetudini di programmazione usando un modello di pro-
grammazione basato sui POJO (Plain Old Java Object). La tecnologia che
maggiormente caratterizza Spring e` l’iniezione delle dipendenze che realizza
il pattern Inversion of Control (vedi Sezione 2.7.4) che tende a disaccoppiare
i singoli componenti di un sistema.
Spring Boot [28] permette la creazione di applicazioni Spring che possono
essere avviate in modalita` standalone oppure facendo uso di un container
J2EE.
2.9 Apache Maven
Apache Maven [22] e` uno strumento completo per la gestione di progetti
software Java, in termini di compilazione del codice, distribuzione, docu-
mentazione e collaborazione del team di sviluppo. Secondo la definizione
ufficiale si tratta di un tentativo di applicare pattern ben collaudati all’in-
frastruttura di build dei progetti. Maven e` contemporaneamente un insieme
di standard, una struttura di repository e un’applicazione che servono alla
gestione e descrizione di progetti software. Esso definisce un ciclo di vita
standard per il building, il test e il deployment di file di distribuzione Java.
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Le caratteristiche di Maven fanno s`ı che diverse persone, anche inizial-
mente estranee al progetto, possano lavorare insieme produttivamente senza
dover trascorrere molto tempo per comprendere la struttura del progetto, il
suo funzionamento, il processo di build, etc.
Le aree prese in considerazione da Maven sono: build, documentazio-
ne, reportistica, gestione delle dipendenze, SCMs (Software Configuration
Management), rilascio e distribuzioni di nuove versioni. Maven permette
di uniformare la centralizzazione delle librerie all’interno di un repository
alimentato automaticamente; in questo modo si ha il notevole vantaggio di
mantenere all’interno del sistema di versioning solo i sorgenti dei progetti
e non le librerie necessarie al build che devono invece presenti in un repo-
sitory centralizzato e scaricate localmente al primo utilizzo per il build del
progetto. Lo sviluppatore puo` utilizzare i plugin Maven per le diverse Ide, a
seconda dell’ambiente di sviluppo utilizzato, pur mantenendo la consistenza
del pacchetto e la totale indipendenza dalle configurazioni dell’ambiente di
sviluppo.
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Capitolo 3
Progetto Logico
In questo capitolo viene presentato lo schema logico della libreria MuSkel2,
andando a descrivere, attraverso esempi, le tipologie di parallelismo realizza-
bili.
3.1 Schema Logico
Ad alto livello MuSkel2 e` una libreria che, attraverso la composizione di ope-
ratori (skeleton), permette la realizzazione di programmi data-flow asincroni
in modalita` sequenziale, parallela e distribuita.
L’utilizzatore, interagendo con le API (Application Programming Inter-
face) esposte da MuSkel2, ha la possibilita` di realizzare applicazioni che, a
partire da un flusso di dati in ingresso (anche infinito), ne genera uno in
uscita (vedi Figura 3.1).
Figura 3.1: Programma Muskel2 e Stream di Input - Output
A run-time la libreria si occupa di gestire tutte le fasi dell’elaborazione
facendosi carico delle problematiche tipiche della programmazione parallela
e distribuita come:
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– allocazione e gestione del ciclo di vita dei Thread
– discovery dei nodi del cluster (vedi Figura 3.2)
– bilanciamento del carico
Figura 3.2: MuSkel2 Tipi di Risorse Target
Oltre a gestire il parallelismo, le API esposte permettono la manipolazione
del data-flow. Nella seguente tabella e` mostrata una parte degli operatori
disponibili raggruppata per categoria.
Categoria Esempio
Controllo di Flusso doOnNext, doOnError, doOnComplete, doOnEach
Calcolo Parallelo map, executeOn, flatMap, merge
Combinazioni merge, concat
Condizionali defaultIfEmpty
Filtraggio cast, filter, first, last, take, takeLast, takeFirst
Aggregazione count, reduce, toList, toSortedList
Trasformazione map, scan, flatMap, groupBy, groupBySortedToList
Tabella 3.1: Lista Operatori raggruppati per categoria
3.2 Esempi di Parallelismo
Nella seguente sezione verra` mostrato come, a partire dagli skeleton realizzati
per il calcolo parallelo di MuSkel2, sia possibile realizzare alcune fra le piu`
comuni tipologie di parallelismo conosciute in letteratura.
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Figura 3.3: Esempio di Pipeline
3.2.1 Pipeline
Uno tra i piu` famosi pattern di programmazione parallela e` indubbiamente
il pipeline, che consiste nel dividere una computazione in piu` stadi e nell’im-
plementare a cascata un insieme di processi paralleli relativi agli stadi di una
elaborazione sequenziale.
In Figura 3.3 e` mostrata la funzione sequenziale R= F(G(J(x))) paralle-
lizzata con un pipeline a tre stadi alla quale viene applicato uno stream di
dati in ingresso ed uno in uscita.
Il MuSkel2 puo` essere realizzato scegliendo, per ogni stadio del pipeline, la
forma di parallelismo desiderata. Nelle seguenti sezioni verra` spiegato come
viene parallelizzata la funzione R in ambiente locale oppure cluster.
Computazione Locale
Le funzioni appartenenti al pipeline in esempio vengono eseguite in thread
separati rispetto al programma in esecuzione. I risultati vengono man mano
notificati in modo asincrono al flusso di controllo principale (vedi Figura 3.4).
Figura 3.4: Schema Logico Pipeline Locale
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Per ogni stadio del Pipeline che si desidera parallelizzare viene allocato
un thread (anche appartenente a thread pool distinti) che, per ogni notifica
ricevuta dallo stadio precedente, calcola la funzione sul valore in ingresso ed
inoltra il risultato allo stadio successivo. Nell’Esempio 3.1 e` mostrato un
frammento di codice che implementa una pipeline a tre stadi su thread pool
locali e distinti.
1 MuskelProcessor.from(1, 2, 3, 4, 5, 6)
2 .executeOn(local("pool1"))
3 .map(x -> j(x))
4 .executeOn(local("pool2"))
5 .map(b -> g(b))
6 .executeOn(local("pool3"))
7 .map(a -> f(a))
8 .subscribe(s -> System.out.println(s));
Esempio 3.1: Esempio di Pipeline in ambiente locale
Computazione Remota
Le funzioni appartenenti agli stadi pipeline in esempio vengono eseguite su
nodi remoti del cluster rispetto al programma in esecuzione (quindi il codice
si trova sul nodo Client). I risultati vengono man mano notificati in modo
asincrono al flusso di controllo principale presente sul Client (vedi Figura
3.5).
Figura 3.5: Schema Logico Pipeline Remoto
La scelta del nodo da allocare per l’elaborazione del singolo stadio del
pipeline puo` avvenire:
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1. in modo automatico lasciando al sistema la responsabilita` di scegliere,
in base a politiche Round Robin, dove allocare la computazione;
2. uno specifico nodo server indicato a livello di interfaccia sviluppatore.
Se il nodo non dovesse essere presente il programma il sistema restituira`
un errore;
3. un gruppo di nodi indicato a livello di interfaccia sviluppatore, delegan-
do al sistema la responsabilita` di scegliere, in base a politiche Round
Robin, il nodo dove allocare la computazione fra quelli appartenenti al
gruppo.
Nell’Esempio 3.2 e` mostrato un frammento di codice che realizza un pipe-
line a tre stadi utilizzando nodi remoti. In particolare nodeA, nodeB, nodeC
rappresentano i nomi di server remoti dove eseguire rispettivamente le fun-
zioni j(x), g(b) ed f(a). Il metodo toLocal() indica a nodeC che il risultato
della singola map deve essere restituito al client. Infine, la funzione in argo-
mento al metodo subscribe stampa, in modo asincrono, il risultato finale di
ogni singolo elemento dello stream in ingresso.
1 MuskelProcessor.from(1, 2, 3, 4, 5, 6)
2 .executeOn(remote("nodeA"))
3 .map(x -> j(x))
4 .executeOn(remote("nodeB"))
5 .map(b -> g(b))
6 .executeOn(remote("nodeC"))
7 .map(a -> f(a))
8 .toLocal()
9 .subscribe(s -> System.out.println(s));
Esempio 3.2: Esempio di Pipeline ambiente cluster
Computazione Ibrida
Per ogni stadio del Pipeline e` possibile configurare se utilizzare un thread
locale oppure un nodo remoto. Una soluzione ibrida potrebbe essere far s`ı
che le funzioni J(x) e G(b) vengano eseguite su due thread diversi di un nodo
server mentre F(a) venga elaborata lato Client.
Nell’Esempio 3.3 e` mostrato un frammento di codice che realizza un pi-
peline a tre stadi utilizzando la modalita` ibrida descritta precedentemente.
In particolare nodeA rappresenta il nome di un server remoto, localThread-
PoolNodeA il nome di un thread pool locale definito su nodeA e localThread-
PoolClient il nome di un thread pool locale definito lato client. Il metodo
toLocal() indica a nodeA che il risultato della singola map deve essere resti-
tuito al client. Infine, la funzione in argomento al metodo subscribe stampa,
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Figura 3.6: Generico Farm e stream di input - output
in modo asincrono, il risultato finale di ogni singolo elemento dello stream in
ingresso.
1 MuskelProcessor.from(1, 2, 3, 4, 5, 6)
2 .executeOn(remote("nodeA"))
3 .map(x -> j(x))
4 .executeOn(local("localThreadPoolNodeA"))
5 .map(b -> g(b))
6 .toLocal()
7 .executeOn(local("localThreadPoolClient"))
8 .map(a -> f(a))
9 .subscribe(s -> System.out.println(s));
Esempio 3.3: Esempio di Pipeline in ambiente ibrido
3.2.2 Farm
Il Farm consiste nel parallelizzare una computazione con un insieme di Wor-
ker, tutti equivalenti, in cui uno stream di dati deve essere sottoposto alla
stessa elaborazione. I task sono gestiti dal modulo Emitter che ha il compito
di determinare i worker liberi, inviando loro il task da elaborare. I Worker,
dopo aver eseguito la funzione su uno specifico dato in ingresso, inviano il
risultato al Collector che riceve i dati e si occupa di riordinarli.
In Figura 3.6 e` mostrata la funzione sequenziale R= F(x) parallelizzata
con tre Worker.
In MuSkel2 il Farm e` realizzato dando allo sviluppatore la possibilita` di
scegliere dove eseguire funzione: su un thread pool locale oppure su un nodo
del cluster. Inoltre, la funzione di Emitter e Collector viene svolta dal client
stesso. In Figura 3.7 e` mostrato un esempio di Farm con Worker remoti.
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Figura 3.7: Esempio di Farm Remoto in MuSkel2
La scelta del nodo da allocare per l’elaborazione della coppia funzione,
dato puo` avvenire:
1. in modo automatico lasciando al sistema, in base a politiche Round
Robin, la scelta di quale nodo allocare. Nella versione locale viene
utilizzato un thread pool di default;
2. uno specifico o gruppo di nodi server o thread pool locale indicato a
livello di interfaccia sviluppatore. Se non dovesse essere presente il
programma restituisce un errore.
Nell’Esempio 3.4 e` mostrato un frammento di codice mostra che la fun-
zione F(x) viene applicata (map), su un qualunque nodo remoto (remote()),
ad una sequenza di numeri interi in ingresso (from(...)). Il risultato viene
stampato in modo asincrono dal client utilizzando il metodo subscribe.
1 MuskelProcessor.from(1, 2, 3, 4, 5, 6, ...)
2 .map(x -> f(x), remote())
3 .subscribe(s -> System.out.println(s));
Esempio 3.4: Esempio di Farm in ambiente remoto
3.2.3 Generatore di Stream
Il generatore di Stream, chiamato in MuSkel2 FlatMap, consiste nel paralle-
lizzare una funzione che consuma un valore e produce uno stream contenente
un numero arbitrario di dati. I task sono gestiti dal modulo Emitter che ha
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Figura 3.8: Generica FlatMap e Stream di Input - Output
il compito di determinare i worker liberi inviando loro il task da elaborare.
I Worker eseguono la funzione su uno specifico dato in ingresso che genera
uno stream asincrono di risultati che sono inviati al Merger man mano che
vengono prodotti. Quest’ultimo ha il compito di mantenere le strutture dati
necessarie per ricevere i risultati da n produttori e di inoltrare allo stadio
seguente i risultati secondo l’ordine di arrivo. In Figura 3.8 e` mostrata la
funzione sequenziale R= F(x) parallelizzata con tre Worker.
In MuSkel2 la FlatMap e` realizzata dando allo sviluppatore la possibilita`
di scegliere se l’esecuzione della funzione debba essere eseguita in un ”Thread
Pool” locale oppure su un nodo remoto. La funzione di Emitter e Merger
viene svolta dal client stesso. Ogni Worker ha la possibilita` di inviare i
risultati in modo completamente asincrono. In Figura 3.9 e` mostrato un
esempio di FlatMap con Worker remoti.
Nell’Esempio 3.5 e` mostrato un frammento di codice in cui la funzione
F(x) ritorna un’istanza di MuskelProcessor che puo` generare un insieme,
anche infinito, di valori. Tale funzione viene poi eseguita in un nodo remoto
per ogni valore in ingresso.
1 MuskelProcessor.from(1, 2, 3, 4, 5, 6, ...)
2 .flatMap(x -> f(x), remote())
3 .subscribe(s -> System.out.println(s));
Esempio 3.5: Esempio di FlatMap in ambiente remoto
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Figura 3.9: Esempio di FlatMap
3.3 Schema Logico Implementazione
In questa sezione vengono descritti, a grandi linee, i macro componenti che
si occupano di gestire il supporto a run-time di MuSkel2.
Come mostrato nei precedenti esempi, un programma, realizzato utiliz-
zando le API MuSkel2, e` formato da una o piu` operazioni concatenate tra
loro alle quali viene sottomesso uno stream in ingresso, in cui l’obiettivo e` la
produzione di un nuovo stream in uscita contente i risultati.
L’esecuzione del programma e` affidata al run-time che viene avviato con-
testualmente all’invocazione di un’operazione terminale (vedi Sezione 4.1.1)
che sottopone il programma alle seguenti fasi (vedi Figura 3.10):
• Operation Subscription necessaria per mettere in comunicazione,
attraverso il pattern Publish-Subscribe (vedi Sezione 2.7.3), la sequenza
di operazioni definita nel programma. In questa fase vengono effettuate
le seguenti attivita`:
– creazione di un macro data-flow contenente la sequenza delle ope-
razioni da eseguire;
– allocazione thread e/o nodi server con la porzione del macro data-
flow di loro competenza;
– definizione di code locali e remote per permettere la comunicazione
tra thread e/o nodi server.
• Stream Orchestration ha il compito di gestire il load balancing del
sistema agendo sulla frequenza di emissione degli elementi dello stream.
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Figura 3.10: MuSkel2: Fasi elaborazione
Ad esempio, se chi genera lo stream e` molto piu` veloce di quello che lo
consuma, potrebbero verificarsi situazioni di queue overflow oppure di
out of memory. Stream Orchestration cerca di impedire che cio` accada
diminuendo il numero di elementi in ingresso agli esecutori “troppo
veloci”.
• Data Trasformation si occupa di gestire l’allocazione delle risorse
necessarie all’elaborazione delle funzioni di data trasformation (esempio
map, flatMap) in modalita` sequenziale e parallela.
L’implementazione del supporto a run-time di MuSkel2 e` affidata ai se-
guenti progetti Maven (vedi Sezione 2.9):
– muskel-core contenente la definizione delle API e la logica di run-
time per permettere l’esecuzione locale e la sincronizzazione con i nodi
server. Il discovery dei nodi server e la comunicazione tra client ed il
cluster e` affidata alla libreria opensource Hazelcast (vedi Sezione 2.8.1).
I dettagli implementativi verranno discussi al Sezione 4.3.1.
– muskel-server che consente la configurazione e l’avvio del singolo nodo
server e gestisce le strutture dati condivise con i client. La libreria, che
puo` essere avviata come un qualunque jar (Java Archive) eseguibile e
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si presenta come un unico artefatto contenente, oltre a tutte le librerie
incluse in muskel-core, Spring Boot (vedi Sezione 2.8.2) utilizzato per
il caricamento dei servizi server.
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Capitolo 4
MuSkel2: Implementazione
In questo capitolo verranno discussi i dettagli implementativi e le scelte
effettuate per permettere l’esecuzione dei programmi realizzati dall’utente.
Nella prima parte verranno descritte le principali classi disponibili all’u-
tilizzatore e il funzionamento di alcuni skeleton realizzati.
Successivamente verranno analizzati i principali aspetti realizzativi del
supporto a run-time.
4.1 API
Le API (Application Programming Interface) descrivono le modalita` con cui
la libreria MuSkel2 mette a disposizione le funzionalita` all’utilizzatore.
Le principali entita` con cui lo sviluppatore puo` interagire sono:
– l’interfaccia MuskelProcessor, che rappresenta l’entry point attraver-
so la quale lo sviluppatore puo` realizzare il proprio programma. Ogni
operazione e` parametrizzabile attraverso le classi funzionali presenti in
Java 8 (vedi Sezione 2.2);
– l’interfaccia MuskelContext che gestisce il thread pool e mantie-
ne le strutture dati per la connessione ai nodi server. Un singolo
MuskelContext puo` essere utilizzato da piu` programmi (vedi Sezione
4.3.2);
– gli Operatori, ovvero gli skeleton di programmazione sequenziale e
parallela che, malgrado siano disponibili attraverso l’interfaccia Mu-
skelProcessor, devono essere a conoscenza dello sviluppatore affinche´
vengano utilizzati nel miglior modo possibile.
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4.1.1 MuskelProcessor
Similmente alla classe Stream di Java 8 (vedi Sezione 2.4.1), MuskelProcessor
identifica una sequenza di elementi originati da una sorgente (data-flow),
che supporta operazioni di trasformazione, aggregazione ecc, in modalita`
sequenziale e parallela. La sorgente e` un’entita` che contiene gli elementi
(ad esempio una lista) oppure li genera (come un range generator); tutte le
operazioni sono connesse in una pipeline che inizia con una sorgente, seguita
da zero o piu` operazioni intermedie e finisce con un’operazione terminale.
Un MuskelProcessor puo` essere istanziato attraverso uno dei suoi factory
method, che sono degli adapter nei confronti di una generica sorgente dati
(vedi structural pattern, Sezione 2.7.2). I principali factory method sono:
– from(T...) un array di tipo generico;
– fromIterable(Iterable<T>) come una lista, un result set;
– fromStream(Stream<T>) uno Stream Java 8;
– single(T) un singolo elemento;
– fromPublisher(Publisher<T>) l’interfaccia Publisher definita in
reactive-streams (vedi Sezione 2.5);
– range(int start, int count) che emette una sequenza di interi all’in-
terno dello specifico range;
– merge(MuskelProcessor<T>[] processors) che unisce un array
di MuskelProcessor in uno solo, generando uno stream di dati come
fusione dei valori emessi da tutti i MuskelProcessor in argomento.
Attraverso i metodi di istanza di MuskelProcessor e` possibile applicare,
allo stream iniziale, delle operazioni che permettono la manipolazione del
flusso in ingresso. Le operazioni si dividono in:
• Intermedie quando il tipo di ritorno e` un nuovo MuskelProcessor ; la
loro concatenazione, quindi, forma una pipeline di operatori che rappre-
sentano gli skeleton di programmazione parallela e sequenziale. (vedi
Fluent Interface - Sezione 2.6) A loro volta le operazioni intermedie
vengono classificate come:
– Stateless Operation, ovvero operazioni in cui ogni elemento del-
lo stream puo` essere calcolato indipendentemente dagli altri sen-
za la necessita`, quindi, di condividere informazioni per la loro
processazione.
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Figura 4.1: Registrazione Subscriber nei confronti del Publisher
– Statefull Operation che tipicamente incorporano uno stato calco-
lato sugli elementi precedenti; per questo motivo possono essere
influenzate dall’ordine in cui gli elementi vengono inseriti. Un
esempio di Statefull Operation sono le operazioni di aggregazio-
ne che trasformano un insieme di dati in ingresso in uno solo in
uscita.
• Terminali che consumano lo stream in ingresso. Gli operatori ter-
minali non restituiscono un MuskelProcessor come quelle intermedie
ma generalmente accettano in ingresso delle callback con cui ricevere i
risultati man mano che vengono calcolati.
Nell’Esempio 4.1 e` mostrato un frammento di codice MuSkel2, dove il
metodo statico from e` un factory method, i metodi d’istanza executeOn,
map e filter sono operazioni intermedie e subscribe e` terminale.
1 MuskelProcessor.from(1, 2, 3, 4, 5, 6)
2 .executeOn(local())
3 .map(x -> j(x))
4 .filter(x -> x>3)
5 .subscribe(s -> System.out.println(s));
Esempio 4.1: Esempio di programma MuSkel2
Differentemente da come avviene nella classe Stream di Java 8 e simil-
mente a come viene fatto in RxJava (vedi Sezione 2.4.3), la composizione de-
gli operatori genera sequenze asincrone secondo il pattern Publish-Subscribe
(vedi Observer Pattern, Sezione 2.7.3), dove ogni operatore rappresenta un
Subscriber nei confronti di quello precedente ed un Publisher per il successivo.
La registrazione dei Publisher nei confronti dei Subscriber e viceversa av-
viene secondo le specifiche “Reactive-Streams” (vedi Sezione 2.5) con l’opera-
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Figura 4.2: Sottoscrizione Publisher nei confronti del Subscriber
tore terminale che, invocando il metodo subscribe(Subscriber s) sul Publisher,
avvia una sequenza di chiamate che permettono ad ogni stadio di avere il rife-
rimento nei confronti del successivo Subscriber. In Figura 4.1 viene mostrata
tale sequenza.
Una volta ottenuto, da parte del Publisher sorgente, il riferimento al Sub-
scriber, viene invocato, in modo asincrono, il metodo onSubscribe(Subscription
s) sulle classe Subscriber, contenente il riferimento mediante il quale il Sub-
scriber ha la possibilita` di richiedere gli elementi dello stream da processare.
La sequenza completa e` mostrata in Figura 4.2
L’inizializzazione termina dopo che l’ultimo Subscriber riceve la Subscrip-
tion; da questo momento, attraverso il metodo subscription.request(n), e`
possibile richiedere elementi dello stream da consumare (vedi Figura 4.3).
Se il Subscriber terminale non conosce a priori il numero di elementi di
cui ha bisogno, oppure li desidera tutti, valorizza tale intero con la co-
stante Long.MAX VALUE. Le principali caratteristiche che riguardano la
Subscription sono:
– Il metodo subscription.request(n) puo` essere richiamato piu` volte nel
corso del ciclo di vita della computazione;
– ogni operatore puo`, in base al tipo di funzione realizzata, alterare il
numero degli elementi richiesti nei confronti del Publisher.
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Figura 4.3: MuSkel2 richiesta di elementi dello stream da parte del Subscriber
Figura 4.4: MuSkel2 processazione di un elemento
Il Publisher sorgente, una volta ottenuto il numero massimo di elementi
da emettere, ha la possibilita` di invocare, in modo asincrono, uno dei seguenti
tre metodi esposti dal Subscriber (vedi Figura 4.4):
– onNext(T t) per segnalare la presenza di un nuovo elemento da pro-
cessare;
– onError(Throwable t) per notificare un errore;
– onComplete() per segnalare la fine dello stream in ingresso.
Ogni operatore intermedio riceve, dal rispettivo Publisher, il singolo dato
da eleborare, applica la logica interna di funzionamento e, in caso di errore,
puo` notificarlo al Subscriber attraverso il metodo onError(Throwable). Nel
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Figura 4.5: MuSkel2 gestione errori nel processo di elaborazione
caso in cui l’errore fosse bloccante ha inoltre la possibilita`, attraverso il me-
todo subscription.cancel(), di segnalare al Publisher di non voler piu` ricevere
ulteriori dati (vedi Figura 4.5).
Una Subscription si intende consumata dopo che il Publisher ha richia-
mato il metodo onComplete() o onError(T) sul Subscriber ; oppure in caso
di cancellazione esplicita con il metodo subscription.cancel().
4.1.2 MuskelContext
L’obiettivo principale dell’interfaccia MuskelContext e` di fornire un livello di
astrazione che permetta, a tutti i componenti presenti nel core di MuSkel2,
di utilizzare in modo trasparente funzionalita` locali e remote.
MuskelContext e` configurabile attraverso un apposito builder, grazie al
quale l’utente puo` modellarne tipologia e parametri di configurazione re-
lativi al supporto a run-time indicato. Questo permette al programmato-
re di sviluppare l’applicazione concentrandosi solo sugli aspetti funzionali,
configurando esternamente tutti i parametri necessari al reale funzionamento.
Un MuskelContext puo` essere utilizzato in piu` elaborazioni di MuskelPro-
cessor. In sistemi piu` complessi, come applicazioni J2EE, il MuskelContext
puo` essere utilizzato come Singleton (vedi Creational Patterns, Sezione 2.7.1)
e tutti i MuskelProcessor possono utilizzare la stessa istanza.
Nell’Esempio 4.2 e` mostrato come, attraverso il metodo withContext, sia
possibile referenziare un MuskelContext all’interno della classe MuskelPro-
cessor.
1 MuskelProcessor




Esempio 4.2: Esempio di utilizzo istanza di MuskelContext in un programma
A livello di API, attraverso un apposito builder, e` possibile istanziare due
tipologie di MuskelContext: Local e Client.
MuskelContext Locale
La tipologia di MuskelContext locale e` indicata quando non si ha necessita`
di utilizzare i servizi messi a disposizione del cluster di MuSkel2.
In questo caso le uniche configurazioni possibili sono quelle relative al-
la definizione del thread pool locale e del suo pool size. La piu` semplice




Esempio 4.3: Esempio definizione MuskelContext
Con la configurazione base, viene creato automaticamente un thread
pool di sistema inizializzato con i parametri di default. Tale thread pool
puo` essere referenziato, all’interno del programma, utilizzando il metodo
MuskelExecutor.local(), come mostrato nell’Esempio 4.4.
1 ....
2 MuskelProcessor.from(1, 2, 3, 4, 5, 6)
3 .withContext(muskelContext)
4 .map(x -> j(x), local())
5 .filter(x -> x>3)
6 .subscribe(s -> System.out.println(s));
Esempio 4.4: Esempio di utilizzo thread pool di default
Ad esempio, per configurare il pool size a 15 elementi sul thread pool di





Esempio 4.5: Esempio di utilizzo thread pool di default con custom pool size
Per aggiungere un nuovo thread pool, oltre a quello di default, e` sufficiente
aggiungere il metodo addLocalExecutor configurando i parametri pool size e
nome, come mostrato nell’Esempio 4.6.







Esempio 4.6: Esempio di MuskelContext con custom thread pool
I thread pool definiti nel MuskelContext possono essere utilizzati, all’in-
terno di MuskelProcessor, attraverso il metodo MuskelExecutor.local(name)
(vedi Esempio 4.7).
1 MuskelProcessor.from(1, 2, 3, 4, 5, 6)
2 .withContext(muskelContext)
3 .executeOn(local("customPool1"))
4 .map(x -> j(x))
5 .executeOn(local("customPool2"))
6 .map(b -> g(b))
7 .executeOn(local("customPool3"))
8 .map(a -> f(a))
9 .subscribe(s -> System.out.println(s));
Esempio 4.7: Esempio di utilizzo di custom thread pool
MuskelContext Client
La tipologia di MuskelContext client e` richiesta quando tutta o parte dell’e-
laborazione deve essere eseguita su uno o piu` nodi del cluster MuSkel2.
Come nel caso del MuskelContext locale, e` possibile configurare i para-
metri dei thread pool locali per l’utilizzo di computazioni ibride (vedi Se-
zione 3.2.1); in aggiunta e` necessario configurare i parametri necessari alla







Esempio 4.8: Esempio di MuskelContext client
Nell’Esempio 4.9 e` mostrato che, attraverso il metodo remote(name) della
classe MuskelExecutor, e` possibile referenziare nodi remoti all’interno della
classe MuskelProcessor. A tempo di esecuzione il sistema tentera` l’accesso a




Il nome da utilizzare per l’autenticazione
nei confronti del server. Se non indicata
“muskel”.
password
La password da utilizzare per l’autenticazio-
ne nei confronti del server. Se non indicata
“password”.
addAddress
Una lista di coppie indirizzo e porta di alme-
no un nodo server. Nel caso non fosse possi-
bile collegarsi a nessun nodo il metodo verra`
generato un errore.
sslContext
Eventuale contesto SSL per l’utilizzo di un
canale sicuro.
Tabella 4.1: Parametri aggiuntivi configurazione di MuskelContext Client
1 MuskelProcessor.from(1, 2, 3, 4, 5, 6)
2 .withContext(muskelContext)
3 .executeOn(remote("node1"))
4 .map(x -> j(x))
5 .subscribe(s -> System.out.println(s));
Esempio 4.9: Esempio di utilizzo
Nella Tabella 4.1 sono indicati i principali parametri di configurazione del
MuskelContext client.
4.2 Skeleton
Nella seguente sezione verranno mostrati esempi e dettagli implementativi
di alcuni degli skeleton sequenziali e paralleli disponibili nella classe Muskel-
Processor.
4.2.1 Aggregazione
Gli skeleton di aggregazione riducono, attraverso funzioni di riduzione, uno
stream di n elementi in uno di un solo elemento.
reduce
Lo skeleton reduce accetta due argomenti: un valore iniziale ed una BiFunc-
tion che, dato il valore attuale ed il risultato della precedente elaborazione,
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calcola il nuovo valore. Tale funzione viene applicata a tutti gli elementi dello
stream fino a quando non viene invocato il metodo onComplete(). A questo
punto viene emesso, attraverso il metodo onNext(), il risultato dell’ultima
BiFunction invocata.
A livello implementativo vengono richiamati, in cascata, i metodi scan
(vedi Sezione 4.2.6) e last (vedi Sezione 4.2.5).
Nell’Esempio 4.10 il metodo reduce calcola la somma di tutti i valori in
ingresso ed emette il solo risultato finale in uscita.
1 MuskelProcessor.from(1, 2, 3)
2 .reduce(2, (i, k) -> i+k)
3 .subscribe(i -> System.out.println(i));




Lo skeleton count conta il numero di elementi emessi dallo stream.
A livello implementativo e` equivalente ad invocare il metodo reduce con
funzione f = t + 1.
Nell’Esempio 4.11 il metodo count calcola il numero di elementi presenti
nello stream in ingresso.
1 MuskelProcessor.from(1, 2, 10)
2 .count()
3 .subscribe(i -> System.out.println(i));




Gli skeleton toList e toSortedList aggregano, in una struttura dati lista, tutti
gli elementi dallo stream in ingresso, generando, con una sola onNext, tale
lista una volta terminata la computazione.
A livello implementativo vengono effettuate le seguenti macro-attivita`:
• a prescindere dal numero di elementi richiesto dal Subscriber, attraverso
il metodo request(n) viene richiesto, al Publisher, il valore
Long.MAX LONG;
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• in fase di emissione vengono aggiunti alla lista tutti gli elementi emessi.
Nell’Esempio 4.12 il metodo toList inserisce, in una lista, gli interi in
ingresso secondo l’ordine di arrivo.
1 MuskelProcessor.from(1, 10, 2)
2 .toList())
3 .subscribe(i -> System.out.println(i));
Esempio 4.12: Esempio di skeleton toList
Stampa:
1 [1, 10, 2]
Nell’Esempio 4.13 il metodo toSortedList inserisce, in una lista, gli interi
che successivamente vengono restituiti ordinati.
1 MuskelProcessor.from(1, 10, 2)
2 .toSortedList())
3 .subscribe(i -> System.out.println(i));
Esempio 4.13: Esempio di skeleton toSortedList
Stampa:
1 [1, 2, 10]
4.2.2 Controllo di Flusso
doOnNext, doOnError, doOnComplete, doOnEach
I metodi non modificano in alcun modo il flusso principale ma sono delle
callback che possono essere utilizzate per debugging oppure per effettuare
operazioni che non devono alterare lo stream. Nell’Esempio 4.14 il metodo
doOnNext e` utilizzato in due punti per stampare i valori prima e dopo il
metodo filter.
1 MuskelProcessor.from(1, 6, 2)
2 .doOnNext(i -> System.out.println("prima " + i))
3 .filter(i -> i<3)
4 .doOnNext(i -> System.out.println("dopo " + i))
5 .subscribe(i -> System.out.println(i));












Lo skeleton genera uno specifico valore di default se il Publisher completa la
sua elaborazione senza aver emesso elementi (vedi Figura 4.6).
Figura 4.6: Diagramma di sequenza skeleton defaultIfEmpty
Nell’Esempio 4.15 il metodo empty genera uno stream vuoto e quindi lo
skeleton defaultIfEmpty emette il valore presente in argomento.
1 MuskelProcessor.empty()
2 .defaultIfEmpty("Default value")
3 .subscribe(v -> System.out.println(v));






Lo skeleton accetta uno o piu` MuskelProcessor e, per ognuno di essi, emette
gli elementi in esso generati.
A livello implementativo, per ogni onNext() viene creata una struttu-
ra dati RingBuffer e gestisce, in modo parallelo ed asincrono, il caching e
l’emmissione degli elementi da parte di tutti gli stream attivi (vedi Figura
3.9).
Nell’Esempio 4.16 e` mostrato un frammento di codice in cui due Muskel-
Processor, contenenti due interi, vengono passati come argomento al metodo




2 .subscribe(v -> System.out.println(v));






A differenza del metodo merge, concat elabora uno alla volta lo stream
ottenendo risultati ordinati.
4.2.5 Filtraggio
In questa sezione vengono presentati gli skeleton che si occupano di filtrare
lo stream in ingresso in base a predicati o valori.
filter
Lo skeleton filter permette il filtraggio dei soli elementi che rispettano un
determinato predicato.
A livello implementativo, per ogni elemento in ingresso viene valutato il
predicato e, se verificato, viene invocato il metodo subscriber.onNext conte-
nente il valore ricevuto in ingresso. Nel caso il predicato non fosse verificato
e` necessario richiedere un nuovo elemento al Subscriber attraverso il metodo
subscription.request(1) (vedi Figura 4.7).
Nell’Esempio 4.17 e` stato utilizzato lo skeleton filter per filtrare i soli
interi minori di 3.
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Figura 4.7: Diagramma di sequenza skeleton filter
1 MuskelProcessor.from(1, 2, 3, 4, 5, 6)
2 .filter(i -> i<3)
3 .subscribe(i -> System.out.println(i));





Lo skeleton cast permette il filtraggio dei soli elementi che sono istanza di
una determinata classe.
A livello implementativo il funzionamento e` molto simile allo skeleton
filter.
Nell’Esempio 4.18, in ingresso allo stream sono presenti interi e stringhe.
Siccome il metodo cast e` stato configurato per filtrare le sole classi che im-
plementano la classe String, lo stream in uscita conterra` le sole stringhe in
ingresso.
1 MuskelProcessor.from(new Object[] {1, "2", 3, "4", 5})
2 .cast(String.class)
3 .subscribe(i -> System.out.println(i));
Esempio 4.18: Esempio di skeleton cast
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Lo skeleton accetta in argomento un numero n ed emette i primi n elementi
emessi dal Publisher.
Come mostrato in Figura 4.8, a livello implementativo vengono effettuate
le seguenti macro-attivita`:
1. durante la fase di invocazione del metodo subription.request(number)
viene calcolato il minimo tra n ed il numero richiesto dal Subscriber
chiamante;
2. in fase di emissione vengono inoltrati, attraverso il metodo subscri-
ber.onNext() i primi n elementi, finiti i quali viene invocato il metodo
onComplete().
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Nell’Esempio 4.19 il metodo take e` stato utilizzato per stampare i primi
due elementi in ingresso.
1 MuskelProcessor.from(1, 2, 3, 4, 5, 6)
2 .take(2)
3 .subscribe(i -> System.out.println(i));





Lo skeleton accetta un predicato ed inoltra il primo elemento dello stream
che lo soddisfa.
A livello implementativo vengono applicate in cascata i metodi filter e
take presenti nella classe MuskelProcessor (vedi Sezione 4.2.5).
Nell’Esempio 4.20 il metodo takeFirst restituisce il primo elemento dello
stream maggiore di 3.
1 MuskelProcessor.from(1, 2, 3, 4, 5, 6)
2 .takeFirst(i -> i>3)
3 .subscribe(i -> System.out.println(i));




Lo skeleton accetta un numero n ed emette gli ultimi n elementi ricevuti dal
Publisher.
A livello implementativo ogni elemento generato viene aggiunto ad una
struttura dati dequeue (double ended queue) di dimensione n. Dopo che
il Publisher ha invocato il metodo onComplete() ha inizio l’emissione degli
elementi presenti nella coda nei confronti del Subscriber successivo.
Nell’Esempio 4.21 il metodo takeLast emette gli ultimi due elementi dello
stream.
1 MuskelProcessor.from(1, 2, 3, 4, 5, 6)
2 .takeLast(2)
3 .subscribe(i -> System.out.println(i));







Il metodo groupBy accetta in ingresso una funzione che viene applicata a
tutti gli elementi in ingresso. Il risultato di tale funzione e` la chiave as-
sociata all’elemento; tutti gli elementi con la stessa chiave vengono quindi
raggruppati ed inoltrati una volta terminato il flusso iniziale.
Nell’Esempio 4.22, il metodo groupBy restituisce “gruppo1” se il numero
in ingresso e` minore di 4 e “gruppo2” altrimenti. Il risultato sono due Mu-
skelProcessor contenenti gli elementi raggruppati. Per facilitare la lettura, il
metodo subscribe trasforma il MuskelProcessor in una lista.
1 MuskelProcessor.from(1, 2, 3, 4, 5, 6)
2 .groupBy(i -> i<4 ? "gruppo1" : "gruppo2")




Esempio 4.22: Esempio di skeleton groupBy
Stampa:
1 [1, 2, 3]
2 [4, 5, 6]
map
Il metodo map accetta come argomento una funzione che viene applicata ad
ogni elemento in ingresso dello stream, andando cos`ı a formare il nuovo valore
in uscita.
Nella versione sequenziale il sistema applica, ad ogni on onNext del Pu-
blisher, la funzione in ingresso, come mostrato in Figura 4.9. La versione
parallela e` descritta nella Sezione 4.2.7.
Nell’Esempio 4.23 il metodo map trasforma ogni intero in ingresso in una
stringa.
1 MuskelProcessor.from(1, 2, 3)
2 .map(i -> "val_" + (i +1) )
3 .subscribe(i -> System.out.println(i));
Esempio 4.23: Esempio di skeleton map sequenziale
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Il metodo flatMap accetta come argomento una funzione che genera uno Mu-
skelProcessor come valore di ritorno. A tale funzione viene successivamente
applicato il metodo merge (vedi Sezione 4.2.4) che si occupa di fondere i
risultati ottenuti.
Nell’Esempio 4.24 il metodo flatMap, per ogni intero in ingresso, viene
applicata una funzione che ritorna un MuskelProcessor che genera n interi
partendo da 10.
1 MuskelProcessor.from(1, 2, 3)
2 .flatMap(n -> MuskelProcessor.range(10, n))
3 .subscribe(i -> System.out.println(i));










Il metodo scan, chiamato anche accumulator, accetta due argomenti: una
costante iniziale ed una BiFunction che, dato il valore attuale ed il risultato
della precedente elaborazione, calcola il nuovo valore in uscita.
Nell’Esempio 4.25 il metodo scan somma ogni intero in ingresso al prece-
dente.
1 MuskelProcessor.from(1, 2, 3)
2 .scan(2, (i, k) -> i+k)
3 .subscribe(i -> System.out.println(i));







Il metodo map accetta il nome di un thread pool o nodo server ed una fun-
zione che viene applicata ad ogni elemento in ingresso dello stream, andando
a generare il nuovo valore in uscita.
Nella versione parallela e distribuita, la funzione in ingresso viene appli-
cata ad un thread pool o nodo server diverso dal corrente. A causa di cio`, gli
elementi potrebbero essere generati con un ordine diverso rispetto a quello di
ingresso. Per mantenere lo stesso comportamento funzionale della versione
sequenziale viene mantenuta, in una sorta di coda, il riferimento all’oggetto
Future che puo` quindi essere elaborato secondo l’ordine di arrivo (vedi Com-
pletableFuture Sezione 2.4.2) Anche eventuali invocazioni al metodo onError
e onComplete devono essere inserite in coda, in modo che il Subscriber possa
applicare le opportune logiche di business (vedi Figura 4.10).
Nell’Esempio 4.26 il metodo map e` usato per concatenare ogni intero in
ingresso con il nome del thread che sta eseguendo la funzione.
66 CAPITOLO 4. MUSKEL2: IMPLEMENTAZIONE
Figura 4.10: Diagramma di sequenza skeleton map parallelo
1 MuskelProcessor.from(1, 2, 3)
2 .map(i -> Thread.currentThread() + "-> " + i,local())
3 .subscribe(i -> System.out.println(i));
Esempio 4.26: Esempio di skeleton map parallela
Stampa:
1 pool1 -> 1
2 pool4 -> 2
3 pool8 -> 3
flatMap
Il metodo flatMap accetta il nome di un thread pool o nodo remoto ed una
funzione che genera un MuskelProcessor come valore di ritorno. L’applica-
zione della funzione genera quindi uno stream di MuskelProcessor che viene
inoltrato alla funzione merge (vedi Sezione 4.2.4) che si occupa di fondere i
risultati ottenuti.
Nella versione parallela e distribuita ogni MuskelProcessor emesso viene
eseguito su un thread pool o nodo remoto separato che si occupa di elaborare,
in modo asincrono i risultati (vedi Figura 3.8).
Nell’Esempio 4.27, il metodo flatMap applica, ad ogni intero in ingresso,
una funzione che ritorna un MuskelProcessor che genera n interi partendo
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da 10 (metodo range) e concatena il risultato con il nome del thread che lo
sta eseguendo.
1 MuskelProcessor.from(1, 2, 3)
2 .flatMap(n -> MuskelProcessor
3 .range(10, n)
4 .map(i -> Thread.currentThread() + "-> " + i), local())
5 .subscribe(i -> System.out.println(i));
Esempio 4.27: Esempio di skeleton flatMap parallela
Stampa:
1 pool1 -> 10
2 pool2 -> 10
3 pool3 -> 10
4 pool3 -> 11
5 pool2 -> 11
6 pool3 -> 12
executeOn
Il metodo executeOn altera lo stream spostando la computazione su un thread
o nodo server diverso.
Ad alto livello la versione locale effettua le seguenti attivita`:
1. per ogni onNext del Publisher l’elemento in ingresso viene inserito in
una coda (vedi Figura 4.11);
2. parallelamente, un altro thread, avviato alla prima onNext, recupera
gli elementi dalla coda ed invoca la onNext sul Subscriber (vedi Figura
4.11).
Come mostrato in Figura 4.12, la versione cluster ha un funzionamento
diverso:
1. durante la fase di onSubscribe del metodo executeOn viene generata
una coda condivisa sul cluster ed avviato, sul nodo remoto, un thread
con parametri nome della coda programma da eseguire. In particolare:
(a) (Client) effettua la serializzazione della porzione del grafo data-
flow contenente la sequenza delle operazioni da eseguire e lo inseri-
sce in una variabile condivisa a livello di cluster. Successivamente,
dopo aver attivato un listener per la ricezione di eventi provenienti
dal server, avvia un thread sul nodo server indicato dall’utente.
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Figura 4.11: Diagramma di sequenza skeleton executeOn
(b) (Server) crea o recupera il Classloader relativo al client che ha
effettuato la richiesta (vedi Sezione 4.3.3) e lo utilizza per deseria-
lizzare la porzione di grafo data-flow contenete la sequenza delle
operazioni da eseguire. A questo punto il nodo server puo` invocare
il metodo subscriber.onSubscribe per avviare la computazione;
2. quando viene invocato il metodo request(n) sul server vengono effet-
tuate le seguenti operazioni:
(a) (Server) si mette in ascolto sulla coda condivisa a livello di cluster
e genera un evento nei confronti del client inoltrando la richiesta
ricevuta;
(b) (Client) riceve la notifica e la inoltra al Publisher locale;
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Figura 4.12: Diagramma di sequenza skeleton executeOn remoto
3. per ogni onNext del Publisher
(a) (Client) serializza ed inserisce l’elemento ricevuto nella coda con-
divisa;
(b) (Server) rimuove l’elemento dalla coda condivisa, deserializza il
contenuto con l’apposito ClassLoader (vedi Sezione 4.3.5) ed in-
voca il metodo onNext sul Subscriber.
toLocal
L’operazione toLocal si occupa di spostare una computazione dal nodo server
sul client che l’ha avviata. L’operazione restituisce un errore nel caso di
utilizzo in computazioni locali.
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Come mostrato in Figura 4.13, il metodo toLocal effettua le seguenti
operazioni:
1. durante la fase di onSubscribe del metodo toLocal viene generata una
coda condivisa a livello di cluster;
2. quando viene invocato il metodo request(n) sul client vengono effettuate
le seguenti operazioni:
(a) (Client) avvia un thread locale per la ricezione dei dati dalla coda
e genera un evento nei confronti del server inoltrando la richiesta
ricevuta;
(b) (Server) riceve l’evento e lo inoltra al Publisher ;
3. per ogni onNext del Publisher :
(a) (Server) serializza l’elemento ricevuto e lo inserisce nella coda
remota;
(b) (Client) rimuove l’elemento dalla coda remota, lo deserializza ed
invoca il metodo onNext sul Subscriber.
4.3 Supporto Run-Time
In questa sezione sono affrontati gli aspetti principali relativi la gestione a
run-time dei programmi realizzati con MuSkel2 in ambiente locale e distri-
buito.
4.3.1 Protocollo di Comunicazione Remoto
Nella versione originale di MuSkel il discovery dei nodi avveniva dal client
nei confronti dei nodi server utilizzando il protocollo multicast. Attraverso
messaggi di multicast, il nodo server inviava l’informazione dell’indirizzo Rmi
(quindi TCP/IP) che il client doveva utilizzare nelle comunicazioni .
In MuSkel2 tale modalita` e` stata cambiata per permetterne l’utilizzo an-
che al di fuori della stessa rete (vedi Figura 4.14). Attualmente, infatti, il
discovery avviene tra i soli nodi server ed un client puo` collegarsi all’indirizzo
TCP/IP di uno qualunque di essi, ottenendo, successivamente, il riferimento
degli altri nodi appartenenti al cluster.
Viceversa i nodi server utilizzano due modalita` di discovery:
4.3. SUPPORTO RUN-TIME 71
Figura 4.13: Diagramma di sequenza skeleton toLocal
1. attraverso un indirizzo di multicast, per poi collegarsi all’indirizzo TC-
P/IP indicato nel messaggio;
2. utilizzando l’indirizzo TCP/IP direttamente.
Le comunicazioni tra i nodi (sia client che server) utilizzano il protocol-
lo “Hazelcast Open Binary Client Protocol” [2], implementato dalla libreria
Hazelcast (vedi Sezione 2.8.1) utilizzata in MuSkel2. Il protocollo definisce,
sia per la fase di discovery che per tutti i tipi di comunicazione, formato e
tipologia dei messaggi scambiati.
Nella Tabella 4.2 sono indicati i parametri di avvio del nodo server che
riguardano la fase di discovery.
Essendo esposto su internet, il nodo server richiede una coppia username
e password. Opzionalmente e` possibile configurare il protocollo SSL per l’u-
tilizzo di un canale di comunicazione criptato. Oltre ai parametri necessari
il discovery dei nodi server, sono disponibili altri parametri mediante i quali
e` possibile configurare il comportamento del nodo server (vedi Tabella 4.3).
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Figura 4.14: Diagramma di deployment Discovery Nodi Server
4.3.2 MuskelContext
Come precedentemente anticipato, l’obiettivo dell’interfaccia MuskelContext
e` fornire un livello di astrazione che permetta a tutti i componenti presenti
nel core di MuSkel2 di trattare nello stesso modo funzionalita` locali e remote.
Come mostrato in Figura 4.15, MuskelContext e` un’interfaccia le cui imple-
mentazioni principali sono LocalMuskelContext e HazelcastMuskelContext :
A grandi linee i componenti funzionali gestiti da MuskelContext sono:
– Queue con nome, utilizzate dagli internals di MuSkel2 per la comuni-
cazione dei dati del data-flow tra thread o nodi remoti diversi.
– Executor Service per l’allocazione dei task nei thread.
– Topic Notification per la gestione di notifiche uno a molti.
LocalMuskelContext
La classe LocalMuskelContext mantiene, al suo interno, tutte le strutture dati
necessarie per l’esecuzione di un programma MuSkel2 in ambiente locale.
In particolare, la classe gestisce il ciclo di vita dei seguenti componenti:
– Queue che si occupa della creazione, caching e rimozione delle code
locali per il solo periodo di utilizzo;
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Nome Descrizione
discoveryMulticastGroup
Il nome del gruppo di multicast utilizzato per
la ricerca degli altri nodi server
discoveryMulticastPort
Il nome del gruppo di multicast utilizzato per
la ricerca degli altri nodi server
discoveryTcpMembers
In alternativa al multicast e` possibile confi-
gurare direttamente gli indirizzi i TCP/IP ai
quali il nodo deve collegarsi. Ad esempio:
– host (in questo caso il nodo tenta l’accesso
a host1 dalla porta 5701 fino alla 5801)
– host:porta
– 192.168.1.0-9 (range di ip address)
Tabella 4.2: Parametri discovery nodi server
– Thread Pool che permette la corretta allocazione dei task all’interno di
thread pool richiesti;
– Notifiche per la comunicazione di eventi a tutti i thread.
HazelcastMuskelContext
L’implementazione piu` interessante dell’interfaccia MuskelContext e` senza
dubbio HazelcastMuskelContext in quanto e` il componente che si occupa,
utilizzando il framework Hazelcast (vedi Sezione 2.8.1), di gestire la comuni-
cazione con i nodi appartenenti al cluster MuSkel2. Le attivita` svolte dalla
classe HazelcastMuskelContext sono:
– Discovery Nodi attraverso il supporto della libreria Hazelcast, effettua
il discovery dei nodi (vedi Sezione 4.3.1) e mantiene la connessione
durante tutto il ciclo di vita del contesto.
– ClassLoading ovvero, un servizio client che puo` essere richiamato, da
uno dei nodi remoti, per il recupero delle classi. I dettagli implemen-
tativi sono discussi nella Sezione 4.3.5.
– Executor Service che fornisce il supporto a run-time affinche´ un task
possa essere elaborato lato server. Inoltre, dato il nome di un nodo o
di un gruppo, cerca i possibili nodi compatibili, inoltrando loro il task.
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Nome Descrizione
name
Il nome da utilizzare per l’autenticazione dei
client e server.
password
La password da utilizzare per l’autenticazio-
ne dei client e server.
portNumber
Numero porta da aprire per la ricezione delle
connessioni in ingresso.
portAutoIncrement
Se true il sistema cerca un nuova porta nel
caso fosse gia` in uso.
networkInterfaces
La lista delle interfacce di rete, separata da
virgola, su cui aprire la porta del server e
dove effettuare il discovery dei nodi. Esempi
di utilizzo: 172.16.33.205, 172.*.*.*
sslEnabled
Se true abilita la comunicazione ssl tra i
nodi e i client. Se abilitato e` necessario
configurare anche le seguenti proprieta`:
– sslKeyStore (nome keystore)
– sslKeyStorePassword (password keystore)
– sslKeyManagerAlgorithm (esempio Su-
nX509)
– sslTrustManagerAlgorithm (esempio Su-
nX509)
– sslProtocol (esempio TLS)
Tabella 4.3: Altri parametri Avvio Server
– Serializzazione che viene effettuata appoggiandosi a librerie specifiche
e permette l’invio di dati, task e funzioni tra i nodi client e server (vedi
Sezione 4.3.3).
4.3.3 Serializzazione
Un aspetto fondamentale che permette lo scambio di dati tra sistemi non
appartenenti allo stesso processo e` la serializzazione. La serializzazione e` la
trasformazione di un oggetto in memoria in una sequenza di byte.
In Java la serializzazione e` possibile per gli oggetti che implementano
l’interfaccia Serializable, che e` un’ interfaccia “marker” in quanto non ha
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Figura 4.15: Diagramma Classi MuskelContext
metodi da implementare.
Per non obbligare lo sviluppatore ad implementare l’interfaccia Serializa-
ble, per ogni classe la cui istanza deve essere inviata via rete, e` stato realizzato
un custom serializer che, attraverso librerie esterne, e` in grado di serializzare
la maggior parte degli oggetti che non implementano l’interfaccia Serializable.
Una tipologia di oggetti che attualmente non si riescono a serializzare
senza che implementino l’interfaccia Serializable sono le lamda expression
(vedi Sezione 2.2) che possono essere utilizzate come parametri dei metodi
dell’interfaccia MuskelProcessor.
Per ovviare al problema e` stata realizzata una versione Serializable di
ogni tipo di classe funzionale utilizzata dall’interfaccia MuskelProcessor. Ta-
le problema potrebbe essere risolto in versioni successive di Java o con la
manipolazione del bytecode (vedi Capitolo 6).
4.3.4 Service Injection
La funzionalita` di Service Injection permette, attraverso annotazioni da in-
serire staticamente nel codice, la referenziazione di un servizio la cui istanza
e` disponibile sul nodo server a tempo di esecuzione.
Questo consente, ad esempio, l’utilizzo di funzionalita` presenti solo lato
server, come database, servizi specifici ecc. La realizzazione di un servizio
76 CAPITOLO 4. MUSKEL2: IMPLEMENTAZIONE
custom, da utilizzare lato server, deve avvenire secondo le modalita` descritte
in Appendice (vedi Sezione A) e secondo le specifiche Spring (vedi Sezione
2.8.2). Come mostrato nell’Esempio 4.28, a tempo di esecuzione, Spring






5 public class MyBean {
6
7 @Bean
8 public MyService createMyService() {




Esempio 4.28: Esempio di bean di Spring
Lato client e` possibile referenziare tale servizio utilizzando l’annotazione
@MuskelInjectAware sulla classe e @Inject su ogni servizio che si desidera









8 private transient MyService myService;
9







Esempio 4.29: Esempio di funzione con annotation
La funzione creata puo` essere utilizzata all’interno del MuskelProcessor
visto che, una volta in esecuzione sul nodo remoto, l’attributo myService
verra` popolato con il valore MyServiceImpl (vedi Esempio 4.30).
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1 MuskelProcessor
2 .from(1, 2, 3, 4, 5, 6)
3 .withContext(remoteContext)
4 .map(new MyInjectFuntion(), remote)
Esempio 4.30: Esempio di utilizzo di funzione con annotation
La funzionalita` e` stata realizzata attraverso il componente estendibile
MuskelManagedContext che lato server verifica la presenza dell’annotazione
@MuskelInjectAware e, in caso affermativo, delega a Spring l’injection dei
servizi.
4.3.5 ClassLoading
Una delle principali novita` di MuSkel2 e` la possibilita` di eseguire un pro-
gramma presente sul client senza che la sua classe sia disponibile in fase di
startup del nodo server.
Normalmente, se si tentasse di eseguire l’Esempio 4.31 senza che il server
sia in possesso della classi custom utilizzate, si incapperebbe in un errore di
ClassNotFoundException durante la fase di deserializzazione delle funzioni
referenziate nei metodi map, filter e subscribe.
1 MuskelProcessor.from(1, 2, 3, 4, 5, 6)
2 .executeOn(remote())
3 .map(x -> j(x))
4 .filter(x -> x>3)
5 .subscribe(s -> System.out.println(s));
Esempio 4.31: Esempio di programma MuSkel2 e serializzazione delle
funzioni
La stessa cosa accadrebbe se lo stream di dati in ingresso non fossero
interi (quindi classi presenti anche sul server) ma oggetti appartenenti a classi
definite solo lato client (vedi Esempio 4.32).
1 MuskelProcessor.from(new MyCustomObj(1), new MyCustomObj(2)...)
2 .executeOn(remote())
3 .subscribe(s -> System.out.println(s));
Esempio 4.32: Esempio di programma MuSkel2 e serializzazione dei dati in
ingresso
Questo succede perche´ chi ha il compito di caricare le classi in Java e` un
oggetto, chiamato ClassLoader, che si occupa di importare i dati binari che
definiscono le classi ed interfacce di un programma in esecuzione. Di solito
tali dati binari si trovano in uno dei file jar (Java Archive) caricati in fase
di startup del programma. Se il ClassLoader non riesce a trovare la classe
lancia l’eccezione ClassNotFoundException.
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Figura 4.16: Diagramma Sequenza Componenti Classloading
Un altro problema legato al classLoading e` quello derivante la presenza di
piu` versioni della stessa classe. Il ClassLoader non ammette tale eventualita`,
quindi se due programmi referenziano due versioni della stessa classe, una
dei due potrebbe generare un errore.
Per ovviare a questo problema e` stato realizzato un sistema che permette,
lato server, la creazione di un ClassLoader separato per ogni MuskelContext
(quindi client) attivo; una sorta di ambiente protetto dove ogni client ha le
proprie versioni di classi.
Inoltre, grazie ad un’implementazione custom della classe ClassLoader,
le classi non presenti sul server vengono automaticamente richieste al client
evitando, in questo modo, il presentarsi di errori come ClassNotFoundExcep-
tion.
Per ottimizzare le prestazioni tale struttura dati viene mantenuta sul
cluster fino a quando il client e` connesso ai nodi server.
Ad alto livello il processo di classloading funziona in questo modo (Figura
4.16):
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– (Client) serializza l’oggetto in una sequenza di byte da inviare al nodo
server (dato, funzione, oggetto ecc);
– (Client) invia la sequenza di byte al nodo server prescelto, indicando
l’identificativo nodo client da utilizzare per eventuali comunicazioni;
– (Server) riceve il messaggio dal client contenente il suo identificativo e
la sequenza di byte;
– (Server) recupera o crea un nuovo ClassLoader per il client specifico;
– (Server) deserializza la sequenza di byte utilizzando il ClassLoader del
client. Per ogni classe non trovata il ClassLoader invia una notifica al
client in modo che restituisca il binario della classe richiesta;
– (Client) riceve il messaggio di notifica, recupera la classe dal pro-
prio ClassLoader ed inserisce la rappresentazione binaria della classe
all’interno di una struttura dati condivisa sul cluster;
– (Server) riceve la notifica di inserimento della classe, recupera la rap-
presentazione binaria e la utilizza all’interno del proprio ClassLoader.
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Capitolo 5
Risultati Sperimentali
Una fase molto importante dell’analisi di un ambiente parallelo e` lo studio
delle prestazioni, in termini di scalabilita` ed efficienza, al fine di verificare il
comportamento reale del sistema.
Un approccio generalmente adottato consiste nel verificare il sistema at-
traverso dei benchmarks, un insieme significativo di programmi, eseguiti su
dati scelti ad hoc, che permette di individuarne l’andamento generale.
In questo capitolo viene presentato un programma scelto come benchmark
sintetico e realizzato in due varianti, confrontandone i risultati ottenuti in
termini di tempo di completamento, scalabilita` ed efficienza.
5.1 Ambiente di Lavoro
Tutti i test sono stati eseguiti su Titanic, Pianosa e Pianosau un ambiente di
macchine multi-core interconnesse in rete del laboratorio di Architetture Pa-
rallele del Dipartimento di Informatica dell’Universita` di Pisa. In particolare,
le caratteristiche di queste macchine sono:
Titanic:
– Cpu AMD Opteron 6176 con frequenza a 2300 MHz con 24 core fisici.
– Ram 32 GB
Pianosa e Pianosau:
– Cpu Intel Xeon E5-2650 con frequenza a 2000 MH con 8 core fisici (16
contesti Hyper-Threading).
– Ram 32 GB
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I software installato sulla macchina e`:
– JDK 1.8.45 Java Virtual Machine versione 8
– Jmeter 2.13 un framework per la definizione e l’esecuzione dei test
5.2 Tempo di Completamento, Scalabilita` ed
Efficienza
Per analizzare le prestazioni di un sistema parallelo e` necessario che venga
fornito un meccanismo di profiling, che permetta di monitorarne i tempi di
esecuzione.
Nei test realizzati il tempo di completamento e` stato determinato cal-
colando il tempo che intercorre tra l’inizio e la fine di un singolo JMeter
test.
Tale tempo e` stato utilizzato sia per effettuare un confronto diretto tra
le diverse implementazioni che per determinare scalabilita` ed efficienza dei
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dove
• n indica il numero di Pe, di esecutori paralleli
• T (n)c e` il tempo di completamento ottenuto con n Pe
• T (1)c e` il tempo di completamento nel caso sequenziale ottenuto con 1
Pe
• T (n)c−id e` il tempo di completamento ideale ottenuto dividento il tempo
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5.3 Benchmark Sintetici Ambiente Locale
In questa fase l’obiettivo e` stato quello di verificare la scalabilita` del fra-
mework MuSkel2 al variare del parallelismo, in ambiente multi-core su singola
macchina.
Per questo motivo, sono stati realizzati diversi esempi che, utilizzando un
algoritmo di complessita` quadratica, calcolano i numeri primi all’interno di
un determinato intervallo. Di questi sono stati selezionati due esempi e, per
ognuno di essi, e` stato realizzato un Jmeter test, con le seguenti configurazioni
di parallelismo: sequenziale, 2, 4, 8 e 16 core.
5.3.1 Test1: Calcolo Numeri Primi con FlatMap
In questo test il primo metodo range genera lo stream di numeri e, per ognuno
di essi, il metodo flatMap verifica che non sia divisibile per i primi n/2 interi,
restituendo uno stream contenente il valore in ingresso nel caso fosse primo.
Nell’Esempio 5.1 e` mostrato il frammento di codice con la versione se-
quenziale:





6 .flatMap(i -> range(2, i / 2)
7 // La computazione si ferma al primo numero per cui i % k == 0
8 // -> quindi non primo
9 .takeFirst(k -> i % k == 0)
10 // defaultIfEmpty ritorna i se precedentemente non e’
11 // arrivato nulla. In questo caso quando il numero e’ primo
12 .defaultIfEmpty(i)
13 // Se alla flatMap arriva i vuol dire che era prima e
14 // quindi lo elette usando just() altrimenti genera uno stream
vuoto
15 .flatMap(x -> x.equals(i) ? just(i) : empty()))






Esempio 5.1: Frammento codice test 1 versione sequenziale
Nel frammento di codice dell’Esempio 5.2 viene mostrata la versione pa-
rallela che differisce, rispetto a quella sequenziale, per l’aggiunta del parame-
tro MuskelExecutor.local() al metodo flatMap.
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7 .flatMap(i -> range(2, i / 2)
8 .takeFirst(k -> i % k == 0)
9 .defaultIfEmpty(i)






Esempio 5.2: Frammento codice test 1 versione parallela
Come si evince dal frammento di codice della versione parallela, la paral-
lelizzazione non avviene su tutto il programma ma solamente sulla funzione
passata in argomento al metodo flatMap.
Le prove sono state effettuate configurando i parametri FROM = 2 e
COUNT = 100000 in modo da calcolare i numeri primi 100000 numeri primi.
Nella versione parallela la variabile POOLSIZE e` stata valorizzata, a seconda
del parallelismo desiderato, con i valori 2, 4, 8 e 16.
La grana dei dati e` molto fine in quanto la funzione che determina il
numero primo ha registrato tempi di calcolo anche inferiori rispetto al tempo
di allocazione delle strutture dati necessarie per la gestione del parallelismo.
In Figura 5.1 e` mostrato il grafico con i tempi di completamento medi nel
caso sequenziale, 2, 4, 8 e 16 core.
Figura 5.1: Test1: Tempo di Completamento
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Figura 5.3: Test1: Efficienza
In Figura 5.2 e` invece mostrato il grafico che rappresenta la scalabilita`
relativamente ai tempi di completamento per 2, 4, 8 e 16 core.
Figura 5.2: Test1: Scalabilita`
In Figura 5.3 e` mostrato il grafico che rappresenta l’efficienza relativa-
mente ai tempi di completamento per 2, 4, 8 e 16 core.
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Considerato che non tutto il programma e` parallelo e la grana molto fine
dei dati, il sistema ottiene valori di scalabilita` ed efficienza vicino a quelli
ideali fino ad 8 core, mantenendo dei buoni livelli di efficienza anche per
valori di parallelismo piu` elevati.
5.3.2 Test2: Calcolo Numeri Primi Con Map
In questo test il primo metodo range genera lo stream di numeri e, per ognuno
di essi, il metodo map verifica che non sia divisibile per uno dei primi n/2
interi, restituendo il valore in ingresso nel caso fosse primo.
Nell’esempio 5.3 e` mostrato il frammento di codice con la versione se-
quenziale:





6 .map(i -> range(2, i / 2)
7 // La computazione si ferma al primo numero per cui i % k == 0
8 // -> quindi non primo
9 .takeFirst(k -> i % k == 0)
10 //defaultIfEmpty ritorna i se precedentemente non e’
11 // arrivato nulla. In questo caso quando il numero e’
12 // primo
13 .defaultIfEmpty(i)
14 // Se alla map arriva i vuol dire che era un numero primo e
15 // quindi lo restituisce altrimenti ritorna null
16 .map(k -> k.equals(i) ? k : null)
17 .toBlocking()
18 .getFirst())
19 // La filter rimuove tutti gli elementi = null
20 .filter(i -> i != null)
21
22 assertEquals(TOTAL, numbers);
Esempio 5.3: Frammento codice test 2 versione sequenziale
Nel frammento di codice dell’Esempio 5.4 viene mostrata la versione pa-
rallela che differisce, rispetto alla versione sequenziale, per l’aggiunta del
parametro MuskelExecutor.local() al metodo map.
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7 .map(i -> range(2, i / 2)
8 .takeFirst(k -> i % k == 0)
9 .defaultIfEmpty(i)
10 .map(k -> k.equals(i) ? k : null)
11 .toBlocking()
12 .getFirst(),local())
13 .filter(i -> i != null)
14
15 assertEquals(TOTAL, numbers);
Esempio 5.4: Frammento codice test 2 versione parallela
Come evince dal frammento di codice della versione parallela, la paralle-
lizzazione non avviene su tutto il programma ma sulla funzione passata in
argomento al metodo map.
Le prove sono state effettuate valorizzando la variabile FROM = 2 e
COUNT = 100000 in modo da ottenere i numeri primi 100000.
Nella versione parallela la variabile POOLSIZE e` stata valorizzata, a
seconda del parallelismo desiderato, con i valori 2, 4, 8 e 16.
Anche in questo caso la grana dei dati e` molto fine in quanto la funzione
che determina il numero primo ha registrato tempi di calcolo anche inferiori
rispetto al tempo di allocazione delle strutture dati necessarie per la gestione
del parallelismo.
In Figura 5.4 e` mostrato il grafico con i tempi di completamento medi del
caso sequenziale, 2, 4, 8 e 16 core.
Figura 5.4: Test2: Tempo di Completamento
In Figura 5.5 e` invece mostrato il grafico che rappresenta la scalabilita`
relativamente ai tempi di completamento per 2, 4, 8 e 16 core.
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Figura 5.5: Test2: Scalabilita`
In Figura 5.6 e` invece mostrato il grafico che rappresenta l’efficienza
relativamente ai tempi di completamento di 2, 4, 8 e 16 core.
Figura 5.6: Test2: Efficienza
Considerato che non tutto il programma e` parallelo e la grana molto fine
dei dati, il sistema ottiene valori di scalabilita` ed efficienza vicino a quelli
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ideali fino ad 8 core, mantenendo dei buoni livelli di efficienza anche per
valori di parallelismo piu` elevati.
5.3.3 Conclusioni
Paragonando i risultati ottenuti da entrambi i programmi, si puo` dedurre
che il secondo test ha tempi di elaborazione nettamente piu` bassi rispetto
al primo. Il motivo e` che il metodo flatMap (utilizzato nel primo esempio)
ha un costo di gestione piu` elevato rispetto al metodo map (utilizzato nel
secondo esempio) perche´ realizzata per gestire n flussi di dati paralleli (vedi
Figura 3.9)
Dai risultati dei test sembra che anche la flatMap tenda a scalare legger-
mente meglio rispetto alla map: il motivo e` che la flatMap non garantisce
risultati ordinati riducendo quindi i tempi di sincronizzazione.
5.4 Benchmark Sintetici Ambiente Distribui-
to
In questa fase l’obiettivo e` stato quello di verificare la scalabilita` del fra-
mework MuSkel2 al variare del parallelismo, in ambiente multi-core distri-
buito. Il test e` stato effettuato, quindi, confrontando la versione sequenziale
su singola macchina con la versione multi-core distribuita.
Il programma utilizzato nel test e` lo stesso presentato nella Sezione 5.3.2
con parametri FROM =100000000 e COUNT =3000 in modo da cercare i nu-
meri primi tra 100000000 e 100003000, generando computazioni di grana me-
dia che in parte vadano ad abbattere i tempi di trasmissione, serializzazione
ed allocazione di thread remoti.
La versione sequenziale su singola macchina e` stata eseguita sul server
Pianosa registrando un tempo di esecuzione di 1645 secondi.
Nella versione distribuita, Pianosa e Pianosau sono stati utilizzati come
nodi server, mentre Titanic e` il nodo client che ha avviato la computazione.
Il pool size dei nodi server Pianosa e Pianosau e` stato configurato a
2, 4, 8 e 16 thread per nodo; il tempo di esecuzione totale comprende
la fase di discovery dei nodi, recupero classi dal client e serializzazione /
deserializzazione.
I parametri di lancio dei nodi server sono stati:
1 java -jar muskel-server-1.0.0.jar --networkInterfaces=131.*.*.*
--clientPoolSize=X
con x = 2, 4, 8, 16
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In Figura 5.7 e` mostrato il grafico con i tempi di completamento medi del
caso sequenziale, 2, 4, 8 e 16 core.
Figura 5.7: Test2 Ambiente Distribuito: Tempo di Completamento
In Figura 5.8 e` invece mostrato il grafico che rappresenta la scalabilita`
relativamente ai tempi di completamento per 4, 8, 16 e 32 core.
Figura 5.8: Test2 Ambiente Distribuito: Scalabilita`
Infine, in Figura 5.9 e` mostrato il grafico che rappresenta l’efficienza
relativamente ai tempi di completamento di 2, 4, 8 e 16 core.
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Figura 5.9: Test2 Ambiente Distribuito: Efficienza
Considerato che i core fisici presenti sulle macchine server sono 16 (8 per
macchina), anche nella versione distribuita del programma si registrano valo-
ri di scalabilita` ed efficienza vicino a quelli ideali fino a 16 core, mantenendo
comunque dei buoni risultati anche con un numero piu` elevato di core. Ov-
viamente non sarebbe stato possibile raggiungere tali valori di scalabilita` se
i parametri FROM e COUNT fossero stati gli stessi utilizzati nella versione
multi-core singola macchina; in questo caso, infatti, i tempi di serializzazione
e comunicazione tra i nodi sarebbero stati molto superiori rispetto al calcolo
da effettuare.
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Capitolo 6
Conclusioni
Il progetto di questa tesi, che aveva come obiettivo la creazione di un fra-
mework per la realizzazione di applicazioni parallele la cui elaborazione po-
tesse avvenire in ambienti distribuiti, e` stata articolata in varie fasi: lo studio
di fattibilita`, progettazione, realizzazione ed infine analisi delle performance.
Sono stati posti due obiettivi principali:
– creazione di una libreria Java che, sfruttando la nuova sintassi funzio-
nale di Java 8, permettesse di esplicitare il parallelismo in modo facile
e conciso;
– realizzazione di un supporto a run-time che, sfruttando il modello di
programmazione asincrono, permettesse l’elaborazione di flussi data-
flow in ambienti multi-core e distribuiti.
Prima di iniziare la fase di progettazione e` stata effettuata un’analisi di
diverse librerie opensource disponibili in Java per la realizzazione di program-
mi paralleli. Per ognuna di esse sono stati valutati la facilita` di utilizzo e la
tipologia di parallelismo esplicitabile. E` stato verificato che, mentre esisteva-
no diverse librerie che permettavano la realizzazione di programmi paralleli
su singola JVM con una sintassi simile agli Stream di Java 8, non sembrava-
no esserci implementazioni che consentissero di fare la stessa operazione in
ambiente distribuito.
Sono state cos`ı progettate le API allo scopo di ottenere un’interfaccia
semplice ed intuitiva ed in qualche modo piu` simile agli strumenti standard
messi a disposizione in Java 8; questo consente, una riduzione dei tempi di
apprendimento dello sviluppatore e un abbassamento del rischio di un utilizzo
scorretto delle stesse.
L’implementazione ha richiesto un approfondimento di tutti quei mecca-
nismi necessari alla comunicazione ed alla sincronizzazione remota, un’analisi
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dettagliata delle librerie di in-memory datagrid come Hazelcast (vedi Sezione
2.8.1) e del funzionamento del classloading di Java 8 allo scopo di permettere
il caricamento dinamico delle classi, presenti sul client, dai nodi server.
Un aspetto interessante e` stato l’utilizzo delle annotation dello standard
JSR 330 e del container Spring per offrire allo sviluppatore la possibilita` di
estendere, in modo facile e veloce, i nodi server con servizi custom.
Le difficolta` principali di questa fase sono state quelle relative alla gestione
dei fallimenti sul server ed alla serializzazione degli oggetti, realizzati con
sintassi lamda, da inviare ai nodi remoti (vedi Sezione 4.3.3).
Terminata la scrittura del codice, dopo una fase di debugging e test, e`
stato definito un insieme di esempi significativi per effettuare l’analisi delle
prestazioni del sistema.
Ogni esempio e` stato valutato da un punto di vista di espressivita`, pro-
grammabilita` delle API e di peso computazionale in rapporto alla grana dei
dati utilizzata. Ove possibile, sono state realizzate diverse implementazioni
dello stesso esempio al fine di confrontarne le prestazioni. In generale la li-
breria MuSkel2 ha presentato un buon comportamento in termini di gestione
del parallelismo sia in ambiente multi-core locale che distribuito.
In base agli obiettivi iniziali ed ai risultati raggiunti si puo` dedurre che:
– la libreria e` stata realizzata ed e` funzionante;
– il supporto a run-time ha permesso l’utilizzo in ambienti locali e cluster
con buoni risultati.
L’espandibilita` della libreria potrebbe aprire la strada ad attivita` future
su MuSkel2. Di seguito qualche esempio.
– Realizzazione nuovi skeleton paralleli che realizzino forme di paralleli-
smo map-reduce;
– Verificare se sia possibile trovare nuove forme di serializzazione delle
lamba expression che non richiedano l’implementazione dell’interfaccia
Serializable. Un’alternativa potrebbe essere l’utilizzo della program-
mazione ad aspetti con la modifica del bytecode.
– Verificare l’opportunita` di estendere le API di MuSkel2, aggiungendo il
supporto alle Flow API previste in Java 9 (ancora in discussione, vedi
[3]).
– Realizzare di una funzionalita` che permetta, per determinate compu-
tazioni, la “prenotazione” dei nodi server; questo eviterebbe che due
programmi che devono effettuare grosse elaborazioni possano accedere
contemporaneamente allo stesso nodo server.
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– Attualmente il load balancing dei nodi viene effettuato in modalita`
round robin, in base al carico del client che esegue l’applicazione. Po-
trebbe essere utile realizzare un load balancer che distribuisca il carico
in base all’effettivo utilizzo del singolo nodo server.
In conclusione, la tesi ha richiesto una notevole attivita` di progettazione,
implementazione e test. Tutti gli obiettivi posti sono stati raggiunti; inol-
tre sono state evidenziate una serie di attivita` che potrebbero ulteriormente
evolvere la libreria MuSkel2.
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In questo capitolo verra` mostrato, attraverso esempi, come utilizzare la li-
breria MuSkel2 per la realizzazione di programmi sequenziali e paralleli in
ambiente multi-core locale e remoto.
Successivamente, nella Sezione A.2, verra` descritto come definire ed uti-
lizzare servizi custom in modo che possano essere istanziati sui nodi server
ed utilizzati lato client.
A.1 Hello Word
Il seguente esempio trasforma uno stream di numeri in ingresso in un nuovo
stream di stringhe come concatenazione del numero con una stringa statica
”Hello World”.
1 MuskelProcessor.from(1, 2, 3, 4, 5, 6)
2 .map(i -> "Hello World " + i);
Il codice sopra descritto non viene eseguito fino a che non e` stato intro-
dotto un elemento terminatore, ovvero il metodo subscribe.
1 MuskelProcessor.from(1, 2, 3, 4, 5, 6)
2 .map(i -> "Hello World " + i)
3 .subscribe(s -> System.out.println(s));
In questo caso il risultato e`:
1 Hello World 1
2 Hello World 2
3 Hello World 3
4 Hello World 4
5 Hello World 5
6 Hello World 6
E` possibile collezionare il risultato in una lista:
101
102 APPENDICE A. MANUALE
1 MuskelProcessor.from(1, 2, 3, 4, 5, 6)
2 .map(i -> "Hello World " + i)
3 .toList()
4 .subscribe(s -> System.out.println(s));
In questo caso il risultato e` composto da un solo elemento contenente una
lista di stringhe:
1 [Hello World 1, Hello World 2, Hello World 3, Hello World 4,
Hello World 5, Hello World 6]
Per ottenere il risultato in modalita` bloccante e` necessario modificare il
programma nel seguente modo:
1 List<String> all = MuskelProcessor.from(1, 2, 3, 4, 5, 6)




Tutti gli esempi visti fino a ora sono stati eseguiti in sequenziale dal
main thread. E` possibile parallelizzare il programma spostando parte della
computazione su un altro thread:
1 MuskelProcessor.from(1, 2, 3, 4, 5, 6)
2 //MuskelContext definisce i Thread pool disponibili per il




6 //executeOn causa l’esecuzione del frammento di programma
successivo su un altro Thread
7 .executeOn(MuskelExecutor.local())
8 .map(i -> Thread.currentThread().getName() + " Hello
World " + i).toList()
9 .subscribe(s -> System.out.println(s));
10 System.out.println("Passato");
Esempio A.1: Frammento codice versione locale
Avendo eseguito parte del programma su un altro thread, la scritta ”Pas-
sato” viene stampata prima dei messaggi ”Hello World”
1 Passato
2 [[default]-0 Hello World 1, [default]-0 Hello World 2,
[default]-0 Hello World 3, [default]-0 Hello World 4,
[default]-0 Hello World 5, [default]-0 Hello World 6]
Lo stesso programma puo` essere eseguito in remoto modificando il con-
text:
1 List<String> all = MuskelProcessor
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2 .from(1, 2, 3, 4, 5, 6)
3 .withContext(




8 // Il metodo remote A˜¨ uno shortcut che indica di
9 // eseguire il comando in uno qualunque dei server
remoti
10 .executeOn(remote())
11 .map(i -> Thread.currentThread().getName() + " Hello
World "+ i)
12 // Il comando doOnNext funge da sonda e viene utilizzato in
13 // questo caso per far vedere che il programma viene eseguito
14 // sul nodo server







Esempio A.2: Frammento codice versione remota
Sul server viene stampato:
1 On Server: QueuePoolEmiter-2 Hello World 1
2 On Server: QueuePoolEmiter-2 Hello World 2
3 On Server: QueuePoolEmiter-2 Hello World 3
4 On Server: QueuePoolEmiter-2 Hello World 4
5 On Server: QueuePoolEmiter-2 Hello World 5
6 On Server: QueuePoolEmiter-2 Hello World 6
Mentre sul client:
1 [QueuePoolEmiter-2 Hello World 1, QueuePoolEmiter-2 Hello World
2, QueuePoolEmiter-2 Hello World 3, QueuePoolEmiter-2 Hello
World 4, QueuePoolEmiter-2 Hello World 5, QueuePoolEmiter-2
Hello World 6]
E` possibile eseguire anche le singole funzioni map e flatMap in maniera
concorrente sia in locale che in remoto:
Di seguito la versione locale:




5 .map(i -> Thread.currentThread().getName() + " Hello
World "+ i, local())






Il risultato contiene il nome del thread locale che esegue il metodo map
che, come si evince dal risultato, cambia ad ogni invocazione:
1 [[default]-1 Hello World 1, [default]-2 Hello World 2,
[default]-3 Hello World 3, [default]-4 Hello World 4,
[default]-5 Hello World 5, [default]-6 Hello World 6]
La versione remota e` molto simile:
1 List<String> all = MuskelProcessor





7 .map(i -> Thread.currentThread().getName() + " Hello






Si ottiene il medesimo risultato della versione multi-core locale ma ven-
gono stampati i nomi dei thread remoti:
1 [cached11 Hello World 1, cached10 Hello World 2, cached8 Hello
World 3, cached3 Hello World 4, cached13 Hello World 5,
cached7 Hello World 6]
A.2 Service Injection
Il seguente esempio mostra come sia possibile definire dei servizi custom
(esempio dao, servizi custom) in modo che vengano inizializzati in fase di
startup del singolo nodo server. Per far cio` e` necessario:
1) Creare un jar contenente i servizi desiderati che devono essere inizia-
lizzati con java @Configuration di Spring. La classe annotata deve avere
package it.reactive.muskel.server.*
La classe che implementa il servizio:
1 public class MyCustomServiceImpl implements MyCustomService{
2
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3 @Override
4 public String doExecute(String value) {












8 public class MyCustomServiceConfig {
9
10 @Bean
11 public MyCustomService createMyCustomService() {
12 return new MyCustomServiceImpl();
13 }
14 }
2) Unzippare il jar del server e copiare il jar contenente il servizio all’in-
terno della cartella lib
1 $ unzip -q muskel-server-x.y.z.jar
2 $ cp /var/tmp/myplugin.jar lib/
3 $ java org.springframework.boot.loader.JarLauncher
Lato client, attraverso l’annotazione @MuskelInjectAware e @Inject e` pos-
sibile annotare i servizi la cui istanza deve essere iniettata nel momento in






6 public class MyInjectFuntion implements
SerializableFunction<Integer, String> {
7
8 private static final long serialVersionUID = 1L;
9
10 @Inject
11 private MyCustomService myService;
12
13 @Override
14 public String apply(Integer t) {
15 return myService.doExecute(String.valueOf(t));
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16 }
17 }
Infine per utilizzare la funzione:
1 List<String> results = MuskelProcessor












Siccome e` possibile che il servizio custom non sia stato configurato su
tutte le istanze server, puo` essere necessario richiedere che la funzione venga
eseguita in uno o piu` nodi specifici. Il nodo server puo` essere avviato (vedi
Sezione 4.3.1) con una lista di gruppi esempio:
1 $ java -jar muskel-server-x.y.z.jar
--groups=gruppo1,gruppo2,gruppo3
Lato client basta sostituire a MuskelExecutor.remote() con MuskelExe-
cutor.remote(”gruppo1”) per eseguire l’operazione in un nodo qualunque fra
quelli appartenenti al gruppo ”gruppo1” oppure MuskelExecutor.remote(”!gruppo1”)
se si vuole eseguire la funzione su un nodo non appartenente al gruppo.
Appendice B
Codice Sorgente Modulo Core
MuSkel2
Di seguito sono riportati script Maven e il codice sorgente delle classi che
compongono il modulo core del framework MuSkel2.
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1 <?xml version="1.0" encoding="UTF-8"?>






























































































92 <!-- The configuration of the plugin -->
93 <configuration>
94 <archive>
95 <!-- Manifest specific configuration -->
96 <manifest>











































1 <?xml version="1.0" encoding="UTF-8"?>

























































































001 package it.reactive.muskel.internal.subscriber; 
002 
003 import it.reactive.muskel.functions.SerializableSubscriber; 
004 
005 import org.reactivestreams.Subscriber; 
006 import org.reactivestreams.Subscription; 
007 
008 public abstract class AbstractBasicSubscriber<T, K> implements 
009   SerializableSubscriber<T> { 
010 
011     private static final Long NOT_SET = Long.MIN_VALUE; 
012 
013     private static final long serialVersionUID = 1L; 
014 
015     protected final Subscriber<? super K> child; 
016 
017     private long requested = NOT_SET; 
018 
019     private Subscription subscription; 
020 
021     private volatile boolean unsubscribed; 
022 
023     public AbstractBasicSubscriber() { 
024   this(null); 
025     } 
026 
027     public AbstractBasicSubscriber(Subscriber<? super K> child) { 
028   this.child = child; 
029     } 
030 
031     protected Subscription getSubscription() { 
032   return this.subscription; 
033     } 
034 
035     protected Subscriber<? super K> getChild() { 
036   return this.child; 
037     } 
038 
039     @Override 
040     public void onSubscribe(Subscription s) { 
041 
042   if (this.subscription == null) { 
043       long toRequest = requested; 
044       this.subscription = s; 
045       if (child != null) { 
046     this.child.onSubscribe(doGetSubscription(s)); 
047       } else { 
048     if (toRequest == Long.MIN_VALUE) { 
049         request(Long.MAX_VALUE, true); 
050     } else { 
051         request(toRequest, true); 
052     } 
053       } 
054   } else { 
055       throw new IllegalArgumentException("onSubscribe already called"); 
056   } 
057 
058     } 
059 
060     public void unsubscribe() { 
061   this.unsubscribed = true; 
062   Subscription subscription = null; 
063   if (!unsubscribed) { 
064       synchronized (this) { 
065     if (!unsubscribed) { 
066         subscription = this.subscription; 
067     } 
068       } 
069   } 
070   // Lo invoco al di fuori del blocco sincronized 
071   if (subscription != null) { 
072       subscription.cancel(); 
073   } 
074 
075     } 
076 
077     public boolean isUnsubscribed() { 
078   return this.unsubscribed; 
079     } 
080 
081     protected Subscription doGetSubscription(Subscription s) { 
082   return s; 
083     } 
084 
085     @SuppressWarnings("unchecked") 
086     @Override 
087     public void onNext(T t) { 
088   doOnNext((K) t); 
089     } 
090 
091     public void doOnNext(K t) { 
092   if (child != null) { 
093       this.child.onNext(t); 
094   } 
095     } 
096 
097     @Override 
098     public void onError(Throwable t) { 
099   if (child != null) { 
100       this.child.onError(t); 
101   } 
102     } 
103 
104     @Override 
105     public void onComplete() { 
106   if (child != null) { 
107       this.child.onComplete(); 
108   } 
109     } 
110 
111     public void request(long n) { 
112   request(n, false); 
113     } 
114 
115     protected void request(long n, boolean force) { 
116   if (n < 0) { 
117       throw new IllegalArgumentException( 
118         "number requested cannot be negative: " + n); 
119   } 
120 
121   // if producer is set then we will request from it 
122   // otherwise we increase the requested count by n 
123   Subscription target = null; 
124   if (force || requested != Long.MAX_VALUE) { 
125       synchronized (this) { 
126     boolean subscriptionNull = subscription == null; 
127     if (subscriptionNull || n == Long.MAX_VALUE) { 
128         addToRequested(n); 
129     } 
130     if (!subscriptionNull) { 
131         target = subscription; 
132     } 
133       } 
134   } 
135   // after releasing lock (we should not make requests holding a lock) 
136   if (target != null) { 
137       target.request(n); 
138   } 
139     } 
140 
141     private void addToRequested(long n) { 
142   if (requested == NOT_SET) { 
143       requested = n; 
144   } else { 
145       final long total = requested + n; 
146       // check if overflow occurred 
147       if (total < 0) { 
148     requested = Long.MAX_VALUE; 
149       } else { 
150     requested = total; 
151       } 
152   } 
153     } 
154 } 
01 package it.reactive.muskel.internal.executor.local; 
02 
03 import it.reactive.muskel.context.MuskelContext; 
04 import it.reactive.muskel.context.MuskelManagedContext; 
05 import it.reactive.muskel.context.ThreadLocalMuskelContext; 
06 import lombok.NonNull; 
07 
08 public abstract class AbstractContextForward<T, K> { 
09 
10     private final MuskelContext context; 
11 
12     private final ClassLoader classloader = Thread.currentThread() 
13       .getContextClassLoader(); 
14 
15     @NonNull 
16     private K target; 
17 
18     public AbstractContextForward(K target) { 
19   this(target, ThreadLocalMuskelContext.get()); 
20     } 
21 
22     public AbstractContextForward(K target, MuskelContext context) { 
23   if (target == null) { 
24       throw new IllegalArgumentException("Target cannot be null"); 
25   } 
26   this.context = context; 
27   this.target = target; 
28     } 
29 
30     @SuppressWarnings("unchecked") 
31     protected T doOperation() { 
32   ClassLoader oldClassLoader = Thread.currentThread() 
33     .getContextClassLoader(); 
34   MuskelContext oldValue = ThreadLocalMuskelContext.get(); 
35 
36   try { 
37       Thread.currentThread().setContextClassLoader(classloader); 
38       ThreadLocalMuskelContext.set(context); 
39       if (context != null) { 
40     MuskelManagedContext managedContext = context 
41       .getManagedContext(); 
42     target = (K) managedContext.initialize(target); 
43       } 
44       return doOperation(target); 
45   } finally { 
46       ThreadLocalMuskelContext.set(oldValue); 
47       Thread.currentThread().setContextClassLoader(oldClassLoader); 
48   } 
49     } 
50 
51     protected abstract T doOperation(K target); 
52 
53 } 
001 package it.reactive.muskel.internal.executor.remote.hazelcast; 
002 
003 import it.reactive.muskel.context.MuskelManagedContext; 
004 import it.reactive.muskel.context.ThreadLocalMuskelContext; 
005 import it.reactive.muskel.context.hazelcast.HazelcastMuskelContext; 
006 import it.reactive.muskel.executor.NamedMuskelExecutorService; 
007 import it.reactive.muskel.internal.classloader.repository.ClassLoaderRepository; 
008 import it.reactive.muskel.internal.utils.SerializerUtils; 
009 
010 import java.io.IOException; 
011 import java.util.Collection; 
012 
013 import javax.inject.Inject; 
014 
015 import lombok.NoArgsConstructor; 
016 import lombok.NonNull; 
017 import lombok.RequiredArgsConstructor; 
018 import lombok.extern.slf4j.Slf4j; 
019 
020 import com.hazelcast.core.HazelcastInstance; 
021 import com.hazelcast.core.HazelcastInstanceAware; 
022 import com.hazelcast.nio.ObjectDataInput; 
023 import com.hazelcast.nio.ObjectDataOutput; 





029 public abstract class AbstractHazelcastClassLoaderExecutor<T, K> implements 
030   DataSerializable, HazelcastInstanceAware { 
031 
032     @NonNull 
033     private String clientUUID; 
034     @NonNull 
035     private K target; 
036 
037     private byte[] callableByteArray; 
038 
039     @Inject 
040     private transient ClassLoaderRepository classloaderRepository; 
041 
042     @Inject 
043     private transient MuskelManagedContext managedContext; 
044 
045     @Inject 
046     private transient Collection<NamedMuskelExecutorService> executorServices; 
047 
048     private HazelcastInstance hazelcastInstance; 
049 
050     @SuppressWarnings("unchecked") 
051     protected T doOperation() { 
052   ClassLoader classloader = Thread.currentThread() 
053     .getContextClassLoader(); 
054   ClassLoader targetClassLoader = classloaderRepository 
055     .getOrCreateClassLoaderByClientUUID(clientUUID); 
056 
057   try { 
058       Thread.currentThread().setContextClassLoader(targetClassLoader); 
059       final HazelcastMuskelContext context = new HazelcastMuskelContext( 
060         hazelcastInstance, targetClassLoader, clientUUID, 
061         executorServices 
062 .toArray(new NamedMuskelExecutorService[] {})) 
063         .appendManagedContext(managedContext); 
064 
065       ThreadLocalMuskelContext.set(context); 
066 
067       this.target = (K) context.getManagedContext().initialize( 
068         SerializerUtils.deserialize(targetClassLoader, 
069 callableByteArray)); 
070 
071       long initialTime = System.currentTimeMillis(); 
072       try { 
073     T result = doOperation(target); 
074     return result; 
075       } finally { 
076 
077   long endTime = System.currentTimeMillis(); 
078     if (log.isTraceEnabled()) { 
079         log.trace("Callable exectution time was {}", 
080 (endTime - initialTime)); 
081     } 
082       } 
083   } finally { 
084       ThreadLocalMuskelContext.set(null); 
085       Thread.currentThread().setContextClassLoader(classloader); 
086   } 
087     } 
088 
089     protected abstract T doOperation(K target); 
090 
091     @Override 
092     public void writeData(ObjectDataOutput out) throws IOException { 
093   out.writeUTF(clientUUID); 
094   out.writeByteArray(callableByteArray == null ? SerializerUtils 
095     .serializeToByteArray(target) : callableByteArray); 
096     } 
097 
098     @Override 
099     public void readData(ObjectDataInput in) throws IOException { 
100   this.clientUUID = in.readUTF(); 
101   this.callableByteArray = in.readByteArray(); 
102     } 
103 
104     @Override 
105     public void setHazelcastInstance(HazelcastInstance hazelcastInstance) { 
106   this.hazelcastInstance = hazelcastInstance; 
107     } 
108 
109     @Override 
110     public String toString() { 
111   return "[clientUUID=" + clientUUID + ", target=" + target + "]"; 
112     } 
113 
114 } 
01 package it.reactive.muskel.internal.executor.local; 
02 
03 import java.io.Serializable; 
04 
05 import it.reactive.muskel.MuskelExecutor; 
06 import it.reactive.muskel.executor.NamedMuskelExecutorService; 
07 
08 public abstract class AbstractMuskelNamedExcecutorService implements 
09   NamedMuskelExecutorService, Serializable { 
10 
11     public static final String ALLSUPPORTED = "*"; 
12     /** 
13    * 
14    */ 
15     private static final long serialVersionUID = 1L; 
16     protected final String[] supportedNames; 
17 
18     public AbstractMuskelNamedExcecutorService(String... supportedNames) { 
19   this.supportedNames = supportedNames; 
20     } 
21 
22     protected abstract boolean isLocal(); 
23 
24     @Override 
25     public boolean supports(MuskelExecutor key) { 
26   boolean result = false; 
27   if (key != null) { 
28       for (String current : supportedNames) { 
29     if (key.isLocal() == isLocal() 
30       && (current.equals(ALLSUPPORTED) || current 
31         .startsWith(key.getName()))) { 
32         result = true; 
33         break; 
34     } 
35       } 
36   } 
37   return result; 
38     } 
39 } 
01 package it.reactive.muskel.internal.subscriber; 
02 
03 import it.reactive.muskel.context.utils.ManagedContextUtils; 
04 import it.reactive.muskel.functions.SerializableBiFunction; 
05 import it.reactive.muskel.functions.SerializableFunction; 
06 import it.reactive.muskel.internal.operator.utils.ComparatorUtils; 
07 
08 import java.util.LinkedList; 
09 import java.util.List; 
10 import java.util.Map; 
11 import java.util.TreeMap; 
12 import java.util.stream.Collectors; 
13 
14 import org.reactivestreams.Subscriber; 
15 import org.reactivestreams.Subscription; 
16 
17 public abstract class AbstractOperatorGroupBySubScriber<T, K, Z> extends 
18   AbstractSubscriber<T, Z> { 
19 
20     private static final long serialVersionUID = 1L; 
21     private boolean completed = false; 
22     private final List<T> list = new LinkedList<T>(); 
23 
24     private SerializableBiFunction<? super T, ? super T, Integer> sortFunction; 
25 
26     private SerializableFunction<? super T, K> keySelector; 
27 
28     public AbstractOperatorGroupBySubScriber(Subscriber<? super Z> t, 
29       SerializableFunction<? super T, K> keySelector, 
30       SerializableBiFunction<? super T, ? super T, Integer> sortFunction) { 
31   super(t); 
32   this.keySelector = keySelector; 
33   this.sortFunction = sortFunction; 
34     } 
35 
36     @Override 
37     public void onSubscribe(Subscription s) { 
38   this.sortFunction = ManagedContextUtils.tryInitialize(s, sortFunction); 
39   this.keySelector = ManagedContextUtils.tryInitialize(s, keySelector); 
40   super.onSubscribe(s); 
41     } 
42 
43     @Override 
44     public void request(long n) { 
45   super.request(Long.MAX_VALUE); 
46     } 
47 
48     @SuppressWarnings("rawtypes") 
49     @Override 
50     public void onComplete() { 
51   if (!completed) { 
52       try { 
53     completed = true; 
54 
55     if (!list.isEmpty()) { 
56 
57         Map<K, List<T>> elements = list.stream().collect( 
58 Collectors.groupingBy(keySelector)); 
59         if (sortFunction != null) { 
60       @SuppressWarnings("unchecked") 
61       Map<K, List<T>> treeMap = new TreeMap( 
62         ComparatorUtils.buildComparator(sortFunction)); 
63       treeMap.putAll(elements); 
64       elements = treeMap; 
65         } 
66         elements.forEach((k, list) -> doOnNext(k, list)); 
67     } 
68     super.onComplete(); 
69       } catch (Throwable e) { 
70     onError(e); 
71       } 
72   } 
73     } 
74 
75     protected abstract void doOnNext(K k, List<T> list); 
76 
77     @Override 
78     public void onNext(T value) { 
79   if (!completed) { 
80       list.add(value); 
81   } 
82     } 
83 
84 } 
001 package it.reactive.muskel.internal.subscriber; 
002 
003 import it.reactive.muskel.internal.operator.utils.SentinelUtils; 
004 
005 import java.util.concurrent.atomic.AtomicLong; 
006 
007 import org.reactivestreams.Subscriber; 
008 import org.reactivestreams.Subscription; 
009 
010 public abstract class AbstractSentinelBasedSubscriber<T, K> extends 
011   AbstractSubscriber<T, K> { 
012 
013     private static final long serialVersionUID = 1L; 
014 
015     protected final AtomicLong childRequested = new AtomicLong(Long.MIN_VALUE); 
016 
017     protected final Subscriber<T> superSubscriber = new Subscriber<T>() { 
018 
019   @Override 
020   public void onSubscribe(Subscription s) { 
021       AbstractSentinelBasedSubscriber.super.onSubscribe(s); 
022 
023   } 
024 
025   @Override 
026   public void onNext(T t) { 
027       AbstractSentinelBasedSubscriber.super.onNext(t); 
028 
029   } 
030 
031   @Override 
032   public void onError(Throwable t) { 
033       AbstractSentinelBasedSubscriber.super.onError(t); 
034 
035   } 
036 
037   @Override 
038   public void onComplete() { 
039       AbstractSentinelBasedSubscriber.super.onComplete(); 
040 
041   } 
042     }; 
043 
044     public AbstractSentinelBasedSubscriber(Subscriber<? super K> t) { 
045   super(t); 
046 
047     } 
048 
049     protected void onChildRequestCalled(long n) { 
050   if (n > 0) { 
051       childRequested.updateAndGet(operand -> { 
052     long result = operand; 
053     if (operand == Long.MIN_VALUE) { 
054         result = n; 
055     } else { 
056         if (operand < Long.MAX_VALUE) { 
057       final long total = operand + n; 
058       // check if overflow occurred 
059         if (total < 0) { 
060       result = Long.MAX_VALUE; 
061         } else { 
062       result = total; 
063         } 
064     } 
065       } 
066       return result; 
067 
068   })  ; 
069       schedule(); 
070   } 
071     } 
072 
073     @Override 
074     public void onNext(final T t) { 
075   boolean success = add(SentinelUtils.getValue(t)); 
076   if (!success) { 
077       // TODO schedule onto inner after clearing the queue and 
078       // cancelling existing work 
079       super.onError(new IllegalStateException( 
080         "Unable to queue onNext. Backpressure request ignored.")); 
081       return; 
082   } 
083   schedule(); 
084     } 
085 
086     @Override 
087     public void onComplete() { 
088   if (!add(SentinelUtils.complete())) { 
089       super.onError(new IllegalStateException( 
090         "Unable to add onCompleted . Backpressure request ignored.")); 
091   } 
092   schedule(); 
093     } 
094 
095     @Override 
096     public void onError(final Throwable e) { 
097   unsubscribe(); // unsubscribe upwards to shut down (do this here so 
098 // we don't have delay across threads of final 
099 // SafeSubscriber doing this) 
100 
101   // existing work 
102   if (!add(SentinelUtils.error(e))) { 
103       super.onError(new IllegalStateException( 
104         "Unable to add onError . Backpressure request ignored.")); 
105   } 
106   schedule(); 
107     } 
108 
109     protected abstract boolean add(Object obj); 
110 
111     protected void schedule() { 
112 
113     } 
114 
115     protected boolean onPool(Object v) { 
116 
117   return SentinelUtils.emit(superSubscriber, v); 
118 
119     } 
120 
121 } 
01 package it.reactive.muskel.internal.subscriber; 
02 
03 import org.reactivestreams.Subscriber; 
04 import org.reactivestreams.Subscription; 
05 
06 public abstract class AbstractSubscriber<T, K> extends 
07   AbstractBasicSubscriber<T, K> implements Subscription { 
08 
09     private static final long serialVersionUID = 1L; 
10 
11     public AbstractSubscriber() { 
12 
13     } 
14 
15     public AbstractSubscriber(Subscriber<? super K> child) { 
16   super(child); 
17     } 
18 
19     protected Subscription doGetSubscription(Subscription s) { 
20   return this; 
21     } 
22 
23     @Override 
24     public void cancel() { 
25   unsubscribe(); 
26 
27     } 
28 
29 } 
01 package it.reactive.muskel.context.impl; 
02 
03 import it.reactive.muskel.context.MuskelManagedContext; 
04 
05 import java.util.ArrayList; 
06 import java.util.Arrays; 
07 import java.util.List; 
08 
09 public class AppendableManagedContext implements MuskelManagedContext { 
10 
11     private final List<MuskelManagedContext> managedContexts = new ArrayList<>(); 
12 
13     public AppendableManagedContext(MuskelManagedContext... managedContext) { 
14   append(managedContext); 
15     } 
16 
17     @Override 
18     public Object initialize(Object obj) { 
19   if (managedContexts != null) { 
20       for (MuskelManagedContext current : managedContexts) { 
21     if (current != null) { 
22         obj = current.initialize(obj); 
23     } 
24       } 
25 
26   } 
27   return obj; 
28     } 
29 
30     public void append(MuskelManagedContext... managedContext) { 
31   this.managedContexts.addAll(Arrays.asList(managedContext)); 
32     } 
33 
34 } 
001 package it.reactive.muskel.internal.subscriptions; 
002 
003 import java.io.Serializable; 
004 
005 import org.reactivestreams.Subscription; 
006 
007 public class ArbiterSubscription implements Subscription, Serializable { 
008 
009     private static final long serialVersionUID = 1L; 
010     long requested; 
011     Subscription currentSubscription; 
012 
013     boolean emitting; 
014     long missedRequested; 
015     long missedSubscripted; 
016     Subscription missedSubscription; 
017 
018     static final Subscription NULL_PRODUCER = new Subscription() { 
019   @Override 
020   public void request(long n) { 
021 
022   } 
023 
024   @Override 
025   public void cancel() { 
026       // TODO Auto-generated method stub 
027 
028   } 
029     }; 
030 
031     @Override 
032     public void request(long n) { 
033   if (n < 0) { 
034       throw new IllegalArgumentException("n >= 0 required"); 
035   } 
036   if (n == 0) { 
037       return; 
038   } 
039   synchronized (this) { 
040       if (emitting) { 
041     missedRequested += n; 
042     return; 
043       } 
044       emitting = true; 
045   } 
046   boolean skipFinal = false; 
047   try { 
048       long r = requested; 
049       long u = r + n; 
050       if (u < 0) { 
051     u = Long.MAX_VALUE; 
052       } 
053       requested = u; 
054 
055       Subscription p = currentSubscription; 
056       if (p != null) { 
057 p.request(n);
058       } 
059 
060       emitLoop(); 
061       skipFinal = true; 
062   } finally { 
063       if (!skipFinal) { 
064     synchronized (this) { 
065         emitting = false; 
066     } 
067       } 
068   } 
069     } 
070 
071     public void produced(long n) { 
072   if (n <= 0) { 
073       throw new IllegalArgumentException("n > 0 required"); 
074   } 
075   synchronized (this) { 
076       if (emitting) { 
077     missedSubscripted += n; 
078     return; 
079       } 
080       emitting = true; 
081   } 
082 
083   boolean skipFinal = false; 
084   try { 
085       long r = requested; 
086       if (r != Long.MAX_VALUE) { 
087     long u = r - n; 
088     if (u < 0) { 
089         throw new IllegalStateException( 
090 "more items arrived than were requested"); 
091     } 
092     requested = u; 
093       } 
094 
095       emitLoop(); 
096       skipFinal = true; 
097   } finally { 
098       if (!skipFinal) { 
099     synchronized (this) { 
100         emitting = false; 
101     } 
102       } 
103   } 
104     } 
105 
106     public void setSubscription(Subscription newSubscription) { 
107   synchronized (this) { 
108       if (emitting) { 
109     missedSubscription = newSubscription == null ? NULL_PRODUCER 
110       : newSubscription; 
111     return; 
112       } 
113       emitting = true; 
114   } 
115   boolean skipFinal = false; 
116   try { 
117       currentSubscription = newSubscription; 
118       if (newSubscription != null) { 
119     newSubscription.request(requested); 
120       } 
121 
122       emitLoop(); 
123       skipFinal = true; 
124   } finally { 
125       if (!skipFinal) { 
126     synchronized (this) { 
127         emitting = false; 
128     } 
129       } 
130   } 
131     } 
132 
133     public void emitLoop() { 
134   for (;;) { 
135       long localRequested; 
136       long localSubscripted; 
137       Subscription localProducer; 
138       synchronized (this) { 
139     localRequested = missedRequested; 
140     localSubscripted = missedSubscripted; 
141     localProducer = missedSubscription; 
142     if (localRequested == 0L && localSubscripted == 0L 
143       && localProducer == null) { 
144         emitting = false; 
145         return; 
146     } 
147     missedRequested = 0L; 
148     missedSubscripted = 0L; 
149     missedSubscription = null; 
150       } 
151 
152       long r = requested; 
153 
154       if (r != Long.MAX_VALUE) { 
155     long u = r + localRequested; 
156     if (u < 0 || u == Long.MAX_VALUE) { 
157         r = Long.MAX_VALUE; 
158         requested = r; 
159     } else { 
160         long v = u - localSubscripted; 
161         if (v < 0) { 
162       throw new IllegalStateException( 
163         "more subscripted than requested"); 
164         } 
165         r = v; 
166         requested = v; 
167     } 
168       } 
169       if (localProducer != null) { 
170     if (localProducer == NULL_PRODUCER) { 
171         currentSubscription = null; 
172     } else { 
173         currentSubscription = localProducer; 
174         localProducer.request(r); 
175     } 
176       } else { 
177     Subscription p = currentSubscription; 
178     if (p != null && localRequested != 0L) { 
179 p.request(localRequested);
180     } 
181       } 
182   } 
183     } 
184 
185     @Override 
186     public void cancel() { 
187   if (currentSubscription != null) { 
188       currentSubscription.cancel(); 
189   } 
190 
191     } 
192 
193 } 
01 package it.reactive.muskel.internal.operator.utils; 
02 
03 import java.util.concurrent.atomic.AtomicLong; 
04 import java.util.concurrent.atomic.AtomicLongFieldUpdater; 
05 
06 import lombok.experimental.UtilityClass; 
07 
08 /** 
09  * Utility functions for use with backpressure. Copied from RxJava 
10  * 
11  */ 
12 @UtilityClass 
13 public final class BackpressureUtils { 
14 
15     /** 
16 * Adds {@code n} to {@code requested} field and returns the value prior to
17 * addition once the addition is successful (uses CAS semantics). If
18 * overflows then sets {@code requested} field to {@code Long.MAX_VALUE}.
19      * 
20 * @param requested
21      * atomic field updater for a request count 
22 * @param object
23      * contains the field updated by the updater 
24 * @param n
25      * the number of requests to add to the requested count 
26 * @return requested value just prior to successful addition
27      */ 
28    public static <T> long getAndAddRequest( 
29       AtomicLongFieldUpdater<T> requested, T object, long n) { 
30   // add n to field but check for overflow 
31   while (true) { 
32       long current = requested.get(object); 
33       long next = addCap(current, n); 
34       if (requested.compareAndSet(object, current, next)) { 
35     return current; 
36       } 
37   } 
38     } 
39 
40     /** 
41 * Adds {@code n} to {@code requested} and returns the value prior to
42 * addition once the addition is successful (uses CAS semantics). If
43 * overflows then sets {@code requested} field to {@code Long.MAX_VALUE}.
44      * 
45 * @param requested
46      * atomic long that should be updated 
47 * @param n
48      * the number of requests to add to the requested count 
49 * @return requested value just prior to successful addition
50      */ 
51     public static long getAndAddRequest(AtomicLong requested, long n) { 
52   // add n to field but check for overflow 
53   while (true) { 
54       long current = requested.get(); 
55       long next = addCap(current, n); 
56       if (requested.compareAndSet(current, next)) { 
57     return current; 
58       } 
59   } 
60     } 
61 
62     /** 
63 * Multiplies two positive longs and caps the result at Long.MAX_VALUE.
64      * 
65 * @param a
66      * the first value 
67 * @param b
68      * the second value 
69 * @return the capped product of a and b
70      */ 
71     public static long multiplyCap(long a, long b) { 
72   long u = a * b; 
73   if (((a | b) >>> 31) != 0) { 
74       if (b != 0L && (u / b != a)) { 
75     u = Long.MAX_VALUE; 
76       } 
77   } 
78   return u; 
79     } 
80 
81     /** 
82 * Adds two positive longs and caps the result at Long.MAX_VALUE.
83      * 
84 * @param a
85      * the first value 
86 * @param b
87      * the second value 
88 * @return the capped sum of a and b
89      */ 
90     public static long addCap(long a, long b) { 
91   long u = a + b; 
92   if (u < 0L) { 
93       u = Long.MAX_VALUE; 
94   } 
95   return u; 




002  * Licensed under the Apache License, Version 2.0 (the "License"); 
003  * you may not use this file except in compliance with the License. 
004  * You may obtain a copy of the License at 
005  * 
006  * http://www.apache.org/licenses/LICENSE-2.0 
007  * 
008  * Unless required by applicable law or agreed to in writing, software 
009  * distributed under the License is distributed on an "AS IS" BASIS, 
010  * WITHOUT WARRANTIES OR CONDITIONS OF ANY KIND, either express or implied. 
011  * See the License for the specific language governing permissions and 
012  * limitations under the License. 
013  *  
014  * Original License: https://github.com/JCTools/JCTools/blob/master/LICENSE 
015  * Original location: 
https://github.com/JCTools/JCTools/blob/master/jctools-core/src/main/java/org/jctools/queues
/atomic/BaseLinkedAtomicQueue.java 
016  */ 
017 package it.reactive.muskel.internal.utils.atomic; 
018 
019 import java.util.AbstractQueue; 
020 import java.util.Iterator; 
021 import java.util.concurrent.atomic.AtomicReference; 
022 
023 abstract class BaseLinkedAtomicQueue<E> extends AbstractQueue<E> { 
024     private final AtomicReference<LinkedQueueNode<E>> producerNode; 
025     private final AtomicReference<LinkedQueueNode<E>> consumerNode; 
026 
027     public BaseLinkedAtomicQueue() { 
028   producerNode = new AtomicReference<LinkedQueueNode<E>>(); 
029   consumerNode = new AtomicReference<LinkedQueueNode<E>>(); 
030     } 
031 
032     protected final LinkedQueueNode<E> lvProducerNode() { 
033   return producerNode.get(); 
034     } 
035 
036     protected final LinkedQueueNode<E> lpProducerNode() { 
037   return producerNode.get(); 
038     } 
039 
040     protected final void spProducerNode(LinkedQueueNode<E> node) { 
041   producerNode.lazySet(node); 
042     } 
043 
044     protected final LinkedQueueNode<E> xchgProducerNode(LinkedQueueNode<E> node) { 
045   return producerNode.getAndSet(node); 
046     } 
047 
048     protected final LinkedQueueNode<E> lvConsumerNode() { 
049   return consumerNode.get(); 
050     } 
051 
052     protected final LinkedQueueNode<E> lpConsumerNode() { 
053   return consumerNode.get(); 
054     } 
055 
056     protected final void spConsumerNode(LinkedQueueNode<E> node) { 
057   consumerNode.lazySet(node); 
058     } 
059 
060     @Override 
061     public final Iterator<E> iterator() { 
062   throw new UnsupportedOperationException(); 
063     } 
064 
065     /** 
066 * {@inheritDoc} <br>
067 * <p>
068 * IMPLEMENTATION NOTES:<br>
069 * This is an O(n) operation as we run through all the nodes and count them.
070 * <br>
071      * 
072 * @see java.util.Queue#size()
073      */ 
074     @Override 
075     public final int size() { 
076   LinkedQueueNode<E> chaserNode = lvConsumerNode(); 
077   final LinkedQueueNode<E> producerNode = lvProducerNode(); 
078   int size = 0; 
079   // must chase the nodes all the way to the producer node, but there's no 
080   // need to chase a moving target. 
081   while (chaserNode != producerNode && size < Integer.MAX_VALUE) { 
082       LinkedQueueNode<E> next; 
083       while ((next = chaserNode.lvNext()) == null) 
084     ; 
085       chaserNode = next; 
086       size++; 
087   } 
088   return size; 
089     } 
090 
091     /** 
092 * {@inheritDoc} <br>
093 * <p>
094 * IMPLEMENTATION NOTES:<br>
095 * Queue is empty when producerNode is the same as consumerNode. An
096 * alternative implementation would be to observe the producerNode.value is
097 * null, which also means an empty queue because only the consumerNode.value
098 * is allowed to be null.
099      * 
100 * @see MessagePassingQueue#isEmpty()
101      */ 
102     @Override 
103     public final boolean isEmpty() { 
104   return lvConsumerNode() == lvProducerNode(); 
105     } 
106 } 
001 /* 
002  * Licensed under the Apache License, Version 2.0 (the "License"); 
003  * you may not use this file except in compliance with the License. 
004  * You may obtain a copy of the License at 
005  * 
006  * http://www.apache.org/licenses/LICENSE-2.0 
007  * 
008  * Unless required by applicable law or agreed to in writing, software 
009  * distributed under the License is distributed on an "AS IS" BASIS, 
010  * WITHOUT WARRANTIES OR CONDITIONS OF ANY KIND, either express or implied. 
011  * See the License for the specific language governing permissions and 
012  * limitations under the License. 
013  *  
014  * Original License: https://github.com/JCTools/JCTools/blob/master/LICENSE 
015  * Original location: 
https://github.com/JCTools/JCTools/blob/master/jctools-core/src/main/java/org/jctools/queues
/atomic/BaseLinkedQueue.java 
016  */ 
017 package it.reactive.muskel.internal.utils.unsafe; 
018 
019 import static it.reactive.muskel.internal.utils.unsafe.UnsafeAccess.UNSAFE; 
020 import it.reactive.muskel.internal.utils.atomic.LinkedQueueNode; 
021 
022 import java.util.AbstractQueue; 
023 import java.util.Iterator; 
024 
025 abstract class BaseLinkedQueuePad0<E> extends AbstractQueue<E> { 
026     long p00, p01, p02, p03, p04, p05, p06, p07; 
027     long p30, p31, p32, p33, p34, p35, p36, p37; 
028 } 
029 
030 abstract class BaseLinkedQueueProducerNodeRef<E> extends BaseLinkedQueuePad0<E> { 
031     protected final static long P_NODE_OFFSET = UnsafeAccess.addressOf( 
032       BaseLinkedQueueProducerNodeRef.class, "producerNode"); 
033 
034     protected LinkedQueueNode<E> producerNode; 
035 
036     protected final void spProducerNode(LinkedQueueNode<E> node) { 
037   producerNode = node; 
038     } 
039 
040     @SuppressWarnings("unchecked") 
041     protected final LinkedQueueNode<E> lvProducerNode() { 
042   return (LinkedQueueNode<E>) UNSAFE.getObjectVolatile(this, 
043     P_NODE_OFFSET); 
044     } 
045 
046     protected final LinkedQueueNode<E> lpProducerNode() { 
047   return producerNode; 
048     } 
049 } 
050 
051 abstract class BaseLinkedQueuePad1<E> extends BaseLinkedQueueProducerNodeRef<E> { 
052     long p00, p01, p02, p03, p04, p05, p06, p07; 
053     long p30, p31, p32, p33, p34, p35, p36, p37; 
054 } 
055 
056 abstract class BaseLinkedQueueConsumerNodeRef<E> extends BaseLinkedQueuePad1<E> { 
057     protected final static long C_NODE_OFFSET = UnsafeAccess.addressOf( 
058       BaseLinkedQueueConsumerNodeRef.class, "consumerNode"); 
059     protected LinkedQueueNode<E> consumerNode; 
060 
061     protected final void spConsumerNode(LinkedQueueNode<E> node) { 
062   consumerNode = node; 
063     } 
064 
065     @SuppressWarnings("unchecked") 
066     protected final LinkedQueueNode<E> lvConsumerNode() { 
067   return (LinkedQueueNode<E>) UNSAFE.getObjectVolatile(this, 
068     C_NODE_OFFSET); 
069     } 
070 
071     protected final LinkedQueueNode<E> lpConsumerNode() { 
072   return consumerNode; 




077  * A base data structure for concurrent linked queues. 
078  *  
079  * @author nitsanw 
080  *  
081  * @param <E> 
082  */ 
083 abstract class BaseLinkedQueue<E> extends BaseLinkedQueueConsumerNodeRef<E> { 
084     long p00, p01, p02, p03, p04, p05, p06, p07; 
085     long p30, p31, p32, p33, p34, p35, p36, p37; 
086 
087     @Override 
088     public final Iterator<E> iterator() { 
089   throw new UnsupportedOperationException(); 
090     } 
091 
092     /** 
093 * {@inheritDoc} <br>
094 * <p>
095 * IMPLEMENTATION NOTES:<br>
096 * This is an O(n) operation as we run through all the nodes and count them.
097 * <br>
098      * 
099 * @see java.util.Queue#size()
100      */ 
101     @Override 
102     public final int size() { 
103   // Read consumer first, this is important because if the producer is 
104   // node is 'older' than the consumer the 
105   // consumer may overtake it (consume past it). This will lead to an 
106   // infinite loop below. 
107   LinkedQueueNode<E> chaserNode = lvConsumerNode(); 
108   final LinkedQueueNode<E> producerNode = lvProducerNode(); 
109   int size = 0; 
110   // must chase the nodes all the way to the producer node, but there's no 
111   // need to chase a moving target. 
112   while (chaserNode != producerNode && size < Integer.MAX_VALUE) { 
113       LinkedQueueNode<E> next; 
114       while ((next = chaserNode.lvNext()) == null) 
115     ; 
116       chaserNode = next; 
117       size++; 
118   } 
119   return size; 
120     } 
121 
122     /** 
123 * {@inheritDoc} <br>
124 * <p>
125 * IMPLEMENTATION NOTES:<br>
126 * Queue is empty when producerNode is the same as consumerNode. An
127 * alternative implementation would be to observe the producerNode.value is
128 * null, which also means an empty queue because only the consumerNode.value
129 * is allowed to be null.
130      * 
131 * @see MessagePassingQueue#isEmpty()
132      */ 
133     @Override 
134     public final boolean isEmpty() { 
135   return lvConsumerNode() == lvProducerNode(); 
136     } 
137 } 
01 package it.reactive.muskel.iterators; 
02 
03 import it.reactive.muskel.internal.operator.utils.SentinelUtils; 
04 
05 import java.util.Iterator; 
06 import java.util.NoSuchElementException; 
07 import java.util.concurrent.BlockingQueue; 
08 
09 import org.reactivestreams.Subscription; 
10 
11 public class BlockingIterator<T> implements Iterator<T>, AutoCloseable { 
12     final BlockingQueue<Object> queue; 
13     final Subscription resource; 
14 
15     Object last; 
16 
17     public BlockingIterator(BlockingQueue<Object> queue, Subscription resource) { 
18   this.queue = queue; 
19   this.resource = resource; 
20     } 
21 
22     @Override 
23     public boolean hasNext() { 
24   if (last == null) { 
25       Object o = queue.poll(); 
26       if (o == null) { 
27     try { 
28 o = queue.take();
29     } catch (InterruptedException ex) { 
30         resource.cancel(); 
31         Thread.currentThread().interrupt(); 
32         throw new RuntimeException(ex); 
33     } 
34       } 
35       last = o; 
36       if (SentinelUtils.isError(o)) { 
37     resource.cancel(); 
38     Throwable e = SentinelUtils.getError(o); 
39     throw new RuntimeException(e); 
40       } 
41 
42       if (SentinelUtils.isComplete(o)) { 
43     resource.cancel(); 
44     return false; 
45       } 
46       return true; 
47   } 
48   Object o = last; 
49   if (SentinelUtils.isError(o)) { 
50       Throwable e = SentinelUtils.getError(o); 
51       throw new RuntimeException(e); 
52   } 
53   return !SentinelUtils.isComplete(o); 
54     } 
55 
56     @Override 
57     public T next() { 
58   if (hasNext()) { 
59       Object o = last; 
60       last = null; 
61       return SentinelUtils.getValue(o); 
62   } 
63   throw new NoSuchElementException(); 
64     } 
65 
66     @Override 
67     public void close() { 
68   resource.cancel(); 
69     } 
70 
71 } 
001 package it.reactive.muskel; 
002 
003 import it.reactive.muskel.functions.SerializablePublisher; 
004 import it.reactive.muskel.functions.utils.StreamUtils; 
005 import it.reactive.muskel.internal.operator.utils.SentinelUtils; 
006 import it.reactive.muskel.internal.subscriber.LambdaSubscriber; 
007 import it.reactive.muskel.iterators.BlockingIterator; 
008 import it.reactive.muskel.processors.BlockingMuskelProcessorImpl; 
009 
010 import java.io.Serializable; 
011 import java.util.Iterator; 
012 import java.util.NoSuchElementException; 
013 import java.util.Optional; 
014 import java.util.concurrent.BlockingQueue; 
015 import java.util.concurrent.LinkedBlockingQueue; 
016 import java.util.function.Consumer; 
017 import java.util.stream.Stream; 
018 
019 /** 
020  * {@code BlockingMuskelProcessor} is a variety of {@link MuskelProcessor} that 
021  * provides blocking operators. It can be useful for testing and demo purposes, 
022  * but is generally inappropriate for production applications (if you think you 
023  * need to use a {@code BlockingMuskelProcessor} this is usually a sign that you 
024  * should rethink your design). 
025  * <p> 
026  * You construct a {@code BlockingMuskelProcessor} from an 
027  * {@code MuskelProcessor} with {@link #from(BlockingMuskelProcessor)} or 
028  * {@link MuskelProcessor#toBlocking()}. 
029  *  
030  * @param <T> 
031  *            the type of item emitted by the {@code BlockingMuskelProcessor} 
032  */ 
033 public interface BlockingMuskelProcessor<T> extends Serializable, 
034   AutoCloseable, SerializablePublisher<T>, Iterable<T> { 
035 
036     /** 
037 * Converts an {@link MuskelProcessor} into a
038 * {@code BlockingMuskelProcessor}.
039      * 
040 * @param o
041      * the {@link MuskelProcessor} you want to convert 
042 * @return a {@code BlockingMuskelProcessor} version of {@code o}
043      */ 
044     static <T> BlockingMuskelProcessor<T> from( 
045       final SerializablePublisher<? extends T> source) { 
046   return new BlockingMuskelProcessorImpl<T>(source); 
047     } 
048 
049     /** 
050 * Converts {@link SerializablePublisher} to an {@link Iterator}
051      * 
052 * @param p
053      * the input {@link SerializablePublisher} 
054 * @return an {@link Iterator} that can iterate over
055      * {@link SerializablePublisher} 
056      */ 
057     static <T> BlockingIterator<T> iterate(SerializablePublisher<? extends T> p) { 
058   final BlockingQueue<Object> queue = new LinkedBlockingQueue<>(); 
059 
060   LambdaSubscriber<T> ls = new LambdaSubscriber<>( 
061     v -> queue.offer(SentinelUtils.next(v)), 
062     e -> queue.offer(SentinelUtils.error(e)), 
063     () -> queue.offer(SentinelUtils.complete()), 
064     s -> s.request(Long.MAX_VALUE)); 
065 
066   p.subscribe(ls); 
067 
068   return new BlockingIterator<>(queue, ls); 
069     } 
070 
071     @Override 
072     void close(); 
073 
074     /** 
075 * Returns a sequential {@code Stream} with this
076 * {@code BlockingMuskelProcessor} as its source.
077      * 
078 * @return a sequential {@code Stream} over the elements in this
079      * {@code BlockingMuskelProcessor} 
080      */ 
081     default Stream<T> stream() { 
082   return StreamUtils.makeStream(iterator(), false); 
083     } 
084 
085     /** 
086 * Returns a possibly parallel {@code Stream} with this
087 * {@code BlockingMuskelProcessor} as its source. It is allowable for this
088 * method to return a sequential stream.
089      * 
090 * @return a possibly parallel {@code Stream} over the elements in this
091      * {@code BlockingMuskelProcessor} 
092      */ 
093     default Stream<T> parallelStream() { 
094   return StreamUtils.makeStream(iterator(), true); 
095     } 
096 
097     /** 
098 * Returns the first item emitted by this {@code BlockingMuskelProcessor},
099 * or throws {@code NoSuchElementException} if it emits no items.
100      * 
101 * @return the first item emitted by this {@code BlockingMuskelProcessor}
102 * @throws NoSuchElementException
103      * if this {@code BlockingMuskelProcessor} emits no items 
104      */ 
105     T first(); 
106 
107     /** 
108 * Returns the first item emitted by this {@code BlockingMuskelProcessor},
109 * or the defaultValue if it emits no items.
110      * 
111 * @param defaultValue
112      * the defaultValue 
113 * @return the first item emitted by this {@code BlockingMuskelProcessor}
114      */ 
115     T first(T defaultValue); 
116 
117     /** 
118 * Returns the last element emitted by this {@code BlockingMuskelProcessor}
119      * 
120 * @return the last element of @code BlockingMuskelProcessor}
121      * 
122      */ 
123     default Optional<T> lastOption() { 
124   return stream().reduce((a, b) -> b); 
125     } 
126 
127     /** 
128 * Returns the last element emitted by this {@code BlockingMuskelProcessor}
129      * 
130 * @return the last element of @code BlockingMuskelProcessor}
131 * @throws NoSuchElementException
132      * if {@code BlockingMuskelProcessor} countains no elements 
133      */ 
134     default T last() { 
135   Optional<T> o = lastOption(); 
136   if (o.isPresent()) { 
137       return o.get(); 
138   } 
139   throw new NoSuchElementException("No elements found"); 
140     } 
141 
142     /** 
143 * Returns the last element emitted by this {@code BlockingMuskelProcessor}
144 * or the default value is the {@code BlockingMuskelProcessor} have no
145 * elements
146      * 
147 * @return the last element of @code BlockingMuskelProcessor}
148      * 
149 * @param defaultValue
150      * the defaultValue 
151      */ 
152     default T last(T defaultValue) { 
153   Optional<T> o = lastOption(); 
154   if (o.isPresent()) { 
155       return o.get(); 
156   } 
157   return defaultValue; 
158     } 
159 
160     /** 
161 * Returns the first item emitted by the source
162 * {@code BlockingMuskelProcessor}, if that {@code BlockingMuskelProcessor}
163 * emits only a single item. If the source {@code BlockingMuskelProcessor}
164 * emits more than one item or no items, notify of an
165 * {@code IllegalArgumentException} or {@code NoSuchElementException}
166 * respectively.
167      * 
168 * @return the first items emitted by the source
169      * {@code BlockingMuskelProcessor} 
170 * @throws IllegalArgumentException
171      * if the source emits more than one item 
172 * @throws NoSuchElementException
173      * if the source emits no items 
174      */ 
175     T single(); 
176 
177     /** 
178 * Returns the first item emitted by the source
179 * {@code BlockingMuskelProcessor}, if that {@code BlockingMuskelProcessor}
180 * emits only a single item, or a default item if the source
181 * {@code BlockingMuskelProcessor} emits no items. If the source
182 * {@code BlockingMuskelProcessor} emits more than one item, throw an
183 * {@code IllegalArgumentException}.
184      * 
185 * @param defaultValue
186      * a default value to emit if the source 
187      * {@code BlockingMuskelProcessor} emits no item 
188 * @return the first items emitted by the source
189      * {@code BlockingMuskelProcessor} 
190 * @throws IllegalArgumentException
191      * if the source MuskelProcessor emits more than one item 
192      */ 
193     T single(T defaultValue); 
194 
195     @Override 
196     default void forEach(Consumer<? super T> action) { 
197   Iterator<T> it = iterator(); 
198   while (it.hasNext()) { 
199       try { 
200     action.accept(it.next()); 
201       } catch (Throwable e) { 
202     if (it instanceof AutoCloseable) { 
203         try { 
204       ((AutoCloseable) it).close(); 
205         } catch (Exception e1) { 
206         } 
207     } 
208 
209     throw e; 
210       } 
211   } 
212     } 
213 
214 } 
001 package it.reactive.muskel.processors; 
002 
003 import it.reactive.muskel.BlockingMuskelProcessor; 
004 import it.reactive.muskel.MuskelProcessor; 
005 import it.reactive.muskel.functions.SerializablePublisher; 
006 import it.reactive.muskel.functions.SerializableSubscriber; 
007 import it.reactive.muskel.internal.operator.utils.SentinelUtils; 
008 import it.reactive.muskel.internal.subscriber.AbstractBasicSubscriber; 
009 import it.reactive.muskel.internal.subscriber.BlockingSubscriber; 
010 
011 import java.util.Iterator; 
012 import java.util.NoSuchElementException; 
013 import java.util.concurrent.BlockingQueue; 
014 import java.util.concurrent.CountDownLatch; 
015 import java.util.concurrent.LinkedBlockingQueue; 
016 import java.util.concurrent.atomic.AtomicBoolean; 
017 import java.util.concurrent.atomic.AtomicReference; 
018 
019 import lombok.Getter; 
020 import lombok.NonNull; 
021 import lombok.RequiredArgsConstructor; 
022 




027 public class BlockingMuskelProcessorImpl<T> implements 
028   BlockingMuskelProcessor<T> { 
029 
030     private static final long serialVersionUID = 1L; 
031     private final @NonNull SerializablePublisher<? extends T> source; 
032 
033     /** 
034 * Returns the first item emitted by this {@code BlockingMuskelProcessor},
035 * or throws {@code NoSuchElementException} if it emits no items.
036      * 
037 * @return the first item emitted by this {@code BlockingMuskelProcessor}
038 * @throws NoSuchElementException
039      * if this {@code BlockingMuskelProcessor} emits no items 
040      */ 
041     @Override 
042     public T first() { 
043   return first(null, true); 
044     } 
045 
046     @Override 
047     public T first(T defaultValue) { 
048   return first(defaultValue, false); 
049     } 
050 
051     protected T first(T defaultValue, boolean thowExceptionNotFound) { 
052   final AtomicReference<T> returnItem = new AtomicReference<>( 
053     defaultValue); 
054   final AtomicReference<Throwable> returnException = new AtomicReference<>(); 
055   final CountDownLatch latch = new CountDownLatch(1); 
056   final AtomicBoolean foundResult = new AtomicBoolean(); 
057   final AtomicReference<Subscription> subScription = new AtomicReference<>(); 
058 
059   source.subscribe(new AbstractBasicSubscriber<T, T>() { 
060 
061       private static final long serialVersionUID = 1L; 
062 
063       @Override 
064       public void onComplete() { 
065     latch.countDown(); 
066       } 
067 
068       @Override 
069       public void onError(final Throwable e) { 
070     returnException.set(e); 
071     latch.countDown(); 
072       } 
073 
074       @Override 
075       public void onNext(final T item) { 
076     returnItem.set(item); 
077     foundResult.set(true); 
078       } 
079 
080       @Override 
081       public void onSubscribe(Subscription s) { 
082     subScription.set(s); 
083     super.onSubscribe(s); 
084       } 
085 
086   }); 
087 
088   try { 
089       latch.await(); 
090   } catch (InterruptedException e) { 
091       subScription.get().cancel(); 
092       Thread.currentThread().interrupt(); 
093       throw new RuntimeException( 
094         "Interrupted while waiting for subscription to complete.", 
095         e); 
096   } 
097 
098   if (returnException.get() != null) { 
099       if (returnException.get() instanceof RuntimeException) { 
100     throw (RuntimeException) returnException.get(); 
101       } else { 
102     throw new RuntimeException(returnException.get()); 
103       } 
104   } 
105 
106   if (thowExceptionNotFound && (!foundResult.get())) { 
107       throw new NoSuchElementException("No elements Found"); 
108   } 
109   return returnItem.get(); 
110     } 
111 
112     public T single() { 
113   Iterator<T> it = BlockingMuskelProcessor.iterate(MuskelProcessor 
114     .<T> fromPublisher(source).single()); 
115   return it.next(); 
116     } 
117 
118     public T single(T defaultValue) { 
119   Iterator<T> it = BlockingMuskelProcessor.iterate(MuskelProcessor 
120     .<T> fromPublisher(source).singleOrDefault(defaultValue)); 
121   if (it.hasNext()) { 
122       return it.next(); 
123   } 
124   return defaultValue; 
125     } 
126 
127     @Override 
128     public void close() { 
129   if (source != null && source instanceof AutoCloseable) { 
130       try { 
131     ((AutoCloseable) source).close(); 
132       } catch (Exception e) { 
133     throw new RuntimeException(e); 
134       } 
135   } 
136     } 
137 
138     /** 
139 * Subscribes to the source and calls the Subscriber methods on the current
140 * thread.
141 * <p>
142 * The unsubscription and backpressure is composed through.
143      * 
144 * @param subscriber
145      * the subscriber to forward events and calls to in the current 
146      * thread 
147      */ 
148     @Override 
149     public void subscribe(SerializableSubscriber<? super T> subscriber) { 
150   final BlockingQueue<Object> queue = new LinkedBlockingQueue<>(); 
151 
152   BlockingSubscriber<T> bs = new BlockingSubscriber<>(queue); 
153 
154   source.subscribe(bs); 
155 
156   try { 
157       for (;;) { 
158     if (bs.isCancelled()) { 
159         break; 
160     } 
161     Object o = queue.poll(); 
162     if (o == null) { 
163         if (bs.isCancelled()) { 
164       break; 
165         } 
166 o = queue.take();
167     } 
168     if (bs.isCancelled()) { 
169         break; 
170     } 
171     if (o == BlockingSubscriber.TERMINATED) { 
172         break; 
173     } 
174     if (SentinelUtils.acceptFull(o, subscriber)) { 
175         break; 
176     } 
177       } 
178   } catch (InterruptedException e) { 
179       Thread.currentThread().interrupt(); 
180       subscriber.onError(e); 
181   } finally { 
182       bs.cancel(); 
183   } 
184     } 
185 
186     @Override 
187     public Iterator<T> iterator() { 
188   return BlockingMuskelProcessor.iterate(source); 
189     } 
190 
191 } 
01 package it.reactive.muskel.internal.subscriber; 
02 
03 import it.reactive.muskel.functions.SerializableSubscriber; 
04 import it.reactive.muskel.internal.operator.utils.SentinelUtils; 
05 
06 import java.util.Queue; 
07 import java.util.concurrent.atomic.AtomicReference; 
08 
09 import org.reactivestreams.Subscription; 
10 
11 public class BlockingSubscriber<T> extends AtomicReference<Subscription> 
12   implements SerializableSubscriber<T>, Subscription { 
13     /** */ 
14     private static final long serialVersionUID = -4875965440900746268L; 
15 
16     static final Subscription CANCELLED = new Subscription() { 
17   @Override 
18   public void request(long n) { 
19 
20   } 
21 
22   @Override 
23   public void cancel() { 
24 
25   } 
26     }; 
27 
28     public static final Object TERMINATED = new Object(); 
29 
30     final Queue<Object> queue; 
31 
32     public BlockingSubscriber(Queue<Object> queue) { 
33   this.queue = queue; 
34     } 
35 
36     @Override 
37     public void onSubscribe(Subscription s) { 
38   if (!compareAndSet(null, s)) { 
39 s.cancel();
40       if (get() != CANCELLED) { 
41     onError(new IllegalStateException("Subscription already set")); 
42       } 
43       return; 
44   } 
45   queue.offer(SentinelUtils.subscription(this)); 
46     } 
47 
48     @Override 
49     public void onNext(T t) { 
50   queue.offer(SentinelUtils.next(t)); 
51     } 
52 
53     @Override 
54     public void onError(Throwable t) { 
55   queue.offer(SentinelUtils.error(t)); 
56     } 
57 
58     @Override 
59     public void onComplete() { 
60   queue.offer(SentinelUtils.complete()); 
61     } 
62 
63     @Override 
64     public void request(long n) { 
65   get().request(n); 
66     } 
67 
68     @Override 
69     public void cancel() { 
70   Subscription s = get(); 
71   if (s != CANCELLED) { 
72       s = getAndSet(CANCELLED); 
73       if (s != CANCELLED && s != null) { 
74 s.cancel();
75     queue.offer(TERMINATED); 
76       } 
77   } 
78     } 
79 
80     public boolean isCancelled() { 
81   return get() == CANCELLED; 
82     } 
83 } 
001 package it.reactive.muskel.context.hazelcast.classloader.client; 
002 
003 import it.reactive.muskel.context.MuskelQueue; 
004 import it.reactive.muskel.context.hazelcast.HazelcastMuskelContext; 
005 import it.reactive.muskel.internal.Lifecycle; 
006 import it.reactive.muskel.internal.classloader.domain.ResourceResponse; 
007 
008 import java.io.ByteArrayOutputStream; 
009 import java.net.URL; 
010 import java.util.Map; 
011 import java.util.concurrent.TimeUnit; 
012 import java.util.concurrent.atomic.AtomicBoolean; 
013 
014 import org.apache.commons.io.IOUtils; 
015 
016 public class ClassloaderClientService implements 
017   Lifecycle<ClassloaderClientService> { 
018 
019     private final String clientUUID; 
020 
021     private final ClassLoader classloader; 
022 
023     private final HazelcastMuskelContext context; 
024 
025     private final AtomicBoolean stopped = new AtomicBoolean(); 
026 
027     private final AtomicBoolean started = new AtomicBoolean(); 
028 
029     public ClassloaderClientService(HazelcastMuskelContext context, 
030       String clientUUID) { 
031   this(context, clientUUID, Thread.currentThread() 
032     .getContextClassLoader()); 
033     } 
034 
035     public ClassloaderClientService(HazelcastMuskelContext context, 
036       String clientUUID, ClassLoader classloader) { 
037   this.context = context; 
038   this.clientUUID = clientUUID; 
039   this.classloader = classloader; 
040     } 
041 
042     @Override 
043     public ClassloaderClientService start() { 
044   new Thread(new ResourceRequestRunnable(), "MuskelClassLoaderClient-" 
045     + clientUUID).start(); 
046   started.set(true); 
047   return this; 
048     } 
049 
050     @Override 
051     public ClassloaderClientService stop() { 
052   stopped.set(true); 
053 
054   if (isRunning()) { 
055       MuskelQueue<String> queue = getRequestQueue(); 
056       Map<String, ResourceResponse> classContainer = getClassContainer(); 
057 
058       queue.clear(); 
059       classContainer.clear(); 
060   } 
061   return this; 
062     } 
063 
064     protected MuskelQueue<String> getRequestQueue() { 
065   return context.getQueue("requestQueue_" + clientUUID, false); 
066     } 
067 
068     protected Map<String, ResourceResponse> getClassContainer() { 
069   return context.getReplicatedMap("classCacheMap_" + clientUUID); 
070     } 
071 
072     @Override 
073     public boolean isRunning() { 
074   return started.get(); 
075     } 
076 
077     public String doProcessSingle(MuskelQueue<String> queue) { 
078   String result = null; 
079   do { 
080       try { 
081     result = queue.poll(1, TimeUnit.SECONDS); 
082       } catch (InterruptedException e) { 
083       } 
084   } while (result == null && !stopped.get()); 
085   return result; 
086     } 
087 
088     private ResourceResponse lookupClass(String req) { 
089   URL url = classloader.getResource(req); 
090   ResourceResponse res = new ResourceResponse(req); 
091 
092   try { 
093       try (ByteArrayOutputStream baos = new ByteArrayOutputStream()) { 
094     if (url != null) { 
095         // byte[] classBytes = IOUtils.slurp(url); 
096         byte[] classBytes = IOUtils.toByteArray(url); 
097         res.setBytes(classBytes); 
098     } 
099       } 
100   } catch (Exception e) { 
101 
102   } 
103   return res; 
104     } 
105 
106     private class ResourceRequestRunnable implements Runnable { 
107 
108   @Override 
109   public void run() { 
110       String request = null; 
111       MuskelQueue<String> queue = getRequestQueue(); 
112       Map<String, ResourceResponse> classContainer = getClassContainer(); 
113       do { 
114     request = doProcessSingle(queue); 
115     if (request != null) { 
116         classContainer.put(request, lookupClass(request)); 
117     } 
118       } while (request != null && !stopped.get()); 
119       started.set(false); 
120   } 
121 
122     } 
123 
124 } 
1 package it.reactive.muskel.internal.classloader.repository; 
2 
3 public interface ClassLoaderRepository { 
4 
5     public ClassLoader getOrCreateClassLoaderByClientUUID(String clientUUID); 
6 } 
01 package it.reactive.muskel.internal.operator.utils; 
02 
03 import it.reactive.muskel.functions.SerializableBiFunction; 
04 
05 import java.io.Serializable; 
06 import java.util.Comparator; 
07 
08 import lombok.experimental.UtilityClass; 
09 
10 @UtilityClass 
11 public class ComparatorUtils { 
12 
13     @SuppressWarnings({ "rawtypes", "unchecked" }) 
14     public static final SerializableBiFunction DEFAULT_SORT_FUNCTION = (c1, c2) -> 
((Comparable<Object>) c1) 
15       .compareTo(c2); 
16 
17     public static <T> Comparator<? super T> buildComparator( 
18       SerializableBiFunction<? super T, ? super T, Integer> sortFunction) { 
19   return (Comparator<? super T> & Serializable) (o1, o2) -> sortFunction 
20     .apply((T) o1, (T) o2); 




002  * Implementation Copied From RxJava. Copyright 2014 Netflix, Inc. 
003  *  
004  * Licensed under the Apache License, Version 2.0 (the "License"); 
005  * you may not use this file except in compliance with the License. 
006  * You may obtain a copy of the License at 
007  *  
008  * http://www.apache.org/licenses/LICENSE-2.0 
009  *  
010  * Unless required by applicable law or agreed to in writing, software 
011  * distributed under the License is distributed on an "AS IS" BASIS, 
012  * WITHOUT WARRANTIES OR CONDITIONS OF ANY KIND, either express or implied. 
013  * See the License for the specific language governing permissions and 
014  * limitations under the License. 
015  */ 
016 package it.reactive.muskel.exceptions; 
017 
018 import java.io.PrintStream; 
019 import java.io.PrintWriter; 
020 import java.util.ArrayList; 
021 import java.util.Collection; 
022 import java.util.Collections; 
023 import java.util.HashSet; 
024 import java.util.LinkedHashSet; 
025 import java.util.List; 
026 import java.util.Set; 
027 
028 /** 
029  * Represents an exception that is a composite of one or more other exceptions. 
030  * A {@code CompositeException} does not modify the structure of any exception 
031  * it wraps, but at print-time it iterates through the list of Throwables 
032  * contained in the composit in order to print them all. 
033  * 
034  * Its invariant is to contain an immutable, ordered (by insertion order), 
035  * unique list of non-composite exceptions. You can retrieve individual 
036  * exceptions in this list with {@link #getExceptions()}. 
037  *  
038  * The {@link #printStackTrace()} implementation handles the StackTrace in a 
039  * customized way instead of using {@code getCause()} so that it can avoid 
040  * circular references. 
041  *  
042  * If you invoke {@link #getCause()}, it will lazily create the causal chain but 
043  * will stop if it finds any Throwable in the chain that it has already seen. 
044  */ 
045 public final class CompositeException extends RuntimeException { 
046 
047     private static final long serialVersionUID = 3026362227162912146L; 
048 
049     private final List<Throwable> exceptions; 
050     private final String message; 
051 
052     public CompositeException(String messagePrefix, 
053       Collection<? extends Throwable> errors) { 
054   Set<Throwable> deDupedExceptions = new LinkedHashSet<Throwable>(); 
055   List<Throwable> _exceptions = new ArrayList<Throwable>(); 
056   if (errors != null) { 
057       for (Throwable ex : errors) { 
058     if (ex instanceof CompositeException) { 
059         deDupedExceptions.addAll(((CompositeException) ex) 
060 .getExceptions()); 
061     } else if (ex != null) { 
062         deDupedExceptions.add(ex); 
063     } else { 
064         deDupedExceptions.add(new NullPointerException()); 
065     } 
066       } 
067   } else { 
068       deDupedExceptions.add(new NullPointerException()); 
069   } 
070 
071   _exceptions.addAll(deDupedExceptions); 
072   this.exceptions = Collections.unmodifiableList(_exceptions); 
073   this.message = exceptions.size() + " exceptions occurred. "; 
074     } 
075 
076     public CompositeException(Collection<? extends Throwable> errors) { 
077   this(null, errors); 
078     } 
079 
080     /** 
081 * Retrieves the list of exceptions that make up the
082 * {@code CompositeException}
083      * 
084 * @return the exceptions that make up the {@code CompositeException}, as a
085      * {@link List} of {@link Throwable}s 
086      */ 
087     public List<Throwable> getExceptions() { 
088   return exceptions; 
089     } 
090 
091     @Override 
092     public String getMessage() { 
093   return message; 
094     } 
095 
096     private Throwable cause = null; 
097 
098     @Override 
099     public synchronized Throwable getCause() { 
100   if (cause == null) { 
101       // we lazily generate this causal chain if this is called 
102       CompositeExceptionCausalChain _cause = new CompositeExceptionCausalChain(); 
103       Set<Throwable> seenCauses = new HashSet<Throwable>(); 
104 
105       Throwable chain = _cause; 
106       for (Throwable e : exceptions) { 
107     if (seenCauses.contains(e)) { 
108         // already seen this outer Throwable so skip 
109         continue; 
110     } 
111     seenCauses.add(e); 
112 
113     List<Throwable> listOfCauses = getListOfCauses(e); 
114     // check if any of them have been seen before 
115     for (Throwable child : listOfCauses) { 
116         if (seenCauses.contains(child)) { 
117       // already seen this outer Throwable so skip 
118       e = new RuntimeException( 
119         "Duplicate found in causal chain so cropping to prevent loop ..."); 
120       continue; 
121         } 
122         seenCauses.add(child); 
123     } 
124 
125     // we now have 'e' as the last in the chain 
126     try { 
127         chain.initCause(e); 
128     } catch (Throwable t) { 
129         // ignore 
130         // the javadocs say that some Throwables (depending on how 
131         // they're made) will never 
132         // let me call initCause without blowing up even if it 
133         // returns null 
134     } 
135     chain = chain.getCause(); 
136       } 
137       cause = _cause; 
138   } 
139   return cause; 
140     } 
141 
142     /** 
143 * All of the following {@code printStackTrace} functionality is derived
144 * from JDK {@link Throwable} {@code printStackTrace}. In particular, the
145 * {@code PrintStreamOrWriter} abstraction is copied wholesale.
146      * 
147 * Changes from the official JDK implementation:
148 * <ul>
149 * <li>no infinite loop detection</li>
150 * <li>smaller critical section holding {@link PrintStream} lock</li>
151 * <li>explicit knowledge about the exceptions {@link List} that this loops
152 * through</li>
153 * </ul>
154      */ 
155     @Override 
156     public void printStackTrace() { 
157   printStackTrace(System.err); 
158     } 
159 
160     @Override 
161     public void printStackTrace(PrintStream s) { 
162   printStackTrace(new WrappedPrintStream(s)); 
163     } 
164 
165     @Override 
166     public void printStackTrace(PrintWriter s) { 
167   printStackTrace(new WrappedPrintWriter(s)); 
168     } 
169 
170     /** 
171 * Special handling for printing out a {@code CompositeException}. Loops
172 * through all inner exceptions and prints them out.
173      * 
174 * @param s
175      * stream to print to 
176      */ 
177     private void printStackTrace(PrintStreamOrWriter s) { 
178   StringBuilder bldr = new StringBuilder(); 
179   bldr.append(this).append("\n"); 
180   for (StackTraceElement myStackElement : getStackTrace()) { 
181       bldr.append("\tat ").append(myStackElement).append("\n"); 
182   } 
183   int i = 1; 
184   for (Throwable ex : exceptions) { 
185       bldr.append("  ComposedException ").append(i).append(" :") 
186         .append("\n"); 
187       appendStackTrace(bldr, ex, "\t"); 
188       i++; 
189   } 
190   synchronized (s.lock()) { 
191 s.println(bldr.toString());
192   } 
193     } 
194 
195     private void appendStackTrace(StringBuilder bldr, Throwable ex, 
196       String prefix) { 
197   bldr.append(prefix).append(ex).append("\n"); 
198   for (StackTraceElement stackElement : ex.getStackTrace()) { 
199       bldr.append("\t\tat ").append(stackElement).append("\n"); 
200   } 
201   if (ex.getCause() != null) { 
202       bldr.append("\tCaused by: "); 
203       appendStackTrace(bldr, ex.getCause(), ""); 
204   } 
205     } 
206 
207     private abstract static class PrintStreamOrWriter { 
208   /** Returns the object to be locked when using this StreamOrWriter */ 
209   abstract Object lock(); 
210 
211   /** Prints the specified string as a line on this StreamOrWriter */ 
212   abstract void println(Object o); 
213     } 
214 
215     /** 
216 * Same abstraction and implementation as in JDK to allow PrintStream and
217 * PrintWriter to share implementation
218      */ 
219     private static class WrappedPrintStream extends PrintStreamOrWriter { 
220   private final PrintStream printStream; 
221 
222   WrappedPrintStream(PrintStream printStream) { 
223       this.printStream = printStream; 
224   } 
225 
226   @Override 
227   Object lock() { 
228       return printStream; 
229   } 
230 
231   @Override 
232   void println(Object o) { 
233       printStream.println(o); 
234   } 
235     } 
236 
237     private static class WrappedPrintWriter extends PrintStreamOrWriter { 
238   private final PrintWriter printWriter; 
239 
240   WrappedPrintWriter(PrintWriter printWriter) { 
241       this.printWriter = printWriter; 
242   } 
243 
244   @Override 
245   Object lock() { 
246       return printWriter; 
247   } 
248 
249   @Override 
250   void println(Object o) { 
251       printWriter.println(o); 
252   } 
253     } 
254 
255     /* package-private */final static class CompositeExceptionCausalChain 
256       extends RuntimeException { 
257   private static final long serialVersionUID = 3875212506787802066L; 
258   /* package-private */static String MESSAGE = "Chain of Causes for CompositeException In 
Order Received =>"; 
259 
260   @Override 
261   public String getMessage() { 
262       return MESSAGE; 
263   } 
264     } 
265 
266     private final List<Throwable> getListOfCauses(Throwable ex) { 
267   List<Throwable> list = new ArrayList<Throwable>(); 
268   Throwable root = ex.getCause(); 
269   if (root == null) { 
270       return list; 
271   } else { 
272       while (true) { 
273     list.add(root); 
274     if (root.getCause() == null) { 
275         return list; 
276     } else { 
277         root = root.getCause(); 
278     } 
279       } 
280   } 
281     } 
282 } 
001 package it.reactive.muskel.internal.subscriptions; 
002 
003 import java.util.ArrayList; 
004 import java.util.Arrays; 
005 import java.util.Collection; 
006 import java.util.HashSet; 
007 import java.util.List; 
008 import java.util.Set; 
009 
010 import org.reactivestreams.Subscription; 
011 
012 /** 
013  * Subscription that represents a group of Subscriptions that are unsubscribed 
014  * together. 
015  */ 
016 public final class CompositeSubscription implements Subscription { 
017 
018     private Set<Subscription> subscriptions; 
019     private volatile boolean unsubscribed; 
020 
021     public CompositeSubscription() { 
022     } 
023 
024     public CompositeSubscription(final Subscription... subscriptions) { 
025   this.subscriptions = new HashSet<Subscription>( 
026     Arrays.asList(subscriptions)); 
027     } 
028 
029     public boolean isUnsubscribed() { 
030   return unsubscribed; 
031     } 
032 
033     /** 
034 * Adds a new {@link Subscription} to this {@code CompositeSubscription} if
035 * the {@code CompositeSubscription} is not yet unsubscribed. If the
036 * {@code CompositeSubscription} <em>is</em> unsubscribed, {@code add} will
037 * indicate this by explicitly unsubscribing the new {@code Subscription} as
038 * well.
039      * 
040 * @param s
041      * the {@link Subscription} to add 
042      */ 
043     public void add(final Subscription s) { 
044 
045   if (!unsubscribed) { 
046       synchronized (this) { 
047     if (!unsubscribed) { 
048         if (subscriptions == null) { 
049       subscriptions = new HashSet<Subscription>(4); 
050         } 
051         subscriptions.add(s); 
052         return; 
053     } 
054       } 
055   } 
056   // call after leaving the synchronized block so we're not holding a lock 
057   // while executing this 
058   s.cancel(); 
059     } 
060 
061     /** 
062 * Removes a {@link Subscription} from this {@code CompositeSubscription},
063 * and unsubscribes the {@link Subscription}.
064      * 
065 * @param s
066      * the {@link Subscription} to remove 
067      */ 
068     public void remove(final Subscription s) { 
069   if (!unsubscribed) { 
070       boolean unsubscribe = false; 
071       synchronized (this) { 
072     if (unsubscribed || subscriptions == null) { 
073         return; 
074     } 
075     unsubscribe = subscriptions.remove(s); 
076       } 
077       if (unsubscribe) { 
078     // if we removed successfully we then need to call unsubscribe 
079     // on it (outside of the lock) 
080 s.cancel();
081       } 
082   } 
083     } 
084 
085     /** 
086 * Unsubscribes any subscriptions that are currently part of this
087 * {@code CompositeSubscription} and remove them from the
088 * {@code CompositeSubscription} so that the {@code CompositeSubscription}
089 * is empty and in an unoperative state.
090      */ 
091     public void clear() { 
092   if (!unsubscribed) { 
093       Collection<Subscription> unsubscribe = null; 
094       synchronized (this) { 
095     if (unsubscribed || subscriptions == null) { 
096         return; 
097     } else { 
098         unsubscribe = subscriptions; 
099         subscriptions = null; 
100     } 
101       } 
102       unsubscribeFromAll(unsubscribe); 
103   } 
104     } 
105 
106     @Override 
107     public void cancel() { 
108   if (!unsubscribed) { 
109       Collection<Subscription> unsubscribe = null; 
110       synchronized (this) { 
111     if (unsubscribed) { 
112         return; 
113     } 
114     unsubscribed = true; 
115     unsubscribe = subscriptions; 
116     subscriptions = null; 
117       } 
118       // we will only get here once 
119       unsubscribeFromAll(unsubscribe); 
120   } 
121     } 
122 
123     private static void unsubscribeFromAll( 
124       Collection<Subscription> subscriptions) { 
125   if (subscriptions == null) { 
126       return; 
127   } 
128   List<Throwable> es = null; 
129   for (Subscription s : subscriptions) { 
130       try { 
131 s.cancel();
132 } catch (Throwable e) {
133     if (es == null) { 
134         es = new ArrayList<Throwable>(); 
135     } 
136     es.add(e); 
137       } 
138   } 
139   // Exceptions.throwIfAny(es); 
140     } 
141 
142     public boolean hasSubscriptions() { 
143   if (!unsubscribed) { 
144       synchronized (this) { 
145     return !unsubscribed && subscriptions != null 
146       && !subscriptions.isEmpty(); 
147       } 
148   } 
149   return false; 
150     } 
151 
152     @Override 
153     public void request(long n) { 
154   throw new IllegalArgumentException("Could not call this method"); 
155 
156     } 
157 } 
001 /* 
002  * Licensed under the Apache License, Version 2.0 (the "License"); 
003  * you may not use this file except in compliance with the License. 
004  * You may obtain a copy of the License at 
005  * 
006  * http://www.apache.org/licenses/LICENSE-2.0 
007  * 
008  * Unless required by applicable law or agreed to in writing, software 
009  * distributed under the License is distributed on an "AS IS" BASIS, 
010  * WITHOUT WARRANTIES OR CONDITIONS OF ANY KIND, either express or implied. 
011  * See the License for the specific language governing permissions and 
012  * limitations under the License. 
013  *  
014  * Original License: https://github.com/JCTools/JCTools/blob/master/LICENSE 
015  * Original location: 
https://github.com/JCTools/JCTools/blob/master/jctools-core/src/main/java/org/jctools/queues
/ConcurrentCircularArrayQueue.java 
016  */ 
017 package it.reactive.muskel.internal.utils.unsafe; 
018 
019 import static it.reactive.muskel.internal.utils.unsafe.UnsafeAccess.UNSAFE; 
020 
021 import java.util.AbstractQueue; 
022 import java.util.Iterator; 
023 
024 abstract class ConcurrentCircularArrayQueueL0Pad<E> extends AbstractQueue<E> 
025   implements MessagePassingQueue<E> { 
026     long p00, p01, p02, p03, p04, p05, p06, p07; 




031  * A concurrent access enabling class used by circular array based queues this 
032  * class exposes an offset computation method along with differently memory 
033  * fenced load/store methods into the underlying array. The class is pre-padded 
034  * and the array is padded on either side to help with False sharing prvention. 
035  * It is expected theat subclasses handle post padding. 
036  * <p> 
037  * Offset calculation is separate from access to enable the reuse of a give 
038  * compute offset. 
039  * <p> 
040  * Load/Store methods using a <i>buffer</i> parameter are provided to allow the 
041  * prevention of final field reload after a LoadLoad barrier. 
042  * <p> 
043  *  
044  * @author nitsanw 
045  *  
046  * @param <E> 
047  *            the generic type 
048  */ 
049 public abstract class ConcurrentCircularArrayQueue<E> extends 
050   ConcurrentCircularArrayQueueL0Pad<E> { 
051     protected static final int SPARSE_SHIFT = Integer.getInteger( 
052       "sparse.shift", 0); 
053     protected static final int BUFFER_PAD = 32; 
054     private static final long REF_ARRAY_BASE; 
055     private static final int REF_ELEMENT_SHIFT; 
056     static { 
057   final int scale = UnsafeAccess.UNSAFE.arrayIndexScale(Object[].class); 
058   if (4 == scale) { 
059       REF_ELEMENT_SHIFT = 2 + SPARSE_SHIFT; 
060   } else if (8 == scale) { 
061       REF_ELEMENT_SHIFT = 3 + SPARSE_SHIFT; 
062   } else { 
063       throw new IllegalStateException("Unknown pointer size"); 
064   } 
065   // Including the buffer pad in the array base offset 
066   REF_ARRAY_BASE = UnsafeAccess.UNSAFE.arrayBaseOffset(Object[].class) 
067     + (BUFFER_PAD << (REF_ELEMENT_SHIFT - SPARSE_SHIFT)); 
068     } 
069     protected final long mask; 
070     // @Stable :( 
071     protected final E[] buffer; 
072 
073     @SuppressWarnings("unchecked") 
074     public ConcurrentCircularArrayQueue(int capacity) { 
075   int actualCapacity = Pow2.roundToPowerOfTwo(capacity); 
076   mask = actualCapacity - 1; 
077   // pad data on either end with some empty slots. 
078   buffer = (E[]) new Object[(actualCapacity << SPARSE_SHIFT) + BUFFER_PAD 
079 * 2];
080     } 
081 
082     /** 
083 * @param index
084      *    desirable element index 
085 * @return the offset in bytes within the array for a given index.
086      */ 
087     protected final long calcElementOffset(long index) { 
088   return calcElementOffset(index, mask); 
089     } 
090 
091     /** 
092 * @param index
093      * desirable element index 
094 * @param mask
095      * the mask 
096 * @return the offset in bytes within the array for a given index.
097      */ 
098     protected final long calcElementOffset(long index, long mask) { 
099   return REF_ARRAY_BASE + ((index & mask) << REF_ELEMENT_SHIFT); 
100     } 
101 
102     /** 
103 * A plain store (no ordering/fences) of an element to a given offset
104      * 
105 * @param offset
106      * computed via 
107      * {@link ConcurrentCircularArrayQueue#calcElementOffset(long)} 
108 * @param e
109      * a kitty 
110      */ 
111     protected final void spElement(long offset, E e) { 
112   spElement(buffer, offset, e); 
113     } 
114 
115     /** 
116 * A plain store (no ordering/fences) of an element to a given offset
117      * 
118 * @param buffer
119      * this.buffer 
120 * @param offset
121      * computed via 
122      * {@link ConcurrentCircularArrayQueue#calcElementOffset(long)} 
123 * @param e
124      * an orderly kitty 
125      */ 
126     protected final void spElement(E[] buffer, long offset, E e) { 
127   UNSAFE.putObject(buffer, offset, e); 
128     } 
129  
130     /** 
131      * An ordered store(store + StoreStore barrier) of an element to a given 
132      * offset 
133      *  
134      * @param offset 
135      *            computed via 
136      *            {@link ConcurrentCircularArrayQueue#calcElementOffset(long)} 
137      * @param e 
138      *            an orderly kitty 
139      */ 
140     protected final void soElement(long offset, E e) { 
141   soElement(buffer, offset, e); 
142     } 
143  
144     /** 
145      * An ordered store(store + StoreStore barrier) of an element to a given 
146      * offset 
147      *  
148      * @param buffer 
149      *            this.buffer 
150      * @param offset 
151      *            computed via 
152      *            {@link ConcurrentCircularArrayQueue#calcElementOffset(long)} 
153      * @param e 
154      *            an orderly kitty 
155      */ 
156     protected final void soElement(E[] buffer, long offset, E e) { 
157   UNSAFE.putOrderedObject(buffer, offset, e); 
158     } 
159  
160     /** 
161      * A plain load (no ordering/fences) of an element from a given offset. 
162      *  
163      * @param offset 
164      *            computed via 
165      *            {@link ConcurrentCircularArrayQueue#calcElementOffset(long)} 
166      * @return the element at the offset 
167      */ 
168     protected final E lpElement(long offset) { 
169   return lpElement(buffer, offset); 
170     } 
171  
172     /** 
173      * A plain load (no ordering/fences) of an element from a given offset. 
174      *  
175      * @param buffer 
176      *            this.buffer 
177      * @param offset 
178      *            computed via 
179      *            {@link ConcurrentCircularArrayQueue#calcElementOffset(long)} 
180      * @return the element at the offset 
181      */ 
182     @SuppressWarnings("unchecked") 
183     protected final E lpElement(E[] buffer, long offset) { 
184   return (E) UNSAFE.getObject(buffer, offset); 
185     } 
186  
187     /** 
188      * A volatile load (load + LoadLoad barrier) of an element from a given 
189      * offset. 
190      *  
191      * @param offset 
192      *            computed via 
193      *            {@link ConcurrentCircularArrayQueue#calcElementOffset(long)} 
194 * @return the element at the offset
195      */ 
196     protected final E lvElement(long offset) { 
197   return lvElement(buffer, offset); 
198     } 
199 
200     /** 
201 * A volatile load (load + LoadLoad barrier) of an element from a given
202 * offset.
203      * 
204 * @param buffer
205      * this.buffer 
206 * @param offset
207      * computed via 
208      * {@link ConcurrentCircularArrayQueue#calcElementOffset(long)} 
209 * @return the element at the offset
210      */ 
211     @SuppressWarnings("unchecked") 
212     protected final E lvElement(E[] buffer, long offset) { 
213   return (E) UNSAFE.getObjectVolatile(buffer, offset); 
214     } 
215 
216     @Override 
217     public Iterator<E> iterator() { 
218   throw new UnsupportedOperationException(); 
219     } 
220 
221     @Override 
222     public void clear() { 
223   // we have to test isEmpty because of the weaker poll() guarantee 
224   while (poll() != null || !isEmpty()) 
225       ; 
226     } 
227 } 
01 /* 
02  * Licensed under the Apache License, Version 2.0 (the "License"); 
03  * you may not use this file except in compliance with the License. 
04  * You may obtain a copy of the License at 
05  * 
06  * http://www.apache.org/licenses/LICENSE-2.0 
07  * 
08  * Unless required by applicable law or agreed to in writing, software 
09  * distributed under the License is distributed on an "AS IS" BASIS, 
10  * WITHOUT WARRANTIES OR CONDITIONS OF ANY KIND, either express or implied. 
11  * See the License for the specific language governing permissions and 
12  * limitations under the License. 
13  *  
14  * Original License: https://github.com/JCTools/JCTools/blob/master/LICENSE 
15  * Original location: 
https://github.com/JCTools/JCTools/blob/master/jctools-core/src/main/java/org/jctools/queues
/ConcurrentSequencedCircularArrayQueue.java 
16  */ 
17 package it.reactive.muskel.internal.utils.unsafe; 
18  
19 import static it.reactive.muskel.internal.utils.unsafe.UnsafeAccess.UNSAFE; 
20  
21 public abstract class ConcurrentSequencedCircularArrayQueue<E> extends 
22   ConcurrentCircularArrayQueue<E> { 
23     private static final long ARRAY_BASE; 
24     private static final int ELEMENT_SHIFT; 
25     static { 
26   final int scale = UnsafeAccess.UNSAFE.arrayIndexScale(long[].class); 
27   if (8 == scale) { 
28       ELEMENT_SHIFT = 3 + SPARSE_SHIFT; 
29   } else { 
30       throw new IllegalStateException("Unexpected long[] element size"); 
31   } 
32   // Including the buffer pad in the array base offset 
33   ARRAY_BASE = UnsafeAccess.UNSAFE.arrayBaseOffset(long[].class) 
34     + (BUFFER_PAD << (ELEMENT_SHIFT - SPARSE_SHIFT)); 
35     } 
36     protected final long[] sequenceBuffer; 
37  
38     public ConcurrentSequencedCircularArrayQueue(int capacity) { 
39   super(capacity); 
40   int actualCapacity = (int) (this.mask + 1); 
41   // pad data on either end with some empty slots. 
42   sequenceBuffer = new long[(actualCapacity << SPARSE_SHIFT) + BUFFER_PAD 
43     * 2]; 
44   for (long i = 0; i < actualCapacity; i++) { 
45       soSequence(sequenceBuffer, calcSequenceOffset(i), i); 
46   } 
47     } 
48  
49     protected final long calcSequenceOffset(long index) { 
50   return ARRAY_BASE + ((index & mask) << ELEMENT_SHIFT); 
51     } 
52  
53     protected final void soSequence(long[] buffer, long offset, long e) { 
54   UNSAFE.putOrderedLong(buffer, offset, e); 
55     } 
56  
57     protected final long lvSequence(long[] buffer, long offset) { 
58   return UNSAFE.getLongVolatile(buffer, offset); 
59     } 
60  
61 } 
01 package it.reactive.muskel.context.impl; 
02  
03 import it.reactive.muskel.context.MuskelContext; 
04 import it.reactive.muskel.context.MuskelContextAware; 
05 import it.reactive.muskel.context.MuskelManagedContext; 
06 import lombok.AllArgsConstructor; 
07  
08 @AllArgsConstructor 
09 public class ContextAwareManagedContext implements MuskelManagedContext { 
10  
11     private final MuskelContext muskelContext; 
12  
13     @Override 
14     public Object initialize(Object obj) { 
15   if (muskelContext != null && obj instanceof MuskelContextAware) { 
16       ((MuskelContextAware) obj).setContext(muskelContext); 
17   } 
18   return obj; 
19     } 
20  
21 } 
01 package it.reactive.muskel.internal.executor.local; 
02 
03 import it.reactive.muskel.context.MuskelContext; 
04 
05 public class ContextForwardRunnable extends 
06   AbstractContextForward<Void, Runnable> implements Runnable { 
07 
08     public ContextForwardRunnable(Runnable target) { 
09   super(target); 
10     } 
11 
12     public ContextForwardRunnable(Runnable target, MuskelContext context) { 
13   super(target, context); 
14     } 
15 
16     @Override 
17     public void run() { 
18   doOperation(); 
19 
20     } 
21 
22     @Override 
23     protected Void doOperation(Runnable target) { 
24   target.run(); 
25   return null; 
26     } 
27 
28 } 
01 package it.reactive.muskel.internal.executor.local; 
02  
03 import java.util.function.Supplier; 
04  
05 public class ContextForwardSupplier<T> extends 
06   AbstractContextForward<T, Supplier<T>> implements Supplier<T> { 
07  
08     public ContextForwardSupplier(Supplier<T> target) { 
09   super(target); 
10     } 
11  
12     @Override 
13     protected T doOperation(Supplier<T> target) { 
14   return target.get(); 
15     } 
16  
17     @Override 
18     public T get() { 
19   return doOperation(); 
20     } 
21  
22 } 
01 package it.reactive.muskel.internal.executor.remote.hazelcast.utils; 
02 
03 import java.util.ArrayList; 
04 import java.util.Collection; 
05 
06 import lombok.experimental.UtilityClass; 
07 
08 @UtilityClass 
09 public class ExceptionSerializerUtils { 
10 
11     /** 
12 * Serialize exception.
13      * 
14 * @param source
15      * the source 
16 * @return the throwable
17      */ 
18     public static RemoteInvocationExeption serializeException(Throwable source) { 
19   return serializeException(source, null); 
20     } 
21 
22     /** 
23 * Serialize exception.
24      * 
25 * @param source
26      * the source 
27 * @param elements
28      * the elements 
29 * @return the throwable
30      */ 
31     public static RemoteInvocationExeption serializeException(Throwable source, 
32       Collection<Throwable> elements) { 
33 
34   if (elements == null) { 
35       elements = new ArrayList<>(); 
36   } 
37   RemoteInvocationExeption result = null; 
38   if (source != null && (!elements.contains(source))) { 
39 
40       elements.add(source); 
41 
42       result = new RemoteInvocationExeption(source.getClass().toString(), 
43         source.getMessage(), serializeException(source.getCause(), 
44 elements)); 
45       result.setStackTrace(source.getStackTrace()); 
46   } 
47   return result; 
48     } 
49 
50     static class RemoteInvocationExeption extends RuntimeException { 
51 
52   /** 
53      * 
54      */ 
55   private static final long serialVersionUID = 1L; 
56 
57   private String originalClassName; 
58 
59   public RemoteInvocationExeption(String originalClassName, 
60     String message, Throwable e) { 
61       super(message, e); 
62       this.originalClassName = originalClassName; 
63   } 
64 
65   /** 
66    * @return the originalClassName 
67    */ 
68   public String getOriginalClassName() { 
69       return originalClassName; 
70   } 
71 
72   /** 
73    * @param originalClassName 
74    *            the originalClassName to set 
75    */ 
76   public void setOriginalClassName(String originalClassName) { 
77       this.originalClassName = originalClassName; 
78   } 
79 
80     } 
81 
82 } 
01 package it.reactive.muskel.exceptions; 
02 
03 public class ExecutorNotFoundException extends MuskelException { 
04 
05     private static final long serialVersionUID = 1L; 
06 
07     public ExecutorNotFoundException(String message) { 
08   super(message); 
09     } 
10 
11     public ExecutorNotFoundException(Throwable t) { 
12   super(t); 
13     } 
14 
15     public ExecutorNotFoundException(String message, Throwable t) { 
16   super(message, t); 
17     } 
18 } 
01 package it.reactive.muskel; 
02 
03 import it.reactive.muskel.internal.operators.OnSubscribeFromIterable; 
04 import it.reactive.muskel.internal.publisher.ScalarPublisher; 
05 import it.reactive.muskel.processors.GroupedMuskelProcessorImpl; 
06 
07 import org.reactivestreams.Publisher; 
08 import org.reactivestreams.Subscriber; 
09 
10 public interface GroupedMuskelProcessor<K, T> extends MuskelProcessor<T> { 
11 
12     public static <K, T> GroupedMuskelProcessor<K, T> just(K key, T element) { 
13   return create(key, new ScalarPublisher<>(element)); 
14     } 
15 
16     /** 
17 * Returns an MuskelProcessor that will execute the specified function when
18 * a {@link Subscriber} subscribes to it. Write the function you pass to
19 * {@code create} so that it behaves as an MuskelProcessor: It should invoke
20 * the Subscriber's {@link Subscriber#onNext onNext},
21 * {@link Subscriber#onError onError}, and {@link Subscriber#onComplete
22 * onComplete} methods appropriately.
23 * <p>
24 * A well-formed MuskelProcessor must invoke either the Subscriber's
25 * {@code onCompleted} method exactly once or its {@code onError} method
26 * exactly once.
27 * <p>
28      * 
29      * 
30 * @param <K>
31      * the type of the key 
32 * @param <T>
33      * the type of the items that this MuskelProcessor emits 
34 * @param key
35      * a key of Group 
36 * @param f
37      * a function that accepts an {@code Subscriber<T>}, and invokes 
38      * its {@code onNext}, {@code onError}, and {@code onCompleted} 
39      * methods as appropriate 
40 * @return a GroupedMuskelProcessor that, when a {@link Subscriber}
41      * subscribes to it, will execute the specified function 
42      */ 
43     public static <K, T> GroupedMuskelProcessor<K, T> create(K key, 
44       Publisher<T> f) { 
45   return new GroupedMuskelProcessorImpl<K, T>(key, f); 
46     } 
47 
48     public static <K, T> GroupedMuskelProcessor<K, T> fromIterable(K key, 
49       Iterable<? extends T> elements) { 
50   return create(key, new OnSubscribeFromIterable<>(elements)); 
51     } 
52 
53     /** 
54 * Returns the key that identifies the group of items emited by this
55 * {@code GroupedMuskelProcessor}
56      * 
57 * @return the key that the items emitted by this
58      * {@code GroupedMuskelProcessor} were grouped by 
59      */ 
60     K getKey(); 
61 
62 } 
01 package it.reactive.muskel.processors; 
02 
03 import it.reactive.muskel.GroupedMuskelProcessor; 
04 import lombok.Getter; 
05 
06 import org.reactivestreams.Publisher; 
07 
08 @Getter 
09 public class GroupedMuskelProcessorImpl<K, T> extends MuskelProcessorImpl<T> 
10   implements GroupedMuskelProcessor<K, T> { 
11 
12     private static final long serialVersionUID = 1L; 
13     private final K key; 
14 
15     public GroupedMuskelProcessorImpl(K key, Publisher<T> publisher) { 
16   super(publisher); 
17   this.key = key; 
18     } 
19 
20     @Override 
21     public String toString() { 
22   return "GroupedMuskelProcessor [key=" + key + "]"; 
23     } 
24 } 
01 package it.reactive.muskel.internal.executor.remote.hazelcast; 
02 




06 import java.util.concurrent.Callable; 
07 import java.util.function.Supplier; 
08 
09 import lombok.NoArgsConstructor; 





15 public class HazelcastClassLoaderCallable<T> extends 
16   AbstractHazelcastClassLoaderExecutor<T, Supplier<T>> implements 
17   Callable<T> { 
18 
19     public HazelcastClassLoaderCallable(String clientUUID, Supplier<T> target) { 
20   super(clientUUID, target); 
21     } 
22 
23     @Override 
24     protected T doOperation(Supplier<T> target) { 
25   return target.get(); 
26     } 
27 
28     @Override 
29     public T call() throws Exception { 
30   try { 
31       return doOperation(); 
32   } catch (Throwable e) { 
33       log.error("Error executing callable " + this, e); 
34 
35       throw ExceptionSerializerUtils.serializeException(e); 
36   } 
37     } 
38 
39 } 
01 package it.reactive.muskel.internal.executor.remote.hazelcast; 
02 
03 import it.reactive.muskel.context.MuskelInjectAware; 
04 import it.reactive.muskel.functions.SerializableRunnable; 
05 import lombok.NoArgsConstructor; 





11 public class HazelcastClassLoaderRunnable extends 
12   AbstractHazelcastClassLoaderExecutor<Void, Runnable> implements 
13   SerializableRunnable { 
14 
15     private static final long serialVersionUID = 1L; 
16 
17     public HazelcastClassLoaderRunnable(String clientUUID, Runnable target) { 
18   super(clientUUID, target); 
19     } 
20 
21     @Override 
22     protected Void doOperation(Runnable target) { 
23   try { 
24       target.run(); 
25   } catch (Exception e) { 
26       log.error("Error executing Runnable " + this, e); 
27       final RuntimeException result; 
28       if (e instanceof RuntimeException) { 
29     result = (RuntimeException) e; 
30       } else { 
31     result = new RuntimeException("Error executing Runnable " 
32       + this, e); 
33       } 
34       throw result; 
35   } 
36   return null; 
37     } 
38 
39     @Override 
40     public void run() { 
41   try { 
42       doOperation(); 
43   } catch (Exception e) { 
44       throw new RuntimeException(e); 
45   } 
46 
47     } 
48 
49 } 
001 package it.reactive.muskel.context.hazelcast; 
002 
003 import it.reactive.muskel.MuskelExecutor; 
004 import it.reactive.muskel.context.Message; 
005 import it.reactive.muskel.context.MuskelContext; 
006 import it.reactive.muskel.context.MuskelManagedContext; 
007 import it.reactive.muskel.context.MuskelMessageListener; 
008 import it.reactive.muskel.context.MuskelQueue; 
009 import it.reactive.muskel.context.hazelcast.classloader.client.ClassloaderClientService; 
010 import it.reactive.muskel.context.impl.AppendableManagedContext; 
011 import it.reactive.muskel.context.impl.ContextAwareManagedContext; 
012 import it.reactive.muskel.exceptions.ExecutorNotFoundException; 
013 import it.reactive.muskel.executor.MuskelExecutorService; 
014 import it.reactive.muskel.executor.NamedMuskelExecutorService; 
015 import it.reactive.muskel.internal.executor.impl.MultipleMuskelExecutorService; 





019 import it.reactive.muskel.internal.utils.SerializerUtils; 
020 
021 import java.io.Serializable; 
022 import java.util.Collection; 
023 import java.util.Map; 
024 import java.util.concurrent.CompletableFuture; 
025 import java.util.concurrent.RejectedExecutionException; 
026 import java.util.concurrent.TimeUnit; 
027 import java.util.function.Supplier; 
028 import java.util.regex.Pattern; 
029 
030 import lombok.AllArgsConstructor; 
031 import lombok.NonNull; 
032 import lombok.extern.slf4j.Slf4j; 
033 
034 import com.hazelcast.core.ExecutionCallback; 
035 import com.hazelcast.core.Hazelcast; 
036 import com.hazelcast.core.HazelcastInstance; 
037 import com.hazelcast.core.HazelcastInstanceAware; 
038 import com.hazelcast.core.IExecutorService; 
039 import com.hazelcast.core.IQueue; 
040 import com.hazelcast.core.IdGenerator; 
041 import com.hazelcast.core.Member; 
042 import com.hazelcast.core.MemberSelector; 
043 import com.hazelcast.core.MultiMap; 
044 
045 @Slf4j 
046 public class HazelcastMuskelContext implements MuskelContext, 
047   HazelcastInstanceAware, Serializable { 
048 
049     public static final String MEMBERSELECTOR_ATTRIBUTE_KEY = "customKey"; 
050 
051     private static final String NOT_REGEX = Pattern.quote("!"); 
052 
053     private static final String COMMA_SEPARATED_REGEX = Pattern.quote(";"); 
054 
055     private static final long serialVersionUID = 1L; 
056 
057     private transient HazelcastInstance hazelcastInstance; 
058 
059     private String clientUUID; 
060 
061     private transient MultiMap<String, String> loadedObjects; 
062 
063     private AppendableManagedContext managedContext = new AppendableManagedContext( 
064       new ContextAwareManagedContext(this)); 
065 
066     private final transient MultipleMuskelExecutorService executorService = new 
MultipleMuskelExecutorService(); 
067 
068     private transient ClassLoader classLoader; 
069 
070     public HazelcastMuskelContext(HazelcastInstance hazelcastInstance, 
071       NamedMuskelExecutorService... additionalExecutorServices) { 
072   this(hazelcastInstance, null, null, additionalExecutorServices); 
073 
074     } 
075 
076     public HazelcastMuskelContext(HazelcastInstance hazelcastInstance, 
077       ClassLoader classLoader, String clientUUID, 
078       NamedMuskelExecutorService... additionalExecutorServices) { 
079   this.hazelcastInstance = hazelcastInstance; 
080   this.classLoader = classLoader; 
081   this.clientUUID = clientUUID; 
082   executorService.put(additionalExecutorServices); 
083   executorService.put(new HazelcastMuskelExecutorService( 
084     AbstractMuskelNamedExcecutorService.ALLSUPPORTED)); 
085     } 
086 
087     public HazelcastMuskelContext start() { 
088   this.clientUUID = getHazelcastInstance().getLocalEndpoint().getUuid(); 
089   new ClassloaderClientService(this, clientUUID).start(); 
090   return this; 
091     } 
092 
093     @Override 
094     public String generateIdentifier() { 
095   IdGenerator idGenerator = getHazelcastInstance().getIdGenerator( 
096     clientUUID); 
097   return String.valueOf(idGenerator.newId()); 
098     } 
099 
100     @Override 
101     public MuskelManagedContext getManagedContext() { 
102   return this.managedContext; 
103     } 
104 
105     public HazelcastMuskelContext appendManagedContext( 
106       MuskelManagedContext... contexts) { 
107   this.managedContext.append(contexts); 
108   return this; 
109     } 
110 
111     @Override 
112     public <T> MuskelQueue<T> getQueue(String name) { 
113   return getQueue(name, true); 
114     } 
115 
116     public <T> MuskelQueue<T> getQueue(String name, boolean customSerialization) { 
117   return new HazelcastMuskelQueue<>(getHazelcastInstance().getQueue( 
118     registerQueue(name)), classLoader, customSerialization); 
119     } 
120 
121     public <T, K> Map<T, K> getReplicatedMap(String name) { 
122   return getHazelcastInstance().getReplicatedMap( 
123     registerReplicatedMap(name)); 
124     } 
125 
126     @Override 
127     public void publishMessage(String name, Object value) { 
128   getHazelcastInstance().getTopic(registerQueue(name)).publish(value); 
129 
130     } 
131 
132     @Override 
133     public <T> String addMessageListener(String name, 
134       MuskelMessageListener<T> listener) { 
135   return getHazelcastInstance().<T> getTopic(registerTopic(name)) 
136     .addMessageListener( 
137       message -> listener.onMessage(new Message<T>(message 
138         .getMessageObject()))); 
139     } 
140 
141     @Override 
142     public boolean removeMessageListener(String name, String id) { 
143 
144   return getHazelcastInstance().getTopic(name).removeMessageListener(id); 
145     } 
146 
147     @Override 
148     public void closeQueue(String name) { 
149   getHazelcastInstance().getQueue(name).destroy(); 
150   unregisterQueue(name); 
151     } 
152 
153     @Override 
154     public void closeMessageListener(String name) { 
155   getHazelcastInstance().getTopic(name).destroy(); 
156   unregisterTopic(name); 
157     } 
158 
159     protected String registerReplicatedMap(String name) { 
160   getRepositoryMultiMap().put("replicatedmap", name); 
161   return name; 
162     } 
163 
164     protected String registerQueue(String name) { 
165   getRepositoryMultiMap().put("queue", name); 
166   return name; 
167     } 
168 
169     protected String unregisterQueue(String name) { 
170   getRepositoryMultiMap().remove("queue", name); 
171   return name; 
172     } 
173 
174     protected String unregisterTopic(String name) { 
175   getRepositoryMultiMap().remove("topic", name); 
176   return name; 
177     } 
178 
179     protected String registerTopic(String name) { 
180   getRepositoryMultiMap().put("topic", name); 
181   return name; 
182     } 
183 
184     @Override 
185     public void close() { 
186   destroyTopics(); 
187   destroyQueues(); 
188   destroyReplicatedMaps(); 
189   getRepositoryMultiMap().destroy(); 
190   executorService.close(); 
191     } 
192 
193     public HazelcastMuskelContext addAllNamedMuskelExecutorService( 
194       Collection<NamedMuskelExecutorService> executors) { 
195   if (executors != null) { 
196       this.executorService.addAll(executors); 
197   } 
198   return this; 
199     } 
200 
201     protected void destroyReplicatedMaps() { 
202   Collection<String> topics = getRepositoryMultiMap() 
203     .get("replicatedmap"); 
204   if (topics != null) { 
205       topics.stream() 
206         .map(name -> getHazelcastInstance().getReplicatedMap(name)) 
207         .forEach(map -> map.destroy()); 
208   } 
209     } 
210 
211     protected void destroyTopics() { 
212   Collection<String> topics = getRepositoryMultiMap().get("topic"); 
213   if (topics != null) { 
214       topics.stream().map(name -> getHazelcastInstance().getTopic(name)) 
215         .forEach(topic -> topic.destroy()); 
216   } 
217     } 
218 
219     protected void destroyQueues() { 
220   Collection<String> queues = getRepositoryMultiMap().get("queue"); 
221   if (queues != null) { 
222       queues.stream().map(name -> getHazelcastInstance().getQueue(name)) 
223         .forEach(queue -> { 
224       try { 
225 if (queue != null) { 
226         queue.destroy(); 
227 } 
228       } catch (Exception e) { 
229 log.trace("Could not destroy queue " + queue, e); 
230       } 
231         }); 
232   } 
233     } 
234 
235     protected MultiMap<String, String> getRepositoryMultiMap() { 
236   if (this.loadedObjects == null) { 
237       this.loadedObjects = getHazelcastInstance().getMultiMap( 
238         "repository_" + clientUUID); 
239   } 
240   return loadedObjects; 
241     } 
242 
243   @Override 
244     public MuskelExecutorService getMuskelExecutorService() { 
245   return this.executorService; 
246     } 
247 
248     @Override 
249     public void setHazelcastInstance(HazelcastInstance hazelcastInstance) { 
250   this.hazelcastInstance = hazelcastInstance; 
251 
252     } 
253 
254     public HazelcastInstance getHazelcastInstance() { 
255   if (hazelcastInstance == null) { 
256       hazelcastInstance = Hazelcast 
257         .getHazelcastInstanceByName("muskelServer"); 
258   } 
259   return hazelcastInstance; 
260     } 
261 
262     class HazelcastMuskelExecutorService extends 
263       AbstractMuskelNamedExcecutorService implements Serializable { 
264 
265   private static final long serialVersionUID = 1L; 
266 
267   public HazelcastMuskelExecutorService(String... supportedNames) { 
268       super(supportedNames); 
269   } 
270 
271   @Override 
272   public <T> CompletableFuture<T> submitToKeyOwner(Supplier<T> task, 
273     MuskelExecutor key) { 
274       IExecutorService executorService = getHazelcastInstance() 
275         .getExecutorService(clientUUID); 
276       final CompletableFuture<T> result = new CompletableFuture<>(); 
277 
278       final MemberSelector memberSelector = getMemberSelector(key); 
279       final HazelcastClassLoaderCallable<T> callable = new HazelcastClassLoaderCallable<>( 
280         clientUUID, task); 
281       final ExecutionCallback<T> executionCallback = new ExecutionCallback<T>() { 
282 
283     @Override 
284     public void onResponse(T response) { 
285         result.complete(response); 
286     } 
287 
288     @Override 
289     public void onFailure(Throwable t) { 
290         result.completeExceptionally(t); 
291 
292     } 
293       }; 
294 
295       if (memberSelector == null) { 
296     executorService.submit(callable, executionCallback); 
297       } else { 
298     try { 
299         executorService.submit(callable, memberSelector, 
300 executionCallback); 
301     } catch (RejectedExecutionException ree) { 
302         throw new ExecutorNotFoundException( 
303 "Could not find Remote Executor with " + key, ree); 
304     } 
305       } 
306 
307       return result; 
308   } 
309 
310   public void execute(Runnable runnable, MuskelExecutor key) { 
311       IExecutorService executorService = getHazelcastInstance() 
312         .getExecutorService(clientUUID); 
313       final MemberSelector memberSelector = getMemberSelector(key); 
314       final HazelcastClassLoaderRunnable targeRunnable = new HazelcastClassLoaderRunnable( 
315         clientUUID, runnable); 
316 
317       if (memberSelector == null) { 
318     executorService.execute(targeRunnable); 
319       } else { 
320     executorService.execute(targeRunnable, memberSelector); 
321       } 
322 
323   } 
324 
325   protected MemberSelector getMemberSelector(MuskelExecutor key) { 
326       return getMemberSelector(key.getName()); 
327   } 
328 
329   protected MemberSelector getMemberSelector(String key) { 
330       return key == null || key.trim().equals("*") ? null 
331         : new MemberSelector() { 
332 
333       @Override 
334       public boolean select(Member member) { 
335 boolean found = false; 
336 String memberValue = member 
337 .getStringAttribute(MEMBERSELECTOR_ATTRIBUTE_KEY); 
338 if (memberValue != null) { 
339         String keyBase = key.startsWith(NOT_REGEX) ? key 
340 .replaceFirst(NOT_REGEX, "") : key; 
341         for (String current : memberValue 
342 .split(COMMA_SEPARATED_REGEX)) { 
343 
344 if (keyBase 
345 .equalsIgnoreCase(current.trim())) { 
346 found = true; 
347 break; 
348 } 
349         } 
350         if (key.startsWith(NOT_REGEX)) { 
351 found = !found; 
352         } 
353 } 
354 return found; 
355       } 
356 
357       public String toString() { 
358 return "MemberSelector " + key; 
359       } 
360         }; 
361   } 
362 
363   @Override 
364   public void close() { 
365       getHazelcastInstance().getExecutorService(clientUUID).destroy(); 
366   } 
367 
368   @Override 
369   protected boolean isLocal() { 
370       return false; 
371   } 
372 
373     } 
374 
375     @AllArgsConstructor 
376     static class HazelcastMuskelQueue<E> implements MuskelQueue<E> { 
377 
378   @NonNull 
379   private final IQueue<Object> queue; 
380 
381   private final ClassLoader classLoader; 
382 
383   private final boolean serialize; 
384 
385   @SuppressWarnings("unchecked") 
386   @Override 
387   public E poll(long timeout, TimeUnit unit) throws InterruptedException { 
388       Object result = this.queue.poll(timeout, unit); 
389 
390       return serialize ? SerializerUtils.deserialize( 
391         classLoader == null ? Thread.currentThread() 
392 .getContextClassLoader() : classLoader, 
393         (byte[]) result) : (E) result; 
394   } 
395 
396   @Override 
397   public int hashCode() { 
398       final int prime = 31; 
399       int result = 1; 
400       result = prime * result + ((queue == null) ? 0 : queue.hashCode()); 
401       return result; 
402   } 
403 
404   @Override 
405   public boolean offer(E obj) { 
406       return this.queue.offer(serialize ? SerializerUtils 
407         .serializeToByteArray(obj) : obj); 
408   } 
409 
410   public void destroy() { 
411       this.queue.destroy(); 
412 
413   } 
414 
415   @Override 
416   public void clear() { 
417       this.queue.clear(); 
418 
419   } 
420 
421   @Override 
422   public boolean equals(Object obj) { 
423       if (this == obj) 
424     return true; 
425       if (obj == null) 
426     return false; 
427       if (getClass() != obj.getClass()) 
428     return false; 
429       HazelcastMuskelQueue<?> other = (HazelcastMuskelQueue<?>) obj; 
430       if (queue == null) { 
431     if (other.queue != null) 
432         return false; 
433       } else if (!queue.equals(other.queue)) 
434     return false; 
435       return true; 
436   } 
437 
438     } 
439 
440 } 
01 package it.reactive.muskel.internal.executor.local; 
02 
03 import java.util.Arrays; 
04 import java.util.concurrent.Executor; 
05 
06 public class InThreadNamedMuskelExecutorService extends 
07   LocalNamedMuskelExecutorService { 
08 
09     private static final long serialVersionUID = 1L; 
10     public static final Executor INSTANCE = new InThreadExecutor(); 
11 
12     public InThreadNamedMuskelExecutorService(String... supportedNames) { 
13   super(INSTANCE, supportedNames); 
14     } 
15 
16     static class InThreadExecutor implements Executor { 
17 
18   private InThreadExecutor() { 
19   } 
20 
21   @Override 
22   public void execute(Runnable r) { 
23 r.run();
24   } 
25     } 
26 
27     @Override 
28     public String toString() { 
29   return "InThreadNamedMuskelExecutorService [" 
30     + Arrays.toString(supportedNames) + "]"; 
31     } 
32 } 
01 package it.reactive.muskel.internal.subscriber; 
02 
03 import it.reactive.muskel.functions.SerializableConsumer; 
04 import it.reactive.muskel.functions.SerializableRunnable; 
05 import it.reactive.muskel.functions.SerializableSubscriber; 
06 
07 import java.util.concurrent.atomic.AtomicReference; 
08 
09 import org.reactivestreams.Subscription; 
10 
11 /** 
12  *  
13  * 
14  */ 
15 public final class LambdaSubscriber<T> extends AtomicReference<Object> 
16   implements SerializableSubscriber<T>, Subscription { 
17     /** */ 
18     private static final long serialVersionUID = 1L; 
19     final SerializableConsumer<? super T> onNext; 
20     final SerializableConsumer<? super Throwable> onError; 
21     final SerializableRunnable onComplete; 
22     final SerializableConsumer<? super Subscription> onSubscribe; 
23 
24     static final Object CANCELLED = new Object(); 
25 
26     public LambdaSubscriber(SerializableConsumer<? super T> onNext, 
27       SerializableConsumer<? super Throwable> onError, 
28       SerializableRunnable onComplete, 
29       SerializableConsumer<? super Subscription> onSubscribe) { 
30   super(); 
31   this.onNext = onNext; 
32   this.onError = onError; 
33   this.onComplete = onComplete; 
34   this.onSubscribe = onSubscribe; 
35     } 
36 
37     @Override 
38     public void onSubscribe(Subscription s) { 
39   if (compareAndSet(null, s)) { 
40       onSubscribe.accept(this); 
41   } else { 
42 s.cancel();
43       if (get() != CANCELLED) { 
44     throw new IllegalStateException("Subscription already set!"); 
45       } 
46   } 
47     } 
48 
49     @Override 
50     public void onNext(T t) { 
51   try { 
52       onNext.accept(t); 
53   } catch (Throwable e) { 
54       onError(e); 
55   } 
56     } 
57 
58     @Override 
59     public void onError(Throwable t) { 
60   cancel(); 
61   try { 
62       onError.accept(t); 
63   } catch (Throwable e) { 
64 e.addSuppressed(t);
65       throw e; 
66   } 
67     } 
68 
69     @Override 
70     public void onComplete() { 
71   cancel(); 
72 
73   onComplete.run(); 
74 
75     } 
76 
77     @Override 
78     public void request(long n) { 
79   Object o = get(); 
80   if (o != CANCELLED) { 
81       ((Subscription) o).request(n); 
82   } 
83     } 
84 
85     @Override 
86     public void cancel() { 
87   Object o = get(); 
88   if (o != CANCELLED) { 
89 o = getAndSet(CANCELLED);
90       if (o != CANCELLED && o != null) { 
91     ((Subscription) o).cancel(); 
92       } 
93   } 
94     } 
95 } 
01 package it.reactive.muskel.internal; 
02 
03 public interface Lifecycle<T> { 
04 
05     /** 
06 * Start this component. Should not throw an exception if the component is
07 * already running.
08 * <p>
09 * In the case of a container, this will propagate the start signal to all
10 * components that apply.
11      * 
12 * @return itself
13      */ 
14     T start(); 
15 
16     /** 
17 * Stop this component, typically in a synchronous fashion, such that the
18 * component is fully stopped upon return of this method. variant in cases
19 * where asynchronous stop behavior is necessary.
20 * <p>
21 * Should not throw an exception if the component isn't started yet.
22 * <p>
23 * In the case of a container, this will propagate the stop signal to all
24 * components that apply.
25      * 
26 * @return itself
27      */ 
28     T stop(); 
29 
30     /** 
31 * Check whether this component is currently running.
32 * <p>
33 * In the case of a container, this will return <code>true</code> only if
34 * <i>all</i> components that apply are currently running.
35      * 
36 * @return whether the component is currently running
37      */ 
38     boolean isRunning(); 
39 } 
01 /* 
02  * Licensed under the Apache License, Version 2.0 (the "License"); 
03  * you may not use this file except in compliance with the License. 
04  * You may obtain a copy of the License at 
05  * 
06  * http://www.apache.org/licenses/LICENSE-2.0 
07  * 
08  * Unless required by applicable law or agreed to in writing, software 
09  * distributed under the License is distributed on an "AS IS" BASIS, 
10  * WITHOUT WARRANTIES OR CONDITIONS OF ANY KIND, either express or implied. 
11  * See the License for the specific language governing permissions and 
12  * limitations under the License. 
13  *  
14  * Original License: https://github.com/JCTools/JCTools/blob/master/LICENSE 
15  * Original location: 
https://github.com/JCTools/JCTools/blob/master/jctools-core/src/main/java/org/jctools/queues
/LinkedQueueNode.java 
16  */ 
17 package it.reactive.muskel.internal.utils.atomic; 
18 
19 import java.util.concurrent.atomic.AtomicReference; 
20 
21 public final class LinkedQueueNode<E> extends 
22   AtomicReference<LinkedQueueNode<E>> { 
23     /** */ 
24     private static final long serialVersionUID = 2404266111789071508L; 
25     private E value; 
26 
27     public LinkedQueueNode() { 
28     } 
29 
30     public LinkedQueueNode(E val) { 
31   spValue(val); 
32     } 
33 
34     /** 
35 * Gets the current value and nulls out the reference to it from this node.
36      * 
37 * @return value
38      */ 
39     public E getAndNullValue() { 
40   E temp = lpValue(); 
41   spValue(null); 
42   return temp; 
43     } 
44 
45     public E lpValue() { 
46   return value; 
47     } 
48 
49     public void spValue(E newValue) { 
50   value = newValue; 
51     } 
52 
53     public void soNext(LinkedQueueNode<E> n) { 
54   lazySet(n); 
55     } 
56 
57     public LinkedQueueNode<E> lvNext() { 
58   return get(); 
59     } 
60 } 
001 package it.reactive.muskel.context.local; 
002 
003 import it.reactive.muskel.context.Message; 
004 import it.reactive.muskel.context.MuskelContext; 
005 import it.reactive.muskel.context.MuskelManagedContext; 
006 import it.reactive.muskel.context.MuskelMessageListener; 
007 import it.reactive.muskel.context.MuskelQueue; 
008 import it.reactive.muskel.context.impl.ContextAwareManagedContext; 
009 import it.reactive.muskel.executor.MuskelExecutorService; 
010 import it.reactive.muskel.executor.NamedMuskelExecutorService; 
011 import it.reactive.muskel.internal.executor.impl.MultipleMuskelExecutorService; 
012 import it.reactive.muskel.internal.utils.RingBuffer; 
013 
014 import java.io.Serializable; 
015 import java.util.Optional; 
016 import java.util.UUID; 
017 import java.util.concurrent.ArrayBlockingQueue; 
018 import java.util.concurrent.BlockingQueue; 
019 import java.util.concurrent.TimeUnit; 
020 import java.util.concurrent.atomic.AtomicLong; 
021 
022 import lombok.Getter; 
023 import lombok.NonNull; 
024 import lombok.RequiredArgsConstructor; 
025 
026 import com.google.common.cache.CacheBuilder; 
027 import com.google.common.cache.CacheLoader; 
028 import com.google.common.cache.LoadingCache; 
029 import com.google.common.collect.Multimap; 
030 import com.google.common.collect.TreeMultimap; 
031 
032 @SuppressWarnings({ "unchecked", "rawtypes" }) 
033 public class LocalMuskelContext implements MuskelContext, Serializable, 
034   AutoCloseable { 
035 
036     private static final long serialVersionUID = 1L; 
037 
038     private final transient MultipleMuskelExecutorService executorService; 
039 
040     private final AtomicLong identifier = new AtomicLong(); 
041 
042     private transient Multimap<String, MuskelMessageListenerContainer> messageListeners; 
043 
044     private final MuskelManagedContext context = new ContextAwareManagedContext( 
045       this); 
046 
047     private final LoadingCache<String, MuskelQueue> queues = CacheBuilder 
048       .newBuilder().build(new CacheLoader<String, MuskelQueue>() { 
049 
050     public MuskelQueue load(String key) { 
051         return new LocalMuskelQueue(); 
052     } 
053       }); 
054 
055     public LocalMuskelContext( 
056       NamedMuskelExecutorService... otherExecutorServices) { 
057   this(Runtime.getRuntime().availableProcessors(), otherExecutorServices); 
058     } 
059 
060     public LocalMuskelContext(int pooSize, 
061       NamedMuskelExecutorService... otherExecutorServices) { 
062   executorService = new MultipleMuskelExecutorService(); 
063   executorService.put(otherExecutorServices); 
064 
065     } 
066 
067     @Override 
068     public String generateIdentifier() { 
069   return String.valueOf(identifier.incrementAndGet()); 
070     } 
071 
072     @Override 
073     public <T> MuskelQueue<T> getQueue(String name) { 
074   return queues.getUnchecked(name); 
075     } 
076 
077     @Override 
078     public void publishMessage(String name, Object value) { 
079   if (messageListeners != null) { 
080       Message message = new Message(value); 
081       Optional.ofNullable(messageListeners.get(name)).ifPresent( 
082         present -> present.stream().map(curr -> curr.getListener()) 
083 .forEach(current -> current.onMessage(message))); 
084   } 
085    } 
086 
087     @Override 
088     public <T> String addMessageListener(String name, 
089       MuskelMessageListener<T> listener) { 
090   if (messageListeners == null) { 
091       messageListeners = TreeMultimap.create(); 
092   } 
093   MuskelMessageListenerContainer elementToAdd = new MuskelMessageListenerContainer( 
094     listener); 
095   messageListeners.put(name, elementToAdd); 
096   return elementToAdd.getKey(); 
097     } 
098 
099     @Override 
100     public boolean removeMessageListener(String name, String id) { 
101   return messageListeners != null ? messageListeners.remove(name, id) 
102     : false; 
103     } 
104 
105     @Override 
106     public MuskelExecutorService getMuskelExecutorService() { 
107   return executorService; 
108     } 
109 
110     @Override 
111     public void close() { 
112   if (messageListeners != null) { 
113       messageListeners.clear(); 
114   } 
115   if (executorService != null) { 
116       executorService.close(); 
117   } 
118   queues.invalidateAll(); 
119     } 
120 
121     @Override 
122     public MuskelManagedContext getManagedContext() { 
123   return context; 
124     } 
125 
126     @Override 
127     public void closeQueue(String name) { 
128   queues.invalidate(name); 
129 
130     } 
131 
132     @Override 
133     public void closeMessageListener(String name) { 
134   messageListeners.removeAll(name); 
135 
136     } 
137 
138     private static class LocalMuskelQueue<T> implements Serializable, 
139       MuskelQueue<T> { 
140 
141   private static final long serialVersionUID = 1L; 
142   private final BlockingQueue<T> queue = new ArrayBlockingQueue<T>( 
143     RingBuffer.SIZE); 
144 
145   @Override 
146   public T poll(long timeout, TimeUnit unit) throws InterruptedException { 
147       return queue.poll(timeout, unit); 
148   } 
149 
150   @Override 
151   public boolean offer(T obj) { 
152       return queue.offer(obj); 
153   } 
154 
155   @Override 
156   public void clear() { 
157       queue.clear(); 
158 
159   } 
160     } 
161 
162     @RequiredArgsConstructor 
163     @Getter 
164     private static class MuskelMessageListenerContainer implements 
165       Comparable<MuskelMessageListenerContainer> { 
166 
167   @NonNull 
168   private final MuskelMessageListener<?> listener; 
169 
170   private final String key = UUID.randomUUID().toString(); 
171 
172   @Override 
173   public int compareTo(MuskelMessageListenerContainer o) { 
174       return key.compareTo(o.key); 
175   } 
176 
177   @Override 
178   public int hashCode() { 
179       return key.hashCode(); 
180   } 
181 
182   @Override 
183   public boolean equals(Object obj) { 
184       if (this == obj) 
185     return true; 
186       if (obj == null) 
187     return false; 
188       if (obj instanceof String) { 
189     return key.equals((String) obj); 
190       } 
191       if (getClass() != obj.getClass()) 
192     return false; 
193       MuskelMessageListenerContainer other = (MuskelMessageListenerContainer) obj; 
194       if (key == null) { 
195     if (other.key != null) 
196         return false; 
197       } else if (!key.equals(other.key)) 
198     return false; 
199       return true; 
200   } 
201 
202     } 
203 } 
01 package it.reactive.muskel.internal.executor.local; 
02 
03 import it.reactive.muskel.MuskelExecutor; 
04 
05 import java.util.Arrays; 
06 import java.util.concurrent.CompletableFuture; 
07 import java.util.concurrent.Executor; 
08 import java.util.concurrent.ExecutorService; 
09 import java.util.concurrent.Executors; 
10 import java.util.function.Supplier; 
11 
12 import com.google.common.util.concurrent.ThreadFactoryBuilder; 
13 
14 public class LocalNamedMuskelExecutorService extends 
15   AbstractMuskelNamedExcecutorService { 
16 
17     private static final long serialVersionUID = 1L; 
18     private final Executor executor; 
19 
20     public LocalNamedMuskelExecutorService(int nThreads, 
21       String... supportedNames) { 
22 
23   this(Executors 
24     .newFixedThreadPool(nThreads, new ThreadFactoryBuilder() 
25       .setNameFormat(Arrays.toString(supportedNames) + "-%d") 
26       .build()), supportedNames); 
27   /* 
28    * this(new ThreadPoolExecutor( nThreads, nThreads, 0L, 
29    * TimeUnit.MILLISECONDS, new LinkedBlockingQueue<>(1000), 
30    * Executors.defaultThreadFactory()), supportedNames); 
31    */ 
32 
33     } 
34 
35     public LocalNamedMuskelExecutorService(Executor executor, 
36       String... supportedNames) { 
37   super(supportedNames); 
38 
39   this.executor = executor; 
40     } 
41 
42     @Override 
43     public <T> CompletableFuture<T> submitToKeyOwner(Supplier<T> task, 
44       MuskelExecutor key) { 
45   return CompletableFuture.supplyAsync( 
46     new ContextForwardSupplier<>(task), executor); 
47     } 
48 
49     @Override 
50     public void execute(Runnable runnable, MuskelExecutor key) { 
51   CompletableFuture.runAsync(new ContextForwardRunnable(runnable), 
52     executor); 
53 
54     } 
55 
56     @Override 
57     protected boolean isLocal() { 
58   return true; 
59     } 
60 
61     @Override 
62     public void close() { 
63   if (this.executor instanceof ExecutorService) { 
64       ((ExecutorService) this.executor).shutdown(); 
65   } 
66  
67     } 
68  
69     @Override 
70     public String toString() { 
71   return "LocalNamedMuskelExecutorService [" 
72     + Arrays.toString(supportedNames) + "]"; 
73     } 
74 } 
01 package it.reactive.muskel.context.utils; 
02 
03 import org.reactivestreams.Subscription; 
04 
05 import it.reactive.muskel.context.MuskelContext; 
06 import it.reactive.muskel.context.ThreadLocalMuskelContext; 
07 import lombok.experimental.UtilityClass; 
08 
09 @UtilityClass 
10 public class ManagedContextUtils { 
11 
12     public static <T> T tryInitialize(Subscription s, T obj) { 
13   return tryInitialize(ThreadLocalMuskelContext.get(), obj); 
14     } 
15 
16     @SuppressWarnings("unchecked") 
17     public static <T> T tryInitialize(MuskelContext context, T obj) { 
18   if (obj != null && context != null 
19     && context.getManagedContext() != null) { 
20       return (T) context.getManagedContext().initialize(obj); 
21   } 
22   return obj; 
23     } 
24 
25 } 
01 package it.reactive.muskel.context; 
02 
03 import java.io.Serializable; 
04 
05 import lombok.AllArgsConstructor; 




10 public class Message<T> implements Serializable { 
11 
12     private static final long serialVersionUID = 1L; 




02  * Licensed under the Apache License, Version 2.0 (the "License"); 
03  * you may not use this file except in compliance with the License. 
04  * You may obtain a copy of the License at 
05  *  
06  * http://www.apache.org/licenses/LICENSE-2.0 
07  *  
08  * Unless required by applicable law or agreed to in writing, software 
09  * distributed under the License is distributed on an "AS IS" BASIS, 
10  * WITHOUT WARRANTIES OR CONDITIONS OF ANY KIND, either express or implied. 
11  * See the License for the specific language governing permissions and 
12  * limitations under the License. 
13  *  
14  * Original License: https://github.com/JCTools/JCTools/blob/master/LICENSE 
15  * Original location: 
https://github.com/JCTools/JCTools/blob/master/jctools-core/src/main/java/org/jctools/queues
/MessagePassingQueue.java 
16  */ 
17 package it.reactive.muskel.internal.utils.unsafe; 
18 
19 import java.util.Queue; 
20 
21 /** 
22  * This is a tagging interface for the queues in this library which implement a 
23  * subset of the {@link Queue} interface sufficient for concurrent message 
24  * passing.<br> 
25  * Message passing queues offer happens before semantics to messages passed 
26  * through, namely that writes made by the producer before offering the message 
27  * are visible to the consuming thread after the message has been polled out of 
28  * the queue. 
29  *  
30  * @author nitsanw 
31  *  
32  * @param <M> 
33  *            the event/message type 
34  */ 
35 interface MessagePassingQueue<M> { 
36 
37     /** 
38 * Called from a producer thread subject to the restrictions appropriate to
39 * the implementation and according to the {@link Queue#offer(Object)}
40 * interface.
41      * 
42 * @param message
43 * @return true if element was inserted into the queue, false iff full
44      */ 
45     boolean offer(M message); 
46 
47     /** 
48 * Called from the consumer thread subject to the restrictions appropriate
49 * to the implementation and according to the {@link Queue#poll()}
50 * interface.
51      * 
52 * @return a message from the queue if one is available, null iff empty
53      */ 
54     M poll(); 
55 
56     /** 
57 * Called from the consumer thread subject to the restrictions appropriate
58 * to the implementation and according to the {@link Queue#peek()}
59 * interface.
60      * 
61 * @return a message from the queue if one is available, null iff empty
62      */ 
63     M peek(); 
64 
65     /** 
66 * This method's accuracy is subject to concurrent modifications happening
67 * as the size is estimated and as such is a best effort rather than
68 * absolute value. For some implementations this method may be O(n) rather
69 * than O(1).
70      * 
71 * @return number of messages in the queue, between 0 and queue capacity or
72      * {@link Integer#MAX_VALUE} if not bounded 
73      */ 
74     int size(); 
75 
76     /** 
77 * This method's accuracy is subject to concurrent modifications happening
78 * as the observation is carried out.
79      * 
80 * @return true if empty, false otherwise
81      */ 
82     boolean isEmpty(); 
83 
84 } 
01 package it.reactive.muskel.exceptions; 
02 
03 import it.reactive.muskel.MuskelProcessor; 
04 
05 /** 
06  * This Class is derived from RxJava Represents an exception that indicates that 
07  * a Subscriber or operator attempted to apply reactive pull backpressure to an 
08  * {@link MuskelProcessor} that does not implement it. 
09  * <p> 
10  * If an MuskelProcessor has not been written to support reactive pull 
11  * backpressure (such support is not a requirement for MuskelProcessors), you 
12  * can apply one of the following operators to it, each of which forces a simple 
13  * form of backpressure behavior: 
14  * <dl> 
15  * <dt><code>onBackpressureBuffer</code></dt> 
16  * <dd>maintains a buffer of all emissions from the source MuskelProcessor and 
17  * emits them to downstream Subscribers according to the requests they generate</dd> 
18  * <dt><code>onBackpressureDrop</code></dt> 
19  * <dd>drops emissions from the source MuskelProcessor unless there is a pending 
20  * request from a downstream Subscriber, in which case it will emit enough items 
21  * to fulfill the request</dd> 
22  * </dl> 
23  * If you do not apply either of these operators to an MuskelProcessor that does 
24  * not support backpressure, and if either you as the Subscriber or some 
25  * operator between you and the MuskelProcessor attempts to apply reactive pull 
26  * backpressure, you will encounter a {@code MissingBackpressureException} which 
27  * you will be notified of via your {@code onError} callback. 
28  * <p> 
29  * There are, however, other options. You can throttle an over-producing 
30  * MuskelProcessor with operators like {@code sample}/{@code throttleLast}, 
31  * {@code throttleFirst}, or {@code throttleWithTimeout}/{@code debounce}. You 
32  * can also take the large number of items emitted by an over-producing 
33  * MuskelProcessor and package them into a smaller set of emissions by using 
34  * operators like {@code buffer} and {@code window}. 
35  */ 
36 public class MissingBackpressureException extends Exception { 
37 
38     private static final long serialVersionUID = 7250870679677032194L; 
39 
40     public MissingBackpressureException() { 
41     } 
42 
43     public MissingBackpressureException(String message) { 
44   super(message); 




002  * Licensed under the Apache License, Version 2.0 (the "License"); 
003  * you may not use this file except in compliance with the License. 
004  * You may obtain a copy of the License at 
005  * 
006  * http://www.apache.org/licenses/LICENSE-2.0 
007  * 
008  * Unless required by applicable law or agreed to in writing, software 
009  * distributed under the License is distributed on an "AS IS" BASIS, 
010  * WITHOUT WARRANTIES OR CONDITIONS OF ANY KIND, either express or implied. 
011  * See the License for the specific language governing permissions and 
012  * limitations under the License. 
013  *  
014  * Original License: https://github.com/JCTools/JCTools/blob/master/LICENSE 
015  * Original location: 
https://github.com/JCTools/JCTools/blob/master/jctools-core/src/main/java/org/jctools/queues
/MpmcArrayQueue.java 
016  */ 
017 package it.reactive.muskel.internal.utils.unsafe; 
018 
019 import static it.reactive.muskel.internal.utils.unsafe.UnsafeAccess.UNSAFE; 
020 
021 abstract class MpmcArrayQueueL1Pad<E> extends 
022   ConcurrentSequencedCircularArrayQueue<E> { 
023     long p10, p11, p12, p13, p14, p15, p16; 
024     long p30, p31, p32, p33, p34, p35, p36, p37; 
025 
026     public MpmcArrayQueueL1Pad(int capacity) { 
027   super(capacity); 
028     } 
029 } 
030 
031 abstract class MpmcArrayQueueProducerField<E> extends MpmcArrayQueueL1Pad<E> { 
032     private final static long P_INDEX_OFFSET = UnsafeAccess.addressOf( 
033       MpmcArrayQueueProducerField.class, "producerIndex"); 
034     private volatile long producerIndex; 
035 
036     public MpmcArrayQueueProducerField(int capacity) { 
037   super(capacity); 
038     } 
039 
040     protected final long lvProducerIndex() { 
041   return producerIndex; 
042     } 
043 
044     protected final boolean casProducerIndex(long expect, long newValue) { 
045   return UNSAFE 
046     .compareAndSwapLong(this, P_INDEX_OFFSET, expect, newValue); 
047     } 
048 } 
049 
050 abstract class MpmcArrayQueueL2Pad<E> extends MpmcArrayQueueProducerField<E> { 
051     long p20, p21, p22, p23, p24, p25, p26; 
052     long p30, p31, p32, p33, p34, p35, p36, p37; 
053 
054     public MpmcArrayQueueL2Pad(int capacity) { 
055   super(capacity); 
056     } 
057 } 
058 
059 abstract class MpmcArrayQueueConsumerField<E> extends MpmcArrayQueueL2Pad<E> { 
060     private final static long C_INDEX_OFFSET = UnsafeAccess.addressOf( 
061       MpmcArrayQueueConsumerField.class, "consumerIndex"); 
062     private volatile long consumerIndex; 
063 
064     public MpmcArrayQueueConsumerField(int capacity) { 
065   super(capacity); 
066     } 
067 
068     protected final long lvConsumerIndex() { 
069   return consumerIndex; 
070     } 
071 
072     protected final boolean casConsumerIndex(long expect, long newValue) { 
073   return UNSAFE 
074     .compareAndSwapLong(this, C_INDEX_OFFSET, expect, newValue); 




079  * A Multi-Producer-Multi-Consumer queue based on a 
080  * {@link ConcurrentCircularArrayQueue}. This implies that any and all threads 
081  * may call the offer/poll/peek methods and correctness is maintained. <br> 
082  * This implementation follows patterns documented on the package level for 
083  * False Sharing protection.<br> 
084  * The algorithm for offer/poll is an adaptation of the one put forward by D. 
085  * Vyukov (See <a href= 
086  * "http://www.1024cores.net/home/lock-free-algorithms/queues/bounded-mpmc-queue" 
087  * >here</a>). The original algorithm uses an array of structs which should 
088  * offer nice locality properties but is sadly not possible in Java (waiting on 
089  * Value Types or similar). The alternative explored here utilizes 2 arrays, one 
090  * for each field of the struct. There is a further alternative in the 
091  * experimental project which uses iteration phase markers to achieve the same 
092  * algo and is closer structurally to the original, but sadly does not perform 
093  * as well as this implementation.<br> 
094  * Tradeoffs to keep in mind: 
095  * <ol> 
096  * <li>Padding for false sharing: counter fields and queue fields are all padded 
097  * as well as either side of both arrays. We are trading memory to avoid false 
098  * sharing(active and passive). 
099  * <li>2 arrays instead of one: The algorithm requires an extra array of longs 
100  * matching the size of the elements array. This is doubling/tripling the memory 
101  * allocated for the buffer. 
102  * <li>Power of 2 capacity: Actual elements buffer (and sequence buffer) is the 
103  * closest power of 2 larger or equal to the requested capacity. 
104  * </ol> 
105  *  
106  * @param <E> 
107  *            type of the element stored in the {@link java.util.Queue} 
108  */ 
109 public class MpmcArrayQueue<E> extends MpmcArrayQueueConsumerField<E> { 
110     long p40, p41, p42, p43, p44, p45, p46; 
111     long p30, p31, p32, p33, p34, p35, p36, p37; 
112 
113     public MpmcArrayQueue(final int capacity) { 
114   super(Math.max(2, capacity)); 
115     } 
116 
117     @Override 
118     public boolean offer(final E e) { 
119   if (null == e) { 
120       throw new NullPointerException("Null is not a valid element"); 
121   } 
122 
123   // local load of field to avoid repeated loads after volatile reads 
124   final long capacity = mask + 1; 
125   final long[] lSequenceBuffer = sequenceBuffer; 
126   long currentProducerIndex; 
127   long seqOffset; 
128   long cIndex = Long.MAX_VALUE;// start with bogus value, hope we don't 
129              // need it 
130   while (true) { 
131       currentProducerIndex = lvProducerIndex(); // LoadLoad 
132       seqOffset = calcSequenceOffset(currentProducerIndex); 
133       final long seq = lvSequence(lSequenceBuffer, seqOffset); // LoadLoad 
134       final long delta = seq - currentProducerIndex; 
135 
136       if (delta == 0) { 
137     // this is expected if we see this first time around 
138     if (casProducerIndex(currentProducerIndex, 
139       currentProducerIndex + 1)) { 
140         // Successful CAS: full barrier 
141         break; 
142     } 
143     // failed cas, retry 1 
144       } else if (delta < 0 && // poll has not moved this value forward 
145         currentProducerIndex - capacity <= cIndex && // test against 
146 // cached 
147 // cIndex 
148         currentProducerIndex - capacity <= (cIndex = lvConsumerIndex())) { // test 
149 // against 
150 // latest 
151 // cIndex 
152     // Extra check required to ensure [Queue.offer == false iff 
153     // queue is full] 
154     return false; 
155       } 
156 
157       // another producer has moved the sequence by one, retry 2 
158   } 
159 
160   // on 64bit(no compressed oops) JVM this is the same as seqOffset 
161   final long elementOffset = calcElementOffset(currentProducerIndex); 
162   spElement(elementOffset, e); 
163 
164   // increment sequence by 1, the value expected by consumer 
165   // (seeing this value from a producer will lead to retry 2) 
166   soSequence(lSequenceBuffer, seqOffset, currentProducerIndex + 1); // StoreStore 
167 
168   return true; 
169     } 
170 
171     /** 
172 * {@inheritDoc}
173 * <p>
174 * Because return null indicates queue is empty we cannot simply rely on
175 * next element visibility for poll and must test producer index when next
176 * element is not visible.
177      */ 
178     @Override 
179     public E poll() { 
180   // local load of field to avoid repeated loads after volatile reads 
181   final long[] lSequenceBuffer = sequenceBuffer; 
182   long currentConsumerIndex; 
183   long seqOffset; 
184   long pIndex = -1; // start with bogus value, hope we don't need it 
185   while (true) { 
186       currentConsumerIndex = lvConsumerIndex();// LoadLoad 
187       seqOffset = calcSequenceOffset(currentConsumerIndex); 
188       final long seq = lvSequence(lSequenceBuffer, seqOffset);// LoadLoad 
189       final long delta = seq - (currentConsumerIndex + 1); 
190 
191       if (delta == 0) { 
192     if (casConsumerIndex(currentConsumerIndex, 
193       currentConsumerIndex + 1)) { 
194         // Successful CAS: full barrier 
195         break; 
196     } 
197     // failed cas, retry 1 
198       } else if (delta < 0 && // slot has not been moved by producer 
199         currentConsumerIndex >= pIndex && // test against cached 
200 // pIndex 
201         currentConsumerIndex == (pIndex = lvProducerIndex())) { // update 
202 // pIndex 
203 // if 
204      // we 
205 // must 
206     // strict empty check, this ensures [Queue.poll() == null iff 
207     // isEmpty()] 
208     return null; 
209       } 
210 
211       // another consumer beat us and moved sequence ahead, retry 2 
212   } 
213 
214   // on 64bit(no compressed oops) JVM this is the same as seqOffset 
215   final long offset = calcElementOffset(currentConsumerIndex); 
216   final E e = lpElement(offset); 
217   spElement(offset, null); 
218 
219   // Move sequence ahead by capacity, preparing it for next offer 
220   // (seeing this value from a consumer will lead to retry 2) 
221   soSequence(lSequenceBuffer, seqOffset, currentConsumerIndex + mask + 1);// StoreStore 
222 
223   return e; 
224     } 
225 
226     @Override 
227     public E peek() { 
228   long currConsumerIndex; 
229   E e; 
230   do { 
231       currConsumerIndex = lvConsumerIndex(); 
232       // other consumers may have grabbed the element, or queue might be 
233       // empty 
234       e = lpElement(calcElementOffset(currConsumerIndex)); 
235       // only return null if queue is empty 
236   } while (e == null && currConsumerIndex != lvProducerIndex()); 
237   return e; 
238     } 
239 
240     @Override 
241     public int size() { 
242   /* 
243    * It is possible for a thread to be interrupted or reschedule between 
244    * the read of the producer and consumer indices, therefore protection 
245    * is required to ensure size is within valid range. In the event of 
246    * concurrent polls/offers to this method the size is OVER estimated as 
247    * we read consumer index BEFORE the producer index. 
248    */ 
249   long after = lvConsumerIndex(); 
250   while (true) { 
251       final long before = after; 
252       final long currentProducerIndex = lvProducerIndex(); 
253       after = lvConsumerIndex(); 
254       if (before == after) { 
255     return (int) (currentProducerIndex - after); 
256       } 
257   } 
258     } 
259 
260     @Override 
261     public boolean isEmpty() { 
262   // Order matters! 
263   // Loading consumer before producer allows for producer increments after 
264   // consumer index is read. 
265   // This ensures this method is conservative in it's estimate. Note that 
266   // as this is an MPMC there is 
267   // nothing we can do to make this an exact method. 
268   return (lvConsumerIndex() == lvProducerIndex()); 
269     } 
270 } 
001 /* 
002  * Licensed under the Apache License, Version 2.0 (the "License"); 
003  * you may not use this file except in compliance with the License. 
004  * You may obtain a copy of the License at 
005  * 
006  * http://www.apache.org/licenses/LICENSE-2.0 
007  * 
008  * Unless required by applicable law or agreed to in writing, software 
009  * distributed under the License is distributed on an "AS IS" BASIS, 
010  * WITHOUT WARRANTIES OR CONDITIONS OF ANY KIND, either express or implied. 
011  * See the License for the specific language governing permissions and 
012  * limitations under the License. 
013  *  
014  * Original License: https://github.com/JCTools/JCTools/blob/master/LICENSE 
015  * Original location: 
https://github.com/JCTools/JCTools/blob/master/jctools-core/src/main/java/org/jctools/queues
/atomic/MpscLinkedAtomicQueue.java 
016  */ 
017 package it.reactive.muskel.internal.utils.atomic; 
018 
019 /** 
020  * This is a direct Java port of the MPSC algorithm as presented <a href= 
021  * 
"http://www.1024cores.net/home/lock-free-algorithms/queues/non-intrusive-mpsc-node-based-que
ue" 
022  * > on 1024 Cores</a> by D. Vyukov. The original has been adapted to Java and 
023  * it's quirks with regards to memory model and layout: 
024  * <ol> 
025  * <li>Use XCHG functionality provided by AtomicReference (which is better in 
026  * JDK 8+). 
027  * </ol> 
028  * The queue is initialized with a stub node which is set to both the producer 
029  * and consumer node references. From this point follow the notes on offer/poll. 
030  *  
031  * @author nitsanw 
032  *  
033  * @param <E> 
034  */ 
035 public final class MpscLinkedAtomicQueue<E> extends BaseLinkedAtomicQueue<E> { 
036 
037     public MpscLinkedAtomicQueue() { 
038   super(); 
039   LinkedQueueNode<E> node = new LinkedQueueNode<E>(); 
040   spConsumerNode(node); 
041   xchgProducerNode(node);// this ensures correct construction: StoreLoad 
042     } 
043 
044     /** 
045 * {@inheritDoc} <br>
046 * <p>
047 * IMPLEMENTATION NOTES:<br>
048 * Offer is allowed from multiple threads.<br>
049 * Offer allocates a new node and:
050 * <ol>
051 * <li>Swaps it atomically with current producer node (only one producer
052 * 'wins')
053 * <li>Sets the new node as the node following from the swapped producer
054 * node
055 * </ol>
056 * This works because each producer is guaranteed to 'plant' a new node and
057 * link the old node. No 2 producers can get the same producer node as part
058 * of XCHG guarantee.
059      * 
060 * @see MessagePassingQueue#offer(Object)
061 * @see java.util.Queue#offer(java.lang.Object)
062      */ 
063     @Override 
064     public final boolean offer(final E nextValue) { 
065   if (nextValue == null) { 
066       throw new NullPointerException("null elements not allowed"); 
067   } 
068   final LinkedQueueNode<E> nextNode = new LinkedQueueNode<E>(nextValue); 
069   final LinkedQueueNode<E> prevProducerNode = xchgProducerNode(nextNode); 
070   // Should a producer thread get interrupted here the chain WILL be 
071   // broken until that thread is resumed 
072   // and completes the store in prev.next. 
073   prevProducerNode.soNext(nextNode); // StoreStore 
074   return true; 
075     } 
076 
077     /** 
078 * {@inheritDoc} <br>
079 * <p>
080 * IMPLEMENTATION NOTES:<br>
081 * Poll is allowed from a SINGLE thread.<br>
082 * Poll reads the next node from the consumerNode and:
083 * <ol>
084 * <li>If it is null, the queue is assumed empty (though it might not be).
085 * <li>If it is not null set it as the consumer node and return it's now
086 * evacuated value.
087 * </ol>
088 * This means the consumerNode.value is always null, which is also the
089 * starting point for the queue. Because null values are not allowed to be
090 * offered this is the only node with it's value set to null at any one
091 * time.
092    * 
093 * @see MessagePassingQueue#poll()
094 * @see java.util.Queue#poll()
095      */ 
096     @Override 
097     public final E poll() { 
098   LinkedQueueNode<E> currConsumerNode = lpConsumerNode(); // don't load 
099 // twice, it's 
100 // alright 
101   LinkedQueueNode<E> nextNode = currConsumerNode.lvNext(); 
102   if (nextNode != null) { 
103       // we have to null out the value because we are going to hang on to 
104       // the node 
105       final E nextValue = nextNode.getAndNullValue(); 
106       spConsumerNode(nextNode); 
107       return nextValue; 
108   } else if (currConsumerNode != lvProducerNode()) { 
109       // spin, we are no longer wait free 
110       while ((nextNode = currConsumerNode.lvNext()) == null) 
111     ; 
112       // got the next node... 
113 
114       // we have to null out the value because we are going to hang on to 
115       // the node 
116       final E nextValue = nextNode.getAndNullValue(); 
117       spConsumerNode(nextNode); 
118       return nextValue; 
119   } 
120   return null; 
121     } 
122 
123     @Override 
124     public final E peek() { 
125   LinkedQueueNode<E> currConsumerNode = lpConsumerNode(); // don't load 
126 // twice, it's 
127                 // alright 
128   LinkedQueueNode<E> nextNode = currConsumerNode.lvNext(); 
129   if (nextNode != null) { 
130       return nextNode.lpValue(); 
131   } else if (currConsumerNode != lvProducerNode()) { 
132       // spin, we are no longer wait free 
133       while ((nextNode = currConsumerNode.lvNext()) == null) 
134     ; 
135       // got the next node... 
136       return nextNode.lpValue(); 
137   } 
138   return null; 




002  * Licensed under the Apache License, Version 2.0 (the "License"); 
003  * you may not use this file except in compliance with the License. 
004  * You may obtain a copy of the License at 
005  * 
006  * http://www.apache.org/licenses/LICENSE-2.0 
007  * 
008  * Unless required by applicable law or agreed to in writing, software 
009  * distributed under the License is distributed on an "AS IS" BASIS, 
010  * WITHOUT WARRANTIES OR CONDITIONS OF ANY KIND, either express or implied. 
011  * See the License for the specific language governing permissions and 
012  * limitations under the License. 
013  *  
014  * Original License: https://github.com/JCTools/JCTools/blob/master/LICENSE 
015  * Original location: 
https://github.com/JCTools/JCTools/blob/master/jctools-core/src/main/java/org/jctools/queues
/MpscLinkedQueue.java 
016  */ 
017 package it.reactive.muskel.internal.utils.unsafe; 
018 
019 import static it.reactive.muskel.internal.utils.unsafe.UnsafeAccess.UNSAFE; 
020 import it.reactive.muskel.internal.utils.atomic.LinkedQueueNode; 
021 
022 /** 
023  * This is a direct Java port of the MPSC algorithm as presented <a href= 
024  * 
"http://www.1024cores.net/home/lock-free-algorithms/queues/non-intrusive-mpsc-node-based-que
ue" 
025  * > on 1024 Cores</a> by D. Vyukov. The original has been adapted to Java and 
026  * it's quirks with regards to memory model and layout: 
027  * <ol> 
028  * <li>Use inheritance to ensure no false sharing occurs between 
029  * producer/consumer node reference fields. 
030  * <li>Use XCHG functionality to the best of the JDK ability (see differences in 
031  * JDK7/8 impls). 
032  * </ol> 
033  * The queue is initialized with a stub node which is set to both the producer 
034  * and consumer node references. From this point follow the notes on offer/poll. 
035  *  
036  * @author nitsanw 
037  *  
038  * @param <E> 
039  */ 
040 public final class MpscLinkedQueue<E> extends BaseLinkedQueue<E> { 
041 
042     public MpscLinkedQueue() { 
043   consumerNode = new LinkedQueueNode<E>(); 
044   xchgProducerNode(consumerNode);// this ensures correct construction: 
045 // StoreLoad 
046     } 
047 
048     @SuppressWarnings("unchecked") 
049     protected final LinkedQueueNode<E> xchgProducerNode( 
050       LinkedQueueNode<E> newVal) { 
051   Object oldVal; 
052   do { 
053       oldVal = producerNode; 
054   } while (!UNSAFE.compareAndSwapObject(this, P_NODE_OFFSET, oldVal, 
055     newVal)); 
056   return (LinkedQueueNode<E>) oldVal; 
057     } 
058 
059     /** 
060 * {@inheritDoc} <br>
061 * <p>
062 * IMPLEMENTATION NOTES:<br>
063 * Offer is allowed from multiple threads.<br>
064 * Offer allocates a new node and:
065 * <ol>
066 * <li>Swaps it atomically with current producer node (only one producer
067 * 'wins')
068 * <li>Sets the new node as the node following from the swapped producer
069 * node
070 * </ol>
071 * This works because each producer is guaranteed to 'plant' a new node and
072 * link the old node. No 2 producers can get the same producer node as part
073 * of XCHG guarantee.
074      * 
075 * @see MessagePassingQueue#offer(Object)
076 * @see java.util.Queue#offer(java.lang.Object)
077      */ 
078     @Override 
079     public final boolean offer(final E nextValue) { 
080   if (nextValue == null) { 
081       throw new NullPointerException("null elements not allowed"); 
082   } 
083   final LinkedQueueNode<E> nextNode = new LinkedQueueNode<E>(nextValue); 
084   final LinkedQueueNode<E> prevProducerNode = xchgProducerNode(nextNode); 
085   // Should a producer thread get interrupted here the chain WILL be 
086   // broken until that thread is resumed 
087   // and completes the store in prev.next. 
088   prevProducerNode.soNext(nextNode); // StoreStore 
089   return true; 
090     } 
091 
092     /** 
093 * {@inheritDoc} <br>
094 * <p>
095 * IMPLEMENTATION NOTES:<br>
096 * Poll is allowed from a SINGLE thread.<br>
097 * Poll reads the next node from the consumerNode and:
098 * <ol>
099 * <li>If it is null, the queue is assumed empty (though it might not be).
100 * <li>If it is not null set it as the consumer node and return it's now
101 * evacuated value.
102 * </ol>
103 * This means the consumerNode.value is always null, which is also the
104 * starting point for the queue. Because null values are not allowed to be
105 * offered this is the only node with it's value set to null at any one
106 * time.
107      * 
108 * @see MessagePassingQueue#poll()
109 * @see java.util.Queue#poll()
110      */ 
111     @Override 
112     public final E poll() { 
113   LinkedQueueNode<E> currConsumerNode = lpConsumerNode(); // don't load 
114 // twice, it's 
115 // alright 
116   LinkedQueueNode<E> nextNode = currConsumerNode.lvNext(); 
117   if (nextNode != null) { 
118       // we have to null out the value because we are going to hang on to 
119       // the node 
120       final E nextValue = nextNode.getAndNullValue(); 
121       spConsumerNode(nextNode); 
122       return nextValue; 
123   } else if (currConsumerNode != lvProducerNode()) { 
124       // spin, we are no longer wait free 
125       while ((nextNode = currConsumerNode.lvNext()) == null) 
126     ; 
127       // got the next node... 
128 
129       // we have to null out the value because we are going to hang on to 
130       // the node 
131       final E nextValue = nextNode.getAndNullValue(); 
132       consumerNode = nextNode; 
133       return nextValue; 
134   } 
135   return null; 
136     } 
137 
138     @Override 
139     public final E peek() { 
140   LinkedQueueNode<E> currConsumerNode = consumerNode; // don't load twice, 
141 // it's alright 
142   LinkedQueueNode<E> nextNode = currConsumerNode.lvNext(); 
143   if (nextNode != null) { 
144       return nextNode.lpValue(); 
145   } else if (currConsumerNode != lvProducerNode()) { 
146       // spin, we are no longer wait free 
147       while ((nextNode = currConsumerNode.lvNext()) == null) 
148     ; 
149       // got the next node... 
150       return nextNode.lpValue(); 
151   } 
152   return null; 
153     } 
154 } 
001 package it.reactive.muskel.internal.executor.impl; 
002 
003 import it.reactive.muskel.MuskelExecutor; 
004 import it.reactive.muskel.exceptions.ExecutorNotFoundException; 
005 import it.reactive.muskel.executor.MuskelExecutorService; 
006 import it.reactive.muskel.executor.NamedMuskelExecutorService; 
007 
008 import java.util.Arrays; 
009 import java.util.List; 
010 import java.util.Optional; 
011 import java.util.concurrent.CompletableFuture; 
012 import java.util.function.Supplier; 
013 
014 import lombok.RequiredArgsConstructor; 
015 
016 import com.google.common.collect.Iterables; 
017 import com.google.common.collect.Lists; 
018 
019 @RequiredArgsConstructor 
020 public class MultipleMuskelExecutorService implements 
021   NamedMuskelExecutorService { 
022 
023     private final List<NamedMuskelExecutorService> executors = Lists 
024       .newArrayList(); 
025 
026     private final MuskelExecutorService defaultExecutorService; 
027 
028     public MultipleMuskelExecutorService() { 
029   this(null); 
030     } 
031 
032     @Override 
033     public <T> CompletableFuture<T> submitToKeyOwner(Supplier<T> task, 
034       MuskelExecutor key) { 
035   return getByKey(key).submitToKeyOwner(task, key); 
036     } 
037 
038     @Override 
039     public void execute(Runnable runnable, MuskelExecutor key) { 
040   getByKey(key).execute(runnable, key); 
041     } 
042 
043     @Override 
044     public boolean supports(MuskelExecutor key) { 
045   return getByKey(key, false) != null; 
046     } 
047 
048     protected MuskelExecutorService getByKey(MuskelExecutor key) { 
049   return getByKey(key, true); 
050     } 
051 
052     protected MuskelExecutorService getByKey(MuskelExecutor key, 
053       boolean throwIfNotFound) { 
054   Optional<NamedMuskelExecutorService> result = executors.stream() 
055     .filter(executor -> executor.supports(key)).findFirst(); 
056   if (result.isPresent()) { 
057       return result.get(); 
058   } else { 
059       if (defaultExecutorService == null) { 
060     if (throwIfNotFound) { 
061         throw new ExecutorNotFoundException( 
062 "Could not find executor " + key); 
063     } 
064       } 
065       return defaultExecutorService; 
066   } 
067 
068     } 
069 
070     public MultipleMuskelExecutorService put( 
071       NamedMuskelExecutorService... executors) { 
072   return addAll(Arrays.asList(executors)); 
073     } 
074 
075     public MultipleMuskelExecutorService addAll( 
076       Iterable<? extends NamedMuskelExecutorService> executors) { 
077   if (executors != null) { 
078       Iterables.addAll(this.executors, executors); 
079   } 
080   return this; 
081     } 
082 
083     @Override 
084     public void close() { 
085 
086   if (defaultExecutorService != null) { 
087       try { 
088     defaultExecutorService.close(); 
089       } catch (Exception e) { 
090       } 
091   } 
092   executors.stream().forEach(current -> { 
093       try { 
094     current.close(); 
095       } catch (Exception e) { 
096       } 
097   }); 
098 
099     } 
100 
101 } 
001 package it.reactive.muskel.context; 
002 
003 import it.reactive.muskel.MuskelExecutor; 
004 import it.reactive.muskel.context.hazelcast.HazelcastMuskelContext; 
005 import it.reactive.muskel.context.local.LocalMuskelContext; 
006 import it.reactive.muskel.executor.MuskelExecutorService; 
007 import it.reactive.muskel.executor.NamedMuskelExecutorService; 
008 import it.reactive.muskel.internal.executor.local.InThreadNamedMuskelExecutorService; 
009 import it.reactive.muskel.internal.executor.local.LocalNamedMuskelExecutorService; 
010 
011 import java.util.List; 
012 import java.util.Properties; 
013 import java.util.concurrent.Executor; 
014 
015 import javax.net.ssl.SSLContext; 
016 
017 import com.google.common.collect.Lists; 
018 import com.hazelcast.client.HazelcastClient; 
019 import com.hazelcast.client.config.ClientConfig; 
020 import com.hazelcast.nio.ssl.SSLContextFactory; 
021 
022 /** 
023  * Il the abstraction of real implementation of local or remote functions 
024  * 
025  */ 
026 public interface MuskelContext { 
027 
028     static String DEFAULT_CLIENT_NAME = "muskel"; 
029 
030     static String DEFAULT_CLIENT_PASSWORD = "password"; 
031 
032     /** 
033 * Return the builder for local or remote context
034      * 
035 * @return a new instance of builder
036      */ 
037     public static MuskelContextBuilder builder() { 
038   return new MuskelContextBuilder(); 
039     } 
040 
041     /** 
042 * Generate a random identifier unique for the environment
043      * 
044 * @return a unique identifier
045      */ 
046     String generateIdentifier(); 
047 
048     <T> MuskelQueue<T> getQueue(String name); 
049 
050     void publishMessage(String name, Object value); 
051 
052     <T> String addMessageListener(String name, MuskelMessageListener<T> listener); 
053 
054     boolean removeMessageListener(String name, String id); 
055 
056     MuskelExecutorService getMuskelExecutorService(); 
057 
058     void closeQueue(String name); 
059 
060     void close(); 
061 
062     void closeMessageListener(String name); 
063 
064     MuskelManagedContext getManagedContext(); 
065 
066     public static class MuskelContextBuilder { 
067   private MuskelContextBuilder() { 
068   } 
069 
070   public MuskelContextLocalBuilder local() { 
071       return new MuskelContextLocalBuilder(); 
072   } 
073 
074   public MuskelContextClientBuilder client() { 
075       return new MuskelContextClientBuilder(); 
076   } 
077 
078   @java.lang.Override 
079   public String toString() { 
080       return "MuskelContextBuilder"; 
081   } 
082 
083     } 
084 
085     public static class AbstractMuskelContexBuilder<T> { 
086   protected int poolSize = Runtime.getRuntime().availableProcessors(); 
087 
088   protected final List<NamedMuskelExecutorService> executors = Lists 
089     .newArrayList(); 
090 
091   public T defaultPoolSize(int poolSize) { 
092       if (poolSize <= 0) { 
093     throw new IllegalArgumentException("PoolSize must be positive"); 
094       } 
095       this.poolSize = poolSize; 
096       return doReturn(); 
097   } 
098 
099   public T addLocalExecutor(int poolSize, String... supportedNames) { 
100       executors.add(new LocalNamedMuskelExecutorService(poolSize, 
101         supportedNames)); 
102       return doReturn(); 
103   } 
104 
105   public T addLocalExecutor(Executor executor, String... supportedNames) { 
106       executors.add(new LocalNamedMuskelExecutorService(executor, 
107         supportedNames)); 
108       return doReturn(); 
109   } 
110 
111   protected boolean existExecutorService(MuskelExecutor name) { 
112       return executors.stream().anyMatch( 
113         current -> current.supports(name)); 
114   } 
115 
116   protected T addDefaultsIfNotExist() { 
117 
118       final MuskelExecutor local = MuskelExecutor.local(); 
119       if (!existExecutorService(local)) { 
120     executors.add(new LocalNamedMuskelExecutorService(poolSize, 
121       local.getName())); 
122       } 
123 
124       if (!existExecutorService(local)) { 
125     executors.add(new InThreadNamedMuskelExecutorService(local 
126       .getName())); 
127       } 
128       return doReturn(); 
129   } 
130 
131   @SuppressWarnings("unchecked") 
132   protected T doReturn() { 
133       return (T) this; 
134   } 
135     } 
136 
137     public static class MuskelContextLocalBuilder extends 
138       AbstractMuskelContexBuilder<MuskelContextLocalBuilder> { 
139   private int poolSize = Runtime.getRuntime().availableProcessors(); 
140 
141   private MuskelContextLocalBuilder() { 
142   } 
143 
144   @java.lang.Override 
145   public String toString() { 
146       return "MuskelContextLocalBuilder"; 
147   } 
148 
149   public LocalMuskelContext build() { 
150       addDefaultsIfNotExist(); 
151       return new LocalMuskelContext(poolSize, 
152         executors.toArray(new NamedMuskelExecutorService[] {})); 
153   } 
154     } 
155 
156     public static class MuskelContextClientBuilder extends 
157       AbstractMuskelContexBuilder<MuskelContextClientBuilder> { 
158   private final ClientConfig clientConfig = new ClientConfig(); 
159 
160   private MuskelContextClientBuilder() { 
161       name(DEFAULT_CLIENT_NAME).password(DEFAULT_CLIENT_PASSWORD); 
162 
163   } 
164 
165   /** 
166    * Adds given addresses to candidate address list that client will use 
167    * to establish initial connection 
168    * 
169    * @param addresses 
170    *            to be added to initial address list 
171    * @return configured {@link MuskelContextClientBuilder} for chaining 
172    */ 
173   public MuskelContextClientBuilder addAddress(String... addresses) { 
174       clientConfig.getNetworkConfig().addAddress(addresses); 
175       return this; 
176   } 
177 
178   /** 
179    * Sets the group name of the group. 
180    * 
181    * @param name 
182    *            the name to set for the group 
183    * @return the updated {@link MuskelContextClientBuilder}. 
184    * @throws IllegalArgumentException 
185    *             if name is null. 
186    */ 
187   public MuskelContextClientBuilder name(String name) { 
188       clientConfig.getGroupConfig().setName(name); 
189       return this; 
190   } 
191 
192   /** 
193    * Sets the password for the group. 
194    * 
195    * @param password 
196    *            the password to set for the group 
197    * @return the updated {@link MuskelContextClientBuilder}. 
198    * @throws IllegalArgumentException 
199    *             if password is null. 
200    */ 
201 
202   public MuskelContextClientBuilder password(String password) { 
203       clientConfig.getGroupConfig().setPassword(password); 
204       return this; 
205   } 
206 
207   /** 
208    * Sets the {@link SSLContext} implementation object. 
209    * 
210    * @param factoryImplementation 
211    *            the factory {@link SSLContext} implementation object 
212    * @return this SSLConfig instance 
213    */ 
214   public MuskelContextClientBuilder sslContext(final SSLContext sslContext) { 
215 
216       clientConfig 
217         .getNetworkConfig() 
218         .getSSLConfig() 
219         .setFactoryImplementation( 
220 sslContext == null ? null 
221 : new SSLContextFactory() { 
222 
223 @Override 
224 public void init(Properties properties) 





230 public SSLContext getSSLContext() { 
231 
232 return sslContext; 
233 } 
234 }); 
235       clientConfig.getNetworkConfig().getSSLConfig() 
236         .setEnabled(sslContext != null); 
237       return this; 
238   } 
239 
240   /** 
241    * If true, client will route the key based operations to owner of the 
242    * key at the best effort. Default value is true. 
243    * 
244    * @return the updated {@link MuskelContextClientBuilder}. 
245    * @return configured {@link MuskelContextClientBuilder} for chaining 
246    */ 
247   public MuskelContextClientBuilder smartRouting(boolean smartRouting) { 
248       clientConfig.getNetworkConfig().setSmartRouting(smartRouting); 
249       return this; 
250   } 
251 
252   public MuskelContext build() { 
253       addDefaultsIfNotExist(); 
254 
255       return new HazelcastMuskelContext( 
256         HazelcastClient.newHazelcastClient(clientConfig), 
257         executors.toArray(new NamedMuskelExecutorService[] {})) 
258         .start(); 
259   } 
260 
261   @java.lang.Override 
262   public String toString() { 
263       return "MuskelContextRemoteBuilder"; 
264   } 
265 
266     } 
267 
268 } 
1 package it.reactive.muskel.context; 
2 
3 public interface MuskelContextAware { 
4 
5     void setContext(MuskelContext context); 
6 } 
01 package it.reactive.muskel.exceptions; 
02 
03 public class MuskelException extends RuntimeException { 
04 
05     private static final long serialVersionUID = 1L; 
06 
07     public MuskelException(String message) { 
08   super(message); 
09     } 
10 
11     public MuskelException(Throwable t) { 
12   super(t); 
13     } 
14 
15     public MuskelException(String message, Throwable t) { 
16   super(message, t); 
17     } 
18 
19 } 
01 package it.reactive.muskel; 
02 
03 import it.reactive.muskel.utils.MuskelExecutorUtils; 
04 
05 import java.io.Serializable; 
06 
07 import lombok.AllArgsConstructor; 
08 import lombok.EqualsAndHashCode; 
09 import lombok.Getter; 
10 import lombok.NonNull; 
11 
12 /** 
13  * Is the reference of Real Executor in local or remote machine. 
14  * 
15  */ 
16 public interface MuskelExecutor { 
17 
18     /** 
19 * Return the default local Executor Reference
20      * 
21 * @return the default local Executor Reference
22      */ 
23     public static MuskelExecutor local() { 
24   return MuskelExecutorUtils.DEFAULT_LOCAL; 
25     } 
26 
27     /** 
28 * Build a Local Executor Reference
29      * 
30 * @param name
31      * name of Executor 
32 * @return a Local Executor Reference
33      */ 
34     public static MuskelExecutor local(String name) { 
35   return new MuskelExecutorImpl(name, true); 
36     } 
37 
38     /** 
39 * Return the default remote Executor Reference
40      * 
41 * @return the default remote Executor Reference
42      */ 
43     public static MuskelExecutor remote() { 
44   return MuskelExecutorUtils.DEFAULT_REMOTE; 
45     } 
46 
47     /** 
48 * Build a remote Executor Reference
49      * 
50 * @param name
51      * name of Executor 
52 * @return a remote Executor Reference
53      */ 
54     public static MuskelExecutor remote(String name) { 
55   return new MuskelExecutorImpl(name, false); 
56     } 
57 
58     /** 
59 * Return the name of executor
60      * 
61 * @return the name of executor
62      */ 
63     String getName(); 
64 
65     /** 
66 * Return is local or remote executor
67      * 
68 * @return true if the excecutor is local
69      */ 
70     boolean isLocal(); 
71 
72     @AllArgsConstructor 
73     @Getter 
74     @EqualsAndHashCode 
75     static class MuskelExecutorImpl implements MuskelExecutor, Serializable { 
76 
77   private static final long serialVersionUID = 1L; 
78 
79   @NonNull 
80   private final String name; 
81 
82   private final boolean local; 
83 
84   @Override 
85   public String toString() { 
86       return "[" + name + "," + local + "]"; 
87   } 
88 
89     } 
90 } 
01 package it.reactive.muskel.executor; 
02 
03 import it.reactive.muskel.MuskelExecutor; 
04 
05 import java.util.concurrent.CompletableFuture; 
06 import java.util.function.Supplier; 
07 
08 /** 
09  * This is the abstraction of the Executor Service 
10  * 
11  */ 
12 public interface MuskelExecutorService extends AutoCloseable { 
13 
14     /** 
15 * Submits a task to the owner of the specified key and returns a Future
16 * representing that task.
17      * 
18 * @param <T>
19      * the key type 
20 * @param task
21      * task submitted to the owner of the specified key 
22 * @param executor
23      * the specified executor 
24 * @return a {@link CompletableFuture} representing pending completion of
25      * the task 
26      */ 
27     <T> CompletableFuture<T> submitToKeyOwner(Supplier<T> task, 
28       MuskelExecutor executor); 
29 
30     /** 
31 * Submits a runnable to the owner of the specified key
32      * 
33 * @param runnable
34      * the runnable 
35 * @param executor
36      * the specified executor 
37      */ 
38     void execute(Runnable runnable, MuskelExecutor executor); 
39 
40 } 
01 package it.reactive.muskel.utils; 
02  
03 import lombok.experimental.UtilityClass; 
04 import it.reactive.muskel.MuskelExecutor; 
05  
06 @UtilityClass 
07 public class MuskelExecutorUtils { 
08  
09     public static final String DEFAULT_LOCAL_NAME = "default"; 
10  
11     public static final String DEFAULT_REMOTE_NAME = "*"; 
12  
13     public static final String DEFAULT_LOCAL_THREAD_NAME = "thread"; 
14  
15     /** 
16      * Is the thread pool reference that execute the operation in default local 
17      * thread pool 
18      */ 
19     public static final MuskelExecutor DEFAULT_LOCAL = MuskelExecutor 
20       .local(DEFAULT_LOCAL_NAME); 
21  
22     /** 
23      * Is the thread pool reference that execute the operation in random server 
24      * node 
25      */ 
26     public static final MuskelExecutor DEFAULT_REMOTE = MuskelExecutor 
27       .remote(DEFAULT_REMOTE_NAME); 
28  
29     /** 
30      * Is the thread pool reference that execute in same thread of request 
31      */ 
32     public static final MuskelExecutor DEFAULT_LOCAL_THREAD = MuskelExecutor 
33       .local(DEFAULT_LOCAL_THREAD_NAME); 
34 } 
01 package it.reactive.muskel.context; 
02 
03 import java.lang.annotation.Documented; 
04 import java.lang.annotation.ElementType; 
05 import java.lang.annotation.Inherited; 
06 import java.lang.annotation.Retention; 
07 import java.lang.annotation.RetentionPolicy; 






14 public @interface MuskelInjectAware { 
15 
16 } 
1 package it.reactive.muskel.context; 
2 
3 public interface MuskelManagedContext { 
4 
5     Object initialize(Object obj); 
6 } 
1 package it.reactive.muskel.context; 
2 
3 public interface MuskelMessageListener<T> { 
4 
5     void onMessage(Message<T> message); 
6 } 
0001 package it.reactive.muskel; 
0002 
0003 import it.reactive.muskel.context.MuskelContext; 
0004 import it.reactive.muskel.functions.SerializableBiFunction; 
0005 import it.reactive.muskel.functions.SerializableConsumer; 
0006 import it.reactive.muskel.functions.SerializableFunction; 
0007 import it.reactive.muskel.functions.SerializablePredicate; 
0008 import it.reactive.muskel.functions.SerializablePublisher; 
0009 import it.reactive.muskel.functions.SerializableSubscriber; 
0010 import it.reactive.muskel.functions.SerializableSubscriberBase; 
0011 import it.reactive.muskel.functions.SerializableSupplier; 
0012 import it.reactive.muskel.internal.functions.Operator; 
0013 import it.reactive.muskel.internal.functions.QueueBasedProcessorFunctionWrapper; 
0014 import it.reactive.muskel.internal.functions.QueueReferenceToMuskelProcessorFunction; 
0015 import it.reactive.muskel.internal.operator.utils.ComparatorUtils; 
0016 import it.reactive.muskel.internal.operators.OnSubscribeFromIterable; 
0017 import it.reactive.muskel.internal.operators.OnSubscribeRange; 
0018 import it.reactive.muskel.internal.operators.OperatorCast; 
0019 import it.reactive.muskel.internal.operators.OperatorConcat; 
0020 import it.reactive.muskel.internal.operators.OperatorDefaultIfEmpty; 
0021 import it.reactive.muskel.internal.operators.OperatorDoOnEach; 
0022 import it.reactive.muskel.internal.operators.OperatorExecuteOn; 
0023 import it.reactive.muskel.internal.operators.OperatorFilter; 
0024 import it.reactive.muskel.internal.operators.OperatorGroupBy; 
0025 import it.reactive.muskel.internal.operators.OperatorGroupByToList; 
0026 import it.reactive.muskel.internal.operators.OperatorMap; 
0027 import it.reactive.muskel.internal.operators.OperatorMerge; 
0028 import it.reactive.muskel.internal.operators.OperatorScan; 
0029 import it.reactive.muskel.internal.operators.OperatorSingle; 
0030 import it.reactive.muskel.internal.operators.OperatorSubscribeOn; 
0031 import it.reactive.muskel.internal.operators.OperatorTake; 
0032 import it.reactive.muskel.internal.operators.OperatorTakeLast; 
0033 import it.reactive.muskel.internal.operators.OperatorToList; 
0034 import it.reactive.muskel.internal.operators.OperatorToLocal; 
0035 import it.reactive.muskel.internal.operators.OperatorToSortedList; 
0036 import it.reactive.muskel.internal.operators.PublisherStreamSource; 
0037 import it.reactive.muskel.internal.subscriber.SubscriberUtils.OnCompleteSubscriber; 
0038 import it.reactive.muskel.internal.subscriber.SubscriberUtils.OnErrorSubscriber; 
0039 import it.reactive.muskel.internal.subscriber.SubscriberUtils.OnNextSubscriber; 
0040 import it.reactive.muskel.internal.utils.SupplierUtils; 
0041 import it.reactive.muskel.processors.MuskelProcessorImpl; 
0042 import it.reactive.muskel.processors.ScalarSynchronousMuskelProcessor; 
0043 import it.reactive.muskel.processors.ThrowMuskelProcessor; 
0044 import it.reactive.muskel.processors.utils.MuskelProcessorUtils; 
0045 
0046 import java.io.Serializable; 
0047 import java.util.Arrays; 
0048 import java.util.List; 
0049 import java.util.NoSuchElementException; 
0050 import java.util.function.Predicate; 
0051 import java.util.stream.Stream; 
0052 
0053 import org.reactivestreams.Publisher; 
0054 import org.reactivestreams.Subscriber; 
0055 import org.reactivestreams.Subscription; 
0056 
0057 /** 
0058  * The MuskelProcessor interface that implements the Reactive Pattern. 
0059  * <p> 
0060  * This class provides methods for subscribing to the {@link Subscriber} as well 
0061  * as delegate methods to the various {@link Publisher}. 
0062  *  
0063  * This class uses funtions present in RxJava and {@link Stream} 
0064  *  
0065  * @param <T> 
0066  *            the type of the items emitted by the MuskelProcessor 
0067  */ 
0068 public interface MuskelProcessor<T> extends Serializable, AutoCloseable, 
0069   SerializablePublisher<T> { 
0070 
0071     /** 
0072 * Returns a MuskelProcessor that emits the items emitted by each of the
0073 * MuskelProcessor emitted by the source Publisher, one after the other,
0074 * without interleaving them.
0075      * 
0076 * @param <T>
0077      * the type of the items that this MuskelProcessor emits 
0078 * @param processors
0079      * an Publisher that emits MuskelProcessor 
0080 * @return a MuskelProcessor that emits items all of the items emitted by
0081      * the MuskelProcessor emitted by {@code processors}, one after the 
0082      * other, without interleaving them 
0083      */ 
0084     public static <T> MuskelProcessor<T> concat( 
0085       MuskelProcessor<? extends MuskelProcessor<? extends T>> processors) { 
0086   return processors.lift(OperatorConcat.<T> instance()); 
0087     } 
0088 
0089     /** 
0090 * Returns a MuskelProcessor that will execute the specified
0091 * {@link Publisher} when a {@link Subscriber} subscribes to it.
0092      * 
0093 * @param <T>
0094      * the type of the items that this MuskelProcessor emits 
0095 * @param publisher
0096      * a function that accepts an {@code Publisher<T>}, and invokes 
0097      * its {@code onNext}, {@code onError}, and {@code onComplete} 
0098      * methods as appropriate 
0099 * @return a MuskelProcessor that, when a {@link Subscriber} subscribes to
0100      * it, will execute the specified function 
0101      */ 
0102     public static <T> MuskelProcessor<T> create(Publisher<T> publisher) { 
0103   return new MuskelProcessorImpl<T>(publisher); 
0104     } 
0105 
0106     /** 
0107 * Returns a MuskelProcessor with specified {@link MuskelContext} that will
0108 * execute the specified {@link Publisher} when a {@link Subscriber}
0109 * subscribes to it.
0110      * 
0111 * @param <T>
0112      * the type of the items that this MuskelProcessor emits 
0113 * @param publisher
0114      * a function that accepts an {@code Publisher<T>}, and invokes 
0115      * its {@code onNext}, {@code onError}, and {@code onComplete} 
0116      * methods as appropriate 
0117 * @param context
0118      * a {@link MuskelContext} that contains information about thread 
0119      * pools. 
0120 * @return a MuskelProcessor that, when a {@link Subscriber} subscribes to
0121      * it, will execute the specified function 
0122      */ 
0123     public static <T> MuskelProcessor<T> create(Publisher<T> publisher, 
0124       MuskelContext context) { 
0125   return new MuskelProcessorImpl<T>(publisher, context); 
0126     } 
0127 
0128     /** 
0129 * Returns a MuskelProcessor that emits no items and immediately invokes its
0130 * {@link Subscriber#onComplete onComplete} method.
0131      *  
0132      * @param <T> 
0133      *            the type of the items emitted by the MuskelProcessor 
0134      * @return a MuskelProcessor that emits no items to the {@link Subscriber} 
0135      *         but immediately invokes the {@link Subscriber}'s 
0136      *         {@link Subscriber#onComplete() onComplete} method 
0137      */ 
0138     @SuppressWarnings("unchecked") 
0139     public static <T> MuskelProcessor<T> empty() { 
0140   return (MuskelProcessor<T>) MuskelProcessorUtils.EMPTY; 
0141     } 
0142  
0143     /** 
0144      * Returns a MuskelProcessor that invokes an {@link Subscriber}'s 
0145      * {@link Subscriber#onError onError} method when the Subscriber subscribes 
0146      * to it. 
0147      *  
0148      * @param exception 
0149      *            the particular Throwable to pass to {@link Subscriber#onError 
0150      *            onError} 
0151      * @param <T> 
0152      *            the type of the items (ostensibly) emitted by the 
0153      *            MuskelProcessor 
0154      * @return a MuskelProcessor that invokes the {@link Subscriber}'s 
0155      *         {@link Subscriber#onError onError} method when the Observer 
0156      *         subscribes to it 
0157      */ 
0158     public static <T> MuskelProcessor<T> error(Throwable exception) { 
0159   return new ThrowMuskelProcessor<T>(exception); 
0160     } 
0161  
0162     /** 
0163      * Returns a MuskelProcessor that starts another {@link MuskelProcessor} in 
0164      * a specific {@link MuskelExecutor} 
0165      *  
0166      *  
0167      * @param supplier 
0168      *            the function that supply a {@link MuskelProcessor} 
0169      * @param executor 
0170      *            the executor where exetute a {@link MuskelProcessor} 
0171      * @param <T> 
0172      *            the type of the items (ostensibly) emitted by the 
0173      *            MuskelProcessor 
0174      * @return a MuskelProcessor that contains the results of supplied 
0175      *         {@link MuskelProcessor} 
0176      */ 
0177     public static <T> MuskelProcessor<T> executeOn( 
0178       SerializableSupplier<MuskelProcessor<T>> supplier, 
0179       MuskelExecutor executor) { 
0180   return from(0).flatMap(SupplierUtils.getFunctionFromSupplier(supplier), 
0181     executor); 
0182     } 
0183  
0184     /** 
0185      * Converts an Array into a MuskelProcessor that emits the items in the 
0186      * Array. 
0187      *  
0188      * @param elements 
0189      *            the source Array 
0190      * @param <T> 
0191      *            the type of items in the Array and the type of items to be 
0192      *            emitted by the resulting MuskelProcessor 
0193      * @return a MuskelProcessor that emits each item in the source Array 
0194      */ 
0195     @SuppressWarnings("unchecked") 
0196     public static <T> MuskelProcessor<T> from(T... elements) { 
0197   return fromIterable(Arrays.asList(elements)); 
0198     } 
0199 
0200     /** 
0201 * Converts an {@link Iterable} sequence into a MuskelProcessor that emits
0202 * the items in the sequence.
0203      * 
0204 * @param elements
0205      * the source {@link Iterable} sequence 
0206 * @param <T>
0207      * the type of items in the {@link Iterable} sequence and the 
0208      * type of items to be emitted by the resulting MuskelProcessor 
0209 * @return a MuskelProcessor that emits each item in the source
0210      * {@link Iterable} sequence 
0211      */ 
0212     public static <T> MuskelProcessor<T> fromIterable(Iterable<T> elements) { 
0213   return create(new OnSubscribeFromIterable<T>(elements)); 
0214     } 
0215 
0216     /** 
0217 * Converts an {@link SerializablePublisher} sequence into a MuskelProcessor
0218 * that emits the items in the sequence.
0219      * 
0220 * @param publisher
0221      * the source {@link SerializablePublisher} sequence 
0222 * @param <T>
0223      * the type of items in the {@link SerializablePublisher} 
0224      * sequence and the type of items to be emitted by the resulting 
0225      * MuskelProcessor 
0226 * @return a MuskelProcessor that emits each item in the source
0227      * {@link SerializablePublisher} sequence 
0228      */ 
0229     @SuppressWarnings({ "unchecked", "rawtypes" }) 
0230     public static <T> MuskelProcessor<T> fromPublisher( 
0231       SerializablePublisher<? extends T> publisher) { 
0232   if (publisher instanceof MuskelProcessor) { 
0233       return (MuskelProcessor<T>) publisher; 
0234   } 
0235   return create(s -> publisher.subscribe((SerializableSubscriber) s)); 
0236     } 
0237 
0238     /** 
0239 * Converts an {@link Stream} sequence into a MuskelProcessor that emits the
0240 * items in the sequence.
0241      * 
0242 * @param stream
0243      * the source {@link Stream} sequence 
0244 * @param <T>
0245      * the type of items in the {@link Stream} sequence and the type 
0246      * of items to be emitted by the resulting MuskelProcessor 
0247 * @return a MuskelProcessor that emits each item in the source
0248      * {@link Stream} sequence 
0249      */ 
0250     public static <T> MuskelProcessor<T> fromStream(Stream<? extends T> stream) { 
0251   return create(new PublisherStreamSource<>(stream)); 
0252     } 
0253 
0254     /** 
0255 * Returns a MuskelProcessor that emits a single item and then completes.
0256      * 
0257 * @param value
0258      * the item to emit 
0259 * @param <T>
0260      * the type of that item 
0261 * @return a MuskelProcessor that emits {@code value} as a single item and
0262      * then completes 
0263      */ 
0264     static <T> MuskelProcessor<T> just(T value) { 
0265   return ScalarSynchronousMuskelProcessor.create(value); 
0266     } 
0267 
0268     /** 
0269 * Flattens a MuskelProcessor that emits {@link Publisher} into a single
0270 * MuskelProcessor that emits the items emitted by those MuskelProcessors,
0271 * without any transformation.
0272      * 
0273 * @param <T>
0274      * the type of the items that this MuskelProcessor emits 
0275 * @param source
0276      * a MuskelProcessor that emits MuskelProcessors 
0277 * @return a MuskelProcessor that emits items that are the result of
0278      * flattening the MuskelProcessors emitted by the {@code source} 
0279      * MuskelProcessor 
0280      */ 
0281     public static <T> MuskelProcessor<T> merge( 
0282       MuskelProcessor<? extends MuskelProcessor<? extends T>> source) { 
0283   return source.lift(OperatorMerge.<T> instance(false)); 
0284     } 
0285 
0286     /** 
0287 * Flattens an Array of MuskelProcessors into one MuskelProcessor, without
0288 * any transformation.
0289      * 
0290 * @param <T>
0291      * the type of the items that this MuskelProcessor emits 
0292 * @param sequences
0293      * the Array of MuskelProcessors 
0294 * @return a MuskelProcessor that emits items that are the result of
0295      * flattening the items emitted by the MuskelProcessors in the Array 
0296      */ 
0297     public static <T> MuskelProcessor<T> merge( 
0298       MuskelProcessor<? extends T>[] sequences) { 
0299   return merge(from(sequences)); 
0300     } 
0301 
0302     /** 
0303 * Returns a MuskelProcessor that emits a sequence of Integers within a
0304 * specified range.
0305      * 
0306 * @param start
0307      * the value of the first Integer in the sequence 
0308 * @param count
0309      * the number of sequential Integers to generate 
0310 * @return a MuskelProcessor that emits a range of sequential Integers
0311 * @throws IllegalArgumentException
0312      * if {@code count} is less than zero, or if {@code start} + 
0313      * {@code count} &minus; 1 exceeds {@code Integer.MAX_VALUE} 
0314      */ 
0315     public static MuskelProcessor<Integer> range(int start, int count) { 
0316   if (count < 0) { 
0317       throw new IllegalArgumentException("Count can not be negative"); 
0318   } 
0319   if (count == 0) { 
0320       return empty(); 
0321   } 
0322   if (start > Integer.MAX_VALUE - count + 1) { 
0323       throw new IllegalArgumentException( 
0324         "start + count can not exceed Integer.MAX_VALUE"); 
0325   } 
0326   if (count == 1) { 
0327       return just(start); 
0328   } 
0329   return create(new OnSubscribeRange(start, start + (count - 1))); 
0330     } 
0331 
0332     /** 
0333 * Returns a MuskelProcessor that emits the items emitted by the source
0334 * MuskelProcessor, converted to the specified type.
0335      * 
0336 * @param <R>
0337      * the type of the items that this MuskelProcessor emits 
0338 * @param klass
0339      * the target class type that {@code cast} will cast the items 
0340      * emitted by the source MuskelProcessor into before emitting 
0341      * them from the resulting MuskelProcessor 
0342 * @return a MuskelProcessor that emits each item from the source
0343      * MuskelProcessor after converting it to the specified type 
0344      */ 
0345     default <R> MuskelProcessor<R> cast(final Class<R> klass) { 
0346   return lift(new OperatorCast<T, R>(klass)); 
0347     } 
0348 
0349     /** 
0350 * Returns a new MuskelProcessor that emits items resulting from applying a
0351 * function that you supply to each item emitted by the source
0352 * MuskelProcessor, where that function returns a MuskelProcessor, and then
0353 * emitting the items that result from concatinating those resulting
0354 * MuskelProcessors.
0355      * 
0356 * @param <R>
0357      * the type of the items that this MuskelProcessor emits 
0358 * @param func
0359      * a function that, when applied to an item emitted by the source 
0360      * MuskelProcessor, returns a MuskelProcessor 
0361 * @return a MuskelProcessor that emits the result of applying the
0362      * transformation function to each item emitted by the source 
0363      * MuskelProcessor and concatinating the MuskelProcessors obtained 
0364      * from this transformation 
0365      */ 
0366     default <R> MuskelProcessor<R> concatMap( 
0367       SerializableFunction<? super T, ? extends MuskelProcessor<? extends R>> func) { 
0368   return concat(map(func)); 
0369     } 
0370 
0371     /** 
0372 * Returns a MuskelProcessor that emits the count of the total number of
0373 * items emitted by the source MuskelProcessor.
0374      * 
0375 * @return a MuskelProcessor that emits a single item: the number of
0376      * elements emitted by the source MuskelProcessor 
0377      */ 
0378     default MuskelProcessor<Long> count() { 
0379   return reduce(0l, (Long t1, T t2) -> t1 + 1); 
0380 
0381     } 
0382 
0383     /** 
0384 * Returns a MuskelProcessor that emits the items emitted by the source
0385 * MuskelProcessor or a specified default item if the source MuskelProcessor
0386 * is empty.
0387      * 
0388 * @param defaultValue
0389      * the item to emit if the source MuskelProcessor emits no items 
0390 * @return a MuskelProcessor that emits either the specified default item if
0391      * the source MuskelProcessor emits no items, or the items emitted 
0392      * by the source MuskelProcessor 
0393      */ 
0394     default MuskelProcessor<T> defaultIfEmpty(T defaultValue) { 
0395   return lift(new OperatorDefaultIfEmpty<T>(defaultValue)); 
0396     } 
0397 
0398     /** 
0399 * Modifies the source MuskelProcessor so that it invokes an action when it
0400 * calls {@code onComplete}.
0401      * 
0402 * @param consumer
0403      * the action to invoke when the source MuskelProcessor calls 
0404      *    {@code onComplete} 
0405 * @return the source MuskelProcessor with the side-effecting behavior
0406      * applied 
0407      */ 
0408     default MuskelProcessor<T> doOnComplete(SerializableConsumer<?> consumer) { 
0409   return doOnEach(new OnCompleteSubscriber<T>(consumer)); 
0410     } 
0411 
0412     /** 
0413 * Modifies the source MuskelProcessor so that it invokes an action for each
0414 * item it emits.
0415      * 
0416 * @param subscriber
0417      * the action to invoke for each item emitted by the source 
0418      * MuskelProcessor 
0419 * @return the source MuskelProcessor with the side-effecting behavior
0420      * applied 
0421      */ 
0422     default MuskelProcessor<T> doOnEach(SerializableSubscriberBase<T> subscriber) { 
0423   return lift(new OperatorDoOnEach<T>(subscriber)); 
0424     } 
0425 
0426     /** 
0427 * Modifies the source MuskelProcessor so that it invokes an action if it
0428 * calls {@code onError}.
0429    * 
0430 * @param consumer
0431      * the action to invoke if the source MuskelProcessor calls 
0432      * {@code onError} 
0433 * @return the source MuskelProcessor with the side-effecting behavior
0434      * applied 
0435      */ 
0436     default MuskelProcessor<T> doOnError( 
0437       SerializableConsumer<Throwable> consumer) { 
0438   return doOnEach(new OnErrorSubscriber<T>(consumer)); 
0439     } 
0440 
0441     /** 
0442 * Modifies the source MuskelProcessor so that it invokes an action when it
0443 * calls {@code onNext}.
0444      * 
0445 * @param consumer
0446      * the action to invoke when the source MuskelProcessor calls 
0447      * {@code onNext} 
0448 * @return the source MuskelProcessor with the side-effecting behavior
0449      * applied 
0450      */ 
0451     default MuskelProcessor<T> doOnNext(SerializableConsumer<T> consumer) { 
0452   return doOnEach(new OnNextSubscriber<T>(consumer)); 
0453     } 
0454 
0455     /** 
0456      * Modifies a MuskelProcessor to perform its emissions and notifications on 
0457      * a specified {@link MuskelExecutor}, asynchronously. 
0458      *  
0459      * @param executor 
0460      *            the {@link MuskelExecutor} to notify {@link Subscriber}s on 
0461      * @return the source MuskelProcessor modified so that its 
0462      *         {@link Subscriber}s are notified on the specified 
0463      *         {@link MuskelExecutor} 
0464      */ 
0465     default MuskelProcessor<T> executeOn(MuskelExecutor executor) { 
0466  
0467   return lift(new OperatorExecuteOn<T>(getContext(), executor)); 
0468     } 
0469  
0470     /** 
0471      * Filters items emitted by a MuskelProcessor by only emitting those that 
0472      * satisfy a specified predicate. 
0473      *  
0474      * @param predicate 
0475      *            a {@link Predicate} that evaluates each item emitted by the 
0476      *            source MuskelProcessor, returning {@code true} if it passes 
0477      *            the filter 
0478      * @return a MuskelProcessor that emits only those items emitted by the 
0479      *         source MuskelProcessor that the filter evaluates as {@code true} 
0480      */ 
0481     default MuskelProcessor<T> filter(SerializablePredicate<? super T> predicate) { 
0482   return lift(new OperatorFilter<T>(predicate)); 
0483     } 
0484  
0485     /** 
0486      * Returns a MuskelProcessor that emits only the very first item emitted by 
0487      * the source MuskelProcessor, or notifies of an 
0488      * {@code NoSuchElementException} if the source MuskelProcessor is empty. 
0489      * <p> 
0490      *  
0491      * @return a MuskelProcessor that emits only the very first item emitted by 
0492      *         the source MuskelProcessor, or raises an 
0493      *         {@code NoSuchElementException} if the source MuskelProcessor is 
0494      *         empty 
0495      */ 
0496     default MuskelProcessor<T> first() { 
0497   return take(1).single(); 
0498     } 
0499  
0500     /** 
0501      * Returns a MuskelProcessor that emits only the very first item emitted by 
0502      * the source MuskelProcessor that satisfies a specified condition, or 
0503      * notifies of an {@code NoSuchElementException} if no such items are 
0504      * emitted. 
0505      *  
0506      * @param predicate 
0507      *            the condition that an item emitted by the source 
0508      *            MuskelProcessor has to satisfy 
0509      * @return a MuskelProcessor that emits only the very first item emitted by 
0510      *         the source MuskelProcessor that satisfies the {@code predicate}, 
0511      *         or raises an {@code NoSuchElementException} if no such items are 
0512      *         emitted 
0513      */ 
0514     default MuskelProcessor<T> first(SerializablePredicate<? super T> predicate) { 
0515   return takeFirst(predicate).single(); 
0516     } 
0517  
0518     /** 
0519      * Returns a MuskelProcessor that emits items computed by applying a user 
0520      * supplied function on each item emitted by the source MuskelProcessor, 
0521 * where that function returns a MuskelProcessor, and then merging those
0522 * resulting MuskelProcessors and emitting the results of this merger.
0523      * 
0524 * @param <R>
0525      * the type of the items that this MuskelProcessor emits 
0526 * @param func
0527      * a function that, when applied to an item emitted by the source 
0528      * MuskelProcessor, returns a MuskelProcessor 
0529 * @return a MuskelProcessor that emits the result of applying the
0530      * transformation function to each item emitted by the source 
0531      * MuskelProcessor and merging the results of the MuskelProcessors 
0532      * obtained from this transformation 
0533      */ 
0534     default <R> MuskelProcessor<R> flatMap( 
0535       SerializableFunction<? super T, ? extends MuskelProcessor<? extends R>> func) { 
0536   return merge(map(func)); 
0537     } 
0538 
0539     /** 
0540 * Returns a MuskelProcessor that emits items based on applying a function
0541 * that you supply to each item emitted by the source MuskelProcessor, where
0542 * that function returns a MuskelProcessor, and then merging those resulting
0543 * MuskelProcessors and emitting the results of this merger. Each
0544 * MuskelProcessor emitted by the funtion is subcribed in the executor
0545      * 
0546 * @param <R>
0547      * the type of the items that this MuskelProcessor emits 
0548 * @param func
0549      * a function that, when applied to an item emitted by the source 
0550      * MuskelProcessor, returns a MuskelProcessor 
0551 * @param executor
0552      * a executor that async subscribe each MuskelProcessor emitted 
0553      * by the function 
0554 * @return a MuskelProcessor that emits the result of applying the
0555      * transformation function to each item emitted by the source 
0556      * MuskelProcessor and merging the results of the MuskelProcessors 
0557      * obtained from this transformation 
0558      */ 
0559     default <R> MuskelProcessor<R> flatMap( 
0560       SerializableFunction<? super T, ? extends MuskelProcessor<? extends R>> func, 
0561       MuskelExecutor executor) { 
0562 
0563   final MuskelContext context = getContext(); 
0564   if (executor == null) { 
0565       throw new IllegalArgumentException("Executor cannot be null"); 
0566   } 
0567   return executor.isLocal() ? merge(map(func 
0568     .andThen(processor -> processor.withContext(context) 
0569       .subscribeOn(executor)))) : merge(map( 
0570     new QueueBasedProcessorFunctionWrapper<T, R>(func, context), 
0571     executor).map( 
0572     new QueueReferenceToMuskelProcessorFunction<R>(context))); 
0573     } 
0574 
0575     /** 
0576 * Groups the items emitted by an {@code MuskelProcessor} according to a
0577 * specified criterion, and emits these grouped items as
0578 * {@link GroupedMuskelProcessor}s, one {@code MuskelProcessor} per group.
0579 * <em>Note:</em> A {@link GroupedMuskelProcessor} will cache the items it
0580 * is to emit until such time as it is subscribed to. For this reason, in
0581 * order to avoid memory leaks, you should not simply ignore those
0582 * {@code GroupedMuskelProcessor}s that do not concern you. Instead, you can
0583 * signal to them that they may discard their buffers by applying an
0584 * operator like {@link #take}{@code (0)} to them.
0585 *
0586 * @param keySelector
0587      * a function that extracts the key for each item 
0588 * @param <K>
0589      * the key type 
0590 * @return an {@code MuskelProcessor} that emits
0591      * {@link GroupedMuskelProcessor}s, each of which corresponds to a 
0592      * unique key value and each of which emits those items from the 
0593      * source MuskelProcessor that share that key value 
0594      */ 
0595     default <K> MuskelProcessor<GroupedMuskelProcessor<K, T>> groupBy( 
0596       final SerializableFunction<? super T, K> keySelector) { 
0597   return groupBySorted(keySelector, null); 
0598     } 
0599 
0600     /** 
0601 * Groups the items emitted by an {@code MuskelProcessor} according to a
0602 * specified criterion, and emits these grouped items as
0603 * {@link GroupedMuskelProcessor}s, one {@code MuskelProcessor} per group.
0604 * Each Group is ordered by natural order
0605      * 
0606 * @param keySelector
0607      * a function that extracts the key for each item 
0608 * @throws ClassCastException
0609      * if any item emitted by the MuskelProcessor does not implement 
0610      * {@link Comparable} with respect to all other items emitted by 
0611      * the MuskelProcessor 
0612 * @param <K>
0613      * the key type 
0614 * @return an {@code MuskelProcessor} that emits
0615      * {@link GroupedMuskelProcessor}s, each of which corresponds to a 
0616      * unique key value and each of which emits those items from the 
0617      * source MuskelProcessor that share that key value 
0618      */ 
0619     @SuppressWarnings("unchecked") 
0620     default <K> MuskelProcessor<GroupedMuskelProcessor<K, T>> groupBySorted( 
0621       final SerializableFunction<? super T, K> keySelector) { 
0622   return groupBySorted(keySelector, ComparatorUtils.DEFAULT_SORT_FUNCTION); 
0623     } 
0624 
0625     /** 
0626 * Groups the items emitted by an {@code MuskelProcessor} according to a
0627 * specified criterion, and emits these grouped items as
0628 * {@link GroupedMuskelProcessor}s, one {@code MuskelProcessor} per group.
0629 * Each Group is ordered by sortFunction
0630      * 
0631 * @throws ClassCastException
0632      *    if any item emitted by the MuskelProcessor does not implement 
0633      * {@link Comparable} with respect to all other items emitted by 
0634      * the MuskelProcessor 
0635 * @param keySelector
0636      * a function that extracts the key for each item 
0637      * 
0638 * @param sortFunction
0639      * a {@link SerializableBiFunction} that compares two items 
0640      * emitted by the source MuskelProcessor and returns an Integer 
0641      * that indicates their sort order 
0642 * @param <K>
0643      * the key type 
0644 * @return an {@code MuskelProcessor} that emits
0645      * {@link GroupedMuskelProcessor}s, each of which corresponds to a 
0646      * unique key value and each of which emits those items from the 
0647      * source MuskelProcessor that share that key value 
0648      */ 
0649     default <K> MuskelProcessor<GroupedMuskelProcessor<K, T>> groupBySorted( 
0650       final SerializableFunction<? super T, K> keySelector, 
0651       SerializableBiFunction<? super T, ? super T, Integer> sortFunction) { 
0652   return lift(new OperatorGroupBy<T, K>(keySelector, sortFunction)); 
0653     } 
0654 
0655     /** 
0656 * Groups the items emitted by an {@code MuskelProcessor} according to a
0657 * specified criterion, and emits these grouped items as
0658 * {@link GroupedMuskelProcessor}s, one {@code MuskelProcessor} per group
0659 * contains a list of groups. Each Group is ordered by natural order
0660      * 
0661 * @param keySelector
0662      * a function that extracts the key for each item 
0663 * @throws ClassCastException
0664      * if any item emitted by the MuskelProcessor does not implement 
0665      * {@link Comparable} with respect to all other items emitted by 
0666      * the MuskelProcessor 
0667 * @param <K>
0668      * the key type 
0669 * @return an {@code MuskelProcessor} that emits
0670      * {@link GroupedMuskelProcessor}s, each of which corresponds to a 
0671      * unique key value and each of which emits those items from the 
0672      * source MuskelProcessor that share that key value 
0673      */ 
0674     @SuppressWarnings("unchecked") 
0675     default <K> MuskelProcessor<GroupedMuskelProcessor<K, List<T>>> groupBySortedToList( 
0676       final SerializableFunction<? super T, K> keySelector) { 
0677   return groupBySortedToList(keySelector, 
0678     ComparatorUtils.DEFAULT_SORT_FUNCTION); 
0679     } 
0680 
0681     /** 
0682 * Groups the items emitted by an {@code MuskelProcessor} according to a
0683 * specified criterion, and emits these grouped items as
0684 * {@link GroupedMuskelProcessor}s, one {@code MuskelProcessor} per group
0685 * contains a list of groups. Each Group is ordered by natural order
0686      * 
0687 * @param keySelector
0688      * a function that extracts the key for each item 
0689 * @param sortFunction
0690      * a {@link SerializableBiFunction} that compares two items 
0691      * emitted by the source MuskelProcessor and returns an Integer 
0692      * that indicates their sort order 
0693 * @throws ClassCastException
0694      * if any item emitted by the MuskelProcessor does not implement 
0695      * {@link Comparable} with respect to all other items emitted by 
0696      * the MuskelProcessor 
0697 * @param <K>
0698      * the key type 
0699 * @return an {@code MuskelProcessor} that emits
0700      * {@link GroupedMuskelProcessor}s, each of which corresponds to a 
0701      * unique key value and each of which emits those items from the 
0702      * source MuskelProcessor that share that key value 
0703      */ 
0704     default <K> MuskelProcessor<GroupedMuskelProcessor<K, List<T>>> groupBySortedToList( 
0705       final SerializableFunction<? super T, K> keySelector, 
0706       SerializableBiFunction<? super T, ? super T, Integer> sortFunction) { 
0707   return lift(new OperatorGroupByToList<T, K>(keySelector, sortFunction)); 
0708     } 
0709 
0710     /** 
0711 * Returns a MuskelProcessor that emits the last item emitted by the source
0712 * MuskelProcessor or notifies MuskelProcessors of a
0713 * {@code NoSuchElementException} if the source MuskelProcessor is empty.
0714      * 
0715 * @return a MuskelProcessor that emits the last item from the source
0716      * MuskelProcessor or notifies MuskelProcessors of an error 
0717      */ 
0718     default MuskelProcessor<T> last() { 
0719   return takeLast(1).single(); 
0720     } 
0721 
0722     /** 
0723 * Lifts a function to the current MuskelProcessor and returns a new
0724 * MuskelProcessor that when subscribed to will pass the values of the
0725 * current MuskelProcessor through the Operator function.
0726 * <p>
0727 * In other words, this allows chaining Functions together on an
0728 * MuskelProcessor for acting on the values within the MuskelProcessor.
0729 * <p>
0730 * {@code
0731 * processor.map(...).filter(...).take(5).lift(new OperatorA()).lift(new
OperatorB(...)).subscribe() 
0732 * }
0733      * 
0734 * @param <R>
0735      * the type of the items that this MuskelProcessor emits 
0736 * @param lift
0737      * the Operator that implements the MuskelProcessor-operating 
0738      * function to be applied to the source MuskelProcessor 
0739 * @return a MuskelProcessor that is the result of applying the lifted
0740      * Operator to the source MuskelProcessor 
0741      */ 
0742     <R> MuskelProcessor<R> lift(final Operator<? extends R, ? super T> lift); 
0743 
0744     /** 
0745 * Returns a MuskelProcessor that applies a specified function to each item
0746 * emitted by the source MuskelProcessor and emits the results of these
0747 * function applications.
0748      * 
0749 * @param <R>
0750      * the type of the items that this MuskelProcessor emits 
0751 * @param function
0752      * a function to apply to each item emitted by the 
0753      * MuskelProcessor 
0754 * @return a MuskelProcessor that emits the items from the source
0755      * MuskelProcessor, transformed by the specified function 
0756      */ 
0757     default <R> MuskelProcessor<R> map( 
0758       SerializableFunction<? super T, ? extends R> function) { 
0759   return map(function, null); 
0760     } 
0761 
0762     /** 
0763 * Returns a MuskelProcessor that applies a specified function to each item
0764 * emitted by the source MuskelProcessor and emits the results of these
0765 * function applications. Each Function is called in another executor
0766      * 
0767 * @param <R>
0768      * the type of the items that this MuskelProcessor emits 
0769 * @param function
0770      * a function to apply to each item emitted by the 
0771      * MuskelProcessor 
0772 * @param executor
0773      * executor where execute a function 
0774 * @return a MuskelProcessor that emits the items from the source
0775      * MuskelProcessor, transformed by the specified function 
0776      */ 
0777     default <R> MuskelProcessor<R> map( 
0778       SerializableFunction<? super T, ? extends R> function, 
0779       MuskelExecutor executor) { 
0780  
0781   return lift(new OperatorMap<T, R>(function, getContext(), executor)); 
0782     } 
0783 
0784     /** 
0785 * Converts the source {@code MuskelProcessor<T>} into an
0786 * {@code MuskelProcessor<MuskelProcessor<T>>} that emits the source
0787 * MuskelProcessor as its single emission.
0788      * 
0789 * @return a MuskelProcessor that emits a single item: the source
0790      * MuskelProcessor 
0791      */ 
0792     default MuskelProcessor<MuskelProcessor<T>> nest() { 
0793   return just(this); 
0794     } 
0795 
0796     /** 
0797 * Returns a MuskelProcessor that applies a specified accumulator function
0798 * to the first item emitted by a source MuskelProcessor and a specified
0799 * seed value, then feeds the result of that function along with the second
0800 * item emitted by a MuskelProcessor into the same function, and so on until
0801 * all items have been emitted by the source MuskelProcessor, emitting the
0802 * final result from the final call to your function as its sole item. This
0803 * technique, which is called "reduce" here, is sometimec called
0804 * "aggregate," "fold," "accumulate," "compress," or "inject" in other
0805 * programming contexts. Groovy, for instance, has an {@code inject} method
0806 * that does a similar operation on lists.
0807      * 
0808 * @param <R>
0809      * the type of the items that this MuskelProcessor emits 
0810 * @param initialValue
0811      * the initial (seed) accumulator value 
0812 * @param accumulator
0813      * an accumulator function to be invoked on each item emitted by 
0814      * the source MuskelProcessor, the result of which will be used 
0815      * in the next accumulator call 
0816 * @return a MuskelProcessor that emits a single item that is the result of
0817      * accumulating the output from the items emitted by the source 
0818      * MuskelProcessor 
0819 * @see <a
0820 * href="http://en.wikipedia.org/wiki/Fold_(higher-order_function)">Wikipedia:
0821 * Fold (higher-order function)</a>
0822      */ 
0823     default <R> MuskelProcessor<R> reduce(R initialValue, 
0824       SerializableBiFunction<R, ? super T, R> accumulator) { 
0825   return scan(initialValue, accumulator).last(); 
0826     } 
0827 
0828     /** 
0829 * Returns a MuskelProcessor that applies a specified accumulator function
0830 * to the first item emitted by a source MuskelProcessor, then feeds the
0831 * result of that function along with the second item emitted by the source
0832 * MuskelProcessor into the same function, and so on until all items have
0833 * been emitted by the source MuskelProcessor, and emits the final result
0834 * from the final call to your function as its sole item.
0835      * 
0836 * This technique, which is called "reduce" here, is sometimes called
0837 * "aggregate," "fold," "accumulate," "compress," or "inject" in other
0838 * programming contexts. Groovy, for instance, has an {@code inject} method
0839 * that does a similar operation on lists.
0840      * 
0841 * the type of the items that this MuskelProcessor emits
0842      * 
0843 * @param accumulator
0844      * an accumulator function to be invoked on each item emitted by 
0845      * the source MuskelProcessor, whose result will be used in the 
0846      * next accumulator call 
0847 * @return a MuskelProcessor that emits a single item that is the result of
0848      * accumulating the items emitted by the source MuskelProcessor 
0849 * @throws IllegalArgumentException
0850      * if the source MuskelProcessor emits no items 
0851 * @see <a
0852 * href="http://en.wikipedia.org/wiki/Fold_(higher-order_function)">Wikipedia:
0853 * Fold (higher-order function)</a>
0854      */ 
0855     default MuskelProcessor<T> reduce( 
0856       SerializableBiFunction<T, T, T> accumulator) { 
0857   return scan(accumulator).last(); 
0858     } 
0859 
0860     /** 
0861 * Returns a MuskelProcessor that applies a specified accumulator function
0862 * to the first item emitted by a source MuskelProcessor and a seed value,
0863 * then feeds the result of that function along with the second item emitted
0864 * by the source MuskelProcessor into the same function, and so on until all
0865 * items have been emitted by the source MuskelProcessor, emitting the
0866 * result of each of these iterations. This sort of function is sometimes
0867 * called an accumulator.
0868 * <p>
0869 * Note that the MuskelProcessor that results from this method will emit
0870 * {@code initialValue} as its first emitted item.
0871      * 
0872 * @param <R>
0873      * the type of the items that this MuskelProcessor emits 
0874 * @param initialValue
0875      * the initial (seed) accumulator item 
0876 * @param accumulator
0877      * an accumulator function to be invoked on each item emitted by 
0878      * the source MuskelProcessor, whose result will be emitted to 
0879      * {@link Subscriber}s via {@link Subscriber#onNext onNext} and 
0880      * used in the next accumulator call 
0881 * @return a MuskelProcessor that emits {@code initialValue} followed by the
0882      * results of each call to the accumulator function 
0883      */ 
0884     default <R> MuskelProcessor<R> scan(R initialValue, 
0885       SerializableBiFunction<R, ? super T, R> accumulator) { 
0886   return lift(new OperatorScan<R, T>(initialValue, accumulator)); 
0887     } 
0888 
0889     /** 
0890 * Returns a MuskelProcessor that applies a specified accumulator function
0891 * to the first item emitted by a source MuskelProcessor, then feeds the
0892 * result of that function along with the second item emitted by the source
0893 * MuskelProcessor into the same function, and so on until all items have
0894 * been emitted by the source MuskelProcessor, emitting the result of each
0895 * of these iterations.
0896      * 
0897 * @param accumulator
0898      * an accumulator function to be invoked on each item emitted by 
0899      * the source MuskelProcessor, whose result will be emitted to 
0900      * {@link Subscriber}s via {@link Subscriber#onNext onNext} and 
0901      *   used in the next accumulator call 
0902 * @return a MuskelProcessor that emits the results of each call to the
0903      * accumulator function 
0904      */ 
0905     default MuskelProcessor<T> scan(SerializableBiFunction<T, T, T> accumulator) { 
0906   return lift(new OperatorScan<T, T>(accumulator)); 
0907     } 
0908 
0909     /** 
0910 * Returns a MuskelProcessor that emits the single item emitted by the
0911 * source MuskelProcessor, if that MuskelProcessor emits only a single item.
0912 * If the source MuskelProcessor emits more than one item or no items,
0913 * notify of an {@code IllegalArgumentException} or
0914 * {@code NoSuchElementException} respectively.
0915      * 
0916 * @return a MuskelProcessor that emits the single item emitted by the
0917      * source MuskelProcessor 
0918 * @throws IllegalArgumentException
0919      * if the source emits more than one item 
0920 * @throws NoSuchElementException
0921      * if the source emits no items 
0922      */ 
0923     default MuskelProcessor<T> single() { 
0924   return lift(new OperatorSingle<T>()); 
0925     } 
0926 
0927     /** 
0928 * Returns a MuskelProcessor that emits the single item emitted by the
0929 * source MuskelProcessor that matches a specified predicate, if that
0930 * MuskelProcessor emits one such item. If the source MuskelProcessor emits
0931 * more than one such item or no such items, notify of an
0932 * {@code IllegalArgumentException} or {@code NoSuchElementException}
0933 * respectively.
0934  * 
0935 * @param predicate
0936      * a predicate function to evaluate items emitted by the source 
0937      * MuskelProcessor 
0938 * @return a MuskelProcessor that emits the single item emitted by the
0939      * source MuskelProcessor that matches the predicate 
0940 * @throws IllegalArgumentException
0941      * if the source MuskelProcessor emits more than one item that 
0942      * matches the predicate 
0943 * @throws NoSuchElementException
0944      * if the source MuskelProcessor emits no item that matches the 
0945      * predicate 
0946      */ 
0947     default MuskelProcessor<T> single(SerializablePredicate<? super T> predicate) { 
0948   return filter(predicate).single(); 
0949     } 
0950 
0951     /** 
0952 * Returns a MuskelProcessor that emits the single item emitted by the
0953 * source MuskelProcessor, if that MuskelProcessor emits only a single item,
0954 * or a default item if the source MuskelProcessor emits no items. If the
0955 * source MuskelProcessor emits more than one item, throw an
0956 * {@code IllegalArgumentException}.
0957      * 
0958 * @param defaultValue
0959      *  a default value to emit if the source MuskelProcessor emits no 
0960      * item 
0961 * @return a MuskelProcessor that emits the single item emitted by the
0962      * source MuskelProcessor, or a default item if the source 
0963   * MuskelProcessor is empty 
0964 * @throws IllegalArgumentException
0965      * if the source MuskelProcessor emits more than one item 
0966      */ 
0967     default MuskelProcessor<T> singleOrDefault(T defaultValue) { 
0968   return lift(new OperatorSingle<T>(defaultValue)); 
0969     } 
0970 
0971     /** 
0972 * Returns a MuskelProcessor that emits the single item emitted by the
0973 * source MuskelProcessor that matches a predicate, if that MuskelProcessor
0974 * emits only one such item, or a default item if the source MuskelProcessor
0975 * emits no such items. If the source MuskelProcessor emits more than one
0976 * such item, throw an {@code IllegalArgumentException}.
0977      * 
0978 * @param defaultValue
0979      * a default item to emit if the source MuskelProcessor emits no 
0980      * matching items 
0981 * @param predicate
0982      * a predicate to evaluate items emitted by the source 
0983      * MuskelProcessor 
0984 * @return a MuskelProcessor that emits the single item emitted by the
0985      * source MuskelProcessor that matches the predicate, or the default 
0986      * item if no emitted item matches the predicate 
0987 * @throws IllegalArgumentException
0988      * if the source MuskelProcessor emits more than one item that 
0989      * matches the predicate 
0990      */ 
0991     default MuskelProcessor<T> singleOrDefault(T defaultValue, 
0992       SerializablePredicate<? super T> predicate) { 
0993   return filter(predicate).singleOrDefault(defaultValue); 
0994     } 
0995 
0996     /** 
0997 * Subscribes to a MuskelProcessor and provides a callback to handle the
0998 * items it emits.
0999      * 
1000 * @param onNext
1001      * the {@code SerializableConsumer<T>} you have designed to 
1002      * accept emissions from the MuskelProcessor 
1003 * @return a {@link Subscription} reference with which the
1004      * {@link Subscriber} can stop receiving items before the 
1005      * MuskelProcessor has finished sending them 
1006 * @throws IllegalArgumentException
1007      * if {@code onNext} is null 
1008      */ 
1009     default void subscribe(final SerializableConsumer<? super T> onNext) { 
1010   if (onNext == null) { 
1011       throw new IllegalArgumentException("onNext can not be null"); 
1012   } 
1013   subscribe(new OnNextSubscriber<T>(onNext) { 
1014       private static final long serialVersionUID = 1L; 
1015 
1016       @Override 
1017       public final void onError(Throwable e) { 
1018     if (e instanceof RuntimeException) { 
1019         throw (RuntimeException) e; 
1020     } else { 
1021         throw new RuntimeException(e); 
1022     } 
1023       } 
1024   }); 
1025     } 
1026 
1027     /** 
1028 * Subscribes to a MuskelProcessor and provides a MuskelProcessor that
1029 * implements functions to handle the items the MuskelProcessor emits and
1030 * any error or completion notification it issues.
1031      * 
1032 * @param subscriber
1033      * the MuskelProcessor that will handle emissions and 
1034      *            notifications from the MuskelProcessor 
1035 * @return a {@link Subscription} reference with which the
1036      * {@link Subscriber} can stop receiving items before the 
1037      * MuskelProcessor has completed 
1038      */ 
1039     void subscribe(SerializableSubscriber<? super T> subscriber); 
1040 
1041     /** 
1042 * Asynchronously subscribes Publishers to this MuskelProcessor on the
1043 * specified {@link MuskelExecutor}.
1044      * 
1045 * @param executor
1046      * the {@link MuskelExecutor} to perform subscription actions on 
1047 * @return the source MuskelProcessor modified so that its subscriptions
1048      * happen on the specified {@link MuskelExecutor} 
1049      */ 
1050     default MuskelProcessor<T> subscribeOn(MuskelExecutor executor) { 
1051   return nest().lift(new OperatorSubscribeOn<T>(getContext(), executor)); 
1052     } 
1053 
1054     /** 
1055 * Returns a MuskelProcessor that emits only the first {@code num} items
1056 * emitted by the source MuskelProcessor.
1057      * 
1058 * @param num
1059      * the maximum number of items to emit 
1060 * @return a MuskelProcessor that emits only the first {@code num} items
1061      * emitted by the source MuskelProcessor, or all of the items from 
1062      * the source MuskelProcessor if that MuskelProcessor emits fewer 
1063      * than {@code num} items 
1064      */ 
1065     default MuskelProcessor<T> take(final int num) { 
1066   return take(num, false); 
1067     } 
1068 
1069     /** 
1070 * Returns a MuskelProcessor that emits only the first {@code num} items
1071 * emitted by the source MuskelProcessor. If unbounded the source Subscriber
1072 * request max of possible items
1073      * 
1074 * @param num
1075      * the maximum number of items to emit 
1076 * @param unbounded
1077      * If true the source Subscriber request max of possible items 
1078 * @return a MuskelProcessor that emits only the first {@code num} items
1079      * emitted by the source MuskelProcessor, or all of the items from 
1080      * the source MuskelProcessor if that MuskelProcessor emits fewer 
1081      *         than {@code num} items 
1082      */ 
1083     default MuskelProcessor<T> take(final int num, boolean unbounded) { 
1084   return lift(new OperatorTake<T>(num, unbounded)); 
1085     } 
1086 
1087     /** 
1088 * Returns a MuskelProcessor that emits only the very first item emitted by
1089 * the source MuskelProcessor that satisfies a specified condition.
1090      * 
1091 * @param predicate
1092      * the condition any item emitted by the source MuskelProcessor 
1093      * has to satisfy 
1094 * @return a MuskelProcessor that emits only the very first item emitted by
1095      * the source MuskelProcessor that satisfies the given condition, or 
1096      * that completes without emitting anything if the source 
1097      * MuskelProcessor completes without emitting a single 
1098      * condition-satisfying item 
1099      */ 
1100     default MuskelProcessor<T> takeFirst( 
1101       SerializablePredicate<? super T> predicate) { 
1102   return filter(predicate).take(1, true); 
1103     } 
1104 
1105     /** 
1106 * Returns a MuskelProcessor that emits only the last {@code count} items
1107 * emitted by the source MuskelProcessor.
1108      * 
1109 * @param count
1110      * the number of items to emit from the end of the sequence of 
1111      * items emitted by the source MuskelProcessor 
1112 * @return a MuskelProcessor that emits only the last {@code count} items
1113      * emitted by the source MuskelProcessor 
1114 * @throws IndexOutOfBoundsException
1115      * if {@code count} is less than zero 
1116      */ 
1117     default MuskelProcessor<T> takeLast(final int count) { 
1118   return lift(new OperatorTakeLast<T>(count)); 
1119     } 
1120 
1121     /** 
1122 * Converts a MuskelProcessor into a {@link BlockingMuskelProcessor} (an
1123 * MuskelProcessor with blocking operators).
1124      * 
1125 * @return a {@code BlockingMuskelProcessor} version of this MuskelProcessor
1126      */ 
1127     default BlockingMuskelProcessor<T> toBlocking() { 
1128   return BlockingMuskelProcessor.from(this); 
1129     } 
1130 
1131     /** 
1132 * Returns a MuskelProcessor that emits a single item, a list composed of
1133 * all the items emitted by the source MuskelProcessor.
1134      * 
1135 * Normally, a MuskelProcessor that returns multiple items will do so by
1136 * invoking its {@link Subscriber}'s {@link Subscriber#onNext onNext} method
1137 * for each such item. You can change this behavior, instructing the
1138 * MuskelProcessor to compose a list of all of these items and then to
1139 * invoke the Subscriber's {@code onNext} function once, passing it the
1140 * entire list, by calling the Subscriber's {@code toList} method prior to
1141 * calling its {@link #subscribe} method.
1142 * <p>
1143 * Be careful not to use this operator on Subscribers that emit infinite or
1144 * very large numbers of items, as you do not have the option to
1145 * unsubscribe.
1146      * 
1147 * @return an Subscriber that emits a single item: a List containing all of
1148   * the items emitted by the source Subscriber 
1149      */ 
1150     default MuskelProcessor<List<T>> toList() { 
1151   return lift(new OperatorToList<T>()); 
1152     } 
1153 
1154     /** 
1155 * Returns MuskelProcessor that emits a transfer a source MuskelProcessor
1156 * from remote node to local
1157      * 
1158 * @return MuskelProcessor that emits a transfer a source MuskelProcessor
1159      *         from remote node to local 
1160      */ 
1161     default MuskelProcessor<T> toLocal() { 
1162 
1163   return lift(new OperatorToLocal<T>(getContext())); 
1164     } 
1165 
1166     /** 
1167 * Returns a MuskelProcessor that emits a list that contains the items
1168 * emitted by the source MuskelProcessor, in a sorted order. Each item
1169 * emitted by the MuskelProcessor must implement {@link Comparable} with
1170 * respect to all other items in the sequence.
1171      * 
1172 * @throws ClassCastException
1173      * if any item emitted by the MuskelProcessor does not implement 
1174      * {@link Comparable} with respect to all other items emitted by 
1175      * the MuskelProcessor 
1176 * @return a MuskelProcessor that emits a list that contains the items
1177      * emitted by the source MuskelProcessor in sorted order 
1178      */ 
1179     default MuskelProcessor<List<T>> toSortedList() { 
1180   return lift(new OperatorToSortedList<>()); 
1181     } 
1182 
1183     /** 
1184 * Returns a MuskelProcessor that emits a list that contains the items
1185 * emitted by the source MuskelProcessor, in a sorted order based on a
1186 * specified comparison function.
1187      * 
1188 * @param sortFunction
1189      * a {@link SerializableBiFunction} that compares two items 
1190      * emitted by the source MuskelProcessor and returns an Integer 
1191      * that indicates their sort order 
1192 * @return a MuskelProcessor that emits a list that contains the items
1193      * emitted by the source MuskelProcessor in sorted order 
1194      */ 
1195     default MuskelProcessor<List<T>> toSortedList( 
1196       SerializableBiFunction<? super T, ? super T, Integer> sortFunction) { 
1197   return lift(new OperatorToSortedList<T>(sortFunction)); 
1198     } 
1199 
1200     /** 
1201 * Assign the {@link MuskelContext} to the execution
1202      * 
1203 * @param context
1204      * a {@link MuskelContext} 
1205 * @return a MuskelProcessor with assigned {@link MuskelContext}
1206      */ 
1207     MuskelProcessor<T> withContext(MuskelContext context); 
1208 
1209     /** 
1210 * Returns the current {@link MuskelContext} assigned to execution
1211      * 
1212 * @return a {@link MuskelContext} assigned to {@link MuskelProcessor}
1213      */ 
1214     MuskelContext getContext(); 
1215 
1216     @Override 
1217     void close(); 
1218 } 
001 package it.reactive.muskel.processors; 
002 
003 import java.util.concurrent.atomic.AtomicReference; 
004 
005 import it.reactive.muskel.MuskelProcessor; 
006 import it.reactive.muskel.context.MuskelContext; 
007 import it.reactive.muskel.context.proxy.ProxyMuskelContext; 
008 import it.reactive.muskel.functions.SerializableSubscriber; 
009 import it.reactive.muskel.internal.functions.Operator; 
010 import it.reactive.muskel.internal.subscriber.AbstractBasicSubscriber; 
011 
012 import org.reactivestreams.Publisher; 
013 import org.reactivestreams.Subscriber; 
014 import org.reactivestreams.Subscription; 
015 
016 public class MuskelProcessorImpl<T> implements MuskelProcessor<T> { 
017     private static final long serialVersionUID = 1L; 
018 
019     private final Publisher<T> publisher; 
020 
021     private transient MuskelContext context; 
022 
023     /** 
024 * Creates a MuskelProcessor with a {@link Publisher} to execute when it is
025 * subscribed to.
026 * <p>
027 * <em>Note:</em> Use {@link #create(Publisher)} to create an
028 * MuskelProcessor, instead of this constructor, unless you specifically
029 * have a need for inheritance.
030      * 
031 * @param publisher
032      * {@link Publisher} to be executed when 
033      * {@link #subscribe(Subscriber)} is called 
034      */ 
035     public MuskelProcessorImpl(Publisher<T> publisher) { 
036   this(publisher, new ProxyMuskelContext()); 
037     } 
038 
039     /** 
040 * Creates a MuskelProcessor with a {@link Publisher} to execute when it is
041 * subscribed to and a {@link MuskelContext}.
042 * <p>
043 * <em>Note:</em> Use {@link #create(Publisher)} to create an
044 * MuskelProcessor, instead of this constructor, unless you specifically
045 * have a need for inheritance.
046      * 
047 * @param publisher
048      * {@link Publisher} to be executed when 
049      * {@link #subscribe(Subscriber)} is called 
050 * @param context
051      * {@link MuskelContext} for thread pooling 
052      * 
053      */ 
054     public MuskelProcessorImpl(Publisher<T> publisher, MuskelContext context) { 
055   this.publisher = publisher; 
056   this.context = context; 
057     } 
058 
059     @Override 
060     public MuskelProcessor<T> withContext(MuskelContext context) { 
061   if (this.context instanceof ProxyMuskelContext) { 
062       ((ProxyMuskelContext) this.context).setTarget(context); 
063   } else { 
064       this.context = context; 
065   } 
066   return this; 
067     } 
068 
069     @Override 
070     public void close() { 
071   if (this.context != null) { 
072       this.context.close(); 
073   } 
074 
075     } 
076 
077     @SuppressWarnings("unchecked") 
078     @Override 
079     public <R> MuskelProcessor<R> lift( 
080       final Operator<? extends R, ? super T> lift) { 
081   return (MuskelProcessor<R>) MuskelProcessor.create(s -> { 
082       try { 
083     Subscriber<? super T> st = lift.apply(s); 
084     publisher.subscribe(st); 
085 
086       } catch (Throwable t) { 
087 s.onError(t);
088       } 
089 
090   }, getContext()); 
091 
092     } 
093 
094     @Override 
095     public void subscribe(SerializableSubscriber<? super T> subscriber) { 
096   // validate and proceed 
097   if (subscriber == null) { 
098       throw new IllegalArgumentException("observer can not be null"); 
099   } 
100   if (publisher == null) { 
101       throw new IllegalStateException( 
102         "onSubscribe function can not be null."); 
103 
104   } 
105   AtomicReference<Subscription> subscription = new AtomicReference<Subscription>(); 
106 
107   // new Subscriber so onStart it 
108   publisher.subscribe(new AbstractBasicSubscriber<T, T>(subscriber) { 
109 
110       private static final long serialVersionUID = 1L; 
111 
112       @Override 
113       public void onSubscribe(Subscription s) { 
114     // Puo essere nullo a seguito della serializzazione 
115     if (subscription != null) { 
116         subscription.set(s); 
117     } 
118     super.onSubscribe(s); 
119       } 
120 
121   }); 
122 
123   // return subscription.get(); 
124     } 
125 
126     @Override 
127     public MuskelContext getContext() { 
128   return this.context; 
129     } 
130 
131 } 01 package it.reactive.muskel.processors.utils; 
02 
03 import lombok.experimental.UtilityClass; 
04 import it.reactive.muskel.MuskelProcessor; 
05 
06 import org.reactivestreams.Publisher; 
07 import org.reactivestreams.Subscriber; 
08 import org.reactivestreams.Subscription; 
09 
10 @UtilityClass 
11 public class MuskelProcessorUtils { 
12 
13     /** Un muskelprocessor che emette solo onComplete dopo essere sottoscritto. */ 
14     public static final MuskelProcessor<Object> EMPTY = MuskelProcessor 
15       .create(new Publisher<Object>() { 
16 
17     @Override 
18     public void subscribe(Subscriber<? super Object> s) { 
19 s.onSubscribe(new Subscription() {
20 
21       @Override 
22       public void cancel() { 
23 
24       } 
25 
26       @Override 
27       public void request(long n) { 
28 s.onComplete();
29 
30       } 
31         }); 
32 
33     } 
34       }); 
35 } 
01 package it.reactive.muskel.context; 
02 
03 import java.util.concurrent.TimeUnit; 
04 
05 /** 
06  * This interface wraps the real implementation of queue 
07  * 
08  * @param <E> 
09  *            the type o queue 
10  */ 
11 public interface MuskelQueue<E> { 
12 
13     /** 
14 * Retrieves and removes the head of this queue, waiting up to the specified
15 * wait time if necessary for an element to become available.
16      * 
17 * @param <E>
18      * The return type 
19 * @param timeout
20      * how long to wait before giving up, in units of {@code unit} 
21 * @param unit
22      * a {@code TimeUnit} determining how to interpret the 
23      * {@code timeout} parameter 
24 * @return the head of this queue, or {@code null} if the specified waiting
25      * time elapses before an element is available 
26 * @throws InterruptedException
27      * if interrupted while waiting 
28      */ 
29     E poll(long timeout, TimeUnit unit) throws InterruptedException; 
30 
31     /** 
32 * Inserts the specified element into this queue if it is possible to do so
33 * immediately without violating capacity restrictions, returning
34 * {@code true} upon success and {@code false} if no space is currently
35 * available.
36      * 
37 * @param obj
38      * the element to add 
39 * @return {@code true} if the element was added to this queue, else
40      * {@code false} 
41 * @throws ClassCastException
42      * if the class of the specified element prevents it from being 
43      * added to this queue 
44 * @throws NullPointerException
45      * if the specified element is null 
46 * @throws IllegalArgumentException
47      * if some property of the specified element prevents it from 
48      * being added to this queue 
49      */ 
50     boolean offer(E obj); 
51 
52     void clear(); 
53 
54 } 
1 package it.reactive.muskel.executor; 
2 
3 import it.reactive.muskel.MuskelExecutor; 
4 
5 public interface NamedMuskelExecutorService extends MuskelExecutorService { 
6 




002  *  
003  * Modified from 
http://www.javacodegeeks.com/2013/08/simple-and-lightweight-pool-implementation.html 
004  */ 
005 package it.reactive.muskel.internal.utils; 
006 
007 import it.reactive.muskel.internal.utils.unsafe.MpmcArrayQueue; 
008 import it.reactive.muskel.internal.utils.unsafe.UnsafeAccess; 
009 
010 import java.util.Queue; 
011 import java.util.concurrent.ConcurrentLinkedQueue; 
012 
013 public abstract class ObjectPool<T> { 
014     private Queue<T> pool; 
015     private final int maxSize; 
016 
017     // private Scheduler.Worker schedulerWorker; 
018 
019     public ObjectPool() { 
020   this(0, 0, 67); 
021     } 
022 
023     /** 
024 * Creates the pool.
025      * 
026 * @param minIdle
027      * minimum number of objects residing in the pool 
028 * @param maxIdle
029      * maximum number of objects residing in the pool 
030 * @param validationInterval
031      * time in seconds for periodical checking of minIdle / maxIdle 
032      * conditions in a separate thread. When the number of objects is 
033      * less than minIdle, missing instances will be created. When the 
034      *  number of objects is greater than maxIdle, too many instances 
035      * will be removed. 
036      */ 
037     private ObjectPool(final int min, final int max, 
038       final long validationInterval) { 
039   this.maxSize = max; 
040   // initialize pool 
041   initialize(min); 
042 
043   /* 
044    * schedulerWorker = Schedulers.computation().createWorker(); 
045    * schedulerWorker.schedulePeriodically(new Action0() { 
046    *  
047    * @Override public void call() { int size = pool.size(); if (size < 
048    * min) { int sizeToBeAdded = max - size; for (int i = 0; i < 
049    * sizeToBeAdded; i++) { pool.add(createObject()); } } else if (size > 
050    * max) { int sizeToBeRemoved = size - max; for (int i = 0; i < 
051    * sizeToBeRemoved; i++) { // pool.pollLast(); pool.poll(); } } } 
052    *  
053    * }, validationInterval, validationInterval, TimeUnit.SECONDS); 
054    */ 
055     } 
056 
057     /** 
058 * Gets the next free object from the pool. If the pool doesn't contain any
059 * objects, a new object will be created and given to the caller of this
060 * method back.
061      * 
062 * @return T borrowed object
063      */ 
064     public T borrowObject() { 
065   T object; 
066   if ((object = pool.poll()) == null) { 
067       object = createObject(); 
068   } 
069 
070   return object; 
071     } 
072 
073     /** 
074 * Returns object back to the pool.
075      * 
076 * @param object
077      * object to be returned 
078      */ 
079     public void returnObject(T object) { 
080   if (object == null) { 
081       return; 
082   } 
083 
084   this.pool.offer(object); 
085     } 
086 
087     /** 
088 * Shutdown this pool.
089      */ 
090     public void shutdown() { 
091   // schedulerWorker.unsubscribe(); 
092     } 
093 
094     /** 
095 * Creates a new object.
096      * 
097 * @return T new object
098      */ 
099     protected abstract T createObject(); 
100 
101     private void initialize(final int min) { 
102   if (UnsafeAccess.isUnsafeAvailable()) { 
103       pool = new MpmcArrayQueue<T>(Math.max(maxSize, 1024)); 
104   } else { 
105       pool = new ConcurrentLinkedQueue<T>(); 
106   } 
107 
108   for (int i = 0; i < min; i++) { 
109       pool.add(createObject()); 
110   } 
111     } 
112 } 
001 package it.reactive.muskel.internal.operators; 
002 
003 import java.io.Serializable; 
004 import java.util.Iterator; 
005 import java.util.concurrent.atomic.AtomicLongFieldUpdater; 
006 
007 import org.reactivestreams.Publisher; 
008 import org.reactivestreams.Subscriber; 
009 import org.reactivestreams.Subscription; 
010 
011 public class OnSubscribeFromIterable<T> implements Publisher<T>, Serializable { 
012 
013     private static final long serialVersionUID = 1L; 
014     final Iterable<? extends T> is; 
015 
016     public OnSubscribeFromIterable(Iterable<? extends T> iterable) { 
017   if (iterable == null) { 
018       throw new NullPointerException("iterable must not be null"); 
019   } 
020   this.is = iterable; 
021     } 
022 
023     @Override 
024     public void subscribe(final Subscriber<? super T> o) { 
025   final Iterator<? extends T> it = is.iterator(); 
026   o.onSubscribe(new IterableProducer<T>(o, it)); 
027     } 
028 
029     private static final class IterableProducer<T> implements Subscription { 
030   private final Subscriber<? super T> o; 
031   private final Iterator<? extends T> it; 
032 
033   private boolean unsubscribed = false; 
034 
035   private volatile long requested = 0; 
036   @SuppressWarnings("rawtypes") 
037   private static final AtomicLongFieldUpdater<IterableProducer> REQUESTED_UPDATER = 
AtomicLongFieldUpdater 
038     .newUpdater(IterableProducer.class, "requested"); 
039 
040   private IterableProducer(Subscriber<? super T> o, 
041     Iterator<? extends T> it) { 
042       this.o = o; 
043       this.it = it; 
044   } 
045 
046   protected boolean isUnsubscribed() { 
047       return unsubscribed; 
048   } 
049 
050   @Override 
051   public void request(long n) { 
052       if (REQUESTED_UPDATER.get(this) == Long.MAX_VALUE) { 
053     // already started with fast-path 
054     return; 
055       } 
056       if (n == Long.MAX_VALUE) { 
057     REQUESTED_UPDATER.set(this, n); 
058     // fast-path without backpressure 
059     while (it.hasNext()) { 
060         if (isUnsubscribed()) { 
061       return; 
062         } 
063 o.onNext(it.next());
064     } 
065     if (!isUnsubscribed()) { 
066 o.onComplete();
067     } 
068       } else if (n > 0) { 
069     // backpressure is requested 
070     long _c = getAndAddRequest(REQUESTED_UPDATER, this, n); 
071     if (_c == 0) { 
072         while (true) { 
073       /* 
074 * This complicated logic is done to avoid touching the
075 * volatile `requested` value during the loop itself. If
076 * it is touched during the loop the performance is
077 * impacted significantly.
078        */ 
079       long r = requested; 
080       long numToEmit = r; 
081       while (it.hasNext() && --numToEmit >= 0) { 
082 if (isUnsubscribed()) { 




087       } 
088 
089       if (!it.hasNext()) { 




094       } 
095       if (REQUESTED_UPDATER.addAndGet(this, -r) == 0) { 
096 // we're done emitting the number requested so 
097 // return 
098 return; 
099       } 
100 
101         } 
102     } 
103       } 
104 
105   } 
106 
107   @Override 
108   public void cancel() { 
109       this.unsubscribed = true; 
110 
111   } 
112     } 
113 
114     /** 
115 * Adds {@code n} to {@code requested} field and returns the value prior to
116 * addition once the addition is successful (uses CAS semantics). If
117 * overflows then sets {@code requested} field to {@code Long.MAX_VALUE}.
118      * 
119 * @param requested
120      * atomic field updater for a request count 
121 * @param object
122      * contains the field updated by the updater 
123 * @param n
124      * the number of requests to add to the requested count 
125 * @return requested value just prior to successful addition
126      */ 
127     static <T> long getAndAddRequest(AtomicLongFieldUpdater<T> requested, 
128       T object, long n) { 
129   // add n to field but check for overflow 
130   while (true) { 
131       long current = requested.get(object); 
132       long next = current + n; 
133       // check for overflow 
134       if (next < 0) 
135     next = Long.MAX_VALUE; 
136       if (requested.compareAndSet(object, current, next)) 
137     return current; 
138   } 
139     } 
140 } 
001 package it.reactive.muskel.internal.operators; 
002 
003 import it.reactive.muskel.internal.operator.utils.BackpressureUtils; 
004 
005 import java.io.Serializable; 
006 import java.util.concurrent.atomic.AtomicLong; 
007 
008 import lombok.AllArgsConstructor; 
009 
010 import org.reactivestreams.Publisher; 
011 import org.reactivestreams.Subscriber; 
012 import org.reactivestreams.Subscription; 
013 
014 @AllArgsConstructor 
015 public class OnSubscribeRange implements Publisher<Integer>, Serializable { 
016 
017     private static final long serialVersionUID = 1L; 
018 
019     private final int start; 
020     private final int end; 
021 
022     @Override 
023     public void subscribe(final Subscriber<? super Integer> child) { 
024   child.onSubscribe(new OnSubscribeRangeSubscription(child, start, end)); 
025     } 
026 
027     private static class OnSubscribeRangeSubscription extends AtomicLong 
028       implements Subscription, Serializable { 
029 
030   private static final long serialVersionUID = 1L; 
031 
032   private final Subscriber<? super Integer> child; 
033 
034   private final int end; 
035   private long index; 
036 
037   private boolean unsubscribed = false; 
038 
039   public OnSubscribeRangeSubscription(Subscriber<? super Integer> child, 
040     int start, int end) { 
041       this.child = child; 
042       this.index = start; 
043       this.end = end; 
044   } 
045 
046   @Override 
047   public void request(long n) { 
048       if (get() == Long.MAX_VALUE) { 
049     // already started with fast-path 
050     return; 
051       } 
052       if (n == Long.MAX_VALUE && compareAndSet(0L, Long.MAX_VALUE)) { 
053     // fast-path without backpressure 
054     fastpath(); 
055       } else if (n > 0L) { 
056     long c = BackpressureUtils.getAndAddRequest(this, n); 
057     if (c == 0L) { 
058         // backpressure is requested 
059         slowpath(n); 
060     } 
061       } 
062 
063   } 
064 
065   void slowpath(long r) { 
066       long idx = index; 
067       while (true) { 
068     /* 
069 * This complicated logic is done to avoid touching the volatile
070 * `index` and `requested` values during the loop itself. If
071 * they are touched during the loop the performance is impacted
072 * significantly.
073      */ 
074     long fs = end - idx + 1; 
075     long e = Math.min(fs, r); 
076     final boolean complete = fs <= r; 
077 
078     fs = e + idx; 
079     final Subscriber<? super Integer> o = this.child; 
080 
081     for (long i = idx; i != fs; i++) { 
082         if (isUnsubscribed()) { 
083       return; 
084         } 
085 o.onNext((int) i);
086     } 
087 
088     if (complete) { 
089         if (isUnsubscribed()) { 
090       return; 
091         } 
092 o.onComplete();
093         return; 
094     } 
095 
096     idx = fs; 
097     index = fs; 
098 
099     r = addAndGet(-e); 
100     if (r == 0L) { 
101         // we're done emitting the number requested so return 
102         return; 
103     } 
104       } 
105   } 
106 
107   void fastpath() { 
108       final long end = this.end + 1L; 
109       final Subscriber<? super Integer> o = this.child; 
110       for (long i = index; i != end; i++) { 
111     if (isUnsubscribed()) { 
112         return; 
113     } 
114 o.onNext((int) i);
115 }
116 if (!isUnsubscribed()) {
117 o.onComplete();
118 }
119   } 
120 
121   private boolean isUnsubscribed() { 
122       return unsubscribed; 
123   } 
124 
125   @Override 
126   public void cancel() { 
127       this.unsubscribed = true; 
128 
129   } 
130 
131     } 
132 
133 } 
01 package it.reactive.muskel.internal.functions; 
02 
03 import java.io.Serializable; 
04 import java.util.function.Function; 
05 
06 import org.reactivestreams.Subscriber; 
07 
08 public interface Operator<T, R> extends 
09   Function<Subscriber<? super T>, Subscriber<? super R>>, Serializable { 
10 
11 } 
01 package it.reactive.muskel.internal.operators; 
02 
03 import it.reactive.muskel.internal.functions.Operator; 
04 
05 import java.io.Serializable; 
06 
07 import lombok.AllArgsConstructor; 
08 import lombok.NonNull; 
09 import lombok.RequiredArgsConstructor; 
10 
11 import org.reactivestreams.Subscriber; 
12 import org.reactivestreams.Subscription; 
13 
14 @RequiredArgsConstructor 
15 public class OperatorCast<T, R> implements Operator<R, T> { 
16 
17     private static final long serialVersionUID = 1L; 
18     @NonNull 
19     private final Class<R> castClass; 
20 
21     @Override 
22     public Subscriber<? super T> apply(final Subscriber<? super R> o) { 
23   return new OperatorCastSubscribe<T, R>(castClass, o); 
24     } 
25 
26     @AllArgsConstructor 
27     private static class OperatorCastSubscribe<T, R> implements Subscriber<T>, 
28       Serializable { 
29   private static final long serialVersionUID = 1L; 
30   @NonNull 
31   private final Class<R> castClass; 
32 
33   private final Subscriber<? super R> o; 
34 
35   @Override 
36   public void onError(Throwable e) { 
37 o.onError(e);
38   } 
39 
40   @Override 
41   public void onSubscribe(Subscription s) { 
42 o.onSubscribe(s);
43   } 
44 
45   @Override 
46   public void onNext(T t) { 
47       try { 
48 o.onNext(castClass.cast(t));
49       } catch (Throwable e) { 
50     onError(e); 
51       } 
52   } 
53 
54   @Override 
55   public void onComplete() { 
56 o.onComplete();
57 
58   } 
59     } 
60 } 
001 package it.reactive.muskel.internal.operators; 
002 
003 import it.reactive.muskel.MuskelProcessor; 
004 import it.reactive.muskel.functions.SerializableSubscriber; 
005 import it.reactive.muskel.internal.functions.Operator; 
006 import it.reactive.muskel.internal.operator.utils.BackpressureUtils; 
007 import it.reactive.muskel.internal.operator.utils.SentinelUtils; 
008 import it.reactive.muskel.internal.subscriber.AbstractSubscriber; 
009 import it.reactive.muskel.internal.subscriptions.ArbiterSubscription; 
010 
011 import java.util.concurrent.ConcurrentLinkedQueue; 
012 import java.util.concurrent.atomic.AtomicIntegerFieldUpdater; 
013 import java.util.concurrent.atomic.AtomicLongFieldUpdater; 
014 
015 import org.reactivestreams.Subscriber; 
016 import org.reactivestreams.Subscription; 
017 
018 public class OperatorConcat<T> implements 
019   Operator<T, MuskelProcessor<? extends T>> { 
020 
021     private static final long serialVersionUID = 1L; 
022 
023     private static final class Holder { 
024   /** A singleton instance. */ 
025   static final OperatorConcat<Object> INSTANCE = new OperatorConcat<Object>(); 
026     } 
027 
028     /** 
029 * @return a singleton instance of this stateless operator.
030      */ 
031     @SuppressWarnings("unchecked") 
032     public static <T> OperatorConcat<T> instance() { 
033   return (OperatorConcat<T>) Holder.INSTANCE; 
034     } 
035 
036     @Override 
037     public Subscriber<? super MuskelProcessor<? extends T>> apply( 
038       Subscriber<? super T> t) { 
039 
040   // final SerializedSubscriber<T> s = new SerializedSubscriber<T>(t); 
041   // final SerialSubscription current = new SerialSubscription(); 
042   // child.add(current); 
043   ConcatSubscriber<T> cs = new ConcatSubscriber<T>(t); 
044   // ConcatSubscription<T> cp = new ConcatSubscription<T>(cs); 
045 
046   // t.onSubscribe(cp); 
047 
048   return cs; 
049 
050     } 
051 
052     static final class ConcatSubscription<T> implements Subscription { 
053   final ConcatSubscriber<T> cs; 
054 
055   private boolean first = true; 
056 
057   ConcatSubscription(ConcatSubscriber<T> cs) { 
058       this.cs = cs; 
059   } 
060 
061   @Override 
062   public void request(long n) { 
063       if (first) { 
064     first = false; 
065     cs.request(2); 
066       } 
067       cs.requestFromChild(n); 
068   } 
069 
070   @Override 
071   public void cancel() { 
072       cs.queue.clear(); 
073       cs.arbiter.cancel(); 
074 
075   } 
076 
077     } 
078 
079     static final class ConcatSubscriber<T> extends 
080       AbstractSubscriber<MuskelProcessor<? extends T>, T> { 
081 
082   private static final long serialVersionUID = 1L; 
083 
084   // private final SerialSubscription current; 
085   final ConcurrentLinkedQueue<Object> queue = new ConcurrentLinkedQueue<>(); 
086 
087   volatile ConcatInnerSubscriber<T> currentSubscriber; 
088 
089   volatile int wip; 
090   @SuppressWarnings("rawtypes") 
091   static final AtomicIntegerFieldUpdater<ConcatSubscriber> WIP = AtomicIntegerFieldUpdater 
092     .newUpdater(ConcatSubscriber.class, "wip"); 
093 
094   // accessed by REQUESTED 
095   private volatile long requested; 
096   @SuppressWarnings("rawtypes") 
097   private static final AtomicLongFieldUpdater<ConcatSubscriber> REQUESTED = 
AtomicLongFieldUpdater 
098     .newUpdater(ConcatSubscriber.class, "requested"); 
099   private final ArbiterSubscription arbiter = new ArbiterSubscription(); 
100 
101   public ConcatSubscriber(Subscriber<? super T> child) { 
102       super(child); 
103 
104   } 
105 
106   private boolean first = true; 
107 
108   public void onSubscibe(Subscription s) { 
109       super.onSubscribe(s); 
110   } 
111 
112   @Override 
113   public void request(long n) { 
114       if (first) { 
115     first = false; 
116     super.request(2); 
117       } 
118       requestFromChild(n); 
119   } 
120 
121   @Override 
122   public void cancel() { 
123       queue.clear(); 
124       arbiter.cancel(); 
125 
126   } 
127 
128   private void requestFromChild(long n) { 
129       if (n <= 0) 
130     return; 
131       // we track 'requested' so we know whether we should subscribe the 
132       // next or not 
133       long previous = BackpressureUtils.getAndAddRequest(REQUESTED, this, 
134         n); 
135       arbiter.request(n); 
136       if (previous == 0) { 
137     if (currentSubscriber == null && wip > 0) { 
138         // this means we may be moving from one subscriber to 
139         // another after having stopped processing 
140         // so need to kick off the subscribe via this request 
141         // notification 
142         subscribeNext(); 
143     } 
144       } 
145   } 
146 
147   private void decrementRequested() { 
148       REQUESTED.decrementAndGet(this); 
149   } 
150 
151   @Override 
152   public void onNext(MuskelProcessor<? extends T> t) { 
153       queue.add(SentinelUtils.next(t)); 
154       if (WIP.getAndIncrement(this) == 0) { 
155     subscribeNext(); 
156       } 
157   } 
158 
159   @Override 
160   public void onError(Throwable e) { 
161       child.onError(e); 
162       unsubscribe(); 
163   } 
164 
165   @Override 
166   public void onComplete() { 
167       queue.add(SentinelUtils.complete()); 
168       if (WIP.getAndIncrement(this) == 0) { 
169     subscribeNext(); 
170       } 
171   } 
172 
173   void completeInner() { 
174       currentSubscriber = null; 
175       if (WIP.decrementAndGet(this) > 0) { 
176     subscribeNext(); 
177       } 
178       super.request(1); 
179   } 
180 
181   void subscribeNext() { 
182       if (requested > 0) { 
183     Object o = queue.poll(); 
184     if (SentinelUtils.isComplete(o)) { 
185         child.onComplete(); 
186     } else if (o != null) { 
187         MuskelProcessor<? extends T> obs = SentinelUtils 
188 .getValue(o); 
189         currentSubscriber = new ConcatInnerSubscriber<T>(this, 
190 child, arbiter); 
191 
192         // current.set(currentSubscriber); 
193         obs.subscribe(currentSubscriber); 
194     } 
195       } else { 
196     // requested == 0, so we'll peek to see if we are completed, 
197     // otherwise wait until another request 
198     Object o = queue.peek(); 
199     if (SentinelUtils.isComplete(o)) { 
200         child.onComplete(); 
201     } 
202       } 
203   } 
204     } 
205 
206     private static class ConcatInnerSubscriber<T> implements 
207       SerializableSubscriber<T> { 
208 
209   private static final long serialVersionUID = 1L; 
210   private final Subscriber<? super T> child; 
211   private final ConcatSubscriber<T> parent; 
212   @SuppressWarnings("unused") 
213   private volatile int once = 0; 
214   @SuppressWarnings("rawtypes") 
215   private final static AtomicIntegerFieldUpdater<ConcatInnerSubscriber> ONCE = 
AtomicIntegerFieldUpdater 
216     .newUpdater(ConcatInnerSubscriber.class, "once"); 
217   private final ArbiterSubscription arbiter; 
218 
219   public ConcatInnerSubscriber(ConcatSubscriber<T> parent, 
220     Subscriber<? super T> child, ArbiterSubscription arbiter) { 
221       this.parent = parent; 
222       this.child = child; 
223       this.arbiter = arbiter; 
224   } 
225 
226   @Override 
227   public void onNext(T t) { 
228       child.onNext(t); 
229       parent.decrementRequested(); 
230       arbiter.produced(1); 
231   } 
232 
233   @Override 
234   public void onError(Throwable e) { 
235       if (ONCE.compareAndSet(this, 0, 1)) { 
236     // terminal error through parent so everything gets cleaned up, 
237     // including this inner 
238     parent.onError(e); 
239       } 
240   } 
241 
242   @Override 
243   public void onComplete() { 
244       if (ONCE.compareAndSet(this, 0, 1)) { 
245     // terminal completion to parent so it continues to the next 
246     parent.completeInner(); 
247       } 
248   } 
249 
250   @Override 
251   public void onSubscribe(Subscription s) { 
252       arbiter.setSubscription(s); 
253 
254   } 
255 
256     }; 
257 
258 } 
01 package it.reactive.muskel.internal.operators; 
02 
03 import it.reactive.muskel.internal.functions.Operator; 
04 import it.reactive.muskel.internal.subscriber.AbstractSubscriber; 
05 import lombok.AllArgsConstructor; 
06 
07 import org.reactivestreams.Subscriber; 
08 
09 @AllArgsConstructor 
10 public class OperatorDefaultIfEmpty<T> implements Operator<T, T> { 
11 
12     private static final long serialVersionUID = 1L; 
13     private final T defaultValue; 
14 
15     @Override 
16     public Subscriber<? super T> apply(Subscriber<? super T> t) { 
17   return new DefaultIfEmptySubcriber<>(t, defaultValue); 
18     } 
19 
20     private static class DefaultIfEmptySubcriber<T> extends 
21       AbstractSubscriber<T, T> { 
22 
23   private static final long serialVersionUID = 1L; 
24 
25   private final T defaultValue; 
26 
27   private boolean hasValue; 
28 
29   public DefaultIfEmptySubcriber(Subscriber<? super T> t, T defaultValue) { 
30       super(t); 
31       this.defaultValue = defaultValue; 
32   } 
33 
34   @Override 
35   public void onNext(T t) { 
36       hasValue = true; 
37       super.onNext(t); 
38   } 
39 
40   @Override 
41   public void onComplete() { 
42       if (!hasValue) { 
43     try { 
44         super.onNext(defaultValue); 
45     } catch (Throwable e) { 
46         super.onError(e); 
47         return; 
48     } 
49       } 
50       super.onComplete(); 
51   } 
52 
53     } 
54 
55 } 
01 package it.reactive.muskel.internal.operators; 
02 
03 import it.reactive.muskel.context.utils.ManagedContextUtils; 
04 import it.reactive.muskel.functions.SerializableSubscriber; 
05 import it.reactive.muskel.functions.SerializableSubscriberBase; 
06 import it.reactive.muskel.internal.functions.Operator; 
07 import lombok.NonNull; 
08 import lombok.RequiredArgsConstructor; 
09 
10 import org.reactivestreams.Subscriber; 
11 import org.reactivestreams.Subscription; 
12 
13 @RequiredArgsConstructor 
14 public class OperatorDoOnEach<T> implements Operator<T, T> { 
15 
16     private static final long serialVersionUID = 1L; 
17 
18     @NonNull 
19     private final SerializableSubscriberBase<? super T> doOnEachObserver; 
20 
21     @Override 
22     public Subscriber<? super T> apply(Subscriber<? super T> t) { 
23   return new OperatorDoOnEachSubscriber<T>(doOnEachObserver, t); 
24     } 
25 
26     @RequiredArgsConstructor 
27     private static class OperatorDoOnEachSubscriber<T> implements 
28       SerializableSubscriber<T> { 
29 
30   private static final long serialVersionUID = 1L; 
31   @NonNull 
32   private SerializableSubscriberBase<? super T> doOnEachObserver; 
33   @NonNull 
34   private final Subscriber<? super T> observer; 
35 
36   private boolean done = false; 
37 
38   @Override 
39   public void onSubscribe(Subscription s) { 
40       this.doOnEachObserver = ManagedContextUtils.tryInitialize(s, 
41         doOnEachObserver); 
42       this.observer.onSubscribe(s); 
43 
44   } 
45 
46   @Override 
47   public void onNext(T t) { 
48       if (done) { 
49     return; 
50       } 
51       try { 
52     doOnEachObserver.onNext(t); 
53       } catch (Throwable e) { 
54     onError(e); 
55     return; 
56       } 
57       observer.onNext(t); 
58 
59   } 
60 
61   @Override 
62   public void onError(Throwable t) { 
63       if (done) { 
64     return; 
65       } 
66       done = true; 
67       try { 
68     doOnEachObserver.onError(t); 
69       } catch (Throwable e2) { 
70     observer.onError(e2); 
71     return; 
72       } 
73       observer.onError(t); 
74 
75   } 
76 
77   @Override 
78   public void onComplete() { 
79       if (done) { 
80     return; 
81       } 
82       try { 
83     doOnEachObserver.onComplete(); 
84       } catch (Throwable e) { 
85     onError(e); 
86     return; 
87       } 
88       done = true; 
89       observer.onComplete(); 
90 
91   } 
92 
93     } 
94 
95 } 
001 package it.reactive.muskel.internal.operators; 
002 
003 import it.reactive.muskel.MuskelExecutor; 
004 import it.reactive.muskel.context.MuskelContext; 
005 import it.reactive.muskel.context.MuskelInjectAware; 
006 import it.reactive.muskel.context.MuskelQueue; 
007 import it.reactive.muskel.context.ThreadLocalMuskelContext; 
008 import it.reactive.muskel.internal.functions.Operator; 
009 import it.reactive.muskel.internal.publisher.QueuePoolPublisher; 
010 import it.reactive.muskel.internal.subscriber.AbstractSentinelBasedSubscriber; 
011 import it.reactive.muskel.internal.subscriber.subscription.utils.SubscriptionTopicUtils; 
012 import it.reactive.muskel.internal.utils.unsafe.SpscArrayQueue; 
013 import it.reactive.muskel.utils.MuskelExecutorUtils; 
014 
015 import java.io.Serializable; 
016 import java.util.Optional; 
017 import java.util.Queue; 
018 import java.util.concurrent.CountDownLatch; 
019 import java.util.concurrent.atomic.AtomicInteger; 
020 import java.util.function.Supplier; 
021 
022 import lombok.AllArgsConstructor; 
023 import lombok.NonNull; 
024 import lombok.extern.slf4j.Slf4j; 
025 
026 import org.reactivestreams.Subscriber; 
027 import org.reactivestreams.Subscription; 
028 
029 @AllArgsConstructor 
030 public class OperatorExecuteOn<T> implements Operator<T, T> { 
031 
032     private static final long serialVersionUID = 1L; 
033 
034     private final MuskelContext context; 
035 
036     @NonNull 
037     private final MuskelExecutor executor; 
038 
039     @Override 
040     public Subscriber<? super T> apply(Subscriber<? super T> t) { 
041   return executor.isLocal() ? new LocalOperatorExecuteOnSubscriber<>( 
042     context, t) : new RemoteOperatorExecuteOnSubscriber<>(context, 
043     t, executor); 
044     } 
045 
046     private static class LocalOperatorExecuteOnSubscriber<T> extends 
047       AbstractSentinelBasedSubscriber<T, T> { 
048 
049   private static final long serialVersionUID = 1L; 
050 
051   private static final int SIZE = 100; 
052 
053   private final MuskelContext context; 
054 
055   private final AtomicInteger counter = new AtomicInteger(0); 
056 
057   private int inQueueCount = 0; 
058 
059   private final int windowSize; 
060 
061   private final Queue<Object> queue; 
062 
063   public LocalOperatorExecuteOnSubscriber(MuskelContext context, 
064     Subscriber<? super T> t) { 
065       this(context, t, SIZE); 
066   } 
067 
068   public LocalOperatorExecuteOnSubscriber(MuskelContext context, 
069     Subscriber<? super T> t, int windowSize) { 
070       super(t); 
071       this.windowSize = windowSize; 
072       //uno in piu' per gestire l'errore o la oncomplete 
073       this.queue = new SpscArrayQueue<Object>(windowSize+1); 
074       this.context = context; 
075   } 
076 
077   @Override 
078   protected boolean add(Object obj) { 
079       return queue.offer(obj); 
080   } 
081 
082   @Override 
083   public void request(long n) { 
084       onChildRequestCalled(n); 
085   } 
086 
087   @Override 
088   protected void schedule() { 
089       if (counter.getAndIncrement() == 0) { 
090     context.getMuskelExecutorService().execute(() -> pollQueue(), 
091       MuskelExecutorUtils.DEFAULT_LOCAL); 
092       } 
093   } 
094 
095   protected void pollQueue() { 
096 
097       do { 
098     // La variabile inQueueCount e' acceduta da un solo thread e può 
099     // non essere atomica 
100     if (inQueueCount > 0) { 
101 
102         Object v = queue.poll(); 
103         onPool(v); 
104         if (v != null) { 
105       inQueueCount--; 
106         } 
107     } 
108     if (inQueueCount == 0 && !isUnsubscribed()) { 
109         //effettuo una nuova richiesta quando la coda e' vuota 
110         long childRequest = childRequested.get(); 
111         if (childRequest > 0) { 
112       long totalToRequest = childRequest > windowSize ? windowSize 
113         : childRequest; 
114       childRequested.addAndGet(-totalToRequest); 
115       inQueueCount += totalToRequest; 
116       super.request(totalToRequest); 
117 
118         } 
119     } 
120       } while (counter.decrementAndGet() > 0 && !isUnsubscribed()); 
121   } 
122 
123     } 
124 
125     @Slf4j 
126     private static class RemoteOperatorExecuteOnSubscriber<T> extends 
127       AbstractSentinelBasedSubscriber<T, T> { 
128 
129   private static final long serialVersionUID = 1L; 
130 
131   private final String subscriberUUID; 
132 
133   private final MuskelExecutor executor; 
134 
135   private transient MuskelContext context; 
136 
137   private transient MuskelQueue<Object> queue; 
138 
139   public RemoteOperatorExecuteOnSubscriber(MuskelContext context, 
140     Subscriber<? super T> t, MuskelExecutor executor) { 
141       super(t); 
142       this.context = context; 
143       this.subscriberUUID = context.generateIdentifier(); 
144       if (executor == null) { 
145     throw new IllegalArgumentException("Executor cannot be null"); 
146       } 
147       this.executor = executor; 
148   } 
149 
150   @Override 
151   public void onSubscribe(final Subscription s) { 
152       // Non invoco la super.onSubscribe perchè deve essere invocato da 
153       // MessageListenerCallable 
154       try { 
155 
156     MuskelContext context = getContext(); 
157     SubscriptionTopicUtils.createSubscriptionCallBack(context, 
158       subscriberUUID, s); 
159 
160     context.getMuskelExecutorService() 
161       .submitToKeyOwner( 
162         new MessageListenerSupplier<>(context, 
163 subscriberUUID, getChild(), false), 
164         executor) 
165       .exceptionally( 
166         t -> { 
167 log.error("Error during execution", t); 
168 s.cancel();
169 Optional.ofNullable(getChild()).ifPresent( 
170 child -> child.onError(t)); 
171 return false; 
172         }); 
173       } catch (Throwable t) { 
174     log.error("Error during submit of Execution", t); 
175 s.cancel();
176     Optional.ofNullable(getChild()).ifPresent( 
177       child -> child.onError(t)); 
178 
179       } 
180   } 
181 
182   @Override 
183   protected boolean add(Object obj) { 
184       if (queue == null) { 
185     queue = getContext().getQueue(subscriberUUID); 
186       } 
187       return queue.offer(obj); 
188   } 
189 
190   protected MuskelContext getContext() { 
191       if (this.context == null) { 
192     this.context = ThreadLocalMuskelContext.get(); 
193       } 
194       return context; 
195   } 
196  
197   @MuskelInjectAware 
198   protected static class MessageListenerSupplier<T> implements 
199     Supplier<Boolean>, Serializable { 
200 
201       private static final long serialVersionUID = 1L; 
202 
203       private Subscriber<? super T> child; 
204 
205       private String subscriberUUID; 
206 
207       private transient MuskelContext context; 
208 
209       private boolean waitTermination; 
210 
211       public MessageListenerSupplier(MuskelContext context, 
212         String subScriptionName, Subscriber<? super T> child, 
213         boolean waitTermination) { 
214     this.child = child; 
215     this.subscriberUUID = subScriptionName; 
216     this.context = context; 
217     this.waitTermination = waitTermination; 
218       } 
219 
220       @Override 
221       public Boolean get() { 
222 
223     log.trace("Thread for subscriberUUID = {} started", 
224       subscriberUUID); 
225     if (this.context == null) { 
226         this.context = ThreadLocalMuskelContext.get(); 
227     } 
228 
229     final CountDownLatch latch = waitTermination ? new CountDownLatch( 
230 1) : null;
231 
232     try { 
233         new QueuePoolPublisher<T>(subscriberUUID, context, 
234 ended -> latch.countDown()).subscribe(child); 
235 
236         // Devo rimanere in attesa che non ci siano più elementi 
237         // nella 
238         // lista 
239 
240         if (latch != null) { 
241       try { 
242 latch.await(); 
243       } catch (InterruptedException e) { 
244 
245       } 
246         } 
247 
248     } catch (Throwable t) { 
249 
250         log.error("Error executing subscriberUUID " 
251 + subscriberUUID, t); 
252         throw new RuntimeException(t); 
253     } 
254     return null; 
255       } 
256 
257   } 
258 
259     } 
260 
261 } 
01 package it.reactive.muskel.internal.operators; 
02 
03 import it.reactive.muskel.context.utils.ManagedContextUtils; 
04 import it.reactive.muskel.functions.SerializablePredicate; 
05 import it.reactive.muskel.internal.functions.Operator; 
06 import it.reactive.muskel.internal.subscriber.AbstractSubscriber; 
07 
08 import lombok.NonNull; 
09 import lombok.RequiredArgsConstructor; 
10 
11 import org.reactivestreams.Subscriber; 
12 import org.reactivestreams.Subscription; 
13 
14 /** 
15  * Filtra lo Stream in ingresso eliminando gli elementi che non rispettano il 
16  * predicato . 
17  *  
18  */ 
19 @RequiredArgsConstructor 
20 public class OperatorFilter<T> implements Operator<T, T> { 
21 
22     private static final long serialVersionUID = 1L; 
23     @NonNull 
24     private final SerializablePredicate<? super T> predicate; 
25 
26     @Override 
27     public Subscriber<? super T> apply(Subscriber<? super T> t) { 
28   return new FilterSubscriber<T>(t, predicate); 
29     } 
30 
31     private static class FilterSubscriber<T> extends AbstractSubscriber<T, T> { 
32 
33   private static final long serialVersionUID = 1L; 
34   private SerializablePredicate<? super T> predicate; 
35 
36   public FilterSubscriber(Subscriber<? super T> t, 
37     SerializablePredicate<? super T> predicate) { 
38       super(t); 
39       this.predicate = predicate; 
40   } 
41 
42   @Override 
43   public void onSubscribe(Subscription s) { 
44       this.predicate = ManagedContextUtils.tryInitialize(s, predicate); 
45    super.onSubscribe(s); 
46   } 
47 
48   @Override 
49   public void onNext(T t) { 
50       try { 
51     if (predicate.test(t)) { 
52         super.onNext(t); 
53     } else { 
54         request(1); 
55     } 
56       } catch (Throwable e) { 
57     super.onError(e); 
58       } 
59   } 
60     } 
61 
62 } 
01 package it.reactive.muskel.internal.operators; 
02 
03 import it.reactive.muskel.GroupedMuskelProcessor; 
04 import it.reactive.muskel.functions.SerializableBiFunction; 
05 import it.reactive.muskel.functions.SerializableFunction; 
06 import it.reactive.muskel.internal.functions.Operator; 
07 import it.reactive.muskel.internal.subscriber.AbstractOperatorGroupBySubScriber; 
08 
09 import java.util.List; 
10 
11 import lombok.NonNull; 
12 import lombok.RequiredArgsConstructor; 
13 
14 import org.reactivestreams.Subscriber; 
15 
16 @RequiredArgsConstructor 
17 public class OperatorGroupBy<T, K> implements 
18   Operator<GroupedMuskelProcessor<K, T>, T> { 
19 
20     private static final long serialVersionUID = 1L; 
21     @NonNull 
22     private final SerializableFunction<? super T, K> keySelector; 
23 
24     private final SerializableBiFunction<? super T, ? super T, Integer> sortFunction; 
25 
26     @Override 
27     public Subscriber<? super T> apply( 
28       Subscriber<? super GroupedMuskelProcessor<K, T>> t) { 
29   return new OperatorGroupBySubScriber<>(t, keySelector, sortFunction); 
30     } 
31 
32     private static class OperatorGroupBySubScriber<T, K> 
33       extends 
34       AbstractOperatorGroupBySubScriber<T, K, GroupedMuskelProcessor<K, T>> { 
35 
36   private static final long serialVersionUID = 1L; 
37 
38   public OperatorGroupBySubScriber( 
39     Subscriber<? super GroupedMuskelProcessor<K, T>> t, 
40     SerializableFunction<? super T, K> keySelector, 
41     SerializableBiFunction<? super T, ? super T, Integer> sortFunction) { 
42       super(t, keySelector, sortFunction); 
43   } 
44 
45   @Override 
46   protected void doOnNext(K k, List<T> list) { 
47       super.doOnNext(GroupedMuskelProcessor.fromIterable(k, list)); 
48 
49   } 
50 
51     } 
52 
53 } 
01 package it.reactive.muskel.internal.operators; 
02 
03 import it.reactive.muskel.GroupedMuskelProcessor; 
04 import it.reactive.muskel.functions.SerializableBiFunction; 
05 import it.reactive.muskel.functions.SerializableFunction; 
06 import it.reactive.muskel.internal.functions.Operator; 
07 import it.reactive.muskel.internal.subscriber.AbstractOperatorGroupBySubScriber; 
08 
09 import java.util.List; 
10 
11 import lombok.NonNull; 
12 import lombok.RequiredArgsConstructor; 
13 
14 import org.reactivestreams.Subscriber; 
15 
16 @RequiredArgsConstructor 
17 public class OperatorGroupByToList<T, K> implements 
18   Operator<GroupedMuskelProcessor<K, List<T>>, T> { 
19 
20     private static final long serialVersionUID = 1L; 
21     @NonNull 
22     private final SerializableFunction<? super T, K> keySelector; 
23 
24     private final SerializableBiFunction<? super T, ? super T, Integer> sortFunction; 
25 
26     @Override 
27     public Subscriber<? super T> apply( 
28       Subscriber<? super GroupedMuskelProcessor<K, List<T>>> t) { 
29   return new OperatorGroupBySubScriber<>(t, keySelector, sortFunction); 
30     } 
31 
32     private static class OperatorGroupBySubScriber<T, K> 
33       extends 
34       AbstractOperatorGroupBySubScriber<T, K, GroupedMuskelProcessor<K, List<T>>> { 
35 
36   private static final long serialVersionUID = 1L; 
37 
38   public OperatorGroupBySubScriber( 
39     Subscriber<? super GroupedMuskelProcessor<K, List<T>>> t, 
40     SerializableFunction<? super T, K> keySelector, 
41     SerializableBiFunction<? super T, ? super T, Integer> sortFunction) { 
42       super(t, keySelector, sortFunction); 
43   } 
44 
45   @Override 
46   protected void doOnNext(K k, List<T> list) { 
47       super.doOnNext(GroupedMuskelProcessor.just(k, list)); 
48 
49   } 
50 
51     } 
52 
53 } 
001 package it.reactive.muskel.internal.operators; 
002 
003 import it.reactive.muskel.MuskelExecutor; 
004 import it.reactive.muskel.context.MuskelContext; 
005 import it.reactive.muskel.context.MuskelContextAware; 
006 import it.reactive.muskel.context.ThreadLocalMuskelContext; 
007 import it.reactive.muskel.context.utils.ManagedContextUtils; 
008 import it.reactive.muskel.functions.SerializableBiFunction; 
009 import it.reactive.muskel.functions.SerializableFunction; 
010 import it.reactive.muskel.functions.SerializableSupplier; 
011 import it.reactive.muskel.internal.functions.Operator; 
012 import it.reactive.muskel.internal.operator.utils.BackpressureUtils; 
013 import it.reactive.muskel.internal.operator.utils.SentinelUtils; 
014 import it.reactive.muskel.internal.subscriber.AbstractSubscriber; 
015 import it.reactive.muskel.utils.MuskelExecutorUtils; 
016 
017 import java.io.Serializable; 
018 import java.util.Optional; 
019 import java.util.concurrent.CompletableFuture; 
020 import java.util.concurrent.atomic.AtomicLongFieldUpdater; 
021 
022 import lombok.AllArgsConstructor; 
023 import lombok.NoArgsConstructor; 
024 import lombok.NonNull; 
025 import lombok.RequiredArgsConstructor; 
026 
027 import org.reactivestreams.Subscriber; 
028 import org.reactivestreams.Subscription; 
029 
030 @AllArgsConstructor 
031 public class OperatorMap<T, R> implements Operator<R, T> { 
032 
033     private static final long serialVersionUID = 1L; 
034     @NonNull 
035     private final SerializableFunction<? super T, ? extends R> transformer; 
036 
037     private transient final MuskelContext context; 
038 
039     private final MuskelExecutor executor; 
040 
041     @Override 
042     public Subscriber<? super T> apply(final Subscriber<? super R> o) { 
043   return executor == null ? new OperatorMapSubscribe<>(transformer, o) 
044     : new OperatorMapSubscribeExecutor<>(transformer, o, context, 
045       executor); 
046     } 
047 
048     @RequiredArgsConstructor 
049     private static class OperatorMapSubscribe<T, R> implements Subscriber<T>, 
050       Serializable { 
051   private static final long serialVersionUID = 1L; 
052 
053   @NonNull 
054   private SerializableFunction<? super T, ? extends R> transformer; 
055   @NonNull 
056   private final Subscriber<? super R> o; 
057 
058   @Override 
059   public void onError(Throwable e) { 
060 o.onError(e);
061   } 
062 
063   @Override 
064   public void onSubscribe(Subscription s) { 
065       this.transformer = ManagedContextUtils 
066         .tryInitialize(s, transformer); 
067 o.onSubscribe(s);
068   } 
069 
070   @Override 
071   public void onNext(T t) { 
072       try { 
073 o.onNext(transformer.apply(t));
074       } catch (Throwable e) { 
075     onError(e); 
076       } 
077   } 
078 
079   @Override 
080   public void onComplete() { 
081 o.onComplete();
082 
083   } 
084     } 
085 
086     private static class OperatorMapSubscribeExecutor<T, R> extends 
087       AbstractSubscriber<T, R> { 
088   private static final long serialVersionUID = 1L; 
089 
090   private final SerializableFunction<? super T, ? extends R> transformer; 
091 
092   private transient MuskelContext context; 
093 
094   private final MuskelExecutor executor; 
095 
096   private transient CompletableFuture<Void> prec; 
097 
098   private volatile long requested = 0; 
099   @SuppressWarnings("rawtypes") 
100   private static final AtomicLongFieldUpdater<OperatorMapSubscribeExecutor> REQUESTED = 
AtomicLongFieldUpdater 
101     .newUpdater(OperatorMapSubscribeExecutor.class, "requested"); 
102 
103   private volatile long inQueueCount; 
104 
105   @SuppressWarnings("rawtypes") 
106   private static final AtomicLongFieldUpdater<OperatorMapSubscribeExecutor> IN_QUEUE_COUNT 
= AtomicLongFieldUpdater 
107     .newUpdater(OperatorMapSubscribeExecutor.class, "inQueueCount"); 
108 
109   @SuppressWarnings("unused") 
110   private volatile long counter; 
111 
112   @SuppressWarnings("rawtypes") 
113   private static final AtomicLongFieldUpdater<OperatorMapSubscribeExecutor> 
COUNTER_UPDATER = AtomicLongFieldUpdater 
114     .newUpdater(OperatorMapSubscribeExecutor.class, "counter"); 
115 
116   private final int windowSize = 100; 
117 
118   private final SerializableFunction<Object, Object> enqueueFunction = f -> { 
119       enqueue(); 
120       return f; 
121   }; 
122 
123   private final Runnable requestMoreRunnable = (Runnable & Serializable) () -> 
dequeueAndRequestMore(); 
124 
125   private final SerializableBiFunction<Object, Throwable, Object> sentilelTransformer = ( 
126     k, e) -> e != null ? SentinelUtils.error(e) : k; 
127  
128   public OperatorMapSubscribeExecutor( 
129     SerializableFunction<? super T, ? extends R> transformer, 
130     Subscriber<? super R> o, MuskelContext context, 
131     MuskelExecutor executor) { 
132       super(o); 
133       this.transformer = transformer; 
134       this.context = context; 
135       this.executor = executor; 
136   } 
137 
138   private void dequeueAndRequestMore() { 
139       long newRequest; 
140       do { 
141     counter = 1; 
142     while ((newRequest = (Math.min(windowSize, requested) - inQueueCount)) > 0) { 
143 
144         IN_QUEUE_COUNT.addAndGet(this, newRequest); 
145 
146         if (requested != Long.MAX_VALUE) { 
147       BackpressureUtils.getAndAddRequest(REQUESTED, this, 
148         -newRequest); 
149         } 
150 
151         if (isUnsubscribed()) { 
152       return; 
153         } 
154         super.request(newRequest); 
155 
156    } 
157 
158       } while (COUNTER_UPDATER.decrementAndGet(this) > 0); 
159 
160   } 
161 
162   private void schedule() { 
163 
164       if (context == null) { 
165     context = ThreadLocalMuskelContext.get(); 
166       } 
167 
168       if (context != null) { 
169 
170     if (COUNTER_UPDATER.getAndIncrement(this) == 0) { 
171         try { 
172       context.getMuskelExecutorService().execute( 
173         requestMoreRunnable, 
174         MuskelExecutorUtils.DEFAULT_LOCAL); 
175         } catch (Throwable t) { 
176       cancel(); 
177       super.onError(t); 
178         } 
179     } 
180 
181       } else { 
182     throw new IllegalArgumentException("Context cannot be null"); 
183       } 
184   } 
185 
186   private void enqueue() { 
187       IN_QUEUE_COUNT.decrementAndGet(this); 
188       schedule(); 
189   } 
190 
191   @Override 
192   public void request(long n) { 
193       BackpressureUtils.getAndAddRequest(REQUESTED, this, n); 
194       schedule(); 
195   } 
196 
197   @Override 
198   public void onError(Throwable e) { 
199       this.getPreviousTask().thenRun(() -> super.onError(e)); 
200   } 
201 
202   @SuppressWarnings("unchecked") 
203   @Override 
204   public void onNext(T t) { 
205       if (!isUnsubscribed()) { 
206     try { 
207 
208         CompletableFuture<Object> futureResult = context 
209 .getMuskelExecutorService() 
210 .submitToKeyOwner( 
211 new TransformerSupplier<>(t, transformer, 




216         this.prec = getPreviousTask().runAfterBoth( 
217 futureResult, 
218 () -> { 
219         if (!isUnsubscribed()) { 
220 try { 
221 Object result = futureResult.get(); 





227 } else { 
228 
229 doOnNext((R) result); 
230 } 





236         } 
237 }); 
238     } catch (Throwable e) { 
239         onError(e); 
240     } 
241       } 
242   } 
243 
244   @Override 
245   public void onComplete() { 
246       this.getPreviousTask().thenRun(() -> super.onComplete()); 
247   } 
248 
249   protected CompletableFuture<Void> getPreviousTask() { 
250       return Optional.ofNullable(prec).orElseGet( 
251         () -> CompletableFuture.completedFuture(null)); 
252   } 
253 
254     } 
255 
256     @AllArgsConstructor 
257     @NoArgsConstructor 
258     private static class TransformerSupplier<T, R> implements 
259       SerializableSupplier<R>, MuskelContextAware { 
260 
261   private static final long serialVersionUID = 1L; 
262 
263   private T source; 
264 
265   private SerializableFunction<? super T, ? extends R> transformer; 
266 
267   private transient MuskelContext context; 
268 
269   @Override 
270   public R get() { 
271 
272       R result = ManagedContextUtils.tryInitialize(context, transformer) 
273         .apply(source); 
274       return result; 
275 
276   } 
277 
278   @Override 
279   public void setContext(MuskelContext context) { 
280       this.context = context; 
281 
282   } 
283     } 
284 } 
001 package it.reactive.muskel.internal.operators; 
002 
003 import it.reactive.muskel.MuskelProcessor; 
004 import it.reactive.muskel.exceptions.CompositeException; 
005 import it.reactive.muskel.exceptions.MissingBackpressureException; 
006 import it.reactive.muskel.internal.functions.Operator; 
007 import it.reactive.muskel.internal.operator.utils.BackpressureUtils; 
008 import it.reactive.muskel.internal.operator.utils.SentinelUtils; 
009 import it.reactive.muskel.internal.subscriber.AbstractSubscriber; 
010 import it.reactive.muskel.internal.subscriptions.CompositeSubscription; 
011 import it.reactive.muskel.internal.utils.RingBuffer; 
012 import it.reactive.muskel.processors.ScalarSynchronousMuskelProcessor; 
013 
014 import java.util.ArrayList; 
015 import java.util.List; 
016 import java.util.Queue; 
017 import java.util.concurrent.ConcurrentLinkedQueue; 
018 import java.util.concurrent.atomic.AtomicLong; 
019 
020 import org.reactivestreams.Subscriber; 
021 import org.reactivestreams.Subscription; 
022 
023 /** 
024  * This class is an optimized version of RxJava for remote invocation 
025  * 
026  * @param <T> 
027  */ 
028 public class OperatorMerge<T> implements 
029   Operator<T, MuskelProcessor<? extends T>> { 
030 
031     /** Lazy initialization via inner-class holder. */ 
032     private static final class HolderNoDelay { 
033   /** A singleton instance. */ 
034   static final OperatorMerge<Object> INSTANCE = new OperatorMerge<Object>( 
035     false, Integer.MAX_VALUE); 
036    } 
037 
038     /** Lazy initialization via inner-class holder. */ 
039     private static final class HolderDelayErrors { 
040   /** A singleton instance. */ 
041   static final OperatorMerge<Object> INSTANCE = new OperatorMerge<Object>( 
042     true, Integer.MAX_VALUE); 
043     } 
044 
045     /** 
046 * @param delayErrors
047      * should the merge delay errors? 
048 * @return a singleton instance of this stateless operator.
049      */ 
050     @SuppressWarnings("unchecked") 
051     public static <T> OperatorMerge<T> instance(boolean delayErrors) { 
052   if (delayErrors) { 
053       return (OperatorMerge<T>) HolderDelayErrors.INSTANCE; 
054   } 
055   return (OperatorMerge<T>) HolderNoDelay.INSTANCE; 
056     } 
057 
058     /** 
059 * Creates a new instance of the operator with the given delayError and
060 * maxConcurrency settings.
061      * 
062 * @param delayErrors
063 * @param maxConcurrent
064      * the maximum number of concurrent subscriptions or 
065      * Integer.MAX_VALUE for unlimited 
066 * @return
067      */ 
068     public static <T> OperatorMerge<T> instance(boolean delayErrors, 
069       int maxConcurrent) { 
070   if (maxConcurrent == Integer.MAX_VALUE) { 
071       return instance(delayErrors); 
072   } 
073   return new OperatorMerge<T>(delayErrors, maxConcurrent); 
074     } 
075 
076     private static final long serialVersionUID = 1L; 
077     final boolean delayErrors; 
078     final int maxConcurrent; 
079 
080     private OperatorMerge(boolean delayErrors, int maxConcurrent) { 
081   this.delayErrors = delayErrors; 
082   this.maxConcurrent = maxConcurrent; 
083     } 
084 
085     @Override 
086     public Subscriber<? super MuskelProcessor<? extends T>> apply( 
087       Subscriber<? super T> t) { 
088   MergeSubscriber<T> subscriber = new MergeSubscriber<T>(t, delayErrors, 
089     maxConcurrent); 
090   MergeSubscription<T> subscription = new MergeSubscription<T>(subscriber); 
091   subscriber.producer = subscription; 
092   return subscriber; 
093     } 
094 
095     static final class MergeSubscription<T> extends AtomicLong implements 
096       Subscription { 
097   /** */ 
098   private static final long serialVersionUID = 1L; 
099 
100   final MergeSubscriber<T> subscriber; 
101 
102   public MergeSubscription(MergeSubscriber<T> subscriber) { 
103       this.subscriber = subscriber; 
104   } 
105 
106   @Override 
107   public void request(long n) { 
108       if (n > 0) { 
109     if (get() == Long.MAX_VALUE) { 
110         return; 
111     } 
112 
113     long oldValue = BackpressureUtils.getAndAddRequest(this, n); 
114     subscriber.emit(); 
115 
116     if (oldValue == 0) { 
117         long r = Math 
118 .min(subscriber.maxConcurrent, RingBuffer.SIZE); 
119         subscriber.request(r); 
120     } 
121       } else { 
122     throw new IllegalArgumentException("n >= 0 required"); 
123       } 
124   } 
125 
126   public long produced(int n) { 
127       return addAndGet(-n); 
128   } 
129 
130   @Override 
131   public void cancel() { 
132       subscriber.unsubscribe(); 
133 
134   } 
135 
136     } 
137 
138     /** 
139 * The subscriber that MergeSubscriber. This is an optimized version of
140 * RxJava
141      * 
142 * @param <T>
143      *            the value type 
144      */ 
145     static final class MergeSubscriber<T> extends 
146       AbstractSubscriber<MuskelProcessor<? extends T>, T> { 
147 
148   private static final long serialVersionUID = 1L; 
149   final boolean delayErrors; 
150   final int maxConcurrent; 
151 
152   MergeSubscription<T> producer; 
153 
154   volatile RingBuffer queue; 
155 
156   /** Tracks the active subscriptions to sources. */ 
157   volatile CompositeSubscription subscriptions; 
158   /** 
159    * Due to the emission loop, we need to store errors somewhere if 
160    * !delayErrors. 
161    */ 
162   volatile ConcurrentLinkedQueue<Throwable> errors; 
163 
164   // final NotificationLite<T> nl; 
165 
166   volatile boolean done; 
167 
168   /** Guarded by this. */ 
169   boolean emitting; 
170   /** Guarded by this. */ 
171   boolean missed; 
172 
173   final Object innerGuard; 
174   /** Copy-on-write array, guarded by innerGuard. */ 
175   volatile InnerSubscriber<?>[] innerSubscribers; 
176 
177   /** 
178    * Used to generate unique InnerSubscriber IDs. Modified from onNext 
179    * only. 
180    */ 
181   long uniqueId; 
182 
183   /** 
184    * Which was the last InnerSubscriber that emitted? Accessed if emitting 
185    * == true. 
186    */ 
187   long lastId; 
188   /** 
189    * What was its index in the innerSubscribers array? Accessed if 
190    * emitting == true. 
191    */ 
192   int lastIndex; 
193 
194   /** An empty array to avoid creating new empty arrays in removeInner. */ 
195   static final InnerSubscriber<?>[] EMPTY = new InnerSubscriber<?>[0]; 
196  
197   public MergeSubscriber(Subscriber<? super T> child, 
198     boolean delayErrors, int maxConcurrent) { 
199       super(child); 
200       this.delayErrors = delayErrors; 
201       this.maxConcurrent = maxConcurrent; 
202       this.innerGuard = new Object(); 
203       this.innerSubscribers = EMPTY; 
204 
205   } 
206 
207   Queue<Throwable> getOrCreateErrorQueue() { 
208       ConcurrentLinkedQueue<Throwable> q = errors; 
209       if (q == null) { 
210     synchronized (this) { 
211         q = errors; 
212         if (q == null) { 
213       q = new ConcurrentLinkedQueue<Throwable>(); 
214       errors = q; 
215         } 
216     } 
217       } 
218       return q; 
219   } 
220 
221   CompositeSubscription getOrCreateComposite() { 
222       CompositeSubscription c = subscriptions; 
223       if (c == null) { 
224     synchronized (this) { 
225         c = subscriptions; 
226         if (c == null) { 
227       c = new CompositeSubscription(); 
228       subscriptions = c; 
229         } 
230     } 
231 
232       } 
233       return c; 
234   } 
235 
236   @Override 
237   public void unsubscribe() { 
238       super.unsubscribe(); 
239       getOrCreateComposite().cancel(); 
240   } 
241 
242   @Override 
243   public void onSubscribe(Subscription s) { 
244       super.onSubscribe(s); 
245   } 
246 
247   @Override 
248   protected Subscription doGetSubscription(Subscription s) { 
249       return this.producer; 
250   } 
251 
252   @Override 
253   public void onNext(MuskelProcessor<? extends T> t) { 
254       if (t == null) { 
255     return; 
256       } 
257       if (t instanceof ScalarSynchronousMuskelProcessor) { 
258     tryEmit(((ScalarSynchronousMuskelProcessor<? extends T>) t) 
259       .get()); 
260       } else { 
261     InnerSubscriber<T> inner = new InnerSubscriber<T>(this, 
262       uniqueId++); 
263     addInner(inner); 
264 
265 t.subscribe(inner);
266     // t.unsafeSubscribe(inner); 
267     emit(); 
268       } 
269   } 
270 
271   private void reportError() { 
272       List<Throwable> list = new ArrayList<Throwable>(errors); 
273       if (list.size() == 1) { 
274     child.onError(list.get(0)); 
275       } else { 
276     child.onError(new CompositeException(list)); 
277       } 
278   } 
279 
280   @Override 
281   public void onError(Throwable e) { 
282       getOrCreateErrorQueue().offer(e); 
283       done = true; 
284       emit(); 
285   } 
286 
287   @Override 
288   public void onComplete() { 
289       done = true; 
290       emit(); 
291   } 
292 
293   void addInner(InnerSubscriber<T> inner) { 
294       getOrCreateComposite().add(inner); 
295       synchronized (innerGuard) { 
296     InnerSubscriber<?>[] a = innerSubscribers; 
297     int n = a.length; 
298     InnerSubscriber<?>[] b = new InnerSubscriber<?>[n + 1]; 
299     System.arraycopy(a, 0, b, 0, n); 
300     b[n] = inner; 
301     innerSubscribers = b; 
302       } 
303   } 
304 
305   void removeInner(InnerSubscriber<T> inner) { 
306       RingBuffer q = inner.queue; 
307       if (q != null) { 
308 q.release();
309       } 
310       // subscription is non-null here because the very first addInner 
311       // will create it before 
312       // this can be called 
313       subscriptions.remove(inner); 
314       synchronized (innerGuard) { 
315     InnerSubscriber<?>[] a = innerSubscribers; 
316     int n = a.length; 
317     int j = -1; 
318     // locate the inner 
319     for (int i = 0; i < n; i++) { 
320         if (inner.equals(a[i])) { 
321       j = i; 
322       break; 
323         } 
324     } 
325     if (j < 0) { 
326         return; 
327     } 
328     if (n == 1) { 
329         innerSubscribers = EMPTY; 
330         return; 
331     } 
332     InnerSubscriber<?>[] b = new InnerSubscriber<?>[n - 1]; 
333     System.arraycopy(a, 0, b, 0, j); 
334     System.arraycopy(a, j + 1, b, j, n - j - 1); 
335     innerSubscribers = b; 
336       } 
337   } 
338 
339   /** 
340    * Tries to emit the value directly to the child if no concurrent 
341    * emission is happening at the moment. 
342    * <p> 
343    * Since the scalar-value queue optimization applies to both the main 
344    * source and the inner subscribers, we handle things in a shared 
345    * manner. 
346    *  
347    * @param subscriber 
348    * @param value 
349    */ 
350   void tryEmit(InnerSubscriber<T> subscriber, T value) { 
351       boolean success = false; 
352       long r = producer.get(); 
353       if (r != 0L) { 
354     synchronized (this) { 
355         // if nobody is emitting and child has available requests 
356         r = producer.get(); 
357         if (!emitting && r != 0L) { 
358       emitting = true; 
359       success = true; 
360         } 
361     } 
362       } 
363       if (success) { 
364     emitScalar(subscriber, value, r); 
365       } else { 
366     queueScalar(subscriber, value); 
367       } 
368   } 
369 
370   protected void queueScalar(InnerSubscriber<T> subscriber, T value) { 
371       /* 
372 * If the attempt to make a fast-path emission failed due to lack of
373 * requests or an ongoing emission, enqueue the value and try the
374 * slow emission path.
375        */ 
376       RingBuffer q = subscriber.queue; 
377       if (q == null) { 
378     q = RingBuffer.getSpscInstance(); 
379 
380     // subscriber.onSubscribe(q); 
381     subscriber.queue = q; 
382       } 
383       try { 
384 q.onNext(SentinelUtils.next(value));
385       } catch (MissingBackpressureException ex) { 
386     subscriber.unsubscribe(); 
387     subscriber.onError(ex); 
388     return; 
389       } catch (IllegalStateException ex) { 
390     if (!subscriber.isUnsubscribed()) { 
391         subscriber.unsubscribe(); 
392         subscriber.onError(ex); 
393     } 
394     return; 
395       } 
396       emit(); 
397   } 
398 
399   protected void emitScalar(InnerSubscriber<T> subscriber, T value, long r) { 
400       boolean skipFinal = false; 
401       try { 
402     try { 
403         child.onNext(value); 
404     } catch (Throwable t) { 
405         if (!delayErrors) { 
406       // Exceptions.throwIfFatal(t); 
407       skipFinal = true; 
408       subscriber.unsubscribe(); 
409       subscriber.onError(t); 
410       return; 
411         } 
412         getOrCreateErrorQueue().offer(t); 
413     } 
414     if (r != Long.MAX_VALUE) { 
415         producer.produced(1); 
416     } 
417     subscriber.requestMore(1); 
418     // check if some state changed while emitting 
419     synchronized (this) { 
420         skipFinal = true; 
421         if (!missed) { 
422       emitting = false; 
423       return; 
424         } 
425         missed = false; 
426     } 
427       } finally { 
428     if (!skipFinal) { 
429         synchronized (this) { 
430       emitting = false; 
431         } 
432     } 
433       } 
434       /* 
435 * In the synchronized block below request(1) we check if there was
436 * a concurrent emission attempt and if there was, we stay in
437 * emission mode and enter the emission loop which will take care
438 * all the queued up state and emission possibilities.
439        */ 
440       emitLoop(); 
441   } 
442 
443   /** 
444    * Tries to emit the value directly to the child if no concurrent 
445    * emission is happening at the moment. 
446    * <p> 
447    * Since the scalar-value queue optimization applies to both the main 
448    * source and the inner subscribers, we handle things in a shared 
449    * manner. 
450    *  
451    * @param subscriber 
452    * @param value 
453    */ 
454   void tryEmit(T value) { 
455       boolean success = false; 
456       long r = producer.get(); 
457       if (r != 0L) { 
458     synchronized (this) { 
459         // if nobody is emitting and child has available requests 
460         r = producer.get(); 
461         if (!emitting && r != 0L) { 
462       emitting = true; 
463       success = true; 
464         } 
465     } 
466       } 
467       if (success) { 
468     emitScalar(value, r); 
469       } else { 
470     queueScalar(value); 
471       } 
472   } 
473 
474   protected void queueScalar(T value) { 
475       /* 
476 * If the attempt to make a fast-path emission failed due to lack of
477 * requests or an ongoing emission, enqueue the value and try the
478 * slow emission path.
479        */ 
480       RingBuffer q = this.queue; 
481       if (q == null) { 
482     q = RingBuffer.getSpscInstance(); 
483     // this.onSubscribe(q); 
484     this.queue = q; 
485       } 
486       try { 
487 q.onNext(SentinelUtils.next(value));
488       } catch (MissingBackpressureException ex) { 
489     this.unsubscribe(); 
490     this.onError(ex); 
491     return; 
492       } catch (IllegalStateException ex) { 
493     if (!this.isUnsubscribed()) { 
494         this.unsubscribe(); 
495         this.onError(ex); 
496     } 
497     return; 
498       } 
499       emit(); 
500   } 
501 
502   protected void emitScalar(T value, long r) { 
503       boolean skipFinal = false; 
504       try { 
505     try { 
506         child.onNext(value); 
507     } catch (Throwable t) { 
508         if (!delayErrors) { 
509       // Exceptions.throwIfFatal(t); 
510       skipFinal = true; 
511       this.unsubscribe(); 
512       this.onError(t); 
513       return; 
514         } 
515         getOrCreateErrorQueue().offer(t); 
516     } 
517     if (r != Long.MAX_VALUE) { 
518         producer.produced(1); 
519     } 
520     this.request(1); 
521     // check if some state changed while emitting 
522     synchronized (this) { 
523         skipFinal = true; 
524         if (!missed) { 
525       emitting = false; 
526       return; 
527         } 
528         missed = false; 
529     } 
530       } finally { 
531     if (!skipFinal) { 
532         synchronized (this) { 
533       emitting = false; 
534         } 
535     } 
536       } 
537       /* 
538 * In the synchronized block below request(1) we check if there was
539 * a concurrent emission attempt and if there was, we stay in
540 * emission mode and enter the emission loop which will take care
541 * all the queued up state and emission possibilities.
542        */ 
543       emitLoop(); 
544   } 
545 
546   void emit() { 
547       synchronized (this) { 
548     if (emitting) { 
549         missed = true; 
550         return; 
551     } 
552     emitting = true; 
553       } 
554       emitLoop(); 
555   } 
556 
557   /** 
558    * The standard emission loop serializing events and requests. 
559    */ 
560   void emitLoop() { 
561       boolean skipFinal = false; 
562       try { 
563     final Subscriber<? super T> child = this.child; 
564     for (;;) { 
565         // eagerly check if child unsubscribed or we reached a 
566         // terminal state. 
567         if (checkTerminate()) { 
568       skipFinal = true; 
569       return; 
570         } 
571         RingBuffer svq = queue; 
572 
573   long r = producer.get(); 
574         boolean unbounded = r == Long.MAX_VALUE; 
575 
576         // count the number of 'completed' sources to replenish them 
577         // in batches 
578         int replenishMain = 0; 
579 
580         // try emitting as many scalars as possible 
581         if (svq != null) { 
582       for (;;) { 
583 int scalarEmission = 0; 
584 Object o = null; 
585 while (r > 0) { 
586 o = svq.poll();
587         // eagerly check if child unsubscribed or we 
588         // reached a terminal state. 
589         if (checkTerminate()) { 
590 skipFinal = true; 
591 return; 
592         } 
593         if (o == null) { 
594 break; 
595         } 
596 
597         T v = SentinelUtils.getValue(o); 
598         // if child throws, report bounce it back 
599         // immediately 
600         try { 
601 child.onNext(v); 
602         } catch (Throwable t) { 
603 if (!delayErrors) { 
604 // Exceptions.throwIfFatal(t); 






611         } 
612         replenishMain++; 
613         scalarEmission++; 
614         r--; 
615 } 
616 if (scalarEmission > 0) { 
617         if (unbounded) { 
618 r = Long.MAX_VALUE; 
619         } else { 
620 r = producer.produced(scalarEmission); 
621         } 
622 } 
623 if (r == 0L || o == null) { 
624         break; 
625 } 
626       } 
627         } 
628 
629         /* 
630 * We need to read done before innerSubscribers because
631 * innerSubcribers are added before done is set to true. If
632 * it were the other way around, we could read an empty
633 * innerSubscribers, get paused and then read a done flag
634 * but an async producer might have added more subscribers
635 * between the two.
636 */ 
637         boolean d = done; 
638         // re-read svq because it could have been created 
639         // asynchronously just before done was set to true. 
640         svq = queue; 
641         // read the current set of inner subscribers 
642         InnerSubscriber<?>[] inner = innerSubscribers; 
643         int n = inner.length; 
644 
645         // check if upstream is done, there are no scalar values 
646         // and no active inner subscriptions 
647         if (d && (svq == null || svq.isEmpty()) && n == 0) { 
648       Queue<Throwable> e = errors; 
649       if (e == null || e.isEmpty()) { 
650 child.onComplete(); 
651       } else { 
652 reportError(); 
653       } 
654       if (svq != null) { 
655 svq.release(); 
656       } 
657       skipFinal = true; 
658       return; 
659         } 
660 
661         boolean innerCompleted = false; 
662         if (n > 0) { 
663       // let's continue the round-robin emission from last 
664       // location 
665       long startId = lastId; 
666       int index = lastIndex; 
667 
668       // in case there were changes in the array or the index 
669       // no longer points to the inner with the cached id 
670       if (n <= index || inner[index].id != startId) { 
671 if (n <= index) { 
672         index = 0; 
673 } 
674 // try locating the inner with the cached index 
675 int j = index; 
676 for (int i = 0; i < n; i++) { 
677         if (inner[j].id == startId) { 
678 break; 
679         } 
680         // wrap around in round-robin fashion 
681         j++; 
682         if (j == n) { 
683  j = 0; 
684         } 
685 } 
686 // if we found it again, j will point to it 
687 // otherwise, we continue with the replacement at j 
688 index = j; 
689 lastIndex = j; 
690 lastId = inner[j].id; 
691       } 
692 
693       int j = index; 
694       // loop through all sources once to avoid delaying any 
695       // new sources too much 
696       for (int i = 0; i < n; i++) { 
697 // eagerly check if child unsubscribed or we reached 
698 // a terminal state. 
699 if (checkTerminate()) { 
700         skipFinal = true; 
701         return; 
702 } 
703 @SuppressWarnings("unchecked") 
704 InnerSubscriber<T> is = (InnerSubscriber<T>) inner[j]; 
705 
706 Object o = null; 
707 for (;;) { 
708         int produced = 0; 
709         while (r > 0) { 
710 // eagerly check if child unsubscribed or we 
711 // reached a terminal state. 
712 if (checkTerminate()) { 
713 skipFinal = true; 
714 return; 
715 } 
716 RingBuffer q = is.queue; 
717 if (q == null) { 
718 break; 
719 } 
720 o = q.poll();
721 if (o == null) { 
722 break; 
723 } 
724 T v = SentinelUtils.getValue(o); 
725 // if child throws, report bounce it back 
726 // immediately 
727 try { 
728 child.onNext(v); 
729 } catch (Throwable t) { 
730 skipFinal = true; 
731 // Exceptions.throwIfFatal(t); 
732 try { 
733 child.onError(t); 







741         } 
742         if (produced > 0) { 
743 if (!unbounded) { 
744 r = producer.produced(produced); 
745 } else { 
746 r = Long.MAX_VALUE; 
747 } 
748 is.requestMore(produced); 
749         } 
750         // if we run out of requests or queued values, 
751         // break 
752         if (r == 0 || o == null) { 
753 break; 
754         } 
755 } 
756 boolean innerDone = is.done; 
757 RingBuffer innerQueue = is.queue; 
758 if (innerDone 
759 && (innerQueue == null || innerQueue 
760 .isEmpty())) { 
761         removeInner(is); 
762         if (checkTerminate()) { 
763 skipFinal = true; 
764 return; 
765         } 
766         replenishMain++; 
767         innerCompleted = true; 
768 } 
769 // if we run out of requests, don't try the other 
770 // sources 
771 if (r == 0) { 
772         break; 
773 } 
774 
775 // wrap around in round-robin fashion 
776 j++; 
777 if (j == n) { 
778         j = 0; 
779 } 
780       } 
781       // if we run out of requests or just completed a round, 
782       // save the index and id 
783       lastIndex = j; 
784       lastId = inner[j].id; 
785         } 
786 
787         if (replenishMain > 0) { 
788       request(replenishMain); 
789         } 
790         // if one or more inner completed, loop again to see if we 
791         // can terminate the whole stream 
792         if (innerCompleted) { 
793       continue; 
794         } 
795         // in case there were updates to the state, we loop again 
796         synchronized (this) { 
797       if (!missed) { 
798 skipFinal = true; 
799 emitting = false; 
800 break; 
801       } 
802       missed = false; 
803         } 
804     } 
805       } finally { 
806     if (!skipFinal) { 
807         synchronized (this) { 
808       emitting = false; 
809         } 
810     } 
811       } 
812   } 
813 
814   /** 
815    * Check if the operator reached some terminal state: child 
816    * unsubscribed, an error was reported and we don't delay errors. 
817    *  
818    * @return true if the child unsubscribed or there are errors available 
819    *         and merge doesn't delay errors. 
820    */ 
821   boolean checkTerminate() { 
822       if (isUnsubscribed()) { 
823     return true; 
824       } 
825  Queue<Throwable> e = errors; 
826       if (!delayErrors && (e != null && !e.isEmpty())) { 
827     try { 
828         reportError(); 
829     } finally { 
830         unsubscribe(); 
831     } 
832     return true; 
833       } 
834       return false; 
835   } 
836     } 
837 
838     static final class InnerSubscriber<T> extends AbstractSubscriber<T, T> { 
839   private static final long serialVersionUID = 1L; 
840   final MergeSubscriber<T> parent; 
841   final long id; 
842   volatile boolean done; 
843   volatile RingBuffer queue; 
844   int outstanding = RingBuffer.SIZE; 
845   static final int limit = RingBuffer.SIZE / 4; 
846  
847   public InnerSubscriber(MergeSubscriber<T> parent, long id) { 
848       this.parent = parent; 
849       this.id = id; 
850       request(RingBuffer.SIZE); 
851   } 
852 
853   @Override 
854   public void onSubscribe(Subscription s) { 
855       super.onSubscribe(s); 
856 
857   } 
858 
859   @Override 
860   public void onNext(T t) { 
861       parent.tryEmit(this, t); 
862   } 
863 
864   @Override 
865   public void onError(Throwable e) { 
866       done = true; 
867       parent.getOrCreateErrorQueue().offer(e); 
868       parent.emit(); 
869   } 
870 
871   @Override 
872   public void onComplete() { 
873       done = true; 
874       parent.emit(); 
875   } 
876 
877   public void requestMore(long n) { 
878       int r = outstanding - (int) n; 
879       if (r > limit) { 
880     outstanding = r; 
881     return; 
882       } 
883       outstanding = RingBuffer.SIZE; 
884       int k = RingBuffer.SIZE - r; 
885       if (k > 0) { 
886     request(k); 
887       } 
888   } 
889     } 
890 } 
001 package it.reactive.muskel.internal.operators; 
002 
003 import it.reactive.muskel.context.utils.ManagedContextUtils; 
004 import it.reactive.muskel.functions.SerializableBiFunction; 
005 import it.reactive.muskel.functions.SerializableSubscriber; 
006 import it.reactive.muskel.functions.SerializableSupplier; 
007 import it.reactive.muskel.internal.functions.Operator; 
008 
009 import java.io.Serializable; 
010 import java.util.concurrent.atomic.AtomicBoolean; 
011 
012 import lombok.NonNull; 
013 import lombok.RequiredArgsConstructor; 
014 
015 import org.reactivestreams.Subscriber; 
016 import org.reactivestreams.Subscription; 
017 
018 @RequiredArgsConstructor 
019 public class OperatorScan<R, T> implements Operator<R, T> { 
020 
021     private static final long serialVersionUID = 1L; 
022 
023     private static final Object NO_INITIAL_VALUE = new ImmutableObject(); 
024 
025     @NonNull 
026     private final SerializableSupplier<R> initialValueFunction; 
027 
028     @NonNull 
029     private final SerializableBiFunction<R, ? super T, R> accumulator; 
030 
031     @SuppressWarnings("unchecked") 
032     public OperatorScan(SerializableBiFunction<R, ? super T, R> accumulator) { 
033   this((R) NO_INITIAL_VALUE, accumulator); 
034     } 
035 
036     public OperatorScan(R initialValue, 
037       SerializableBiFunction<R, ? super T, R> accumulator) { 
038   this(() -> initialValue, accumulator); 
039     } 
040 
041     @Override 
042     public Subscriber<? super T> apply(Subscriber<? super R> t) { 
043   return new ScanSubscriber<>(initialValueFunction.get(), accumulator, t); 
044     } 
045 
046     private static class ScanSubscriber<R, T> implements 
047       SerializableSubscriber<T> { 
048   private static final long serialVersionUID = 1L; 
049 
050   private final R initialValue; 
051 
052   private SerializableBiFunction<R, ? super T, R> accumulator; 
053 
054   private R value; 
055 
056   private final Subscriber<? super R> child; 
057 
058   boolean initialized = false; 
059 
060   public ScanSubscriber(R initialValue, 
061     SerializableBiFunction<R, ? super T, R> accumulator, 
062     Subscriber<? super R> child) { 
063       this.value = initialValue; 
064       this.initialValue = initialValue; 
065       this.child = child; 
066       this.accumulator = accumulator; 
067 
068   } 
069 
070   @SuppressWarnings("unchecked") 
071   @Override 
072   public void onNext(T currentValue) { 
073       emitInitialValueIfNeeded(child); 
074 
075       if (NO_INITIAL_VALUE.equals(this.value)) { 
076     // if there is NO_INITIAL_VALUE then we know it is type T for 
077     // both so cast T to R 
078     this.value = (R) currentValue; 
079       } else { 
080     try { 
081         this.value = accumulator.apply(this.value, currentValue); 
082     } catch (Throwable e) { 
083         onError(e); 
084     } 
085       } 
086       child.onNext(this.value); 
087   } 
088 
089   @Override 
090   public void onComplete() { 
091       emitInitialValueIfNeeded(child); 
092       child.onComplete(); 
093   } 
094 
095   private void emitInitialValueIfNeeded(final Subscriber<? super R> child) { 
096       if (!initialized) { 
097     initialized = true; 
098 
099     if (!NO_INITIAL_VALUE.equals(initialValue)) { 
100         child.onNext(initialValue); 
101     } 
102       } 
103   } 
104 
105   @Override 
106   public void onError(Throwable t) { 
107       this.child.onError(t); 
108 
109   } 
110 
111   @Override 
112   public void onSubscribe(final Subscription s) { 
113       this.accumulator = ManagedContextUtils 
114         .tryInitialize(s, accumulator); 
115       this.child.onSubscribe(new Subscription() { 
116 
117     final AtomicBoolean once = new AtomicBoolean(); 
118 
119     final AtomicBoolean excessive = new AtomicBoolean(); 
120 
121     @Override 
122     public void request(long n) { 
123         if (once.compareAndSet(false, true)) { 
124 
125       if (NO_INITIAL_VALUE.equals(initialValue) 
126         || n == Long.MAX_VALUE) { 
127 s.request(n);
128       } else if (n == 1) { 
129 excessive.set(true); 
130 s.request(1); // request at least 1
131       } else { 
132 // n != Long.MAX_VALUE && n != 1 
133 s.request(n - 1);
134       } 
135         } else { 
136       // pass-thru after first time 
137       if (n > 1 // avoid to request 0 
138         && excessive.compareAndSet(true, false) 
139         && n != Long.MAX_VALUE) { 
140 s.request(n - 1);
141       } else { 
142 s.request(n);
143       } 
144         } 
145 
146     } 
147 
148     @Override 
149     public void cancel() { 
150 s.cancel();
151 
152     } 
153       }); 
154 
155   } 
156 
157     } 
158 
159     private static class ImmutableObject implements Serializable { 
160 
161   private static final long serialVersionUID = 1L; 
162 
163   private String id; 
164 
165   @Override 
166   public int hashCode() { 
167       final int prime = 31; 
168       int result = 1; 
169       result = prime * result + ((id == null) ? 0 : id.hashCode()); 
170       return result; 
171   } 
172 
173   @Override 
174   public boolean equals(Object obj) { 
175       if (this == obj) 
176     return true; 
177       if (obj == null) 
178     return false; 
179       if (getClass() != obj.getClass()) 
180     return false; 
181       ImmutableObject other = (ImmutableObject) obj; 
182       if (id == null) { 
183     if (other.id != null) 
184         return false; 
185       } else if (!id.equals(other.id)) 
186     return false; 
187       return true; 
188   } 
189     } 
190 } 
01 package it.reactive.muskel.internal.operators; 
02 
03 import it.reactive.muskel.internal.functions.Operator; 
04 import it.reactive.muskel.internal.subscriber.AbstractSubscriber; 
05 
06 import java.util.NoSuchElementException; 
07 
08 import lombok.AllArgsConstructor; 
09 
10 import org.reactivestreams.Subscriber; 
11 
12 @AllArgsConstructor 
13 public class OperatorSingle<T> implements Operator<T, T> { 
14     private static final long serialVersionUID = 1L; 
15 
16     private final T defaultValue; 
17 
18     public OperatorSingle() { 
19   this(null); 
20     } 
21 
22     @Override 
23     public Subscriber<? super T> apply(Subscriber<? super T> t) { 
24   return new SingleSubscriver<>(t, defaultValue); 
25     } 
26 
27     private static class SingleSubscriver<T> extends AbstractSubscriber<T, T> { 
28 
29   private static final long serialVersionUID = 1L; 
30 
31   private T value; 
32   private boolean isNonEmpty = false; 
33   private boolean hasTooManyElements = false; 
34 
35   private final boolean hasDefaultValue; 
36   private final T defaultValue; 
37 
38   public SingleSubscriver(Subscriber<? super T> t, T defaultValue) { 
39       super(t); 
40       this.defaultValue = defaultValue; 
41       this.hasDefaultValue = defaultValue != null; 
42   } 
43 
44   @Override 
45   public void onNext(T value) { 
46       if (isNonEmpty) { 
47     hasTooManyElements = true; 
48     super.onError(new IllegalArgumentException( 
49       "Sequence contains too many elements")); 








      } else { 
    this.value = value; 
    isNonEmpty = true; 
    // 
//Because we cache a value and don't emit now, we need   //
request another one. 
    request(1); 
58       } 
59   } 
60 
61   @Override 
62   public void onComplete() { 
63       if (hasTooManyElements) { 
64     // We have already sent an onError message 
65       } else { 
66     if (isNonEmpty) { 
67         super.onNext(value); 
68         super.onComplete(); 
69     } else { 
70         if (hasDefaultValue) { 
71       super.onNext(defaultValue); 
72       super.onComplete(); 
73         } else { 
74       super.onError(new NoSuchElementException( 
75         "Sequence contains no elements")); 
76         } 
77     } 
78       } 
79   } 
80 
81     } 
82 
83 } 
01 package it.reactive.muskel.internal.operators; 
02 
03 import it.reactive.muskel.MuskelExecutor; 
04 import it.reactive.muskel.MuskelProcessor; 
05 import it.reactive.muskel.context.MuskelContext; 
06 import it.reactive.muskel.functions.SerializableSubscriber; 
07 import it.reactive.muskel.internal.functions.Operator; 
08 import lombok.AllArgsConstructor; 
09 import lombok.NonNull; 
10 
11 import org.reactivestreams.Subscriber; 
12 import org.reactivestreams.Subscription; 
13 
14 @AllArgsConstructor 
15 public class OperatorSubscribeOn<T> implements Operator<T, MuskelProcessor<T>> { 
16 
17     private static final long serialVersionUID = 1L; 
18     private transient final MuskelContext context; 
19 
20     @NonNull 
21     private final MuskelExecutor executor; 
22 
23     @Override 
24     public SerializableSubscriber<? super MuskelProcessor<T>> apply( 
25       final Subscriber<? super T> subscriber) { 
26 
27   return new SerializableSubscriber<MuskelProcessor<T>>() { 
28 
29       private static final long serialVersionUID = 1L; 
30 
31       @Override 
32       public void onSubscribe(Subscription s) { 
33 s.request(1);
34       } 
35 
36       @Override 
37       public void onNext(MuskelProcessor<T> p) { 
38     context.getMuskelExecutorService().execute(() -> { 
39 
40         final Thread t = Thread.currentThread(); 
41 p.subscribe(new SerializableSubscriber<T>() {
42 
43       private static final long serialVersionUID = 1L; 
44 
45       @Override 
46       public void onSubscribe(Subscription s) { 
47 if (Thread.currentThread() == t) { 
48         subscriber.onSubscribe(s); 
49 } else { 
50         context.getMuskelExecutorService().execute( 
51 () -> { 
52 subscriber.onSubscribe(s); 
53 }, executor); 
54 } 
55 
56       } 
57 
58       @Override 
59       public void onNext(T t) { 
60 subscriber.onNext(t); 
61 
62       } 
63 
64       @Override 
65       public void onError(Throwable t) { 
66 subscriber.onError(t); 
67 
68       } 
69 
70       @Override 
71       public void onComplete() { 
72 subscriber.onComplete(); 
73 
74       } 
75         }); 
76 
77     }, executor); 
78 
79       } 
80 
81       @Override 
82       public void onError(Throwable t) { 
83     subscriber.onError(t); 
84 
85       } 
86 
87       @Override 
88       public void onComplete() { 
89     // ignore because this is a nested MuskelProcessor and we expect 
90     // only 1 MuskelProcessor<T> emitted to onNext 
91 
92       } 
93   }; 
94 
95     } 
96 
97 } 
001 package it.reactive.muskel.internal.operators; 
002 
003 import it.reactive.muskel.internal.functions.Operator; 
004 import it.reactive.muskel.internal.subscriber.AbstractSubscriber; 
005 
006 import java.util.concurrent.atomic.AtomicLong; 
007 
008 import org.reactivestreams.Subscriber; 
009 
010 public class OperatorTake<T> implements Operator<T, T> { 
011 
012     private static final long serialVersionUID = 1L; 
013 
014     private final int limit; 
015 
016     private final boolean unbounded; 
017 
018     public OperatorTake(int limit) { 
019   this(limit, false); 
020     } 
021 
022     public OperatorTake(int limit, boolean unbounded) { 
023   if (limit < 0) { 
024       throw new IndexOutOfBoundsException("count could not be negative"); 
025   } 
026   this.limit = limit; 
027   this.unbounded = unbounded; 
028     } 
029 
030     @Override 
031     public Subscriber<? super T> apply(Subscriber<? super T> t) { 
032   TakeSubscriber<T> result = new TakeSubscriber<>(t, limit, unbounded); 
033 
034   if (limit == 0) { 
035 t.onComplete();
036       result.cancel(); 
037   } 
038   return result; 
039     } 
040 
041     private static class TakeSubscriber<T> extends AbstractSubscriber<T, T> { 
042 
043   private static final long serialVersionUID = 1L; 
044 
045   private final int limit; 
046 
047   private final boolean unbounded; 
048 
049   private int count; 
050 
051   private boolean completed; 
052 
053   private final AtomicLong requested = new AtomicLong(0); 
054 
055   public TakeSubscriber(Subscriber<? super T> t, int limit, 
056     boolean unbounded) { 
057       super(t); 
058       this.limit = limit; 
059       this.unbounded = unbounded; 
060   } 
061 
062   @Override 
063   public void request(long n) { 
064       if (unbounded) { 
065     super.request(n); 
066       } else { 
067     if (n > 0 && !completed) { 
068         // because requests may happen concurrently use a CAS loop 
069         // to 
070         // ensure we only request as much as needed, no more no less 
071         while (true) { 
072       long r = requested.get(); 
073       long c = Math.min(n, limit - r); 
074       if (c == 0) 
075 break; 
076       else if (requested.compareAndSet(r, r + c)) { 
077 super.request(c); 
078 break; 
079       } 
080         } 
081     } 
082       } 
083   } 
084 
085   @Override 
086   public void onComplete() { 
087       if (!completed) { 
088     completed = true; 
089     super.onComplete(); 
090       } 
091   } 
092 
093   @Override 
094   public void onNext(T value) { 
095       if (!isUnsubscribed()) { 
096     boolean stop = ++count >= limit; 
097     super.onNext(value); 
098     if (stop && !completed) { 
099         completed = true; 
100         try { 
101       super.onComplete(); 
102         } finally { 
103       unsubscribe(); 
104         } 
105     } 
106       } 
107   } 
108 
109   @Override 
110   public void onError(Throwable e) { 
111       if (!completed) { 
112     completed = true; 
113     try { 
114         super.onError(e); 
115     } finally { 
116         unsubscribe(); 
117     } 
118       } 
119   } 
120 
121   @Override 
122   public String toString() { 
123       return "TakeSubscriber [limit=" + limit + ", unbounded=" 
124         + unbounded + ", count=" + count + ", completed=" 
125         + completed + ", requested=" + requested + "]"; 
126   } 
127     } 
128 
129 } 
001 package it.reactive.muskel.internal.operators; 
002 
003 import it.reactive.muskel.internal.functions.Operator; 
004 import it.reactive.muskel.internal.operator.utils.BackpressureUtils; 
005 import it.reactive.muskel.internal.subscriber.AbstractSubscriber; 
006 
007 import java.io.Serializable; 
008 import java.util.ArrayDeque; 
009 import java.util.Deque; 
010 import java.util.concurrent.atomic.AtomicLongFieldUpdater; 
011 
012 import org.reactivestreams.Subscriber; 
013 import org.reactivestreams.Subscription; 
014 
015 public class OperatorTakeLast<T> implements Operator<T, T> { 
016 
017     private static final long serialVersionUID = 1L; 
018 
019     private final int count; 
020 
021     public OperatorTakeLast(int count) { 
022   if (count < 0) { 
023       throw new IndexOutOfBoundsException("count could not be negative"); 
024   } 
025   this.count = count; 
026     } 
027 
028     @Override 
029     public Subscriber<? super T> apply(Subscriber<? super T> t) { 
030   return new TakeLastSubscriber<>(t, count); 
031     } 
032 
033     private static class TakeLastSubscriber<T> extends AbstractSubscriber<T, T> { 
034 
035   private static final Object ON_COMPLETED_SENTINEL = new Serializable() { 
036       private static final long serialVersionUID = 1; 
037 
038       @Override 
039       public String toString() { 
040     return "Notification=>Completed"; 
041       } 
042   }; 
043 
044   private static final Object ON_NEXT_NULL_SENTINEL = new Serializable() { 
045       private static final long serialVersionUID = 2; 
046 
047       @Override 
048       public String toString() { 
049     return "Notification=>NULL"; 
050       } 
051   }; 
052 
053   private final int count; 
054 
055   private final Deque<Object> deque = new ArrayDeque<Object>(); 
056 
057   private static final long serialVersionUID = 1L; 
058 
059   private volatile boolean emittingStarted = false; 
060 
061   private volatile long requested = 0; 
062   @SuppressWarnings("rawtypes") 
063   private static final AtomicLongFieldUpdater<TakeLastSubscriber> REQUESTED_UPDATER = 
AtomicLongFieldUpdater 
064     .newUpdater(TakeLastSubscriber.class, "requested"); 
065  
066   public TakeLastSubscriber(Subscriber<? super T> t, int count) { 
067       super(t); 
068       this.count = count; 
069   } 
070 
071   @Override 
072   public void onSubscribe(Subscription s) { 
073       super.onSubscribe(s); 
074       super.request(Long.MAX_VALUE); 
075 
076   }; 
077 
078   @Override 
079   public void request(long n) { 
080       BackpressureUtils.getAndAddRequest(REQUESTED_UPDATER, this, n); 
081 
082       if (n > 0) { 
083     if (requested == Long.MAX_VALUE) { 
084         return; 
085     } 
086     long _c = BackpressureUtils.getAndAddRequest(REQUESTED_UPDATER, 
087       this, n); 
088     if (!emittingStarted) { 
089         // we haven't started yet, so record what was requested and 
090         // return 
091         return; 
092     } 
093     emit(_c); 
094       } 
095   } 
096 
097   @Override 
098   public void onComplete() { 
099       deque.offer(ON_COMPLETED_SENTINEL); 
100       if (!emittingStarted) { 
101     emittingStarted = true; 
102     emit(0); 
103       } 
104   } 
105 
106   @Override 
107   public void onNext(T value) { 
108       if (count == 0) { 
109     // If count == 0, we do not need to put value into deque and 
110     // remove it at once. We can ignore the value directly. 
111     return; 
112       } 
113       if (deque.size() == count) { 
114     deque.removeFirst(); 
115       } 
116       deque.offerLast(value == null ? ON_NEXT_NULL_SENTINEL : value); 
117   } 
118 
119   @Override 
120   public void onError(Throwable e) { 
121       deque.clear(); 
122       super.onError(e); 
123   } 
124 
125   void emit(long previousRequested) { 
126       if (requested == Long.MAX_VALUE) { 
127     // fast-path without backpressure 
128     if (previousRequested == 0) { 
129         try { 
130       for (Object value : deque) { 
131 if (isUnsubscribed()) 
132         return; 
133 doNext(value); 
134       } 
135         } catch (Throwable e) { 
136       super.onError(e); 
137         } finally { 
138       deque.clear(); 
139         } 
140     } else { 
141         // backpressure path will handle Long.MAX_VALUE and emit the 
142         // rest events. 
143     } 
144       } else { 
145     // backpressure is requested 
146     if (previousRequested == 0) { 
147         while (true) { 
148       /* 
149 * This complicated logic is done to avoid touching the
150 * volatile `requested` value during the loop itself. If
151 * it is touched during the loop the performance is
152 * impacted significantly.
153        */ 
154       long numToEmit = requested; 
155       int emitted = 0; 
156       Object o; 
157       while (--numToEmit >= 0 && (o = deque.poll()) != null) { 
158 if (isUnsubscribed()) { 
159         return; 
160 } 
161 if (doNext(o)) { 
162         // terminal event 
163         return; 
164 } else { 
165         emitted++; 
166 } 
167       } 
168       for (;;) { 
169 long oldRequested = requested; 
170 long newRequested = oldRequested - emitted; 
171 if (oldRequested == Long.MAX_VALUE) { 
172         // became unbounded during the loop 
173         // continue the outer loop to emit the rest 
174         // events. 
175         break; 
176 } 
177 if (REQUESTED_UPDATER.compareAndSet(this, 
178 oldRequested, newRequested)) { 
179         if (newRequested == 0) { 
180 // we're done emitting the number requested 
181 // so return 
182 return; 
183         } 
184         break; 
185 } 
186       } 
187         } 
188     } 
189       } 
190   } 
191 
192   @SuppressWarnings("unchecked") 
193   protected boolean doNext(Object value) { 
194       boolean terminal = false; 
195       if (value == ON_NEXT_NULL_SENTINEL) { 
196     super.onNext(null); 
197       } else { 
198     if (value == ON_COMPLETED_SENTINEL) { 
199         super.onComplete(); 
200         terminal = true; 
201     } else { 
202         super.onNext((T) value); 
203     } 
204       } 
205       return terminal; 
206   } 
207     } 
208 
209 } 
01 package it.reactive.muskel.internal.operators; 
02 
03 import it.reactive.muskel.internal.functions.Operator; 
04 import it.reactive.muskel.internal.subscriber.AbstractSubscriber; 
05 
06 import java.util.ArrayList; 
07 import java.util.LinkedList; 
08 import java.util.List; 
09 
10 import org.reactivestreams.Subscriber; 
11 
12 public class OperatorToList<T> implements Operator<List<T>, T> { 
13 
14     private static final long serialVersionUID = 1L; 
15 
16     @Override 
17     public Subscriber<? super T> apply(final Subscriber<? super List<T>> t) { 
18   return new OperatorToListSubScriber<T>(t); 
19     } 
20 
21     private static class OperatorToListSubScriber<T> extends 
22       AbstractSubscriber<T, List<T>> { 
23 
24   private static final long serialVersionUID = 1L; 
25   private boolean completed = false; 
26   private final List<T> list = new LinkedList<T>(); 
27 
28   public OperatorToListSubScriber(Subscriber<? super List<T>> t) { 
29       super(t); 
30   } 
31 
32   @Override 
33   public void request(long n) { 
34       super.request(Long.MAX_VALUE); 
35   } 
36 
37   @Override 
38   public void onComplete() { 
39       try { 
40     completed = true; 
41 
42     getChild().onNext(new ArrayList<T>(list)); 
43     super.onComplete(); 
44       } catch (Throwable e) { 
45     onError(e); 
46       } 
47   } 
48 
49   @Override 
50   public void onNext(T value) { 
51       if (!completed) { 
52     list.add(value); 
53       } 
54   } 
55 
56     } 
57 
58 } 
001 package it.reactive.muskel.internal.operators; 
002 
003 import it.reactive.muskel.context.MuskelContext; 
004 import it.reactive.muskel.exceptions.MuskelException; 
005 import it.reactive.muskel.internal.functions.Operator; 
006 import it.reactive.muskel.internal.publisher.QueuePoolPublisher; 
007 import it.reactive.muskel.internal.subscriber.QueueEmiterSubscriber; 
008 
009 import java.io.Serializable; 
010 import java.util.concurrent.atomic.AtomicReference; 
011 
012 import lombok.AllArgsConstructor; 
013 import lombok.Builder; 
014 import lombok.Getter; 
015 
016 import org.reactivestreams.Subscriber; 
017 import org.reactivestreams.Subscription; 
018 
019 @AllArgsConstructor 
020 public class OperatorToLocal<T> implements Operator<T, T> { 
021 
022     private static final long serialVersionUID = 1L; 
023 
024     private final MuskelContext context; 
025 
026     @Override 
027     public Subscriber<? super T> apply(Subscriber<? super T> o) { 
028   return new OperatorToLocalSubscriber<T>(context, o); 
029     } 
030 
031     private static class OperatorToLocalSubscriber<T> extends 
032       QueueEmiterSubscriber<T> { 
033 
034   private static final long serialVersionUID = 1L; 
035 
036   protected final String onSubscribeUUID; 
037 
038   private final Subscriber<? super T> subscriber; 
039 
040   // private final AtomicBoolean onSubscribeCalled = new AtomicBoolean(); 
041 
042   // Se false vuol dire che la classe non è stata inizializzata localmente 
043   private final transient Object localExecution; 
044 
045   private OperatorToLocalSubscriber(MuskelContext context, 
046     Subscriber<? super T> subscriber) { 
047       super(context, null); 
048       this.onSubscribeUUID = context.generateIdentifier(); 
049       this.subscriber = subscriber; 
050       final AtomicReference<String> registrationId = new AtomicReference<>(); 
051       localExecution = true; 
052       registrationId.set(context.addMessageListener(onSubscribeUUID, 
053         message -> { 
054 
055       if (subcriptionUUID 
056         .equals(((SubscribeTopicMessage) message 
057 .getMessageObject()).getRequestId())) { 
058 






065       } 
066         })); 
067   } 
068 
069   @Override 
070   public void onSubscribe(final Subscription s) { 
071       if (localExecution == null) { 
072     super.onSubscribe(s); 
073     context.publishMessage(onSubscribeUUID, SubscribeTopicMessage 
074       .builder().requestId(subcriptionUUID).build()); 
075       } else { 
076     throw new MuskelException( 
077       "The method onSubscribe should be invoked remotelly. Check use of Local Function"); 
078       } 
079 
080   } 
081 
082   @Override 
083   public void onError(Throwable t) { 
084       if (localExecution == null) { 
085     super.onError(t); 
086       } else { 
087     // Nel caso ci sia un errore prima dell'inizializzazione remota 
088     // cerco di proparare l'errore 
089     subscriber.onError(t); 
090       } 
091 
092   } 
093 
094     } 
095 
096     @Getter 
097     @Builder 
098     private static class SubscribeTopicMessage implements Serializable { 
099 
100   private static final long serialVersionUID = 1L; 
101 
102   private final String requestId; 
103     } 
104 
105 } 
01 package it.reactive.muskel.internal.operators; 
02 
03 import it.reactive.muskel.context.utils.ManagedContextUtils; 
04 import it.reactive.muskel.functions.SerializableBiFunction; 
05 import it.reactive.muskel.internal.functions.Operator; 
06 import it.reactive.muskel.internal.operator.utils.ComparatorUtils; 
07 import it.reactive.muskel.internal.subscriber.AbstractSubscriber; 
08 
09 import java.util.Collections; 
10 import java.util.LinkedList; 
11 import java.util.List; 
12 
13 import lombok.NonNull; 
14 import lombok.RequiredArgsConstructor; 
15 
16 import org.reactivestreams.Subscriber; 
17 import org.reactivestreams.Subscription; 
18 
19 @RequiredArgsConstructor 
20 public class OperatorToSortedList<T> implements Operator<List<T>, T> { 
21 
22     private static final long serialVersionUID = 1L; 
23 
24     @SuppressWarnings("unchecked") 
25     public OperatorToSortedList() { 
26   this(ComparatorUtils.DEFAULT_SORT_FUNCTION); 
27     } 
28 
29     @NonNull 
30     private final SerializableBiFunction<? super T, ? super T, Integer> sortFunction; 
31 
32     @Override 
33     public Subscriber<? super T> apply(Subscriber<? super List<T>> t) { 
34 
35   return new OperatorToSortedListSubScriber<>(t, sortFunction); 
36     } 
37 
38     private static class OperatorToSortedListSubScriber<T> extends 
39       AbstractSubscriber<T, List<T>> { 
40 
41   private static final long serialVersionUID = 1L; 
42   private boolean completed = false; 
43   private final List<T> list = new LinkedList<T>(); 
44 
45   private SerializableBiFunction<? super T, ? super T, Integer> sortFunction; 
46 
47   public OperatorToSortedListSubScriber( 
48     Subscriber<? super List<T>> t, 
49     SerializableBiFunction<? super T, ? super T, Integer> sortFunction) { 
50       super(t); 
51       this.sortFunction = sortFunction; 
52   } 
53 
54   @Override 
55   public void onSubscribe(Subscription s) { 
56       this.sortFunction = ManagedContextUtils.tryInitialize(s, 
57         sortFunction); 
58       super.onSubscribe(s); 
59   } 
60 
61   @Override 
62   public void request(long n) { 
63       super.request(Long.MAX_VALUE); 
64   } 
65 
66   @Override 
67   public void onComplete() { 
68       try { 
69     completed = true; 
70 
71     Collections.sort(list, 
72       ComparatorUtils.buildComparator(sortFunction)); 
73 
74     super.doOnNext(Collections.unmodifiableList(list)); 
75 
76     super.onComplete(); 
77       } catch (Throwable e) { 
78     onError(e); 
79       } 
80   } 
81 
82   @Override 
83   public void onNext(T value) { 
84       if (!completed) { 
85     list.add(value); 
86       } 
87   } 
88 
89     } 
90 } 
01 /* 
02  * Licensed under the Apache License, Version 2.0 (the "License"); 
03  * you may not use this file except in compliance with the License. 
04  * You may obtain a copy of the License at 
05  * 
06  * http://www.apache.org/licenses/LICENSE-2.0 
07  * 
08  * Unless required by applicable law or agreed to in writing, software 
09  * distributed under the License is distributed on an "AS IS" BASIS, 
10  * WITHOUT WARRANTIES OR CONDITIONS OF ANY KIND, either express or implied. 
11  * See the License for the specific language governing permissions and 
12  * limitations under the License. 
13  *  
14  * Original License: https://github.com/JCTools/JCTools/blob/master/LICENSE 
15  * Original location: 
https://github.com/JCTools/JCTools/blob/master/jctools-core/src/main/java/org/jctools/util/P
ow2.java 
16  */ 
17 package it.reactive.muskel.internal.utils.unsafe; 
18 
19 public final class Pow2 { 
20     private Pow2() { 
21   throw new IllegalStateException("No instances!"); 
22     } 
23 
24     /** 
25 * Find the next larger positive power of two value up from the given value.
26 * If value is a power of two then this value will be returned.
27      * 
28 * @param value
29      * from which next positive power of two will be found. 
30 * @return the next positive power of 2 or this value if it is a power of 2.
31      */ 
32     public static int roundToPowerOfTwo(final int value) { 
33   return 1 << (32 - Integer.numberOfLeadingZeros(value - 1)); 
34     } 
35 
36     /** 
37 * Is this value a power of two.
38      * 
39 * @param value
40      * to be tested to see if it is a power of two. 
41 * @return true if the value is a power of 2 otherwise false.
42      */ 
43     public static boolean isPowerOfTwo(final int value) { 
44   return (value & (value - 1)) == 0; 
45     } 
46 } 
01 package it.reactive.muskel.context.proxy; 
02 
03 import it.reactive.muskel.context.MuskelContext; 
04 import it.reactive.muskel.context.MuskelManagedContext; 
05 import it.reactive.muskel.context.MuskelMessageListener; 
06 import it.reactive.muskel.context.MuskelQueue; 
07 import it.reactive.muskel.context.ThreadLocalMuskelContext; 
08 import it.reactive.muskel.executor.MuskelExecutorService; 
09 
10 import java.io.Serializable; 
11 
12 public class ProxyMuskelContext implements MuskelContext, Serializable { 
13 
14     private static final long serialVersionUID = 1L; 
15 
16     private MuskelContext target; 
17 
18     public void setTarget(MuskelContext target) { 
19   this.target = target; 
20     } 
21 
22     protected MuskelContext getRequiredTarget() { 
23   if (this.target == null) { 
24       this.target = ThreadLocalMuskelContext.get(); 
25   } 
26   if (target == null) { 
27       throw new IllegalArgumentException( 
28         "Target Muskel Context cannot be null"); 
29   } 
30   return target; 
31     } 
32 
33     @Override 
34     public String generateIdentifier() { 
35   return getRequiredTarget().generateIdentifier(); 
36     } 
37 
38     @Override 
39     public <T> MuskelQueue<T> getQueue(String name) { 
40 
41   return getRequiredTarget().getQueue(name); 
42     } 
43 
44     @Override 
45     public void publishMessage(String name, Object value) { 
46   getRequiredTarget().publishMessage(name, value); 
47 
48     } 
49 
50     @Override 
51     public <T> String addMessageListener(String name, 
52       MuskelMessageListener<T> listener) { 
53   return getRequiredTarget().addMessageListener(name, listener); 
54     } 
55 
56     @Override 
57     public boolean removeMessageListener(String name, String id) { 
58 
59   return getRequiredTarget().removeMessageListener(name, id); 
60     } 
61 
62     @Override 
63     public MuskelExecutorService getMuskelExecutorService() { 
64   return getRequiredTarget().getMuskelExecutorService(); 
65     } 
66  
67     @Override 
68     public void close() { 
69   getRequiredTarget().close(); 
70  
71     } 
72  
73     @Override 
74     public MuskelManagedContext getManagedContext() { 
75  
76   return getRequiredTarget().getManagedContext(); 
77     } 
78  
79     @Override 
80     public void closeQueue(String name) { 
81   getRequiredTarget().closeQueue(name); 
82  
83     } 
84  
85     @Override 
86     public void closeMessageListener(String name) { 
87   getRequiredTarget().closeMessageListener(name); 
88  
89     } 
90  
91     @Override 
92     public String toString() { 
93   return "ProxyMuskelContext [target=" + target + "]"; 
94     } 
95 } 
001 package it.reactive.muskel.internal.operators; 
002 
003 import it.reactive.muskel.internal.operator.utils.BackpressureUtils; 
004 
005 import java.util.Iterator; 
006 import java.util.concurrent.atomic.AtomicBoolean; 
007 import java.util.concurrent.atomic.AtomicIntegerFieldUpdater; 
008 import java.util.concurrent.atomic.AtomicLong; 
009 import java.util.stream.Stream; 
010 
011 import lombok.NonNull; 
012 import lombok.RequiredArgsConstructor; 
013 
014 import org.reactivestreams.Publisher; 
015 import org.reactivestreams.Subscriber; 
016 import org.reactivestreams.Subscription; 
017 
018 @RequiredArgsConstructor 
019 public class PublisherStreamSource<T> extends AtomicBoolean implements 
020   Publisher<T> { 
021 
022     private static final long serialVersionUID = 1L; 
023 
024     @NonNull 
025     private final Stream<? extends T> stream; 
026 
027     @Override 
028     public void subscribe(Subscriber<? super T> s) { 
029   if (compareAndSet(false, true)) { 
030       Iterator<? extends T> it; 
031       try { 
032     it = stream.iterator(); 
033       } catch (Throwable e) { 
034 s.onError(e);
035     return; 
036       } 
037 s.onSubscribe(new StreamSourceSubscription<>(stream, it, s));
038       return; 
039   } 
040   s.onError(new IllegalStateException("Contents already consumed")); 
041 
042     } 
043 
044     private static final class StreamSourceSubscription<T> extends AtomicLong 
045       implements Subscription { 
046 
047   private static final long serialVersionUID = 1L; 
048   private final Iterator<? extends T> it; 
049   private final Stream<? extends T> stream; 
050   private final Subscriber<? super T> subscriber; 
051 
052   private volatile boolean cancelled; 
053 
054   @SuppressWarnings("unused") 
055   private volatile int wip; 
056   @SuppressWarnings("rawtypes") 
057   static final AtomicIntegerFieldUpdater<StreamSourceSubscription> WIP = 
AtomicIntegerFieldUpdater 
058     .newUpdater(StreamSourceSubscription.class, "wip"); 
059 
060   public StreamSourceSubscription(Stream<? extends T> stream, 
061     Iterator<? extends T> it, Subscriber<? super T> subscriber) { 
062       this.stream = stream; 
063       this.it = it; 
064       this.subscriber = subscriber; 
065   } 
066  
067   @Override 
068   public void request(long n) { 
069       if (n <= 0) { 
070     throw new IllegalArgumentException("n > 0 required but it was " 
071       + n); 
072  
073       } 
074       BackpressureUtils.getAndAddRequest(this, n); 
075       drain(); 
076   } 
077  
078   @Override 
079   public void cancel() { 
080       if (!cancelled) { 
081     cancelled = true; 
082     if (WIP.getAndIncrement(this) != 0) { 
083         return; 
084     } 
085     stream.close(); 
086       } 
087   } 
088  
089   void drain() { 
090       if (WIP.getAndIncrement(this) != 0) { 
091     return; 
092       } 
093       long r = get(); 
094       long r0 = r; 
095       do { 
096     if (cancelled) { 
097         stream.close(); 
098         return; 
099     } 
100     long e = 0L; 
101  
102     if (!it.hasNext()) { 
103         subscriber.onComplete(); 
104         return; 
105     } 
106     while (r != 0L) { 
107         T v = it.next(); 
108         subscriber.onNext(v); 
109         if (cancelled) { 
110       stream.close(); 
111       return; 
112         } 
113         if (!it.hasNext()) { 
114       subscriber.onComplete(); 
115       return; 
116         } 
117         r--; 
118         e--; 
119     } 
120     if (e != 0L) { 
121         if (r0 != Long.MAX_VALUE) { 
122       r = addAndGet(e); 
123         } else { 
124       r = Long.MAX_VALUE; 
125         } 
126     } 
127       } while (WIP.decrementAndGet(this) != 0); 
128   } 
129     } 
130  
131 } 
01 package it.reactive.muskel.internal.functions; 
02  
03 import it.reactive.muskel.MuskelProcessor; 
04 import it.reactive.muskel.context.MuskelContext; 
05 import it.reactive.muskel.context.MuskelContextAware; 
06 import it.reactive.muskel.context.ThreadLocalMuskelContext; 
07 import it.reactive.muskel.functions.SerializableFunction; 
08 import it.reactive.muskel.internal.operator.utils.SentinelUtils; 
09 import it.reactive.muskel.internal.subscriber.QueueEmiterSubscriber; 
10  
11 import java.util.function.Function; 
12  
13 import lombok.AllArgsConstructor; 
14 import lombok.NonNull; 




19 public class QueueBasedProcessorFunctionWrapper<T, R> implements 
20   SerializableFunction<T, Object>, MuskelContextAware { 
21  
22     private static final long serialVersionUID = 1L; 
23  
24     @NonNull 
25     private final SerializableFunction<? super T, ? extends MuskelProcessor<? extends R>> 
target; 
26  
27     private transient MuskelContext context; 
28  
29     @SuppressWarnings("unchecked") 
30     @Override 
31     public Object apply(T t) { 
32   try { 
33       Function<? super T, ? extends MuskelProcessor<? extends R>> initializedTarget = target; 
34       if (context != null && context.getManagedContext() != null) { 
35     initializedTarget = (Function<? super T, ? extends MuskelProcessor<? extends R>>) context 
36       .getManagedContext().initialize(this.target); 
37       } 
38       MuskelProcessor<? extends R> result = initializedTarget.apply(t); 
39       MuskelContext currentContext = ThreadLocalMuskelContext.get(); 
40       if (currentContext != null) { 
41     result.withContext(currentContext); 
42       } 
43       QueueEmiterSubscriber<R> subscriber = new QueueEmiterSubscriber<>( 
44         context, null); 
45       result.subscribe(subscriber); 
46       return subscriber.getSubcriptionUUID(); 
47   } catch (Throwable e) { 
48       return SentinelUtils.error(e); 
49   } 
50  
51     } 
52  
53     @Override 
54     public void setContext(MuskelContext context) { 
55   this.context = context; 
56     } 
57  
58 } 
01 package it.reactive.muskel.internal.subscriber; 
02  
03 import it.reactive.muskel.context.MuskelContext; 
04 import it.reactive.muskel.context.MuskelQueue; 
05 import it.reactive.muskel.context.ThreadLocalMuskelContext; 
06 import it.reactive.muskel.internal.subscriber.subscription.utils.SubscriptionTopicUtils; 
07  
08 import java.util.Optional; 
09  
10 import lombok.Getter; 
11  
12 import org.reactivestreams.Subscriber; 
13 import org.reactivestreams.Subscription; 
14  
15 public class QueueEmiterSubscriber<T> extends 
16   AbstractSentinelBasedSubscriber<T, T> { 
17  
18     private static final long serialVersionUID = 1L; 
19  
20     @Getter 
21     protected final String subcriptionUUID; 
22  
23     private transient MuskelQueue<Object> queue; 
24  
25     protected transient MuskelContext context; 
26  
27     private String subscriptionCallback; 
28  
29     public QueueEmiterSubscriber(MuskelContext context, 
30       Subscriber<? super T> child) { 
31   super(child); 
32   this.context = context; 
33   this.subcriptionUUID = context.generateIdentifier(); 
34     } 
35  
36     @Override 
37     protected boolean add(Object obj) { 
38   return Optional.ofNullable(queue).orElseGet(() -> buildQueue()) 
39     .offer(obj); 
40     } 
41  
42     @Override 
43     public void onComplete() { 
44   super.onComplete(); 
45   if (subscriptionCallback != null) { 
46       this.getContext().removeMessageListener(subcriptionUUID, 
47         this.subscriptionCallback); 
48   } 
49     } 
50  
51     @Override 
52     public void onSubscribe(final Subscription s) { 
53   this.subscriptionCallback = SubscriptionTopicUtils 
54     .createSubscriptionCallBack(getContext(), subcriptionUUID, s); 
55  
56     } 
57  
58     protected MuskelQueue<Object> buildQueue() { 
59   this.queue = getContext().getQueue(subcriptionUUID); 
60   return queue; 
61     } 
62  
63     protected MuskelContext getContext() { 
64   if (this.context == null) { 
65       this.context = ThreadLocalMuskelContext.get(); 
66   } 
67   return context; 
68     } 
69  
70 } 
001 package it.reactive.muskel.internal.publisher; 
002  
003 import it.reactive.muskel.MuskelExecutor; 
004 import it.reactive.muskel.context.MuskelContext; 
005 import it.reactive.muskel.context.MuskelContextAware; 
006 import it.reactive.muskel.context.MuskelQueue; 
007 import it.reactive.muskel.exceptions.MuskelException; 
008 import it.reactive.muskel.executor.MuskelExecutorService; 
009 import it.reactive.muskel.internal.executor.local.ContextForwardRunnable; 
010 import it.reactive.muskel.internal.operator.utils.BackpressureUtils; 
011 import it.reactive.muskel.internal.operator.utils.SentinelUtils; 
012 import it.reactive.muskel.internal.subscriptions.SubscriptionTopic; 
013 import it.reactive.muskel.internal.utils.RingBuffer; 
014  
015 import java.io.Serializable; 
016 import java.util.Optional; 
017 import java.util.concurrent.TimeUnit; 
018 import java.util.concurrent.atomic.AtomicBoolean; 
019 import java.util.concurrent.atomic.AtomicLong; 
020 import java.util.concurrent.atomic.AtomicLongFieldUpdater; 
021 import java.util.function.Consumer; 
022  
023 import org.reactivestreams.Publisher; 
024 import org.reactivestreams.Subscriber; 
025  
026 public class QueuePoolPublisher<T> implements Publisher<T>, Serializable, 
027   MuskelContextAware { 
028  
029     private static final long serialVersionUID = 1L; 
030  
031     private transient final Consumer<Boolean> endCallback; 
032  
033     private transient MuskelContext context; 
034  
035     private final String subcriptionUUID; 
036  
037     public QueuePoolPublisher(String subcriptionUUID) { 
038   this(subcriptionUUID, null, null); 
039     } 
040  
041     public QueuePoolPublisher(String subcriptionUUID, MuskelContext context, 
042       Consumer<Boolean> endCallback) { 
043   this.subcriptionUUID = subcriptionUUID; 
044   this.context = context; 
045   this.endCallback = endCallback; 
046     } 
047  
048     @Override 
049     public void subscribe(Subscriber<? super T> s) { 
050   s.onSubscribe(new QueuePoolEmiterSubscription<T>(context, 
051     subcriptionUUID, s, endCallback)); 
052  
053     } 
054  
055     @Override 
056     public void setContext(MuskelContext context) { 
057   this.context = context; 
058  
059     } 
060  
061     static class QueuePoolEmiterSubscription<T> extends SubscriptionTopic { 
062  
063   private static final long serialVersionUID = 1L; 
064  
065   private final AtomicBoolean unsubscribed = new AtomicBoolean(); 
066  
067   private final AtomicBoolean started = new AtomicBoolean(); 
068  
069   private final Subscriber<? super T> s; 
070  
071   private transient final Consumer<Boolean> endCallback; 
072  
073   private final AtomicLong outstanding = new AtomicLong(); 
074  
075   private volatile long requested; 
076   @SuppressWarnings("rawtypes") 
077   private static final AtomicLongFieldUpdater<QueuePoolEmiterSubscription> REQUESTED = 
AtomicLongFieldUpdater 
078     .newUpdater(QueuePoolEmiterSubscription.class, "requested"); 
079  
080   private static final int limit = RingBuffer.SIZE / 4; 
081  
082   public QueuePoolEmiterSubscription(MuskelContext context, 
083     String subscriberUUID, Subscriber<? super T> s, 
084     Consumer<Boolean> endCallback) { 
085       super(context, subscriberUUID); 
086       this.s = s; 
087       this.endCallback = endCallback; 
088   } 
089  
090   @Override 
091   public void request(long n) { 
092       if (n < 0) { 
093     return; 
094       } 
095       if (requested != Long.MAX_VALUE) { 
096     BackpressureUtils.getAndAddRequest(REQUESTED, this, n); 
097       } 
098       requestMore(n); 
099       if (started.compareAndSet(false, true)) { 
100  
101     Optional.ofNullable(context) 
102       .map(e -> e.getMuskelExecutorService()) 
103       .map(c -> { 
104           c.execute(new ContextForwardRunnable( 
105             () -> pollQueue(), context), MuskelExecutor 
106             .local()); 
107           return true; 
108       }) 
109       .orElseThrow( 
110         () -> new MuskelException( 
111           "Could not start runnable because Context is null")); 
112  
113     // new Thread(new ContextForwardRunnable(() -> pollQueue(), 
114     // context), "QueuePoolEmiter-" + subscriberUUID).start(); 
115       } 
116   } 
117  
118   protected void requestMore(long n) { 
119       if (n < 0) { 
120     return; 
121       } 
122       long newRequest = outstanding.updateAndGet(old -> Math.min( 
123         requested, limit - old)); 
124       if (newRequest > 0) { 
125     super.request(newRequest); 
126       } 
127   } 
128  
129   @Override 
130   public void cancel() { 
131       if (unsubscribed.compareAndSet(false, true)) { 
132     super.cancel(); 
133       } 
134  
135   } 
136  
137   protected void pollQueue() { 
138       boolean finalState = false; 
139       final MuskelQueue<Object> queue = context.getQueue(subscriberUUID); 
140       while (!unsubscribed.get() && !finalState) { 
141     Object o; 
142     try { 
143         o = queue.poll(5, TimeUnit.SECONDS); 
144  
145         if (requested != Long.MAX_VALUE) { 
146       BackpressureUtils.getAndAddRequest(REQUESTED, this, -1); 
147         } 
148         finalState = SentinelUtils.emit(s, o, f -> { 
149       if (!f) 
150           requestMore(requested); 
151         }); 
152     } catch (InterruptedException e) { 
153         return; 
154     } 
155  
156       } 
157       context.closeQueue(subscriberUUID); 
158       if (!unsubscribed.get()) { 
159     context.closeMessageListener(subscriberUUID); 
160       } 
161       if (endCallback != null) { 
162     endCallback.accept(finalState); 
163       } 
164   } 
165  
166     } 
167  
168 } 
01 package it.reactive.muskel.internal.functions; 
02  
03 import it.reactive.muskel.MuskelProcessor; 
04 import it.reactive.muskel.context.MuskelContext; 
05 import it.reactive.muskel.functions.SerializableFunction; 
06 import it.reactive.muskel.internal.operator.utils.SentinelUtils; 
07 import it.reactive.muskel.internal.operator.utils.SentinelUtils.ErrorSentinel; 
08 import it.reactive.muskel.internal.publisher.QueuePoolPublisher; 
09 import lombok.AllArgsConstructor; 
10  
11 @AllArgsConstructor 
12 public class QueueReferenceToMuskelProcessorFunction<T> implements 
13   SerializableFunction<Object, MuskelProcessor<? extends T>> { 
14  
15     private static final long serialVersionUID = 1L; 
16     private final transient MuskelContext context; 
17  
18     @Override 
19     public MuskelProcessor<? extends T> apply(Object t) { 
20   final MuskelProcessor<? extends T> result; 
21   if (SentinelUtils.isComplete(t)) { 
22       result = MuskelProcessor.empty(); 
23   } else { 
24       if (t instanceof ErrorSentinel) { 
25     result = MuskelProcessor.error(((ErrorSentinel) t).getE()); 
26  
27       } else { 
28     result = MuskelProcessor.create(new QueuePoolPublisher<>(String 
29       .valueOf(t), context, null)); 
30       } 
31   } 
32   return result; 
33     } 
34  
35 } 
01 package it.reactive.muskel.internal.classloader.domain; 
02  
03 import java.io.IOException; 
04  
05 import lombok.AllArgsConstructor; 
06 import lombok.Getter; 
07 import lombok.NoArgsConstructor; 
08 import lombok.Setter; 
09  
10 import com.hazelcast.nio.ObjectDataInput; 
11 import com.hazelcast.nio.ObjectDataOutput; 






18 public class ResourceResponse implements DataSerializable { 
19  
20     private String resourceName; 
21     private byte[] bytes; 
22  
23     public ResourceResponse(String resourceName) { 
24   this(resourceName, null); 
25     } 
26  
27     @Override 
28     public void writeData(ObjectDataOutput out) throws IOException { 
29   out.writeUTF(resourceName); 
30   out.writeByteArray(bytes); 
31  
32     } 
33  
34     @Override 
35     public void readData(ObjectDataInput in) throws IOException { 
36   this.resourceName = in.readUTF(); 
37   this.bytes = in.readByteArray(); 
38     } 
39 } 
001 package it.reactive.muskel.internal.utils; 
002  
003 import it.reactive.muskel.exceptions.MissingBackpressureException; 
004 import it.reactive.muskel.internal.operator.utils.SentinelUtils; 
005 import it.reactive.muskel.internal.utils.unsafe.SpmcArrayQueue; 
006 import it.reactive.muskel.internal.utils.unsafe.SpscArrayQueue; 
007 import it.reactive.muskel.internal.utils.unsafe.UnsafeAccess; 
008  
009 import java.util.Queue; 
010  
011 import org.reactivestreams.Subscription; 
012  
013 /** 
014  * This Class is derived from RxJava This assumes Spsc or Spmc usage. This means 
015  * only a single producer calling the on* methods. This is the Rx contract of an 
016  * Observer (see http://reactivex.io/documentation/contract.html). Concurrent 
017  * invocations of on* methods will not be thread-safe. 
018  */ 
019 public class RingBuffer implements Subscription { 
020  
021     public static RingBuffer getSpscInstance() { 
022   if (UnsafeAccess.isUnsafeAvailable()) { 
023       return new RingBuffer(SPSC_POOL, SIZE); 
024   } else { 
025       return new RingBuffer(); 
026   } 
027     } 
028  
029     public static RingBuffer getSpmcInstance() { 
030   if (UnsafeAccess.isUnsafeAvailable()) { 
031       return new RingBuffer(SPMC_POOL, SIZE); 
032   } else { 
033       return new RingBuffer(); 
034   } 
035     } 
036  
037     /** 
038      * Queue implementation testing that led to current choices of data 
039      * structures: 
040      *  
041      * With synchronized LinkedList 
042      *  
043      * <pre> 
044      * {@code 
045      * Benchmark                                        Mode   Samples        Score  
Score error    Units 
046      * r.i.RxRingBufferPerf.ringBufferAddRemove1       thrpt         5 19118392.046  
1002814.238    ops/s 
047      * r.i.RxRingBufferPerf.ringBufferAddRemove1000    thrpt         5    17891.641      
252.747    ops/s 
048      *  
049      * With MpscPaddedQueue (single consumer, so failing 1 unit test) 
050      *  
051      * Benchmark                                        Mode   Samples        Score  
Score error    Units 
052      * r.i.RxRingBufferPerf.ringBufferAddRemove1       thrpt         5 22164483.238  
3035027.348    ops/s 
053      * r.i.RxRingBufferPerf.ringBufferAddRemove1000    thrpt         5    23154.303      
602.548    ops/s 
054      *  
055      *  
056      * With ConcurrentLinkedQueue (tracking count separately) 
057      *  
058      * Benchmark                                        Mode   Samples        Score  
Score error    Units 
059      * r.i.RxRingBufferPerf.ringBufferAddRemove1       thrpt         5 17353906.092   
378756.411    ops/s 
060      * r.i.RxRingBufferPerf.ringBufferAddRemove1000    thrpt         5    19224.411     
1010.610    ops/s 
061      *  
062      * With ConcurrentLinkedQueue (using queue.size() method for count) 
063      *  
064      * Benchmark                                        Mode   Samples        Score  
Score error    Units 
065      * r.i.RxRingBufferPerf.ringBufferAddRemove1       thrpt         5 23951121.098  
1982380.330    ops/s 
066      * r.i.RxRingBufferPerf.ringBufferAddRemove1000    thrpt         5     1142.351       
33.592    ops/s 
067      *  
068      * With SynchronizedQueue (synchronized LinkedList ... no object pooling) 
069      *  
070      * r.i.RxRingBufferPerf.createUseAndDestroy1       thrpt         5 33231667.136   
685757.510    ops/s 
071      * r.i.RxRingBufferPerf.createUseAndDestroy1000    thrpt         5    74623.614     
5493.766    ops/s 
072      * r.i.RxRingBufferPerf.ringBufferAddRemove1       thrpt         5 22907359.257   
707026.632    ops/s 
073      * r.i.RxRingBufferPerf.ringBufferAddRemove1000    thrpt         5    22222.410      
320.829    ops/s 
074      *  
075      * With ArrayBlockingQueue 
076      *  
077      * Benchmark                                            Mode   Samples        Score  
Score error    Units 
078      * r.i.RxRingBufferPerf.createUseAndDestroy1       thrpt         5  2389804.664    
68990.804    ops/s 
079      * r.i.RxRingBufferPerf.createUseAndDestroy1000    thrpt         5    27384.274     
1411.789    ops/s 
080      * r.i.RxRingBufferPerf.ringBufferAddRemove1       thrpt         5 26497037.559    
91176.247    ops/s 
081      * r.i.RxRingBufferPerf.ringBufferAddRemove1000    thrpt         5    17985.144      
237.771    ops/s 
082      *  
083      * With ArrayBlockingQueue and Object Pool 
084      *  
085      * Benchmark                                            Mode   Samples        Score  
Score error    Units 
086      * r.i.RxRingBufferPerf.createUseAndDestroy1       thrpt         5 12465685.522   
399070.770    ops/s 
087      * r.i.RxRingBufferPerf.createUseAndDestroy1000    thrpt         5    27701.294      
395.217    ops/s 
088      * r.i.RxRingBufferPerf.ringBufferAddRemove1       thrpt         5 26399625.086   
695639.436    ops/s 
089      * r.i.RxRingBufferPerf.ringBufferAddRemove1000    thrpt         5    17985.427      
253.190    ops/s 
090      *  
091      * With SpscArrayQueue (single consumer, so failing 1 unit test) 
092      *  - requires access to Unsafe 
093      *  
094      * Benchmark                                        Mode   Samples        Score  
Score error    Units 
095      * r.i.RxRingBufferPerf.createUseAndDestroy1       thrpt         5  1922996.035    
49183.766    ops/s 
096      * r.i.RxRingBufferPerf.createUseAndDestroy1000    thrpt         5    70890.186     
1382.550    ops/s 
097      * r.i.RxRingBufferPerf.ringBufferAddRemove1       thrpt         5 80637811.605  
3509706.954    ops/s 
098      * r.i.RxRingBufferPerf.ringBufferAddRemove1000    thrpt         5    71822.453     
4127.660    ops/s 
099      *  
100      *  
101      * With SpscArrayQueue and Object Pool (object pool improves createUseAndDestroy1 by 10x) 
102      *  
103      * Benchmark                                        Mode   Samples        Score  
Score error    Units 
104      * r.i.RxRingBufferPerf.createUseAndDestroy1       thrpt         5 25220069.264  
1329078.785    ops/s 
105      * r.i.RxRingBufferPerf.createUseAndDestroy1000    thrpt         5    72313.457     
3535.447    ops/s 
106      * r.i.RxRingBufferPerf.ringBufferAddRemove1       thrpt         5 81863840.884  
2191416.069    ops/s 
107      * r.i.RxRingBufferPerf.ringBufferAddRemove1000    thrpt         5    73140.822     
1528.764    ops/s 
108      *  
109      * With SpmcArrayQueue 
110      *  - requires access to Unsafe 
111      *   
112      * Benchmark                                            Mode   Samples        Score  
Score error    Units 
113      * r.i.RxRingBufferPerf.spmcCreateUseAndDestroy1       thrpt         5 27630345.474   
769219.142    ops/s 
114      * r.i.RxRingBufferPerf.spmcCreateUseAndDestroy1000    thrpt         5    80052.046     
4059.541    ops/s 
115      * r.i.RxRingBufferPerf.spmcRingBufferAddRemove1       thrpt         5 44449524.222   
563068.793    ops/s 
116      * r.i.RxRingBufferPerf.spmcRingBufferAddRemove1000    thrpt         5    65231.253     
1805.732    ops/s 
117      *  
118      * With SpmcArrayQueue and ObjectPool (object pool improves createUseAndDestroy1 by 10x) 
119      *  
120      * Benchmark                                        Mode   Samples        Score  
Score error    Units 
121      * r.i.RxRingBufferPerf.createUseAndDestroy1       thrpt         5 18489343.061  
1011872.825    ops/s 
122      * r.i.RxRingBufferPerf.createUseAndDestroy1000    thrpt         5    46416.434     
1439.144    ops/s 
123      * r.i.RxRingBufferPerf.ringBufferAddRemove        thrpt         5 38280945.847  
1071801.279    ops/s 
124      * r.i.RxRingBufferPerf.ringBufferAddRemove1000    thrpt         5    42337.663     
1052.231    ops/s 
125      *  
126      * -------------- 
127      *  
128      * When UnsafeAccess.isUnsafeAvailable() == true we can use the Spmc/SpscArrayQueue 
implementations. 
129      *  
130      * } 
131      * </pre> 
132      */ 
133  
134     // private static final NotificationLite<Object> on = 
135     // NotificationLite.instance(); 
136  
137     private Queue<Object> queue; 
138  
139     private final int size; 
140     private final ObjectPool<Queue<Object>> pool; 
141  
142     /** 
143      * We store the terminal state separately so it doesn't count against the 
144      * size. We don't just +1 the size since some of the queues require sizes 
145      * that are a power of 2. This is a subjective thing ... wanting to keep the 
146      * size (ie 1024) the actual number of onNext that can be sent rather than 
147      * something like 1023 onNext + 1 terminal event. It also simplifies 
148      * checking that we have received only 1 terminal event, as we don't need to 
149      * peek at the last item or retain a boolean flag. 
150      */ 
151     public volatile Object terminalState; 
152  
153     // default size of ring buffer 
154     /** 
155      * 128 was chosen as the default based on the numbers below. A stream 
156      * processing system may benefit from increasing to 512+. 
157      *  
158      * <pre> 
159      * {@code 
160      * ./gradlew benchmarks '-Pjmh=-f 1 -tu s -bm thrpt -wi 5 -i 5 -r 1 
.*OperatorObserveOnPerf.*' 
161      *  
162      * 1024 
163      *  
164      * Benchmark                                         (size)   Mode   Samples        
Score  Score error    Units 
165      * r.o.OperatorObserveOnPerf.observeOnComputation         1  thrpt         5   
100642.874    24676.478    ops/s 
166      * r.o.OperatorObserveOnPerf.observeOnComputation      1000  thrpt         5     
4095.901       90.730    ops/s 
167      * r.o.OperatorObserveOnPerf.observeOnComputation   1000000  thrpt         5        
9.797        4.982    ops/s 
168      * r.o.OperatorObserveOnPerf.observeOnImmediate           1  thrpt         5 
15536155.489   758579.454    ops/s 
169      * r.o.OperatorObserveOnPerf.observeOnImmediate        1000  thrpt         5   
156257.341     6324.176    ops/s 
170      * r.o.OperatorObserveOnPerf.observeOnImmediate     1000000  thrpt         5      
157.099        7.143    ops/s 
171      * r.o.OperatorObserveOnPerf.observeOnNewThread           1  thrpt         5    
16864.641     1826.877    ops/s 
172      * r.o.OperatorObserveOnPerf.observeOnNewThread        1000  thrpt         5     
4269.317      169.480    ops/s 
173      * r.o.OperatorObserveOnPerf.observeOnNewThread     1000000  thrpt         5       
13.393        1.047    ops/s 
174      *  
175      * 512 
176      *  
177      * Benchmark                                         (size)   Mode   Samples        
Score  Score error    Units 
178      * r.o.OperatorObserveOnPerf.observeOnComputation         1  thrpt         5    
98945.980    48050.282    ops/s 
179      * r.o.OperatorObserveOnPerf.observeOnComputation      1000  thrpt         5     
4111.149       95.987    ops/s 
180      * r.o.OperatorObserveOnPerf.observeOnComputation   1000000  thrpt         5       
12.483        3.067    ops/s 
181      * r.o.OperatorObserveOnPerf.observeOnImmediate           1  thrpt         5 
16032469.143   620157.818    ops/s 
182      * r.o.OperatorObserveOnPerf.observeOnImmediate        1000  thrpt         5   
157997.290     5097.718    ops/s 
183      * r.o.OperatorObserveOnPerf.observeOnImmediate     1000000  thrpt         5      
156.462        7.728    ops/s 
184      * r.o.OperatorObserveOnPerf.observeOnNewThread           1  thrpt         5    
15813.984     8260.170    ops/s 
185      * r.o.OperatorObserveOnPerf.observeOnNewThread        1000  thrpt         5     
4358.334      251.609    ops/s 
186      * r.o.OperatorObserveOnPerf.observeOnNewThread     1000000  thrpt         5       
13.647        0.613    ops/s 
187      *  
188      * 256 
189      *  
190      * Benchmark                                         (size)   Mode   Samples        
Score  Score error    Units 
191      * r.o.OperatorObserveOnPerf.observeOnComputation         1  thrpt         5   
108489.834     2688.489    ops/s 
192      * r.o.OperatorObserveOnPerf.observeOnComputation      1000  thrpt         5     
4526.674      728.019    ops/s 
193      * r.o.OperatorObserveOnPerf.observeOnComputation   1000000  thrpt         5       
13.372        0.457    ops/s 
194      * r.o.OperatorObserveOnPerf.observeOnImmediate           1  thrpt         5 
16435113.709   311602.627    ops/s 
195      * r.o.OperatorObserveOnPerf.observeOnImmediate        1000  thrpt         5   
157611.204    13146.108    ops/s 
196      * r.o.OperatorObserveOnPerf.observeOnImmediate     1000000  thrpt         5      
158.346        2.500    ops/s 
197      * r.o.OperatorObserveOnPerf.observeOnNewThread           1  thrpt         5    
16976.775      968.191    ops/s 
198      * r.o.OperatorObserveOnPerf.observeOnNewThread        1000  thrpt         5     
6238.210     2060.387    ops/s 
199      * r.o.OperatorObserveOnPerf.observeOnNewThread     1000000  thrpt         5       
13.465        0.566    ops/s 
200      *  
201      * 128 
202      *  
203      * Benchmark                                         (size)   Mode   Samples        
Score  Score error    Units 
204      * r.o.OperatorObserveOnPerf.observeOnComputation         1  thrpt         5   
106887.027    29307.913    ops/s 
205      * r.o.OperatorObserveOnPerf.observeOnComputation      1000  thrpt         5     
6713.891      202.989    ops/s 
206      * r.o.OperatorObserveOnPerf.observeOnComputation   1000000  thrpt         5       
11.929        0.187    ops/s 
207      * r.o.OperatorObserveOnPerf.observeOnImmediate           1  thrpt         5 
16055774.724   350633.068    ops/s 
208      * r.o.OperatorObserveOnPerf.observeOnImmediate        1000  thrpt         5   
153403.821    17976.156    ops/s 
209      * r.o.OperatorObserveOnPerf.observeOnImmediate     1000000  thrpt         5      
153.559       20.178    ops/s 
210      * r.o.OperatorObserveOnPerf.observeOnNewThread           1  thrpt         5    
17172.274      236.816    ops/s 
211      * r.o.OperatorObserveOnPerf.observeOnNewThread        1000  thrpt         5     
7073.555      595.990    ops/s 
212      * r.o.OperatorObserveOnPerf.observeOnNewThread     1000000  thrpt         5       
11.855        1.093    ops/s 
213      *  
214      * 32 
215      *  
216      * Benchmark                                         (size)   Mode   Samples        
Score  Score error    Units 
217      * r.o.OperatorObserveOnPerf.observeOnComputation         1  thrpt         5   
106128.589    20986.201    ops/s 
218      * r.o.OperatorObserveOnPerf.observeOnComputation      1000  thrpt         5     
6396.607       73.627    ops/s 
219      * r.o.OperatorObserveOnPerf.observeOnComputation   1000000  thrpt         5        
7.643        0.668    ops/s 
220      * r.o.OperatorObserveOnPerf.observeOnImmediate           1  thrpt         5 
16012419.447   409004.521    ops/s 
221      * r.o.OperatorObserveOnPerf.observeOnImmediate        1000  thrpt         5   
157907.001     5772.849    ops/s 
222      * r.o.OperatorObserveOnPerf.observeOnImmediate     1000000  thrpt         5      
155.308       23.853    ops/s 
223      * r.o.OperatorObserveOnPerf.observeOnNewThread           1  thrpt         5    
16927.513      606.692    ops/s 
224      * r.o.OperatorObserveOnPerf.observeOnNewThread        1000  thrpt         5     
5191.084      244.876    ops/s 
225      * r.o.OperatorObserveOnPerf.observeOnNewThread     1000000  thrpt         5        
8.288        0.217    ops/s 
226      *  
227      * 16 
228      *  
229      * Benchmark                                         (size)   Mode   Samples        
Score  Score error    Units 
230      * r.o.OperatorObserveOnPerf.observeOnComputation         1  thrpt         5   
109974.741      839.064    ops/s 
231      * r.o.OperatorObserveOnPerf.observeOnComputation      1000  thrpt         5     
4538.912      173.561    ops/s 
232      * r.o.OperatorObserveOnPerf.observeOnComputation   1000000  thrpt         5        
5.420        0.111    ops/s 
233      * r.o.OperatorObserveOnPerf.observeOnImmediate           1  thrpt         5 
16017466.785   768748.695    ops/s 
234      * r.o.OperatorObserveOnPerf.observeOnImmediate        1000  thrpt         5   
157934.065    13479.575    ops/s 
235      * r.o.OperatorObserveOnPerf.observeOnImmediate     1000000  thrpt         5      
155.922       17.781    ops/s 
236      * r.o.OperatorObserveOnPerf.observeOnNewThread           1  thrpt         5    
14903.686     3325.205    ops/s 
237      * r.o.OperatorObserveOnPerf.observeOnNewThread        1000  thrpt         5     
3784.776     1054.131    ops/s 
238      * r.o.OperatorObserveOnPerf.observeOnNewThread     1000000  thrpt         5        
5.624        0.130    ops/s 
239      *  
240      * 2 
241      *  
242      * Benchmark                                         (size)   Mode   Samples        
Score  Score error    Units 
243      * r.o.OperatorObserveOnPerf.observeOnComputation         1  thrpt         5   
112663.216      899.005    ops/s 
244      * r.o.OperatorObserveOnPerf.observeOnComputation      1000  thrpt         5      
899.737        9.460    ops/s 
245      * r.o.OperatorObserveOnPerf.observeOnComputation   1000000  thrpt         5        
0.999        0.100    ops/s 
246      * r.o.OperatorObserveOnPerf.observeOnImmediate           1  thrpt         5 
16087325.336   783206.227    ops/s 
247      * r.o.OperatorObserveOnPerf.observeOnImmediate        1000  thrpt         5   
156747.025     4880.489    ops/s 
248      * r.o.OperatorObserveOnPerf.observeOnImmediate     1000000  thrpt         5      
156.645        3.810    ops/s 
249      * r.o.OperatorObserveOnPerf.observeOnNewThread           1  thrpt         5    
15958.711      673.895    ops/s 
250      * r.o.OperatorObserveOnPerf.observeOnNewThread        1000  thrpt         5      
884.624       47.692    ops/s 
251      * r.o.OperatorObserveOnPerf.observeOnNewThread     1000000  thrpt         5        
1.173        0.100    ops/s 
252      * } 
253      * </pre> 
254      */ 
255     static int _size = 100; 
256     static { 
257   // possible system property for overriding 
258   String sizeFromProperty = System.getProperty("rx.ring-buffer.size"); // also 
259                        // see 
260                        // IndexedRingBuffer 
261   if (sizeFromProperty != null) { 
262       try { 
263     _size = Integer.parseInt(sizeFromProperty); 
264       } catch (Exception e) { 
265     System.err.println("Failed to set 'rx.buffer.size' with value " 
266       + sizeFromProperty + " => " + e.getMessage()); 
267       } 
268   } 
269     } 
270     public static final int SIZE = _size; 
271  
272     private static ObjectPool<Queue<Object>> SPSC_POOL = new ObjectPool<Queue<Object>>() { 
273  
274   @Override 
275   protected SpscArrayQueue<Object> createObject() { 
276       return new SpscArrayQueue<Object>(SIZE); 
277   } 
278 
279     }; 
280 
281     private static ObjectPool<Queue<Object>> SPMC_POOL = new ObjectPool<Queue<Object>>() { 
282 
283   @Override 
284   protected SpmcArrayQueue<Object> createObject() { 
285       return new SpmcArrayQueue<Object>(SIZE); 
286   } 
287 
288     }; 
289 
290     private RingBuffer(Queue<Object> queue, int size) { 
291   this.queue = queue; 
292   this.pool = null; 
293   this.size = size; 
294     } 
295 
296     private RingBuffer(ObjectPool<Queue<Object>> pool, int size) { 
297   this.pool = pool; 
298   this.queue = pool.borrowObject(); 
299   this.size = size; 
300     } 
301 
302     @Override 
303     public void cancel() { 
304   release(); 
305     } 
306 
307     public synchronized void release() { 
308   Queue<Object> q = queue; 
309   ObjectPool<Queue<Object>> p = pool; 
310   if (p != null && q != null) { 
311 q.clear();
312       queue = null; 
313 p.returnObject(q);
314   } 
315     } 
316 
317     /* package accessible for unit tests */RingBuffer() { 
318   this(new SynchronizedQueue<Object>(SIZE), SIZE); 
319     } 
320 
321     /** 
322      * 
323 * @param o
324 * @throws MissingBackpressureException
325      * if more onNext are sent than have been requested 
326      */ 
327     public void onNext(Object o) throws MissingBackpressureException { 
328   boolean iae = false; 
329   boolean mbe = false; 
330   synchronized (this) { 
331       Queue<Object> q = queue; 
332       if (q != null) { 
333     mbe = !q.offer(SentinelUtils.next(o)); 
334     // mbe = !q.offer(on.next(o)); 
335       } else { 
336     iae = true; 
337       } 
338   } 
339 
340   if (iae) { 
341       throw new IllegalStateException( 
342         "This instance has been unsubscribed and the queue is no longer usable."); 
343   } 
344   if (mbe) { 
345       throw new MissingBackpressureException(); 
346   } 
347     } 
348 
349     public void onComplete() { 
350   // we ignore terminal events if we already have one 
351   if (terminalState == null) { 
352       // terminalState = on.complete(); 
353       terminalState = SentinelUtils.complete(); 
354   } 
355     } 
356 
357     public void onError(Throwable t) { 
358   // we ignore terminal events if we already have one 
359   if (terminalState == null) { 
360 
361       terminalState = SentinelUtils.error(t); 
362   } 
363     } 
364 
365     public int available() { 
366   return size - count(); 
367     } 
368 
369     public int capacity() { 
370   return size; 
371     } 
372 
373     public int count() { 
374   Queue<Object> q = queue; 
375   if (q == null) { 
376       return 0; 
377   } 
378   return q.size(); 
379     } 
380 
381     public boolean isEmpty() { 
382   Queue<Object> q = queue; 
383   if (q == null) { 
384       return true; 
385   } 
386   return q.isEmpty(); 
387     } 
388 
389     public Object poll() { 
390   Object o; 
391   synchronized (this) { 
392       Queue<Object> q = queue; 
393       if (q == null) { 
394     // we are unsubscribed and have released the underlying queue 
395     return null; 
396       } 
397 o = q.poll();
398 
399       Object ts = terminalState; 
400       if (o == null && ts != null && q.peek() == null) { 
401 o = ts;
402     // once emitted we clear so a poll loop will finish 
403     terminalState = null; 
404       } 
405   } 
406   return o; 
407     } 
408 
409     public Object peek() { 
410   Object o; 
411   synchronized (this) { 
412       Queue<Object> q = queue; 
413       if (q == null) { 
414     // we are unsubscribed and have released the underlying queue 
415     return null; 
416       } 
417 o = q.peek();
418       Object ts = terminalState; 
419       if (o == null && ts != null && q.peek() == null) { 
420 o = ts;
421       } 
422   } 
423   return o; 














     */ 
438 
439 
    public boolean isUnsubscribed() { 
  return queue == null; 
    } 
    @Override 
    public void request(long n) { 
    } 
    } 
01 package it.reactive.muskel.internal.publisher; 
02 
03 import java.util.concurrent.atomic.AtomicBoolean; 
04 
05 import lombok.AllArgsConstructor; 
06 import lombok.Builder; 
07 import lombok.NonNull; 
08 
09 import org.reactivestreams.Publisher; 
10 import org.reactivestreams.Subscriber; 




15 public class ScalarPublisher<T> implements Publisher<T> { 
16 
17     private final T element; 
18 
19     @Override 
20     public void subscribe(final Subscriber<? super T> s) { 
21   s.onSubscribe(new ScalarSubscription<>(s, element)); 
22     } 
23 
24     @AllArgsConstructor 
25     public static class ScalarSubscription<T> extends AtomicBoolean implements 
26       Subscription { 
27 
28   private static final long serialVersionUID = 1L; 
29 
30   @NonNull 
31   private final Subscriber<? super T> s; 
32 
33   private final T element; 
34 
35   private final AtomicBoolean cancel = new AtomicBoolean(); 
36 
37   @Override 
38   public void request(long n) { 
39 
40       if (n < 0) { 
41     throw new IllegalArgumentException("n >= 0 required"); 
42       } 
43       if (n == 0) { 
44     return; 
45       } 
46       // potrebbe arrivare una richiesta tra la onNext e la onComplete 
47       if (!getAndSet(true)) { 
48 s.onNext(element);
49 
50     if (!cancel.get()) { 
51 s.onComplete();
52     } 
53       } 
54 
55   } 
56 
57   @Override 
58   public void cancel() { 
59       set(true); 
60       cancel.set(true); 
61 
62   } 
63 
64     } 
65 
66 } 01 package it.reactive.muskel.processors; 
02 
03 import it.reactive.muskel.internal.publisher.ScalarPublisher; 
04 
05 public class ScalarSynchronousMuskelProcessor<T> extends MuskelProcessorImpl<T> { 
06 
07     private static final long serialVersionUID = 1L; 
08 
09     private final T t; 
10 
11     public static <T> ScalarSynchronousMuskelProcessor<T> create(T value) { 
12   return new ScalarSynchronousMuskelProcessor<>(value); 
13     } 
14 
15     protected ScalarSynchronousMuskelProcessor(T t) { 
16   super(new ScalarPublisher<>(t)); 
17   this.t = t; 
18     } 
19 
20     public T get() { 
21   return t; 
22     } 
23 
24     @Override 
25     public String toString() { 
26   return "ScalarSynchronousMuskelProcessor [t=" + t + "]"; 
27     } 
28 } 
001 package it.reactive.muskel.internal.operator.utils; 
002 
003 import java.io.Serializable; 
004 import java.util.function.Consumer; 
005 
006 import lombok.AllArgsConstructor; 
007 import lombok.Getter; 
008 import lombok.experimental.UtilityClass; 
009 
010 import org.reactivestreams.Subscriber; 
011 import org.reactivestreams.Subscription; 
012 
013 @UtilityClass 
014 public class SentinelUtils { 
015 
016     public static class Sentinel implements Serializable { 
017 
018   private static final long serialVersionUID = 1L; 
019 
020     } 
021 
022     public static class OnNullSentinel extends Sentinel { 
023 
024   private static final long serialVersionUID = 1L; 
025 
026   @Override 
027   public int hashCode() { 
028       return 7; 
029   } 
030 
031   @Override 
032   public boolean equals(Object obj) { 
033       if (this == obj) 
034     return true; 
035       if (obj == null) 
036     return false; 
037       if (getClass() != obj.getClass()) 
038     return false; 
039       return true; 
040   } 
041 
042   @Override 
043   public String toString() { 
044       return "Notification=>NULL"; 
045   } 
046 
047     } 
048 
049     /** 
050 * Wraps a Subscription.
051      */ 
052     public static final class SubscriptionNotification implements Serializable { 
053   /** */ 
054   private static final long serialVersionUID = -1322257508628817540L; 
055   final Subscription s; 
056 
057   SubscriptionNotification(Subscription s) { 
058       this.s = s; 
059   } 
060 
061   @Override 
062   public String toString() { 
063       return "Notification.Subscription[" + s + "]"; 
064   } 
065     } 
066 
067     public static class OnCompleteSentinel extends Sentinel { 
068 
069   private static final long serialVersionUID = 2L; 
070 
071   @Override 
072   public int hashCode() { 
073       return 31; 
074   } 
075 
076   @Override 
077   public boolean equals(Object obj) { 
078       if (this == obj) 
079     return true; 
080       if (obj == null) 
081     return false; 
082       if (getClass() != obj.getClass()) 
083     return false; 
084       return true; 
085   } 
086 
087   @Override 
088   public String toString() { 
089       return "Notification=>Completed"; 
090   } 
091 
092     } 
093 
094     @SuppressWarnings("unchecked") 
095     public static <T> T getValue(Object n) { 
096   return n == ON_NEXT_NULL_SENTINEL ? null : (T) n; 
097     } 
098 
099     public static <T> Object next(T t) { 
100   if (t == null) 
101       return ON_NEXT_NULL_SENTINEL; 
102   else 
103       return t; 
104     } 
105 
106     public static OnCompleteSentinel complete() { 
107   return ON_COMPLETE_SENTINEL; 
108     } 
109 
110     public static boolean isComplete(Object obj) { 
111   return ON_COMPLETE_SENTINEL.equals(obj); 
112     } 
113 
114     /** 
115 * Converts a Subscription into a notification value.
116      * 
117 * @param e
118      * the Subscription to convert 
119 * @return the notification representing the Subscription
120      */ 
121     public static Object subscription(Subscription s) { 
122   return new SubscriptionNotification(s); 
123     } 
124 
125     @AllArgsConstructor 
126     @Getter 
127     public static final class ErrorSentinel extends Sentinel { 
128   private static final long serialVersionUID = 23; 
129 
130   public final Throwable e; 
131  
132   @Override 
133   public int hashCode() { 
134       return 47; 
135   } 
136 
137   @Override 
138   public boolean equals(Object obj) { 
139       if (this == obj) 
140     return true; 
141       if (obj == null) 
142     return false; 
143       if (getClass() != obj.getClass()) 
144     return false; 
145       return true; 
146   } 
147 
148   @Override 
149   public String toString() { 
150       return "Notification=>OnError"; 
151   } 
152 
153     } 
154 
155     private static final OnCompleteSentinel ON_COMPLETE_SENTINEL = new 
OnCompleteSentinel(); 
156 
157     public static final OnNullSentinel ON_NEXT_NULL_SENTINEL = new OnNullSentinel(); 
158 
159     public static ErrorSentinel error(Throwable t) { 
160   return new ErrorSentinel(t); 
161     } 
162 
163     public static boolean isError(Object obj) { 
164   return obj instanceof ErrorSentinel; 
165     } 
166 
167     public static Throwable getError(Object obj) { 
168   if (isError(obj)) { 
169       return ((ErrorSentinel) obj).getE(); 
170   } 
171   return null; 
172     } 
173 
174     public static <T> boolean emit(Subscriber<T> subscriber, Object v) { 
175   return emit(subscriber, v, null); 
176     } 
177 
178     /** 
179 * Calls the appropriate Subscriber method based on the type of the
180 * notification.
181      * 
182 * @param o
183      * the notification object 
184 * @param s
185      * the subscriber to call methods on 
186 * @return true if the notification was a terminal event (i.e., complete or
187      * error) 
188 * @see #accept(Object, Subscriber)
189      */ 
190     @SuppressWarnings("unchecked") 
191     public static <T> boolean acceptFull(Object o, Subscriber<? super T> s) { 
192   if (ON_COMPLETE_SENTINEL.equals(o)) { 
193 s.onComplete();
194       return true; 
195   } else if (o instanceof ErrorSentinel) { 
196 s.onError(((ErrorSentinel) o).e);
197       return true; 
198   } else if (o instanceof SubscriptionNotification) { 
199 s.onSubscribe(((SubscriptionNotification) o).s);
200       return false; 
201   } 
202   s.onNext((T) o); 
203   return false; 
204     } 
205 
206     @SuppressWarnings("unchecked") 
207     public static <T> boolean emit(Subscriber<T> subscriber, Object v, 
208       Consumer<Boolean> onCheck) { 
209   boolean result = false; 
210   if (v != null) { 
211       if (v instanceof Sentinel) { 
212     if (v.equals(ON_NEXT_NULL_SENTINEL)) { 
213         if (onCheck != null) { 
214       onCheck.accept(false); 
215         } 
216         subscriber.onNext(null); 
217     } else if (isComplete(v)) { 
218         if (onCheck != null) { 
219       onCheck.accept(true); 
220         } 
221         subscriber.onComplete(); 
222         result = true; 
223     } else if (v instanceof ErrorSentinel) { 
224         if (onCheck != null) { 
225       onCheck.accept(true); 
226         } 
227         subscriber.onError(((ErrorSentinel) v).e); 
228         result = true; 
229     } 
230       } else { 
231     if (onCheck != null) { 
232         onCheck.accept(false); 
233     } 
234     subscriber.onNext((T) v); 
235       } 
236   } 
237   return result; 
238     } 
239 } 
01 package it.reactive.muskel.functions; 
02 
03 import java.io.Serializable; 
04 import java.util.function.BiFunction; 
05 
06 /** 
07  * A serializable form of {@link BiFunction} 
08  *  
09  * @see BiFunction 
10  */ 
11 public interface SerializableBiFunction<T, U, R> extends BiFunction<T, U, R>, 
12   Serializable { 
13 
14 } 
01 package it.reactive.muskel.functions; 
02 
03 import java.io.Serializable; 
04 import java.util.function.Consumer; 
05 
06 /** 
07  * A serializable form of {@link Consumer} 
08  *  
09  * @see Consumer 
10  */ 
11 public interface SerializableConsumer<T> extends Consumer<T>, Serializable { 
12 
13 } 
01 package it.reactive.muskel.functions; 
02 
03 import java.io.Serializable; 
04 import java.util.Objects; 
05 import java.util.function.Function; 
06 
07 /** 
08  * A serializable form of {@link Function} 
09  *  
10  * @see Function 
11  */ 
12 public interface SerializableFunction<T, R> extends Function<T, R>, 
13   Serializable { 
14 
15     default <V> SerializableFunction<T, V> andThen( 
16       SerializableFunction<? super R, ? extends V> after) { 
17   Objects.requireNonNull(after); 
18   return (T t) -> after.apply(apply(t)); 
19     } 
20 } 
01 package it.reactive.muskel.functions; 
02 
03 import java.io.Serializable; 
04 import java.util.function.Predicate; 
05 
06 /** 
07  * A serializable form of {@link Predicate} 
08  *  
09  * @see Predicate 
10  */ 
11 public interface SerializablePredicate<T> extends Predicate<T>, Serializable { 
12 
13 } 
01 package it.reactive.muskel.functions; 
02 
03 import org.reactivestreams.Publisher; 
04 import org.reactivestreams.Subscriber; 
05 import org.reactivestreams.Subscription; 
06 
07 /** 
08  * A {@link Publisher} is a provider of a potentially unbounded number of 
09  * sequenced elements, publishing them according to the demand received from its 
10  * {@link Subscriber}(s). 
11  * <p> 
12  * A {@link Publisher} can serve multiple {@link Subscriber}s subscribed 
13  * {@link #subscribe(Subscriber)} dynamically at various points in time. 
14  * 
15  * @param <T> 
16  *            the type of element signaled. 
17  */ 
18 public interface SerializablePublisher<T> { 
19 
20     /** 
21 * Request {@link Publisher} to start streaming data.
22 * <p>
23 * This is a "factory method" and can be called multiple times, each time
24 * starting a new {@link Subscription}.
25 * <p>
26 * Each {@link Subscription} will work for only a single {@link Subscriber}.
27 * <p>
28 * A {@link Subscriber} should only subscribe once to a single
29 * {@link Publisher}.
30 * <p>
31 * If the {@link Publisher} rejects the subscription attempt or otherwise
32 * fails it will signal the error via {@link Subscriber#onError}.
33      * 
34 * @param s
35      * the {@link Subscriber} that will consume signals from this 
36      * {@link Publisher} 
37      */ 
38     public void subscribe(SerializableSubscriber<? super T> s); 
39 
40 } 
1 package it.reactive.muskel.functions; 
2 
3 import java.io.Serializable; 
4 
5 public interface SerializableRunnable extends Runnable, Serializable { 
6 
7 } 
01 package it.reactive.muskel.functions; 
02 
03 import org.reactivestreams.Subscriber; 
04 
05 /** 
06  * A serializable form of {@link Subscriber} 
07  *  
08  * @see Subscriber 
09  */ 
10 public interface SerializableSubscriber<T> extends Subscriber<T>, 
11   SerializableSubscriberBase<T> { 
12 
13 } 
01 package it.reactive.muskel.functions; 
02 
03 import java.io.Serializable; 
04 
05 import org.reactivestreams.Publisher; 
06 import org.reactivestreams.Subscriber; 
07 import org.reactivestreams.Subscription; 
08 
09 /** 
10  * A serializable base form of {@link Subscriber} 
11  *  
12  * @see Subscriber 
13  */ 
14 public interface SerializableSubscriberBase<T> extends Serializable { 
15 
16     /** 
17 * Data notification sent by the {@link Publisher} in response to requests
18 * to {@link Subscription#request(long)}.
19      * 
20 * @param t
21      * the element signaled 
22      */ 
23     public void onNext(T t); 
24 
25     /** 
26 * Failed terminal state.
27 * <p>
28 * No further events will be sent even if {@link Subscription#request(long)}
29 * is invoked again.
30      * 
31 * @param t
32      * the throwable signaled 
33      */ 
34     public void onError(Throwable t); 
35 
36     /** 
37 * Successful terminal state.
38 * <p>
39 * No further events will be sent even if {@link Subscription#request(long)}
40 * is invoked again.
41      */ 
42     public void onComplete(); 
43 } 
01 package it.reactive.muskel.functions; 
02 
03 import java.io.Serializable; 
04 import java.util.function.Supplier; 
05 
06 /** 
07  * A serializable base form of {@link Supplier} 
08  *  
09  * @see Supplier 
10  */ 
11 public interface SerializableSupplier<T> extends Supplier<T>, Serializable { 
12 
13 } 
001 package it.reactive.muskel.internal.utils; 
002 
003 import java.lang.reflect.Field; 
004 import java.util.ArrayList; 
005 import java.util.Arrays; 
006 import java.util.Collection; 
007 import java.util.Collections; 
008 import java.util.HashMap; 
009 import java.util.HashSet; 
010 import java.util.LinkedList; 
011 import java.util.List; 
012 import java.util.Map; 
013 import java.util.Set; 
014 import java.util.SortedMap; 
015 import java.util.SortedSet; 
016 import java.util.TreeMap; 
017 import java.util.TreeSet; 
018 
019 import lombok.experimental.UtilityClass; 
020 
021 import org.objenesis.strategy.StdInstantiatorStrategy; 
022 
023 import com.esotericsoftware.kryo.Kryo; 
024 import com.esotericsoftware.kryo.Kryo.DefaultInstantiatorStrategy; 
025 import com.esotericsoftware.kryo.Serializer; 
026 import com.esotericsoftware.kryo.io.Input; 
027 import com.esotericsoftware.kryo.io.Output; 
028 import com.esotericsoftware.kryo.io.UnsafeInput; 
029 import com.esotericsoftware.kryo.io.UnsafeOutput; 
030 import com.esotericsoftware.kryo.serializers.ClosureSerializer; 
031 
032 @UtilityClass 
033 public class SerializerUtils { 
034 
035     public static byte[] serializeToByteArray(Object elementToSerialize) { 
036   Kryo serializer = initialize(null); 
037   UnsafeOutput output = new UnsafeOutput(4096); 
038   serializer.writeClassAndObject(output, elementToSerialize); 
039   output.flush(); 
040 
041   return output.toBytes(); 
042     } 
043 
044     @SuppressWarnings("unchecked") 
045     public static <T> T deserialize(ClassLoader classloader, byte[] input) { 
046   T result = null; 
047   if (input != null) { 
048       Kryo serializer = initialize(classloader); 
049       serializer.setInstantiatorStrategy(new DefaultInstantiatorStrategy( 
050         new StdInstantiatorStrategy())); 
051       result = (T) serializer.readClassAndObject(new UnsafeInput(input)); 
052   } 
053   return result; 
054     } 
055 
056     @SuppressWarnings("unchecked") 
057     private static Kryo initialize(ClassLoader classloader) { 
058   Kryo serializer = new Kryo(); 
059   serializer.register(java.lang.invoke.SerializedLambda.class); 
060   serializer.addDefaultSerializer( 
061     Collections.unmodifiableCollection(Collections.EMPTY_LIST) 
062       .getClass(), UnmodifiableCollectionsSerializer.class); 
063   try { 
064       serializer.register( 
065         Class.forName("com.esotericsoftware.kryo.Kryo$Closure"), 
066         new ClosureSerializer()); 
067   } catch (ClassNotFoundException e) { 
068       throw new IllegalArgumentException("Could not find Class ", e); 
069   } 
070   if (classloader != null) { 
071       serializer.setClassLoader(classloader); 
072   } 
073   return serializer; 
074     } 
075 
076     /** 
077 * Fix for serialization of java.util.Collections$UnmodifiableCollection
078 * with target null
079      * 
080      */ 
081     public static class UnmodifiableCollectionsSerializer extends 
082       Serializer<Object> { 
083 
084   private static final Field SOURCE_COLLECTION_FIELD; 
085   private static final Field SOURCE_MAP_FIELD; 
086 
087   static { 
088       try { 
089     SOURCE_COLLECTION_FIELD = Class.forName( 
090       "java.util.Collections$UnmodifiableCollection") 
091       .getDeclaredField("c"); 
092     SOURCE_COLLECTION_FIELD.setAccessible(true); 
093 
094     SOURCE_MAP_FIELD = Class.forName( 
095       "java.util.Collections$UnmodifiableMap") 
096       .getDeclaredField("m"); 
097     SOURCE_MAP_FIELD.setAccessible(true); 
098       } catch (final Exception e) { 
099     throw new RuntimeException( 
100       "Could not access source collection" 
101         + " field in java.util.Collections$UnmodifiableCollection.", 
102       e); 
103       } 
104   } 
105 
106   @Override 
107   public Object read(final Kryo kryo, final Input input, 
108     final Class<Object> clazz) { 
109       final int ordinal = input.readInt(true); 
110       final UnmodifiableCollection unmodifiableCollection = UnmodifiableCollection 
111         .values()[ordinal]; 
112       final Object sourceCollection = kryo.readClassAndObject(input); 
113       return unmodifiableCollection.create(sourceCollection); 
114   } 
115 
116   @Override 
117   public void write(final Kryo kryo, final Output output, 
118     final Object object) { 
119       try { 
120     final UnmodifiableCollection unmodifiableCollection = UnmodifiableCollection 
121       .valueOfType(object.getClass()); 
122     // the ordinal could be replaced by s.th. else (e.g. a 
123     // explicitely managed "id") 
124     output.writeInt(unmodifiableCollection.ordinal(), true); 
125     kryo.writeClassAndObject(output, 
126       unmodifiableCollection.sourceCollectionField 
127         .get(object)); 
128       } catch (final RuntimeException e) { 
129     // Don't eat and wrap RuntimeExceptions because the 
130     // ObjectBuffer.write... 
131     // handles SerializationException specifically (resizing the 
132     // buffer)... 
133     throw e; 
134       } catch (final Exception e) { 
135     throw new RuntimeException(e); 
136       } 
137   } 
138 
139   @Override 
140   public Object copy(Kryo kryo, Object original) { 
141       try { 
142     final UnmodifiableCollection unmodifiableCollection = UnmodifiableCollection 
143       .valueOfType(original.getClass()); 
144     Object sourceCollectionCopy = kryo 
145       .copy(unmodifiableCollection.sourceCollectionField 
146         .get(original)); 
147     return unmodifiableCollection.create(sourceCollectionCopy); 
148       } catch (final RuntimeException e) { 
149     // Don't eat and wrap RuntimeExceptions 
150     throw e; 
151       } catch (final Exception e) { 
152     throw new RuntimeException(e); 
153       } 
154   } 
155 
156   private static enum UnmodifiableCollection { 
157       COLLECTION(Collections.unmodifiableCollection(Arrays.asList("")) 
158         .getClass(), SOURCE_COLLECTION_FIELD) { 
159     @Override 
160     public Object create(final Object sourceCollection) { 
161         return Collections 
162 .unmodifiableCollection((Collection<?>) sourceCollection); 
163     } 
164       }, 
165       RANDOM_ACCESS_LIST(Collections.unmodifiableList( 
166         new ArrayList<Void>()).getClass(), SOURCE_COLLECTION_FIELD) { 
167     @Override 
168     public Object create(final Object sourceCollection) { 
169         return Collections 
170 .unmodifiableList((List<?>) sourceCollection); 
171     } 
172       }, 
173       LIST(Collections.unmodifiableList(new LinkedList<Void>()) 
174         .getClass(), SOURCE_COLLECTION_FIELD) { 
175     @Override 
176     public Object create(final Object sourceCollection) { 
177         return Collections 
178 .unmodifiableList((List<?>) sourceCollection); 
179     } 
180       }, 
181       SET(Collections.unmodifiableSet(new HashSet<Void>()).getClass(), 
182         SOURCE_COLLECTION_FIELD) { 
183     @Override 
184     public Object create(final Object sourceCollection) { 
185         return Collections 
186 .unmodifiableSet((Set<?>) sourceCollection); 
187     } 
188       }, 
189       SORTED_SET(Collections.unmodifiableSortedSet(new TreeSet<Void>()) 
190         .getClass(), SOURCE_COLLECTION_FIELD) { 
191     @Override 
192     public Object create(final Object sourceCollection) { 
193         return Collections 
194 .unmodifiableSortedSet((SortedSet<?>) sourceCollection); 
195     } 
196       }, 
197       MAP(Collections.unmodifiableMap(new HashMap<Void, Void>()) 
198         .getClass(), SOURCE_MAP_FIELD) { 
199 
200     @Override 
201     public Object create(final Object sourceCollection) { 
202         return Collections 
203 .unmodifiableMap((Map<?, ?>) sourceCollection); 
204     } 
205 
206       }, 
207       SORTED_MAP(Collections.unmodifiableSortedMap( 
208         new TreeMap<Void, Void>()).getClass(), SOURCE_MAP_FIELD) { 
209     @Override 
210     public Object create(final Object sourceCollection) { 
211         return Collections 
212 .unmodifiableSortedMap((SortedMap<?, ?>) sourceCollection); 
213     } 
214       }; 
215 
216       private final Class<?> type; 
217       private final Field sourceCollectionField; 
218 
219       private UnmodifiableCollection(final Class<?> type, 
220         final Field sourceCollectionField) { 
221     this.type = type; 
222     this.sourceCollectionField = sourceCollectionField; 
223       } 
224 
225       /** 
226 * @param sourceCollection
227        */ 
228       public abstract Object create(Object sourceCollection); 
229 
230       static UnmodifiableCollection valueOfType(final Class<?> type) { 
231     for (final UnmodifiableCollection item : values()) { 
232         if (item.type.equals(type)) { 
233       return item; 
234         } 
235     } 
236     throw new IllegalArgumentException("The type " + type 
237       + " is not supported."); 
238       } 
239 
240   } 
241 
242   /** 
243    * Creates a new {@link UnmodifiableCollectionsSerializer} and registers 
244    * its serializer for the several unmodifiable Collections that can be 
245    * created via {@link Collections}, including {@link Map}s. 
246    *  
247    * @param kryo 
248    *            the {@link Kryo} instance to set the serializer on. 
249    *  
250    * @see Collections#unmodifiableCollection(Collection) 
251    * @see Collections#unmodifiableList(List) 
252    * @see Collections#unmodifiableSet(Set) 
253    * @see Collections#unmodifiableSortedSet(SortedSet) 
254    * @see Collections#unmodifiableMap(Map) 
255    * @see Collections#unmodifiableSortedMap(SortedMap) 
256    */ 
257   public static void registerSerializers(final Kryo kryo) { 
258       final UnmodifiableCollectionsSerializer serializer = new 
UnmodifiableCollectionsSerializer(); 
259       UnmodifiableCollection.values(); 
260       for (final UnmodifiableCollection item : UnmodifiableCollection 
261         .values()) { 
262     kryo.register(item.type, serializer); 
263       } 
264   } 
265 
266     } 
267 } 
001 /* 
002  * Licensed under the Apache License, Version 2.0 (the "License"); 
003  * you may not use this file except in compliance with the License. 
004  * You may obtain a copy of the License at 
005  *  
006  * http://www.apache.org/licenses/LICENSE-2.0 
007  *  
008  * Unless required by applicable law or agreed to in writing, software 
009  * distributed under the License is distributed on an "AS IS" BASIS, 
010  * WITHOUT WARRANTIES OR CONDITIONS OF ANY KIND, either express or implied. 
011  * See the License for the specific language governing permissions and 
012  * limitations under the License. 
013  *  
014  * Original License: https://github.com/JCTools/JCTools/blob/master/LICENSE 
015  * Original location: 
https://github.com/JCTools/JCTools/blob/master/jctools-core/src/main/java/org/jctools/queues
/SpmcArrayQueue.java 
016  */ 
017 package it.reactive.muskel.internal.utils.unsafe; 
018 
019 import static it.reactive.muskel.internal.utils.unsafe.UnsafeAccess.UNSAFE; 
020 
021 abstract class SpmcArrayQueueL1Pad<E> extends ConcurrentCircularArrayQueue<E> { 
022     long p10, p11, p12, p13, p14, p15, p16; 
023     long p30, p31, p32, p33, p34, p35, p36, p37; 
024 
025     public SpmcArrayQueueL1Pad(int capacity) { 
026   super(capacity); 
027     } 
028 } 
029 
030 abstract class SpmcArrayQueueProducerField<E> extends SpmcArrayQueueL1Pad<E> { 
031     protected final static long P_INDEX_OFFSET = UnsafeAccess.addressOf( 
032       SpmcArrayQueueProducerField.class, "producerIndex"); 
033     private volatile long producerIndex; 
034 
035     protected final long lvProducerIndex() { 
036   return producerIndex; 
037     } 
038 
039     protected final void soTail(long v) { 
040   UNSAFE.putOrderedLong(this, P_INDEX_OFFSET, v); 
041     } 
042 
043  public SpmcArrayQueueProducerField(int capacity) { 
044   super(capacity); 
045     } 
046 } 
047 
048 abstract class SpmcArrayQueueL2Pad<E> extends SpmcArrayQueueProducerField<E> { 
049     long p20, p21, p22, p23, p24, p25, p26; 
050     long p30, p31, p32, p33, p34, p35, p36, p37; 
051 
052     public SpmcArrayQueueL2Pad(int capacity) { 
053   super(capacity); 
054     } 
055 } 
056 
057 abstract class SpmcArrayQueueConsumerField<E> extends SpmcArrayQueueL2Pad<E> { 
058     protected final static long C_INDEX_OFFSET = UnsafeAccess.addressOf( 
059       SpmcArrayQueueConsumerField.class, "consumerIndex"); 
060     private volatile long consumerIndex; 
061 
062     public SpmcArrayQueueConsumerField(int capacity) { 
063   super(capacity); 
064     } 
065 
066     protected final long lvConsumerIndex() { 
067   return consumerIndex; 
068     } 
069 
070     protected final boolean casHead(long expect, long newValue) { 
071   return UNSAFE 
072     .compareAndSwapLong(this, C_INDEX_OFFSET, expect, newValue); 
073     } 
074 } 
075 
076 abstract class SpmcArrayQueueMidPad<E> extends SpmcArrayQueueConsumerField<E> { 
077     long p20, p21, p22, p23, p24, p25, p26; 
078     long p30, p31, p32, p33, p34, p35, p36, p37; 
079 
080     public SpmcArrayQueueMidPad(int capacity) { 
081   super(capacity); 
082     } 
083 } 
084 
085 abstract class SpmcArrayQueueProducerIndexCacheField<E> extends 
086   SpmcArrayQueueMidPad<E> { 
087     // This is separated from the consumerIndex which will be highly contended 
088     // in the hope that this value spends most 
089     // of it's time in a cache line that is Shared(and rarely invalidated) 
090     private volatile long producerIndexCache; 
091 
092     public SpmcArrayQueueProducerIndexCacheField(int capacity) { 
093   super(capacity); 
094     } 
095 
096     protected final long lvProducerIndexCache() { 
097   return producerIndexCache; 
098     } 
099 
100     protected final void svProducerIndexCache(long v) { 
101   producerIndexCache = v; 
102     } 
103 } 
104 
105 abstract class SpmcArrayQueueL3Pad<E> extends 
106   SpmcArrayQueueProducerIndexCacheField<E> { 
107     long p40, p41, p42, p43, p44, p45, p46; 
108     long p30, p31, p32, p33, p34, p35, p36, p37; 
109 
110     public SpmcArrayQueueL3Pad(int capacity) { 
111   super(capacity); 
112     } 
113 } 
114 
115 public final class SpmcArrayQueue<E> extends SpmcArrayQueueL3Pad<E> { 
116 
117     public SpmcArrayQueue(final int capacity) { 
118   super(capacity); 
119     } 
120 
121     @Override 
122     public boolean offer(final E e) { 
123   if (null == e) { 
124       throw new NullPointerException("Null is not a valid element"); 
125   } 
126   final E[] lb = buffer; 
127   final long lMask = mask; 
128   final long currProducerIndex = lvProducerIndex(); 
129   final long offset = calcElementOffset(currProducerIndex); 
130   if (null != lvElement(lb, offset)) { 
131       long size = currProducerIndex - lvConsumerIndex(); 
132 
133       if (size > lMask) { 
134     return false; 
135       } else { 
136     // spin wait for slot to clear, buggers wait freedom 
137     while (null != lvElement(lb, offset)) 
138         ; 
139       } 
140   } 
141   spElement(lb, offset, e); 
142   // single producer, so store ordered is valid. It is also required to 
143   // correctly publish the element 
144   // and for the consumers to pick up the tail value. 
145   soTail(currProducerIndex + 1); 
146   return true; 
147     } 
148 
149     @Override 
150     public E poll() { 
151   long currentConsumerIndex; 
152   final long currProducerIndexCache = lvProducerIndexCache(); 
153   do { 
154       currentConsumerIndex = lvConsumerIndex(); 
155       if (currentConsumerIndex >= currProducerIndexCache) { 
156     long currProducerIndex = lvProducerIndex(); 
157     if (currentConsumerIndex >= currProducerIndex) { 
158         return null; 
159     } else { 
160         svProducerIndexCache(currProducerIndex); 
161     } 
162       } 
163   } while (!casHead(currentConsumerIndex, currentConsumerIndex + 1)); 
164   // consumers are gated on latest visible tail, and so can't see a null 
165   // value in the queue or overtake 
166   // and wrap to hit same location. 
167   final long offset = calcElementOffset(currentConsumerIndex); 
168   final E[] lb = buffer; 
169   // load plain, element happens before it's index becomes visible 
170   final E e = lpElement(lb, offset); 
171   // store ordered, make sure nulling out is visible. Producer is waiting 
172   // for this value. 
173   soElement(lb, offset, null); 
174   return e; 
175     } 
176 
177     @Override 
178     public E peek() { 
179   long currentConsumerIndex; 
180   final long currProducerIndexCache = lvProducerIndexCache(); 
181   E e; 
182   do { 
183       currentConsumerIndex = lvConsumerIndex(); 
184       if (currentConsumerIndex >= currProducerIndexCache) { 
185     long currProducerIndex = lvProducerIndex(); 
186     if (currentConsumerIndex >= currProducerIndex) { 
187         return null; 
188     } else { 
189         svProducerIndexCache(currProducerIndex); 
190     } 
191       } 
192   } while (null == (e = lvElement(calcElementOffset(currentConsumerIndex)))); 
193   return e; 
194     } 
195 
196     @Override 
197     public int size() { 
198   /* 
199    * It is possible for a thread to be interrupted or reschedule between 
200    * the read of the producer and consumer indices, therefore protection 
201    * is required to ensure size is within valid range. In the event of 
202    * concurrent polls/offers to this method the size is OVER estimated as 
203    * we read consumer index BEFORE the producer index. 
204    */ 
205   long after = lvConsumerIndex(); 
206   while (true) { 
207       final long before = after; 
208       final long currentProducerIndex = lvProducerIndex(); 
209       after = lvConsumerIndex(); 
210       if (before == after) { 
211     return (int) (currentProducerIndex - after); 
212       } 
213   } 
214     } 
215 
216     @Override 
217     public boolean isEmpty() { 
218   // Order matters! 
219   // Loading consumer before producer allows for producer increments after 
220   // consumer index is read. 
221   // This ensures the correctness of this method at least for the consumer 
222   // thread. Other threads POV is not really 
223   // something we can fix here. 
224   return (lvConsumerIndex() == lvProducerIndex()); 
225     } 
226 } 
001 /* 
002  * Licensed under the Apache License, Version 2.0 (the "License"); 
003  * you may not use this file except in compliance with the License. 
004  * You may obtain a copy of the License at 
005  *  
006  * http://www.apache.org/licenses/LICENSE-2.0 
007  *  
008  * Unless required by applicable law or agreed to in writing, software 
009  * distributed under the License is distributed on an "AS IS" BASIS, 
010  * WITHOUT WARRANTIES OR CONDITIONS OF ANY KIND, either express or implied. 
011  * See the License for the specific language governing permissions and 
012  * limitations under the License. 
013  *  
014  * Original License: https://github.com/JCTools/JCTools/blob/master/LICENSE 
015  * Original location: 
https://github.com/JCTools/JCTools/blob/master/jctools-core/src/main/java/org/jctools/queues
/SpscArrayQueue.java 
016  */ 
017 package it.reactive.muskel.internal.utils.unsafe; 
018 
019 import static it.reactive.muskel.internal.utils.unsafe.UnsafeAccess.UNSAFE; 
020 
021 abstract class SpscArrayQueueColdField<E> extends 
022   ConcurrentCircularArrayQueue<E> { 
023     private static final Integer MAX_LOOK_AHEAD_STEP = Integer.getInteger( 
024       "jctools.spsc.max.lookahead.step", 4096); 
025     protected final int lookAheadStep; 
026 
027     public SpscArrayQueueColdField(int capacity) { 
028   super(capacity); 
029   lookAheadStep = Math.min(capacity / 4, MAX_LOOK_AHEAD_STEP); 
030     } 
031 } 
032 
033 abstract class SpscArrayQueueL1Pad<E> extends SpscArrayQueueColdField<E> { 
034     long p10, p11, p12, p13, p14, p15, p16; 
035     long p30, p31, p32, p33, p34, p35, p36, p37; 
036 
037     public SpscArrayQueueL1Pad(int capacity) { 
038   super(capacity); 
039     } 
040 } 
041 
042 abstract class SpscArrayQueueProducerFields<E> extends SpscArrayQueueL1Pad<E> { 
043     protected final static long P_INDEX_OFFSET = UnsafeAccess.addressOf( 
044       SpscArrayQueueProducerFields.class, "producerIndex"); 
045     protected long producerIndex; 
046     protected long producerLookAhead; 
047 
048    public SpscArrayQueueProducerFields(int capacity) { 
049   super(capacity); 
050     } 
051 } 
052 
053 abstract class SpscArrayQueueL2Pad<E> extends SpscArrayQueueProducerFields<E> { 
054     long p20, p21, p22, p23, p24, p25, p26; 
055     long p30, p31, p32, p33, p34, p35, p36, p37; 
056 
057     public SpscArrayQueueL2Pad(int capacity) { 
058   super(capacity); 
059     } 
060 } 
061 
062 abstract class SpscArrayQueueConsumerField<E> extends SpscArrayQueueL2Pad<E> { 
063     protected long consumerIndex; 
064     protected final static long C_INDEX_OFFSET = UnsafeAccess.addressOf( 
065       SpscArrayQueueConsumerField.class, "consumerIndex"); 
066 
067     public SpscArrayQueueConsumerField(int capacity) { 
068   super(capacity); 
069     } 
070 } 
071 
072 abstract class SpscArrayQueueL3Pad<E> extends SpscArrayQueueConsumerField<E> { 
073     long p40, p41, p42, p43, p44, p45, p46; 
074     long p30, p31, p32, p33, p34, p35, p36, p37; 
075 
076     public SpscArrayQueueL3Pad(int capacity) { 
077   super(capacity); 




082  * A Single-Producer-Single-Consumer queue backed by a pre-allocated buffer. 
083  * <p> 
084  * This implementation is a mashup of the <a 
085  * href="http://sourceforge.net/projects/mc-fastflow/">Fast Flow</a> algorithm 
086  * with an optimization of the offer method taken from the <a 
087  * href="http://staff.ustc.edu.cn/~bhua/publications/IJPP_draft.pdf">BQueue</a> 
088  * algorithm (a variation on Fast Flow), and adjusted to comply with Queue.offer 
089  * semantics with regards to capacity.<br> 
090  * For convenience the relevant papers are available in the resources folder:<br> 
091  * <i>2010 - Pisa - SPSC Queues on Shared Cache Multi-Core Systems.pdf<br> 
092  * 2012 - Junchang- BQueue- Efficient and Practical Queuing.pdf <br> 
093  * </i> This implementation is wait free. 
094  *  
095  * @author nitsanw 
096  *  
097  * @param <E> 
098  */ 
099 public final class SpscArrayQueue<E> extends SpscArrayQueueL3Pad<E> { 
100 
101     public SpscArrayQueue(final int capacity) { 
102   super(capacity); 
103     } 
104 
105     /** 
106 * {@inheritDoc}
107 * <p>
108 * This implementation is correct for single producer thread use only.
109      */ 
110     @Override 
111     public boolean offer(final E e) { 
112   if (e == null) { 
113       throw new NullPointerException("null elements not allowed"); 
114   } 
115   // local load of field to avoid repeated loads after volatile reads 
116   final E[] lElementBuffer = buffer; 
117   final long index = producerIndex; 
118   final long offset = calcElementOffset(index); 
119   if (null != lvElement(lElementBuffer, offset)) { 
120       return false; 
121   } 
122   soProducerIndex(index + 1); // ordered store -> atomic and ordered for 
123 // size() 
124   soElement(lElementBuffer, offset, e); // StoreStore 
125   return true; 
126     } 
127 
128     /** 
129 * {@inheritDoc}
130 * <p>
131 * This implementation is correct for single consumer thread use only.
132      */ 
133     @Override 
134     public E poll() { 
135   final long index = consumerIndex; 
136   final long offset = calcElementOffset(index); 
137   // local load of field to avoid repeated loads after volatile reads 
138   final E[] lElementBuffer = buffer; 
139   final E e = lvElement(lElementBuffer, offset);// LoadLoad 
140   if (null == e) { 
141       return null; 
142   } 
143   soConsumerIndex(index + 1); // ordered store -> atomic and ordered for 
144 // size() 
145   soElement(lElementBuffer, offset, null);// StoreStore 
146   return e; 
147     } 
148 
149     /** 
150 * {@inheritDoc}
151 * <p>
152 * This implementation is correct for single consumer thread use only.
153      */ 
154     @Override 
155     public E peek() { 
156   return lvElement(calcElementOffset(consumerIndex)); 
157     } 
158 
159     @Override 
160     public int size() { 
161   /* 
162    * It is possible for a thread to be interrupted or reschedule between 
163    * the read of the producer and consumer indices, therefore protection 
164    * is required to ensure size is within valid range. In the event of 
165    * concurrent polls/offers to this method the size is OVER estimated as 
166    * we read consumer index BEFORE the producer index. 
167    */ 
168   long after = lvConsumerIndex(); 
169   while (true) { 
170       final long before = after; 
171       final long currentProducerIndex = lvProducerIndex(); 
172       after = lvConsumerIndex(); 
173       if (before == after) { 
174     return (int) (currentProducerIndex - after); 
175       } 
176   } 
177     } 
178 
179     private void soProducerIndex(long v) { 
180   UNSAFE.putOrderedLong(this, P_INDEX_OFFSET, v); 
181     } 
182 
183     private void soConsumerIndex(long v) { 
184   UNSAFE.putOrderedLong(this, C_INDEX_OFFSET, v); 
185     } 
186 
187     private long lvProducerIndex() { 
188   return UNSAFE.getLongVolatile(this, P_INDEX_OFFSET); 
189     } 
190 
191     private long lvConsumerIndex() { 
192   return UNSAFE.getLongVolatile(this, C_INDEX_OFFSET); 
193     } 
194 } 
001 /* 
002  * Licensed under the Apache License, Version 2.0 (the "License"); 
003  * you may not use this file except in compliance with the License. 
004  * You may obtain a copy of the License at 
005  * 
006  * http://www.apache.org/licenses/LICENSE-2.0 
007  * 
008  * Unless required by applicable law or agreed to in writing, software 
009  * distributed under the License is distributed on an "AS IS" BASIS, 
010  * WITHOUT WARRANTIES OR CONDITIONS OF ANY KIND, either express or implied. 
011  * See the License for the specific language governing permissions and 
012  * limitations under the License. 
013  *  
014  * Original License: https://github.com/JCTools/JCTools/blob/master/LICENSE 
015  * Original location: 
https://github.com/JCTools/JCTools/blob/master/jctools-core/src/main/java/org/jctools/queues
/atomic/SpscLinkedAtomicQueue.java 
016  */ 
017 package it.reactive.muskel.internal.utils.atomic; 
018 
019 /** 
020  * This is a weakened version of the MPSC algorithm as presented <a href= 
021  * 
"http://www.1024cores.net/home/lock-free-algorithms/queues/non-intrusive-mpsc-node-based-que
ue" 
022  * > on 1024 Cores</a> by D. Vyukov. The original has been adapted to Java and 
023  * it's quirks with regards to memory model and layout: 
024  * <ol> 
025  * <li>As this is an SPSC we have no need for XCHG, an ordered store is enough. 
026  * </ol> 
027  * The queue is initialized with a stub node which is set to both the producer 
028  * and consumer node references. From this point follow the notes on offer/poll. 
029  *  
030  * @author nitsanw 
031  *  
032  * @param <E> 
033  */ 
034 public final class SpscLinkedAtomicQueue<E> extends BaseLinkedAtomicQueue<E> { 
035 
036     public SpscLinkedAtomicQueue() { 
037   super(); 
038   LinkedQueueNode<E> node = new LinkedQueueNode<E>(); 
039   spProducerNode(node); 
040   spConsumerNode(node); 
041   node.soNext(null); // this ensures correct construction: StoreStore 
042     } 
043 
044     /** 
045 * {@inheritDoc} <br>
046      * 
047 * IMPLEMENTATION NOTES:<br>
048 * Offer is allowed from a SINGLE thread.<br>
049 * Offer allocates a new node (holding the offered value) and:
050 * <ol>
051 * <li>Sets that node as the producerNode.next
052 * <li>Sets the new node as the producerNode
053 * </ol>
054 * From this follows that producerNode.next is always null and for all other
055 * nodes node.next is not null.
056      * 
057 * @see MessagePassingQueue#offer(Object)
058 * @see java.util.Queue#offer(java.lang.Object)
059      */ 
060     @Override 
061     public boolean offer(final E nextValue) { 
062   if (nextValue == null) { 
063       throw new NullPointerException("null elements not allowed"); 
064   } 
065   final LinkedQueueNode<E> nextNode = new LinkedQueueNode<E>(nextValue); 
066   lpProducerNode().soNext(nextNode); 
067   spProducerNode(nextNode); 
068   return true; 
069     } 
070 
071     /** 
072 * {@inheritDoc} <br>
073      * 
074 * IMPLEMENTATION NOTES:<br>
075 * Poll is allowed from a SINGLE thread.<br>
076 * Poll reads the next node from the consumerNode and:
077 * <ol>
078 * <li>If it is null, the queue is empty.
079 * <li>If it is not null set it as the consumer node and return it's now
080 * evacuated value.
081 * </ol>
082 * This means the consumerNode.value is always null, which is also the
083 * starting point for the queue. Because null values are not allowed to be
084 * offered this is the only node with it's value set to null at any one
085 * time.
086      * 
087      */ 
088     @Override 
089     public E poll() { 
090   final LinkedQueueNode<E> nextNode = lpConsumerNode().lvNext(); 
091   if (nextNode != null) { 
092       // we have to null out the value because we are going to hang on to 
093       // the node 
094       final E nextValue = nextNode.getAndNullValue(); 
095       spConsumerNode(nextNode); 
096       return nextValue; 
097   } 
098   return null; 
099     } 
100 
101     @Override 
102     public E peek() { 
103   final LinkedQueueNode<E> nextNode = lpConsumerNode().lvNext(); 
104   if (nextNode != null) { 
105       return nextNode.lpValue(); 
106   } else { 
107       return null; 
108   } 




002  * Licensed under the Apache License, Version 2.0 (the "License"); 
003  * you may not use this file except in compliance with the License. 
004  * You may obtain a copy of the License at 
005  * 
006  * http://www.apache.org/licenses/LICENSE-2.0 
007  * 
008  * Unless required by applicable law or agreed to in writing, software 
009  * distributed under the License is distributed on an "AS IS" BASIS, 
010  * WITHOUT WARRANTIES OR CONDITIONS OF ANY KIND, either express or implied. 
011  * See the License for the specific language governing permissions and 
012  * limitations under the License. 
013  *  
014  * Original License: https://github.com/JCTools/JCTools/blob/master/LICENSE 
015  * Original location: 
https://github.com/JCTools/JCTools/blob/master/jctools-core/src/main/java/org/jctools/queues
/SpscLinkedQueue.java 
016  */ 
017 package it.reactive.muskel.internal.utils.unsafe; 
018 
019 import it.reactive.muskel.internal.utils.atomic.LinkedQueueNode; 
020 
021 /** 
022  * This is a weakened version of the MPSC algorithm as presented <a href= 
023  * 
"http://www.1024cores.net/home/lock-free-algorithms/queues/non-intrusive-mpsc-node-based-que
ue" 
024  * > on 1024 Cores</a> by D. Vyukov. The original has been adapted to Java and 
025  * it's quirks with regards to memory model and layout: 
026  * <ol> 
027  * <li>Use inheritance to ensure no false sharing occurs between 
028  * producer/consumer node reference fields. 
029  * <li>As this is an SPSC we have no need for XCHG, an ordered store is enough. 
030  * </ol> 
031  * The queue is initialized with a stub node which is set to both the producer 
032  * and consumer node references. From this point follow the notes on offer/poll. 
033  *  
034  * @author nitsanw 
035  *  
036  * @param <E> 
037  */ 
038 public final class SpscLinkedQueue<E> extends BaseLinkedQueue<E> { 
039 
040     public SpscLinkedQueue() { 
041   spProducerNode(new LinkedQueueNode<E>()); 
042   spConsumerNode(producerNode); 
043   consumerNode.soNext(null); // this ensures correct construction: 
044 // StoreStore 
045     } 
046 
047     /** 
048 * {@inheritDoc} <br>
049      * 
050 * IMPLEMENTATION NOTES:<br>
051 * Offer is allowed from a SINGLE thread.<br>
052 * Offer allocates a new node (holding the offered value) and:
053 * <ol>
054 * <li>Sets that node as the producerNode.next
055 * <li>Sets the new node as the producerNode
056 * </ol>
057 * From this follows that producerNode.next is always null and for all other
058 * nodes node.next is not null.
059      * 
060 * @see MessagePassingQueue#offer(Object)
061 * @see java.util.Queue#offer(java.lang.Object)
062      */ 
063     @Override 
064     public boolean offer(final E nextValue) { 
065   if (nextValue == null) { 
066       throw new NullPointerException("null elements not allowed"); 
067   } 
068   final LinkedQueueNode<E> nextNode = new LinkedQueueNode<E>(nextValue); 
069   producerNode.soNext(nextNode); 
070   producerNode = nextNode; 
071   return true; 
072     } 
073 
074     /** 
075 * {@inheritDoc} <br>
076      * 
077 * IMPLEMENTATION NOTES:<br>
078 * Poll is allowed from a SINGLE thread.<br>
079 * Poll reads the next node from the consumerNode and:
080 * <ol>
081 * <li>If it is null, the queue is empty.
082 * <li>If it is not null set it as the consumer node and return it's now
083 * evacuated value.
084 * </ol>
085 * This means the consumerNode.value is always null, which is also the
086 * starting point for the queue. Because null values are not allowed to be
087 * offered this is the only node with it's value set to null at any one
088 * time.
089      * 
090      */ 
091     @Override 
092     public E poll() { 
093   final LinkedQueueNode<E> nextNode = consumerNode.lvNext(); 
094   if (nextNode != null) { 
095       // we have to null out the value because we are going to hang on to 
096       // the node 
097       final E nextValue = nextNode.getAndNullValue(); 
098       consumerNode = nextNode; 
099       return nextValue; 
100   } 
101   return null; 
102     } 
103 
104     @Override 
105     public E peek() { 
106   final LinkedQueueNode<E> nextNode = consumerNode.lvNext(); 
107   if (nextNode != null) { 
108       return nextNode.lpValue(); 
109   } else { 
110       return null; 
111   } 
112     } 
113 } 
01 package it.reactive.muskel.functions.utils; 
02 
03 import it.reactive.muskel.iterators.BlockingIterator; 
04 
05 import java.util.Iterator; 
06 import java.util.Spliterator; 
07 import java.util.Spliterators; 
08 import java.util.stream.Stream; 
09 import java.util.stream.StreamSupport; 
10 
11 import lombok.experimental.UtilityClass; 
12 
13 @UtilityClass 
14 public class StreamUtils { 
15 
16     /** 
17      * 
18 * @param it
19 * @param parallel
20 * @return
21      */ 
22     public static <T> Stream<T> makeStream(Iterator<T> it, boolean parallel) { 
23   Spliterator<T> s = Spliterators.spliteratorUnknownSize(it, 0); 
24   Stream<T> st = StreamSupport.stream(s, parallel); 
25   if (it instanceof BlockingIterator) { 
26 
27       BlockingIterator<T> bit = (BlockingIterator<T>) it; 
28       st = st.onClose(bit::close); 
29   } 
30   return st; 
31     } 
32 } 
01 package it.reactive.muskel.internal.subscriber; 
02 
03 import it.reactive.muskel.functions.SerializableConsumer; 
04 import lombok.NonNull; 
05 import lombok.RequiredArgsConstructor; 
06 import lombok.experimental.UtilityClass; 
07 
08 @UtilityClass 
09 public class SubscriberUtils { 
10 
11     @RequiredArgsConstructor 
12     public static class OnErrorSubscriber<T> extends 
13       AbstractBasicSubscriber<T, T> { 
14 
15   private static final long serialVersionUID = 1L; 
16   @NonNull 
17   private final SerializableConsumer<Throwable> consumer; 
18 
19   @Override 
20   public void onError(Throwable t) { 
21       consumer.accept(t); 
22   } 
23     } 
24 
25     @RequiredArgsConstructor 
26     public static class OnCompleteSubscriber<T> extends 
27       AbstractBasicSubscriber<T, T> { 
28 
29   private static final long serialVersionUID = 1L; 
30   @NonNull 
31   private final SerializableConsumer<?> consumer; 
32 
33   @Override 
34   public void onComplete() { 
35       consumer.accept(null); 
36   } 
37     } 
38 
39     @RequiredArgsConstructor 
40     public static class OnNextSubscriber<T> extends 
41       AbstractBasicSubscriber<T, T> { 
42 
43   private static final long serialVersionUID = 1L; 
44   @NonNull 
45   private final SerializableConsumer<? super T> consumer; 
46 
47   @Override 
48   public void onNext(T t) { 
49       consumer.accept(t); 
50   } 
51     } 
52 } 
01 package it.reactive.muskel.internal.subscriptions; 
02 
03 import it.reactive.muskel.context.MuskelContext; 
04 import it.reactive.muskel.internal.SubscriptionTopicMessage; 
05 
06 import java.io.Serializable; 
07 
08 import lombok.AllArgsConstructor; 
09 
10 import org.reactivestreams.Subscription; 
11 
12 @AllArgsConstructor 
13 public class SubscriptionTopic implements Subscription, Serializable { 
14 
15     private static final long serialVersionUID = 1L; 
16 
17     protected transient MuskelContext context; 
18 
19     protected final String subscriberUUID; 
20 
21     @Override 
22     public void request(long n) { 
23   context.publishMessage(subscriberUUID, SubscriptionTopicMessage 
24     .builder().requestValues(n).build()); 
25     } 
26 
27     @Override 
28     public void cancel() { 
29   context.publishMessage(subscriberUUID, SubscriptionTopicMessage 
30     .builder().cancel(true).build()); 
31 
32     } 
33 
34 } 
01 package it.reactive.muskel.internal; 
02 
03 import java.io.Serializable; 
04 
05 import lombok.Builder; 




10 public class SubscriptionTopicMessage implements Serializable { 
11 
12     private static final long serialVersionUID = 1L; 
13 
14     private final Boolean cancel; 
15 
16     private final Long requestValues; 
17 } 
01 package it.reactive.muskel.internal.subscriber.subscription.utils; 
02 
03 import it.reactive.muskel.context.MuskelContext; 
04 import it.reactive.muskel.internal.SubscriptionTopicMessage; 
05 
06 import java.util.concurrent.atomic.AtomicReference; 
07 
08 import lombok.experimental.UtilityClass; 
09 
10 import org.reactivestreams.Subscription; 
11 
12 @UtilityClass 
13 public class SubscriptionTopicUtils { 
14 
15     public static String createSubscriptionCallBack(MuskelContext context, 
16       String subscriberUUID, final Subscription s) { 
17   final AtomicReference<String> registrationId = new AtomicReference<>(); 
18 
19   registrationId 
20     .set(context 
21       .addMessageListener( 
22         subscriberUUID, 
23         message -> { 
24 
25 SubscriptionTopicMessage event = (SubscriptionTopicMessage) message 
26 .getMessageObject(); 
27 if (event != null) { 
28 if (event.getCancel() != null 






35 } else { 
36 if (event.getRequestValues() != null) { 







44         })); 
45   return registrationId.get(); 
46 
47     } 
48 
49 } 
01 package it.reactive.muskel.internal.utils; 
02 
03 import it.reactive.muskel.functions.SerializableFunction; 
04 import it.reactive.muskel.functions.SerializableSupplier; 
05 import lombok.AllArgsConstructor; 
06 import lombok.experimental.UtilityClass; 
07 
08 @UtilityClass 
09 public class SupplierUtils { 
10 
11     public static <T, R> SerializableFunction<T, R> getFunctionFromSupplier( 
12       final SerializableSupplier<R> supplier) { 
13   return new SupplierToFunction<T, R>(supplier); 
14     } 
15 
16  @AllArgsConstructor 
17     private static class SupplierToFunction<T, R> implements 
18       SerializableFunction<T, R> { 
19 
20   private static final long serialVersionUID = 1L; 
21 
22   private final SerializableSupplier<R> supplier; 
23 
24   @Override 
25   public R apply(Object t) { 
26       return supplier.get(); 
27   } 
28     } 
29 } 
001 package it.reactive.muskel.internal.utils; 
002 
003 import java.util.Collection; 
004 import java.util.Iterator; 
005 import java.util.LinkedList; 
006 import java.util.Queue; 
007 
008 public class SynchronizedQueue<T> implements Queue<T> { 
009 
010     private final LinkedList<T> list = new LinkedList<T>(); 
011     private final int size; 
012 
013     public SynchronizedQueue() { 
014   this.size = -1; 
015     } 
016 
017     public SynchronizedQueue(int size) { 
018   this.size = size; 
019     } 
020 
021     @Override 
022     public synchronized boolean isEmpty() { 
023   return list.isEmpty(); 
024     } 
025 
026     @Override 
027     public synchronized boolean contains(Object o) { 
028   return list.contains(o); 
029     } 
030 
031     @Override 
032     public synchronized Iterator<T> iterator() { 
033   return list.iterator(); 
034     } 
035 
036     @Override 
037     public synchronized int size() { 
038   return list.size(); 
039     } 
040 
041     @Override 
042     public synchronized boolean add(T e) { 
043   return list.add(e); 
044     } 
045 
046     @Override 
047     public synchronized boolean remove(Object o) { 
048   return list.remove(o); 
049     } 
050 
051     @Override 
052     public synchronized boolean containsAll(Collection<?> c) { 
053   return list.containsAll(c); 
054     } 
055 
056     @Override 
057     public synchronized boolean addAll(Collection<? extends T> c) { 
058   return list.addAll(c); 
059     } 
060 
061     @Override 
062     public synchronized boolean removeAll(Collection<?> c) { 
063   return list.removeAll(c); 
064     } 
065 
066     @Override 
067     public synchronized boolean retainAll(Collection<?> c) { 
068   return list.retainAll(c); 
069     } 
070 
071     @Override 
072     public synchronized void clear() { 
073   list.clear(); 
074     } 
075 
076     @Override 
077     public synchronized String toString() { 
078   return list.toString(); 
079     } 
080 
081     @Override 
082     public int hashCode() { 
083   return list.hashCode(); 
084     } 
085 
086     @Override 
087     public boolean equals(Object obj) { 
088   if (this == obj) 
089       return true; 
090   if (obj == null) 
091       return false; 
092   if (getClass() != obj.getClass()) 
093       return false; 
094   SynchronizedQueue<?> other = (SynchronizedQueue<?>) obj; 
095   if (list == null) { 
096       if (other.list != null) 
097     return false; 
098   } else if (!list.equals(other.list)) 
099       return false; 
100   return true; 
101     } 
102 
103     @Override 
104     public synchronized T peek() { 
105   return list.peek(); 
106     } 
107 
108     @Override 
109     public synchronized T element() { 
110   return list.element(); 
111     } 
112 
113     @Override 
114     public synchronized T poll() { 
115   return list.poll(); 
116     } 
117 
118     @Override 
119     public synchronized T remove() { 
120   return list.remove(); 
121     } 
122 
123     @Override 
124     public synchronized boolean offer(T e) { 
125   if (size > -1 && list.size() + 1 > size) { 
126       return false; 
127   } 
128   return list.offer(e); 
129     } 
130 
131     @Override 
132     public synchronized Object clone() { 
133   SynchronizedQueue<T> q = new SynchronizedQueue<T>(size); 
134   q.addAll(list); 
135   return q; 
136     } 
137 
138     @Override 
139     public synchronized Object[] toArray() { 
140   return list.toArray(); 
141     } 
142 
143     @Override 
144     public synchronized <R> R[] toArray(R[] a) { 
145   return list.toArray(a); 
146     } 
147 } 
01 package it.reactive.muskel.context; 
02 
03 import lombok.experimental.UtilityClass; 
04 
05 @UtilityClass 
06 public class ThreadLocalMuskelContext { 
07 
08     private static final ThreadLocal<MuskelContext> element = new ThreadLocal<>(); 
09 
10     public static void set(MuskelContext context) { 
11   element.set(context); 
12     } 
13 
14     public static MuskelContext get() { 
15   return element.get(); 
16     } 
17 } 
01 package it.reactive.muskel.processors; 
02 
03 public class ThrowMuskelProcessor<T> extends MuskelProcessorImpl<T> { 
04 
05     private static final long serialVersionUID = 1L; 
06 
07     public ThrowMuskelProcessor(final Throwable exception) { 
08   super(subscriber -> subscriber.onError(exception)); 




002  * Porting of RxJava. Copyright 2014 Netflix, Inc. 
003  *  
004  * Licensed under the Apache License, Version 2.0 (the "License"); 
005  * you may not use this file except in compliance with the License. 
006  * You may obtain a copy of the License at 
007  *  
008  * http://www.apache.org/licenses/LICENSE-2.0 
009  *  
010  * Unless required by applicable law or agreed to in writing, software 
011  * distributed under the License is distributed on an "AS IS" BASIS, 
012  * WITHOUT WARRANTIES OR CONDITIONS OF ANY KIND, either express or implied. 
013  * See the License for the specific language governing permissions and 
014  * limitations under the License. 
015  */ 
016 package it.reactive.muskel.internal.utils.unsafe; 
017 
018 import java.lang.reflect.Field; 
019 
020 import sun.misc.Unsafe; 
021 
022 /** 
023  * All use of this class MUST first check that UnsafeAccess.isUnsafeAvailable() 
024  * == true otherwise NPEs will happen in environments without "suc.misc.Unsafe" 
025  * such as Android. 
026  */ 
027 public final class UnsafeAccess { 
028     private UnsafeAccess() { 
029   throw new IllegalStateException("No instances!"); 
030     } 
031 
032     public static final Unsafe UNSAFE; 
033     static { 
034   Unsafe u = null; 
035   try { 
036       /* 
037 * This mechanism for getting UNSAFE originally from:
038        * 
039 * Original License:




044        */ 
045       Field field = Unsafe.class.getDeclaredField("theUnsafe"); 
046       field.setAccessible(true); 
047       u = (Unsafe) field.get(null); 
048   } catch (Throwable e) { 
049       // do nothing, hasUnsafe() will return false 
050   } 
051   UNSAFE = u; 
052     } 
053 
054     public static final boolean isUnsafeAvailable() { 
055   return UNSAFE != null; 
056     } 
057 
058     /* 
059 * Methods below are utilities to offer functionality on top of Unsafe.
060 * Several of these already exist in Java7/8 but we must support Java 6.
061      */ 
062 
063     public static int getAndIncrementInt(Object obj, long offset) { 
064   for (;;) { 
065       int current = UNSAFE.getIntVolatile(obj, offset); 
066       int next = current + 1; 
067       if (UNSAFE.compareAndSwapInt(obj, offset, current, next)) 
068     return current; 
069   } 
070     } 
071 
072     public static int getAndAddInt(Object obj, long offset, int n) { 
073   for (;;) { 
074       int current = UNSAFE.getIntVolatile(obj, offset); 
075       int next = current + n; 
076       if (UNSAFE.compareAndSwapInt(obj, offset, current, next)) 
077     return current; 
078   } 
079     } 
080 
081     public static int getAndSetInt(Object obj, long offset, int newValue) { 
082   for (;;) { 
083       int current = UNSAFE.getIntVolatile(obj, offset); 
084       if (UNSAFE.compareAndSwapInt(obj, offset, current, newValue)) 
085     return current; 
086   } 
087     } 
088 
089     public static boolean compareAndSwapInt(Object obj, long offset, 
090       int expected, int newValue) { 
091   return UNSAFE.compareAndSwapInt(obj, offset, expected, newValue); 
092     } 
093 
094     /** 
095 * Returns the address of the specific field on the class and wraps a
096 * NoSuchFieldException into an internal error.
097 * <p>
098 * One can avoid using static initializers this way and just assign the
099 * address directly to the target static field.
100      * 
101 * @param clazz
102      * the target class 
103 * @param fieldName
104      * the target field name 
105 * @return the address (offset) of the field
106      */ 
107     public static long addressOf(Class<?> clazz, String fieldName) { 
108   try { 
109       Field f = clazz.getDeclaredField(fieldName); 
110       return UNSAFE.objectFieldOffset(f); 
111   } catch (NoSuchFieldException ex) { 
112       InternalError ie = new InternalError(); 
113       ie.initCause(ex); 
114       throw ie; 
115   } 
116     } 
117 } 
Appendice C
Codice Sorgente Modulo Server
MuSkel2
Di seguito sono riportati script Maven e il codice sorgente delle classi che
compongono il modulo server del framework MuSkel2.
245
1 <?xml version="1.0" encoding="UTF-8"?>























































































01 package it.reactive.muskel.server.hazelcast.listener; 
02  
03 import com.hazelcast.core.EntryEvent; 
04 import com.hazelcast.core.EntryListener; 
05 import com.hazelcast.core.MapEvent; 
06  
07 public abstract class AbstractEntryListener<K, V> implements 
08   EntryListener<K, V> { 
09  
10     @Override 
11     public void entryAdded(EntryEvent<K, V> event) { 
12  
13     } 
14  
15     @Override 
16     public void entryUpdated(EntryEvent<K, V> event) { 
17  
18     } 
19  
20     @Override 
21     public void entryRemoved(EntryEvent<K, V> event) { 
22  
23     } 
24  
25     @Override 
26     public void entryEvicted(EntryEvent<K, V> event) { 
27  
28     } 
29  
30     @Override 
31     public void mapCleared(MapEvent event) { 
32  
33     } 
34  
35     @Override 
36     public void mapEvicted(MapEvent event) { 
37  
38     } 
39  
40 } 
01 package it.reactive.muskel.server; 
02  
03 import org.springframework.boot.SpringApplication; 
04 import org.springframework.boot.autoconfigure.EnableAutoConfiguration; 




09 public class Application { 
10  
11     public static void main(String... args) { 
12   SpringApplication.run(Application.class, args); 
13  
14     } 
15  
16 } 
01 package it.reactive.muskel.server.hazelcast.context; 
02  
03 import java.util.Arrays; 
04 import java.util.List; 
05 import java.util.Optional; 
06  
07 import org.springframework.beans.BeansException; 
08 import org.springframework.context.ApplicationContext; 
09 import org.springframework.context.ApplicationContextAware; 
10  
11 import com.google.common.collect.Lists; 
12 import com.hazelcast.core.ManagedContext; 
13  
14 public class CompositeManagedContext implements ManagedContext, 
15   ApplicationContextAware { 
16  
17     private final List<ManagedContext> contexts = Lists.newArrayList(); 
18  
19     public CompositeManagedContext(ManagedContext... contexts) { 
20   this.contexts.addAll(Arrays.asList(contexts)); 
21     } 
22  
23     @Override 
24     public Object initialize(Object obj) { 
25  
26   for (ManagedContext current : contexts) { 
27       obj = current.initialize(obj); 
28   } 
29  
30   return obj; 
31     } 
32  
33     @Override 
34     public String toString() { 
35   return "CompositeManagedContext [contexts=" + contexts + "]"; 
36     } 
37  
38     @Override 
39     public void setApplicationContext(ApplicationContext applicationContext) 
40       throws BeansException { 
41   Optional.ofNullable(contexts) 
42     .ifPresent( 
43       value -> value 
44         .stream() 
45         .filter(current -> current instanceof ApplicationContextAware) 
46         .forEach( 
47           current -> ((ApplicationContextAware) current) 
48             .setApplicationContext(applicationContext))); 
49  
50     } 
51  
52 } 
001 package it.reactive.muskel.server.hazelcast.classloader; 
002  
003 import it.reactive.muskel.internal.Lifecycle; 
004 import it.reactive.muskel.internal.classloader.domain.ResourceResponse; 
005 import it.reactive.muskel.server.hazelcast.listener.AbstractEntryListener; 
006  
007 import java.net.MalformedURLException; 
008 import java.net.URL; 
009 import java.util.Enumeration; 
010 import java.util.Set; 
011 import java.util.TreeSet; 
012 import java.util.Vector; 
013 import java.util.concurrent.atomic.AtomicBoolean; 
014  
015 import lombok.extern.slf4j.Slf4j; 
016  
017 import com.hazelcast.core.EntryEvent; 
018 import com.hazelcast.core.HazelcastInstance; 
019 import com.hazelcast.core.IQueue; 
020 import com.hazelcast.core.ReplicatedMap; 
021  
022 @Slf4j 
023 public class HazelcastClassLoader extends ClassLoader implements 
024   Lifecycle<HazelcastClassLoader> { 
025  
026     private ReplicatedMap<String, ResourceResponse> classCacheMap; 
027  
028     private IQueue<String> requestQueue; 
029  
030     private final Set<String> requestedResources = new TreeSet<>(); 
031  
032     private final String clientId; 
033  
034     private final HazelcastInstance hazelcastInstance; 
035  
036     private final AtomicBoolean running = new AtomicBoolean(); 
037  
038     private String entryListenerKey; 
039  
040     private final Object lock = new Object(); 
041  
042     public HazelcastClassLoader(HazelcastInstance hazelcastInstance, 
043       String clientId) { 
044   this(hazelcastInstance, clientId, Thread.currentThread() 
045     .getContextClassLoader()); 
046     } 
047  
048     public HazelcastClassLoader(HazelcastInstance hazelcastInstance, 
049       String clientId, ClassLoader parent) { 
050   super(parent); 
051   this.clientId = clientId; 
052   this.hazelcastInstance = hazelcastInstance; 
053     } 
054  
055     @Override 
056     public HazelcastClassLoader start() { 
057   log.trace("Starting Classloader for clientId {}", clientId); 
058   this.classCacheMap = hazelcastInstance 
059     .getReplicatedMap("classCacheMap_" + clientId); 
060   this.requestQueue = hazelcastInstance.getQueue("requestQueue_" 
061     + clientId); 
062  
063   this.entryListenerKey = this.classCacheMap 
064     .addEntryListener(new AbstractEntryListener<String, ResourceResponse>() { 
065         @Override 
066         public void entryUpdated( 
067           EntryEvent<String, ResourceResponse> event) { 
068       doNotify(); 
069         } 
070  
071         @Override 
072         public void entryAdded( 
073           EntryEvent<String, ResourceResponse> event) { 
074       doNotify(); 
075         } 
076  
077         protected void doNotify() { 
078       synchronized (lock) { 
079           lock.notifyAll(); 
080       } 
081         } 
082     }); 
083   running.set(true); 
084   log.debug("Started Classloader for clientId {}", clientId); 
085   return this; 
086     } 
087  
088     @Override 
089     public HazelcastClassLoader stop() { 
090   if (isRunning()) { 
091       log.trace("Stopping Classloader for clientId {}", clientId); 
092       if (this.classCacheMap != null) { 
093     if (this.entryListenerKey != null) { 
094         this.classCacheMap 
095           .removeEntryListener(this.entryListenerKey); 
096     } 
097     this.classCacheMap.clear(); 
098       } 
099       if (this.requestQueue != null) { 
100     this.requestQueue.clear(); 
101       } 
102       log.debug("Stopped Classloader for clientId {}", clientId); 
103   } 
104   return this; 
105     } 
106  
107     @Override 
108     public boolean isRunning() { 
109   return running.get(); 
110     } 
111  
112     private ResourceResponse doGetResourceResponse(String name) { 
113  
114   ResourceResponse resourceResponse = null; 
115   int count = 0; 
116   do { 
117       try { 
118     resourceResponse = classCacheMap.get(name); 
119       } catch (NullPointerException npe) { 
120       } 
121       if (resourceResponse == null) { 
122  
123     if (requestedResources.contains(name) || requestQueue.add(name)) { 
124         requestedResources.add(name); 
125         try { 
126       synchronized (lock) { 
127           lock.wait(5000); 
128       } 
129  
130         } catch (InterruptedException e) { 
131       return null; 
132         } 
133     } 
134       } 
135       count++; 
136   } while (resourceResponse == null && count < 10); 
137   requestedResources.remove(name); 
138   return resourceResponse; 
139  
140     } 
141  
142     @Override 
143     protected URL findResource(String name) { 
144  
145   ResourceResponse resourceResponse = doGetResourceResponse(name); 
146   try { 
147       return resourceResponse == null ? null : new URL(name); 
148   } catch (MalformedURLException e) { 
149       return null; 
150   } 
151  
152     } 
153  
154     /** 
155      * Returns an enumeration of URL objects representing all the resources with 
156      * th given name. 
157      * 
158      * Currently, WebSocketClassLoader returns only the first element. 
159      * 
160      * @param name 
161      *            The name of a resource. 
162      * @return All founded resources. 
163      */ 
164     @Override 
165     protected Enumeration<URL> findResources(String name) { 
166   URL url = findResource(name); 
167   Vector<URL> urls = new Vector<>(); 
168   if (url != null) { 
169       urls.add(url); 
170   } 
171   return urls.elements(); 
172     } 
173  
174     @Override 
175     protected Class<?> loadClass(String className, boolean resolve) 
176       throws ClassNotFoundException { 
177   synchronized (getClassLoadingLock(className)) { 
178       Class<?> clazz = findLoadedClass(className); 
179       if (clazz == null) { 
180     try { 
181         clazz = getParent().loadClass(className); 
182     } catch (ClassNotFoundException ignored) { 
183     } 
184     if (clazz == null) 
185         clazz = findClass(className); 
186       } 
187       if (resolve) { 
188     resolveClass(clazz); 
189       } 
190       return clazz; 
191   } 
192     } 
193  
194     @Override 
195     protected Class<?> findClass(String className) 
196       throws ClassNotFoundException { 
197   return defineClass(className); 
198     } 
199  
200     private Class<?> defineClass(String className) 
201       throws ClassNotFoundException { 
202   String path = className.replace('.', '/').concat(".class"); 
203   ResourceResponse response = doGetResourceResponse(path); 
204   if (response == null || response.getBytes() == null 
205     || response.getBytes().length <= 0) 
206       throw new ClassNotFoundException(className); 
207  
208   try { 
209  
210       byte[] bytes = response.getBytes(); 
211       if (bytes != null) { 
212     int idx = className.lastIndexOf("."); 
213     if (idx > 0) { 
214         String packageName = className.substring(0, idx); 
215         Package pkg = getPackage(packageName); 
216         if (pkg == null) { 
217       definePackage(packageName, null, null, null, null, 
218         null, null, null); 
219         } 
220     } 
221     return defineClass(className, bytes, 0, bytes.length); 
222       } else { 
223     throw new ClassNotFoundException(className); 
224       } 
225   } catch (Exception ex) { 
226       throw new ClassNotFoundException(className, ex); 
227   } 
228     } 
229  
230 } 
01 package it.reactive.muskel.server.hazelcast.classloader.repository; 
02  
03 import it.reactive.muskel.context.hazelcast.HazelcastMuskelContext; 
04 import it.reactive.muskel.internal.classloader.repository.ClassLoaderRepository; 
05 import it.reactive.muskel.server.hazelcast.classloader.HazelcastClassLoader; 
06  
07 import javax.annotation.PostConstruct; 
08  
09 import lombok.extern.slf4j.Slf4j; 
10  
11 import com.google.common.cache.CacheBuilder; 
12 import com.google.common.cache.CacheLoader; 
13 import com.google.common.cache.LoadingCache; 
14 import com.hazelcast.core.Client; 
15 import com.hazelcast.core.ClientListener; 
16 import com.hazelcast.core.HazelcastInstance; 
17  
18 @Slf4j 
19 public class HazelcastClassLoaderRepository implements ClassLoaderRepository { 
20  
21     private final HazelcastInstance hazelcastInstance; 
22  
23     private final LoadingCache<String, HazelcastClassLoader> cacheStore = CacheBuilder 
24       .newBuilder().maximumSize(1000) 
25       .build(new CacheLoader<String, HazelcastClassLoader>() { 
26     public HazelcastClassLoader load(String key) { 
27         return new HazelcastClassLoader(hazelcastInstance, key) 
28           .start(); 
29     } 
30       }); 
31  
32     public HazelcastClassLoaderRepository(HazelcastInstance hazelcastInstance) { 
33   this.hazelcastInstance = hazelcastInstance; 
34     } 
35  
36     @PostConstruct 
37     public void init() { 
38   hazelcastInstance.getClientService().addClientListener( 
39     new ClientListener() { 
40  
41         @Override 
42         public void clientDisconnected(Client client) { 
43       String uuid = client.getUuid(); 
44       HazelcastClassLoader currentInstace = cacheStore 
45         .getIfPresent(uuid); 
46       if (currentInstace != null) { 
47           new HazelcastMuskelContext(hazelcastInstance, 
48             currentInstace, uuid).close(); 
49  
50           cacheStore.invalidate(uuid); 
51           log.trace( 
52             "Client {} disconnected. Invalidated Classloader", 
53             client); 
54           currentInstace.stop(); 
55       } 
56         } 
57  
58         @Override 
59         public void clientConnected(Client client) { 
60       log.trace("Client {} connected", client); 
61  
62         } 
63     }); 
64     } 
65  
66     @Override 
67     public HazelcastClassLoader getOrCreateClassLoaderByClientUUID( 
68       String clientUUID) { 
69   return cacheStore.getUnchecked(clientUUID); 
70     } 
71  
72 } 
001 package it.reactive.muskel.server.config; 
002  
003 import static com.hazelcast.config.ExecutorConfig.DEFAULT_POOL_SIZE; 
004 import static com.hazelcast.config.MulticastConfig.DEFAULT_MULTICAST_GROUP; 
005 import static com.hazelcast.config.MulticastConfig.DEFAULT_MULTICAST_PORT; 
006 import it.reactive.muskel.context.MuskelManagedContext; 
007 import it.reactive.muskel.context.hazelcast.HazelcastMuskelContext; 
008 import it.reactive.muskel.context.impl.AppendableManagedContext; 
009 import it.reactive.muskel.exceptions.MuskelException; 
010 import it.reactive.muskel.server.context.MuskelInjectAnnotationManagedContext; 
011 import 
it.reactive.muskel.server.hazelcast.classloader.repository.HazelcastClassLoaderRepository; 
012 import it.reactive.muskel.server.hazelcast.context.CompositeManagedContext; 
013 import it.reactive.muskel.server.hazelcast.context.HazelcastInstanceMuskelContext; 
014 import it.reactive.muskel.server.hazelcast.context.HazelcastManagedContextWrapper; 
015 import it.reactive.muskel.server.hazelcast.context.HazelcastSpringManagedContext; 
016  
017 import org.springframework.beans.factory.annotation.Value; 
018 import org.springframework.context.ApplicationContext; 
019 import org.springframework.context.annotation.Bean; 
020 import org.springframework.context.annotation.Configuration; 
021 import org.springframework.util.StringUtils; 
022  
023 import com.esotericsoftware.minlog.Log; 
024 import com.hazelcast.config.Config; 
025 import com.hazelcast.config.EvictionPolicy; 
026 import com.hazelcast.config.GroupConfig; 
027 import com.hazelcast.config.InterfacesConfig; 
028 import com.hazelcast.config.MapConfig; 
029 import com.hazelcast.config.MaxSizeConfig; 
030 import com.hazelcast.config.NetworkConfig; 
031 import com.hazelcast.config.SSLConfig; 
032 import com.hazelcast.core.HazelcastInstance; 
033 import com.hazelcast.core.ManagedContext; 
034 import com.hazelcast.instance.HazelcastInstanceFactory; 
035 import com.hazelcast.spring.context.SpringManagedContext; 
036  
037 @Configuration 
038 public class HazelcastConfiguration { 
039  
040     @Value("${name:muskel}") 
041     private String groupName; 
042  
043     @Value("${password:password}") 
044     private String groupPassword; 
045  
046     @Value("${instanceName:muskel-server}") 
047     private String instanceName; 
048  
049     @Value("${portNumber:5701}") 
050     private int portNumber; 
051  
052     @Value("${portAutoIncrement:true}") 
053     private boolean portAutoIncrement; 
054  
055     @Value("${groups:}") 
056     public String memberSelectorValue; 
057  
058     @Value("${discoveryMulticastGroup:" + DEFAULT_MULTICAST_GROUP + "}") 
059     private String discoveryMulticastGroup; 
060     @Value("${discoveryMulticastPort:" + DEFAULT_MULTICAST_PORT + "}") 
061     private int discoveryMulticastPort; 
062     @Value("${discoveryTcpMembers:}") 
063     private String discoveryTcpMembers; 
064  
065     @Value("${clientPoolSize:" + DEFAULT_POOL_SIZE + "}") 
066     private int clientPoolSize; 
067  
068     @Value("${sslEnabled:false}") 
069     private boolean sslEnabled; 
070  
071     @Value("${sslKeyStore:}") 
072     private String sslKeyStore; 
073  
074     @Value("${sslKeyStorePassword:}") 
075     private String sslKeyStorePassword; 
076  
077     @Value("${sslKeyManagerAlgorithm:}") 
078     private String sslKeyManagerAlgorithm; 
079  
080     @Value("${sslTrustManagerAlgorithm:}") 
081     private String sslTrustManagerAlgorithm; 
082  
083     @Value("${sslProtocol:}") 
084     private String sslProtocol; 
085  
086     @Value("${networkInterfaces:}") 
087     private String networkInterfaces; 
088  
089     @Bean 
090     public ManagedContext createSpringManagedContext() { 
091   return new CompositeManagedContext(new SpringManagedContext(), 
092     new HazelcastSpringManagedContext()); 
093     } 
094  
095     @Bean 
096     public MuskelManagedContext createMuskelManagedContext( 
097       ApplicationContext applicationContext) { 
098   return new AppendableManagedContext(new HazelcastInstanceMuskelContext( 
099     createHazelcastInstance()), new HazelcastManagedContextWrapper( 
100     createSpringManagedContext()), 
101     new MuskelInjectAnnotationManagedContext(applicationContext)); 
102     } 
103  
104     @Bean 
105     public HazelcastClassLoaderRepository classLoaderRepository() { 
106   return new HazelcastClassLoaderRepository(createHazelcastInstance()); 
107     } 
108  
109     @Bean 
110     public HazelcastInstance createHazelcastInstance() { 
111   Config config = new Config(); 
112   config.setProperty("hazelcast.logging.type", "slf4j"); 
113   config.setGroupConfig(new GroupConfig(groupName, groupPassword)); 
114   config.setInstanceName(instanceName); 
115   config.getNetworkConfig().setPort(portNumber); 
116   if (memberSelectorValue != null 
117     && memberSelectorValue.trim().length() > 0) { 
118       config.getMemberAttributeConfig().setStringAttribute( 
119         HazelcastMuskelContext.MEMBERSELECTOR_ATTRIBUTE_KEY, 
120         memberSelectorValue.trim()); 
121   } 
122  
123   if (sslEnabled) { 
124  
125       config.getNetworkConfig().setSSLConfig( 
126         new SSLConfig() 
127           .setEnabled(true) 
128           .setEnabled(sslEnabled) 
129           .setProperty("keyStore", sslKeyStore) 
130           .setProperty("keyStorePassword", 
131             sslKeyStorePassword) 
132           .setProperty("keyManagerAlgorithm", 
133             sslKeyManagerAlgorithm) 
134           .setProperty("trustManagerAlgorithm", 
135             sslTrustManagerAlgorithm) 
136           .setProperty("protocol", sslProtocol)); 
137   } 
138  
139   config.getNetworkConfig().setPortAutoIncrement(portAutoIncrement); 
140   config.setManagedContext(createSpringManagedContext()); 
141  
142   config.getExecutorConfig("default").setPoolSize(clientPoolSize); 
143   /* 
144    * RingbufferConfig rbConfig = new RingbufferConfig("pippo") 
145    * .setCapacity(20) .setBackupCount(1) .setAsyncBackupCount(0) 
146    * .setTimeToLiveSeconds(0) .setInMemoryFormat(InMemoryFormat.BINARY); 
147    * config.addRingBufferConfig(rbConfig); 
148    */ 
149   // if (env.acceptsProfiles(Constants.SPRING_PROFILE_DEVELOPMENT)) { 
150   // System.setProperty("hazelcast.local.localAddress", "127.0.0.1"); 
151  
152   boolean discoveryTcpEnabled = StringUtils.hasText(discoveryTcpMembers); 
153   boolean discoveryMulticastEnabled = StringUtils 
154     .hasText(discoveryMulticastGroup) 
155     && (!discoveryTcpEnabled || !DEFAULT_MULTICAST_GROUP 
156       .equals(discoveryMulticastGroup)); 
157  
158   if (discoveryTcpEnabled && discoveryMulticastEnabled) { 
159       Log.error("You cannot select both tcp and multicast"); 
160       throw new MuskelException( 
161         "You cannot select both tcp and multicast"); 
162   } 
163  
164   NetworkConfig networkConfig = config.getNetworkConfig(); 
165  
166   if (StringUtils.hasText(networkInterfaces)) { 
167       InterfacesConfig interfacesConfig = networkConfig.getInterfaces(); 
168  
169       for (String current : networkInterfaces.split(",")) { 
170     if (StringUtils.hasText(current)) 
171         interfacesConfig.setEnabled(true).addInterface(current); 
172       } 
173   } 
174   networkConfig.getJoin().getAwsConfig().setEnabled(false); 
175  
176   networkConfig.getJoin().getTcpIpConfig() 
177     .setEnabled(discoveryTcpEnabled); 
178  
179   networkConfig.getJoin().getMulticastConfig() 
180     .setEnabled(discoveryMulticastEnabled); 
181  
182   if (discoveryMulticastEnabled) { 
183       networkConfig.getJoin().getMulticastConfig() 
184         .setMulticastGroup(discoveryMulticastGroup) 
185         .setMulticastPort(discoveryMulticastPort); 
186   } 
187   if (discoveryTcpEnabled) { 
188       networkConfig.getJoin().getTcpIpConfig() 
189         .addMember(discoveryTcpMembers); 
190   } 
191  
192   // } 
193  
194   config.getMapConfigs().put("default", initializeDefaultMapConfig()); 
195  
196   return HazelcastInstanceFactory.newHazelcastInstance(config); 
197     } 
198  
199     private MapConfig initializeDefaultMapConfig() { 
200   MapConfig mapConfig = new MapConfig(); 
201  
202   /* 
203    * Number of backups. If 1 is set as the backup-count for example, then 
204    * all entries of the map will be copied to another JVM for fail-safety. 
205    * Valid numbers are 0 (no backup), 1, 2, 3. 
206    */ 
207   mapConfig.setBackupCount(0); 
208  
209   /* 
210    * Valid values are: NONE (no eviction), LRU (Least Recently Used), LFU 
211    * (Least Frequently Used). NONE is the default. 
212    */ 
213   mapConfig.setEvictionPolicy(EvictionPolicy.LRU); 
214  
215   /* 
216    * Maximum size of the map. When max size is reached, map is evicted 
217    * based on the policy defined. Any integer between 0 and 
218    * Integer.MAX_VALUE. 0 means Integer.MAX_VALUE. Default is 0. 
219    */ 
220   mapConfig.setMaxSizeConfig(new MaxSizeConfig(0, 
221     MaxSizeConfig.MaxSizePolicy.USED_HEAP_SIZE)); 
222  
223   /* 
224    * When max. size is reached, specified percentage of the map will be 
225    * evicted. Any integer between 0 and 100. If 25 is set for example, 25% 
226    * of the entries will get evicted. 
227    */ 
228   mapConfig.setEvictionPercentage(25); 
229  
230   return mapConfig; 
231     } 
232  
233 } 
01 package it.reactive.muskel.server.hazelcast.context; 
02  
03 import it.reactive.muskel.context.MuskelManagedContext; 
04 import lombok.NonNull; 
05 import lombok.RequiredArgsConstructor; 
06  
07 import com.hazelcast.core.HazelcastInstance; 
08 import com.hazelcast.core.HazelcastInstanceAware; 
09  
10 @RequiredArgsConstructor 
11 public class HazelcastInstanceMuskelContext implements MuskelManagedContext { 
12  
13     @NonNull 
14     private final HazelcastInstance hazelcastInstance; 
15  
16     @Override 
17     public Object initialize(Object obj) { 
18   if (obj instanceof HazelcastInstanceAware) { 
19       ((HazelcastInstanceAware) obj) 
20         .setHazelcastInstance(hazelcastInstance); 
21   } 
22   return obj; 
23     } 
24  
25 } 
01 package it.reactive.muskel.server.hazelcast.context; 
02  
03 import it.reactive.muskel.context.MuskelManagedContext; 
04 import lombok.NonNull; 
05 import lombok.RequiredArgsConstructor; 
06  
07 import com.hazelcast.core.ManagedContext; 
08  
09 @RequiredArgsConstructor 
10 public class HazelcastManagedContextWrapper implements MuskelManagedContext { 
11  
12     @NonNull 
13     private final ManagedContext context; 
14  
15     @Override 
16     public Object initialize(Object obj) { 
17   return context.initialize(obj); 
18     } 
19  
20 } 
01 package it.reactive.muskel.server.hazelcast.context; 
02  
03 import it.reactive.muskel.context.MuskelInjectAware; 
04  
05 import org.springframework.beans.BeansException; 
06 import org.springframework.beans.factory.config.AutowireCapableBeanFactory; 
07 import org.springframework.context.ApplicationContext; 
08 import org.springframework.context.ApplicationContextAware; 
09  
10 import com.hazelcast.core.ManagedContext; 
11 import com.hazelcast.executor.impl.RunnableAdapter; 
12  
13 public class HazelcastSpringManagedContext implements ManagedContext, 
14   ApplicationContextAware { 
15  
16     private AutowireCapableBeanFactory beanFactory; 
17  
18     @SuppressWarnings("rawtypes") 
19     public Object initialize(Object obj) { 
20   Object resultObject = obj; 
21   if (obj != null) { 
22       if (obj instanceof RunnableAdapter) { 
23     RunnableAdapter adapter = (RunnableAdapter) obj; 
24     Object runnable = adapter.getRunnable(); 
25     runnable = initializeIfSpringAwareIsPresent(runnable); 
26     adapter.setRunnable((Runnable) runnable); 
27       } else { 
28     resultObject = initializeIfSpringAwareIsPresent(obj); 
29       } 
30   } 
31   return resultObject; 
32     } 
33  
34     @SuppressWarnings({ "rawtypes", "unchecked" }) 
35     private Object initializeIfSpringAwareIsPresent(Object obj) { 
36   Class clazz = obj.getClass(); 
37   MuskelInjectAware s = (MuskelInjectAware) clazz 
38     .getAnnotation(MuskelInjectAware.class); 
39   Object resultObject = obj; 
40   if (s != null) { 
41       beanFactory.autowireBean(obj); 
42       resultObject = beanFactory.initializeBean(obj, clazz.getName()); 
43   } 
44   return resultObject; 
45     } 
46  
47     public void setApplicationContext( 
48       final ApplicationContext applicationContext) throws BeansException { 
49   this.beanFactory = applicationContext.getAutowireCapableBeanFactory(); 
50     } 
51 } 
01 package it.reactive.muskel.server.config; 
02  
03 import it.reactive.muskel.executor.NamedMuskelExecutorService; 
04 import it.reactive.muskel.internal.executor.impl.MultipleMuskelExecutorService; 
05 import it.reactive.muskel.internal.executor.local.LocalNamedMuskelExecutorService; 
06 import it.reactive.muskel.utils.MuskelExecutorUtils; 
07  
08 import java.util.Arrays; 
09 import java.util.List; 
10 import java.util.Optional; 
11 import java.util.regex.Pattern; 
12 import java.util.stream.Collectors; 
13  
14 import lombok.extern.slf4j.Slf4j; 
15  
16 import org.springframework.beans.factory.annotation.Value; 
17 import org.springframework.context.annotation.Bean; 




22 public class LocalExecutorsConfiguration { 
23  
24     private static final String COMMASEPARATED_REGEX = Pattern.quote(","); 
25  
26     private static final String DOT_REGEX = Pattern.quote(":"); 
27  
28     @Value("${localexecutors:" + MuskelExecutorUtils.DEFAULT_LOCAL_NAME + "}") 
29     private String threadPoolNames; 
30  
31     @SuppressWarnings("resource") 
32     @Bean 
33     public NamedMuskelExecutorService getLocalNamedMuskelExecutorService() { 
34  
35   List<? extends NamedMuskelExecutorService> elements = Optional 
36     .ofNullable(threadPoolNames) 
37     .map(c -> c.split(COMMASEPARATED_REGEX)) 
38     .map(current -> Arrays.stream(current) 
39       .map(currentString -> buildFromString(currentString)) 
40       .collect(Collectors.toList())).orElse(null); 
41  
42   return new MultipleMuskelExecutorService().addAll(elements); 
43     } 
44  
45     protected LocalNamedMuskelExecutorService buildFromString( 
46       String configuration) { 
47   int port = Runtime.getRuntime().availableProcessors(); 
48   String name = configuration; 
49   String[] mapping = configuration.split(DOT_REGEX); 
50   if (mapping.length == 2) { 
51       name = mapping[0]; 
52       port = Integer.parseInt(mapping[1]); 
53   } 
54  
55   return buildFromString(name, port); 
56     } 
57  
58     protected LocalNamedMuskelExecutorService buildFromString(String name, 
59       int poolSize) { 
60   log.info("Creating MuskelExecutorService with name {} and poolsize {}", 
61     name, poolSize); 
62   return new LocalNamedMuskelExecutorService(poolSize, name) { 
63  
64       private static final long serialVersionUID = 1L; 
65  
66       @Override 
67       public void close() { 
68     // Evito che venga chiamata la close 
69       } 
70   }; 
71     } 
72 } 
01 package it.reactive.muskel.server.context; 
02  
03 import it.reactive.muskel.context.MuskelInjectAware; 
04 import it.reactive.muskel.context.MuskelManagedContext; 
05  
06 import org.springframework.beans.BeansException; 
07 import org.springframework.beans.factory.config.AutowireCapableBeanFactory; 
08 import org.springframework.context.ApplicationContext; 
09 import org.springframework.context.ApplicationContextAware; 
10  
11 public class MuskelInjectAnnotationManagedContext implements 
12   MuskelManagedContext, ApplicationContextAware { 
13  
14     private AutowireCapableBeanFactory beanFactory; 
15  
16     public MuskelInjectAnnotationManagedContext() { 
17  
18     } 
19  
20     public MuskelInjectAnnotationManagedContext( 
21       ApplicationContext applicationContext) { 
22   setApplicationContext(applicationContext); 
23     } 
24  
25     public Object initialize(Object obj) { 
26   Object resultObject = obj; 
27   if (obj != null) { 
28       resultObject = initializeIfSpringAwareIsPresent(obj); 
29   } 
30   return resultObject; 
31     } 
32  
33     @SuppressWarnings({ "rawtypes", "unchecked" }) 
34     private Object initializeIfSpringAwareIsPresent(Object obj) { 
35   Class clazz = obj.getClass(); 
36   MuskelInjectAware s = (MuskelInjectAware) clazz 
37     .getAnnotation(MuskelInjectAware.class); 
38   if (s != null) { 
39       beanFactory.autowireBean(obj); 
40   } 
41   return obj; 
42     } 
43  
44     @Override 
45     public void setApplicationContext(ApplicationContext applicationContext) 
46       throws BeansException { 
47   this.beanFactory = applicationContext.getAutowireCapableBeanFactory(); 
48  
49     } 
50  
51 } 
