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ABSTRACT 
   
Multi-Input Multi-Output (MIMO) principle is based on transmitting digital data from Nt 
transmitters to Nr receivers within a frequency band. In the last decade, theoretical works and 
practical experiments in wireless  and cellular networks have convincingly proved  that MIMO 
has been a real find in digital communications.  
Nowadays, MIMO principle is being applied to underwater acoustic communications (UAC) 
and it is showing encouraging results. But very few research has been done on the relation 
between different parameters of MIMO and its gain. Our primary purpose in this project is to 
analyse the MIMO gain theoretically using Shannon capacity analysis and suggest ways to 
maximize capacity with limited bandwidth by varying other parameters . 
As we will show in the later pages of this project that underwater  acoustic channel (UAC) is 
highly selective in frequency, data transmission cannot be increased by simply increasing the 
transmission bandwidth. This difficult situation  can be found in wireless communication where 
there is an increasingly large requirement in high speed data transfer but available bandwidth is 
constrained by the frequency allocation law. In those communication fields where radio 
frequency is  used , this bandwidth limitation problem has been overcome by  introducing 
MIMO techniques, which provide significant gain in data transmission rate while keeping  the 
transmission Bandwidth constant. 
 In the previous years, the contribution of MIMO to UAC systems has mostly been 
thoroughly analyzed via spatial modulation  or multi-carrier modulation. Initial simulation and 
experimental results have showcased a larger gain over conventional single input single output 
(SISO) but the results strongly vary depending  on the  modulation scheme chosen by us and the 
receiver algorithm as well as the underwater channel environment. 
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 INTRODUCTION TO MIMO COMMUNICATIONS 
 
The channel capacity computed according to Shannon’s theorem represents the 
tightest upper bound on the volume of information that we can  reliably transmit over 
a data communications channel. Therefore the channel capacity of the available 
channel is the limiting information rate (having the unit of information per unit time) 
that we can achieve with relatively small error probability regardless of the  algorithm 
used in the receiver unit.  
 
While research is being carried out extensively on assessing capacity of wireless 
radio transmission, relatively fewer  analysis have been done,  that too  focusing on 
SISO channel. The few available references that are dealing with MIMO underwater 
acoustic capacity provide capacity estimation using simulation and through the use of 
experimental data, but under the common assumption that a transmitter has 
knowledge of the channel transfer function which is not practically possible in 
Underwater Acoustic Channel(UAC).The purpose  of our project is to provide 
extensive theoretical analysis of the MIMO underwater capacity under the supposition 
of shallow water acoustic (SWA) channel by taking into consideration   both the 
underwater propagation and, multi-path bandwidth limitation  to give an  approximate 
result of theoretically maximum data rate expected from a real-time MIMO UAC 
system. 
 
 When compared to radar propagation(EMW) through the  atmosphere, 
underwater acoustic propagation is highly characterized by  frequency dependent 
disturbances and relatively slower speed of propagation. In addition to the above 
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,transmission loss and noise also form principal factors in determining the functional 
vicinity of  underwater communication system. Still the slow speed of wave 
propagation leads to time-varying multipath phenomenon which results in multipath 
fading. Hence this also has an influence in system design and normally imposes 
severe limitations on the performance of the system. 
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MOTIVATION AND CHALLENGES 
 
First introduced during world war II especially for military needs, underwater 
communications today have a growing need in a number of civil and commercial applications 
like remote control in off-shore oil industry, monitoring pollution in environmental systems, 
efficient collection of scientific data recorded at stations located at sea bed, communication 
among divers as well as underwater vehicles and mapping of the sea bed  for detecting 
objects as well as for the discovering new resources.  
 
As we all know that electromagnetic waves cannot propagate over long distances in 
seawater because of high dielectric constant, underwater acoustic has become the core 
enabling technology for these applications. However underwater acoustic channel 
shortcomings such as signal fading, multi-path bandwidth limitations also known as 
reverberation pose very tough challenges for the development of effective underwater 
acoustic channel(UAC) systems. But on the other hand, data transmission rate required for 
UAC applications is continuously surging with the arrival of high quality images, real-time 
videos and the deployment of autonomous underwater networks like ad-hoc deployable 
sensor networks or/and autonomous fleets of cooperating unmanned under-ocean vehicles 
(UUV). 
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4. CHANNEL CHARACTERISTICS 
 
When compared to electromagnetic propagation that flows through the atmosphere, 
underwater acoustic signals’ propagation is characterized significantly by frequency causing 
disturbances and relatively quite slower speed of propagation. Transmission loss and noise 
also contribute to the principal factors that determine the functional point of a underwater 
communication system, but the slow speed of the propagating wave leads to time-varying 
multipath phenomenon that also has a say in the system design and generally imposes severe 
limitations on the performance of the system. 
 
4.1 Transmission loss 
 
The attenuation mechanisms that impacts underwater acoustic signal can be viewed 
principally as the sum of these three terms : the spreading loss, absorption loss and reflection 
loss. The spreading losses are due to the flow and hence the expansion of the fixed amount of 
transmitted energy over a larger area as the signal slowly propagates away from its source. It 
is already proved that the energy decays at a rate of l^(−k) where l is the distance and k is the 
spreading factor depending upon the geometry of propagation (its commonly used values are 
k = 2 for spherical spreading, k = 1 for cylindrical spreading and k = 1.5 for all practical 
spreading). 
 
The second mechanism of the transmitted signal’s power loss, called absorption loss, 
results from the conversion of energy of the propagating wave into heat. In case of under-
ocean acoustic transmission, the absorption loss is directly linked to the wave frequency, such 
that the signal energy/power decay due to absorption loss is proportional to exp(−α(f)l) where 
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α(f) (referred as the absorption coefficient) is an increasing function of frequency. The 
absorption loss can be expressed empirically using the Thorp’s formula which gives α(f) (in 
dB/km) for frequency f ( in kHz ) 
 
     
         10 log 	
 = 0.11 
²
²
+ 44
²
²
+ 2.75 ∙ 10‾	² + 0.003   (1) 
 
This formula is valid for f > 400 kHz. For lower frequencies, the formula becomes: 
 
    10 log 	
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By hitting the sea-surface, sea-bed or another under-sea object, the sound wave is 
partially or totally reflected depending on the wave frequency, the sound speed and the type 
of obstacle. The reflection loss suffered along path p is denoted as Γp and will be described 
more in depth. 
As a result, the total path loss that occurs in a under-ocean acoustic channel can be 
computed by the equation: 
 ( , )
P
A l f
Γ
√   
where A(l, f) is the sum of spreading and absorption loss: 
 
 10 log ( , ) 10 log 10 log ( )A l f k l l fα= ⋅ + ⋅        (3) 
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4.2. Noises 
 
There are several natural sources of ambient noise in the ocean in the range of frequencies 
of interest for acoustic communications. Usually these four sources are considered: 
turbulence, shipping, waves and thermal noise. They can be modeled by a coloured Gaussian 
noise with the empirical power spectral density (p.s.d.) given in dB , µ per Hz as a function of 
frequency (in kHz) : 
 
10 logNt(f) = 17 − 30 log f 
 
10 logNs(f) = 40 + 20(s − 0.5) + 26 log f − 60 log(f + 0.03) 
 
10 logNw(f) = 50+7.5w1/2 + 20 log f − 40 log(f + 0.4) 
 
10 logNth(f) = −15 + 20 log f 
 
where s is the shipping activity whose value always ranges from 0 to 1 for low and high 
activity respectively, w is the wind speed expressed in m/s. The overall p.s.d. of the ambient 
noise is noted N(f) and expressed as the sum of the four above mentioned noise components: 
 
N(f) = Nt(f) + Ns(f) + Nw(f) + Nth(f)        (4) 
 
This strong dependency of the ambient noise on frequency is one of major factor we have 
to consider when selecting frequency bands for underwater acoustics transmission. 
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4.3. Multi-paths propagation 
 
In most environments and in range of frequency of interest for communications signals, 
the underwater channel results in paths of multiple propagation from each source to receiver. 
 
The multi-paths spread depends in the transmission link configuration designed as 
horizontal or vertical. While vertical links have less time dispersion, horizontal channels 
exhibit a relatively long delay spread. Mechanism of multi-paths formation are also strongly 
dependent on the ocean depth: in case of high depth, multi-paths are formed by ray bending 
which occurs as the sound waves tend to reach region of lower propagation speed while in 
case of shallow water environment, multi-path mechanism results due to reflections on 
surface bottom bounces and/or a possible direct path. The definition of shallow and deep 
water is not a rigid one, but it is generally assumed that shallow water stands for a water 
depth less than 100 m 
Moreover we have assumed a constant water temperature within the whole water depth 
which is important because a constant temperature gives a constant sound speed (iso 
velocity). 
 
In a digital communication system, multi-paths propagation causes inter-symbol 
interference (ISI) and also multi path fading that have to be carefully treated with a equaliser 
at the receiver side in order to get an acceptable SNR(signal to noise ratio).  
 
As result, the design of underwater communication systems is aided and approximated 
through the use of propagation model for predicting the multi-path propagation. Ray theory 
and the other theories of such normal modes provide basis for such propagation modelling. 
12 
 
At high frequencies, ray tracing gives an appropriate approximation and is commonly used to 
determine the dense multi-paths design of the channel. We  will consider medium range 
transmission (range≤ 5 km) which generally requires high frequency and justifies the use of 
ray model as the basis of  channel propagation model. 
 
4.4. Time-variation 
 
Each and every propagation path may also be characterized by a random varying 
component which results due to the scattering on moving sea-surface (waves or bubbles). 
Motion of the reflection surfaces result in the Doppler spreading of the reflected signals 
leading to a transient impulse response of the channel which is time varying. We can note 
that time-varying effect is omnipresent within the underwater channel regardless of an 
eventual motion of transmitter or receiver. For the sake of simplicity, we’ll assume in our 
study a calm sea-surface so that surface scattered paths in the impulse response are both 
enough stable and localized in delay. 
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5. MIMO CHANNEL MODEL 
In this section we first design a mathematical model for signal propagation through a 
SWA (shallow water acoustics) channel based on ray tracing model derived from ocean 
physics. Then we have tried to design a filter-based representation of the channel and finally 
we have tried to extend this model into MIMO structure design. 
 
           
    Fig. 5.1. SISO Channel representation  
 
 
Fig. 5.2. MIMO SWA Channel representation 
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5.1 Propagation model based on ray tracing 
 
In the ray propagation model which we have used, sound energy is assumed to propagate 
along rays, which are almost straight lines in the case of liquid medium with constant sound 
speed (isovelocity at constant temperature). They are partially reflected and refracted when 
they confront a discontinuity in sound speed. 
 
We model the SWA channel like a wave guide consisting of an isovelocity layer (the 
ocean water) between two isovelocity half spaces: air and ocean-bed. The isovelocity 
assumption is justified as shallow water channel are generally well mixed and very small 
increase in pressure as we go deeper into the water/ocean. 
 
Let us assume  L to be the transmission range, D the water depth, zt and  zr to be the 
depth of the transmitter and the receiver respectively. The distance travelled by the sound 
along various rays can be calculated using the geometrical approach. Let dsb be the distance 
along an upward originating eigen ray with s surface reflections and b bottom(sea-bed) 
reflections. The distance along a direct ray d00 can be computed according to the equation: 
2 2
00 ( )t rd R z z= + −                       (5) 
In the general case, if 0 ≤ s − b ≤ 1, the distance becomes 
 
2 2(2 ( 1) )s bsb t rd R bD z z−= + + − −         (6) 
 
Inversely, if 0 ≤ b − s ≤ 1, we have: 
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2 2
 (2 ( 1) )b ssb t rd R bD z z−= + − + −         (7) 
 
Attenuation coefficient due to reflections on the surface only is denoted Γ+ and is 
relatively small in magnitude because of the impedance mismatch between the seawater and 
air. If the sea is calm and still with no turbulence, reflection coefficient generally tends to 
perfect reflection value 1. But if the sea surface is rough (due to waves), a loss would be 
incurred for every surface interaction. Let this loss be modelled by a constant coefficient LSS. 
On the ocean-bed that is the bottom, the coefficient reflection varies according to the  
impedance variation. Such coefficient estimation can be obtained using Rayleigh reflexion 
law: 
 
2 21
1
2 21
1
cos ( / ) sin
cos ( / ) sin
c c
c c
ρ θ θρ
ρ θ θ
ρ
−
− −
Γ =
+ −
        (8) 
 
where ρ and ρ1 are density of water and ocean-bed respectively, c and c1 are sound speed 
in water and ocean-bed respectively while θ is the angle of incidence of the reflected wave 
that can be computed from the ray dsb  by the following equation, if 0 ≤ s − b ≤ 1 [21]: 
 
1tan ( )
2 ( 1)sb s bt r
L
bD z z
θ −
−
=
+ − −
         (9) 
 
and if 0 ≤ b − s ≤ 1: 
 
16 
 
1tan ( )
2 ( 1)sb b st r
L
bD z z
θ −
−
=
− + −
                   (10) 
Additional reflection losses due to rough or absorbing sea bottom is modeled by a 
constant coefficient LSB. Finally the total reflection loss for a path with s surface and b 
bottom reflections is equal to: 
 
( ) ( )s bsb SS SBL L+ −Γ = Γ ⋅ ⋅ Γ ⋅                    (11) 
The arrival time of each ray τsb is easily computed from the distance along the ray and 
sound speed: 
 
sb
sb
d
c
τ =                     (12) 
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5.2  FIR tap representation 
 
By traveling from a transmitter to a receiver, every ray follows a path of length dsb with 
time of arrival τsb and an attenuation of   
/ ( , )sb sbA d fΓ   
The SWA channel is modelled by taking into account all the paths possible and they 
result in a Finite Impulse Response (FIR) filter with transfer function as shown: 
 
002
00
2
1 1
2
1 1
1( ) ( , )
( , )
( , )
sb
sb
j f
s j fsb
s b s
sb
b j fsb
b s b
sb
H f e
A d f
e
A d f
e
A d f
pi τ
pi τ
pi τ
−
+∞
−
= = −
+∞
−
= = −
=
Γ
+
Γ
+
∑ ∑
∑ ∑
  
 
For practical computation, we’ll assume that number of reflections on surface and sea-
bottom is finite and equal to smax and bmax respectively. Total number of paths is then equal 
to P with: 
max max1 2 2P s b= + +                     (13) 
The channel transfer function can be rewritten as a closed from expression: 
 
1 2
0
( )
( , )
pP j fP
p
p
H f e
A l f
pi τ− −
=
Γ
=∑                 (14) 
Where  Γp , A(dp) and τp are the total reflection loss, the medium attenuation, and the 
time taken to arrive at the receiver along path p respectively. 
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5.3. Extension to MIMO 
 
We now consider a MIMO underwater channel structure with Nt transmitter hydrophones 
and Nr receiver hydrophones. On the transmitter and receiver sides, each hydrophone pair has 
a constant vertical separation of ∆zt and ∆rt respectively. The transmitter and receiver depths 
zt and zr, as shown in figure 2, correspond to the middle of each array. The MIMO array is 
placed in vertical direction so as to maximize the delay spread difference between each sub-
channel and thus minimize the resulting spatial correlation. 
 
The MIMO channel is hereby modelled by Nt × Nr sub-channels, where each sub-
channel corresponds to the SWA channel model as thoroughly explained in the previous 
section. As a result, the transfer function of sub-channel connecting hydrophone m ∈ [1,Nt] to 
hydrophone n ∈ [1,Nr] denoted Hmn(f) can be  derived from the following equation : 
 
,
1 2
0
,
( )
( , )
p mnP j fP
mn p
p mn
H f e
A d f
pi τ− −
=
Γ
=∑    (15) 
 
where dp,mn is the distance of thw signal transmission along the p-th path of sub-channel 
mn and τp,mn = dp,mn/c. In order to analyse the geometry of the MIMO array, each distance 
dp,mn is computed by zt and zr by ztm and zrn  respectively in the above equations such as:  
 
( 1 2 )
2
t
t tm t t
z
z z z N m ∆→ = − + −                    (16) 
( 1 2 )
2
r
t rn r r
z
z z z N n ∆→ = − + −                   (17) 
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Hence now, the whole MIMO channel is represented by the following Nt × Nr channel 
matrix: 
11 1
1
( ) ( )
( )
( ) ( )
t
r t r
r t
N
N N N
N N
H f H f
H f
H f H f
×
  
  
=   
  
  
…
  

                 (18) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
20 
 
6 CAPACITY COMPUTATION 
 
 
The SHANNON channel capacity gives the maximum data transmission rate that can be 
reliably transmitted through a communications channel. This quantity is defined as the 
maximum of the average mutual information I(x, y) between a input signal x and its 
corresponding output signal y of the channel over a choice of distribution of x. As shown  in 
the following, we determine the capacity formula of SWA MIMO channel by taking into 
account all the relations derived in section II earlier. In order to determine the SWA MIMO 
capacity, we also get a idea of useful capacity bounds both for SISO and MIMO transmission 
channel. 
 
 6.1 SWA MIMO Channel 
 
In case of deterministic MIMO, E. Telatar derived the general expression for MIMO 
capacity:  
 
2
( )( ) log ( ( ) ( ) )
* ( )t
H
N SS
t
S fC f I H f R H f
N N f= +             (19) 
 
where INt is the Nt ×Nt identity matrix, SNR is the signal-to-noise ratio, H is MIMO 
matrix(FIR), Rss is the covariance matrix of input signal and H’ denotes the transpose 
conjugate operand of H. As demonstrated by C. E. Shannon in the SISO case, E. Telatar did 
the similar representation, that mutual information is maximized by choosing input signal 
vector s as an independent one and zero mean Gaussian samples [5]. 
21 
 
 
Let λi be the eigen values of H with 0 ≤ i < r where r = rank (H), the above expression 
can be expanded as: 
                    
1
0
(1 )
r
i
i t
SNRC
N
λ
−
=
= +∑    (20) 
Since the right part of the above expression is similar to a SISO capacity, hence the 
MIMO capacity can be viewed as a sum of r SISO capacities. The MIMO capacity is thus 
seen to be maximized when rank of H reaches its maximum value which can be shown to be 
equal to max(r) = min(Nt,Nr). This leads to a very popular realtion of MIMO system: at its 
best MIMO capacity gain is increasing linearly with minimum number of transmitter and 
receiver sensors. And in general, advantages of MIMO depends on matrix H, the larger the 
rank and eigenvalues HH’ have, the more MIMO capacity we can generate. If the channel 
characteristics at the transmitter side could be known (for example through a feedback loop), 
capacity can be maximized by adjusting the covariance matrix RSS of the transmitter signal 
with water-filling technique. But in UWA communications, the high variability and latency 
of the channel makes it difficult to have any feedback from receiver to transmitter and 
therefore the channel matrix is usually assumed as unknown for the transmitter. In the 
absence of channel state information at the transmitter it is quite reasonable to choose the 
transmit signal s as white in space and in frequency spatial directions: Rss = INt . Therefore 
the total transmit power Ps can be assumed to be uniformly distributed over the bandwidth B 
such as the power profile density (p.s.d.) of a signal transmitted from hydrophone m ∈ [1,Nt] 
is expressed as: 
 
 0 0( ) , ,
* 2 2
S
t
P B BS f f f f
B N
 
= ∀ ∈ − +  
     (21) 
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where f0 is central carrier frequency around which the signals are transmitted. At the 
receiver side, the total power received from hydrophone n ∈ [1,Nr] is equal to: 
 
0
0
2
2
( )
n
Bf
R n
Bf
P R f df
−
−
= ∫   (22) 
where Rn is the received signal p.s.d. viewed by hydrophone ‘n’: 
 
2
1
( ) | ( ) | ( )t
N
n mn
m
R f H f S f
=
=∑        (23) 
On the other hand, the total noise power is: 
 
0
0
2
2
( )
Bf
N
Bf
P N f df
+
−
= ∫        (24) 
As a result the the signal-to-noise ratio that is viewed at receive hydrophone n ∈ [1,Nr] 
can be computed by: 
 
 
nR
n
N
P
SNR
P
=
                          (25) 
whereas the SNR p.s.d. is: 
 
( )( ) ( )
n
n
R fSNR f
N f=                                   (26) 
 
 
 
Previous capacity formulas were calculated under the assumption that MIMO channel 
defined and characterised by matrix H is flat fading. Let now consider a tone f  within the 
23 
 
tavailable bandwidth for which the SWA channel can be considered flat, then formula (19) 
can be rewritten as shown:  
 
2
( )( ) log ( ( ) ( ) )
* ( )t
H
N
t
S fC f I H f H f
N N f= +                 (27) 
where N(f) is the underwater noise power spectral density (p.s.d.) described in section II 
whereas H(f) is the shallow water acoustics (SWA) channel transfer function introduced in 
section III. The total channel capacity can be obtained by integrating C(f) over the  bandwidth 
B as below: 
0
0
2
2
( ) ( ) [ / / ]
Bf
Bf
C f C f df bits s hz
+
−
= ∫                 (28) 
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6.2 SWA SISO Channel 
 
The Shannon capacity of a SWA SISO channel is obtained by assuming the above 
equations to be a single hydrophone case i.e. Nt = 1 and Nr = 1 which leads to the  to the 
following equation: 
0
0
2
20
0 2 11
2
( )log (1 | ( ) | )( )
Bf
Bf
S fC H f df
N f
+
−
= +∫
                  29

 
where the power spectral density (p.s.d). of the transmitted signal becomes: 
 
0 0 0( ) , ,2 2
SP B BS f f f f
B
 
= ∀ ∈ − +          (30) 
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6.3 Upper Bounds 
 
In the absence of channel characteristics’ knowledge at the transmitter side as described 
above, capacity of an arbitrary SISO channel can be shown to be bounded by a so called 
AWGN capacity obtained over a memory less additive white Gaussian noise (AWGN) 
channel and computed according to the following: 
 
0 2log (1 )[ / / ]S
N
PC bits s hz
P
= +                   (31) 
By using (20) and (31), we can show that the capacity of an arbitrary MIMO channel is 
bounded by: 
2min( , )*log (1 )[ / / ]St r
N
PC N N bits s hz
P
= +                 (32) 
This result can be interpreted as the optimum MIMO scheme which is equivalent to min 
(Nt,Nr) AWGN channels at separate bandwidths. 
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6.4. Rayleigh bounds 
 
In wireless communications, a usual channel model consists of frequency fading 
modelling  as i.i.d. random Rayleigh coefficients. Each channel coefficient i.e. hmn of matrix 
H can be modelled as uncorrelated complex Gaussian samples with mean equal to zero and 
variance equal to unity. Channel capacity is computed by taking the expectation of 
instantaneous capacity over the realization of H:  
2( ) [log ( )][ / / ]t
HS
H N
t N
PC f I HH bits s hz
N P
ε= +                 (33) 
 
Such capacity is called ergodic since it is assumed that the channel transfer function 
obeys an ergodic(positive recurrent aperiodic state of stochastic systems) random process. As 
stated previously, the equivalent SISO capacity is obtained by mapping to the single 
hydrophone case: 
00
2
0 2 11[log ( | | )][ / / ]t Sh N
t N
PC I h bits s hz
N P
ε= +
                 34
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TABLE I 
            SIMULATION PARAMETERS 
 
LETTER NAME DEFAULT VALUE 
0F  
 
 
Carrier Frequency 
 
32 KHz 
 
B 
 
Signal Bandwidth 
 
12 KHz(variable) 
 
SF  
 
Sampling Frequency 
 
500 KHz 
 
f∆  Frequency resolution 7.6 Hz 
L 
 
Range 
 
1500 m (variable) 
 
D 
 
Water depth 20 m (variable) 
Nt Number on transmit 
hydrophones 
 
2 
Nr Number on receive 
hydrophones 
2 
 
zt Transmit array depth 9 m 
 
∆zt Vertical separation of 
transmit array 
0.6 m (variable) 
 
zr Receive array depth 
 
9 m 
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∆zr Vertical separation of 
receive array 
0.6 m(variable) 
k 
 
Spreading factor 1.5 
c 
 
Sound speed in water 1500 m/s 
ρ 
 
Water density 1023 kg/m3 
c1 Sound speed in sea-
bottom 
 
1650 m/s 
ρ1 Sea-bottom density 
 
1500 kg/m3 
LSS Absorption loss at sea-
surface 
−0.5 dB 
LSB Absorption loss at sea-
bottom 
−3 dB 
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7. SIMULATION RESULTS AND DISCUSSIONS 
 
7.1  Channel Transfer function as a function of frequency 
 
The figure below shows the channel transfer function (h(f)) as a function of frequency. 
The value of the response decreases as the frequency is increased .Thereby exhibiting the fact 
that the transfer function is dependent on A(l, f). 
 
 
 
  
Fig. 7.1. Example of frequency response of SWA channel 
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Discussion 
1. While traveling from transmitter to receiver, each ray of the signal follows a path of 
length dsb having an arrival time of τsb and an attenuation of Γsb/A(dsb, f).  
2.  The SWA channel is modeled by taking into account all possible paths and gives rise 
to a  Finite Impulse Response (FIR) filter with following transfer function 
1 2
0
( )
( , )
pP j fP
p
p
H f e
A l f
pi τ− −
=
Γ
=∑  
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7.2 Capacity of the SWA MIMO channel 
 
Figure OUTPUT 2 shows the 2 X 2 MIMO capacity (C) and SISO capacity (C0) results 
of a SWA channel by using the default parameters depicted  in table I. 
To begin with, we can observe that the capacity gain is larger for the MIMO architecture 
as compared to the SISO architecture. As an example for SNR = 15 dB, SWA channel 
capacity for the SISO  is about 3.9 bits/s/Hz while for MIMO it is foubd to be around 8 
bits/s/Hz. Thus it represents a maximum MIMO data transmission rate of 96 kbits/s with the 
chosen bandwidth of 12 kHz. Therefore it clearly shows that the MIMO gain is about 103 % 
more than SISO gain thus exhibiting that the SWA capacity is increasing linearly with 
min(Nt,Nr) . 
 As a consequence, larger gains could be achieved by increasing the number of 
hydrophones in the transmitter and receiver side. 
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fig. 7.2. MIMO 2 × 2 and SISO capacities as function of SNR. Default 
parameters are set for SWA channel model. 
Discussion 
1. We can observe the increase in capacity gain brought about by the MIMO 
architecture. 
2. The MIMO gain is found to be about 103 % higher than the SISO gain thus 
showcasing that the SWA capacity is increasing linearly with min(Nt,Nr). 
3. Even greater capacities could be accomplished by increasing the number of 
hydrophones both at the transmitter and receiver sides. 
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7.3 Bandwidth and communication range 
 
7.3.1 SNR(f) VS frequency for different values of  communication range D. 
 
The figure below plots SNR(f) as a function of frequency for different values of  
communication range D. 
As described earlier, sound wave propagation in water is extremely sensitive to the wave 
frequency. This dependency of SNR(f ) on frequency is illustrated by the fact that SNR(f) 
includes on the one  hand a frequency dependent term represented by the quantity A(l, f)N(f) 
also referred to as the AN product and on the other hand a frequency fading coefficient 
represented by the term exp(−j2pifτp) .  
 
 
Fig. 7.3. SNR(f) at output of 2×2 SWA channel as a function of frequency 
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Discussion. 
  
1) In the MIMO configuration, the reliance of SNR(f) on frequency is exemplified in 
figure OUTPUT 3  
 
2) As observed in the SISO case, SNR becomes increasingly frequency selective when  
communication range D is increased henceforth leading to a smaller bandwidth usable 
for the purpose of data transmission.  
 
3) Furthermore it is observed that, operating frequencies are decreasing for long range 
values of D indicating that high frequencies are dedicated to small or medium range 
communications 
.  
4) We also  notice that SNR becomes more smoother as communication range increases, 
demonstrating that for longer ranges, the dominant factor is not the frequency fading 
but the transmission loss which is represented by the AN product. 
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7.3.2 Capacity vs Communication range 
 
The underlying figure shows MIMO and SISO capacities as function of communication 
range D for a fixed SNR of 15 dB. 
Fig. 7.4. MIMO and SISO Capacities as function of communication range 
Discussion 
1. The above graph shows that both SISO and MIMO SWA capacities decrease when 
the value of communication range D increases.  
2. The above stated phenomenon is a definitive feature that distinguishes an underwater 
acoustic system from a terrestrial radio communication system: UAC capacity is 
strongly dependent on the transmission distance . 
3. Nonetheless one can observe that MIMO SWA capacity fades more rapidly than the 
SISO SWA capacity thus indicating that the frequencies to be used in MIMO 
transmission have to be carefully selected as a function of the desired communication 
range. 
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7.4. Influence of water depth 
 
Figure OUTPUT 5 shows the MIMO and SISO capacity results for varying values of 
water depth D. We can observe that MIMO capacity gain is slowly decreasing with an 
increase is water column depth. The largest gain is observed for very shallow water (≤ 30 m).  
 
 
 
                       Fig.7.5. MIMO and SISO Capacities as function of water depth, SNR = 15dB 
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Discussion 
 
1. This decrease in MIMO capacity gain with increasing depth is easily explained by the 
fact that MIMO capacity is strongly associated with the correlation between sub-
channels which is mathematically represented by matrix determinant of HHT: 
              The smaller is the spatial correlation the larger is the MIMO capacity gain.  
2. The lowest spatial correlation is observed for a rich multi-paths environment which 
occurs when the  water depth of the channel is very shallow.  
3. But some specific combinations of path delays gives rise to low correlation 
configurations which explain the presence of local maximums observed along the 
MIMO  curve. 
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7.5. Relation between capacity and vertical separation of hydrophones 
 
Fig. OUTPUT6. shows the MIMO and SISO Capacities as a function of hydrophones 
vertical separation (∆zt = ∆zr) for a fixed  SNR of 15 dB 
We know that, MIMO capacity of SWA channel is a function of the correction between 
each one of the sub-channels linking to each of the multi sensors. As reflection interfaces 
(ocean-surface and ocean-bed) are located in the vertical direction relative to hydrophones, 
the minimum spatial correlation configurations are obtained when the hydrophone array is 
oriented in the vertical direction. Moreover, an easier way of ensuring uncorrelated links is to 
space sufficiently each of the hydrophones in the transmitter or the receiver arrays  
 
 
Fig. 7.6. MIMO and SISO Capacities as function of hydrophones vertical 
separation (∆zt = ∆zr), SNR = 15 dB 
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Discussion 
1. As shown in the above figure ,where MIMO capacity is plotted with varying 
hydrophone separation, one can observe that perfect uncorrelation is obtained when 
hydrophone separation is found to be greater than 0.8 m.  
2. The oscillation phenomenon which is observed for large values of ∆zt and ∆zr results 
due to the phase combination of Hmn(f) which is linked to the distance and causes 
periodic variations in the correlation ratio.  
3. Furthermore it is interesting to see that low-spaced arrays lead to capacities which 
always remain larger than the SISO case. In fact, for the extreme value of ∆ = 0, 
MIMO SWA capacity is 4.8 b/s/Hz whereas SISO SWA capacity is 3.93 which still 
represents a capacity gain of 22 %. 
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8. CONCLUSIONS 
 
The primary aim of this project was to quantify and predict the gain brought by MIMO 
technology for underwater acoustic communication. With the help of the ray-theory approach 
and under the assumption of shallow water environment, our project provides a model of the 
MIMO underwater acoustic channel taking into consideration all the  under-sea dominant 
disturbances. A numerical evaluation of the underwater channel capacity is then used which 
leads to an accurate approximation of the maximum achievable data transmission rate for a 
given set of underwater communication parameters. Extensive simulation results for several 
transmission parameters and channel configuration show the expected MIMO gain is 
significant and the capacity increase is in the same order as that of wireless transmission. Our 
analysis has also demonstrated some restrictions on frequencies, communication range as 
well as underwater environment have to be made in order to ensure that MIMO capacity gain 
is maximum. More importantly, medium range transmission over shallow water 
channel(SWA) appears to be a dedicated system to MIMO transmission. With the above 
capacity based approach, our project depicts a simple means to provide an upper bound on 
the expected MIMO gain in the field of undersea acoustics and forms a useful tool in 
designing and optimizing future MIMO underwater communication system. 
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