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Abstract
Decentralised sensor networks typically consist of multiple
processing nodes supporting one or more sensors. These nodes
are interconnected via wireless communication.
Practical applications of Decentralised Data Fusion have
generally been restricted to using Gaussian based approaches
such as the Kalman or Information Filter. This paper proposes
the use of Parzen window estimates as an alternate representa-
tion to perform Decentralised Data Fusion. It is required that
the common information between two nodes be removed from
any received estimates before local data fusion may occur.
Otherwise, estimates may become overconfident due to data
incest. A closed form approximation to the division of two
estimates is described to enable conservative assimilation of
incoming information to a node in a decentralised data fusion
network.
A simple example of tracking a moving particle with Parzen
density estimates is shown to demonstrate how this algorithm
allows conservative assimilation of network information.
1. INTRODUCTION
There are a variety of techniques for alternate representions of
probability distributions to improve the performance of track-
ing algorithms for non-linear and/or non-Gaussian sensors and
or systems. Such approaches include the Particle Filter[4],
Gaussian Mixtures[1], [5], [10], Support Vector Machines[2]
or even discretised distributions[14]
Decentralised Data Fusion (DDF) systems such as those de-
veloped by Nettleton[8] have remained exclusively tied to the
Gaussian distributions of the Information Filter. A method to
decentralise a Particle Filter is described by Rosencrantz[11].
The Multivariate Gaussian distribution of the state x with
mean x¯ and covariance Σ as used in the majority of tracking
(both centralised and decentralised) applications is defined for
reference:
P(x) = 1
(2pi)n/2|Σ|1/2
e−
1
2
[x−x¯]T Σ−1[x−x¯] (1)
2. GENERALISED DECENTRALISED DATA FUSION
Figure 1 depicts the major components and interactions of a
decentralised sensing node. Each sensor node processes raw
sensor data to generate a likelihood. This is then fused with a
Fig. 1: General Decentralised Node
local estimate. This local estimate is then transmitted to other
nodes to be fused similarly. The channel filter is responsible
for maintaining an estimate of the information a connected
node has in common with itself. The assimilation process
requires the removal of common information and fusion
of new information. Communicating information increments,
while possible, is not robust to communication failure.
A. The Channel Filter
This is the area of primary concern as removal of common
information from communicated distributions other than a
single Gaussian is non-trivial. Use of the Covariance Intersect
algorithm (for Gaussian distributions) as described in [6]
provides a means to generate conservative updates between
multiple decentralised nodes. This process eliminates the need
for a channel filter but is typically more conservative than
would be desired.
Given Bayes Rule:
P(x|Zk) = P(x|Z
k−1)P(z(k)|x)
P(z(k)|Zk−1) (2)
It can shown that if a channel filter maintains the common
information between two nodes a and b P(x|Za ∩ Zb) and
node b then transmits its new state to node a then the Bayesian
channel update at node a now becomes:
P(x|Z) ∝ P(x|Za)P(x|Zb)
P(x|Za ∩ Zb) (3)
As mentioned previously, a division is required to remove
the common information held between two nodes.
3. GAUSSIAN PARZEN WINDOW ESTIMATES
General kernel based methods of representing probability
distributions are described by Parzen[9]. While in general any
kernel may be used, the Gaussian kernel remains the most
useful. This is due to the fact that most operations are closed
in form, and are therefore more efficient.
A parzen density estimate (with a gaussian kernel) is defined
as:
P(x) =
n∑
i=1
γiGi(x) (4)
where Gi(x) is a Gaussian distribution on x and γi is a weight
where
∑n
i=1 γi = 1
Parzen density estimates with Gaussian kernels can be
included in the family of Gaussian sum representations. Their
use in tracking applications appears in work by Alspach
and Sorenson [1], [13], where there is suggestion that using
a single Gaussian kernel with multiple means and weights
significantly simplifies the problem.
Gaussian mixtures typically use multiple different kernels.
However, storage of multiple kernels consumes substantially
more space than that of additional sample means alone. When
only a single kernel is used, the storage and operations on
multiple kernels may be eliminated at the expense of requiring
more kernels to adequately represent the distribution. Overall
this may significantly reduce the required communication
bandwidth within a sensor network.
A. Product of two Gaussian Parzen density estimates
If we have two parzen density estimates i,j with ni, nj
Gaussian samples respectively, their product will be:
Pij(x) = Pi(x)Pj(x)
=
ni∑
i=1
γiGi(x)
nj∑
j=1
γjGj(x)
=
nij∑
i=1
γijGij(x) (5)
where nij = ni ∗nj and Gij(x) is the product of Gaussian
Gi(x) with Gj(x). The resulting increase in sample size can
be a cause of concern if not carefully dealt with.
B. Parzen Estimate Sample Reduction
After an update operation resulting in a large increase of
sample, a practical method of reducing this sample size is
required. Approaches by Girolami[3] and Robert[10](using
EM) to reduce or condense the number of samples have been
proposed, but performance is not suitable for real-time tracking
applications. Suitable methods need to be efficient but also
effective enough so as not to excessively distort the original
distribution.
C. Information Measures for Parzen Estimates
A measure of information content of a distribution is im-
portant for both communication and sensor management.
Entropy, considered as the only reasonable measure of
informativeness[12] is difficult to compute for Parzen density
estimates. However the Quadratic Renyi Entropy measure
provides an analytical solution for the family of sum of Gaus-
sian distributions. Torkkola [15] suggests such approaches,
consequently it is the measure used for evaluation of results in
Section 6-D. Renyi Entropy does not provide a direct measure
of information, but does preserve ordering of like distributions.
For a parzen density estimate the Renyi Entropy is simply the
log of the sum of the resultant weights from the square of the
original estimate
∑n
i=1 γiiGii
HR(2)(P(x)) = −log
∫
P(x)2dx
= −log
∫ ( n∑
i=1
γiGi(x)
)2
dx
= −log
∫ n∑
i=1
γiiGii(x)dx
= −log
(
n∑
i=1
γii
)
(6)
4. BASIC GAUSSIAN OPERATIONS
Some basic Gaussian operations will be defined for the pur-
pose of understanding the division operation.
A. Product of two n dimensional Gaussians
The product of two distributions is important for performing
Bayesian updates on distributions.
The product of two multivariate gaussians in n dimensions
can be shown to be:
Pi(x)Pj(x) =
1
(2pi)
n/2|Σi|1/2
e−
1
2
[x−x¯i]
T
Σi
−1[x−x¯i]
× 1
(2pi)n/2|Σj |1/2
e−
1
2
[x−x¯j ]
T
Σj
−1[x−x¯j ]
Pij(x) = kij
1
(2pi)
n/2|Σij |1/2
e−
1
2
[x−x¯ij ]
T
Σij
−1[x−x¯ij ]
(7)
where
kij =
|Σij |1/2
(2pi)
n/2|Σi|1/2|Σj |1/2
e−
1
2
[x¯Ti Σi
−1
x¯i+x¯
T
j Σj
−1
x¯j−x¯
T
ijΣij
−1
x¯ij ]
(8)
and
Σij
−1 = Σi
−1 + Σj
−1 (9)
and
x¯ij = Σij
(
Σi
−1
x¯i + Σj
−1
x¯j
) (10)
B. Division of two Gaussians in n dimensions
Just as Multiplication provides new information to a state
estimate, division removes information. In the decentralised
context, this is regularly occurring within the channel filter.
Pi(x)
Pj(x)
=
1
(2pi)n/2|Σi|1/2
e−
1
2
[x−x¯i]
T
Σi
−1[x−x¯i]
× (2pi)
n/2|Σj |1/2
1
e
1
2
[x−x¯j ]
T
Σj
−1[x−x¯j ] (11)
Pij(x) = kij
1
(2pi)n/2|Σij |1/2
e−
1
2
[x−x¯ij ]
T
Σij
−1[x−x¯ij ]
(12)
where
kij =
|Σij |1/2|Σj |1/2
(2pi)n/2|Σi|1/2
e−
1
2
[x¯Ti Σi
−1
x¯i−x¯
T
j Σj
−1
x¯j−x¯
T
ijΣij
−1
x¯ij ]
(13)
and
Σij
−1 = Σi
−1 −Σj−1 (14)
and
x¯ij = Σij
(
Σi
−1x¯i −Σj−1x¯j
) (15)
with the condition that Σij−1 is Symmetric Positive Definite.
ie. a valid covariance matrix.
C. Derivative of an n dimension Gaussian
For the division approximation we need the gradient of the
surface of the original distribution. Maybeck[7] shows how
such derivatives are performed.
∂
∂x
P(x) = ∂
∂x
1
(2pi)
n/2|Σ|1/2
e−
1
2
[x−x¯]T Σ−1[x−x¯]
= − 1
(2pi)
n/2|Σ|1/2
e−
1
2
[x−x¯]T Σ−1[x−x¯]
×[x− x¯]T Σ−1
= −P(x)[x − x¯]T Σ−1 (16)
D. Gradient of a Gaussian Parzen density estimate
Consequently we can see that if a Parzen estimate is a sum of
Gaussians, then the gradient of a Parzen estimate is the sum
of derivatives of each of these Gaussians.
∂
∂x
P(x) = −
n∑
i=1
γiGi(x)[x − x¯i]T Σ−1 (17)
5. CLOSED FORM APPROXIMATION TO PARZEN
DENSITY ESTIMATE DIVISION
This section will detail an approach to provide a conservative
approximation to the division of two Parzen density estimates.
A. Justification
The division of a sum of gaussians by another does not result
in a closed form solution. An approximation is therefore the
only possible solution. This resulting approximation of new
information would also have to be conservative, to avoid any
chance of data incest occurring.
B. Proposed Method
The division may be decomposed into a sum of division
operations comprised of each weighted gaussian of the original
divedend, divided by the original divisor. The divisor is then
locally approximated (by a single weighted gaussian) at the
mean of the current weighted gaussian forming the divedend.
A division of a Gaussian by a Gaussian is possible (with some
restrictions). For the Parzen density estimator case, the kernel
chosen for the approximation is the kernel of the original
divisor. This results in all quotients then having the same
kernel, thereby maintaining form.
In order to determine the mean and weight of the divisor
approximator, both the divisor and it’s gradient must be
evaluated at the point of interest (the mean of the current
divedend). The kernel of the approximator may be directly
obtained, and is the same for all divisions.
C. Derivation
The decomposition into a sum of division operations may be
seen below.
Pa(x)
Pb(x)
=
∑Na
i=1 γi
1
(2pi)n/2|Σa|1/2
e−
1
2
[x−x¯i]
T
Σa
−1[x−x¯i]∑Nb
j=1 γj
1
(2pi)n/2|Σb|1/2
e−
1
2
[x−x¯j ]T Σb−1[x−x¯j ]
=
γ1
1
(2pi)n/2|Σa|1/2
e−
1
2
[x−x¯1]
T
Σa
−1[x−x¯1]∑Nb
j=1 γj
1
(2pi)n/2|Σb|1/2
e−
1
2
[x−x¯j ]T Σb−1[x−x¯j ]
+... (18)
The divisor approximator for each i with mean x˜i and covari-
ance Σb is developed accordingly.
P˜i(x) = γ˜iG˜i(x) (19)
To determine the mean and weight of the divisor approximator
P˜i(x) the divisor and it’s gradient is evaluated for each
weighted Gaussian γiGi(x) at x¯i. This will require order Nb
operations for each i. From Equation 16 we may solve for
the mean of the approximating gaussian. Since the value of
the divisor and approximator are equal, and their respective
gradients are also equal at the point of interest x¯i it follows
that:
Pb(x¯i) = P˜i(x¯i) (20)
and
∂
∂x
Pb(x¯i) =
∂
∂x
P˜i(x¯i) (21)
Solving for the mean of the approximator:
∂
∂x
Pb(x¯i) = −P˜i(x¯i)[x¯i − x˜i]T Σb−1
∂
∂x
Pb(x¯i) = −Pb(x¯i)[x¯i − x˜i]T Σb−1
∂
∂x
Pb(x¯i)Σb = −Pb(x¯i)[x¯i − x˜i]T
∂
∂xPb(x¯i)Σb
−Pb(x¯i) = [x¯i − x˜i]
T
x˜i = x¯i +
[
∂
∂xPb(x¯i)Σb
Pb(x¯i)
]T
(22)
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Fig. 2: Single dimension example of division. Crosses represent the points
of division. Dashed lines show the approximators used.
Evaluating this new Gaussian at x¯i will allow us to determine
the required weight.
γ˜i =
Pb(x¯i)
G˜(x¯i)
(23)
From this point forward, the division operation as defined in
Section 4-B, proceeds for each Gi(x). The resultant weights
from the divisions must then be normalised to provide a total
sum of 1. The overall operation is a Na ×Nb operation, with
an output of Na samples. This is more convenient than the
multiplication, as no resampling operation is required.
D. A Single Dimension Example
Figure 2 shows an example division of two distributions rep-
resenting the situation where common information is removed
from an incoming distribution. The “New Information” may
then be fused with the local estimate and re-communicated.
In this example the entropy of the exact solution is 1.7065,
whilst the approximation has an entropy of 1.7137. This
indicates that the approximation of new information may
be safely used without fear of any data incest occurring.
The approximation is visibly “flatter” but still preserves the
important features of the original observation.
6. A SIMULATION IN 4 DIMENSIONS
For an example we will track a single particle exhibiting
random walk behaviour. The particle path is shown in Figure 3
Two bearing-range sensors of differing characteristics will be
employed. Sensor 1 has good bearing accuracy, while sensor
2 has superior range accuracy. These two sensors will form a
2 node DDF network.
A. Likelihood Fitting
The sensor observations and their respective likelihood func-
tions are approximated by a Parzen density estimate. If the
likelihood function is also a valid probability density function,
then this may be sampled from and reduced using methods
similar to that described in Section 3-B. A more economical
approach is to eqi-space kernels strategically located on and
around the modes of the likelihood, with the weight of each
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Fig. 3: Path of Particle
kernel being awarded the value of the likelihood function at
that point. The shape of the kernel is chosen to reflect the
general shape of the underlying distribution. An example of
this process is shown in Figure 5 having been applied to the
likelihood function in Figure 4. This reflects the likelihood of
sensor 1.
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Fig. 4: Original likelihood
B. Motion Model
The Integrated Ornstein-Uhlenbeck process as defined by
Stone[14] was used to model the particle as it allows for
bounding the brownian velocity over time. This prevents
wayward measurements inducing an excessively large velocity
that persists whilst the target can no longer be observed.
The velocity is bounded by appropriate choice of the model
parameter γ. This can be expressed as:
x(k) = F(k,k−1)xˆ(k − 1 | k − 1) + w(k,k−1) (24)
where the state vector is
x(k) = [x(k), x˙(k), y(k), y˙(k)]
T (25)
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Fig. 5: Likelihood approximation. Crosses mark kernel centres.
The state transition matrix for this system is given by
F(k,k−1) =


1 ∆T 0 0
0 Fv 0 0
0 0 1 ∆T
0 0 0 Fv

 (26)
where
Fv = e
−∆Tγ (27)
The process is GkQ(k,k−1)GTk where
Q(k,k−1) =
[
qx 0
0 qy
]
(28)
and
Gk =


0 0√
∆T (1− Fv) 0
0 0
0
√
∆T (1− Fv)

 (29)
Time evolution of a Parzen density estimate, with a simple
linear Gaussian model involves considering each sample as
in individual Kalman Filter. More complicated models us-
ing Parzen density estimates are possible, but will result in
multiple kernels requiring additional sample reduction or re-
estimation of the distribution.
C. Sample Reduction
The sample reduction (or condensation) method employed in
this example simply maintains the N highest weighted samples
after an update. This behaves like a Multi-Hypothesis Filter.
This approach however tends to preserve peaks at the expense
of any tails that may exist in the distribution. The covariance of
the kernel is adjusted to preserve the covariance of the original
distribution to reduce some of the effect of the distortion.
D. Results
Figures 6 through 9 provide a snapshot of the distributions at
the end of the simulation. They provide visual confirmation
of correct DDF operation. The DDF Solution of Node 2 was
omitted as it was similar to the results of Node 1, which depicts
−4 −3 −2 −1 0 1 2 3 4
−4
−3
−2
−1
0
1
2
3
4
X(m)
Y(m
)
Fig. 6: Node 1 operating independently
−4 −3 −2 −1 0 1 2 3 4
−4
−3
−2
−1
0
1
2
3
4
X(m)
Y(m
)
Fig. 7: Node 2 operating independently
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Fig. 8: Node 1 with DDF
a final distribution similar to, but slightly less compact than
that of the centralised solution.
As can be seen from both Figure 10, (the spatial distance
between the mean of the estimate and the actual position) and
Figure 11, the decentralised nodes exhibit performance close
to that of the centralised case, and also perform better that the
sensor operating alone.
In order to evaluate whether the DDF updates are con-
servative and not causing data incest, one would expect the
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Fig. 9: Centralised solution
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Fig. 10: Absolute error of mean of solutions
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Fig. 11: Renyi entropy of solutions
DDF nodes to have solutions with a larger entropy. Figure 11
shows the result. The transitions in entropy are caused by local
observations and channel updates. Whilst the steady state so-
lution for the centralised solution has the least Renyi Entropy,
the decentralised nodes indicate periods of non-conservative
behaviour. However, the crude resampling scheme employed
to reduce the number of kernels after each update has some
significant disadvantages which would be familiar to those
using particle filters (such as sampling impoverishment). These
distorting effects would account for this behaviour as the DDF
node would cull different kernels to the centralised solution.
7. CONCLUSION
Using the conservative division approximation algorithm de-
scribed in this paper, we now have an effective means to per-
form decentralised Bayesian estimation with more elaborate
probability distribution representations. Given the results there
exists a need for an efficient but more effective condensation
(refitting) algorithm. Further expansion of the algorithm to
include more general Gaussian mixture distributions would
also be advantageous.
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