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Abstract
Fractional Laplace equations are becoming important tools for mathematical modeling
and prediction. Recent years have shown much progress in developing accurate and robust
algorithms to numerically solve such problems, yet most solvers for fractional problems are
computationally expensive. Practitioners are often interested in choosing the fractional
exponent of the mathematical model to match experimental and/or observational data;
this requires the computational solution to the fractional equation for several values of the
both exponent and other parameters that enter the model, which is a computationally
expensive many-query problem. To address this difficulty, we present a model order
reduction strategy for fractional Laplace problems utilizing the reduced basis method
(RBM). Our RBM algorithm for this fractional partial differential equation (PDE) allows
us to accomplish significant acceleration compared to a traditional PDE solver while
maintaining accuracy. Our numerical results demonstrate this accuracy and efficiency of
our RBM algorithm on fractional Laplace problems in two spatial dimensions.
1 Introduction
This paper concerns the development of mathematically rigorous and computationally efficient
reduced order modeling for a quintessential nonlocal partial differential equation (PDE): the
fractional Laplace equation. Let Ω ⊂ Rn be a bounded domain in n ≥ 1 dimensions with
boundary ∂Ω. Given a function f (whose regularity we will specify later), we are interested
in the solution u to
(−∆)su = f in Ω, u = 0 on ∂Ω, (1)
where (−∆)s, supplemented with homogeneous Dirichlet boundary conditions, is a fractional
Laplace operator, with fractional exponent s ∈ (0, 1). Among the competing mathematical
definitions of the fractional Laplacian [5, 13, 14, 25, 40], we concentrate on the spectral
definition (see Section 2.2). The mathematical approach we consider in this paper to devise
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numerical solvers for (1) is an “extension” technique, and directly applies to more generic
situations where we replace (−∆)s with Ls where Lw = −div(A∇w) + cw when c is non-
negative and bounded on Ω, and A ∈ L∞(Ω)n×n is symmetric and uniformly positive definite.
Extension techniques also apply to much more general operators [30].
Fractional Laplace problems are useful in many contexts, for instance, image denoising
[4, 6, 22], phase field models [3, 4], electrical signal propagation in cardiac tissue where the
occurrence of fractional Laplacian has been experimentally validated [11], diffusion of biologi-
cal species [39]. In fact all heat kernels under fairly general assumptions are either equivalent
to heat kernels of diffusion (exponential), or heat kernels for 2s-stable processes (polynomial)
[24]. In particular, the fractional Laplacian is a special case of a 2s-stable process. We also re-
fer to [19, 35] for a general description of fractional heat kernels and their relation to stochastic
processes.
Several strategies exist for computing solutions to (1). We refer to [37] for the so called
Stinga-Torrea extension which was originally proposed in Rn in [13, 32] and has come to be
known as the Caffarelli-Silvestre extension. The idea is to equivalently write (1) as a “local”
PDE problem on C := Ω × (0,∞), which can be solved using standard algorithms. Using
this idea, finite element approaches have been developed in [31, 33] by truncating the semi-
infinite cylinder C to a finite cylinder Cy+ for y+ > 0. Such a truncation is justified due to
the exponential decay of solution in the extended dimension. It is also possible to circumvent
truncation and directly approximate solutions to the local problem on the unbounded domain
C by using a spectral method in the extended direction [2].
An excellent alternative to the extension approach is the Dunford-Taylor integral repre-
sentation of the inverse of the fractional Laplacian by employing the Balakrishnan formula
[42]. Recently in [10] the authors have developed a finite element method to solve (1) via this
strategy. In a nutshell, solving (1) amounts to solving several (independent) standard Poisson
problems. Finally, for completeness, we mention that it is also common to solve integral Frac-
tional Laplace problems via direct discretization of the integral kernel, which leads to large,
dense matrices that must be manipulated and/or inverted [1, 21].
In summary, a variety of tools and strategies are available to solve (1), but each one faces
challenges in evaluating the map s 7→ u. For instance, the extension approach requires us to
solve a PDE in an increased spatial dimension; the Dunford-Taylor approach requires multiple
PDE solves for each s 7→ u query; and solving the integral fractional Laplace version of (1)
requires special discretization schemes for singular kernels and results in large, dense system
matrices. In addition, the discretization details for each of these approaches generally depends
on the particular value of s. In short, the provenance of the difficulty in solving (1) is not
necessarily due to a particular numerical scheme, and instead seems to stem from the fact the
(−∆)s is a nonlocal operator.
Adding to this difficulty is the reality that, in practical scenarios involving modeling and
prediction, the value of the fractional exponent s is not known a priori. In fact, it is common
to infer this value based on available observational or experimental data. For instance, in [11]
the order s was determined by comparing the computational results with experimental data.
Recently more systematic optimization approaches to determine s have been developed in [36].
In such cases, the map s 7→ u, evaluated by solving (1), must be queried many times for several
values of s. Thus, one is actually interested in the family of solutions {u(·; s) | s ∈ (0, 1)}.
This is the philosophy we adopt in this paper, and in particular we use the reduced basis
method to efficiently compute approximations to this family of solutions.
The main contributions of this paper are as follows:
• Development of a certified reduced basis method (RBM) approach for performing model
2
order reduction on the fractional Laplace problem (1). That is, we formulate an algo-
rithm to construct a surrogate uN (x) that is inexpensive to evaluate for many different
values of the fractional order s (and data f), where N denotes the number of degrees
of freedom used to construct uN .
• Empirical evidence to support a hypothesis that the family of solutions to (1) is com-
pressible, and that this compressibility can be accomplished efficiently with reduced
basis algorithms. With RBM, we usually observe that N ∼ 10 is sufficient to achieve
an error tolerance of 10−6 for s ∈ (, 1 − ) for a universal constant , and hence the
surrogate can attain sufficient error with considerably reduced computational effort.
• Introduction of novel RBM algorithmic strategies to address challenges unique to frac-
tional PDEs. In particular, RBM algorithms require error estimates from PDEs in cer-
tain normed spaces, but generally require that the definition of such norms be parameter-
independent. We provide analysis specific to the problem (1) that allows us to devise
error estimates that are parameter-independent.
In this paper, we choose the spectral definition of the operator (−∆)s and use the exten-
sion approach as our underlying (“truth”) solver that is input into an RBM procedure. Our
rationale for these choices is flexibility and generality of the approach: Recently in [6] the
authors proposed a (variational) extension problem with s(x) ∈ [0, 1], i.e., a spatially vary-
ing s including the extreme values 0 and 1. It is shown that using this approach one can
approximate functions with jump discontinuities. In the context of image denoising, this ap-
proach produces results better than the popular total variation-based strategies. Therefore,
solving (1) with spatially-varying s is an emerging problem of interest. Currently neither the
Dunford-Taylor nor the integral fractional Laplacian allows x-dependent exponent s, but the
extension approach does allow this. We do not in this article consider s as a function of x,
but our use of the extension approach implies that algorithm principles here can be extended
to this case in future work.
The following is an overview of this paper: Section 2 introduces notation and tools that
we require for our procedure. The novel theoretical and algorithmic portions of this paper are
presented in section 3. Numerical results demonstrating the efficiency and accuracy of our
model order reduction approach are given in section 4.
2 Background
We assume throughout that the domain Ω is Lipschitz polygonal/polyhedral, and consider a
small generalization of the problem (1):
(−∆)su(·;µ) = f(·; ν) in Ω, u = 0 on ∂Ω, (2)
where the parameter µ ∈ Rp is defined as
µ := (s, ν) ∈ D, D := (0, 1)× E ⊂ Rp. (3)
The right-hand side function f(·; ν) is a parameterized function that is given as input, and
the full parameter space is p-dimensional. For simplicity of notation, we will subsequently
write f(·;µ), even though f depends only on the components ν of µ. Our goal is to develop
an efficient and accurate procedure for accomplishing evaluation of the map µ 7→ u(·, µ) for
many values of µ. The remainder of this section reviews three major foundational ingredients
we require: the definition of the fractional Laplacian, the solution to (2) via an extension
problem, and the reduced basis method.
3
2.1 Function spaces
The space L2(Ω) is the collection of square-integrable functions f : Ω → R over Ω. Con-
sider the standard (negative) Laplacian (−∆) defined over Ω. Via the spectral theorem, we
can identify a countable sequence of L2(Ω)-orthonormal and complete eigenfunctions, ϕk,
satisfying
−∆ϕk = λkϕk in Ω, ϕk = 0 on ∂Ω, k ∈ N, (4)
where 0 < λ1 ≤ λ2 ≤ ... ≤ λk ≤ ... are the eigenvalues of −∆. Therefore, any u ∈ L2(Ω) has
the convergent expansion
u =
∞∑
k=1
ukϕk, uk := 〈u, ϕk〉L2(Ω) . (5)
We can use the spectrum of the Laplacian to define fractional Sobolev spaces:
Hs(Ω) =
{
u =
∞∑
k=1
ukϕk ∈ L2(Ω) : ‖u‖2Hs(Ω) :=
∞∑
k=1
λsku
2
k <∞
}
.
With this definition, we have L2(Ω) = H0(Ω). We will let H−s(Ω) denote the dual space of
Hs(Ω).
The spaces Hs are in general distinct from the classical fractional Sobolev spaces Hs,
defined as
Hs(Ω) :=
{
u ∈ L2(Ω) :
∫
Ω
∫
Ω
|u(x)− u(y)|2
|x− y|n+2s dxdy <∞
}
,
and endowed with the norm
‖u‖2Hs(Ω) := ‖u‖2L2(Ω) + |u|2Hs(Ω), |u|2Hs(Ω) :=
∫
Ω
∫
Ω
|u(x)− u(y)|2
|x− y|n+2s dxdy.
In order to draw an equivalence between Hs(Ω) and Hs(Ω), we require two additional spaces,
the first being the Hs-closure of D(Ω), the space of infinitely continuously differentiable
functions with compact support on Ω,
Hs0(Ω) := D(Ω)
Hs(Ω)
.
We also need the Lions-Magenes space [38],
H
1
2
00(Ω) :=
{
u ∈ H 12 (Ω) :
∫
Ω
u2(x)
dist(x, ∂Ω)
dx <∞
}
,
‖u‖2
H
1
2
00(Ω)
= ‖u‖2
H
1
2 (Ω)
+
∫
Ω
u2(x)
dist(x, ∂Ω)
dx.
The spaces Hs(Ω) and Hs(Ω) are connected by the relation:
Hs(Ω) =

Hs(Ω) = Hs0(Ω) if 0 < s <
1
2 ,
H
1
2
00(Ω) if s =
1
2 ,
Hs0(Ω) if
1
2 < s < 1.
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2.2 The (spectral) fractional Laplacian
There are different definitions of the operator (−∆)s; in this manuscript we are concerned with
the spectral definition. The spectral definition of (−∆)s, for s ≥ 0, operating on u ∈ D(Ω) is
(−∆)su :=
∞∑
k=1
ukλ
s
kϕk, (6)
where uk and λk are as in (4) and (5). By density, this definition can be extended to any
u ∈ Hs(Ω). We refer to [5] for the spectral definition of (−∆)s in case of nonzero boundary
conditions. For our definition of the spectral Laplacian, we have (−∆)s : Hs(Ω)→ H−s(Ω).
This spectral definition of the fractional Laplacian is difficult to use as explicitly shown
above since it requires computation of the spectrum and eigenfunctions of the Laplacian. In
particular, one can equivalently write (−∆)s in an integral form [14, 35] which immediately
implies that (−∆)s is a nonlocal operator.
Our ultimate goal is to develop a model-order reduction approach using the reduced basis
method that allows efficient multi-query evaluation of s 7→ u, where u is defined by the
solution to (1). In RBM algorithms, the particular nature in which s enters the PDE affects
the computational efficiency of the approach; in (1), the equation does not exhibit affine
dependence on s, which makes application of RBM algorithms challenging. We therefore first
reformulate the problem as one where the parameter s appears in a more convenient form.
2.3 The Dirichlet-to-Neumann map and extension problem
A hallmark result allows one to rewrite the nonlocal operator as a local one; the price paid
is an increase in spatial dimension. The first results in this direction in unbounded domains
are [13, 32], although many generalizations followed in bounded domains culminating in our
version below [12, 15, 37]. Consider C, the cylindrical extension of Ω to Rn+1, with lateral
boundary ∂LC,
C := Ω× (0,∞) ⊂ Rn+1, ∂LC := {(x, y) ∈ ∂Ω× [0,∞)} .
We will continue to use the notation that x ∈ Ω ⊂ Rn denotes the spatial variable as in the
problem (2), and y ∈ [0,∞) is a scalar coordinate in the extended ((n+ 1)st) dimension. The
extended problem on C that pairs with (2) is the PDE
−div (h(y; s) ∇U(x, y)) = 0, (x, y) ∈ C (7a)
U(x, y) = 0, (x, y) ∈ ∂LC (7b)
∂U(x, 0)
∂na
= dsf(x; ν), (x, y) ∈ Ω× {0}, (7c)
where
h(y; s) := ya(s),
∂U(x, 0)
∂na
= − lim
y→0+
ya∂yU(x, y), (8)
and the coefficients a and ds explicitly depend on s,
a = a(s) := 1− 2s ∈ (−1, 1), ds = 2aΓ(1− s)
Γ(s)
, (9)
with Γ(·) the Euler Gamma function. In (7), U : Rn+1 → R is the unknown weak solution
which we must compute, and the operators div and ∇ are with respect to the extended
variable (x, y) ∈ Rn+1. The connection between the solutions of (2) and (7) is established via
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the trace of U on the cylinder bottom:
U(x, 0;µ) = u(x;µ). (10)
The appropriate function space for U is
◦
H1L(y
a, C) := {w ∈ H1(ya, C) : w = 0 on ∂LC} , ‖w‖2H1(ya,C) := ∑
|δ|≤1
‖Dδw‖2L2(ya,C).
where Dδ denotes a weak derivative of order δ ∈ Nd0, where we have used multi-index notation.
We emphasize that (7) is a local PDE, involving only local operators. It is, however,
an (n + 1)-dimensional problem with a singular/degenerate diffusion coefficient ya. The
relation (10) provides a strategy for numerical computation of the solution to the original
nonlocal problem (1) on Ω ⊂ Rn: First compute the solution to the local problem (7) on
C ⊂ Rn+1, and subsequently restrict the computed solution to the base of the cylinder C.
More importantly for us, the parameter s appears in (7) (through a and ds) in a form that is
far more convenient for RBM algorithms, and will therefore allow us to accomplish efficient
model order reduction. The next section describes the tool we use for model order reduction:
the reduced basis method.
2.4 The Reduced Basis Method
The reduced basis method is a strategy for model order reduction of parametric partial dif-
ferential equations. Consider a PDE of the form
L(U ;µ) = f(µ) in C, u = 0 on ∂Ω. (11)
Here, µ ∈ D ⊂ Rp is a Euclidean parameter that encodes variability in the problem and
its solution. We assume that for each µ, the solution U lies in a Hilbert space H. In this
paper, we have H =
◦
H1L(y
a, C) and UN is the solution to a discretized version of (7). RBM
algorithms start by assuming availability of an expensive truth solution or approximation,
which is typically a discretized solution from a finite-dimensional space. As with many RBM
algorithms, we will adopt a finite element approximation for this procedure. Let Xh be an
N -dimensional finite element space, where h is the mesh parameter. Let UN (·;µ) denote a
computable function from Xh that approximates U(·;µ) ∈ H. Typical assumptions are that
N  1, and that UN (·;µ) is accurate but expensive to compute for each µ. We will make
concrete choices for Xh, N , and UN via a finite element approach later.
RBM solutions seek to provide efficient and accurate approximations to the family of
solutions UN (·;µ), µ ∈ D. Hence, UN : C ×D → R, with UN (·;µ) ∈ Xh ⊂ H, so we define
M :=
{UN (·;µ) ∣∣ µ ∈ D} ⊂ Xh,
as the manifold of (approximate) solutions to (11).1 The operation µ 7→ UN (·;µ) involves the
one-time solution to (11), and can be expensive if L is complicated or if the dimension N is
large.
Thus, the cost K (e.g., computational expense) can be large, scaling algebraically with
N . If, for example, µ 7→ UN requires inversion of a generic dense linear system of size N ,
then K ∼ N 3. RBM algorithms compute an approximate solution, UN : C ×D → R, where
evaluation µ 7→ UN (·, µ) has cost k  K. This approximate solution UN has the following
1Here we assume scalar-valued solutions, but RBM algorithms apply equally well to systems of PDEs,
mutatis mutandis.
6
form, along with an error certification provided by a tolerance :
UN (·, µ) =
N∑
n=1
UN (·;µn)cn(µ) ∈ Xh,
∥∥UN (·;µ)− UN (·;µ)∥∥Xh < . (12)
The positive integer N denotes the number of degrees of freedom in the RBM solution UN .
Large N gives rise to a more accurate solution (smaller ), but requires a larger computational
cost k for evaluation. The computational cost k for evaluation of UN is cubic in N , and the
optimal behavior of  as a function of N is governed by the Kolmogorov N -width of the
manifold M in the Hilbert space Xh:
dN (M) = inf
dimV=N
sup
U∈M
inf
v∈V
‖U − v‖Xh .
Above, V is an N -dimensional subspace of Xh. The value of dN is the optimal (smallest) error
committed by a linear N -term approximation ofM . In many cases, the N -width of a solution
manifold decays exponentially in N . We assume that dN for our fractional Laplace problem
decays very quickly (e.g., algebraically with high order, or exponentially) with respect to
N . Numerical experiments suggest that this is true for some nonlocal problems [41]. Under
appropriate assumptions, RBM algorithms create a surrogate UN satisfying (12), with
 .
√
dN/2(M)
See [9, 20].
In computational implementations, RBM algorithms are split into two phases: an “offline”
phase, where the µn are determined and the snapshots U(·;µn) are computed and stored,
requiring N queries of the original, expensive model U , at a cost scaling like KN . In the
“online” phase, given some µ, the function UN defined in (12) by evaluating the coefficients
cn(µ) at a cost k. When multiple evaluations of U are required at numerous values of µ, the
savings gained in the online stage can substantially outweigh the one-time expensive offline
phase investment [8, 17, 26, 27, 34].
The dimension N of the space Xh and the complexity N of the reduced basis approxi-
mation (12), satisfy N  N in practice. The truth approximation is expensive (having cost
K), and we seek to develop an RBM algorithm that queries the truth solver as few times
as possible. The equation (11) should generically satisfy two assumptions so that an RBM
strategy can be computationally efficient: (i) Computable a posteriori error estimates should
exist, enabling efficient and accurate selection of the µn during the offline phase, and (ii)
the operator L should have affine dependence on the parameter µ so that only efficient, N -
independent operations are required during the online phase. We make the latter point more
explicit in the next section.
3 MOR for fractional Laplace problems
This section proposes and discusses our algorithm for parametric model order reduction of
the fractional Laplacian problem (2). Assume that the data f in (2) is bounded,
sup
µ∈D
‖f(·;µ)‖H−s(Ω) <∞.
The form of the PDE (2) cannot easily be used to perform RBM-based model order reduction
with respect to the parameter µ; in particular, the operator dependence on s is troublesome.
The main hurdle in application of an RBM algorithm to (2) is that the parameter s appears
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with “non-affine” dependence in the operator (−∆)s. A straightforward RBM algorithm would
require an approximate equality of the form,
(−∆)su ≈
Q∑
j=1
aj(µ)Lj(u), (13)
where aj are x-independent functions, and Lj are µ-independent operators. Such an ap-
proximate equality is necessary to formulate efficient algorithms. It is unclear how such an
approximation above can be accomplished directly for this operator.
We can partially address this problem by performing model order reduction not on the
original fractional Laplacian problem, but instead on the extended problem outlined in Section
2.3. This idea is the core of the strategy in this paper. The extension applied to (2) results in
the new parametric PDE (7). Unlike (2), this new parametric PDE (7) can be tackled with
existing RBM approaches after appropriate modifications. A many-query solution of (1) may
become prohibitively expensive when the dimension of the problem before extension is 2 or
3, and thus model order reduction techniques are particularly needed here.
The parametric bilinear (weak) form of (7) is, given a test function φ ∈ ◦H1L(ya, C), find
U ∈ ◦H1L(ya, C) such that
a(U , φ;µ) = f(φ;µ), (14a)
a(U , φ;µ) := 1
ds
∫
C
h(y; s)∇U · ∇φ, f(φ; ν) = 〈f(·;µ), trΩ φ〉H−s(Ω)×Hs(Ω). (14b)
We concentrate on designing efficient and accurate RBM algorithms associated to this bilinear
weak form. The particulars of this construction are complicated by the facts that (i) the form
(14) is not affine in µ = (s, ν), but can be approximated in a fashion similar to (13), and that
(ii) a(u, φ;µ) induces a natural norm (due to the Poincaré inequality) on H1
(C, y1−2s), that
is parameter-dependent, i.e., s-dependent.
3.1 Nonaffine-to-affine transformations
The main hurdle to applying RBM in a straightforward fashion is that a(u, φ;µ) does not
exhibit affine dependence on the parameter µ. Affine dependence is required for efficient
implementation of RBM through an offline-online decomposition.
3.1.1 Empirical interpolation
One of the standard approaches to address non-affine parametric bilinear forms is to approxi-
mate them as a sum of affine bilinear forms. One strategy for accomplishing this approxima-
tion is the Empirical Interpolation Method (EIM) [7]. Applied to the function h(y; s) in (8),
this takes the form
h(y; s) ≈ hqEIM(y; s) :=
q∑
j=1
θj,q(s)hj(y), hj(y) := h(y; sj), (15)
where the samples {s1, . . . , sq} and the functions {θj,q(s)}qj=1 are computable with a cost
dependent only on q. In practice, we take q = Qh that is O(10). Note that forming the ap-
proximation above does not require any computational or theoretical analysis of the unknown
solution U . The quality of approximation ≈ above with respect to the y variable is frequently
measured in the L∞ ([0,∞)) norm, and can generally be constructed with high precision using
a small value of Qh. Specifically, the strategy in [7] constructs this approximation via the
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successive iteration and computation for q = 1, . . . , Qh − 1,
sq+1 = argmax
s∈(0,1)
∥∥hqEIM(·; s)− h(·; s)∥∥L∞([0,∞)) ,
and the θj,q functions are cardinal Lagrange functions satisfying θj,q(si) = δj,i. The existence
and uniqueness of the functions θj,q is guaranteed for all values of q for which the objective
under the argmax achieves a non-zero value. The EIM construction is defined by a function
space in which h has membership. As shown above, we are performing an EIM approxima-
tion on the function space L∞ ((0, 1) , L∞ ([0,∞))). The particular construction of an EIM
approximation in this space is complicated by the singular dependence in the y variable at
y = 0,∞. To partially address this issue, we perform EIM on a y-truncated version (15).
I.e., we define a new EIM approximation by replacing the enclosing function space for h by a
version that truncates the y variable:
h ∈ L∞ ((0, 1) , L∞ ([0,∞))) −→ h ∈ L∞ ((0, 1) , L∞ ([y−, y+])) ,
for small and large values of y− and y+, respectively, and discretize the domain [y−, y+].
In addition, we treat dependence on the s variable in a piecewise fashion to accommodate
the different behavior of h(y; s) for s ≤ 12 , and for s > 12 . We first define D1 := (0, 12 ] and
D2 := (
1
2 , 1) and introduce two function spaces on them
F (Di) := L
∞((0, 1), L∞([yi−, y+])), h ∈ F (Di) i ∈ {1, 2}, (16)
where y1− and y2− are different small truncation values for y that we will specify in the numerical
results section. Next, we construct hq,i and θj,q,i as EIM approximations in the space F (Di):
h(y; s) = y1−2s
F (D1)≈
Qh,1∑
j=1
θj,q,1(s)hq,1(y), s ∈ D1 (17a)
yh(y; s) = y2−2s
F (D2)≈
Qh,2∑
j=1
θj,q,2(s)hq,2(y), s ∈ D2. (17b)
The special treatment of multiplication by y on F (D2) is key as it allows us to perform stable
and efficient empirical interpolation on a function, yh(y; s), that is bounded at the origin
when s > 12 . Finally, we are ready to define the piecewise EIM approximation of h(y; s) by
taking Qh = Qh,1 +Qh,2:
h(y; s) ≈ hQhEIM(y; s) :=
Qh∑
j=1
hq(y)θq(s)
=
Qh,1∑
j=1
hq,1(y)θj,q,1(s)1D1(s) +
Qh,2∑
j=1
hq,2(y)θj,q,2(s)1D2(s)
=
{ ∑Qh,1
j=1 hq,1(y)θj,q,1(s), s ∈ D1, y ∈ [y1−, y+]∑Qh,2
j=1 y
−1hq,2(y)θj,q,2(s), s ∈ D2, y ∈ [y2−, y+],
(18)
We emphasize that computation and evaluation of (18) is entirely UN -independent and re-
quires analysis of only the function h(y; s).
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3.1.2 A bilinear form with affine parametric dependence
Having constructed hQhEIM , we now replace h in (14b) by h
Qh
EIM and define a new bilinear form
as an amendment to (14b),
aQhEIM(U , φ;µ) :=
1
ds
∫
C
hQhEIM (y; s)∇U · ∇φ, f(φ;µ) = 〈f(·;µ), trΩ φ〉H−s(Ω)×Hs(Ω).
Thus our new bilinear form has the decomposition
aQhEIM(u, φ;µ) =
Qh∑
q=1
θq(s)aq(u, φ) with aq(u, φ) = a(u, φ; sq). (19)
Using this bilinear form instead of a(·, ·;µ) in (14) results in a weak form that is amenable to
efficient offline-online decomposition.
Finally, we justify our truncation to the values y± in the y variable. Truncation to a
sufficiently large upper bound of y+ has theoretical justification due to exponential decay of
U in y [33, Proposition 3.1], i.e.,
‖U(·, y;µ)‖H1(ya,Ω×(y+,∞)) . e−
√
λ1y+/2‖f‖H−s(Ω),
where λ1 is the first eigenvalue of −∆ as defined in (4). The lower truncation at y = y− is
likewise reasonable since numerical approximations of UN use interior quadrature rules for
the variable y to approximate the integral in the bilinear form in (14); thus, integration over
[0, y+] does not require evaluation of the integrand at y = 0. Therefore, the choice of the
truncation parameter y− can be, for example, the value of the smallest node in a quadrature
rule used to compute the integrand in the bilinear form.
3.2 The truth and RBM approximations
This section more rigorously defines the RBM truth approximation UN that we use, and is a
description of the approximation in [33]. We replace the unbounded domain C by Cy+ with
y+ > 0, which has “lateral” boundary ∂LCy+ = (∂Ω× [0, y+])∪ (Ω× {y+}). Alternatively, one
can also use the discretization from [2], where no truncation of C in the y-direction is needed.
Let TΩ = {Kj}#TΩj=1 be a conforming and quasi-uniform triangulation of Ω where Kj ⊂ Rn is
an element that is, for all j, isoparametrically equivalent to either the unit cube or to a unit
simplex in Rn. Under the assumption that #TΩ = Mn for some M > 0, we deduce that the
element size satisfies h ∝M−1.
We define Iy+ = {Im}M−1m=0 , where Im = [ym, ym+1], as an anisotropic partition of [0, y+],
so that [0, y+] = ∪M−1m=0 Im. We define the edges ym of the mesh as in [31, 33]:
ym =
(m
M
)γ
, m = 0, . . . ,M, γ >
1
s
. (20)
This requirement would therefore prescribe different meshes for different values of s. Since we
require an s-independent grid in order to easily compute the approximation for UN in (12),
we will choose a value of γ that is s-independent. In particular, we choose a small, fixed value
of s, say s∗, and choose γ = 1/s∗ to generate the mesh in (20). This is described in more
detail in Section 4.
Having defined our s-independent triangulation, we are now ready to define our finite
element space. We will construct a triangulation Ty+ of Cy+ via a tensor product, Ty+ :=
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TΩ × Iy+ . Then we define the finite element space Xh as
Xh = XhTΩ :=
{
V ∈ C0(Cy+) : V|T ∈ P1(K)⊗ P1(I),
∀T = K × I ∈ Ty+ and V|∂LCy+ = 0
}
.
Above, the notation P1(R) for a set R is the space of (dimR)-variate polynomials of total
degree at most 1. When K is a simplex we let P1(K) = P1(K). On the other hand, when K
is a cube we let P1(K) = Q1(K), the set of polynomials of degree at most 1 in any variable.
In our numerical examples we will use simplices. The norm on Xh is defined as
‖ · ‖Xh = ‖∇ · ‖L2(ya,Cy+ ). (21)
The algorithm in [33] now prescribes a Galerkin approximation to (14) from the subspace
Xh. I.e., the solution VN ∈ Xh is defined via the condition
a(VN , φ;µ) = f(φ;µ), ∀ φ ∈ Xh. (22)
We refer to [33] for detailed approximation results. In particular when Ω is convex, we have
‖U(·, 0;µ)− VN (·, 0;µ)‖Hs(Ω) ≤ c| log(hTΩ)|s hTΩ ‖f(·;µ)‖H1−s(Ω)
provided y+ ∼ log(#Ty+). In both cases the constant c > 0 is independent of hTΩ .
Our RBM truth approximation is an amendment of the Galerkin prescription above, by
replacing a with aQhEIM that is defined in (19): Find UN ∈ Xh such that
aQhEIM(UN , φ;µ) = f(φ;µ), ∀ φ ∈ Xh. (23)
Note that while the approximation hQhEIM defining a
Qh
EIM is built over a y-truncated domain
[yi−, y+], i = 1, 2, the finite element approximation takes place on [0, y+], i.e., it truncates
only to an upper value of y. Our overall goal is not to compute an approximate solution
UN to the extended problem, but instead an approximate solution to the original fractional
problem (2). Using (10), we conclude that such an approximation is provided by the trace of
this solution on the bottom of the cylinder. Therefore, our final truth solution is
uN (·;µ) := UN (·, 0;µ). (24)
Having defined the truth approximation, we now also define the reduced basis approximation
UN introduced in (12). With µ1, . . . , µN chosen, then the RBM approximation is the Galerkin
approximation from the span of the snapshots UN (·;µn): find UN ∈ span{UN (·;µ1), . . . ,UN (·;µN )}
such that
aQhEIM(UN , φ;µ) = f(φ;µ), ∀ φ ∈ span{UN (·;µ1), . . . ,UN (·;µN )}. (25)
This condition, with the ansatz (12), uniquely defines the coefficients cn if the snapshots are
linearly independent. The RBM Galerkin approximation results in a linear system of size
N , but requires evaluations of the bilinear form with inputs from the N -dimensional space
Xh. Under the affine construction in the previous section, RBM algorithms circumvent N -
dependent complexity in an online phase by arranging all N -dependent operations into the
offline phase. That this is possible depends on the affine decomposition described in section
3.1. We refer to [23, 34] for details on efficient RBM implementations.
Just as with the truth approximation, the trace of the RBM solution provides an approx-
imation to the solution of (1):
uN (µ) := UN (·, 0;µ). (26)
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3.3 Identification of µn: a posteriori error analysis
The parameter values µ1, . . . µN in practical RBM approximations are computed greedily,
identified as parameter values that maximize an a posteriori error estimate. Ideally, these
parameter values are chosen via the greedy optimization
µn+1 = argmax
µ∈D
‖e(µ)‖Xh := argmax
µ∈D
∥∥UN (·;µ)− UN (·;µ)∥∥Xh . (27)
However, this explicitly requires evaluation of the truth solution UN . RBM algorithms instead
use a finite element a posteriori estimate as the objective function, which approximates the
error e(µ). We provide a specialized a posteriori error estimate in this section for our problem.
The main novelty of our result is that we estimate the error of the solution trace on Ω instead
of in the extended cylinder Cy+ . The former is more natural in this setting since our ultimate
goal is to approximate u and not U .
Due to linearity of the fractional Laplacian and the resulting bilinear form, we have
aQhEIM(e(µ), φ;µ) = r(φ;µ) := f(φ)− aQhEIM(UN (µ), φ;µ). (28)
The inf-sup constant plays a crucial role in existence and uniqueness of solutions to elliptic
PDE’s,
βh(µ) := inf
w∈Xh
sup
v∈Xh
aQhEIM(w, v;µ)
‖w‖Xh‖v‖Xh
. (29)
The following result provides a bound on the error e on the bottom of the cylinder in terms
of the residual r.
Theorem 1. Assume that a function βLB(µ) satisfies
0 < βLB(µ) ≤ βh(µ), µ ∈ D. (30)
Then
‖uN (·;µ)− uN (·;µ)‖Hs(Ω) = ‖trΩe(µ)‖Hs(Ω) ≤
‖r(·;µ)‖X′h√
dsβLB(µ)
(31)
where trΩg for g ∈ ◦H1L(ya, C), is the trace of g on the cylinder bottom Ω.
Proof. Define Tµ : Xh → Xh as
aQhEIM(w, v;µ) = (Tµw, v)Xh , w, v ∈ Xh.
Therefore,
βLB(µ) ≤ βh(µ) = inf
w∈Xh
sup
v∈Xh
aQhEIM(w, v;µ)
‖w‖Xh‖v‖Xh
= inf
w∈Xh
‖Tµw‖Xh
‖w‖Xh
.
Taking w = e(µ) ∈ Xh under the infimum yields
‖e(µ)‖Xh ≤
‖Tµe(µ)‖Xh
βLB(µ)
=
‖r(·, µ)‖X′h
βLB(µ)
. (32)
We now exercise a trace estimate, which follows from the proof of [15, Proposition 2.1], which
for our setting states:
‖ trΩ e(µ)‖Hs(Ω) ≤ d−
1
2
s ‖e(µ)‖Xh . (33)
Combining (33) with (32) yields the result.
The utility of this result is that, while the error e (and its trace) is not computable without
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the truth approximation UN , the residual r operator r(·;µ) can indeed be computed via (28).
Additionally, our error estimate above applies only to the error on the bottom trace Ω of C.
This is a natural goal-oriented approach since our ultimate desire is not to approximate U ,
but instead to approximate u.
Such an RBM algorithm then chooses parameter snapshots µn+1 not via (27), but instead
via
µn+1 = argmax
µ∈D
‖r(·;µ)‖X′h√
dsβLB(µ)
. (34)
As with many RBM algorithms, the computation of βLB(µ) for all µ ∈ D is thus necessary.
The relations (30) and (29) indicate that this essentially requires an estimate from below of the
inf-sup constant βh. An algorithm that is frequently utilized in RBM for this purpose is the
Successive Constraint Method (SCM) [28, 29]. The method resembles RBM by calculating βh
at a few strategical locations determined by a greedy procedure, and subsequently devising an
efficient linear program to construct a global function βLB satisfying (30) rigorously. However,
the form of βLB(µ) in this paper is non-standard since the norm ‖ · ‖Xh depends on µ, see
(21). We therefore need to tailor the SCM procedure accordingly, which is the topic of the
next subsection.
3.4 Fractional successive constraint method
Our construction of Xh outlined in Section 3.2 requires that the norm of Xh depends on µ
(see (21), in particular), and in this case a standard SCM method cannot be used to efficiently
compute βLB.
We ameliorate this situation by using an s-independent dominating norm. In other words,
suppose we have
‖ω‖Xh= ‖ω‖Xh(µ)≤ η(µ)‖ω‖∗, (35)
for some norm ‖ · ‖∗ that does not depend on s. Then using the affine decomposition of aQhEIM
in (19), we have that βh can be bounded by
βh(µ) = inf
ω∈Xh
sup
v∈Xh
aQhEIM(ω, v;µ)
‖ω‖Xh(µ)‖v‖Xh(µ)
≥ inf
ω∈Xh
sup
v∈Xh
Qh∑
q=1
θq(µ)
η(µ)2
aqh(ω, v)
‖ω‖∗‖v‖∗
:= βh∗(µ) (36)
Since the norms ‖ · ‖∗ are now µ-independent, then we can apply standard SCM-based linear
programs. From the inequality above for βh∗, the following result is now evident:
Theorem 2. If βLB(µ) satisfies
0 < βLB(µ) ≤ βh∗(µ), µ ∈ D, (37)
then condition (30) in Theorem 1 is satisfied.
Note that βh∗(µ) has affine dependence on µ, so that standard SCM algorithms can be
used to construct a function βLB(µ) satisfying (37). See [16, 29] for a detailed description of
these algorithms.
It remains for us to establish that it is possible to construct a relation (35), that allows
us to achieve the inequality (36). We provide one concrete strategy below that identifies a
particularly simple form for βh∗:
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Proposition 1. Assume βh(µ) > 0 for all µ. The function βh∗ of the form
βh∗(µ) = inf
ω∈Xh
sup
v∈Xh
Qh∑
q=1
θ˜q(µ)a˜q(w, v), (38)
where
θ˜q(µ) :=
θq(µ)√∑Qh
j=1 θ
2
j (µ)
, a˜q(w, v) :=
aq(w, v)
‖w‖∗‖v‖∗ , ‖ · ‖∗ :=
 Qh∑
q=1
a(·, ·; sq)2
 12
satisfies βh∗(µ) ≤ βh(µ).
Proof. Define the function η as
η(µ)2 :=
 Qh∑
q=1
θ2q(µ)
 12 .
Then we have
‖w‖2Xh(µ) = a
Qh
EIM(w,w;µ) =
Qh∑
q=1
θq(s)aq(w,w) ≤
 Qh∑
q=1
θq(s)
2
 12  Qh∑
q=1
aq(w,w)
2
 12
=
 Qh∑
q=1
θq(s)
2
 12  Qh∑
q=1
a(w,w; sq)
2
 12 = η(µ)2‖w‖2∗
This achieves (35), so that the inequality (36) holds. Using the expressions for η and ‖ · ‖∗ in
the definition of βh∗ yields the relation (38).
Remark 1. The assumption that βh(µ) > 0 for all relevant µ = (s, ν) is necessary so that
‖·‖Xh(µ) defines a proper norm. For our problem, we restrict values of s to an interval [, 1−]
for some  > 0 in practice so that the positivity assumption on βh is reasonable.
Note that the lemma above provides a generic strategy for bounding a βh(µ) function
having parameter-dependent norms by a parameter-affine function βh∗, assuming the operator
aQhEIM has affine dependence.
3.5 Algorithm summary
We summarize our algorithm for constructing an RBM solution uN (·;µ) to (2). Evaluation
of this solution for a given µ ∈ D has an asymptotic complexity of N3; in practice N ∼ 10
is sufficient to attain satisfactory accuracy, which we demonstrate in the numerical results
section. Most of the steps in this section are standard in RBM algorithms.
Offline phase: Select µn and compute UN (·;µn) for n = 1, . . . , N .
1. The function h(y; s) defined in (8) is approximated by an affine decomposition (15),
which defines the operator aQhEIM in (19). This also allows βh∗ to be constructed as
in (36) or (38), and subsequently enables construction of βLB satisfying (37) via SCM
algorithms.
2. µ1 ∈ D is selected arbitrarily (usually at random). The solution UN (·;µ1) to (23) is
computed.
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3. For n = 1, . . . , N − 1, the parameter value µn+1 is chosen via (34), and UN (·;µn) is
computed from (23).
Remarks:
• The EIM decomposition of h in (15) can be accomplished usually to an extremely small
tolerance, see the numerical results section.
• Computing the maximum over D in (34) is usually done only over a discrete mesh on
D.
Online phase: given µ ∈ D, evaluate uN (·;µ).
1. Compute cn(µ) coefficients via the size-N Galerkin system (25).
2. Assemble UN via (12).
3. Restrict to the cylinder bottom Ω to obtain uN , (26).
Remarks:
• The Galerkin system (25) implemented naively requiresN -dependent operations. Under
the assumption of affine dependence of a and f on µ, then this N -dependent complexity
can be completely shifted to the offline phase.
• If only uN is desired, storage of the full solutions UN (·;µn) is unnecessary during the
offline phase because of the restriction (26). In this case, only uN (·;µn) need be stored
in the offline phase.
4 Numerical results
In this section we demonstrate the efficacy of the RBM algorithm that we have devised for
the fractional Laplace problem (2). Our test problem will be (2), either with µ = s, or
with µ = (s, ν) for a one-dimensional parameter ν. In all cases the spatial domain Ω is a
rectangular two-dimensional set:
Ω = [0, 1]2.
We use 5, 000 elements on Ω to form a triangulation TΩ, and choose M = MFE := 158 in (20)
to define the partition Iy+ of [0, y+]. The grading parameter γ is chosen as γ = 6 when s ≤ 12 ,
and γ = 2 otherwise. We therefore have that the dimension of the truth approximation is
dimXh = N = 413, 559. Here, the values of y+ and of M are determined as linear functions
of log10 of the number of elements in TΩ to control the error resulting from the truncation of
the y-domain [33]. In our computations, this results in y+ = 2.233.
4.1 EIM decomposition
The first step in our algorithm is to accomplish the decomposition (15), i.e., to identify the
function hq and θq in that equation. The grid we use to produce the EIM approximation is
constructed in a fashion similar to the finite element grid in (20). Concretely, for discretization
of [y−, y+], we choose an “EIM grid” that is 16 times finer than the finite element grid. I.e.,
with M = MFE in (20), we construct a EIM grid via (20) using M = 16MFE . Note that
this fine resolution in the y direction for EIM does not impact the offline or online efficiency
of RBM itself. We take y1− = 0 and y2− = 3.5 · 10−7, where y2− is the first nonzero entry of
Iy+ . We observe that our choice of graded mesh here produces a much more accurate EIM
approximation.
In Figure 1 we demonstrate the EIM accuracy. The lower-right figure shows the accuracy
of the EIM approximation error as a function of Qh. We observe exponential decay of the error
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as Qh increases. Based on these results, we use Qh,1 = 17 and Qh,2 = 22 for the remainder of
our numerical tests.
We empirically observe that the piecewise treatment of h(y; s) and the multiplication by
y for s ∈ D2 are necessary; not using the latter approach requires approximation for a nearly-
singular function h(y; s) near y = 0 and leads to loss of numerical ellipticity of discretized
operators. In addition, if we the more finely graded mesh of D1 for computations on D2,
then the the first nonzero entry of Iy+ is 8.5 · 10−21, which again leads to loss of numerical
ellipticity.
4.2 Fractional Laplace problem
In this section we investigate model order reduction with the reduced basis method for the
original problem (1). This is equivalent to solving (2) with ν having a fixed value. Thus,
here we construct an RBM surrogate that allows quick evaluation of the map s 7→ u(·; s). To
compute parameter snapshots, we adopt the recently proposed residual-free approach [18] to
choose the RB parameter snapshots {µ1, . . . , µN}. We adopt this approach instead of (34)
for simplicity; numerical results in [18] show that the residual-free approach results in RBM
approximation errors on par with residual-based approaches. Thus, instead of using (34), for
our examples we choose µn+1 via
µn+1 = argmax
µ∈D
‖~c(µ)‖1, (39)
i.e. the maximizer of the L1-norm of the (vector of) RB Lagrange coefficients cn(µ), where
these coefficients are defined in (12). We set
f(x, ν) = sin(2pix1) sin(2pix2), x = (x1, x2) ∈ Ω, (40a)
i.e., f is ν-independent and we have µ = s. The maximization (34) is accomplished by
replacing D with a finite set. Specifically we set
D = D1
⋃
D2 = [0.03, 0.5]
⋃
[0.5, 0.97], (40b)
and we discretize each set Dj , j = 1, 2, with 1025 equi-spaced points. We collect the following
data in order to plot an error metric for the RBM solution UN :
EN (Dj) := {e(zi)}Pi=1 =
{∥∥uN (·; zi)− uN (·; zi)∥∥L2(Ω)}Pi=1 , j = 1, 2 (41a)
with {zi}Pi=1 ⊂ Dj chosen as P = 312 equi-spaced points on Dj with the first and last points
removed (so that the set does not overlap with the set of 1, 025 training points for RBM).
The error median, max, and minimum of the ensemble EN is plotted in Figure 2 as a function
of N . Note that this error compares against the solution UN that is the solution of the
affine-transformed problem (23). However, the original problem is the non-affine solution VN
defined in (22). Therefore, we will also compile the ensemble,
FN (Dj) := {e(zi)}Pi=1 =
{∥∥vN (·; zi)− uN (·; zi)∥∥L2(Ω)}Pi=1 , j = 1, 2, (41b)
and report them in the same Figure 2.
To examine the efficiency of our scheme, we plot in Figure 3 the cumulative computation
time for a total of M queries of uN or uN . For the uN this entails M constructions of the
finite element solution UN and subsequent restriction to the cylinder bottom. For uN this
entails all computations for the one-time offline phase along with M queries during the online
phase and restriction to the cylinder bottom. We tabulate total cost for queries on s ∈ D1 and
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Figure 1: EIM results for h(y; s). Top: The median and range of function values {h(y; s) :
s ∈ D1} and {yh(y; s) : s ∈ D2}, and the first four EIM snapshots for each case. The
shaded regions in the bottom left show the envelope of the functions h(·; s), and the markers
show locations of the EIM interpolations points. That these interpolation points distribute
evenly across the horizontal axis with a logarithmic scale demonstrate that our choice of
graded mesh near y = 0 is necessary to obtain a good EIM approximation. Bottom right:
EIM approximation error for the procedure (18). The norm on the space defined in (16)
is evaluated as the maximum over 2528 points on y ∈ [y−, y+] from the graded mesh and
1025 equidistant points on s ∈ Di ⊂ (0, 1). The exponential decay of error suggests that the
solutions VN and UN defined in (22) and (23) are proximal.
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Figure 2: Convergence of the RBM solution UN associated to problem (40), where µ = s is a
scalar.
s ∈ D2 separately, and observe savings of well over 2 orders of magnitude at approximately
312 queries. The speedup for marginal computing time (i.e., only online time) is well over
four orders of magnitude when 10 reduced basis functions are used. We also see that the RB
offline time is negligible and it quickly becomes worthwhile to invest in the offline stage in the
many-query setting.
Finally, we plot in Figure 4 the RB errors as a function of parameter for N = 2 or N = 7
are used for D1, and when N = 1 or N = 3 basis elements are used for D2. We also mark the
selected parameter values µj . We see that the method is effective in producing an accurate
surrogates over the whole domain using a very limited number of basis elements.
We do observe in Figure 2 that the error between the RBM surrogate uN and the restriction
of VN to the cylinder base stagnates for s ∈ D2. This is likely because we do not have
y-uniform convergence on [0,∞) of our EIM approximation, and thus our simplified truth
approximation UN retains a small discrepancy from the sought solution VN . However, this
stagnation occurs at relatively small values of the error, so that the RBM surrogate is still
quite robust and efficient.
4.3 Parameterized fractional Laplace problem
For this test we take a two-dimensional parameter µ:
µ = (s, ν) ∈ [0.03, 0.97]× [0, 1], (42a)
with
f(x; ν) = f1(x)ν
2 + f2(x)(1− ν2), (42b)
where the functions f1 and f2 are defined as,
f1(x) = sin(2pix1) sin(2pix2), f2(x) = sin(3pix1) sin(3pix2)e
x1x2
For the discrete set over which the optimization (39) is performed, we choose a tensor-product
grid, where grid in the s variable is 257 equispaced points on each of D1 and D2, and the grid
in the ν variable is 257 equispaced points on [0, 1]. This results in a total of 66, 049 training
points for the offline RBM procedure.
We again use the ensembles defined in (41) to ascertain error of the RBM surrogate uN ,
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Figure 3: The cumulative computation time for M queries of the full order model uN and the
RBM surrogate uN . On the left is for the case s ∈ D1 with N = 7; on the right, s ∈ D2 with
N = 3.
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Figure 4: RBM errors as a function of s for different values of N .
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Figure 5: Convergence of the RBM solution UN associated to problem (42), where µ = (s, ν).
and choose the ensemble {zj}Pj=1 as P = 900 points, constructed as a tensorial grid with 30
points each dimension on the parameter domain. We remove points overlapping with the
training set to compute errors. Error metrics for uN are shown in Figure 5. We observe
similar behavior as in the previous section.
5 Conclusion
We have provided a model-order reduction approach that enables fast evaluation of solutions
to parameterized fractional Laplace PDEs where at least one of the parameters is the frac-
tional exponent. Our strategy uses the reduced basis method to construct an efficient and
accurate surrogate. RBM procedures do not apply “out of the box” to the fractional Laplace
problem; in this paper we devised RBM algorithms that can address non-affine dependence
of the fractional exponent in the PDE operator, as well as parameter-dependent norms in
operator inf-sup conditions. Our numerical results demonstrate several orders of magnitude
computational speedup over a standard finite element solver.
Our truth approximation for the RBM solver is a finite element method based on an
extension solution to the fractional Laplace problem. The extension approach is seemingly
cumbersome in contrast to a Dunford-Taylor solution approach, but has the significant ad-
vantage that it can be augmented to address very general nonlocal elliptic problems. We
therefore expect this approach to be a cornerstone for future investigations in model order
reduction for nonlocal problems.
References
[1] G. Acosta and J.P. Borthagaray, A fractional Laplace equation: regularity of solutions
and finite element approximations, SIAM J. Numer. Anal. 55 (2017), no. 2, 472–495. MR
3620141
[2] M. Ainsworth and C. Glusa, Hybrid finite element-spectral method for the fractional
laplacian: Approximation theory and efficient solver, arXiv preprint arXiv:1709.01639
(2017).
20
[3] M. Ainsworth and Z. Mao, Analysis and approximation of a fractional Cahn-Hilliard
equation, SIAM J. Numer. Anal. 55 (2017), no. 4, 1689–1718. MR 3670722
[4] H. Antil and S. Bartels, Spectral approximation of fractional PDEs in image processing
and phase field modeling, Comput. Methods Appl. Math. 17 (2017), no. 4, 661–678. MR
3709055
[5] H. Antil, J. Pfefferer, and S. Rogovs, Fractional operators with inhomogeneous bound-
ary conditions: analysis, control, and discretization, To appear in Communications in
Mathematical Sciences (2018).
[6] H. Antil and C.N. Rautenberg, Sobolev spaces with non-muckenhoupt weights, fractional
elliptic operators, and applications, arXiv preprint arXiv:1803.10350 (2018).
[7] M. Barrault, N. C. Nguyen, Y. Maday, and A. T. Patera, An “empirical interpolation”
method: Application to efficient reduced-basis discretization of partial differential equa-
tions, C. R. Acad. Sci. Paris, Série I 339 (2004), 667–672.
[8] P. Binev, A. Cohen, W. Dahmen, R. Devore, G. Petrova, and P. Wojtaszczyk, Con-
vergence rates for greedy algorithms in reduced basis methods, SIAM J. MATH. ANAL
(2011), 1457–1472.
[9] Peter Binev, Albert Cohen, Wolfgang Dahmen, Ronald DeVore, Guergana Petrova, and
Przemyslaw Wojtaszczyk, Convergence Rates for Greedy Algorithms in Reduced Basis
Methods, SIAM Journal on Mathematical Analysis 43 (2011), no. 3, 1457–1472.
[10] A. Bonito and J.E. Pasciak, Numerical approximation of fractional powers of elliptic
operators, Math. Comp. 84 (2015), no. 295, 2083–2110. MR 3356020
[11] A. Bueno-Orovio, D. Kay, V. Grau, B. Rodriguez, and K. Burrage, Fractional diffusion
models of cardiac electrical propagation: role of structural heterogeneity in dispersion of
repolarization, Journal of Royal Society Interface (2014).
[12] X. Cabré and J. Tan, Positive solutions of nonlinear problems involving the square root
of the Laplacian, Adv. Math. 224 (2010), no. 5, 2052–2093. MR 2646117 (2011c:35106)
[13] L. Caffarelli and L. Silvestre, An extension problem related to the fractional Laplacian,
Comm. Part. Diff. Eqs. 32 (2007), no. 7-9, 1245–1260. MR 2354493 (2009k:35096)
[14] L.A. Caffarelli and P.R. Stinga, Fractional elliptic equations, Caccioppoli estimates and
regularity, Ann. Inst. H. Poincaré Anal. Non Linéaire 33 (2016), no. 3, 767–807. MR
3489634
[15] A. Capella, J. Dávila, L. Dupaigne, and Y. Sire, Regularity of radial extremal solutions for
some non-local semilinear equations, Comm. Part. Diff. Eqs. 36 (2011), no. 8, 1353–1384.
MR 2825595
[16] Y. Chen, J. S. Hesthaven, Y. Maday, and J. Rodríguez, Improved successive constraint
method based a posteriori error estimate for reduced basis approximation of 2d maxwell’s
problem, M2AN 43 (2009), 1099–1116.
[17] , Certified reduced basis methods and output bounds for the harmonic Maxwell’s
equations, Siam J. Sci. Comput. 32 (2010), no. 2, 970–996.
21
[18] Y. Chen, J. Jiang, and A. Narayan, Robust residual-based and residual-free greedy algo-
rithms for reduced basis methods, (2018).
[19] Z.-Q. Chen, P. Kim, T. Kumagai, and J. Wang, Heat kernel estimates for time fractional
equations, arXiv preprint arXiv:1708.05863 (2017).
[20] Ronald DeVore, Guergana Petrova, and Przemyslaw Wojtaszczyk, Greedy Algorithms for
Reduced Bases in Banach Spaces, Constructive Approximation (2013), 1–12 (en).
[21] Marta DâĂŹElia and Max Gunzburger, The fractional Laplacian operator on bounded
domains as a special case of the nonlocal diffusion operator, Computers & Mathematics
with Applications 66 (2013), no. 7, 1245–1260.
[22] P. Gatto and J.S. Hesthaven, Numerical approximation of the fractional laplacian via hp-
finite elements, with an application to image denoising, J. Sci. Comp. 65 (2015), no. 1,
249–270 (English).
[23] M. A. Grepl, Y. Maday, N. C. Nguyen, and A. T. Patera, Efficient reduced-basis treatment
of nonaffine and nonlinear partial differential equations, Mathematical Modelling and
Numerical Analysis 41 (2007), no. 3, 575–605.
[24] A. Grigor’yan and T. Kumagai, On the dichotomy in the heat kernel two sided estimates,
Analysis on graphs and its applications, Proc. Sympos. Pure Math., vol. 77, Amer. Math.
Soc., Providence, RI, 2008, pp. 199–210. MR 2459870
[25] Q.-Y. Guan, Integration by parts formula for regional fractional Laplacian, Comm. Math.
Phys. 266 (2006), no. 2, 289–329. MR 2238879
[26] B. Haasdonk and M. Ohlberger, Reduced basis method for finite volume approximations
of parametrized linear evolution equations, M2AN Math. Model. Numer. Anal. 42 (2008),
277–302.
[27] J.S. Hesthaven, G. Rozza, and B. Stamm, Certified reduced basis methods for parametrized
problems, Springer Briefs in Mathematics, Springer, 2015.
[28] D.B.P. Huynh, D.J. Knezevic, Y. Chen, J.S. Hesthaven, and A.T. Patera, A natural-norm
successive constraint method for inf-sup lower bounds, CMAME 199 (2010), 1963–1975.
[29] D.B.P. Huynh, G. Rozza, S. Sen, and A.T. Patera, A successive constraint linear opti-
mization method for lower bounds of parametric coercivity and inf-sup stability constants,
C. R. Acad. Sci. Paris, Se´rie I. 345 (2007), 473 – 478.
[30] Mateusz Kwaśnicki and Jacek Mucha, Extension technique for complete Bernstein func-
tions of the Laplace operator, Journal of Evolution Equations (2018), 1–39 (en).
[31] D. Meidner, J. Pfefferer, K. Schürholz, and B. Vexler, hp-finite elements for fractional
diffusion, arXiv preprint arXiv:1706.04066 (2017).
[32] S.A. Molˇ canov and E. Ostrovski˘ı, Symmetric stable processes as traces of degenerate
diffusion processes, Teor. Verojatnost. i Primenen. 14 (1969), 127–130. MR 0247668
[33] R. H. Nochetto, E. Otárola, and A. J. Salgado, A PDE approach to fractional diffusion
in general domains: A priori error analysis, Found. Comput. Math. 15 (2015), no. 3,
733–791 (English).
22
[34] G. Rozza, D.B.P. Huynh, and A.T. Patera, Reduced basis approximation and a poste-
riori error estimation for affinely parametrized elliptic coercive partial differential equa-
tions: Application to transport and continuum mechanics, Arch Comput Methods Eng
15 (2008), no. 3, 229–275.
[35] R. Song and Z. Vondraˇ cek, Potential theory of subordinate killed Brownian motion in
a domain, Probab. Theory Related Fields 125 (2003), no. 4, 578–592. MR 1974415
[36] Jürgen Sprekels and Enrico Valdinoci, A new type of identification problems: optimizing
the fractional order in a nonlocal evolution equation, SIAM J. Control Optim. 55 (2017),
no. 1, 70–93. MR 3590646
[37] P. R. Stinga and J. L. Torrea, Extension problem and Harnack’s inequality for some
fractional operators, Comm. Part. Diff. Eqs. 35 (2010), no. 11, 2092–2122. MR 2754080
(2012c:35456)
[38] L. Tartar, An introduction to Sobolev spaces and interpolation spaces, Lecture Notes
of the Unione Matematica Italiana, vol. 3, Springer, Berlin; UMI, Bologna, 2007. MR
2328004
[39] G.M. Viswanathan, V. Afanasyev, S.V. Buldyrev, E.J. Murphy, P.A. Prince, and H.E.
Stanley, Lévy flight search patterns of wandering albatrosses, Nature 381 (1996), no. 6581,
413.
[40] M. Warma, The fractional relative capacity and the fractional Laplacian with Neumann
and Robin boundary conditions on open sets, Potential Anal. 42 (2015), no. 2, 499–547.
MR 3306694
[41] David R. Witman, Max Gunzburger, and Janet Peterson, Reduced-order modeling for
nonlocal diffusion problems, International Journal for Numerical Methods in Fluids
(2016), n/a–n/a (en).
[42] K. Yosida, Functional analysis, Classics in Mathematics, Springer-Verlag, Berlin, 1995,
Reprint of the sixth (1980) edition. MR 1336382
23
