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Abstract. By variational methods, we prove the inequality∫
R
u′′2 dx−
∫
R
u′′ u2 dx ≥ I
∫
R
u4 dx ∀ u ∈ L4(R) such that u′′ ∈ L2(R)
for some constant I ∈ (−9/64,−1/4). This inequality is connected to Lieb-
Thirring type problems and has interesting scaling properties. The best
constant is achieved by sign changing minimizers of a problem on periodic
functions, but does not depend on the period. Moreover, we completely
characterize the minimizers of the periodic problem.
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1 Introduction
In this paper, we prove the inequality∫
R
u′′2 dx−
∫
R
u′′ u2 dx ≥ I
∫
R
u4 dx ∀ u ∈ L4(R) such that u′′ ∈ L2(R)
(1)
for some negative constant I. This inequality is a special case of more general
inequalities involving terms like : u′′2, u′′ u2, u′2 u, u′4/u2, u4... which all
share the same scaling behaviour under the scaling σ 7→ σ2 u(σ ·).
Apart from its own interest, the initial motivation for studying such a
problem is connected with Lieb-Thirring inequalities. In [1], R.D. Benguria
and M. Loss gave a simple proof of a theorem of A. Laptev and T. Weidl [3]
using a commutator method. It was then natural to ask if such a method
could also work for fourth order operators as well. This has been recently
investigated by A. Laptev and J. Hoppe [4]. It turns out that the above
inequality plays an important role for such an approach.
Our main result is the following.
Theorem 1 The best constant I in Inequality (1) is given by
I = inf
{∫ T
0 u
′′2 dx− ∫ T0 u′′ u2 dx∫ T
0 u
4 dx
: u 6≡ 0, u ∈ C∞(R/TZ)
}
where C∞(R/TZ) denotes the set of T -periodic functions in C∞(R). The
best constant is not achieved on R but it is achieved on the set of peri-
odic functions, and it is independent of the period T . It takes values in
(−1/4,−9/64).
Moreover, for any T > 0, there exists a unique minimizer with minimal
period T , up to translations. This minimizer changes sign.
The difficulty of the above minimization problem comes from the loss of
compactness due to the scaling and translation invariances. It is further-
more interesting to understand the rather nonstandard properties of the
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minimizers in the periodic case, which for instance are always given by sign
changing functions. On the whole real line, we will show that minimizing
sequences can be chosen as the restriction to a finite number of periods of
periodic functions, up to some tail, whatever the period is, and that the
infimum is reached when the number of periods goes to infinity.
A result similar to Theorem 1 was obtained by A. Leizarowitz and V.J.
Mizel [5] for some infinite-horizon variational problems of second order lead-
ing to a fourth order ODE. Certain conditions where given in [6] to assure
the uniqueness (up to translation) of the periodic minimizer. For a similar
ODE, V.J. Mizel, L.A. Peletier and W.C. Troy proved in [7] (also see [2])
that any periodic minimizer has to be even with respect to its extrema and
is therefore a single-bump function. L.A. Peletier in [8] proved using a cut-
and-paste argument in the (u, u′)-plane that the map x 7→ (u(x), u′(x)) ∈ R2
is injective. However, the specificity of the problem considered in this pa-
per is the scaling invariance which is not present in the above mentioned
references.
This paper is organized as follows. We first state some preliminary results
in Section 2. Then we prove Theorem 1 and some qualitative properties
of the minimizers in Section 3. The last Section is devoted to numerical
computations of the best constant, whose value is
I = −0.1580...
and for which precise theoretical estimate still need to be found.
2 Preliminary results
Let us define
I := inf
{
QR(u) : u 6≡ 0 , u ∈ L4(R) , u′′ ∈ L2(R)
}
(2)
where
QR(u) :=
∫
R
u′′2 dx− ∫
R
u′′ u2 dx∫
R
u4 dx
. (3)
By a density argument,
I := inf{QR(u) : u 6≡ 0 , u ∈ D(R)} . (4)
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The analogous variational problem with periodic boundary conditions on
[−T, T ) reads
IT := inf
{
QT (u) : u 6≡ 0 , u ∈ L4loc(R) , u′′ ∈ L2loc(R) , u(·+ 2T ) = u
}
,
(5)
where
QT (u) :=
∫ +T
−T u
′′2 dx− ∫ +T−T u′′ u2 dx∫ +T
−T u
4 dx
. (6)
In the rest of this paper, we prefer to work with 2T periodic functions instead
of T periodic functions and consider [0, T ) as the standard half period, for
notational convenience. We also denote more generally
QJ(u) :=
∫
J u
′′2 dx− ∫J u′′ u2 dx∫
J u
4 dx
,
for any interval J of R. QR will sometimes be simply denoted by Q when
there is no ambiguity. We shall prove in the following that IT = I for any
T > 0 and then prove a series of results on the features of the minimizers.
Lemma 1 [Well definiteness - First rough estimates]
−1
4
≤ I < 0 .
Proof. Let u ∈ D(R) with u ≤ 0, u 6≡ 0. We observe that for smooth enough
functions
−
∫
R
u′′ u2 dx = 2
∫
R
uu′2 dx
by integrating by parts. Then, for every λ > 0,
Q(λu) = λ−2
∫
R
u′′2 dx∫
R
u4 dx
+ 2λ−1
∫
R
uu′2 dx∫
R
u4 dx
,
and the second term, which can be taken negative by choosing u non-
positive, dominates as λ goes to infinity. This proves the negative upper
bound.
To get the lower bound, we simply observe that∫
R
u′′2 dx−
∫
R
u′′ u2 dx =
∫
R
∣∣∣u′′ − 1
2
u2
∣∣∣2 dx− 1
4
∫
R
u4 dx . (7)
♦
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As claimed in the introduction, the variational problem has some scaling
invariance (apart from the obvious translations invariance), which play an
important role in the analysis of the minimizing sequences and their possible
loss of compactness.
Lemma 2 [Scaling invariance] For every u 6≡ 0 such that u ∈ L4(R), u′′ ∈
L2(R) and for every σ > 0, if we define uσ := σ
2 u(σ·), then
Q(uσ) = Q(u) . (8)
Similarly, for any u ∈ L4(0, T ) such that u′′ ∈ L2(0, T ),
QT (uσ) = QσT (u) .
Therefore, for every T > 0, IT = I1.
The proof is straightforward and left to the reader. We now prove that
the variational problem over R reduces to the same problem but stated on
periodic functions.
Lemma 3 [Reduction to periodic functions] For any T > 0,
I = IT .
Proof. Let ε > 0 and let u ∈ D(R), u 6≡ 0, be such that I ≤ Q(u) ≤ I + ε.
For T large enough so that supp(u) ⊂ [−T, T ], u may be replicated as a C∞
periodic function and therefore I1 = IT ≤ Q(u) ≤ I + ε. Whence I1 ≤ I
since ε is arbitrary.
For the reverse inequality, we argue as follows. Let N be a positive
integer aimed at going to infinity. Let u1 be a 1-periodic smooth function
such that
Q1(u1) < I1 + ε .
We may build a function u ∈ H2loc(R) with compact support in [−(N +
1), N + 1] in the following way
u(x) =

0 if |x| ≥ N + 1,
u1 in [−N,N ],
and u glues u1 to 0 on [−(N + 1),−N ] ∪ [N,N + 1]. Then
I ≤ Q(u) = Q1(u1) +O
( 1
N
)
< I1 +O
( 1
N
)
+ ε ,
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so that I − I1 can be made arbitrarily small for N large enough and ε small
enough. ♦
The rest of the section is devoted to the analysis of the properties of the
solutions of the associated Euler-Lagrange equations.
Lemma 4 [Euler-Lagrange equations and regularity] Let us assume that
some function u is a minimizer either of Q or of QT , for some T > 0. Then
u is a classical solution to the Euler-Lagrange equation
u(iv) − 2u′′ u− u′ 2 = 2 I |u|2 u (9)
on R and u is a C∞ function.
Note that the Lagrange minimizer coincides with the value of the functional,
which is unusual in non-linear settings.
Proof. The Euler-Lagrange equations are easily obtained by considering a
variation of QJ , where, here and below, J stands for R or (−T, T ). As for
the regularity, we first get for any x, y ∈ J∣∣∣u′(x)− u′(y)∣∣∣ ≤ ∣∣∣∣∫ y
x
u′′(s) ds
∣∣∣∣ ≤√|x− y| ∣∣∣∣∫ y
x
u′′
2
ds
∣∣∣∣1/2
by integrating between x and y and using the Cauchy-Schwarz inequality,
so that u is bounded in C1,1/2(J). Because of the Euler-Lagrange equa-
tion, u(iv) is bounded in C3,1/2(J) for the same reason as above. The C∞-
regularity follows by bootstrapping. ♦
This lemma now helps to better estimate the value of the infimum I.
Lemma 5 [Improved estimate]
I < − 9
64
.
Proof. Let u be a C2 non-positive function with compact support. After
one integration by parts, we can write∫
R
u′′2 dx−
∫
R
u′′ u2 dx = − 9
64
∫
R
u4 dx+
∫
R
∣∣∣u′′ − 3
8
u2 − 2
3
u′2
u
∣∣∣2 dx .
Let us prove first that one can find a solution to
u′′ − 3
8
u2 − 2
3
u′2
u
= 0 . (10)
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On the support of u, define y := −|u|1/3 and solve
y′′ = 18 |y|4 ,
y′(0) = 0 , y(0) = y0 < 0 .
Then
u¯ :=

|y|2 y if y < 0
0 otherwise
is a solution of (10) on the support of u¯. Moreover, it is of class C2 on R
and
QR(u¯) = − 9
64
.
Note that on the boundary of its support, u¯′′′ 6= 0. Let us extend u¯ pe-
riodically. If one had I = −9/64, then u¯ would solve the Euler-Lagrange
equation (9) on R and u¯′′′ would be continuous, which is clearly not the case.
This ends the proof. ♦
Lemma 6 [Lower bound for I] Let T > 0 and assume that QT has a non-
trivial periodic minimizer with period 2T . Then
IT > −1
4
.
Proof. If we had IT = −14 , then any minimizer would be nonpositive since∫
u>0
u′′2 dx−
∫
u>0
u′′ u2 dx =
∫
u>0
u′′2 dx+ 2
∫
u>0
uu′2 dx ≥ 0
and because of (7), should satisfy∫ T
−T
∣∣∣u′′ − 1
2
u2
∣∣∣2 dx = 0 .
However any solution of
u′′ = 12 u
2
u′(0) = 0 , u(0) = u0 < 0
has a non-zero derivative at ending points −T and T . This is again a con-
tradiction with the regularity of any solution of the Euler-Lagrange equa-
tion (9). ♦
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Proposition 7 [Reduction to periodic functions that decrease on the half
period] The infimum I is approximated by a minimizing sequence (un)n∈N
with the following properties: each un has compact support and is made of the
restriction to a finite number of periods of periodic sign-changing functions
which are even and monotone on half of the period, up to some tail.
Proof. As seen in the proof of Lemma 3, we can choose a minimizing se-
quence (un)n∈N of I as the restriction to a finite number of periods of periodic
functions, up to some tail. The infimum is then reached when the number
of periods goes to infinity. Moreover we know from the proof of Lemma 5
that un must be sign-changing (at least for n large enough). We thus denote
by xin the critical points of un for every n with 1 ≤ i ≤ Nn. Assume that
for each n ∈ N, Nn < +∞ and that these points are ordered : xin < xi+1n for
any i. If Q
(−∞,x
i0
n )
(un) ≤ Q(xi0n ,+∞)(un), we do not increase the “energy”
Q(un) by replacing un(x) by un(2x
i0
n − x) for any x ≥ xi0n . Moreover, if i0 is
such that Q
(x
i0
n ,x
i0+1
n )
(un) ≤ Q(xin,xi+1n )(un) for any i 6= i0, it is easy to build a
new function u˜n which is even, 2 T˜n-periodic on an interval (−Nn T˜n, Nn T˜n)
with Nn large and T˜n = x
i0+1
n − xi0n , and such that u˜n(x) = un(x+ xi0n ) for
any x ∈ (0, T˜n) and
QR(u˜n) ≤ QR(un) +O
( 1
Nn
)
(the idea is to take sufficiently many periods, i.e. Nn large enough, and to
then glue the function to 0 as in the proof of Lemma 3). By construction,
u˜n is monotone on
(
0, T˜n
)
and up to a shift of a half period, we may assume
that it is strictly decreasing. ♦
3 Proof of the main result
According to the results of Section 2, the minimization problem in the whole
space is reduced to the minimization problem in the periodic case. It remains
to prove that IT is achieved for some T > 0, which is the core of the proof
of Theorem 1.
Proposition 8 [Existence of a minimizer for the periodic case] For any
T > 0, there exists a smooth nontrivial function u of period 2T such that
QT (u) = I .
Moreover, there is at least one minimizer u which attains its absolute maxi-
mum at 0 (up to a translation), satisfies u(0) > 0, u′(0) = u′(T ) = 0, and is
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even, decreasing on (0, T ). In addition, u changes sign in (0, T ) and solves
on R the fourth order ODE
u(iv) − 2u′′ u− u′ 2 = 2 I |u|2 u ,
u(·+ 2T ) = u(·) .
(11)
Proof. Let us start with some preliminary considerations. By density, the
infimum of Q on R can be computed on the set of smooth functions with
compact support :
I = inf
u∈D(R)
Q(u) .
According to Lemma 3, it is clear that
I = inf
u∈C∞per(R)
QT (u)(u) ,
where 2T (u) is the minimal period of u. According to Proposition 7, we
can further ask that u is monotone decreasing on (0, T (u)) and even. Thus
we can reduce the problem to the case of Neumann boundary conditions
I = inf
u∈N
Q(0,T )(u)
where N is the set of the 2T -periodic even functions u ∈ C∞(R) such that
u′ < 0 on (0, T ) and u′(0) = u′(T ) = 0. Because of Lemma 2, since for
uσ := σ
2 u(σ ·),
Q(0,T (uσ))(uσ) = Q(0,T (u))(u) ,
with T (uσ) = T (u)/σ, there is no restriction to assume that T (u) = 1. Thus
I = inf
u ∈ C∞(R)
u′ < 0 on (0, 1)
u′(0) = u′(1) = 0
Q(0,1)(u) .
To find a minimizer to the above minimization problem, we shall con-
sider a minimizing sequence (un)n∈N of the following equivalent minimization
problem of Nehari type :
I = inf
u ∈ C∞per(R)
u′ < 0 on (0, T (u))
u′(0) = u′(T (u)) = 0∫ T (u)
0 |u|4 dx = 1
∫ T (u)
0
[
u′′2 − u′′ u2] dx . (12)
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Since for uµ(x) := µ
1/4u(µx), the quantity
µ 7→
∫ T (uµ)
0
[
u′′µ
2 − u′′µ u2µ
]
dx = µ7/2
∫ T (u)
0
u′′2 dx− µ7/4
∫ T (u)
0
u′′ u2 dx
has a minimum for
µ7/4 =
∫ T (u)
0 u
′′ u2 dx
2
∫ T (u)
0 u
′′2 dx
,
there is no restriction to assume that the problem has already been optimized
with respect to µ, so that we may further impose∫ T (u)
0
u′′ u2 dx = 2
∫ T (u)
0
u′′2 dx .
It is then clear that
Q(0,T (u))(u) < 0
since
∫ T (u)
0 [u
′′2 − u′′ u2] = − ∫ T (u)0 u′′2. Going back to the minimizing se-
quence, we impose that∫ T (un)
0
|un|4 dx = 1 and
∫ T (un)
0
u′′n u
2
n dx = 2
∫ T (un)
0
u′′n
2 dx ,
so that
lim
n→∞
∫ T (un)
0
u′′n
2 dx = |I| and lim
n→∞
∫ T (un)
0
u′′n u
2
n dx = 2 |I| . (13)
Define now Tn = T (un) and assume first that lim infn→+∞ Tn = +∞.
There is no restriction to assume that un is strictly sign changing (if not,
we would obtain : I ≥ −9/64) : For any n ∈ N, there exists an xn ∈ (0, Tn)
such that un(xn) = 0. Let us prove that lim infn→+∞ u
′
n(xn) = 0. For that
purpose, consider u¯n(·) = un(·+ xn). Since un is nonincreasing,
un(x) ≥ un(xn − 1) = u¯n(−1) ∀ x ∈ (0, xn − 1)
if xn > 1, and
u¯n(1) = un(xn + 1) ≥ un(x) ∀ x ∈ (xn + 1, Tn)
if xn < Tn − 1. For n large enough, at least one of these two conditions has
to be satisfied and either xn → +∞ or Tn − xn → +∞. Since (un)n∈N is
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bounded in L4(0, Tn), this means that either u¯n(−1)→ 0 or u¯n(1)→ 0. On
the other hand, (u¯n)n∈N is bounded in H
2(−1, 1) and therefore converges
up to the extraction of a subsequence to a limit u¯ weakly in H2(−1, 1)
and strongly in C1,1/2(−1, 1). Since u¯ ≡ 0 either on (−1, 0) or on (0, 1),
u¯′(0) = 0, this proves that lim infn→+∞ u
′
n(xn) = 0.
It is then easy to check that for the minimizing sequence (un)n∈N, we
can impose u′n(xn) = 0 for any n ∈ N, up to a small change of the sequence
(un)n∈N. But this is contradictory with the fact that∫ Tn
0
[
u′′n
2 − u′′n u2n
]
dx =
∫ xn
0
[
u′′n
2 + 2un u
′
n
2
]
dx
− 9
64
∫ Tn
xn
|un|4 dx+
∫ Tn
xn
∣∣∣∣∣u′′n − 38 u2n + 23 u′n2un
∣∣∣∣∣
2
dx
≥ − 9
64
∫ Tn
xn
|un|4 dx ,
− 9
64
≤ Q[0,Tn](u−n ) ≤ Q[xn,Tn](un) ≤ Q[0,Tn](un) ,
which proves that (u−n )n∈N is also a minimizing sequence for Q and shows
that I = −9/64, a contradiction with Lemma 5.
Thus we know that lim supn→+∞ Tn < +∞, eventually up to the ex-
traction of a subsequence. Let us rescale the minimizing sequence (un)n∈N :
vn(x) = T
1/4
n un(Tn x) ∀ x ∈ (0, 1) , (14)
so that vn is monotone decreasing on (0, 1), v
′
n(0) = v
′
n(1) = 0, and (13) can
be rephrased into
lim
n→∞
T−7/2n
∫ 1
0
v′′n
2 dx = |I| and lim
n→∞
T−7/4n
∫ 1
0
v′′n |vn|2 dx = 2 |I| .
(15)
Note that ∫ 1
0
|vn|4 dx =
∫ 1
0
|un|4 dx = 1 ∀ n ∈ N .
Depending on the asymptotic behaviour of (Tn)n∈N, there are two possible
cases :
(i) If lim supn→∞ Tn = 0, then, because of (14), lim supn→∞
∫ 1
0 v
′′
n
2 dx = 0.
Therefore, as v′n(0) = 0, v
′
n(x) =
∫ x
0 v
′′
n(t) dt, and (v
′
n)n∈N uniformly
converges to 0. Since vn cancels in (0, 1), the same argument shows
12 R. Benguria, I. Catto, J. Dolbeault, & R. Monneau November 9, 2018
that (vn)n∈N uniformly converges to 0. This is a contradiction with
the assumption that
∫ 1
0 |vn|4 dx = 1 for any n ∈ N.
(ii) Up to the extraction of a subsequence, (Tn)n∈N converges to some fi-
nite limit T in (0,+∞). Then ∫ 10 v′′n2 dx is uniformly bounded and,
up to the extraction of a further subsequence, (vn)n∈N weakly con-
verges in H2(0, 1) and uniformly to some function v which is even,
1-periodic and non-increasing over the half-period for the same rea-
son as in Proposition 7. By Rellich’s compactness theorem, (vn)n∈N
strongly converges in L4(0, 1) and
∫ 1
0 v
4dx= 1. Due to (15) and de-
noting u(x) := T−1/4 v(x/T ), we get
|I| = lim inf
n→∞
T−7/2n
∫ 1
0
v′′n
2 dx
≥ T−7/2
∫ 1
0
v′′2 dx =
∫ T
0
u′′2 dx (16)
and
2 |I| = lim
n→∞
T−7/4n
∫ 1
0
v′′n |vn|2 dx
= T−7/4
∫ 1
0
v′′ |v|2 dx =
∫ T
0
u′′ |u|2 dx , (17)
together with
∫ T
0 u
4 dx = 1. Owing to the two facts that u is 2T
periodic and even, it is then straightforward to check that u is a min-
imizer for IT . As a consequence the inequality in (16) is an equality
and up to the extraction of a subsequence (vn)n∈N strongly converges
to v in H2loc(R) ∩ C1,1/2. In particular u′(0) = u′(T ) = 0 holds and u
is non-increasing and changes sign on the half-period.
This ends the proof of the existence of a minimizer, after an eventual rescal-
ing according to Lemma 2. The Euler-Lagrange equation (11) is easily
deduced, as already noted in Lemma 4.
Moreover u is decreasing on (0, T ). If it was not the case, u would be
constant on some interval and by the Euler-Lagrange equation this constant
would be 0. But since u is not identically 0 (because of
∫ T
0 u
4 dx = 1), this
would be a contradiction with the Cauchy-Lispschitz theorem. ♦
Remark 1 [Lower bound for the period] One can give an explicit lower
bound for the value of lim infn→∞ Tn as follows :
|v′n(x)|2 =
(∫ x
0
v′′n(t) dt
)2
≤ x
∫ 1/2
0
|v′′n(t)|2 dt ,
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if 0 ≤ x ≤ 1/2, whereas
|v′n(x)|2 =
(∫ 1
x
v′′n(t) dt
)2
≤ (1− x)
∫ 1
1/2
|v′′n(t)|2 dt ,
if 1/2 ≤ x ≤ 1. Thus
‖v′n‖L∞ ≤
√
1
2
∫ 1
0
|v′′n|2 dx
and since vn changes sign in (0, 1),
‖vn‖L∞ ≤ ‖v′n‖L∞ .
Thus,
1 =
∫ 1
0
|vn|4 dx ≤ 1
4
(∫ 1
0
|v′′n|2 dx
)2
∼ 1
4
T 7n |I|2 ,
from which we deduce that
lim inf
n→∞
Tn ≥ (|I|/2)−2/7 .
We are now going to prove that such a minimizer is unique. We begin with
the following :
Lemma 9 [Infimum] Any periodic solution of
u(iv) − 2uu′′ − u′2 + 2λ |u|2 u = 0
u(0) = 1 , u′′(0) = −a , u′(0) = u′′′(0) = 0
(18)
with λ = −QT (u)(u) satisfies
−u′′(0) =
√
−QT (u)(u) .
Recall that in the case of the Euler-Lagrange equations, λ = −I.
Proof. We denote T = T (u) and λ = −QT (u)(u) to lighten the notation.
Multiply (18) by u and xu′ and integrate on (0, 2T ) :∫ 2T
0
u′′
2
dx+ 3
∫ 2T
0
uu′
2
dx+ 2λ
∫ 2T
0
u4 dx = 0 ,
T
(
λ− |u′′(0)|2
)
+
3
2
∫ 2T
0
u′′
2
dx+
∫ 2T
0
uu′
2
dx− λ
2
∫ 2T
0
u4 dx = 0 .
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Moreover, by definition of λ,∫ 2T
0
u′′
2
dx+ 2
∫ 2T
0
uu′
2
dx+ λ
∫ 2T
0
u4 dx = 0 .
Combining these estimates, we get
−QT (u)(u) = |u′′(0)|2 ,
which ends the proof. ♦
Corollary 10 [Uniqueness] For a given period T > 0, there is only one
minimizer uT of IT which is even and decreasing over the half period.
By the scaling invariance (Lemma 2) we deduce that all such periodic min-
imizers uT are deduced from each other by a change of scale.
Proof. Uniqueness follows from Lemma 9 if we prove first that u′′′(0) = 0.
Assume that this is not the case and consider u˜ defined by :
u˜(x) =

u(x) if x ∈ [0, T (u))
u(−x) if x ∈ (−T (u), 0)
and extend it by periodicity. It is easy to check that
Q(−T (u),0)(u) = Q(0,T (u))(u) = I .
If this was not the case, say if Q(−T (u),0)(u) < Q(0,T (u))(u), then we would
indeed get
Q(−T (u),T (u))(u˜) < I .
This means that u˜ is also a minimizer and solves the Euler-Lagrange equa-
tions on (−T (u), T (u)). The function u˜(iv) is bounded in L2(−T (u), T (u)),
which implies that u˜′′′ is continuous at x = 0 : then, by unique continuation,
−u˜′′′(0−) = u˜′′′(0+) = u′′′(0) = 0. ♦
Proposition 11 [I is not a minimum] The infimum I is not achieved by a
function in L4(R).
Proof. Let us prove it by contradiction. Assume that I has a minimizer u
in L4(R). Because of the Euler-Lagrange equations, u is smooth and has
to decay to 0 at infinity. Because of the uniqueness of the solutions of the
Euler-Lagrange equations, u cannot have compact support. The function u
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has infinitely many critical points, otherwise it is easy to define the tails
of u as u|(−∞,x) and u|(x,+∞) where x and x are respectively the smallest
and the largest critical points of u. The contribution of the tails to QR(u) =
Q(−∞,x)(u|(−∞,x))+Q|(x,x)(u)+Q(x,+∞)(u|(x,+∞)) is clearly not optimal, for
the same reason as in the proof of Proposition 8 (case Tn → +∞).
Between two critical points, u solve (12) and is therefore made of the half
of a periodic function. By Corollary 10, the solution is uniquely determined,
which means that u itself is periodic. This is clearly a contradiction with
the assumption that u belongs to L4(R). ♦
4 A numerical computation of the infimum
In this last section, we rely on the properties of the particular periodic min-
imizers which have been built in the previous section – that is, minimizers
which are even with an absolute maximum at 0 (up to a translation) and
decrease over the half period – to provide schemes in order to numerically
compute the value of the infimum I.
Any such minimizer of the periodic problem solves the Euler-Lagrange
equation (11) and satisfies
u(0) = max
(−T (u),T (u))
u ,
so that
u′(0) = u′′′(0) = 0 .
Furthermore, up to a rescaling (which means that one has to change the
period accordingly), we may assume that
u(0) = 1 .
This reduces the problem of finding a solution to a shooting problem in
terms of
a = −u′′(0) ,
once the value of I is known. To determine I, we shall therefore proceed
as follows : Determine first the parameter a ≥ 0 such that for λ < 1/4,
Equation (18) has a solution u such that u′ changes sign. It is an open
question to determine theoretically the range of λ and a for which such a
solution exists. Numerically, for λ ∈ (9/64, 1/4) we find a = a(λ) by a
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shooting method as follows : For a and λ given, we solve (18) and define
T (a, λ) as the first positive critical point of the solution, say ua,λ :
T (a, λ) := inf{x > 0 : u′a,λ(x) = 0} .
It is not clear that such a quantity is always well defined and finite since ua,λ
can be monotone decreasing or can even eventually explode monotonically.
However, numerically we observe that this quantity makes sense.
Then for a fixed λ we minimize Q(0,T (a,λ))(ua,λ) on the set of the pos-
itive a for which T (λ) := T (a, λ) is finite. This determines a(λ). By pe-
riodicity, we extend the function ua(λ),λ from (−T (λ), T (λ)) to R. Denote
this extension by uλ. There is no reason why u
′′′
λ should be continuous at
x = T (λ), and in general uλ is not a solution of (18) on R. Note that by
construction u′′′λ (0) = 0 and uλ is even. Then we minimize again
J(λ) := Q(0,T (λ))(uλ) .
It is easy to prove that if J(λ) is well defined on (9/64, 1/4), then
inf
λ∈(9/64,1/4)
J(λ) = I = J(−I) .
Note that uI is a solution of (18) on R. Numerically, we find
I ≈ − 0.1580 . . .
Alternatively, we can take advantage of the property stated in Lemma 9.
Define u˜λ as the solution of (18) with a =
√
λ and
T˜ (λ) := inf{x > 0 : u˜′λ(x) = 0} .
There is again no a priori reason why this quantity should be finite or even
well defined, but numerically this makes sense. If we compute
J˜(λ) := Q(0,T˜ (λ))(u˜λ)
and numerically solve the equation
J˜(λ) + λ = 0 , (19)
it is easy to check that
I = J˜(−I) .
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λ
µ
µ = J(λ)
µ = −λ
Figure 1: Plot of the function J(λ) when λ varies in the interval (0.1, 1/4). Note
that 0.1 < 9/64 ≈ 0.140625 . . . < 1/4 = 0.25. The minimum I = −λ is given as the
solution of J(λ) = −λ. Also note that the scales are not the same for λ and µ.
In practice, the curves λ 7→ J(λ) and λ 7→ J˜(λ) are almost the same but
the second method is much more efficient. Numerically, Equation (19) has
a single solution for λ ∈ (0.1, 1/4). Note that on R, u˜λ is a solution of (18)
which is not necessarily 2 T˜ (λ) periodic. However, exactly as in the first
method, it is a good family of test functions since it contains the minimizer.
Let us conclude with a remark on quadratures. The equation for a
minimizer can be reduced to a first order one as follows. Consider the
Euler-Lagrange equation:
u(iv) − 2uu′′ − u′2 − 2 I u3 = 0 ,
multiply it by u′ and integrate :
u′ u(iii) − 1
2
(u′′)2 − (u′)2 u− 1
2
I u4 = 0 ,
where it is easy to check that the constant of integration is zero. Then we
can set
u′ = F (u)
for an unknown function F , and it is easy to check that the function y :=
F 3/2 satisfies:
y′′ =
3
2
y−1/3 u+
3
4
I u4 y−5/3 .
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x
y
y = u(x)
0
1
T (u)
Figure 2: Plot of the unique minimizer x 7→ u(x) such that u(0) = 1, u′(0) =
u′′′(0) = 0, u′′(0) = −√|I|. We note that u changes sign and is monotone on
(0, T (u)) with T (u) ≈ 3.43963 . . .
From the scaling property of the original equation, it follows that y can be
written as
y′ = u5/4 f
( y
u9/4
)
,
where f = f(z), z = y/u9/4, has to satisfy
f ′ (f − 9
4
z) = −5
4
f +
3
2
z−1/3 +
3
4
I z−5/3 .
Thus our particular fourth order ODE can be reduced by successive quadra-
tures to the integration of a first order ODE.
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