A graph Γ is k-CS-transitive, for a positive integer k, if for any two connected isomorphic induced subgraphs A and B of Γ , each of size k, there is an automorphism of Γ taking A to B. The graph is called k-CS-homogeneous if any isomorphism between two connected induced subgraphs of size k extends to an automorphism. We consider locally-finite infinite k-CS-homogeneous and k-CS-transitive graphs. We classify those that are 3-CS-transitive (respectively homogeneous) and have more than one end. In particular, the 3-CS-homogeneous graphs with more than one end are precisely Macpherson's locally finite distance transitive graphs. The 3-CS-transitive but non-homogeneous graphs come in two classes. The first are line graphs of semiregular trees with valencies 2 and m, while the second is a class of graphs built up from copies of the complete graph K 4 , which we describe.
graphs. The finite homogeneous graphs were determined by Gardiner in [12] , and this was extended to countable graphs by Lachlan and Woodrow in [18] .
Homogeneity can be weakened in various ways. For example, one can consider k-homogeneity, meaning that isomorphisms between induced subgraphs of size k extend to automorphisms. Stronger than this we have k-homogeneity, meaning i-homogeneous for all i k. In particular 1-homogeneity is the same as vertex transitivity and, as mentioned above, there is no hope of a classification. On the other hand, the finite 2-homogeneous graphs are known (this is a consequence of [19] ). If we weaken k-homogeneity, by insisting only that at least one of the isomorphisms between the two substructures extends to an automorphism, we get the notions of k-transitivity and k-transitivity (also known as k-set-and k-set-homogeneity). These concepts were introduced by Fraïssé in [11] . In [26] it is shown that for finite graphs, set homogeneity implies homogeneity, and in [5] examples are provided to show that this result does not extend to countable graphs.
The graph Γ is k-distance-transitive, for k 1, if for each i with 0 i k, Aut Γ acts transitively on the set {(u, v) ∈ V Γ × V Γ : d (u, v) = i}, where d (u, v) denotes the minimum length of a path from u to v. If Γ is k-distance-transitive for all k then we say that Γ is distance transitive. The problem of classifying all distance transitive graphs has received a great deal of attention but as yet is still incomplete, even for the case of finite graphs (see [1] ). On the other hand, the connected infinite locally-finite distance-transitive graphs (which are necessarily countable) were classified in [20] (a result strengthened to distance regular graphs by A.A. Ivanov [17] , in independent work).
An s-arc is a sequence v 0 , . . . , v s of vertices such that v i is adjacent to v i+1 for all 0 i s − 1, and v j = v j+2 for 0 j s − 2. A graph is s-arc transitive if its automorphism group acts transitively on s-arcs. In [30] Weiss showed that a finite s-arc transitive graph, with valency at least three, must satisfy s 7. It is not hard to see that the only connected infinite graphs that are s-arc-transitive for all s are regular trees. This is not the case if one considers arc-transitive digraphs (meaning that the automorphism group is transitive on directed arcs) and highly-arc-transitive digraphs have been considered in [2, 24, 25] . A fair amount of work has also been done on the problem of classifying the finite 2-arc-transitive graphs, but the classification is, as yet, still incomplete (see [16] and [6] for example).
In this article we will be concerned with connected infinite locally-finite graphs. If Γ is such a graph then we can find, by König's infinity lemma, a one-way infinite geodesic path L = (x 0 , x 1 , . . .) in Γ . If Γ was k-transitive for some k 1 then, in particular, there would be an automorphism sending the subgraph induced by {x 2 , x 4 , . . . , x 2k } to that induced by {x 3 , x 6 , . . . , x 3k }, and this would only be possible if k = 1. As a consequence, it follows that for infinite locally-finite graphs k-transitivity is not an interesting thing to consider. One natural way of modifying the definition, so that it is interesting for infinite locally-finite graphs, is to insist that the automorphism group acts transitively just on the connected induced subgraphs. We say that Γ is k-CS-transitive if for any two isomorphic connected induced subgraphs of Γ of size k there is an automorphism that sends one to the other. We say that Γ is k-CS-homogeneous if every isomorphism between connected k-element induced subgraphs extends to an automorphism. If Γ is k-CS-homogeneous for all k we call Γ connectedhomogeneous.
The finite and countably infinite connected-homogeneous graphs have been classified; see [10, 13, 14] . In fact, in the case of infinite locally finite graphs the connected-homogeneous graphs are precisely the infinite distance-transitive graphs of [20] .
Another place in the literature where k-CS-transitive graphs have appeared is in the work [3, 28, 29] , on the classification of the, so-called, cycle-free partial orders. Part of this work involved the classification of certain countable partial orders with the property that their maximal chains all have height two. Given such a poset M the property of cycle-freeness is tested by first constructing a particular extension of M, called the Dedekind-MacNeille completion M D of M, and then insisting that M D contains no cycles (in some specific sense). By thinking of the original two-level poset as a bipartite graph it turns out that, in the locally finite case, the condition of cycle-freeness tells us that this graph must be "tree-like." In particular each of these graphs must have more than one end, where the number of ends of a graph Γ is the least upper bound (possibly infinity) of the number of connected components with infinitely many vertices that can be obtained by removing finitely many vertices from Γ (see Section 2 for more details on ends of graphs). The connections between ends of graphs and cycle-free partial orders are explored in more detail in [15] . Thus, arising from the study of cycle-free partial orders are several families of k-CS-transitive and k-CS-homogeneous locally finite graphs with more than one end. Therefore one natural way of extending the work on cycle-free partial orders is to seek a classification of all such graphs for k 1. Several results exist showing the sensitivity of graphs with more than one end to, seemingly weak, transitivity assumptions. For example: [27, Theorem 3.2] .) If Γ is a connected, locally finite, 2-arc-transitive graph with more than one end, then Γ is a regular tree.
Theorem 1. (See
A result of a similar flavour was proved by Möller in [22] where he shows Theorem 2. (See [22, Main Theorem] .) Let Γ be a locally finite connected graph with more than one end. If Γ is 2-distance-transitive then Γ is distance transitive (and so is isomorphic to a graph X k,l for k 1, l 2).
(See below for the definition of the graphs X k,l .) Motivated by these two results, and the connection with cycle-free partial orders mentioned above, we now consider the following problem.
Problem 3.
Classify the k-CS-homogeneous (respectively transitive) locally finite graphs with more than one end, for k 2.
Of course when k = 1, 1-CS-homogeneity is the same as 1-CS-transitivity which is just vertex transitivity, and when k = 2, 2-CS-homogeneity corresponds to 1-arc-transitivity, while 2-CS-transitivity is equivalent to edge transitivity. In [23] it is pointed out that there is not much hope for a classification for 1-arc-transitive locally-finite graphs with more than one end since Dunwoody in [9] has given an example of such a graph that is 4-regular but is a, so-called, inaccessible graph. Thus the first reasonable case to consider is the case k = 3. Our aim here is to answer Problem 3 for the case k = 3.
First we describe the graphs of the classification. (Any undefined notion used here will be defined in the beginning of Section 2.) The graphs X r,l are the locally finite distance transitive graphs arising from the classification given in [20] . For integers a and b, let T a,b be the infinite semi-regular tree with valencies a and b in its bipartite blocks. For integers r 1 and l 2, the graph X r,l has as its vertex set the bipartite block of T r+1,l of valency l, with two vertices adjacent if they lie at distance 2 in the tree. This graph has connectivity 1, and for each vertex v ∈ X r,l the subgraph induced by the neighbourhood N(v) of v is a disjoint union of l copies of the complete graph K r .
We define Y r to be the line graph L(T 2,r+1 ) for r a positive integer. The graph Y r has connectivity one, and the subgraph induced by the neighbourhood of any vertex is isomorphic to the disjoint union of K r and the trivial one element graph.
Finally we describe a family of graphs built up from copies of the complete graph K 4 by gluing together edges. Begin with an infinite d-regular tree denoted by T d . Let T d be a disjoint isomorphic copy of T d , where v is the image of v under the isomorphism. Define a projection map π :
This may be visualised as a three-dimensional object constructed of copies of K 4 , standing vertically and glued together at edges. From above the structure looks like the d-regular tree T d (see Fig. 1 ).
Our main result is the following, the proof of which will be established over the remaining sections.
Theorem 4.
Let Γ be a connected 3-CS-transitive locally finite graph with more than one end. If Γ is 3-CShomogeneous then Γ ∼ = X r,l for some r 1, l 2. Otherwise Γ is not 3-CS-homogeneous in which case Γ is isomorphic either to Y r , with r 3, or to K 4 (r) for some r 2. One direction is obvious, since each of the graphs X r,l , Y r , and K 4 (r) is clearly 3-CS-transitive, and each has more than one end. The rest of this paper is concerned with proving the other direction of Theorem 4.
Preliminaries: Graphs and their ends
We begin with some basic definitions that we need for what follows. Let Γ be a graph. We say that two vertices x and y are adjacent if {x, y} ∈ EΓ . For any vertex v in Γ we use N Γ (v) (or simply N(v) when it is clear from the context) to denote the set of all vertices adjacent to v in the graph Γ . We call |N(v)| the degree (or valency) of the vertex v. If all vertices in Γ have the same degree we say that the graph is regular. A graph all of whose vertices have finite degree is said to be locally finite. Given a subset X of V Γ we use X to denote the subgraph induced by the vertices in X , and we write Γ \ X to denote V Γ \ X . A path in Γ is a sequence of distinct (except possibly the first and last) vertices such that adjacent vertices in the sequence are adjacent in the graph. A path is called geodesic if each finite subpath is a path of shortest length between its endvertices. A finite path whose first and last vertices are equal is called a circuit. We say that Γ is connected if there is a path between any two vertices in the graph. A connected graph with no circuits is called a tree. A graph is called bipartite if there is a partition of the vertex set into two parts X and Y such that every edge of Γ has one endvertex in X and the other in Y . If, in addition, any two vertices in X have the same degree, and any two vertices in Y have the same degree, we say that Γ is semi-regular. For a positive integer r we use K r to denote the graph with r vertices where all pairs of distinct vertices are adjacent. We call this the complete graph on r vertices. By the null graph on r vertices we mean the graph with r vertices and no edges at all. The line graph L(Γ ) of a graph Γ has vertex set EΓ and for e, f ∈ EΓ we have e and f adjacent in L(Γ ) if and only if as edges of Γ they have a common endvertex.
We use d Γ (u, v) to denote the minimum length of a path from u to v in the graph Γ . Also, given a subset A of Γ we write
An automorphism of Γ is a bijection α : V Γ → V Γ taking edges to edges, and non-edges to non-edges. The set of all automorphisms forms a group which we denote by Aut Γ . Given an automorphism α ∈ Aut Γ and a vertex v ∈ V Γ we use v α to denote the image of v under α. The action of G on the vertex set V Γ extends to subsets of V Γ in the natural way where A α = {a α : a ∈ A} for α ∈ G and A a subset of V Γ . If Γ is connected then d is a metric on V Γ , and Aut Γ is the group of isometries of the vertex set V Γ with respect to this metric.
Let Γ be a connected infinite locally-finite graph. A ray in Γ is a sequence {v i } i∈N of distinct vertices such that v i is adjacent to v i+1 for all i ∈ N. Since Γ is locally finite, for every vertex v in Γ there is a ray in Γ beginning at v. A line in Γ is a sequence {v i } i∈Z of distinct vertices such that v i is adjacent to v i+1 for all i ∈ Z.
The ends of Γ are equivalence classes of rays. 
3-CS-transitive and homogeneous graphs
Throughout this section Γ will denote an infinite connected locally-finite graph. For such graphs it is, in general, not the case that k-CS-transitivity (respectively homogeneity) implies n-CS-transitivity (homogeneity), for n k. We now state some lemmas showing that, in certain situations, k-CStransitivity (homogeneity) does imply n-CS-transitivity (homogeneity), for particular values of n k. Now we will move on to the problem of classifying the 3-CS-transitive examples. Let Γ be an infinite locally finite 3-CS-transitive graph with more than one end. We saw in Lemma 10 that Γ is vertex transitive. On the other hand, in contrast to the 3-CS-homogeneous graphs above, now it is no longer necessarily true that Γ is edge transitive. For example, it is clear that the graphs Y r and K 4 (r) are not edge transitive, even though they are 3-CS-transitive. It follows that Γ is not necessarily 2-distance transitive and so we cannot apply Theorem 2 directly. We will now extend the methods used in [22] to attack the problem directly.
Tree sets, D-cuts, and structure trees
When working with graphs with more than one end the, so-called, theory of structure trees is commonly used. We now give some general background and definitions from this area, taken from [23] ; see also [4, Chapter 2] . The results of this section are general, and apply to arbitrary connected locally-finite infinite graphs. They will then be applied to 3-CS-transitive graphs in later sections. Throughout this section Γ will denote an infinite connected locally-finite graph.
For C ⊆ V Γ the boundary ∂C is the set of vertices in V Γ \ C that are adjacent to a vertex in C . The co-boundary δC of C is the set of edges that have one end vertex in C and the other one in V Γ \ C .
If C has a finite boundary and C contains infinitely many vertices from some ray then C contains infinitely many vertices from every other ray in the same end as that ray. Thus it makes sense to talk about the ends that are contained in C . If F ⊆ V Γ is finite then the connected components of Γ \ F have finite boundaries and if the ends ω and ω belong to different connected components of Γ \ F we say that F separates the ends ω and ω . A subset e ⊆ V Γ such that ∂e is finite is called a cut. We use e * to denote the complement of e in V Γ . Clearly e is a cut if and only if e * is a cut. A cut is tight if both e and e * are connected.
Let BΓ be the Boolean ring of all subsets of V Γ that have finite co-boundary (i.e. finitely many edges on its boundary), so the elements of BΓ are cuts.
Definition 12.
A subset E of BΓ is called a tree set if:
(ii) for all e, f ∈ E there are only finitely many
In addition to this, E is called undirected if the following also holds.
(iv) If e ∈ E then e * ∈ E, for all e ∈ E.
Let G = Aut Γ be the automorphism group of the graph Γ . If e ⊆ V Γ is a cut then so is e α for all α ∈ G. We use Ge to denote the orbit of a cut e under the action of G on subsets of V Γ . So Ge is a set of cuts. A tree-set E will be called G-invariant if whenever e ∈ E and α ∈ G this implies e α ∈ E (i.e. E is a union of orbits under the action of G on BΓ ). Given a graph Γ there are, potentially, many different tree sets E ⊆ BΓ that we might like to consider. However, for the purposes of this paper it will be sufficient to work with a particular kind of tree set, which we now describe.
Definition 13.
If e is an infinite tight cut with infinite complement such that E = Ge ∪ Ge * is a tree set, then we say that e is a D-cut.
In [8, Theorem 1.1] Dunwoody proved that any infinite connected graph Γ with more than one end has a D-cut e ⊆ V Γ . Below we shall refer to this result as Dunwoody's theorem.
Note that if e is a D-cut, then the associated tree-set E = Ge ∪ Ge * is an example of a tight undirected G-invariant tree set. Given a graph Γ and a tight undirected G-invariant tree set E we now describe a method for constructing a (graph theoretic) tree T = T (E) from E, which will be called a structure tree for Γ , and a mapping φ : V Γ → V T , which will be called a structure mapping.
A fuller account of these notions may be found in [23, Section 2].
The graph T (E) will have directed edges, that come in pairs {(u, v), (v, u) }, and these directed edges will be in one-one correspondence with the elements of the tree set E. So we think of the directed edges of T (E) as being labelled by the elements of E, where the labelling comes from the one-one correspondence. The directed edges of T (E) will be labelled so that if e labels the directed edge (u, v) then its complement e * ∈ E labels the directed edge (v, u) . We write e = (u, v) to mean that e ∈ E labels the directed edge (u, v) of T (E).
To construct T (E) we begin with the disconnected graph Y which is just the disjoint union of pairs of directed edges {e, e * } for e ∈ E. The next step is to glue these edges together by identifying various vertices. The basic idea is that the edges of Y should be glued together in such a way that the graph T (E) reflects the structure of the set E ordered by inclusion ⊆. The edges of Y will be glued together, to form T (E), in such a way that in the resulting structure T (E) whenever e = (x, y) and f = (z, t) are directed edges such that y = z, then f ⊆ e (as elements of E) and f is maximal among all members of E that are subsets of e. Formally, given e, f ∈ E we write
It may be shown that ∼ is an equivalence relation on V Y . Indeed, since ∼ is clearly reflexive and symmetric, this just leaves the task of showing that it is transitive, and the properties of Definition 12 can be used to do this (for a proof see [23, p. 12] and also [7, Theorem 2.1] ). Now we define T = T (E) to be Y /∼ (the graph obtained from Y by gluing together the ∼-related vertices). It is clear from the construction that the ordering of E by inclusion is the same as the edge path ordering of E when E is considered as the edge set of T (the edge path ordering says that e f if there is a directed edge path e = e 0 , . . . , e n = f from e to f ).
Using condition (ii) from Definition 12 it is then possible to show that T is connected (see [23, p. 13] ). Also, T has no simple cycles of length greater than 2. Indeed, such a cycle would give rise to a directed edge cycle e 1 , . . . , e n = e 1 , implying e 1 e 2 . . . e n = e 1 which is impossible. In other words, T is a tree. Given a tight undirected G-invariant tree set E, we call T = T (E) the structure tree for Γ with respect to the tree-set E.
Now we want to relate Γ and T using a mapping φ : V Γ → V T called the structure mapping, defined in the following way. Given v ∈ V Γ let e = (x, y) ∈ E be a directed edge such that v ∈ e ⊆ V Γ and where e is minimal in (E, ⊆) among all members of E that, as subsets of V Γ , contain v. Given such a directed edge e = (x, y) we define φ(v) = y. Of course this only makes sense if we know that for every vertex v ∈ V Γ such an element e ∈ E actually exists. Also, for φ to be well defined we must check that φ(v) is independent of the choice of e. The existence of such an e ∈ E follows from [23, Lemma 1] , while the fact that φ is well defined is proved in [23, p. 13] .
The intuition behind the structure mapping φ is that the directed edges E should "point towards" what they contain. That is, from the definition of φ it follows that given v ∈ V Γ the set of directed edges of T (E) that point towards φ(v) is precisely the set of e ∈ E such that v ∈ e. It follows that if u and v are vertices in Γ that can be separated by a cut from E, in the sense that there is some e ∈ E with u ∈ e and v ∈ e * , then it follows that φ(u) = φ(v) (since e points towards φ(u) in T but does not point towards φ(v)). Thus whenever we have φ(u) = φ(v) it tells us that we cannot distinguish between u and v just using the tree set E.
The automorphism group G of Γ has a natural action on E (since E is G-invariant) and this gives rise to an action on the tree T = T (E). Furthermore, this action commutes with the structure mapping φ in the sense that for all α ∈ G and v ∈ V Γ we have φ (v α 
Throughout we shall be working with tree sets E of the form Ge 0 ∪ Ge * 0 , where e 0 is a D-cut of Γ .
When working with tree sets of this form, we can make a general observation about the structure tree T = T (E). Given a tree set E of this form, then either G acts vertex transitively on T , or there are just two orbits on vertices and G is transitive on the edges of T . The image Im(φ) of Γ under φ is a non-empty subset of T . If there is an edge {x, y} ∈ E T such that x, y ∈ Im(φ) then, since G acts transitively on the edges of T , and the action commutes with φ, it follows that Im(φ) = T . Thus, Im(φ) = T if and only if there is at least one adjacent pair of vertices in T that both belong to Im(φ). Otherwise Im(φ) = T and, since G acts edge transitively on T , the set Im(φ) is one of the parts of the bipartition of T , when T is regarded as a bipartite graph. See the examples in Figs. 2-5 below for an illustration of this point.
Outline of the proof of Theorem 4
Here we shall give an outline of our approach to the proof of our main theorem (Theorem 4) and explain how the theory of D-cuts and structure trees will play its part in the proof.
Let us begin by considering the possible D-cuts for the families of examples that appear in our main theorem above (Theorem 4). For each example, and each possible D-cut for that example, we shall also describe the corresponding structure tree T , and the behaviour of the structure mapping φ.
The graphs X r,l (r 1, l 2) are examples of locally finite transitive graphs of connectivity 1. Tree sets of such graphs are discussed in [23, Section 5.1]. Let v be a vertex in X r,l and let C v denote the set of all connected components of X r,l \ {v}. Since by definition N(v) is equal to l copies of K r , we see that |C v | = l. Let e 1 ∈ C v , then e 1 is clearly a cut in the graph Γ , and it is straightforward to check that e 1 is a D-cut. We now show that every other D-cut arises in this way. As a consequence it will follow that every D-cut e of X r,l generates the same tree set Ge ∪ Ge * = Ge 1 ∪ Ge *
.
To see this, let e be a D-cut of X r,l , and let {x, y} ∈ EΓ with x ∈ e and y ∈ e * . We claim that N(x) ∩ N( y) is either a subset of e or is a subset of e * . Otherwise there would exist x , y ∈ N(x) ∩ N( y) with x ∈ e, y ∈ e * and {x , y } ∈ EΓ . But then, by considering the full automorphism group of X r,l , there would be an automorphism α of X r,l such that (x, x , y, y ) α = (x, y, x , y ) and then the pair of cuts e and f = e α would not satisfy part (i) of Definition 12. This would be a contradiction. So suppose without loss of generality that N(x) ∩ N( y) ⊆ e * . Now suppose for the sake of a contradiction that there is an edge {x , y } with x ∈ e, y ∈ e * and x = x. From its construction we see that every closed path in X r,l induces a complete graph. Since the subgraph induced by e is connected, there is a path from x to x in e. Similarly there is a (possibly empty) path from y to y in e * . Joining these paths together we obtain a closed path. Since every closed path in X r,l induces a complete graph, it follows that x, y, x , and y induce a complete subgraph, and hence that x ∈ N(x) ∩ N( y). But this contradicts N(x) ∩ N( y) ⊆ e * and thus completes the proof that all D-cuts arise in the same way as e 1 .
Now let e 1 be the D-cut of X r,l described above, let
and φ : V Γ → V T be the structure mapping. Then T will be a semiregular tree with valencies r + 1 and l, and the image of V Γ under the structure map φ will be the part of the bipartition of T consisting of those vertices with degree l (compare with the definition of X r,l given in Section 1 above). Fig. 2 illustrates this for the case r = l = 3. Looking at the figure we see that e * 1 is minimal among members of E 1 that contain v, and hence φ(v) is the terminal vertex of e * 1 in E. Now f 1 ⊆ e 1 and is maximal among the subsets of e 1 (in E 1 ) so e 1 f 1 is a directed edge path in T . Now, in the same way as for v, f 1 ∈ E 1 is maximal among members of E 1 that contain a 1 , and hence a 1 maps under φ to the terminal It is straightforward to verify that defined in this way e 2 is a D-cut. Let E 2 = Ge 2 ∪ Ge * 2 be the tree set that it generates, and let T = T (E 2 ) be the corresponding structure tree. Arguing as above it is easy to show that every other D-cut of K 4 (r) is equivalent to this one, in the sense that it generates the same tree set E 2 . In this case the structure tree is a regular tree of valency r, the structure mapping φ is onto, and the φ-classes correspond to the pairs {u, u } as in the definition of K 4 (r). See Fig. 3 for an illustration of this in the case that r = 3. 
. This corresponds to case (c) of Proposition 22. We approach the proof of Theorem 4 in the following way. Let Γ be an arbitrary connected 3-CS-transitive graph with more than one end. Now, by Dunwoody's theorem, Γ has at least one Dcut, say e 0 ⊆ V Γ . Then let E = Ge 0 ∪ Ge * 0 , T = T (E) and φ : V Γ → V T be the corresponding tree set, structure tree, and structure mapping, respectively. We shall then analyse the local structure of Γ , the corresponding local structure of T , and the possible behaviour of the structure mapping φ (this analysis will be carried out in Section 7). This leads to four distinct possibilities determined by case, we obtain enough information about Γ , T and φ in order to be able to recover Γ uniquely. As it turns out, in each case it will not be necessary to describe the structure tree T completely before the graph Γ can be recovered. We shall just need certain structural information about T coupled with knowledge about the behaviour of φ. The arguments used are motivated by those used in [22] .
Preliminary results for the proof of Theorem 4
In this section we prove some results that will be required in Section 7. 
Proof. Let {x, y} ∈ EΓ and e ∈ E with x ∈ e and y ∈ e * . Since e * is infinite, connected and locally finite, there is a ray R in e * beginning at y. Since Γ is locally finite there exists y ∈ R such that d Γ (x, y ) = k − 1. It follows that φ(x) = φ(y ), because x ∈ e while y ∈ e * . Thus, by k-CS-transitivity, the same holds for any pair of vertices u and v satisfying d Γ (u, v) = k − 1, proving the result. 2
We now return to the case k = 3. For the remainder of the article Γ will denote a 3-CS-transitive infinite connected locally finite graph with more than one end. Let G = Aut Γ and let e 0 be a Dcut with associated tree-set E = Ge 0 ∪ Ge 0 * and structure tree T = T (E). Let φ : V Γ → V T be the corresponding structure map.
The problem splits into two cases depending on whether or not the structure map φ is injective on the set {v} ∪ N(v). The next result is key for the injective case. 4 where N 3 , N 4 ∈ {N 1 , N 2 }. Also, v and w may be chosen so that φ(u) and φ(v ) belong to different connected components of T \ {φ(v)}, and φ(w ) and φ(u) belong to different connected components of T \ {φ(w)}.
and d T (φ(w), φ(w )) = N
We claim that v and w are not adjacent. 
(⇐) First we shall show that under the assumptions of the proposition φ(N(u)) is not completely contained in a single connected component of T \ {φ(u)}. Indeed, if this were the case then from the definition of T it would follow that there is a cut e ∈ E such that u ∈ e, while N(u) ⊆ e * . But this contradicts the fact that the subgraph induced by e is infinite and connected. It follows that φ(N(u)) intersects at least two connected components of T \ {φ(u)}. 
φ(u), φ(v)) = d T (φ(u), φ(w)) = d T (φ(u), φ(z)) = N for some positive integer N.
But then since φ(v) and φ(w) both belong to the same connected component of T \ {φ(u)} it follows
which is a contradiction. 2
As a consequence we have the following result.
Lemma 16. If φ is injective on {u} ∪ N(u) then N(u) is a disjoint union of complete graphs.

Proof. It follows from Proposition 15 that for v, w ∈ N(u) we have {v, w} ∈ EΓ if and only if φ(v)
and φ(w) belong to the same connected component of T \ {u}. Therefore the relation of being adjacent is an equivalence relation on the vertices of N(u), and thus N(u) must be a disjoint union of complete graphs. 2
In fact there is one situation where we can suppose that φ is injective on {v} ∪ N(v).
Lemma 17. There is a number N 1 such that for every u, v ∈
Proof. This follows from Proposition 14 and the fact that k = 3. 2 We can now conclude the following.
Lemma 18. If N(u) is a null graph then for every v ∈ N(u) we have φ(v) = φ(u).
Lemma 19. If N(v) is a null graph then φ is injective on {v} ∪ N(v).
Proof. Let x, y ∈ {v}∪ N(v) with x = y. If both x and y belong to N(v) then φ(x) = φ(y) by Lemma 17. Otherwise, one of x or y equals v, and φ(x) = φ(y) by Lemma 18. 2
It follows that when considering the non-injective case we can suppose that N(v) is not a null graph, and also is not a complete graph, by Lemma 8.
The local structure of Γ
We now want to determine the possible structure of the graph induced by the set {v} ∪ N(v) and the corresponding possible behaviour of the function φ. We saw above that N(v) cannot be complete, and that if N(v) is a null graph then φ is injective. The two main cases we now have to consider depend on whether φ is injective on the set {v} ∪ N(v) for each vertex v.
The mapping φ is injective on {v} ∪ N(v)
In this case we shall show that the subgraph induced by N(v) is a disjoint union of isomorphic complete graphs, as in the graphs X r,l defined above. We now prove that the l = 2 and |Δ 2 | = 1 case from above cannot happen. Seeking a contradiction, suppose that l = 2 and φ(w 1 ), or as φ(u) . Thus since z was arbitrary it follows that Im(φ) \ {φ(v)} is contained in the union of exactly two connected components of T \ {φ(v)}. But then since G acts transitively on the edge set of T it follows that in T the vertex φ(v) has degree equal to 2. In other words, T \ {φ(v)} has exactly 2 connected components. The same argument applies to φ(u), so it also has degree 2 in T . But now any edge, say {s, t}, in the unique path in T between φ(u) and φ(v) has the property that s and t both have degree 2 in T . But since G acts edgetransitively on T this would imply that all vertices in T have degree 2. However, we have already observed that T contains vertices of degree at least 3. This is a contradiction and we conclude that if l = 2 then |Δ 1 | = |Δ 2 |, completing the proof of the lemma. 2
The mapping φ is not injective on {v} ∪ N(v)
Since φ is not injective on {v} ∪ N(v) it follows from Proposition 14 that there exists {u, v} ∈ EΓ such that φ(u) = φ(v).
Let u ∈ V Γ and write
By assumption every vertex v ∈ Γ has at least one neighbour which has the same φ value as v (i.e. the same image under φ as v), so it follows that X = ∅. If Y = ∅ that would mean that φ has the same value on v and all of its neighbours. The same must apply to every vertex of Γ which would imply that every vertex in Γ has the same image under φ, which contradicts Lemma 17. So we can suppose that X and Y are both non-empty. We now consider a number of cases depending on the sizes of the sets X and Y . Case 1. |X| 2.
Fix a vertex y ∈ Y . Since u, x 1 , x 2 is a φ-constant triangle (that is, a triangle all of whose vertices have the same image under φ) it follows by 3-CS-transitivity that every triangle in Γ is φ-constant and hence, as φ(y) = φ(u), we have that y is not adjacent to x for any x ∈ X . If there existed x, x ∈ X with x and x non-adjacent then x , u, x ∼ = x , u, y so by 3-CS-transitivity there would be an automorphism sending {x , u, x} to {x , u, y}. But this would be a contradiction since, by definition of X and Y , φ(x) = φ(u) = φ(x ) while φ(y) = φ(u). Thus for all x, x ∈ X we have {x, x } ∈ EΓ . Now suppose that |Y | 2 and let {y 1 , y 2 } ⊆ Y . By the comment about φ-constant triangles above we know y 1 and y 2 cannot be adjacent and so y 1 , u, x 1 and y 1 , u, y 2 are isomorphic. But this is a contradiction since it would imply that for some i ∈ {1, 2} we have φ(y i ) = φ(u). We conclude that |Y | = 1 determining the local structure, and corresponding behaviour of φ, in this case. This gives rise to Proposition 22(ii)(c) below.
In other words, X is a null graph. We know that Y cannot be empty so let y ∈ Y . Let {x 1 , x 2 } ⊆ X . Then y must be adjacent to both x 1 and to x 2 since otherwise by 3-CS-transitivity φ(y) = φ(u). But now x 1 , y, x 2 is isomorphic to x 1 , u, x 2 and by 3-CS-transitivity we have φ(y) = φ(x 1 ), a contradiction. We conclude that this subcase never happens.
Case 2. |X| = 1.
Let X = {x}. Since we are assuming that every vertex has degree at least three it follows that |Y | 2.
Case 2.1. Every y ∈ Y is adjacent to x.
This subcase is important since it leads to an interesting class of infinite examples, namely the graphs K 4 (r) defined at the end of Section 1 above.
Let Y = {y 0 , y 1 , . . . , y l }. Since {u, x} ⊆ N( y 0 ) with u and x adjacent and φ(u) = φ(x) it follows, since Γ is vertex transitive, that the same holds for N(u). That is, N(u) contains at least one pair of vertices that are adjacent, and have the same image under φ.
Since φ(y i ) = φ(x), for all i, it follows that y i is adjacent to y j for some i = j and that φ(y i ) = φ(y j ). Suppose without loss of generality that i = 0 and j = 1. Now the subgraph induced by {x, u, y 0 , y 1 } is isomorphic to the complete graph K 4 . We claim that y 2 is not adjacent both to y 0 and to y 1 . Indeed, suppose otherwise, so that x, u, y 0 , y 1 , y 2 ∼ = K 5 . Now every triangle has two vertices with the same φ value, and one with another φ-value. Since y 0 , y 2 , u ∼ = K 3 and φ(y 0 ) = φ(u) it follows that φ(y 2 ) = φ(y 0 ), but then y 0 , y 1 , y 2 is a φ-constant triangle, which is a contradiction. So we can suppose, without loss of generality, that y 1 is not adjacent to y 2 . We now claim that y 0 is not adjacent to y 2 . Indeed, if y 2 were adjacent to y 0 then we would have y 1 , u, y 2 ∼ = y 1 , y 0 , y 2 and since φ is injective on y 1 , u, y 2 by 3-CS-transitivity φ would also be injective on y 1 , y 0 , y 2 . It would follow from this that φ is injective on the triangle y 0 , y 2 , x but not on the triangle u, x, y 0 , a contradiction. Therefore y 2 is not adjacent to y 0 . Since y 2 was arbitrary it follows that for all i = 1 the vertex y i is not adjacent to y 0 , and for all i = 0 the vertex y i is not adjacent to y 1 .
Since Γ is 3-CS-transitive, there is an automorphism α ∈ Aut Γ such that {y 0 , u, x} α = {y 2 , u, x}. Since y is not adjacent to x it follows that for all y i , y j ∈ Y , y i and y j are adjacent. Suppose that y 1 is adjacent to x. By definition φ(y 1 ) = φ(x) so it follows, since every triangle has at least two adjacent vertices with the same φ value, that φ(y) = φ(y 1 ). Since φ(y 2 ) = φ(u) it follows that φ(y 2 ) = φ(y) but now we have a φ-constant triangle {y, y 1 , y 2 }. Thus every triangle has this property, in particular y, u, y 1 does. It follows that φ(y) = φ(u) which is a contradiction. We conclude that no vertex y ∈ Y is adjacent to x. This determines the local structure, and the corresponding behaviour of φ, for this case. This gives rise to Proposition 22(ii)(b) below. Let Y = {y, y 1 }. Again, we know that y and y 1 are adjacent. If y 1 is not adjacent to x the local structure is determined. Also we know how φ behaves since if φ(y) = φ(y 1 ) then we can let z be a new vertex adjacent to y 1 . The vertex z is not adjacent to u since u has degree 3, and therefore by 3-CS-transitivity there is an automorphism sending the edge {x, u} to the edge {y 1 , z}. It follows that φ(y 1 ) = φ(z) but then φ(y) = φ(y 1 ) = φ(z) which implies that y is adjacent to z but this is a contradiction (since the neighbourhood of y must be isomorphic to that of u). It follows that φ is injective on {u, y, y 1 }. This gives rise to Proposition 22(ii)(b) below. Now suppose that y 1 is adjacent to x. Now y 1 , u, x is a triangle with φ(u) = φ(x), and φ(u) = φ(y 1 ). So by 3-CS-transitivity the mapping φ behaves in the same way on the triangle y, u, y 1 . Since φ(u) = φ(y) we conclude that φ(y) = φ(y 1 ). By vertex transitivity every vertex in Γ has degree three. Since N(u) contains the pair {y, y 1 } where φ(y) = φ(y 1 ) and φ(y) = φ(u), it follows that N(x) also contains a pair of vertices {s, t} such that φ(s) = φ(t) and φ(s) = φ(x). Since φ(x) = φ(u) it follows that there is a vertex z ∈ N(x) \ {u, y 1 } with φ(z) = φ(y 1 ) where z is adjacent to y 1 . Since the vertex y 1 has degree 3 this forces z = y. But then all the edges of Γ have been accounted for and Γ ∼ = K 4 , a contradiction since Γ is assumed to be infinite.
This completes the analysis of Case 2.2.2, and also of the local structure of Γ in the non-injective case. In summary, in this section we have proved the following. 
The global structure of Γ
Following the outline of the proof, as explained in Section 5 above, we shall now use the information from the previous section about the possible local structure of Γ , and the corresponding behaviour of φ, to determine the possible global structure that Γ can have.
As a consequence of Proposition 22 there are four cases to deal with. We call these cases (a)-(d) to coincide with the possibilities of Proposition 22. In each case we use our knowledge of the graph induced by the neighbourhood of each vertex, and about the behaviour of the function φ on this set, in order to give a description of the whole structure of the graph. We will show that the entire graph Γ is determined by the case (a)-(d) that Γ satisfies, along with the corresponding values of the parameters for that case. We begin with a lemma. edges in a, b, a , b . Let N 1 , N 2 , N 3 and N 4 Now fix v ∈ V Γ . Let Γ i denote the subgraph of Γ induced by the set of vertices at distance at most i from v. In other words Γ i is the subgraph of Γ induced by a ball of radius i centred at the vertex v. Fix a vertex x in the graph X r,l (defined above) and let B i denote the graph induced by a ball of radius i around this vertex. We will prove the following statement by induction:
The mapping φ is injective on N(v) ∪ {v}
The base case P(1) follows from Lemma 23. Suppose P( j) holds for all j k and consider P(k + 1).
From the inductive hypothesis we know that u is adjacent to r vertices in the graph Γ k . Exactly one of these vertices is at distance k − 1 from v while the others are at distance k from v. The vertices in N(u) \ Γ k have images that belong to connected components of T \ {φ(u)} different from C . Therefore if w is a vertex in Γ adjacent to u and d Γ (v, w) 
Let w ∈ V Γ where d Γ (v, w ) = k + 1 and w is adjacent to u ∈ Γ k where u = u. Since φ(w ) ∈ C and φ(w) / ∈ C it follows that w = w. Moreover, since φ(w) and φ(w ) belong to different connected components of T \ {φ(v)} it follows that any geodesic path from φ(w) to φ(w ) in T must pass through φ(v), and therefore that d T (φ(w ), φ(w)) > N. We conclude, by Lemma 23, that w is not adjacent to w. This completes the inductive step and hence the proof that Γ ∼ = X r,l . Now we move on to the case where φ is not injective on the set N(v) ∪ {v}.
The mapping φ is not injective on N(u) ∪ {u}
The non-injective case has three parts corresponding to (b), (c), and (d) in Proposition 22.
Case (d): Recovering the graph K 4 (r).
In this case N(u) is isomorphic to r triangles identified at a common vertex u ∈ N(u), the map- Fix a vertex u in Γ and let Γ i be a ball of radius i around the vertex u in the graph Γ . Let B i be a ball of radius i around a fixed vertex z ∈ K 4 (r) where r 2 is chosen so that N Γ (u) ∼ = N K 4 (r) (z) . We will prove by induction on i that Γ i ∼ = B i and therefore that Γ ∼ = K 4 (r). Our assumption about N(u) establishes the base case i = 1. Now we assume the result holds for all i k and consider stage k + 1.
First we observe that there is a natural number N such that for all x, y ∈ V Γ if x is adjacent to y belong to different components of T \ {φ(u)}.
Let a ∈ Γ be a vertex at distance k from u. Then a is adjacent to 2r + 1 vertices in Γ . Three of these vertices belong to Γ k and 2(r − 1) of them are not in Γ k and are at distance k + 1 from u. Let a be the unique vertex in N(a) satisfying φ(a ) = φ(a) , noting that a ∈ Γ k . Let c be a vertex adjacent to a and at distance k + 1 from u. Also let b be a vertex in Γ \ {a, a } at distance k from u and let d be a vertex adjacent to b and at distance k + 1 from u. We must prove that c and d are distinct and that c and d are not adjacent. For any path (a 1 , a 2 , a 3 ) in Γ such that d Γ (a 1 , a 3 ) 
Lemma 24.
We also observe that φ(u) and φ(c) belong to different connected components of T \ {φ(a)}, and that φ(u) and φ(d) belong to different connected components of T \ {φ(b)}. It follows that the unique path in T between φ(c) and φ(d) must pass both through φ(a) and φ(b) and we conclude that
It follows that c = d and that {c, d} / ∈ EΓ . This completes the inductive step, and hence the proof that Γ ∼ = K 4 (r) in this case. As above, let Γ be a connected 3-CS-transitive locally finite graph with more than one end, structure tree T , and structure mapping φ. Proof. Let u ∈ V Γ and let K s be a fixed copy of K s in the graph Γ containing the vertex u. By 3-CStransitivity it follows that there is a number M ∈ N such that d T (φ(u), φ(a)) = M for all a ∈ K s . Define Γ i to be a ball of radius i around K s in the graph Γ . Let B i be the corresponding ball of radius i around a copy of K s in the graph Y r−1,s−1 . We will prove the following statement by induction:
The base case P(1) holds by the above assumptions. Assume that P( j) holds for all j k and consider P(k + 1).
It follows from the inductive hypothesis that
and therefore, since φ(z) = φ(x) by assumption, we must have φ(z) ∈ C , and so φ(Γ k \ {x}) ⊆ C . Since k is odd, by the inductive hypothesis x is adjacent to r vertices in the graph Γ k , r − 1 of which are at distance k from K s and exactly one of which is at distance k − 1 from K s . The other s neighbours of x do not belong to Γ k and therefore are at distance k + 1 from K s . Since φ is constant on each copy of K s it follows that for each of these neighbours w of x we have φ(x) = φ(w). Let w be a vertex at distance k + 1 from K s and adjacent to x. We have
as required. Now let w be a vertex at distance k + 1 from K s and adjacent to x ∈ Γ k (so that
, where x = x, noting that φ(w ) = φ(x ). It is possible that x and x are adjacent. If they are then w = w , and w is not adjacent to w , because of the assumption that the subgraph induced by the vertices at distance strictly one from the copy of K s adjacent to x is isomorphic to s disjoint copies of K r . If, on the other hand, x is not adjacent to x then, since φ(w ) belongs to C while φ(w) does not, we deduce that w = w . If w and w were adjacent then (since k is odd) it would follow that d T (φ(w), φ(w )) = M, but this is impossible since
This completes the inductive step and we conclude that Γ ∼ = Y r−1,s−1 .
Case 2. k even (and k 2). Let x be a vertex at distance k from K s . Let C be the component of T \ {φ(x)} that contains φ(u), and let Q = N(x) ∩ Γ k . Then using the same arguments as above we can show that φ(Γ k \ Q ) is a subset of C . Since k is even the vertex x is adjacent to s vertices in Γ k , one of which is at distance k −1 from K s and (s − 1) of which are at distance k from K s . The other r neighbours of x are not in Γ k and are all therefore at distance k + 1 from K s . Let w be one of these vertices. We know that φ(w) / ∈ C and d T (φ(x), φ(w)) = M. It follows that
as required. Now let w be some vertex at distance k + 1 from K s and adjacent to x ∈ Γ k where x = x. There are now two cases to consider depending on whether or not x is adjacent to x (i.e. on whether x belongs to Q ). If x is adjacent to x then w = w , and w is not adjacent to w because of the assumption that the subgraph induced by the vertices at distance strictly one from the copy of K s adjacent to x is isomorphic to s disjoint copies of K r . On the other hand, if x is not adjacent to x then w = w since φ(w ) ∈ C while φ(w) / ∈ C . Secondly since d T (φ(w , φ(w ))) 2M > M it follows that w is not adjacent to w. This completes the inductive step for this case. This covers all possible cases and completes the proof of the proposition. 2
Proposition 25 can now be applied to Case (b) and to Case (c). We just have to verify the base case P(1) holds for each of the cases. is distributed over more than one component of T \ {φ(u)}. Indeed, otherwise we could find e ∈ E such that K r ⊆ e (since φ is constant on K r ) and Y ⊆ e * . But Y is the entire neighbourhood of K r and this contradicts the fact that e is infinite and connected. It follows that there exist y i , y j ∈ Y satisfying d T (φ(y i ), φ(y j )) = 2M, where M = d T (φ(u), φ(v)). Now let y k , y l ∈ Y be arbitrary. By 3-CStransitivity there is α ∈ Aut Γ such that {y k , x k , x l } α = {y i , x i , x j }. But then we must have {y k , y l } α = {y i , y j } and therefore d T (φ(y k ), φ(y l )) = 2M. We conclude that y k is not adjacent to y l , and since they were arbitrary members of Y this proves P(1) for this case.
This covers all possible cases and completes the proof of Theorem 4. We end by noting that each of the 3-CS-transitive graphs described above is an example of an end transitive graph. Such graphs were considered in detail in [21] . An interesting question is whether or not k-CS-transitivity implies end-transitivity in general for any k 3 (we see here that it holds when k = 3).
