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Introduction
In recent years, neurobiology has advanced from cellular biology of complete reductionism to the study of neural networks. The expansion of this research perspective has led to a major step forward for the scientific paradigm. Currently, we have neurobiological evidence in the fields of neural networks, neural circuits, and some other scientific paradigms that belong to the system theory. However, with the deepening of cognition, it is necessary for us to advance the paradigm of scientific research toward a systematic direction, in order to overcome the methodological limitations in research and promote the progress of neural technology. This could consequently enable a more comprehensive preoperative evaluation of surgical procedures, involving the structure of the stream of consciousness in neurosurgical clinical work, to be performed. In the current paper, by reviewing the neural structure, the authors highlight that the neural matrix is an important constituent structure of the central neural system for the realization of information processing, and explain the neural matrix theory that underlies conscious damage in epilepsy.
Historical mistakes
In the past, the mind was thought be a secretion of the brain, due to the influence of the mechanical doctrine, such as Darwin's paradigm of thinking [1] . Further, only single neurons in specific cases, such as the giant axons of squid studied by Hexley and Hodgkin [2] , could be analyzed due to the under-development of detection and experimental technology used to study the neural system. In addition, due to the wide impact of the Pavlovian reflex theory, our thinking of the neural system was based on how it manipulates the body. The reflex was often considered to be the basic method of neural activity, with neural centers considered to be a long reflex chain that reflects the external environment. We could not recognize the active activity characteristics of the neural system and organisms, and that information could be processed repeatedly and constantly modified by the external environment via the neural system. Thus, given the limited techniques and bias in cognition perspective, initially there was a large focus in neuroscience research on the electrophysiological properties, during which action potentials were intensively studied. With this approach, the action potential surges associated with neuronal excitability coding, which were easily measured, have been driving us to use a mechanistic paradigm of the neural system, where information is transmitted along the neural pathway and circuits via the axons. This approach disregards that the neural system works as a whole. For instance, using the mechanistic paradigm, we start with a focus on grandmother cells in the brain that resembles facecells [3] , which respond to a face and then project to a certain area [4] . This means that we focus on the ultimate neural signal in the brain, which can mislead neurobiological understanding and research.
Better understanding the neural system by correctly understanding the concept of tissue
Although, modern neuroscience continues to explore what the mind is and develop greater understanding about neural processing mechanisms, the binding problem is like a ghost puzzling around the field of Neuroscience [5] . It must be recognized that multicellular organisms, just like single celled organisms, are a whole. The difference between the two is that the system consisting of organelles in a single-celled organism is organized into multicellular organs (with the same DNA) in multicellular organisms. The similarity between single-celled and multicellular organisms is that a protein organelle that performs a function in a single cell system is replaced by tissue in multicellular organisms. The structure of the tissue is modulated by the whole organism, and it consists of a group of cells expressing specific characteristics and a cluster of cells that express the cellular structure of the trait. Thus, tissue can be considered a specialized structure composed of specialized part of cells. Organelles, which originally consisted of macromolecular structures in the single-celled organisms, are organized by cell-specific structures of cell groups in multicellular organisms. The overall properties exhibited by macromolecular structures emerged as tissue of multicellular specialized structural fabric in multicellular organisms. Therefore, to appropriately study the neural system, we must analyze results with a focus on the tissue, akin to Hubel et al., who investigated response characteristics of neurons in vivo [6] . Currently, we have accumulated evidence that allows us to start understanding the central neural system. If we do not renew the thinking paradigm of our understanding and studying of the neural system, however, there will be no obvious impetus to the study of neuroscience in the future. Historically, Santiago Ramón Y Cajal once argued with Camillo Golgi whether nerve tissue is syncytial like the myocardium [7] . Although this question was clearly answered with the study of histocytology, we can still apply the properties of the myocardium to study the neural system. Since the myocardium has to perform a rapid and uniform contraction task, myocardial tissue specially fuses a certain physical property of the cardiomyocytes, and the cytoplasm and the cell membrane are fused by intercalated disc, a specialized gap, to express the property that the cell membranes rapidly form the action potential surge. Although the nerve tissue does not fuse with the cytoplasm, it is also syncytial to an extent [8] , i.e., the tissue fuses some physical characteristics, which depend on the task, to form a unified tissue through the orderly communication of neurons. This kind of fusion is different from the qualitative integration, such as the cytoplasmic communication, which has been accepted by our observation via the naked eye and microscopy.
The evolution of the neural system
From the coelenteron animal to vertebrates, the neural system has evolved from a simple non-polar nerve network to a nerve tube with head and tail. However, the neural system has always maintained its juxtaposed sensory, analytic, and motor systems arrangement. Figuratively, regardless of the level of the neural system, it has "pixel", that is, the so-called sensory pixels, moving pixels, and so on. The implicit information of the pixel in the neural system is characterized by the excitatory state of the cell, that is, the level of its membrane potential. The characterization of this membrane potential controls the coding of axon action potentials [9] , which affects the characterization of other pixels. If we broaden our focus we can imagine that the potential distribution pattern of the neuron cluster corresponds to the physical mode distribution model of the internal or external environment that it represents. For example, the neural network of a polyp causes the polyp to deform in a local direction after being stimulated, which corresponds to a change in the electric potential pattern after the stimulation of the neural network guides the change of the electrical distribution pattern of the muscle group, leading to the corresponding deformation pattern of muscle group. Another example is the detection of optical flow in mammalian retinas that leads to a change in the potential pattern of bipolar cell arrays [10] (please note that here we are considering bipolar cells, and not the ganglion cells responsible for generating action potentials that project to the lateral geniculate body). This aspect of the neuronal array, i.e., the cell body and dendrites, requires further attention instead of axons. Evaluating the representation of local potential of each neuron or group of dendrites, might enable the pattern of neuronal array to represent a global mode.
Neuronal bodies and dendrite are crucial for function of central nervous system, and axonal network makes it work
When studying the dissociative nerve, we naturally focus on the information expressed by axons and their coding. Experimental results of cell excitability and axonal action potential enable us to draw conclusions about frequency function. However, if we consider the representation of information from a tissue perspective, this primarily depends on the dendrites and neuronal cell bodies. Thus, the distribution patterns of dendrites and cell bodies characterize the cross-section of temporal information stream, which determines the action potential coding pattern of the axon bundle from which it projects and the effects of other neuronal arrays that are connected to it, or the resulting modulation patterns. Therefore, it can be said that the neuronal array is the carrier of information and is the important structural and physiological basis for the realization of neural function. The processing of information is thus, the modulation of potential distribution patterns between the neuronal arrays by axon bundles. This perspective extends the view that "the processing of information by neuron is the joint effort of neuron cluster, so the movement pattern of neuron cluster is very important to the transmission of information" [11] . If each neuronal array is in the neural circuit, these specialized tissue structures (i.e., neuronal array sets) form an independent information processing system. In the system, the evolutionarily conservative core structure will dominate the system as a core operating system, allowing the entire large system to work in order. Therefore, from the perspective of the neuronal array, we should realize that in all the properties described below, the axon and action potential are subordinate to some extent in the tissue and serve the deformation flow of the distributed potential neuronal pattern. Those properties include the following: the "all or nothing" axonal action potential, the frequency of action potential related to the potential state function of dendrites and soma, the widespread Ranvier nodes on the axon used that allow the rapid transmission of action potentials, etc. In addition, the discovery of neuronal coupled synchronous oscillation [12, 13] provided strong evidence that the neural system works in an organized array. The information schema of a neuron group can only be constructed when the synchronization potential of a moment is present. Further, only regular synchronous activity enables a certain array of neurons to process information, which also explains the presence of rhythmic oscillations between the cortex and thalamus [14] . However, we should also recognize that axons are an important part of the neural network. The axon is the transmission channel, and without the characterization of the neuronal array, the information has no load-bearing structure. Without a neural network, the matrix cannot construct computational power. The neural network makes the neural matrix work. Thus, the neuronal array tissue and neural networks are two sides of a coin in the function and structure of the neural system.
Parallel distributed processing principle and hierarchical construction principle
The biological characteristics of neurons determine the low degree of freedom of the representation of neuronal array tissues, which leads to the emergence of distributed parallel processing principle and hierarchical construction principle for the neural system. The artificial Von Neumann structured computer has a memory that can load new information and erase old information, while processing it. Unlike computers, the response characteristics of neurons, which depend on their location in the neural network, are specialized. The physiological basis of this individual low degree of freedom in reaction of neuron is the fixed position and coupling diversity of neurons in the network connection. This diversity is manifested in all synaptic binding sets, where different subsets modulate neuron to generate different potentials [15] [16] [17] . The different potentials generated by those different diverse subset of synapses are produced by synaptic modifications; well-known examples include long-term potentiation [18] [19] [20] and long-term depression [21, 22] . The potential state of a neuron modulated in a network is related to its frequency of axonal action potentials in real time. Neurons in a particular section of the neural system do not always change their connections, i.e., axons on certain neural pathways do not change. Thus, although the array of neurons has a certain degree of freedom, it cannot be like Von Neumann computer memory, i.e., there is unlimited freedom. And relatively limited freedom is a biological property of the neuron. This determines the single-task characteristics of the neuronal array. For example, the nerve nuclei in the somatosensory channel are only responsible for processing somatosensory information, but are not associated with the muscle. This cell characteristic also determines the emergence of hierarchical features on neural pathways, i.e., the characterization and processing of more complex features can only rely on new neuronal arrays for representation and processing. It can be said that evolution is like a Tinker in the neural system, and new structures and functions can only be superimposed on old structures. For example, in the V1 and V2 regions of the occipital striate cortex around the calcarine sulcus, the presence of different cellular response properties depends on the modulation of other parts of the pathway, which include the effects from simple-neurons in the anterior part of the pathway to neurons of another level in the posterior part of the pathway by synaptic modulation [23, 24] . Different levels of neuronal array tissues on the neural pathway are responsible for representing different aspects of information. These neuronal arrays with different representation of characteristics are fitted together via neural networks to form a hierarchical neural pathway. To some extent, these hierarchical arrays of neuronal arrays are serial in neural pathways. Similarly, the low degree of freedom of the neuron in the neural network determines that neurons in certain areas of a certain array are only responsible for the representation and processing of information of their corresponding regions. Thus, in certain layers of neuronal array tissue, the neurons must be cooperative neighbors. They must be a pixel of the array, so that the array can represent a panorama schema. This is the parallel distributed processing principle of neuronal array tissue.
Hints from research on artificial neural networks
Although artificial neural networks are only a simple simulation of certain characteristics of the neural system, it has been seriously influenced by mechanism and reductionism because of the need for interaction with the human brain; the research in this field does provide sufficient understanding of neural tissue. The mechanical materialism of artificial neural networks demonstrates that the purpose of a computer neural network is to solve problems for people. Thus, the system is eventually designed with an open loop system, with an input and output port. Although there is a certain loop inside the system, the design of the system makes the stream direction of information processing more unidirectional. The artificial neurons in the network are organized in layers of hierarchical manner to stabilize the system and the integrity of the information [25] . During normal function, the neural networks form layers representing information from certain processing stages that provide the necessary information for the next stage. To maintain the integrity of the information in the final output level, the system frequency of all artificial neuron layers at all hierarchies will be identical. Thus, the schema represented by each layer of neurons at some given moment is an important basis for the operation of artificial neural networks. The disorderly operation out of the same frequency will lead to falsehood and ultimately distort the information of the output hierarchy.
A mathematical model of neuronal array tissue: Neuron matrix
Describing neuronal array tissue and the construction of the model of the array tissue is important to completely understand neural tissue and is key to studying it further. The expression of the matrix (from all current mathematical expressions) is relatively close to the description of the neuron array. However, the matrix is linear in mathematics, which is different from the nonlinear variation of the array of neurons. We can modify the mathematical model of the matrix. Equation (1) outlines the expression for a linear matrix. 
where A represents the neuron matrix of a certain position and the letter with subscript in the bracket indicates a neuron. The matrix is two-dimensional and the subscript represents its coordinates. At a certain level in the neural pathway, however, the neurons in the neuronal array will have the same or similar characteristics. For example, the neurons of the nucleus of the spinal cord, which detects the tactile sensation of the palm, are in the same location of neural pathways, and have the same bonding law and reaction characteristics. However, since different neurons in nucleus detect different regions, the potentials represented by every neuron at a certain time will be different. If the neurons in the array are compared to functions, the parameters of each neuron function are similar in the same class of neurons in the same neural pathway. Due to the differences in function detection areas, the results of the current operations of each function, however, will be different. This difference is expressed as a difference in potential, which corresponds to the difference in the information location in the detection region. Therefore, the nature of neural matrices should be distributed and nonlinear. If a neuron in a matrix is expressed as a function, it can be expressed as Eq. (2):
where, f represents a function of a neuron in a matrix, the subscript, nn, represents the two-dimensional coordinates of the function in the matrix, and the x in the bracket represents the sequence parameters of a function, i.e., the effects on the neuron from other neurons of the matrix. The subscript of parameter x indicates how many axon terminals have an immediate effect on the neuron, f nn . In that case, the expression of the neuron matrix will be Eq. (3): 
The functional meaning of the neuron represented in the matrix bracket is the same as Eq. (2). Here, although the neuronal matrix is still two-dimensional, the spatial presence allows the neuron matrix to be three-dimensional. Then, the expression of a neuron can be outlined using Eq. (4), on which a three-dimensional matrix model can be built. 
How does the neuronal matrix tissue become whole?
Skin tissue is composed of epithelial cell matrix, and the two-dimensional matrix is made up of cells that express the tight binding properties of glycoproteins.
The epithelial cell matrix utilizes the physical properties of glycoprotein, such as the cell coat and tight junction. The function of the matrix comes from the variation of the shape of the adjacent matrix units with gradients in physical properties, such as adhesion. This gradient of smooth change allows the epithelial tissue to function as a barrier without breaking. The use of this physical property of adhesion is very weak in blood tissues. The physical characteristics of blood tissue tend to be characteristic of concentration gradients. In the neuronal matrix, the adjacent units are closely bonded together, with very little physical distance between them. However, more importantly, the response characteristics of the units in the neural matrix are determined by the immediate modulation state of the axon terminals to which they are subjected, as described in Eq. (2) . In other words, the response characteristics of the units within the neural matrix tissue are determined by the immediate release pattern of the axon network and the axon network itself. These axon network can be generated by other neural matrices or sense monitor matrices. It is also supported by experimental evidence of neural physiology [26] . In functional neural matrix tissue, the potential state of the matrix unit is constantly changing by the continuous modulation of the axons that it receives. The distributed potential pattern of the whole matrix is modulated by the continuous modulation of the axon network, which leads to the continuous change of the distributed potential pattern. Neural matrix tissue represents and maps information by transforming the distributed potential pattern. Although it is intuitive that dendrites and soma of cell bodies majorly contribute to the formation of distributed potential pattern of neural matrix, the experimental evidence demonstrates that axonal neural networks also play an important role. Although the distributed potential diagram does not produce physical appearance deformation like the skin, its deformation is based on the physical electrical characteristics of the distributed potential pattern, like a neural field. Its ability to produce deformation is triggered by the surge of axonal neural network action potential. When considering the integrity of the neural matrix tissue, neurophysiological experiments demonstrate that, for reasons of biological economy, neurons with similar reaction characteristics are always adjacent together, such as the pinwheel-like fabric of the cortex [27] [28] [29] and the formation of nuclei in the neural pathway. Regardless of the cause and biological economy of the same organism, the neural matrix tissue does not simply form a physical whole. In addition to communicating the potential state of each other through synapses, adjacent units in the neural matrix tissue should also interact at other physical levels, such as the interaction of electric fields and its communication.
We should consider this when we study the central neural system from the point of view of tissue.
Units in the neural matrix
The units in the neural matrix are multicellular. Important steps in the development of vertebrate central neural system include the lateral migration of neurons from the ependymal side of the neural tube to the target site and its proliferation to form the neural matrix. A panorama of neural tube development would illustrate the migration of neurons, with many cells arriving at the same target simultaneously in a matrix manner. The apoptotic modification strategy of growth leads to a redundancy in the number of target site neurons. Thus, the number of neurons in the nodes of a neural network is always redundant. Although this redundancy is common, the degree of redundancy in the various parts of the neural system varies. In the brain-stem and basal forebrain, for example, these sites are relatively vulnerable to injury due to cellular redundancy. MPTP can easily damage dopaminergic neurons, leading to the appearance of Parkinson's disease. However, in children, the cortex can still function after undergoing an impressive extent of damage. Although small in number, the matrix sets of dopaminergic cell structures are relatively important in the system. The matrix has broad projections rostral to the cortex and caudal to the brainstem, which if damaged has a surprising influence. Another example is the raphe nuclei matrix surrounding the midbrain aqueduct. The matrix is so fragile and cell redundancy is so low that neurosurgery should be carefully chosen and even abolished using the surgical procedure designed by Dandy and Elvidge for dilation and recanalization of the midbrain aqueduct in the operation of obstructive hydrocephalus of the midbrain aqueduct. However, in contrast to subcortical structures, the plasticity of the cortex is so strong that in the treatment of Rasmussen encephalitis, resection of one hemisphere does not constitute a collapse of the entire brain matrix system, but only reduces the redundancy of the system. It should also be noted that cellular redundancy of units within the tissue of the neural matrix is also due to the need of units for extensive mapping information within the matrices. The cortex of modern Homo sapiens has six layers in a columnar structure, constituting a unit of matrix tissue [30, 31] . The functional column is also the node of the neural network [32, 33] . Although functional column cells have the same reaction characteristics, each column layer plays a different role. For example, the vertebral cell is responsible for mapping the potential state of the functional column extensively through its large axon, while other cells are responsible for other functions in the column. We can imagine that all the features of a column function cannot be accomplished by a single cell. Further, the multicellular properties of units within the matrix are also supported by experimental data on the response probability of synapses [34] [35] [36] . Previous experiments have demonstrated that the release rate of presynaptic neurotransmitters in response to presynaptic pulses is less than 1 (i.e., usually 0.5 or less). Given the poor probability of a response, the only way to maintain the stability of the matrix unit representation is to take the biological strategy of cell redundancy.
The two divisions of the neural matrix system: Construction and analysis
The early polyp-like reticular neural matrix tissue sets analysis, construction, characterization, and control in one. The central tubular system of vertebrates achieves a clear division of labor. There are now even more detectors to identify different physical properties and neural constructal matrix corresponding to the detector matrix. Examples include the gracile nucleus and cuneate nucleus, which construct fine touch and proprioception, and their corresponding ventral posterolateral nucleus matrix [37] , and the lateral geniculate nucleus, which is the most widely studied matrix that plays a role in vision. There are also more complex control systems, such as the spinal anterior horn cell cluster and the matrix system of brain-stem motor nuclei. The potential representation pattern of the system corresponds to and controls the contraction pattern of the muscle. The potential matrix pattern of the inferior salivatory nucleus corresponds to the secretory pattern of the parotid gland. The set of constructal matrices, mainly for control, is located on the ventral side of the neural tube, either at the brain vesicle or at the tail end. The neural constructal matrix on the dorsal side of the neural tube corresponds to the detector matrix. If the neural function is distinguished by mechanical methods, it is easy to derive the input and output matrix classifications, with the addition of an analytical matrix formulation. However, if we go back to the perspective of center, regardless of the ventral control (or input) matrix or the dorsal sense (or input) matrix, their matrix representations are all the potential pattern of the matrix tissue. These potential patterns are indistinguishable from physical representations. The difference is that the so-called input matrix corresponds to the detector matrix, and the control matrix corresponds to the matrix of motor unit. If we investigate the whole information processing matrix system from internal perspective, the ventral and dorsal matrix sets are indistinguishable. They are all matrices corresponding to effector (i.e., motion or detection), and their patterns represent the patterns of the information of effector matrices [38] . Therefore, they should all be attributed to the set of matrices that are responsible for construction. The representation of the ventral matrix corresponds to the representation of effector matrix. The representation of the dorsal matrix corresponds to the representation of the sensory detector matrix. The matrix of reticular formation is the central construction matrix, which provides the central modulation valve for the general construction and analysis of matrix system [39] . The ability to analyze is another important neural system role. From a simple nerve-net matrix, like a hydra that has a simple interaction mapping between units to coordinate the response of the whole matrix system, to a complex matrix, like the tubular neural system that is divided and formed by neural loop mapping, the laws, under the control of the neural system, which govern the ability of animals to actively analyze have not changed [40] . In the vertebrate tubular neural system, the analysis matrix system applies two basic principles as follows: (1) the hierarchical construction rules that we know, and (2) the return loop mapping rules in the "sandbox exercise". If we consider our visual channel as an example, the retinal bipolar matrix maps to the matrix of the lateral geniculate body, which in turn is mapped to the occipital visual cortex matrix. The pixel of the retinal bipolar matrix and the matrix of the lateral geniculate nucleus have the same response characteristics, which all have a concentric-ring-like receptive field [41, 42] . The retinal matrix and the lateral geniculate body matrix belong to the construction matrix (i.e., the response characteristics of the lateral geniculate body are strikingly like those of retinal ganglion cells, suggesting that the lateral geniculate body is merely an internal retinal matrix that moves into the analysis loop). Although their pattern of representation corresponds to the visual information pattern, the cortical matrix belongs to the analysis matrix and different information is processed in different regions of brain [43] . The reactivity of the units within the hierarchical matrix sets of the cortex generates a hierarchical construction of responses to different complex characteristics under the modulation of the neural network. Only recognizing the analytical characteristics of the cortical matrix will enable us to explain why representative regions of the primary cortex can be deformed [44] , without distorting our inner image and mental models. It could also explain why cortical columns are clustered together in a variety of separate information processing channels under the modulation of neural networks, which exhibit a wide range of response characteristics without binding characteristics.
Global workspace theory
Given the relationship between the analysis matrix and the construction matrix in the neural matrix tissue system, the construction matrix is central to the system. The return projection or mapping of the network is an important processing mechanism. This matrix system can be unified using the framework of the global workspace theory.
A general survey of the vast human cortex matrix system of Brodmann area 52, most of which belong to the analysis matrix system, indicates the hierarchical construction of the system. Similarly, in the visual channel, there are many recurrent axonal projections after the site of lateral geniculate body [45] . Thus, there are many return mappings that exist between the hierarchical matrix sets on these paths. The return mapping between these analysis matrices and the construction matrix resemble a military thinking mechanism known as the "sandbox exercise", by which we can reconstruct the model repeatedly to show and analyze the situation. An animal's stream of consciousness emerges by constructing a matrix continuously. The thalamus is the largest sensory ganglion, and its matrices play a very important role in construction matrices. Thus, Penfield concluded that the thalamus is a key participant in the construction of consciousness. Baars' theory of consciousness, i.e., the global workspace theory [46] , which is extensively accepted, is a comprehensive summary of the organization of the matrix system of the entire central neural system. The three principles about the structure of the central neural system are as follows:
(1) there are many specialized unconscious processors (corresponding to a distributed processing module and network, for example, module constructed by cortical functional column); (2) a global workspace (Baars does not highlight the neural counterpart of the global workspace, but the understanding of the neural matrix applies to the construction matrix system of the center of the system); and (3) in many contexts, a stable union consists of many specialized processors (a set of specialized cortical cell column), which gain priority in accessing the global workspace with time; the context can be reduced to a series of processors. The summary of the global workspace framework is the idea of constructing a central model centered on the thalamus. The cortical column system serves as a collection of specialized processors assuming the task of providing central model constructs. The central model constructing zone of the thalamus is responsible for providing basic information units for the cortical processor. It also makes the central model itself in real-time alignment with the outside world by real-time connection with the sensor matrix. This cyclic information processing relationship is the cortico-thalamic loop [47] , which is widely described by neuroscientists as the basis of consciousness. The current neuroscience community attaches great importance to parallel distributed neural networks for information processing, ignoring the important characteristics of matrix characteristics, which are not fully understood. Emphasizing the network characteristics of the neural system and ignoring the important matrix characteristics of the information processing process, due to mechanical reductionism, leads to obstacles in correctly understanding the global workspace. Considering networks only based on axonal connections, action potentials, and synaptic strength, leads to some distance in totally integrating central models. This is the integration problem that we often face when experimenting with methodology that is reductionist when exploring the function of the neural system [48] . However, if the neural matrix is used to express the problem of working memory, the representation and continuous deformation of information stream, overcomes the challenge that the construction of the central model is too discrete. This is the neural matrix extension theory of the global workspace framework.
Methodological implications for the preoperative evaluation of epilepsy surgery
Partial epilepsy can be cured by surgical resection [49] . In addition to evaluating the neural structures that have important functions, during neurosurgery, the veins, arteries, dura, and other structures that also need to be protected during the resection must be assessed preoperatively. It is also important to assess how certain parts of the neural tissue affect the neural system and how effective it is to control epileptic seizures. Sometimes, epilepsy surgery will experience poor control effect after the resection of the epileptogenic focus [50] . The possibility of recurrence after resection of the lesion can be predicted more effectively using the framework of the global workspace matrix expansion theory. We know that the cortical matrix system obtains basic processing elements of matrix information from the global space (the thalamus), thus, continuing analysis. The cortical matrix system effectively binds and integrates information through synchronous activity. Although the distributed processing of information in the cortical matrix system is integrated in time by synchronous activity, spatial integration requires a global working space matrix.
The vantage point of this global workspace is also due to its real-time counterpart to the sensor matrix. Therefore, the matrix of the central model construction zone has a great influence on the neural system. If the abnormal discharge of epileptic foci stimulates the comparative edge of the cortex analysis matrix, the discharge of this partial epilepsy is less likely to invade the main stream of consciousness, thus, supporting its removal. If the discharge range is relatively wide, or closer to the central model construction zone, then the lesion will be more challenging to resect since the flow of consciousness will be seriously affected after the resection. In another example, severe damage to the archaeocortex-hippocampus, which plays a role in short-term memory, can lead to a problem in the reproduction of a stream of consciousness and the inability to construct short-term memory in the global space. To this end, we should carefully distinguish cases of partial epilepsy with abnormal discharge that easily extends into the center of the system, i.e., the global space matrix, and treat refractory cases differently.
Conclusions
The framework of the global workspace theory has been widely accepted by the neuroscience community as a theory of biological mechanisms to explain consciousness. Concurrently, the understanding of the neural network characteristics of the central neural system has also been deeply rooted. However, there is still insufficient understanding of the matrix characteristics of neural networks, which hinders our cognitive progress in understanding how the brain works. Further, it inhibits the identification of partial epilepsy with conscious injury, which cannot be well treated using epilepsy surgery. Therefore, promoting the understanding of the biology of the neural matrix and the framework of the global workspace will enable us to understand the mechanism of damage to consciousness and its related neural structures in a clinical setting. Recognizing the global workspace matrix, however, can deepen the neural network matrix technique of artificial intelligence, which could potentially allow a machine to achieve biological proximity to the brain [51] . Thus, this research must be conducted with care and under the regulation of ethics.
