Let G be a simple algebraic group over an algebraically closed field K of characteristic p > 0. We consider connected reductive subgroups X of G that contain a given distinguished unipotent element u of G. A result of Testerman and Zalesski (Proc. Amer. Math. Soc., 2013) shows that if u is a regular unipotent element, then X cannot be contained in a proper parabolic subgroup of G. We generalize their result and show that if u has order p, then except for two known examples which occur in the case (G, p) = (C 2 , 2), the subgroup X cannot be contained in a proper parabolic subgroup of G. In the case where u has order > p, we also present further examples arising from indecomposable tilting modules with quasi-minuscule highest weight.
Introduction
Let G be a simple linear algebraic group over an algebraically closed field K of characteristic p > 0. A unipotent element u ∈ G is said to be distinguished if its centralizer does not contain a nontrivial torus. We say that u is regular, if the dimension of its centralizer is equal to the rank of G. It is well known that regular unipotent elements are distinguished [SS70, 1.14(a)].
One approach towards understanding the subgroup structure and the properties of the unipotent elements of G is to study the subgroups which contain a fixed unipotent element u ∈ G. There are many results in this direction in the literature, which have found application in linear algebraic groups and elsewhere. To give one example, Saxl and Seitz [SS97] classified the positive-dimensional maximal closed overgroups of regular unipotent elements; this classification and further study of overgroups of regular unipotent elements was applied to the inverse Galois problem by Guralnick and Malle in [GM14] .
This paper is concerned with the overgroups of distinguished unipotent elements and is part of ongoing work by the present author, which aims to classify all connected reductive overgroups of distinguished unipotent elements of G. In this paper, we consider generalizations of the following result of Testerman and Zalesski on overgroups of regular unipotent elements to other classes of distinguished unipotent elements. Below a subgroup of G is said to be G-irreducible (G-ir), if it is not contained in any proper parabolic subgroup of G.
Theorem 1.1 ([TZ13]
). Let X be a connected reductive subgroup of the simple algebraic group G. If X contains a regular unipotent element of G, then X is G-irreducible.
As an application Theorem 1.1 and the Saxl-Seitz classification of maximal closed reductive subgroups of G that contain a regular unipotent element [SS97, Theorem A, Theorem B], one can classify all connected reductive subgroups of G that contain a regular unipotent element [TZ13, Theorem 1.4]. Thus with the classification of connected reductive overgroups of distinguished unipotent elements in mind, one might hope that Theorem 1.1 would generalize to all distinguished unipotent elements, but this turns out not to be the case. The smallest examples are given by the following result. Proposition 1.2. Assume that p = 2. Let G = Sp(V ), where dim V = 4, so G is simple of type C 2 and has a unique conjugacy class of distinguished unipotent elements of order p. Let u ∈ G be a distinguished unipotent element of order p. If X < G is connected reductive and u ∈ X, then X is Girreducible unless X is conjugate to X ′ , where X ′ is described by one of the following:
′ is simple of type A 1 with natural module E, embedded into G via E ⊥ E (orthogonal direct sum).
(ii) X ′ is simple of type A 1 with natural module E, embedded into G via E ⊗ E.
Furthermore, subgroups X ′ in (i) and (ii) exist, contain a conjugate of u, are contained in a proper parabolic subgroup, and the conditions (i) and (ii) determine X ′ up to conjugacy in G.
Our main result is the following, which shows that Theorem 1.1 holds for distinguished unipotent elements of order p, except for the two examples given by Proposition 1.2. Theorem 1.3. Let u ∈ G be a distinguished unipotent element of order p. Let X be a connected reductive subgroup of G containing u. Then X is Girreducible, unless p = 2, the group G is simple of type C 2 , and X is simple of type A 1 as in Proposition 1.2 (i) or (ii).
In the (submitted) PhD thesis of the present author, a complete list of maximal closed connected overgroups of all distinguished unipotent elements (including those of order > p) is given. Combining this with Theorem 1.3, one can give a description of all connected reductive subgroups of G that contain a distinguished unipotent element of order p. For distinguished unipotent elements of order > p, we will establish in the final section of this paper some further examples, which show that the statement of Theorem 1.1 does not generalize to distinguished unipotent elements. However, we believe that such examples are quite rare, and a complete classification of them should eventually be possible.
Remark 1.4. In characteristic zero, the problem of classifying all connected reductive overgroups of distinguished unipotent elements is solved in the following sense. The maximal connected reductive overgroups can be found using [LST15] and [Law09] . Furthermore, it follows from a theorem of Mostow [Mos56] that any connected reductive subgroup of G is contained in a reductive maximal closed connected subgroup of G. Therefore in characteristic zero, we have a recursive description of the connected reductive overgroups of distinguished unipotent elements.
The notion of irreducibility in algebraic groups given above is due to Serre. We will also need his definition of complete reducibility in algebraic groups. For an overview of these concepts and known results, see [Ser03] , [Ser05] , and [BMR05] . Definition 1.5 (Serre, [Ser03] ). Let H be a closed subgroup of G. We say that H is G-completely reducible (G-cr), if whenever H is contained in a parabolic subgroup P of G, it is contained in a Levi factor of P . Otherwise we say that H is non-G-completely reducible (non-G-cr).
We now give the outline for our proof of Theorem 1.3. Let X be a connected reductive subgroup of G containing a distinguished unipotent element u ∈ G of order p. 
The case where p = 3 and X has a simple factor of type G 2 is easy to deal with, so the question is reduced to the case where X is simple of type
When X is simple of type A 1 and G is simple of classical type, Theorem 1.3 can be reformulated as a result in the representation theory of SL 2 (K). In Section 5, Proposition 5.7, we classify all SL 2 (K)-modules on which a non-identity unipotent element u of SL 2 (K) acts with at most one Jordan block of size p. As a consequence, we find that a self-dual SL 2 (K)-module is semisimple if u acts on it with at most one Jordan block of size p, allowing us to establish Theorem 1.3 when p = 2 and G is simple of classical type. When p = 2 and G is simple of classical type, it is easily seen that distinguished unipotent elements of order p exist only in the case where G is simple of type C 2 . This case is treated in the proof of Proposition 1.2.
For G simple of exceptional type in good characteristic, Litterick and Thomas [LT15] have classified all connected reductive non-G-cr subgroups, in particular all non-G-cr subgroups X of type A 1 . They have also described the action of such X on the minimal-dimensional and adjoint modules of G, which together with a result of Lawther [Law95] is enough information to determine the conjugacy class of a unipotent element u ∈ X in G. One finds that none of the non-G-cr subgroups of type A 1 contain distinguished unipotent elements, and it is not too difficult to see that the same is true in bad characteristic as well. In other words, we find that every subgroup X of type A 1 containing a distinguished unipotent element of order p is G-cr. Since u is distinguished, it is easy to deduce that any such subgroup X is in fact G-irreducible (Lemma 6.1), so Theorem 1.3 follows.
Notation
We fix the following notation and terminology. Throughout the text, let K be an algebraically closed field of characteristic p > 0. All the groups that we consider are linear algebraic groups over K, and G will always denote a simple linear algebraic group over K. By a subgroup we will always mean a closed subgroup, and by a G-module V we will always mean a finite-dimensional rational KG-module. We say that p is a good prime for G, if G is simple of type B l , C l , or D l , and p > 2; if G is simple of type G 2 , F 4 , E 6 , or E 7 , and p > 3; or if G is simple of type E 8 and p > 5. Otherwise we say that p is a bad prime for G.
We fix a maximal torus T of G with character group X(T ). Fix a base ∆ = {α 1 , . . . , α l } for the roots of G, where l is the rank of G. Here we use the standard Bourbaki labeling of the simple roots α i , as given in [Hum72, 11.4, pg. 58] . We denote the dominant weights with respect to ∆ by X(T ) + , and the fundamental dominant weight corresponding to α i is denoted by ω i . We set the usual partial ordering on X(T ), i.e. for µ, λ ∈ X(T ) we have µ λ if and only if λ = µ, or λ − µ is a sum of positive roots. For a dominant weight λ ∈ X(T ) + , we denote by L G (λ) the irreducible G-module with highest weight λ, by V G (λ) the Weyl module of highest weight λ, and by T G (λ) the indecomposable tilting module of highest weight λ. The longest element in the Weyl group of G is denoted by w 0 . The character of a Gmodule V is denoted by ch V , and it is the element of Z[X(T )] defined by
where m V (µ) is the dimension of the µ-weight space of V .
Let F : G → G be the Frobenius endomorphism induced by the field automorphism x → x p of K, see for example [Ste68, Lemma 76] . For a Gmodule V corresponding to the representation ρ : G → GL(V ), we denote the G-module corresponding to the representation ρ
. The G-module V [k] is called the kth Frobenius twist of V . The socle of a G-module V is denoted by soc V . If a G-module V has a filtration
Throughout V will always denote a finite-dimensional vector space over K. Let u ∈ GL(V ) be a unipotent linear map. It will often be convenient for us to describe the action of u on a representation in terms of K[u]-modules. Suppose that u has order q = p t . Then there exist exactly q indecomposable K[u]-modules which we will denote by J 1 , J 2 , . . ., J q . Here dim J i = i and u acts on J i as a full Jordan block. We use the notation r · J n for the direct sum J n ⊕ · · · ⊕ J n , where J n occurs r times.
A bilinear form b on V is non-degenerate, if its radical rad b = {v ∈ V : b(v, w) = 0 for all w ∈ V } is zero. For a quadratic form Q : V → K on a vector space V , its polarization is the bilinear form
We say that Q is non-degenerate, if its radical rad Q = {v ∈ rad b Q : Q(v) = 0} is zero.
Preliminaries on unipotent elements
For a unipotent linear map u ∈ GL(V ) of order p, write r p (u) for the number of Jordan blocks of size p in the Jordan decomposition of u. Using the fact that r p (u) = rank(u − 1)
, it is easy to prove the following lemma, as observed in [Sup01, (1), pg. 2585].
Lemma 3.1. Let u be a unipotent linear map on the vector space V and suppose that u has order p. Suppose that V has a filtration
We will need the following result to decompose tensor products of unipotent matrices of order p.
We state next some results on the distinguished unipotent conjugacy classes in the simple classical groups SL(V ), Sp(V ), and SO(V ). In good characteristic, the distinguished unipotent classes are described by the next three lemmas. For proofs, see for example [LS12, Proposition 3.5]. 
where d i are distinct even integers.
Lemma 3.5. Assume p = 2. Let u ∈ SO(V ) be a unipotent element. Then u is a distinguished unipotent element of SO(V ) if and only if
where d i are distinct odd integers.
In characteristic two, a classification of the unipotent conjugacy classes of Sp(V ) and SO(V ) was given by Hesselink in [Hes79] . Starting from this result, Liebeck and Seitz have given detailed information about the structure of the centralizers of unipotent elements in [LS12] . In particular, they have given a description of the distinguished unipotent classes, which we record in the next lemma.
Let u ∈ G be a unipotent element. Then u is a distinguished unipotent element of G if and only if there is an orthogonal decomposition
where d i is even for all 1 ≤ i ≤ t, and each J d i occurs with multiplicity at most two.
Lemma 3.7. Assume p = 2. Let G = Sp(V ) or G = SO(V ), where dim V is even. Let u ∈ G be a unipotent element with Jordan form
where d i are distinct even integers. Then there exists an orthogonal decompo- Lemma 3.8. Assume p = 2. Let G = SO(V, Q), where dim V is even and Q is a non-degenerate quadratic form on V with polarization β. Fix a vector v ∈ V such that Q(v) = 0. Suppose that u ∈ Stab G (v) is a unipotent element such that with respect to the alternating bilinear form induced on v ⊥ / v by β, we have an orthogonal decomposition
Proof. It follows from [LS12, 6.8] that there exists an orthogonal decompo-
On the other hand, we have u ∈ SO(V ), so the number of Jordan blocks of u must be even [LS12, Proposition 6.22 (i)]. Consequently
4 Tilting modules with quasi-minuscule highest weight
We say that a non-zero dominant weight λ ∈ X(T ) + is quasi-minuscule, if λ ≻ 0 and the only weights subdominant to λ are 0 and λ itself. This is equivalent to saying that λ ≻ 0 and all non-zero weights occurring in V G (λ) are conjugate under the action of the Weyl group of G. It is well known that there exists a unique quasi-minuscule weight λ ∈ X(T ) + , and it is equal to the highest short root of G. We give λ explicitly in Table 4 .1. In Table 4 .1 we have also given the structure of the corresponding Weyl module V G (λ), see for example [Lüb01, Theorem 5.1].
In this section, we give some results on the structure of indecomposable tilting modules T G (λ) with quasi-minuscule highest weight λ ∈ X(T )
and in this case we will see that
, we will also establish results on the existence of non-degenerate G-invariant forms on T G (λ) (Lemma 4.2 (ii)-(iii)). In Section 6, we will apply these results to present examples of non-completely reducible subgroups of classical groups containing distinguished unipotent elements.
We begin with the following lemma. From the proof it is clear that nothing specific to algebraic groups is needed, and indeed the result is true in a more general setting.
Lemma 4.1. Assume p = 2. Let V be an indecomposable G-module. If V admits a non-degenerate G-invariant symmetric bilinear form, then V admits a non-degenerate G-invariant alternating bilinear form.
Proof. Let β be a non-degenerate G-invariant symmetric bilinear form on V . Since p = 2, the map f : V → K defined by f (v) = β(v, v) is a morphism of G-modules. If f = 0, then β is alternating and we are done.
Suppose then that f = 0. The bilinear form β is non-degenerate, so there exists a non-zero Table 4 .1: Quasi-minuscule weights λ ∈ X(T )
G-morphism, the vector z is a G-fixed point in V . Hence the subspace z must be totally isotropic with respect to β, since V is indecomposable. That is, we have
since z is fixed by G, and N 2 = 0 since f (z) = 0. Hence the map ψ = id V +N is an isomorphism of G-modules. This gives a non-degenerate G-invariant symmetric bilinear form γ on V via
(iii) If p = 2, then T G (λ) admits a non-degenerate G-invariant alternating bilinear form, unique up to a scalar multiple.
Proof. For (i), note that from the short exact sequence
On the other hand, by the assumption
and so up to isomorphism there exists a unique nonsplit extension
. Hence V has a filtration by dual Weyl modules, and by construction V has a filtration by Weyl modules. Thus V is a tilting module, so V ∼ = T G (λ) since V is indecomposable with highest weight λ. This establishes (i).
For claims (ii) and (iii), note first that the fact that λ is quasi-minuscule implies that −w 0 λ = λ, where w 0 is the longest element of the Weyl group of G.
We suppose first that p = 2 and consider claim (ii). Since T G (λ) is indecomposable, its endomorphism ring is a local ring. It follows then from a general result in representation theory [QSSS76, Lemma 2.1] (or [Wil76, Satz 2.11 (a)]) that there exists a non-degenerate G-invariant bilinear form β on T G (λ) such that β is symmetric or alternating. Since T G (λ) is uniserial and
Since λ ≻ 0, it follows from [Ste68, Lemma 79, pg. 226-227] that the form induced on the subquotient is symmetric. Because p = 2, we conclude that β must also be symmetric, which establishes (ii).
For claim (iii), suppose that p = 2 and set V = T G (λ). We first show that there exists a non-degenerate G-invariant alternating bilinear form on V . Fix some isomorphism f :
, then β is symmetric and Lemma 4.1 gives a non-degenerate G-invariant alternating bilinear form on V . Suppose then that γ = 0. Then γ is a non-zero G-invariant alternating bilinear form on V , and we will show that γ must be non-degenerate. Note that γ induces a non-degenerate G-invariant alternating bilinear form on V / rad γ. Since V is uniserial, and since L G (0) and
do not admit nondegenerate G-invariant alternating bilinear forms, the only possibility is that rad γ = 0. In other words, the bilinear form γ is non-degenerate.
Next we show the uniqueness statement of (iii). Let β and γ be nondegenerate G-invariant alternating bilinear forms on V . It is easy to see (for example [Wil76, Satz 2.3]) that there exists a unique
Let z ∈ V be a vector spanning the unique 1-dimensional submodule of V . As a basis for the vector space End G (V ), we can take the identity map 1 : V → V and the nilpotent map N :
Write ϕ = λ · 1 + µ · N. Since γ and β are alternating, we have
for all v ∈ V . Now since β is non-degenerate, we can choose a v ∈ V with β(v, z) = 0, and consequently µ = 0. Therefore γ = λ · β, which completes the proof of (iii) and the lemma.
Remark 4.3. Lemma 4.2 (ii) is true much more generally. Suppose that p = 2. If λ = −w 0 λ, then T G (λ) is self-dual and one can show that T G (λ) admits a non-degenerate G-invariant bilinear form β which is alternating or symmetric. Furthermore, arguing similarly to the proof of Lemma 4.2 (ii), one can show that β must be of the same type as the correponding form on L G (λ).
Remark 4.4. In Table 4 .1 we have given the cases where Lemma 4.2 applies. For T G (λ) with quasi-minuscule highest weight λ ∈ X(T ) + , we have left untreated the case where G is simple of type D l when p = 2 and l is even. In this case we have
. We omit the proof, but proceeding similarly to the proof of Lemma 4.2, one can show that
and that T G (λ) admits a non-degenerate Ginvariant alternating bilinear form. In this case such a form is not unique up to a scalar multiple, but it is unique up to a G-equivariant isometry.
Representations of SL 2 (K)
In this section, let G be the algebraic group SL 2 (K) with natural module E. Fix also a nonidentity unipotent element u ∈ G. Throughout we will identify the weights of a maximal torus of G with Z, and the dominant weights with Z ≥0 . With this identification, for weights λ, µ ∈ Z we have µ λ if and only if λ − µ is a non-negative integer such that λ ≡ µ mod 2.
The main purpose of this section is to classify indecomposable G-modules V where u acts on V with at most one Jordan block of size p. One consequence of this is a criterion for a representation of G to be semisimple. Specifically, we prove that a self-dual G-module V must be semisimple if u acts on V with at most one Jordan block of size p (Proposition 5.9).
We begin by stating two well known results in the representation theory of G, which we will use throughout this section. Below for a positive integer n, we use the notation ν p (n) for the largest integer k ≥ 0 such that p k divides n. 
(ii) If p ≤ c ≤ 2p − 2, the indecomposable tilting module T G (c) is uniserial of dimension 2p, and
, where s ≥ 1 and 0 ≤ r ≤ p − 1 are such that c = sp + (p − 1 + r).
We next describe the Jordan block sizes of u acting on Weyl modules and tilting modules of G.
Lemma 5.3. Let m ∈ Z ≥0 and write m = qp+r, where q ≥ 0 and 0 ≤ r < p.
Proof. The Weyl module V G (m) is isomorphic to the dual of the symmetric power S m (E), see for example [Jan03, II.2.16]. Therefore it suffices to compute the Jordan block sizes of u acting on the symmetric power S m (E). Fix a basis x, y of E such that ux = x and uy = x + y. Consider the basis
so with respect to this basis, the matrix of u acting on S m (E) is the upper triangular Pascal matrix P = ( i−1 j−1 ) 0≤i,j≤m . Here we define i j = 0 if i < j. The Jordan form of the transpose of P is computed for example in [Cal02] , and from this result we find that the transpose of P has q Jordan blocks of size p and one Jordan block of size r + 1. Since a matrix is similar to its transpose, the lemma follows.
Proof. We argue similarly to [McN02, Proposition 5] . Without loss of generality, we can assume that u is contained in the finite subgroup G(p)
A tensor product with a projective module remains projective [Alp86, Lemma 4, pg. 47], so we conclude from Theorem 5.2 (iii) that the restriction of T G (c) to G(p) is projective for all c ≥ p−1. Then the restriction of T G (c) to the Sylow p-subgroup H = u of G(p) is also projective [Alp86, Theorem 6, pg. 33]. Since J p is the only projective indecomposable H-module, the claim follows.
Proposition 5.5. Let V be a G-module which is a nonsplit extension of
Moreover, if V , λ, µ, and c are as in case
Proof. We begin by considering the claims about V G (c) [l] and
,
Since the irreducible representations of G are self-dual, we see that
, where l ≥ 0. By taking a Frobenius twist, we see that for all l ≥ 0 the Weyl module V G (c)
is a non-split extension of L G (µ) by L G (λ). Furthermore, by Lemma 5.3 the unipotent element u ∈ G acts on V G (c) with Jordan form J p ⊕ J c−p+1 . The Jordan block sizes are not changed by taking a dual or a Frobenius twist, so for all l ≥ 0 the element u acts on both V G (c) [l] and (V G (c) * ) [l] with Jordan form J p ⊕ J c−p+1 . This completes the proof that the properties of V G (c) [l] and (V G (c) * ) [l] are as claimed. Now let λ, µ ∈ Z ≥0 be arbitrary weights, and let V be a nonsplit extension
Assume that u acts on V with at most one Jordan block of size p. We note first that to prove the proposition, it will be enough to show that there exist p ≤ c ≤ 2p − 2 and l ≥ 0 such that λ and µ are as in case (i) or (ii) of the claim. Indeed, if this holds, then since Ext
. Furthermore, as seen in the first paragraph, then u acts on V with Jordan form J p ⊕ J c−p+1 , in particular with exactly one Jordan block of size p.
We proceed to show that λ and µ are as claimed, which will prove the proposition.
Consider first the case where
with
for some k = l, l − 1. By Lemma 3.1 the action of u on L G (µ) has no Jordan blocks of size p. With Lemma 3.2, one finds that this happens only if p = 2 and µ = (p − 2)p l−1 + (p − 2)p l = 0. Then λ and µ are as in case (i) of the claim.
Thus we can assume that 0
. By the Steinberg tensor product theorem, we have
Note that here p does not divide the dimension of L G (ζ), because we are assuming that λ i < p − 1 for all i. Furthermore, by Theorem 5.1 there exists a G-module W which is a nonsplit extension
is unique by Theorem 5.1.
We will first treat the case where ζ = 0.
, so without loss of generality we may assume that l = 0. Write λ = c + dp and µ = Suppose that λ = c + dp and µ = (p − 2 − c)
and λ ≻ µ, so by [Jan03, Lemma II.2.13 (b)] we must have V ∼ = V G (λ). By Lemma 5.3, the action of u on V has Jordan form d·J p ⊕J c+1 . Therefore u acts on V with at most one Jordan block of size p if and only if d = 1, that is, when λ = c + p and µ = (p − 2 − c). Then λ and µ are as in case (i) of the claim.
Next consider λ = c + dp and µ = (p − 2 − c) It remains to consider the possibility that ζ = 0. Since W is a nonsplit extension of two irreducibles, it follows from the ζ = 0 case that u acts on W with at least one Jordan block of size p. Now the tensor product of a Jordan block of size p with any Jordan block of size c ≤ p consists of c Jordan blocks of size p by Lemma 3.2. Therefore if ζ = 0, then u acts on V with more than one Jordan block of size p, contradiction.
Lemma 5.6. Let p ≤ c ≤ 2p − 2. Then for all l ≥ 0:
Proof. Set c ′ = 2p − 2 − c. We note first that the last claim of the lemma follows from (iv), once we show that T G (c)
by V G (c) [l] . To this end, by [Sei00, Lemma 2.3 (b)] the tilting module
The extension stays nonsplit after taking a Frobenius twist, so T G (c)
by V G (c) [l] . For claims (i) -(iv), we prove them first in the case where l = 0. In this case, claims (i) and (ii) follow from the fact Ext 1 G (V G (λ), L G (µ)) = 0 for any µ λ [Jan03, II.2.14]. For (iii) and (iv), recall that there is an exact sequence
Considering this long exact sequence with d = c, we get an exact sequence With d = 2p − 2 − c, we get an exact sequence
Thus to prove (iv), it will be enough to show that there exists some nonsplit extension of L G (c ′ ) by V G (c). For this, we have already noted in the beginning of the proof that T G (c) is such an extension.
We consider then claims (i) -(iv) for l > 0. If p = 2, then the claims follow from the case l = 0, since Ext 
Thus claims (i) -(iv) will follow from the case l = 0 once we show that Hom G (X, L G (1) ⊗ Y ) = 0 in the following cases:
In all cases (i)
, it is straightforward to see that X and L G (1) ⊗ Y have no composition factors in common. Thus Hom G (X, L G (1) ⊗ Y ) = 0, as claimed.
We are now ready to prove the main results of this section.
Proposition 5.7. Let V be an indecomposable G-module. Then one of the following holds:
(i) u acts on V with ≥ 2 Jordan blocks of size p.
(ii) V is irreducible.
Proof. Let V be a counterexample of minimal dimension to the claim. Then V is not irreducible and u acts on V with ≤ 1 Jordan block of size p. Note also that by Lemma 3.1, the element u acts on any subquotient of V with ≤ 1 Jordan block of size p. Therefore any proper subquotient of V must be as in (ii) or (iii) of the claim.
Since V is not irreducible, there exists a subquotient Q of V which is a nonsplit extension of two irreducible G-modules. By Proposition 5.5, the subquotient Q is isomorphic to V G (c) [l] or (V G (c) * ) [l] for some l ≥ 0 and p ≤ c ≤ 2p − 2.
We are assuming that V is a counterexample, so there must be a subquotient Q ′ of V which is a nonsplit extension of Q and some irreducible Z. It is straightforward to see that such a subquotient Q ′ must be indecomposable, and so by the minimality of V we have Q ′ = V . By replacing V with V * if necessary, this reduces us to the situation where V is a nonsplit extension of V G (c) [l] and some irreducible L G (d). There must be a subquotient of V which is a nonsplit extension of L G (d) with L G (c) [l] or L G (2p − 2 − c) [l] . Therefore by Proposition 5.5, it follows that
, respectively. Thus V ∼ = T G (c) [l] by Lemma 5.6. This gives us a contradiction, because u acts on T G (c) with two Jordan blocks of size p by Lemma 5.4.
Corollary 5.8. Let V be any representation of G. Suppose that u acts on V with all Jordan blocks of size < p. Then V is semisimple.
Proof. By Proposition 5.7, the only indecomposable G-modules on which u acts with all Jordan blocks of size < p are the irreducible ones. Thus W i ∼ = W * i for all i, and so by Proposition 5.7 each W i must be irreducible, since
We end this section with two specific results for p = 2, which will be used in Section 6 to study the subgroups of Sp 4 (K).
Lemma 5.10. Assume p = 2. For V = T G (2), the following properties hold:
(ii) V has a non-degenerate G-invariant alternating bilinear form β, unique up to a scalar multiple.
(iii) The is an orthogonal decomposition V ↓ K[u] = J 2 ⊥ J 2 with respect to any non-degenerate G-invariant alternating bilinear form on V .
Proof. Claim (i) follows from [EH02, Lemma 4]. For (ii), the claims follow from Lemma 4.2 (iii).
For (iii), one can proceed by explicit calculations. By (i), we can assume that V = E ⊗E, and by (ii) it will be enough to prove the claim for a bilinear form β on V given by the tensor product of two non-degenerate alternating bilinear forms on E. Then for v = y ⊗ y, the subspace W = v, u · v is a nondegenerate u-invariant subspace with W ↓ K[u] = J 2 , and the orthogonal decomposition
Then one of the following holds:
, where n ≥ 0.
Proof. If V is irreducible, then the fact that V has dimension 4 implies that
for some 0 ≤ n < m, so V is as in (i). Suppose then that V is not irreducible. In this case the possible composition factors of V are L G (0) and L G (1) [n] for some n ≥ 0. Consequently if V is semisimple, it follows that V is as in (ii) since
Consider then the case where V is not semisimple. In this case, there exists a subquotient Q of V which is a non-split extension between two irreducible G-modules. Now Q has to be a proper subquotient of V , since there are no nonsplit extensions between L G (1) [n] and L G (1) [m] (Theorem 5.1). Thus u acts on Q with exactly one Jordan block of size 2, and so Q must be isomorphic to V G (2) [n] or (V G (2) * )
[n]
by Proposition 5.7. By replacing V with V * if necessary, we may assume that Q is isomorphic to V G (2) [n] . Since u acts on Q with a Jordan block of size 1, it follows that V is a nonsplit extension of V G (2) [n] and L G (0).
by Lemma 5.6. Finally, by Lemma 5.10
, which completes the proof of the lemma.
Distinguished unipotent elements of order p in non-G-cr subgroups
In this section, we will prove our main result (Theorem 1.3). We begin with the following basic useful observation.
Lemma 6.1. Let X < G be a reductive subgroup of G. Suppose that X contains a distinguished unipotent element of G. Then X is G-ir or X is non-G-cr.
Proof. Suppose that X is not G-ir, i.e., that X is contained in some proper parabolic subgroup P of G. Since every Levi factor of P is a centralizer of some non-trivial torus, and since X contains a distinguished unipotent element, it follows that X cannot be contained in any Levi factor of P . Hence X is non-G-cr.
As seen from the next result, for classical groups the concept of G-cr subgroups can be seen as a generalization of semisimplicity in representation theory. See also [LS96, pg. 32-33]. For exceptional groups, reductive non-G-cr subgroups only occur in small characteristic [LS96, Theorem 1].
In the next lemma, we will consider non-G-cr subgroups of type A 1 for simple G of exceptional type in good characteristic. For the unipotent classes in G, we will use the labeling given by the Bala-Carter classification of unipotent conjugacy classes [BC76a, BC76b] , which is valid in good characteristic by Pommerening's theorem [Pom77, Pom80] .
Lemma 6.3. Let G be a simple algebraic group of exceptional type and assume that p is good for G. Let u ∈ G be a unipotent element of order p. Then u is contained in a non-G-cr subgroup X < G of type A 1 precisely in the following cases:
(i) G = E 6 , p = 5, and u is in the unipotent class A 4 or A 4 A 1 .
(ii) G = E 7 , p = 5, and u is in the unipotent class A 4 , A 4 A 1 , or A 4 A 2 .
(iii) G = E 7 , p = 7, and u is in the unipotent class A 6 .
(iv) G = E 8 , p = 7, and u is in the unipotent class A 6 or A 6 A 1 .
Proof. The main result of [LT15] gives a complete list of non-G-cr subgroups X < G of type A 1 , up to G-conjugacy. Thus to prove our claim, it will be enough to check for each X which conjugacy class of unipotent elements of order p it intersects.
For each non-G-cr subgroup X, Litterick and Thomas give the X-module structure of the restriction of the adjoint representation of G, see [LT15, Table  11 -Table 16] . From their tables, we see that the adjoint representation of G decomposes as an X-module into a direct sum of modules involving Frobenius twists, duals, and tensor products of irreducibles, Weyl modules, and tilting modules of X. Hence by using the decompositions in [LT15, Table 11 -Table  16 ], along with Lemma 5.3, Lemma 5.4, and Lemma 3.2, we can compute the Jordan block sizes of a non-identity unipotent element u ∈ X on the adjoint representation of G. Then by [Law95, Theorem 2], we can use the tables in [Law95] to identify the precise conjugacy class of u in G. Doing this straightforward (but perhaps tedious) computation for each non-G-cr subgroup of type A 1 given in [LT15] , one finds that they can only contain unipotent elements listed in (i) -(iv), and that all of the unipotent elements in (i) -(iv) are contained in some non-G-cr subgroup of type A 1 .
We give one example of how the computation is done, all the other computations use similar methods. Let p = 5 and G = E 6 . We consider an A 1 subgroup X of G, which is embedded into a Levi factor of type D 5 via the indecomposable tilting module T X (8). According to [LT15] , the subgroup X is non-G-cr, and by [LT15, Table 11 ] restriction of the adjoint representation of G to X decomposes into a direct sum
Let u ∈ X be a non-identity unipotent element of X. We proceed to find the K[u]-module decomposition for each of the summands.
• L X (14): By Steinberg's tensor product theorem, we have
• T X (10): With Theorem 5.2, one computes that T X (10) has dimension 20, so by Lemma 5.4 we have
• V X (10) and V X (10) * : For these summands, the action of u has Jordan form 2 · J 5 ⊕ J 1 by Lemma 5.3.
• T X (6):
• L X (4) and L X (0): Here the action of u has Jordan form J 5 and J 1 , respectively.
Hence u acts on the adjoint representation of G with Jordan form 3 · J 1 ⊕ 15 · J 5 , so by [Law95, Theorem 2, Table 6 ] it lies in the conjugacy class A 4 of G.
Remark 6.4. Let G be a simple group of exceptional type and suppose that p is good for G. Another way to phrase Lemma 6.3 is as follows: a unipotent element u ∈ G is contained in a non-G-cr subgroup of type A 1 if and only if A p−1 occurs in the Bala-Carter label associated with u.
We omit the proof, but one can show that this is also true in the case where G is simple of classical type, with a unique exception given by the case where u ∈ G is a regular unipotent element and G is simple of type A p−1 .
Theorem 6.5. Let G be a simple algebraic group and assume that p is good for G. Let u ∈ G be a distinguished unipotent element of order p. If X < G is a connected reductive subgroup of G containing u, then X is G-ir.
Proof. Let X be a connected reductive subgroup of G containing u. We consider first the case where X is simple of type A 1 . By Lemma 6.1, it will be enough to show that X is G-cr. If G is simple of exceptional type, it is immediate from Lemma 6.3 that X is G-cr. If G is simple of classical type, then by Lemma 3.3, Lemma 3.4, and Lemma 3.5, the element u acts on the natural module V of G with at most one Jordan block of size p. Now by Proposition 5.9 the restriction V ↓ X is semisimple, and so by Theorem 6.2 the subgroup X is G-cr.
Consider then the general case where X is a connected reductive subgroup of G containing u. Since u is not centralized by a nontrivial torus, the same must be true for X, so it follows that X is semisimple. Write X = X 1 · · · X t , where the X i are simple and commute pairwise. If p = 3 or if no X i is of type G 2 , it follows from [Tes95, Theorem 0.1] and [PST00, Theorem 5.1] that there exists a connected simple subgroup X ′ < X of type A 1 such that u ∈ X ′ . It follows from the previous paragraph that X ′ is G-ir, so X must be G-ir as well.
Suppose then that p = 3 and that some X i is of type G 2 . Since p is good for G, it follows that G is simple of classical type. Let V be the natural module for G. Now u has order 3, so the largest Jordan block of size of u is at most 3. Furthermore, since u is distinguished, by Lemma 3.4 and Lemma 3.5 the Jordan block sizes of u are distinct and of the same parity. Hence dim V ≤ 4. Since every non-trivial representation of a simple algebraic group of type G 2 has dimension > 4 (see e.g. [Lüb01] ), it follows that no X i can be simple of type G 2 , contradiction.
What remains then is to consider distinguished unipotent elements of order p in bad characteristic. There are only two cases where such elements exist (type C 2 for p = 2, and type G 2 for p = 3, see proof of Theorem 1.3 below). The next proposition, which was stated in the introduction, will deal with type C 2 for p = 2. We restate it here for convenience of the reader. Proposition 1.2. Assume that p = 2. Let G = Sp(V ), where dim V = 4, so G is simple of type C 2 and has a unique conjugacy class of distinguished unipotent elements of order p. Let u ∈ G be a distinguished unipotent element of order p. If X < G is connected reductive and u ∈ X, then X is Girreducible unless X is conjugate to X ′ , where X ′ is described by one of the following:
Proof. We note first that the fact that G has a unique conjugacy class of distinguished unipotent elements of order p follows from [LS12, Proposition 6.1]. Furthermore, by [LS12, Proposition 6.1] this conjugacy class consists precisely of those unipotent elements u ∈ G which admit an orthogonal decomposition
Suppose that X < G is connected reductive and u ∈ X. We show that either X is G-ir, or one of (i) or (ii) holds.
If X is normalized by a maximal torus of G, then X is G-cr by [BMR05, Proposition 3.20]. Since u is distinguished, it follows from Lemma 6.1 that X is G-ir.
Suppose then that X is not normalized by any maximal torus of G. Since G has rank 2, it follows that X is simple of type A 1 . Now there exists a rational representation ρ : SL 2 (K) → SL(V ) such that ρ(SL 2 (K)) = X. If V is an irreducible X-module, then by [LS96, ] the subgroup X is G-ir. Thus we may assume that V is non-irreducible. Then by Lemma 5.11, as an SL 2 (K)-module V must be isomorphic to either
, where 0 ≤ n ≤ m; or
In both cases we have
where F is the usual Frobenius endomorphism and ρ ′ : SL 2 (K) → SL(V ) is a rational representation. Since applying a Frobenius twist does not change the image of the representation ρ ′ , it follows that we may assume that as an
, where n ≥ 0; or
In case (2) ′ we have X as in case (ii) of the claim. Consider then case (1) ′ . Here if n > 0, it follows from [LS96, 
(1) such that W is non-degenerate, then it is clear that X is as in case (i) of the claim. The other possibility is that every X-submodule W ∼ = L SL 2 (K) (1) is totally isotropic. In this case we can find a decomposition
But then X is a Levi factor of type A 1 (short root), which contradicts the assumption that u is distinguished.
We consider the existence and uniqueness claims for the subgroups X in (i) and (ii). We begin by considering subgroups X in (i). First, note that the SL 2 (K)-module L SL 2 (K) (1) has a non-degenerate SL 2 (K)-invariant alternating bilinear form. Therefore it is clear that we can find a representation ρ :
The uniqueness of such an X up to G-conjugacy follows easily from the fact that any two orthogonal direct sum decompositions V 1 ⊥ V 2 and W 1 ⊥ W 2 are conjugate under the action of G.
Next, note that since a non-identity unipotent element u ∈ X acts on the module L SL 2 (K) (1) with a single Jordan block of size 2, it is clear that V ↓ K[u] = J 2 ⊥ J 2 . For subgroups X in (i), the fact that X is contained in a proper parabolic subgroup of G follows from [LS96, . This completes the proof of the claims for (i).
For the subgroup X in (ii), note that by Lemma 5.10 (ii) the tilting SL 2 (K)-module T SL 2 (K) (2) has a non-degenerate SL 2 (K)-invariant alternating bilinear form. Therefore there exists a representation ρ : SL 2 (K) → G, with V ↓ X ∼ = T SL 2 (K) (2) for X = ρ(SL 2 (K)). Also by Lemma 5.10 (ii), such an X is unique up to G-conjugacy. Next note that for a non-identity unipotent element u ∈ X, we have V ↓ K[u] = J 2 ⊥ J 2 by Lemma 5.10 (iii). Finally, since T SL 2 (K) (2) is indecomposable and non-irreducible, it follows that X is contained in a proper parabolic subgroup of G [LS96, pg. 32-33]. This completes the proof of the claims for (ii).
We are now ready to prove our main result, which we also restate for convenience. Theorem 1.3. Let u ∈ G be a distinguished unipotent element of order p. Let X be a connected reductive subgroup of G containing u. Then X is Girreducible, unless p = 2, the group G is simple of type C 2 , and X is simple of type A 1 as in Proposition 1.2 (i) or (ii).
Proof. Suppose that X is contained in a proper parabolic subgroup of G. Since u is a distinguished unipotent element, X must be non-G-cr (Lemma 6.1). Then by Theorem 6.5 we have that p is bad for G.
Consider first the case where G is simple of exceptional type. Looking at the tables in [Law95] , the fact that p is bad for G and the fact that u is a distinguished unipotent element of order p implies that G = G 2 and p = 3. However, in this case it follows from [Ste10, Corollary 2] that every connected reductive subgroup of G is G-cr, contradicting the fact that X is non-G-cr.
Suppose then that G is simple of classical type. Since p is bad for G, we have p = 2 and G is simple of type
be the natural irreducible representation of G. Now u is a unipotent element of order 2, so u acts on V with largest Jordan block of size at most 2. Furthermore, since u is a distinguished unipotent element, by Lemma 3.6 we have V ↓ K[u] = J 2 ⊥ J 2 . Hence dim V = 4 and G is simple of type C 2 , and in this case the claim follows from Proposition 1.2.
Further examples
In this final section, we give further examples of connected reductive subgroups which contain a distinguished unipotent element and which are contained in a proper parabolic subgroup. All of the examples that we give here arise from indecomposable tilting modules with quasi-minuscule highest weight, which were studied in Section 4. Other examples also exist, see for example Proposition 1.2 (i). However, we believe that there are not too many examples, and aim to classify all of them in future work.
We begin with the following example, which is the only one of which we are aware in characteristic p = 2.
Proposition 7.1. Assume that p = 3 and let G = SO(V ) with dim V = 27. Then:
(i) Up to G-conjugacy there exists a unique X < G simple of type
(ii) Such an X is contained in a proper parabolic subgroup of G;
, and thus is a distinguished unipotent element of G (Lemma 3.5).
Proof. Let X be a simple algebraic group of type F 4 . First note that the weight ω 4 is quasi-minuscule and V X (ω 4 ) = L X (ω 4 )|L X (0) (see Table 4 .1) has dimension 26. Therefore by Lemma 4.2 (i), the indecomposable tilting module T X (ω 4 ) is 27-dimensional, uniserial, and To establish (iii), we use the usual embedding of X into a simply connected simple algebraic group Y of type E 6 . That is, we consider X as the centralizer of the involutory graph automorphism of Y induced by the nontrivial automorphism of the Dynkin diagram of Y .
Since in type E 6 the fundamental highest weight ω 1 is minuscule, the Weyl module V Y (ω 1 ) is irreducible and thus we have V Y (ω 1 ) = T Y (ω 1 ). According to [vdK01, Theorem 20] , the restriction of every tilting module of Y to X is a tilting module for X. In particular, the restriction V Y (ω 1 ) ↓ X is tilting for X. For the character of this restriction, we have ch V Y (ω 1 ) ↓ X = ch V X (ω 4 ) + ch V X (0) by [LS96, Table 8 .7]. Since V Y (ω 1 ) ↓ X is tilting, we conclude that V Y (ω 1 ) ↓ X ∼ = T X (ω 4 ).
Let u ∈ X be a regular unipotent element. It follows from [SS97, Theorem A] that u is also a regular unipotent element of Y . Then according to [Law95, Table 5 ], we have V Y (ω 1 ) ↓ K[u] = J 3 ⊕ J 9 ⊕ J 15 , hence T X (ω 4 ) ↓ K[u] = J 3 ⊕ J 9 ⊕ J 15 .
We now give more examples of similar nature in characteristic two.
Proposition 7.2. Assume that p = 2 and let G = Sp(V ) with dim V = 8. Then:
(i) Up to G-conjugacy there exists a unique X < G simple of type G 2 such that V ↓ X ∼ = T X (ω 1 );
(iii) A regular unipotent element u ∈ X satisfies V ↓ K[u] = J 2 ⊥ J 6 , and thus is a distinguished unipotent element of G (Lemma 3.6).
Proposition 7.3. Assume that p = 2 and let G = Sp(V ) with dim V = 134. Then:
(i) Up to G-conjugacy there exists a unique X < G simple of type E 7 such that V ↓ X ∼ = T X (ω 1 );
(iii) A regular unipotent element u ∈ X satisfies V ↓ K[u] = J 2 ⊥ J 8 ⊥ J 10 ⊥ J 16 ⊥ J 18 ⊥ J 22 ⊥ J 26 ⊥ J 32 , and thus is a distinguished unipotent element of G (Lemma 3.6).
Proof of Propositions 7.2 and 7.3. Let X be simple of type G 2 or E 7 . The fundamental dominant weight ω 1 is quasi-minuscule, and the corresponding Weyl module has structure V X (ω 1 ) = L X (ω 1 )|L X (0) ( Table 4 .1). Thus (i) follows from Lemma 4.2 (i) and (iii), along with the fact that dim V X (ω 1 ) = 7 if X has type G 2 and dim V X (ω 1 ) = 133 if X has type E 7 . Claim (ii) follows from the fact that T X (ω 1 ) is indecomposable and non-irreducible [LS96, pg. 32-33].
For the proof of (iii), write V = T X (ω 1 ) and let β be a non-degenerate X-invariant bilinear form on V , given by Lemma 4.2 (iii). Since V is an indecomposable tilting X-module, it follows from [GN16, Corollary 7.2] that there exists an X-invariant quadratic form Q on V such that β is the polarization of Q. Let v ∈ V be a vector generating the unique 1-dimensional Let u ∈ X be a regular unipotent element. We describe the action of u on v ⊥ / v ∼ = L X (ω 1 ), which together with Lemma 3.8 will complete the proof of (iii). If X has type G 2 , it follows from [Sup95, Theorem 1.9] that L X (ω 1 ) ↓ K[u] = J 6 . For X of type E 7 , note that v ⊥ = V X (ω 1 ). We have
by [Law95, Table 8 ], because V X (ω 1 ) is the adjoint representation or its dual.
As noted in the proof of Lemma 3.8, we can find an orthogonal decomposition and completes the proof.
Remark 7.4. An infinite family of examples, similar to Proposition 7.2 and Proposition 7.3, is given by the following. Assume that p = 2 and consider the adjoint simple algebraic group X of type B l−1 , where l ≥ 2. Let G = Sp(V, β), where dim V = 2l and β is a non-degenerate alternating bilinear form on V . Consider Y = SO(V, Q) < G where Q is a non-degenerate quadratic form on V that polarizes to β. Then we can view X = Stab Y (v), where v ∈ V is a non-zero vector such that Q(v) = 0. In this setting, we have V ↓ X ∼ = T X (ω 1 ), and X is contained in a proper parabolic subgroup since it stabilizes the totally isotropic subspace v . Furthermore, we can see that X contains distinguished unipotent elements of G. Let u ∈ X be a unipotent element such that with respect to the bilinear form induced on v ⊥ / v , we have
where t is odd, each d i is even, each J d i occurs with multiplicity at most two, and J 2 occurs with multiplicity at most one. Then
by Lemma 3.8, so u is a distinguished unipotent element of G by Lemma 3.6. For example, for a regular unipotent element u of X, we have V ↓ K[u] = J 2 ⊥ J 2l−2 .
Remark 7.5. We describe one more example arising from an indecomposable tilting module with quasi-minuscule highest weight. Assume that p = 2. One can show (see Remark 4.4) that in G = Sp(V ) for dim V = 68, up to G-conjugacy there exists a unique X < G simple of type D 6 such that V ↓ X ∼ = T X (ω 2 ) = L X (0) 2 |L X (ω 2 )|L X (0)
2
. We omit the proof from this paper, but one can show that X is contained in a proper parabolic subgroup of G and that a regular unipotent element u ∈ X satisfies V ↓ K[u] = J 2 ⊥ J 2 ⊥ J 6 ⊥ J 8 ⊥ J 10 ⊥ J 10 ⊥ J 14 ⊥ J 16 with respect to the alternating bilinear form of G. Note that then u is a distinguished unipotent element of G by Lemma 3.6.
