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We consider the blow-up problem for a semilinear heat equation,
⎧⎨
⎩
∂tu = u + up in Ω × (0, T ),
u(x, t) = 0 on ∂Ω × (0, T ) if ∂Ω = ∅,
u(x,0) = ϕ(x) 0 in Ω,
where Ω is a domain in RN , N  1,  > 0, p > 1, and T > 0. In
this paper, under suitable assumptions on {ϕ}, we prove that, if
the family of the solutions {u} satisﬁes a uniform type I blow-
up estimate with respect to , then the solution u blows up
only near the maximum points of the initial datum ϕ for any
suﬃciently small  > 0. This is proved without any conditions on
the exponent p and the domain Ω , such as (N − 2)p < N + 2 and
the convexity of the domain Ω .
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
We consider the blow-up problem for a semilinear heat equation,
∂tu = u + up in Ω × (0, T ), (1.1)
u(x, t) = 0 on ∂Ω × (0, T ) if ∂Ω = ∅, (1.2)
u(x,0) = ϕ(x) 0 in Ω, (1.3)
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nonnegative function on Ω . We denote by T the maximal existence time of the unique classical
solution u of (1.1)–(1.3). If T < ∞, then
limsup
t↗T
∥∥u(t)∥∥L∞(Ω) = ∞,
and we call T the blow-up time of the solution u . Furthermore the blow-up of u is said to be
type I if
limsup
t↗T
(T − t)1/(p−1)
∥∥u(t)∥∥L∞(Ω) < ∞
and type II otherwise. We denote by B the blow-up set of the solution u , that is,
B =
{
x ∈ Ω: there exists a sequence {(xn, tn)}⊂ Ω × (0, T)
such that lim
n→∞(xn, tn) = (x, T), limn→∞
∣∣u(xn, tn)∣∣= +∞}.
We remark that u˜(x, t) = −1/(p−1)u(x, −1t) satisﬁes⎧⎨
⎩
∂t u˜ = u˜ + u˜p in Ω × (0, T ),
u˜(x, t) = 0 on ∂Ω × (0, T ) if ∂Ω = ∅,
u˜(x,0) = Mϕ(x) 0 in Ω,
(1.4)
where M = −1/(p−1) .
The blow-up set for the semilinear heat equation (1.1) has been studied intensively in many pa-
pers (see, for instance, [1–3,5,7–9,12,16–19,21,22,27–30], and the references therein). However it still
seems diﬃcult to characterize the location of the blow-up set by using the given data such as the ini-
tial datum and the domain Ω , and the location of blow-up set was studied mainly for the cases that
 is suﬃciently small and that  is suﬃciently large. If  is suﬃciently small, regarding the semilinear
heat equation (1.1) as the ordinary differential equation ∂tu = up formally, we can imagine that the
solution u of (1.1)–(1.3) blows up only near the maximum points of the initial datum ϕ . Indeed, in
[28], Yagisita treated the semilinear heat equation (1.1) with
∂
∂ν
u(x, t) = 0 on ∂Ω × (0, T),
u(x,0) = ϕ(x) in Ω, (1.5)
where Ω is a smooth bounded domain in RN , ν is the outer unit normal vector to ∂Ω , and
ϕ ∈ C2(Ω) such that min
x∈Ω
ϕ(x) > 0 and
∂
∂ν
ϕ = 0 on ∂Ω. (1.6)
He proved that, for any δ > 0, there exists a constant ∗ > 0 such that
B ⊂
{
x ∈ Ω: ϕ(x) ‖ϕ‖L∞(Ω) − δ
}
for all 0<  < ∗ . Furthermore, by [2] and [3] (see also (1.4)), it is known that, for the semilinear heat
equation (1.1) with (1.2) and (1.5), under the assumptions
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there holds
B ⊂
{
x ∈ Ω: ϕ(x) ‖ϕ‖L∞(Ω) − Cα
}
for all suﬃciently small  , where C and α are positive constants. For the behavior of the blow-up time
T as  → 0, see [6,15,23,24,26], and Section 2.1. On the other hand, for the case that  is suﬃciently
large, see [9,16,18–20].
In this paper we study the location of the blow-up set of the solution u of (1.1)–(1.3) for the case
that  is suﬃciently small. We treat the case that the initial datum ϕ depends on  , and prove that,
under the uniform type I blow-up estimate of u with respect to  ,
sup
0<<0
sup
0<t<T
(T − t)1/(p−1)
∥∥u(t)∥∥L∞(Ω) < ∞ for some 0 > 0, (1.7)
if  is suﬃciently small, then the solution u blows up only near the maximum points of the initial
datum ϕ . This is proved without the conditions on the positivity and the C2 regularity of the initial
datum, the convexity and the regularity of the domain Ω , and (N − 2)p < N + 2 (see also Corol-
lary 1.1). (For the suﬃcient conditions for the assumption (1.7), see Remark 1.1 and Section 2.2: in
the cases treated in [2,3], and [28], the solution u satisﬁes (1.7).) The arguments in this paper are
not based on the well-known results by Giga and Kohn (see [10–12]), and the main theorem of this
paper, Theorem 1.1, is proved by the improvement of the arguments in [28] and by the use of the
short time behavior of the solutions for the heat equation.
We introduce some notation. Let B(x, r) = {y ∈ RN : |y − x| < r} for x ∈ RN and r > 0. Let
BC+(Ω) =
{
f ∈ L∞(Ω): f is a continuous nonnegative function on Ω},
BUC+(Ω) =
{
f ∈ L∞(Ω): f is a uniformly continuous nonnegative function onΩ}.
We denote by ‖ · ‖Lp(Ω) the norm of Lp(Ω) for p ∈ [1,∞]. For any φ ∈ L∞(RN ), we denote by etφ
the unique bounded solution of
∂tu = u in RN × (0,∞), u(x,0) = φ(x) in RN ,
that is,
etφ(x) = (4πt)− N2
∫
RN
e−
|x−y|2
4t φ(y)dy, (x, t) ∈ RN × (0,∞). (1.8)
Then etφ(x) satisﬁes
∥∥∇mx etφ∥∥L∞(RN )  ∥∥∇mx φ∥∥L∞(RN ), t > 0, (1.9)
for any m = 0,1,2, . . . if φ ∈ Wm,∞(RN ). For any λ > 0, let ζλ be the solution of the ordinary differ-
ential equation ∂tζ = ζ p with ζ(0) = λ, that is,
ζλ(t) = κ(Sλ − t)−
1
p−1 , κ =
(
1
p − 1
)1/(p−1)
, Sλ = λ
−(p−1)
p − 1 . (1.10)
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ω(,ϕ, A,Ω) := sup{∣∣ϕ(x)− ϕ(y)∣∣: x, y ∈ Ω, |x− y| 1/2−A}.
We remark that ϕ ∈ BUC+(Ω) satisﬁes lim→0ω(,ϕ, A,Ω) = 0 for any A ∈ (0,1/2). Furthermore,
for any positive constant η, we put
M(ϕ,η) := {x ∈ Ω: ϕ(x) ‖ϕ‖L∞(Ω) − η}.
Now we are ready to state our main result, which implies that, under suitable assumptions on
{ϕ} and (1.7), the solution u of (1.1)–(1.3) blows up only near the maximum points of the initial
datum ϕ if  is suﬃciently small.
Theorem 1.1. Let N  1, 0 > 0, Ω be a domain in RN , and {ϕ}0<<0 ⊂ BC+(Ω) such that
cϕ := inf
0<<0
‖ϕ‖L∞(Ω) > 0, Cϕ := sup
0<<0
‖ϕ‖L∞(Ω) < ∞. (1.11)
Assume
ϕ = 0 on ∂Ω for 0<  < 0 if ∂Ω = ∅, (1.12)
lim
→0ω(,ϕ, A,Ω) = 0 for some A > 0. (1.13)
Let u be a solution of (1.1)–(1.3), and assume (1.7). Then, for any δ > 0, there exists a constant ∗ ∈ (0, 0)
such that
B ⊂ M(ϕ, δ) ≡
{
x ∈ Ω: ϕ(x) ‖ϕ‖L∞(Ω) − δ
}
(1.14)
for all 0<  < ∗ .
For the behavior of the blow-up time T as  → 0, see Section 2.1. Here we give some remarks on
the assumptions of Theorem 1.1.
Remark 1.1. Let Ω be a C2 smooth domain in RN and {ϕ}0<<0 ⊂ BC+(Ω). Consider the blow-up
problem (1.1)–(1.3) under the conditions (1.11)–(1.13). Then there holds (1.7) if, either
(a) (N − 2)p < N + 2 and Ω is a bounded convex domain in RN ,
(b) (N − 2)p < N + 2 and Ω = RN ,
(c) for any  ∈ (0, 0), ϕ ∈ C2(Ω) such that ϕ + ϕp  0 in Ω , or
(d) (N − 1)2p < N(N + 2).
For the cases (a) and (b), see Proposition 2.2. For the cases (c) and (d), see Propositions 2.3 and 2.4,
respectively.
Remark 1.2. (i) Let Ω = RN . If {ϕ}0<<0 ⊂ C1(RN ), the assumption (1.13) could be replaced by
sup
0<<
1/2−A′ ‖∇ϕ‖L∞(RN ) < ∞ for some A′ > 0. (1.15)
0
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satisﬁes the assumption (1.13) with A ∈ (0, A′).
(ii) Let uν be a solution of
{
∂tu = u + up in RN × (0, T ),
u(x,0) = λ+ νφ(x) 0 in RN , (1.16)
where λ is a positive constant, ν is a suﬃciently small positive constant, φ ∈ L∞(RN ), and T is the
blow-up time of the solution uν . Let γ > 0 and  = νγ . Then the function
v(x, t) = 1/(p−1)uν(x, T −  + t), (x, t) ∈ RN × (0,1),
blows up at t = 1 and satisﬁes
{
∂t v = v + vp in RN × (0,1),
v(x,0) = ϕ(x) in RN ,
where ϕ(x) = 1/(p−1)uν(x, T − ). Then, under suitable choice of γ , ϕ satisﬁes (1.15), and Theo-
rem 1.1 is applicable to the problem (1.16). Indeed, by obtaining the proﬁle of the solution uν of (1.16)
just before the blow-up time, we can apply Theorem 1.1 to v and study the location of the blow-up
set of the solution uν of (1.16) (see the forthcoming paper [8]). Furthermore this argument is also
useful in the study of the location of blow-up set of the solutions of Eq. (1.1) for the case that  is
suﬃciently large if Ω = RN and the initial datum is a constant function with a perturbation (see also
the forthcoming paper [9]).
As a corollary of Theorem 1.1, we give the following result, which is the direct consequence of
Theorem 1.1 to the case that the initial datum is independent of  .
Corollary 1.1. Let N  1, 0 > 0, Ω be a domain in RN , and ϕ ∈ BUC+(Ω) \ {0} such that ϕ = 0 on ∂Ω .
Let u be the solution of (1.1), (1.2), and (1.5), and assume (1.7). Then, for any δ > 0, there exists a positive
constant ∗ such that
B ⊂ M(ϕ, δ) ≡
{
x ∈ Ω: ϕ(x) ‖ϕ‖L∞(Ω) − δ
}
for all 0<  < ∗ .
We remark that there holds the conclusion of Corollary 1.1 without the conditions such as the pos-
itivity and the C2 regularity of the initial datum ϕ , the convexity and the regularity of the domain Ω ,
and (N − 2)p < N + 2. Compare Corollary 1.1 with [2,3], and [28].
Next we explain the idea of proving Theorem 1.1. In order to prove Theorem 1.1, we ﬁrst study
the behavior of the blow-up time T of the solution u of (1.1)–(1.3) as  → 0, by using the short
time behavior of the solutions of the heat equation. Next we reduce the problem (1.1)–(1.3) to the
case Ω = RN , and approximate the initial datum ϕ by smooth positive functions in RN . Then, by
improving the arguments in [28], for any δ > 0, we can construct a function u in RN × (0, T) such
that
0 u(x, t) u(x, t) in Ω × (0, T) and sup
(x,t)∈[Ω\M(ϕ ,δ)]×(0,T )
u(x, t) < ∞.
This implies Theorem 1.1. In our construction of the function u , we need more careful and delicate
calculations than in [28].
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time of the solution for the problem (1.1)–(1.3) as  → 0. Furthermore we study the blow-up rate of
the solution, and give some suﬃcient conditions for the assumption (1.7). In Section 3 we construct
outer supersolution to the problem (1.1)–(1.3) by improving the arguments in [28]. In Section 4 we
study the location of blow-up set for the problem (1.1)–(1.3), and complete the proof of Theorem 1.1.
2. Blow-up time and uniform type I blow-up estimates
In this section we consider the blow-up problem (1.1)–(1.3), and study the behavior of the blow-
up time T as  → 0. Furthermore we give some suﬃcient conditions for the assumption (1.7) in
Theorem 1.1.
2.1. Behavior of the blow-up time T as  → 0
In this subsection we study the behavior of the blow-up time T for the problem (1.1)–(1.3) as
 → 0, and prove the following proposition.
Proposition 2.1. Let N  1, 0 > 0, Ω be a domain in RN , and {ϕ}0<<0 ⊂ BC+(Ω). Assume (1.11)–(1.13).
Let T be the blow-up time for the problem (1.1)–(1.3). Then
lim
→0 |T − S‖ϕ‖L∞(Ω) | = 0. (2.1)
Furthermore
sup
0<<1
T < ∞ (2.2)
for some 1 ∈ (0, 0).
In order to prove Proposition 2.1, we ﬁrst prove the following lemma.
Lemma 2.1. Let N  1, 0 > 0, and {ϕ}0<<0 ⊂ BC+(RN ) such that
sup
0<<0
‖ϕ‖L∞(RN ) < ∞, lim
→0ω
(
,ϕ, A,R
N)= 0 for some A > 0. (2.3)
Then, for any T > 0,
lim
→0 sup0tT
∥∥etϕ − ϕ∥∥L∞(RN ) = 0. (2.4)
Proof. Let T > 0. By (1.8), we have
∣∣etϕ(x)− ϕ(x)∣∣ (4πt)− N2
∫
RN
e−
|x−y|2
4t
∣∣ϕ(y)− ϕ(x)∣∣dy
= (4π)− N2
( ∫
{|z|−A T−1/2}
+
∫
{|z|>−A T−1/2}
)
e−
|z|2
4
∣∣ϕ(x+ (t)1/2z)− ϕ(x)∣∣dz
ω
(
,ϕ, A,R
N)+ 2(4π)− N2 ‖ϕ‖L∞(RN )
∫
{|z|>−A T−1/2}
e−
|z|2
4 dz
for (x, t) ∈ RN × (0, T ). Then, by (2.3), we obtain (2.4). 
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Lemma 2.2. Assume the same conditions as in Proposition 2.1. Let z be a bounded solution of
{
∂t z = z in Ω × (0,∞),
z(x, t) = 0 on ∂Ω × (0,∞) if ∂Ω = ∅,
z(x,0) = ϕ(x) in Ω.
(2.5)
Then, for any T > 0,
lim
→0 sup0tT
∣∣∥∥z(t)∥∥L∞(Ω) − ‖ϕ‖L∞(Ω)∣∣= 0. (2.6)
Proof. Let δ ∈ (0, cϕ/2) and x ∈ Ω be a point such that
ϕ(x) > ‖ϕ‖L∞(Ω) − δ  cϕ/2. (2.7)
Then, by (1.12) and (1.13), we have
B
(
x, 
1/2−A)⊂ Ω (2.8)
for all suﬃciently small  > 0. Indeed, if not, there exists a point x˜ ∈ ∂Ω such that |x − x˜ | 1/2−A .
Then, by (1.12) and (2.7), we have
0< cϕ/2 ϕ(x) = ϕ(x)− ϕ(x˜)ω(,ϕ, A,Ω).
This contradicts (1.13), and we have (2.8).
Let T > 0 and ζ ∈ C∞0 (RN ) such that supp ζ ⊂ B(0, 1/2−A), ζ(0) = 1, and
0 ζ  1 and |∇ζ | 2−1/2+A in RN . (2.9)
Put ϕ˜(x) = ϕ(x+ x)ζ(x) in B(0, 1/2−A) and ϕ˜ = 0 outside B(0, 1/2−A). Let A′ ∈ (0, A). Then, by
(1.11) and (2.9), for any x, y ∈ RN with |x− y| 1/2−A′ , we have
∣∣ϕ˜(x)− ϕ˜(y)∣∣ω(,ϕ, A′,Ω)+ ‖ϕ‖L∞(Ω)‖∇ζ‖L∞(RN )|x− y|
ω(,ϕ, A,Ω)+ 2Cϕ A−A′ .
This together with (1.13) implies that
lim
→0ω
(
, ϕ˜, A
′,RN
)= 0. (2.10)
Let G(x, y; t) be the Green function for the problem (2.5) with Ω replaced by B(0,1). Then, in
view of Lemma 2.1 in [24], there exist constants C1 > 0 and α ∈ (0,1) such that
G(0, y; t) (1− e−(C1)−1)(4πt)−N/2e− |y|24t (2.11)
for all (y, t) ∈ B(0,α)× (0, T ) and all suﬃciently small  > 0. Since the function
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∫
B(0,1)
G
(
−1/2+Ax, y;−1+2At)ϕ˜(1/2−A y)dy
satisﬁes ⎧⎪⎨
⎪⎩
∂t z˜ = z˜ in B
(
0, 1/2−A
)× (0,∞),
z˜(x, t) = 0 on ∂B(0, 1/2−A)× (0,∞),
z˜(x,0) = ϕ˜(x) in B
(
0, 1/2−A
)
,
by the comparison principle, (2.8), and (2.9), we have
z(x+ x, t) z˜(x, t), (x, t) ∈ B
(
0, 1/2−A
)× (0,∞).
Therefore, by (2.11), we have
z(x, t) z˜(0, t) =
∫
B(0,1)
G
(
0, y;−1+2At)ϕ˜(1/2−A y)dy

(
1− e−(C1)−1) ∫
B(0,α)
(
4π2At
)−N/2
e
− |y|2
42At ϕ˜
(
1/2−A y
)
dy
= (1− e−(C1)−1) ∫
B(0,α1/2−A)
(4πt)−N/2e−
|z|2
4t ϕ˜(z)dz
 etϕ˜(0)−
∫
|z|α1/2−A
(4πt)−N/2e−
|z|2
4t ϕ˜(z)dz − e−(C1)−1‖ϕ‖L∞(Ω)
 etϕ˜(0)− Cϕ
∫
|ξ |α−At−1/2
(4π)−N/2e−
|ξ |2
4 dξ − e−(C1)−1Cϕ (2.12)
for all t > 0. Then, by (2.7) and (2.12), we have
0 ‖ϕ‖L∞(Ω) −
∥∥z(t)∥∥L∞(Ω)  ϕ(x)− z(x, t)+ δ  ϕ˜(0)− etϕ˜(0)+ 2δ
for all t ∈ (0, T ) and all suﬃciently small  > 0. Furthermore, by Lemma 2.1, (1.11), and (2.10), we
have
limsup
→0
∣∣‖ϕ‖L∞(Ω) − ∥∥z(t)∥∥L∞(Ω)∣∣ 2δ.
Therefore, by the arbitrariness of δ, we have (2.6). 
Now we are ready to prove Proposition 2.1.
Proof of Proposition 2.1. By the comparison principle, we have 0 u(x, t) ζ‖ϕ‖L∞(Ω) (t) for x ∈ Ω
and t > 0, and obtain
T  S‖ϕ‖L∞(Ω) = ‖ϕ‖−(p−1)L∞(Ω) /(p − 1). (2.13)
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a constant 1 > 0 such that
inf
0<t<Sα
∥∥z(t)∥∥L∞(Ω) > inf0<<0 ‖ϕ‖L∞(Ω)/2 = α > 0
for all  ∈ (0, 1). Furthermore, for any  ∈ (0, 1),
∥∥z(Sα)∥∥−(p−1)L∞(Ω) − (p − 1)Sα < α−(p−1) − (p − 1)Sα = 0,
and there exists a positive constant T ′ ∈ (0, Sα) such that
∥∥z(T ′)∥∥−(p−1)L∞(Ω) − (p − 1)T ′ = 0.
Therefore, by Lemma 2.2, we have
lim
→0
∣∣T ′ − S‖ϕ‖L∞(Ω) ∣∣= lim→0 |S‖z(T ′ )‖L∞(Ω) − S‖ϕ‖L∞(Ω) | = 0. (2.14)
On the other hand, since
(
z(x, t)−(p−1) − (p − 1)t)−1/(p−1)
is a subsolution of (1.1), we have T  T ′ for  ∈ (0, 1). This together with (2.13) and (2.14) im-
plies (2.1). Furthermore, by (1.10), (1.11), and (2.1), we have (2.2), and the proof of Proposition 2.1 is
complete. 
2.2. Uniform type I blow-up estimates
In this subsection we give some results on the suﬃcient conditions for the assumption (1.7) in
Theorem 1.1. The ﬁrst result is proved by [13,14], and Proposition 2.1.
Proposition 2.2. Let N  1, 0 > 0, and Ω be a bounded convex C2 smooth domain in RN or Ω = RN , and
{ϕ}0<<0 ⊂ BC+(Ω). Assume (N − 2)p < N + 2 and (1.11)–(1.13). Let u be the solution of (1.1)–(1.3).
Then there exist positive constants C and 1 ∈ (0, 0) such that
∥∥u(t)∥∥L∞(Ω)  C(T − t)−1/(p−1), 0 t < T, (2.15)
for all 0<  < 1 .
Proof. By Proposition 2.1 and (1.11), we have
sup
0<<1
T 1/(p−1) ‖ϕ‖L∞(Ω) < ∞
for some 1 ∈ (0, 0). Then, by [13, Theorem 2.1] and [14, Theorem 1.1] (see also [11]), we have
(2.15). 
The next result is obtained by the same argument as in [7, Section 4]. We remark that the following
proposition holds without any conditions on p and the domain, such as (N − 2)p < N + 2 and the
convexity of the domain Ω .
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Assume (1.11), (1.12), and
ϕ + ϕp  0 in Ω for any  ∈ (0, 0).
Let u be the solution of (1.1)–(1.3). Then there exists a positive constant C such that
∥∥u(t)∥∥L∞(Ω)  C(T − t)−1/(p−1), 0 t < T,
for all 0<  < 0 .
Next, by using the Liouville type theorems given in [25], we improve the argument in [4], and
prove the following result. We remark that the following proposition holds without the convexity of
the domain Ω .
Proposition 2.4. Let N  1, 0 > 0, Ω be a C2 smooth domain in RN , and {ϕ}0<<0 ⊂ BC+(Ω). Assume
(N − 1)2p < N(N + 2) (2.16)
and (1.11)–(1.13). Then there holds the same conclusion as in Proposition 2.2.
Proof. By (1.1)–(1.3) and (1.10), we apply the comparison principle to have
∥∥u(t)∥∥L∞(Ω)  ζ‖ϕ‖L∞(Ω) (t), 0< t < S‖ϕ‖L∞(Ω) .
Then, in view of Proposition 2.1, (1.10), and (1.11), there exist constants C > 0 and 1 ∈ (0, 0) such
that
∥∥u(T/2)∥∥L∞(Ω)  ζ‖ϕ‖L∞(Ω) (2S‖ϕ‖L∞(Ω)/3) = κ(S‖ϕ‖L∞(Ω)/3)−1/(p−1)  C (2.17)
for all  ∈ (0, 1).
Let  ∈ (0, 1) and put
M(t) := ‖u‖L∞(Ω×(0,t)), λ(t) := M(t)− p−12
for t ∈ (0, T). Then M(t) is a positive, continuous, and nondecreasing function on [0, T) such that
limt→T M(t) = ∞, and for any t > 0, we can deﬁne τ(t) by
τ(t) := max
{
τ ∈ (t, T): M(τ ) = 2M(t)
}
.
Then, by the same argument as in [4] and (2.17), in order to prove Proposition 2.4, we have only to
prove that there exists a constant K such that
λ(t)
−2(τ(t)− t) K (2.18)
for all t ∈ (T/2, T) and  ∈ (0, 1). The proof of (2.18) is by contradiction. Assume that there exist
sequences { j}∞j=1 and {t j}∞j=1 such that
lim
j→∞
λ j (t j)
−2(τ j (t j)− t j)= ∞.
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∂t v j = v j + vpj in Ω j × (0, T j ).
Then, for any j = 0,1,2, . . . , we can choose (xˆ j, tˆ j) ∈ Ω j × (0, T j ) such that
v j(xˆ j, tˆ j)
1
2
‖v j‖L∞(Ω j×(0,t j)) =
1
2
M j (t j).
Let d j = dist(xˆ j, ∂Ω j). Then we have either
(a) limsup
j→∞
d j/λ j = ∞ or (b) limsup
j→∞
d j/λ j < ∞.
We ﬁrst consider the case (a). Then, by the same argument as in the case (i) of the proof of [4,
Theorem 2.1], we see that there exists a classical solution v of
∂t v = v + vp in RN × (−∞,∞) (2.19)
such that
0 v  2 in RN × (−∞,∞), v(0,0) 1/2.
On the other hand, by [25, Theorem A], under the condition (2.16), Eq. (2.19) has no nontrivial non-
negative classical solutions; thus we have a contradiction.
Next we consider the case (b). Then, by the same argument as in the case (ii) of the proof of [4,
Theorem 2.1], we see that there exist a half space H of RN with 0 ∈ H and a solution v of
∂t v = v + vp in H × (−∞,∞), v = 0 in ∂H × (−∞,∞) (2.20)
such that
0 v  2 in H × (−∞,∞), v(0,0) 1/2.
On the other hand, by [25, Theorem 2.1], under the condition (2.16), Eq. (2.20) has no nontrivial
nonnegative classical solutions; thus we have a contradiction. Therefore we have (2.18), and the proof
of Proposition 2.4 is complete. 
3. Outer supersolution of Eq. (1.1)
In this section we improve the arguments in [28], and construct a supersolution of (1.1) outside a
neighborhood of the maximum points of ϕ for the case Ω = RN . In what follows, we write ‖ · ‖∞ =
‖ · ‖L∞(RN ) for simplicity.
Let ρ ∈ C∞0 (RN ) such that
suppρ ⊂ B(0,1), ρ(x) 0 in RN ,
∫
RN
ρ(x)dx = 1, (3.1)
and put
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(
δ−1x
)
, x ∈ RN , δ > 0.
Let 0 > 0 and {φ}0<<0 ⊂ BC+(RN ) such that
cφ := inf
0<<0
‖φ‖∞ > 0, Cφ := sup
0<<0
‖φ‖∞ < ∞, (3.2)
lim
→0ω
(
,φ, A,R
N)= 0 for some A > 0. (3.3)
Let α > 0, β > 0, and γ > 0. Let {T˜}0<<0 ⊂ (0,∞) such that
sup
0<<0
|T˜ − S‖φ‖∞| dα, d = (Cφ)−p/2. (3.4)
Then, by (1.10) and (3.2), we have
sup
0<<0
T˜ < ∞. (3.5)
We introduce some functions in order to construct outer supersolutions of (1.1). For any  ∈ (0, 0),
we put
φ∗ (x) = max
{
α,min
{
(ρ1/2−A ∗ φ)(x),‖φ‖∞ − α
}}
, x ∈ RN , (3.6)
z(x, t) =
(
etφ∗
)
(x), (x, t) ∈ RN × (0,∞). (3.7)
Furthermore we put
w(t) =
(∥∥z(0)∥∥∞ − 2α)−(p−1) + β A(T˜ 1/2 − (T˜ − t)1/2), (3.8)
fγ (t) = eγ t
(
e(p−1)γ T˜ − e(p−1)γ t)−1/(p−1),
where T˜ = sup{T˜ + 1: 0<  < 0}. Here the function fγ satisﬁes
f ′γ (t) = γ
(
fγ (t)+ fγ (t)p
)
, 0< t < T˜ , (3.9)
and there exists a positive constant cγ , depending only on p, γ , and T˜ , such that
cγ  inf
0tT˜
fγ (t) < sup
0tT˜
fγ (t) c−1γ (3.10)
for all 0 <  < 0. By using these functions z(x, t), w(t), and fγ (t), we deﬁne the following three
functions v,1, v,2, and v by
v,1(x, t) =
(
z(x, t)
−(p−1) − (p − 1)t)−1/(p−1), (3.11)
v,2(x, t) =
(
z(x, t)
−(p−1) − w(t)
)−1/(p−1)
, (3.12)
v(x, t) = v,1(x, t) + 
2A
p−1 v,2(x, t)
2 + fγ (t). (3.13)
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that the function v is a supersolution of (1.1) in some domain in RN × (0, T˜), under suitable choice
of the constants β and γ .
Proposition 3.1. Let 0 > 0, c∗ > 0, {T˜}0<<0 ⊂ (0,∞), and {φ}0<<0 ⊂ BC+(RN ). Assume (3.2) and
(3.3). For any α ∈ (0, cφ/2), if {T˜}0<<0 satisﬁes (3.4), then there exist positive constants β1 , γ1 , and 1
such that, for any β  β1 , γ  γ1 , and  ∈ (0, 1), the function v deﬁned by (3.13) satisﬁes
∂t v  v + vp in E, (3.14)
where
E :=
{
(x, t) ∈ RN × (0, T˜): z(x, t)−(p−1) − w(t) 1
2
c
− p−12∗  A(T˜ − t) 12
}
. (3.15)
In order to obtain Proposition 3.1, we ﬁrst prove the following lemma. In what follows, we write
v(x, t) = v(x, t), vi(x, t) = v,i(x, t) (i = 1,2), z(x, t) = z(x, t), w(t) = w(t),
for simplicity.
Lemma 3.1. Assume the conditions as in Proposition 3.1. For any α ∈ (0, cφ/2), if {T˜}0<<0 satisﬁes (3.4),
then there exists a positive constant C , independent of the positive constants β and γ , such that
α  z(x, t) ‖φ‖∞ − α, (3.16)∥∥∇z(t)∥∥∞  C− 12+A, (3.17)
v1(x, t) C, (3.18)
vp − vp1  C
(

2A
p−1 v22 + 
2Ap
p−1 v2p2 + fγ + f pγ
)
(3.19)
for all (x, t) ∈ E and 0<  < 0 .
Proof. By (3.2) and α ∈ (0, cφ/2), we have α < ‖φ‖∞ − α. Then, by (3.6) and (3.7), we have
α  φ∗ (x) ‖φ‖∞ − α in RN .
This together with the comparison principle implies the inequality (3.16). Furthermore, in view of
(1.9), (3.2), and (3.6), there exists a constant C1 such that
sup
t>0
∥∥∇z(t)∥∥∞  ∥∥∇φ∗∥∥∞  ∥∥∇(ρ1/2−A ∗ φ)∥∥∞  C1−1/2+A‖φ‖∞  C1Cφ−1/2+A,
and we obtain the inequality (3.17). On the other hand, by (1.10), we apply the mean value theorem
to have
S‖φ‖∞−α − S‖φ‖∞ =
(‖φ‖∞ − θα)−pα  (Cφ)−pα
for some θ ∈ (0,1), and by (3.4), we obtain
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This together with (1.10), (3.11), and (3.16) implies
v1(x, t)
((‖φ‖∞ − α)−(p−1) − (p − 1)T˜)−1/(p−1)
 κ(S‖φ‖∞−α − T˜)−1/(p−1)  κ(dα)−1/(p−1)
for all  ∈ (0, 0), and we obtain (3.18).
It remains to prove the inequality (3.19). Since the inequality
(1+ x)p − 1 C3
(
x+ xp), x> 0,
holds for some constant C3 > 0, we have
(a + b + c)p − ap = ap
[(
1+ b + c
a
)p
− 1
]
 C3ap
[
b + c
a
+
(
b + c
a
)p]
= C3
[
ap−1(b + c)+ (b + c)p] C3[ap−1(b + c)+ 2p−1(bp + cp)]
 C4
(
1+ ap−1)(b + c + bp + cp)
for a, b, and c > 0, where C4 is a constant. Then, by (3.18), we have
vp − vp1  C4
(
1+ vp−11
)(

2A
p−1 v22 + 
2Ap
p−1 v2p2 + fγ + f pγ
)
 C5
(

2A
p−1 v22 + 
2Ap
p−1 v2p2 + fγ + f pγ
)
, (x, t) ∈ E,
for all  ∈ (0, 0), where C5 is a constant; thus we obtain the inequality (3.19), and the proof of
Lemma 3.1 is complete. 
Proof of Proposition 3.1. Let α ∈ (0, cφ/2) and c∗ > 0. Let β and γ be positive constants to be chosen
later. By (3.11)–(3.13), we have
∂t v = vp1
(
z−p∂t z + 1
)+ 2 2Ap−1 vp+12
(
z−p∂t z + w
′(t)
p − 1
)
+ f ′γ (t),
v = vp1 z−pz − pvp1 z−p−1|∇z|2 + pv2p−11 z−2p|∇z|2
+ 2 2Ap−1 [(p + 1)v2p2 z−2p|∇z|2 − pvp+12 z−p−1|∇z|2 + vp+12 z−pz],
and by (3.7) and (3.9), we obtain
∂t v −
(
v + vp)= vp1 + 2p − 1
2A
p−1 vp+12 w
′(t)+ f ′γ (t)+ pvp1 z−p−1|∇z|2 − pv2p−11 z−2p|∇z|2
− 2 2Ap−1 [(p + 1)v2p2 z−2p|∇z|2 − pvp+12 z−p−1|∇z|2]− vp
 2
p − 1
2A
p−1 vp+12 w
′(t)+ γ ( fγ (t)+ fγ (t)p)
− pv2p−11 z−2p|∇z|2 − 2(p + 1)
2A
p−1 v2p2 z
−2p|∇z|2 − (vp − vp1)
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such that
∂t v −
(
v + vp) 2
p − 1
2A
p−1 vp+12 w
′(t)+ γ ( fγ (t)+ fγ (t)p)
− C12A − C1
2A
p−1+2A v2p2 − C1
(

2A
p−1 v22 + 
2Ap
p−1 v2p2 + fγ + f pγ
)
(3.20)
for all (x, t) ∈ E . Let γ be a positive constant such that γ  3C1. By (3.10), we have
(γ − C1)
(
fγ (t)+ fγ (t)p
)− C12A  2C1(cγ + cpγ )− C12A  C1cγ
for all suﬃciently small  > 0. This together with (3.8) and (3.20) implies that there exists a positive
constant C8 such that
∂t v −
(
v + vp)
 β
p − 1
A
2A
p−1 vp+12 (T˜ − t)−
1
2 + C1cγ − C1
(

2A
p−1 v22 + 2
2Ap
p−1 v2p2
)
(3.21)
for all (x, t) ∈ E and all suﬃciently small  > 0.
Let
β max
{
8(p − 1)C1c(p−1)/2∗ , c−(p−1)γ ,4C21(p − 1)2 T˜
}
. (3.22)
By (3.12) and (3.15), we have
v2(x, t)
p−1 = (z(x, t)−(p−1) − w(t))−1  2c p−12∗ −A(T˜ − t)− 12 , (x, t) ∈ E,
and obtain
2C1
2Ap
p−1 v2p2 = 2C1 A vp−12 · 
(p+1)A
p−1 vp+12  4C1c
p−1
2∗ (T˜ − t)− 12 · 
(p+1)A
p−1 vp+12 (3.23)
for all (x, t) ∈ E . By (3.22) and (3.23), we have
β
2(p − 1)
A
2A
p−1 (T˜ − t)− 12 vp+12  4C1c
p−1
2∗ 
(p+1)A
p−1 (T˜ − t)− 12 vp+12  2C1
2Ap
p−1 v2p2 (3.24)
for all (x, t) ∈ E . Therefore, by (3.21) and (3.24), we obtain
∂t v −
(
v + vp) β
2(p − 1)
A
2A
p−1 vp+12 (T˜ − t)−
1
2 + C1cγ − C1
2A
p−1 v22 (3.25)
for all (x, t) ∈ E and all suﬃciently small  > 0.
Put
E,1 =
{
(x, t) ∈ E : z(x, t)−(p−1) − w(t) β 12  A
}
, E,2 = E \ E1.
Then, by (3.12) and (3.22), we have
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2A
p−1 v22  C1
2A
p−1
(
β
1
2  A
)− 2p−1 = C1β− 1p−1  C1cγ , (x, t) ∈ E,1. (3.26)
On the other hand, since
(T˜ − t)− 12  T˜−
1
2
 , 
A vp−12  
A(β 12  A)−1 = β− 12 in E,2,
by (3.22), we have
β
2(p − 1)
A
2A
p−1 (T˜ − t)− 12 vp+12 =
β
2(p − 1)
A(T˜ − t)− 12 vp−12 · 
2A
p−1 v22
 β
1/2
2(p − 1) T˜
− 12
 
2A
p−1 v22  C1
2A
p−1 v22 (3.27)
for all (x, t) ∈ E,2. By (3.26) and (3.27), we have
β
2(p − 1)
A
2A
p−1 vp+12 (T˜ − t)−
1
2 + C1cγ  C1
2A
p−1 v22 (3.28)
for all (x, t) ∈ E . Therefore, by (3.25) and (3.28), we have (3.14) for all (x, t) ∈ E and all suﬃciently
small  > 0, and the proof of Proposition 3.1 is complete. 
4. Location of blow-up set
In this section, by modifying the argument in [28] and using the outer supersolution constructed
in Section 3, we prove the following proposition, and complete the proof of Theorem 1.1.
Proposition 4.1. Let N  1, 0 > 0, Ω be a domain in RN , {ϕ}0<<0 be a family of nonnegative bounded
functions in Ω , and u be a solution of (1.1). Let T and B be the blow-up time and the blow-up set of the
solution u , respectively. Assume (1.7) and that there exists a family {ϕ˜}0<<0 ⊂ BC+(Ω) such that
0 ϕ(x) ϕ˜(x), x ∈ Ω,  ∈ (0, 0), (4.1)
cϕ˜ := inf
0<<0
‖ϕ˜‖L∞(Ω) > 0, (4.2)
Cϕ˜ := sup
0<<0
‖ϕ˜‖L∞(Ω) < ∞, (4.3)
M(ϕ˜, η) ∩ ∂Ω = ∅,  ∈ (0, 0), for some η > 0, (4.4)
lim
→0ω(, ϕ˜, A,Ω) = 0 for some A > 0. (4.5)
For any δ > 0, if
sup
0<<0
|T − S‖ϕ˜‖L∞(Ω) | d∗δ with d∗ = (Cϕ˜ )−p/10, (4.6)
then there exists a positive constant ∗ such that
B ⊂ M(ϕ˜, δ) (4.7)
for all 0<  < ∗ .
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δ <min{cϕ˜/2, η/2}. (4.8)
Put
ϕ(x) =
{
max{ϕ˜(x),‖ϕ˜‖L∞(Ω) − 2δ} if x ∈ Ω,
‖ϕ˜‖L∞(Ω) − 2δ if x ∈ RN \Ω.
Then, by (4.4), we see ϕ ∈ C(RN ), and by (4.5) and (4.8), we have
ϕ˜(x) ϕ(x) in Ω, ‖ϕ˜‖L∞(Ω) = ‖ϕ‖∞, (4.9)
lim
→0ω
(
,ϕ, A,R
N)= 0, (4.10)
M(ϕ˜, δ) = M(ϕ, δ), ϕ˜ = ϕ in M(ϕ, δ). (4.11)
By (1.7), we have
∣∣u(x, t)∣∣ C∗(T − t)−1/(p−1) in Ω × [0, T) (4.12)
for all 0<  < 0, where C∗ is a constant independent of  ∈ (0, 0).
Let α = δ/5. Putting
T˜ = T, c∗ = C∗, φ = ϕ,
we apply the argument in Section 3 to the problem (1.1)–(1.3). Here we remark that (4.6) implies
sup
0<<0
|T − S‖ϕ˜‖L∞(Ω) |
(Cϕ˜ )
−p
2
α.
Let β1 and γ1 be the constants given in Proposition 3.1, and we take constants β and γ so that
β max
{
β1,
C−(p−1)/2∗
2
}
, γ = γ1. (4.13)
In what follows, we use the same notation as in Section 3, and introduce the following function on
RN × [0, T),
u(x, t) = v,1(x, t) + C∗(T − t)−
1
p−1χ
(
z(x, t)−(p−1) − w(t)
C−(p−1)/2∗ (T − t)1/2 A
)−2/(p−1)
+ fγ (t), (4.14)
where χ be a C∞ smooth function in R such that
χ(z) = 1/4 for z 0, χ(z) = z for z 1/2, 0 χ ′(z) 1 in R.
Then, by (3.15) and the deﬁnition of χ , we have
u(x, t) = v(x, t) in E, (4.15)
where v is the function constructed in Section 3.
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Lemma 4.1. Let α > 0 and u be the function deﬁned in (4.14). Then
∥∥z(0)∥∥∞ = ‖ϕ‖∞ − α, (4.16)
u(x,0) ϕ(x), x ∈ Ω, (4.17)
for all suﬃciently small  > 0.
Proof. By (3.1) and (4.10), we have
lim
→0‖ρ1/2−A ∗ ϕ − ϕ‖∞
 lim
→0 supx∈RN
∫
B(0,1)
ρ(z)
∣∣ϕ(x− 1/2−Az)− ϕ(x)∣∣dz lim
→0ω
(
,ϕ, A,R
N)= 0. (4.18)
Let x˜ ∈ RN such that ϕ(x˜) ‖ϕ‖∞ − α/2. Then, by (4.18), we have
(ρ1/2−A ∗ ϕ)(x˜) > ‖ϕ‖∞ − α (4.19)
for suﬃciently small  > 0. On the other hand, since δ = 5α, by (4.2) and (4.8), we have
‖ϕ‖∞ − α  cϕ˜ − α > 2δ − α = 9α > α (4.20)
for all  ∈ (0, 0). Therefore, by (3.6), (3.16), (4.19), and (4.20), we have
∥∥z(0)∥∥∞  z(x˜,0) =max{α,‖ϕ‖∞ − α}= ‖ϕ‖∞ − α  ∥∥z(0)∥∥∞
for all suﬃciently small  > 0, and obtain (4.16).
We prove the inequality (4.17). Let  be a suﬃciently small positive constant. For any x ∈ Ω with
ϕ(x) < ‖ϕ‖∞ − 3α/2, by (4.18), we have
min
{
(ρ1/2−A ∗ ϕ)(x),‖ϕ‖L∞(Ω) − α
}= (ρ1/2−A ∗ ϕ)(x).
This together with (3.6), (3.10), (4.1), (4.9), (4.14), and (4.18) implies that
u(x,0) v,1(x,0) + cγ = z(x,0) + cγ
min
{
(ρ1/2−A ∗ ϕ)(x),‖ϕ‖∞ − α
}+ cγ = (ρ1/2−A ∗ ϕ)(x)+ cγ
 ϕ(x) ϕ˜(x) ϕ(x) (4.21)
for all x ∈ Ω with ϕ(x) < ‖ϕ‖∞ − 3α/2.
On the other hand, let x ∈ Ω such that ϕ(x) ‖ϕ‖∞ − 3α/2. Then, by (4.18), we have
(ρ1/2−A ∗ ϕ)(x) ‖ϕ‖∞ − 2α. (4.22)
By (4.20), we have
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and by (3.6) and (4.22), we obtain
z(x,0)max
{
α,‖ϕ‖∞ − 2α
}= ‖ϕ‖∞ − 2α.
This together with (3.8) and (4.16) implies
z(x,0)
−(p−1) − w(0)
(‖ϕ‖∞ − 2α)−(p−1) − (‖ϕ‖∞ − 3α)−(p−1)  0. (4.23)
Then, by (4.11), (4.12), (4.14), and (4.23), we obtain
u(x,0) C∗T
− 1p−1
 χ
(
z(x,0)−(p−1) − w(0)
C−(p−1)/2∗ T 1/2  A
)− 2p−1
= 16 1p−1 C∗T−
1
p−1
 (4.24)
 C∗T
− 1p−1
  u(x,0) = ϕ(x).
Therefore, by (4.21) and (4.24), we have the inequality (4.17) for all suﬃciently small  , and the proof
of Lemma 4.1 is complete. 
We continue to prove Proposition 4.1. Let h ∈ C1(R) be a function such that
h(z) = −1 for z 1, h(z) = 1 for z 4, 0 h′(z) 1 in R.
By (4.12), we have
h
(
u(x, t)p−1
C p−1∗ (T − t)−1
)
= −1 in Ω × [0, T),
and see that u satisﬁes
∂tu = u + up + 12
(
h
(
up−1
C p−1∗ (T − t)−1
)
+ 1
)
G(x, t) in Ω × [0, T), (4.25)
where
G(x, t) = ∂tu −
(
u + up
)
.
On the other hand, by Proposition 3.1 and (4.15), we have
∂tu  u + up in E, G  0 in E, (4.26)
for all suﬃciently small  > 0. Furthermore, since
χ
(
z(x, t)−(p−1) − w(t)
C−(p−1)/2∗ (T − t)1/2 A
)
 1
2
in RN × [0, T) \ E,
we have
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and obtain
h
(
u(x, t)p−1
C p−1∗ (T − t)−1
)
= 1, (x, t) ∈ RN × [0, T) \ E . (4.27)
Therefore, since h 1, by (4.26) and (4.27), we have
∂tu −
[
u + up + 12
(
h
(
up−1
C p−1∗ (T − t)−1
)
+ 1
)
G(x, t)
]
= 1
2
(
1− h
(
up−1
C p−1∗ (T − t)−1
))
G(x, t) 0 in Ω × (0, T). (4.28)
Therefore, by (4.17), (4.25), and (4.28), we apply the comparison principle to obtain
u(x, t) u(x, t) in Ω × [0, T). (4.29)
Let 1 be a suﬃciently small positive constant. Let 0 <  < 1 and x ∈ Ω \ M(ϕ˜ , δ). Then, by
(4.4), we have x ∈ Ω , and there exists a positive constant R , depending on  and x , such that
ϕ˜(x) < ‖ϕ˜‖∞ − δ = ‖ϕ˜‖∞ − 5α, x ∈ B(x, R) ⊂ Ω.
Then, by (4.18), taking a suﬃciently small 1 > 0 if necessary, we have
(ρ1/2−A ∗ ϕ)(x) ‖ϕ˜‖∞ − 9α/2 (4.30)
for all x ∈ B(x, R). On the other hand, by (4.20), we have
‖ϕ‖∞ − 9α/2> 10α − 9α/2 = 11α/2>α. (4.31)
Therefore, by (3.6), (4.30), and (4.31), we have
z(x,0)max
{
α, (ρ1/2−A ∗ ϕ)(x)
}
max
{
α,‖ϕ‖∞ − 9
2
α
}
= ‖ϕ‖∞ − 9
2
α (4.32)
for all x ∈ B(x, R). Furthermore, under the assumptions of Proposition 4.1, by (2.4), (3.5), (3.7), (4.10),
and (4.32), taking a suﬃciently small 1 > 0 if necessary, we have
z(x, t) < ‖ϕ‖∞ − 4α, (x, t) ∈ B(x, R)× [0, T). (4.33)
On the other hand, in view of (4.3) and (4.9), there exists a constant C1, independent of  ∈ (0, 0),
such that
(‖ϕ‖∞ − 4α)−(p−1) − (‖ϕ‖∞ − 3α)−(p−1)  C1. (4.34)
Therefore, by (3.5), (3.8), (4.13), (4.16), (4.33), and (4.34), taking a suﬃciently small 1 > 0 if necessary,
we obtain
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−(p−1) − w(t)

(‖ϕ‖∞ − 4α)−(p−1) − [(‖ϕ‖∞ − 3α)−(p−1) + β A(T 12 − (T − t) 12 )]
 C1 − β AT
1
2
 + β A(T − t) 12  C12 +
1
2
C
− p−12∗  A(T − t) 12
max
{
1
2
C1,
1
2
C
− p−12∗  A(T − t) 12
}
(4.35)
for all (x, t) ∈ B(x , R) × [0, T). This implies that B(x, R) × [0, T) ⊂ E . Therefore, by (3.10)–(3.13),
(3.18), (4.15), and (4.35), we have
u(x, t) = v(x, t) v,1(x, t) + 
2A
p−1 (C1/2)
− 2p−1 + c−1γ  C2 (4.36)
for all (x, t) ∈ B(x , R)× [0, T), where C2 is a constant. By (4.29) and (4.36), we have
u(x, t) u(x, t) C2
for all (x, t) ∈ B(x, R) × [0, T). This implies x /∈ B . Therefore, by the arbitrariness of x , we have
(4.7) for all  ∈ (0, 1), and the proof of Proposition 4.1 is complete. 
Proof of Theorem 1.1. Under the assumptions of Theorem 1.1, by Proposition 2.1, we can apply Propo-
sition 4.1 with ϕ˜ = ϕ to the solution u ; thus we obtain (1.14), and the proof of Theorem 1.1 is
complete. 
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