











年月 2007 3Abstract 
 
In the time series analysis of asset prices, the stochastic volatility models have 
recently attracted attentions of many researchers since it clearly describes time-varying 
variance of asset returns. However, it is difficult to evaluate the likelihood and obtain 
the maximum likelihood estimators of parameters for such models. We take Bayesian 
approach and use Markov chain Monte Carlo (MCMC) method to overcome such a 
problem. We first describe MCMC method and conduct a survey of the literature for its 
application to the stochastic volatility model. The empirical analysis of stock returns 







ϧͷ̍ͭʹ֬཰తϘϥςΟϦςΟมಈ (Stochastic Volatility; SV) Ϟσϧ͕͋Δ. ͜ͷϞσ
ϧ͸໬౓ΛධՁ͢Δͷ͕೉͍ͨ͠Ί, ύϥϝʔλͷਪఆʹ࠷໬๏ʹ୅Δਪఆ๏͕ඞཁʹͳΔ.
ͦ͏ͨ͠ਪఆ๏ͷதͰ஫໨ΛूΊ͍ͯΔ΋ͷʹϚϧίϑ࿈࠯ϞϯςΧϧϩ (Markov-chain
Monte Carlo; MCMC) ๏Λ༻͍ͨϕΠζਪఆ๏͕͋Γ, ͜ͷํ๏͸ۙ೥Ί͟·͍͠ൃలΛ
਱͍͛ͯΔ. ຊߘͰ͸, ͦ͏ͨ͠ MCMC ๏ͱͦͷ SV Ϟσϧ΁ͷԠ༻ʹ͍ͭͯղઆΛߦ͏.
ਪఆ๏ͷ։ൃʹ൐ͬͯ, SV Ϟσϧࣗମ΋վྑ͕ߦΘΕΔΑ͏ʹͳ͖͍ͬͯͯΔ. ͦ͜Ͱ, ຊ
ߘͰ͸, SV Ϟσϧͷ࠷ۙͷൃలʹ͍ͭͯ΋αʔϕΠΛߦ͏ͱͱ΋ʹ, ͦ͏֦ͨ͠ு SV Ϟ
σϧͷ࣮ࡍͷגࣜऩӹ཰σʔλʹԠ༻ͨ݁͠Ռ΋঺հ͢Δ.1 ͸͡Ίʹ
ۙ೥, ࢿ࢈Ձ֨ͷ࣌ܥྻ෼ੳͰ͸, ϘϥςΟϦςΟͱݺ͹ΕΔ2 ࣍ͷϞʔϝϯτͷมಈʹ஫໨
͕ू·͍ͬͯΔ. ϘϥςΟϦςΟ͸౤ࢿϦεΫͷࢦඪͰ͋Δͱͱ΋ʹ, ΦϓγϣϯՁ֨ͷܾఆཁ
ҼͰ΋͋Δ. ͦ͜Ͱ, ΋ͦ͠Ε͕࣌ؒΛ௨ͯ͡มಈ͢ΔͷͰ͋Ε͹, ͦͷมಈΛ͏·͘ଊ͑ΒΕ
ΔΑ͏ͳ࣌ܥྻϞσϧΛ։ൃ͢Δ͜ͱ͸, ୯ʹֶज़తͳ؍఺͔Β͚ͩͰͳ͘, ౤ࢿͷϦεΫ؅ཧ
ͱ͍͏؍఺͔Β࣮຿Ոʹͱͬͯ΋ॏཁͰ͋Δ. ϘϥςΟϦςΟͷมಈΛ໌ࣔతʹఆࣜԽ͢Δ࣌
ܥྻϞσϧͱͯ͠͸, ͜Ε·Ͱʹ, େ͖͘෼͚ͯ, 2 ͭͷ΋ͷ͕ఏҊ͞Ε͍ͯΔ. 1 ͭ͸, Engle
(1982) ʹΑͬͯఏҊ͞Εͨ ARCH (Autoregressive Conditional Heteroskedasticity) Ϟσϧͱ
ͦΕΛൃలͤͨ͞Ϟσϧ (ຊ࿦จͰ͸, ҎԼ, ͦ͏ͨ͠ϞσϧΛ૯শͯ͠, ARCH ܕϞσϧͱݺ
Ϳ) Ͱ͋Γ,1 ΋͏ 1 ͭ͸, ֬཰తϘϥςΟϦςΟมಈ (Stochastic Volatility; ҎԼ, ུͯ͠, SV)
ϞσϧͰ͋Δ. ARCH ܕϞσϧ͕ύϥϝʔλͷ஋Λ࠷໬๏ʹΑͬͯ؆୯ʹਪఆͰ͖Δͷʹର͠
ͯ, SV Ϟσϧ͸໬౓ΛղੳతʹධՁ͢Δͷ͕೉͍ͨ͠Ί, ύϥϝʔλͷਪఆʹ͸࠷໬๏ʹ୅Θ
Δਪఆ๏͕ඞཁʹͳΔ.
SV Ϟσϧͷਪఆ๏ʹ͸͜Ε·Ͱ͞·͟·ͳํ๏͕ఏҊ͞Ε͍ͯΔ͕, ͦͷதͰ, ಛʹ஫໨Λ
ूΊ͍ͯΔ΋ͷʹ, Jacquier, Polson and Rossi (1994) ʹΑͬͯఏҊ͞ΕͨϚϧίϑ࿈࠯Ϟϯς





ΒͷαϯϓϦϯάΛՄೳʹͯ͘͠ΕΔͷ͕, MCMC ๏Ͱ͋Δ.3 MCMC ๏ͱ͸ 1 ճલʹαϯ
ϓϦϯά͞Εͨ஋ʹج͍ͮͯ࣍ͷ஋ΛαϯϓϦϯά͢Δํ๏ͷ૯শͰ͋Γ, ୅දతͳ΋ͷʹ Ϊ
ϒεɾαϯϓϥʔ ͱ Metropolis-Hastings (MH) ΞϧΰϦζϜ͕͋Δ. ຊߘͰ͸·ͣ͜͏ͨ͠
MCMC ๏ʹ͍ͭͯղઆΛߦ͏.
SV ϞσϧΛϕΠζਪఆ͢Δ৔߹, ύϥϝʔλ͚ͩͰͳ͘જࡏม਺Ͱ͋ΔϘϥςΟϦςΟ΋ಉ
࣌ࣄޙ෼෍͔ΒαϯϓϦϯά͢Δ. ͦͷࡍ, ϘϥςΟϦςΟ͸ඪຊͷେ͖͚ͩ͋͞ΔͷͰ, ͦΕ
Λ͍͔ʹޮ཰తʹαϯϓϦϯά͢Δ͔͕ϙΠϯτͱͳΔ. Jacquier, Polson and Rossi (1994)
͸, ֤ظ֤ظͷϘϥςΟϦςΟΛผʑʹαϯϓϦϯά͢Δ single-move sampler ͱݺ͹ΕΔํ
๏Λ༻͍͍͕ͯͨ, ͜ͷํ๏Λ༻͍ΔͱαϯϓϦϯά͞Εͨ஋ʹߴ͍ࣗݾ૬͕ؔੜ͡, MCMC
๏ͷऩଋ͕஗্͍, ਪఆ஋ͷඪ४ޡ͕ࠩେ͖͘ͳΔ͕͜ Shephard and Pitt (1997) ʹΑͬͯࣔ
͞Ε͍ͯΔ. ͦ͜Ͱ, ͦͷޙ, Shephard and Pitt (1997), Watanabe and Omori (2004a,b) Βʹ
Αͬͯ multi-move sampler, Kim, Shephard, and Chib (1998) ʹΑͬͯ mixture sampler ͱ
ݺ͹ΕΔΑΓޮ཰తͳϘϥςΟϦςΟͷαϯϓϦϯά๏͕ఏҊ͞Ε͍ͯΔ. ຊߘͰ͸, ͜͏͠
ͨ MCMC ๏Λ༻͍ͨ SV ϞσϧͷϕΠζਪఆ๏ͷ࠷ۙͷൃలʹ͍ͭͯαʔϕΠΛߦ͍ͬͯΔ.
SV Ϟσϧ͸ਪఆ͕೉͍ͨ͠Ί, ARCH ܕͱൺ΂Δͱ, ͜Ε·ͰϞσϧͷ֦ு͸͋·Γͳ͞Ε
ͯ͜ͳ͔ͬͨ. ͔͠͠, ۙ೥, ਪఆ๏ͷ։ൃʹ൐͍, SV Ϟσϧͷ֦ு΋ߦΘΕΔΑ͏ʹͳ͖ͬͯ
1ARCH ܕϞσϧʹ͍ͭͯৄ͘͠͸, Bollerslev, Engle and Nelson (1994), ౉෦ (2000) ౳Λࢀরͷ͜ͱ.
2ͦͷଞͷਪఆ๏ʹ͍ͭͯ͸, Ghysels, Harvey and Renault (1996), Shephard (2004), ౉෦ (2000) Λࢀরͷ͜
ͱ.
3MCMC ๏ʹ͍ͭͯৄ͘͠͸, େ৿ (2001), த࠺ (2003), ࿨߹ (2005) Λࢀরͷ͜ͱ.
1ͨ. ͦ͜Ͱ, ຊߘͰ͸, ͦ͏ͨ͠ SV Ϟσϧࣗମͷ࠷ۙͷൃలʹ͍ͭͯ΋αʔϕΠΛߦ͍ͬͯΔ.
ຊߘͷҎԼͷߏ੒͸࣍ͷ௨ΓͰ͋Δ. ·ͣ, ୈ 2 અͰ MCMC ๏ʹ͍ͭͯղઆΛߦ͏. ࣍ʹ,
ୈ 3 અͰ௨ৗ༻͍ΒΕΔ࠷΋؆୯ͳ SV ϞσϧΛ঺հ͠, ଓ͘ୈ 4 અͰ, ͦ͏ͨ͠؆୯ͳ SV Ϟ
σϧͷ MCMC ๏Λ༻͍ͨϕΠζਪఆ๏Λղઆ͢Δ. ͞Βʹୈ 5 અͰ, SV Ϟσϧͷ࠷ۙͷൃల
ʹ͍ͭͯαʔϕΠ͠, ୈ 6 અͰ࣮ࡍͷגࣜऩӹ཰σʔλΛ༻͍ͨਪఆ݁ՌΛ঺հ͢Δ. ࠷ޙʹ












Hastings) ΞϧΰϦζϜͰ͋Δ. ͜ͷΞϧΰϦζϜ͸ɼ·ͣ Metropolis et al. (1953) ʹΑͬͯ





P(Xn,A) = P{Xn+1 ∈ A|X0,...,Xn}, π(A) =
∫
π(dx)P(x,A)
Ͱ͋ΔΑ͏ͳɼঢ়ଶۭؒ E ʹ஋ΛͱΔ֬཰ม਺ྻ Xn (n ≥ 0) Ͱ͋Δ (ෆม෼෍ π ͸֬཰෼෍
Ͱ͋Δͱ͖ఆৗ෼෍ͱ΋͍͏ɽ·ͨ௨ৗ E ͸ p ࣍ݩϢʔΫϦουۭؒ, π ͸ σ-༗ݶͳଌ౓ µ ʹ
ؔͯ͠ີ౓Λ΋ͭͱԾఆ͞ΕΔ). ॳظ஋ X0 ͕༩͑ΒΕͨͱ͖ͷ Xn ͷ৚݅෇͖෼෍͸, Pn Λ
ਪҠ֩ P Λ n ճ܁Γฦ͢͜ͱͱఆٛ͢Ε͹
P{Xn ∈ A|X0} = Pn(X0,A)
ͱͳΔ. ෆม෼෍ π ͸͢΂ͯͷՄଌू߹ A ʹ͍ͭͯ
lim
n→∞
Pn(x,A) = π(A) for π−almost all x
2Λຬͨ͢ͱ͖ɼ࿈࠯ͷۉߧ෼෍ͱ΋ݺ͹ΕΔ. ෆม෼෍ π Λ΋ͭϚϧίϑ࿈࠯͸ॳظঢ়ଶʹ͔





࠯ͷۉߧ෼෍Ͱ͋Δ (ྫ͑͹ Tierney (1994) Λࢀর).
2.2 Ϊϒεɾαϯϓϥʔ
Ϊϒεɾαϯϓϥʔ͸ɼϝτϩϙϦεʵϔΠεςΟϯάεɾΞϧΰϦζϜͷಛผͳ৔߹Ͱ͋
Γɼͦͷ໊લ͸ Geman and Geman (1984) ͕཭ࢄ෼෍Ͱ͋ΔΪϒε෼෍͔Β֬཰ඪຊΛಘΔ
ͨΊʹ༻͍ͨΞϧΰϦζϜʹ༝དྷ͢Δ. ͦͷޙɼσʔλ֦େ๏ (data augmentation) ͱ͍͏ܽ
ଛ஋ΛγϛϡϨʔτ͢ΔͨΊͷΞϧΰϦζϜʹ΋Ԡ༻͞Ε͍ͯΔ͕, ౷ܭֶͷ෼໺Ͱ޿͘࢖Θ
ΕΔΑ͏ʹͳͬͨͷ͸Gelfand and Smith (1990) ͕ΪϒεɾαϯϓϥʔΛϕΠζత౷ܭਪଌͷ
࿮૊ΈͰ޿͘࿈ଓ෼෍ʹ΋Ԡ༻͔ͯ͠ΒͰ͋Δ.
͍·໨ඪ෼෍ π ͷ֬཰ີ౓ؔ਺͕ π(θ) Ͱ͋Δͱ͠, θ ͸ θ = (θ1,...,θp) ͱ͍͔ͭ͘ͷϕΫ
τϧʹ෼ׂͰ͖Δͱ͢Δ. ϕΠζਪ࿦ʹ͓͍ͯ͸ θ ͸ύϥϝʔλͰ͋Γɼπ(θ) ͸ͦͷࣄޙ֬཰
ີ౓ؔ਺Ͱ͋Δ. ͜ͷͱ͖






p ) Λద౰ͳ෼෍͔Βൃੜͤ͞ɼi = 0 ͱ͓͘.



















































































ϝτϩϙϦεʵϔΠεςΟϯάεɾΞϧΰϦζϜ (MH ΞϧΰϦζϜ) Λߦ͏.
·ͣෆม෼෍Λπ ͱ͠ɼµʹؔͯ͠ີ౓ؔ਺π(θ) Λ΋ͪɼୀԽͨ͠෼෍Ͱ͸ͳ͍ͱ͢Δ.·ͨ
ਪҠ֩ Q Λ Q(θ,dθ′) = q(θ,θ′)µ(dθ′)ɼE+ = {θ : π(θ) > 0} ͱͯ͠ θ / ∈ E+ ͸ Q(θ,E+) = 1
Λຬͨ͢ͱ͢Δ. ͢Δͱ MH ΞϧΰϦζϜͷਪҠ֩ PMH ͸࣍ͷΑ͏ʹఆٛ͞ΕΔ.




q(θ,θ′)α(θ,θ′), θ ̸= θ′ ͷͱ͖
0, θ = θ′ ͷͱ͖










, π(θ)q(θ,θ′) > 0 ͷͱ͖
1, π(θ)q(θ,θ′) = 0 ͷͱ͖
Ͱ͋Γɼδ„(dθ′) ͸ θ ∈ dθ′ ͷͱ͖ 1, ͦΕҎ֎ͷͱ͖ 0 Ͱ͋Δؔ਺ͱ͢Δ.
۩ମతʹ͸ MH ΞϧΰϦζϜ͸ҎԼͷΑ͏ʹਐΊΒΕΔ.
(1) ݱࡏͷ఺͕ θ(i) = θ Ͱ͋Δͱ͖ఏҊີ౓ q(θ,θ′) Λ༻͍ͯ θ′ Λൃੜͤ͞ θ(i+1) ͷީิͱ
͢Δ.
(2) (1) ͰಘΒΕͨ θ′ Λ֬཰ α(θ,θ′) Ͱ θ(i+1) ͱͯ͠ड༰͢Δ. غ٫ͨ͠৔߹ʹ͸ θ(i+1) = θ
ͱ͢Δ.
(3) (1) ʹ໭Δ.
͜ͷͱ͖θ(0),θ(1),θ(2),...͸PMH ΛਪҠ֩ͱ͢ΔϚϧίϑ࿈࠯Ͱ͋Γɼ θ(n)ͷ෼෍͸n → ∞
ͷͱ͖ʹπ(θ) Λ֬཰ີ౓ؔ਺ͱ͢Δ෼෍ʹऩଋ͢Δ4. ਪҠ֩PMH ʹΑΔϚϧίϑ࿈࠯ʹ͓͍
ͯɼπ(θ) ͕ෆม෼෍ͷີ౓ؔ਺ʹͳΔͨΊͷे෼৚݅͸
π(θ)p(θ,θ′) = π(θ′)p(θ′,θ) (2)
Ͱ͋Δ. ͜ͷ (2) ࣜ͸ɼۉߧঢ়ଶʹ͓͍ͯ͸θ ͔Β θ′ ΁Ҡಈ͢Δׂ߹ͱ θ′ ͔Β θ ΁Ҡಈ͢Δׂ
߹͸ಉ͡Ͱ͋Δͱ͍͏͜ͱΛҙຯ͓ͯ͠Γɼৄࡉ௼߹ํఔࣜ(detailed balance equation) ·ͨ
͸Մٯੑ৚݅ (reversibility condition) ͱݺ͹Ε͍ͯΔ.
͜͜Ͱ͸ θ ΛҰ౓ʹαϯϓϦϯά͢Δํ๏ͱͯ͠આ໌͕ͨ͠ɼΪϒεɾαϯϓϥʔʹ͓͚Δ
Α͏ʹɼθ−i = (θ1,...,θi−1,θi+1,...,θp) ͕༩͑ΒΕͨͱ͖ʹ θi ΛαϯϓϦϯά͢Δࡍʹ༻




4PMH ͕ π-ط໿ͰඇपظతͰ͋ΔͳΒ͹ɼ͢΂ͯͷ x ʹ͍ͭͯ n → ∞ ͷͱ͖ ||P
n











Α͏ͳݕఆํ๏ΛఏҊͨ͠. θ(t) (t = 1,2,...,n) ΛϚϧίϑ࿈࠯ɼͦͷؔ਺g(θ(t)) Λ g(t), g(t)
ͷεϖΫτϧີ౓ؔ਺Λ f(ω) ͱ͢Δͱ͖













ͱ͢ΔʢGeweke (1992) ͸ܦݧతʹn1 = 0.1n, n2 = 0.5n Λਪ঑ʣ. ·ͨɼͦΕͧΕͷܥ
ྻΛ༻͍ͨεϖΫτϧີ౓ͷ ω = 0 ʹ͓͚Δਪఆ஋Λ ˆ f1(0), ˆ f2(0) ͱ͓͘.
(2) ඪ४ਖ਼ن෼෍ͷ zα Λ্ଆ 100%α ఺ͱ͠ɼ
Z =
g1 − g2 √
2π ˆ f1(0)/n1 + 2π ˆ f2(0)/n2
ͱ͢Δɽ΋͠ɼ|Z| ≤ zα/2 ͳΒ͹ʮऩଋΛ͍ͯ͠ͳ͍ͱ͸͍͑ͳ͍ʯͱ൑ఆ͢Δ7.








i ) Λ g
(j)
i ͱ͓͘ (i = 1,...,m,j = 1,...,2n)ɽ















5ॳظ஋Λఆৗ෼෍͔Βͷ֬཰ඪຊͱͯ͠ಘΔํ๏ʹ׬શγϛϡϨʔγϣϯ (perfect simulation) ͕͋Δ (Propp
and Wilson (1996), Murdoch and Green (1998).
6Ͳͷํ๏΋׬શͰ͸ͳ͘ (Cowles, Roberts and Rosenthal (1999)) ݱ࣮తʹ͸͍͔ͭ͘ͷํ๏Λซ༻ͯ͠ऩ
ଋͷ൑ఆΛ͢Δ. Robert and Casella (2004), Mengersen, Robert and Guihenneuc-Jouyaux (1999) Cowles and



































R ͕ 1 ʹ͍ۙ (1.1 ҎԼ, R Ͱ͸ 1.1ʙ1.2 ҎԼ) ৔߹ʹ͸ऩଋ͍ͯ͠Δͱ͢Δɽͦ͏Ͱͳ
͍৔߹ʹ͸ऩଋ͍ͯ͠ͳ͍ͱ͠ɼn ͷ஋ΛΑΓେ͖ͳ஋ʹऔΓ௚ͯ͠࠶ͼ࿈࠯Λൃੜ͞
ͤΔɽ
B/n͸࿈࠯ؒͰͷมಈΛW ͸֤࿈࠯಺ͷมಈΛදΘ͓ͯ͠ΓɼB ΋W ΋ಉ͘͡g
(j)





͍ͯΔ͔Ͳ͏͔Λௐ΂Δํ๏΋͋Δ (Raftery and Lewis (1992), Raftery and Lewis (1996))ɽ
Raftery and Lewis (1992) ͸Ϛϧίϑ࿈࠯͔Β k ݸ͓͖ʹඪຊΛநग़ͨ͠৔߹ʹ͍ͭͯɼҰఆ
ͷਪఆਫ਼౓Λຬͨ͢Α͏ͳ k ͱॳظ஋ʹґଘ͢ΔՔಈݕࠪظؒ M = mk ͱඪຊΛอଘ͢Δظ
ؒ N = nk Λ࣍ͷΑ͏ʹಋ͍͍ͯΔ. ɹ
Ϛϧίϑ࿈࠯ θ ͷؔ਺ U = g(θ) ʹରͯ͠ɼྦྷੵ֬཰ q = Pr(U ≤ u|y) (y ͸σʔλͰɼu ͸




Z1+(t−1)k, Zt = I(Ut ≤ u), (I ͸ఆٛؔ਺)
ͱͯ͠q ͷ 100(1−γ)% ৴པ۠ؒΛ ˆ q ±r ͱٻΊΔ͜ͱΛߟ͑Δ(Raftery and Lewis (1992) ͸







(2) N ݸͷඪຊ͔Β ˆ q ΛٻΊ, α = 1 − ˆ q,β = ˆ q ͱ͢Δ.
(3) N ݸͷඪຊ͔Β, ֤ k ͷ஋͝ͱʹ Z
(k)
t = Z1+(t−1)k (t = m+1,...,m+n) ͕ 1 ࣍ͷϚϧ
ίϑաఔ͔ 2 ࣍ͷϚϧίϑաఔ͔Λ BIC ౳ͷϞσϧબ୒ج४ʹΑͬͯબ୒͢Δɽ͜ͷͱ













αβ(2 − α − β)
(α + β)3
ͱͯ͠ɼM = mk,N = nk ͱ͢Δ (͜͜Ͱ ϵ ͸ॳظ஋ʹґଘ͢Δ Z
(k)
t ͷ෼෍ͱͦͷఆৗ
෼෍ͷ֬཰ؔ਺ͷࠩΛҙຯ͠ɼRaftery and Lewis (1992) ͸ ϵ = 0.01 Λਪ঑). ඞཁͳΒ
͹(2)Ͱൃੜͤͨ͞ඪຊܥྻʹ௥Ճͯ͠Ϛϧίϑ࿈࠯ϞϯςΧϧϩ๏Λߦ͍ɼ(2)ʹ໭Δɻ
Brooks and Roberts (1999) Ͱ͸෼Ґ਺ͷͱΓํʹΑͬͯऩଋͷ଎͕͞ҟͳΔͨΊɼϚϧίϑ
࿈࠯ͷऩଋ൑ఆʹ࢖༻͢Δࡍʹ͸஫ҙ͕ඞཁͰ͋Δͱ͍ͯ͠Δɽ
ࣄޙ෼෍͔ΒͷαϯϓϦϯάΛߦ͏৔߹ʹ͸ɼ(1) ಠཱͳෳ਺ͷॳظ஋Λ m ݸൃੜͤͯ͞ɼ
m ݸͷॳظ஋ͦΕͧΕʹ͍ͭͯՔಈݕࠪظؒΛܦͨΒඪຊΛk ݸͣͭอଘͯ͠ n = mk ݸಘΔ
ํ๏ (ଟॏ࿈࠯, multiple chain) ͱ (2) 1 ͭͷॳظ஋͔Β௕͍ 1 ͭͷܥྻΛൃੜͤ͞ɼՔಈݕࠪ












ϩοτ͢Δ͜ͱ (ίϨϩάϥϜͱ͍͏) Ͱ͋Δɽॎ࣠ʹ k ظͷϥάͷඪຊͷࣗݾ૬ؔ (g(θ(t)) ͱ
g(θ(t+k)) ͷඪຊ૬ؔ܎਺), ԣ࣠ʹ k = 1,2,..., Λϓϩοτͨ͠ͱ͖ɼඪຊࣗݾ૬ؔؔ਺͕ٸ
଎ʹݮਰ͍ͯ͠Ε͹αϯϓϦϯά͸ޮ཰తͰ͋Δͱ͍͑Δɽ
·ͨޮ཰ੑͷई౓ͱͯ͠ඇޮ཰ੑҼࢠ (ineﬃciency factor) ·ͨ͸ࣗݾ૬ؔ࣌ؒ (autocorre-
lation time) ͕͋ΔɽϚϧίϑ࿈࠯g(θ(t)) ͷෆม෼෍ͷ෼ࢄ͕ଘࡏͯ͠σ2 Ͱ͋Δͱ͢Δͱ, ͦ




n ρ(k)} Ͱ͋Δ (ͨͩ͠ ρ(k) ͸ϥά k ͷࣗݾ૬ؔ
ؔ਺)ɻ΋͠Ծʹ g(θ(t)) ͕ޓ͍ʹಠཱͰ͋Δͱ͖ʹ͸, ͦͷඪຊฏۉ g ͷ෼ࢄ͸ σ2/n ͱͳΔͷ










7Λඇޮ཰ੑҼࢠ (ineﬃciency factor) ͱ͍͏ (Chib (2001))ɽ͜ͷٯ਺͸αϯϓϦϯάͷ૬ର
਺஋తޮ཰ੑ (relative numerical eﬃciency)(Geweke (1992)) ΍αϯϓϦϯάͷ઴ۙతޮ཰ੑ
(Gelman, Roberts and Gilks (1996)) ͱ΋ݺ͹Ε͍ͯΔɽඇޮ཰ੑҼࢠͷ஋͕ m Ͱ͋Δͱ͖,
ಠཱͳඪຊΛ n ݸαϯϓϦϯάͨ͠৔߹ͱಉ͡ਫ਼౓ͷඪຊฏۉΛಘΔʹ͸, mn ݸͷඪຊΛϚ
ϧίϑ࿈࠯ϞϯςΧϧϩ๏ʹΑΓൃੜͤ͞Δඞཁ͕͋Δɽ
ඇޮ཰ੑҼࢠΛܭࢉ͢Δʹ͸, ·ͣ (3) ࣜʹਪఆ͞Εͨඪຊࣗݾ૬ؔ܎਺Λ୅ೖ͢Δ͔, Ϛϧ
ίϑ࿈࠯͔ΒಘΒΕΔඪຊฏۉͷ෼ࢄ V ar(g) ͷਪఆ஋ΛԾ૝తͳಠཱඪຊͷඪຊ෼ࢄͷਪఆ
஋ s2/n =
∑n
t=1{g(θ(t)) − g}2/{n(n − 1)} ͰׂΕ͹Α͍8.
αϯϓϦϯάͷޮ཰ੑΛվળ͢ΔͨΊʹ͸ɼఏҊ෼෍Λ޻෉͢Δ͜ͱ͕ඞཁͰ͋Δɻύϥ
ϝʔλ θ ͷ࣍ݩ͕େ͖͍৔߹ʹ͸ɼθ ͷ੒෼Λ 1 ͭͣͭൃੜͤ͞ΔͷͰ͸ͳ͘ɼύϥϝʔλΛ
͍͔ͭ͘ͷখ͞ͳϕΫτϧʹ෼͚ͯඪຊΛൃੜͤ͞ΔͱɼαϯϓϦϯάͷޮ཰ੑ͕վળ͞ΕΔɽ





͸ม਺ม׵͕༗ޮͰ͋Δ͜ͱ͕஌ΒΕ͍ͯΔ (Chen, Shao and Ibrahim (2000)).
2.6 ܭࢉϓϩάϥϜͷݕࠪ
Ϛϧίϑ࿈࠯Λൃੜ͢ΔϓϩάϥϜ͸ෳࡶʹͳΓқ͍ͨΊɼޡΓͷଘࡏΛݟ͚ͭΔ͜ͱ͕೉
͍͠৔߹΋ଟ͍ɽͦ͜Ͱ Geweke (2004) ͸ϓϩάϥϜͷਖ਼͠͞ΛνΣ οΫ͢Δํ๏ͱͯ͠ࣄޙ
γϛϡϨʔγϣϯൺֱ (posterior simulation comparison) ΛఏҊ͍ͯ͠Δɽ·ͣ y ͷ֬཰ີ౓
ؔ਺Λ f(y|θ), ύϥϝʔλ θ ͷʢੵ෼Մೳͳʣࣄલ֬཰ີ౓ؔ਺Λ π(θ), ࣄޙ֬཰ີ౓ؔ਺Λ
π(θ) ͱ͓͘. ௨ৗࣄલ෼෍͸ط஌ͷ෼෍Ͱ͋ΔͷͰ θ ∼ π(θ) Ͱ͋ΔΑ͏ͳཚ਺ൃੜ͸༰қͰ
͋ΓɼϞʔϝϯτͳͲʹؔ͢Δ৘ใ΋ط஌Ͱ͋Δ͜ͱ͕ଟ͍. ҰํɼϚϧίϑ࿈࠯Λൃੜ͢Δ
ϓϩάϥϜʹσʔλΛੜ੒͢Δ෦෼Λ෇͚Ճ͑ͯ
(1) θ ∼ π(θ|y) Λൃੜ͢Δɽ
(2) y ∼ f(y|θ) Λൃੜ͠ɼ(1) ʹ໭Δɽ
ͱ͢Δ͜ͱʹΑΓಘΒΕΔ θ ΋ π(θ) ͔Βͷ֬཰ඪຊʹͳ͍ͬͯΔ. ͦ͜Ͱ θ ∼ π(θ) ͱ͍͏ํ
๏ͱɼ(1)(2) Λ൓෮͢Δͱ͍͏ͷ 2 ͭͷํ๏ʹΑͬͯಘΒΕΔ θ ͷඪຊͷ 1 ࣍ͱ 2 ࣍ͷϞʔϝ
ϯτ͕ʢͨͩ͠ࣄલ෼෍ͷ 2 ࣍Ϟʔϝϯτ͕ଘࡏ͢Δ৔߹ʣ౳͍͔͠Ͳ͏͔ΛԾઆݕఆ͠ɼ౳
͍͠ͱ͍͏ؼແԾઆ͕غ٫͞ΕΕ͹ϓϩάϥϜʹޡΓ͕͋Δͱ൑அ͢Δ͜ͱ͕Ͱ͖Δɽ
8ɼࣗݾ૬ؔؔ਺ ρ(k) ͕ݮਰͯ͠ ρ(k) = 0 (k > BM) ͱΈͳͤΔΑ͏ͳϥάʹ͍ͭͯ͸ ρ(k) = 0 ͱ͢Δɽඪ





ʹͳΔ͕9, ϕΠζਪ࿦ʹ͓͍ͯ͸पล໬౓(marginal likelihood) ΍ϕΠζɾϑΝΫλʔ(Bayes
factor) ͕͠͹͠͹༻͍ΒΕΔɽҎԼͰ͸ࣄલ֬཰ີ౓ؔ਺͕ੵ෼ՄೳͰ͋Δɼਖ਼ଇͳࣄલ෼෍
ΛԾఆ͢Δ10. ·ͨީิͱͳΔϞσϧM ͕K ݸ(M = 1,...,K)͋Δͱ͠, ͦͷϞσϧͷࣄલ֬
཰Λπ(M = i)ͱ͓͘(
∑K
i=1 π(M = i) = 1)ɽy Λ؍ଌ஋ͱ͠ɼθi,f(y|θi,M = i),π(θi|M = i)
ΛͦΕͧΕϞσϧ M = i ʹ͓͚Δύϥϝʔλ, y ͷ֬཰ີ౓ؔ਺, ύϥϝʔλͷࣄલ֬཰ີ౓
ؔ਺ͱ͢Ε͹Ϟσϧ M = i ʹ͓͚Δσʔλ y ͷपล໬౓͸
m(y|M = i) =
∫
f(y|θi,M = i)π(θi|M = i)dθi





π(M = i|y)/π(M = i)
π(M = j|y)/π(M = j)
ͱఆٛ͞ΕΔ. ؼແԾઆΛH0 : M = i, ରཱԾઆΛH1 : M = j ͱ͢Δͱ͖ɼJeﬀreys (1961)͸,
H0 ʹ൓͢Δূڌ(evidence) ͕͋Δ͔Ͳ͏͔ͷई౓ͱͯ͠, ද 1 ͷΑ͏ʹϕΠζɾϑΝΫλʔΛ
༻͍Δ͜ͱΛఏҊ͍ͯ͠Δ11.
पล໬౓Ҏ֎ʹ࠷ۙ͠͹͠͹༻͍ΒΕΔϞσϧͷબ୒ج४ͱͯ͠ɼSpiegelhalter et al. (2002)
ʹΑͬͯఏҊ͞Εͨ DIC (Deviance Information Criterion, ภࠩ৘ใྔج४) ͕͋Δ. DIC ͸
ҎԼͷΑ͏ʹɼ͸ͯ͸·ΓͷΑ͞ʹϞσϧͷෳࡶ͞ͷϖφϧςΟΛՃ͑ΔϞσϧબ୒ͷج४Ͱ
͋ΔɽϞσϧͷύϥϝʔλΛ θ, θ ͕༩͑ΒΕͨͱ͖ͷσʔλͷ֬཰ີ౓ؔ਺Λ f(y|θ) ͱ͓͘
ͱ͖ɼ͋ͯ͸·ΓͷΑ͞ΛධՁ͢ΔͨΊʹϕΠζภࠩ (Bayesian deviance) D(θ) Λ
D(θ) = −2logf(y|θ) + 2logh(y)
ͱఆٛ͢Δͱ12ɼD(θ) ͸Ϟσϧͷ͋ͯ͸·Γ͕Α͍΄Ͳখ͘͞ͳΔ. ҰํɼϞσϧͷෳࡶ͞Λ
ධՁ͢ΔͨΊʹ, ༗ޮͳύϥϝʔλ਺ (eﬀective number of parameters)pD Λ
pD = Eπ(„|y) {D(θ)} − D(θ∗)
= Eπ(„|y) {−2logf(y|θ)} + 2logf(y|θ∗), θ∗ = Eπ(„|y)(θ)
ͱఆٛ͢Δ (ͨͩ͠ Eπ(„|y)(·) ͸, π(θ|y) Λ֬཰ີ౓ؔ਺ͱ͢Δࣄޙ෼෍ʹؔ͢Δظ଴஋). ͦ
͜Ͱ Spiegelhalter et al. (2002) ͸ฏۉతͳ͋ͯ͸·Γͷѱ͞ͱϞσϧͷෳࡶ͞Λ྆ํߟྀ͠
9ϞσϧΛબ୒͢Δج४ʹ͸͍Ζ͍Ζ͋Δ͕, AIC, BIC, GIC ʹ͍ͭͯ͸খ੢ɾ๺઒ (2004) Λࢀর. ϕΠζਪ࿦
ͷͨΊͷͦͷଞͷج४ʹ͍ͭͯ͸ྫ͑͹ Spiegelhalter et al. (2002), Ando (2006).
10ࣄલ෼෍͕ඇਖ਼ଇͳ৔߹ʹ͸, σʔλͷपล෼෍ΛఆٛͰ͖ͳ͍ͷͰଞͷϞσϧબ୒ͷج४Λ༻͍Δ. ྫ͑͹
Kass and Raftery (1995), Berger and Pericchi (1996), Berger and Mortera (1999) ͳͲΛࢀর.
11Jeﬀreys (1961) ͷ Tables of K ʹΑΔ.
12h(y) ͸σʔλ y ͷؔ਺Ͱ͋ΓɼD(„) Λج४Խ͢ΔͨΊʹ༻͍Δ͕ɼಛʹͦͷඞཁ͕ͳ͚Ε͹ h(y) = 1 ͱ͓
͘. ৄࡉ͸ Spiegelhalter et al. (2002) Λࢀরɽ
9log10 Bij logBij Bij H0 ʹ൓͢Δূڌ (evidence)
0.0 ∼ 0.00 ∼ 1.00 ∼ H0 Λࢧ࣋͢Δ
(Null hypothesis supported)
−0.5 ∼ 0.0 −1.15 ∼ 0.00 0.32 ∼ 1.00 H0 ʹ൓͢Δূڌ͕͋·Γ͋Δͱ͸͍͑ͳ͍
(Evidence against H0, but
not worth more than a bare mention)
−1.0 ∼ −0.5 −2.30 ∼ −1.15 0.10 ∼ 0.32 H0 ʹ൓͢Δূڌ͕े෼ʹ͋Δ
(Evidence against H0 substantial)
−1.5 ∼ −1.0 −3.45 ∼ −2.30 0.03 ∼ 0.10 H0 ʹ൓͢Δূڌ͕ڧ͍
(Evidence against H0 strong)
−2.0 ∼ −1.5 −4.61 ∼ −3.45 0.01 ∼ 0.03 H0 ʹ൓͢Δূڌ͕ඇৗʹڧ͍
(Evidence against H0 very strong)
−∞ ∼ −2.0 −∞ ∼ −4.61 0.00 ∼ 0.01 H0 ʹ൓͢Δূڌ͕ܾఆతͰ͋Δ
(Evidence against H0 decisive)
ද 1: ϕΠζɾϑΝΫλʔͷղऍ (Jeﬀreys (1961))
ͯ DIC Λ
DIC = Eπ(„|y) {D(θ)} + pD
= D(θ∗) + 2pD












13ͦͷඪ४ޡࠩΛٻΊΔʹ͸ɼྫ͑͹ DIC ΛٻΊΔܭࢉΛ K ճ܁Γฦͯ͠ DICk (k = 1,2,...,K) ͱ͠ɼͦ
ͷඪຊඪ४ภࠩΛ༻͍Ε͹Α͍.
14ϥϓϥεۙࣅΛ༻͍ͨܭࢉํ๏ʹ͍ͭͯ͸খ੢ɾ๺઒ (2004) ͓Αͼ Raftery (1996) (Laplace-Metropolis ਪ
ఆྔ) ΛɼGelman and Meng (1998) ʹΑΔύεɾαϯϓϦϯά΍ Meng and Wong (1996) ʹΑΔϒϦοδɾα
ϯϓϦϯάͰ 2 ͭͷϞσϧͷج४Խఆ਺ͷൺΛٻΊΔํ๏ʹ͍ͭͯ͸ Chen, Shao and Ibrahim (2000) Λࢀর͞
Ε͍ͨɻ·ͨଟॏੵ෼ʹ͍ͭͯ͸ҏఉଞ (2005) (ୈ ෦) ʹΑΔղઆ΍ɼؔ࿈͢Δ Ogata (1989, 1990) ΋ࢀর.
10ͱͯ͠ಘΔ͜ͱ͕Ͱ͖Δ͕ɼਫ਼౓ͷѱ͍͜ͱ͕஌ΒΕ͍ͯΔ(Raftery (1996)). ࣄલີ౓ π(θi)
ͱ໬౓ؔ਺ f(y|θ) ͷܗঢ়͕େ͖͘ҟͳ͍ͬͯΔͱ͖, ໬౓ؔ਺ͷ஋͕ߴ͍ θ ͷ஋͔Β͸ԕ͘
཭Εͨ θ ͹͔Γ͕ࣄલ෼෍͔Βൃੜ͞ΕΔͨΊ, (4) ࣜͷਪఆ஋ ˆ mMC(y) ͸ෆ҆ఆʹͳΓ΍͢
͍ɽͦ͜Ͱॏ఺αϯϓϦϯά๏ͷߟ͑ํΛ༻͍ͯ, ͋Δ֬཰ີ౓ؔ਺ g(θ) ͔Βಠཱͳ֬཰ඪຊ










఺ؔ਺ g Λݟ͚ͭΔ͜ͱ͕ඞཁͰ͋ΔɽGelfand and Dey (1994) ͸पล໬౓ͷٯ਺ʹ஫໨ͯ͠
































logm(y) = logf(y|θ) + logπ(θ) − logπ(θ|y) (8)
ͱͳΓɼ͜ͷ߃౳ࣜΛ༻͍ͯपล໬౓ m(y) Λܭࢉ͢Δ͜ͱ͕Ͱ͖Δ. ͜ͷࣜ͸ θ ͷ஋ʹ͸ґ
ଘ͠ͳ͍͕ɼ࣮ࡍͷܭࢉʹ͓͍ͯ͸ࣄޙີ౓ͷਪఆ஋͕҆ఆతͰ͋ΔΑ͏ͳࣄޙฏۉ΍Ϟʔυ
ͳͲΛ࢖͏ɽ໬౓ؔ਺ f(y|θ) ΍ࣄલ֬཰ີ౓ π(θ) ͸؆୯ʹܭࢉͰ͖Δ͜ͱ͕ଟ͍ͷͰɼ͜͜
Ͱ͸ࣄޙ֬཰ີ౓ π(θ|y) ͷਪఆํ๏ʹ͍ͭͯઆ໌͢Δ15. ਪఆʹ͸ MCMC ๏ʹΑͬͯಘΒΕ
ͨඪຊΛ༻͍Δ͕ɼҎԼͰ͸ΪϒεɾαϯϓϥʔʹΑΓθ = (θ1,...,θp) Λ θi ͝ͱʹαϯϓϦ
15ޙड़͢ΔΑ͏ʹҰൠঢ়ଶۭؒϞσϧͰ͸ϞϯςΧϧϩɾϑΟϧλʹΑΔ໬౓ؔ਺ͷ਺஋ܭࢉ͕ඞཁͱͳΔ͜ͱ
͕ଟ͍ɽ































































௨ৗ༻͍ΒΕΔ؆୯ͳ SV Ϟσϧ͸, ࣍ͷ͔̎ࣜΒߏ੒͞ΕΔ.
yt = exp(ht/2)ϵt, ϵt ∼ i.i.d. N(0,1), (10)
ht+1 = µ + ϕ(ht − µ) + ηt, ηt ∼ i.i.d. N(0,σ2). (11)
͜͜Ͱ, yt ͸ t ظͷՁ֨มԽ཰͔Βฏۉͱࣗݾ૬ؔΛআڈͨ͠΋ͷͰ͋Δ. (10) ࣜ͸, yt ΛϘ
ϥςΟϦςΟͱݺ͹ΕΔඇෛͷ֬཰ม਺ exp(ht/2) ͱաڈͱಠཱͳඪ४ਖ਼ن෼෍ʹै͏֬཰ม
਺ ϵt ͷੵͱͯ͠ද͍ͯ͠Δ. (11) ࣜ͸, ϘϥςΟϦςΟͷ2 ৐ͷର਺஋ ht ͕࣍਺ 1 ͷࣗݾճؼ
Ϟσϧ (AR(1) Ϟσϧ) ʹै͏΋ͷͱԾఆ͍ͯ͠Δ.17 ͞Βʹ, ޡ߲ࠩ ηt ͸աڈͱಠཱͳฏۉ 0,
෼ࢄ σ2 ͷਖ਼ن෼෍ʹै͍, ϵs (s = 1,...,T) ͱ΋ಠཱͰ͋ΔͱԾఆ͢Δ. גࣜࢢ৔Ͱ͸, גՁ
16MH ΞϧΰϦζϜɼAR-MH ΞϧΰϦζϜʹ͍ͭͯ͸ Chib and Jeliazkov (2001, 2005) Λࢀর. ࠞ߹෼෍Ϟ
σϧͷ৔߹ʹ͸मਖ਼͕ඞཁ (Fr¨ uhwirth-Schnatter (2004), Fr¨ uhwirth-Schnatter (2006)). ਺஋࣮ݧʹΑΔਪఆ๏ͷ
ൺֱͰ͸पล໬౓ͷ߃౳ࣜʹج͍ͮͨํ๏ͷਫ਼౓͕Α͍ͱ͍͏ใࠂ͕͋Δ (Han and Carlin (2001)).
17(11) ࣜΛ 2 ࣍Ҏ্ͷ AR Ϟσϧ΍ ARMA Ϟσϧʹ֦ு͢Δͷ͸༰қͰ͋Δ.
12্͕͕ͬͨ೔ͷཌ೔ΑΓԼ͕ͬͨ೔ͷཌ೔ͷํ͕ϘϥςΟϦςΟ͕ΑΓ্ঢ͢Δ܏޲͕͋Δ͜
ͱ͕஌ΒΕ͓ͯΓ, ͦ͏ͨ͠ϘϥςΟϦςΟมಈͷඇରশੑΛଊ͑ΔͨΊʹ͸, ϵt ͱ ηt ͷؒʹ
૬ؔΛಋೖ͢Δඞཁ͕͋Δ͕, ͦ͏֦ͨ͠ுʹ͍ͭͯ͸ 5.1 અΛࢀরͷ͜ͱ. ·ͨ, ht ͷॳظ஋
h1 ͸ ht ͷແ৚݅෼෍Ͱ͋Δฏۉ 0, ෼ࢄ σ2/(1 − ϕ2) ͷਖ਼ن෼෍ʹै͏΋ͷͱԾఆ͢Δ. ͜ͷ
ϞσϧͰਪఆ͢΂͖ະ஌ύϥϝʔλ͸ (µ,ϕ,σ2) Ͱ͋Γ, ͜ͷ಺, ॏཁͳͷ͸, ht ʹର͢Δγϣ ο
Ϋͷ࣋ଓੑΛද͢ύϥϝʔλ ϕ Ͱ͋Δ. ຊߘͰ͸, ht ͸ఆৗతͰ͋Δͱߟ͑, |ϕ| < 1 Ͱ͋Δͱ
Ծఆ͢Δ.18 ͦͷ৔߹, ϕ ͕ 1 ʹ͚ۙΕ͹͍ۙ΄ͲϘϥςΟϦςΟʹର͢Δγϣ οΫͷ࣋ଓੑ͕
ߴ͍͜ͱʹͳΔ. ࢿ࢈ࢢ৔Ͱ͸, ϘϥςΟϦςΟ্͕ঢ (௿Լ) ͢Δͱ͠͹Β͘ϘϥςΟϦςΟ
ͷߴ͍ (௿͍) ೔͕ଓ͘͜ͱ͕஌ΒΕ͓ͯΓ, ͜͏ͨ͠ݱ৅ΛϘϥςΟϦςΟɾΫϥελϦϯά
(volatility clustering) ͱݺͿ. ͜ͷ͜ͱ͔Β, ϘϥςΟϦςΟʹର͢Δγϣ οΫ͸࣋ଓੑ͕ߴ͍
͜ͱ͕Θ͔Δ. ࣮ࡍ, SV ϞσϧΛਪఆ͢Δͱ, ϕ ͷਪఆ஋ʹ͸ 1 ʹ͍ۙ஋͕ಘΒΕΔͷ͕ৗͰ
͋Δ.19






















































͜ͷੵ෼͕ղੳతʹղ͚ͳ͍ͨΊ, SV Ϟσϧͷύϥϝʔλ͸࠷໬ਪఆ͢Δ͜ͱ͕೉͘͠, ࠷໬
๏ʹ୅ΘΔਪఆ๏͕ඞཁʹͳΔ.
18µ = 0, ϕ = 1 ͱԾఆ͢ΔϞσϧ΋͋Γ, ͦ͏ͨ͠ϞσϧΛϥϯμϜɾ΢ΦʔΫ SV ϞσϧͱݺͿ. ϥϯμϜɾ΢
ΦʔΫ SV Ϟσϧʹ͍ͭͯৄ͘͠͸, Harvey, Ruiz and Shephard (1994) ΍ Ruiz (1994) Λࢀরͷ͜ͱ. ·ͨ, SV
Ϟσϧʹ͓͍ͯ, ϕ = 1 ͔Ͳ͏͔Λݕఆ͢Δํ๏ʹ͍ͭͯ͸, So and Li (1999) ΍ Wright (1999) Λࢀরͷ͜ͱ.
19Jacquier, Polson and Rossi (1994) ͸, ͦΕ·Ͱͷ SV ϞσϧΛਪఆͨ͠จݙΛαʔϕΠ͠, ϕ ͷਪఆ஋ʹ͸
0.8 ͔Β 0.995 ·Ͱͷ஋͕ಘΒΕ͍ͯΔͱ͍ͯ͠Δ.
134 SVϞσϧͷMCMC๏Λ༻͍ͨϕΠζਪఆ
4.1 ύϥϝʔλͷαϯϓϦϯά






ʹΑͬͯσʔλy Λ؍ଌͨ͠ޙͷࣄޙ෼෍f(θ|y) ʹߋ৽͠, ಘΒΕͨࣄޙ෼෍ʹج͍ͮͯύϥ
ϝʔλͷ஋Λਪఆ͢Δͱ͍͏΋ͷͰ͋ͬͨ. ͔͠͠, ϕΠζͷఆཧ (12) ࣜͷӈลʹ͋Δ f(y|θ)
͸໬౓Ͱ͋Γ, ͕ͨͬͯ͠, SV ϞσϧͷΑ͏ʹ໬౓͕ղੳతʹٻ·Βͳ͍ϞσϧͰ͸, ࣄޙ෼
෍ΛϕΠζͷఆཧΛ࢖ͬͯղੳతʹٻΊΔ͜ͱ΋Ͱ͖ͳ͍. ͦ͏ͨ͠৔߹ʹ͸, ԿΒ͔ͷํ๏ʹ
Αͬͯࣄޙ෼෍͔Βະ஌ύϥϝʔλ θ ͷ஋ΛαϯϓϦϯά͠, ಘΒΕͨ஋ʹج͍ͮͯύϥϝʔ
λͷ஋Λਪఆ͢Δͱ͍͏ํ๏͕ͱΒΕΔ. ղੳతʹٻ·Βͳ͍ະ஌ͷࣄޙ෼෍͔ΒͷαϯϓϦ
ϯάΛՄೳʹͯ͘͠ΕΔͷ͕ MCMC ๏Ͱ͋Δ.
SV Ϟσϧͷ৔߹, θ = (µ,ϕ,σ2) Ͱ͋Δ. ͦ͜Ͱ, 2.2 અͰઆ໌ͨ͠ Ϊϒεɾαϯϓϥʔ Λ༻
͍ͯಉ࣌ࣄޙ෼෍f(µ,ϕ,σ2|y)͔ΒαϯϓϦϯά͢ΔͨΊʹ͸, ྫ͑͹, k = 3, θ1 = µ, θ2 = ϕ,




͔Β܁Γฦ͠αϯϓϦϯά͢Ε͹Α͍͜ͱʹͳΔ. ͔͠͠, ࢒೦ͳ͕Β, ͜ΕΒͷ৚݅෇ࣄޙ෼




͸ղੳతʹٻΊΒΕΔ. ͜͜Ͱ, (µ,ϕ,σ2) ͸ SV Ϟσϧͷ (11) ͚ࣜͩʹؚ·ΕΔύϥϝʔλͰ
͋Δ͜ͱʹ஫ҙ͠Α͏. y ͸ (10) ࣜΛ௨ͯ͡જࡏม਺ h ͷ৘ใΛ༩͑ͯ͘ΕΔͷͰ, જࡏม਺
h ͷ஋͕ະ஌ͷ৔߹ʹ͸, (µ,ϕ,σ2) ͷ෼෍Λಋग़͢Δͷʹ y ͱ (10) ͕ࣜඞཁͱͳΔ͕, h ͷ஋
͕༩͑ΒΕΔͱ, y ΋ (10) ࣜ΋ඞཁͳ͘ͳΓ, h ͱ (11) ͚ࣜͩΛߟ͑Ε͹Α͍͜ͱʹͳΔ. ͦ
ͷ৔߹, (11) ࣜ͸ h Λ؍ଌ஋ͱ͢Δ୯ͳΔ AR(1) ϞσϧʹͳΔͷͰ, h Λ৚݅ʹՃ͑ͨ৚݅෇
ࣄޙ෼෍ (13)–(15) ͸ղੳతʹٻΊΒΕΔͷͰ͋Δ. ·ͨ, h ͕༩͑ΒΕΔͱ, y ͸ඞཁͳ͘ͳ
ΔͷͰ, ৚݅෇ࣄޙ෼෍ (13)–(15) ͸, ৚͔݅Β y Λ࡟আ͢Δ͜ͱ͕Ͱ͖Δ.
ࣄલ෼෍ͱͯ͠, ௨ৗ, µ ʹ͸ਖ਼ن෼෍, σ2 ʹ͸ٯΨϯϚ෼෍͕༻͍ΒΕΔ.20
µ ∼ N(µ0,σ2
0), σ2 ∼ IG(ν0/2,δ0/2).
20σ
2 ͕ٯΨϯϚ෼෍ʹै͏ͱ͍͏ͷ͸, ٯ਺ 1/σ
2 ͕ΨϯϚ෼෍ʹै͏ͱ͍͏͜ͱͰ͋Δ.
14ϕ ͷࣄલ෼෍ʹ͸, ϘϥςΟϦςΟ͕ఆৗͰ͋ΔͱͷԾఆͷԼ, |ϕ| < 1 ͷൣғͰ੾அ͞Εͨ੾
அਖ਼ن෼෍, ·ͨ͸ (1+ϕ)/2 ʹϕʔλ෼෍ΛԾఆ͢Δ. ϕʔλ෼෍ʹै͏֬཰ม਺͸ 0 ͔Β 1
·Ͱͷ஋͔͠ͱΕͳ͍ͷͰ, (1+ϕ)/2 ͕ϕʔλ෼෍ʹै͏ͱԾఆ͢Δͱ, 0 < (1+ϕ)/2 < 1 Α
Γ, |ϕ| < 1 ͕ຬͨ͞ΕΔ.





























ν1 = T + ν0
δ1 = δ0 + (h1 − µ)2(1 − ϕ2) +
T−1 ∑
t=1
{ht+1 − µ − ϕ(ht − µ)}
2 .
͜ΕΒͷ৚݅෇ࣄޙ෼෍͔Β͸؆୯ʹαϯϓϦϯάͰ͖Δ.22
ϕ ͷ৚݅෇ࣄޙ෼෍ (14) ͸࣍ͷΑ͏ʹܭࢉ͞ΕΔ.23
logf(ϕ|µ,σ2,h)





{ht+1 − µ − ϕ(ht − µ)}
2 , −1 < ϕ < 1. (18)
͜͜Ͱ, π(ϕ) Λ ϕ ͷࣄલ෼෍ͱ͢Δͱ,
logφ(ϕ) = logπ(ϕ) −




log(1 − ϕ2) (19)
Ͱ͋Δ. ͜ͷΑ͏ͳಛघͳ෼෍͔ΒαϯϓϦϯά͢Δํ๏ʹ, Acceptance-Rejection (AR) Ξϧ
ΰϦζϜͱ 2.3 અͰઆ໌ͨ͠ MH ΞϧΰϦζϜ͕͋Δ.
͍·, ֬཰ີ౓ؔ਺ f(x) ͔ΒαϯϓϦϯά͍͕ͨ͠, ಛघͳ෼෍Ͱ͋ΔͨΊ௚઀αϯϓϦ
ϯάͰ͖ͳ͍΋ͷͱ͠Α͏. ͨͩ͠, f(x) ͸, গͳ͘ͱ΋ (18) ࣜͷఆ਺߲ͷΑ͏ͳج४Խఆ਺
(normalizing constant) Ҏ֎ͷ෦෼͸ղੳతʹٻΊΒΕ, ط஌Ͱ͋Δ΋ͷͱ͢Δ.
AR ΞϧΰϦζϜͰ͸, ·ͣ, f(x) Λۙࣅ͍ͯͯ͠, ͔ͭ, ͔ͦ͜Β௚઀αϯϓϦϯάͰ͖, औ
ΓಘΔ͢΂ͯͷ x Ͱ༏ӽ৚݅ (dominance condition) f(x) ≤ cg(x) Λຬ͍ͨͯ͠ΔΑ͏ͳఏ
Ҋີ౓ؔ਺ (proposal density function) g(x) ͱਖ਼ͷఆ਺ c Λબ୒͢Δ. ͦΕΛ࢖ͬͯҎԼͷ
21ಋग़ʹ͍ͭͯ͸, ౉෦ (2005) Λࢀরͷ͜ͱ.
22(17) ͷΑ͏ͳٯΨϯϚ෼෍͔ΒαϯϓϦϯά͢Δʹ͸, ΨϯϚ෼෍͔ΒαϯϓϦϯάͯ͠ٯ਺ΛͱΕ͹Α͍. ਖ਼
ن෼෍΍ΨϯϚ෼෍ͱ͍ͬͨΑ͘஌ΒΕͨ෼෍͔ΒͷαϯϓϦϯάʹ͍ͭͯ͸, Ripley (1987) Λࢀরͷ͜ͱ.
23ಋग़ʹ͍ͭͯ͸, ౉෦ (2005) Λࢀরͷ͜ͱ.
15AR ΞϧΰϦζϜΛ࣮ߦ͢Δͱ, f(x) ͔Β 1 ͭͷ஋͕αϯϓϦϯά͞ΕΔ.
AR ΞϧΰϦζϜ:





[2] [1] ͰಘΒΕͨ஋ x(proposal) Λ֬཰ p Ͱड༰͠, ֬཰ 1 − p Ͱغ٫͢Δ24 . ड༰͞Εͨ৔
߹ʹ͸, x = x(proposal) ͱ͠, ऴྃ. غ٫͞Εͨ৔߹ʹ͸ [1] ΁໭Δ.
͜ͷαϯϓϦϯά͸1 ճલʹαϯϓϦϯά͞Εͨ஋ʹґଘ͍ͯ͠ͳ͍ͷͰ, MCMC ๏Ͱ͸ͳ
͘, ϥϯμϜɾαϯϓϦϯάͰ͋Δ. ·ͨ, ͜ͷ৔߹, ड༰֬཰ p = f(x(proposal))/cg(x(proposal))
͕ඞͣ 1 ҎԼͰ͋Δ͜ͱΛอূ͢ΔͨΊ, ༏ӽ৚݅ f(x) ≤ cg(x) ͕ඞཁʹͳΔ. ͜ͷΞϧΰ
ϦζϜΛ༻͍Δࡍʹ஫ҙ͢΂͖͜ͱ͸, ఏҊີ౓ؔ਺ g(x) ͱఆ਺ c ΛϞʔυͷۙลͰड༰֬
཰ p ͕ 1 ʹۙ͘ͳΔΑ͏ʹબͿ͜ͱͰ͋Δ. ͦ͏͠ͳ͍ͱ, [2] ͰԿ౓΋غ٫͕ଓ͍ͯ, αϯϓ
Ϧϯάʹ͕͔͔࣌ؒͬͯ͠·͏. ༏ӽ৚݅Λຬͨͭͭ͠, ϞʔυͷۙลͰड༰֬཰ p ͕ 1 ʹۙ
͘ͳΔΑ͏ʹ g(x) ΍ c ΛબͿͷ͸Ұൠతʹ͸೉͍͠. ྫ͑͹, ϞʔυͷۙลͰड༰֬཰ p ͕ 1
ʹۙ͘ͳΔΑ͏ʹ c ΛԼ͛Δͱ, ෼෍ͷ੄ͷ෦෼Ͱ༏ӽ৚͕݅ຬͨ͞Εͳ͘ͳΔՄೳੑ͕͋Δ.
͜Εʹରͯ͠, ҎԼͷ MH ΞϧΰϦζϜͰ͸, ༏ӽ৚݅͸ඞཁͳ͍. ͦ͜Ͱ, ༏ӽ৚݅Λຬͨ͠
ͭͭ, ϞʔυͷۙลͰड༰֬཰ p ͕ 1 ʹۙ͘ͳΔΑ͏ʹ g(x) ΍ c ΛબͿͷ͕೉͍͠৔߹ʹ͸
MH ΞϧΰϦζϜ͕༻͍ΒΕΔ.
MH ΞϧΰϦζϜͰ΋, ·ͣ, f(x) Λۙࣅ͍ͯͯ͠, ͔ͭ, ௚઀αϯϓϦϯάͰ͖ΔΑ͏ͳఏ
Ҋີ౓ؔ਺ h(x) Λબ୒͢Δ. ͨͩ͠, طʹड़΂ͨΑ͏ʹ, ͦͷࡍ, AR ΞϧΰϦζϜͷΑ͏ͳ༏
ӽ৚݅͸ඞཁͳ͍. ·ͨ, h(x) ͸ 1 ճલʹαϯϓϦϯά͞Εͨ஋ʹґଘͯ͠΋ߏΘͳ͍. ͦͷ
্Ͱ, ద౰ͳॳظ஋ x0 ͔Βελʔτͯ͠, ҎԼͷ MH ΞϧΰϦζϜΛ࣮ߦ͢Ε͹, f(x) ͔Β
N ݸͷ஋ (x1,...,xN) ΛαϯϓϦϯάͰ͖Δ.
MH ΞϧΰϦζϜ:
[1] n = 1 ͱ͢Δ.








[3] x(proposal) Λ֬཰ q Ͱड༰͠, ֬཰1−qͰغ٫͢Δ. ड༰͞Εͨ৔߹ʹ͸, xn = x(proposal)
ͱ͢Δ. غ٫͞Εͨ৔߹ʹ͸, xn = xn−1 ͱ͢Δ.
24[0,1] ͷҰ༷෼෍͔ΒαϯϓϦϯάΛߦ͍, ಘΒΕͨ஋Λ u ͱͯ͠, u < p Ͱ͋Ε͹ड༰, ͦ͏Ͱͳ͚Ε͹غ٫
͢Ε͹Α͍.
16[4] n < N Ͱ͋Ε͹, n = n + 1 ͱͯ͠, [2] ʹ໭Δ. n = N Ͱ͋Ε͹, ऴྃ͢Δ.
͜Ε͸1ճલʹαϯϓϦϯά͞Εͨ஋ xn−1 Λ࢖ͬͯαϯϓϦϯάΛߦ͍ͬͯΔͷͰ, MCMC
๏Ͱ͋Δ. MH ΞϧΰϦζϜΛ༻͍Δ৔߹ʹ΋, AR ΞϧΰϦζϜಉ༷, ఏҊີ౓ؔ਺ h(x) Λ
͍͔ʹબͿ͔͕ॏཁʹͳΔ.25 ͜ͷΞϧΰϦζϜͰ͸, [3] Ͱغ٫͞ΕΔͱ 1 ճલʹαϯϓϦϯ
ά͞Εͨ஋Λͦͷ··બͿͷͰ, ड༰֬཰q ͕௿͍ͱ, ଓ͚ͯԿ౓΋ಉ͡஋ΛαϯϓϦϯάͯ͠
͠·͏. ͦ͜Ͱ, ΍͸Γ, ϞʔυۙลͰ q ͕ 1 ʹۙ͘ͳΔΑ͏ʹఏҊີ౓ؔ਺ h(x) ΛબͿͷ͕
๬·͍͠.
৚݅෇ࣄޙ෼෍ (18) ͔ΒαϯϓϦϯά͢ΔͨΊʹ͸, x = ϕ, logf(x) Λ (18) ࣜͱͯ͠ MH
ΞϧΰϦζϜΛ࣮ߦ͢Ε͹Α͍. ͦͷࡍͷఏҊີ౓ؔ਺ h(ϕ) ͷબ୒ͷํ๏͸͍͔ͭ͘ߟ͑Β
ΕΔ͕, ͜͜Ͱ͸ Chib and Greenberg (1994) ͰఏҊ͞Ε͍ͯΔํ๏Λ঺հ͢Δ. ൴Β͸, (18)

















(ht+1 − µ)(ht − µ)
∑T−1
t=1 (ht − µ)2
}2
(21)
= ఆ਺ + logh(ϕ), −1 < ϕ < 1, (22)
ͱ͍ͯ͠Δ.26 ͦ͏͢Δͱ, h(ϕ) ͸ฏۉ µϕ =
∑T−1
t=1 (ht+1 − µ)(ht − µ)/
∑T−1






Δ. ͜ͷ੾அਖ਼ن෼෍͔Β͸؆୯ʹαϯϓϦϯάͰ͖Δ. ·ͣ, ਖ਼ن෼෍ N(µϕ,vϕ) ͔Βαϯϓ
Ϧϯά͠, |ϕ| < 1 Ͱ͋Ε͹ड༰͠, ͦΕҎ֎Ͱ͋Ε͹غ٫͢Ε͹Α͍.27 h(ϕ) Λ͜ͷΑ͏ʹબ
୒͢Δͱ, ड༰֬཰ q ͸, q = φ(x(proposal))/φ(xn−1) ͱ؆୯ʹͳΔ. ͨͩ͠, φ(x) ͸ (19) ࣜͰ
ఆٛ͞ΕΔ.
4.2 ϘϥςΟϦςΟͷαϯϓϦϯά
SV Ϟσϧͷະ஌ύϥϝʔλ (µ,ϕ,σ2) ͷ৚݅෇ࣄޙ෼෍͸, ৚݅ʹજࡏม਺ h ΛՃ͑Δͱٻ
·Γ, ͔ͭ, ͔ͦ͜ΒαϯϓϦϯάͰ͖Δ͜ͱ͕Θ͔ͬͨ. ͦ͜Ͱ, Ϊϒεɾαϯϓϥʔ Λద༻
͢Δʹ͸, જࡏม਺ h ΋, (µ,ϕ,σ2) ಉ༷, ະ஌ύϥϝʔλͱͯ͠ѻ͑͹Α͍. ͨͩ͠, ͦ͏͢Δ
ͱ, h ΋৚݅෇ࣄޙ෼෍͔ΒαϯϓϦϯά͠ͳ͚Ε͹ͳΒͳ͍. h ͸ඪຊͷେ͖͞ T ͚ͩ͋Δ
ͷͰ, ͜ͷαϯϓϦϯάΛޮ཰తʹߦΘͳ͍ͱ, ๲େͳ͕͔͔࣌ؒͬͯࣄ্࣮ਪఆෆՄೳʹͳͬ
ͯ͠·͏. ͦ͜Ͱ, MCMC๏Λ༻͍ͨSVϞσϧͷϕΠζਪఆͰ͸, h Λ͍͔ʹޮ཰ྑ͘αϯϓ
Ϧϯά͢Δ͔͕ॏཁʹͳΔ. ͜Ε·ͰʹఏҊ͞Ε͍ͯΔ h ͷαϯϓϦϯά๏ʹ͸ single-move
sampler, multi-move sampler, mixture sampler ͷ 3 ͕ͭ͋Δ.
25MH ΞϧΰϦζϜͷఏҊີ౓ؔ਺ͷબͼํʹ͍ͭͯৄ͘͠͸, Chib and Greenberg (1995) Λࢀরͷ͜ͱ.
26(20)–(22) ࣜͷఆ਺͸͢΂ͯҟͳΔ͜ͱʹ஫ҙ.
27͜ͷํ๏Ͱ, |ϕ| < 1 ͷൣғʹೖΔ֬཰͕௿͍৔߹ʹ͸, ଞͷํ๏Λ࢖͏ඞཁ͕͋Δ. ଞͷํ๏ʹ͍ͭͯ͸, ౉෦
(2000, p97) Λࢀরͷ͜ͱ.
174.2.1 single-move sampler
SV ϞσϧͷMCMC ๏Λ༻͍ͨϕΠζਪఆ๏ΛఏҊͨ͠ Jacquier, Polson and Rossi (1994)
͸, ֤ظͷજࡏม਺Λ,
f(ht|µ,ϕ,σ2,h1,...,ht−1,ht+1,...,hT,y) (t = 1,··· ,T) (23)
͔Β1 ݸͣͭαϯϓϦϯά͓ͯ͠Γ, ͜ͷํ๏͸ single-move sampler ͱݺ͹ΕΔ. ͜ͷ৚݅෇
෼෍͔Βޮ཰తʹαϯϓϦϯά͢Δํ๏͸͍͔ͭ͘ఏҊ͞Ε͍ͯΔ͕,28 ͜ͷํ๏ʹ͸େ͖ͳ
໰୊఺͕͋Δ. 3અͰड़΂ͨΑ͏ʹ, ϘϥςΟϦςΟʹର͢Δγϣ οΫ͸࣋ଓੑ͕ߴ͍ͷͰ, h ͸
ޓ͍ʹڧ͍૬͕ؔ͋Δ. ͜ͷΑ͏ʹ૬ؔͷߴ͍ม਺ΛผʑʹαϯϓϦϯά͢Δͱ Ϊϒεɾαϯ
ϓϥʔ ͷऩଋͷ଎౓͕஗͍͜ͱ͕஌ΒΕ͍ͯΔ. ࣮ࡍ, Shephard and Pitt (1998) ͸, ϕ ͕1 ʹ
͍ۙ৔߹ʹ͜ͷํ๏Λ༻͍Δͱऩଋͷ଎౓͕஗͍͜ͱΛγϛϡϨʔγϣϯʹΑ͍ͬͯࣔͯ͠Δ.
4.2.2 mixture sampler








































t ∈ R, (24)
(ͨͩ͠ fN(ϵ∗
t|mj,v2
j) ͸ฏۉ mj, ෼ࢄ v2
j ͷਖ਼ن෼෍ͷ֬཰ີ౓ؔ਺Λද͢) ͷΑ͏ʹۙࣅ͠
ͨ29ɽ͞Βʹજࡏม਺ st Λ K ݸͷ෼෍͔Β 1 ͭͷਖ਼ن෼෍Λબ୒͢Δ֬཰ม਺ͱͯ͠ಋೖ͢
Δ͜ͱͰ, st ͷ৚݅෇ͷԼͰϞσϧ͕ઢܗΨ΢εঢ়ଶۭؒϞσϧʹͳΔ͜ͱΛར༻ͯ͠ɼඇৗ
ʹޮ཰తͳϚϧίϑ࿈࠯ϞϯςΧϧϩ๏ʹΑΔαϯϓϦϯάํ๏ΛఏҊͨ͠ɽKim, Shephard
and Chib (1998) Ͱ͸ K = 7 ͱͯ͠ pj, mj, v2
j ͷ஋Λද 2 (ࠨଆ) ͷΑ͏ʹ༩͍͑ͯΔ͕ɼਤ 1
ͷഁઢʹݟΒΕΔΑ͏ʹۙࣅີ౓͕ϞʔυͷपลͰਅͷີ౓(࣮ઢ) ͱ΍΍ဃ཭͍ͯ͠Δɽ͜Ε
ʹରͯ͠ Kim, Shephard and Chib (1998) ͷํ๏Λඇରশੑͷ͋Δ֬཰తϘϥςΟϦςΟϞσ
ϧʹ֦ுͨ͠ Omori et al. (2006) Ͱ͸ද 2 (ӈଆ) ͷΑ͏ʹ K = 10 ͱͯ͠ߋʹۙࣅਫ਼౓Λߴ
Ί͓ͯΓɼਤ 1 Ͱ͸ਅͷີ౓ (࣮ઢ) ͱۙࣅີ౓ (఺ઢ) ͷࠩ͸ݟ͑ͳ͘ͳ͍ͬͯΔɽ
18Kim et al. (1998) Omori et al. (2006)
j pj mj v2
j pj mj v2
j
1 0.04395 1.50746 0.16735 0.00609 1.92677 0.11265
2 0.24566 0.52478 0.34023 0.04775 1.34744 0.17788
3 0.34001 −0.65098 0.64009 0.13057 0.73504 0.26768
4 0.25750 −2.35859 1.26261 0.20674 0.02266 0.40611
5 0.10556 −5.24321 2.61369 0.22715 −0.85173 0.62699
6 0.00002 −9.83726 5.17950 0.18842 −1.97278 0.98583
7 0.00730 −11.40039 5.79596 0.12047 −3.46788 1.57469
8 0.05591 −5.55246 2.54498
9 0.01575 −8.68384 4.16591
10 0.00115 −14.65000 7.33342
ද 2: (pj,mj,v2
j,aj,bj) ͷબ୒.
જࡏม਺ st Λ༻͍ͯࠞ߹ਖ਼ن෼෍ʹ͕ͨ͠͏֬཰ີ౓ؔ਺Λදݱ͢ΔͱɼPr(st = i) ×
fN(ϵ∗
t|mi,v2
i ) ͱͳΔͷͰɼst ͷ৚݅෇ࣄޙ෼෍͸










, i = 1,2,...,K,
(ͨͩ͠ y∗ = (y∗
1,...,y∗




t = mst + ht + ut, ut ∼ N(0,v2
st),
ht+1 = µ + ϕ(ht − µ) + ηt, ηt ∼ N(0,σ2)
ͱͳΔͷͰɼµ,ϕ,σ2,s = (s1,...,sT) Λॴ༩ͱͯ͠h = (h1,...,hT) ͷࣄޙ෼෍͔Βಉ࣌ʹα
ϯϓϦϯά͢Δ͜ͱ͕Ͱ͖Δɽ͜͜Ͱ͸ de Jong and Shephard (1995) ʹΑΔγϛϡϨʔγϣ
ϯɾεϜʔβΛ༻͍ͨαϯϓϦϯάͷํ๏ʹ͍ͭͯઆ໌͢Δ (ͨͩ͠ ht ͕ଟ࣍ݩͷ৔߹ʹ͸
Durbin and Koopman (2002) Λ༻͍ΔͱΑ͍)ɽ
(1) ҎԼͷΧϧϚϯϑΟϧλΛߦ͍ɼ{et,Dt,Jt,Lt}T
t=1 Λอଘ͢Δ.
(a) a1 = µ, P1 = σ2/(1 − ϕ2) ͱ͢Δɽ
(b) t = 1,2,...,T − 1 ͷͱ͖
at+1 = (1 − ϕ)µ + ϕat + Ktet, Pt+1 = ϕPtLt + σ2, (25)
Λܭࢉ͢Δɽͨͩ͠
et = y∗
t − mst − at, Dt = Pt + v2
st, Kt = ϕPt/Dt,
Lt = ϕ − Kt, Jt = (0,σ) − Kt(vst,0).
28Shephard and Pitt (1997), ౉෦ (2000, pp.98–100) Λࢀরͷ͜ͱ.
29ۙࣅͷํ๏ʹ͍ͭͯ͸ Kim, Shephard and Chib (1998) ࢀর











࣮ઢ:ਅͷີ౓ؔ਺, ఺ઢ: Omori et al (2006) ʹΑΔۙࣅ, ഁઢ: Kim at al. (1998) ʹΑΔۙࣅ.
(2) ҎԼͷγϛϡϨʔγϣϯɾεϜʔβΛߦ͍ɼ{ξt}T−1
t=0 Λอଘ͢Δ.
(a) rT = 0 ͱ UT = 0 ͱͯ͠, t = T,T − 1,...,1 ͷॱʹ
Ct = σ2 − σ4Ut, κt ∼ N(0,Ct), Vt = σ2UtLt,
rt−1 = D−1










(b) ͞Βʹ κ0 Λ
C0 =
σ2
1 − ϕ2 −
σ4
(1 − ϕ2)2U0, κ0 ∼ N(0,C0),
ͱٻΊΔ.
(c) (a)(b) ͰಘΒΕͨ {κt}T−1
t=0 ,{rt}T−1
t=0 ΑΓ
ξt = σ2rt + κt, t = 1,...,T − 1,
ξ0 =
σ2
1 − ϕ2r0 + κ0,
ΛٻΊΔɽ͜ͷͱ͖ξ = (ξ0,ξ1,...,ξT−1) ͸ η = (η0,η1,...,ηT−1) ͷࣄޙ෼෍͔Β
ͷ֬཰ඪຊͱͳΔ.
20(3) ξ Λ༻͍ͯ h = (h1,...,hT) ͷࣄޙ෼෍͔Βͷ֬཰ඪຊΛ
ht+1 = (1 − ϕ)µ + ϕht + ξt, t = 1,...,T − 1,




໬౓ͱࣄલ֬཰ີ౓͔ΒMHΞϧΰϦζϜͰ(1) ϕ,σ2 ∼ π(ϕ,σ2|y∗,s) (2) µ ∼ π(µ|ϕ,σ2,y∗,s)
ͷॱʹൃੜ͢Δ͜ͱʹΑΓɼߋʹޮ཰తͳαϯϓϦϯάΛߦ͏͜ͱ΋Ͱ͖Δ. ͜ͷαϯϓϦϯ
άํ๏͸ de Jong (1991) ͷ֦େΧϧϚϯɾϑΟϧλ (augmentated Kalman ﬁlter) Λ༻͍ͨ




t Λܭࢉ͢Δࡍʹ͸ɼ yt ≈ 0
ͷ࣌ʹy∗




খ͘͞ͱΔͨΊʹ͸ࠞ߹ਖ਼ن෼෍ʹΑΔۙࣅ΋վળ͢Δ͜ͱ͕ඞཁͱͳΔɽOmori et al. (2006)
Ͱ͸ۙࣅΛվળͨͨ͠ΊɼγϛϡϨʔγϣϯσʔλʹΑΔ݁ՌͰ͸c = 0.0001 ͱͯ͠΋Өڹ͸
΄ͱΜͲͳ͍͜ͱΛ֬ೝ͍ͯ͠Δɽ
ͨͩ͠, mixture sampler ʹ͸͍͔ͭ͘໰୊఺͕͋Δ. ·ͣ, zt ͷਖ਼͍͠෼෍Ͱ͸ͳ͘, ࠞ߹
ਖ਼ن෼෍Ͱۙࣅͨ͠΋ͷΛ࢖͍ͬͯΔͷͰ, ͋͘·Ͱ΋ۙࣅతͳํ๏ʹ͗͢ͳ͍ͱ͍͏఺Ͱ͋
Δ. ࣍ʹɼ͜ͷํ๏Λద༻Ͱ͖Δͷ͸, ઢܗঢ়ଶۭؒϞσϧͰදݱͰ͖ΔϞσϧ͚ͩͱ͍͏఺
Ͱ͋Δ. ྫ͑͹, ϦεΫɾϓϨϛΞϜΛߟྀͯ͠, (10) ࣜΛ,
yt = a + bexp(ht) + exp(ht/2)ϵt
ʹஔ͖׵͑ͨϞσϧ͸, ઢܗঢ়ଶۭؒϞσϧʹॻ͖׵͑Δ͜ͱ͕Ͱ͖ͳ͍. SV ϞσϧΛऔҾߴ
ΛؚΊΔܗͰൃలͤͨ͞Ϟσϧʹಈֶత 2 มྔ෼෍ࠞ߹Ϟσϧʢ5.4 અࢀর) ͕͋Δ͕, ͦΕ΋




(24) ࣜͷΑ͏ͳม׵ΛߦΘͣ, (10), (11) ࣜΛ࢖ͬͯ, ৚݅෇ࣄޙ෼෍f(h|µ,ϕ,σ2,y) ͔Βજ
ࡏม਺ h ΛҰ౓ʹαϯϓϦϯά͢Δͷ͸, ಛʹ T ͕େ͖͍৔߹ʹ͸೉͍͠. ͦ͜Ͱ, h ΛҰ౓
ʹαϯϓϦϯά͢ΔͷͰ͸ͳ͘, ͍͔ͭ͘ͷϒϩοΫʹ෼͚ͯ, 1 ͭͷϒϩοΫΛҰ౓ʹαϯϓ
Ϧϯά͢Δͱ͍͏ํ๏Λߟ͑Α͏. ྫ͑͹, (ht,...,ht+k) ͕ 1 ͭͷϒϩοΫͩͱ͢Δͱ, ͦΕ
ΒΛ,
f(ht,...,ht+k|µ,ϕ,σ2,ht−1,ht+k+1,yt,...,yt+k) (26)
21͔ΒҰ౓ʹαϯϓϦϯά͢Δͱ͍͏͜ͱͰ͋Δ.30 ͔͠͠, (ht,...,ht+k) ʹ͸ޓ͍ʹ૬͕ؔ͋
ΔͷͰ, (26) ͔ΒͷαϯϓϦϯά΋༰қͰ͸ͳ͍. ͦ͜Ͱ, Shephard and Pitt (1997) ͸, જࡏ
ม਺ (ht,...,ht+k) Ͱ͸ͳ͘, (11) ࣜͷޡ߲ࠩ (ηt−1,...,ηt+k−1) Λ,
f(ηt−1,...,ηt+k−1|µ,ϕ,σ2,ht−1,ht+k+1,yt,...,yt+k) (27)
͔ΒαϯϓϦϯά͢Δͱ͍͏ํ๏ΛఏҊ͍ͯ͠Δ. (µ,ϕ,σ2) ͱ ht−1 ͷ஋͕༩͑ΒΕͨԼͰ,
(ηt−1,...,ηt+k−1) ͕αϯϓϦϯά͞ΕΔͱ, (11)͔ࣜΒ, (ht,...,ht+k) Λஞ࣍తʹܭࢉͰ͖Δ.
͜ͷํ๏͸, multi-move sampler ΋͘͠͸ block sampler ͱݺ͹ΕΔ.
৚݅෇෼෍ (27) ͔ΒαϯϓϦϯά͢Δํ๏ͱͯ͠, Shephard and Pitt (1997) ͸, Tierney
(1994) ͷఏҊͨ͠ Acceptance-Rejection Metropolis-Hastings (ARMH) ΞϧΰϦζϜΛ༻͍
͍ͯΔ.31 ͜ͷΞϧΰϦζϜ͸, طʹઆ໌ͨ͠ MH ΞϧΰϦζϜͷީิ x(proposal) Λ AR Ξϧ
ΰϦζϜΛ༻͍ͯαϯϓϦϯά͢Δͱ͍͏ํ๏Ͱ͋Δ. ͦ͏͢Δ͜ͱͰ, MH ΞϧΰϦζϜͷ
ఏҊີ౓ؔ਺͕ਖ਼͍͠ີ౓ؔ਺ f(x) ΛΑΓ͏·ۙ͘ࣅ͢ΔΑ͏ʹͳΔͷͰ, MH ΞϧΰϦζ
Ϝͷड༰֬཰͕ߴ·Δ. ͜ͷΞϧΰϦζϜͰ΋, MH ΞϧΰϦζϜಉ༷, AR ΞϧΰϦζϜͷΑ
͏ͳ༏ӽ৚݅͸ඞཁͳ͍. ·ͣ, AR ΞϧΰϦζϜͷఏҊີ౓ؔ਺ g(x) ͱਖ਼ͷఆ਺ c Λબ୒
͠, ద౰ͳॳظ஋ x0 ͔Βελʔτͯ͠, ҎԼͷΞϧΰϦζϜΛ࣮ߦ͢Ε͹, f(x) ͔Β N ݸͷ
஋ (x1,...,xN) ΛαϯϓϦϯάͰ͖Δ.
ARMH ΞϧΰϦζϜ:
[1] n = 1 ͱ͢Δ.








[3] [2] ͰಘΒΕͨ஋ x Λ֬཰ p Ͱड༰͠, ֬཰ 1 − p Ͱغ٫͢Δ. ड༰͞Εͨ৔߹ʹ͸,
x(proposal) = x ͱ͓͖, [4] ʹਐΉ. غ٫͞Εͨ৔߹ʹ͸ [2] ΁໭Δ.
[4] ड༰֬཰ q ΛҎԼͷΑ͏ʹܭࢉ͢Δ.
(a) f(xn−1) < cg(xn−1) ͳΒ͹, q = 1,





30͜͜Ͱ, (h1,...,ht−2), (ht+k+2,...,hT), (y1,...,yt−1), (yt+k+1,...,yT) ͸৚͔݅Β࡟আ͞Ε͍ͯΔ͜ͱʹ
஫ҙ͞Ε͍ͨ. (11) ࣜΑΓ, ht ͸ 1 ظલͷ஋ʹͷΈґଘ͢ΔͷͰ, ht−1 ͱ ht+k+1 ͕༩͑ΒΕΔͱ, (ht,...,ht+k)
ͷ෼෍Λಋग़͢Δͷʹ, (h1,...,ht−2) ͱ (ht+k+2,...,hT) ͸ඞཁͳ͍. ·ͨ, (y1,...,yt−1), (yt+k+1,...,yT) ͕
΋Βͨ͢ͷ͸ (h1,...,rt−1) ͱ (ht+k+1,...,hT) ͷ৘ใ͚ͩͳͷͰ, ͦΕΒ΋ඞཁͳ͍.
31ARMH ΞϧΰϦζϜʹ͍ͭͯৄ͘͠͸, Chib and Greenberg (1995) , ౉෦ (2000 3.5.3 અ) ࢀর.








[5] x(proposal) Λ֬཰ q Ͱड༰͠, ֬཰1−qͰغ٫͢Δ. ड༰͞Εͨ৔߹ʹ͸, xn = x(proposal)
ͱ͢Δ. غ٫͞Εͨ৔߹ʹ͸, xn = xn−1 ͱ͢Δ.
[6] n < N Ͱ͋Ε͹, n = n + 1 ͱͯ͠ (2) ʹ໭Δ. n = N Ͱ͋Ε͹, ऴྃ.
͜ͷ಺, [2], [3] ͕ AR ΞϧΰϦζϜ, [4], [5] ͕ MH ΞϧΰϦζϜͰ͋Δ. ͜ͷΞϧΰϦζϜͰ
͸, ༏ӽ৚݅ f(x) ≤ cg(x) ͸ඞཁ͸ͳ͍͕, ΋͠, x ͷऔΓಘΔ͢΂ͯͷ஋ͰͦΕ͕ຬͨ͞Ε
ΔͳΒ͹, MH ύʔτͷड༰֬཰͸ৗʹ q = 1 ͱͳΓ, AR ΞϧΰϦζϜͰαϯϓϦϯά͞Εͨ
஋Λৗʹड༰͢ΔͷͰ, ARMH ΞϧΰϦζϜ͸௨ৗͷ AR ΞϧΰϦζϜʹͳΔ.
৚݅෇෼෍(27)͔Β (ηt−1,...,ηt+k−1) ΛαϯϓϦϯά͢ΔͨΊʹ͸, x = (ηt−1,..., ηt+k−1),
(27) Λ f(x) ͱͯ͠, ARMH ΞϧΰϦζϜΛ࣮ߦ͢Ε͹Α͍. ͦͷࡍ, ఏҊີ౓ؔ਺ g(x) ͱ
ఆ਺ c Λબ୒͠ͳ͚Ε͹ͳΒͳ͍͕, ޮ཰తʹαϯϓϦϯάΛߦ͏ͨΊʹ͸, g(x) ͓Αͼఆ਺
c Λ AR ύʔτ͓Αͼ MH ύʔτͷड༰֬཰ p,q ͕Ͱ͖Δ͚ͩ 1 ʹۙ͘ͳΔΑ͏ʹબͿͷ͕๬
·͍͠. ͦͷͨΊ, Shephard and Pitt (1997) ͸, g(x) Λ৚݅෇ࣄޙ෼෍ (27) Λ͏·ۙ͘ࣅ͢
ΔΑ͏ͳ k + 1 มྔਖ਼ن෼෍ͱͯ͠બΜͰ͍Δ. ҎԼ, ൴Βͷ g(x) ͷબ୒ͷ࢓ํ͓Αͼ͔ͦ͜
ΒͷαϯϓϦϯάͷํ๏ʹ͍ͭͯઆ໌͠Α͏.










































Λ ˆ hs ͷճΓͰ 2 ࣍·Ͱςʔϥʔల։͢Δ͜ͱʹΑΓ (28) ࣜΛҎԼͷΑ͏ʹۙࣅͨ͠΋ͷΛ







l(ˆ hs) + (hs − ˆ hs)l′(ˆ hs) +
1
2































ˆ ys = ˆ hs + vsl′(ˆ hs), (32)
s = t + k < T Ͱ͋Ε͹,
vs =
σ2
ϕ2 − σ2l′′(ˆ hs)
, (33)















s exp(−ˆ ht) − 1
}
(35)




























ͦ͜Ͱ, ͜ͷ৔߹ʹ͸, s = t,...,t + k ͢΂ͯͰ, vs, ˆ ys ͸ (31), (32) ࣜͰఆٛ͞ΕΔ.
Ҏ্Λ·ͱΊΔͱ, vs, ˆ ys ͸, s = t,...,t+k −1 ͋Δ͍͸ s = t+k = T Ͱ͋Ε͹ (31), (32)
ࣜ, s = t + k < T Ͱ͋Ε͹ (33), (34) ࣜͰఆٛ͞ΕΔ. ͜͜Ͱ, ͜ͷΑ͏ʹͯ͠ఆٛ͞ΕΔ ˆ ys
Λ؍ଌ஋, hs Λঢ়ଶม਺ͱ͢ΔઢܗΨ΢εঢ়ଶۭؒϞσϧ
ˆ ys = hs + ξs, ξs ∼ i.i.d. N(0,vs), (38)
hs = µ + ϕ(hs−1 − µ) + ηs, ηs ∼ i.i.d. N(0,σ2) (39)
24Λߟ͑Α͏.33 ఏҊີ౓ؔ਺ g(ηt−1,...,ηt+k−1) ͸͜ͷઢܗΨ΢εঢ়ଶۭؒϞσϧʹ͓͚Δ৚
݅෇ࣄޙ෼෍
f(ηt−1,...,ηt+k−1|µ,ϕ,σ2,ht−1,ht+k+1,yt,...,yt+k) (40)
Ͱ͋Δ.34 ·ͨ, ͔ͦ͜ΒαϯϓϦϯά͢ΔͨΊʹ͸, de Jong and Shephard (1995), Durbin
and Koopman (2002) ΒʹΑͬͯͷఏҊ͞Ε͍ͯΔ simulation smoother Λ࢖͑͹Α͍.
ςʔϥʔల։Λߦ͏఺ (ˆ ht,...,ˆ ht+k) ͸, (28) ࣜͷϞʔυͱ͢Δͷ͕๬·͍͠. ͦ͏͢Ε͹,
ϞʔυͷपลͰ,
f(ηt−1,...,ηt+k−1|µ,ϕ,σ2,ht−1,ht+k+1,yt,...,yt+k) ≈ cg(ηt−1,...,ηt+k−1)
ͱͳΓ, ARMH ΞϧΰϦζϜͷड༰֬཰ p,q ͕͍ͣΕ΋ϞʔυͷपลͰ 1 ʹۙ͘ͳΔ. ͦ
ͷͨΊʹ͸, (ˆ ht,...,ˆ ht+k) Λ࣍ͷΑ͏ʹબ΂͹Α͍. (ˆ ht,...,ˆ ht+k) ʹద౰ͳॳظ஋ΛબΜ
Ͱ΍Δͱ, (32),(34) ࣜΑΓ (ˆ yt,..., ˆ yt+k) ͕ܭࢉͰ͖Δ. ͦ͜Ͱ, ͦΕΛ࢖ͬͯ, (38), (39)
͔ࣜΒ੒ΔઢܗΨ΢εঢ়ଶۭؒϞσϧʹରͯ͠ΧϧϚϯɾϑΟϧλͱεϜʔβΛ࣮ߦ͢Δͱ,
E(ht+i|µ,ϕ,σ2,ht−1,ht+k+1,yt,...,yt+k) (i = 0,...,k) ͕ٻ·Δ. ͦΕΛ (32), (34) ࣜͷ
(ˆ ht,...,ˆ ht+k) ʹ୅ೖ͢Δͱ৽ͨͳ (ˆ yt,..., ˆ yt+k) ͕ٻ·Δ. ࠓ౓͸, ͦΕΛ࢖͍, (38), (39)
͔ࣜΒ੒Δઢܗঢ়ଶۭؒϞσϧʹ͓͍ͯ࠶ͼΧϧϚϯɾϑΟϧλͱεϜʔβΛ࣮ߦ͢Δͱ, ৽
ͨͳ E(ht+i|µ,ϕ,σ2,ht−1,ht+k+1,yt,...,yt+k) (i = 0,...,k) ͕ٻ·Δ. ͜ΕΛ਺ճ܁Γฦ͢
ͱ, Ϟʔυʹ͍ۙ (ˆ ht,...,ˆ ht+k) ͕ಘΒΕΔͷͰ, ͦ͜ͰςΠϥʔల։Λߦ͑͹Α͍.
͜ͷΞϧΰϦζϜͰ͸, (η1,...,ηT) Λ͍͔ͭ͘ͷϒϩοΫʹ෼ׂ͢Δඞཁ͕͋Δ. k0 = 0,
kK+1 = T ͱͯ͠, K + 1 ݸͷϒϩοΫ (ηki−1+1,...,ηki) (i = 1,...,K +1) ʹ෼ׂ͢Δ΋ͷͱ
͠Α͏. Shephard and Pitt (1997) ͸, (k1,...,kK) ΛϥϯμϜʹબΜͰ͍Δ. ۩ମతʹ͸, Ui
Λ [0,1] ͷҰ༷෼෍͔ΒαϯϓϦϯά͠,
ki = int[T × {(i + Ui)/(K + 2)}], i = 1,...,K
ͱ͍ͯ͠Δ. ͜͜Ͱ, int[x] ͸, x ʹ࠷΋͍ۙ੔਺஋Λද͍ͯ͠Δ. ͜ͷΑ͏ʹ, ϒϩοΫΛϥϯ
μϜʹબͿͱ, n ճ໨ͷαϯϓϦϯάͰߴ͍֬཰Ͱغ٫͞ΕΔϒϩοΫ͕͋ͬͨͱͯ͠΋, n+1
ճ໨ͷαϯϓϦϯάͰ͸, ҟͳΔϒϩοΫ͕બ͹ΕΔͷͰ, غ٫͕ଓ͍ͯαϯϓϦϯά͕ߦ͖٧
·ͬͯ͠·͏ͱ͍͏͜ͱΛഉআͰ͖Δ.
Ҏ্͕ multi-move sampler ͱݺ͹ΕΔΞϧΰϦζϜͰ͋Δ͕, ͦΕΛఏҊͨ͠ Shephard
and Pitt (1997) ͸, (28) ࣜͷ
logf(ht+k+1|µ,ϕ,σ2,ht+k) = −
1
2σ2{ht+k+1 − µ − ϕ(ht+k − µ)}2
ͷ߲Λແࢹ͍ͯ͠Δ. ͦͷ݁Ռ, vs, ˆ ys Λ, s = t + K < T ͷ৔߹ʹ΋, (31), (32) ࣜͰఆٛͯ͠
͍Δ. ͜ͷ఺Λमਖ਼ͨ͠ͷ͕, Watanabe and Omori (2004a,b) Ͱ͋Γ, Watanabe and Omori
(2004a) Ͱ͸, ͞Βʹ, Shephard and Pitt (1997) ͷํ๏Λͦͷ··༻͍Δͱ, ύϥϝʔλ΍જ
ࡏม਺ͷਪఆ஋ʹόΠΞε͕ੜ͡Δ͜ͱΛ͍ࣔͯ͠Δ.
33؍ଌํఔࣜ (38) ͷ෼ࢄ vs ͸ (31) ·ͨ͸ (33) ࣜͰఆٛ͞ΕΔ͕, (31), (33) ࣜͷ෼฼ͷ l
′′(ˆ hs) ͸ (36) ࣜΑ
Γඇਖ਼ͳͷͰ, vs ͸ඇෛͰ͋Δ. ͨͩ͠, (36) ࣜΑΓ, ys = 0 ͷ৔߹ʹ͸, l
′′(ˆ hs) = 0 ͳͷͰ, (31) ࣜΑΓ, vs = ∞
ͱͳͬͯ͠·͏. ͦ͜Ͱ, 0 ·ͨ͸ 0 ʹ͍ۙ஋ΛؚΜͰ͍ΔΑ͏ͳσʔλͷ৔߹ʹ͸, (31) ࣜͷ෼฼͓Αͼ (30) ͷ
l






34(38), (39) ͔ࣜΒ੒ΔઢܗΨ΢εঢ়ଶۭؒϞσϧͷԼͰ, ৚݅෇ࣄޙ෼෍ (40) Λ, (28) ࣜͱಉ༷ʹల։͢Ε͹,
(30) ͕ಘΒΕΔ.
255 SVϞσϧͷൃల
MCMC ๏Λ༻͍ͨϕΠζਪఆ๏͸ϞσϧΛ֦ுͯ͠΋ద༻ՄೳͳͷͰ, ࠷ۙͰ͸ SV Ϟσϧ
΋, ARCH ܕϞσϧಉ༷, ͞·͟·ͳܗͰ֦ு͕ߦΘΕΔΑ͏ʹͳ͖͍ͬͯͯΔ. ຊઅͰ͸, ͦ
͏ͨ͠ SV Ϟσϧͷൃలʹ͍ͭͯαʔϕΠΛߦ͏.
5.1 ඇରশ SV Ϟσϧ
גࣜࢢ৔Ͱ͸, גՁ্͕͕ͬͨ೔ͷཌ೔ΑΓ΋Լ͕ͬͨ೔ͷཌ೔ͷํ͕ϘϥςΟϦςΟ͕ߴ
·Δ܏޲͕͋Δ͜ͱ͕஌ΒΕ͍ͯΔ (Black (1976), Nelson(1991)) 35. ͜ͷݱ৅͸ඇରশੑ
(asymmetry) ͍҃͸ϨόϨοδޮՌ (leverage eﬀect) ͱݺ͹Ε͓ͯΓɼ͜ΕΛϞσϧʹऔΓࠐ
Ή͜ͱ͸גࣜऩӹ཰ͷϦεΫΛධՁ͢Δࡍʹ΋ॏཁͰ͋Δ. SV ϞσϧͰ͜͏ͨ͠ϘϥςΟϦ
ςΟมಈͷඇରশੑΛଊ͑ΔͨΊʹ͸, ҎԼͷΑ͏ʹޡ߲ࠩ ϵt ͱ ηt ͷؒʹ૬ؔΛಋೖ͢Ε͹
Α͍.
yt = ϵt exp(ht/2), t = 1,...,T, (41)
ht+1 = µ + ϕ(ht − µ) + ηt, t = 1,...,T − 1, (42)











͜͜Ͱ, ΋͠ ρ < 0 Ͱ͋Ε͹, גࣜࢢ৔Ͱ؍ଌ͞ΕΔϘϥςΟϦςΟมಈͷඇରশੑͱ੔߹తͰ
͋Γ, ρ = 0 Ͱ͋Ε͹, ௨ৗͷඇରশੑͷແ͍ SV ϞσϧʹͳΔ.
Yu (2005), Omori and Watanabe (2003), Omori et al. (2006), Nakajima and Omori (2006)
Β͸, ͜͏ͨ͠ඇରশ SV ϞσϧΛ MCMC ๏Λ༻͍ͯϕΠζਪఆ͍ͯ͠Δ. Yu (2002) ͸Ϙϥ
ςΟϦςΟͷαϯϓϦϯάʹ single-move sampler Λ༻͍͓ͯΓ, ͜ͷํ๏͸طʹड़΂ͨΑ͏ʹ
ޮ཰తͰͳ͍. લઅͰઆ໌ͨ͠ multi-move sampler ͸ඇରশSVϞσϧʹ͸ద༻Ͱ͖ͳ͍ͷͰ,
Omori and Watanabe (2003) ͸, ඇରশ SV Ϟσϧͷ multi-move sampler Λ৽ͨʹఏҊͯ͠
͍Δ36. ·ͨ, Omori et al. (2006) ͸ mixture sampler Λ֦ு͍ͯ͠Δ. Jacquier, Polson and
Rossi (2004) ͸, ϵt ͱ ηt ͷؒͰ͸ͳ͘, ϵt ͱ ηt−1 ͷؒʹ૬ؔΛಋೖͨ͠ϞσϧΛ single-move
sampler Λ༻͍ͯϕΠζਪఆ͍ͯ͠Δ͕, Yu (2005) ͸ ϵt ͱ ηt ͷؒʹ૬ؔΛಋೖͨ͠ํ͕౰
ͯ͸·Γ͕ྑ͍ͱͷ݁ՌΛಘ͍ͯΔ.
ඇରশSVϞσϧΛଞͷਪఆ๏Λ༻͍ͯਪఆ͍ͯ͠Δ΋ͷʹ͸, Melino and Turnbull (1990) ͱ
Harvey and Shephard (1996) ͕͋Δ. Melino and Turnbull (1990) ͸ҰൠԽੵ཰๏ (generalized
method of moments; GMM), Harvey and Shephard (1996) ͸ΧϧϚϯɾϑΟϧλʹجͮٙ͘
ࣅ࠷໬๏ (quasi-maximum likelihood estimation; QML) Λ༻͍͍ͯΔ.37 GMM ΍ QML ΍
MCMC ๏Λ༻͍ͨϕΠζਪఆ๏ͱൺ΂ͯਪఆྔͷޮ཰ੑ͕௿͍ (Jacquier, Polson and Rossi
1994).
35ͳͥͦͷΑ͏ͳඇରশੑ͕ੜ͡Δͷ͔Λ෼ੳ͍ͯ͠Δ΋ͷʹ, Christie (1982), Wu (2001) ͕͋Δ.
36͜ͷํ๏͸ mixture sampler Ͱ͸ਪఆͰ͖ͳ͍༷ʑͳ֦ுϞσϧʹద༻͢Δ͜ͱ͕ՄೳͰ͋Δ͕ɼ͜͜Ͱ͸ࢴ
਺ͷ੍໿ͷͨΊ঺հΛׂѪ͢Δ͜ͱͱ͢Δɽ
37SV Ϟσϧͷ QML ਪఆʹ͍ͭͯ͸, ౉෦ (2000 3.4 અ) Λࢀরͷ͜ͱ.
265.1.1 mixture sampler
ҎԼͰ͸ Omori et al. (2006) ͷ 2 ࣍ݩࠞ߹ਖ਼ن෼෍ʹΑΔۙࣅΛ༻͍ͯ mixture sampler
ʹ͍ͭͯઆ໌͢Δɽ(41)–(42) ࣜͷϞσϧͰ͸ɼ؍ଌํఔࣜ (41) ͕ϘϥςΟϦςΟΛදݱ͢Δ
જࡏม਺ht ͷඇઢܗؔ਺ʹͳ͍ͬͯΔ͕ɼKim, Shephard and Chib (1998) ͷΑ͏ʹ྆ลΛೋ
৐ͯ͠ର਺ΛͱΕ͹ઢܗؔ਺ͱͳΓਪఆ͢Δ͜ͱ͕༰қʹͳΔɽͨͩ͠, ඃઆ໌ม਺ yt ͷਖ਼ෛ
ʹؔ͢Δූ߸৘ใ͸ೋ৐͢Δ͜ͱʹΑΓࣦΘΕͯ͠·͏ͷͰɼ࣍ͷΑ͏ʹม਺ͷม׵Λߟ͑Δ
͜ͱʹ͢Δɽ
dt = I(ϵt ≥ 0) − I(ϵt < 0), (44)
y∗
t = logy2




͜ͷ 2 ม਺ (dt,y∗
t) Λ༻͍Ε͹ɼݩͷઆ໌ม਺ yt Λ





t ͷ෼෍͸ K = 10
ݸͷࠞ߹ਖ਼ن෼෍ʹΑΓۙࣅ͢Δ͜ͱ͕Ͱ͖Δ͕, ϵ∗








ͱͳΓ dt ʹґଘ͠ɼ͔ͭظ଴஋͕ ϵ∗










ηt|dtρσ exp(mj/2){aj + bj (ϵ∗






͕༩͑ΒΕ͍ͯΔ. ͜ͷۙࣅͷਫ਼౓͸ߴ͘ɼρ = −0.9 ʹ͓͍ͯ΋ਅͷ֬཰ີ౓ؔ਺ͱͷͣΕ͸
ඇৗʹখ͍͞ɽ͜ͷ d ͷ৚݅෇ 2 มྔࠞ߹ਖ਼ن෼෍Λ༻͍ͯઢܗΨ΢εঢ়ଶۭؒϞσϧΛߏ੒
͠αϯϓϦϯάͷޮ཰ੑΛେ෯ʹվળ͢Δ͜ͱ͕Ͱ͖Δ.
͜ͷͱ͖MCMC๏ʹΑΔαϯϓϦϯά͸ɼ ҎԼͷΑ͏ʹs = (s1,...,sT)ͱ{θ = (ϕ,σ2,ρ),µ,h}
ͷ 2 ͭͷϒϩοΫʹ෼͚ͯߦ͏ɽy∗ = {y∗
t}T
t=1, d = {dt}T
t=1, ࣄલ֬཰ີ౓ؔ਺Λ π(θ),π(µ)
ͱ͓͘. ಛʹ µ ͷࣄલ෼෍ʹ͸ µ ∼ N(µ0,σ2
µ0) ΛԾఆ͢Δɽ
Step 1. s|θ,µ,h,y∗,d Λൃੜ͢Δ
Step 2. (θ,µ,h)|s,y∗,d ΛҎԼͷΑ͏ʹൃੜ͢Δɽ
(a) θ|s,y∗,d Λൃੜ͢Δɽ






27j pj mj v2
j aj bj
1 0.00609 1.92677 0.11265 1.01418 0.50710
2 0.04775 1.34744 0.17788 1.02248 0.51124
3 0.13057 0.73504 0.26768 1.03403 0.51701
4 0.20674 0.02266 0.40611 1.05207 0.52604
5 0.22715 −0.85173 0.62699 1.08153 0.54076
6 0.18842 −1.97278 0.98583 1.13114 0.56557
7 0.12047 −3.46788 1.57469 1.21754 0.60877
8 0.05591 −5.55246 2.54498 1.37454 0.68728
9 0.01575 −8.68384 4.16591 1.68327 0.84163
10 0.00115 −14.65000 7.33342 2.50097 1.25049
ද 3: (pj,mj,v2




Step 1. st ͷࣄޙ෼෍͸ θ,µ,h,y∗,d Λॴ༩ͱͯ͠ҎԼͷΑ͏ʹͳΔɽ
π(st = i|h,µ,θ,y∗,d)










[(ht+1 − µ) − ϕ(ht − µ) − dtρσ exp(mi/2){ai + bi (y∗










Λۙࣅ͢Δ (੾அ) ਖ਼ن෼෍Λ༻͍Δɽˆ θ = (ˆ ϕ, ˆ σ2
η, ˆ ρ)′ Λ π(θ|s,y∗,d) ͷϞʔυʢ·ͨ͸ͦͷ











͋Δ͍͸ɼύϥϝʔλͷ੍໿Λ͸ͣͨ͢Ί θ1 = log(1 + ϕ) − log(1 − ϕ),θ2 = logσ2
1,θ3 =
log(1 + ρ) − log(1 − ρ) ͱม׵͔ͯ͠ΒɼఏҊ෼෍ͱͯ͠ਖ਼ن෼෍Λߏ੒ͯ͠΋Α͍ɽ·ͨɼ
্ͷϔογΞϯߦྻ͕ෛ஋ఆූ߸Ͱ͸ͳ͍৔߹ʹ͸ (ͨͱ͑͹ |ˆ ρ| ≈ 1 ͷͱ͖), ఏҊ෼෍Λ
TNR(ˆ θ,c0I) (c0 ͸େ͖ͳ஋ΛͱΔఆ਺) ͱ͢Ε͹Α͍ɽ
͜ͷ g(y∗|d,s,θ) Λܭࢉ͢Δʹ͸ҎԼͷΑ͏ʹ֦େΧϧϚϯɾϑΟϧλΛ༻͍Ε͹Α͍ɽ
28(1) a1 = µ, P1 = σ2/(1 − ϕ2) ͱ͢Δɽ
(2) a∗
1 = 0, A∗
1 = −1, q1 = σ−2
µ0 µ0, Q1 = σ−2
µ0 ͱ͢Δɽ
(3) t = 1,2,...,T ͷͱ͖
(a) ΧϧϚϯɾϑΟϧλ
at+1 = (1 − ϕ)µ + dtρσast exp(mst/2) + ϕat + Ktet, (48)




t − mst − at, Dt = Pt + v2
st, Kt = (ϕPt + HtG′
t)D−1
t ,
Lt = ϕ − Kt, Jt = Ht − KtGt,







(b) ֦େ (augmented) ΧϧϚϯɾϑΟϧλ
ft = y∗
t − mst − a∗
t, a∗




t+1 = −(1 − ϕ) + ϕA∗
t + KtFt,
Λܭࢉ͠ɼ
qt+1 = qt + Ftft/Dt, Qt+1 = Qt + F2
t /Dt,
ͱ͢Δɽ



















Step 2b. d,s,θ,y∗ Λॴ༩ͱͨ͠ͱ͖ͷ µ ͷࣄޙ෼෍͸ N(Q−1
T+1qT+1,Q−1
T+1) ͱͳΔ (ͨͩ








(a) a1 = µ, P1 = σ2/(1 − ϕ2) ͱ͢Δɽ
29(b) t = 1,2,...,T − 1 ͷͱ͖
at+1 = (1 − ϕ)µ + dtρσast exp(mst/2) + ϕat + Ktet, (50)




t − mst − at, Dt = Pt + v2
st, Kt = (ϕPt + HtG′
t)D−1
t ,
Lt = ϕ − Kt, Jt = Ht − KtGt,









(a) rT = 0 ͱ UT = 0 ͱͯ͠, t = T,T − 1,...,1 ͷॱʹ




















(b) ͞Βʹ κ0 Λ
C0 =
σ2
1 − ϕ2 −
σ4
(1 − ϕ2)2U0, κ0 ∼ N(0,C0),
ͱٻΊΔ.





t et + J′
trt) + κt, t = 1,...,T − 1,
ξ0 =
σ2
1 − ϕ2r0 + κ0,
ΛٻΊΔɽ͜ͷͱ͖ξ = (ξ0,ξ1,...,ξT−1) ͸ η = (η0,η1,...,ηT−1) ͷࣄޙ෼෍͔Β
ͷ֬཰ඪຊͱͳΔ.
(3) ξ Λ༻͍ͯ h = (h1,...,hT) ͷࣄޙ෼෍͔Βͷ֬཰ඪຊΛ
ht+1 = (1 − ϕ)µ + dtρσast exp(mst/2) + ϕht + ξt, t = 1,...,T − 1,
h1 = µ + ξ0,
ͱ͢Ε͹Α͍ɽ











t+1 − µj) − ϕj(h
j
t − µj).
ͱͯ͠ਅͷೋมྔ֬཰ີ౓ f(ξt,ηt|dt,θ) Λࠞ߹ਖ਼ن֬཰ີ౓ g(ξt,ηt|dt,θ) ʹΑΓۙࣅΛͯ͠
͓ΓɼಘΒΕΔඪຊ
hj,µj,θj, j = 1,2,...,M,




































ϝʔλͷࣄޙฏۉΛ୅ೖͯ͠ٻΊΔ͜ͱ͕Ͱ͖ɼ·ͨࣄޙ֬཰ີ౓ؔ਺͸ Chib and Jeliazkov
(2001) ʹΑͬͯܭࢉ͢Ε͹Α͍ɽҰํɼ໬౓ؔ਺ʹ͍ͭͯ͸ҎԼͷΑ͏ʹิॿཻࢠϑΟϧλ








































































t+1 = µ + ϕ(hi




(1) t = 1 ͷͱ͖ hi
1 ∼ N(µ,σ2/(1 − ϕ2)) i = 1,2,...,I Λൃੜͤ͞Δ.
(a) wi = f(y1|hi
1) ͱ Wi = F(y1|hi


















j=1 wj, i = 1,2,...,I ͱ͢Δ.
(2) (54) ࣜͷॏ఺ؔ਺ g(ht+1,ht|Yt+1,µ,θ) Λ༻͍ͯ (hi
t,hi










































j=1 wj, i = 1,2,...,I ͱ͢Δɽ
(3) t Λ 1 ૿΍ͯ͠ (2) ʹ໭Δ.


















   Wt − 1/2
    ͕ۙࣅతʹɼޓ͍ʹಠཱʹҰ༷෼෍ʹ͠
͕ͨ͏ͷͰɼ͜ΕΛϞσϧͷಛఆԽͷ਍அʹ࢖͏͜ͱ΋Ͱ͖Δ (ྫ͑͹ Kim, Shephard and




͔Β஌ΒΕ͍ͯΔ (Mandelbrot 1963, Fama 1965). ͜ͷ͜ͱ͸, yt ͕ SV Ϟσϧʹै͍ͬͯΔ
৔߹, ͨͱ͑ (10) ࣜͷޡ߲ࠩ ϵt ͕ਖ਼ن෼෍Ͱ͋ͬͯ΋, yt ͷઑ౓͸ 3 Λӽ͑Δ.39 ͔͠͠, ͩ
͔Βͱݴͬͯ, ϵt ͷ෼෍͕ඪ४ਖ਼ن෼෍Ͱྑ͍ͱ͸ݶΒͳ͍. ϵt ʹਖ਼ن෼෍Ҏ֎ͷ෼෍΋౰ͯ
͸Ί, Ͳͷ෼෍͕࠷΋ϑΟ οτ͕ྑ͍͔Λ෼ੳ͢Δ͜ͱ͸ॏཁͰ͋Δ.
࣍ͷ 6 અͰ͸, ϵt ͷ෼෍Λενϡʔσϯτͷ t ʹͨ͠৔߹ͷਪఆ΋ߦ͍ͬͯΔ40.
ผͷਪఆ๏Λ༻͍ͯ SV Ϟσϧͷޡ߲ࠩ ϵt ʹਖ਼ن෼෍Ҏ֎ͷ෼෍Λ౰ͯ͸Ί͍ͯΔ΋ͷʹ,
Liesenfeld and Jung (2000) ͕͋Δ. ͦ͜Ͱ͸, γϛϡϨʔγϣϯʹΑΔ࠷໬๏ (simulated
maximum likelihood estimation; SML) Λ༻͍͍ͯΔ. ·ͨ, SV ϞσϧͰ͸ͳ͘, ARCH ܕϞ
σϧΛ࢖ͬͯಉ༷ͷݚڀΛߦ͍ͬͯΔ΋ͷʹ, Bollerslev, Engle and Nelson (1994), Watanabe
(2001), ౉෦ (2001,2.4.2 અ) ͕͋Δ. ͜ΕΒͷݚڀͰ͸, ϵt ͷ෼෍ʹਖ਼ن෼෍, t ෼෍, ҰൠԽޡ
ࠩ෼෍ (generalized error distribution; GED), ͓ΑͼͦΕΒΛؚΉΑΓҰൠతͳ෼෍Ͱ͋ΔҰ
ൠԽ t ෼෍Λ౰ͯ͸Ί͓ͯΓ, t ෼෍͕࠷΋౰ͯ͸·Γ͕ྑ͍ͱͷ݁Ռ͕ಘΒΕ͍ͯΔ.
Chib, Nardari and Shephard (2002) Ͱ͸, ޡ߲ࠩͷ෼෍Λม͑Δͱͱ΋ʹ, δϟϯϓΛՃ͑
ͨϞσϧΛ MCMC ๏Λ༻͍ͯϕΠζਪఆ͍ͯ͠Δ. ·ͨ, Jacquier, Polson and Rossi (2004)
Ͱ͸, ޡ߲ࠩͷ෼෍Λม͑Δͱͱ΋ʹ, ҎԼͰઆ໌͢ΔϘϥςΟϦςΟมಈͷඇରশੑΛߟྀ͠
ͨϞσϧΛ MCMC ๏Λ༻͍ͯϕΠζਪఆ͍ͯ͠Δ.
5.3 ϚϧίϑεΠονϯά SV Ϟσϧ
So, Lam and Li (1998), Kalimipalli and Susmel (2004), Shibata and Watanabe (2004) Β
͸, ϘϥςΟϦςΟͷฏۉ µ ͷ஋͕ҰఆͰ͸ͳ͘, ߴ͍࣌ظʢSt = 1) ͱ௿͍࣌ظ (St = 0) ͕
39ৄ͘͠͸, ౉෦ (2005) Λࢀরͷ͜ͱ.
40ϵt ͷ෼෍Λενϡʔσϯτͷ t ʹͨ͠ SV Ϟσϧͷ MCMC ๏Λ༻͍ͨϕΠζਪఆ๏ʹ͍ͭͯ͸, ౉෦ (2005)
Λࢀরͷ͜ͱ. ·ͨ, ͦͷ৔߹, t ෼෍ͷࣗ༝౓΋ࣄޙ෼෍͔ΒαϯϓϦϯά͠ͳ͚Ε͹ͳΒͳ͍͕, t ෼෍ͷࣗ༝౓
ͷޮ཰తͳαϯϓϦϯά๏ʹ͍ͭͯ͸, Watanabe (2001) Λࢀরͷ͜ͱ.
33͋Δ΋ͷͱߟ͑, (2) ࣜΛҎԼͷΑ͏ʹ֦ு͍ͯ͠Δ.
ht = µ0 + µ1St + ϕ(ht−1 − µ0 − µ1St−1) + ηt. (56)
൴Β͸, Hamilton (1989) ʹै͍, St ͸Ϛϧίϑաఔʹै͏΋ͷͱԾఆ͍ͯ͠Δ.
͜ͷϞσϧΛϚϧίϑ࿈࠯ϞϯςΧϧϩ๏Λ༻͍ͯϕΠζਪఆ͢Δ৔߹ʹ͸, ST = (S1,...,ST)
Λ f(ST|hT,θ) ͔ΒαϯϓϦϯά͠ͳ͚Β͹ͳΒͳ͍͕, ͜Ε͸༰қͰ͋Δ. yT ͕༩͑ΒΕΔ
ͱ, (56) ࣜ͸ Hamilton (1989) ͷϚϧίϑεΠονϯάϞσϧʹͳΔͷͰ, Carter and Kohn
(1994) ΍ Chib (1996) ͷ multi-move sampler ʹΑΓ ST = (S1,...,ST) Λ f(ST|hT,θ) ͔
Β̍౓ʹαϯϓϦϯάͰ͖Δ.
্هͷ࿦จͰ͸, (56) ࣜΛ༻͍ͨ৔߹, ϕ ͷਪఆ஋͕େ෯ʹ௿Լ͍ͯ͠Δ. ·ͨ, Kalimipalli
and Susmel (2004) ͸༧ଌύϑΥʔϚϯεͷൺֱʹΑΓ, Shibata and Watanabe (2004) ͸લ
અͰઆ໌ͨ͠पล໬౓ͷൺֱ΍Ϟσϧͷ਍அʹΑΓ, ୯७ͳ SV ϞσϧΑΓ΋ϚϧίϑεΠο
νϯά SV Ϟσϧͷํ͕౰ͯ͸·Γ͕ྑ͍ͱͷ݁ՌΛಘ͍ͯΔ.
5.4 औҾߴͷಋೖ
ϘϥςΟϦςΟͱऔҾߴͷؒʹ͸ਖ਼ͷ૬͕ؔ͋Δ͜ͱ͕஌ΒΕ͍ͯΔ (Karpoﬀ 1987). SVϞ
σϧΛऔҾߴΛؚΊΔܗͰ֦ுͨ͠Ϟσϧʹ, Tauchen and Pitts (1983), Andersen (1996) Β
ʹΑΔಈֶత 2 มྔ෼෍ࠞ߹ (dynamic bivariate mixture; DBM) Ϟσϧ͕͋Δ. ͜ͷϞσϧ
͸, 1 ೔ͷ͏ͪͷ 1 ճ 1 ճͷऔҾͰੜ͡ΔՁ֨มԽ཰ͱऔҾߴ͸ಠཱͰ͋Δ͕, 1 ೔ͷऔҾճ਺
͕೔ʑมಈ͢Δ͜ͱʹΑΓ, ೔ʑͷϘϥςΟϦςΟͱऔҾߴͱͷؒʹਖ਼ͷ૬͕ؔੜ·ΕΔͱ͢
ΔϞσϧͰ͋Δ. Tauchen and Pitts (1983) ϞσϧͰ͸, ୈ t ೔ͷऔҾճ਺ It ͕༩͑ΒΕΔͱ,
Ձ֨มԽ཰ yt ͱऔҾߴ vt ͸࣍ͷΑ͏ͳޓ͍ʹಠཱͳਖ਼ن෼෍ʹै͏.
yt|It ∼ N(0,σ2
rIt), vt|It ∼ N(µvIt,σ2
vIt).
Andersen (1996) ϞσϧͰ͸, Ձ֨มԽ཰ͷ෼෍͸ಉ͡Ͱ, औҾߴͷ෼෍͕࣍ͷΑ͏ͳϙΞιϯ
෼෍ʹͳΔ.
vt|It ∼ POI(m0 + m1It).
͍ͣΕ΋, logIt ͕ AR(1) Ϟσϧʹै͏΋ͷͱ͠, vt Λແࢹ͢Δͱ, SV ϞσϧʹͳΔͷͰ, ͜
ΕΒͷϞσϧ͸SV ϞσϧΛऔҾߴΛؚΊΔܗͰ֦ுͨ͠Ϟσϧʹͳ͍ͬͯΔ. ͦ͜Ͱ, ͜ͷϞ
σϧͷύϥϝʔλʔ΋΍͸Γ࠷໬ਪఆ͢Δ͜ͱ͕ࠔ೉Ͱ͋Γ, ·ͨ, ͜ͷϞσϧ͸ઢܗঢ়ଶۭؒ
Ϟσϧʹม׵͢Δ͜ͱ͕Ͱ͖ͳ͍ͷͰ, mixture sampler ͸࢖͑ͳ͍. Watanabe (2000a, 2003)
͸ multi-move sampler Λ༻͍ͯϕΠζਪఆΛߦ͍, ೔ܦ 225 ઌ෺ͷ೔࣍σʔλͰ͸, Tauchen
and Pitts (1983) Ϟσϧ͸Ձ֨มԽ཰ͷ2 ৐ͷࣗݾ૬ؔΛաখධՁ͠, Andersen (1996) Ϟσϧ
͸औҾߴͷࣗݾ૬ؔΛաখධՁ͢Δͱͷ݁ՌΛಘ͍ͯΔ. Lamoureux and Lastrapes (1994) ͸
ੵ཰๏ (method of moments; MM), Andersen (1996) ͸ҰൠԽੵ཰๏ (generalized method of
moments; GMM), Liesenfeld (1998, 2001), Lisenfeld and Richard (2003) ͸γϛϡϨʔγϣϯ
ʹΑΔ࠷໬๏ (simulated maximum likelihood estimation; SML) Λ༻͍ͯਪఆΛߦ͍ͬͯΔ.
346 גࣜऩӹ཰ͷσʔλ΁ͷԠ༻
͜ͷઅͰ͸ SV ϞσϧΛ࣮ࡍͷגࣜऩӹ཰ʹԠ༻ͨ͠ྫΛ঺հ͢Δɽσʔλ͸ TOPIX (౦
ূגՁࢦ਺, Tokyo Stock Price Index) ͷ೔࣍ऩӹ཰ yt Ͱɼऴ஋ pt ͷର਺֊ࠩʹ 100 Λ৐͡
ͯ yt = 100 × (logpt − logpt−1) ͱܭࢉͨ͠΋ͷͰ͋Δɽ࢖༻ͨ͠ظؒ͸ 1998 ೥ 1 ݄ 5 ೔͔
Β 2002 ೥ 12 ݄ 30 ೔·Ͱͷ 1,232 Ӧۀ೔ͷ೔࣍ऩӹ཰Ͱɼཁ໿౷ܭྔ͸ද 4 ʹ·ͱΊΒΕͯ
͍Δɽ͜ΕΒͷσʔλΛ࢖ͬͯඇରশੑͷ͋Δ SV ϞσϧΛ mixture sampler ʹΑͬͯਪఆ͠
TOPIX (1998/1/5 - 2002/12/30)
؍ଌݸ਺ ฏۉ ඪ४ภࠩ ࠷େ஋ ࠷খ஋ ਖ਼஋ͷݸ਺ ෛ஋ͷݸ਺
1,232 −0.0255 1.2839 5.3749 −5.6819 602 630














, ρ ∼ U(−1,1),
ͱͨ͠ɽͨͩ͠ Beta(a,b) ͸ (a,b) Λ฼਺ͱ͢Δϕʔλ෼෍, IG(a,b) ͸ (a,b) Λ฼਺ͱ͢Δٯ
ΨϯϚ෼෍, U(−1,1)͸۠ؒ(−1,1)্ͷҰ༷෼෍Λද͢ɽϕͱσ2 ͷࣄલ෼෍͸Kim, Shephard




ද 5 ͸ਪఆ͞Εͨࣄޙฏۉɼࣄޙඪ४ภࠩɼ95%৴༻۠ؒɼඇޮ཰ੑҼࢠ, ૬ؔߦྻͰ͋
Δ42. ඇޮ཰ੑҼࢠͷ஋͸ͲΕ΋ඇৗʹখ͘͞ 10 લޙͰ͋Γɼsingle move Λ༻͍ͨܭࢉྫͰ
͸ 100 ∼ 2000 (Omori et al. (2006)) Ͱ͋Δͷͱ͸ରরతʹαϯϓϦϯάͷߴ͍ޮ཰ੑΛࣔ͠
͍ͯΔ. ρ ͷࣄޙฏۉ͸ −0.36 ͱෛ஋Ͱ͋ΓɼඇରশੑɾϨόϨοδޮՌͷଘࡏΛ͍ࣔࠦͯ͠
Δɽρ ͷ 95%৴༻۠ؒ΋ [−0.59, −0.11] Ͱ͋Γɼρ ͕ෛͰ͋Δࣄޙ֬཰͸ 0.95 ΑΓ΋େ͖͍.
·ͨࣄޙ෼෍ͷ૬ؔ܎਺͕ ϕ ͱ σ Ͱେ͖͍ͷͰɼ͜ΕΒͷύϥϝʔλΛಉ࣌ʹαϯϓϦϯά͢
Δ integration sampler ͕༗ޮʹػೳ͍ͯ͠Δ͜ͱ͕Θ͔Δɽ
ද 6 ͸ wj Λ༻͍ͯॏΈ͚ͮ͢Δ͜ͱʹΑΓਅͷࣄޙ෼෍ͷฏۉΛਪఆ͠௚ͨ݁͠ՌͰ͋Δ
͕ɼ༧૝͍ͯͨ͠Α͏ʹ݁Ռ͸΄ͱΜͲมΘΒͳ͍ɽ࣮ࡍɼlog(wj × M) ͷώετάϥϜΛඳ
͍ͯΈΔͱਤ 3 ͷΑ͏ʹ, 0 ͷपลʹूத͓ͯ͠Γɼඪ४ภࠩ΋ 0.34 ͱඇৗʹখ͍͞.
࠷ޙʹඇରশੑɾϨόϨοδޮՌͷ͋ΔϞσϧΛؚΊ͍͔ͨͭ͘ͷϞσϧʹ͍ͭͯपล໬
౓Λܭࢉͯ͠ൺֱΛ͏ɽਪఆͨ͠Ϟσϧ͸ɼ(1) ෼෍ͷ੄ͷް͍Ϟσϧ (2) ॏͶ߹ΘͤϞσϧ






t + 0.0001) ͱܭࢉ͍ͯ͠Δ.
42ඇޮ཰ੑҼࢠΛܭࢉ͢Δࡍʹ͸όϯυ෯Λ 100 ͱͯ͠ܭࢉ͍ͯ͠Δ. 100 ΑΓେ͖͍ϥάͰ͸ࣗݾ૬ؔؔ਺͕
΄΅ 0 ͱͳΔͨΊɼόϯυ෯Λ͜ΕҎ্େ͖ͯ͘͠΋ܭࢉ݁Ռ͸มΘΒͳ͍.
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ਤ 2: TOPIX ͷऩӹ཰Λ༻͍ͨਪఆ݁Ռ. (ϕ,σ,ρ,β = exp(µ/2))
ඪຊࣗݾ૬ؔؔ਺ʢ্ஈʣ ɼඪຊܦ࿏ (தஈ)ɼࣄޙ֬཰ີ౓ؔ਺ (Լஈ)
ύϥϝʔλ ฏۉ ඪ४ภࠩ 95%৴༻۠ؒ ඇޮ཰ੑҼࢠ ૬ؔ܎਺
ϕ 0.9511 0.0185 [0.908, 0.980] 9.3 1 −.66 −.30 −.06
σ 0.1343 0.0262 [0.091, 0.193] 13.0 1 .19 −.08
ρ −0.3617 0.1265 [−0.593,−0.107] 6.8 1 .13
β 1.2056 0.0573 [1.089, 1.318] 2.7 1
ද 5: TOPIX σʔλΛ༻͍ͨਪఆ݁Ռ.
(superposition model) Ͱ͋Γɼ(1)͸ݱ࣮ͷσʔλʹ͓͚Δ෼෍ͷ੄ͷް͞Λ൓өͨ͠ϞσϧͰ
͋Γɼ(2) ͸࿈ଓ࣌ؒϞσϧʹ͍ۙϞσϧͱͯ͠஌ΒΕ͍ͯΔ(ྫ͑͹ Shephard (1996), Engle




λtεt, εt ∼ i.i.d. N(0,1), (57)




͸ࣗ༝౓ ν ͷ t ෼෍ʹ͕ͨ͠͏੄ͷް͍෼෍ͱͳΔɽν ͷࣄલ෼෍͸ G(16,0.8) ͱ͠ɼฏ

















ਤ 3: TOPIX σʔλΛ༻͍ͨࡍͷ log(wk × M) ͷώετάϥϜ.
࣮ઢ͸ಉ͡ฏۉͱ෼ࢄΛ΋ͭਖ਼ن෼෍ͷ֬཰ີ౓ؔ਺.
(2) ॏͶ߹ΘͤϞσϧ (superposition model).
yt = exp(ht/2)ϵt,
ht = α1,t + α2,t,



































1,ρ1 ͷࣄલ෼෍͸͜Ε·Ͱಉ༷ʹ (ϕ1 + 1)/2 ∼ Beta(20,1.5),µ ∼
N(0,1),σ2
1 ∼ IG(5/2,0.05/2),ρ1 ∼ U(−1,1)ͱͨ͠ɽϕ2 ʹ͍ͭͯ͸ϕ2 < ϕ1 ͱ͍͏੍໿
ͷ΋ͱͰ੾அ͞ΕΔࣄલ෼෍(ϕ2+1)/2 ∼ Beta(10,10)Λɼρ2 ʹ͍ͭͯ͸0 < ρ2
1+ρ2
2 < 1
37ͱ͍͏੍໿ͷ΋ͱͰ੾அ͞ΕΔ(ρ2 +1)/2 ∼ Beta(10,10) ΛͦΕͧΕԾఆͨ͠ɽ·ͨ σ2
2
ʹ͍ͭͯ͸ σ2
2 ∼ IG(5/2,0.05/2). ͱͨ͠ɽ
Ҏ্ͷϞσϧΛ૊Έ߹ΘͤͯҎԼͷ 5 ͭͷϞσϧΛਪఆ͠ɼपล໬౓ʹΑΔൺֱΛߦͬͨɽ
Model 1 (SV)ɿඇରশੑͷͳ͍ SV Ϟσϧ.
Model 2 (SVt)ɿඇରশੑͷͳ͍ SV ϞσϧͰɼϵt ʹ t ෼෍ΛԾఆ.
Model 3 (ASV)ɿඇରশੑͷ͋Δ SV Ϟσϧ.
Model 4 (ASVt)ɿඇରশੑͷ͋Δ SV ϞσϧͰɼϵt ʹ t ෼෍ΛԾఆ.
Model 5 (SP)ɿॏͶ߹ΘͤϞσϧ.
ද 7 ͸ 5 ͭͷϞσϧͷपล໬౓ɼද 8 ͸ϕΠζɾϑΝΫλʔͰ͋Δɽपล໬౓͕࠷΋ߴ͍ͷ͸
Model 4 (ASVt) Ͱ͋Δ͕ɼModel 3 (ASV) ΍ Model 5 (SP) ͷ 3 ͭͷϞσϧ͸ϕΠζɾϑΝ
Ϋλʔ͔Β͸΄ͱΜͲҧ͍͸ແ͘ɼ΄΅ಉ౳ͳϞσϧͰ͋Δͱ͍͑ΔɽҰํ Model 1 (SV) ͱ
Model 2 (SVt) ͷɼ Model 3, 4, 5 ʹର͢ΔϕΠζɾϑΝΫλʔͷ஋͸ −0.5 ΑΓখ͍͞ɽͨ͠
͕ͬͯ͜ͷσʔλͰ͸ඇରশੑΛߟྀͨ͠Ϟσϧͷ͋ͯ͸·Γ͕༏Ε͍ͯΔ͕ɼͦͷଞͷ఺Ͱ
͸ಛʹҧ͍͸ͳ͍ͱ͍͏݁Ռͱͳͬͨɽ
SV SV-t ASV ASV-t SP
पล໬౓ -2038.95 -2038.21 -2036.71 -2036.59 -2036.65
(ඪ४ޡࠩ) (0.16) (0.28) (0.10) (0.14)
ද 7: पล໬౓
SV-t ASV ASV-t SP
SV −0.32 −0.97 −1.02 −1.00





Nakajima and Omori (2006)Ͱ͸ɼ؍ଌํఔࣜʹδϟϯϓͷ߲ΛؚΊͨϞσϧ΍GARCHϞ
σϧ, EGARCH Ϟσϧɼδϟϯϓʹ૬ؔͷ͋ΔϞσϧͳͲ͞·͟·ͳϞσϧΛ 1970 ೥ 1 ݄ 1
೔͔Β 2003 ೥ 12 ݄ 31 ೔·Ͱͷ೔࣍ S&P500 ͷσʔλͱɼ1992 ೥ 1 ݄ 6 ೔͔Β 2004 ೥ 12 ݄
30 ೔·Ͱͷ೔࣍ͷ TOPIX ͷσʔλΛ༻͍ͯपล໬౓ʹΑΔൺֱΛߦ͍ͬͯΔɽ͍ͣΕͷ৔߹
ʹ͓͍ͯ΋ɼඇରশੑͷ͋Δ SV Ϟσϧͱʢඇରশੑͷ͋ΔʣॏͶ߹Θͤ SV Ϟσϧ͕΄΅ಉ
༷ʹ͋ͯ͸·Γ͕Α͍ͱ͍͏͜ͱ͕ใࠂ͞Ε͍ͯΔɽ
387 ࠓޙͷ՝୊
ຊߘͰαʔϕΠͨ͠Α͏ʹ, SV Ϟσϧ͸, ۙ೥, ਪఆ๏ͷ։ൃ͕ਐΈ, ͦΕʹ൐ͬͯ, Ϟσϧ
ͷ֦ு͕ߦΘΕΔΑ͏ʹͳ͖ͬͯͨ. ͱ͜Ζ͕, ARCH ܕϞσϧͱൺ΂Δͱ, ࣮ࡍͷσʔλ΁
ͷԠ༻͸·ͩͦΕ΄Ͳଟ͍ͱ͸ݴ͑ͳ͍. ಛʹ, ࣮ࡍͷσʔλΛ༻͍ͯSV Ϟσϧ΍ͦΕΛൃల
ͤͨ͞Ϟσϧͱ ARCH ܕϞσϧͱΛൺֱ͢Δͱ͍͏ࢼΈ͸͜Ε·Ͱ͋·ΓߦΘΕ͓ͯΒͣ, ࠓ
ޙͷॏཁͳ՝୊ͱݴ͑Α͏.
ൺֱͷํ๏ͱͯ͠͸, ·ͣ, SV Ϟσϧ, ARCH ܕϞσϧڞʹ MCMC ๏Λ༻͍ͯϕΠζਪఆ
͠, पล໬౓Λൺֱ͢Δͱ͍͏ํ๏͕ߟ͑ΒΕ͑Δ43. ARCH ܕϞσϧͷ MCMC ๏Λ༻͍ͨ
ϕΠζਪఆ๏΋, Bauwens and Lubrano (1998), Nakatsuma (2000), ࡾҪɾ౉෦ (2003) Βʹ
ΑͬͯఏҊ͞Ε͍ͯΔ. ·ͨ, ARCH ܕϞσϧ͸໬౓͕ղੳతʹධՁͰ͖ΔͷͰ, SV ϞσϧΑ
Γ؆୯ʹपล໬౓ΛܭࢉͰ͖Δ.
ۚ༥࣮຿ͷ؍఺͔Β͸, ϘϥςΟϦςΟͷਪఆ஋΍༧ଌ஋, ΦϓγϣϯՁ֨, Value at Risk
(VaR) ͳͲΛ༻͍ͨൺֱ΋ॏཁͰ͋Δ44. Deb (1997) ͸, SV Ϟσϧ͔ΒγϛϡϨʔγϣϯʹ
Αͬͯਓ޻తʹൃੜͤͨ͞σʔλΛ༻͍ͯϘϥςΟϦςΟΛਪఆ͢Δͱ͍͏ϞϯςΧϧϩ࣮ݧ
Λߦ͍, SVϞσϧΛҰൠԽੵ཰๏ (GMM) ΍ ٙࣅ࠷໬๏(QML)ͱ͍ͬͨਖ਼͍͠໬౓ʹج͔ͮ
ͳ͍؆୯ͳํ๏Ͱਪఆ͢ΔΑΓ΋, ARCH ܕϞσϧΛ࠷໬ਪఆ͢Δ͜ͱʹΑΓϘϥςΟϦςΟ
Λਪఆͨ͠ํ͕ύϑΥʔϚϯε͕ྑ͍ͱͷ݁ՌΛಘ͓ͯΓ, ڵຯਂ͍.
࠷ޙʹ, ۙ೥, ਫ਼౓ͷߴ͍ϘϥςΟϦςΟͷਪఆྔͱͯ͠஫໨ΛूΊ͍ͯΔ΋ͷʹ Realized
Volatility (RV) ͕͋Δ. ͜Ε͸, ೔தͷྫ͑͹̑෼͝ͱͷϦλʔϯͷ̎৐Λ଍͠߹Θͤͨ΋ͷ
Ͱ͋Δ. RV ͸௕ظهԱաఔʹै͍ͬͯΔ͜ͱ͕஌ΒΕ͓ͯΓ, ͦͷมಈΛද͢Ϟσϧͱͯ͠͸
ARFIMA (autoregressive fractionally integrated moving average) Ϟσϧ͕Α͘༻͍ΒΕΔ45.
͜͏ͨ͠ RV ͷϞσϧͱ ARCH ܕϞσϧ΍ SV Ϟσϧͱͷൺֱ΋ॏཁͰ͋Γ, ݱࡏ, ੝Μʹߦ




2.3.3 અ) ࢀর), (10) ͔ࣜΒΘ͔ΔΑ͏ʹ, y2
t ͷมಈ͸ exp(ht) ͷมಈ͚ͩͰͳ͘ ϵ2
t ͷมಈ΋
ؚΜͰ͍ΔͨΊ, Andersen and Bollerslev (1998) ͸, y2
t Λ୅ཧม਺ͱͯ͠༻͍Δͱ ARCH ܕ
Ϟσϧ΍ SV ϞσϧͷϘϥςΟϦςΟͷ༧ଌύϑΥʔϚϯεΛաখධՁͯ͠͠·͏͜ͱΛࣔ͠,
y2
t Ͱ͸ͳ͘, ΑΓਫ਼౓ͷߴ͍ϘϥςΟϦςΟͷਪఆ஋Ͱ͋ΔRVΛ࢖͏͜ͱΛఏҊ͍ͯ͠Δ. ·
ͨ, Hansen and Lunde (2006) ͸୅ཧม਺Λ y2
t ʹ͢Δͱ, ༧ଌਫ਼౓ͷ௿͍ϞσϧΛߴ͍Ϟσϧ
ͱͯؒ͠ҧͬͯબ୒ͯ͠͠·͏Մೳੑ͕͋Δ͜ͱΛ͓ࣔͯ͠Γ, ΍͸Γ RV Λ࢖͏͜ͱΛఏҊ
͍ͯ͠Δ.
43ͦ͏ͨ͠ൺֱΛߦ͍ͬͯΔ΋ͷʹ, Kim, Shephard and Chib (1998), Nakajima and Omori (2006) ͕͋Δ.
44ࡾҪɾ౉෦ (2003) ͸, GARCH ϞσϧΛ MCMC ๏Λ࢖ͬͯϕΠζਪఆ͠, ΦϓγϣϯՁ֨Λܭࢉ͍ͯ͠Δ.
VaR ʹ͍ͭͯ͸, Giot and Laurent (2004), ౉෦ɾࠤʑ໦ (2006) Λࢀরͷ͜ͱ.
45௕ظهԱաఔ΍ ARFIMA Ϟσϧʹ͍ͭͯ͸, ໼ౡ (2003), ౉෦ɾࠤʑ໦ (2006) Λࢀরͷ͜ͱ. RV ͷͦͷ
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