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1. INTRODUCTION
Let 0 be a bounded domain in Rn with a sufficiently smooth boundary.
Suppose that F=F(x, y, p) is a real valued function in C 1(0_R_Rn) and
Fp and Fy denote the vectors whose elements are Fp: and Fy, respec-
tively. Partial derivatives are often denoted by the use of subindices. In this
article we consider the following initial and boundary value problem for a
fourth order parabolic equation:
u
t
(t, x)+22u&div[Fp(x, u(t, x), {u(t, x))]
+Fy(x, u(t, x), {u(t, x))=0, x # 0, (1.1)
u(0, x)=u0(x), x # 0, (1.2)
u(t, x)= w(x), {u(t, x)={w(x), x # 0, (1.3)
where u0 and w are functions in W 2, 2(0) with u0&w # W 2, 20 (0).
Throughout this paper { and 2 are used for differentiations with respect to
only x variables, that is, {= t(x1, x2, ..., xn) and 2=(x1)2+
(x2)2+ } } } +(xn)2.
Note that (1.1) is the equation for the Morse semiflow of the functional
J(v)=|
0
[ |2v|22+F(x, v, {v)] dx. (1.4)
We assume that there exists a positive constant +0 such that
0F(x, y, p)+0(1+| y| 2+| p| 2)
{ |Fp |+0(1+| y|q1+| p| r1) (1.5)|Fy |+0(1+| y|q2+| p| r2),
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where 0<q1<(n+2)(n&4), 0<q2<(n+4)(n&4), 0<r1<(n+2)(n&2),
and 0<r2<(n+4)(n&2) when n5, q1>0, q2>0, 0<r1<(n+2)(n&2),
and 0<r2<(n+4)(n&2) when n=3, 4, and q1>0, q2>0, r1>0, and r2>0
when n=1, 2. Then it follows from (1.5) and Sobolev’s imbedding theorem
that J is Ga^teaux differentiable on W2, 2(0). Assumption (1.5) admits, for
example, a function F(x, y, p)=a(x, y) | p|2 when n7.
We say that a function u is a weak solution to (1.1)(1.3) if u satisfies
u # L((0, ); W2, 2(0)), ut # T>0 L2((0, T )_0), s-limtz0 u(t, x)=
u0(x) in L2(0), u(t)&w # W 2, 20 (0) for L
1-a.e. t, and
|

0
|
0 {
u
t
(t, x) ,(t, x)+2u(t, x) 2,(t, x)+Fp(x, u(t, x), {u(t, x)) } {,(t, x)
+Fy(x, u(t, x), {u(t, x)) ,(t, x)= dx dt=0 (1.6)
for any , # C 0 ((0, )_0).
The objective of this paper is an approximate solution to (1.1)(1.3)
constructed by the method of discretization in time and minimizing varia-
tional functionals. This approximating method is firstly applied to constructing
weak solutions to linear parabolic equations ([14]). In [7], N. Kikuchi
has independently rediscovered this method, and after [7] there are many
works applying this method to constructing weak solutions to nonlinear
partial differential equations ([3, 9, 12, 13, and 16]). But these results are
only for semilinear equations and some other special equations. Each of
them is essentially obtained by the use of the form of each equation. In this
article we intend to extend the class of equations to which this approximat-
ing method is available. If the functional J is convex, since there are many
tools for convex functionals, we can treat it in a simple and classical way
(in the appendix we discuss it briefly). But assumption (1.5) admits non-
convex cases, and thus it is necessary to introduce a different technique. In
this article we introduce a technique of geometric measure theory.
Note that there are many other works related to this approximating
scheme. In [11] a sequence constructed in this scheme (referred to as a
discrete Morse semiflow) is directly investigated. In [2] a more complicated
problem is investigated by the use of a similar approximating scheme. Inspired
by [2], E. De Giorgi has presented the theory of minimizing movements ([4]).
We approach our problem in a different way from these former works.
Now let us view this scheme briefly. Let h be a positive number. First we
construct a sequence [ul] in W 2, 2(0) in the following way. We let u0 be
as in (1.2) and, for l1, ul be a minimizer of the functional
Fl(v)=
1
2 |0
|v&ul&1 |2
h
dx+J(v) (J is as in (1.4))
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in the class [v # W2, 2(0); v&w # W 2, 20 (0)]. By (1.5) and Poincare ’s inequality
we see that there exist constants c0 and c1 depending on 0 and w such that
J(v)c0 &v&W2, 2(0)&c1
for each v # [v # W2, 2(0); v&w # W 2, 20 (0)]. It follows from (1.5) and
Sobolev’s imbedding theorem that J is weakly lower semicontinuous on
W2, 2(0). These facts yield the existence of a minimizer of Fl . If F satisfies
furhter appropriate conditions and h is sufficiently small, then the mini-
mizer is unique. But in this article the uniqueness is not necessary and thus
details about it are omitted. Next we define approximate solutions uh(t, x)
and u h(t, x) for (t, x) # (0, )_0 as follows: for (l&1)h<tlh
uh(t, x)=
t&(l&1)h
h
ul(x)+
lh&t
h
ul&1(x)
and
u h(t, x)=ul(x).
Then the following facts hold (see, for example, [3] or [10]).
Theorem 1.1. We have
(1) [&uht&L2 ((0, )_0)] is uniformly bounded with respect to h
(2) [&u h&L ((0, ); W 2, 2 (0))] is uniformly bounded with respect to h
(3) [&uh&L ((0, ); W 2, 2 (0))] is uniformly bounded with respect to h
(4) for any T>0, [&uh&W1, 2 ((0, T )_0)] is uniformly bounded with
respect to h.
Then there exist a sequence [hj] with hj  0 as j   and a function
u # L((0, ); W2, 2(0)) & T>0 W1, 2((0, T )_0) such that
(5) u hj converges to u as j   weakly star in L((0, ); W 2, 2(0))
(6) for any T>0, uhj converges to u as j   weakly in W1, 2((0, T )_0)
(7) uhj converges to u as j   strongly in L2((0, T )_0)
(8) u hj converges to u as j   strongly in L2((0, T )_0)
(9) s-limtz0 u(t)=u0 in L2(0).
Remark. In the sequel [uhj] and [u hj] are often denoted by [uh] and
[u h] for simplicity.
3AN APPLICATION OF VARIFOLD THEORY
Since ul is the minimizer of Fl(v), we have
0=
d
d=
Fl(ul+=,)| ==0
=|
0 {
ul(x)&ul&1(x)
h
,(x)+2ul(x) 2,(x)
+Fp(x, ul(x), {ul(x)) } {,(x)+Fy(x, ul(x), {ul(x)) ,(x)= dx (1.7)
for any , # W 2, 20 (0). Note that, for (l&1)h<t<lh, (u
ht)(t, x)=(ul(x)
&ul&1(x))h. Thus (1.7) implies
|

0
(t) |
0 {
uh
t
(t, x) ,(x)+2u h(t, x) 2,(x)+Fp(x, u h(t, x), {u h(t, x))
} {,(x)+Fy(x, u h(t, x), {u h(t, x)) ,(x)= dx dt=0 (1.8)
for any , # W 2, 20 (0) and any  # C

0 (0, ). This equality leads us to expect
that the limit u is a weak solution to (1.1)(1.3). Our problem is whether
the limit u in Theorem 1.1 is really a weak solution to (1.1)(1.3). Theorem
1.1(9) means that u satisfies (1.2) in the weak sense. Theorem 1.1(5) implies
that u satisfies (1.3) in the weak sense since u h&w # L((0, ); W 2, 20 (0))
for each h. Thus the problem is whether u satisfies (1.6). If the convergence
of {u h is strong, this problem is positively solved by making h  0 in (1.8).
But there are not any estimates for the derivative of u h with respect to t,
and thus we cannot deduce the strong convergence of {u h. In order to overcome
this difficulty we employ the idea in [5] by D. Fujiwara and S. Takakuwa.
It is to equip the function space with the topology of the space of varifolds,
which are a kind of generalized surfaces. We identify each function u with
its graph Gu=[(x, u(x)); x # 0] and regard it as a varifold in 0_R . We
see that a subsequence of varifolds corresponding to [u h] converges as
h  0 under this topology. By investigating the structure of the limit varifold
we finally obtain the answer to our problem:
Theorem 1.2. u is a weak solution to (1.1)(1.3).
2. VARIFOLD THEORY
The theory of general varifold is precisely discussed in [15, Chapter 8].
In this section we give a brief review of it. Let U be an open set of Rn+1,
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and let G=G(n+1, n) be the collection of all n-dimensional vector sub-
spaces of Rn+1, equipped with the metric d(S, T )=(n+1i, j=1 ( p
ij
S& p
ij
T)
2)12,
where pS , pT denote the orthogonal projections of Rn+1 onto S, T, respec-
tively, and ( p ijS), ( p
ij
T) are corresponding matrices with respect to the
standard orthonormal basis [e1 , ..., en+1] for Rn+1. A Radon measure on
U_G is said to be an n-varifold in U.
Suppose that M is a countably n-rectifiable set in U (refer to [15,
Chapter 3] for the definition and basic properties of an n-rectifiable set)
and that % is a locally Hn-integrable function on M, where Hn is the n-dimen-
sional Hausdorff measure. We define a continuous linear functional on
C00(U_G) by
L(.)=|
M
.(x, TxM ) %(x) dHn (. # C 00(U_G)),
where TxM denotes the approximate tangent space of M at x. It follows
from the Riesz representation theorem (see, for example, Theorem 4.1 of
[15]) that there exists a Radon measure V on U_G (thus a varifold V in U )
such that
L(.)=|
U_G
.(x, S) dV(x, S)
Such a varifold is called an n-rectifiable varifold, and it is denoted by
v(M, %). We call % a multiplicity function. When % is positive integer
valued, we call v(M, %) an n-integral varifold. When %#1, it is simply
denoted by v(M ).
Let V be an n-varifold in U. For each Borel set A/U we define
+V (A)=V(?&1(A)) (?: U_G % (x, S) [ x # U, A/U).
Clearly +V is a Radon measure on U. It is called the weight of V.
Let V be an n-varifold in U and let f be a C1 map from U to another
open set U with f | spt +V & U proper. We define an n-varifold f>V in U by
f> V(B)=|
F&1 (B)
JS f (x) dV(x, S) for a Borel set B/U _G, (2.1)
where F is a map from [(x, S) # U_G; JS f (x){0] to U _G defined by
F(x, S)=( f (x), dfx(S)) and where
JS f (x)=det((dfx | S)* b (dfx |S))12 for (x, S) # U_G.
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We define a function ’x, * for x # U and *>0 by
’x, *( y)=*&1( y&x).
It is of course a diffeomorphism from U to ’x, *(U ). We say that V has
tangent space T # G(n+1, n) with multiplicity %, 0<%<, at x if
lim
*z0
Vx, *=%v(T )
in the usual sense of Radon measures on Rn+1_G, where Vx, * is a varifold
in Rn+1 defined by
Vx, *(B)=(’x, *)> V(B & (’x, *(U )_G)) for a Borel set B/Rn+1_G.
Now the following theorem holds (Theorem 38.3 of [15]).
Theorem 2.1 (First Rectifiability Theorem). An n-varifold V on U is
n-rectifiable if and only if V has a tangent space Tx with multiplicity %(x) for
+V-a.e. x # U.
In our theory we need the well-known rectifiability theorem due to
Allard ([1]). We define for S # G(n+1, n) and X=(X 1, ..., Xn+1) #
C10(U; R
n+1)
divS X= :
n+1
i, j=1
p ijS
X i
x j
. (2.2)
The first variation $V for an n-varifold V on U is given by
$V(X )=|
U_G
divS X(x) dV(x, S). (2.3)
We say that V has locally bounded first variation in U if for each W//U
and each X # C 10(U; R
n+1) with spt X/W there exists a constant C>0
such that
|$V(X )|C sup
U
|X |.
For x # U we define the upper and lower densities 3*n(+V , x) and 3n*(+V , x)
by
3*n(+V , x)=lim sup
\  0
+V (B\(x))
|n \n
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and
3n
*
(+V , x)=lim inf
\  0
+V (B\(x))
|n \n
,
where B\(x) denotes the open ball with center at x and radius \ and where
|n is the volume of the n-dimensional unit ball. If 3*n(+V , x)=3n*(+V , x),
this common value is denoted by 3n(+V , x) and it is called the n-dimen-
sional density of +V at x. Now Allard’s rectifiability theorem is as follows
(Theorem 42.4 of [15]):
Theorem 2.2. Suppose that V has locally bounded first variation in U
and 3n(+V , x)>0 for +V-a.e. x # U. Then V is n-rectifiable.
For S # G we let &(S)=(&1(S), ..., &n(S), &n+1(S)) denote the unit normal
to S with &n+1(S)0. It is uniquely determined except for the case that
&n+1(S)=0. For S # G with | unit normal to S we have pS=In+1&||,
where aa denotes ata for a column vector a. Thus we easily see that &
is a homeomorphism from G"irr(G) to S n+=[| # S
n ; |n+1>0], where
irr(G) denotes the set [S # G; &n+1(S)=0] and where Sn denotes the n
dimensional unit sphere, and that &n+1 is a continuous function on G.
We are going to use the varifold theory for the case that U=0_R. We
use notations x and z=(x, y) for variables in 0 and U=0_R, respectively.
Theorem 2.3. Let v be a function in W1, q(0), q1.
(1) The graph Gv is countably n-rectifiable.
(2) Hn(Gv)=0 - 1+|{v(x)| 2 dx.
(3) For Ln-a.e. x # 0, the approximate tangent space T(x, v(x))Gv exists
and the vector
1
- 1+|{v|2
t
\& vx1 , ..., &
v
xn
, 1+
is normal to T(x, v(x)) Gv .
Proof. As a special case of Proposition 1(i) of [6, Section 2] we obtain
assertions (1) and (2). They are essentially obtained by the use of the Lusin
type property in [8]. Combining this Lusin type property and Remark 11.7
of [15], we have assertion (3). Q.E.D.
Theorem 2.3(2) implies that for each Borel set C/0
Hn(( px)&1 (C ) & Gv)=|
C
- 1+|{v(x)|2 dx, (2.4)
7AN APPLICATION OF VARIFOLD THEORY
where px is the projection U % z=(x, y) [ x # 0. Especially, if C/0 is an
Ln null set, then ( px)&1 (C ) & Gv is an Hn null set. Hence Theorem 2.3(3)
holds for Hn-a.e. z=(x, v(x)) # Gv . Using the notation introduced before
Theorem 2.3, we see that Theorem 2.3(3) means, for Hn-a.e. z # Gv ,
&(TzGv)=
1
(1+|{v( px(z))|2)12
t
\& vx1 ( px(z)), ..., &
v
xn
( px(z)), 1+ . (2.5)
By (2.4) we have, for each measurable function g on 0,
|
0
g(x)(1+|{v(x)|2)12 dx=|
Gv
g( px(z)) dHn(z). (2.6)
By the use of (2.6) we have the following lemma.
Lemma 2.4. Put V=v(Gv) for v # W1, q(0), q1. Then it holds that
|
0
f (x, v(x), {v(x)) dx=|
U_G
f \z, & &$(S)&n+1(S)+ &n+1(S) dV(z, S)
for each continuous function f on U_Rn.
Proof. When spt f is compact, f (z, &&$(S)&n+1(S)) &n+1(S) is
continuous in U_G. Thus we have by the definition of n-rectifiable varifold
|
U_G
f \z, & &$(S)&n+1(S)+ &n+1(S) dV(z, S)
=|
Gv
f \z, & &$(TzGv)&n+1(TzGv)+ &n+1(TzGv) dHn(z).
By (2.5) the right hand side of above coincides with
|
Gv
f (z, {v( px(z)))
1
(1+|{v( px(z))| 2)12
dHn(z).
Applying (2.6) to the case that g(x)= f (x, v(x))(1+|{v(x)|2)12, we
obtain the conclusion for a function f with a compact support.
Suppose that f is a general continuous function. Without loss of generality
we may assume that f is non-negative. Then, approximating f with an increas-
ing sequence of functions in C 00(U_R
n), we obtain the conclusion by the
monotone convergence theorem. Q.E.D.
Suppose that u # L((0, ); W2, 2(0)) & T>0 W1, 2((0, T )_0) is a weak
solution to (1.1)(1.3). By Theorem 2.3(1) there is a rectifiable varifold
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v(Gu(t, } )) in U for L1-a.e. t. We have by (1.6) and Lemma 2.4, for each
(t) # C 0 (0, ) and ,(x) # C

0 (0),
|

0
(t) {|0 \
u
t
(t, x) ,(x)+2u(t, x) 2,(x)+ dx
+|
U_G {Fp \z, &
&$(S)
&n+1(S)+ } {,(x) &n+1(S)
+Fy \z, & &$(S)&n+1(S)+ ,(x) &n+1(S)= dVt(z, S)= dt=0, (2.7)
where Vt=v(Gu(t, } )) and &$(S)=(&1(S), ..., &n(S)). Conversely suppose that
a function u and a one parameter family of general varifolds Vt for t # (0, )
satisfy (2.7). Then u is a weak solution to (1.1)(1.3) if
Vt=v(Gu(t, } )) for L1-a.e. t. (2.8)
3. APPROXIMATING VARIFOLDS AND THEIR LIMIT
Let uh(t, x) and u h(t, x) be approximate solutions constructed in Section 1,
and put
V ht =v(Gu h(t, } )).
It follows from (1.8) and Lemma 2.4 that for each (t) # C 0 (0, ) and
,(x) # C 0 (0)
|

0
(t) {|0 \
uh
t
(t, x) ,(x)+2u h(t, x) 2,(x)) dx
+|
U_G {Fp \z, &
&$(S)
&n+1(S)+ } {,(x) &n+1(S)
+Fy \z, & &$(S)&n+1(S)+ ,(x) &n+1(S)= dV ht (z, S)= dt=0. (3.1)
Theorem 1.1(2) implies that there exists a constant M which is independent
of h such that
ess .sup
t>0
&u h(t, } )&W2, 2 (0)M. (3.2)
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By Schwarz’s inequality we have
ess .sup
t>0
|
0
(1+|u h(t, x)| 2+|{u h(t, x)|2)12 dxM0 , (3.3)
where M0=Ln(0)12 (Ln(0)+M2)12. Now note that U_G dV ht =U +V th
=Hn(Gu h (t, } )). Then Theorem 2.3(2) and (3.3) imply
ess .sup
t>0 }|U_G .(z, S) dV ht (z, S) }M0 sup |.| (3.4)
for any .(z, S) # C 00(U_G).
The following theorem can be obtained by the use of (3.4) in the same
way as in the proof of Proposition 4.3 of [5].
Theorem 3.1. There exists a subsequence of [V ht ] (still denoted by [V
h
t ])
and a one parameter family of varifolds Vt in U=0_R, for t # (0, ), such
that, for each (t) # L1(0, ) and .(z, S) # C 00(U_G),
lim
h  0 |

0
(t) |
U_G
.(z, S) dV ht (z, S) dt=|

0
(t) |
U_G
.(z, S) dVt(z, S) dt.
Now we begin to investigate properties of the above limit varifold. First
of all we show the following fact.
Theorem 3.2. The function u of Theorem 1.1 and Vt of Theorem 3.1
satisfy (2.7).
Lemma 3.3. Let [hj] be any sequence with hj  0 as j  . There exists
a null set N which depends on the sequence [hj] such that
&u hj (t, } )&W 2, 2 (0)M
for each t # (0, )"N, where M is as in (3.2).
Proof. Theorem 1.1(2) shows that there exists a null set Nj such that for
each t # (0, )"Nj
&u hj (t, } )&W 2, 2 (0)M.
Thus we have the assertion by putting N=j=1 Nj . Q.E.D.
By Sobolev’s imbedding theorem and Lemma 3.3 we see that, for each
t # (0, )"N, &{u hj (t, } )&L2*(0)M and &u hj (t, } )&L2**(0)M, where 2*=
10 KOJI KIKUCHI
2n(n&2) when n3, = when n2, and 2**=2n(n&4) when n5,
= when n4.
Lemma 3.4. Let [hj] be any sequence with hj  0 and let N be the null
set in the assertion of Lemma 3.3. Suppose that 0<q<2** and 0<r<2*.
Then [1+|u hj (t, x)|q+|{u hj (t, x)| r] is equiabsolutely continuous with respect
to j and t # (0, )"N, that is, for any =>0 there exists a positive number $ which
is independent of j and t # (0, )"N such that
|
E
(1+|u hj (t, x)|q+|{u hj (t, x)| r) dx<=
whenever Ln(E)<$ with E/0.
Proof. Let s1 and s2 be the constants such that (1s1)+(q2**)=1 and
(1s2)+(r2*)=1 hold. Since 0<q<2** and 0<r<2*, we have 1<s1 ,
s2<. By Ho lder’s inequality and Lemma 3.3 we have, for each
t # (0, )"N and for each subset E/0,
|
E
(1+|u hj (t, x)| q+|{u hj (t, x)| r) dx
|
E
dx+\|E 1s1 dx+
1s1
&u hj (t, } )&qL2**(0)
+\|E 1s2 dx+
1s2
&{u hj (t, } )&rL2*(0)
Ln(E)+Ln(E)1s1 M q+Ln(E)1s2 M r,
which implies the conclusion. Q.E.D.
Lemma 3.5. Let f (z, p) be a continuous function on U_Rn and let q and
r be as in Lemma 3.4. Suppose that the set [x; f (x, y, p){0 for some
( y, p)] is contained in a compact subset of 0 and that for each z=(x, y) # U
and each p # Rn
| f (z, p)|+1(1+| y|q+| p| r) (3.5)
holds with a constant +1 . Then, if [V ht ] and Vt are as in Theorem 3.1, for
each (t) # L1(0, ) we have
lim
h  0 |

0
(t) |
U_G
f \z, &$(S)&n+1(S)+ &n+1(S) dV ht (z, S) dt
=|

0
(t) |
U_G
f \z, &$(S)&n+1(S)+ &n+1(S) dVt(z, S) dt
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Proof. Let @ be an increasing continuous function on R with @(r)=1 for
r>2, @=0 for r<1, and we put &=n+1(S)=&n+1(S) @(&n+1(S)=) and f
=(z, p)
=f (z, p)(1&@(=e( y, p))), where e( y, p)=1+| y|q+| p| r. Note that &=n+1(S)
=&n+1(S) for &n+1(S)2=, f ==f for e( y, p)=&1, f ==0 for e( y, p)2=&1.
Thus f =(z, p) &=n+1(S) converges to f (z, p) &n+1(S) for each (z, S) # U_G. For
simplicity, we omit the dependence on S of &$, &n+1 , and &=n+1 . Now
}|

0
(t) |
U_G
f = \z, &$&n+1+ & =n+1 dV ht (z, S) dt
&|

0
(t) |
U_G
f \z, &$&n+1+ &n+1 dV ht (z, S ) dt }
|

0
|(t)| |
U_G } f = \z,
&$
&n+1+} |&=n+1&&n+1 | dV ht (z, S) dt
+|

0
|(t)| |
U_G } f = \z,
&$
&n+1+&f \z,
&$
&n+1+} &n+1 dV ht (z, S) dt.
(3.6)
It follows from Lemma 2.4 that
|

0
|(t)| |
U_G } f = \z,
&$
&n+1+} |& =n+1&&n+1 | dV ht (z, S) dt
=|

0
|(t)| |
U_G } f = \z,
&$
&n+1+} |1&@(&n+1 =)| &n+1 dV ht (z, S) dt
|

0
|(t)| |
0
| f =(x, u h(t, x), &{u h(t, x))|
_|1&@(1=(1+|{u h(t, x)|2)12)| dx dt
|

0
|(t)| |
[x; (1+|{u h (t, x)| 2)12(2=)&1]
| f =(x, u h(t, x), &{u h(t, x))| dx dt
+1 |

0
|(t)| |
[x; (1+|{u h (t, x)| 2)12(2=)&1]
(1+|u h(t, x)|q+|{u h(t, x)| r) dx dt. (3.7)
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It also follows from Lemma 2.4 that
|

0
|(t)| |
U_G } f = \z,
&$
&n+1+&f \z,
&$
&n+1+} &n+1 dV ht (z, S) dt
=|

0
|(t)| |
U_G } f \z,
&$
&n+1+} }@ \=e \ y, &
&$
&n+1++}
_&n+1 dV ht (z, S) dt
|

0
|(t)| |
0
| f (x, u h(t, x), &{u h(t, x))|
_|@(=e(u h(t, x), {u h(t, x)))| dx dt
|

0
|(t)| |
[x; e(u h (t, x), {u h (t, x))=&1]
| f (x, u h(t, x), &{u h(t, x))| dx dt
+1 |

0
|(t)| |
[x; e(u h (t, x), {u h (t, x))=&1]
(1+|u h(t, x)|q+|{u h(t, x)| r) dx dt. (3.8)
By Chebyshev’s inequality we see that
Ln([x; (1+|{u h(t, x)|2)12(2=)&1])<2M0 =
and
Ln([x; e(u h(t, x), {u h(t, x))=&1])<M1=,
where M0 is as in (3.3) and M1=Ln(0)+Ln(0)1s1 Mq+Ln(0)1s2 M r
with s1 and s2 as in the proof of Lemma 3.4. By (3.6), (3.7), (3.8), and
Lemma 3.4 we have that, as =  0,
|

0
(t) |
U_G
f = \z, &$&n+1+ &=n+1 dVht (z, S) dt
converges to
|

0
(t) |
U_G
f \z, &$&n+1+ &n+1 dV ht (z, S) dt
uniformly with respect to h.
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On the other hand, since f =(z, &$&n+1) &=n+1#C
0
0(U_G), Theorem 3.1 implies
lim
h  0 |

0
(t) |
U_G
f = \z, &$&n+1+ &=n+1 dV ht (z, S) dt
=|

0
(t) |
U_G
f = \z, &$&n+1+ &=n+1 dVt(z, S) dt. (3.9)
Since 0<q<2** and 0<r<2*, we have by Lemma 2.4, (3.5), and
Sobolev’s imbedding theorem
}|

0
(t) |
U_G
f = \z, &$&n+1+ &=n+1 dV ht (z, S) dt }
|

0
|(t)| |
U_G } f \z,
&$
&n+1+} &n+1 dV ht (z, S) dt
+1 &&L1(0, ) &u h&L ((0, ); W 2, 2 (0))M+1 &&L1 (0, ) ,
where M is as in (3.2). This and (3.9) imply
}|

0
(t) |
U_G
f = \z, &$&n+1+ &=n+1 dVt(z, S) dt }M+1 &&L1(0, ) .
Without loss of generality we may assume that f and  are non-negative. Then
(t) f =(z, p) &=n+1<(t) f
=$(z, p) &=$n+1
whenever =>=$. Hence by the monotone convergence theorem we have that
|

0
(t) |
U_G
f = \z, &$&n+1+ &=n+1 dVt(z, S) dt
converges to a finite value as =  0 and the limit coincides with
|

0
(t) |
U_G
f \z, &$&n+1+ &n+1 dVt(z, S) dt.
Thus we have the conclusion by the use of a standard fact in iterated limits.
Q.E.D.
Proof of Theorem 3.2. Possibly passing to further subsequences, we
have by Theorem 1.1(5) and (6) that the first term of (3.1) converges to the
first term of (2.7) as h  0. We apply Lemma 3.5 to the cases that f (z, p)=
Fp(z, &p) } {,(x) with (q, r)=(q1 , r1) and f (z, p)=Fy(z, &p) ,(x) with
(q, r)=(q2 , r2). Then the second term of (3.1) converges to the second term
of (2.7) as h  0. Q.E.D.
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4. PROPERTIES OF THE LIMIT VARIFOLD
Theorem 3.2 implies that Theorem 1.2 is equivalent to (2.8). There remains
three steps in proving (2.8). The first step is to prove that the weight +Vt has
its support in Gu(t, } ) , the second is to prove that Vt is a rectifiable varifold, and
the third is to prove that the multiplicity function is equal to one +Vt -a.e., for
L1-a.e. t. We discuss the first step in Theorem 4.2, the second in Theorem 4.3,
and the third in Theorem 4.6.
Lemma 4.1. Put A=[( f, g) # C 00(0)_C
0
0(0; R
n); - f (x)2+| g(x)|21
for x # 0]. For each  # L1(0, ), , # C 00(U ), and ( f, g) # A we have
|

0
(t) |
0
,(x, u(t, x))( f (x)+ g(x) } {u(t, x)) dx dt
=|

0
(t) |
U_G
,(z)( f (x) &n+1(S)&g(x) } &$(S)) dVt(z, S) dt.
Proof. It follows from Theorem 1.1(5) and (8) that for any  # L1(0, )
lim
h  0 |

0
(t) |
0
,(x, u h(t, x))( f (x)+g(x) } {u h(t, x)) dx dt
=|

0
(t) |
0
,(x, u(t, x))( f (x)+g(x) } {u(t, x)) dx dt. (4.1)
On the other hand, since Lemma 2.4 implies
|
0
,(x, u h(t, x))( f (x)+g(x) } {u h(t, x)) dx
=|
U_G
,(z) \ f (x)&g(x) &$(S)&n+1(S)+ &n+1(S) dV ht (z, S),
we have by Lemma 3.5
lim
h  0 |

0
(t) |
0
,(x, u h(t, x))( f (x)+ g(x) } {u h(t, x)) dx dt
=|
U_G
,(z) \ f (x)&g(x) &$(S)&n+1(S)+ &n+1(S) dVt(z, S) (4.2)
Thus the conclusion follows from (4.1) and (4.2). Q.E.D.
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When f#1 on px(spt ,) and g#0 in Lemma 4.1, we have
|

0
(t) |
0
,(x, u(t, x)) dx dt=|

0
(t) |
U_G
,(z) &n+1(S) dVt(z, S) dt.
(4.3)
Now we prove the following theorem, which in particular implies that
spt +Vt=spt H
n w Gu(t, } ) .
Theorem 4.2. +Vt and H
nw Gu(t, } ) are mutually absolutely continuous for
L1-a.e. t # (0, ).
Proof. By (2.6) we have
|
0
,(x, u(t, x)) dx=|
U
,(z)(1+|{u( px(z))|2)&12 d(Hn w Gu(t, } )).
By Lemma 38.4 of [15] there is a probability Radon measure ’ (z)Vt for
+Vt-a.e. z # U such that
|
U_G
,(z) &n+1(S) dVt(z, S)=|
U
,(z) \|G &n+1(S) d’ (z)Vt (S)+ d+Vt .
Then we have by (4.3) that, for L1-a.e. t # (0, ),
|
U
,(z)(1+|{u( px(z))| 2)&12 d(Hnw Gu(t, } ))
=|
U
,(z) \|G &n+1(S) d’ (z)Vt (S)+ d+Vt
for each , # C 00(U ). This means, for L
1-a.e. t # (0, ),
|
A
(1+|{u( px(z))|2)&12 d(Hn w Gu(t, } ))=|
A \|G &n+1(S) d’ (z)Vt (S)+ d+Vt
(4.4)
for each Borel set A/U.
When a Borel set A satisfies +Vt(A)=0, we have A (1+|{u( px(z))|
2)&12
d(Hn w Gu(t, } ))=0 by (4.4), which implies (Hnw Gu(t, } ))(A)=0. Thus
Hnw Gu(t, } ) is absolutely continuous with respect to +Vt for L
1-a.e. t # (0, ).
Conversely, when (Hnw Gu(t, } ))(A)=0, we have A_G ,(z) &n+1(S) dVt(z, S)
=0 by (4.4). Then Vt(A_(G"irr(G)))=0 for L1-a.e. t # (0, ). On the
other hand, noting that 1&n+1=((|&$|2&2n+1)+1)
12 and that 2<2*, we
have by Lemma 3.5 that for each  # L1(0, ) and , # C 00(U )
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lim
h  0 |

0
(t) |
0
,(x, u h(t, x))(1+|{u h(t, x)|2) dx dt
=|

0
(t) |
U
,(z) &n+1(S)&1 dVt(z, S) dt. (4.5)
By Lemma 3.3 the left hand side of (4.5) is less than M &&L1 (0, ) sup |,|.
This implies Vt(U_irr(G))=0 for L1-a.e. t # (0, ). Thus we have +Vt(A)
=Vt(A_G)=0 for L1-a.e. t # (0, ). Then +Vt is absolutely continuous
with respect to Hn w Gu(t, } ) for L1-a.e. t # (0, ). Q.E.D.
Next we show
Theorem 4.3. Vt is an n-rectifiable varifold for L1-a.e. t # (0, ).
Theorem 2.2 implies that Theorem 4.3 immediately follows if we obtain
the following two facts.
Theorem 4.4. Vt has locally finite first variation for L1-a.e. t # (0, ).
Theorem 4.5. 3n(+Vt , z)1 for +Vt-a.e. z # U, for L
1-a.e. t # (0, ).
Thus we have only to show these two theorems.
Proof of Theorem 4.4. Suppose that X # C 10(U; R
n+1). Computing (2.3),
we obtain
($V ht )(X )=&|
0 \div
{u h
(1+|{u h |2)12+ (&{u h } X$(x, u h)+X n+1(x, u h)) dx.
Thus by Theorem 1.1(2) we have
|($V ht )(X )|C &u
h&L ((0, ); W 2, 2 (0)) sup |X |M$ sup |X |,
where C is a constant depending only on 0 and where M$=CM with M
as in (3.2). This inequality implies that the linear operator
C10(U; R
n+1) % X [ ($V ht )(X ) # L(0, )
has a unique extension to an operator Lh on C 00(U; R
n+1) and that
&LhX&L (0, )M$ sup |X |. By the BanachAlaoglu theorem and the
BanachSteinhaus theorem there exist a subsequence (still denoted by [Lh])
and an operator L such that LhX converges weakly star in L(0, ) to LX
for each X # C 00(U; R
n+1) and L satisfies
&LX&L (0, )M$ sup |X |.
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By the Riesz representation theorem, for L1-a.e. t # (0, ), there are a
Radon measure mt on U and a mt measurable Rn+1 valued function &t with
|&t |=1, mt-a.e., such that
LX=|
U
&t } X dmt . (4.6)
Suppose that X # C 10(U; R
n+1). Since LhX=$V ht (X ) and w*-limh  0 LhX
=LX in L(0, ), we have for  # L1(0, )
|

0
(t) LX dt= lim
h  0 |

0
(t) $V ht (X ) dt. (4.7)
On the other hand it follows from (2.2) that divS X(z) is continuous with
respect to (z, S) # U_G. Noting (2.3), we have by Theorem 3.1 that for
each (t) # L1(0, )
lim
h  0 |

0
(t) $V ht (X ) dt=|

0
(t) $Vt(X ) dt. (4.8)
Thus by (4.6), (4.7), and (4.8) we have, for each X # C 10(U; R
n+1) and for
L1-a.e. t # (0, ),
$Vt(X )=|
U
&t } X dmt .
This implies the conclusion. Q.E.D.
Proof of Theorem 4.5. Let us fix a point z0 in U and a positive number
\ and let [,j] be a sequence of functions in C 00(U ) such that ,j0, ,j#1
on B\(z0), and spt ,j/B(1+(1j ))\(z0). Then
(Hn w Gu(t, } ))(B\(z0))|
U
,j (z) d(Hn w Gu(t, } )). (4.9)
Note that
|
U
,j (z) d(Hn w Gu(t, } ))
=|
0
,j (x, u(t, x))(1+|{u(t, x)| 2)12 dx
=sup {|0 ,j (x, u(t, x))( f (x)+g(x) } {u(t, x)) dx; ( f, g) # A= , (4.10)
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where A is as in Lemma 4.1. Suppose that  # L1(0, ) is non-negative.
Then, since | f (x) &n+1(S)&g(x) } &$(S)|1 for ( f, g) # A, we have by
Lemma 4.1
|

0
(t) |
U
, j (z) d(Hn w Gu(t, } )) dt|

0
(t) |
U
, j (z) d+Vt dt. (4.11)
It follows from (4.9) and (4.11) that
(Hn w Gu(t, } ))(B\(z0))|
U
,j (z) d+Vt
for L1-a.e. t # (0, ). By making j   we obtain
(Hn w Gu(t, } ))(B\(z0))+Vt(B\(z0)) (4.12)
for L1-a.e. t # (0, ).
Note that the null set [t # (0, ); (4.12) does not hold at t] depends on
z0 and \. Let Z and Q be countable dense subsets in U and in (0, \0) for
some \0>0, respectively. Then there exists a null set N1/(0, ) such that,
for each t # (0, )"N1 , (4.12) holds whenever z0 # Z and \ # Q. Since Z and
Q are dense, we have
(Hn w Gu(t, } ))(B\(z))+Vt(B\(z)) (4.13)
for each z # U, for each \ # (0, \0), and for each t # (0, )"N1 . By Theorem
1.1(5) and Theorem 2.3(1) Gu(t, } ) is n-rectifiable for L1-a.e. t. Then we may
suppose that, for each t # (0, )"N1 , Gu(t, } ) is n-rectifiable. For such a t, for
Hn w Gu(t, } )-a.e. z # U,
lim
\  0
(Hn w Gu(t, } ))(B\(z))
|n\n
=1.
Thus we have 3n
*
(+Vt , z)1 for H
n w Gu(t, } )-a.e. z # U, for L1-a.e. t # (0, ).
Theorem 4.2 implies that this holds for +Vt-a.e. z # U, for L
1-a.e. t.
It follows from Lemma 40.5 of [15] that Theorem 4.4 implies the
existence of the density 3n(+Vt , z) at +Vt-a.e. z # U, for L
1-a.e. t. Thus the
conclusion holds. Q.E.D.
We see by Theorems 4.2 and 4.3 that for L1-a.e. t there exists an
Hn-measurable function %t(z) on Gu(t, } ) such that Vt=v(Gu(t, } ) , %t). Then
we show the following theorem, the end of the proof of which is at the
same time the end of the proof of Theorem 1.2.
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Theorem 4.6. %t(z)=1 for Hn-a.e. z # Gu(t, } ) , for L1-a.e. t.
Proof. By the definition of an n-rectifiable varifold we have, for L1-a.e.
t # (0, ),
|
U_G
,(z) &n+1(S) dVt(z, S)=|
U
,(z) &n+1(TzGu(t, } )) %t(z) d(Hn w Gu(t, } )).
(4.14)
The right hand side of (4.14) coincides with 0 ,(x, u(t, x)) %t(x, u(t, x)) dx
by (2.5) and (2.6). On the other hand we have by (4.3) that for L1-a.e.
t # (0, ) the left hand side of (4.14) coincides with 0 ,(x, u(t, x)) dx.
Then the conclusion follows. Q.E.D.
APPENDIX
Let V be a reflexive Banach space and V0 be a closed subspace of V.
Suppose that V and V0 are continuously imbedded in W1, 2(0) and W 1, 20 (0),
respectively. For w # V we define Ww/V by [v # W 1, 2(0); v&w # V0].
Given a functional J: V  [0, ), we suppose that (i) J is convex, (ii) J
is Ga^teaux differentiable on V, (iii) J is weakly lower semicontinuous, (iv)
there exist constants c0 and c1 such that J(v)c0 &v&V &c1 for each v # Ww ,
and (v) there exists a constant +0 such that J(v)+0 &v&V for each v # V.
Here we consider the following evolution equation:
u
t
+grad J(u)=0 (t>0), (A.1)
u(0)=u0 # Ww , (A.2)
u(t) # Ww (t>0). (A.3)
We say that a function u is a weak solution to (A.1)(A.3) if u satis-
fies u # L((0, ); V), ut # T>0 L2((0, T ); V$), (A.1) holds in
T>0 L2((0, T ); V$), s-limtz0 u(t, x)=u0(x) in L2(0), and u(t) # Ww for
L1-a.e. t.
Let h be a positive number. A sequence [ul] in Ww is constructed as in
Section 1: we let u0 be as in (A.2) and for l1 we define ul as the
minimizer of the functional
Fl(v)=
1
2 |0
|v&ul&1 |2
h
dx+J(v)
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in the class Ww . The existence of a minimizer of Fl is assured by assump-
tions (iii) and (iv) on J. Approximate solutions uh(t) and u h(t) for t # (0, )
are also defined as in Section 1. Then the following facts hold (this
corresponds to Theorem 1.1).
Theorem A.1. We have
(1) [&uht&L2 ((0, )_0)] is uniformly bounded with respect to h
(2) [&u h&L ((0, ); V)] is uniformly bounded with respect to h
(3) [&uh&L ((0, ); V)] is uniformly bounded with respect to h
(4) for any T>0, [&uh&W1, 2 ((0, T )_0)] is uniformly bounded with respect
to h.
Then there exist a sequence [hj] with hj  0 as j   and a function
u # L((0, ); V) & T>0 W1, 2((0, T )_0) such that
(5) u h j converges to u as j   weakly star in L((0, ); V)
(6) for any T>0, uhj converges to u as j   weakly in W1, 2((0, T )_0)
(7) uhj converges to u as j   strongly in L2((0, T )_0)
(8) u hj converges to u as j   strongly in L2((0, T )_0)
(9) s-limtz0 u(t)=u0 in L2(0).
Now our purpose is to show that u is a weak solution to (A.1)(A.3).
Theorem A.1(9) means that u satisfies (A.2) in the weak sense. Theorem
A.1(5) implies that u satisfies (A.3) in the weak sense since u h&w #
L((0, ); V0) for each h.
Since ul is the minimizer of Fl(v), we have Fl(ul)=(ul&ul&1)h+
grad J(ul)=0 in V$. Then, for each h>0, (uht)(t)+grad J(u h(t))=0 in
T>0 L2((0, T ); V$). Now we put f h=grad J(u h). For any T>0 we see by
Theorem A.1(6) that f hj belongs to L2((0, T )_0), converges weakly to an
f in L2((0, T )_0), and satisfies (ut)+ f=0 in L2((0, T )_0). Thus
(A.1) follows when we obtain
f =grad J(u) in L2((0, T ); V$) (A.4)
for each T>0. We have by Theorem A.1(6) and (8)
lim
hj  0
|
T
0
V$( f hj (t), u hj (t))V dt= lim
hj  0 \&|
T
0
|
0
uhj
t
(t, x) u hj (t, x) dx dt+
=&|
T
0
|
0
u
t
(t, x) u(t, x) dx dt
=|
T
0
V$( f (t), u(t))V dt. (A.5)
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By assumptions (i), (ii), and (v) on J we see that the functional u [ T0 J(u) dt
is convex and Ga^teaux differentiable on L2((0, T ); V). Thus by (A.5) and
Lemma 5.1 of [17, Chapter XI] we obtain (A.4).
Remark. By combining the method in this appendix we can obtain the
same result as Theorem 1.2 for more general equations than (1.1) which
includes some quasilinear cases.
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