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SOMMAIRE
Au cours de la dernière décennie, l'Union Européenne a instauré une régle-
mentation environnementale aﬁn de limiter les émissions de Gaz à Eﬀet de Serre
sur son territoire. Ceci a contribué à la mise en place d'un marché du carbone
européen (EU ETS) où s'échangent des certiﬁcats d'émission de CO2 (les EUA
et les CER) ainsi que des produits dérivés reliés à ceux-ci. Ce mémoire aura pour
objectif d'évaluer et de comparer diﬀérents modèles aﬁn de représenter le prix des
certiﬁcats d'émission et de tarifer les produits dérivés des marchés du carbone.
MOTS CLÉS : Marchés du carbone, Produits dérivés, Tariﬁcation, Certiﬁcats
d'émission, EU ETS, EUA, CER.
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SUMMARY
During the last decade, the European Union has regulated emissions of Green-
house Gases on its own territory. Consequently, a European Carbon Market (EU
ETS) is currently emerging where CO2 emission certiﬁcates (EUA and CER) and
derivatives are traded on Exchanges. The objectif of this research is to evaluate
and compare diﬀerent models to represent the emission certiﬁcates' price and to
price derivatives of the carbon markets.
KEYWORDS : Carbon Markets, Derivatives, Asset Pricing, Emission Certi-
ﬁcates, EU ETS, EUA, CER.
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INTRODUCTION
Au cours des dernières décénnies, la communauté scientiﬁque a mis en lumière
le rôle de l'humanité par rapport à l'émission de GES (gaz à eﬀet de serre) dans
l'atmosphère, et a lié ces émissions au phénomène du réchauﬀement climatique.
Le rapport du GIEC [IPCC] rapporte diﬀérents faits à ce sujet. Le GIEC est un
organisme intergouvernemental regroupant des experts de l'évolution du climat
provenant de divers pays à travers le monde. Le réchauﬀement climatique repré-
sente un important risque pour l'être humain. Il peut aﬀecter la vie de diﬀérentes
populations de plusieurs manières, dont par exemple par le biais d'inondations,
de tempêtes tropicales, de sécheresses, etc. Le réchauﬀement pourrait donc cau-
ser d'énormes coûts économiques à l'humanité. On peut se référer à Stern [STR]
pour une discussion plus détaillée de ceux-ci.
Parmi les gaz à eﬀet de serre, le dioxyde de carbone (CO2) est celui qui a
le rôle le plus important par rapport à ce phénomène. Aﬁn de limiter les émis-
sions de CO2 provenant du territoire européen, l'Union Européenne a instauré
une réglementation qui a donné naissance à un marché du carbone ; plusieurs
entreprises européennes doivent maintenant détenir des permis d'émission aﬁn
d'avoir le droit d'émettre du CO2, et la quantité que celles-ci peuvent émettre
est proportionelle au nombre de permis détenus. De plus, ces permis peuvent être
échangés sur diﬀérentes bourses européennes, ce qui crée un marché. En anglais,
ce mécanisme porte le nom de Cap and Trade. Le nom du marché du carbone eu-
ropéen se nomme European Union Emission Trading Scheme (EU ETS). Celui-ci
est présentement de loin le plus grand marché du carbone au monde : il comptait
pour 98% des transactions mondiales sur des permis d'émission de CO2 en 2007
(voir Daskalakis, [DA1]).
3Il est important d'étudier le comportement du prix des permis d'émission de
CO2, car celui-ci devrait inﬂuencer de manière signiﬁcative le coût de l'énergie,
et ainsi aﬀecter économiquement diﬀérentes activités reliées aux émissions de gaz
carbonique (voir Kara, [KAM]). Un des principaux déﬁs relié aux marchés du
carbone est la modélisation mathématique du prix des certiﬁcats d'émission. Ce
mémoire s'attardera entre autres à cette problématique. Lors de l'étude des mar-
chés du carbone, il faut tenir compte du fait que la nature des certiﬁcats d'émission
est diﬀérente de celle d'autres actifs traditionnels du marché tels que les actions et
les obligations. Les modèles mathématiques doivent être adaptés en conséquence ;
plusieurs articles de la littérature scientiﬁque décrits dans les prochaines lignes
s'attardent précisément aux particularités des marchés du carbone. L'étude des
marchés du carbone constitue un domaine de recherche qui est présentement très
actif. La première raison qui explique ceci est que ce marché dans la forme telle
qu'il l'est présentement est très nouveau : l'EU ETS est devenu opérationnel en
2005 (voir [DIR]). De plus, un rapport de Fusaro [FUS] estime que malgré que
la valeur totale en 2007 des actifs ﬁnanciers du carbone n'était que de 41 milliards
US$, les perspectives de croissance de ce marché sont énormes vu que cette valeur
double à chaque année.
Diﬀérents articles de recherche ont paru au cours des dernières années à pro-
pos du marché EU ETS. Daskalakis [DA1] a eﬀectué la modélisation stochastique
du prix des permis d'émission (nommés EUA) et a proposé un modèle pour la ta-
riﬁcation des contrats à terme et des options sur les EUA. Benz et Trück [BEN1]
ont aussi modélisé les rendements du prix des EUA à l'aide du modèle GARCH
et d'une approche à changement de régime. Chesney et Taschini [CHE] ont déve-
loppé un modèle endogène aﬁn de décrire le comportement du prix des EUA dans
un marché avec plusieurs participants où l'information est asymétrique. Paolella
et Taschini [PAO] ont présenté une analyse économétrique du prix des EUA.
Trück et al. [TRU] ont étudié les taux de convenance (convenience yield) des
contrats à termes sur les EUA. Seifert et al. [SEI] ont présenté un modèle d'équi-
libre stochastique pour représenter le prix des EUA. Borovkov et al. [BOK] ont
présenté un modèle de diﬀusion avec sauts pour représenter le mouvement du
4prix des EUA et ont étudié certaines propriétés de la mesure martingale corres-
pondant au modèle. Carmona et Hinz [CA1] ont proposé un modèle pour le prix
des EUA sous la mesure à risque neutre aﬁn de tarifer les options européenne sur
les contrats à livrer ayant comme sous-jacent les EUA. Çetin [CET] a suggéré un
modèle de diﬀusion à changement de régime pour représenter le prix des certiﬁ-
cats d'émission et tarifer les contrats à terme des marchés du carbone. Daskalakis
et al. [DA2] ont analysé les prix historiques des EUA sur la bourse EEX et dis-
cutent de l'adéquation d'un modèle à sauts pour ceux-ci. Benz et Klar [BEN2]
ont eﬀectué une analyse des prix à l'intérieur de la journée (indraday prices) des
contrats à terme sur les EUA. Cette liste d'articles traitant des marchés du car-
bone n'est pas exhaustive, mais elle témoigne du récent intérêt de la communauté
scientiﬁque par rapport à ce sujet.
L'objectif de ce mémoire de maîtrise sera, en s'inspirant de l'article de Das-
kalakis [DA1], de déterminer un modèle valable pour les prix des EUA à l'aide
de données empiriques aﬁn de pouvoir ensuite tarifer les contrats à terme et les
options européennes sur ces mêmes contrats à terme. Cependant, contrairement
à l'article de Daskalakis, les données utilisées seront celles de la deuxième phase
du EU ETS ; ce mémoire se voudra ainsi une forme d'exploration des données
historiques de la deuxième phase. Le mémoire sera divisé en plusieurs sections.
Dans le chapitre 1, un rappel de certains notions de ﬁnance, de probabilités, de
statistiques, de processus stochastiques et de calcul stochastique sera eﬀectué.
Ensuite, une description du fonctionnement du marché du carbone européen EU
ETS sera donnée. Après, dans le chapitre 2, des modèles pour le prix des EUA et
des CER seront présentés et ensuite calibrés aux données du marché. Leur per-
formance sera ensuite comparée. Par la suite, dans le chapitre 3, la tariﬁcation de
contrats à terme sur les EUA et les CER sera eﬀectuée : trois modèles diﬀérents
seront présentés, et ensuite calibrés aux données du marché. La performance des
trois modèles sera ﬁnalement comparée. Ensuite, au chapitre 4, la tariﬁcation
d'options sur les contrats à terme sur les certiﬁcats d'émission sera eﬀectuée : les
même étapes qu'au chapitre 3 seront suivies.
Chapitre 1
RAPPEL DE NOTIONS
Certaines déﬁnitions et certains théorèmes de mathématiques et de ﬁnance
seront rappelés dans cette section aﬁn de clariﬁer la compréhension des concepts
décrits lors des chapitres subséquents. Par la suite, une brève description du
fonctionnement du EU ETS sera eﬀectuée.
1.1. Rappel de notions de mathématiques
1.1.1. Déﬁnitions et théorèmes divers
Tout d'abord, rappelons quelques déﬁnitions relatives aux probabilités ainsi
que certains théorèmes de processus stochastiques. Il est nécessaire de comprendre
ceux-ci aﬁn de pouvoir comprendre le développement mathématique au cours du
reste du mémoire.
Soit, pour tout le reste de la section, un espace de probabilité (Ω,F ,P). Tous
les processus stochastiques et toutes les variables aléatoires dans cette section sont
déﬁnis sur un tel espace. Pour une déﬁnition formelle de ceci, le lecteur est référé
à Billingsley [BIL]. Parfois, cet espace sera muni d'une ﬁltration {Ft, t ≥ 0}. La
déﬁnition d'une ﬁltration est la suivante :
Déﬁnition 1.1.1. Une ﬁltration {Ft, t ≥ 0} est un ensemble de tribus Ft tel que
(1) ∀t ∈ [0,∞[,Ft ⊆ F .
(2) ∀s, t ∈ [0,∞[ tels que s < t, Fs ⊆ Ft.
On pose par la suite F∞ = σ(Ft; t ∈ [0,∞[), la plus petite tribu contenant
tous les Ft. Déﬁnissons maintenant ce qu'est un temps d'arrêt ; ceci est nécessaire
6pour déﬁnir le processus de Poisson un peu plus tard. Cette déﬁnition se trouve
dans Protter [PRO].
Déﬁnition 1.1.2. Une variable aléatoire T : Ω→ [0,∞] est dite un temps d'arrêt
si ∀t ∈ [0,∞], l'évènement {T ≤ t} ∈ Ft.
Maintenant, aﬁn de commencer les rappels sur les processus stochastiques,
décrivons tout d'abord le Mouvement Brownien, un des processus stochastiques
les plus importants dans ce mémoire. La déﬁnition suivante du Mouvement Brow-
nien (qu'on prendra toujours univarié au cours de ce mémoire) se retrouve dans
Steele [STL].
Déﬁnition 1.1.3. Le Mouvement Brownien {Zt , t ≥ 0} est un processus sto-
chastique Z : Ω× [0,∞[→ R tel que
(1) Z0 = 0.
(2) Les accroissements de Zt sont indépendants, c'est-à-dire que pour tout
ensemble ﬁni de temps 0 ≤ t1 < t2 < · · · < tn, les variables aléatoires
Zt2 − Zt1 , Zt3 − Zt2 , · · · , Ztn − Ztn−1 sont indépendantes.
(3) ∀s, t ∈ R tels que 0 < s < t, on a que Zt − Zs suit une loi normale
N [0, t− s].
(4) Les trajectoires de {Zt , t ≥ 0} sont continues presque sûrement.
Un tel processus stochastique existe, et on peut en trouver la construction
dans [STL]. Le Mouvement Brownien joue un rôle important dans la déﬁnition
d'une classe beaucoup plus large de processus stochastiques : les processus d'Itô.
Ces processus sont déﬁnis à l'aide d'une intégrale par rapport au Mouvement
Brownien, nommée intégrale d'Itô. La déﬁnition d'une intégrale d'Itô se retrouve
elle aussi dans Steele [STL]. Étant donné que l'objectif du mémoire n'est pas
de faire un compte rendu de la théorie d'intégration d'Itô, le lecteur est reféré
aux sources [STL] et [OKS] pour un compte rendu plus élaboré de cette théorie.
Cependant, la prochaine proposition est énoncée ici, étant donné qu'elle sera utile
lors de l'étude du processus d'Ornstein-Uhlenbeck plus tard dans ce mémoire.
Cette proposition est le Lemme 4.15 du livre de Björk [BJO].
7Proposition 1.1.1. Soit {Zt , t ≥ 0} le Mouvement Brownien et f : [0,∞[→
R une fonction borélienne telle que
∫ t
0
f(s)2ds < ∞. Alors ∀t ∈]0,∞[, l'inté-
grale d'Itô
∫ t
0
f(s)dZs a une distribution normale d'espérance 0 et de variance∫ t
0
f(s)2ds.
Il est possible de généraliser le Mouvement Brownien à une classe plus géné-
rale de processus stochastiques nommés les processus de Lévy. La théorie du calcul
stochastique développée par rapport aux intégrales d'Itô peut aussi être généra-
lisée pour cette classe plus large de processus. En fait, les processus de Lévy font
tous partie d'une famille encore plus large de processus stochastiques, nommée
la famille des semimartingales. Il existe toute une théorie permettant de déﬁnir
des intégrales stochastiques ayant comme intégrateurs des semimartingales. Une
bonne référence pour comprendre cette théorie est le livre de Protter [PRO].
Les processus de Lévy permettent entre autres de déﬁnir des processus stochas-
tiques discontinus où des sauts sont présents dans les trajectoires. Cette propriété
peut se révéler souhaitable lors de la modélisation stochastique de diﬀérents actifs
en ﬁnance. Les déﬁnitions suivantes permettent de décrire les processus de Lévy.
Une référence pour ces déﬁnitions est Sato [SAT].
Déﬁnition 1.1.4. Un processus stochastique {Lt , t ≥ 0} est dit continu en
probabilité si ∀t ≥ 0 ∀ > 0, lim
s→t
P(|Xs −Xt| > ) = 0.
Déﬁnition 1.1.5. Soit D ⊆ R. Une fonction f : D 7−→ R est dite càdlàg (conti-
nue à droite limite à gauche) si
(1) ∀t ∈ D lims↑t f(s) existe et
(2) ∀t ∈ D lims↓t f(s) existe et est égale à f(t).
Déﬁnition 1.1.6. Un processus Stochastique {Lt , t ≥ 0} est dit un processus de
Lévy si
(1) L0 = 0 presque sûrement.
(2) Les accroissements de Lt sont indépendants, c'est-à-dire que pour tout
ensemble ﬁni de temps 0 ≤ t1 < t2 < · · · < tn, les variables aléatoires
Lt2 − Lt1 , Lt3 − Lt2 , · · · , Ltn − Ltn−1 sont indépendantes.
(3) ∀s, t ∈ R tels que 0 < s < t, Lt − Ls a la même distribution que Lt−s.
8(4) Le processus L est continu en probabilité.
(5) Les trajectoires du processus L (les fonctions t→ Lt) sont càdlàg presque
sûrement.
Il existe une relation intéressante entre l'ensemble des processus de Lévy et
les distributions inﬁniment divisibles. Cette relation, qui sera décrite par les pro-
chaines propositions, nous permet d'aﬃrmer l'existence de certains processus de
Lévy dont les accroissements ont une certaine distribution déterminée. Une ré-
férence pour ces résultats est Boyarchenko [BOY]. Déﬁnissons tout d'abord ce
qu'est une distribution inﬁniment divisible.
Déﬁnition 1.1.7. Soit µ une mesure de probabilité sur l'espace mesurable (R,B(R)),
où B(R) sont les boréliens de R. On dit que µ est inﬁniment divisible si ∀n ∈
N,∀X étant une variable aléatoire ayant µ comme distribution, ∃X1, ..., Xn des va-
riables aléatoires indépendantes identiquement distribuées telles que Y :=
∑n
i=1Xi
a la distribution µ.
Les théorèmes suivants eﬀectuent le lien entre les distributions inﬁniment di-
visibles et les processus de Lévy.
Théorème 1.1.1. Soit {Lt , t ≥ 0} un processus de Lévy. Alors, ∀t ≥ 0, la
distribution de Lt, qu'on dénote µLt, est inﬁniment divisible.
Théorème 1.1.2. Soit µ une distribution inﬁniment divisible. Alors, il existe un
processus de Lévy {Lt , t ≥ 0} tel que la distribution de L1 est µ.
Introduisons maintenant deux exemples de processus de Lévy. Ceux-ci sont le
processus de Poisson et le processus de Poisson Composé. Nous allons tout d'abord
décrire ce qu'est un processus de Poisson. La compréhension de ce processus est
nécessaire lors de la déﬁnition du processus de Poisson Composé. La déﬁnition
de ce dernier processus se révélera utile aﬁn de déﬁnir le processus de Merton, un
processus qui sera décrit plus tard dans ce mémoire. Les déﬁnitions et théorèmes
suivants se trouvent dans Protter [PRO].
Déﬁnition 1.1.8. Soit l'espace de probabilité (Ω,F ,P) muni d'une ﬁltration
{Ft, t ≥ 0}. Soit une suite de temps d'arrêts {Tj}∞j=0 strictement croissante
avec T0 = 0 presque sûrement. Dénotons la fonction indicatrice 1{A} qui vaut
1 si l'évènement A est réalisé et 0 sinon. Alors, un processus de Poisson adapté
9N = {Nt , t ≥ 0} est un processus stochastique N : Ω × [0,∞[→ N de la forme
Nt =
∑
j≥1 1{t≥Tj} qui satisfait les conditions suivantes :
(1) ∀s, t ∈ R tels que 0 ≤ s < t, on a que Nt −Ns est indépendant de Fs.
(2) ∀s, t ∈ R tels que 0 ≤ s < t, on a que Nt − Ns et Nt−s ont la même
distribution.
Théorème 1.1.3. Soit un processus de Poisson adapté N = {Nt , t ≥ 0}. Alors
le processus N est continu en probabilité. De plus, ∃λ ≥ 0 tel que ∀t ∈ [0,∞[ ∀n ∈
N,P(Nt = n) = (λt)
ne−λt
n!
, c'est-à-dire que Nt suit une loi de Poisson de paramètre
λt.
La paramètre λ est nommé le taux du processus du Poisson. Décrivons main-
tenant le processus de Poisson Composé.
Déﬁnition 1.1.9. Soit N = {Nt , t ≥ 0} un processus de Poisson adapté avec un
taux λ et soit une suite de variables indépendantes et identiquement distribuées
{Xi}∞i=1 qui est indépendante de Nt. Alors, le processus stochastique St :=
∑Nt
i=1Xi
est appelé un processus de Poisson Composé.
On notera que la convention de notation est que
∑Nt
i=1 Xi := 0 si Nt = 0. Le
processus de Poisson Composé produit des trajectoires avec des sauts discrets où
la taille du ième saut est Xi. Entre les sauts, la valeur du processus est constante.
Le processus de Poisson Composé est un processus de Lévy (voir Protter [PRO]).
Les deux déﬁnitions suivantes nous décrivent les processus de Markov, et les
processus de Markov homogènes. Ces propriétés se révéleront importantes lors du
calcul de certaines fonctions de vraisemblance dans le chapitre 2, car la densité
conjointe des composantes d'un processus stochastique peut s'écrire sous une
forme particulière lorsque le processus stochastique est un processus de Markov
homogène.
Déﬁnition 1.1.10. Un processus stochastique à temps continu Mt , t ∈ R
est dit un processus de Markov si ∀T ≥ t ∀f : R → R borélienne bornée,
E[f(MT )|σ(Mt)] = E[f(MT )|σ(Ms : s ≤ t)].
Déﬁnition 1.1.11. Soit un processus de Markov Mt , t ∈ R. Supposons que
la densité conditionelle de MT par rapport à Mt, que l'on dénote fMT |Mt existe
10
∀T, t ∈ R. On dit alors que le processusMt est homogène si ∀T, t, x, y ∈ R, fMT |Mt(x|y) =
fMT−t|M0(x|y).
Les deux prochains théorèmes se retrouvent dans le livre d'Øksendal [OKS]. Le
premier traite de l'existence et de l'unicité d'une solution aux équations diﬀé-
rentielles d'Itô (EDS). Ce résultat est important lors de la déﬁnition de certains
processus stochastiques du chapitre 2, car certains de ceux-ci sont déﬁnis impli-
citement par une EDS, et il est important de savoir si la solution existe et si elle
est unique. Le deuxième théorème permet de déterminer dans certains cas si une
solution d'une EDS est un processus de Markov homogène.
Théorème 1.1.4. Soient T > 0 et x0 ∈ R deux constantes et soient µ : [0, T ]×
R→ R et σ : [0, T ]× R→ R deux fonctions mesurables qui satisfont :
(1) ∃C ∈ R tel que ∀x ∈ R, |µ(x)|+ |σ(x)| ≤ C(1 + |x|) et
(2) ∃D ∈ R tel que ∀x, y ∈ R, |µ(x)− µ(y)|+ |σ(x)− σ(y)| ≤ D|x− y|.
Alors, l'équation diﬀérentielle stochastique d'Itô dXt = µ(Xt)dt + σ(Xt)dZt,
t ∈ [0, T ], X0 = x0 possède une unique solution t-continue presque sûrement Xt(ω)
adaptée à la ﬁltration Ft = σ(Zs : s ≤ t).
Théorème 1.1.5. Soit un processus de diﬀusion Xt qui a la représentation dXt =
µ(Xt)dt + σ(Xt)dZt (i.e les coeﬃcients de dérive et de volatilité sont fonction
uniquement du processus Xt) où µ et σ sont des fonctions mesurables telles que
∃D ∈ R tel que ∀x, y ∈ R, |µ(x) − µ(y)| + |σ(x) − σ(y)| ≤ D|x − y|. Alors, Xt
est un processus de Markov homogène.
Il est à noter que tous les processus de diﬀusion présents dans cette étude sont
des processus de Markov homogènes. Le seul qui ne satisfait pas la condition
|µ(x) − µ(y)| + |σ(x) − σ(y)| ≤ D|x − y| est le processus à Racine Carrée, mais
celui-ci est quand même un processus de Markov homogène vu qu'il a une unique
solution forte (Dufresne, [DUF]).
1.1.2. Vraisemblance maximale pour une série chronologique
Plus tard au cours de ce mémoire, certaines hypothèses paramétriques se-
ront eﬀectuées lorsque l'on supposera que certaines séries chronologiques ont été
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générées par certaines familles de processus stochastiques. Cependant, il sera né-
cessaire de calibrer ces processus aux séries chronologiques disponibles. Dans le
cadre de ce mémoire, ces suppositions paramétriques seront eﬀectuées lors de la
démarche de modélisation du prix des certiﬁcats d'émission.
Il existe plusieurs méthodes pour estimer les paramètres de ces familles de
processus : les moindres carrés, le maximum de vraisemblance, la méthode des
moments, etc. Phillips [PHI] soutient que lorsqu'un processus stochastique est
un processus de diﬀusion, la méthode du maximum de vraisemblance possède de
nombreux avantages ; l'eﬃcacité et la convergence asymptotique sont des argu-
ments qui justiﬁent l'utilisation de cette méthode. De plus, c'est exactement cette
méthode qui a été utilisée dans l'article de Daskalakis [DA1] qui eﬀectue des tests
similaires à ceux du présent mémoire pour des produits ﬁnanciers de la première
phase de l'EU ETS ; ceci permettra d'avoir des résultats analogues.
Décrivons donc la méthodologie du maximum de vraisemblance utilisée dans
cet article. Celle-ci est aussi décrite dans Phillips [PHI].
Soient 0 = t0 < t1 < · · · < tn des indices de temps. Soit une série chro-
nologique (Xt0 , Xt1 , · · · , Xtn), c'est-à-dire une réalisation discrète d'un processus
stochastique continu St, t ∈ R. On suppose que cette série chronologique pro-
vient d'une certaine famille paramétrique connue de processus stochastiques. Ce-
pendant, les paramètres Θ = (Θ1, · · · ,Θp) du processus d'où provient la série
chronologique restent inconnus, et l'on voudrait les estimer.
On suppose que S0 est une constante presque sûrement, donc on peut faire
comme si cette valeur n'était pas aléatoire. Dénotons la densité conjointe de
S1, · · · , Sn par fS1,...,Sn . La fonction de vraisemblance est déﬁnie comme étant
la densité fSt1 ,...,Stn évaluée en la réalisation (Xt1 , · · · , Xtn) :
L = fSt1 ,...,Stn (Xt1 , · · · , Xtn ,Θ). (1.1.1)
Cette fonction dépend des paramètres de Θ. Soit D ⊆ Rp le domaine où les pa-
ramètres de Θ peuvent se situer. La méthodologie de maximum de vraisemblance
déﬁnit l'estimateur de Θ (noté ΘˆEVM) comme étant le vecteur qui maximise la
fonction de vraisemblance L. Θˆ est appelé estimateur à vraisemblance maximale
(EVM). Vu que le logarithme est une fonction croissante, ceci est équivalent à dire
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que ΘˆEVM est le vecteur qui maximise la fonction de log-vraisemblance ` := lnL.
En résumé,
ΘˆEVM = argmax
Θ∈D
`(Xt1 , · · · , Xtn ,Θ) (1.1.2)
= argmax
Θ∈D
ln
(
fSt1 ,...,Stn (Xt1 , · · · , Xtn ,Θ)
)
. (1.1.3)
Cependant, lorsque St est un processus de Markov homogène, on peut écrire la
densité de (St1 , . . . , Stn) d'une façon particulière :
fSt1 ,...,Stn (x1, . . . , xn) = fSt1 (x1)
n−1∏
i=1
fSti+1 |Sti (xi+1|xi). (1.1.4)
De plus, vu qu'on considère que St0 = S0 est une constante, on peut écrire
fSt1 (x1) = fSt1 |St0 (x1|St0).
Donc, on peut réécrire la densité conjointe comme suit :
fSt1 ,...,Stn (x1, . . . , xn) =
n−1∏
i=0
fSti+1 |Sti (xi+1|xi) , S0 = x0. (1.1.5)
Donc ﬁnalement, en substituant 1.1.5 dans 1.1.1 et en prenant le logarithme, on
peut réécrire la fonction de log-vraisemblance d'un processus Markovien homo-
gème comme suit :
`(Xt1 , · · · , Xtn ,Θ) =
n−1∑
i=0
ln fSti+1 |Sti (Xti+1|Xti) , S0 = X0. (1.1.6)
Cette fonction de vraisemblance sera utilisée aﬁn de calibrer certains processus
stochastiques et de comparer ceux-ci lors de la modélisation du prix des certiﬁcats
d'émission plus loin dans ce mémoire.
Une dernière remarque qui sera utilisée à quelques reprises au cours de ce
mémoire est que dans le cas d'un processus de Markov homogène, la maximisation
par maximum de vraisemblance appliquée sur les valeurs de l'actif St (tel que
décrit précédemment) est équivalent à maximiser la densité conjointe des log-
rendements Ri = ln (Sti+1/Sti) :
L(Xt1 , · · · , Xtn ,Θ) =
n−1∏
i=0
fSti+1 |Sti (xi+1|xi) =
n−1∏
i=0
d
dxi+1
P(Sti+1 ≤ xi+1|Sti = xi) =
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n−1∏
i=0
d
dxi+1
P (Ri ≤ ln(xi+1/Sti)|Sti = xi) =
n−1∏
i=0
fRi|Sti (ln(xi+1/xi)|xi)
1
xi+1
=
n−1∏
i=0
fRi|Sti (ln(xi+1/xi)|xi)
n−1∏
i=0
1
xi+1
.
On remarque que dans la dernière équation,
∏n−1
i=0
1
xi+1
ne dépend pas du
vecteur de paramètres Θ. Donc, maximiser L(Xt1 , · · · , Xtn ,Θ) est équivalent à
maximiser
∏n−1
i=0 fRi|Sti (ln(xi+1/xi)|xi), et cette dernière expression est la densité
conjointe des log-rendements. Ceci donne comme résultat la proposition suivante :
Proposition 1.1.2. Soit une famille de processus de Markov homogène avec un
domaine D pour les paramètres Θ. Alors l'estimateur à vraisemblance maximale
pour Θ peut être décrit par la formule suivante :
ΘˆEVM = argmax
Θ∈D
∏n−1
i=0 fRi|Sti (ln(xi+1/xi)|xi).
Cette proposition sera utilisée pour l'estimation à vraisemblance maximale de cer-
tains processus dont on connaît une méthode pour la maximisation de la densité
conjointe des log-rendements.
1.2. Rappel de notions de finance
Les déﬁnitions suivantes concernent la description de certains produits dérivés
typiques que l'on retrourve sur les marchés ﬁnanciers. Ces déﬁnitions s'inspirent
de celles données dans le livre de Hull [HUL].
Déﬁnition 1.2.1. Un contrat à livrer est une entente ﬁnancière entre deux
agents économiques qui oblige un des deux agents à acheter un certain actif
(qu'on nomme sous-jacent) à l'autre agent à une date future prédéterminée dans
le contrat (l'échéance) et à un prix futur prédéterminé (le prix d'exercice).
On dit de l'agent qui devra acheter l'actif qu'il a la partie longue du contrat.
Celui-ci reçoit donc l'équivalent d'un ﬂux monétaire à l'échéance de ST −K où
ST est le prix du sous-jacent à échéance et K est le prix d'exercice.
Déﬁnition 1.2.2. Un contrat à terme est un contrat tout à fait similaire au
contrat à livrer. Il sera donc présumé dans cette étude que les deux sont identiques
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à une seule diﬀérence près. La seule diﬀérence entre les deux est que le contrat à
terme, contrairement au contrat à livrer, a la propriété d'être marqué-au-marché.
La propriété d'être marqué-au-marché stipule que lorsque la valeur au marché
du contrat varie, cette variation de la valeur du contrat est immédiatement trans-
férée d'un des agents à l'autre dans un compte de la chambre de compensation de
la bourse qui régit les transactions de contrats à terme. Les ﬂux monétaires asso-
ciés à la détention d'un contrat à terme ne surviennent donc pas exclusivement à
l'échéance, contrairement au contrat à livrer.
Déﬁnition 1.2.3. Une option sur un actif (qu'on nomme sous-jacent) est un
contrat qui donne le droit mais non l'obligation d'acheter (pour une option d'achat)
ou de vendre (pour une option de vente) le sous-jacent à une certaine date (l'échéance)
et à un certain prix (le prix d'exercice) prédéterminés.
Celui qui détient une option d'achat reçoit donc l'équivalent d'un ﬂux moné-
taire à l'échéance de max(ST −K, 0), où ST est le prix du sous-jacent à l'échéance
et K est le prix d'exercice. Le détenteur d'une option de vente reçoit plutôt l'équi-
valent d'un ﬂux monétaire de max(K − ST , 0).
Maintenant, aﬁn de comprendre les modèles de tariﬁcation de produits déri-
vés qui seront décrits au cours de ce mémoire, il est important de comprendre
la théorie de la tariﬁcation sans arbitrage. Depuis la parution de l'article de
Black-Scholes [BS], cette méthodologie s'est très largement développée et elle est
largement utilisée lors de la tariﬁcation de diﬀérents produits dérivés en ﬁnance.
Une source pour la description de cette théorie dans le cas où les actifs du marché
sont des processus de diﬀusion peut être trouvée dans [BJO].
Le terme arbitrage signiﬁe essentiellement d'avoir l'opportunité de créer un
portefeuille d'actifs autoﬁnancé d'une valeur initiale nulle qui a une probabilité
non-nulle d'avoir une valeur ﬁnale strictement positive et qui a une valeur ﬁnale
non-négative presque sûrement. Ceci signiﬁe qu'il existe des possibilités dans le
marché de s'enrichir sans prendre de risque ni rien investir au départ. Bien évi-
demment, les termes portefeuilles et autoﬁnancés doivent être déﬁnis plus
rigoureusement si l'on veut déﬁnir l'arbitrage exactement. Cependant, ceci re-
présente l'idée principale derrière les déﬁnitions. En pratique, des opportunités
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d'arbitrage sur les marchés peuvent exister, mais généralement celles-ci se voient
rapidement corrigées par la loi de l'oﬀre et de la demande (voir Hull [HUL]). Une
hypothèse est donc souvent eﬀectuée en mathématiques ﬁnancières : les marchés
n'admettent pas d'opportunités d'arbitrage.
Pour les prochains théorèmes, on considérera que l'on est en présence d'un
marché qui contient trois actifs diﬀérents. Le premier est un actif sans risque
B dont le prix au temps t est de la forme Bt = ert, où r est le taux d'intérêt
sans risque qui est considéré constant. Le second actif est un actif à risque S,
dont on suppose que le prix est un processus de diﬀusion d'Itô par rapport au
Mouvement Brownien Zt. Le troisième actif sera un produit dérivé C ayant S
comme sous-jacent. Le prix de C est lui aussi supposé comme étant un processus
de diﬀusion ; ceci peut être considéré comme une conséquence du Lemme d'Itô. On
rapelle que ces trois processus stochastiques sont déﬁnis sur l'espace de probabilité
(Ω,F ,P) que l'on munira cette fois-ci de la ﬁltration {Ft}t≥0 = {σ(Zs; s ≤ t)}t≥0.
Déﬁnissons maintenant ce qu'est une mesure martingale équivalente. Avant ceci,
il faut introduire le concept de martingale locale, que l'on retrouve dans Jacod et
Shiryaev [JAC].
Déﬁnition 1.2.4. Soit un processus stochastique {Mt}t≥0. On dit que {Mt}t≥0
est une martingale locale s'il existe une suite croissante de temps d'arrêt {Tk}∞k=1
telle que lim
k→∞
Tk =∞ presque sûrement et ∀k ∈ N,Mmin(Tk,t) est une martingale.
Déﬁnition 1.2.5. Une mesure martingale équivalente locale Q est une mesure
sur l'espace mesurable (Ω,F) telle que
(1) Q << P et Q >> P.
(2) Les processus M1,t = e
−rtBt, M2,t = e−rtSt et M3,t = e−rtCt sont des
martingales locales sous Q.
Un théorème bien connu eﬀectue le lien entre l'existence d'une mesure mar-
tingale équivalente locale et la possibilité d'eﬀectuer de l'arbitrage sur le marché
précédemment décrit. On donne souvent le nom de Premier Théorème Fonda-
mental des Mathématiques Financières à ce théorème. D'une façon imprécise, il
est souvent formulé de la façon suivante :
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Théorème 1.2.1. Le modèle de marché est sans-arbitrage essentiellement si et
seulement si il existe une mesure martingale équivalente locale Q.
Cependant, aﬁn d'être plus rigoureux, il faut déﬁnir exactement la notion
d'arbitrage utilisée dans ce théorème, puis quel est le sens exact du mot essen-
tiellement. Aﬁn de déﬁnir rigoureusement ces concepts, il est nécessaire de déﬁnir
plusieurs autres notions auparavant, et ceci nécessiterait un travail plutôt long
qui ne correspond pas aux objectifs de ce mémoire. Nous nous contenterons de
citer une version plus exacte du théorème en référant le lecteur au livre de Björk
[BJO] pour obtenir plus de détails sur les déﬁnitions rigoureuses et les subtili-
tés mathématiques. Voici donc une déﬁnition plus exacte du Premier Théorème
Fondamental des Mathématiques Financières.
Théorème 1.2.2. Soit le marché précédemment décrit au cours de cette section.
Alors, les deux conditions sont équivalentes :
(1) Le modèle de marché satisfait à la condition NFLVR.
(2) Il existe une mesure martingale équivalente locale Q.
La condition NFLVR (No Free Lunch Vanishing Risk) utilisée dans ce théo-
rème déﬁnit précisément ce qui est sous-entendu par absence d'arbitrage dans
le modèle de marché. Pour la déﬁnition rigoureuse de ceci, voir Björk [BJO].
Il existe aussi un Second Théorème Fondamental des Mathématiques Finan-
cières. Celui-ci s'emploie à déterminer dans quel cas cette mesure martingale
équivalente locale est unique. Celui-ci ne sera pas donné ici, à cause des autres
notions préalables qu'il serait nécessaire de déﬁnir pour le comprendre ; le lecteur
est encore une fois référé à Björk [BJO] pour ceci.
La notion de mesure martingale équivalente locale, que nous appellerons à
partir de maintenant simplement mesure martingale, permet d'eﬀectuer la tariﬁ-
cation de nombreux produits dérivés dans ce marché. Supposons qu'il existe une
mesure martinale Q pour le marché précédemment déﬁni. Vu que sous Q, le prix
escompté au taux sans risque du produit dérivé e−rtCt est une martingale, alors
son prix initial a donc la représentation suivante :
C0 = e
−rTEQ[CT ] (1.2.1)
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Il est à noter que dans le cas où la mesure martingale n'est pas unique, il
existe plusieurs prix possibles pour le prix du produit dérivé. Il s'agit donc de
déterminer quelle mesure martingale sera choisie pour eﬀectuer la tariﬁcation.
Une extension de tous ces théorèmes dans un contexte plus général où les
actifs du marché sont des semi-martingales est donnée dans Delbaen et Schacher-
mayer [DEL]. En utilisant les théorèmes de ce dernier article, [BOY] soutient
que les théorèmes d'existence de mesures martingales équivalentes et d'absence
d'arbitrage, ainsi que la formule 1.2.1 sont encore valides dans le contexte où le
prix du sous-jacent S du produit dérivé est de la forme St = eLt où {Lt , t ≥ 0}
est un processus de Lévy.
Ces théorèmes seront utilisés subséquemment lors de la description des mo-
dèles de tariﬁcation des contrats à terme et des options sur des contrats à terme.
Ceux-ci seront appliqués à la tariﬁcation des produits dérivés de l'EU ETS.
1.3. Fonctionnement du EU ETS
Le EU ETS sépare le temps en trois périodes (aussi appelées phases) dis-
tinctes : la première phase (2005-2007), la deuxième phase (2008-2012), et la
troisième phase (2013-2020). Au début d'une phase, des permis d'émission de
CO2 (les EUA) sont distribués à diﬀérentes compagnies sur le territoire européen.
Chaque EUA détenu par une compagnie donne le droit d'émettre une tonne de
CO2 au cours de la phase. Durant cette même phase, la quantité de CO2 émise
dans l'atmosphère par les industries soumises aux réglementations du EU ETS
sont comptabilisées. De plus, les diﬀérents émetteurs de CO2 peuvent se vendre
les EUA entre eux. À la ﬁn de la phase, les EUA viennent à échéance, et chaque
compagnie dont les émissions de GES sont soumises à la réglementation du EU
ETS doit avoir émis une quantité de CO2 inférieure ou égale au nombre qui lui
est permis par les EUA qu'elle a achetés. En cas contraire, une pénalité doit être
payée. Il n'est pas possible de transporter des EUA d'une phase à une autre,
c'est-à-dire que si une compagnie a un surplus d'EUA pour une certaine phase
par rapport à ses émissions, il lui est impossible d'utiliser le surplus d'EUA dans
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une phase subséquente. À cause de ceci, il est important de tenir compte de l'exis-
tence des diﬀérentes phases du EU ETS lors de la modélisation des EUA et de la
tariﬁcation des produits dérivés liés à ceux-ci.
Ce ne sont pas toutes les entreprises européennes qui sont soumises aux régle-
mentations du EU ETS. Cependant, en 2007, 10 000 installations responsables de
près de 50% des émissions de CO2 de l'Union Européenne étaient légiférées par
le EU ETS (voir le Mémo de l'Union Européenne, [DIR]).
Aﬁn d'harmoniser le fonctionnement du EU ETS avec les mécanismes du pro-
tocole de Kyoto, l'Union Européenne a permis l'utilisation de certains certiﬁcats
alternatifs (CER et ERU) à la place des EUA qui donnent aussi le droit d'émettre
une tonne de CO2 pour chaque unité détenue. L'obtention de ces certiﬁcats, qui
doivent être certiﬁés par la UNFCCC (United Nations Framework Convention on
Climate Change), se fait par la réalisation de projets qui permettent la réduction
d'émissions de GES à l'étranger. L'existence de ces certiﬁcats donne un choix sup-
plémentaire aux entreprises européennes dont les émissions de CO2 sont régies
par la réglementation du EU ETS.
Les EUA et les CER s'échangent sur diﬀérentes bourses européennes, telles
que Bluenext, European Energy Exchange (EEX) et Nord Pool. On donne l'ap-
pellation Spot trading à l'action de transiger directement les certiﬁcats sur les
marchés. Il est à noter que les EUA et les CER qui s'échangent sur les marchés
sont seulement ceux de la phase en cours dans le EU ETS. Par exemple, en 2010,
seulement les EUA et CER de la deuxième phase s'échangent présentement sur
les marchés.
De plus, des contrats à terme et des options européennes s'échangent aussi sur
certaines bourses, comme par exemple sur European Climate Exchange (ECX) et
European Energy Exchange (EEX). Certains de ces produits dérivés ont comme
sous-jacent des EUA et des CER de la phase en cours. Nous qualiﬁerons ces
produits dérivés d'intraphase. Cependant, certains autres de ces produits dérivés
échangés sur les marchés ont comme sous-jacent des EUA et des CER de la phase
ultérieure. On appellera ceux-ci des produits dérivés interphase. Dans le cas de
ceux-ci, vu que les sous-jacents ne s'échangent pas sur les marchés, les arguments
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d'absence d'arbitrage usuellement invoqués lors de la tariﬁcation de produits dé-
rivés peuvent ici se révéler inexacts. Ceci représente un déﬁ supplémentaire pour
la tariﬁcation de certains produits dérivés du carbone.
Des données de marché contenant les prix historiques de ces produits ﬁnanciers
sont disponibles sur plusieurs de ces bourses, et peuvent donc être utilisées à des
ﬁns d'analyse. Une description détaillée des données utilisées lors de la présente
analyse du marché du carbone européen sera donnée plus tard au sein de ce
mémoire.
Chapitre 2
MODÉLISATION DU PRIX DES EUA ET DES
CER
Le premier objectif de ce mémoire est la modélisation du prix des EUA et
des CER à l'aide de processus stochastiques. La modélisation sera eﬀectuée en
trois étapes principales. Tout d'abord, une liste de modèles qui sont des candidats
pour représenter le prix des permis d'émission sera choisie et présentée. Ensuite,
ces modèles seront calibrés aux données historiques des EUA et des CER, c'est-
à-dire que les paramètres de chaque modèle seront estimés. Finalement, dans la
dernière étape, il s'agit de comparer les modèles à l'aide de certains critères aﬁn
de déterminer lesquels sont les plus adéquats pour représenter le prix des EUA
et des CER. La méthodologie utilisée dans ce chapitre est très similaire à celle
utilisée dans l'article de Daskalakis [DA1]. Cependant, l'article de Daskalakis
eﬀectue les tests statistiques pour les EUA de la première phase, alors que la
présente étude s'attarde aux EUA et aux CER de la deuxième phase. Il existe
aussi d'autres modèles qui ont été développés récemment aﬁn de modéliser le
prix des certiﬁcats d'émission ; le modèle endogène de Chesney [CHE], le modèle
de diﬀusion à sauts de Borovkov [BOK], le modèle d'équilibre stochastique de
Seifert [SEI], le modèle de diﬀusion à changement de régime de Çetin [CET] et
le modèle AR-GARCH à changement de régime de Benz [BEN1] n'en sont que
quelques exemples. Cependant, la présente étude ne s'attardera pas à ceux-ci.
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2.0.1. Description des données utilisées
Pour eﬀectuer la modélisation du prix des EUA et des CER, les données
utilisées sont deux séries chronologiques (une pour les EUA, l'autre pour les
CER) qui contiennent le prix au marché des certiﬁcats d'émission de la deuxième
phase sur la bourse Bluenext. On peut retrouver ces données sur le site http :
//www.bluenext.fr/statistics/downloads.html . La première série utilisée contient
le prix d'un EUA à la fermeture de la bourse Bluenext pour chaque journée ou-
vrable en partant du 26 février 2008 jusqu'au 26 février 2010. La deuxième série
contient le prix quotidien d'un CER pour la période allant du 12 août 2008 au 26
février 2010 ; les CER ne s'échangeaient pas sur Bluenext avant le 12 août 2008.
Les prix aﬃchés sont le prix pour un droit d'émission d'une tonne de CO2. On
considérera que chaque année contient 252 jours, car la bourse n'est ouverte que
la semaine.
2.1. Différents processus stochastiques
Il est maintenant utile d'introduire diﬀérents processus stochastiques qui peuvent
potentiellement servir de modèle pour représenter le comportement du prix des
EUA et des CER observé sur les bourses du carbone. De plus, les méthodes
pour estimer les paramètres de ces processus et les calculs de la fonction de log-
vraisemblance, qui sera utilisée lors de la comparaison des modèles, seront aussi
présentés.
2.1.1. Mouvement Brownien Géométrique (modèle de Black-Scholes)
Le premier processus stochastique qui sera étudié aﬁn de déterminer s'il peut
servir pour la modélisation du prix des EUA et des CER est le Mouvement Brow-
nien Géométrique. Ce processus a été largement utilisé en ﬁnance mathématique
dans diﬀérents contextes. Une utilisation très répandue de ce processus a été ef-
fectuée lors de la modélisation du prix d'une action ou de diﬀérents autres actifs,
et ce dans le but de tarifer des options ou d'autres produits dérivés. Le célèbre
article de Black-Scholes [BS] illustre cette application. La raison pour laquelle ce
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processus fait partie de la liste des modèles qui seront évalués pour la modéli-
sation du prix des certiﬁcats d'émission est que ce processus représente souvent
un modèle de référence dans de nombreuses autres recherches sur les prix d'actifs
ﬁnanciers.
Le Mouvement Brownien Géométrique St est la solution à l'équation diﬀéren-
tielle stochastique (EDS) suivante :
dSt = µStdt+ σStdZt. (2.1.1)
où µ et σ sont des constantes, Zt est le Mouvement Brownien, et l'intégrale
stochastique considérée est celle au sens d'Itô. Par le théorème 1.1.4, il existe une
unique solution à cette EDS, et celle-ci a la représentation explicite suivante :
St = S0e
(µ−σ2
2
)t+σZt . (2.1.2)
Ce processus stochastique est nommé Mouvement Brownien Géométrique. Soient
T > t deux indices de temps. Nous pouvons donc écrire
ST = Ste
(µ−σ2
2
)(T−t)+σ(ZT−Zt). (2.1.3)
Ceci nous permet donc de déduire que la distribution conditionelle de ST par
rapport à St est une loi lognormale [µ˜; σ˜2] avec µ˜ = ln(St) + (µ − σ22 )(T − t) et
σ˜2 = σ2(T − t) :
fST |St(x|St)=
1
x
√
2piσ2(T − t)exp
−
(
ln(x/St)− (µ− σ22 )(T − t)
)2
2σ2(T − t)
 (2.1.4)
où x > 0.
Aﬁn de modéliser le prix des EUA et des CER, il faudra estimer les paramètres
de processus à l'aide des deux séries chronologiques des prix historiques. Décrivons
la méthode utilisée pour le Mouvement Brownien Géométrique.
On voudrait à priori utiliser la méthodologie du maximum de vraisemblance,
car celle-ci est décrite comme étant la plus souhaitable pour des processus sto-
chastiques à temps continu par Phillips [PHI]. Pour le Mouvement Brownien
Géométrique, la distribution des log-rendements est gaussienne, donc plus facile
à manipuler que celle du processus St. On pourra donc utiliser la proposition 1.1.2
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qui stipule qu'on trouve l'estimateur à vraisemblance maximale en maximisant la
densité conjointe des log-rendements.
On voit bien par 2.1.3 que la distribution conditionelle des log-rendements
ln(ST
St
) par rapport à St est une loi normale de paramètres [µ∗ = (µ − σ22 )(T −
t); (σ∗)2 = σ2(T − t)]. De plus, les log-rendements pour des intervalles de temps
disjoints sont indépendants à cause de l'indépendance des accroissements du Mou-
vement Brownien. Cette propriété sera utilisée aﬁn de calibrer le Mouvement
Brownien Géométrique. Dans les deux séries chronologiques, les prix des EUA
et des CER sont donnés à des intervalles de temps de même longueur, où nous
dénoterons la longueur de ces intervalles temporels par h. La première étape de
la calibration est de calculer les log-rendements Rt = ln(
St+h
St
) de la série chro-
nologique. Dénotons le nombre de prix de la série chronologique par n+ 1. Nous
avons donc n log-rendements disponibles. Étant donné que ces variables suivent
des lois normales idendépendantes et identiquement distribuées, on connaît une
formule qui donne les estimateurs à vraisemblance maximale pour la moyenne et
la variance de ceux-ci (voir Anderson [AND]) :
µ̂∗ = R =
1
n
n∑
i=1
Rti , (̂σ
2)∗ =
1
n
n∑
i=1
(Rti −R)
2
.
Cependant, il est un fait connu que l'estimateur précédent pour la variance des
log-rendements est un estimateur biaisé. Une correction sera eﬀectuée pour avoir
un estimateur sans-biais pour la variance. Cette correction est parfois nommée
correction de Bessel. Une référence pour ceci est Anderson [AND]. Voici les
estimateurs qui seront utilisés :
µ̂∗ = R =
1
n
n∑
i=1
Rti , (̂σ
2)∗ =
1
n− 1
n∑
i=1
(Rti −R)
2
.
Nous avons que :
µ̂∗ = (µˆ− σˆ
2
2
)h , (̂σ∗)2 = σˆ2h.
Quelques simples manipulations algébriques nous donnent
σˆ2 =
1
h(n− 1)
n−1∑
i=1
(Rti −R)
2
, µˆ =
R
h
+
σˆ2
2
. (2.1.5)
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Par le théorème 1.1.5, on sait que le Mouvement Brownien Géométrique est
un processus de Markov homogène. Donc, la fonction de logvraisemblance est de
la forme 1.1.6. On n'a qu'à remplacer 2.1.4 dans 1.1.6 et nous obtenons :
`(X1, · · · , Xn) =
n−1∑
i=0
ln
 1
Xi+1
√
2piσˆ2h
e−
(
lnXi+1−lnXi−(µˆ− σˆ
2
2 )h
)2
2σˆ2h
. (2.1.6)
Cette fonction de vraisemblance sera utilisée un peu plus tard lors de la com-
paraison des diﬀérents modèles à l'aide du critère de Schwarz.
2.1.2. Modèle de Merton
Une généralisation du Mouvement Brownien Géométrique qui a été proposée
par Merton [MER] produit des sauts au sein de ses trajectoires. Étant donné que
le Mouvement Brownien Géométrique produit des trajectoires continues presque
sûrement, et que cette caractéristique n'est pas nécessairement représentative des
trajectoires des prix de diﬀérents actifs observées sur les marchés boursiers, le
modèle proposé par Merton peut permettre de modéliser de façon plus exacte ces
dernières. Ce processus a été identiﬁé par Daskalakis [DA1] comme étant perfor-
mant pour modéliser le prix des certiﬁcats d'émission, donc il serait judicieux de
l'évaluer encore une fois dans ce mémoire.
Dans le modèle de Merton, le processus St prend la forme suivante :
St = S0 e
(µ−σ2
2
−λ(eµJ+0.5σ2J−1))t+σZt+
∑Nt
i=1 Yi . (2.1.7)
où µ, µJ , σ, σJ et λ sont des constantes, puis Zt est le Mouvement Brownien. On
pose des restrictions sur les valeurs possibles des paramètres : σ ≥ 0, σJ ≥ 0 et
λ ≥ 0.
Le processus
∑Nt
i=1 Yi est un processus de Poisson Composé (voir Déﬁnition
1.1.9) où le taux du processus de Poisson est λ. La suite {Yi}∞i=1 est déﬁnie comme
étant une suite de variables aléatoires normales indépendantes et identiquement
distribuées de moyenne µJ et d'écart-type σJ . Lorsque λ 6= 0, le processus de
Poisson Composé produit des sauts dans les trajectoires du processus St, ce qui
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crée des discontinuités dans celles-ci. Il est à noter que si l'on pose λ = 0, on récu-
père le modèle de Black-Scholes, c'est-à-dire que St est le Mouvement Brownien
Géométrique.
Soient T > t deux indices de temps. Nous pouvons donc écrire
ST = Ste
(
µ−σ2
2
−λ(eµJ+0.5σ2J−1)
)
(T−t)+σ(ZT−Zt)+
∑NT
i=Nt+1
Yi . (2.1.8)
Ceci nous permet donc de déduire la distribution conditionelle de ST par rap-
port à St. Remarquons tout d'abord que NT −Nt suit une loi de Poisson de para-
mètre λ(T−t). Remarquons aussi que Zt et les Yi ont tous une distribution normale
et sont indépendants. À cause de ceci, lorsque l'on conditionne ST par rapport à
St et à l'évènement {NT−Nt = m}, on remarque que ST | (St, {NT−Nt = m}) a
une distribution lognormale[µ∗, (σ∗)2] où
µ∗ = lnSt +
(
µ−σ
2
2
−λ(eµJ+0.5σ2J − 1)
)
(T − t) +µJm, (σ∗)2 = σ2(T − t) +σ2Jm,
c'est-à-dire,
fST |St,NT−Nt(x|St,m) =
1
x
√
2pi(σ∗)2
e
ln x−µ∗
2(σ∗)2 , x > 0. (2.1.9)
On peut donc en déduire la densité conditionelle de ST par rapport à St :
fST |St(x|St) =
∞∑
m=0
fST |St,NT−Nt(x|St,m) ∗ P(NT −Nt = m) (2.1.10)
=
∞∑
m=0
1
x
√
2pi(σ∗)2
e
ln x−µ∗
2(σ∗)2
e−λ(T−t)(λ(T−t))m
m!
. (2.1.11)
Aﬁn d'estimer les paramètre du processus de Merton et de calibrer le processus
aux séries chronologiques des prix des EUA et des CER, la méthodologie du
maximum de vraisemblance sera utilisée. Le processus de Merton est un processus
de Markov homogène, étant donné qu'il est de la forme
St = S0e
Lt
où Lt est un processus de Lévy. Ainsi, la fonction de log-vraisemblance est obtenue
en substituant 2.1.10 dans 1.1.6. Les estimateurs des paramètres seront donnés
par 1.1.2. Ici, Θ = (µ, σ, λ, µJ , σJ). À cause des restrictions sur les paramètres, le
domaine où les paramètres peuvent se situer est D = R×R+×R+×R×R+.
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La maximisation de la fonction de vraisemblance sera eﬀectuée numérique-
ment à l'aide de la routine nlm du logiciel R.
2.1.3. Processus d'Ornstein-Uhlenbeck
L'utilisation du processus d'Ornstein-Uhlenbeck en ﬁnance mathématique a
été popularisée par Vasicek [VAS] aﬁn de modéliser le comportement des taux
d'intérêt. Une propriété intéressante de ce modèle est celle du retour à la moyenne ;
la valeur de ce processus tend à osciller autour d'une certaine valeur (le paramètre
µ du modèle). Aﬁn d'évaluer si les prix des certiﬁcats devraient avoir une pro-
priété de retour à la moyenne, il serait intéressant d'évaluer la performance de ce
processus.
Le processus d'Ornstein-Uhlenbeck St est représenté par la solution unique de
l'équation diﬀérentielle stochastique
dSt = θ(µ− St)dt+ σdZt. (2.1.12)
où µ, θ et σ sont des constantes, Zt est le Mouvement Brownien et l'intégrale
stochastique considérée est celle prise au sens d'Itô. On pose les restrictions sui-
vantes sur les paramètres : θ > 0 et σ > 0. On voit ici la raison pour laquelle
le processus St a la propriété de retour à la moyenne ; la dérive du processus
est négative lorsque St > µ et positive quand St < µ, ce qui tend à ramener St
proche du paramètre µ. On appelle µ la moyenne à long terme. Le paramètre θ
caractérise la vitesse à laquelle St tend à retourner vers µ. On sait que cette EDS
possède une unique solution grâce au théorème 1.1.4, car les coeﬃcients de dérive
et de volatilité sont Lipschitziens. On peut se référer à Steele [STL] pour aﬃrmer
que la solution possède la représentation explicite suivante :
St = S0e
−θt + µ(1− e−θt) +
∫ t
0
σeθ(s−t)dZs. (2.1.13)
Par cette dernière expression et grâce à la propostion 1.1.1, on voit que la
distribution de St|S0 est une loi normale N [S0e−θt +µ(1− e−θt) ;
∫ t
0
σ2e2θ(s−t)ds].
De plus,
∫ t
0
σ2e2θ(s−t)ds = σ
2
2θ
(1 − e−2θt). Le processus d'Ornstein-Uhlenbeck est
un processus de Markov homogène à cause du théorème 1.1.5 ; les coeﬃcients
de dérive et de volatilité satisfont à la condition de régularité du théorème (ils
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sont Lipschitziens) et ne dépendent que de la valeur du processus St et non
directement du paramètre de temps t. On peut donc aﬃrmer que si T > t, ST |St
a une distribution normale
N [Ste
−θ(T−t) + µ(1− e−θ(T−t)) ; σ
2
2θ
(1− e−2θ(T−t))]. (2.1.14)
À cause de cette dernière propriété, on voit que le processus d'Ornstein-
Uhlenbeck peut produire des valeurs négatives pour St, étant donné que la dis-
tribution conditionelle ST |St est normale ; une loi normale produit des valeurs
négatives et positives. Ceci n'est pas une propriété voulue pour modéliser le prix
d'actifs tels que les EUA et les CER.
On déduit directement de 2.1.14 que la densité conditionnelle de ST |St est donnée
par la formule suivante :
fST |St(x|St) =
1√
2pi(σ∗)2
e
−(x−µ∗)2
2(σ∗)2 , (2.1.15)
où µ∗ = Ste−θ(T−t) + µ(1− e−θ(T−t)) et (σ∗)2 = σ22θ (1− e−2θ(T−t)).
Étant donné que le processus d'Ornstein-Uhlenbeck est un processus de Mar-
kov homogène, la fonction de log-vraisemblance peut être obtenue en substituant
2.1.15 dans 1.1.6.
Il existe une formule fermée pour les estimateurs à vraisemblance maximale
des paramètres d'un processus d'Ornstein-Uhlenbeck ; si (Y0, Yh, Y2h, · · · , Ymh) est
une réalisation d'un processus d'Ornstein-Uhlenbeck de paramètres [θY ;µY ;σY ],
alors soient les quantités suivantes :
Mx =
m∑
i=1
Si−1 , My =
m∑
i=1
Si , Mxy =
m∑
i=1
Si−1Si
Mxx =
m∑
i=1
S2i−1 , Myy =
m∑
i=1
S2i .
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Alors les estimateurs des paramètres sont donnés par les formules suivantes (voir
[VAN]) :
µˆY =
MyMxx −MxMxy
m(Mxx −Mxy)− (S2x − SxSy)
(2.1.16)
θˆY = −1
h
ln
(
Mxy − µˆMx − µˆMy +mµˆ2
Mxx − 2µˆMx +mµˆ2
)
(2.1.17)
α = e−θˆh (2.1.18)
σˆY =
2θˆ (Myy−2αMxy+α2Mxx−2µ(1−α)(My−αMx)+mµˆ2(1−α)2)
m(1− e−2α) .(2.1.19)
2.1.4. Processus d'Ornstein-Uhlenbeck exponentiel
Le processus d'Ornstein-Uhlenbeck décrit à la section précédente a l'incon-
vénient de pouvoir produire des valeurs négatives pour St. Aﬁn de pallier à cet
inconvénient, il est possible de modiﬁer légèrement le modèle ; nous allons sup-
poser que lnSt suit un processus d'Ornstein-Uhlenbeck. Nous utiliserons le nom
Processus d'Ornstein-Uhlenbeck exponentiel pour se référer à ce modèle :
d lnSt = θ(µ− lnSt)dt+ σdZt. (2.1.20)
Comme la distribution de lnSt nous est donnée par 2.1.15, il suﬃt d'appliquer la
transformation exponentielle T (x) := ex à lnSt pour déduire directement la loi
conditionnelle de ST |St = T (lnST )|T (lnSt) : celle-ci est une distribution lognor-
male de paramètres [(lnSt)e−θ(T−t) + µ(1− e−θ(T−t)) ; σ22θ (1− e−2θ(T−t))]. On peut
résumer ceci à l'aide de la proposition suivante :
Proposition 2.1.1. Si St est le processus d'Ornstein-Uhlenbeck exponentiel décrit
par 2.1.20, alors la densité conditionnelle de ST |St est donnée par :
fST |St(x|St) = 1x√2pi(σ∗)2 e
−(ln x−µ∗)2
2(σ∗)2 ,
où µ∗ = (lnSt)e−θ(T−t) + µ(1− e−θ(T−t)) et (σ∗)2 = σ22θ (1− e−2θ(T−t)).
Étant donné que le processus d'Ornstein-Uhlenbeck est un processus de Mar-
kov homogène, le processus d'Ornstein-Uhlenbeck exponentiel l'est aussi. La fonc-
tion de log-vraisemblance peut donc être obtenue en substituant 2.1.1 dans 1.1.6.
On sait que le processus lnSt suit un processus d'Ornstein-Uhlenbeck de pa-
ramètres [θ;µ;σ]. On peut donc utiliser les estimateurs à vraisemblance maximale
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d'un processus d'Ornstein-Uhlenbeck régulier décrits à la section précédente sur
la série {eXti} pour estimer les paramêtres θ, µ et σ.
2.1.5. Processus à Racine Carrée
L'utilisation de ce modèle en ﬁnance mathématique a été popularisée par
Cox, Ingersoll et Ross [CIR] aﬁn de modéliser les taux d'intérêt. Contrairement
au processus d'Ornstein-Uhlenbeck, ce processus ne produit que des valeurs non-
négatives. Ceci est donc un atout positif pour la modélisation des certiﬁcats. De
plus, ce modèle a aussi une propriété de retour à la moyenne, ce qui en fait un
autre candidat potentiel pour tester la présence de cette propriété pour le prix
des certiﬁcats.
Le processus à Racine Carrée est représenté par l'unique (Dufresne, [DUF])
solution de l'équation diﬀérentielle stochastique d'Itô
dSt = κ(θ − St)dt+ σ
√
StdZt, (2.1.21)
où κ, θ et σ sont des constantes et Zt est le Mouvement Brownien. On pose les
restrictions suivantes sur les paramètres : θ > 0, κ > 0 et σ > 0.
L'EDS (2.1.21) ressemble à celle du processus d'Ornstein-Uhlenbeck. Le pro-
cessus à Racine Carrée a aussi la propriété de retour à la moyenne (vers θ). Ce-
pendant, dans le cas du processus à Racine Carrée, la volatilité est proportionelle
à
√
St. Contrairement au processus d'Ornstein-Uhlenbeck, le processus à Racine
Carrée ne produit pas de valeurs négatives pour St. La densité condtionelle fST |St
est donnée dans Cox et al. [CIR] :
fST |St(x|St) = Ce−u−v
(v
u
) q
2
Iq
(
2(uv)
1
2
)
, (2.1.22)
où
C =
2κ
σ2(1− e−κ(T−t)) , u = CSte
−κ(T−t)
v = Cx , q =
2κθ
σ2
− 1.
Iq est la fonction de Bessel modiﬁée de type 1 avec ordre q donnée par
Iα(z) =
(z
2
)α ∞∑
j=0
(z2/4)j
j! Γ(α + j + 1)
.
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Cette densité conditionelle est la densité d'une variable aléatoire chi-carré non-
centrée χ2[2Cx; 2q + 2; 2u] où 2q + 2 est le nombre de degrés de liberté, 2u est le
paramètre de non-centralité et 2Cx est le point où la densité est évaluée.
L'estimation des paramètres du processus à Racine Carrée sera eﬀectuée à
l'aide du maximum de vraisemblance. Le processus à Racine Carrée est un pro-
cessus de Markov homogène ; voir la remarque après le théorème 1.1.5. La fonction
de log-vraisemblance peut être obtenue en substituant 2.1.22 dans 1.1.6. Les es-
timateurs à vraisemblance maximale des paramètres seront donnés par 1.1.2. Ici,
Θ = (κ, θ, σ). Le domaine des paramètres est D = (0,∞)×(0,∞)×(0,∞). La
maximisation de la fonction de vraisemblance sera eﬀectuée numériquement à
l'aide de la routine nlm du logiciel R.
Il est cependant utile de prendre en considération une caractéristique parti-
culière du modèle à Racine Carrée ; Guo [GUO] a montré que pour un marché
contenant un actif sans-risque et un actif suivant le processus à Racine Carrée, il
n'existe pas de mesure martingale équivalente, sauf si κθ = 0, ce qui est un cas
peu intéressant. Ce résultat indique que ce modèle peut être considéré inadéquat
pour eﬀectuer la tariﬁcation de produits dérivés, étant donné que la formule 1.2.1
provenant de la théorie de tariﬁcation sans arbitrage ne pourra pas être utilisée
pour eﬀectuer la tariﬁcation.
2.1.6. Processus Normale Inverse Gausienne exponentiel
Lorsque l'on utilise le Mouvement Brownien Géométrique aﬁn de modéli-
ser le comportement d'un actif ﬁnancier, on eﬀectue la supposition que les log-
rendements de cet actif ont une distribution normale. Or, un problème soulevé
par la littérature scientiﬁque est que dans le monde réel, on peut observer dans la
distribution empirique des log-rendements de l'asymétrie, ou encore un aplatisse-
ment (kurtosis) supérieur à celui de la loi normale (voir Eberlein [EB2]). Aﬁn de
prendre en compte ces observations, certains ont proposé d'utiliser la famille des
processus hyperboliques généralisés pour modéliser le comportement des actifs ﬁ-
nanciers : voir Eberlein et Keller [EB1] et Eberlein [EB2]. Le processus de Lévy
Normale Inverse Gausienne (NIG) fait partie de cette famille. Les trajectoires
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d'un processus Normale Inverse Gausienne exponentiel sont composées d'un très
grand nombre de petits sauts. Étant donné que Daskalakis [DA1] a identiﬁé les
processus à sauts comme étant de bons candidats pour modéliser le prix des cer-
tiﬁcats d'émission, le processus Normale Inverse Gausienne exponentiel pourrait
se révéler eﬃcace pour accomplir cet objectif.
Tout d'abord, introduisons la distribution Normale Inverse Gausienne (NIG).
On dit qu'une variable aléatoire X a une distribution NIG si sa densité est de la
forme
fX(x; α, β, δ, µ) =
αδeδγ
pi
K1
(
α
√
δ2 + (x− µ)2
)
√
δ2 + (x− µ)2 e
β(x−µ) , x ∈ R , (2.1.23)
où γ2 = α2 − β2 et Kλ est la fonction de Bessel modiﬁée de type 3 avec ordre λ
donnée par
Kλ(x) =
∫ ∞
0
uλ−1e−
1
2
x(u−1+u)du , x > 0 .
Les paramètres doivent faire partie du domaine D déﬁni de la façon suivante :
δ > 0 , α ≥ 0 , α2 > β2 et µ ∈ R. Cette distribution a originellement été proposée
par Barndorﬀ-Nielsen [BN1].
La transformée de Laplace de cette distribution est donnée par
L(z) = e−µz+δ(γ−γz) , |β − z| < α, (2.1.24)
où γ2 = α2 − β2 et γ2z = α2 − (β − z)2.
Cette transformée de Laplace nous permet de déduire certaines propriétés in-
téressantes de la distribution NIG. Une première est que si Y1 et Y2 sont deux va-
riables aléatoires indépendantes respectivement de distributions NIG[α, β, δ1, µ1]
et NIG[α, β, δ2, µ2], alors Y1 +Y2 a une distribution NIG[α, β, δ1 + δ2, µ1 +µ2]. De
plus, si Y a une distribution NIG[α, β, δ, µ] et si a > 0 et b ∈ R, alors aY + b a
une distribution NIG[α/a, β/a, aδ, aµ+ b].
Il a été démontré par Barndorﬀ-Nielsen et Halgreen [BN2] que la distribution
NIG est inﬁniment divisible. À cause de cette propriété, les théorèmes 1.1.1 et
1.1.2 nous apprennent qu'il est possible de construire un processus de Lévy dont
tous les acroissement ont une distribution NIG. Soit Lt un processus de Lévy où
n'importe quel accroissement de longueur h a une distriubtion NIG[α, β, δh, µh].
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Le processus NIG exponentiel St est de la forme
St = S0e
Lt . (2.1.25)
Pour obtenir la densité conditionelle fST |St du processus, on remarque qu'on
peut écrire
ST = e
lnSt+LT−Lt , (2.1.26)
où LT−Lt et St sont indépendants. De plus, LT−Lt a une distribution NIG[α, β, δ(T−
t), µ(T−t)] et donc lnST |St a une distribution NIG[α, β, δ(T−t), µ(T−t) + lnSt].
On peut donc déduire de ceci et de 2.1.23 que
fST |St(x|St) =
αδ∗eδ
∗γ
pix
K1
(
α
√
δ∗2 + (lnx− µ∗)2
)
√
δ∗2 + (lnx− µ∗)2
eβ(lnx−µ
∗) , x > 0 (2.1.27)
avec δ∗ = δ(T−t), µ∗ = µ(T−t) + lnSt et γ2 = α2 − β2.
Décrivons maintenant l'estimation des paramètres du processus NIG expo-
nentiel. À cause de 2.1.25, le processus NIG exponentiel St est un processus de
Markov homogène. Sa fonction de log-vraisemblance est donc obtenue en substi-
tuant 2.1.27 dans 1.1.6.
Aﬁn de calibrer le processus St aux données disponibles, il convient tout
d'abord de remarquer que les log-rendements Rt = ln(
St+h
St
) pour des intervalles
de temps de longueur h dont les intérieurs sont disjoints sont des variables aléa-
toires indépendantes et identiquement distribuées (i.i.d.). Leur distribution est
une NIG[α, β, δh, µh]. La calibration du processus sera donc eﬀectuée en maxi-
misant la fonction de vraisemblance (densité conjointe) des log-rendements ; la
Proposition 1.1.2 nous garantit qu'il est possible de procéder ainsi pour maximi-
ser la log-vraisemblance du processus {St, t ≥ 0}. Un algorithme développé par
Karlis [KAR] sera utilisé à cette ﬁn.
Selon Karlis [KAR] la complexité de la fonction de vraisemblance de la
distribution NIG rend diﬃcle la maximisation directe de la fonction de log-
vraisemblance à l'aide des méthodes d'optimisation numérique traditionnelles.
Ainsi, dans son article, un algorithme du type EM est proposé aﬁn d'eﬀectuer
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la maximisation de la fonction de log-vraisemblance. Selon cet auteur, cet algo-
rithme permet de surpasser certaines diﬃcultés reliées à l'optimisation exécutée
à l'aide des méthodes traditionnelles. L'explication du fonctionnement des algo-
rithmes de type EM est donnée dans Dempster [DEM]. De tels algorithmes ont
été désignés aﬁn d'estimer les paramètres de mixtures, et la distribution NIG est
une mixture d'une distribution Normale et d'une distribution Inverse Gausienne
(voir Karlis [KAR]).
L'algorithme de Karlis est du type itératif. Voici comment il fonctionne. Soit
(Y1, · · · , Ym) une suite de variables aléatoires i.i.d. de distribution NIG[α, β, δ, µ].
La première étape est de calculer les estimateurs des moments pour chacun des
paramètres. Ces estimateurs sont ceux qui font concorder les quatre premiers pre-
miers moments centrés de la distribution NIG aux quatre moments échantillonaux
centrés. Considérons les quantités suivantes :
Y = m−1
m∑
i=1
Yi , s
2 =
1
m− 1
m∑
i=1
(Yi − Y )2
µk = m
−1
m∑
i=1
(Yi − Y )k , k = 2, 3, 4
γ1 = µ3/µ
3/2
2 , γ2 = µ4/µ
2
2 − 3.
Alors, les estimateurs de moments (voir Karlis [KAR]) sont données par
γˆM =
3
s
√
3γ2 − 5γ21
, βˆM =
γ1 s γˆ
2
M
3
, αˆM =
√
γˆ2M + βˆ
2
M , (2.1.28)
δˆM =
s2γˆ3M
βˆ2M + γˆ
2
M
, µˆM = Y − βˆM δˆM
γˆM
. (2.1.29)
Il est à noter que lorsque 3γ2 < 5γ
2
1 , les estimateurs des moments n'existent pas.
Heureusement, cette situation ne s'est jamais produite dans cette présente étude.
Ces estimateurs serviront comme itération initiale pour l'algorithme de Karlis :
(αˆ(0), βˆ(0), δˆ(0), γˆ(0), µˆ(0)) := (αˆM , βˆM , δˆM , γˆM , µˆM). (2.1.30)
Lorsqu'on connaît la valeur de l'itération k, l'itération k+1 est calculée ainsi :
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φ(k)(x) = 1 +
(
(x− µ(k))/δ(k))2 (2.1.31)
si =
δ(k)
(
φ(k)(Yi)
)1/2
α(k)
K0
(
δ(k)
(
φ(k)(Yi)
)1/2)
K1
(
δ(k) (φ(k)(Yi))
1/2
) (2.1.32)
wi =
α(k)
δ(k) (φ(k)(Yi))
1/2
K−2
(
δ(k)
(
φ(k)(Yi)
)1/2)
K−1
(
δ(k) (φ(k)(Yi))
1/2
) (2.1.33)
Mˆ = m−1
m∑
i=1
si (2.1.34)
Λˆ = m
(
m∑
i=1
(wi − Mˆ−1)
)−1
(2.1.35)
δ(k+1) = Λˆ1/2 (2.1.36)
γ(k+1) = δ(k+1)/Mˆ (2.1.37)
β(k+1) =
∑m
i=1 Yiwi − Y
∑m
i=1wi
m− Mˆ(∑mi=1 wi) (2.1.38)
µ(k+1) = Y − β(k+1)Mˆ (2.1.39)
α(k+1) =
(
(γ(k+1))2 + β(k+1))2
)1/2
, (2.1.40)
où Ka est la fonction de Bessel modiﬁée du troisième type d'ordre a. Le critère
utilisé pour déterminer à quel moment le processus d'itération doit s'arrêter sera
de la forme suivante : on arrête le processus lorsque
‖(αˆ(k+1) − αˆ(k), βˆ(k+1) − βˆ(k), δˆ(k+1) − δˆ(k), µˆ(k+1) − µˆ(k))‖ < Tol.
où Tol est une constante déterminée à l'avance (0,0005 dans notre cas). L'EVM
des paramètres sera donc la dernière itération calculée.
Selon Karlis [KAR], l'algorithme de Karlis converge certainement vers un
maximum local. De plus, encore selon Karlis [KAR], si les paramètres posés
comme itération initiale sont dans D (leur domaine admissible), alors la valeur
ﬁnale donnée par l'algorithme sera aussi dans D. Cependant, étant donné que la
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convergence se fait vers un maximum local, il peut être recommandé de partir
l'algorithme avec diﬀérentes itérations initiales pour atteindre le maximum global.
2.1.7. Processus Autorégressif d'ordre 1 : AR(1)
Le processus AR(1) est, contrairement aux modèles présentés précédemment,
un processus stochastique à temps discret. Il est un cas particulier des processus
ARIMA(p,d,q) qui est une large famille de processus stochastiques utilisés aﬁn
de modéliser des séries chronologiques. On peut se référer à Schumway et Stoﬀer
[SHU] pour une discussion élaborée sur ces processus. Les processus ARIMA ont
été popularisés par Box et Jenkins [BOX] pour l'analyse de séries chronologiques
de diﬀérents types. Ceux-ci ont par la suite été largement utilisés en économétrie
pour la modélisation de diﬀérentes séries chronologiques macroéconomiques. Dé-
pendamment de la valeur du paramètre α1 qui sera déﬁni plus loin, le processus
AR(1) peut soit être stationnaire et avoir une propriété de retour à la moyenne,
ou encore être non-stationnaire et ne pas avoir cette propriété de retour à la
moyenne. Ce processus sera donc utile pour tester la stationnarité et le retour à
la moyenne du prix des certiﬁcats.
Le modèle AR(1) a la forme suivante :
St − α0 = α1(St−1 − α0) + t. (2.1.41)
Ici, α0 et α1 sont des constantes, {St} représente le prix du certiﬁcat d'émission
à chaque jour (où l'indice t s'évalue en jours), {t} est une suite de variables aléa-
toires non-corrélées d'espérance nulle de variance constante σ2. Dans la présente
étude, il sera supposé que les t sont une suite de variables aléatoires indépen-
dantes de loi normale N [0, σ2]. Il est nécessaire de supposer une distribution pour
les t si l'on veut calculer une fonction de vraisemblance. L'idée de ce modèle
est de supposer que le prix d'un actif au jour t est une fonction du prix du jour
précédent et d'une modiﬁcation stochastique qui est représentée par t. Le livre
de Schumway et Stoﬀer [SHU] nous apprend que dans le cas où α1 6= 1, le
processus St a une représentation stationnaire. De plus, si |α1| < 1, alors cette
représentation stationnaire est causale.
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Un cas particulier du AR(1) se produit lorsque α1 = 1. Dans ce cas, le modèle
se réduit à
St = St−1 + t. (2.1.42)
Dans ce cas, le processus St n'est pas stationnaire. Ce modèle est nommé ARIMA(0,1,0).
Décrivons maintenant la démarche d'estimation des paramètres du modèle
AR(1). On sait, grâce à la distribution des t, que la distribution de St|St−1
est une loi normale N [α0 + α1(St−1 − α0), σ2]. On peut donc écrire la densité
conditionelle de cette distribution :
fSt+1|St(x|St) =
1√
2piσ2
exp
[
−(x− α0 − α1(St−1 − α0))
2
2σ2
]
, (2.1.43)
où t se calcule en jours. Un processus AR(1) de ce type est une chaîne de Markov
homogène, et donc un processus Markov homogène. La déﬁnition d'un processus
de Markov homogène à temps discret est tout à fait analogue à celle d'un processus
de Markov homogène à temps continu. On peut donc écrire la fonction de log-
vraisemblance de la manière suivante :
`(Xt1 , · · · , Xtn ,Θ) =
n−1∑
i=0
ln fSi+1|Si(Xti+1|Xti) , S0 = X0. (2.1.44)
L'estimation des paramètres se fait à l'aide de la méthodologie du maximum
de vraisemblance. Les estimateurs à vraisemblance maximale sont donnés dans
Shumway et Stoﬀer [SHU] :
x(1) = n
−1
n−1∑
j=0
Xtj , x(2) = n
−1
n∑
j=1
Xtj , (2.1.45)
αˆ1 =
∑n
j=1(Xtj − x(2))(Xtj−1 − x(1))∑n
j=1(Xtj−1 − x(1))2
, (2.1.46)
αˆ0 =
x(2) − αˆ1x(1)
1− αˆ1 , (2.1.47)
σˆ2 = n−1
n∑
j=1
[Xtj − αˆ0(1− αˆ1)− αˆ1Xtj−1 ]2. (2.1.48)
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2.2. Sélection de modèle
Une fois que tous les modèles qui représentent les prix des EUA et des CER
sont calibrés, il faut maintenant les comparer entre eux aﬁn de déterminer lequel
est le plus performant. Plusieurs méthodes peuvent être employées à cette étape
pour eﬀectuer le choix des meilleurs modèles. Certaines méthodologies sont plutôt
subjectives et font appel au jugement, mais il existe certains critères qui ont été
développés aﬁn de rendre ce choix plus objectif.
Deux objectifs que nous considérons ici aﬁn de décider quels modèles sont
les meilleurs sont la précision (ou l'exactitude) du modèle, et la parcimonie de
celui-ci. La précision du modèle signiﬁe que celui-ci produit des résultats qui sont
similaires et proches de ceux qui sont observés empiriquement. La parcimonie d'un
modèle signiﬁe qu'il n'est pas trop compliqué sans raison ; par exemple, un modèle
qui contient un très grand nombre de paramètres est jugé peu parcimonieux.
Une approche possible pour comparer les modèles est de comparer la fonction
de log-vraisemblance pour chacun de ceux-ci (où les paramètres utilisés dans
celles-ci sont ceux estimés précédemment). Plus un modèle a une fonction de log-
vraisemblance élevée, plus celui-ci s'ajuste précisément aux données, et donc plus
on pourrait le considérer adéquat. Cependant, un problème avec cette approche
est discuté dans Klugman [KLU] : il n'y a aucun incitatif à la parcimonie dans
l'utilisation de ce critère. Un modèle plus général sera toujours considéré plus
précis qu'un cas particulier du modèle général selon ce critère.
Un critère a été développé par Schwarz [SCW] aﬁn de remédier à ce problème
et de tenir compte des deux objectifs : la précision et la parcimonie. Ce critère
porte le nom de Bayesian Information Criterion. Lors de l'utilisation de celui-ci,
une cote est attribuée à chacun des modèles. Plus le modèle a une cote basse,
plus celui-ci est jugé adéquat. La cote du critère de Schwarz prend la forme
suivante : BIC = −2` + k log n, où k est le nombre de paramètres du modèle,
n est le nombre de données utilisées pour calibrer le modèle et ` est la fonction
de log-vraisemblance calculée précédemment, où les paramètres utilisés sont les
estimateurs à vraisemblance maximale calculés précédemment. On remarque que
plus il y a de paramètres dans le modèle, plus la cote BIC est haute, ce qui signiﬁe
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que les modèles peu parcimonieux seront pénalisés par rapport aux modèles avec
moins de paramètres.
Il faut cependant rester vigilant par rapport à l'utilisation de ce critère. Un
modèle peut mieux s'ajuster aux données de marché qu'un autre, sans toute-
fois que celui-ci capture des propriétés instrisèques au marché supplémentaires ;
certains modèles sont simplement plus ﬂexibles. Alors, si l'on voulait considé-
rer un modèle qui est plus eﬃcace pour eﬀectuer des prédictions, le critère de
Schwartz n'est pas nécessairement le meilleur critère. Cependant, dans le cadre
de ce mémoire, on utilisera celui-ci ; nous nous limiterons à évaluer la précision
et la parcimonie des modèles.
2.3. Résultats
Il y a en tout quatre séries chronologiques qui ont été analysées. La première
représente les prix des EUA sur Bluenext du 26-02-2008 au 26-02-2010, soit la to-
talité des prix quotidiens des EUA de la deuxième phase. La deuxième représente
la totalité de prix quotidiens sur Bluenext des CER pendant la deuxième phase,
soit du 12-08-2008 au 26-02-2010. Or, les prix des EUA et des CER ont connu une
sévère baisse dans la période précédent le 19-05-2009, et ceci est probablement dû
à la lourde récession et à la crise économique qui ont sévi à travers le monde du-
rant cette période. Les deux dernières séries étudiées sont donc les prix des EUA
et CER sur Bluenext de la période allant du 19-05-2009 au 26-02-2010, car les
prix des certiﬁcats d'émission ont possiblement eu un comportement inhabituel
et non-représentatif de l'avenir avant le 19-05-2009. Le graphique de ces quatre
séries chronologiques est donné par la ﬁgure 2.1.
Voici maintenant les résultats des calibrations des diﬀérents modèles aux séries
chronologiques des EUA et des CER. Les ﬁgures 2.2 et 2.3 contiennent toutes les
valeurs des paramètres estimés pour chacun des modèles. On rappelle que les esti-
mations des paramètres ont été faites pour tous les modèles en suivant la métho-
dologie de vraisemblance maximale décrite par l'équation 1.1.2. La seule exception
pour ceci a été faite pour le Mouvement Brownien Géométrique où l'on a utilisé
un autre estimateur pour la volatilité aﬁn d'obtenir un estimateur non-biaisé. La
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Figure 2.1. Graphiques des prix des EUA et des CER
maximisation de log-vraisemblance a été eﬀectuée numériquement à l'aide des rou-
tines nlm ou optim du logiciel R, sauf pour les processus d'Ornstein-Uhlenbeck,
d'Ornstein-Uhlenbeck exponentiel et AR(1) où des formules analytiques connues
pour les estimateurs à vraisemblance maximale ont été utilisées.
Eﬀectuons un survol des résultats des ﬁgures 2.2 et 2.3 qui donnent les para-
mètres estimés de chacune des distributions. Seulement les résultats de la colonne
de droite où les données pendant la crise ﬁnancière de 2008-2009 ont été retirées
sera commentée, par souci de concision.
Pour le Mouvement Brownien Géométrique, le paramètre de dérive µ vaut
respectivement -0,0771 pour les EUA et 0,0231 pour les CER. Cependant, la
période sur laquelle les données sont prises est probablement trop courte pour
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Figure 2.2. Paramètres calibrés pour les séries des EUA
inférer une tendance générale à long terme des prix des certiﬁcats à la hausse ou
à la baisse. Le paramètre de volatilité est comparable dans les deux cas (proche
de 0,3).
Pour le Modèle de Merton, on découvre que pour les EUA, les paramètres
µJ et σJ sont pratiquement nuls. Ceci implique que le Modèle de Merton est
dans ce cas presque identique au Mouvement Brownien Géométrique ; il n'amène
donc aucune amélioration. Pour le cas des CER, le processus calibré produit
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Figure 2.3. Paramètres calibrés pour les séries des CER
un très grand nombre de sauts (λ = 419, 06) qui sont de magnitude très petite
(µJ = −0, 0019 et σJ = 0, 0129).
Pour le Modèle de NIG, il est un peu plus diﬃcile d'interpréter les paramètres.
Cependant, on remarque que le paramètre β est négatif pour les EUA (β =
−97, 2481) et les CER (β = −14, 8477). Ceci signiﬁe qu'on observe une asymétrie
à gauche dans la distribution empirique des log-rendements.
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Pour le Modèle d'Ornstein-Uhlenbeck, le paramètre θ resprésente la vitesse à
laquelle s'eﬀectue le retour à la moyenne, et le paramètre σ représente la volatilité
des prix. Cependant, il est diﬃcile d'interpréter intuitivement la valeur de ces
deux paramètres estimés. Le paramètre µ nous indique la moyenne à long terme
autour de laquelle s'eﬀectue le retour à la moyenne. Cette valeur est 13,5797 pour
les EUA et 12,3646 pour les CER. Donc, selon un tel modèle, le prix oscillerait
dans le temps autour de 13 Euros.
Pour le Modèle d'Ornstein-Uhlenbeck exponentiel, on remarque que la vola-
tilité σ est proche de 0,3 pour les EUA et les CER, ce qui se compare avec les
paramètres du Mouvement Brownien Géométrique. La moyenne à long terme pour
ce processus est eµ, qui vaut respectivement 13,5583 pour les EUA et 12,3407 pour
les CER, ce qui est proche de la moyenne à long terme du processus d'Ornstein-
Uhlenbeck.
Pour le processus à Racine Carrée, il est ardu de donner une interprétation
concrète aux valeurs des paramètres κ et σ, même si on sait que κ régit la vitesse
à laquelle s'eﬀectue le retour à la moyenne et σ contrôle la volatilité du processus.
Le paramètre θ est ici la moyenne à long terme du processus autour duquel le
processus oscille. Celui-ci vaut 13,5818 dans le cas des EUA et 12,3648 dans le
cas des CER, ce qui est pratiquement identique aux valeurs du paramètre µ du
processus d'Orsntein-Uhlenbeck.
Pour le processus AR(1), le paramètre σ représente l'écart-type du prix quo-
tidien des certiﬁcats (conditionnel au prix de la dernière journée). Celui-ci est
0.2864 pour les EUA et 0,2412 pour les CER. Le paramètre α1 représente la
vitesse de retour à la moyenne, mais il est diﬃcle d'interpréter la valeur de ce pa-
ramètre. Finalement, le paramètre α0 est la moyenne à long terme du processus.
Elle vaut 13,6659 pour les EUA et 12,3106 pour les CER, ce qui est très proche
des moyennes à long terme déterminées par les autres processus.
Aﬁn de pouvoir comparer visuellement le comportement des processus sto-
chastiques utilisés pour la modélisation des certiﬁcats avec les prix empiriques
des certiﬁcats, une trajectoire a été simulée pour chacun des modèles. Les pa-
ramètres utilisés lors de la simulation étaient les estimateurs à vraisemblance
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maximale pour les EUA des données d'après la crise ﬁnancière (deuxième co-
lonne de la ﬁgure 2.2). Plusieurs de ces processus sont aisément simulables de
façon exacte. Cependant, il est à noter que la méthode de Milstein, décrite dans
Higham [HIG], a été utilisée pour simuler le processus à Racine Carrée. De plus,
aﬁn d'obtenir des variables aléatoires de la distribution NIG, la méthode tradi-
tionnelle d'inversion décrite dans Klugman [KLU] a été utilisée ; si U suit une
loi uniforme [0,1] et FNIG est la fonction de répartition d'une variable aléatoire
NIG, alors F−1(U) a la distribution donnée par FNIG.
Figure 2.4. Simulation d'une trajectoire pour chacun des proces-
sus des certiﬁcats
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Figure 2.5. Simulation d'une trajectoire pour chacun des proces-
sus des certiﬁcats
On voit les trajectoires simulées dans les ﬁgures 2.4 et 2.5. Les prix des certiﬁ-
cats d'après la crise (colonne droite de la ﬁgure 2.1) ressemblent plutôt à ceux des
processus possédant un retour à la moyenne, soit Ornstein-Uhlenbeck, Ornstein-
Uhlenbeck logarithmique, Racine Carrée et AR(1), ce qui donne un indice qui
pourrait indiquer que ces processus risquent d'être plus adaptés à la situation des
certiﬁcats d'émission.
Par la suite, la performance de chacun des modèles est maintenant présentée
dans les ﬁgures 2.6 et 2.7. Celles-ci illustrent le nombre de paramètres, la fonction
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de log-vraisemblance et la cote de Schwarz (BIC) pour chacun des modèles et pour
chacunes des quatre séries chronologiques. Ces résultats seront discutés dans les
prochains paragraphes.
Figure 2.6. Résultats de la calibration pour les séries des EUA
Les autocorrélations partielles (PACF) des séries chronologiques des prix des
certiﬁcats peuvent être de bons indices pour aider à déterminer si le processus
autorégressif d'ordre 1 est un choix approprié. Celles-ci sont données dans la
ﬁgure 2.8. On remarque que pour les quatre séries, la première autocorrélation
est hautement signiﬁcative, et la grande majorité des autres autocorrélations ne
le sont pas. Ceci est typique d'une série AR(1) stationnaire. À priori, le modèle
AR(1) semble donc raisonnable.
Aﬁn de déterminer quel modèle est le meilleur entre le AR(1) général et le
ARIMA(0,1,0), on peut eﬀectuer un test statistique pour déterminer si le coef-
ﬁcient α1 = 1. Les intervalles de conﬁance gaussiens d'un niveau de conﬁance
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Figure 2.7. Résultats de la calibration pour les séries des CER
de 5% pour α1 sont donnés par la ﬁgure 2.9. On remarque que la valeur 1 est
comprise dans les intervalles de conﬁance des deux séries qui contiennent les prix
des certiﬁcats avant le 19-05-2009. Donc, pour ces deux séries chronologiques,
on préférera le ARIMA(0,1,0) au AR(1). Cependant, pour les deux séries qui ne
contiennent que les données après le 19-05-2009, on voit que la valeur 1 n'est pas
comprise dans les intervalles de conﬁance, et donc on préférera dans ce cas le
processus AR(1) général. Ces résultats sont peu suprenants, étant donné que la
baisse des prix des certiﬁcats avant le 19-05-2009 donne l'impression que la série
des prix provient d'un processus non-stationnaire.
Si on regarde les ﬁgures 2.6 et 2.7, on remarque que les trois processus qui
performent le mieux selon le critère de Schwarz (sauf peut-être pour la série des
CER qui commence le 12-08-2008) sont le processus d'Ornstein-Uhlenbeck, le pro-
cessus à Racine Carrée et le processus AR(1) (où le ARIMA(0,1,0) est considéré
comme un cas particulier de celui-ci). Ces trois processus, si l'on exclut le cas
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Figure 2.8. Autocorrélations partielles des prix des certiﬁcats
Figure 2.9. Intervalles de conﬁance pour le coeﬃcient autorégressif
du ARIMA(0,1,0), ont une propriété de retour à la moyenne, en plus d'avoir des
log-rendements qui ne sont pas indépendants. De plus, si on se restreint aux sé-
ries qui commencent après la crise (après le 19-05-2009), on voit que les processus
les plus performants sont le AR(1) général et le processus d'Ornstein-Uhlenbeck.
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Le test statistique qui a été eﬀectué sur le coeﬃcient α1 indique la présence
d'une propriété de retour à la moyenne, qui est aussi présente dans le processus
d'Ornstein-Uhlenbeck. Il serait judicieux de s'interroger s'il est sensé que le pro-
cessus choisi pour représenter le prix des certiﬁcat ait une telle propriété, et si on
pouvait donner une interprétation ﬁnancière à ce phénomène.
Étant donné que le Mouvement Brownien Géométrique, le processus de Mer-
ton et le processus NIG exponentiel sont des processus de Lévy exponentiels
de la forme 2.1.25, ils produisent des log-rendements indépendants et identique-
ment distribués (pour des périodes de temps disjointes de même longueur). On
peut alors comparer la distribution empirique de ceux-ci ainsi que leur distribu-
tion théorique estimée par la méthodologie du maximum de vraisemblance. De
plus, on peut observer les autocorrélations empriques des log-rendements aﬁn de
déterminer si l'hypothèse de log-rendements indépendants est plausible ; si ceux-
ci sont corrélés, alors ils ne seront certainement pas indépendants. Les ﬁgures
2.10, 2.11, 2.12 et 2.13 montrent les distributions empiriques et théoriques des
log-rendements en plus des autocorrélations de ceux-ci pour chacune des quatre
séries chronologiques.
Aﬁn de mieux observer et comparer les ailes des distributions empiriques et
théoriques pour le Mouvement Brownien Géométrique, le processus de Merton
et le processus NIG exponentiel, le logarithme des densités est montré dans les
ﬁgures 2.14, 2.15, 2.16 et 2.17.
Dans le graphique des autocorrélations des log-rendements (ﬁgures 2.10, 2.11,
2.12 et 2.13), la barre pointillée horizontale resprésente le seuil signiﬁcatif pour
les autocorrélations. On remarque que pour les séries qui contiennent des données
pendant la crise (avant le 19-05-2009), plusieurs autocorrélations sont signiﬁca-
tives, et les processus Lévy-exponentiels de la forme 2.1.25 peuvent donc repré-
senter un choix inadéquat dans ce cas. Cependant, si l'on se restreint aux données
d'après le 19-05-2009, on voit que pratiquement aucune des autocorrélations n'est
signiﬁcative. Il est à noter que la première autocorrélation du graphique est celle
d'ordre 0, et donc elle vaut toujours 1 : ce n'est pas une autocorrélation signiﬁca-
tive. Donc, dans le cas des données d'après la crise, un modèle exponentiel Lévy
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Figure 2.10. Distribution des log-rendements des EUA : période complète
pourrait peut-être modéliser adéquatement les données. Pour les quatre séries de
prix des certiﬁcats, on observe sur les graphiques 2.14, 2.15, 2.16 et 2.17 que les
log-rendements des modèles de Merton et NIG sont mieux ajustés aux données
empiriques que ceux du modèle de Black-Scholes. Donc, même si le modèle de
Merton et le modèle NIG exponentiel ne sont pas dans les plus performants de
la liste selon le critère de Schwarz, ils pourraient probablement constituer des
modèles raisonnables dans cette situation.
En conclusion, les processus les plus performants selon le critère de Schwarz
pour les séries commençant après la crise ﬁnancière (après le 19-05-2009) sont le
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Figure 2.11. Distribution des log-rendements des EUA : après le
19-05-2009
processus d'Ornstein-Uhlenbeck et le AR(1) non-stationnaire. Cependant, lors-
qu'on regarde l'autocorrélation des log-rendements, on remarque que des proces-
sus de Lévy exponentiels de la forme 2.1.25 pourraient représenter des modèles
raisonnables, même si le processus NIG exponentiel et le processus de Merton ne
sont pas les plus performants selon le critère de Schwarz.
Cependant, il ne faudrait pas considérer les résultats obtenus dans ce cha-
pitre comme déﬁnitifs. Tout d'abord, étant donné l'immaturité du EU ETS, la
structure du marché est appelée à changer dans le futur, et donc la modélisation
des processus devra être modiﬁée en conséquence. De plus, la comparaison des
processus s'est faite à l'aide du critère de Schwarz, qui compare la précision et
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Figure 2.12. Distribution des log-rendements des CER : période complète
la parcimonie des modèles utilisés. Cependant, d'autres objectifs pourraient être
pris en considération lors de la modélisation du prix des certiﬁcats. Tout d'abord,
la capacité de prédiction des modèles n'a pas été testée, et ceci pourrait être un
objectif important. De plus, la capacité des modèles à prévoir le prix des produits
dérivés (ce qui sera évalué lors des prochaines sections du mémoire) est aussi une
considération pouvant avoir de l'importance. Ainsi, dépendamment de l'objectif
de la modélisation, les modèles considérés comme étant les plus performants pour-
raient diﬀérer pour des objectifs diﬀérents. Les prochaines sections s'attaqueront
à la problématique de la tariﬁcation de produits dérivés.
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Figure 2.13. Distribution des log-rendements des CER : après le
19-05-2009
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Figure 2.14. Logarithme de la densité des log-rendements des
EUA : période complète
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Figure 2.15. Logarithme de la densité des log-rendements des
EUA : après le 19-05-2009
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Figure 2.16. Logarithme de la densité des log-rendements des
CER : période complète
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Figure 2.17. Logarithme de la densité des log-rendements des
CER : après le 19-05-2009
Chapitre 3
TARIFICATION DE CONTRATS À TERME
Des contrats à terme ayant comme sous-jacent les EUA et les CER s'échangent
sur les bourses européennes Bluenext et ECX. Le but de cette section est de
trouver des modèles valables pour représenter le prix de ces contrats à terme. Dans
cette section, des modèles de tariﬁcation de contrats à terme seront présentés et
calibrés aux données de marché selon la méthode des moindres carrés. Ensuite,
la performance des diﬀérents modèles sera comparée.
Les contrats à terme de l'EU ETS peuvent être séparés en deux catégories
diﬀérentes : les contrats intraphase et interphase. Les contrats à terme intraphase
sont ceux dont l'échéance est située avant la ﬁn de la phase en cours. Le sous-
jacent de ces contrats est donc le certiﬁcat d'émission de la phase en cours, et
il s'échange donc sur les bourses du carbone européennes. Les contrats à terme
interphase sont ceux dont l'échéance est située après la ﬁn de la phase en cours. Le
sous-jacent de ces contrats est le certiﬁcat d'émission de la phase suivant la phase
en cours, et celui-ci ne s'échange pas sur les bourses au moment présent. Cette
caractéristique peut compliquer la tariﬁcation des contrats à terme interphase.
3.1. Description des données utilisées
Aﬁn de comparer les diﬀérents modèles de tariﬁcation des contrats à terme,
il est nécessaire d'utiliser des données de marché. Ces données permettront de
calibrer les diﬀérents modèles, puis ensuite d'évaluer leur performance.
L'historique des prix quotidiens des contrats à terme sur les EUA et les CER
sur les bourses Bluenext et ECX sera utilisée lors de la tariﬁcation. Pour la bourse
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Bluenext, les échéances des contrats à terme disponibles sont 2008 à 2012 (le mois
de décembre pour chaque année). Donc tous les contrats à terme de cette bourse
qui seront étudiés sont des contrats intraphase de la deuxième phase. Les prix des
contrats à termes sont considérés à partir du 21 avril 2008 jusqu'au 26 février 2010
pour les EUA et à partir du 2 mai 2008 jusqu'au 26 février 2010 pour les CER.
Deux listes de contrats à terme distinctes seront étudiées : les contrats sur des
EUA et les contrats sur des CER. Pour chacune de ces listes et chacune des diﬀé-
rentes échéances, le prix quotidien d'un contrat à terme est donné. Le jeu de don-
nées est disponible sur le site http ://www.bluenext.fr/statistics/downloads.html.
Pour la bourse ECX, on utilisera aussi le prix quotidien des contrats à terme pour
chacune des échéances et pour chacun des sous-jacents (EUA et CER). Cepen-
dant les échéances disponibles pour les contrats à terme sont 2008 à 2014 pour
les EUA et 2008 à 2012 pour les CER (le mois de décembre pour chaque année).
Les contrats avec des échéances entre 2008 et 2012 sont intraphase, et ceux avec
une échéance en 2013 ou 2014 sont interphase. Les prix contrats à termes sont
considérés à partir du 2 janvier 2008 jusqu'au 25 février 2014 pour les EUA et
à partir du 14 mars 2008 jusqu'au 25 février 2010 pour les CER. Il est à noter
que les contrats interphase ne sont pas échangés sur Bluenext (nous utiliserons
seulement ceux d'ECX pour la présente étude). Le données sont disponibles sur
les sites http ://www.ecx.eu/EUA-Futures et http ://www.ecx.eu/CER-Futures.
Étant donné que les EUA et les CER ne s'échangent pas sur la bourse CEX,
les prix disponibles sur Bluenext seront utilisés pour le prix des certiﬁcats d'émis-
sion. Il est à noter que ces certiﬁcats d'émission sont ceux de la deuxième phase.
Pour les contrats à terme interphase dont le sous-jacent est le certiﬁcat de la
troisième phase, le prix des certiﬁcats de la deuxième phase seront ceux utilisés
pour représenter le prix du sous-jacent ; il n'y a pas de certiﬁcats de la troisième
phase qui s'échangent présentement sur les marchés.
De plus, étant donné que la tariﬁcation des contrats à terme oblige à connaître
certaines informations sur les taux d'intérêt sans-risque, l'historique des taux Eu-
ribor d'échéance 6 mois sera utilisé. Une série chronologique montrant l'évolution
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quotidienne du taux Euribor 6 mois entre le 2 janvier 2008 et le 26 février 2010 sera
donc utilisée. Ces données proviennent du site internet http ://www.euribor.org/.
3.2. Modèles pour le prix des contrats à terme
Les diﬀérents modèles utilisés pour eﬀectuer la tariﬁcation des contrats à terme
sont présentés ici. Aussi, des explications sur la provenance de ces modèles et des
hypothèses posées lors de l'élaboration de ceux-ci seront données. L'objectif des
prochaines sections sera ensuite de déterminer lequel de ces modèles parvient le
mieux à décrire et expliquer les prix empiriques observés sur les marchés pour les
contrats à terme.
En posant diﬀérentes hypothèses sur les marchés, on peut arriver à poser diﬀé-
rents modèles pour tarifer les contrats à terme. Certaines hypothèses concernent
par exemple la liquidité du marché et les taux d'intérêt. Certaines hypothèses
sont posées pour chacun des modèles. Tout d'abord, on suppose l'absence de
toute forme d'imposition ou de taxes sur les revenus. On suppose que le marché
dans lequel s'échangent les contrats à terme est viable, c'est-à-dire qu'il n'y existe
pas d'opportunités d'arbitrage. De plus, on fait l'hypothèse qu'il existe un actif
sans-risque dans l'économie (qui croît au taux sans-risque) que l'on peut ache-
ter ou vendre (possiblement à découvert) en tout temps et ce à n'importe quelle
quantité. On suppose aussi que l'achat ou la vente d'un actif n'a aucun eﬀet sur
le prix de celui-ci. De surcroît, on fait l'hypothèse qu'on peut acheter ou vendre
des fractions d'actifs. D'autres hypothèses particulières seront posées pour chacun
des diﬀérents modèles.
3.2.1. Modèle classique
Pour ce modèle, on suppose que le marché comporte au moins deux actifs :
le sous-jacent du contrat à terme, dénoté St, et un actif sans-risque dénoté Bt.
On suppose que l'actif sans-risque croît de façon déterministe à un taux d'intérêt
sans-risque constant : Bt = B0erT . On suppose aussi que le marché est assez li-
quide pour qu'il soit possible d'acheter ou de vendre (possiblement à découvert)
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n'importe quelle quantité des deux actifs en tout temps. Entre autres, il est pos-
sible de prêter ou d'emprunter en tout temps au taux sans-risque. Grâce à cette
dernière hypothèse, on peut déduire que dans ce cas, le prix d'un contrat à terme
et d'un contrat à livrer sont les mêmes (voir Hull [HUL], p.126). On sait aussi
qu'un certiﬁcat d'émission ne verse pas de dividendes.
Avec ces hypothèses, il est possible de montrer qui si le marché composé de nos
deux actifs ne permet pas d'opportunités d'arbitrage, alors le prix d'un contrat à
terme doit être donné par la formule suivante :
F0 = S0e
rT , (3.2.1)
où r est le taux d'intérêt sans-risque, T est l'échéance du contrat à terme, S0 est
le prix du sous-jacent à la date d'évaluation de contrat à terme et F0 est le prix
du contrat à terme à sa date d'évaluation. Un aspect intéressant de ce modèle
est qu'il n'est pas nécessaire de formuler aucune hypothèse paramétrique sur le
comportement de l'actif à risque St pour arriver à cette conclusion.
La raison pour laquelle la formule 3.2.1 tient est que si celle-ci n'est pas vériﬁée,
il est possible de construire une stratégie d'arbitrage (voir Hull [HUL]). Si F0 <
S0e
rT , la stratégie d'arbitrage implique l'achat de contrats à terme et la vente à
découvert du sous-jacent. Si F0 > S0erT , alors la stratégie implique la vente à
découvert de contrats à terme et l'achat du sous-jacent. Donc la seule possibilité
restante dans un marché sans arbitrage est donnée par 3.2.1.
3.2.2. Modèle à taux de convenance ﬁxe
Pour ce modèle, on suppose encore une fois que le taux d'intérêt sans-risque
est constant, et qu'il est possible de prêter ou d'emprunter en tout temps à ce
taux. Cependant, l'hypothèse de liquidité du modèle classique sera ici aﬀaiblie.
Tel qu'aﬃrmé dans Hull [HUL], ceci limite la portée des arguments d'arbitrage
invoqués pour le modèle classique, et les prix des contrats à terme peuvent donc
être diﬀérents des prix données par l'équation 3.2.1. Par exemple, supposons qu'il
existe des restrictions sur les ventes à découvert, les stratégies d'arbitrage invo-
quées précédemment pour le modèle classique lorsque F0 6= S0erT peuvent être
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impossibles à mettre en place. Donc, il est possible que 3.2.1 ne soit pas vériﬁée
sur les marchés.
Dans le cas des marchés du carbone, il est possible qu'il y ait des diﬃcultés
pratiques à vendre les certiﬁcats d'émission à découvert. Aussi, pour les contrats
à terme interphase, le sous-jacent ne s'échange pas sur les marchés ; il est donc
impossible d'en acheter ou d'en vendre. Ces facteurs pourraient justiﬁer l'utili-
sation d'un modèle diﬀérent du modèle classique pour la tariﬁcation de certains
contrats à terme.
Aﬁn de pouvoir ajuster notre modèle à l'écart entre les prix des contrats à
terme et ceux donnés par le modèle classique lorsque les hypothèses de ce dernier
se révèlent invalides, il est nécessaire de corriger la formule 3.2.1. Une possibilité
suggérée dans Hull [HUL] est d'ajouter un facteur de correction à l'équation
3.2.1 . Ce facteur est nommé taux de convenance, et sera dénoté par q. Dans ce
modèle, nous ferons l'hypothèse que le taux de convenance est constant et que le
prix d'un contrat à terme est donné par :
F0 = S0e
(r−q)T , (3.2.2)
où r est le taux d'intérêt sans-risque, q est le taux de convenance que l'on a
supposé constant, T est l'échéance du contrat à terme, S0 est le prix du sous-
jacent à la date d'évaluation de contrat à terme et F0 est le prix du contrat à
terme à sa date d'évaluation.
On remarque qu'ici, aucune hypothèse n'a été posée sur le comportement du
sous-jacent du contrat à terme (le certiﬁcat d'émission). On a directement fait
l'hypothèse sur la forme du prix du contrat à terme.
On peut interpréter le taux de convenance comme une mesure de bénéﬁce
reliée à la détention immédiate de l'actif plutôt que du contrat à terme. On peut
donc le traiter mathématiquement comme un taux de dividendes. On retrouve une
discussion plus élaborée du taux de convenance dans le livre de Hull [HUL]. Dans
le cas des marchés du carbone, il n'y a pas de coûts de stockage pour les certiﬁcats
d'émission. De plus, il n'y a pas de possibilité de consommation immédiate des
certiﬁcats d'émission (contrairement à certains autres actifs physiques tels que
les métaux, l'énergie, etc.). Donc, dans le cas des contrats à terme intraphase (où
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le sous-jacent s'échange sur les marchés), une interprétation plausible d'un taux
de convenance positif serait l'existence de restrictions pratiques sur la vente à
découvert de certiﬁcats d'émissions. Dans le cas des contrats interphase, si l'on
suppose que S0 est le prix d'un certiﬁcat de la deuxième phase, S n'est pas le
sous-jacent du contrat F , donc il n'existe aucune relation nécessaire (pour exclure
la présence d'arbitrage dans les marchés) entre S0 et F0, donc il est plus diﬃcile
de donner une interprétation concrète au taux de convenance. On le considérera
donc comme un simple facteur de correction numérique.
3.2.3. Modèle de Gibson
Pour ce modèle, on suppose encore que le taux d'intérêt sans-risque est constant.
Cependant, tout comme pour le dernier modèle, on abandonne l'idée que le mar-
ché a une liquidité absolue et qu'il est possible de transiger n'importe quelle
quantité de contrats à terme et de sous-jacents en tout temps. Encore une fois, la
formule 3.2.1 n'est plus valide. Il faut trouver une manière de la modiﬁer. L'idée
du taux de convenance est ici retenue encore une fois.
Tout comme pour le modèle à convenance constante, on corrige la formule
3.2.1 avec un facteur numérique qu'on nomme taux de convenance. Ce taux de
convenance est encore une fois traité exactement de la même manière qu'un taux
de dividendes (tel que discuté dans la dernière sous-section). Cependant, cette
fois-ci, on suppose que celui-ci est stochastique. Ce modèle a initialement été
proposé par Gibson [GIB].
Dans le modèle de Gibson, on y fait les deux hypothèses suivantes :
dSt = µsStdt+ σsStdZ1, (3.2.3)
dqt = κc(αc − qt)dt+ σcdZ2, (3.2.4)
où µs, σs, κc, αc et σc sont des constantes. (Z1, Z2) est un Mouvement Brow-
nien multivarié avec un facteur de corrélation ρ constant. On voit donc que St
est un Mouvement Brownien Géométrique et que qt, qui est le taux de conve-
nance instantané, suit un processus de Ornstein-Uhlenbeck. On remarque ici que
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contrairement au cas des deux premiers modèles, le modèle de Gibson eﬀectue
une hypothèse paramétrique sur le comportement du sous-jacent St.
Pour le modèle de Gibson, Hilliard [HIL] détermine un prix sans-arbitrage
possible d'un contrat à terme sous les hypothèses de ce modèle. Celui-ci est donné
par :
F (S0, q0, T ) = e
rTS0A(T )e
−Hc(T )q0 , (3.2.5)
où
Hc(T ) =
1− e−κcT
κc
,
A(T ) = exp
[
(Hc(T )− T )(κ2cαc − κcλcσc − σ2c/2 + ρσcσsκc)
κ2c
− σ
2
cHc(T )
2
4κc
]
.
La constante λc est nommée le prix du risque au marché pour le taux de
convenance, et dépend des préférences des investisseurs sur le marché. Le fait de
la supposer constante est compatible avec une fonction d'utilité logarithmique
(Gibson, [GIB]). Étant donné que cette valeur n'est pas observée explicitement,
elle doit généralement être calibrée selon les données du marché. Cependant, aﬁn
de simpliﬁer notre modèle, nous allons supposer que λc = 0 et ρ = 0. Un problème
avec ce modèle qui est énoncé dans Carmona [CA2] est que le taux de convenance
instantané au moment de l'évaluation du prix du contrat à terme (q0) n'est pas
observable directement à partir des données du marché. Il faut donc utiliser une
méthode pour l'estimer à partir des données disponibles.
Une information qui nous est donnée par les données est l'ensemble des taux
de convenance moyens (taux spot), qui seront dénotés par qˆt,T . Ceux-ci nous sont
donnés par l'égalité
Ft,T = Ste
(r−qˆt,T )(T−t), (3.2.6)
où qˆt,T est le taux de convenance moyen de la période allant de t à T et Ft,T est
le prix du contrat à terme évalué au temps t qui a une échéance à T . À l'aide
de ceux-ci, on peut retrouver les taux forward qui sont de la forme qˆt,t+1/252 qui
peuvent servir comme bonne approximation des taux de convenance instantanés.
On peut donc retrouver ceux-ci à l'aide de la formule suivante :
qˆt,t+1/252 =
qˆt,T (T − t)− qˆt+1/252,T (T − t− 1/252)
1/252
, (3.2.7)
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où qˆt,T et qˆt+1/252,T sont trouvés à l'aide de 3.2.6. Cependant, les suites des taux de
convenance obtenus de cette façon sont empiriquement beaucoup trop instables ;
les séries oscillent beaucoup trop fortement dans l'étude présente pour être direc-
tement utilisées sans modiﬁcations. Il sera donc judicieux de regrouper ces taux
pour stabiliser la suite.
Les taux de convenance sont donc regroupés en groupes de 50 jours, et une
moyenne des taux de convenance de ces 50 jours est calculée :
∀j = 0, ..., 49, qj/252,(j+1)/252 =
1
50
49∑
j=0
qˆj/252,(j+1)/252 (3.2.8)
∀j = 50, ..., 99, qj/252,(j+1)/252 =
1
50
99∑
j=50
qˆj/252,(j+1)/252 (3.2.9)
etc... (3.2.10)
La série de taux de convenance empirique qui sera utilisée sera celle des
qt,t+1/252, et non celle des qˆt,t+1/252. Les taux de convenance instantanés empi-
riques seront donc constants sur 50 jours. Ceci stabilise largement les suites des
taux de convenance empiriques. Une dernière précision nécessaire est que l'on
obtient une suite de taux de convenance pour chacune des échéances possibles
des contrats terme. Cependant, il faut n'utiliser qu'une seule série de taux de
convenance valide pour toutes les échéances de contrats à terme. La série de taux
de convenance empiriques ﬁnale qui sera utilisée pour toutes les échéances sera
une moyenne arithmétique de chacune des suites initiales correspondant à une
échéance particulière.
3.3. Résultats
Les trois modèles de la section précédente ont été calibrés à chacun des jeux de
données, et les résultats de cette calibration seront présentés dans cette section.
La méthode de calibration de ceux-ci sera aussi décrite au cours de cette sec-
tion. Par la suite, une comparaison de la performance des modèles sera eﬀectuée.
Les résultats sont séparés en deux sous-sections : une première pour les contrats
intraphase, et une deuxième pour les contrats interphase.
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Au cours de cette section, le taux d'intérêt (présumé constant dans cha-
cun des trois modèles) qui est utilisé est r = 0, 028868. Ce taux représente la
moyenne quotidienne des taux Euribor d'échéance de 6 mois pour la période
durant du 1er janvier 2008 au 26 février 2010, qui a ensuite été transformé en
un taux composé continuellement. Les données du taux Euribor proviennent de
http ://www.euribor.org.
La calibration des paramètres a été eﬀectuée à l'aide de la méthode des
moindres carrés. Le but de la calibration des modèles est de trouver les para-
mètres de celui-ci qui font que les prix des contrats à terme donnés par le modèle
sont le plus proche possible des prix empiriques. Cependant, il faut déterminer le
sens que l'on donne au terme proche.
La méthodologie des moindres carrés non-linéaires précise cette notion, et elle
peut être utilisée pour la calibration des modèles de produits dérivés. La méthode
des moindres carrés a déjà été utilisée dans la littérature pour la tariﬁcation de
produits dérivés en ﬁnance (voir Cont et Tankov [CON]). Décrivons un peu
cette méthode. Nous avons à notre disposition la liste des prix empiriques des
contrats à terme Fi, i = 1, ..., n. Lorsque l'on ﬁxe les paramètres ~θ d'un modèle,
on obtient une liste des prix théoriques des contrats à terme Fˆi, i = 1, ..., n. Le
paramètre utilisé lors de l'utilisation du modèle est celui qui minimise la somme
des carrés des diﬀérences entre les prix empiriques et théoriques (somme des
moindres carrés) : ~θMC := argmin
~θ
∑n
i=1
(
Fi − Fˆi(~θ)
)2
. La minimisation de la
somme des moindres carrés a été eﬀectuée numériquement à l'aide des algorithmes
d'optimisation de R. Un problème soulevé dans Cont et Tankov [CON] à propos
de cette méthodologie est que si la somme des moindres carrés n'est pas une
fonction convexe, l'algorithme d'optimisation peut aboutir à un minimum local,
plutôt qu'un minimum absolu. Aﬁn de résoudre ce problème, les algorithmes
ont été utilisés avec de nombreuses valeurs initiales diﬀérentes aﬁn d'améliorer
l'optimisation.
Il est cependant à noter que pour le modèle de Gibson, les paramètres αc, κc
et σc qui décrivent le processus des taux de convenance ont été calibrés à l'aide
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de la méthodologie du maximum de vraisemblance à partir de la série chronolo-
gique des taux de convenance. Vu que le modèle de Gibson suppose que le taux
de convenance est un processus d'Ornstein-Uhlenbeck, l'estimateur à vraisem-
blance maximale est celui décrit dans la section précédente sur l'estimation de
ce processus. Le fait d'estimer ces paramètres préalablement à la minimisation
des moindres carrés facilite l'optimisation des moindres carrés en diminuant le
nombre de paramètres à estimer.
Pour des ﬁns d'analyse, il peut être utile de voir d'autres mesures d'erreurs
que la somme des moindres carrés. Les mesures d'erreur suivantes seront aussi
présentées dans les tableaux de résultats de la calibration :
MPE_rel = n−1
n∑
i=1
∣∣∣Fi − Fˆi(~θMC)∣∣∣
Fi
, (3.3.1)
ME_rel = n−1
n∑
i=1
(
Fi − Fˆi(~θMC)
)
Fi
, (3.3.2)
MSE_rel = n−1
n∑
i=1
(
Fi − Fˆi(~θMC)
)2
Fi
, (3.3.3)
MPE_abs = n−1
n∑
i=1
∣∣∣Fi − Fˆi(~θMC)∣∣∣ , (3.3.4)
MSE_abs = n−1
n∑
i=1
(
Fi − Fˆi(~θMC)
)2
. (3.3.5)
3.3.1. Contrats à terme intraphase
La ﬁgure 3.1 montre les paramètres calibrés, et la ﬁgure 3.2 montre les erreurs
pour chacun des modèles et des jeux de données. Les ﬁgures 3.3, 3.4, 3.5 et 3.6
illustrent les prix empiriques et les prix théoriques calculés par les modèles des
contrats à terme intraphase.
En observant les ﬁgures 3.3, 3.4, 3.5 et 3.6, on voit que pour les contrats à
terme EUA, la performance des trois modèles semble plutôt similaire. Pour les
contrats à terme CER, le modèle à convenance constante et le modèle de Gibson
semblent mieux performer que le modèle classique.
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Figure 3.1. Paramètres pour les contrats à terme intraphase
Comparons d'abord le modèle classique et le modèle à taux de convenance
constant. Pour les quatres ensembles de prix (EUA ECX, EUA Bluenext, CER
ECX, CER Bluenext), on remarque que la réduction de la somme des moindres
carrés est respectivement de 28,3% , 38,5% , 66,9% et 66,5%. Selon le critère des
moindres carrés, le modèle à convenance constante semble donc plus performant
que le modèle classique.
On voit dans la ﬁgure 3.1 que pour les contrats à termes sur les EUA, le
taux de convenance constant estimé est d'environ 0,54% et 0,66% (pour ECX et
Bluenext). Ceci est petit, et pourrait indiquer que l'amélioration des erreurs due à
l'existence d'un taux de convenance constant n'est peut-être que le résultat d'une
légère erreur dans le taux sans-risque utilisé. On sait qu'en réalité, le taux sans-
risque n'est pas constant, et donc que de petites déviations peuvent se produire.
Cependant, dans le cas des CER, le taux de convenance constant estimé est de
1,96% et 1,95% (pour ECX et Bluenext), ce qui n'est pas négligeable. Ceci n'est
probablement pas dû à une erreur dans l'estimation du taux sans risque, car le
taux de convenance des CER est diﬀérent de celui des EUA (alors que le taux
sans-risque est le même dans les deux cas). Pour le cas de CER, le modèle à taux
de convenance constant semble donc plus adapté à la situation. Une interprétation
plausible de ceci pourrait être une restriction pratique sur la possibilité de vendre
des CER à découvert.
Comparons maintenant les résultats pour le modèle de Gibson et le modèle
à taux de convenance constant. Pour les quatres ensembles de prix (EUA ECX,
EUA Bluenext, CER ECX, CER Bluenext), on remarque que la réduction de
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Figure 3.2. Erreurs pour les contrats à terme intraphase
la somme des moindres carrés est respectivement de 22,8% , 0% , 50,2% et 0%.
Dans deux des cas, l'amélioration est simplement nulle. Il n'est donc pas clair que
le modèle de Gibson permet de décrire beaucoup mieux les prix des certiﬁcats
d'émission.
Lorsqu'on regarde l'estimation des paramètres pour le modèle de Gibson, on
remarque que dans les cas des EUA et des CER sur le marché Bluenext, les para-
mètres Kc et σc semblent démesurément élevés. Lorsque l'on observe la formule
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Figure 3.3. Comparaison des prix empiriques et théoriques des
contrats à terme intraphase EUA sur ECX
3.2.5 qui donne le prix d'un contrat à terme pour le modèle de Gibson, on ob-
serve que lorsque Kc est très grand, le prix du contrat à terme est numériquement
très proche de F0 = S0e(r−αc)T , ce qui revient au modèle de taux de convenance
constant. C'est pour cette raison que les erreurs du modèle à taux de convenance
constant et du modèle de Gibson sont pratiquement identiques pour la bourse
Bluenext.
Pour ce qui est des EUA du ECX, la diﬀérence entre l'erreur relative moyenne
(MPE_rel) du modèle à convenance constante et celle du modèle de Gibson est de
0,12%, ce qui est négligeable. Pour les CER du ECX, l'amélioration est d'environ
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Figure 3.4. Comparaison des prix empiriques et théoriques des
contrats à terme intraphase EUA sur Bluenext
0,83%, ce qui n'est pas énorme. De plus, quand on regarde les paramètres estimés
pour les CER du ECX, la magnitude de σc, qui est de 372,37% semble beaucoup
trop élevée par rapport à ce que l'on peut attendre d'une volatilité d'un taux
de convenance. Ceci laisse croire que cette optimisation des paramètres n'est pas
raisonnable, et qu'elle produit seulement des erreurs faibles par une coïncidence
numérique ; l'optimisation du modèle de Gibson dans ce cas retourne un modèle
qui n'est donc pas raisonnable.
Tout ceci semble montrer que le modèle à taux de convenance constant est le
mieux adapté des trois pour les contrats à terme intraphase. L'amélioration du
71
Figure 3.5. Comparaison des prix empiriques et théoriques des
contrats à terme intraphase CER sur ECX
modèle de Gibson par rapport au modèle à convenance constante ne semble pas
notoire. De plus, le modèle à convenance constante réduit de façon non-négligeable
la somme des moindres carrés, surtout pour le cas des CER. Pour le cas des EUA,
cette réduction n'est peut-être due qu'à une légère erreur d'estimation du taux
d'intérêt sans-risque ; le modèle classique pourrait donc être un modèle convenable
pour les contrats à terme intraphase sur les EUA, à condition de bien estimer le
taux d'intérêt.
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Figure 3.6. Comparaison des prix empiriques et théoriques des
contrats à terme intraphase CER sur Bluenext
3.3.2. Contrats à terme interphase
Pour les contrats interphase, le seul jeu de données disponible est l'ensemble
des contrats à terme sur des EUA du ECX. La ﬁgure 3.7 montre les paramètres
calibrés, et la ﬁgure 3.8 montre les erreurs pour chacun des modèles. La ﬁgure 3.9
illustre les prix théoriques et les prix empiriques des contrats à terme interphase.
Lorsque l'on regarde la ﬁgure 3.9, on s'aperçoit que l'ajustement du modèle
classique aux données semble moins bon que celui des deux autres. Cependant, il
est diﬃcile sur cette ﬁgure de distinguer la qualité de l'ajustement du modèle de
Gibson de celui du modèle à convenance constante. On remarque que le modèle
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de Gibson donne des erreurs quadratiques moindres que le modèle à convenance
ﬁxe et le modèle classique ; la somme des moindres carrés du modèle de Gibson est
réduite de 81,2% par rapport à celle du modèle classique et de 44,1% par rapport
à celle du modèle à convenance constante. Ceci nous mène à croire que le modèle
de Gibson pourrait être un meilleur modèle que les deux autres pour les contrats
à terme interphase pour ce qui en est de la précision de l'ajustement du modèle
aux données. Ce résultat est compatible avec ce qui est rapporté dans Daskalakis
[DA1]. Ce résultat n'est pas surprenant ; étant donné que le sous-jacent du contrat
à terme (le certiﬁcat de la phase subséquente) n'est pas échangé sur les marchés,
il est normal que le modèle classique soit peu performant.
Figure 3.7. Paramètres pour les contrats à terme interphase
Figure 3.8. Erreurs pour les contrats à terme interphase
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Figure 3.9. Comparaison des prix empiriques et théoriques des
contrats à terme interphase
Chapitre 4
TARIFICATION D'OPTIONS SUR LES
CONTRATS À TERME
Sur la bourse ECX, des options vanille européennes (où l'exercice ne peut
s'eﬀectuer qu'à l'échéance de l'option) ayant comme sous-jacent les contrats à
terme sur les EUA et les CER sont transigées. Les options peuvent être des op-
tions d'achat ou des options de vente. L'objectif de cette section est de comparer
diﬀérents modèles qui auront pour but de tarifer ces options. Les modèles de
tariﬁcation d'options qui seront comparés supposent diﬀérentes hypothèses sur
le comportement du sous-jacent du contrat à terme (les certiﬁcats). Les hypo-
thèses eﬀectuées par les trois modèles présentés dans cette section sont que le
prix des certiﬁcats est respectivement représenté par le Mouvement Brownien
Géométrique, le processus de Merton et le processus NIG exponentiel (qui ont
été décrits au chapitre 2). Cette section présentera donc l'évaluation de la capa-
cité de prédiction des diﬀérentes hypothèses eﬀectuées au chapitre 2 par rapport
au prix des options du EU ETS .
4.1. Description des données utilisées
Pour eﬀectuer la modélisation du prix des options, les données utilisées sont
l'historique des transactions d'options sur des contrats à terme sur des EUA ou
des CER ayant eu lieu sur le marché ECX (il n'y a pas de transactions d'options
sur Bluenext). Nous avons donc deux listes distinctes : une pour les options sur
des contrats à terme sur des EUA, et une autre pour les options sur des contrats
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à terme sur des CER. Pour les options EUA, l'historique utilisé représente l'en-
semble des transactions entre le 2 janvier 2008 et le 25 février 2010. Pour les
options CER, les données utilisées sont les transactions entre le 16 mai 2008 (il
n'existe aucune autre transaction avant cette date pour les options CER sur le
ECX) et le 25 février 2010. Les options des données utilisées sont exclusivement
des options ayant comme sous-jacent des contrats à terme sur des EUA et de
CER de la deuxième phase. Ce sont donc des options intraphase.
On peut retrouver les données sur les sites http ://www.ecx.eu/EUA-Options
et http ://www.ecx.eu/CER-Options. Les données sur les transactions nous pro-
curent les informations suivantes : la date de la transaction, la date d'échéance
de l'option et du contrat à terme sous-jacent, le type d'option (achat ou vente),
le prix d'exercice, le prix du sous-jacent (le contrat à terme) à la date de la
transaction et le prix pour lequel l'option s'est vendue.
4.2. Présentation des modèles de tarification utilisés
Diﬀérents modèles de tariﬁcation d'options seront utilisés, et leurs perfor-
mances respectives seront comparées aﬁn de déterminer lesquels de ces modèles
sont les plus adaptés à la tariﬁcation des options des marchés du carbone.
Dans les données, la très vaste majorité des options ont la même échéance
que leur contrat à terme sous-jacent. Aﬁn de simpliﬁer la tariﬁcation, seulement
les options qui ont la même échéance que leur sous-jacent seront considérées (les
autres seront rejetées du jeu de données). Ceci simpliﬁe la tariﬁcation, étant donné
que lorsque les deux échéances coïncident, le prix d'une option sur un contrat à
terme est identique au prix d'une option sur le sous-jacent du contrat à terme
(voir Hull [HUL] p.344). Ceci est dû au fait qu'à l'échéance d'un contrat à terme,
le prix du contrat à terme et du sous-jacent doivent concorder aﬁn d'éliminer les
possibilités d'arbitrage : ST = FT . Alors, le paiement à échéance d'une option
sur le sous-jacent du contrat à terme max(ST −K, 0) et le paiement à échéance
d'une option sur le contrat à terme max(FT −K, 0) sont identiques, et ainsi, leurs
prix doivent concorder. La tariﬁcation d'une option sur le sous-jacent du contrat
à terme pourra donc se substituer à la tariﬁcation d'une option sur le contrat
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à terme dans ce cas. Il faut cependant noter que les résultats de cette section
ne s'appliquent qu'aux options dont l'échéance du contrat à terme concorde avec
l'échéance de l'option.
4.2.1. Parité des options d'achat et de vente
Sous certaines hypothèses par rapport au marché, il est possible de trouver une
relation entre le prix d'une option d'achat sur un contrat à terme et d'une option
de vente sur le même sous-jacent lorsque le prix d'exercice et l'échéance des deux
options concordent. On suppose premièrement que le taux d'intérêt sans-risque
continuellement composé (noté r) est constant. Cette hypothèse permet entre
autres de supposer que le prix d'un contrat à terme et d'un contrat à livrer sont
identiques (voir chapitre 3). On peut donc faire comme si l'option sur un contrat
à terme est une option sur un contrat à livrer. De plus, on suppose que le marché
est assez liquide pour pouvoir acheter et vendre (possiblement à découvert) les
deux options et le sous-jacent de ces deux options. De plus, on suppose qu'on peut
emprunter et prêter en tout temps au taux sans-risque. Ces hypothèses ne sont
en fait qu'une approximation de la réalité, mais celles-ci seront utilisées aﬁn de
simpliﬁer la tariﬁcation. Soient C le prix de l'option d'achat, P le prix de l'option
de vente, K le prix d'exercice des deux options, T l'échéance des deux options et
F0 le prix du contrat à terme à la date d'évaluation. On peut donc en déduire
la célèbre formule de parité des options d'achat et de vente suivante (voir Hull
[HUL]) :
C +Ke−rT = P + F0e−rT . (4.2.1)
Grâce à cette formule, on peut obtenir un modèle pour le prix d'une option
de vente directement à partir du modèle de tariﬁcation de l'option d'achat. Il ne
reste donc qu'à proposer des modèles pour le prix des options d'achat.
4.2.2. Modèle de Black
Aﬁn d'étendre les résultats du modèle de Black-Scholes [BS], Black [BLA] a
proposé une formule pour eﬀectuer la tariﬁcation des options sur des contrats à
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terme. On suppose tout d'abord que le taux d'intérêt sans-risque composé conti-
nuellement est constant, et que le marché est assez liquide pour acheter ou vendre
le contrat à terme et l'option en tout temps. De plus, le modèle de Black eﬀectue
l'hypothèse suivante par rapport au prix du sous-jacent du contrat à terme (le
certiﬁcat d'émission dans ce cas) :
dSt = µStdt+ σStdZt, (4.2.2)
qui est le Mouvement Brownien Géométrique, ce qui est l'hypothèse du modèle
de Black-Scholes. De plus, il est supposé que le modèle à convenance constante
pour le prix du contrat à terme (donné par 3.2.2) est valide.
Soient r le taux d'intérêt sans risque, T l'échéance de l'option, F0 le prix du
contrat à terme à la date d'évaluation de l'option et K le prix d'exercice. Cette
notation sera utilisée pour le reste de cette section. Soit N(·) dénotant la fonction
de répartition d'une loi normale centrée réduite N (0,1). Avec ces hypothèses, on
arrive à la formule suivante pour une option d'achat sur un contrat à terme :
CBlack(r, T, F0, K, σ) = e
−rT [F0N(d1)−KN(d2)] ou` (4.2.3)
d1 =
ln (F0/K) + σ
2T/2
σ
√
T
, d2 = d1 − σ
√
T . (4.2.4)
Il est à noter que le prix de l'option ne dépend pas du taux de convenance, ce
qui évite d'avoir à l'estimer pour ce modèle.
4.2.3. Modèle de Merton
Merton [MER] a suggéré une formule pour évaluer une option d'achat ayant
comme sous-jacent un actif qui a la propriété de l'équation (2.1.8) c'est-à-dire qui
suit le modèle de Merton. Tout d'abord, supposons que le taux d'intérêt sans-
risque est constant. On suppose aussi que le sous-jacent a un taux de dividendes
constant. Étant donné qu'un marché composé de l'actif qui a la propriété (2.1.8)
et d'un actif sans risque est incomplet, la mesure martingale équivalente utilisée
pour eﬀectuer la tariﬁcation de l'option d'achat dans ce cas n'est pas unique. Donc
le prix sans-arbitrage de l'option d'achat n'est pas unique non plus. Cependant,
en choisissant une mesure martingale particulière, il est possible d'arriver à une
formule fermée pour le prix d'une option d'achat sur l'actif ayant la propriété
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(2.1.8). Sous la mesure martingale particulière Q choisie par Merton, qui est
en fait la mesure martingale correctrice de moyenne décrite dans Schoutens
[SCO], l'actif S a la représentation suivante :
St = S0 e
(r−σ2
2
−λ(eµJ+0.5σ2J−1))t+σZQt +
∑Nt
i=1 Yi , (4.2.5)
oùNt, Z
Q
t et {Yi} restent indépendants sous Q, la distribution deNt et des Yi reste
inchangée par rapport à la mesure P initiale et ZQt est un Mouvement Brownien
sous la mesure martingale Q.
Dénotons par q le taux de dividende (supposé constant) de l'actif S. La formule
pour l'option d'achat sous cette mesure martingale particulière Q a la forme
suivante (voir Merton [MER]) :
CMerton(r, q, T, S0, K, σ, λ, µJ , σJ) =
∞∑
i=0
e−λT (λT )i
i!
CBS(σi, ri). (4.2.6)
où
λ = λ eµJ+
σ2J
2 , σ2i = σ
2 +
iσ2J
T
,
ri = r − λ(eµJ+
σ2J
2 − 1) + i(µJ +
σ2J
2
)
T
,
CBS(σi, ri) = CBS(ri, q, T, S0, K, σi) = S0e
−qTN(d1)−Ke−riTN(d2), (4.2.7)
d1 =
ln (S0/K) + (ri − q + σ2i )T/2
σi
√
T
, d2 = d1 − σi
√
T .
Il est à noter que (4.2.7) est la célèbre formule de Black-Scholes [BS] avec les
paramètres modiﬁés ri et σi.
On suppose aussi que le modèle à taux de convenance constant pour le contrat
à terme 3.2.2 est valide, c'est à dire que le taux de convenance, qui est traité
comme un taux de dividendes, est constant. En substituant 3.2.2 dans 4.2.7, on
obtient
CBS(σi, ri) = CBS(ri, r, T, S0, K, σi) = F0e
−rTN(d1)−Ke−riTN(d2), (4.2.8)
d1 =
ln (F0/K) + (ri − r + σ2i )T/2
σi
√
T
, d2 = d1 − σi
√
T .
On remarque donc que le prix de l'option d'achat de ce modèle ne dépend
pas du taux de convenance (en ayant supposé celui-ci constant). Donc, lors de la
tariﬁcation, on pourra supposer qu'il est nul.
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Finalement, on rapelle que si l'on suppose que l'échéance de l'option et du
contrat à terme sont identiques (ce qui est le cas dans cette étude), on peut
utiliser cette formule pour la tariﬁcation d'options sur les contrats à termes, même
si celle-ci était à priori destinée à la tariﬁcation d'options sur les sous-jacents des
contrats à termes.
4.2.4. Modèle NIG
D'une façon un peu analogue au modèle de Merton, il existe sous certaines
hypothèses une formule fermée pour tarifer des options d'achat sur des sous-
jacent qui suivent un processus NIG exponentiel. Supposons d'abord que le taux
d'intérêt sans-risque est constant. On suppose aussi que le sous-jacent a un taux
de convenance constant (qu'on traite comme un taux de dividendes constant).
De plus, on suppose que le sous-jacent du contrat à terme a la représentation
Lévy-exponentielle 2.1.25 où Lt est un processus de Lévy dont n'importe quel
accroissement de longueur h a une distribution NIG[α, β, δh, µh]. Ce processus
est celui qui est décrit dans le chapitre 2. Encore une fois, un marché composé
d'un tel actif et d'un actif sans risque est incomplet, et il existe plusieurs me-
sure martingales équivalentes. Aﬁn de tarifer une option d'achat sur l'actif NIG
exponentiel, il faut donc choisir une mesure martingale équivalente Q particu-
lière. Dans l'étude présente, la mesure Q choisie sera la mesure correctrice de
moyenne décrite dans le livre de Schoutens [SCO]. Sous cette mesure Q, les ac-
croissements de longueur h du processus Lt ont une distribution NIG[α, β, δh, θh]
où
θ = r − q + δ
[√
α2 − (β + 1)2 −
√
α2 − β2
]
.
Le prix d'une option d'achat, lorsque la tariﬁcation est eﬀectuée à l'aide de
cette mesure Q, est donné par la formule suivante (Morales [MOR]) :
CNIG(r, q, T, S0, K, α, β, δ) = S0e
−qTNIG
(
ln
K
S0
;α, β + 1, δT, θT
)
(4.2.9)
−Ke−rTNIG
(
ln
K
S0
;α, β, δT, θT
)
,
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où NIG(x;α, β, δ, µ) est la fonction de répartition d'une variable aléatoire NIG
de paramètres respectifs α, β, δ et µ évaluée en x. Lorsque l'on suppose que le
modèle de convenance constante pour les contrats à terme 3.2.2 est valide, et que
l'on substitue cette équation dans 4.2.9, on obtient
CNIG(r, T, F0, K, α, β, δ) = F0e
−rTNIG
(
ln
K
F0
;α, β + 1, δT, θ˜T
)
(4.2.10)
−Ke−rTNIG
(
ln
K
F0
;α, β, δT, θ˜T
)
,
où θ˜ = δ
[√
α2 − (β + 1)2 −√α2 − β2]. On remarque donc qu'encore une fois,
le prix de l'option d'achat ne dépend pas du taux de convenance constant q. On
pourra donc le supposer nul lorsque la tariﬁcation sera eﬀectuée. On remarque
aussi que le prix de l'option d'achat ne dépend pas de µ. Cette formule nous donne
le prix d'une option d'achat sur le sous-jacent du contrat à terme. Cependant, vu
qu'on a supposé que l'échéance du contrat à terme et de l'option sont identiques,
cette formule est aussi valide pour donner le prix d'une option sur le contrat à
terme.
4.3. Résultats
Deux listes de prix d'options distinctes ont été étudiées dans cette section : les
options intraphase de la deuxième phase sur des EUA et les options intraphase
de la deuxième phase sur des CER. Chacune des deux listes contient les options
d'achat et les options de vente. Les trois modèles présentés précédemment ont été
comparés : le modèle de Black, le modèle de Merton et le modèle NIG. Encore
une fois, la méthodologie des moindres carrés a été appliquée aﬁn de calibrer les
paramètres des modèles aux données du marché. Cette méthodologie est exacte-
ment la même que celle décrite au chapitre 3 sur la tariﬁcation des contrats à
terme. Les estimateurs des moindres carrés obtenus sont donc caractérisés par la
formule suivante : ~θMC := argmin
~θ
∑n
i=1
(
Ci − Cˆi(~θ)
)2
, où les Ci sont les prix au
marché des options d'achat, et les Cˆi sont les prix donnés par le modèle.
Les déﬁnitions des erreurs utilisées sont tout à fait analogues à 3.3.1, où l'on
remplace respectivement Fi et Fˆi par Ci et Cˆi dans les formules. La ﬁgure 4.1
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montre les paramètres calibrés pour chacun des modèles, et la ﬁgure 4.2 montre
les résultats de la calibration des trois modèles. De plus, les ﬁgures 4.3 et 4.4
montrent les prix empiriques des options par rapport aux prix théoriques donnés
par les modèles.
Figure 4.1. Paramètres pour les options
Figure 4.2. Erreurs pour les options
Si l'on regarde les ﬁgures 4.3 et 4.4, on a l'impression que les trois modèles
performent de façon très similaire ; les graphiques se ressemblent. Dans la ﬁgure
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Figure 4.3. Comparaison des prix empiriques et théoriques des
options EUA
4.2, si on regarde l'erreur MSE_abs qui est celle qui est minimisée lors de l'esti-
mation des paramètres, on remarque que la performance du modèle de Merton et
du modèle NIG est très légèrement supérieure à celle du modèle de Black. Ce-
pendant, le modèle de Black est beaucoup plus parcimonieux que les deux autres ;
il est beaucoup plus simple d'optimiser la fonction des moindres carrés pour un
modèle à un seul paramètre que pour un modèle à trois ou quatre paramètres.
Ainsi, vu que la diﬀérence des erreurs est très petite, il est probablement préfé-
rable d'utiliser le modèle de Black. De plus, lorsque l'on regarde l'estimation des
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Figure 4.4. Comparaison des prix empiriques et théoriques des
options CER
paramètres du modèle de Merton, on remarque que le paramètre λ, qui régit le
nombre de sauts dans la trajectoire du sous-jacent, est inférieur à 1 pour les deux
listes, ce qui indique que les prix estimés du modèle de Merton sont probablement
proches des prix estimés du modèle de Black.
CONCLUSION
Tout d'abord, diﬀérents modèles ont été comparés aﬁn de représenter le prix
des certiﬁcats d'émission EUA et CER de la deuxième phase, des contrats à
terme sur ceux-ci et des options sur ces contrats à terme. Lorsque seulement les
données d'après la récession de 2008 sont sélectionnées, on remarque que parmi
les processus qui ont été comparés, le processus AR(1) et le processus d'Ornstein-
Uhlenbeck sont ceux qui sont les plus performants selon le critère de Schwarz. Or,
le critère de Schwarz n'évalue seulement que la parcimonie d'un modèle ainsi que
sa capacité de s'ajuster aux données.
Pour tarifer les contrats à terme intraphase (où le sous-jacent s'échange sur
les marchés), le modèle à convenance constante semble le plus approprié. Il n'est
pas clair que le modèle de Gibson a signiﬁcativement une meilleur capacité à
s'ajuster aux données que le modèle à convenance constante. De plus, selon le
critère des moindres carrés, le modèle à convenance constante performe mieux
que le modèle classique, surtout pour les contrats à terme sur les CER. Pour les
EUA, le modèle classique pourrait cependant représenter un modèle raisonnable,
à condition d'évaluer précisément le taux sans risque.
Cependant, pour les contrats à terme interphase, où le sous-jacent n'est pas
échangé sur les marchés, le modèle de Gibson se révèle plus performant ; il s'ajuste
beaucoup mieux aux prix du marché selon le critère des moindres carrés.
Finalement pour les options sur les contrats à terme, les modèles de Merton
et NIG n'oﬀrent que peu d'améliorations par rapport au modèle de Black se-
lon le critère des moindres carrés. Étant donné que le modèle de Black est plus
parcimonieux, on peut donc le considérer préférable aux deux premiers modèles.
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L'étude des données sur les certiﬁcats d'émission et les produits dérivés du EU
ETS contenue dans ce mémoire est une étude exploratoire qui avait pour objectif
d'identiﬁer des modèles pouvant représenter le prix de ces actifs ﬁnanciers. Ce-
pendant, d'autres travaux seront probablement nécessaires aﬁn d'identiﬁer avec
plus de précision ceux-ci, et d'adapter ces derniers à la situation particulière des
marchés du carbone. Tout d'abord, étant donné que le EU ETS est un marché
immature qui est en pleine expansion, la structure de ce marché pourrait changer
et les résultats obtenus au cours du présent travail pourraient se révéler invalides
dans le futur. Ensuite, la capacité des modèles à eﬀectuer des prédictions n'a pas
été évaluée dans le présent mémoire. Finalement, certaines modiﬁcations pour-
raient être ajoutées aux modèles pour que ceux-ci soient faits sur mesure pour
les marchés du carbone ; les raisons pour lesquelles des acteurs économiques tran-
sigent des certiﬁcats d'émission ainsi que des produits dérivés sur ceux-ci peuvent
être diﬀérentes des raisons pour lesquelles sont échangés d'autres actifs ﬁnanciers
tels que les actions. Il pourrait donc y avoir une possibilité d'adapter les modèles
à ces particularités.
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