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The proper understanding of gravel-bed river dynamics is a crucial issue for the effective
protection against related natural hazards, design of hydraulic structures, and preservation
of their high ecological value in mountain regions. However, despite more than one century
of research in the ﬁeld, most available models fail to accurately predict bedload transport
rates in such alluvial rivers because of the complex relationships between the ﬂow, channel
morphology, and sediment transport. It is now recognized that spatio-temporal variability is
an inherent property of bedload transport in gravel-bed rivers which results in its pulsating
character even under steady ﬂow conditions.
This experimental study aims to better understand the physical mechanisms involved in
sediment transport in gravel-bed channels characterized by alternate bars. More speciﬁcally, it
is concernedwith the origins of the pulsating nature of bedload transport under steady external
conditions in relation to bed macro-forms. Experiments were conducted over long time
periods, in the order of hundreds of hours, in order to investigate transport rate ﬂuctuations
over a wide spectrum of time scales and if any dynamic equilibrium state was reached.
Three experiments were altogether performed, each characterized by a different sediment
feed rate, in a 16-m long and 60-cm wide tilting ﬂume using moderately-sorted gravel. The
bedload transport rates were continuously recorded at the ﬂume outlet during the runs using
vertical impact plates. Additionally, the bed and water elevations were measured every ten
minutes using ultrasonic probes and a laser-sheet imaging technique both mounted on an
automated moving cart.
The joint analysis of the topographical and bedload transport measurements demonstrated
that sediment waves migrated in a step like motion from pool to pool inducing most recorded
pulses. They were thus identiﬁed as the primary mode of sediment transport in the alternate
bar system. Additionally, these migrating low-relief bedforms were found to cause occasional
bar failures which generated particularly large pulses.
At the largest ﬂuctuation time scale (about 10 h), bedload pulses were associated with quasi-
periodic variations in the global bed volume. This observation suggests that the sediment
storage capacity of the bed, for a given bed conﬁguration and external conditions, may govern
and set an upper limit to the system ﬂuctuations.
iii
Abstract
The comparison between the experiments showed that the bed responded to the increase
in sediment supply by increasing its average slope and/or evolving toward a more braided
conﬁguration. In addition, this adjustment of the bed transport capacity was found to be
associated with a smoothing of the bedload transport pulsating regime resulting in shorter
and more frequent pulses of lower magnitude.
In conclusion, this study shed new light on bedload transport in gravel-bed rivers by docu-
menting several of its aspects under controlled conditions. More speciﬁcally, it bears experi-
mental evidence of the presence of sediment waves in alternate bar systems, and show how
the dynamics of these two types of bedform drive sediment transport and control bedload
macro-pulse characteristics in gravel-bed channels.




La bonne compréhension de la dynamique des rivières à lit de gravier est essentielle pour la
protection efﬁcace contre les risques naturels qui leur sont associés, le dimensionnement des
ouvrages hydrauliques et la préservation de leur forte valeur écologique dans les régions de
montagne. Cependant, malgré plus d’un siècle de recherche dans le domaine, les modèles de
transport solide dans de tels systèmes alluviaux sont peu précis en raison de la complexité des
interactions entre l’écoulement, lamorphologie du lit et le transport sédimentaire. Le transport
par charriage est ainsi reconnu comme un processus de nature intermittente caractérisé par
des pulses sédimentaires, et ce même en régime permanent.
Cette étude expérimentale vise à mieux comprendre les processus physiques associés au
transport sédimentaire dans les rivières à lit de gravier en présence de bancs alternés. Plus
précisément, elle s’intéresse à la relation entre les macro-structures du lit et les pulses sédi-
mentaires en régime permanent. Par ailleurs, les expériences ont été conduites sur de longues
périodes, jusqu’à 560 h, aﬁn d’étudier les ﬂuctuations du débit solide sur différentes échelles
de temps ainsi que la façon dont l’équilibre dynamique du lit s’établit.
Au total, trois expériences chacune caractérisée par un débit solide en entrée différent ont été
effectuées dans un canal de 16 m de long et 60 cm de large sur un lit de gravier à granulométrie
moyennement resserrée. Pendant chacune d’elles, le débit solide a été mesuré en continu en
sortie de canal à l’aide d’accéléromètres. De plus, la hauteur d’eau et la topographie ont été
mesurées toutes les dix minutes à l’aide de sondes ultrasoniques et d’une nappe laser montées
sur un charriot roulant.
L’analyse des mesures de topographie et de débit solide montre que des vagues sédimentaires
migrant de manière intermittente de mouille en mouille sont à l’origine de la majorité des
pulses sédimentaires et constituent le principal mode de transport des sédiments. De plus, ces
macro-structures du lit peuvent induire occasionnellement la mobilisation des bancs alternés
et leur migration vers l’aval.
Pour les longues échelles temporelles, les pulses sédimentaires sont associés aux ﬂuctuations
quasi-périodiques du volume total du lit. Cette corrélation semble indiquer que la capacité
de stockage du lit, pour une conﬁguration et des conditions aux limites données, limite les
ﬂuctuations dans le système.
v
Résumé
Il apparaît également que l’augmentation du débit solide en entrée induit une élévation de
la pente et/ou une évolution vers une conﬁguration plus tressée du lit. Cet ajustement de la
capacité de transport est de plus associé à un régime de pulses caractérisé par des ﬂuctuations
plus fréquentes, plus courtes et de plus faibles amplitudes.
En conclusion, cette étude apporte un nouvel éclairage sur le transport solide dans les rivières
à lit de gravier. Plus précisément, elle atteste de la présence de vagues sédimentaires dans les
systèmes de bancs alternés, et montre comment la dynamique de ces deux types de macro-
structure commande les pulses de débit solide.
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Rivers in mountain regions provide essential resources, such as water and energy, for human
settlement. However, with the economic and urban development of mountain valleys (Wohl,
2010), the risks arising from the unsteady nature of rivers (Church and Ferguson, 2015) have
increased dramatically. As a consequence, the proper understanding of river dynamics is
today a crucial issue for the protection against natural hazards (Arnaud-Fassetta et al., 2009),
the design of hydraulic structures (Carson and Grifﬁths, 1987; Radecki-Pawlik et al., 2017), and
the preservation of the high ecological value of river habitats (Wohl, 2006).
In mountain valleys and forelands, rivers ﬂow on coarse alluvial substrata and are thus clas-
siﬁed as gravel-bed rivers (Church, 2010). In such river systems, the ﬂow and the channel
morphology interact through feedback mechanisms governed by sediment transport (Church,
2006). Gravel-bed river dynamics are therefore a complex problem (Church, 2010) which,
despite more than one century of scientiﬁc work into sediment transport (Fabre, 1797; Carson
and Grifﬁths, 1987; Gomez, 1991), has not yet been fully solved (Gomez and Church, 1989;
Barry, 2004; Wohl, 2014; Church and Ferguson, 2015).
In the following section, a brief review of the major bedload transport equations is given for
the purpose of presenting some of the physical processes involved in sediment transport and
illustrating the complexity of the issue in mountain streams. We then comment further on
key concepts related to gravel-bed rivers which we refer to throughout the study, including:
grain sorting, bedform dynamics, bedload pulses, and dynamic equilibrium. This review
aims to provide an overview of the current knowledge in the ﬁeld and to highlight the major
shortcomings which are addressed in this work. For a more comprehensive state-of-the-art
review, we refer the reader to the literature cited hereafter.
This introductory chapter ends with the presentation of the objectives of the study which
aims to better understand the physical processes involved in sediment transport in gravel-bed
channels. More speciﬁcally, we are interested in the origins of the pulsating nature of bedload
transport (Gomez et al., 1989; Singh et al., 2009), which hinders the development of accurate
prediction models (Bravo-Espinosa et al., 2003; Recking et al., 2012), in river systems with
alternate bars. The approach employed is experimental and our ﬂume experiments are in
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the continuation of the previous laboratory studies concerned with sediment transport rate
ﬂuctuations and bedform dynamics under steady external conditions (e.g., Iseya and Ikeda,
1987; Kuhnle and Southard, 1988; Gomez et al., 1989; Recking et al., 2009; Singh et al., 2009)
with the originality of being particularly long.
1.1 Bedload transport
Sediment transport in gravel-bed rivers essentially occurs in the form of bedload (Church,
2010) which depicts the movement of bed material in close contact with the bed trough
sliding, rolling and saltation motion (Graf and Altinakar, 2000). This mode of transport is
therefore fundamentally different from suspended load and wash load which involve ﬁner
particles (e.g., ﬁne sand and silt) that are rarely or never in contact with the bed. Two critical
characteristics of bedload transport emerge from this difference: it is intermittent (Gomez
et al., 1989) and shapes the channel morphology (Church, 2006).
A considerable number of scientiﬁc studies have investigated bedload transport, and most
of the current theories ﬁnd their roots in the literature produced during the ﬁrst part of
the 20th century. Based on experimental studies carried out in laboratory ﬂumes, such as
the pioneer work conducted by Gilbert (1914), many empirical and semi-empirical equations
were developed with the aim of predicting the bedload transport rate (BTR) in ﬂuvial systems.
Gomez and Church (1989) distinguish four main approaches based upon the bed shear stress
(du Boys, 1879), the stream discharge (Schoklitsch, 1934), the stream power (Bagnold, 1980),
and the stochastic description of particle motion (Einstein, 1950).
One of the ﬁrst bedload transport formulae was proposed by du Boys (1879) who described
bedload transport as the progression of sliding grain layers. His theory states that the BTR
depends on the ﬂuid shear stress applied to the bed in excess of the critical shear stress required
to initiate particle motion. Many bedload transport equations arose from reﬁnements of this
early concept (Chanson, 2004), the most notorious being perhaps the one proposed by Meyer-
Peter and Müller (1948). However, a major challenge of this approach is the determination of
the critical shear stress which has motivated some authors to use alternate incipient motion
criteria related, for instance, to ﬂow velocity or ﬂow rate (Schoklitsch, 1950).
Shields (1936) conducted an extensive work on the determination of the critical shear stress
and proposed to describe the stability of a bed particle as the ratio between the destabilizing
forces (due to the stream ﬂow) and the stabilizing forces (due to the buoyant particle weight).




with τ the bed shear stress, ρs the sediment density, ρ the ﬂuid density, g the acceleration
due to gravity, and D the grain diameter. Note that τ = ρghSw with h the ﬂow depth and
Sw the water-surface slope in steady uniform ﬂows, and that D is generally indexed by the
median diameter d50 when the grain size distribution is non-uniform (Church, 2010). The
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Shields number is therefore a dimensionless representation of the bed shear stress and can
be seen as a measure of the competence of the stream ﬂow to mobilize sediment (Church,
2010). Based on a series of experimental runs with well-sorted sediment mixtures, Shields
(1936) established that the critical value of τ to initiate bedload transport under turbulent
ﬂow conditions was about 0.06. However, because bed material in mountain streams is usually
poorly-sorted, most studies report lower critical values (Church, 2006).
A major contribution in predicting BTRs in steep-gradient streams was brought by Meyer-Peter
and Müller (1948). They proposed an empirical formula, sometimes referred to as the Swiss
formula, based on extensive laboratory experiments (Meyer-Peter, 1949, 1951) and the data
collected by Gilbert (1914) for coarse material. Their equation relies on excess shear stress,
following du Boys’ intuition, and relates BTR to ﬂow rate, ﬂow depth, bed gradient and particle
size. It encountered a large success, especially for wide channels and coarse material, and
is still widely used in hydraulic engineering although thresholded equations are a matter of
discussion (Barry, 2004; Recking, 2010).
Bagnold (1956, 1966) proposed a different approach to model bedload transport based on
the observation that particles in movement form a thick suspension of a grain-ﬂuid mixture.
His theory essentially relies on the equilibrium in the momentum transfer between the liquid
and solid phases (Ancey et al., 2008) and seems to give satisfactory results for sufﬁciently high
discharges and steady uniform or gently varying ﬂows (Julien, 1998). However, one limit of
this model is that the intermittent nature of bedload transport at low ﬂow rates is ignored
because of the mean-ﬁeld approximation of the stream velocity which, among other, neglects
the effects of turbulence (Ancey et al., 2008).
In contrast to Bagnold (1956), Einstein (1942, 1950) used a stochastic approach to account for
the intermittency of particle transport. Assuming that the jump length of the moving particles
is independent from the ﬂow conditions and the transport rate, he proposed a formula that
expresses an equilibrium condition between the particle entrainment and deposition rates.
His approach suggests that bedload transport depends on the ﬂuctuations of the stream
velocity rather that on the mean value, and constitutes up to now the framework for the
probabilistic description of bedload transport (Ancey et al., 2006; Furbish et al., 2012).
Bagnold’s ﬁrst theory about bedload transport (Bagnold, 1956) conducted him to propose
later an analogy between a river and an engine in which stream power operates with a certain
efﬁciency to carry sediment (Bagnold, 1980). He thus developed a formula which relates
the BTR to the rate of energy expenditure in the channel. His formula is particularly suited for
gravel-bed rivers since it considers a bimodal sediment mixture (Gomez and Church, 1989).
In addition, only few parameters are required which is attractive as collecting extensive ﬁeld
measurements is challenging in mountain streams (Young, 1989). However, as Meyer-Peter
and Müller (1948) formula, Bagnold’s equation is thresholded and exhibits the same poor
performance in predicting low BTRs.
The different theories summarized above give an overview of some of the various physical
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processes involved in bedload transport and illustrate its complexity (Church, 2010). A detailed
review of the cited equations, and of the concepts they refer to, can be found in the vast devoted
literature (e.g., Graf, 1971; Yalin, 1972; Gomez, 1991). Despite their shortcomings, these early
bedload transport formulae constitute nevertheless the basis of the substantial work initiated
in the 1980s to address issues speciﬁc to mountain streams, including gravel-bed rivers.
For the purpose of illustrating the main issues addressed over the past decades, one can cite
Smart and Jaeggi (1983) and Rickenmann (1990) who extended the work of Meyer-Peter and
Müller (1948) to steep slope (up to 20%) and highly concentrated ﬂows (i.e., debris ﬂows),
and Parker et al. (1982) who proposed to compute BTR by grain size classes to account for
the selective transport of non-uniform sediment (Parker and Sutherland, 1990). In addi-
tion, the concept of critical shear stress was questioned by Recking (2010) who developed a
non-thresholded equation for low transport rates (i.e., partially mobile grains) based on the
comparison between BTR and ﬂow resistance records originating from an extensive dataset of
ﬂume and ﬁeld measurements (Recking et al., 2008). Finally, many authors addressed the issue
of form roughness (increased ﬂow resistance due to bed morphology) applying correction
factors for roughness coefﬁcients in bedload transport equations (Gomez and Church, 1989;
Recking et al., 2013).
Despite the considerable efforts put to better predict bedload transport (of which a tiny part is
cited above), available equations often overestimate BTRs by one or more orders of magnitude
and their performance seems acceptable only under unlimited sediment supply conditions
(D’Agostino and Lenzi, 1999; Rickenmann, 2001; Almedeij and Diplas, 2003; Bravo-Espinosa
et al., 2003; Gomez, 2006; Rickenmann andKoschni, 2010; Comiti andMao, 2012). For instance,
D’Agostino and Lenzi (1999) studied the Rio Cordon in Italy and obtained reasonable BTR
predictions only during extreme ﬂoods which mobilized all grain size classes (equal mobility
state). Rickenmann (2001) conﬁrmed the poor performance of bedload transport equations
in mountain streams and pointed the low relative ﬂow depth (which for instance affects ﬂow
resistance and turbulence effects), additional form roughness (e.g., due to channelmorphology




The challenge posed by bedload transport modelling in gravel-bed rivers relies to a large extent
on their intrinsic nature: they are alluvial systems formed in sediment they have transported
and deposited (Church, 2006). In other words, gravel-bed rivers are self-formed which means
their morphology is a direct consequence of bedload transport. Gravel-bed river dynamics are
therefore the result of the mutual interaction between the ﬂow and the morphology through
sediment transport (Church, 2010). This feedback loop is illustrated in ﬁgure 1.1.
The morphology of gravel-bed rivers on bed gradients below about 2% is mostly characterized
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by rifﬂe-pool-bar triplets (see ﬁgure 1.2) which result in alternate bar conﬁgurations (Church,
2006). However, the morphology of alluvial rivers is sensitive to sediment supply (Montgomery
and Bufﬁngton, 1997; Venditti et al., 2012; Podolak and Wilcock, 2013) and, when the latter
increases, the ﬂow tends to be divided into a number of sub-channels around the bars yielding
to a braided conﬁguration (Church, 2010) generally associated with steeper bed slopes (Paola,
2001; Madej et al., 2009; Pryor et al., 2011). The transition from single thread to braided
morphology, and the relation with parameters relatively easy to measure such as the slope,
grain size, discharge, and width-to-depth ratio, has been the object of numerous studies
(Leopold and Wolman, 1957; Parker, 1976; Ashmore, 1991; Schumm, 1985; Kleinhans and
van den Berg, 2011). However the link between morphological changes and both sediment
supply and transport in gravel-bed rivers, although obvious, is still an open question (Mueller
and Pitlick, 2014; Church and Ferguson, 2015; Recking et al., 2016).
Figure 1.1: Interactions between the stream ﬂow and morphology in gravel-bed rivers: (1)
stream ﬂow entrains sediment, (2) sediment transport induces bed erosion and sediment
deposition, (3) morphological changes affect bed geometry and roughness which in turn (4)
changes ﬂow characteristics and thus (5) sediment transport, and (6) sediment transport can
also affect ﬂow characteristics; modiﬁed from Richard (1997).
Alternate bars in gravel-bed rivers can be “forced” by a persistent local perturbation of the
ﬂow or topography (e.g., channel curvature), or “free” if they arise spontaneously from the
fundamental system instability (Seminara, 1998). In the latter case, the instability is formed
by a small-scale perturbation of the ﬂow over the erodible bed (Nelson, 1990) that grows in
size to some ﬁnite wavelength (Ikeda, 1983; Nelson, 1990) and ultimately results in a periodic
pattern (Lanzoni, 2000b). Both linear and weakly non-linear theory (Blondeaux and Seminara,
1985; Colombini et al., 1987; Schielen et al., 1993) have been developed and the issue of bar
formation in alluvial channels can therefore be considered as fairly settled (Lanzoni, 2000b).
Forced bars in gravel-bed rivers are by deﬁnition stationary whereas free bars are generally
reported to migrate in the downstream direction (Venditti et al., 2012; Crosato et al., 2012).
A condition for non-migrating free bars to develop is, for instance, that the channel width-
to-depth ratio is at the value of resonance (Blondeaux and Seminara, 1985; Seminara and
Tubino, 1992). However, Crosato et al. (2011) observed non-migrating bars without any
resonant condition or steady local perturbation and suggested that they are the expression of
an intrinsic property of alluvial channels.
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Figure 1.2: Illustration of alternate bars in a gravel-bed ﬂume using an image taken during our
experiments.
1.2.2 Grain sorting mechanisms
Gravel-bed rivers are characterized by poorly-sorted sediment and, as a result of the interaction
between moving and static grains, their bed is self-organized (Church, 2010). Indeed, vertical
sorting is often observed because ﬁner grains are preferentially moved away. As a consequence,
coarse grains form an armor layer at the bed surface covering ﬁner material (Parker et al.,
1982; Pitlick et al., 2008). armoring increases bed resistance to shear stress and thus limits its
erosion (Harrison, 1950; Church et al., 1998; Church and Hassan, 2002). It is typically observed
in the absence of large sediment inputs and when the shear stress is less than the critical value
required to initiate the movement of all grain size classes (Gomez, 1994; Parker and Sutherland,
1990). However, during ﬂoods, the armor layer can be dismantled releasing large amounts
of sediment. If all grain size classes are then mobilized, bedload transport is said to be in an
equal mobility state (Parker et al., 1982). As a consequence, many studies described different
transport states depending on the ﬂow conditions (Recking et al., 2013), including a partial
transport state where only ﬁne grains are moving (Wilcock and Jaeggi, 1993).
armor layers are often spatially localized (longitudinal grain sorting) which results in sediment
patches characterized by different grain sizes (Paola and Seal, 1995; Laronne et al., 2001; Vericat
et al., 2008). Laronne et al. (2001) suggested that ﬁne particle patches are the main source of
sediment during ordinary ﬂoods, and that bedload is then transported from patch to patch. In
addition, sediment patches were reported to migrate in the form of bedload sheets typically
described as low-amplitude bedforms (Recking et al., 2009) with coarse migrating fronts and
ﬁner tails (Whiting et al., 1988), which can induce large BTR variations (Venditti et al., 2017).
The formation of bed clusters composed of coarse particles has also been reported under low
bedload transport conditions (Reid et al., 1992; Church et al., 1998; Strom et al., 2004). As
armor layers, such structures increase the stability of the bed surface (Church et al., 1998) and
can be dismantled when the ﬂow rate increases, feeding thus bedload with sediment (Strom
et al., 2004). Although there have been many insights into how these bed features form, the
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knowledge about their inter-relation (if exists) is limited (Venditti et al., 2017).
1.2.3 States of bedload transport
Given the considerations above, three bedload transport phases are commonly distinguished
in gravel-bed rivers (Ryan et al., 2002; Bathurst, 2007; Recking et al., 2013):
– Phase 1: below a certain critical ﬂow rate, coarse particles on the bed surface are static
and bedload consists of ﬁne sediment originating from patches and further upstream.
– Phase 2: for larger ﬂow rates, coarse particles are destabilized and transported over short
distances (sliding and rolling motion). Sub-pavement sediment is released and feeds
bedload.
– Phase 3: after a second critical ﬂow rate, surface structures (i.e., armor layers) are entirely
dismantled and coarse material moves over long distances (rolling and saltation motion).
Bedload includes all grain size classes (equal mobility state).
Equal mobility is rarely observed in gravel-bed rivers (Andrews, 1983; Mueller et al., 2005;
Parker et al., 2007) and, because of the grain sorting effects and migrating bedforms com-
mented above, bedload transport rates can vary by several orders of magnitude even under
steady ﬂow conditions (Recking et al., 2016; Venditti et al., 2017). As a consequence, bedload
transport in gravel-bed rivers is generally characterized by large ﬂuctuations in both space
and time (Ergenzinger, 1988; Recking et al., 2013).
1.3 Bedload transport rate ﬂuctuations
The ﬂuctuating nature of bedload transport in gravel-bed rivers (see ﬁgure 1.3) was ﬁrst
identiﬁed during the ﬁeld measurement campaigns performed in the 1930s (Ehrenberger,
1931; Mühlofer, 1933; Nesper, 1937; Einstein, 1937) and later conﬁrmed with the development
of new measurement techniques (Emmett, 1975; Reid et al., 1985; Whiting et al., 1988; Cudden
and Hoey, 2003). It became recognized that spatial and temporal variability was an inherent
characteristic of bedload transport (Ergenzinger, 1988; Gomez et al., 1989; Singh et al., 2009),
which initiated numerous experimental studies performed under steady ﬂow and sediment
feeding conditions (Hubbell, 1987; Iseya and Ikeda, 1987; Kuhnle and Southard, 1988; Gomez
et al., 1989; Ashmore, 1991; Hoey, 1992; Frey et al., 2003; Recking et al., 2009; Singh et al., 2009;
Ghilardi et al., 2014a).
These studies report large BTR ﬂuctuations up to several times the mean value (Recking,
2006) in single thread (Kuhnle and Southard, 1988; Gomez et al., 1989; Recking et al., 2009;
Singh et al., 2009) and braided (Ashmore, 1991; Hoey and Sutherland, 1991) channels with
generally poorly-sorted sediment but sometimes also with well-sorted mixtures (Gomez et al.,
1989). These bedload pulses (Reid et al., 1985), or bursts (Singh et al., 2009), were identiﬁed to
originate from migrating bars (Miwa and Daido, 1995; Gomez et al., 1989, see ﬁgure 1.4) and
low-relief bedforms such as sediment waves (Ashmore, 1991), bed waves (Hoey, 1992) and
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Figure 1.3: Temporal variations in the
bedload tranport rates measured by
Ehrenberger (1931) in River Danube
(Vienna) on June 24th, 1931; repro-
duced from Gomez (1991). The time
series is characterized by large ﬂuctu-
ations.
Figure 1.4: Temporal variations in the bedload tran-
port rates measured by Gomez et al. (1989) in a
straight laboratory ﬂume under steady ﬂow condi-
tions (ERC run); reproduced from Gomez et al. (1989).
The bedload pulses in the time series are associated
with the migration of alternating bars.
bedload sheets (Kuhnle and Southard, 1988; Recking et al., 2009). Note that many different
phenomena have been described as sediment waves or derived expressions (e.g., bed waves,
bed material waves, bedload sheets, sediment slugs and sediment pulses), as pointed by James
(2010), and that this terminology is used in this work in reference to low-height bedforms of
which migration induces local changes in bed elevation. Such migrating bars and sediment
waves associated with bedload pulses are bed structures somehow related to grain sorting
mechanisms (Iseya and Ikeda, 1987; Laronne and Duncan, 1992; Grifﬁths, 1993) and are
classiﬁed as macro-forms in the sense that they scale with the ﬂume width (Hoey, 1992).
This latter distinction highlights that BTR ﬂuctuations can be observed over a wide range of
temporal and spatial scales (Gomez et al., 1989; Singh et al., 2009; Heyman et al., 2013; Ma et al.,
2014) from the movement of individual particles (Ancey et al., 2008, 2015) to global changes in
river reach morphology (Hoey, 1992). An interesting characteristic of ﬂuctuations related to
macro-form migration is that they are often reported as periodic (Kuhnle and Southard, 1988;
Gomez et al., 1989; Ashmore, 1991; Hoey, 1992; Ghilardi et al., 2014b) which suggests they
are not only random realizations of stochastic processes (Cudden and Hoey, 2003), although
the latter approach is appropriate to describe ﬂuctuations at the particle scale (Ancey et al.,
2008). Such ﬂuctuations were observed for periods ranging from minutes to hours, sometimes
overlapping which indicates that the related physical processes can occur simultaneously
(Gomez et al., 1989; Recking, 2006).
The pulsating nature of bedload transport in gravel-bed rivers (Reid et al., 1985) pushed
most authors to describe equilibrium in such systems as dynamic (Hoey, 1992) although this
terminology remains a matter of discussion (Thorn and Welford, 1994; Nanson and Huang,
2016). Indeed, dynamic equilibrium is a convenient term to characterize the behavior of
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alluvial channels under steady external conditions (typically constant ﬂow and sediment feed
rates) given the debate on river equilibrium (Bracken and Wainwright, 2006). It is generally
used for two purposes: to depict the adjustment of the system mean parameters (e.g., a
raise in the average bed slope) to a change in external conditions (e.g., an increase in the
sediment feed rate), and to depict the oscillations of the system parameters (e.g., bed slope
ﬂuctuations) about mean values (e.g., the average bed slope). We use it for this latter purpose
in the following unless stated otherwise.
The common procedure to ensure that dynamic equilibrium is achieved in experiments
under steady external conditions is to wait long enough so that the average BTR meets the
imposed sediment feed rate (mass-balance equilibrium) and the bed slope stabilizes (Iseya
and Ikeda, 1987; Gomez et al., 1989; Frey et al., 2003; Recking et al., 2009). This method refers
implicitly to Lane’s balance (Lane, 1955) which states that equilibrium is achieved once the
bed slope has adjusted to the imposed ﬂow and sediment feed rates in such a way that the
stream ﬂow can transport the sediment of a given size at the rate necessary to achieve mass-
balance equilibrium (Church, 2006). In other words, it means that the available stream power
balances the work used for sediment transport (discharge×slope ∝ transport rate×grain
size), as illustrated in ﬁgure 1.5. However, this approach is incomplete since, in addition to
the slope, the channel transport capacity can also adjust through grain sorting mechanisms
(e.g., armoring) and morphological changes (e.g., braiding) which both affect bed shear stress
(Recking et al., 2013; Podolak and Wilcock, 2013). Because of the variability of these processes
in alluvial channels (as discussed previously), Lane’s balance in ﬁgure 1.5 keeps swinging
which can be seen as an illustration of the dynamic equilibrium state (Nanson and Huang,
2016).
Figure 1.5: Illustration of the morphological equilibrium concept proposed by Lane (1955);
modiﬁed from Recking et al. (2013).
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Most experimentalists wait for dynamic equilibrium to be achieved since initial conditions
are generally not representative of natural systems (e.g., a ﬂat bed of a given slope). However
the criteria used, for instance an average BTR close to its average value, are only indicative.
Indeed, no universally accepted measurement of equilibrium in geomorphology (if exists) has
been proposed (Nanson and Huang, 2016). Moreover the time to reach dynamic equilibrium
can be long (Recking, 2006) compared to usual experiment durations (typically a few tens of
hours).
These considerations highlight the need for long experiments when studying gravel-bed river
morphodynamics. This necessity is emphasized by the time scales of the BTR ﬂuctuations
usually observed which can be up to several hours (see review in Kuhnle, 1996): the experi-
ment durations must be much longer than the latter to capture the whole system dynamics.
The great improvements in bedload and bed topography monitoring technologies over the
last decades (Gomez et al., 1989; Rickenmann, 2017) made possible such requirements. For
instance, (Lanzoni, 2000a) and (Crosato et al., 2011) have investigated bar formation and
dynamics in alluvial channels over weeks. However, such long experiment durations remain
marginal and techniques allowing the joint measurement at high-resolution of the bed topog-
raphy and the BTR are still a fundamental need for researchers (Marr et al., 2010; Vesipa et al.,
2017; Dhont et al., 2017).
1.4 Thesis objectives, organization and contribution
The pulsating nature of bedload transport in gravel-bed rivers discussed above is a challenging
problem that hinders the development of accurate prediction models. Although migrating
bedforms have been identiﬁed as one of the main causes responsible for large BTR ﬂuctu-
ations under steady ﬂow and sediment feeding conditions, several issues demand further
investigation, including: their parametrization, their dependence on sediment supply, the
interaction between bed structures of different sizes, and the relation between the various
bedform types and bedload transport (Church, 2010; Church and Ferguson, 2015; Venditti
et al., 2017).
In this study, we address some aspects of these issues in the context of straight alluvial chan-
nels with alternate bars. Our approach is experimental and focuses on the origins of BTR
ﬂuctuations in a mobile-bed ﬂume under steady external conditions. More speciﬁcally, we
aim to identify the physical mechanisms related to bedload transport at the macro-scale and
to assess their contribution to bedload pulses. The objectives of the study are therefore to:
– equip a laboratory ﬂume with high-resolution monitoring tools for BTR and bed topog-
raphy (addressed in Chapter 2);
– verify the pulsating nature of bedload transport in an alternate bar system under steady
ﬂow and sediment feeding conditions (addressed in Chapter 3);
– characterize bedload pulses in terms of magnitude, duration, frequency, associated time
scale, and periodicity; and assess the effect of different sediment feed rates on their
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characteristics (addressed in Chapter 3);
– identify and describe the mechanisms occurring in the bed involved in the transfer of
sediment along the ﬂume length (addressed in Chapter 4);
– relate these mechanisms to bedload pulses and assess their respective contributions to
the pulsating nature of bedload transport (addressed in Chapter 5).
The document is organized in six chapters including this one. The experimental setup and
procedure, along with the measuring tools used, are detailed in Chapter 2. In Chapter 3,
the BTR ﬂuctuations measured at the ﬂume outlet are investigated with consideration of their
time scales, the different feed rates tested, and the system equilibrium state. The evolution of
the bed topography is analyzed in Chapter 4 with a particular interest on the bar-and-pool
system dynamics. Chapter 5 links the results of the two previous chapters, and comments on
the bed-related mechanisms generating bedload pulses. The results presented are discussed
at the end of each chapter concerned in a dedicated section, and the conclusions of the study
are ﬁnally drawn in Chapter 6 along with a general discussion of the major results obtained.
Among the main contributions arising from this experimental investigation, the following are
of particular interest:
– Impact plates and laser-sheet imaging are effective techniques allowing the collection of
bedload transport and bed topography measurements at ﬁne resolution and over long
time periods in ﬂume experiments.
– Sediment waves are the primary mode of bedload transport in quasi-stationary alternate
bar systems. They migrate from pool to pool, in a step-like motion, generating local
aggradation-degradation cycles in the bed and bedload pulses.
– Global variations in bed volume are correlated to large-scale bedload pulses. Their quasi-
periodic character suggests the existence of a maximum storage capacity, associated
with a given bed conﬁguration and dependent on the experimental conditions, that




This study relies on the analysis of three ﬂume experiments carried out under steady ﬂow
conditions over long durations (larger than 100 h). In this chapter, we ﬁrst present the experi-
mental setup and the procedure applied when conducting the experiments. Then, we detail
the measurement methods employed of which data are analyzed in the following chapters.
They comprise impact plates measuring the bedload transport rate (BTR) at the ﬂume outlet,
and a moving cart equipped with ultrasonic probes and a laser-sheet imaging technique
dedicated to topographical measurements (bed scans).
2.1 Experimental setup
The experiments were carried out in a 17-m long (16-m usable) and 60-cm wide tilting ﬂume
with glass walls allowing lateral observations (see ﬁgure 2.1). The ﬂume bed was about 31.5-
cm thick and made of moderately-sorted natural gravel (according to the classiﬁcation of
Folk and Ward, 1957). The apparent density of the sediment mixture was 1490 kg/m−3, its
characteristic diameters were d30 = 5.2 mm, d50 = 6.0 mm, and d90 = 7.7 mm, and the mean
diameter was 5.5 mm with a corresponding standard deviation of 1.2 mm.
The mobile bed was retained at the ﬂume outlet by a porous plate of which aperture was
controlled by two valves. This arrangement allowed to adjust the subsurface ﬂow near the
ﬂume outlet in order to limit boundary effects such as ﬂow resurgence (the valve aperture
was set only once, prior to the experimental campaign). The upstream part of the ﬂume was
obstructed by a porous box ﬁlled with gravel which reduced the boundary effects due to the
ﬂow incoming from the tank located just upstream. During the experiments, the tank was
ﬁlled at the desired rate by a pump connected the closed loop system recirculating water.
The sediment feeding system consisted of a hopper delivering sediment at the ﬂume inlet
by means of a conveyor belt. The sediment feed rate was controlled adjusting the speed of a
rotating cylinder with slots which obstructed the hopper outlet. The sediment delivered by
the conveyor belt was subsequently fed into the ﬂume through a pin board that distributed
the gravel along the width (the distribution had a Gaussian shape centered in the middle of
the ﬂume as illustrated in ﬁgure 2.2). The sediment ﬂushed out from the ﬂume was collected
in a heavy-duty bag having a storage capacity larger than 500 kg. When the bag was ﬁlled, the
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Figure 2.1: General view of the experimental
facility.
Figure 2.2: Sediment distribution at the ﬂume
inlet.
experiments were paused and the sediment collected was transferred to the hopper using a
bridge crane.
2.2 Experimental procedure
Given the aim of investigating bedload transport in alternate bar systems, a series of prelimi-
nary runs were conducted to deﬁne the range of sediment feed rate, ﬂow rate and slope values
for which such bedforms develop in the bed. These tests were based on the criteria given
in Yalin (1972, 1992) and limited, among other, by the ﬂow rate the pump could deliver. In
addition, the ﬁnal experimental parameters were chosen so that the experimental setup was
roughly representative of natural river systems at the 1:10 scale using the scaling relationships
proposed in Ashworth et al. (1994). More precisely, the study was initially inspired by the
“Plat de la Lé” reach of the Navisence River (Switzerland), characterized by 1–3% slopes and
gravel bars, which was a case study investigated by our laboratory (Ancey et al., 2014). At the
end of the preliminary runs, it appeared that discharges, feed rates and slopes in the order of
respectively 15 l/s, 5 g/s and 1.6% resulted in the development of alternate bars and allowed
an optimal use of the measurement tools.
Based on the above considerations, we conducted three experiments with different steady
sediment feed rates (2.5, 5.0 and 7.5 g/s) and under the same steady ﬂow conditions (15 l/s)
in order to assess the effect of sediment supply on the system dynamics (see table 2.1). We
varied the feed rate instead of the ﬂow rate because the setting of the BTR monitoring devices
at the ﬂume outlet (i.e., the spacing between the impact plates and the ﬂume outlet, see
section 2.3.1) depended on discharge. In addition, we limited our experimental campaign to
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Table 2.1: Parameters of the three experiments conducted under steady external conditions.
Units Exp. 1 Exp. 3 Exp. 2
sediment feed rate Qs,in g/s 2.5 5.0 7.5
ﬂow rate Ql l/s 15 15 15
ﬂume slope % 1.6 1.6 1.7
total duration h 264.3 574.3 126.1
number of runs 19 41 17
run duration h 8–24 8–24 8
effective duration (with measurements) * h 261.1 567.5 123.2
total weight of the sediment collected kg 2497.4 9871.3 3134.6
* measurements made during the ﬁrst 9 minutes and the last minute of each run, when the ﬂow
was unsteady, were ignored
three experiments because our priority was to perform very long experiments (up to ~600 h)
in order to ensure dynamic equilibrium conditions in the ﬂume and the observation of all
potential types of BTR ﬂuctuations at different time scales.
At the beginning of each experiment, the bed was ﬂattened and the ﬂume slope was set close
to the “equilibrium” bed slope measured during the preliminary tests conducted under similar
conditions. Indeed, we desired the bed thickness to remain roughly uniform along the ﬂume
length once the experiments were started in order to minimize the effects due to varying
subsurface ﬂow conditions. Note that the average stream velocity, estimated by the time
required for 2-cm polystyrene balls to travel along the entire ﬂume length, was about 1 m/s at
the beginning of all three experiments when the bed was ﬂat (the corresponding ﬂow depths
were 3.5±0.5 cm). In such conditions, the ﬂow was observed to be turbulent and supercritical.
Each experiments consisted of a series of runs (see table 2.1) between which the discharge was
stopped and the measurements were interrupted. Indeed the hopper had a limited capacity
and needed to be reﬁlled with the sediment collected at the ﬂume outlet. During this process,
the sediment weight was recorded in order to compute the average BTR during the runs.
In all three experiments, the run duration was set to 8 h in order two carry out two experiments
per day (one during daytime and one during nighttime). However, in experiment 1 and 3, the
run duration was increased up to 24 h, from respectively run 12 and run 20, for time saving
purposes. Note that some runs were not completed because of occasional pump failures; and
that a particular attention was paid at the beginning of each run to gently increase the ﬂow
rate in the ﬂume in order to avoid as much as possible any perturbation of the bed.
During the runs, the bed and water elevations were measured every 10 min scanning the
bed with the moving cart (see section 2.3.2), and the BTR was monitored continuously at
the ﬂume outlet using impact plates (see section 2.3.1). The acquisition of these different
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measurements was synchronised and fully automated so that they were comparable with each
other and no external intervention was required. Note that the measurements made during
the ﬁrst 9 minutes (necessary to reach the desired ﬂow rate) and the last minute (when the
discharge was stopped) of each run were ignored.
The evolution of the bed topography along with the corresponding BTR measurements can
be visualized online for experiment 1, experiment 2, and experiment 3. In addition, during
experiment 3, the evolution of the bed topography in the last part of the ﬂume was ﬁlmed
from the left side using six webcams. The movie is also available online (see Appendix A.1 for
a complete list of online material).
Note that stream velocity measurements were performed before the end of the ﬁrst 20 runs of
experiment 3, over the last part of the ﬂume, using a high-speed camera and seeding 1-cm
polystyrene balls in the ﬂume (i.e., using a Particle Tracking Velocimetry technique). These
measurements were however not used in this study.
2.3 Instrumentation
2.3.1 Impact plates
The BTR was measured at the ﬂume outlet using six impact plates mounted in-line as il-
lustrated in ﬁgure 2.3. Each device consisted of an accelerometer housed in a water-proof
aluminium box and a perforated steel plate, both ﬁxed on an aluminium support plate (see
Appendix A.2 for the accelerometer characteristics). They were placed vertically 5 cm away
the ﬂume outlet in such a way the grains ﬂushed out from the ﬂume hit the perforated grid
once. In order to avoid the transmission of extraneous vibrations, each device was insulated
from the support frame by a rubber sheet. Note that these sensors were originally developped
in our laboratory by Mettra (2014).
The vibrations due to grain impacts were recorded continuously during the experiments
logging the acceleration measured in the horizontal direction with a sampling frequency
of 10 kHz. The acquisition was performed using a National Instrument® acquisition board
and the Data Acquisition Toolbox™ in Matlab®. The signal of each accelerometer was then
post-treated in order to compute the number of impulses (i.e., the number of oscillations
above a threshold amplitude value) which is a robust proxy for the BTR (Rickenmann et al.,
2014). In addition, the number of impulses (which increases with the size of the impacting
grain) was found to be linearly correlated with the BTR in previous experiments (Dhont et al.,
2017).
The post-treatment applied in this study included the following steps: (1) signal smoothing
using a 1000 Hz low-pass ﬁlter, (2) detection of the impulses larger than 25 mV, and (3) com-
putation of the number of impulses over 1-min time steps. During a calibration campaign
conducted prior to the experiments, a calibration curve relating the number of impulses to
the BTR was computed for each accelerometer (see Appendix A.3). Based on these relation-
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ships, the average BTRs over 1 min were ﬁnally computed for each experiment.
Figure 2.3: View of the impact plates measuring the bedload transport rate at the ﬂume outlet.
In order to assess the measurement accuracy of the impact plates, we performed 164 runs,
each lasting between 30 s and 5 min, during which the sediment were collected and weighted.
We then compared the BTRs measured by the impact plates and the BTRs computed based
on the weighing: the standard deviation of the residuals was found to be about 30% (the
mean value being close to zero). The reliability of the impact plates was further assessed once
the three experiments were completed comparing the accelerometer data with the sediment
weights measured after each run (which lasted between 8 h and 24 h): the measurement
accuracy regarding the total mass of sediment evacuated from the ﬂume was found to be ﬁner
than 10% (for weights in the order of 100 kg).
2.3.2 Water and bed elevation measurements
The water and bed elevation measurements rely on two techniques both mounted on a
moving cart scanning the bed over its entire length: a series of ultrasonic probe and a laser-
sheet imaging system. Each scan lasted about 3 minutes and covered a 14 m×60 cm bed
area starting 1 m away the ﬂume outlet. Indeed, the ﬁrst and the last meter of the bed
could not be measured because of technical limitations. The bed scans were performed
automatically every 10 min during the experimental runs, and the reference level for the
elevation measurements was the bottom of the ﬂume. An additional scan was also performed




The water elevation was measured using 8 ultrasonic probes ﬁxed on a support plate and
equally spaced in the cross-sectional direction, as illustrated in ﬁgure 2.4. Given the distance
between the probes and the bed surface, each sensor measured the average water elevation
underneath its location over a circular area of about 9 cm in diameter. During the scans, the
data from the ultrasonic probes were acquired with a sampling frequency of 1000 Hz using
a National Instrument® acquisition board and the Data Acquisition Toolbox™ in Matlab®.
The raw data were subsequently resampled at 50 Hz and therefore consisted of 8 longitudinal
proﬁles having about 5 measuring points per centimeter. Each proﬁle was then smoothed
using a Gaussian ﬁlter and converted into centimeters based on the calibration performed
prior to the experiments (see coefﬁcients in Appendix A.4). Finally the water elevation was
interpolated over a 14 m×60 cm grid having respectively a 5 cm and 1 cm spatial resolution in
the longitudinal and in the cross-sectional direction, as illustrated in ﬁgure 2.5.
Figure 2.4: Measurement of the water elevation using height ultrasonic probes mounted on a
moving cart.
Figure 2.5: Water elevation with respect to the ﬂume bottom measured using the ultrasonic
probes at the beginning of experiment 1 and interpolated over a 14 m×60 cm grid. The ﬁrst
and the last meter of the ﬂume were not measured because of technical limitations.
18
2.3. Instrumentation
The calibration of each ultrasonic probes was performed measuring the elevation of six
wooden boards successively piled up on the bed surface (in such a way elevation values
between 25 and 39 cm were considered). The measurement accuracy of the probes was
subsequently assessed using a similar procedure, and it was found to be ﬁner than 2 mm.
However, this accuracy is expected to be coarser when measuring the water elevation since
the latter is a “rougher” surface.
2.3.2.2 Laser-sheet imaging technique
The bed elevation was measured using a laser-sheet imaging technique consisting of a color
camera taking top-view images of a green laser sheet projected on the bed surface, as illus-
trated in ﬁgure 2.6(left). The laser was powerful enough (50 mW) for its projection on the
bed, after passing through the water, to appear clearly in the images taken by the camera.
As a consequence, this technique did not require the discharge to be stopped during the
experiments. The camera and laser characteristics are detailed in Appendix A.5.
The camera and the laser were both ﬁxed on the moving cart in such a way that their po-
sitions were aligned with the middle of the ﬂume and their orientations (in the horizontal
plan) corresponded with the cross-sectional direction. Moreover, the camera was pointing
perpendicularly toward the bed surface and the laser sheet had a 28.1◦ angle to the vertical.
Given these settings, the laser projection appeared on every image taken during the experi-
ments regardless the variations in bed topography (i.e., it was always in the ﬁeld of view of the
camera).
The camera was set to take 6 frames-per-second which corresponded to roughly one image
every two centimeters in the longitudinal direction (~900 images per bed scan). Each frame
was then orthorectiﬁed (i.e., corrected for optical distortions from the sensor system) and
post-treated using an image processing algorithm in order to compute the coordinates (in
pixels) of the laser projection in the image. Based on these coordinates, the bed elevation
along the cross-section corresponding to the laser projection was subsequently calculated
using trigonometrical relationships detailed hereafter.
A two-dimensional representation of the laser-sheet imaging technique viewed from the side,
ignoring the refraction effects at the air-water interface, is given in ﬁgure 2.6(right). Given the











which can be rewritten
z = f zLxL
f xL −dzL
and x = dzLxL
f xL −dzL
(2.2)
with x the horizontal distance between the laser projection and the camera, d the distance
corresponding to x on the camera sensor, z the height between the camera and the bed surface,
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Figure 2.6: Front view (left image) and schematic representation viewed from the side (right
image) of the laser-sheet imaging technique consisting of a camera and a laser mounted on a
moving cart.
and f the focal length of the camera. The parameters xL and zL depict indirectly the angle of
the laser and its position compared to the camera.
Based on equation 2.2, the bed elevation could be computed along the cross-section associ-
ated with each image since x and z were the only unknown variables. Indeed, f is a property of
the camera, d depends on the coordinates of the laser projection in the image (computed pre-
viously) and on the sensor characteristics (size and resolution), and xL and zL were computed
prior to the experiments based on the camera and laser positions.
The elevation data associated with each image were then referenced with respect to the ﬂume
based on the height between the camera and the ﬂume bottom and the camera position
corresponding to each image. Indeed, the latter was recorded during the bed scans using a
proximity sensor counting the teeth of the cart rail. The bed elevation measurements were
ﬁnally interpolated over the same 14 m×60 cm grid as the water elevation measurements for
comparison purposes (see ﬁgure 2.7).
Figure 2.7: Bed elevation with respect to the ﬂume bottom measured using the laser-sheet
imaging technique at the beginning of experiment 1 and interpolated over a 14 m×60 cm grid.
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In order to account for refraction effects, the following correction was applied to the the bed
topography measurements:
zb = zw −1.4(zw − zb,r aw ) (2.3)
with zb the bed elevation from the ﬂume bottom corrected for refraction effects, zb,r aw the bed
elevation prior to correction, and zw the water elevation from the ﬂume bottom computed
using the ultrasonic probes. This correction was derived based on the Snell–Descartes law
applied to an air-water interface (see Appendix A.6 for derivation). Note that zw − zb,r aw is an
estimation of the ﬂow depth and that the factor 1.4 corresponds approximatively to the ratio
between the water and air refractive indexes (≈ 1.33).
The invariant parameters in equations 2.2 (i.e., xL , zL and the camera elevation with respect to
the ﬂume bottom) were computed accurately prior to the experiments using the procedure
described above in reverse (i.e., knowing z and x). For this purpose, we placed a board
recovered with graph paper on the bed surface (under dry bed conditions) at a known elevation
(in order to compute z and x accurately). Repeating the operation one time at a different
elevation, we had enough parameters to compute the laser angle and to solve the equation
system.
The measurement accuracy under dry conditions was then assessed measuring the height
of the steps of a PVC staircase of known dimensions (15 mm step height) placed on the bed
surface: it was found to be ﬁner than 1 mm. In order to assess the measurement accuracy
under wet conditions (i.e., with water ﬂowing in the ﬂume), we compared the bed topography
measured at the end of each run (see table 2.1) under dry conditions and the same topography
measured just before the discharge was stopped. The standard error (i.e., the root mean
squared error) of the measurements made under wet conditions was found to be about 0.5 cm
(the bed elevation being roughly 30 cm thick with variations mostly between ±5 cm).
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3 Bedload transport rate ﬂuctuations
In this chapter, we investigate the bedload transport rates measured at the ﬂume outlet
during each of the three experiments. More speciﬁcally, we are interested in the ﬂuctuations
observed in the corresponding time series. Note that the results obtained are analyzed making
references to the bed slope and morphology, which are investigated in details in Chapter 4.
Moreover, the effect of the sediment feed rate is discussed throughout the chapter highlighting
the differences in the results obtained for each experiment.
Our analysis starts with the deﬁnition of three ﬂuctuation regimes, each associated with a
sediment feeding condition and characterized by its intermittency and intensity. We then
further discuss the time scales and the periodic character of the bedload pulses, and investigate
the effect of the sampling time on their characteristics. Finally, we relate the bedload transport
measurements to sediment storage in the bed, and conclude on the equilibrium state of the
system before discussing the results.
3.1 Preliminary considerations
The bedload transport rate (BTR) was measured continuously at the ﬂume outlet during each
experiment. The corresponding time series can therefore be investigated over a wide range
of time scales, depending on the related physical processes that are of interest (Gomez et al.,
1989). Two extreme examples are the motion of individual particles and the migration of mega-
scale bedforms (Hoey, 1992). In this this study, we focus on the propagation of macro-scale
bedforms (i.e., that scale with the ﬂume width). After a ﬁrst analysis of the data collected, a
sampling time of one minute was found to be relevant given our objectives. We make it clear
that, unless stated otherwise, all the results concerning the BTRs presented in this chapter are
associated to this time scale. The average BTRs over one minute (Qs) are plotted in ﬁgure 3.1;
and the main characteristics of the time series are given in the ﬁrst part of table 3.1.
3.1.1 Bedload pulses and low transport phases
The BTR time series in ﬁgure 3.1 are characterized by large ﬂuctuations, which indicates
a succession of low and intense bedload transport events during the experiments. This
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Figure 3.1: Time series of the bedload transport rates averaged over one minute Qs measured
at the ﬂume outlet during experiment 1, 2 and 3. The black lines indicate the sediment feed
rates Qs,in , which are about equal to the average BTR values Q¯s .
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Table 3.1: Summary values of the bedload transport rate measurements averaged over one
minute during experiment 1, 2 and 3.
Units Exp. 1 Exp. 3 Exp. 2
ﬂow rate Ql l/s 15 15 15
ﬂume slope % 1.6 1.6 1.7
sediment feed rate Qs,in g/s 2.5 5.0 7.5
average bedload transport rate g/s 2.65 4.82 7.85
standard deviation g/s 3.86 6.11 8.11
relative standard deviation 1.46 1.27 1.03
maximum value g/s 41.12 62.89 61.04
number of samples 15666 34050 7395
experiment duration h 261.1 567.5 123.2
ignoring the adjustment time at the beginning of the experiments *
adjustment time ta min 678 713 292
average bedload transport rate Q¯s g/s 2.57 4.84 7.97
standard deviation g/s 3.54 6.08 8.05
relative standard deviation 1.38 1.26 1.01
maximum value g/s 34.62 62.89 61.04
number of samples 14988 33337 7103
experiment duration Texp h 249.8 555.6 118.4
* see section 3.1.2.1
variability is stressed by the values given in table 3.1: the standard deviation of the time
series is larger than 100% and the BTRs can be up to one order of magnitude higher than
their average values. Our measurements are therefore consistent with the numerous studies
that have described the inherent variability of bedload transport, even under steady ﬂow
conditions (Gomez et al., 1989).
The ﬂuctuating behavior of the BTR time series reﬂects the intermittent character of bedload
transport, in the sense that the ﬂuctuations show heterogeneity in their magnitude and in
their temporal distribution (Singh et al., 2009). To avoid any confusion, we clarify that this
terminology is sometimes used in another sense, not employed here, to describe particle
motion and the alternation between moving and resting phases (e.g., in Ancey et al., 2014). We
also make it clear that the BTRs averaged over one minute in ﬁgure 3.1 never drop to zero as
the term intermittent may suggest.
The peaks in the BTR time series are referred to as bedload pulses, following the terminology
used by Gomez et al. (1989). From a morphological perspective, the occurrence of bedload
pulses implies that, in the bed, large sediment volumes are transferred in the downstream
direction. During these intense transport phases, the bed is therefore on the whole eroded. In
between bedload pulses, the BTRs are low compared to the sediment feed rates as illustrated
in ﬁgure 3.1. These low transport phases inversely indicate a global aggradation of the bed
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(i.e., a general increase in bed elevation due to sediment deposition).
3.1.2 Adjustment time at the beginning of the experiments
3.1.2.1 Deﬁnition
The beginning of each BTR time series is characterized by a time period of low bedload
transport (i.e., close to zero) followed by large bedload pulses (see ﬁgure 3.1). This period is
termed the adjustment time and noted ta : it is the time necessary for the bed to evolve from a
ﬂat conﬁguration (the initial condition) to a formed conﬁguration (i.e., with bedforms).
During the adjustment time, the bed slope (Sb) comes close to its average value over the
entire experiment duration (S¯b), as illustrated in ﬁgure 3.2 (section 4.2.1 for details about
the bed slope calculation). Note that, in the literature, S¯b is sometimes referred to as the
equilibrium slope (Frey et al., 2003; Recking et al., 2009), under the assumption that the
experiment duration is long enough and that an equilibrium state is reached. The complete
bed slope time series are investigated in section 4.2.
Figure 3.2: Temporal evolution of the bed slope Sb at the beginning of experiment 1, 2 and 3.
The ﬁlled area plots represent the bedload transport rates on an arbitrary scale.
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In each experiment, the initial value of Sb is larger than S¯b (see ﬁgure 3.2). When the experi-
ments start, Sb increases until a certain breaking point. This raise in the bed slope indicates
that the sediment fed in the ﬂume is deposited in its upstream part. During this phase, we ob-
served that alternate bars form in the bed, progressively from the upstream to the downstream
part of the ﬂume.
After the breaking point, Sb drops below S¯b and large bedload pulses occur: the bed is eroded
and the slope decreases. Alternate bars are then present over the entire ﬂume length, as
illustrated in ﬁgure 3.3. We therefore deﬁne the adjustment time ta as the time necessary
for Sb to meet S¯b for the ﬁrst time.
Figure 3.3: Bed topography at the beginning of each experiment (ﬂat) and after the adjustment
time (with alternate bars). See section 4.1 for more details about the topographical data.
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3.1.2.2 Evolution of the system
In the following, we consider the system constituted of the mobile bed and the water ﬂow. It
is therefore bounded by the ﬂume components (walls, bottom, inlet and outlet) and the free
surface; and its initial state is characterized by a ﬂat bed with a uniform thickness.
During the experiments, the system is fed with water and sediment at a constant rate (steady
feeding) and the bed topography varies over time through the processes of erosion, transport
and deposition of the bed material. As a result, the hydraulic conditions in the system also
vary over time since they are linked to the bed morphology through a feedback loop driven by
bedload transport (Grifﬁths, 1993).
Although the initial bed slopewas set close to the theoretical equilibrium slope (which depends
on the sediment feed rate, the ﬂow rate and the bed roughness), the initial ﬂat conﬁguration is
not stable. Consequently, during the adjustment time, the system evolves toward more stable
conﬁguration, closer to the ones found in natural systems. In our experiments, it consists of
alternate bars.
The transport capacity of the system also changes during the adjustment time, and evolves
toward a value close to the imposed sediment feed rate in order to ensure a neutral sediment
balance (Wainwright et al., 2015). Note that this mass-balance equilibrium is veriﬁed at the
experiment time scales since Q¯s matches Qs,in in each experiment (see table 3.1).
The adjustment time is therefore related to the concept of system equilibrium. However, the
criterion used above to deﬁne ta is not sufﬁcient to guarantee that equilibrium conditions
are achieved. As discussed in section 3.3, the latter are likely to be reached after longer time
periods.
The characteristics of the BTR time series computed ignoring the adjustment time are given
in the second part of table 3.1. Since ta is short compared to the experiment durations, they
show only slight differences with the ones of the whole time series. However, in the following
analyses, we choose to ignore this ﬁrst part of the experiments which is not representative of
the system when the bed is formed.
3.2 Fluctuation regimes
The BTR ﬂuctuations during the experiments reﬂect, as discussed in the previous section, the
alternation between bedload pulses, which are intense transport events, and low transport
phases. In the following, we characterize this ﬂuctuating behavior of the time series quantify-
ing its intensity and intermittency. Moreover, based on the result obtained, we deﬁne three




TheBTRs presented in ﬁgure 3.1 ﬂuctuate about theirmean value, whichmatches the sediment
feed rate in each experiment. In the following, we therefore assess the ﬂuctuating behavior of
the time series using without distinction Q¯s and Qs,in as reference values.
In order to compare the time series of each experiment, the BTRs are normalized with respect
to Q¯s , and the normalized sediment feed ratesQs,in are rounded to 1 for convenience purposes.
The normalized BTRs (Qs ) plotted in ﬁgure 3.4 therefore indicate the relative magnitude of
the ﬂuctuations. Their main characteristics are given in table 3.2.
Bedload pulses, as discussed in section 3.1.1, refer to intense sediment transport events. They
can be therefore identiﬁed in ﬁgure 3.4 as batches of large BTR values. In order to investigate
their characteristics, we deﬁne bedload pulses more accurately as any consecutive set of Qs
values above Qs,in , and of which the maximum value is above a given threshold. The average
pulse frequency and the average pulse duration, related to bedload pulses larger than one
time the standard deviation, are given in table 3.2 for each experiment.
Table 3.2: Characteristics of the normalized bedload transport rates for experiment 1, 2 and 3.
The adjustment times are not taken into account.
Units Exp. 1 Exp. 3 Exp. 2
sediment feed rate Qs,in g/s 2.5 5.0 7.5
average bedload transport rate Q¯s g/s 2.57 4.84 7.97
normalized sediment feed rate Qs,in ~1 ~1 ~1
experiment duration Texp h 249.8 555.6 118.4
normalized bedload transport rates
average value Q¯s 1 1 1
range ~0 –13.50 ~0 –13.00 ~0 –7.66
standard deviation σ 1.38 1.26 1.01
statistics related to pulses larger than one time the standard deviation
average pulse frequency h−1 0.2 0.3 0.5
average pulse period h 5.2 3.5 2.1
range 10 min–32 h 6 min–44 h 6 min–10 h
standard deviation h 7.0 5.3 2.2
average pulse duration h 1.2 0.9 0.6
range 4 min–5 h 2 min–7 h 4 min–3 h
standard deviation h 1.3 1.0 0.6
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3.2.2 Global characteristics
The values given in table 3.2 provide a global characterization of the ﬂuctuations in the BTR
time series. Indeed, the relative standard deviation of the BTRs quantiﬁes the intensity of
the ﬂuctuating behavior, and the average pulse frequency (along with the related standard
deviation) measures its intermittency.
In this way, it appears that in all three experiments at least 30% the BTR measurements are
greater than two times the sediment feed rate (i.e., the coefﬁcients of variation, which are equal
to σ, are larger than 1). Moreover, as pointed by the range of the BTR values, the ﬂuctuations
can be one order of magnitude higher or lower than their average value.
The intermittent character of the ﬂuctuations is stressed by their relative high average fre-
quency compared to the experiment durations and by the variability in the pulse periods.
Indeed, a bedload pulse is observed in average at least every 5 h and the pulse spacing can
vary within two orders of magnitude (from few minutes to more than ten hours). Note also
that the average pulse duration is in the order of 1 h, which is much lower than the average
pulse spacing.
The values above highlight the ﬂuctuating behavior of all three BTR time series. However,
comparing the characteristics of each experiment, they appear to be each associated with
a different ﬂuctuation regime depending on the sediment feed rate. Indeed, when Qs,in
increases, bedload pulses tend to be shorter, more frequent, and of lower magnitude.
Note that the increase in sediment feed rate between the experiments is equivalent to an
increase in ﬂow rate, which is a common way to test different hydraulic conditions (Ashmore,
1991; Singh et al., 2009; Ghilardi et al., 2014a), in the sense that both result in an increase in
the stream power
ω= ρgqSb (3.1)
with ρ the water density (kg m−3), g the acceleration due to gravity (m s−2), q the unit water
discharge (m2 s−1 m−1) and Sb the bed slope (-). Indeed, as discussed in section 3.1.2, an
increase in the feed rate induces a raise in the slope to ensure a sufﬁcient transport capacity
(Iseya and Ikeda, 1987).
The stream power estimated using the average bed slope in the above equation is respec-
tively 3.61, 3.65 and 4.07 W m−2 in experiment 1 (Qs,in = 2.5 g/s), experiment 3 (Qs,in = 5.0 g/s)
and experiment 2 (Qs,in = 7.5 g/s). The corresponding dimensionless stream power indexes,
computed by using ω = qSb/((ρs,app/ρ−1)gd503)0.5 with ρs,app the sediment apparent den-
sity and d50 the median grain diameter (Hoey, 1992), are 0.36, 0.37 and 0.41.
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Figure 3.4: Time series of the normalized bedload transport rates Qs for experiment 1, 2 and 3.
The solid lines indicate the normalized sediment feed rates Qs,in and the dashed lines the
standard deviations σ.
3.2.3 Dependency on pulse magnitude
In the deﬁnition given above, bedload pulses are characterized by their duration and frequency,
which depend on their magnitude. For instance, the values given in table 3.2 are only related
to pulses higher than one time the standard deviation. In the following, we characterize the
bedload pulses associated with each ﬂuctuation regime describing the dependency of their
average frequency and average duration on their magnitude.
For each experiment, the average pulse frequency and the average pulse duration are com-
puted by considering bedload pulses larger than different threshold values, ranging from 1.5
to 4. The dependency of these three variables on each other is plotted in ﬁgure 3.5. Note that
threshold values larger than 4 are ignored because the number of corresponding pulses is
too low for the related statistics to be signiﬁcant. Moreover, we remind that a threshold of 1.5
implies that all pulses larger than 1.5 times the sediment feed rate are considered.
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Figure 3.5: Relationships between the average pulse frequency, the average pulse duration,
and the threshold used to deﬁne bedload pulses for experiment 1, 2 and 3.
In each experiment, as shown in ﬁgure 3.5(left), the pulse frequency decreases with increasing
threshold value: large bedload pulses occur less frequently than lower ones. The decrease
follows a power law f (x)= axb with
– a = 0.75 and b =−1.58 in experiment 1 (R2 = 0.99, SE = 0.01);
– a = 0.94 and b =−1.45 in experiment 3 (R2 = 0.99, SE = 0.01);
– a = 1.47 and b =−1.62 in experiment 2 (R2 = 0.98, SE = 0.03);
with R2 the coefﬁcient of determination of and SE the standard error of the estimate. Moreover,
bedload pulses tend to be more frequent in experiments with larger sediment feed rates,
regardless the threshold value. Note that, however, the average frequency of the largest pulses
in each experiment converges toward the same value (close to zero).
The average pulse durations plotted in ﬁgure 3.5(middle) increase linearly with increasing
threshold value in each experiment, which indicates that large pulses tend to last longer than
lower ones. The coefﬁcients of the linear functions ax+b describing the increase are
– a = 0.52 and b =−0.06 in experiment 1 (R2 = 0.98, SE = 0.06);
– a = 0.31 and b = 0.13 in experiment 3 (R2 = 0.99, SE = 0.03);
– a = 0.27 and b =−0.07 in experiment 2 (R2 = 0.98, SE = 0.03).
It is interesting to note that the slopes are similar in experiment 2 and 3, whereas the increase
is almost twice faster in experiment 1 (which has the lowest sediment feed rate). It appears
also that, for any threshold value, the average pulse duration is larger in experiments with
lower sediment feed rates.
The two relationships above are summarized in ﬁgure 3.5(right) where we show that the
average pulse frequency decreases with increasing average pulse duration. It appears that the
relationship is similar in experiment 1 and 3, which are associated with comparable stream
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power values. In experiment 2, which has a higher stream power value, the pulse frequency
decreases faster with increasing duration. Note that, however, the ranges of values visited in
each experiment are different.
In summary, the results above support the existence of three ﬂuctuation regimes associated
with the different sediment feed rates. The tendency described in section 3.2.2 is veriﬁed and
extended to all ﬂuctuations: bedload pulses tend to be shorter and more frequent, regardless
their magnitude, when Qs,in (and therefore the stream power) increases.
3.2.4 Variability in bedload pulses
As discussed above, the average pulse frequencies and durations given in table 3.2 depend on
pulse magnitude (ﬁgure 3.5). In order to complete our analysis on the intermittent character of
bedload pulses, the relative standard deviations of the pulse durations and of their inter-arrival
times (i.e., their spacings in time) are plotted in ﬁgure 3.6 versus the pulse threshold.
Figure 3.6: Relative standard deviations of the pulse spacings (left) and of the pulse durations
(right) versus the threshold value used to deﬁne bedload pulses in experiment 1, 2 and 3.
The variability in pulse spacings changes little with increasing pulse threshold, although it
shows a slight tendency to decrease as illustrated in ﬁgure 3.6(left). The average value of
the relative standard deviation is 1.4, 1.4 and 1.1 in experiment 1, 3 and 2, which is high
(i.e., > 100%). Our conclusions in section 3.2.2 about the intermittent character of bedload
pulses are therefore supported.
Regarding the relative variability in pulse durations, it remains important (at least > 60%)
although the decrease with increasing threshold value plotted in ﬁgure 3.6(right) is more
pronounced than for the pulse spacings. Comparing the relative standard deviations to the
average values in ﬁgure 3.5(middle), it appears that the pulse durations vary between few
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minutes and few hours which generalizes the results in table 3.2 to all pulse thresholds.
It is interesting to note that the ﬂuctuation regime in experiment 2 in differentiated from the
two others in ﬁgure 3.6 by a generally lower variability in pulse durations and spacings. In
other words, its intermittent character is less marked. Moreover, the high variability in the
characteristics of bedload pulses commented above, in addition to highlight their intermittent
character, implies that BTR ﬂuctuations occur at different time scales.
3.3 Time scales of bedload pulses
The ﬂuctuation regimes discussed in the previous section are characterized by intermit-
tent bedload pulses: BTR ﬂuctuations show heterogeneity in their magnitude, duration and
inter-arrival time. We also demonstrated that, in regimes with larger sediment feed rates,
ﬂuctuations tend to be of lower magnitude, of shorter duration and closer in time. In this
section, we determine the range of time scales over which bedload pulses occur investigating
the convergence time and the power spectrum associated with each ﬂuctuation regime.
3.3.1 Convergence time
In each experiment, the average BTR matches the sediment feed rate (see table 3.1), which
can be interpreted as a sign of equilibrium since it indicates a neutral sediment balance at the
experiment time scale (Iseya and Ikeda, 1987). However, given the long experiment durations
(more than 100 h), such equilibrium conditions are likely to be reached after a shorter time
period. More generally, we are here interested in the minimum observation time (regardless
the experiment portion considered) for which mass-balance equilibrium is achieved.
This issue is addressed in the following computing the convergence time in each experiment.
It is deﬁned as the minimum sampling time for which the averaged BTRs are contained within
a limited range of values close to the sediment feed rate. Two ranges are considered here-
after: Qs,in ±50% and Qs,in ±25%, and the corresponding convergence times are noted Tc,50
and Tc,25. The latter are determined computing the temporal averages of the normalized BTRs
for different sampling times Ts and starting times t0 as follow:





Qs (t ), t0 ∈ [1, Texp ] and Ts ∈ [1, Texp − t0+1], (3.2)
with Texp the experiment duration. For convenience purposes, the sampling times were
chosen as multiples of 30 min; and the starting times as multiples of 1 h in experiment 1 and 2,
and of 4 h in experiment 3. We remind that in each experiment the adjustment time is ignored.
The time-averaged BTRs are plotted as a function of Ts and t0 in ﬁgure 3.7 for each experiment.
Note that, in the following, we are mostly interested in the envelopes of the curves which
indicate the range of values visited by the BTRs for a given sampling time. We ﬁrst comment
on the upper envelopes, related to bedload pulses, and then on the lower ones which reﬂect
the effect of low transport phases on the time-averaged BTRs.
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Figure 3.7: Temporal averages of the normalized bedload transport rates as a function of the
sampling time Ts and the starting time t0 for experiment 1, 2 and 3. Each curve corresponds
to a different starting time (light shades of gray stand for large starting times).
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3.3.1.1 Convergence time associated with bedload pulses
We are here interested in the effect of the sampling time on bedload pulses (i.e., on large BTR
values). We therefore focus on the time-averaged BTRs larger than the sediment feed rates
in ﬁgure 3.7. For clarity purposes, the upper envelope of each experiment is reported in
ﬁgure 3.8. They indicate the maximum BTR measured during the experiments as a function of
the sampling time.
Figure 3.8: Maximum normalized bedload transport rates as a function of the sampling time Ts
for experiment 1, 2 and 3.
The time-averagedBTRs in ﬁgure 3.8 converge slowly to the sediment feed rateswith increasing
sampling time, and the convergence time is shorter in experiments with larger sediment
feed rates. This result is consistent with section 3.2 where we showed that bedload pulses
in ﬂuctuation regimes associated with larger Qs,in are of lower magnitude and closer in
time. The convergence times characterising the different ﬂuctuation regimes are summarized
in table 3.3.
Table 3.3: Convergence times associated with bedload pulses in experiment 1, 2 and 3.
Units Exp. 1 Exp. 3 Exp. 2
sediment feed rate Qs,in g/s 2.5 5.0 7.5
experiment duration Texp h 249.8 555.6 118.4
convergence time (pulses <Qs,in +50%) Tc,50 h 64 38 13
Texp/Tc,50 4 15 9
convergence time (pulses <Qs,in +25%) Tc,25 h 98 55 25
Texp/Tc,25 3 10 5
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The convergence times in table 3.3 are shorter than the experiment durations which indicates
that neutral sediment balance is likely to be achieved before the end of the experiments. How-
ever, they are deﬁned based on criteria (e.g., pulses lower thanQs,in+25%) which only indicate
that sediment balance is close to zero. In addition, as illustrated in ﬁgure 3.8, the convergence
becomes very slow when the time-averaged BTRs come very close to Qs,in (i.e., less than 25%
away). Therefore, in order to ensure mass-balance equilibrium, the experiments must be
much longer than the convergence times, for instance by one order of magnitude. Such a
criterion is met only in experiment 2 and 3 (see the relative convergence times in table 3.3).
3.3.1.2 Effect of low transport phases on convergence
The convergence of the time-averaged BTRs in ﬁgure 3.7 is asymmetrical on both side of the
reference line representing the sediment feed rate. As discussed above, the convergence of
the upper envelope reﬂects the effect of the sampling time on the bedload pulses. Inversely,
the convergence of the lower envelope illustrates how low bedload transport phases affect the
time-averaged BTRs. The upper and lower envelopes of the time-averaged BTRs, as plotted in
ﬁgure 3.7, are compared in ﬁgure 3.9 for each experiment.
Figure 3.9: Upper (ﬁne curves) and lower (thick curves) envelopes of the normalized bedload
transport rates as a function of the sampling time Ts for experiment 1, 2 and 3.
For low sampling times, the deviation of the time-averaged BTRs from Qs,in is much larger for
the upper envelopes than for the lower envelopes (see ﬁgure 3.9). This difference in magnitude
is consistent with what can be observed in the time series in ﬁgure 3.4: the deviation of
the BTRs from Qs,in is much larger during bedload pulses than between them (i.e., during low
transport phases).
However, this tendency gets inverted for sampling times greater than respectively 57 h, 26 h and
12 h in experiment 1, 3 and 2 (see ﬁgure 3.9). Low transport phases become then the limiting
factor for convergence. It is interesting to note that this change occurs while ﬂuctuations are
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still relatively important (i.e., larger than Qs,in ±50%).
As a consequence, the convergence times of the lower envelopes given in ﬁgure 3.9 are longer
than the ones in table 3.3 (related to bedload pulses). This slower convergence means that
bedload pulses are generally of shorter duration than low transport phases, which is consistent
with the conclusions drawn in section 3.2.
The results above stress the importance of taking into account low bedload transport phases
when studying BTR ﬂuctuations, although, unlike bedload pulses, they do not directly imply
the transport of large sediment amounts. Indeed, as shown in ﬁgure 3.4, the BTRs between
bedload pulses can be much lower than the sediment feed rates for relatively long time periods
compared to the pulse durations. The large sediment volumes stored in the bed during these
low transport phases, and the morphological changes that necessarily occur, are thus likely to
be related to the generation of bedload pulses (as further discussed in section 3.6).
3.3.2 Fluctuations across time scales
3.3.2.1 Considerations regarding the convergence time
The various shapes of the time-averaged BTRs curves in ﬁgure 3.7, and the slow convergence
times discussed above, indicate that BTR ﬂuctuations occur across a wide range of time scales.
This conclusion is illustrated in ﬁgure 3.10, where ﬂuctuations associated with time scales
ranging from one minute to ten hours are presented using an example from experiment 3.
Figure 3.10: Bedload transport rates averaged over sampling times ranging from 10 min to
10 h for a portion of experiment 3. Each curve corresponds to a different sampling time (light
shades of gray stand for large sampling times).
The convergence time is therefore a measure of the time necessary to capture all the ﬂuctua-
tions in the system. As a consequence, it can be seen as an upper bound of the time scales
at which ﬂuctuations occur. Indeed, the latter cannot be inﬁnite: they are bounded by the
system size and the feeding conditions (Jerolmack and Paola, 2010).
This measure of the maximum time scale is useful to assess the duration of the time series in
the view of studying BTR ﬂuctuations: the observation time should be much larger, at least
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by about one order of magnitude, than the convergence time. As a consequence, whereas
experiment 2 and 3 appear to be long enough, experiment 1 seems too short to capture the
entire system dynamics. The data collected during the latter should therefore be interpreted
carefully.
3.3.2.2 Analysis in the frequency domain
The results above indicate that BTR ﬂuctuations occur over time scales ranging from few
minutes to more than then hours. In the following, we evaluate this frequency range more
accurately investigating the time series in the frequency domain. Our analysis is based on
the Thomson’s multitaper and the wavelet power spectra of the BTR time series plotted in
ﬁgure 3.11.
At low frequencies, the spectra saturate: the power spectral density is constant which is
characteristic from white noise and indicates stationarity (Jerolmack and Paola, 2010). The
characteristic time scale associated with saturation is respectively 33 h, 27 h and 13 h in
experiment 1, 3 and 2.
These saturation time scales indicate the maximum time scale associated with the BTR ﬂuctu-
ations. Note that they are consistent with the convergence times computed in section 3.3.1,
although slightly shorter. Moreover, they also decrease with increasing sediment feed rate.
The spectral analysis therefore supports and reﬁnes our previous conclusions.
Figure 3.11: Power spectra of the bedload transport rates measured at the ﬂume outlet during
experiment 1, 2 and 3. The grey curves represent the multitaper spectrum and the black curves
the wavelet spectrum. The scaling ranges are indicated in light grey and the corresponding
spectral slopes are given. The vertical lines indicate the saturation time scales.
At frequencies higher than the saturation time scale, the power spectral density decreases with
increasing frequency (see ﬁgure 3.11). The log-log linearity that is observed is indicative of
a scaling range, which suggests a scale dependence of the ﬂuctuation characteristics (Singh
et al., 2009): the corresponding spectral slopes are respectively -1.59, -1.55 and -1.54 in experi-
ment 1, 2 and 3. The energy contained in the ﬂuctuations therefore decreases with increasing
frequency similarly in each ﬂuctuation regime. Note also that, in the scaling ranges, some
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frequencies are more energetic (see ﬁgure 3.12): they indicate the most prevalent periods of
the ﬂuctuations (Kuhnle and Southard, 1988).
The considerations above raise the issue concerning the scale-dependence of BTR statistics.
Indeed, several authors (Bunte and Abt, 2005; Ancey et al., 2008; Singh et al., 2009; Campagnol
et al., 2012; Recking et al., 2012) reported that the characteristics of BTR ﬂuctuations depend
on the sampling time. We therefore address this issue in the next sections.
Figure 3.12: Normalized periodograms of the bedload transport rates measured at the ﬂume
outlet during experiment 1, 2 and 3. The periodograms were computed based on a Fourier
transform of the time series, and only the frequencies higher than 1/11 h−1 were considered.
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3.4 Periodicity of bedload pulses
The bedload pulses observed during the experiment occur over a wide range of time scales,
from few minutes to more than ten hours. In this section, we are interested in their potential
periodic character, which has been reported in several study (Iseya and Ikeda, 1987; Ghilardi
et al., 2014b), across these time scales. We clarify that the term periodic is used here to describe
regular ﬂuctuations over time, whereas some authors (Gomez, 1991; Hoey, 1992) use it in
reference to any ﬂuctuating behavior about a mean value. The analysis hereafter is based on
the autocorrelation function of the BTR time series (Cudden and Hoey, 2003), which indicates
their correlation with themselves for different time lags.
3.4.1 Data preparation
The autocorrelation function is computed for each BTR time series plotted in ﬁgure 3.1
ignoring the adjustment time (we remind that their temporal resolution is 1 min). In order to
account for the effect of the sampling time, the autocorrelation function is also computed for
the BTRs aggregated over different time periods ranging from 1 h to 5 h.
For experiment 3, which is particularly long (~560 h), an additional autocorrelation analysis is
performed removing the ﬁrst 230 h of the experiment. Indeed, examining the corresponding
time series in ﬁgure 3.1, the ﬂuctuating behavior seems different during the ﬁrst part and the
last part of the experiment. The results of the autocorrelation analysis for each experiment are
presented in ﬁgure 3.13.
The autocorrelation functions in ﬁgure 3.13 get smoother as the sampling time increases,
which is a direct effect of averaging. However, the general shape of the curves, including the
peaks, remain similar even for sampling times as large as 5 h. The most prominent peaks in
the autocorrelation functions therefore indicate the frequencies of bedload pulses associated
with long time scales (i.e., several hours). Note that, since ﬂuctuations occurring at different
time scales can overlap, the potential periodic character of shorter pulses (as suggested by
ﬁgure 3.12) cannot be assessed in the following.
3.4.2 Bedload pulse duration
The time lag when the autocorrelation function is zero for the ﬁrst time is indicative of the
duration of large-scale pulses (Campagnol et al., 2012). It is respectively 10 h, 8 h and 3 h for
experiment 1, 3 and 2, which is consistent with the values given in section 3.2.3. In addition,
it conﬁrms that bedload pulses have a tendency to be shorter when the sediment feed rate
increases.
If the experiment 3 is truncated, the time lag associated with zero autocorrelation drops
from 8 h to 5 h. This difference suggests that the ﬂuctuation regime in the last part of the
experiment is characterized by shorter pulse durations compared to the ﬁrst part.
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Figure 3.13: Autocorrelation functions of the bedload transport rates averaged over different
sampling times for experiment 1, 2 and 3. The black curves correspond to a 1-min sampling
time. The grey curves correspond to sampling times within 1 h and 5 h (light shades stand for
large sampling times). For experiment 3, the autocorrelation analysis is performed over the
whole time series and removing the ﬁrst 230 h.
3.4.3 Bedload pulse frequency
The autocorrelation function in experiment 2 features several prominent peaks that are fairly
evenly spaced by about 10 h. This regularity in the peak spacing suggests that large-scale
bedload pulses have a periodic behavior characterized by a period of about 10 h, which is is
consistent with the pulse frequencies given in section 3.2.3.
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In experiment 3, a prominent peak occurs at a time lag of 26 h. At time lags multiples of 26 h,
the autocorrelation function also features peaks, but less marked. However, if the ﬁrst 230 h
of the BTR time series are removed, two peaks appear clearly at 52 h and 78 h. Large-scale
bedload pulses seem therefore to have a periodic behavior, particularly during the second part
of the experiment, characterized by a period of about 26 h.
In experiment 1, a ﬁrst peak occurs at 6 h, before the autocorrelation function drops to zero.
Some bedload pulses are therefore likely to occur regularly with a period of about 6 h. However,
the peak vanishes for larger sampling times, which means that these pulses are associated
with time scales shorter than few hours.
The most prominent peak in experiment 1 occurs at a time lag of about 100 h. Given the
experiment duration (~260 h), no conclusion about periodicity can be drawn based on this
observation. Moreover, the peaks observed at shorter time lags are not enough marked, and
the corresponding autocorrelation coefﬁcients are too low, to draw any conclusion either.
This result was expected since, inspecting visually the time series in ﬁgure 3.13, any periodic
behavior in major BTR ﬂuctuations seems to be unlikely.
In summary, only the ﬂuctuation regimes associated with Qs,in = 7.5 and 5.0 g/s are charac-
terized by a periodic behavior of the large-scale ﬂuctuations. However, this periodicity is less
marked and of lower frequency when the sediment feed rate is lower.
3.5 Distribution of the bedload transport rates
Probability distributions are frequently used to described the variability of BTRs (Turowski,
2010). In the following, we characterize the ﬂuctuations in the BTR time series using such
tools, and we examine the effect of the sampling time on the distribution characteristics.
3.5.1 Effect of intermittency
The probability density function (PDF) of the BTRs averaged over one minute is plotted
for each experiment in ﬁgure 3.14. It appears that, in each ﬂuctuation regime, the PDF is
asymmetric and decreases with increasing Qs : large BTR values are less frequent than lower
ones. However, the distributions are stretched toward the right, which reﬂects the occurrence
of bedload pulses during the experiments.
The Gamma distributions plotted in ﬁgure 3.14 ﬁt well the PDFs, including their tails, which
is consistent with the ﬁndings of several studies on similar topics (Campagnol et al., 2012).
However, note that the Gamma distribution slightly underestimates the frequency of the
lowest BTR values in experiment 1 and 3.
The cumulative distribution function (CDF) and the PDF of the normalized BTRs of each
experiment are compared in ﬁgure 3.15. They show that the distribution of the BTRs in
experiment 2, which has the largest sediment feed rate, is different from the two others.
Indeed, it appears that, in this experiment, low BTR values (Qs < 0.5) are less frequent, and
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Figure 3.14: Probability density function of the bedload transport rates averaged over one
minute for experiment 1, 2 and 3. The bin width is 0.5 g/s and the bins containing the sediment
feed rates are indicated in black. The curves represent the Gamma distribution Γ ﬁtted to the
data.
high values (Qs > 2) more frequent. This ﬁnding is consistent with the results presented in
section 3.2.3. More generally, the comments above show that the distribution of the BTRs
reﬂects well the intermittent character of the ﬂuctuation regimes discussed in section 3.2.
It is interesting to note that the BTR values close to Q¯s are rarely observed (see ﬁgure 3.14). For
instance, the observation frequency of values within Q¯s ±0.25 g/s is respectively 5.7 %, 2.0 %
and 2.7 % in experiment 1, 2 and 3. This observation highlights the intermittent character
of BTR ﬂuctuations: the system switches between low transport phases and intense transport
phases (i.e., bedload pulses). In other words, the mass-balance equilibrium state deﬁned
by Qs =Qs,in is rarely visited (Iseya and Ikeda, 1987).
Figure 3.15: Cumulative distribution function and probability density function of the normal-
ized bedload transport rates averaged over one minute for experiment 1, 2 and 3.
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3.5.2 Effect of sampling time
The CDFs of the normalized BTRs averaged over sampling times (Ts) ranging from one minute
to ten hours are plotted in ﬁgure 3.16. The effect of the sampling time on the shape of the
distributions appears clearly: the CDFs evolve progressively from an inverted L-shape to a
S-shape. Indeed, the very low and very large values are less frequently observed, and the
range of observed BTR values is narrowed, when averaging the time series (Singh et al., 2009).
Moreover, the median of the distributions increases toward the mean, which is equal to 1
when considering Qs .
Figure 3.16: Cumulative distribution function of the normalized bedload transport rates as a
function of the sampling time for experiment 1, 2 and 3. Each curve corresponds to a different
sampling time (light shades of grey stand for large sampling times) ranging from one minute
to ten hours.
Figure 3.17: Cumulative distribution function of the normalized bedload transport rates for
experiment 1, 2 and 3. The black curves represent the CDFs of the rates averaged over one
minute. The grey curves represent the CDFs of the rates averaged over respectively 5, 4 and 8
hours for experiment 1, 2 and 3. The thin curves represent the Gamma distributions ﬁtted to
the data.
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In order to further investigate the changes in the distribution characteristics described above,
the Gamma distribution was ﬁtted to the averaged BTRs for each sampling time. Indeed, as
shown in ﬁgure 3.17, the Gamma distribution also ﬁts well the CDFs of the normalized BTRs
averaged over several hours. The effect of the sampling time on the Gamma PDF is illustrated
in 3.18.
Figure 3.18: Probability density function of the Gamma distribution ﬁtted to the normalized
bedload transport rates as a function of the sampling time for experiment 3. Each curve
corresponds to a different sampling time ranging from 1 min to 30 h (light shades of grey stand
for large sampling times).
For low sampling times, the distribution shows no mode (it is L-shaped). Then, as the sampling
time increases, a mode appears close to zero and moves slowly toward the mean (which is
equal to 1). In the meanwhile, the tail of the distribution gets shorter. These changes in the
PDF correspond to the ones discussed above for the CDF.
We remind that the Gamma distribution Γ(k,θ) depends on a shape (k) and a scale (θ) param-
eter; and that its mode and skewness (which describes its tail) are respectively equal to (k−1)θ
(for k  1) and 2/k. The changes in shape commented above are therefore quantiﬁed in
ﬁgure 3.19, which presents the mode and the skewness of the ﬁtted Gamma distributions as a
function of the sampling time.
It is interesting to note that the ﬂuctuation regimes associated with each experiment are
differentiated in ﬁgure 3.19. Indeed, in experiments with larger sediment feed rates, the tail is
shorter (lower skewness) and shortens faster with increasing sampling time, and the mode
appears for shorter sampling times and moves faster toward the mean.
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Figure 3.19: Mode and skewness of the Gamma distribution ﬁtted to the normalized bedload
transport rates as a function of the sampling time Ts for experiment 1, 2 and 3.
We show in ﬁgure 3.20 that the effect of the sampling time Ts on the shape parameter k of the
ﬁtted Gamma distribution can be approximated using the following linear relationships:
– k = 0.0014Ts +0.72 in experiment 1, for Ts within 1 min and 10 h (R2 = 0.95, SE = 0.05);
– k = 0.0023Ts +0.73 in experiment 3, for Ts within 1 min and 10 h (R2 = 0.97, SE = 0.07);
– k = 0.0078Ts +0.85 in experiment 2, for Ts within 1 min and 4 h (R2 = 0.93, SE = 0.15).
Note that the goodness-of-ﬁt of each regression curve is assessed using the coefﬁcient of
determination R2 and the standard error of the estimate SE . Moreover, these equations can
be used with Ts expressed in minutes or as its ratio with respect to the smallest sampling time
(since the latter is one minute).
The relationships above also describe the effect of the sampling time on the scale parameter θ,
the mode, the skewness and the variance of the distribution since they can all be expressed as
functions of k. Indeed, since the mean of the Gamma distribution is equal to kθ, and as Q¯s = 1
for any sampling time (averaging is a linear process), we have the relationship θ = 1/k. From
the latter, we can derive that:
– the mode is given by 1− 1k for k  1;
– the variance is given by 1k .
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Figure 3.20: Shape parameter k of the Gamma
distribution ﬁtted to the normalized bedload
transport rates as a function of the sampling
time Ts for experiment 1, 2 and 3.
Figure 3.21: Effect of the sampling time Ts
on the coefﬁcient of variation Cv , for Ts
within 1 min and 10 h, in experiment 1, 2
and 3.
3.5.3 Coefﬁcient of variation
The effect of the sampling time on the characteristics of the ﬂuctuations is often assessed
examining its effect on the coefﬁcient of variation Cv =σ/Q¯s (e.g., in Kuhnle and Southard,
1988; Singh et al., 2009; Mettra, 2014), which is simply the relative standard deviation of
the BTRs (σ) discussed previously. As in the studies mentioned above, Cv decreases with
increasing sampling time (see ﬁgure 3.21) which reﬂects the effect on the PDFs discussed
previously: their width gets narrower as the sampling time increases (i.e., the ﬂuctuations are
of lower magnitude). The decrease in Cv is parametrized using a function axb + c of which
coefﬁcients are given in table 3.4.
The regression curves in ﬁgure 3.21 describe well the effect of the sampling time on Cv
as indicated by the goodness-of-ﬁt statistics. However, they are slightly shifted from the
computed values for low sampling times. Indeed it appears that Cv is related to Ts by different
scaling laws for Ts values lower and larger than 2 h (see table 3.4 and ﬁgure 3.22). These
two scaling regimes seem respectively associated to ﬂuctuations within large bedload pulses
(intra-event) and to the large pulses themselves (inter-event).
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Figure 3.22: Effect of the sampling time Ts on the coefﬁcient of variation Cv (log-log scale),
for Ts within 1 min and 2 h (left) and within 2 h and 10 h (right), in experiment 1, 2 and 3.
Table 3.4: Coefﬁcients of the regression curves describing the coefﬁcient of variation Cv as a
function of the sampling time Ts for experiment 1, 2 and 3. The goodness-of-ﬁt is assessed
using R2 (the coefﬁcient of determination) and SE (the standard error of the estimate).
a b c R2 SE
f (x)= axb +c, Ts ∈ [1 min, 10 h]
experiment 1 -0.06 0.37 1.49 0.95 0.030
experiment 3 -0.06 0.40 1.36 0.98 0.018
experiment 2 -0.08 0.35 1.15 0.96 0.030
see ﬁgure 3.21
f (x)= axb +c, Ts ∈ [1 min, 2 h]
experiment 1 -0.02 0.54 1.40 0.97 0.012
experiment 3 -0.02 0.57 1.27 0.99 0.005
experiment 2 -0.03 0.50 1.05 0.97 0.013
see ﬁgure 3.22(left)
f (x)= axb , Ts ∈ [2 h, 10 h]
experiment 1 2.91 -0.19 0.89 0.031
experiment 3 3.57 -0.26 0.97 0.017
experiment 2 4.95 -0.40 0.89 0.033
see ﬁgure 3.22(right)
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3.6 Bedload pulses and sediment storage
As we characterized the ﬂuctuation regimes associated with each experiment in the previous
sections, we discussed the issue of system equilibrium several times. In the following, we
conclude on this topic investigating the relationship between bedload pulses and the sediment
volume stored in the bed.
3.6.1 Stationarity of the time series
As discussed in section 3.3.1, equilibriumconditions are likely to be achieved in the systemonly
after very long times (in the order of 10 h to 100 h). In the following, we further investigate this
issue examining the stationarity of the BTR time series. To do so, we compute the cumulative
mass of sediment measured at the ﬂume outlet (Mcums ) integratingQs over time. The temporal
evolution of Mcums during each experiment (including the adjustment time) is plotted in
ﬁgure 3.23.
The cumulative mass increases over time following an overall linear trend, which is given by
the integration of Q¯s over time (Mcums,av ). This behavior suggests that, at the experiment time
scales, the BTR time series are stationary.
The cumulative mass of sediment fed in the ﬂume (Mcums,in ), which increases linearly in time
because of the steady feeding conditions, is also plotted in ﬁgure 3.23. It closelymatches Mcums,av ,
which indicates a neutral sediment balance at the end of the experiments (the slight differences
observed are attributed to some inaccuracy in the sediment feeding system).
However, as illustrated in ﬁgure 3.23, Mcums diverges from the linear trend during most of
experiment 1 and 2. It appears that neutral sediment balance is only achieved at their very
end. As a consequence, system equilibrium seems to be reached only in experiment 3.
Figure 3.23: Cumulative mass of sediment measured at the ﬂume outlet Mcums , cumulative
mass of sediment fed in the ﬂume Mcums,in , and cumulative mass of sediment collected at the
ﬂume outlet at the end of each run W cum during experiment 1, 2 and 3.
During each experiment, the sediment collected at the ﬂume outlet was weighted at the end
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of each run. The corresponding cumulative masses (W cum) plotted in ﬁgure 3.23 closely
match with Mcums : the two measurement methods are therefore consistent. Note that the shift
observed in experiment 2 is due to sediment loss during the collection process.
3.6.2 Changes in bed volume
3.6.2.1 Data preparation
The cumulated mass of sediment evacuated from the ﬂume reﬂects the state of the system in
term of sediment storage. Indeed, making a simple mass balance, the mass of sediment stored
in the bed compared to its initial value is given by
ΔMbed =Mcums −Mcums,av (3.3)
where Mcums,av approximates the actual amount of sediment fed in the system. Note that we
do not estimate the latter by Mcums,in , which is the theoretical value, because of the difﬁculty to
build a perfectly steady sediment feeding system. The equation above therefore consists in
removing the linear trend in the Mcums curves plotted in ﬁgure 3.23.
The relative sediment stock can also be computed from the bed topography measurements
performed during the experiments. The results of the two methods were found to be in good
agreement, which validates the approach used here.
The temporal evolution of the relative sediment stock (ΔMbed ) in the bed is plotted in ﬁg-
ure 3.24 for each experiment. It appears that the amount of sediment stored in the bed
ﬂuctuates over time: the average values of ΔMbed are -161.5 kg, -125.7 kg and -72.8 kg, and the
standard deviations are 135.8 kg, 84.8 kg and 160.6 kg, in experiment 1, 2 and 3.
The average ΔMbed values are therefore lower than zero by about 100 kg, which implies that
the average sediment stock in the bed during the experiments is signiﬁcantly lower than the
initial stock. This overall bed erosion explains why the average bed slope in each experiment
is lower than the initial bed slope, as mentioned in section 3.1.2.1. Indeed, the mass of
sediment corresponding to the difference between these two slopes (assuming no change in
bed elevation at the ﬂume outlet) is 175 kg, 144 kg and 90 kg for experiment 1, 2 and 3, which
is consistent with the values above.
3.6.2.2 System equilibrium
The ﬂuctuations ofΔMbed in ﬁgure 3.24 indicate that the bed undergoes a succession sediment
deﬁcit and sediment surplus phases. The time scale associated with these ﬂuctuations is much
larger that the one associated with bedload pulses (which are also plotted in ﬁgure 3.24
for comparison purposes). Moreover, the ﬂuctuations feature an hysteretic behavior: the
sediment stock decreases much more faster than it increases. The sudden stock decreases
correspond to major sediment transport events. Then, the stock increases slowly toward the
reference value. In the meanwhile, bedload pulses of lower magnitude still occur.
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Figure 3.24: Temporal evolution of the relative sediment stock (in tonnes) stored in the
bed ΔMbed during experiment 1, 2 and 3. The dashed curves represent the average values and
the ﬁlled area plots represent the bedload transport rates on an arbitrary scale.
In section 3.4.3, the characteristic period associated with large-scale pulses was found to
be 50 h, 10 h and 26 h in experiment 1, 2 and 3. These frequencies are consistent with the
time scale associated with the ΔMbed ﬂuctuations (see ﬁgure 3.24), which supports the above
observation that the major pulses are related to the large decreases in bed volume.
As commented at the beginning of this section, stationarity is only observed in experiment 3
which is much longer than the two other experiments. Examining the corresponding ΔMbed
graph in ﬁgure 3.24, two ﬂuctuation regimes appear. During the ﬁrst part of the experiment
(≈ 230 h), the ﬂuctuations are of much larger magnitude and duration than in the second part.
This observation lead us to conclude that system equilibrium is reached only in the second
part, since it is generally deﬁned by gentle ﬂuctuations about a mean value (Recking et al.,
2009; Ancey et al., 2015). Note that this latter equilibrium state is often referred to as dynamic
equilibrium as discussed in section 3.7.4.
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Large decreases in bed volume, similar to the ones in the ﬁrst part of experiment 3, are also
observed during most of experiment 1. In addition, as mentioned in section 3.3.1, equilibrium
is expected to be achieved after a longer time period in experiment 1 than in experiment 3
(because of the lower sediment feed rate). Given these considerations, we conclude that
equilibrium conditions are not reached in experiment 1.
Inversely, equilibrium is expected to be reached sooner in experiment 2 than in experiment 3.
Examining the corresponding ΔMbed graph in ﬁgure 3.24, it appears that neutral sediment
balance is only achieved during the last 20 h of the experiment. Although this neutral balance
is indicative of equilibrium, the experiment is not long enough to draw any clear conclusion.
3.7 Discussion
3.7.1 Bedload transport rate ﬂuctuations
The bedload transport rates (BTRs) measured at the ﬂume outlet during the experiments
vary within one order of magnitude about their mean values, which is consistent with other
experimental studies performed under steady ﬂow conditions (Hubbell, 1987; Iseya and
Ikeda, 1987; Kuhnle and Southard, 1988; Gomez et al., 1989; Hoey, 1992; Frey et al., 2003;
Recking et al., 2009; Singh et al., 2009; Ghilardi et al., 2014a). Moreover, the L-shaped and
right-skewed probability distributions of the BTRs reﬂect the pulsating (Reid et al., 1985), or
bursty (Singh et al., 2009), nature of bedload transport: low and intense transport phases
alternate in the bed. We refer to the latter as bedload pulses following the terminology used
by several authors (Iseya and Ikeda, 1987; Gomez et al., 1989; Ashmore, 1991; Hoey, 1992;
Ghilardi et al., 2014a). An interesting consequence of this ﬂuctuating behavior is that the
average BTR values are rarely visited although they are key characteristics of the ﬂuctuation
regimes, used for instance to assess the intensity of the pulses (Kuhnle and Southard, 1988)
and the mass-balance equilibrium state (Iseya and Ikeda, 1987).
When describing large BTR ﬂuctuations as bedload pulses, one refers to the concept of trans-
port events: ﬂuctuations are viewed as clusters of large values, assuming memory in the time
series (Saletti et al., 2015), rather than instantaneous variations at the measurement time
scale. Bedload pulses are therefore deﬁned by their duration along with their frequency and
magnitude.
The bedload pulses in our experiments are characterized by a strong temporal heterogeneity,
with inter-arrival times varying between few minutes and more than ten hours, which denotes
their intermittent character. According to Singh et al. (2009), this intermittency arises from
the stochastic nature of bedload transport, which has also been reported at the particle scale
(Einstein, 1950; Paintal, 1971; Papanicolaou et al., 2002; Ancey et al., 2008).
Paradoxically, we also observed an autoregressive behavior in the BTR time series, which
indicates periodic patterns in the ﬂuctuations (Cudden and Hoey, 2003; Ghilardi et al., 2014b).
This coexistence of stochastic and periodic behaviors implies that BTR ﬂuctuations are not
only random realizations of stochastic processes (Singh et al., 2009), but can also originate
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from deterministic mechanisms occurring in the bed (Cudden and Hoey, 2003).
The periodic patterns observed are characterized by temporal scales larger than ten hours,
which corresponds roughly to the period of the largest bedload pulses. Moreover, this period-
icity in the BTR time series was also found to be associated with global changes in bed volume.
This regular succession of sediment deﬁcit and surplus phases in the bed suggests that a
maximum storage capacity, associated to a given bed conﬁguration, governs the periodic
behavior of the large-scale ﬂuctuations.
Periodicity in the BTR ﬂuctuations at higher frequencies, corresponding to periods of few
hours, was also demonstrated performing a Fourier analysis (Kuhnle and Southard, 1988).
This ﬁnding is in agreement with other studies (Kuhnle and Southard, 1988; Gomez et al., 1989;
Ashmore, 1991; Hoey, 1992; Ghilardi et al., 2014b), described in table 3.5, which related the
periodic character of bedload pulses to migrating bedforms (e.g., bars and sediment waves).
An overview is given in Kuhnle (1996). Such bed structures, which can generate bedload pulses,
were also observed in our experiments. They are investigated in details in the next chapters.
We described quantitatively the ﬂuctuations in each experiment based on the intensity and
intermittency of the bedload pulses. Three ﬂuctuation regimes arise from the results obtained,
each associated with one of the sediment feed rate tested. It appears that bedload pulses tend
to be shorter, more frequent and of lower magnitude as the feed rate increases. Note that
the global hydraulic conditions vary from one experiment to another because of the changes
observed in the average bed slope: the average stream power (i.e., computed based on the
average slope) is larger in experiments with larger sediment feed rates.
The tendencies mentioned above are consistent with the ﬁndings of other authors who de-
scribe in general “smoother” BTR time series (i.e., less bursty) at higher ﬂow rates (Singh et al.,
2009). For instance, Kuhnle and Southard (1988) report that BTR ﬂuctuations are of lower
magnitude when the sediment feed rate in their experiments with poorly-sorted gravel is
increased. More generally, Ghilardi et al. (2014b), who tested various combinations of water
discharges and sediment feed rates in a gravel-bed ﬂume with large boulders, observed that
the magnitude, period and duration of the pulses decrease with increasing stream power.
3.7.2 Sampling time
Some of the authors cited above (Kuhnle and Southard, 1988; Gomez et al., 1989; Hoey, 1992)
have raised the issue of the effect of the sampling time on the characteristics of the BTR time
series. Indeed, it appears that the coefﬁcient of variation decreases with increasing temporal
scale (Kuhnle and Southard, 1988; Fienberg et al., 2010), which denotes a decrease in the
relativemagnitude of the ﬂuctuations (i.e., a “smoothing” of the time series). This effect implies
that the choice of the optimal sampling time is not trivial (Gomez et al., 1989), and makes BTR
time series recorded with different sampling times difﬁcult to compare (Kuhnle, 1996). As a
consequence, several authors investigated the change in the statistics of ﬂuctuations across
temporal scales, both at the particle scale (Campagnol et al., 2012; Ma et al., 2014; Ancey et al.,
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Table 3.5: Flume experiments under steady ﬂow conditions reporting bedload pulses. The
following characteristics are given: the ﬂume length L, the ﬂume width W , the experiment
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2015) and at larger scale (Singh et al., 2009; Fienberg et al., 2010).
We investigated this issue examining the effect of the sampling time, from minutes to hours,
on the BTR probability distributions approximated by a Gamma law. We showed that the scale
parameter of the distributions increases roughly linearly with the sampling time and that the
evolution of the second and third statistical moments (i.e., the variance and the skewness) can
be deduced from these linear relationships.
Moreover, we demonstrated that the coefﬁcient of variation Cv decreases with increasing
sampling time Ts in this way: (Cv − cst) ∝ T bs . This result is in agreement with Singh et al.
(2009) and Fienberg et al. (2010) who report that scaling laws related to BTRs often follow
power functions. However, in our experiments, these laws cover a larger range of time scales,
which is a motivation to further investigate the scaling properties in BTR time series. Note
that the scaling laws parametrized were found to depend on the stream power (i.e., they are
different for each experiment). However this dependence requires more experimental runs to
be quantiﬁed.
Closely related to the considerations above, about the effect of the sampling time on the
statistics of the BTR ﬂuctuations, is the issue of the total measurement duration required
to measure the “true” average BTR (Bunte and Abt, 2005). Indeed, because of the inherent
variability of bedload transport (Singh et al., 2009), such a measure can take a long period
of time, which can be challenging in ﬁeld studies (Bunte and Abt, 2005). This issue stresses
further the need to better understand the BTR scaling properties discussed above.
3.7.3 Mass-balance equilibrium
In ﬂume studies, which are often performed under steady or periodic feeding conditions (see
the citations above), the “true” average BTR matches the average sediment feed rate since the
experimental procedures generally ensure mass-balance equilibrium (Recking et al., 2009). To
do so, the common procedure is to wait that the average BTR stabilizes close to the average
sediment feed rate before starting the measurement campaign (Singh et al., 2009).
We addressed this issue introducing the convergence time which is a measure of the minimum
observation time necessary to guarantee mass-balance equilibrium in the system regardless
the experiment portion that is observed. The convergence time can thus also be seen as the
time necessary to capture all ﬂuctuations types in the system, including the largest ones.
In addition, the convergence time indicates how bedload pulses and low transport phases
respectively affect the average BTR measured. It appears that, in our experiments, low trans-
port phases become the limiting factor making this measure shift from the expected value
after a certain observation time (i.e., that retards the moment when mass-balance equilibrium
is achieved). This observation highlights the importance of taking into account low trans-
port phases, although they do not directly imply the transport of large amounts of sediment.
Indeed, the sediment stored in the bed during such phases is likely to play a key role in the
generation of bedload pulses. In summary, we argue that the convergence time is a useful tool




In many studies, when mass-balance equilibrium is observed, dynamic equilibrium is as-
sumed to be reached in the system (Iseya and Ikeda, 1987; Kuhnle and Southard, 1988; Singh
et al., 2009). We remind that dynamic equilibrium refers to an equilibrium state in which
the variables of interest ﬂuctuate about a mean value (Recking et al., 2009). This assumption
is probably veriﬁed is most experiments performed under steady feeding conditions and
starting from a ﬂat bed conﬁguration. Indeed, we observed that in such conditions particularly
large BTR ﬂuctuations occur at the beginning of the experiments (as the bed gets progressively
formed) which delays the time when mass-balance equilibrium is observed. The adjustment
time at the beginning of the experiments is therefore likely to be long enough to ensure that
dynamic equilibrium is achieved in the system.
However, mass-balance equilibrium is by deﬁnition only related to bedload transport (since it
is the process observed) and is therefore only indicative of a potential global dynamic equilib-
rium in the system, which depends also on the temporal variability in the bed topography and
hydraulic conditions. For these reasons, the stabilization of the average bed slope close to the
equilibrium slope value is also often veriﬁed (Iseya and Ikeda, 1987; Gomez et al., 1989; Frey
et al., 2003; Recking et al., 2009) as it is in general an available data (this issue is investigated in
the next chapter).
The above considerations motivated us to further assess system equilibrium examining the
variations in bed volume (i.e., in the sediment stock) computed from the cumulative BTRs,
which is an approach derived from the stationarity analysis of the BTRs (Mettra, 2014; Ghilardi
et al., 2014a). Doing so, it appeared that dynamic equilibrium is likely to be achieved only
in experiment 3 (the longest of the three experiments), after 230 h which is about twice the
time necessary for the average BTR to come close to the sediment feed rate within ±25%.
Indeed, it is only after this time period that sediment stock ﬂuctuations become “gentle” about
their mean value. A key outcome of our results is thus that dynamic equilibrium in ﬂume
experiments is possibly achieved after a much longer time than mass-balance equilibrium.
The variability in sediment stock discussed above suggests that the dynamic equilibrium in
the system is controlled by a certain storage capacity of the bed, associated to a given bed
conﬁguration. As the system is fed with sediment, the bed alternately stores and releases bed
material, which results in a succession of sediment surplus and deﬁcit phases (with respect to
an average sediment storage state). In this view, bedload pulses are the result of the evacuation
of large sediment volumes when the maximum storage capacity is reached.
However, the two regimes observed in experiment 3 indicate that such an equilibrium state
may not be unique, although some may be more stable than others. For instance a transitional
equilibrium state may appear after a strong perturbation (e.g., that ﬂattens the bed) before
the system switches to a more persistent equilibrium state once the resilience time is over.
However, further experiments are required to better address this issue.
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4 Evolution of the bed topography
We investigate in this chapter the topographical changes the bed undergoes during the experi-
ments. More speciﬁcally, we are interested in the dynamics of the alternate bars characterizing
the bed topography, and in the physical processes involved in the transfer of sediment along
the ﬂume length. The motivation of the analyses performed hereafter relies on the better
understanding of the mechanisms generating the bedload pulses discussed in Chapter 3.
In the ﬁrst sections of the chapter we investigate how sediment is transferred in the bed,
through the erosion and deposition of bed material. We then relate these processes to the
alternate bar system observed in the bed, before characterizing separately the evolution of the
bars and the pools during the experiments. Finally, we describe qualitatively how sediment is
transferred from pool to pool, in a wave-like behavior, before discussing our results.
4.1 Topographical data
The bed and the water elevations are measured about every 10 min during each experiment. A
single measurement takes about 3 min to be completed, which is the time necessary to scan
the ﬂume over its entire length. Based on the observations made during the experiments,
it is assumed that the topography and the water height do not vary signiﬁcantly during this
time period. The bed and the water elevation data can therefore be seen as instantaneous
measurements of the system geometry. The system dynamics are, for their part, reﬂected
by the evolution of the geometry between the scans. We remind that the post-processed
elevation data have a spatial resolution of 1 cm in the cross-sectional direction and 5 cm in
the longitudinal direction, and that the measurement accuracy is ﬁner than 1 cm. Moreover,
the ﬁrst and the last meter of the ﬂume were not scanned because of technical limitations (see
Chapter 2).
The elevation data are three-dimensional. They are analyzed in the coordinate system shown
in ﬁgure 4.1 which is deﬁned by: an x-axis in the longitudinal direction of the ﬂume, an y-axis in
the cross-sectional direction of the ﬂume, and a z-axis in the vertical direction (perpendicular
to the ﬂume bottom). The x-axis is oriented in the upstream direction and its origin is the
ﬂume outlet. The y-axis is oriented from right to left with respect to the ﬂow direction and its
origin is the right wall. The z-axis is oriented upward and its origin is the ﬂume bottom.
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Figure 4.1: Example of the bed elevation data, the x-axis being the distance from the ﬂume
outlet, the y-axis the distance from the right wall of the ﬂume, and the z-axis the elevation
from the bottom of the ﬂume.
The bed topography is characterized by single-row alternate bars which consist of a succession
of bars and pools on both sides of the ﬂume. An example is shown in ﬁgure 4.2 using the
same bed elevation measurements than in ﬁgure 4.1. The pools are the low elevation areas
where the water height is signiﬁcant compared to where the bars are located. Indeed, in our
experiments, the bars are most of the time in ﬂush with the water surface. Their downstream
limits are referred to as bar heads which are usually the highest point of the bars and mark
the transition with the pools observed after them. Note that during the experiments the pool
depths were found to be in the order 10 cm, the ﬂow velocities in the order of 1 m/s, and the
ﬂow regimes close to critical with a Froude number varying about 1.
Figure 4.2: Example of alternate bars in the bed (top-view).
The geometry of the alternate bars observed in our experiments (see ﬁgure 4.2) corresponds to
the one described in the related literature (Jaeggi, 1984; Ikeda, 1984; Chang, 1985; Yalin, 1992),
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Figure 4.3: Common representation of single-row alternate bars in straight channels, modiﬁed
from Ikeda (1984).
as illustrated in ﬁgure 4.3. We clarify that the mechanisms leading to bar formation, which
have been the subject of numerous studies (Colombini et al., 1987; Seminara, 1998; Tubino
et al., 1999), are beyond the scope of this study. Indeed, our interest is focused on the relation
between the alternate bars, which characterize the bed morphology in our experiments, and
the bedload pulses discussed in Chapter 3.
The bed and the water elevation data have rather ﬁne spatial (~1 cm) and temporal (~10 min)
resolutions given the ﬂume size and the duration of the experiments. The dataset collected
contains therefore a large amount of information about the evolution of the bed and the
hydraulic conditions during the experiments. However, the evolution of a topographic surface
over a long period of time is difﬁcult to represent graphically, and can be complex to analyze. A
simple approach is to reduce the number of dimensions in the dataset in such a way it is easier
to examine. For instance, in the following, we often choose to study the bed elevation along
given longitudinal proﬁles which reﬂect well the bar-and-pool system (e.g., in section 4.4.2).
However, when doing so, one has to bear in mind that part of the information contained in
the original dataset is lost.
4.2 Bed slope time series
The bed slope, which can be computed from the topographical data presented in section 4.1,
is a widely used variable to evaluate the changes in bed topography. In the following, we ﬁrst
verify that it is in phase with the water-surface slope before discussing its temporal evolution
during the experiments. We then relate the bed slope ﬂuctuations to bedload transport in a
ﬁrst step linking the BTR ﬂuctuations discussed in Chapter 3 to the bed morphodynamics.
4.2.1 Comparison of the bed and water slopes
The bed slope and the water-surface slope are two common variables used to describe the
system constituted of the bed and the water ﬂow (see deﬁnition in section 3.1.2.2) in ﬂume
experiments (Iseya and Ikeda, 1987; Recking et al., 2009). We compute both averaging the bed
elevation and the water elevation in the cross-sectional direction and calculating the slope of
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the bed and water proﬁle obtained. The latter are computed by performing a linear regression
on the averaged proﬁles. Note that the ﬂume inclination is taken into account in the ﬁnal
computation of the bed slope and the water-surface slope, and that the emerged parts of the
bed are ignored in both cases.
The water elevation is relatively homogeneous along each cross section and varies gently in
the longitudinal direction. Therefore, little information is lost during the water-surface slope
calculation. However, the bed elevation can vary signiﬁcantly in both the cross-sectional and
longitudinal direction because of the alternate bars in the bed. Indeed, the bars are generally
in ﬂush with the water surface whereas the pools can be up to about 10 cm deep with respect
to the bar heads. As a consequence, a large amount of information about the bed elevation
variability in space is lost when computing the bed slope. It is therefore important to keep in
mind that the local bed slope can differ signiﬁcantly from the average value when analysing
the bed slope time series in the following.
Figure 4.4: Bed slope Sb measurements versus water-surface slope Sw measurements during
experiment 1, 2 and 3 combined. The coefﬁcient of determination R2 and the standard error
of the linear regression are 0.96 and 0.02%.
The bed slope (Sb) and the water-surface slope (Sw ) are compared in ﬁgure 4.4. They are
linearly correlated and Sb is in average steeper by 0.04% than Sw which is negligible. We can
therefore consider that the water surface is in phase with the bed or, in other words, that the
water surface adjusts instantaneously to changes in bed topography (Recking et al., 2009).
Therefore, in the following, we only consider the bed slope time series which are directly
related to bed topography.
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4.2.2 Characteristics of the bed slope time series
The temporal evolution of the bed slope during each experiment is plotted in ﬁgure 4.5, along
with the BTR time series for comparison purposes. The main characteristics of the bed slope
time series are summarized in table 4.1.
The bed slope ﬂuctuations about the mean values in ﬁgure 4.5 are much more limited than
the BTR ones (see ﬁgure 3.1). Indeed, the relative standard deviations are lower than 5% in
each experiment, whereas they were larger than 100% for the BTRs. As a consequence, given
the long experiment durations and the discussion in section 3.7 about system equilibrium, we
can consider that dynamic equilibrium regarding the bed slope is achieved in the experiments.
The average bed slopes in table 4.1 can therefore be seen as the equilibrium slopes mentionned
is section 3.1.2.1. Note that the latter are in agreement with the theory since they are close to
the ﬂume slopes which were set based on the bedload tranport formula proposed by Recking
(2006).
The average bed slopes given in table 4.1 are steeper in experiments with larger sediment feed
rates (see table 4.1) which is in agreement with the theory. Indeed, the transport capacity,
which increases with increasing bed slope, has to match the input sediment feed rate to
achieve mass-balance equilibrium (Wainwright et al., 2015).
However, it is interesting to note that S¯b in experiment 1 and 3 are very close (the difference
is 0.02% in absolute value) although Qs,in doubles. In comparison S¯b in experiment 3, of
which Qs,in is three times larger than in experiment 1, is larger by about 0.18% (in absolute
value). Since the granulometry (skin roughness) and the ﬂow rate are the same in each
experiment, this observation highlights that bed morphology (which affects form roughness)
plays a fundamental role in the transport capacity of the system.
4.2.3 Bed slope ﬂuctuations and bedload transport rates
The bed slope ﬂuctuates over time, as illustrated in ﬁgure 4.5. In the following, we relate
these ﬂuctuations to bedload transport, ﬁrst discussing how they are induced by sediment
erosion and deposition in the bed, and then investigating their correlation with the BTR
ﬂuctuations described in Chapter 3. More speciﬁcally, we compare the spectral signature (see
section 3.3.2.2) and the autoregressive behavior (see section 3.4) of both time series, before
evaluating their cross-correlation coefﬁcients.
4.2.3.1 Bed aggradation and degradation
Local erosion and deposition of bed material directly impact bed slope. For instance, aggrada-
tion in the upstream part of the bed, or degradation in its downstream part, induces a raise
in bed slope. Inversely, degradation in the upstream part, or aggradation in the downstream
part, induces a decline in bed slope. The ﬂuctuating behavior of the bed slope (see ﬁgure 4.5)
therefore indicates that the bed undergoes constantly local aggradation and degradation.
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Figure 4.5: Time series of the bed slope Sb for experiment 1, 2 and 3. The solid lines represent
the average bed slopes S¯b and the ﬁlled area plots represent the bedload transport rates on an
arbitrary scale.
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Table 4.1: Summary values of the bed slope measurements during experiment 1, 2 and 3.
Units Exp. 1 Exp. 3 Exp. 2
ﬂow rate Ql l/s 15 15 15
ﬂume slope % 1.6 1.6 1.7
sediment feed rate Qs,in g/s 2.5 5.0 7.5
initial bed slope (t = 0) % 1.63 1.57 1.78
average bed slope % 1.48 1.50 1.66
absolute standard deviation % 0.07 0.10 0.08
number of observations 1566 3435 740
experiment duration h 261.1 567.5 123.2
ignoring the adjustment time at the beginning of the experiments
adjustment time ta min 669 703 292
average stream power ω W/m2 3.61 3.65 4.07
average bed slope S¯b % 1.47 1.49 1.66
absolute standard deviation % 0.06 0.07 0.09
relative standard deviation 0.04 0.05 0.05
number of observations 1498 3326 710
experiment duration Texp h 249.9 555.8 118.4
We observed that the sediment fed upstream was not directly transported toward the ﬂume
outlet, but was ﬁrst deposited in the upstream part of the bed. However, at some point,
sediment has to be transferred in the downstreamdirection to maintain a certainmass balance,
which occurs through the processes of erosion, transport and deposition of bed material. As
a consequence, the bed topography is continuously disturbed which is reﬂected in the bed
slope ﬂuctuations commented above.
As shown in ﬁgure 4.5, large increases in bed slope are generally associated with large bedload
pulses (e.g., in experiment 3 at t = 300 h) which means that large amounts of sediment is
eroded in the downstream part of the ﬂume and subsequently evacuated. During low bedload
transport phases, the bed slope can also increase (e.g., in experiment 3 at t = 25 h). In that
case, it indicates sediment deposition in the upstream part of the ﬂume. If, on the contrary,
the slope decreases (e.g., in experiment 1 at t = 210 h), it means that sediment is eroded in
the upstream part and deposited in the downstream part. Note that sometimes the slope
remains relatively stable about a given value (e.g., in experiment 1 at t = 60 h). Aggradation
and degradation of bed material then occur uniformly along the ﬂume length.
In summary, the bed slope ﬂuctuations reﬂect the transfer of sediment in the downstream
direction, which results in bedload pulses. Moreover, this transfer appears to occur through
local bed aggradation and degradation processes, rather than continuously over the entire
ﬂume length, which is consistent with the intermittent character of bedload pulses. This
correlation between the slope and BTR ﬂuctuations is further investigated below.
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4.2.3.2 Spectral signature
In order the compare the spectral signatures of the BTR and the slope time series, the power
spectra of the latter are plotted in ﬁgure 4.6 in the sameway theywere for the BTRs in ﬁgure 3.11.
It appears that the saturation time scales associated with the BTRs also indicate when the
slope power spectra saturate: the largest scales of ﬂuctuations are similar for both variables.
This result is a ﬁrst evidence that the slope and the BTR ﬂuctuations are correlated.
Figure 4.6: Power spectra of the bed slope time series for experiment 1, 2 and 3. The grey
curves represent the multitaper spectra and the black curves the wavelet spectra. The scaling
ranges are indicated in light grey and the spectral slopes are given. The solid vertical lines
indicate the saturation time scales computed for the time series of the bedload transport rates.
The exact bounds of the scaling ranges appearing in ﬁgure 4.6 (log-log linearity) are difﬁcult to
determine precisely, but are about 8 h-0.6 h in each experiment. They are therefore similar
to the ones computed for the BTRs (note that the bounds corresponding to high frequencies
must be compared with caution since the temporal resolution of the bed slope measurements
is ~10 min whereas it is 1 min for the BTRs). However, the spectral slopes are about -3 in each
experiment, which is roughly two times the ones calculated for the BTR time series: the energy
contained in the ﬂuctuations decreases faster with decreasing temporal scale for the bed slope
time series. This result was expected since the slope time series in ﬁgure 4.5 are smoother than
the BTR time series.
To complete the comparison of the spectral signatures, the periodograms of the slope and BTR
time series are plotted in ﬁgure 4.7 (as they were in ﬁgure 3.12 for the BTRs only). They
show that most of the predominant periods in the slope time series (which are all larger than
two hours, in agreement with the considerations above) correspond to a peak in the BTR
periodograms. These similarities in the spectral signatures reinforce our conclusion above
that the ﬂuctuations in the slope and BTR time series are correlated, which is consistent with
the ﬁndings of Recking et al. (2009).
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Figure 4.7: Normalized periodograms of the bedload transport rates (ﬁlled area plot) and
the slope time series (black curve) for experiment 1, 2 and 3 (they were computed based on
a Fourier transform of the time series, and only the frequencies higher than 1/11 h−1 were
considered).
4.2.3.3 Autocorrelation
As expected from the results above that the spectral signatures of the slope and BTR time series
are similar for low frequencies, the bed slope autocorrelation functions plotted in ﬁgure 4.8
show similar features to the BTR ones plotted in ﬁgure 3.13.
Indeed, in experiment 1, no prominent peaks are observed as for the corresponding BTR time
series. In experiment 3, bedload pulses were found to have a certain periodicity characterized
by a period of about 26 h. For corresponding time lags, the bed slope time series shows also sig-
niﬁcant autocorrelation. Finally, the periodicity of the bed slope ﬂuctuations in experiment 2
appears clearly for time lags of about 15 h. This period is of the same order of magnitude as
the one identiﬁed for the BTR ﬂuctuations (~10 h), although slightly larger. These observations
therefore support the conclusion in section 4.2.3.2 that the large ﬂuctuations in the bed slope
and the BTR measurements are related.
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Figure 4.8: Autocorrelation functions of the bed slope time series for experiment 1, 2 and 3.
4.2.3.4 Cross-correlation
In order to quantify the correlation between the bed slope and the BTR time series, of which
evidences are given above, we compute their cross-correlation coefﬁcients hereafter. To do
so, the BTRs are ﬁrst averaged over 10 min, in order to match the temporal resolution of the
slope measurements, and then the bed slope measurements are linearly interpolated to match
exactly the BTR measurements in time.
The cross-correlation coefﬁcients computed are respectively 0.60, 0.73 and 0.65 for experi-
ment 1, 2 and 3. They indicate that the bed slope and the BTR ﬂuctuations are signiﬁcantly
correlated, and that this link is stronger in experiments with larger sediment feed rates. More-
over, the cross-correlation was found to be maximum for time lags (with respect to the bed
slope time series) of respectively about -60 min, -30 min and -20 min. This phase shift means
that, during bedload pulses, themaximumslope value is often reached after themaximumBTR
value. Indeed, once the peak in BTR is measured, the bedload pulse usually still last for some
time: the bed continues to be eroded in its downstream part, inducing a raise in the bed slope.
In summary, the results above bear evidence that the bedload pulses observed in our exper-
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iments are closely related to physical processes occurring in the bed. In the following, we
further investigate this link in consideration of the alternate bars which characterize the bed
topography.
4.3 Bed erosion and bedload pulses
The bedload pulses measured at the ﬂume outlet involve sediment volumes much larger
than the quantities fed in the ﬂume. Therefore, they necessarily result from the erosion of
large amounts of bed material that are subsequently evacuated from the ﬂume. The analysis
of the bed slope ﬂuctuations performed in section 4.2 points that the bed aggradation and
degradation processes are localized in space, at least in the longitudinal direction. More
speciﬁcally, bedload pulses appear to be often associated with erosion in the downstream
part of the bed. This supports the intuition that sediment evacuated during bedload pulses
originates from the downstream part of the ﬂume, close to the outlet, rather than from further
upstream.
Based on this observation, we deﬁne the active length as the downstream portion of the bed
of which overall erosion matches the amount of sediment evacuated at the ﬂume outlet.
It is computed by aggregating ﬁrst the bed elevation measurements in the cross-sectional
direction. Then, for each measurement, the change in bed mass since the last measurement
is computed at each cross section. In other words, the mass balance is computed between
each bed scans (every ~10 min) and summed in the y-axis direction. Finally, the change in
bed mass is integrated along the ﬂume length, starting from the outlet, until it matches the
amount of sediment evacuated from the ﬂume during the same period of time.
Note that the active length is computed only when the mass evacuated is larger than the mass
fed by 1.5 times (i.e., during intense bedload transport events). Moreover, we clarify that the
change in bed mass at the beginning of the ﬂume (x = 0–1 m), where measurements are not
available, was approximated using the measurements at x = 1 m.
The histogram of the active lengths during bedload pulses is plotted in ﬁgure 4.9 for each
experiment. The active length seems bounded by a value corresponding to 75% of the ﬂume
length (12 m). However, the remaining 25% of the length (between 12 m and 16 m) are likely
to be affected by the ﬂume upper boundary condition (i.e., the ﬂume inlet). Therefore, no
conclusion about an upper bound of the active length can be drawn: the entire ﬂume length is
possibly involved in bedload pulses generation.
Nevertheless, the active length shows preferential values. In experiment 1 and 3, three values
multiples of ~4 m are observed. Examining the corresponding bed topography measurements,
these values match the location of three bars and their adjacent pools (referred to as bar-pool
pairs in the following). Note that the theoretical bar length (Yalin, 1992) is about 6 times the
ﬂume width (i.e., 3.6 m) which is in agreement with the values given above.
One can also notice that in experiment 3, which is the longest one (~600 h), bedload pulses
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Figure 4.9: Distribution of the bed active lengths measured from the ﬂume outlet for experi-
ment 1, 2 and 3. The bar plots show the distribution during intense bedload transport phases,
and the solid lines show the distribution during low bedload transport phases. The black
squares represent the theoretical locations of alternate bars.
have a tendency to be produced in the most downstream bar-pool pair rather than in more
upstream ones. In experiment 2, the preferential values taken by the active length are less
uniformly spaced. We explain this difference by the larger variability in bar features (number,
location and shape) observed during this experiment. In summary, the active length seems to
be a function of the number of bar-pool pairs involved in sediment mobilization.
The active lengths during low transport phases (i.e., when the mass evacuated is lower than
the mass fed) are also plotted in ﬁgure 4.9. In that case, the predominant values of the active
lengths are within 0-4 m: when the bed undergoes overall aggradation, the low bedload pulses
registered are generated by erosion in the most downstream bar-pool pair.
The fate of the sediment fed in the ﬂume was also investigated using the same method: the
change in bed mass was integrated starting from the ﬂume inlet until it met the amount of
sediment fed since the last topographical measurement. It appeared that the sediment fed
upstream are preferentially deposited within the ﬁrst meter from the ﬂume inlet (16-15 m).
The above observations indicate that the transfer of sediment from the upstream part of the
ﬂume, where it is fed, to the downstream part is discontinuous and affected by the bar-and-
pool system. Indeed, the sediment fed is ﬁrst deposited close to the ﬂume inlet, increasing
the bed total volume asymmetrically, before being transported further downstream. The
bed therefore behaves like a system that is constantly disturbed positively in its upstream
part (i.e., by increases in volume), and of which spatially delimited zones participate in the
transfer of sediment, rather than like a sediment toboggan where incoming material is simply




In this section, we investigate the alternate bars observed in the bed which seem to play a key
role in the transfer of sediment as discussed in section 4.3. The bars and the pools forming the
system of alternate bars are studied as distinct entities, and both their geometry and dynamics
are characterized based on the topographical measurements performed. Note that, in the
following, the results are often interpreted in the light of the visual observations made during
the experiments.
4.4.1 Spatial localization of the erosion and deposition processes
4.4.1.1 Method
The erosion and deposition of bed material between each scan, and at each bed location,
can be computed by comparing the topographical measurements. In order to identify any
preferential zone where bed degradation or aggradation occurs, the average erosion and
deposition rates over the entire experiment durations are computed at each bed location.
To do so, the erosion and deposition in the bed are ﬁrst computed between each scan. The total
erosion and deposition during the experiments are then computed at each bed location. The
corresponding rates are ﬁnally obtained by dividing by the respective experiment durations.
The average erosion and deposition rates are shown in ﬁgure 4.10 for each experiment.
4.4.1.2 Degradation and aggradation zones
Zones of intense degradation and aggradation appear clearly in ﬁgure 4.10. They are stretched
in the longitudinal direction and are located on both sides of the bed. Moreover, the degrada-
tion zones match the aggradation zones which means that the areas where the erosion process
is concentrated also undergo intense sediment deposition during the experiments.
More generally, the average erosion and deposition rates compensate each other at each
bed location. This zero sediment balance indicates that the bed volume is conserved at the
experiment time scales (in agreement with the discussion in section 3.6).
The intense degradation/aggradation zones are located near the ﬂumewalls, either on the right
or the left side, and are 15-20 cm wide. By way of comparison, the average erosion/deposition
rates in the central region of the ﬂume (which is ~20-30 cm wide) is approximately two to
three times less. In the longitudinal direction, the intense degradation/aggradation zones
are observed over the whole ﬂume length, except in the very upstream part (the last ~2 m in
experiment 2 and 3, and ~4 m in experiment 1). They are 4-6 m long and are alternatively
located near the right or the left wall. The arrangement of the main zones is similar in each
experiment: there are one on the right side and two (only one in experiment 1) on the left side.
Note also that, near the ﬂume inlet, the center of the channel undergoes intense erosion and
deposition. This observation indicates that the sediment fed in the ﬂume are ﬁrst deposited
before being transported further downstream, as already stated in section 4.3.
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Figure 4.10: Average erosion and deposition rates in the bed during experiment 1, 2 and 3.
Zones of intense degradation/aggradation are visible, alternately, on both sides of the bed.
Figure 4.11: Example of the typical bed topography observed during experiment 3. Three
pools, characterized by low bed elevations, are visible: one on the right side and two on the
left side of the bed.
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4.4.1.3 Effect of the sediment feed rate
The increase in the sediment feed rate between the experiments affects the characteristics
of the degradation/aggradation zones observed in ﬁgure 4.10. As Qs,in increases from 2.5
to 5.0 g/s between experiment 1 and 3, a third zone appears in the upstream part of the ﬂume.
Moreover, the degradation/aggradation zones are more stretched longitudinally. Note that
their maximum erosion rate remains however about -1.0 cm/h.
Between experiment 3 and 2, the sediment feed rate increases by 1.5, and so does themaximum
erosion rate which increases to -1.5 cm/h. In summary, the erosion and deposition processes
gain intensity as the sediment feed rate increases.
4.4.1.4 Comparison with the bar-and-pool system
The comparison of the average erosion/deposition rates (shown in ﬁgure 4.10) with the topo-
graphical data shows a high correspondence between the geometry of the degradation/aggra-
dation zones and the alternate bars. For comparison purposes, an example of the typical bed
topography observed during experiment 3 is given in ﬁgure 4.11.
The intense degradation/aggradation zones correspond to the most common locations of the
pools. The latter therefore concentrate most of the bed erosion/deposition activity, which
means that the pools store and release large amounts of sediment during the experiments.
The system of alternate bars seems therefore to play a key role in the transfer of sediment (as
pointed in section 4.3), the pools being the active part.
4.4.2 General considerations about alternate bar dynamics
The pools and the bars are located near the ﬂume walls in the same way as in typical channels
with alternate bars as discussed in section 4.4.1. Therefore, their dynamics can be investigated
along the bed longitudinal proﬁles corresponding to these regions. Indeed, bar migration
is essentially a longitudinal process. Two bed proﬁles are considered in the following: the
right proﬁle which is 5 cm away from the right wall, and the left proﬁle which is 5 cm away from
the left wall (we remind that the right and the left are deﬁned with respect to the ﬂow direction).
Moreover, the joint analysis of these two proﬁles allows us to investigate the coupled dynamics
of the bed structures on both sides of the bed.
The evolution of the right and left proﬁles during experiment 3 is shown in ﬁgure 4.12 which
is a spatio-temporal representation of the bed topography. The evolution in time of the two
proﬁles are plotted symmetrically for a better comparison. Only the results of experiment 3
are presented here for clarity purposes, which was chosen because it is the longest of the
three experiments and the one where bar migration is the most often observed. However, the
comments made in the following are also valid for experiment 1 and 2. The spatio-temporal
plots of the latter are available in Appendix A.7.
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Figure 4.12: Temporal evolution of the right and left proﬁles of the bed during experiment 3.
The two proﬁles are plotted symmetrically with respect to the ﬂume outlet, which corresponds
to the center of the ﬁgure.
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4.4.2.1 Bed topography variations
As shown in ﬁgure 4.12, the bed topography continuously changes over time, although some
part of the bed can remain stable for relatively long time periods compared to the experiment
duration. Different structures, of various size and geometry, can be identiﬁed in the bed. They
can appear or disappear, remain static, or move in either the downstream or upstream direc-
tion. These general observations illustrate the complexity of the bed topography variations
and of the related physical processes in space and time.
However, the pools and the bars appear clearly in ﬁgure 4.12; and their dynamics seems to
reﬂect the essential part of the topography variability. We remind that sediment transport also
occurs in the cross-sectional direction. The bed mass is therefore not conserved along the
longitudinal proﬁles which can cause discontinuities in the migration of the bed structures
observed in ﬁgure 4.12.
4.4.2.2 Spatio-temporal characteristics of bars
Bar heads refer to the downstream end of bars, as stated in section 4.1. They are associated
with abrupt drops in bed elevation, marking the transition between the bar and the pool that
is generally observed after. Moreover, in our experiments, bar heads are most of the time in
ﬂush with the water surface (i.e., the water height above the bar heads is close to zero).
Bar heads can be clearly identiﬁed in ﬁgure 4.12 as high elevation areas. They are present on
both sides of the bed and migrate intermittently in the downstream direction. The rest periods
are much longer than the moving ones: the bar head locations can remain stable for up to
several tens of hours. We investigate bar migration in more details in section 4.5.4.
The bar locations along the right and left proﬁles are shifted, which is a result of their alternate
character. When a bar migrates on one side of the ﬂume, the bars on the other side generally
also migrate within a certain time window, which gives a symmetrical aspect to ﬁgure 4.12.
This observation points the coupled dynamics of alternate bars, which is further discussed in
section 4.5.4.
4.4.2.3 Spatio-temporal characteristics of pools
The pools can be identiﬁed in ﬁgure 4.12 by their bottom which are low elevation areas. Since
they are delimited in space by the bars, they have a similar alternate conﬁguration along the
ﬂume length. Moreover, their locations change when the bars migrate.
However, during the rest periods of the bars, the shape of the pools varies continuously,
alternating between a ﬁlled conﬁguration and an empty conﬁguration. Moreover, the position
of the bottom of the pools keeps oscillating within a certain range of values. This behavior of
the pools is further discussed in section 4.6.
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4.4.2.4 Link with bedload transport
At the ﬂume end, a pool is present on either one of the bed sides, the other side being ob-
structed by a bar (see ﬁgure 4.12). The bed elevation ﬂuctuations observed in this pool
indicate that sediment is periodically evacuated toward the ﬂume outlet. These aggradation-
degradation cycles in the pool are therefore likely to be related to the BTR ﬂuctuations mea-
sured at the ﬂume outlet. When the pool changes side, the adjacent bar is destructed and the
amount of sediment thus released is likely to generate a bedload pulse.
4.4.2.5 Additional comments
The results above indicate that the bars are stable structures in the bed. During the exper-
iments, we observed that the bars are associated with low water heights and that they are
circumvented by the stream ﬂow which explains their stability. These observations there-
fore lead us to consider that the bars are stabilizing elements in the bed which constitute its
“skeleton”. When the bars migrate sufﬁciently, the overall conﬁguration of the alternate bars
is changed. As a result, the bars (and the pools) can seem to change side, whereas their are
simply shifted in the downstream direction.
The stream ﬂow, which is concentrated in the pools, changes side along the ﬂume length,
“jumping” from one pool to another. As a consequence, the pools ensure the transfer of water
and sediment in the downstream direction. This role explains the frequent changes in shape
that are observed: the erosion, transport and deposition of sediment modify constantly the
geometry of the pools. In order to stress the role played by the pools in the transport of
sediment, the alternate bars are sometimes referred to as the bar-and-pool system in this study.
The general considerations about the alternate bar dynamics made above constitute the
framework for the detailed study of the bar-and-pool system performed in section 4.5 and
section 4.6.
4.5 Bar characteristics
The system of alternate bars observed in the bed consists of a succession of bars and pools
on both sides of the ﬂume. As discussed in section 4.4.2, the bars are stable structures that
can episodically migrate in the downstream direction. Their location can be computed by
identifying the bar heads which appear clearly in the topographical data. Conversely, the
geometry of the pools varies a lot over time making them more difﬁcult to characterize.
Therefore, in this section, the system of alternate bars observed during each experiment is
characterized focusing on the bar structures. Both their geometry and their dynamics are
investigated.
4.5.1 Data preparation
The bars are studied along the right and the left longitudinal proﬁles of the bed, each be-
ing 5 cm away from the corresponding ﬂume wall. Since bars are prominent structures, the
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proﬁles are smoothed using cubic spline functions to make them appear more clearly. In each
experiment, the bars are deﬁned with respect to a reference proﬁle computed as follows: the
mean of the two proﬁles is averaged over the total experiment duration, and the resulting
proﬁle is then approximated using a linear regression. The reference proﬁle so obtained
represents the average bed elevation along the ﬂume.
We deﬁne the bars as the portions of the right and the left proﬁles above the reference proﬁle,
the bar heads being the highest points, as shown in ﬁgure 4.13. For each bar identiﬁed, the
location is computed as the bar head location, the bar height as the bar head height with
respect to the reference level, and the bar length as the length at the reference level. These
deﬁnitions are illustrated in ﬁgure 4.13. Note that the bars located near the ﬂume inlet or
outlet are not taken into account since the boundary conditions interfere with them.
Figure 4.13: Example of alternate bars along the right and the left longitudinal proﬁles of the
bed during experiment 3. The bed elevation is measured from the bottom of the ﬂume.
4.5.2 Bar geometry
4.5.2.1 Bar length
The distributions of the bar lengths are plotted in ﬁgure 4.14(left). In each experiment, the bar
lengths are bounded within 2 m and 8 m. However, the distribution in experiment 1 differs
from the one in experiment 2 and 3: the respective dominant bar lengths are ~7 m and ~4 m,
and the distributions are respectively stretched toward low and large values. It is interesting
to note that, in experiment 1, bar lengths about 4 m are also observed frequently. The same
observation can be made, to a smaller extent, for experiment 3 and bar lengths about 7 m.
In summary, two bar conﬁgurations can be observed in the bed: short bars (~4 m) and long
bars (~7 m). As the sediment feed rate of the experiments decreases, the long bar conﬁguration
becomes progressively predominant. Note that the bar length deﬁnition used here differs
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from the one in ﬁgure 4.3 which is generally used in other studies (Yalin, 1992).
4.5.2.2 Bar height
The distributions of the bar heights plotted in ﬁgure 4.14(right) are similar for each experiment:
the bar heights vary between 1 cm and 5 cm and the distributions are bimodal. Comparing the
bar heights against the bar locations, it appears that bars located downstream are generally
higher than the ones upstream, which explains the bimodal character of the distributions.
Figure 4.14: Distribution of the bar lengths (left) and the bar heights (right) in experiment 1, 2
and 3.
4.5.2.3 Bar spacing
The bar spacings is computed based on the bar locations on the both sides of the ﬂume. Their
distribution is plotted for each experiment in ﬁgure 4.15. They are consistent with the bar
lengths computed above since, for each experiment, the distribution of the bar lengths and
bar spacings are similar. Indeed, in alternate bar systems, the spacing between the bars is
equal to the bar length by symmetry.
4.5.3 Bar location
The distributions of the bar locations along the right and the left proﬁle of the bed are plotted
in ﬁgure 4.16. They are commented below for each experiment.
In experiment 1, the bar positions vary little. On the right side of the bed, the preferred location
is about 4 m away from the ﬂume outlet. On the left side, the two preferred locations are about
8 m and 10 m away from the ﬂume outlet. This low variability in the bar locations indicates
that bars rarely migrate during the experiment. Note that the spacing between the preferred
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Figure 4.15: Distribution of the bar spacings, considering the bars on the both sides of the
ﬂume, in experiment 1, 2 and 3.
locations is consistent with the bar spacings plotted in ﬁgure 4.15.
Similar conclusions can be drawn for experiment 2, except that a bar on the right side can also
be observed in the upstream part of the ﬂume. Moreover, the wider distribution of the bar
position about the preferred locations indicates that bar migration occurs more often than in
experiment 1.
In experiment 3, although some preferred locations appear, bars are observed along the entire
ﬂume length. These various locations visited by the bars indicate that bars migrate during the
experiment. Note that experiment 3 is about three times longer than the other experiments
which is likely to increase the number of times bar migration occurs. However, no quantitative
conclusion about the migration frequencies can be drawn based on the distribution of the bar
locations.
Figure 4.16: Distribution of the bar positions in experiment 1, 2 and 3. The light grey bar plots
stand for the left proﬁle, and the dark grey bar plots for the right proﬁle of the bed.
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4.5.4 Bar migration
In order to investigate bar migration, bar head trajectories along both bed proﬁles are com-
puted by using a tracking algorithm. Each continuous displacement of at least 0.5 m in the
downstream direction is recorded as a migration event, and the migration velocity is computed
as the average velocity of the bar head displacement. The ﬁrst ten hours of each experiment are
not taken into account since, during this time period, the bed evolves from a ﬂat conﬁguration
toward a formed one.
The summary values related to the migration of bars are given in table 4.2 for each experiment.
The migration overlap provided is the ratio between the number of times simultaneous
migration of at least two bars is observed and the total number of times bar migration is
observed. The portion of the experiments during which no bar migration is observed is also
indicated.
Table 4.2: Summary values of the bar migration characteristics during experiment 1, 2 and 3.
Units Exp. 1 Exp. 3 Exp. 2
sediment feed rate g/s 2.5 5.0 7.5
experiment total duration h 261.1 567.5 123.2
number of migration events 2 56 25
average migration velocity cm/min 1.2 1.5 1.9
maximum migration velocity cm/min 1.6 3.1 3.4
average migration duration h 1.2 1.7 1.9
average migration distance m 0.8 1.4 1.8
migration overlap % 0.0 0.1 0.2
no migration % 0.99 0.84 0.66
We make it clear that, using the methodology described above, only the migration events
that are clearly identiﬁable and of major importance are recorded. The statistics presented
in table 4.2 are related to these major events and must be interpreted as such. We also draw
attention to the very small number of migration events recorded during experiment 1: the
related statistics should therefore be interpreted with caution.
However, a visual analysis of the bed topography evolution shows that the computed bar
trajectories are consistent with the ones than can be visually identiﬁed. We therefore con-
sider that the values presented in table 4.2, and that the tendencies arising from them, are
representative of the overall bar migration activity in the bed.
The results above (see table 4.2) indicate that bar migration activity is positively related to
the sediment feed rate. Indeed, bar migration is nearly never observed in experiment 1
(Qin = 2.5 g/s), and is about twice more frequent in experiment 2 (Qin = 7.5 g/s) than in
experiment 3 (Qin = 5.0 g/s).
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Bar migration can last for few hours, which gives an order of magnitude of the time scale
associated with this process. The migration distance is in the order of few meters and the
migration velocity of few centimeters per minute. Moreover, the duration, distance and
velocity of bar migration tend to increase with increasing sediment feed rate.
The migration overlaps provided in table 4.2 indicate that the migration of the different bars
in the bed occurs rarely simultaneously. Indeed, a complementary visual analysis of the
bed topography evolution shows that, in many cases, bar migration is the result of a chain
reaction initiated upstream. When a bar migrates in the downstream direction, the overall
system of alternate bars is disturbed and the next bars migrate, one at a time, to maintain
a stable conﬁguration. Here, these chain reactions seem initiated by the formation of bars
(i.e., sediment accumulation) near the ﬂume inlet.
Figure 4.17: Example of bar migration during experiment 3. The right and the left longitudinal
proﬁles of the bed are plotted at four different times. The markers represent the bar heads.
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The bar migration process is illustrated in ﬁgure 4.17 which represents the evolution over time
of the right and left proﬁles of the bed during a part of experiment 3. At the beginning, three
bars are present in the bed: two on the right side and one on the left side. Then, a bar appears
upstream, on the left side, and the other bars move progressively downstream.
The chain reaction from upstream to downstream is well illustrated by the two bars located at
8 m and 4 m from the ﬂume outlet. They do not migrate simultaneously: the upstream bar
moves ﬁrst by 2 m, which is half the bar length, and then the downstream bar moves toward
the ﬂume outlet.
At the end of the migration process, the bars have moved by one bar length (4 m) and their
conﬁguration is inverted: there are one on the right side and two on the left side. The location
of the bars, combining the two proﬁles, is almost exactly the same than at the beginning: they
are located at 4 m, 8 m, and 11 m away form the ﬂume outlet. Note that the whole migration
process for the bars to take inverted conﬁgurations in this example last about 10 h which is
signiﬁcant compared to the experiment duration (~600 h).
4.6 Pool dynamics
The pools are delimited in space by the bars which are stable structures that can episodically
migrate as discussed in section 4.4.2 and in section 4.5. In this section, the geometry and
dynamics of the pools are investigated when the bars are static. Indeed, during bar migration,
the whole system of alternate bars is disturbed which affects the characteristics of the pools.
4.6.1 Dead and active zones in pools
4.6.1.1 Pools bounded by two bar heads
In typical conﬁgurations, pools are located between two consecutive bars on a given side of
the bed. These conﬁgurations can be observed in ﬁgure 4.12, in the central part of either the
right or the left proﬁles. The bottom of the pools, which are regions of low elevation, are in
most cases well marked. The two bar heads, located upstream and downstream the bottom of
the pools, set the pool limits in the longitudinal direction. An example of a pool, in a typical
conﬁguration, is given in ﬁgure 4.18.
Each pool bounded by two bar heads is constituted of two parts having different dynamics: the
dead zone and the active zone (see ﬁgure 4.18). The dead zone, referred to as inactive zone in
Venditti et al. (2012), is located in the upstream part of the pool. In this area, the pool geometry
is stable and the bed elevation does not vary over time. We observed during the experiments
that the end of the dead zone corresponds to where the stream ﬂow enters, laterally, into the
pool (the entering stream ﬂow originates from the pool located immediately upstream, on the
other side of the ﬂume). We also observed that, in dead zones, the stream velocity is close to
zero and sediment transport is absent.
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The active zone starts after the dead zone, where the stream ﬂow enters the pool, and is
bounded downstream by the next bar head (see ﬁgure 4.18). In this area, the bed elevation
ﬂuctuates continuously over time which means the pool undergoes successive phases of
degradation and aggradation. When the active zone is aggraded, the pool bottom tends to
move in the upstream direction, and inversely when it is degraded. As a consequence, the lon-
gitudinal position of the pool bottom ﬂuctuates over time, as illustrated in ﬁgure 4.18. During
the experiments, we observed that the stream ﬂow entering the pool transports sediment that
get deposited in the pool which explains the pool aggradation phases. When the pools are
degraded, the sediment mobilized is evacuated, laterally, toward the next pool located on the
opposite side of the ﬂume.
Figure 4.18: Example of a pool bounded by two bar heads, on the right side of the bed, during
experiment 3. In the top part, the temporal evolution of the bed proﬁle is presented. In the
bottom part, a side view of the bed proﬁle, representing the envelope of the bed elevation
ﬂuctuations, is plotted.
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4.6.1.2 Pools with one open boundary
The pool described in ﬁgure 4.18 is bounded by two bar heads which is the typical conﬁgura-
tion in the central part of the ﬂume. However, near the ﬂume inlet and outlet, the pools are
open toward respectively the upstream and downstream directions. An example is given in
ﬁgure 4.19. Note that the two pools shown in this example are located along the left proﬁle,
during the same time period when the pool in ﬁgure 4.18 is observed along the right proﬁle.
In ﬁgure 4.19, the pool located in the upstream part of the ﬂume is not bounded upstream by
a bar head. In that case, the stream ﬂow enters longitudinally into the pool at its beginning.
As a consequence, there is no dead zone and the entire ﬂume length is active. The pool
undergoes the same succession of degradation and aggradation phases as the one described
above. In ﬁgure 4.19 (top), the lower part of the pool appears to migrate successively in the
Figure 4.19: Example of pools open in the downstream or upstream direction, on the left side
of the bed, during experiment 3. In the top part, the temporal evolution of the bed proﬁle is
presented. In the bottom part, a side view of the bed proﬁle, representing the envelope of the
bed elevation ﬂuctuations, is plotted.
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downstream and in the upstream direction. This periodic change in geometry suggests a
wave-like sediment transfer in the pool.
The pool located near the ﬂume outlet in ﬁgure 4.19 is not bounded downstream by a bar
head. In that case, the pool characteristics are similar to the ones described for the typical
conﬁguration (see ﬁgure 4.18) with a dead zone and an active zone. The difference is that the
sediment mobilized during the pool degradation phases is evacuated toward the ﬂume outlet.
4.6.2 Sediment transfer in pools
The active zone in the pools undergoes successive phases of degradation and aggradation,
as described in section 4.6.1. This ﬂuctuating behavior of the bed elevation indicates that
sediment volumes are transferred through the pools. In this section, the process of sedi-
ment transfer is investigated for the different pool conﬁgurations mentioned in section 4.6.1
(i.e., with open boundaries or not).
4.6.2.1 Pools bounded by two bar heads
In pools bounded by two bar heads, the degradation and aggradation phases modify their
geometry as illustrated in ﬁgure 4.18. Pool degradation leads to an empty conﬁguration and
pool aggradation to a ﬁlled conﬁguration. The evolution of the pool geometry during an
aggradation-degradation cycle is described in ﬁgure 4.21 using an example from experiment 3.
Figure 4.20: Illustration of the aggradation-degradation cycles in pools with closed boundaries
using an example from experiment 3. The initial topography is plotted is black and the
subsequent states are plotted in lighter shades of grey.
85
Chapter 4. Evolution of the bed topography
The aggradation phase is illustrated in ﬁgure 4.21(left). As sediment is deposited in the pool,
the whole active length is aggraded. During this process, the pool bottom slightly moves in the
upstream direction. However, the height and the position of the bounding bar heads remain
the same. At the end of the aggradation phase, the pool has a ﬁlled conﬁguration: it is shorter
and shallower than in the original conﬁguration. Moreover, the bed slope in the downstream
part of the pool (between the pool bottom and the downstream bar head) is milder.
During the degradation phase, which is illustrated in ﬁgure 4.21(right), the pool is eroded and
the sediment mobilized is evacuated further downstream. As the pool returns to its original
geometry, the pool bottom moves ﬁrst in the downstream direction before shifting upstream,
toward its original location. This asymmetry indicates that the downstream part of the pool
is eroded before the upstream part. As a consequence, when the sediment mobilized in the
upstream part is evacuated from the pool, the bed slope in the downstream part has already
returned to its steep conﬁguration.
4.6.2.2 Pools with no upstream boundary
When the pools are not bounded upstream, sediment volumes can enter longitudinally into
them, as discussed in section 4.6.1. As a consequence, the cycles of aggradation-degradation
observed (see ﬁgure 4.19) seem related to a wave-like sediment transfer. The typical motion of
such a sediment wave is illustrated in ﬁgure 4.21 using an example from experiment 3.
Figure 4.21: Illustration of the wave-like sediment transfer in pools with an open upstream
boundary using an example from experiment 3. The initial topography is plotted is black and
the subsequent states are plotted in lighter shades of grey.
The propagation of a sediment wave that progressively ﬁlls the pool is illustrated in ﬁg-
ure 4.21(left). Once the pool is approximately half-ﬁlled, the downstream part of the pool is




Then, as described in ﬁgure 4.21(right), the sediment wave travels through the pool and gets
deposited in its downstream part. As a consequence, the downstream part of the pool is
aggraded and returns to a steep conﬁguration. During this process, the pool bottom gets ﬁrst
ﬁlled before being highly eroded.
Therefore, the wave does not travel through the entire pool. When it enters the pool, it modiﬁes
the pool geometry which certainly changes the hydraulic conditions. This change induces
the erosion of the downstream part of the pool, which mobilizes sediment that is transported
further downstream. The sediment transported in the wave is subsequently, in a large part,
deposited in the pool. In this way, the latter returns to its initial geometry.
4.6.2.3 Pools with no downstream boundary
The pools located in the downstream part of the ﬂume are “open” toward the ﬂume outlet,
as illustrated in (see ﬁgure 4.19). The aggradation-degradation cycles observed correspond
to the deposition and erosion of sediment, in the same way as the case where the pools are
bounded by two bar heads. However, the amount of sediment that can be accumulated
locally is in general lower since there is no downstream boundary. As a consequence, the
aggradation-degradation cycles are usually of lower amplitude. An aggradation-degradation
cycle in the case of an important sediment arrival is described in ﬁgure 4.22 using an example
from experiment 3.
Figure 4.22: Illustration of the aggradation-degradation cycles in pools with an open down-
stream boundary using an example from experiment 3. The initial topography is plotted is
black and the subsequent states are plotted in lighter shades of grey.
As shown in ﬁgure 4.22, the arrival of sediment into the pool induces the aggradation of the
bed over the entire active length. Moreover, sediment is accumulated close to where they
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entered the pool, forming a protrusion. When the pool is eroded, the protrusion migrates in
the downstream direction, forming a sediment wave that ﬂattens as it travels. At the end of the
cycle, the pool has returned to its original shape.
4.6.3 Additional comments
The transfer of sediment in the pools, which are part of the system of alternate bars present in
the bed, has been described above for the different conﬁgurations encountered using three
characteristic examples. Since the observations made during the experiments are consistent
with the processes discussed, the examples chosen are therefore considered as representative
of the sediment transfer processes occurring in the pools when the bar conﬁguration is stable.
The deposition and the erosion of sediment in the pools during the aggradation-degradation
cycles is, in general, not uniform in space and time. As a consequence, the transfer of sediment
has often a wave-like behavior, which is consistent with the observations made during the
experiments. Indeed, we observed that sediment waves propagate in the pools and where they
usually end up getting deposited. The change in geometry induced can trigger the erosion of
the pools and the departure of other sediment waves. These observations lead us to consider
that the different conﬁgurations the pools can take, with different depths and slopes, play a
role in their transport capacity.
4.7 Discussion
4.7.1 Episodic bar migration
The bed topography in our experiments is characterized by single-row alternate bars that can
episodically migrate in the downstream direction. This relative stationarity is due to stable bar
heads, made of coarse material and in ﬂush with the water surface, which resist to erosion
and deﬂect the ﬂow toward the adjacent pools as described in Lisle et al. (1993) and Lanzoni
(2000b). When bars migrate avalanching on their downstream faces (Grifﬁths, 1979), they are
submerged and bedload transport is observed across their surface in agreement with Lisle et al.
(1991) and Ashmore (1991). Bar migration seems triggered by disturbances in the upstream
boundary condition (e.g., sediment build-ups) and to occur as a chain reaction where each
bar “pushes” in turn the next bar in the downstream direction. This concept of chain reaction
contrasts with the regular trains of alternate bars sometimes reported (Lanzoni, 2000b) and
supports the hypothesis of Crosato et al. (2012) that bar failure takes place as a domino effect.
Single-row alternate bars are often viewed as the beginning of the meandering process which
was interrupted because of the width constraint (Jaeggi, 1984; Chang, 1985). The characteris-
tics of their geometry have been largely documented (Ikeda, 1984), and the bar observed in this
study verify the major scaling relations reported (e.g., in Ikeda, 1984; Yalin, 1992): their height
and wavelength scale respectively with the ﬂow depth and several ﬂume widths (Lanzoni,
2000b). However, only two to three bars were observed in the ﬂume which is not enough
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(Ikeda, 1984) to compare in detail their geometry with theoretical predictions (the ﬂume is
too short and the bar development is certainly affected by the boundary conditions). Note
that the issue of the formation and development such bedforms, which can be considered as
fairly settled (Lanzoni, 2000a; Seminara, 2010), is beyond the scope of this study. In summary,
the above considerations allow us to consider that the alternate bars observed are similar to
the ones described in the comparable studies cited previously. In the following, we focus on
the role they play in the transfer of sediment in the bed which is still an open issue in many
regards (Church and Ferguson, 2015).
The migration of alternate bars necessarily induces bedload pulses, in the sense of large
transport rate ﬂuctuations, because of the important sediment volumes carried during this
process (Gomez et al., 1989; Miwa and Daido, 1995). However, in this study, bar migration
occurs infrequently and therefore only involves a limited portion of the total sediment volume
transferred in the bed during the experiments. In other words, bar migration is not the primary
means of sediment transport. Indeed, we observed that the latter takes place mainly in the
pools which undergo successive aggradation-degradation cycles denoting an intense bedload
transport activity. This observation raises the issue of bedload transport in stationary alternate
bar systems which is still only partially understood although many studies investigated the
effect of such bedforms on sediment transport capacity, for instance through their effect
on form roughness (Francalanci et al., 2012). The approach employed here to address this
problem is essentially qualitative and aims at identifying the physical processes involved.
4.7.2 Sediment waves
In the context of our experimental conditions, we identiﬁed sediment waves which travel from
pool to pool in the downstream direction, inducing the aggradation-degradation cycles men-
tioned above. The term sediment wave is used here in a generic way in reference to a common
process by which sediment is transported in alluvial rivers, i.e., as “sediment translation waves”
producing variations in bed elevation and bed storage (Meade, 1985; Grifﬁths, 1993). However,
note that many different phenomena, more or less related to each other, have been described
as sediment waves (James, 2010), sometimes using a close terminology such as bedload sheets
(Recking et al., 2009), bed waves (Hoey, 1992), and sediment slugs (Nicholas et al., 1995).
In braided channels, which is a morphology related to alternate bars, sediment waves have
been reported (Grifﬁths, 1979; Ashmore, 1987; Hoey, 1992) as groups of migratory bars be-
coming increasingly diffuse as they move downstream and playing a predominant role in
the morphodynamics of such systems (Ashmore, 1991). In the context of quasi-stationary
alternate bars, the sediment waves we observed behave in a relatively different way because of
the width constraint and the stable nature of bar heads. Although they possibly participate in
destabilizing the bars, they appear to be essentially the primary means of sediment transfer in
the downstream direction. This transfer occurs by discrete steps, a characteristic also reported
by Ashmore (1991), as sediment volumes are transferred from one pool to the other. This
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step-like motion of sediment waves reﬂects the bursty nature of bedload transport and its
variability in space and time discussed in Chapter 3. Note that the migration process described
above can be seen as a particular case of the bedload sheet dynamics (i.e., the migration of low
relief bedforms) reported in Recking et al. (2009), in which sediment waves are successively
“trapped” in the pools as they migrate downstream.
As a sediment wave travels through a pool, the geometry of latter (in terms of depth, length and
local slope) changes which modiﬁes the hydraulic conditions (these changes lead us to deﬁne
a ﬁlled and an empty pool conﬁguration in section 4.6.2). In return, the transport capacity of
the pool also changes. This feed back loop is believed to drive the wave migration, resulting in
a scour-and-ﬁll process (Lanzoni, 2000b). As a consequence, it is not necessarily the “same”
sediment that is transferred from pool to pool, as pointed in Ashmore (1991). Indeed, the
arrival of sediment in a pool can mobilize “other” sediment (because of changes in hydraulic
conditions) which is then transported further downstream as the primer remains “trapped” in
the pool. However, in order to better describe and quantify these processes, further analyses
are required.
4.7.3 Additional comments
Behind the idea of sediment waves moving from pool to pool, stands the concept of storage
zones than can be ﬁlled and emptied, (Meade, 1985; Kelsey et al., 1987; Macklin and Lewin,
1989; Ashmore, 1991). In the context of this study, these sediment reservoirs are stationary
which lead us to see the system of alternate bars as made of two distinct entities having
different roles: the bars which are stabilizing elements and the pools which ensure the transfer
of sediment in order to maintain a certain mass-balance equilibrium in the system.
In summary, the results commented above characterize the alternate bars observed in the
bed and their relation with bedload transport. More speciﬁcally, we describe qualitatively
how sediment is transferred in the bed through sediment waves migrating in pools which, to
our knowledge, has not been done earlier. In the next chapter we quantify the effect of the
bedform dynamics described above on the bedload pulses discussed in the previous chapter.
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The alternate bars observed in the bed consist of a bar-and-pool system that evolves over time.
As discussed in the previous chapter, the bars and the pools can be seen as two separate entities
having different dynamics. Indeed, we have demonstrated that the bars are stable structures
that migrate intermittently whereas the pools ensure the regular transfer of sediment in the
bed through successive aggradation-degradation cycles.
In this chapter, we ﬁrst discuss and quantify the effect of these two migrating bedforms on
the bedload pulses measured at the ﬂume outlet. We then investigate the sediment transport
continuity in the ﬂume in relation with the migration of sediment waves from pool to pool.
Finally, we comment on the mechanisms which trigger bedload pulses in the system before
discussing our results.
The analyses performed in the following are based on the comparison between the topograph-
ical measurements and the bedload transport rate (BTR) time series. For consistency purposes,
the BTRs are averaged over the time intervals between the scans, which are about 10 min. They
thus represent the average BTR between each topographical measurement, and are referred to
as Qs,10 hereafter.
5.1 Bar migration
When bars migrate, which occurs intermittently in the bed (see section 4.5), large amounts
of sediment are transported in the downstream direction. Near the ﬂume outlet, the sedi-
ment mobilized during this process is evacuated from the ﬂume which induces peaks in the
recorded BTR time series. In this section, we investigate these bedload pulses generated by
bar migration (referred to as bar-generated pulses) in the downstream part of the ﬂume and
we quantify their overall contribution to the transfer of sediment in the bed.
5.1.1 Bar migration near the ﬂume outlet
As discussed in section 4.4.2, the ﬂume outlet is most of the time obstructed on one side by a
bar. When the bar migrates, it is destructed and a new bar appears on the other side of the
ﬂume resulting in bar inversion. This process is illustrated for each experiment in ﬁgure 5.1
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which shows the temporal evolution of the right and the left bed proﬁles near the ﬂume outlet
(i.e., 1–1.5 m away). In order to visualize the effect of bar inversion on bedload transport,
the Qs,10 time series are also plotted.
The truncated right and left proﬁles of the bed in ﬁgure 5.1 represent the elevation on both
sides of the bed near the ﬂume outlet. It appears clearly that when the bed elevation is high
on one side, which reﬂects the presence of a bar, it is low on the other side (which inversely
reﬂects the presence of a pool). When the bar changes side, it signals bar inversion near the
ﬂume outlet.
In some cases, for instance in experiment 1 (50–100 h), no bar appears in any of the bed proﬁles
although we identiﬁed one in the complete topographical data (which are not presented here
for conciseness purposes). In such situations, the bar is located on the side that shows low
temporal variability in bed elevation compared to the other side.
The bar inversions during each experiment, as reported in ﬁgure 5.1, were identiﬁed based
on the complete topographical data. They were respectively observed 5, 3 and 9 times in
experiment 1, 2 and 3. The number of times bar inversion occurs is therefore low compared
to the experiment durations, which conﬁrms that bars are stable structures that migrate
intermittently (see section 4.5). Moreover, bar inversions indicated in ﬁgure 5.1 are always
associated with prominent bedload pulses in the Qs,10 time series. Because of the nature of
these two phenomena and of their proximity in space and time, we can conclude that bar
destruction in the downstream part of the bed induces bedload pulses.
5.1.2 Bedload pulses originating from bar destruction
Bar destruction near the ﬂume outlet, which results in bar inversion, generates bedload pulses
as discussed in section 5.1.1. An example of this process during experiment 3 is given in
ﬁgure 5.2 which shows the temporal evolution of the bed elevation on both sides of the ﬂume
along with the corresponding Qs,10 time series.
At the beginning, a bar is located on the right side of the bed. It is about 10 cm higher than the
pool located on the left side. Note that the bar elevation varies little over time compared to the
pool elevation. At approximately 500 h, the bar on the right side is eroded which generates a
bedload pulse. After the pulse, a new bar appears on the left side: the bar conﬁguration at the
ﬂume outlet is inverted.
Examining the topographical data, we also observed that some major pulses are generated
by partial bar erosion without bar inversion. Such bedload pulses were observed one time in
experiment 2 and ﬁve times in experiment 3. We summarize the occurrence of bar-generated
pulses in ﬁgure 5.3 which gives an overview of the BTR ﬂuctuations due to bar dynamics.
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Figure 5.1: Temporal evolution of the right and left proﬁles of the bed near the ﬂume outlet
during experiment 1, 2 and 3. The bedload transport rates Qs,10 are plotted in dark grey on an
arbitrary scale, and empty circles indicate when bar inversions occur.
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Figure 5.2: Example of bar inversion near the ﬂume outlet generating a bedload pulse during
experiment 3. The two curves represent the bed elevation on the right side (x = 1 m, y = 5 cm)
and on the left side (x = 1 m, y = 55 cm) of the bed. The ﬁlled area plot represents the bedload
transport rates on an arbitrary scale, and the bar-generated pulse is highlighted in dark grey.
The bar-generated pulses plotted in ﬁgure 5.3 seem randomly distributed over time: they
can be spaced from few hours to about 100 hours (note that, in comparison, their duration
is in the order of few hours). Therefore, bar migration near the ﬂume outlet appears to be a
non-periodic process.
It also appears in ﬁgure 5.3 that bar-generated pulses can be of different magnitudes. In the
following, we deﬁne a bedload pulse as any consecutive set of Qs,10 values above the average
value Q¯s,10, and of which the maximum value is above a given threshold (the same approach
was used in section 3.2). Three thresholds are here considered: 2×Q¯s,10, 4×Q¯s,10 and 6×Q¯s,10.
In order to assess the signiﬁcance of bar destruction in the generation of bedload pulses, two
ratios are computed: the proportion of bedload pulses due to bar destruction (occurrence
ratio) and the proportion of sediment mass transported during bedload pulses due to bar-
generated pulses (transported mass ratio). The results are given in table 5.1 for the three
threshold values mentioned above.
Table 5.1: Relative signiﬁcance of bar destruction in the generation of bedload pulses larger
than given threshold values during experiment 1, 2 and 3.
threshold Exp. 1 Exp. 3 Exp. 2
sediment feed rate 2.5 g/s 5.0 g/s 7.5 g/s
occurrence ratio 2×Q¯s,10 0.19 0.18 0.12
transported mass ratio 2×Q¯s,10 0.52 0.36 0.12
occurrence ratio 4×Q¯s,10 0.45 0.35 0.50
transported mass ratio 4×Q¯s,10 0.62 0.49 0.41
occurrence ratio 6×Q¯s,10 0.75 0.57 0.50
transported mass ratio 6×Q¯s,10 0.75 0.60 0.41
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Figure 5.3: Bar-generated pulses during experiment 1, 2 and 3. The time series of the bedload
transport rates are plotted in light grey, and the bar-generated pulses are highlighted in dark
grey and marked with an empty circle. The pulses related to bar migration and bar erosion are
differentiated using two different shades of dark grey.
The results given in table 5.1 indicate that bar-generated pulses are more frequent in exper-
iments with lower sediment feed rates. For instance, in experiment 1 (Qs,in = 2.5 g/s), 75%
of the largest pulses and of the sediment mass they transport are due to bar destruction.
Comparatively, these ratios are less than 50% in experiment 2 (Qs,in = 7.5 g/s).
It also appears that bar-generated pulses become dominant when only the largest pulses
are considered: the occurrence ratio is about three times larger when the threshold value
is 6×Q¯s,10 than when it is 2×Q¯s,10. For instance, in experiment 3, it increases from 18% to
57%. More generally, the occurrence ratio for bedload pulses larger than 6×Q¯s,10 is above 50%
in all three experiments.
It is also interesting to note that the occurrence ratio tends to be lower than the mass ratio.
This difference means that bar-generated pulses tend to transport more sediment than the
other pulses.
95
Chapter 5. Alternate bars and bedload pulses
5.1.3 Additional comments
The results presented in section 5.1.1 and section 5.1.2 point the importance of bar migration
and partial erosion near the ﬂume outlet in the generation of bedload pulses. Although they
occur infrequently, they are responsible for at least 50% of the pulses larger than 6 times the
mean BTR. If lower bedload pulses are considered, for instance the ones larger than 2 times
the mean BTR, bar-generated pulses still represent 10–20% of them which is signiﬁcant.
In addition it appears that bar migration/erosion, which generally involves large sediment
volumes, contributes to a large extent to bedload transport during important bedload pulses
(at least 40% of the total mass evacuated at the ﬂume outlet for pulses larger than 4 times
the mean BTR). However, if considering all signiﬁcant transport events (pulses larger than
2 times the mean BTR), bar-generated pulses represent less than 50% of the mass evacuated.
Bar migration is therefore not the primary means of bedload transport as commented in
section 4.7.
Finally, the relative signiﬁcance of bar-generated pulses increases with decreasing sediment
feed rate. Indeed, bedload transport seems governed by bar dynamics in experiment 1 where
it is responsible for most of the mass transported. In contrast, in experiment 2 (of which
sediment feed rate is 3 times larger), this ratio remains under 40%.
5.2 Aggradation-degradation cycles in pools
The pools in the bed are characterized by continuous aggradation-degradation cycles, related
to the migration of sediment waves, as discussed in section 4.6. In the pools near the ﬂume
outlet, these sediment waves generate ﬂuctuations in the recorded BTRs. In this section, we
investigate such pool-generated pulses in the downstream part of the ﬂume.
5.2.1 Bedload pulses originating from sediment wave migration
Bar-generated pulses occur intermittently as discussed in section 5.1.2. In order to investigate
pool-generated pulses, we therefore consider only the parts of the experiments during which
no bar migration is observed. In the following, one representative long sample of each experi-
ment, where the bedload pulses observed are independent from bar migration, is studied. We
ﬁrst focus on experiment 3 and then we extend our conclusions to experiment 1 and 2.
5.2.1.1 Pool-generated pulses in experiment 3
We consider hereafter the portion of experiment 3 between 370–490 h, which is the largest
sample (120 h) during which no bar migration is observed (see ﬁgure 5.3). The temporal
evolution of the bed elevation near the ﬂume outlet, on both sides, is plotted for the whole
sample in ﬁgure 5.4. The corresponding Qs,10 time series is also represented for comparison
purposes.
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Figure 5.4: Temporal evolution of the bed elevation on the right side (x = 1 m, y = 5 cm) and
the left side (x = 1 m, y = 55 cm) of the ﬂume outlet during a sample of experiment 3 with no
bar migration. The ﬁlled area plot represents the bedload transport rates Qs,10 on an arbitrary
scale.
The bed elevation on the right side is about 10 cm higher than on the other side and remains
remarkably constant over time: it reﬂects the obstruction of the ﬂume outlet on the right by
a static bar. Inversely, a pool is located on the left side where the bed elevation ﬂuctuates
over time. These variations are related to aggradation-degradation cycles resulting from the
migration of sediment waves in the pool (see section 4.6).
The bedload pulses observed in ﬁgure 5.4 are necessarily pool-generated since the bar is static.
Moreover, the bed elevation ﬂuctuations in the pool seems related to the BTR ﬂuctuations:
the pool tends to be degraded when pulses occur. In order to better examine this correlation,
a 10 h sub-sample is presented in ﬁgure 5.5.
Figure 5.5: Example of bedload pulses originating from aggradation-degradation cycles in the
pool near the ﬂume outlet. The black curve represents the bed elevation in the pool and the
bedload transport rates Qs,10 are plotted in grey on an arbitrary scale.
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The bedload pulses appearing in ﬁgure 5.5 are inversely correlated to the changes in bed
elevation. When the pool is aggraded, because of sediment deposition, the BTRs are much
lower than their mean value. Conversely, when the pool is degraded because of sediment
erosion, a bedload pulse is observed. This example illustrates how aggradation-degradation
cycles in pools, related to sediment wave migration, generate bedload pulses.
The cross-correlation coefﬁcient between the bed elevation in the pool and Qs,10 is 0.73 in the
sub-sample (10 h) which indicates a strong dependency of the two time series on each other.
Moreover, the cross-correlation is maximum for a zero time lag: the bedload pulses and the
degradation phases are therefore not shifted by more than 10 min (which is the measurement
resolution).
Considering the whole sample (120 h), the cross-correlation coefﬁcient is 0.68 which is close
from the one of the sub-sample. As a consequence, we conclude that bedload pulses occurring
when bars are static are to a large extent due to sediment wave migration in the pools which
conﬁrms our conclusions in section 4.7.
5.2.1.2 Generalization to experiment 1 and 2
As for experiment 3, two large samples of experiment 2 and 1 during which no bar migration is
observed were selected. They respectively last 75 h and 70 h and are presented in ﬁgure 5.6.
These two samples have the same characteristics as discussed above: a static bar is located
on the right side of the ﬂume outlet, and a pool undergoing aggradation-degradation cycles
is present on the left side. Note however that in the sample of experiment 1 the bedload
pulses are of lower magnitude, and the bed elevation ﬂuctuations are less marked, than in the
samples of the other experiments. This observation is consistent with the result above that in
this experiment bar-generated pulses represent most of the mass transported.
The cross-correlation coefﬁcients between the bed elevation in the pool and Qs,10 are re-
spectively 0.72 and 0.64 for experiment 2 and experiment 1 which is close from the value in
experiment 3 (0.68). Therefore, the conclusion in section 5.2.1.1 can be extended to these
experiments: when bars are static, the sediment waves migrating in the pools generate most
the BTR ﬂuctuations observed.
5.2.2 Sediment wave migration
The results above provide evidences that sediment waves migrating in the downstream part of
the bed are associated with bedload pulses. In the following, we extend the investigation to
the entire ﬂume length tracking the passage of the waves in the different pools. The analysis is
performed using the same sample of experiment 3 (120 h) as in section 5.2.1.1 during which no
bar migration is observed. Using this example, we demonstrate sediment transfer continuity
along the bed, which is assumed by the migration of waves from pool to pool.
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Figure 5.6: Temporal evolution of the bed elevation on the right side (bar location) and the
left side (pool location) of the ﬂume outlet during a sample of experiment 2 and 1 with no
bar migration. The ﬁlled area plots represent the bedload transport rates Qs,10 on an arbitrary
scale.
In order to summarize the changes in the bed during the sample of experiment 3 considered,
we compute the average erosion rate at each bed location (in the same way we did in sec-
tion 4.4.1). The results in ﬁgure 5.7 indicate that, as commented in section 4.4.1.4, bed erosion
occurs essentially in the three pools located on both sides of the bed. In the following, we
are interested in the transfer of sediment in the form of sediment waves (see section 4.6.2)
through these pools. As a consequence, we analyze the bed elevation changes in each pool at
location P1, P2 and P3 as indicated in ﬁgure 5.7.
We ﬁrst focus on the generation of sediment waves in the very upstream part of the bed
comparing, in the upper plot in ﬁgure 5.8, the changes in bed elevation in the most upstream
pool (P3, see ﬁgure 5.7) and the BTRs measured at the ﬂume outlet. Analysing visually the
time series it appears that most sudden decreases in P3 elevation, which indicate pool erosion,
are followed by bedload pulses at the ﬂume outlet. This link can be quantiﬁed computing
the cross-correlation between the time series: the maximum cross-relation coefﬁcient is 0.67
and obtained for a time lag of 70 min. In other words, the passage of bed waves in the most
upstream pool is well correlated to the bedload pulses recorded at the ﬂume end with a delay
of about one hour. This result means that BTR ﬂuctuations can result from the migration of
sediment waves along the entire ﬂume length, as illustrated in the lower plot in ﬁgure 5.8.
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Figure 5.7: Average erosion rates in the bed during a sample of experiment 3 in which bars
remain stationary. Zones of intense erosion, corresponding to the pool locations, are visible al-
ternately on both sides of the bed. The bed elevation variations are extracted at location P1, P2
and P3, which correspond to the bottom of the pools.
Figure 5.8: Temporal evolution of the bed elevation in the most upstream pool (P3) during a
sample of experiment 3. The ﬁlled area plots represent the bedload transport rates Qs,10 on an
arbitrary scale.
As sedimentwavesmigrate in the downstreamdirection, they travel through the different pools
inducing changes in bed elevation (aggradation-degradation cycles) which can be tracked.
An example is given in ﬁgure 5.9 where the bed elevation in P3, P1 and P2 (see ﬁgure 5.7) is
plotted for the same 10-h sub-sample of experiment 3 as in ﬁgure 5.5.
During this sub-sample, the most upstream pool P3 is progressively eroded and the sediment
mobilized is transferred in pool P2 where it is ﬁrst stored and then released in the form of
three sediment waves. These three waves appear clearly in the most downstream pool P1 from
where they are ultimately evacuated generating bedload pulses. Note that this process, here
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Figure 5.9: Example of sediment wave migrations from pool to pool (from P3 to P1) ultimately
generating bedload pulses at the ﬂume outlet. The black curves represent the bed elevation
(with respect to its mean value in the sub-sample) in the pools, and the bedload transport
rates Qs,10 are plotted in grey on an arbitrary scale.
described using an example from experiment 3, is also observed in the other experiments and
can be considered as common in the context of our experimental conditions.
The cross-correlation coefﬁcient of the bed elevation in P1 and P2, considering the whole
sample of experiment 3 (i.e., 370–490 h), is 0.99 and no phase shift is observed. This high
dependency between the elevation time series means that sediment waves, of which height is
in the order of few centimeters, transfer sediment along the ﬂume length migrating from pool
to pool. In addition, it seems that the upstream pool can act like a sediment reservoir which
stores the sediment fed in the ﬂume before it is transferred toward the downstream pools.
In summary, the observations made in this section support and complete our previous con-
clusions about sediment waves. The latter, which transfer sediment from pool to pool, are the
primary means of sediment transport observed and are at the origin of the bedload pulses
observed when no bar migration occur.
5.3 Bed storage capacity
5.3.1 Bed volume variations
As indicated by the results above, the bed can act like a sediment buffer storing bed material in
the pools, which explains the burstiness in the BTR time series. In order to further investigate
this effect, we focus hereafter on the evolution of the total bed volume during the experiments.
More speciﬁcally, we are interested in the mechanisms triggering the release of large sediment
amounts.
The temporal evolution of the bed volume computed from the topographical measurements
is plotted for each experiment in ﬁgure 5.10, which is similar to ﬁgure 3.24 where the sediment
stock was computed from the BTR measurements. For comparison purposes, the BTR time
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series are also plotted highlighting the bar-generated bedload pulses as done in ﬁgure 5.3.
Note that both the mass and transport rate time series were smoothed performing a moving
average over 2 h in order to stress large-scale ﬂuctuations.
As commented in section 3.6, the bed volume ﬂuctuates over time with abrupt decreases
(i.e., bed degradation phases), associated to large bedload pulses, and slower aggradation
phases (see ﬁgure 5.10). This result was expected since large transport events necessarily imply
an overall bed degradation. However, it appears that bed material is eroded much faster than
sediment is deposited in the bed. This behavior explains why the BTRs can be larger than the
sediment feed rate by several times during bedload pulses. Indeed, during bed aggradation,
which is a relatively slow process controlled by the feed rate, large sediment volumes are stored.
Then, at some critical point, these volumes are evacuated from the ﬂume over relatively short
time periods compared to the aggradations phases, inducing the so called bedload pulses.
The bed mass time series plotted in ﬁgure 5.10 show two ﬂuctuation regimes: a large ﬂuctua-
tion regime (regime 1) observed during experiment 1 and at the beginning of experiment 3,
and a limited ﬂuctuation regime (regime 2) observed in the last part of experiment 3 and in
experiment 2. Compared to regime 2, the bed aggradatation-degradation cycles in regime 1
are much slower (> 50 h) and of larger amplitudes. In addition, it appears that in regime 1
each degradation phases is associated with a large bar-generated pulse (see section 5.1.2)
whereas in regime 2 pool-generated pulses (see section 5.2.1) can also mark the start of bed
degradation phases.
The two ﬂuctuation regimes commented above can also be differentiated by the bed conﬁg-
uration as illustrated in ﬁgure 5.11 using two examples from experiment 3: the bed is more
sinuous (2 pools instead of 3) and the bars are more stretched in the longitudinal direction in
regime 1 compared to regime 2. Since sediment is deposited in the pools (see section 4.4.1),
these different bed conﬁgurations can explain why the aggradation phases in regime 1 are
longer than in regime 2: less sediment can be “trapped” in the pools in the ﬁrst case. This
effect of the bed conﬁguration is consistent with the BTR time series in ﬁgure 3.24 which
indicate a signiﬁcant bedload transport activity when the bed is highly degraded in regime 1.
As discussed in section 3.7, regime 1 is certainly a transitional regime resulting from the initial
ﬂat bed conﬁguration which can be viewed as a strong external disturbance of the system.
As the sediment feed rate increases, this regime is less persistent (and is apparently not even
reached in experiment 2): the resilience time of the system seems to shorten when the feed
rate is increased. An interesting outcome of these results is that they bring evidences the bed,
under given steady feeding conditions, can take different conﬁgurations.
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Figure 5.10: Temporal evolution of the sediment mass Mbed (in tonnes) stored in the bed
during experiment 1, 2 and 3 (solid curve). The ﬁlled area plots represent the bedload transport
rates Qs,10 larger than their mean value Q¯s,10 on an arbitrary scale. The bedload pulses related
to bar erosion and migration are differentiated using darker shades of grey, and both time
series were smoothed performing a moving average over 2 h.
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Figure 5.11: Typical bed topography in regime 1 (upper plot) characterized by long bed
aggradatation-degradation cycles, and in regime 2 (lower plot) characterized by short bed
aggradatation-degradation cycles.
5.3.2 Bedload pulses triggering
Considering the entire time series in ﬁgure 5.10, it appears that the bed volume ﬂuctuations are
bounded by a maximum storage capacity and that degradation phases are triggered when it is
close to be reached. This observation supports the idea that the bed behaves like a sediment
buffer which induces the bursty character of bedload transport (store-and-release process).
In an attempt to better describe the critical point for sediment release, we computed the
dimensional shear stress for each bed scan as follow
τ = ρhw sin(Sb)
(ρs −ρ)d50
(5.1)
with hw the water height, Sb the average bed slope, ρs the sediment density, ρ the water
density and d50 the median grain diameter. However, the computation of the shear stress in
alternate bar systems is not straightforward because of the high variability in space of the
bed topography and hydraulic conditions (Lisle et al., 1993; Lanzoni, 2000a; Francalanci et al.,
2012; Podolak and Wilcock, 2013). As a consequence, we estimated τ computing its average
value along the right and left bed proﬁles (see section 4.4.2 for deﬁnition) using the respective
average slope and water height in the above equation in the same way as Venditti et al. (2012).
The two values obtained were then averaged to obtain a rough estimation of τ in the ﬂume.
The time series of τ plotted in ﬁgure 5.12 do not show any particular behavior when the
bed degradation phases are triggered. However, they indicate that the shear stress is larger
once the alternate bars are developed in the bed, and that it is larger in experiment 2 which
has a larger sediment feed rate. Note that these tendencies and the τ values computed are
consistent the ﬁnding of several authors (Venditti et al., 2012; Podolak and Wilcock, 2013).
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The shear stress computed as described above is largely affected by the changes in bed slope
which explains why no speciﬁc behavior associated with bed aggradation-degradation phases
arises from ﬁgure 5.12. Indeed, the bed can store sediment in different ways, for instance
– ﬁlling the dowstream pool ﬁrst, which induces ﬁrst a decrease in bed slope and then a
raise when the uptream pools are ﬁlled;
– ﬁlling the upstream pools ﬁrst, which induces ﬁrst a raise in bed slope and then a
decrease when the downstream pools are ﬁlled.
Similarly, the bed can be eroded ﬁrst in its downstream or upstream part. An option to better
estimate the bed shear stress in future complementary analyses is to implement the bed
topography measurements in an hydrodynamic model as performed for instance by Nelson
et al. (2010) and by Podolak and Wilcock (2013).
Figure 5.12: Temporal evolution of the dimensionless bed shear stress τ during experi-
ment 1, 2 and 3. The dashed lines indicate the mean values and the dots when bed aggradation
phases are triggered. The time series were smoothed performing a moving average over 2 h.
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5.4 Discussion
5.4.1 Bars and sediment waves
The transfer of sediment in the bed, of which topography is typical of bar-and-pool conﬁgura-
tions, is ensured at the macro-scale by two main physical processes identiﬁed in Chapter 4:
episodic bar migrations and sediment waves. We clarify that, despite their sporadic migration,
the bars in our experiments are considered as stationary, or quasi-stationary if following
the terminology used in Venditti et al. (2012). In addition we classify them as “free” bars
since they arise spontaneously from the fundamental system instability (Colombini et al.,
1987). Inversely, “forced” bars would result from persistent ﬂow or topographic perturbations
(Seminara and Tubino, 1992) which is not the case here given our experimental setup.
Free bars, which are common bedforms observed in straight alluvial channels, are often
reported as migrating (Seminara, 1998). However, some authors observed a non-migrating
behavior under certain width-to-depth ratio conditions (Blondeaux and Seminara, 1985) or
when the experiment duration was long enough (Crosato et al., 2011). This latter condition is
at the least fulﬁlled in this study.
The coexistence of bedforms at different spatial scales is common in gravel-bed experiments
(Ikeda, 1983; Crosato et al., 2011, 2012; Podolak and Wilcock, 2013). In most of such studies
the shortest bed structures observed, for instance small bars, are mobile. However, they are
often attributed to a transient bed state and are reported to grow and ultimately stabilize
forming stationary bars (Crosato et al., 2011, 2012; Podolak and Wilcock, 2013) which is not
the process observed here. The sediment waves we describe, when bars are stationary, are
indeed more similar to the migrating bedload sheets (Madej et al., 2009), the coarse particle
patches (Lanzoni, 2000b), and the small bars (Podolak and Wilcock, 2013) reported in the cited
studies. However, these authors focused on the large bar dynamics rather than on the smallest
bedforms they observed. As a consequence, our study brings new insights about sediment
transfer in quasi-stationary alternate bar conﬁgurations.
The considerations above motivated us to quantify the respective contribution of migrating
bars and sedimentwaves to bedload transport. We found that episodic barmigration generates
most of the largest bedload pulses which is consistent with the large sediment volumes they
involve. However, in term of total mass transported during the experiments, sediment waves
appear to be the primary means of bedload transport. This result supports substantially the
conclusion of other studies that low-relief migrating bedforms play a predominant role in
the transfer of sediment in gravel-bed systems (Ashmore, 1991; Grifﬁths, 1993), even in the
presence of alternate bars.
Although migrating bars and sediment waves were analyzed as different mechanisms, they are
not independent processes. Indeed, we observed that sediment waves modify momentarily
the bar tails as they migrate through the pools. In addition, they can sometimes settle on the
bars modifying their geometry, as observed by Podolak and Wilcock (2013). The observations
made during the experiments suggest that this interaction participate in destabilizing the bars
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and initiating their migration.
5.4.2 Sediment storage in the bed
The bursty character of the BTRs at the ﬂume outlet was demonstrated to result from the
episodic bar migration events and the step-like motion of sediment waves through the pools.
Analysing jointly the bed volume and the BTR time series, we showed that these sudden
releases of large sediment amounts occur when the bed is highly aggraded. In other words,
bedload pulses are triggered when the bed reaches an apparent maximum storage capacity,
which we believe is associated to a given bed conﬁguration. In this view, the bed acts like
a sediment buffer which alternatively stores and releases bed material, sediment storage
being located in the pools and sediment release occurring in the form of either bar failures or
sediment wave migration. In addition, this concept of maximum storage capacity is consistent
with the periodic character of large-scale bedload pulses we reported. Indeed, in such a system
the time for the bed storage capacity to be saturated is set by the constant feed rate (assuming
similar initial storage states) which implies regular releases of large sediment amounts.
We wish to point here that the experiments were carried out in a ﬂume with smooth glass walls.
As a consequence, the ﬂow velocity and the scour depth in the pools are likely to be larger
than in similar experiments with rough side boundaries (e.g., in Lisle et al., 1997). We believe
that these effects can inﬂuence the bedform dynamics described in this study. Therefore, any
comparison with natural systems, which usually have rough (or erodible) banks, must be
made with caution.
Sediment transfer in drainage networks has been modelled by some authors as the exchange
of bed material between successive sediment reservoirs (Kelsey et al., 1987). For instance, Lisle
and Church (2002) proposed a conceptual model in which the capacity to transfer or store
sediment in each reservoir depends on the sediment feed rate and on the volume of sediment
stored. Such an approach has several points in common with the description we made of the
bar-and-pool system.
As a consequence, we believe that modelling stationary alternate bars as a series of connected
sediment reservoirs (corresponding to the pools) may be appropriate to describe the transfer
of sediment in the downstream direction. In particular, this approach may generate bedload
pulses as a result of sediment buffering in the model, which would be a step forward in
modelling bedload transport rate ﬂuctuations.
5.4.3 Effect of sediment supply
The changes in bed topography between the experiments characterized by different sediment
feed rates reﬂect the effect of increased sediment supply conditions on the alternate bar
conﬁguration, a topic that has drawn much attention (Lisle et al., 1997; Cui et al., 2003; Madej
et al., 2009; Pryor et al., 2011; Podolak and Wilcock, 2013; Mueller and Pitlick, 2014; Zunka
et al., 2015; Elgueta-Astaburuaga and Hassan, 2017). In each experiment, the evolution of
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the bed from a ﬂat conﬁguration to an alternate bar conﬁguration resulted in an increased
transport capacity, which is in agreement with the conclusion of Francalanci et al. (2012) who
investigated the effect of such bedforms on ﬂow resistance.
We also observed that the general bed response to an increase in sediment supply was a raise
in the average slope and a more braided conﬁguration, as reported in other studies (Madej
et al., 2009; Pryor et al., 2011; Mueller and Pitlick, 2014). These changes in the bed geometry
both participate in increasing its transport capacity in order to adjust to the rate of sediment
supply (Podolak and Wilcock, 2013).
However, the increase in average bed slope between experiment 1 and 3 was close to zero,
whereas the sediment feed rate was doubled. The increase in transport capacity was therefore
essentially due to the change in the alternate bar conﬁguration (increased braiding), which
illustrates the ﬁnding of several authors that adjustment in bar spatial conﬁguration can
increase locally the bed shear stress without necessarily changing its mean value (Paola, 1996;
Nicholas, 2000; Ferguson, 2003; Francalanci et al., 2012; Podolak and Wilcock, 2013; Mueller
and Pitlick, 2014).
Finally, we brought evidences of the dependency of the transport capacity on the sediment
storage in the bed. Our observations thus conﬁrm the conclusion of Lisle and Church (2002)
and Madej et al. (2009) that a better knowledge of sediment transport-storage relationships in
gravel-bed rivers can improve the understanding of their morphodynamics.
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The results of this experimental investigation presented in the previous chapters are summa-
rized and discussed in the following sections. The limitations of the study are then commented
and we ﬁnally give a concise conclusion in regard to the objectives presented at the beginning
of the document.
6.1 Experimental measurements
The main outcomes of this study rely essentially on the joint analysis of the bedload transport
rate (BTR) and the bed topography measurements which were recorded with a ﬁne resolution
compared to the ﬂume size (16×0.6 m) and the experiment durations (longer than 100 h).
The BTR was measured continuously (and subsequently aggregated over 1-min time steps)
at the ﬂume outlet using vertical impact plates. These sensors are derived from passive
acoustic techniques used in the ﬁeld (Rickenmann, 2017) and were originaly developed in
our laboratory by Mettra (2014) and Heyman (2014). However, we have brought a signiﬁcant
contribution regarding their calibration (Dhont et al., 2017).
The bed topography was scanned every ten minutes analysing the deformation of a laser sheet
projected from a moving cart on the bed surface, through the water. Similar methods were
used in smaller ﬂumes and under “smoother” ﬂow conditions (Soares-Frazão et al., 2007;
Seizilles, 2013). However, the use of such a technique in a larger ﬂume, with higher ﬂow depths
(~10 cm) and turbulent conditions (i.e., with a disturbed free surface), is a useful advancement
for experimentalists. Indeed, the laser-sheet imaging technique has the major advantage to
provide topography measurements without requiring the water ﬂow to be stopped, a common
procedure that can affect bed characteristics (Ockelford and Haynes, 2013; Vesipa et al., 2017).
Note that complementary ﬂow depth measurements were recorded using ultrasonic probes
also mounted on the moving cart.
The data acquisition process was fully automated which allowed us to carry out long experi-
mental runs (up to 24 h) without any intervention. The run durations were only limited by
the capacity of the hopper feeding sediment in the ﬂume, which could be overcome by a
sediment recirculation system in future experiments. In summary, our experimental setup
allowed the collection of a large dataset of joint BTR and bed topography measurements at
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ﬁne resolution and over long time periods. Such experimental records are scarce although
they are crucial given the long durations of bed transient states in this type of experiments
(Podolak and Wilcock, 2013), and the wide range of scales associated with BTR ﬂuctuations
and bed structure dynamics (Gomez et al., 1989). We thus believe that both our dataset and
the technology used can be useful to future studies.
6.2 Bedload pulses
Bedload transport was characterized by a pulsating behavior in each of the three experiments
conducted with different sediment feed rates (2.5, 5.0 and 7.5 g/s). However, it appeared
that the BTR ﬂuctuations tended to be shorter, of lower magnitude, and more frequent with
increasing feed rate which is in agreement with the observations of other authors (e.g., Kuhnle
and Southard, 1988; Singh et al., 2009; Ghilardi et al., 2014b). These “smoother” ﬂuctuations
at higher feed rates may result from an increased sediment availability in the bed, due to
reduced grain sorting effects (Bathurst, 2007). However, this hypothesis is not based on any
observation, and can be questioned given the moderately-sorted sediment mixture used.
The bed responded to the increase in sediment feed rate by a steeper average slope and a
change in conﬁguration from stretched alternate bars to a rougher topography (i.e., charac-
terized by a higher spatial variability with more pools), which could be seen as the beginning
of the braiding process (Mueller and Pitlick, 2014). Such a bed adjustment, corresponding
to an increase in its transport capacity (Podolak and Wilcock, 2013), was expected and has
been reported in other studies (Madej et al., 2009; Pryor et al., 2011). However, little is known
about how these changes in bed morphology and hydraulic conditions affect the mode of
bedload transport (Church, 2006). Indeed, available literature rather documents the effect of
sediment supply on the bed morphology either following a change in feed rate (Venditti et al.,
2012; Podolak and Wilcock, 2013) or the injection of sediment pulses (Lisle et al., 1997; Zunka
et al., 2015; Elgueta-Astaburuaga and Hassan, 2017), than the effect of bed morphology on
bedload transport mode which is more difﬁcult to assess (Mueller and Pitlick, 2014).
Grifﬁths (1993) reported that bedload is transported in alluvial channels as sediment trans-
lation waves, which contains the idea that “sediment volumes” move in the bed. However,
the pulsating nature of bedload transport refers also to the concept of “intermittency”. We
therefore argue that the mode of bedload transport in such channels is better described as the
step-like motion of sediment waves, following Ashmore (1991). When such sediment waves
are evacuated from the ﬂume, they induce bedload pulses that can be described as intense
transport events (Saletti et al., 2015).
Our results suggest that increased bed roughness (more bars and pools of shorter length)
associated with steeper slopes mitigates the pulsating character of bedload transport. Given
the considerations above, it would mean that sediment waves then involve smaller sediment
volumes and that they are evacuated more frequently from the ﬂume (resulting in lower and
more frequent pulses). However, this hypothesis requires further experiments, covering a
wider range of bed conﬁgurations, to be validated.
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6.3 Sediment waves and migrating bars
The evolution of the bed topography during the experiments bears evidence of migrating
sediment waves (see comments above) in alternate bar systems. We demonstrated that they
migrate in the downstream direction from pool to pool, along the main ﬂow path, which
is consistent with the step-like motion (Ashmore, 1991) discussed above. In other words,
bedload is transported in the bed discontinuously in spatially delimited zones (i.e., the pools
with high ﬂow depths) rather than continuously like in a sediment toboggan. Sediment wave
migration thus induces aggradation-degradation cycles in the pools, which is consistent with
the signature of low-relief bedform migration consisting in local changes in the bed elevation
(Hoey, 1992). Note that the term sediment wave can be used in different contexts and we refer
to the review in James (2010) for clariﬁcation.
We also observed episodic bar migration associated with large bedload pulses, as reported
by Gomez et al. (1989). However, despite the large amounts of sediment carried by migrating
bars (Church, 2010), we demonstrated that sediment waves are nonetheless the primary
mode of bedload transport in the context of our experimental conditions (characterized by
quasi-stationary alternate bars). Indeed, if considering only pulses larger than two times
the average transport rate, sediment waves represent at least 50% of the total sediment mass
transported during each experiment (this ratio increases to 85% in the experiment with the
largest sediment feed rate).
We explain the overall non-migrating character of the bars by either a width-to-depth ratio at
the value of resonance or a possible persistent forcing condition at the ﬂume inlet (Seminara,
1998). This latter reason could result from the ﬂow deﬂection toward one of the ﬂume walls
due to the accumulation of sediment in the center part of ﬂume (non-uniform sediment
feeding conditions). However, the stationary bars we report may also be an inherent feature
of the system, as suggested by Crosato et al. (2011). The occasional bar failures observed
seem due to local changes in hydraulic conditions (resulting from changes in bed geometry
associated with sediment transport) that allow bar erosion and migration (Lanzoni, 2000b).
In addition, our observations support the intuition of Crosato et al. (2012) that bar failure
propagates from upstream to downstream as a domino effect, and therefore stress the need
for further investigation on this phenomenon.
6.4 Fluctuations across time scales
The BTR ﬂuctuations we measured were associated with a wide range of time scales, from
one minute (the sampling time) to more than ten hours, which is in agreement with other
authors (Gomez et al., 1989). Following the classiﬁcation proposed by Hoey (1992), pulses in
our experiments are at least associated with the passage of meso-forms (scaling with the ﬂow
depth) and macro-forms (scaling with the ﬂume width). However, little attention was paid
to the primer, although they were visually observed (e.g., antidune destruction and particle
cluster failure). Indeed, given the scope of the study, we focused on sediment waves and bar
migration which involve much larger sediment volumes. Nevertheless, it is interesting to
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note that the ﬂuctuations at different scales overlapped in the recorded BTR time series (as
would have the noise due particle entrainment stochasticity if we had considered a temporal
resolution ﬁner than one minute).
An interesting property of BTR ﬂuctuationswithin a limited range of time scales is the existence
of scaling relations (due to scale-dependent statistics) generally following power laws (Ma et al.,
2014). Evidences of such relationships have been brought both at the particle (Campagnol
et al., 2012) and at slightly longer (Singh et al., 2009) time scales (in the order of minutes). Our
results support the existence of scaling properties at larger time scales, from minutes to hours,
which may have consequences for the appropriate design of BTR sampling strategies (Bunte
and Abt, 2005; Recking et al., 2012). However, the link between the BTR ﬂuctuations at the
particle scale and at the bedform scale is still an open question (Singh et al., 2009; Heyman
et al., 2013; Ma et al., 2014); and we believe our data can provide new insights into this relation
in future work, aggregating the raw BTR measurements over temporal scales ﬁner than one
minute (e.g., sub-second scale).
6.5 Variations in bed volume
At the largest ﬂuctuation time scale (i.e., in the order of ten hours), bedload pulses showed
some periodicity and matched global variations in bed volume. The system is therefore also
characterized by large-scale ﬂuctuations, due to changes in sediment storage, in addition to
the ﬂuctuations associated with bedform migration. This underlying ﬂuctuation pattern is
characterized by sudden decreases in bed volume, corresponding to large bedload pulses, and
long aggradation phases dependent on the sediment feed rate.
We therefore suggest that, under steady external conditions, the bed storage capacity governs
the largest ﬂuctuations in the system. For a given bed conﬁguration, a maximum storage
capacity may exist that bounds the magnitude and the time scale of the BTR ﬂuctuations.
This idea of bounded ﬂuctuations supports and reﬁnes the statement by Jerolmack and Paola
(2010) that the magnitude of the pulses has an upper limit set by the system size and the
sediment feed rate. Moreover, it is in agreement with Cudden and Hoey (2003) who claim that
bedload pulses are not only the expression of stochastic processes. In this view, the bed could
act as an electric condenser storing incoming sediment up to its maximum capacity, and then
releasing sediment over short time periods (generating thus pulses). These considerations
could improve the modelling of bedload transport in regards to its pulsating nature.
Bed aggradation and degradation phases are necessarily associated with morphological
changes. However, no systematic and univocal relation with the average bed slope was
found (e.g., one could expect steeper slopes during aggradation phases). Further analyses are
therefore needed to characterize the link between sediment storage and transport capacity in
the bed. Our results point anyway, in agreement with Lisle and Church (2002), that a better





The pulsating nature of bedload transport makes the issue of equilibrium in gravel-bed rivers
complex (Bracken and Wainwright, 2006; Nanson and Huang, 2016). In our experiments,
the BTR and the average bed slope were found to ﬂuctuate about their mean values when
the observation time was long enough. Such a behavior in experiments with steady external
conditions is usually considered as indicative of dynamic equilibrium (Recking et al., 2009),
which is therefore conditional upon the time scale considered. However, an underlying
assumption behind the concept of dynamic equilibrium is that ﬂuctuations are bounded and
that the observation time is long enough to capture all types of ﬂuctuation. This assumption
is supported by the comments above that BTR ﬂuctuations have probably an upper limit, as
well as by Recking (2006) who reported bounded bed slope ﬂuctuations.
However, we observed that the average bed volume stabilizes after a much longer time than
the average transport rate. As a consequence, we argue that dynamic equilibrium in ﬂume
experiments with an initial ﬂat bed conﬁguration is likely to be achieved after longer time
periods than it is usually assumed. In addition, the bed had a different geometry during the
transient states and the quasi-equilibrium states which suggests that it can respond to an
external disturbance changing its conﬁguration. However, further experiments are needed
to assess if different persistent equilibrium states (e.g., regarding the morphology) can be
observed under similar external conditions.
6.7 Limitations
The ﬂume had glass walls, a common feature in such experimental setups, in order to visualize
the processes occurring in the bed during the experiments. However, these smooth side
boundaries affect the hydraulic conditions compared to straight natural streams with rough
banks. We suspect they result in an increased scour depth (in the pools) that may amplify
the pulsating behavior of bedload transport. Any quantitative comparison with natural river
systems should therefore be made with caution.
Little attention was paid to grain sorting although we observed some of its effect in the bed.
For instance, bar heads were made of coarse particles and the bottom of the pools featured
special arrangements of ﬁne grains. Moreover, the mechanisms of bedload transport and the
changes in bed morphology we described are somehow related to grain sorting effects. Among
the main reasons for not documenting this phenomenon we point: the moderately-sorted
sediment mixture used, the difﬁculty to quantify its effects given the limited range of grain
sizes (for instance compared to mixtures with sand and gravel), and the priority to carry out
long experimental runs without stopping the water ﬂow (which is generally needed to assess
grain sorting in the bed).
This study relies on the extensive comparison between bedload transport and bed topography
measurements. However, we provided limited information about the hydraulic conditions
in the ﬂume, although they are necessary to fully characterize the system dynamics. Indeed,
the ﬂow characteristics over such a complex topography are not readily computable because
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of their three-dimensional nature and considerable variability at the local scale. A detailed
investigation of the hydraulic conditions and the distribution of the bed shear stress (in time
and space) would bring a valuable contribution to this study, and could be undertaken in a
future research using a hydrodynamic model.
Our experiments covered a limited range of ﬂow and sediment supply conditions, and there-
fore of bed conﬁgurations, because of the priority to carry out long experiments. Moreover, we
tested only a single sediment mixture. Therefore, complementary experiments with different
bed conﬁgurations and grain size distributions would be valuable to generalize our results
and better describe bedload transport in straight alluvial channels.
Finally, we point that the experiments were run under steady external conditions given the
scope of the study. However, natural streams are characterized by unsteady ﬂow and sedi-
ment supply conditions which increases dramatically the complexity of bedload transport in
gravel-bed rivers. We nevertheless believe that this study shed some light on the issue of bed-
load transport in alluvial channels documenting several of its mechanisms under controlled
conditions.
6.8 Conclusion
In conclusion, this experimental study provides new insights into the origins of bedload pulses
in gravel-bed ﬂumes with quasi-stationary alternate bars. We demonstrated that sediment
waves migrating in a step-like motion from pool to pool induce most of sediment pulses and
are the primary mode of bedload transport in such systems. In addition, these migrating
low-relief bedforms were found to cause occasional bar failures generating particularly large
sediment pulses and associated with reworking of the bed.
The bedload pulses due to such migrating bedforms occur at the macro-scale. However,
shorter ﬂuctuations were also observed and our results suggest the existence of scaling rela-
tions across time scales ranging from minutes to hours. At the largest time scale, ﬂuctuations
seem associated with quasi-periodic variations in global bed volume which indicates that they
may be governed by the bed storage capacity.
The particularly long durations of the experiments allowed us to investigate the issue of
dynamic equilibrium in gravel-bed experiments which depends on the observation time
period. It appears that the time period necessary to observe all types of ﬂuctuations in the
system may be much longer than it is usually assumed, which has important consequences
for experimentalists.
Finally, we shown that the bed responds to an increase in sediment supply conditions by
increasing its average slope and/or evolving toward a more braided conﬁguration in order to
adjust its transport capacity. In addition, we demonstrated that these morphological changes
smooth the pulsating regime of bedload transport and result in shorter and more frequent
sediment pulses of lower magnitude.
114
A Appendix
A.1 Supplementary online material
Movies available on the YouTube page of the Environmental Hydraulics Laboratory (LHE,
EPFL, Switzerland).
Simple presentation of the experimental setup https://youtu.be/XqMX151D8iI
Evolution of the bed topography during experiment 1 https://youtu.be/ObeSC_va6Gc
Evolution of the bed topography during experiment 2 https://youtu.be/V4H8_91Ho68
Evolution of the bed topography during experiment 3 https://youtu.be/uKv9GY76hOY
Side view of the ﬂume during experiment 3 https://youtu.be/_1IwwYRGt4U




Characteristics of the MMA7361LC accelerometers mounted on the impact plates as provided
by the manufacturer Freescale Semiconductor Inc.
© Freescale Semiconductor, Inc., 2010, 2011.
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A.3 Calibration of the impact plates
Calibration coefﬁcients of the impact plates to convert the number of impulses x measured by
each accelerometer into grams using the relation f (x)= 0.1ax, with a a correction factor for
the sensor sensitivity. The accelerometers are numbered from 1 to 6 from the right side to the
left side of the ﬂume with respect to the ﬂow direction (see ﬁgure 2.3).
accelerometer 1 2 3 4 5 6
a 0.4000 1.0000 1.0667 0.5667 1.2000 1.0667
A.4 Calibration of the ultrasonic probes
Calibration coefﬁcients of the ultrasonic probes to convert the signal x acquired in volt into
millimeters using the linear relation f (x)= ax+b. The probes are numbered from 1 to 8 from
the right side to the left side of the ﬂume with respect to the ﬂow direction (see ﬁgure 2.4).
probe 1 2 3 4
a -80.3124 -72.9780 -74.2416 -74.1046
b 661.9529 652.0510 655.0985 651.1400
probe 5 6 7 8
a -78.7012 -75.2746 -88.2138 -74.9597
b 664.5645 657.6237 676.1967 663.1177
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A.5 Camera and laser characteristics
Characteristics of the Basler acA2000-165uc camera used for the laser-sheet imaging technique




Maximum Image Circle 2/3′′
Sensor Type CMOS
Sensor Size 11.3 mm×6 mm
Resolution (H×V) 2040 px×1086 px
Resolution 2 MP
Pixel Size (H×V) 5.5 μm×5.5 μm
Frame Rate 165 fps
Mono/Color Color
Characteristics of the BES536-L green line laser module (< 50 mW) used for the laser-sheet
imaging technique (see ﬁgure 2.6) as provided by the supplier Apinex.Com Inc.
Laser Class 2, 3R, 3B (II, IIIa, IIIb)
Wavelength 532 nm
Output Power < 1, < 5, < 10, < 20, < 50 mW
Operation Voltage 3 V DC, (for 50 mW apply 3.5–5 V)
Operation Current 500 mA
Divergence < 0.6 mrd
Optics Glass with A/R coating




Operation Temp. 10–35 °C
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A.6 Correction for refraction effects
Simpliﬁed representation of the refraction effects affecting the measurements of the laser-
sheet imaging technique. In the ﬁgure below, ha can be derived from the calculations detailed
in section 2.3.2.2 (i.e., neglecting the refraction effects). In the following, we detail how the
bed elevation can be corrected, through the calculation of h, in order to account for the laser
refraction when entering the water.
















n1 sinθ1 =n2 sinθ2 with ni the refractive indexes,
h can be computed as follow








zb ≈ zw −
n2
n1
(zw − zb,r aw ).
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A.7 Temporal evolution of the bed proﬁles
Temporal evolution of the right and left proﬁles of the bed during experiment 1.
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