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 Surface depression storage (Ds) is the volume of precipitation excess which is 
stored by surface microrelief features of soils. The volume of water stored in surface 
depressions when precipitation rate exceeds infiltration rate reduces the amount of runoff 
generated. Because Ds is dependent on soil microrelief, land slope, and crop residue, 
tillage and management practices can have a considerable impact on the magnitude of 
this value. 
 When modeling irrigation systems and surface hydrology, depression storage is 
often treated as a static abstraction, meaning that maximum storage volume must be filled 
before runoff occurs. However, several researchers have documented that runoff begins 
before depressions fill maximally. To investigate this process, Plaster of Paris casts of 12 
soil surfaces were collected from plots that are part of a tillage study which includes 
plow, disk, and no-till treatments. The plaster surfaces were subjected to 100 mm/hr of 
simulated rain on a bed with adjustable slope. Dynamic filling of surface depressions was 
analyzed by measuring depression storage at points before maximum depression storage 
was achieved. An empirical relationship relating depressional storage to potential 
precipitation excess is proposed, and suggests that the dynamic nature of depressional 
  
storage may be predicted if the maximum depressional storage and excess precipitation 
hyetograph are known. 
 The effect of dynamic depression filling on runoff generation from a hillslope was 
simulated in the HEC-HMS hydrologic model. This was accomplished by manipulating 
Green and Ampt infiltration parameters to generate precipitation excess predicted by the 
empirical dynamic depression storage equation. The results show that dynamic 
depression filling leads to significant changes in both the rate and timing of runoff 
generation compared to the static depression storage filling assumption.  
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1. INTRODUCTION 
 The amount of runoff generated from sprinkler irrigation or precipitation events is 
a function of infiltration and other abstractions such as interception, and depression 
storage. Depression storage (Ds) is an important aspect of agricultural hydrology, as 
potential precipitation excess stored in soil surface microrelief features reduces the 
amount of runoff generated. Depending upon conditions, the majority of water retained in 
surface depressions can infiltrate into the soil. Additionally, water retention in 
depressions slows runoff velocity, thereby decreasing soil detachment and transport 
(Zobeck and Onstad, 1987). It is for these reasons that understanding the dynamics of 
depression storage filling is critical to the modeling of runoff from precipitation and 
irrigation.  
 Due to the relationship between Ds and runoff generation, many runoff and 
erosion models (MIKE SHE, Refsgaard and Storm, 1995; EUROSEM,   Morgan et al., 
1998; WEPP, Flanagen et al, 2007; HEC-HMS, 1998) have been designed to account for 
Ds by assuming all depression storage must fill maximally before runoff occurs. This 
modeling assumption, referred to here as static Ds, is quite common, although many 
researchers have theorized that the relationship between depression filling and runoff 
generation is likely more complex (Moore and Larson 1979). Linsley et al (1949) noted 
that, because depressions vary in size, are superimposed, and are interconnected, some 
depressions may fill and generate runoff before all depressions fill maximally. The 
process by which runoff is generated while depressions are filling is referred to here as 
dynamic Ds filling. Although it appears that this process has not been experimentally 
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analyzed, at least two conceptual equations describing this process do exist (Linsley et al, 
1949; Tholin and Kiefer, 1960).   
 Because the majority of models assume static Ds filling, the maximum depression 
storage (Dm) is the only parameter required to determine the effect of surface depressions 
on runoff generation. Due to this assumption, many researchers have developed methods 
to predict Dm based on various soil roughness indices and land slope (Mitchell and Jones, 
1976; Onstad, 1984; Linden et al., 1988; Mwendera and Feyen, 1992; Morgan et al., 
1998; Hansen et al., 1999; Kamphorst et al., 2000; Álvarez-Mozos et al., 2011). 
Measuring Dm directly by applying water to a permeable soil surface is fundamentally 
impossible, and difficult to approximate due to variability of soil hydraulic conductivity 
(Langhans et al., 2011) and overland flow routing. For this reason, many of the 
aforementioned Dm prediction relationships were developed by virtually filling digital 
elevation models (DEMs) of soil surfaces using algorithms such as that described by 
Ullah and Dickinson (1979).  
Although these methods are commonly used, virtually filling soil surface DEMs 
must be considered only an approximation of Dm, as surface DEMs do not capture 
cavities obscured by overhanging aggregates, and differences in filling algorithm 
assumptions can lead to over or under predictions of maximum storage. Additionally, 
because plant residues are generally removed before the surface DEM is created, the 
effect of partially imbedded residue on Dm is typically not accounted for. Comparatively 
few studies have attempted to measure Dm directly, either by rendering a soil surface 
impermeable through soil surface coatings (Langford and Turner, 1972; Gayle and 
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Skaggs, 1978) or by creating casts of soil surfaces (Kamphorst and Duval, 2001; Antoine 
et al., 2012). 
The objectives of this study are to (1) investigate the dynamic depression storage 
filling process, (2) model the effect of dynamic depression storage filling on runoff 
generation, (3) determine a relationship between maximum depression storage, soil 
microrelief, and slope from directly measured depression storage values, and (4) 
investigate the effect of crop residue on maximum depression storage. 
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2. LITERATURE REVIEW 
2.1 INTRODUCTION 
Although much research on the hydrologic role of depression storage (Ds) has 
been conducted, the majority of studies have focused on methods of determining 
maximum depression storage (Dm) (Mitchell and Jones, 1976; Onstad, 1984; Linden et 
al., 1988; Mwendera and Feyen, 1992; Morgan et al., 1998; Hansen et al., 1999; 
Kamphorst et al., 2000; Álvarez-Mozos et al., 2011). Typically, these studies have found 
that Dm is affected by land slope and the microrelief of the soil surface. Due to the 
relationship between Dm and microrelief, many methods of measuring and quantifying 
soil roughness have been developed (Allmaras, 1966; Currence and Lovely, 1970; Saleh, 
1993; Linden and Van Doren, 1986; Hansen et al., 1999). These methods vary, but in 
general soil roughness indices attempt to describe the variation in point elevations of a 
surface. A distinction is drawn between soil roughness indices and methods of 
quantifying hydraulic roughness, such as Manning’s roughness. 
In addition to the variation in soil roughness indices present in the literature, many 
different methods of measuring or approximating Dm have been developed. These 
methods range from physically applying water to soil surfaces rendered impermeable 
through impregnation with a polyester resin (Gayle and Skaggs, 1978), to virtually filling 
randomly generated 3D DEMs of artificial soil surfaces (Kamphorst et al, 2005). Due to 
variations in roughness index, Dm measurement method, and slope and roughness ranges 
investigated, many ranges of Dm have been reported (Table 1). Several studies have 
reported that Dm is typically less than 1 cm, whereas others have reported values as high 
is 6 cm (Error! Not a valid bookmark self-reference.Figure 1).   
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Dm has been shown to decrease with decreasing soil roughness and increasing 
slope (Onstad, 1984). This relationship has been studied extensively, and several 
empirical relationships describing how Dm is affected by slope and roughness indices 
have been developed (Table 2). Comparatively little research has been done on the effects 
of crop residue on Ds. Theoretical maximum values of depression storage created by 
oriented corn stalk residue have been determined (Gilley and Kottwitz, 1994) and storage 
created by values of percent crop residue cover have been reported (NRCS, 1997), but 
this may be the extent to which the effect of crop residue on Ds has been investigated. 
 
Table 2. Maximum depression storage prediction models. 
No.  Model† Reference 
1 Dm = aDb Mitchell and Jones (1976) 
2 Dm = 0.0076(S)-0.5 Kidd (1978) 
3 Dm = 0.112(RA) + 0.031(RA)2 - 0.012(RA)(S) Onstad (1984) 
4 Dm = 0.382√(LD · LS) + 0.017(S)√(LD · LS) - 0.077 Linden et al. (1988) 
5 Dm = 0.294(RA) + 0.036(RA)2 - 0.012(RA)(S) Mwendera and Feyen (1992) 
6 Dm = exp[-6.66 + 0.27(TA)] Morgan et al. (1998) 
7 Dm = 0.480(MUD) Hansen et al. (1999) 
8 Dm = 0.28(R100) Kamphorst et al. (2000) 
Dm = 0.20(LD) 
Dm = 0.49(MUD) 
9 Dm = a + (b)exp[(-c)(S)]  Álvarez-Mozos et al. (2011) 
† Dm, maximum depression storage; S, slope; RA, random roughness, Allmaras (1966); D, depth 
above lowest point on the surface; LD, limiting elevation difference; LS, limiting slope; TA, 
tortuosity index; MUD, mean upslope depression; R100, random roughness, Kamphorst et al. 
(2000); a, b, and c, dimensionless coefficients.  
 
8 
 
2.2 METHODS OF MEASURING DEPRESSION STORAGE 
By far the most common method of measuring Ds is through the virtual filling of 
soil surface DEMs. DEMs are developed through measuring point elevations on soil 
surfaces, and various forms of filling algorithms are used to approximate the depression 
filling process. The most commonly used filling algorithms are similar in form to those 
described by Ullah and Dickinson (1979), Moore and Larson (1979), and Onstad (1984). 
In these methods, simulated water volume is added to the DEM in increments, and 
retention or movement to lower elevation is assessed at each point and time step until 
depressions are filled maximally. Generally, DEM boundaries are either modeled as 
being open or closed, meaning a fixed height boundary is modeled surrounding three 
sides of the DEM, or the DEM is allowed to drain in all directions.  
Although the previously described modeling assumptions are most commonly 
used, some researchers have modified these algorithms or developed different modeling 
strategies to improve modeling speed, efficiency, and results. For instance, instead of 
modeling boundaries as opened or closed, Kamphorst et al. (2000) surrounded their 
DEMs with mirror image copies. Planchon and Darboux (2001) also used this mirror-
image boundary condition, and additionally developed a new filling algorithm in which 
the DEM is first inundated with water, and thin layers of water excess are then removed. 
This algorithm avoids modeling the routing of water, and is therefore more simple and 
faster than previously developed methods. Álvarez-Mozos et al. (2011) determined Dm 
using an ad hoc depression filling algorithm which recursively defines pits and low points 
in the profile, and determines area of fill required to fill individual depressions to their 
overflow point. Many other such filling algorithms exist, and it does not appear that 
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research comparing and cross-validation depression filling algorithms has been 
conducted.  
   In addition to the lack of consistency in depression filling algorithms, virtual 
DEM filling methods also suffer from providing only an approximation of Dm. Soil 
surface DEMs often do not capture cavities obscured by overhanging aggregates. 
Additionally, it is possible that filling algorithms may be under or over predicting Dm, 
due to assumptions which simplify the routing of water across and between depressions.  
One way to directly measure Ds is to render a soil surface impermeable. In 
comparison to DEM filling methods, relatively few researchers have attempted to 
measure Ds directly. Langford and Turner (1972) investigated Dm on a large, tilled 
agricultural surface by spraying an impermeable bituminous emulsion onto the soil. 
Similarly, Gayle and Skaggs (1978) measured ‘micro-storage’ by impregnating soil 
surfaces with polyester resin. These methods have been shown to suffer from surface 
cracking in response to water contact and soil drying (Garcia-Sanchez, 1997; cited by 
Kamphorst and Duval, 2001). Mwendera and Feyen (1992), investigated Dm on soil 
surfaces by carefully covering soil samples with an impermeable ‘polyfilm’ material.  
More recently, methods of creating impermeable casts of soil surfaces have been 
developed to directly investigate Ds. Kamphorst and Duval (2001) used a silicone 
elastomer to create molds of cloddy soil surfaces, and casted the molds using a polyester 
resin. There were three drawbacks to this method: (1) the molds required a 24 hour cure 
time, (2) the silicone elastomer partially infiltrates, requiring subjective removal, and (3) 
the silicone elastomer used was relatively expensive. In response to these concerns, 
Antoine et al. (2012) developed a method in which alginate was substituted for the 
10 
 
silicone elastomer, and plaster of Paris was used instead of the polyester resin. This 
method resolves the three aforementioned drawbacks, and produces impermeable soil 
casts which recreate the surface with < 0.5-mm accuracy (which was below the sampling 
resolution of the laser scanner used to compare profiles). 
 
2.3 METHODS OF QUANTIFYING SOIL SURFACE ROUGHNESS 
The majority of soil roughness indices are designed to describe the variation in 
soil surface point elevation after the effects of slope and tillage tool marks have been 
removed. The most commonly cited roughness index is random roughness as described 
by Allmaras et al. (1966), denoted here as RA. RA is calculated by first logarithmically 
transforming the data, and mathematically removing oriented roughness caused by slope 
and tillage tool marks using the following equation: 
       ln  	 
· 	 
·   2
··                                   (1) 
where i and j are row and column indexes; z denotes an individual DEM height 
measurement; zi•, z•j, and z•• are mean values of row i, column j, and the entire data set, 
respectively; and eij denotes the final log transformed DEM height value with the effects 
of slope and tillage removed. After eij values are calculated, the top and bottom 10% 
magnitude of values are removed, and the standard deviation is calculated. The average 
value of the original DEM data set is then multiplied by the standard deviation of the 
middle 80% of eij data to give the final value of RA.  
As observed by Zobeck and Onstad (1987) and Planchon et al. (2001), it is often 
difficult to determine whether or not all details of the Allmaras et al. (1966) were carried 
out in a given study. One point of confusion in calculating RA is that, in the Allmaras et 
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al. (1966) study, the term ‘standard error’ was often mistakenly used when standard 
deviation was calculated. It is clear from analyzing the procedure outlined that, in fact, 
the standard deviation of eij data was used, not standard error. Additionally, as pointed 
out by Kamphorst et al. (2000), using standard error in this calculation would not be 
appropriate, as the roughness index would be directly dependent on the number of height 
measurements taken.  
It is also sometimes difficult to determine whether or not the top and bottom 10% 
of eij values were discarded, or if the data was correctly log-transformed. Some 
researchers cite that random roughness as described by Allmaras et al (1966) was used, 
but then later explicitly state that the data was not log-transformed, 100% of non-oriented 
roughness values were used, or some combination of these two deviations from the 
outlined method.  When the data is not log-transformed, random roughness is calculated 
as the standard deviation of the original point elevation data set with the effects of slope 
and tillage tool marks removed using the following equation: 
   	  · 	 ·   2··                                           (2) 
where h denotes the final DEM height value with the effects of slope and tillage removed. 
R100 is defined here as the standard deviation of all of the hij values, and R80 is the 
standard deviation of the middle 80% of hij values. Currence and Lovely (1970) showed 
that most height distributions are normal, and that data without log-transformation is 
more sensitive to roughness changes. For these reasons, many studies have begun to shift 
to using definitions of random roughness similar to R100 and R80.  
One difficultly in comparing random roughness values across studies is that, when 
the top and bottom 10% of eij or hij values are removed, the variation in a data set is 
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reduced. This causes the random roughness indices of RA and R80 to be substantially 
lower than the value of R100 for a given data set. It is possible that this procedural 
difference is one factor which accounts for the wide range of random roughness values 
present in the literature (Table 1).  
Two other statistically based methods of quantifying soil roughness include 
tortuosity (Saleh, 1993) and what is referred to here as plane roughness (Currence and 
Lovely, 1970). Tortuosity (TA) is a roughness index based on the ratio of surface profile 
length and the length of the straight line formed by its projection. This method is often 
referred to as the chain method, as it is typically calculated by lying a chain over a soil 
surface and comparing the known length to the projected length of the chain conformed 
to the peaks and valleys of the soil surface. TA is calculated as follows: 
  1001 	 /                                                   (3) 
where L1 is the length of the chain and L2 is the projected chain length when draped over 
a surface. Tortuosity is simple to measure and has been described as an adequate way to 
quickly approximate RA (Gilley and Kottwitz, 1995). A problem with the method, 
however, is that the results are scale dependent. This means that measurements of 
different chain size (sample spacing) cannot be directly compared, whereas random 
roughness measurements have been shown to be independent of sampling density 
(Kamphorst et al., 2000).  
Plane roughness, Pr, was cited by Currence and Lovely (1970) to be most 
appropriate roughness index for predicting Dm. The first step of calculating Pr is to 
determine the plane of best fit for a given set of soil surface elevation measurements 
using 3D regression. Pr is then calculated as the standard deviation of the difference 
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between the height measurements and the plane of best fit. One criticism of this 
technique is that, because the plane of best fit is determined from the measured surface 
point elevations, the result will be influenced by oriented roughness caused by tillage tool 
marks and slope. This means that the roughness index could be inflated by oriented 
roughness in the direction of slope which creates no surface storage.  
A commonly cited criticism of statistically based surface roughness indices is 
that, because they are statistical descriptions of surface microrelief, they describe only the 
variation in the vertical component of roughness without accounting for the spatial 
relationship of height measurements. This means that two surfaces with the same random 
roughness could have completely different Dm values caused by differences in surface 
morphology (Huang and Bradford, 1992).  In response to this conceptual problem, 
several researchers have developed roughness indices which attempt to capture the spatial 
relationship of depressions. Two such examples include limiting elevation difference and 
slope, LD LS (Linden and Van Doren, 1986), and mean upslope depression, MUD (Hansen 
et al., 1999). It was suggested by Hansen et al. (1999) that physically based roughness 
indices are more highly correlated to Dm than statistically based methods, but there is 
disagreement in the literature as to whether or not this is true. In fact, Kamphorst et al. 
(2000) in a study of 221 soil surfaces found that R100 provided a better prediction of Dm 
than four other statistically and physically based roughness indices, including LD LS, 
MUD, and TA. 
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2.4 METHODS OF MEASURING SURFACE MICRORELIEF 
Some of the earliest measurements of soil surface microrelief were made using 
pin-based profile meters (Kuipers, 1957; Burwell et al., 1963; Allmaras 1966; Currence 
and Lovely 1970; Mitchell and Jones, 1976). Typically, these profile meters consist of a 
row of pins which are lowered until they make contact with the soil surface. The 
elevation of each point is recorded, the profiler is moved one row down, and the process 
is repeated. Because this method is time consuming, Currence and Lovely (1970) 
investigated the minimum resolution required to accurately describe the random 
roughness of a soil surface. They found 2.5 cm resolution perpendicular to the tillage 
direction and 15 cm parallel was sufficient.  
With the advent of laser and photogrammetry based profile meters, the process of 
developing soil surface DEMs has been greatly simplified.  Laser scanners implemented 
by Huang and Bradford (1992), Darboux and Huang (2003), and Álvarez-Mozos et al. 
(2010) allow for much higher spatial and vertical resolution than can be practically 
achieved using pin-based profile meters. Laser profilers, such as the type implemented by 
Kamphorst and Duval (2001), can achieve a spatial resolution of 1 mm, allowing for 
greatly improved descriptions of soil surfaces. Recently, stereo photogrammetry 
techniques have been applied to quantifying soil surface roughness (Taconet and 
Ciarletti, 2006). These techniques employ dual cameras and automatic stereocorrelation 
to measure point elevations and, similarly to laser profilers, can produce highly detailed 
DEMs.  
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2.5 EFFECTS OF SCALE AND RESOLUTION ON MEASURING ROUGHNESS AND DEPRESSION 
STORAGE 
 
Although laser and photogrammetry based profile meters allow for the creation of 
highly detailed soil surface DEMs, it is unclear if the increased resolution leads to 
improvements in predicting Dm. As previously mentioned, Currence and Lovely (1970) 
showed that resolution as low as 2.5 x 15 cm was sufficient to describe random 
roughness. Additionally, Kamphorst and Duval (2001) showed that grid resolution 
ranging from 0.2 – 2.4 cm had almost no effect on Dm predicted through virtual filling of 
DEM surfaces. Mitchell and Jones (1976) found the minimum acceptable resolution to be 
2.5 x 2.5 cm, although they did not investigate elongating the spatial resolution parallel to 
the tillage orientation. 
The surface plane length required to accurately determine random roughness has 
not been investigated as thoroughly as the effect of DEM resolution on Dm prediction. 
Álvarex-Mozos (2011), using a non-typical DEM filling algorithm, found that a 
minimum plane length of 2.5 meters was required to accurately predict Dm on soil 
surfaces with relatively low roughness. It is possible that the only study which has 
directly related the effect of surface plane length to a random roughness index is 
presented by Taconet and Ciarletti (2007). The researchers found that as profile length 
increased from 0.5 m to 3 m, the roughness index first rose abruptly, than oscillated 
around a value assumed to be the true value of roughness. It was determined that a profile 
length of 0.84 m was sufficient to predict the random roughness index with ± 7.5% 
accuracy, and that 1.1 m was required for  5% accuracy.  
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2.6 MODELING DEPRESSION STORAGE 
Due to the hydrologic significance of depression storage, many runoff, erosion, 
and design models account for this abstraction (MIKE SHE, Refsgaard and Storm, 1995; 
EUROSEM,   Morgan et al., 1998; WEPP, Flanagen et al., 2007; HEC-HMS, Hydrologic 
Engineering Center, 1998) by assuming that depressions must be filled maximally before 
runoff is generated. This assumption, referred to here as static Ds, is made for two 
reasons: (1) this assumption simplifies the modeling process and (2) the relationship 
between runoff and Ds has not been thoroughly investigated.  
Several researchers have theorized that, in reality, runoff is generated as 
depressions are filling (Linsley et al, 1949; Moore and Larson, 1979; Onstad, 1984). 
Linsley et al. (1949) noted that, because depressions vary in size, are superimposed, and 
are interconnected, some depressions may fill and generate runoff before all depressions 
fill maximally. This assumption is referred to here as dynamic Ds filling. Moore and 
Larson (1979) and Onstad (1984) investigated the dynamic Ds filling process by virtually 
filling soil surface DEMs. Moore and Larson (1979) were only able to show that Q/Qm < 
Ds/Dm, where Q is the runoff volume and Qm is the runoff volume required to completely 
fill Dm. Onstad (1984) determined an empirical equation that relates the potential 
precipitation excess required to completely fill depression storage to slope and random 
roughness: 
  0.329  0.073 	 0.018"                                   (4)  
where Pm is the potential precipitation excess required to completely fill Dm. Although 
this relationship shows that dynamic Ds filling occurs, it only describes the relationship 
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between Ds and Ppe at one point; when depression storage has been filled maximally. 
Therefore, this equation does not describe the dynamic Ds process. 
It appears that the process of dynamic Ds filling has not been experimentally 
analyzed, but at least two conceptual equations describing this process exist (Linsley et 
al., 1949; Tholin and Kiefer, 1960).  Linsley et al. (1949) used an exponential rise to 
maximum equation to describe the relationship between Ds and potential precipitation 
excess (Ppe): 
#$   #1 	 e&'()*+,-                                             (5) 
where Ppe is cumulative potential precipitation excess and Kd is a constant. Ppe is the 
precipitation in excess of the abstractions of interception and infiltration which has the 
potential to either fill Ds or runoff. As noted by Linsley et al. (1949), the value of Kd can 
be estimated, realizing that when Ppe is close to 0, the value of dDs/dPi is equal to 1. 
Based on this reasoning, the value of Kd is equal to 1/Dm:  
#$   #1 	 e&/./)*+,-                                             (6) 
The conceptual relationship shown in Equation 6 is referred to throughout as the Linsley 
equation. Tholin and Kiefer (1960), surmising that the true relationship might be 
somewhere between the Linsley equation and the static Ds assumption, used a normal 
distribution with mean and standard deviation equal to Dm and Dm/3, respectively to 
describe the same relationship: 
01
02  3 402√6
7872&9 exp <	  = >?@&0272A B

CDE                                   (7) 
It is not clear from the study why this relationship was assumed, but Tholin and Kiefer 
(1960) state that the equation was not rigorously investigated. Figure 2 shows the 
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normalized result of the two conceptual dynamic Ds filling relationships and the static Ds 
condition. Values of Ds and Ppe are normalized by the value of Dm: 
#$F  #$/#                                                           (8) 
GHF  GH/#                                                          (9) 
where Ds’ and Ppe’ are the normalized depression storage and potential precipitation 
excess, respectively.  
 
Figure 2. Conceptual dynamic Ds filling relationships and static Ds filling assumption.  
 
As can be seen, in the static Ds condition, all potential precipitation excess goes to filling 
depressions until depressions are filled maximally, at which point all further precipitation 
excess begins to generate runoff. In the dynamic Ds filling equations, potential 
precipitation excess fills depressions and generates runoff simultaneously.  
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3.  METHODS AND MATERIALS  
3.1 STUDY FIELD 
The soil surfaces sampled in this study were from a long-term tillage study being 
conducted at the University of Nebraska-Lincoln Roger’s Memorial Farm, located 12 km 
east of Lincoln, Nebraska. The farm receives about 70 cm of cumulative rainfall per year 
(HPRCC, 2012), and soil at this site is predominantly Aksarben silty clay loam. The 
surface texture of the soil is silty clay loam, and land slope ranging from 6-11% (USDA 
NRCS, 2012). The study contains a rainfed corn-soybean crop rotation. Each crop 
rotation was subdivided into three replications of six different tillage practices with each 
individual tillage section being 22.9 m x 9.1 m in dimension.   
Six plaster soil surface casts were taken from each rotation, representing 2 
replications of 3 tillage treatments: Moldboard Plow-Disk-Disk (PDD), Disk-Disk (DD), 
and No-Till (NT).  Casts of the three tillage treatments within a replication were always 
taken on the same date to ensure equal rainfall erosivity effects on each treatment within 
a replication. Because this study is a corn-soybean cropping system, corn plots contained 
predominantly soybean residue from the previous season, and soybean plots contained 
predominately corn residue. To avoid confusion, casts are referred to throughout by the 
type of crop residue present on the surface, rather than by the growing crop present at the 
time casts were taken. 
Plaster casts with dimensions 1 x 0.5 m were created within the interrow of each 
of the treatments investigated. Special care was taken to avoid rows affected by wheel 
traffic, and casts were taken roughly in the center of the tillage treatment. The cumulative 
precipitation from the date of the final tillage operation to the date plaster soil casts were 
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taken was determined (USDA NWCC, 2012) to account for degradation of soil surface 
roughness caused by rainfall (Table 3). For the NT sites, the cumulative precipitation 
from the date of planting to the date casts were created was used. As can be seen, a 
significant amount (over 37 cm) of rainfall fell on the soil before plaster casts were taken.  
 
Table 3. Cumulative rainfall from date of tillage to date of plaster cast creation. 
Residue type 
Tillage 
type 
Rep. 
No.  
Date of tillage or 
planting† 
Date of cast 
creation 
Cumulative precipitation 
to date (cm) 
Corn DD 1 4/24/2011 8/17/2011 38.3 
Corn DD 2 4/24/2011 8/20/2011 40.8 
Corn NT 1 5/4/2011 8/17/2011 36.9 
Corn NT 2 5/4/2011 8/20/2011 39.4 
Corn PDD 1 4/24/2011 8/17/2011 38.3 
Corn PDD 2 4/24/2011 8/20/2011 40.8 
Soybean DD 1 4/24/2011 8/31/2011 45.5 
Soybean DD 2 4/24/2011 9/5/2011 48.0 
Soybean NT 1 4/30/2011 8/31/2011 44.2 
Soybean NT 2 4/30/2011 9/5/2011 46.7 
Soybean PDD 1 4/24/2011 8/31/2011 45.5 
Soybean PDD 2 4/24/2011 9/5/2011 48.0 
† For DD and PDD, this is the date of the last disking operation. For NT, this is the planting date.  
  
3.2 SITE PREPARATION AND PLASTER CAST CREATION 
The method of plaster cast creation was similar to that presented by Antoine et al. 
(2012), in which alginate was used to create molds of soil surfaces, and plaster casts of 
the soil surfaces were then created from the alginate molds. The site was first prepared by 
gently pushing a 1 x 0.5 m steel frame 1 cm into the soil and measuring the total residue 
cover within the frame using the line-transect method (Laflen et al., 1981) (Appendix A). 
Loose residue (i.e., residue not partially imbedded in the soil surface) was then removed 
from the framed area, washed of sediment, oven dried, and weighted to determine the 
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mass of residue cover per area (Appendix A). The loose residue was removed before 
surface molds were made for two reasons: (1) it was assumed that only residue partially 
imbedded into the soil could contribute to Ds and (2) the loose residue would have 
obscured the alginate mold of the soil surface. Loose residue may affect runoff generation 
by increasing hydraulic roughness and may increase depression storage when hydraulic 
movement of loose residue leads to a damming effect in the interrow. Neither of these 
effects was considered in this study. The effect of loose residue and plane length on 
hydraulic roughness is discussed in Section 4.5.4.  
With the loose residue cleared from the framed area, an alginate mold of the soil 
surface was then created. The brand of alginate used in this study was Alja-Safe Alginate 
manufactured by the company Smooth-On. The water-to-alginate ratio recommended by 
the manufacturer, which was 1:1 by volume or 5.8:1 (water:alginate) by weight, was 
used. The company lists the density of the product as 1.06 g/mL (26 cu. in./lb.), but 
laboratory testing showed that the true value is closer to 0.151 g/mL (183.5 cu. in./lb). 
Using this value, we used 3.83 kg Alja-Safe per mold, giving us 50 mm of thickness per 
mold. This thickness was found to be sufficient to capture the microrelief of the soil as 
well as the partially imbedded residue. Residue with height greater than 50 mm, such as 
upright corn stalks, were trimmed before alginate was poured, as this residue taller than 
50 mm would not contribute to Ds. 
After curing for roughly 15 minutes, the alginate molds were removed and 
cleaned of soil using a hose sprayer. Partially imbedded residue remaining in the alginate 
was carefully removed by hand as to preserve those features in the plaster cast. In some 
cases, alginate would fill desiccation cracks present on the soil surface. These features, 
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which were clearly visible on the cleaned alginate mold, were removed by hand. This was 
accomplished easily, as the alginate which had filled desiccation voids was loosely 
attached, and could be removed through gentle rubbing. The desiccation cracks were 
removed for two reasons: (1) these features would not be translated accurately to the 
plaster casts, and (2) desiccation cracks would likely swell shut as the soil became 
saturated during a precipitation event. The stages of alginate mold creation are shown in 
Figure 3. 
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a)                                                              b) 
        
      c) 
                             
Figure 3. Process of alginate mold creation: (a) the frame is inserted into the soil cleared of loose 
residue, (b) alginate is poured onto the soil surface, and (c) the alginate is cleaned of soil and residue.  
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Once the alginate mold had been cleaned, 17 kg of plaster (approximately one and 
a half standard 20 lb bags) mixed with water 1.35:1 by weight was poured onto the mold. 
The cured density of plaster at this ratio was found to be 0.826 g/mL, giving the plaster cast 
a thickness of 50 mm. While the plaster was still liquid, nylon mesh was inserted into the 
plaster to serve as reinforcement. After curing for 24 hours, the plaster cast was removed 
from the alginate mold. Because Plaster of Paris is microporous, the final cured plaster 
surface is not itself impermeable. To overcome this, Antoine et al. (2012) sprayed clear 
lacquer onto the surface. To test if this procedure rendered the surface impermeable, two 
plaster cores were created, one with a surface coated with lacquer, and one without any 
coating. The saturated hydraulic conductivity (Ks) of each core was measured using the 
falling head method (Klute and Dirksen 1986). Ks was found to be on the order of 0.3-0.5 
cm/hr, and the lacquer spray yielded no reduction Ks (Appendix A). For these reasons, 
lacquer paint was used as opposed to lacquer spray. Coats of lacquer paint were applied 
to each surface, and rainfall simulation tests were then used to determine if water was 
infiltrating into the casts. If sufficiently impermeable, the depth of runoff rate would be 
equal to the applied rainfall rate. It was found that 2-3 coats were sufficient to render the 
casts completely impermeable. Two examples of plaster soil casts are shown in Figure 4. 
After the plaster casts had cured and been waterproofed, the partially imbedded residue 
cover on each surface was measured using the line transect method (Appendix A). 
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a) 
 
b) 
 
Figure 4. Plaster casts of a) replication 1 of NT with corn residue and b) replication 1 of PDD with 
soybean residue. 
 
 
3.3 SOIL RANDOM ROUGHNESS INDICES  
A pin-based profile meter (Kuipers, 1957; Burwell et al., 1963; Allmaras 1966; 
Currence and Lovely 1970; Mitchell and Jones, 1976) was used to create DEMs of all 12 
plaster cast surfaces (Appendix A). 500-600 measurements were taken on each cast. 
Resolution perpendicular to the direction of tillage was 1 cm, while resolution parallel to 
the direction of tillage ranged from 8-10 cm. This rectangular grid-spacing resolution has 
been shown to be sufficient (Currence and Lovely, 1970). Additional analysis showed 
random roughness on the two cast surfaces scaled with plane length in a fashion similar 
to that described by Taconet and Ciarletti (2007), who found that a length of 0.84 m was 
sufficient to predict the true value of a random roughness index within ± 7.5% (Appendix 
A). 
Surface microrelief was quantified in this study using statistically based 
roughness indices. These statistically based indices define the random roughness of a 
surface as the standard deviation of surface elevations after the effects of tillage tool 
marks and slope (i.e., oriented roughness) have been removed. Three random roughness 
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indices were used in this study: random roughness (RA) as described by Allmaras et al. 
(1966) and two variations of this method, denoted here as R100 and R80. The three 
roughness indices were discussed in greater detail in the literature review, section 2.3.  
 
3.4 VALIDATION OF MOLDING TECHNIQUE 
To validate the fidelity of the molding process, a pin-meter profile of a soil 
surface cast was created (Figure 5), and then compared to a pin-meter profile of the 
plaster cast of the same surface. Due to the configuration of the profile meter and 
difficulty of measuring a surface in the field, it was impossible to ensure every pin 
measurement point at the field coincided precisely with the same point on the plaster cast. 
Due to this inconsistency, roughness indices were used to compare the two profiles, 
rather than comparing the individual height measurements directly.  The RA, R100, and 
R80 showed < 5% difference between the two surfaces, validating that the plaster cast was 
a close representation of the original surface (Table 4).  
 
27 
 
 
Figure 5. Pin profile meter measurement of a soil surface. 
  
28 
 
Table 4. Comparison of soil roughness indices between a soil surface and the corresponding plaster 
reproduction. 
 
Roughness index (cm) 
  RA R100 R80 
Soil surface 0.280 0.502 0.285 
Plaster surface 0.280 0.522 0.297 
Difference (%) 4.53 3.96 4.36 
 
 
Visual inspection of the plaster cast showed extremely high resolution of features 
< 1 mm in dimension, such as the veins on corn husks. Antoine et al. (2012), using the 
same alginate-plaster method, also commented on the impressive visual resolution of 
casts, and found that discrepancies between a plaster cast and the original soil sample to 
be < 0.5 mm, which was below the resolution of the laser scanner used to develop the 
surface profiles. For these reasons, we consider the plaster casts to be close to an exact 
representation of the original soil surface. Figure 6 shows the DEMs produced from the 
original soil surface and the plaster cast of the same surface. 
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Figure 6. Digital elevation models of a soil surface and the corresponding plaster reproduction. 
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3.5 MEASUREMENT OF MAXIMUM DEPRESSION STORAGE 
Dm was determined for each of the 12 plaster soil casts at 0.25, 1, 2, 4, and 7% 
slope by pouring known volumes of water onto the cast and collecting the volume of 
outflow. The first step was to determine the inherent slope of the plaster cast parallel to 
the direction of tillage, as the molding/casting technique retained the field slope 
condition. This was done through linear regression of the DEMs for each cast. The casts 
were placed on a table with adjustable slope, the inherent slope of the cast was removed 
through a correction of the table’s slope, and then the investigated levels of slope were 
applied. The cast slope perpendicular to tillage was also determined from elevation cross-
section measurements in the field, and similarly corrected for by adjusting the pitch of the 
table. The determination of plaster cast slope perpendicular and parallel to the tillage 
direction is discussed in Appendix A.  
Galvanized steel walls 10 cm high were attached to three sides of the plaster cast 
and sealed using 100% silicone. A 46 cm long collection gutter was fixed to the 
downslope end of the cast, which tapered to a standard 7.6 x 10.1 cm (3 x 4 in) gutter. 
The gutter conveyed surface runoff to a digital scale, which recorded the weight of runoff 
collected. The temperature of the water was noted so that the weight collected could be 
converted to volume.  At each slope investigated, a known volume of water ranging from 
4000-5000 mL was poured across the cast surface. The last 1000 mL of water was 
delivered using a watering can, taking special care to make sure all depressions were 
filled maximally. Dm could then be determined through mass balance as the difference 
between water volume applied and water volume collected (Appendix B). Figure 7 shows 
the testing table and runoff collection configuration. 
 Figure 
 
 
 
 
 
7. Testing table and runoff collection configuration.  
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 3.6 MEASUREMENT OF DYNAMI
Dynamic Ds filling at 0.25, 1, and 4% slope was investigated by using a rainfall 
simulator to incrementally fill D
Systems Co., Wheaton, IL)
testing table. The nozzle at this pressure had a flow rate of 141 L min
to an average of 9.5 cm/hr of rainfall on the 
change slightly from test to test due to the pitch and slope of the testing table. A 34.5 KPa 
check valve allowed for rapid termination of rainfall. A schematic of the simulator setup 
is shown in Figure 8. The r
coefficient of uniformity (Christiansen, 1942) of > 95%.  Rainfall
and the digital scale recorded the runoff 
The incremental weight data was then translated into a runoff hydrograph.  
First, two rainfall tests which filled D
the exact rainfall rate applied at each slope condition. When the outflow hydrograph 
during a rainfall test reached a steady state, indicating that all depressions had filled 
maximally, the test was concluded and t
C DEPRESSION STORAGE  
s. A 1/2HH-SS50WSQ Full-Jet nozzle (Spraying 
, regulated to 41 KPa, was positioned 180 cm above the 
-1
 which 
cast, although the exact rainfall rate would 
ainfall pattern generated by this nozzle was found to have a 
 was applied to the 
weight generated from the cast ever
Figure 8. Rainfall simulator configuration. 
s maximally were run in order to determine 
he total runoff volume was determined. The 
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translated 
cast, 
y 1 second. 
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steady runoff rate could not be used directly to determine the rainfall rate, as scatter in the 
hydrograph data made the exact value difficult to determine. Instead, the rainfall rate was 
back-calculated knowing the true value of Dm (from the poured volume tests), the volume 
of outflow collected, and the duration of time the constant rainfall rate was applied. 
With the exact rainfall rate at the slope condition known, the depression storage at 
points before depressions were filled maximally could be determined. Four points within 
the rising limb of the Dm test hydrograph were selected to describe the dynamic 
depression filling process. These points were determined through visual inspection, and 
were selected to capture a range in incremental Ds values. Four more rainfall tests were 
then performed and terminated at the incremental points within the rising limb of the 
hydrograph (Figure 9). Incremental Ds was determined as the difference between mass of 
rainfall applied and mass collected (Appendix B).  
 
Figure 9. Discharge hydrographs used to describe the dynamic depression filling process on first 
replication of corn residue, DD tillage treatment, 0.25% slope. 
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4. RESULTS AND DISCUSSION 
4.1 RANDOM ROUGHNESS AND MAXIMUM DEPRESSION STORAGE RANGE 
Table 5 shows the random roughness values of each cast in this study. As can be 
seen, random roughness ranged from 0.17 to 0.74 cm, with the R100 roughness index 
producing values nearly twice the magnitude of RA and R80. This was expected, as R100 is 
calculated from the entire data set of height measurements, whereas RA and R80 are 
calculated by first removing the higher and lower 10% of height values. Random 
roughness calculations for each cast and roughness index can be found in Appendix A.   
Table 5. Random roughness index values for plaster soil casts. 
      
Random roughness (cm)†  
Residue Type Tillage type Rep. No. RA R100 R80 
Corn DD 1 0.427 0.700 0.435 
Corn DD 2 0.430 0.740 0.449 
Corn NT 1 0.248 0.450 0.242 
Corn NT 2 0.399 0.537 0.352 
Corn PDD 1 0.276 0.443 0.269 
Corn PDD 2 0.266 0.434 0.245 
Soybean DD 1 0.202 0.393 0.211 
Soybean DD 2 0.172 0.264 0.162 
Soybean NT 1 0.270 0.453 0.274 
Soybean NT 2 0.265 0.402 0.263 
Soybean PDD 1 0.220 0.366 0.215 
Soybean PDD 2 0.252 0.428 0.250 
†RA, Allmaras (1966); R100, hij data with no points removed; R80, hij data with top and bottom 
10% removed 
The average Dm value of two tests for each cast and slope (Appendix B) are 
shown below in Table 6. Note that Dm values represent the maximum depression storage 
of the soil surface at the time plaster casts were taken (i.e., the maximum depression 
storage after surface microrelief had been degraded by precipitation depths shown in 
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Table 3). As can be seen, Dm values ranged from 0.033 to 0.333 cm, with higher slopes 
leading to lower values of Dm.  
Table 6. Average Dm values for each plaster soil cast and slope investigated. 
Reside  Tillage  Rep.  Average Dm values (cm) 
type type No. 0.25% 1.0% 2.0% 4.0% 7.0% 
Corn DD 1 0.250 0.227 0.210 0.191 0.150 
Corn DD 2 0.181 0.157 0.145 0.131 0.123 
Corn NT 1 0.273 0.162 0.118 0.085 0.072 
Corn NT 2 0.296 0.244 0.188 0.121 0.096 
Corn PDD 1 0.109 0.093 0.083 0.069 0.058 
Corn PDD 2 0.108 0.094 0.087 0.079 0.069 
Soybean DD 1 0.097 0.078 0.069 0.063 0.050 
Soybean DD 2 0.081 0.061 0.058 0.051 0.044 
Soybean NT 1 0.170 0.141 0.121 0.099 0.079 
Soybean NT 2 0.333 0.234 0.176 0.129 0.085 
Soybean PDD 1 0.147 0.083 0.061 0.039 0.033 
Soybean PDD 2 0.201 0.141 0.094 0.061 0.049 
 
The random roughness values presented in Table 5 were found to be quite low 
compared to other sources (Table 1). This lower range of random roughness values 
caused the range of Dm to be on the lower end of Dm ranges presented in the literature as 
well. The most likely cause for the lower ranges of random roughness and Dm is the 
amount of precipitation which fell on the soil surfaces between the last tillage operation 
and the date plaster casts were taken. Plaster casts were created from late August to early 
September, 2011. At the time the casts were collected, at least 37 cm of precipitation had 
been recorded at the field site (Table 3).  
Several researchers have investigated the reduction of random roughness as a 
function of cumulative storm energy or cumulative rainfall depth. In a literature review of 
the subject, Zobeck and Onstad (1987) found the most suitable equation to express 
degradation of random roughness caused by rainfall to be: 
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I  /J  0.89&K.KL>                                          (10) 
where RR is the ratio of R after rainfall, R is the random roughness index after rainfall, Ro 
is the random roughness before rainfall, and P is the cumulative rainfall depth in cm. 
Using this relationship, the original values of random roughness after tillage were back-
calculated, knowing the cumulative rainfall depth that fell between tillage and cast 
creation. Additionally, the Dm corresponding to the original values of RA were calculated 
using the Dm prediction equation developed by Mwendera and Feyen (1992) using a 
slope of 0.25% (Table 7).  
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 As shown in Table 7, the predicted original values of random roughness and Dm 
after tillage ranged from 0.57 – 2.18 cm and 0.18 – 0.41 cm, respectively. These 
predicted original ranges are closer to the random roughness and Dm cited in Table 1 than 
the measured ranges, indicating that most studies have included roughness values 
measured directly after tillage in their investigations. The Dm range and the predicted Dm 
after tillage/planting found in this study are shown below in Figure 10.   
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 In the aforementioned literature review produced by Zobeck and Onstad (1987), 
a table summarizing typical random roughness values for various tillage operations was 
produced. The researchers found the average RA values for the tillage treatments D, NT, 
and P+D to be 1.8, 0.7, and 1.8 cm, respectively, where D is disk, NT is no-till, and P+D 
is moldboard plowed then disked.  
Correlating D and P+D treatments to the DD and PDD tillage treatments in this 
study, the values of RA found in this study appear to be slightly less than what would be 
predicted by the Zobeck and Onstad (1987) relationship, but this seems reasonable, as the 
DD and PDD treatments were disked an additional time compared to D and P+D tillage 
operations. The average value of the NT treatments in this study was found to be 0.94 
cm, which is fairly close to the 0.7 cm value cited by Zobeck and Onstad (1987). Due to 
the relatively close agreement between values of RA cited by Zobeck and Onstad (1987) 
and the post-tillage RA values predicted in this study, it is assumed that the effects of 
precipitation on RA degradation in this study were typical of existing research 
relationships.  
 
4.2 DYNAMIC DEPRESSION STORAGE  
Figure 11 shows the normalized dynamic Ds results for each of the 12 casts on 
each of the three slope conditions: 0.25, 1, and 4%. Normalized Ds, Ds’, is calculated as 
shown in Equation 8. 
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Figure 11. Normalized dynamic depression storage results for each cast and slope condition versus 
normalized potential precipitation excess. 
 
 
Ds’ results greater than 1.0 are differentiated from other values, as these values indicate 
points at which Ds was found to be greater than Dm. Because this condition is not 
physically possible, these points represent experimental error. This error generally 
occurred on casts with low random roughness tested on high slopes, as inexact 
termination of rainfall leading to erroneous results was more likely in these cases. Figure 
12 shows that errors where Ds’ was found to be greater than 1.0 occur most frequently 
when Ds < 0.1 cm. In fact, nearly 70% of Ds’ > 1.0 errors occurred at Ds values less than 
0.1 cm.   
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Figure 12. Normalized dynamic depression storage versus Dm. 
 
As can be seen in Figure 11, the majority of Ds’ values lower than 1.0 fall 
between the static Ds condition and the Linsley equation, whereas the equation proposed 
by Tholin and Kiefer (1960) does not appear to describe the relationship well. For this 
reason, an empirical equation was developed which can describe the static Ds condition, 
the Linley et al (1949) equation, and dynamic Ds conditions between those two bounds:  
         GH M N#,      #$  GH  
GH P N#,      #$  #1 	 NQ1 	 exp <	RS)GH 	 N#-CT  N#            (11) 
where σ is the fraction of Dm which fills before runoff occurs, and Kd is a constant. 
Similar to the Linsley equation, the value of Kd can be determined by noting that the 
value of dDs/dPi is equal to 1.0 when Ppe is equal to σDm. Based on this reasoning, the 
value of Kd is equal to 1/(Dm(1-σ)), and thus:   
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     GH M N#,      #$  GH  
GH P N#,      #$  #1 	 N U1 	 exp < V &02&WX )GH 	 N#-CY  N#         (12) 
A σ value of 0 makes Equation 12 equal to the Linsley et al. (1949) equation, and a σ 
value close to 1.0 causes the equation to approximate the static Ds condition. Figure 13 
shows, on a normalized scale, the proposed relationship fitted to measured Ds’ results for 
varying values of σ.  
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Figure 13.  Fitted dynamic Ds’ relationships for a case (a) closely approximated by the Linsley et al. 
(1949) equation, (b) closely approximated by the static Ds’ condition, and (c) between the Linsley et 
al. (1949) equation and static Ds’ condition. 
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 The value of σ was determined through non-linear regression of Equation 12 for 
each cast on the three slope conditions investigated (Appendix B). As can be seen in 
Table 8, σ values ranged from 0.073 – 0.999, and the average σ value for all tests was 
0.653. Further analysis of the σ data showed that σ could be related to the magnitude of 
Dm. The following exponential decay equation was obtained through regression of σ 
against Dm values (Appendix B):  
N  &4.4Z02                                                    (13) 
where Dm is measured in cm. Equation 13 described 50% of the variation in the data. 
Figure 14 shows this relationship plotted against measured values of σ. As can be seen, σ 
decreases exponentially with increasing Dm. This means at low values of Dm, dynamic 
depression filling can be approximated well by the static Ds filling assumption, and at 
higher values of Dm, dynamic depression filling can be described more accurately by the 
Linsley equation. 
Table 8. Values of σ for three slope conditions.  
Residue  Tillage  Rep. σ values 
type type No. S = 0.25% S = 1.0% S = 4.0% 
Corn DD 1 0.336 0.330 0.322 
Corn DD 2 0.555 0.590 0.572 
Corn NT 1 0.587 0.520 0.787 
Corn NT 2 0.158 0.073 0.497 
Corn PDD 1 0.544 0.630 0.768 
Corn PDD 2 0.908 0.941 0.889 
Soybean DD 1 0.665 0.704 0.716 
Soybean DD 2 0.869 0.999 0.999 
Soybean NT 1 0.413 0.536 0.418 
Soybean NT 2 0.465 0.650 0.621 
Soybean PDD 1 0.944 0.927 0.999 
Soybean PDD 2 0.789 0.781 0.999 
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Figure 14. Values of σ as a function of Dm. 
 
 With a relationship between Dm and σ determined, the effects of dynamic Ds on 
any surface can easily be determined if the random roughness, slope, and potential 
precipitation excess are known. Using one of the equations presented in Table 2, the Dm -
can be predicted from the soil roughness and slope. With Dm determined, σ can be 
predicted using Equation 13, and the dynamic Ds relationship can be predicted using 
Equation 12. Because Equation 12 predicts the depression storage abstraction as a 
function of cumulative potential precipitation excess (Ppe), precipitation excess (Pe) 
generated by considering dynamic Ds filling within a runoff model can be determined 
simply as Ppe – Ds, where precipitation excess is defined as the precipitation in excess of 
all other abstractions, including Ds. 
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4.3 MODELING DYNAMIC DEPRESSION STORAGE 
As previously stated, because dynamic Ds filling is described as a function of 
potential precipitation excess, the effect of dynamic Ds filling on precipitation excess 
generated by a hydrologic model can be determined easily using Equations 12 and 13 if 
the slope and surface random roughness are known. Without modifying the hydrologic 
model itself, the effects of dynamic Ds filling on a hillslope were mimicked in the 
hydrologic model HEC-HMS to determine the effects of dynamic Ds filling on runoff 
generation.  
First, a model based on the Green and Ampt (1911) method was used to calculate 
the cumulative infiltration (F) as a function of time for a given constant rainfall rate 
greater than the saturated hydraulic conductivity (Ks) of the soil, and the soil texture 
using the following equations from Chow et al. (1988): 
                 [ M [G,       \[  [                                                                                                          
[ P [G,       \[  R$)[ 	 [G-  \)[G-  ]Sln ^ _`ab_?`abc                      (14)  
where Cd is the capillary drive, tp is the time of ponding, and P(t) is the cumulative 
rainfall depth. Cd and tp are calculated as follows:  
]S  de$ 	 e                                                    (15) 
[G  f8abgg&f8                                                         (16) 
where hf is the wetting front pressure head, θs is the field saturation volumetric water 
content, θi is the volumetric water content prior to rainfall or irrigation, and r is the steady 
rainfall or irrigation rate. At times greater than tp, Equation 14 is implicit and F(t) must be 
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solved through a method of successive substitution. For this reason, an explicit equation 
developed by D.E. Eisenhauer (personal communication, 2012) was used to determine 
cumulative infiltration depth after time of ponding. F(t) computed using the method 
corresponded well to values produced using the successive substitution method described 
by Chow et al. (1988), confirming the validity of the explicit equation.   
 Once cumulative infiltration, F(t), had been calculated, potential precipitation 
excess, Ppe(t), was calculated as P(t) – F(t). With Ppe(t) determined, the dynamic 
depression storage, Ds(t), could be determined for a given value of Dm at every time step 
using Equation 12. A σ value of 0 was used for this analysis, to maximize the potential 
difference between the static and dynamic Ds assumptions. Ds(t) was then added to F(t) to 
account for the total abstractions (F’) from a point with these soil characteristics and Dm 
value. Figure 15 shows the F and F’ results for a silt loam soil with Dm equal to 0.7 cm. 
 
Figure 15. Cumulative infiltration and cumulative abstraction.  
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closely replicate F’(t). In this way, the effect of dynamic Ds filling on Pe was mimicked 
through the altering of infiltration parameters. Figure 16 shows the cumulative infiltration 
generated by infiltration parameters fitted to the result of F’ in Figure 15. 
 
Figure 16. Cumulative infiltration of fitted infiltration parameters. 
 
The fitted infiltration parameters were then used in a HEC-HMS hydrologic model to 
approximate the effects of dynamic Ds filling on hillslope runoff generation. Because 
HEC-HMS models Ds based on the static Ds assumption, results of this analysis were 
compared the same hillslope with the original infiltration parameters and value of Dm 
used to generate F’. The two hillslope hydrographs could then be compared to determine 
the difference between the static and dynamic Ds filling assumptions. 
 To validate that this modification of infiltration parameters in HEC-HMS was 
properly modeling dynamic Ds, precipitation excess (Pe), defined as the precipitation in 
excess of all abstractions including Ds, generated by HEC-HMS for a hillslope with 
modified infiltration values was compared to the Pe calculated by subtracting Ds 
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abstractions predicted by Equation 12 from the Pe data from a hillslope with the original 
infiltration parameters and no depression storage. The Green and Ampt model was 
selected as the infiltration model, and the kinematic wave model was used as the 
transform model. As can be seen in Figure 17, the Pe result from the hillslope with 
modified infiltration parameters matches very closely to that predicted from Equation 12, 
indicating that this method can reasonably approximate the effects of dynamic Ds on Pe 
for a constant rainfall rate.  
  
Figure 17. Cumulative Pe data generated from HEC-HMS and Equation 12.  
 
 Because the difference between static and dynamic Ds filling is a function of soil 
infiltration parameters, rainfall rate, hydraulic roughness, plane length, slope, and Dm, 
efforts were taken to normalize the results, as well as to describe a wide range of 
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generation results:  
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[h  [/[G                                                                 (17) 
ih  i/R$                                                                (18) 
jh  j/jG                                                                (19) 
jG  i 	 R$)                                                           (20) 
k  #/l                                                              (21) 
l  mn?opqrs
4/t
                                                          (22) 
 
where t* is normalized time, r* is normalized rainfall rate, q is the runoff rate per unit 
width, qp is the peak runoff rate per unit width at equilibrium, q* is the normalized runoff 
rate per unit width, L is hillslope length, ym is the maximum flow depth on the plane, φ is 
the factor used to describe the impact of depression storage, n is Manning’s roughness 
coefficient, and So is the slope.  
 To determine an appropriate range of φ values to investigate, φ for every 
combination of values shown in Table 9 was determined. A representative range of φ was 
found to be from 0.3 – 30 and it was decided that the φ values of 0.3, 1.0, 3.0, 10, and 30 
would be investigated. Table 10 shows the combination of parameter values chosen to 
approximate each of the 5 aforementioned φ values. The duration of the constant rainfall 
rate applied to the hillslope was chosen as the time required for depression storage to be 
filled maximally using the dynamic Ds filling equation (Equation 12, σ = 0). 
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Table 9. Parameter values included in investigation of φ range.  
Total # 
Investigated Values Investigated Unit   
Dm 10 0.033, 0.15, 0.30, 0.60, 1.0, 1.5, 2.0, 3.0, 4.0, 5.0 cm 
Ks 3 0.20, 1.3, 6.0 cm/hr 
Cd 3 2.10, 2.65, 6.20 cm 
r* 2 2, 5 -- 
n 3 0.01, 0.1, 0.5 -- 
S0 3 0.1, 1, 10 % 
L 3 10, 100, 1000 m 
 
Table 10. Parameter values chosen to investigate φ range. 
 
Parameter Values 
φ  value D
m
 (cm) K
s
 (cm/hr) Cd (cm) r* n So (%) L (m) 
0.3 4.0 0.2 6.20 5 0.5 0.1 1000 
1.0 1.0 1.3 2.65 5 0.1 10 100 
3.0 1.5 1.3 2.10 5 0.01 1 100 
10 3.0 6.0 6.20 5 0.01 1 10 
30 0.6 0.2 6.20 5 0.01 10 10 
 
  
Normalized hillslope hydrographs for the extreme values of φ with the same tp are 
shown in Figure 18. As can be seen, the lower value of φ produce more attenuated 
results, leading to lower difference between static and dynamic Ds at any point. In 
contrast, the difference between static and dynamic Ds is quite stark for the higher value 
of φ, with over 35% of qp reached for the dynamic Ds condition before any runoff is 
produced at all using the static Ds assumption. Outflow hydrographs for all values of φ 
can be found in Appendix B.   
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a) 
 
b) 
 
Figure 18. Hydrographs generated for (a) φ = 0.3 and (b) φ = 30. 
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In both extreme cases, the shape of the rising limb is affected by the static Ds 
assumption. The dynamic Ds condition produces runoff earlier than would be predicted 
by the static Ds assumption. This is predictable, as the static Ds assumption stipulates that 
no runoff can occur until depressions fill maximally. Once the hillslope under the static 
Ds assumption begins to produce runoff, however, it produces runoff at a greater rate than 
the dynamic Ds condition. This is as expected, as depressions in the dynamic Ds case are 
still filling, leading to a comparatively lower runoff rate.   
The modeling experiment shows that dynamic Ds filling can have a noticeable 
impact on the shape and timing of an outflow hydrograph compared to the static Ds 
assumption, especially at higher values of φ. This means that considering dynamic Ds 
could have important implications on hillslope hydrologic and sediment transport 
modeling. The experimental analysis used in this study, however, is somewhat limited, as 
the method developed to mimic the effects of dynamic Ds filling allowed for only the 
modeling of constant rainfall rates. One could imagine scenarios in which a dynamic 
storm hyetograph could maximize or minimize the difference between the static and 
dynamic Ds filling conditions, but this would require incorporating Equation 12 into a 
hydrologic model. Due to the potential significance of modeling dynamic Ds filling, 
further investigation of this process is suggested.    
 
4.4 MAXIMUM DEPRESSION STORAGE  
Although many relationships relating Dm to soil roughness and slope have been 
proposed, nearly all of these rely on Dm being approximated by virtually filling soil 
surface DEMs. Additionally, it appears that none of these relationships account for the 
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effects of imbedded crop residue. For these reasons, two empirical equations that relate 
Dm to random roughness and slope have been investigated for each of the three random 
roughness indices, RA, R100, and R80:  
 
#  u  v  w"                                                     (23) 
#  D   "   x"                                                     (24) 
 
where R is the random roughness index and S is slope in percent. Equation 23 is the same 
equation form used by Onstad (1984) and Mwendera and Feyen (1992). The form of 
Equation 24 was determined through forward stepwise regression of experimentally 
determined Dm and slope, and each of the three roughness indices investigated (Appendix 
C). The coefficients used in both equations for each of the random roughness indices are 
shown in Table 11, as well as the corresponding adjusted R2 values. 
Table 11. Coefficients of Dm regression equations. 
Equation 
form 
Regression Coefficients Adj. R2 
a b c 
Eq. 23   
 
  
 RA 0.576 -0.011 -0.049 0.552 
R100 0.378 -0.059 -0.029 0.470 
R80 0.629 -0.157 -0.049 0.525 
d  e  f 
 Eq. 24 
    RA 0.600 -0.029 0.002 0.561 
R100 0.363 -0.028 0.002 0.473 
R80 0.598 -0.026 0.002 0.519 
 
As can be seen, the equation developed through stepwise regression produced 
only marginally better R2 values for RA and R100, and a slightly lower R2 value for R80. 
Additionally, it is likely that R2 values using Equation 24 are greater than those using 
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Equation 23 because Equation 24 was developed based on the data from this study. RA 
produced the highest R2 value using the form of Equation 23, which makes sense, as this 
form was developed based on Allmaras et al. (1966) random roughness, and also 
produced the highest R2
 
using the Equation 24 form.  The regression of Equation 24 using 
the RA roughness index was shown to be the best predictor of Dm for this study: 
#  0.600 	 0.029"   0.002"                                   (25) 
The equations proposed by Onstad (1984) and Mwendera and Feyen (1992), using 
the RA soil roughness index,  explained 82% and 99% of the variation in their data sets, 
respectively. Comparatively, the fit produced by regression of data in this study described 
less of the variation. One possible explanation for this observation is that this study 
investigated a lower range of RA. Onstad (1984) and Mwendera and Feyen (1992) 
investigated RA ranges from 0.4 – 6.0 cm and 0.1 – 5.5 cm respectively, whereas RA 
values in this study ranged only from 0.17 – 0.43 cm. Reasons for the lower values 
random roughness and Dm found in this investigation were discussed in Section 4.1.  
Another explanation related to the lower range of RA values found in this study is 
that both Onstad (1984) and Mwendera and Feyen (1992) found that Dm is less dependent 
on RA as RA decreases in magnitude. Finally, differences in quality of regression fit could 
be caused by the Dm measurement technique. Because Dm in this study was measured 
directly, experimental error could have produced additional variation. Because virtual 
filling of DEMs is only an approximation of Dm and may not capture complexities of a 
physical measurement of Dm, the variation reported by Onstad (1984) may be artificially 
low. Finally, Equation 24 was developed from data with a narrow range of low random 
roughness values, and thus emphasizes the effect of slope more than Equation 23. An 
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important observation of the relationships proposed by Onstad (1984), Mwendra and 
Feyen (1992), and this study is that the effect of slope on Dm is far less significant than 
what is predicted by the commonly cited slope and Dm relationship proposed by Dillon et 
al. (1972) (Appendix B). 
Figure 19 shows the measured and predicted Dm using the equations developed by 
Onstad (1984) and Mwendera and Feyen (1992), as well as using the regression analysis 
of Equation 23 and Equation 24 using the RA roughness index. As can be seen, the 
Mwendera and Feyen (1992) relationship is a better predictor of the observed Dm values 
than the Onstad (1984) equation, but both equations tend to under-predict Dm. One 
explanation for this observation could be that neither study considered the effect of 
partially imbedded residue on Dm. A three-way analysis of variance comparing the effects 
of partially imbedded residue type, tillage treatment, and slope on Dm found a statistically 
significant interaction between tillage treatment and crop residue type on Dm (P < 0.001), 
indicating that the amount of partially imbedded residue created by a given tillage 
treatment has a significant impact on measured Dm. It is possible that partially imbedded 
residue increases Dm without creating a proportional increase in random roughness. This 
is difficult to determine definitively, as partially imbedded residue was found to be 
correlated to both random roughness and Dm (P < 0.01). The effects of crop residue and 
tillage are discussed further in Section 4.5.  
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Figure 19. Comparison of measured Dm to (a) the Onstad (1984) regression equation, (b) the 
Mwendera and Feyen (1992) regression equation, (c) regression of Equation 22 using the RA 
roughness index, and (d) regression of Equation 24. 
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Equation 24 was shown to be the best predictor of Dm for this study. It was also 
demonstrated that the equation proposed by Mwendera and Feyen (1992) predicted Dm 
fairly well. This analysis shows that the range of random roughness considered can affect 
the form and coefficients of a Dm prediction equation determined through regression 
analysis. For this reason, it is recommended that Equation 25 be used when analysis is 
restricted to relatively low values of random roughness (0.1 – 0.4 cm), and that the 
Mwendera and Feyen (1992) equation be used when a broad range of random roughness 
is being investigated. 
 
4.5 EFFECTS OF TILLAGE AND CROP RESIDUE 
Although the effects of tillage practices on random roughness and Dm have been 
well documented, it does not appear that the effect of partially imbedded residue has been 
thoroughly investigated. As previously mentioned in this study, imbedded residue was 
not removed from the soil surface before casts were created as it was assumed that 
residue in direct contact with the soil could increase Ds. Because the direction of steepest 
slope was assumed to be parallel with the direction of tillage and casts were taken from 
the interrow, results presented may not capture the effects of oriented imbedded residue 
along the planted row. The following sections discuss the effect of partially imbedded 
residue and tillage on percent residue cover, random roughness, and maximum 
depression storage.  
4.5.1 Percent residue cover. 
As discussed in Section 3.2, residue cover was measured using the line transect 
method (Laflen et al., 1981) (Appendix A). The total and imbedded residue cover for 
each cast is shown below in Table 12. 
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Table 12. Total and partially imbedded residue cover.  
Reside  Tillage  Rep.  Partially imbedded Total  
type type No. residue (%) residue (%) 
Corn DD 1 42.9 35.1 
Corn DD 2 30.7 24.3 
Corn NT 1 16.7 80.8 
Corn NT 2 18.2 83.8 
Corn PDD 1 0.0 0.0 
Corn PDD 2 0.0 0.0 
Soybean DD 1 9.7 13.5 
Soybean DD 2 8.3 21.6 
Soybean NT 1 7.5 40.5 
Soybean NT 2 11.6 58.1 
Soybean PDD 1 0.0 0.0 
Soybean PDD 2 0.0 0.0 
  
To estimate the residue rate (i.e., the mass of residue cover per area) for each study 
surface, the loose residue removed from each study surface was collected, cleaned of 
sediment, oven dried, and weighed. The mass per area data for each study surface is 
shown below in Table 13. The PDD tillage type is not included in this table, as these 
study surfaces contained no loose residue. The residue rates found for each surface 
correspond well to the value predicted by an equation proposed by Gilley et al. (1991), 
which relates residue rate to percent total residue cover (Appendix A).   
Table 13. Residue rate for each study surface.  
Residue Tillage  Rep Collected Residue 
type type No. residue wt. (g) rate (ton/ha) 
Corn DD 1 179 3.57 
Corn DD 2 110 2.21 
Corn NT 1 418 8.36 
Corn NT 2 339 6.77 
Soybean DD 1 8.50 0.170 
Soybean DD 2 12.70 0.254 
Soybean NT 1 187 3.74 
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Soybean NT 2 111 2.23 
 
As can be seen, the percent cover of total residue and the residue rate was quite high, 
particularly on no-till tillage treatments with corn residue. The 2010 yield data, which 
produced the high levels of residue cover in 2011, is shown in Table 14. 
Table 14. Crop yield data from 2010.  
2010 yields (ton ha-1) 
Tillage  Corn Soybean 
DD 12.6 3.80 
NT 13.0 3.46 
PDD 12.4 3.87 
 
With the total and loose residue on each study surface quantified, the effect of 
tillage practice on residue cover can be determined. Figure 20 shows the effect of crop 
residue type and tillage on the percent surface cover of total and partially imbedded 
residue. Values of percent cover shown represent the average of two replications within a 
tillage treatment and partially imbedded crop residue type. As mentioned in Section 3.2, 
total residue cover was measured by the line-transect method (Laflen et al., 1981) before 
loose residue was removed, and partially imbedded residue cover was later measured on 
the plaster casts.  
As can be seen, the NT surfaces have very high total residue cover, but only a 
small fraction of that residue is partially imbedded. Because the land is not tilled, very 
little residue is incorporated into the soil. In contrast, the DD tillage treatments retain the 
majority of total residue as partially imbedded residue, likely because disking the soil 
incorporates much of the surface residue into the soil.  
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Figure 20. Average percent cover of total residue and partially imbedded residue (error bars ± one 
standard deviation).  
 
An additional observation from Figure 20 is that surfaces with corn residue had 
substantially greater total and partially imbedded residue percent cover than surfaces 
containing soybean residue. This is likely the result of the fact that soybean residue 
deteriorates more readily than corn residue. Soybean residue is classified as fragile, 
meaning that it is more susceptible to decomposition and breakdown caused by 
weathering and physical disturbance (i.e., tillage) than corn residue, which is classified as 
non-fragile (Shelton et al., 1995). Figure 20 shows that, for DD tillage containing corn 
residue, partially imbedded residue cover was found to be greater than total residue. This 
condition is not possible, and is likely a result of the lower resolution used when using 
the chain method to measure total cover at the field (refer to Section 3.2).   
A two-way analysis of variance (Holm-Sidak method, P = 0.05) was performed to 
compare the factors of tillage and crop residue type to partially imbedded residue percent 
cover (Table 15). A statistically significant (P < 0.05) interaction between crop residue 
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type and tillage treatment was detected. In casts containing corn residue, every tillage 
type interaction produced a significant difference in percent partially imbedded residue, 
whereas in casts with soybean residue, there was no significant difference between any of 
the tillage types. These results show that the effect of tillage treatment on percent 
partially imbedded residue type is significantly different when comparing corn residue to 
soybean residue. Again, it is likely that this finding is a result of the difference in residue 
breakdown and decomposition between the fragile and non-fragile residue types.  
Table 15. Two-way analysis of variance of percent partially imbedded residue cover (Holm-Sidak 
method, P value of significance = 0.05).  
  
Comparison  for factor  Comparison Unadjusted P Significant? 
Tillage within corn residue  DD vs. PDD < 0.001 Yes  
 
DD vs. NT 0.002 Yes  
 
NT vs. PDD 0.003 Yes  
    Tillage within soybean  residue  DD vs. PDD 0.053 No 
 
DD vs. NT 0.886 No  
 
NT vs. PDD 0.043 No 
    Residue type within DD Corn vs. soybean residue < 0.001 Yes 
Residue type within NT Corn vs. soybean residue 0.080 No  
Residue type within PDD Corn vs. soybean residue 1.00 No  
 
4.5.2 Random roughness 
The effects of tillage practice and partially imbedded crop residue type on random 
roughness are shown in Figure 21. Values of random roughness shown represent the 
average of two replications. As can be seen, the random roughness on casts containing 
corn residue appear to be more influenced by tillage practice than casts containing 
soybean residue. Referring back to Figure 20, it was shown that casts containing partially 
imbedded corn residue have significantly higher percent partially imbedded residue cover 
than casts containing soybean residue. Combining the results of the two figures, it 
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appears that corn residue has a greater effect of the value of random roughness than 
soybean residue, and that this relationship is affected by tillage. Analysis of variance tests 
were used to determine if this hypothesis was correct. 
 
Figure 21. Average random roughness values (error bars ± one standard deviation).. 
 
Results from two-way analysis of variance testing of the three random roughness 
indices indicate that, for all three roughness indices, there is a statistically significant 
interaction between partially imbedded crop residue type and tillage practice. Statistically 
significant (P < 0.05) impacts of tillage practice on random roughness for casts with corn 
residue were found between particular tillage practice comparisons, whereas no such 
impact was found on casts with soybean residue (Table 16). These results support the 
assumptions concluded from comparison of Figures 20 and 21. 
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Table 16. Two-way analysis of variance of random roughness (Holm-Sidak method, P = 0.05). 
 
Roughness 
index Comparison  for factor  Comparison 
Unadjusted 
P Value Significant? 
RA Tillage within corn residue  DD vs. PDD 0.013 Yes  
  
DD vs. NT 0.059 No 
  
NT vs. PDD 0.289 No 
     
 
Tillage within soybean  residue  DD vs. PDD 0.318 No 
  
DD vs. NT 0.126 No  
  
NT vs. PDD 0.518 No 
     
 
Residue type within DD Corn vs. soybean residue 0.002 Yes 
 
Residue type within NT Corn vs. soybean residue 0.261 No  
 
Residue type within PDD Corn vs. soybean residue 0.475 No  
          
R100 Tillage within corn residue  DD vs. PDD 0.002 Yes  
  
DD vs. NT 0.005 Yes  
  
NT vs. PDD 0.328 No 
     
 
Tillage within soybean  residue  DD vs. PDD 0.232 No 
  
DD vs. NT 0.103 No  
  
NT vs. PDD 0.574 No 
     
 
Residue type within DD Corn vs. soybean residue < 0.001 Yes 
 
Residue type within NT Corn vs. soybean residue 0.250 No  
 
Residue type within PDD Corn vs. soybean residue 0.452 No  
          
R80 Tillage within corn residue  DD vs. PDD 0.003 Yes  
  
DD vs. NT 0.008 Yes  
  
NT vs. PDD 0.372 No 
     
 
Tillage within soybean  residue  DD vs. PDD 0.268 No 
  
DD vs. NT 0.071 No  
  
NT vs. PDD 0.043 No 
     
 
Residue type within DD Corn vs. soybean residue < 0.001 Yes 
 
Residue type within NT Corn vs. soybean residue 0.469 No  
  Residue type within PDD Corn vs. soybean residue 0.54 No  
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4.5.3 Maximum depression storage  
Figure 22 shows the average Dm for each slope and tillage treatment. As can be 
seen, the tillage treatment seems to affect how Dm decreases as a function of slope 
between the two crop residue types. A three-way analysis of variance comparing the 
effects of partially imbedded residue type, tillage treatment, and slope on Dm found a 
statistically significant interaction between tillage treatment and crop residue type on Dm 
(P < 0.05), indicating that the partially imbedded residue within a given tillage treatment 
has a significant impact on measured Dm (Table 17). It is possible that partially imbedded 
residue increases Dm without creating a proportional increase in random roughness, 
although this is difficult to determine definitively, as partially imbedded residue was 
found to be correlated to all three random roughness indices (P < 0.05) (Appendix C). 
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Figure 22. Average value of maximum depression storage for casts with partially imbedded (a) corn 
residue and (b) soybean residue (error bars are ± one standard deviation).  
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Table 17. Three-way analysis of variance of maximum depression storage (Holm-Sidak method, P 
value of significance = 0.05). 
 
Comparison  for factor  Comparison Unadjusted P Significant? 
Tillage within corn residue  DD vs. PDD < 0.001 Yes  
 
DD vs. NT < 0.001 Yes  
 
NT vs. PDD 0.506 No 
    Tillage within soybean  residue  DD vs. PDD 0.128 No 
 
DD vs. NT < 0.001 Yes  
 
NT vs. PDD < 0.001 Yes  
    Residue type within DD Corn vs. soybean residue < 0.001 Yes 
Residue type within NT Corn vs. soybean residue 0.592 No  
Residue type within PDD Corn vs. soybean residue 0.725 No  
    Residue type within 0.25% Slope Corn vs. soybean residue 0.146 No  
Residue type within 1.0% Slope Corn vs. soybean residue 0.069 No  
Residue type within 2.0% Slope Corn vs. soybean residue 0.056 No  
Residue type within 4.0% Slope Corn vs. soybean residue 0.075 No  
Residue type within 7.0% Slope Corn vs. soybean residue 0.081 No  
 
 
As mentioned in the literature review, the effect of crop residue on Ds has not 
been thoroughly investigated. NRCS (2005) published values of Ds created by varying 
percents of total crop residue cover, although did not elaborate on how these values were 
generated. In order to determine the Ds created to residue cover, the relationship between 
percent partially imbedded residue cover and random roughness was investigated. A 
relatively strong correlation between percent partially imbedded corn residue and RA was 
found and is shown below in Figure 23, whereas no such relationship was found for 
partially imbedded soybean residue.  
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Figure 23. Relationship between random roughness and residue cover.  
 
 The relationship shown in Figure 23, where IR is the partially imbedded corn 
residue as a percent, was used to predict RA for varying levels of partially imbedded corn 
residue. Using these RA values, Dm was predicted using the Mwendra and Feyen (1992) 
equation for slopes of 0.25 and 8%. The difference between Dm produced by various 
levels of percent corn residue cover and the Dm produced by 0% residue cover was then 
used to determine the Ds created by the partially imbedded corn residue (Figure 24). As 
can be seen, the amount of Ds created by residue cover observed in this study is far less 
than that cited by NRCS (2005).  
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Figure 24. Depression storage created by residue cover.  
 
The analysis of Ds created by residue cover shown here is not exhaustive, as only 
partially imbedded corn residue was considered. It is likely that residue of different crops 
would lead to different relationships between residue cover and Ds. Also, it is possible 
that Ds created by residue cover will be dependent the inherent roughness of the soil 
surface, which is not considered here. Finally, this analysis did not consider the role of 
loose residue on Ds. It is conceivable that damming of flow caused by movement of loose 
residue could contribute to Ds, although it does not appear this process has been 
investigated. For these reasons, further research on the role of total and imbedded residue 
cover on Ds should be encouraged.    
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4.5.4 Effect of crop residue on hydraulic roughness 
Loose residue may affect runoff generation by increasing hydraulic roughness and 
may increase depression storage when hydraulic movement of loose residue leads to a 
damming effect in the interrow. Gilley et al. (1991) documented that Manning’s 
roughness increases as percent residue cover increases, and developed relationships 
which predict Manning’s roughness as a function of Reynolds number and percent cover 
for various types of crop residue. Because these proposed relationships are a function of 
Reynolds number, the effect of percent residue cover on runoff generation will also be a 
function plane length, as plane length has a significant impact on flow depth, and 
therefore Reynolds number for shallow overland flow.  
To determine the effect of loose residue on hydraulic roughness, the effects of 
percent residue cover and plane length on runoff were simulated in HEC-HMS. 
Equations relating soil random roughness and percent residue cover to Manning’s 
roughness were used to qualify the accuracy of results. Because Manning’s roughness is 
affected by Reynolds number for most shallow overland flows, the true value of 
Manning’s roughness and Reynolds number was determined through iterative modeling.    
The equations developed by Gilley and Finkner (1991) and Gilley et al. (1991) 
relating Manning’s roughness to random roughness and percent residue cover, 
respectively, are shown below: 
K  K.zI{|.}~I@|.                                                        (26) 
g  K.KKZL% JHg|.I@|.|A                                              (27) 
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where n0 is the Manning’s roughness of the soil surface, nr is the Manning’s roughness of 
the residue, RA is the random roughness in mm, % cover is the total percent cover of corn 
residue, and Re  is the Reynolds number. Reynolds number for shallow overland flows is 
shown below: 
H  n                                                            (28) 
where q is the flow rate per unit width and ν is the kinematic viscosity. Because the nr 
describes only the hydraulic roughness caused by residue, the relationship between n0 and 
nr was assumed to be additive:  
  g  K                                                      (29) 
where n is the total Manning’s roughness.  
The effect of plane length and percent residue cover on Manning’s roughness was 
analyzed through the analysis of runoff generation in HEC-HMS using the Green and 
Ampt infiltration model and the kinematic wave overland flow routing model. In order to 
isolate the effects of percent residue cover and plane length, all other parameters which 
effect runoff generation were held constant. Table 18 shows the constant soil parameters 
used.  
Table 18. Constant soil parameters used in HEC-HMS analysis.  
Soil type: silt loam  
Parameter Value Unit 
Ks 0.68 cm/hr 
hf 16.7 cm 
∆θ 0.31 
R 1.0 cm 
S0 1.0 % 
 
HEC-HMS assumes the Manning’s roughness is constant. This is an appropriate 
assumption when flow is turbulent, but when flow is in the laminar regime, Manning’s 
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roughness is a function of Reynolds number. Because most overland flows are in the 
laminar regime (Re < 500; Woolhiser et al. 1970), Re can have a significant effect on the 
value of n throughout a runoff event. To minimize the effect of the error caused by 
assuming that n is constant, the average value of Re from the rising limb of the 
hydrograph used in the calculation of nr and n0. Because the assigned value of n will 
affect the hydrograph which will affect the average value of Re, the true value of Re and n 
had to be determined through an iterative process.   
The basic iterative procedure for determining the true Reynolds number and 
Manning’s Roughness coefficient for a given plane length and percent corn residue cover 
is outlined below. Percent corn residue cover values of 0, 20, and 50% were investigated, 
as well as plane lengths of 1, 10, 100, and 1000 m.   
1) Choose the percent corn residue cover and plane length 
2) Guess a value of n. A value of n must be randomly chosen here, as the Reynolds 
number is unknown.  
3) Run HEC-HMS model with a constant rainfall rate of 5 cm/hr until q/qm = 0.95, 
where qm is the maximum runoff rate per unit width. The criterion of q/qm = 0.95 
was chosen to ensure that the determination of average Re was consistent between 
all tests.  
4) Calculate the average Re from the time of ponding (tp) to the point at which q/qm= 
0.95. This can be done simply, as an outflow graph of Re can be devolved from 
the outflow hydrograph using Equation 28.  
5) Now that Re has been determined, calculate no, nr, and n using Equations 26, 27, 
and 29.  
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6) Compare the value of n calculated in step 5 to that guessed in step 1. If they are 
the same, then the Re and n values from steps 4 and 5 represent the true values for 
the given percent residue cover and plane length. If they are different, guess a new 
value of n and repeat steps 3 through 6.  
 
The results from this analysis for each hillslope length and value of percent corn 
residue cover are summarized in the Table 19 and Figure 25. As can be seen Manning’s 
roughness increases with increasing percent corn residue cover and decreasing hillslope 
length, whereas Reynolds number if affected in the opposite manner by both variables. 
Manning’s roughness values were found to range from 0.077-0.679, which is within the 
range shallow overland flow Manning’s roughness values for various tillage practices 
cited by Engman (1986). 
Table 19. Summary of Reynolds number and Manning’s roughness results.  
  Hillslope 
length (m) 
  
 
% cover Re  Manning's n 
0 1 8.1 0.527 
0 10 80.2 0.276 
0 100 789.2 0.145 
0 1000 7547.5 0.077 
20 1 8.1 0.594 
20 10 80.1 0.338 
20 100 784.6 0.203 
20 1000 7347.8 0.132 
50 1 8.1 0.679 
50 10 80.0 0.418 
50 100 779.3 0.277 
50 1000 7145.0 0.201 
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a) 
 
  b) 
 
  c) 
 
Figure 25. Modeling results of (a) Manning’s roughness vs. plane length, (b) Reynolds number vs. 
plane length, and (c) Manning’s roughness vs. Reynolds number. 
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The relationships shown in Figure 25 can be explained by understanding how 
hydraulic roughness and Reynolds number are related. As can be seen in part c), n 
decreases with increasing Re, but then begins to stabilize to a constant value. This result 
is constant with the assumption that, when flow is turbulent, n is constant. Additionally, 
part a) and c) show that n increases with increasing percent residue cover, which is 
consistent with Gilley et al. (1991).  
Comparing the results of parts a) and c) to part b), it is clear that percent residue 
cover has a much greater effect on n than it does on Re, while plane length greatly effects 
both variables. Percent residue has an imperceptible effect on Re at low plane lengths, 
and at higher plane lengths, Re decreases with increasing percent residue cover. This 
observation is likely caused by the fact that hydraulic roughness requires sufficient 
hillslope length to result in perceptible reductions in runoff rate, and, thereby, Re.   
Based on the results of this limited analysis, it appears the effects of Reynolds 
number and percent residue cover on Manning’s roughness for shallow overland flows 
are too significant to be ignored. Further research on the significance of considering 
hydraulic roughness caused by percent residue cover and the impact of Reynolds number 
is suggested.  
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5. CONCLUSIONS 
The process of dynamic Ds filling for corn-soybean cropping systems on silt loam 
soils was investigated by incrementally filling depressions on impermeable plaster casts 
of soil surfaces using a rainfall simulator. It was found that the dynamic Ds filling process 
was a function of potential precipitation excess (Ppe) and the fraction of depression 
storage which fills before runoff occurs (σ). An empirical equation relating Ds to Ppe and 
σ was developed, as well as a relationship which predicts the value of σ based on 
maximum depression storage (Dm). The value of σ was found to exponentially decay with 
increasing magnitude of Dm.  
The effect of dynamic Ds filling on runoff generation from a hillslope was 
approximated through modification of infiltration parameters within the HEC-HMS 
hydrologic model. A variety of different soil, hillslope, and rainfall conditions were 
investigated, and a dimensionless depression storage impact factor (φ) was used to 
compare results. The effect of dynamic Ds filling on runoff generation was then 
compared to outflow hydrographs generated from hillslopes for which static Ds filling 
was assumed. It was found that higher values of φ resulted in greater differences in the 
shape and timing of outflow hydrographs between the dynamic and static Ds filling 
assumptions. For this reason, further investigation of dynamic Ds filling and 
incorporation of the empirical dynamic Ds equation developed by this study into a 
hydrologic modeling is suggested. 
The relationship between Dm, random roughness, and slope was investigated for 
late season values of random roughness from directly measured Dm values, where late 
season refers to surfaces that have been smoothed by rainfall or sprinkler irrigation 
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following tillage. The Onstad (1984) regression equation was shown to under-predict Dm, 
while the regression equation proposed by Mwendera and Feyen (1992) produced better 
predictions. An empirical equation developed through forward stepwise regression had 
the highest correlation to Dm, describing over 50% of the variation in the data. Because 
this equation was determined for a small range of late season values of random 
roughness, care should be taken when extrapolating results to higher levels of roughness 
that can occur immediately following tillage. 
The effect of crop residue on Ds was investigated by correlating the percent of 
partially imbedded corn residue cover to random roughness. Random roughness values 
predicted by various levels of percent cover were used to predict the Ds created by 
partially imbedded corn residue. Percent residue cover was shown to increase Ds far less 
than predicted by NRCS (2005). Because the effect of slope and inherent soil roughness 
on Ds were not quantified in this study, future research on the impact of crop residue 
cover on Ds is encouraged.  
 
6. SUGGESTED FUTURE RESEARCH  
In regards to the findings of this study, further research on the dynamics of Ds 
filling is suggested. In order to verify that the relationship proposed by Linsley et al. 
(1949) is a bound of the dynamic Ds filling process, analysis of dynamic Ds filling on 
higher, post-tillage values of random roughness is required. Additionally, a more 
extensive analysis of the relationship between Dm and σ is suggested, as only a lower 
range of Dm values (Dm ≤ 0.33 cm) was investigated in this study. Incorporation of the 
dynamic Ds filling relationship developed by this study into a hydrologic model would 
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allow for a more complete analysis of the significance of dynamic Ds filling on runoff 
generation and sediment transport.  
As mentioned in the literature review included in this study, it appears that few 
efforts have been made to compare DEM filling algorithms to physically measured values 
of Ds. For this reason, it is difficult to ascertain which DEM modeling strategies are most 
successful. Due to the labor and potential for experimental error when physically 
measuring Ds, it is suggested that a rigorous comparison of DEM filling algorithms to 
physically measured Ds be carried out with the goal of determining if DEM modeling can 
be used to reliably investigate Ds on soil surfaces.  
In this study, slope was assumed to be parallel to the direction of tillage. In many 
studies, it is mentioned that surfaces are investigated in the direction of field slope, but 
the orientation of the surface with respect to the tillage direction is rarely noted.  Due to 
the oriented roughness created by tillage and planting, it is possible that Ds would be 
higher if the tillage were perpendicular to the slope than if it were parallel, potentially 
effecting the  relationship between Dm, random roughness, and slope. Additionally, the 
impact of imbedded residue on Ds may be affected by the orientation of slope to tillage 
direction, as some planting and harvesting operations create oriented imbedded residue in 
the direction of planting. For these reason, it is suggested that a study be conducted to 
investigate the effect of tillage orientation to slope on Ds.   
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8. APPENDIX A: PLASTER CAST INFORMATION 
The following sections in Appendix A present information relating to plaster casts 
created in this study. The sections provide supplementary information pertaining to 
descriptive measurements made of the plaster soil surfaces. 
 
8.1 TOTAL AND PARTIALLY IMBEDDED RESIDUE 
Total residue was measured at the field using the line-transect method (Laflen et 
al., 1981). The exact method used is outlined in Jasa (2009). A measuring tape was 
extended diagonally across the surface chosen for plaster cast creation. The presence or 
absence of crop residue greater than 2 mm in thickness was recorded at every 1 in 
marker. This measurement was taken in both diagonal directions across the surface. 
Percent residue cover was taken as the number of measurements where residue was 
recorded over the total number of measurements taken. Residue cover was not measured 
on PDD tillage treatments, as the exact location of plaster cast creation was selected to 
avoid any residue present.  
Reside  Tillage  Rep.  Total Residue  Residue  
type type No. measurements recorded cover (%) 
Corn DD 1 74 26 35 
Corn DD 2 74 18 24 
Corn NT 1 73 59 81 
Corn NT 2 74 62 84 
Corn PDD 1 0 0 0 
Corn PDD 2 0 0 0 
Soybean DD 1 74 10 14 
Soybean DD 2 74 16 22 
Soybean NT 1 74 30 41 
Soybean NT 2 74 43 58 
Soybean PDD 1 0 0 0 
Soybean PDD 2 0 0 0 
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Partially Imbedded residue cover on each plaster cast was measured using a 
method similar to the line-transect method. A pin profile meter was used to measure 
percent partially imbedded residue cover in a 2 x 2 cm grid across the entire cast surface. 
Pins were lowered into contact with the surface, and the presence or absence of residue 
greater than 2 mm in thickness was recorded. Percent partially imbedded residue cover 
was taken as the number of measurements where residue was recorded over the total 
number of measurements taken. Again, residue cover was not measured on PDD tillage 
treatments, as the exact location of plaster cast creation was selected to avoid any residue 
present.  
Reside  Tillage  Rep.  Total Residue  Residue  
type type No. measurements recorded cover (%) 
Corn DD 1 1250 536 43 
Corn DD 2 1250 384 31 
Corn NT 1 1250 209 17 
Corn NT 2 1250 227 18 
Corn PDD 1 1250 0 0 
Corn PDD 2 1250 0 0 
Soybean DD 1 1250 121 10 
Soybean DD 2 1250 104 8 
Soybean NT 1 1250 94 8 
Soybean NT 2 1250 145 12 
Soybean PDD 1 1250 0 0 
Soybean PDD 2 1250 0 0 
 
 Residue rate (i.e., the mass of residue cover per area) was determined from the 
loose residue collected from each study surface. First, sediment was washed from the 
loose residue. This was accomplished by allowing the residue to soak in water for several 
hours. After soaking, the floating residue was skimmed from the surface, and residual 
residue was separated from the sediment by straining through a 2 mm sieve. The mass of 
87 
 
the residue before and after sediment was removed is shown in the table below. Residue 
rate was calculated as the mass of dry residue with sediment removed divided by the 1 x 
0.5 m2 study area.  
      Residue weight (g)   
Residue Tillage  Rep Dry wt. with  Dry wt. no  Residue 
type type No. sediment sediment rate (ton/ha) 
Corn DD 1 190 179 3.57 
Corn DD 2 157 110 2.21 
Corn NT 1 545 418 8.36 
Corn NT 2 561 339 6.77 
Soybean DD 1 25.5 8.50 0.170 
Soybean DD 2 40.2 12.70 0.254 
Soybean NT 1 341 187 3.74 
Soybean NT 2 313 111 2.23 
 
To determine if the residue rate values were reasonable, the residue rate shown in the 
table above was compared to the value predicted from an equation proposed by Gilley et 
al. (1991) which predicts the residue rate based on the percent total residue cover: 
ixuw wi  100)1 	 &·gH$SH gH- 
where surface cover is the total residue cover as a percent, residue rate is in metric tons 
per hectare, and a is a regression coefficient which depends on the residue type. For corn, 
a is equal to 0.155, and for soybean it is equal to 0.243. The measured and predicted 
residue rate values are shown in the table and figure below. As can be see, the measured 
values of residue rate agree well with the values predicted by the equation proposed by 
Gilley et al. (1991). 
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Residue 
type 
Tillage 
type 
Rep. 
no. 
Total residue 
cover (%) 
Measured M 
(ton/ha) 
Predicted M† 
(ton/ha) 
Corn DD 1 35 3.570 2.793 
Corn DD 2 24 2.206 1.798 
Corn NT 1 81 8.362 10.654 
Corn NT 2 84 6.774 11.737 
Corn PDD 1 0 0.000 0.000 
Corn PDD 2 0 0.000 0.000 
Soybean DD 1 14 0.170 0.597 
Soybean DD 2 22 0.254 1.003 
Soybean NT 1 41 3.744 2.139 
Soybean NT 2 58 2.228 3.581 
Soybean PDD 1 0 0.000 0.000 
Soybean PDD 2 0 0.000 0.000 
† Predicted from equation propsed by Gilley et al. (1991): surface cover = 100 (1 - e-a M), 
where surface cover is a percent, M is residue cover in tons per hectare, and a = 0.155 
 
8.2 PLASTER SATURATED HYDRAULIC CONDUCTIVITY  
To determine the effectiveness of using lacquer spray to render Plaster of Paris 
impermeable, plaster cores were created with the plaster-to-water ratio recommended by 
Antoine et al. (2012); 1.35:1 by weight. One core was coated with one coat of lacquer 
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spray, and one was left untreated. Saturated hydraulic conductivity (Ks) was tested using 
the falling head method (Head, 1992): 
R$  $ ·
∆[ · ln m
s 
where As is the area of the stand pipe (7.67 cm2), Ac is the area of the plaster core (53.7 
cm2), Lc is the length of the core (7.62 cm), ∆t is the time expired, H1 is the initial head of 
water, and H2 is the final head of water after ∆t. Results of the hydraulic conductivity 
tests are outlined in the following table below. As can be seen, Ks 0.29-0.52 cm per hour, 
and the lacquer appeared to yield no reduction in Ks. Even with an applied rainfall rate 
around 10 cm/hr, this saturated hydraulic conductivity was found to be unacceptable. For 
this reason, casts were coated with three coats of lacquer paint, which rendered the 
surfaces completely impermeable.  
Core without lacquer 
Test No. Time (h) Volume (cm3) Head (cm) Ks (cm/hr) 
1 0 0 48.7 0.335 
1 104 35.8 
2 0 0 48.7 0.290 
1.37 120 33.8 
  
Core with one coat of lacquer spray 
Test No. Time (h) Volume (cm3) Head (cm) Ks (cm/hr) 
1 0 0 34.3 0.376 
1 71 25.5 
2 0 0 34.3 0.521 
1.19 120 19.42 
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8.3 CAST DIGITAL ELEVATION MODELS 
In order to determine the random roughness indices and inherent slope of the 
plaster casts, digital elevation models of each cast were created. As stated in the methods 
and materials section, 500-600 height measurements were taken on each cast using a pin 
profile meter. Resolution perpendicular to the direction of tillage was 1 cm, while 
resolution parallel to the direction of tillage ranged from 8-10 cm. The following tables 
show the individual height measurements taken from each cast as well as the column and 
row averages, zi* and z*j, respectively. Casts are identified below by cast ID where the 
symbols indicate the crop residue type, the replication number, and the tillage operation. 
For example, CR1DD indicates corn residue, replication one, disk-disk tillage treatments.  
Row and column spacing is shown in cm, while height measurements are in mm.  
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8.4 RANDOM ROUGHNESS DATA 
The procedure for calculating the random roughness indices RA, R100, and R80 is 
outlined in Section 2.3 of the literature review. The following tables show the hij and eij 
data and additional information required for calculating each random roughness index. 
Not shown are the tables or ranked values of hij and eij, from which the middle 80% of 
values was determined for the calculation of eij and hij. In these tables, hij and eij values 
were ranked from smallest to largest, and the cumulative percentile rank (Cp) of each 
value used to determine the top and bottom 10% of values is calculated as: 
]>  100  1 
where i is the rank value and n is the total number of measurements. Row and column 
values are shown in cm, while hij values are in mm. Values of eij shown are calculated 
from hij values in mm.     
 
 
  
104 
 
 
105 
 
 
106 
 
 
107 
 
 
108 
 
 
109 
 
 
110 
 
 
111 
 
 
112 
 
 
113 
 
 
114 
 
 
115 
 
 
116 
 
 
117 
 
 
118 
 
 
119 
 
 
120 
 
 
121 
 
 
122 
 
 
123 
 
 
124 
 
 
125 
 
 
126 
 
 
127 
 
 
128 
 
8.5 RANDOM ROUGHNESS SCALING 
As discussed in Section 2.5 of the literature review, there in conflicting 
information regarding the effect of plane size on random roughness. Taconet and Ciarletti 
(2007) found that as measured plane length increases, random roughness first rises 
abruptly, and then stabilizes around a value considered to be the true value for the soil on 
a large scale. The researchers also found that the length of plane required to obtain the 
true value of random roughness decreases with decreasing random roughness.  
To determine if the plane dimension used in this study (1 x 0.5 m) was sufficient 
to describe random roughness, random roughness as a function of plane length was 
investigated for a cast with high roughness (CR1DD) and for a cast with low roughness 
(CR1NT). The pin meter measurements for both casts consisted of 12 rows of 50 height 
values, with a measurement resolution of 1 x 8 cm. The random roughness of a plane 
length of 16 cm was used by determined by calculating R100 for rows 1 and 2, 3 and 4, 
etc. A plane length of 24 cm was investigated by calculating R100 for rows 1 through 3, 4 
through 7, etc. In this same fashion, R100 was determined for plane lengths of 16, 24, 32, 
48, 64, and 98 cm. The results for CR1DD and CR1NT are shown below. As can be seen, 
CR1DD and CR1NT both typify the relationship observed by Taconet and Ciarletti 
(2007). The R100 of both casts increases quickly, and then stabilizes at a known value. On 
the cast with lower roughness, CR1NT, the oscillation is around the true value is more 
apparent. This too is consistent with Taconet and Ciarletti (2007), who noted that the rise 
to the true value of roughness required less plane length for soil surfaces with lower 
random roughness. For these reasons, it is assumed that the cast dimension of 1 x 0.5 m 
was sufficient to describe random roughness in this study.  
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8.6 CAST SLOPE DETERMINATION 
Because the plaster casting process retains the slope conditions of the soil surface 
at the field, the slope parallel and perpendicular to the tillage direction had to be 
identified so that the inherent slope of the plaster could be corrected for before the 
investigated levels of slope (0.25, 1, 2, 4, 7%) were applied. Because it was assumed that 
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tillage had no effect on slope in the direction of tillage, the slope in the direction of tillage 
could be determined through linear regression of the DEM of each cast. Linear regression 
of the height measurements in the direction of tillage was performed in the program 
SigmaPlot. Height measurements were denoted as Z (cm) and the distance in the direction 
of tillage as X (cm). The linear regression data from SigmaPlot for each cast is shown in 
the figures below.  
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Linear Regression  
 
Data source: Data 1 in CR1DD 
 
Z = 7.119 + (0.00693 * X)  
 
N  = 600  
 
R = 0.161 Rsqr = 0.0261 Adj Rsqr = 0.0244 
 
Standard Error of Estimate = 1.174  
 
  Coefficient Std. Error t   P    
Constant 7.119 0.105 67.837 <0.001   
X 0.00693 0.00173 4.001 <0.001   
 
Analysis of Variance: 
   DF   SS   MS    F    P   
Regression 1 22.074 22.074 16.011 <0.001  
Residual 598 824.462 1.379    
Total 599 846.536 1.413    
 
Normality Test (Shapiro-Wilk) Failed (P = <0.001) 
 
Constant Variance Test: Passed (P = 0.055) 
 
Power of performed test with alpha = 0.050: 0.978 
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Linear Regression  
 
Data source: Data 1 in CR2DD 
 
Z = 5.495 + (0.0178 * X)  
 
N  = 489  Missing Observations = 1  
 
R = 0.306 Rsqr = 0.0936 Adj Rsqr = 0.0917 
 
Standard Error of Estimate = 1.594  
 
  Coefficient Std. Error t   P    
Constant 5.495 0.151 36.331 <0.001   
X 0.0178 0.00251 7.091 <0.001   
 
Analysis of Variance: 
   DF   SS   MS    F    P   
Regression 1 127.749 127.749 50.278 <0.001  
Residual 487 1237.406 2.541    
Total 488 1365.155 2.797    
 
Normality Test (Shapiro-Wilk) Failed (P = <0.001) 
 
Constant Variance Test: Failed (P = 0.012) 
 
Power of performed test with alpha = 0.050: 1.000 
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Linear Regression  
 
Data source: Data 1 in CR1NT 
 
Z  = 7.045 - (0.00428 * X)  
 
N  = 593  
 
R = 0.131 Rsqr = 0.0170 Adj Rsqr = 0.0154 
 
Standard Error of Estimate = 0.891  
 
  Coefficient Std. Error t   P    
Constant 7.045 0.0834 84.505 <0.001   
X -0.00428 0.00134 -3.201 0.001   
 
Analysis of Variance: 
   DF   SS   MS    F    P   
Regression 1 8.135 8.135 10.248 0.001  
Residual 591 469.159 0.794    
Total 592 477.294 0.806    
 
Normality Test (Shapiro-Wilk) Failed (P = <0.001) 
 
Constant Variance Test: Passed (P = 0.054) 
 
Power of performed test with alpha = 0.050: 0.891 
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Linear Regression  
 
Data source: Data 1 in CR2NT 
 
Z  = 9.513 - (0.0373 * X)  
 
N  = 490  
 
R = 0.707 Rsqr = 0.499 Adj Rsqr = 0.498 
 
Standard Error of Estimate = 1.076  
 
  Coefficient Std. Error t   P    
Constant 9.513 0.102 93.245 <0.001   
X -0.0373 0.00169 -22.068 <0.001   
 
Analysis of Variance: 
   DF   SS   MS    F    P   
Regression 1 563.845 563.845 486.978 <0.001  
Residual 488 565.029 1.158    
Total 489 1128.874 2.309    
 
Normality Test (Shapiro-Wilk) Failed (P = <0.001) 
 
Constant Variance Test: Failed (P = 0.021) 
 
Power of performed test with alpha = 0.050: 1.000 
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Linear Regression  
 
Data source: Data 1 in CR1PDD 
 
Z  = 8.018 - (0.00349 * X)  
 
N  = 490  
 
R = 0.0717 Rsqr = 0.00514 Adj Rsqr = 0.00310 
 
Standard Error of Estimate = 1.399  
 
  Coefficient Std. Error t   P    
Constant 8.018 0.133 60.459 <0.001   
X -0.00349 0.00220 -1.587 0.113   
 
Analysis of Variance: 
   DF   SS   MS    F    P   
Regression 1 4.928 4.928 2.519 0.113  
Residual 488 954.646 1.956    
Total 489 959.574 1.962    
 
Normality Test (Shapiro-Wilk) Failed (P = <0.001) 
 
Constant Variance Test: Passed (P = 0.128) 
 
Power of performed test with alpha = 0.050: 0.354 
 
The power of the performed test (0.354) is below the desired power of 0.800. 
Less than desired power indicates you are less likely to detect a difference when one actually exists. 
Negative results should be interpreted cautiously. 
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Linear Regression  
Data source: Data 1 in CR2PDD 
 
Z  = 6.825 + (0.0155 * X)  
 
N  = 488  Missing Observations = 2  
 
R = 0.306 Rsqr = 0.0934 Adj Rsqr = 0.0916 
 
Standard Error of Estimate = 1.382  
 
  Coefficient Std. Error t   P    
Constant 6.825 0.132 51.761 <0.001   
X 0.0155 0.00218 7.077 <0.001   
 
Analysis of Variance: 
   DF   SS   MS    F    P   
Regression 1 95.717 95.717 50.082 <0.001  
Residual 486 928.838 1.911    
Total 487 1024.555 2.104    
 
Normality Test (Shapiro-Wilk) Failed (P = <0.001) 
 
Constant Variance Test: Failed (P = <0.001) 
 
Power of performed test with alpha = 0.050: 1.000 
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Linear Regression  
 
Data source: Data 1 in SR1DD 
 
Z  = 4.102 + (0.0214 * X)  
 
N  = 493  Missing Observations = 7  
 
R = 0.483 Rsqr = 0.233 Adj Rsqr = 0.232 
 
Standard Error of Estimate = 1.119  
 
  Coefficient Std. Error t   P    
Constant 4.102 0.106 38.725 <0.001   
X 0.0214 0.00175 12.222 <0.001   
 
Analysis of Variance: 
   DF   SS   MS    F    P   
Regression 1 186.889 186.889 149.378 <0.001  
Residual 491 614.298 1.251    
Total 492 801.187 1.628    
 
Normality Test (Shapiro-Wilk) Failed (P = <0.001) 
 
Constant Variance Test: Failed (P = 0.021) 
 
Power of performed test with alpha = 0.050: 1.000 
 
X (cm)
0 20 40 60 80 100 120
Z 
(cm
)
2
3
4
5
6
7
8
9
 
  
138 
 
Linear Regression  
 
Data source: Data 1 in SR2DD 
 
Z = 6.449 - (0.0126 * X)  
 
N  = 490  
 
R = 0.480 Rsqr = 0.231 Adj Rsqr = 0.229 
 
Standard Error of Estimate = 0.663  
 
  Coefficient Std. Error t   P    
Constant 6.449 0.0629 102.603 <0.001   
X -0.0126 0.00104 -12.098 <0.001   
 
Analysis of Variance: 
   DF   SS   MS    F    P   
Regression 1 64.316 64.316 146.353 <0.001  
Residual 488 214.456 0.439    
Total 489 278.772 0.570    
 
Normality Test (Shapiro-Wilk) Failed (P = <0.001) 
 
Constant Variance Test: Failed (P = 0.014) 
 
Power of performed test with alpha = 0.050: 1.000 
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Linear Regression  
 
Data source: Data 1 in SR1NT 
 
Z  = 4.822 + (0.0138 * X)  
 
N  = 490  
 
R = 0.398 Rsqr = 0.158 Adj Rsqr = 0.156 
 
Standard Error of Estimate = 0.918  
 
  Coefficient Std. Error t   P    
Constant 4.822 0.0871 55.392 <0.001   
X 0.0138 0.00144 9.570 <0.001   
 
Analysis of Variance: 
   DF   SS   MS    F    P   
Regression 1 77.202 77.202 91.578 <0.001  
Residual 488 411.393 0.843    
Total 489 488.595 0.999    
 
Normality Test (Shapiro-Wilk) Failed (P = <0.001) 
 
Constant Variance Test: Passed (P = 0.853) 
 
Power of performed test with alpha = 0.050: 1.000 
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Linear Regression  
 
Data source: Data 1 in SR2NT 
 
Z  = 4.584 - (0.00306 * X)  
 
N  = 498  Missing Observations = 2  
 
R = 0.144 Rsqr = 0.0206 Adj Rsqr = 0.0186 
 
Standard Error of Estimate = 0.606  
 
  Coefficient Std. Error t   P    
Constant 4.584 0.0570 80.386 <0.001   
X -0.00306 0.000946 -3.232 0.001   
 
Analysis of Variance: 
   DF   SS   MS    F    P   
Regression 1 3.840 3.840 10.445 0.001  
Residual 496 182.366 0.368    
Total 497 186.206 0.375    
 
Normality Test (Shapiro-Wilk) Failed (P = 0.003) 
 
Constant Variance Test: Passed (P = 0.277) 
 
Power of performed test with alpha = 0.050: 0.896 
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Linear Regression  
 
Data source: Data 1 in SR1PDD 
 
Z = 3.470 + (0.0113 * X)  
 
N  = 490  
 
R = 0.443 Rsqr = 0.196 Adj Rsqr = 0.194 
 
Standard Error of Estimate = 0.657  
 
  Coefficient Std. Error t   P    
Constant 3.470 0.0623 55.731 <0.001   
X 0.0113 0.00103 10.910 <0.001   
 
Analysis of Variance: 
   DF   SS   MS    F    P   
Regression 1 51.347 51.347 119.036 <0.001  
Residual 488 210.503 0.431    
Total 489 261.851 0.535    
 
Normality Test (Shapiro-Wilk) Failed (P = <0.001) 
 
Constant Variance Test: Failed (P = <0.001) 
 
Power of performed test with alpha = 0.050: 1.000 
 
X (cm)
0 20 40 60 80 100 120
Z 
(cm
)
1
2
3
4
5
6
7
 
  
142 
 
Linear Regression  
 
Data source: Data 1 in SR2PDD 
 
Z  = 5.525 - (0.0107 * X)  
 
N  = 490  
 
R = 0.282 Rsqr = 0.0794 Adj Rsqr = 0.0776 
 
Standard Error of Estimate = 1.048  
 
  Coefficient Std. Error t   P    
Constant 5.525 0.0994 55.597 <0.001   
X -0.0107 0.00165 -6.490 <0.001   
 
Analysis of Variance: 
   DF   SS   MS    F    P   
Regression 1 46.262 46.262 42.115 <0.001  
Residual 488 536.054 1.098    
Total 489 582.316 1.191    
 
Normality Test (Shapiro-Wilk) Failed (P = <0.001) 
 
Constant Variance Test: Passed (P = 0.102) 
 
Power of performed test with alpha = 0.050: 1.000 
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0 20 40 60 80 100 120
Z 
(cm
)
2
3
4
5
6
7
8
9
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The slope perpendicular to the tillage direction could not be determined using this 
method, as the effect of tillage cannot be separated from the effect of slope in this 
direction. For this reason, the perpendicular slope was determined from elevation 
measurements in the field. Elevation was measured 3.81 m from either side of the 
location from which the cast was taken. The long-term tillage study plot containing corn 
residue was planted north to south, while the plot containing soybean residue was planted 
east to west. The table below shows the individual elevation readings as well as the 
calculated slope perpendicular to the tillage direction.  
 
Elevation (m) 
Cast South North Slope (%) 
SR1DD 3.20 3.28 -1.04 
SR2DD 3.65 3.38 3.52 
SR1NT 3.18 3.14 0.54 
SR2NT 2.22 2.18 0.46 
SR1PDD 3.33 3.34 -0.22 
SR2PDD 3.31 3.08 3.08 
        
Elevation (m) 
Cast South North Slope (%) 
CR1DD 3.53 3.72 -2.50 
CR2DD 2.93 3.17 -3.22 
CR1NT 3.83 4.18 -4.60 
CR2NT 2.62 2.85 -2.96 
CR1PDD 2.58 2.19 5.18 
CR2PDD 3.55 3.84 -3.72 
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9. APPENDIX B: DEPRESSION STORAGE RESULTS 
Methods of measuring Dm and dynamic Ds filling are discussed in Sections 3.5 
and 3.6.  The following subsections show the results of Dm and dynamic Ds tests, 
including all measured data and statistical analyses.  
 
9.1 MAXIMUM DEPRESSION STORAGE RESULTS 
The following tables show the results of the Dm investigation. Two Dm 
measurements were made on each of the 5 slopes investigated; 0.25, 1, 2, 4, and 7%. The 
water volume poured onto the casts as well as the volume collected is shown. Dm was 
calculated as the difference between water volume applied and volume collected.  
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Poured volume (mL) 
Cast Slope (%) Test # Applied  Collected Dm (mL) Dm (cm) 
CR1DD 0.25 1 5113.9 3893.9 1220.0 0.244 
2 5093.1 3815.2 1277.9 0.256 
1.0 1 5093.3 3974.3 1119.0 0.224 
2 5106.1 3959.2 1146.9 0.229 
2.0 1 5077.2 4031.2 1046.0 0.209 
2 5124.5 4070.8 1053.7 0.211 
4.0 1 5064.0 4144.9 919.1 0.184 
2 5083.7 4095.5 988.2 0.198 
7.0 1 5065.6 4306.8 758.8 0.152 
2 5086.6 4340.8 745.8 0.149 
CR2DD 0.25 1 5070.3 4160.3 910.0 0.182 
2 5067.2 4170.1 897.1 0.179 
1.0 1 5115.4 4342.8 772.6 0.155 
2 5062.2 4267.2 795.0 0.159 
2.0 1 5069.6 4305.2 764.4 0.153 
2 5051.2 4364.8 686.4 0.137 
4.0 1 5043.6 4404.8 638.8 0.128 
2 5004.7 4329.5 675.2 0.135 
7.0 1 5081.6 4468.6 613.0 0.123 
    2 5075.3 4455.2 620.1 0.124 
Poured volume (mL) 
Cast Slope (%) Test # Applied  Collected Dm (mL) Dm (cm) 
CR1NT 0.25 1 5054.2 3693.8 1360.4 0.272 
2 5087.3 3719.2 1368.1 0.274 
1.0 1 5071.8 4269.8 802.0 0.160 
2 5096.4 4274.3 822.1 0.164 
2.0 1 5079.7 4497.6 582.1 0.116 
2 5076.9 4481.1 595.8 0.119 
4.0 1 5082.9 4655.4 427.5 0.086 
2 5095.0 4670.8 424.2 0.085 
7.0 1 5055.4 4690.6 364.8 0.073 
2 5077.4 4722.4 355.0 0.071 
CR2NT 0.25 1 5134.6 3640.8 1493.8 0.299 
2 5059.2 3590.8 1468.4 0.294 
1.0 1 5118.6 3893.5 1225.1 0.245 
2 5063.4 3853.1 1210.3 0.242 
2.0 1 5043.0 4085.9 957.1 0.191 
2 5064.9 4143.9 921.0 0.184 
4.0 1 5083.9 4469.0 614.9 0.123 
2 5051.9 4459.9 592.0 0.118 
7.0 1 4090.9 3612.6 478.3 0.096 
    2 4084.1 3601.1 483.0 0.097 
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Poured volume (mL) 
Cast Slope (%) Test # Applied  Collected Dm (mL) Dm (cm) 
CR1PDD 0.25 1 5041.6 4490.0 551.6 0.110 
2 5081.5 4539.3 542.2 0.108 
1.0 1 5045.0 4582.1 462.9 0.093 
2 5064.5 4595.1 469.4 0.094 
2.0 1 5081.5 4662.7 418.8 0.084 
2 5111.2 4701.3 409.9 0.082 
4.0 1 5083.0 4746.0 337.0 0.067 
2 5100.2 4746.5 353.7 0.071 
7.0 1 5095.9 4802.5 293.4 0.059 
2 5030.3 4742.4 287.9 0.058 
CR2PDD 0.25 1 4083.7 3516.3 567.4 0.113 
2 4017.3 3503.9 513.4 0.103 
1.0 1 4046.4 3568.5 477.9 0.096 
2 3993.1 3528.0 465.1 0.093 
2.0 1 4035.9 3618.9 417.0 0.083 
2 4036.5 3585.2 451.3 0.090 
4.0 1 4022.3 3624.4 397.9 0.080 
2 4024.8 3633.8 391.0 0.078 
7.0 1 4099.0 3760.9 338.1 0.068 
    2 4042.8 3689.2 353.6 0.071 
Poured volume (mL) 
Cast Slope (%) Test # Applied  Collected Dm (mL) Dm (cm) 
SR1DD 0.25 1 5059.7 4584.2 475.5 0.095 
2 5087.9 4597.2 490.7 0.098 
1.0 1 5066.5 4693.4 373.1 0.075 
2 5118.8 4707.2 411.6 0.082 
2.0 1 5109.0 4772.0 337.0 0.067 
2 5079.4 4727.6 351.8 0.070 
4.0 1 5111.8 4799.4 312.4 0.062 
2 5070.2 4754.5 315.7 0.063 
7.0 1 5117.4 4868.1 249.3 0.050 
2 5108.9 4859.7 249.2 0.050 
SR2DD 0.25 1 4064.0 3657.6 406.4 0.081 
2 4067.5 3663.1 404.4 0.081 
1.0 1 4045.7 3727.0 318.7 0.064 
2 4041.1 3751.5 289.6 0.058 
2.0 1 4079.9 3794.5 285.4 0.057 
2 4087.4 3788.2 299.2 0.060 
4.0 1 4077.5 3825.5 252.0 0.050 
2 4056.0 3798.8 257.2 0.051 
7.0 1 4070.3 3855.8 214.5 0.043 
    2 4090.1 3861.3 228.8 0.046 
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Poured volume (mL) 
Cast Slope (%) Test # Applied  Collected Dm (mL) Dm (cm) 
SR1NT 0.25 1 5050.0 4205.6 844.4 0.169 
2 5087.0 4234.2 852.8 0.171 
1.0 1 5060.9 4372.1 688.8 0.138 
2 5068.1 4345.9 722.2 0.144 
2.0 1 5042.3 4456.2 586.1 0.117 
2 5106.8 4487.9 618.9 0.124 
4.0 1 5082.9 4568.3 514.6 0.103 
2 5103.2 4626.4 476.8 0.095 
7.0 1 5074.4 4689.6 384.8 0.077 
2 5095.2 4692.8 402.4 0.080 
SR2NT 0.25 1 5121.4 3446.1 1675.3 0.335 
2 5091.9 3437.6 1654.3 0.331 
1.0 1 5068.8 3904.3 1164.5 0.233 
2 5080.5 3909.9 1170.6 0.234 
2.0 1 5071.1 4198.5 872.6 0.175 
2 5073.0 4186.6 886.4 0.177 
4.0 1 5082.0 4441.6 640.4 0.128 
2 5094.1 4443.0 651.1 0.130 
7.0 1 5063.0 4632.8 430.2 0.086 
    2 5094.0 4672.8 421.2 0.084 
Poured volume (mL) 
Cast Slope (%) Test # Applied  Collected Dm (mL) Dm (cm) 
SR1PDD 0.25 1 5130.7 4436.6 694.1 0.139 
2 5098.1 4323.3 774.8 0.155 
1.0 1 5108.3 4713.6 394.7 0.079 
2 5105.1 4671.9 433.2 0.087 
2.0 1 5074.5 4781.7 292.8 0.059 
2 5082.9 4765.4 317.5 0.064 
4.0 1 5085.8 4897.7 188.1 0.038 
2 5095.3 4893.0 202.3 0.040 
7.0 1 5094.7 4936.5 158.2 0.032 
2 5070.9 4899.3 171.6 0.034 
SR2PDD 0.25 1 5094.0 4088.4 1005.6 0.201 
2 5075.1 4073.7 1001.4 0.200 
1.0 1 5052.8 4356.8 696.0 0.139 
2 5102.9 4391.0 711.9 0.142 
2.0 1 5129.3 4656.9 472.4 0.094 
2 5077.1 4611.7 465.4 0.093 
4.0 1 5117.1 4826.1 291.0 0.058 
2 5079.5 4759.2 320.3 0.064 
7.0 1 5081.9 4823.1 258.8 0.052 
2 5082.1 4851.0 231.1 0.046 
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3D regression analysis of Dm versus slope and each of the three roughness indices 
RA, R100, and R80 were performed in SigmaPlot. This analysis was performed for each of 
the equation forms shown in Equation 23 and 24. The following reports and figures show 
the regression analysis for each equation form and random roughness index.  
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3D Nonlinear Regression    
Data Source: Data 1 in 3D Regression, RA.JNB 
Equation: User-Defined 
Dm =a*R+b*(R^2)+c*R*S 
 
 
R  Rsqr  Adj Rsqr  Standard Error of Estimate 
 
0.753 0.567 0.552  0.046  
 
  Coefficient Std. Error t P  
 
a 0.576 0.082 7.032 <0.0001  
b -0.011 0.227 -0.050 0.9604  
c -0.049 0.008 -5.921 <0.0001  
 
Analysis of Variance:  
 
Analysis of Variance:  
  DF SS MS  
Regression 3 1.069 0.356  
Residual 57 0.121 0.002  
Total 60 1.190 0.020  
 
Corrected for the mean of the observations: 
  DF SS MS F P  
Regression 2 0.158 0.079 37.327 <0.0001  
Residual 57 0.121 0.002  
Total 59 0.278 0.005  
 
Statistical Tests: 
 
Normality Test (Shapiro-Wilk)   Failed (P = <0.0001) 
 
W Statistic= 0.8775 Significance Level = 0.0500 
 
Constant Variance Test  Failed (P = 0.0018) 
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Nonlinear Regression    
Data Source: Data 1 in 3D Regression, R100.JNB 
Equation: User-Defined 
Dm =a*R+b*(R^2)+c*R*S 
 
 
R  Rsqr  Adj Rsqr  Standard Error of Estimate 
 
0.6982 0.4874 0.4695  0.0500  
 
  Coefficient Std. Error t P  
 
a 0.3779 0.0537 7.0382 <0.0001  
b -0.0585 0.0916 -0.6387 0.5256  
c -0.0292 0.0055 -5.3184 <0.0001  
 
Analysis of Variance:  
 
Analysis of Variance:  
  DF SS MS  
Regression 3 1.0472 0.3491  
Residual 57 0.1427 0.0025  
Total 60 1.1899 0.0198  
 
Corrected for the mean of the observations: 
  DF SS MS F P  
Regression 2 0.1357 0.0678 27.1043 <0.0001  
Residual 57 0.1427 0.0025  
Total 59 0.2783 0.0047  
 
Statistical Tests: 
 
Normality Test (Shapiro-Wilk)   Failed (P = <0.0001) 
 
W Statistic= 0.8798 Significance Level = 0.0500 
 
Constant Variance Test  Failed (P = 0.0017) 
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Nonlinear Regression    
 
Data Source: Data 1 in 3D Regression, R80.JNB 
Equation: User-Defined 
Dm = a*R+b*(R^2)+c*R*S 
 
 
R  Rsqr  Adj Rsqr  Standard Error of Estimate 
 
0.73583172 0.54144833 0.52535879  0.04731865  
 
  Coefficient Std. Error t P  
 
a 0.62932897 0.08068184 7.80013192 <0.00000001  
b -0.15654403 0.22224554 -0.70437423 0.48406775  
c -0.04872198 0.00859333 -5.66974569 0.00000050  
 
Analysis of Variance:  
 
Analysis of Variance:  
  DF SS MS  
Regression 3 1.06226762 0.35408921  
Residual 57 0.12762611 0.00223905  
Total 60 1.18989374 0.01983156  
 
Corrected for the mean of the observations: 
  DF SS MS F P  
Regression 2 0.15069827 0.07534914 33.65221021 <0.00000001  
Residual 57 0.12762611 0.00223905  
Total 59 0.27832438 0.00471736  
 
Statistical Tests: 
 
Normality Test (Shapiro-Wilk)   Failed (P = 0.00003638) 
 
W Statistic= 0.88410751 Significance Level = 0.05000000 
 
Constant Variance Test  Failed (P = 0.00264387) 
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Nonlinear Regression    
Data Source: Data 13 in 3D Regression, RA.JNB 
Equation: User-Defined, a(R)+b(S)+c(S)^2 
Dm=a*R+b*S+c*S^2 
 
 
R  Rsqr  Adj Rsqr  Standard Error of Estimate 
 
0.75855134 0.57540014 0.56050190  0.04553319  
 
  Coefficient Std. Error t P  
 
a 0.59990208 0.03783532 15.85561074 <0.00000001  
b -0.02861267 0.00884687 -3.23421334 0.00203135  
c 0.00214380 0.00120103 1.78497335 0.07958699  
 
Analysis of Variance:  
 
Analysis of Variance:  
  DF SS MS  
Regression 3 1.07171724 0.35723908  
Residual 57 0.11817649 0.00207327  
Total 60 1.18989374 0.01983156  
 
Corrected for the mean of the observations: 
  DF SS MS F P  
Regression 2 0.16014789 0.08007394 38.62201902 <0.00000001  
Residual 57 0.11817649 0.00207327  
Total 59 0.27832438 0.00471736  
 
Statistical Tests: 
 
Normality Test (Shapiro-Wilk)   Failed (P = 0.00015541) 
 
W Statistic= 0.90197910 Significance Level = 0.05000000 
 
Constant Variance Test  Failed (P = 0.02473373) 
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Nonlinear Regression    
Data Source: Data 13 in 3D Regression, R100.JNB 
Equation: User-Defined, a(R)+b(S)+c(S)^2 
Dm =a*R+b*S+c*S^2 
 
 
R  Rsqr  Adj Rsqr  Standard Error of Estimate 
 
0.70052909 0.49074100 0.47287226  0.04986635  
 
  Coefficient Std. Error t P  
 
a 0.36291347 0.02565340 14.14680051 <0.00000001  
b -0.02760088 0.00976721 -2.82587030 0.00649012  
c 0.00202865 0.00132282 1.53358367 0.13066430  
 
Analysis of Variance:  
 
Analysis of Variance:  
  DF SS MS  
Regression 3 1.04815454 0.34938485  
Residual 57 0.14173920 0.00248665  
Total 60 1.18989374 0.01983156  
 
Corrected for the mean of the observations: 
  DF SS MS F P  
Regression 2 0.13658518 0.06829259 27.46366483 <0.00000001  
Residual 57 0.14173920 0.00248665  
Total 59 0.27832438 0.00471736  
 
Statistical Tests: 
 
Normality Test (Shapiro-Wilk)   Failed (P = 0.00012226) 
 
W Statistic= 0.89912678 Significance Level = 0.05000000 
 
Constant Variance Test  Failed (P = 0.00461688) 
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Nonlinear Regression    
Data Source: Data 13 in 3D Regression, RR.JNB 
Equation: User-Defined, a(R)+b(S)+c(S)^2 
Dm =a*R+b*S+c*S^2 
 
 
R  Rsqr  Adj Rsqr  Standard Error of Estimate 
 
0.73182342 0.53556551 0.51926957  0.04762121  
 
  Coefficient Std. Error t P  
 
a 0.59787625 0.03986295 14.99829531 <0.00000001  
b -0.02643445 0.00920010 -2.87327954 0.00569803  
c 0.00189590 0.00125110 1.51538060 0.13520232  
 
Analysis of Variance:  
 
Analysis of Variance:  
  DF SS MS  
Regression 3 1.06063029 0.35354343  
Residual 57 0.12926344 0.00226778  
Total 60 1.18989374 0.01983156  
 
Corrected for the mean of the observations: 
  DF SS MS F P  
Regression 2 0.14906094 0.07453047 32.86495219 <0.00000001  
Residual 57 0.12926344 0.00226778  
Total 59 0.27832438 0.00471736  
 
Statistical Tests: 
 
Normality Test (Shapiro-Wilk)   Failed (P = 0.00021831) 
 
W Statistic= 0.90595322 Significance Level = 0.05000000 
 
Constant Variance Test  Failed (P = 0.00553332) 
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9.2 DYNAMIC DEPRESSION STORAGE RESULTS 
The following tables show the results of the dynamic Ds tests. The exact 
procedure for point values of dynamic Ds is discussed in Section 3.6. The ‘expected 
rainrate’ value shown is the average of the two simulated rainfall tests which filled Ds 
maximally, labeled MAX 1 and MAX 2. The rate ranged from 9.9 to 9.0 cm/hr, the 
standard deviation was 0.21 cm/hr, and the average value for all tests was 9.5 cm/hr. The 
expected rainfall rate was then used to determine the volume of rainfall applied for the 4 
incremental Ds filling tests, labeled SEG 1 through SEG 4.    
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 Values of σ were determined for each set of dynamic Ds data on each of the three 
slopes investigated (0.25, 1.0, and 4.0%) as described in Section 4.1. The tables and 
figures below show the results of the non-linear regression analysis performed in 
Microsoft Excel for each cast and slope. An ‘if’ function was used within the program to 
represent the split form of Equation 11, and a solver function was used to find the value 
of σ which maximized R2. With the value of σ determined for each cast and slope, non-
linear regression in SigmaPlot was used to determine the exponential decay equation 
which best described the relationship between σ and Dm.  The results from SigmaPlot are 
shown after the tables and figures from the sigma value analysis. 
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SigmaPlot non-linear regression analysis: σ vs. Dm 
 
Nonlinear Regression    
Data Source: Data 1 in Sigma v MDs.JNB 
Equation: Exponential Decay, Single, 2 Parameter 
 
sigma = exp(-b*Dm) 
 
R  Rsqr  Adj Rsqr  Standard Error of Estimate 
0.718 0.516 0.501  0.173  
 
             Coefficient Std. Error t P  
b 3.340 0.754 4.431 <0.0001  
 
Analysis of Variance:   
  DF SS MS  
Regression 2 16.430 8.215  
Residual 34 1.018 0.030  
Total 36 17.448 0.485  
Corrected for the mean of the observations: 
  DF SS MS F P  
Regression 1 1.084 1.084 36.189 <0.0001  
Residual 34 1.018 0.030  
Total 35 2.102 0.060  
 
Statistical Tests: 
 
Normality Test (Shapiro-Wilk)   Passed (P = 0.3352) 
 
W Statistic= 0.9664 Significance Level = 0.0500 
 
Constant Variance Test  Passed (P = 0.2059) 
 
 
 
SigmaPlot non-linear data: σ vs. Dm 
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9.3 DYNAMIC DEPRESSION STORAGE MODELING DATA 
As discussed in Section 4.2, dynamic Ds impact factors, φ, of 0.3, 1.0, 3.0, 10, and 
30 were chosen for dynamic Ds analysis within HEC-HMS. The table below shows the 
parameters which describe each value of φ, as well as the parameter values found to 
mimic the effect of dynamic Ds filling predicted by Equation 11 with σ equal to 0 and 
with the Dm specified in Table 10. The ‘original’ row heading gives the original values of 
Ks and Cd shown in Table 10, while the ‘fitted’ heading shows the values fitted to mimic 
the effects of dynamic Ds filling. 
φ  value   i (cm/hr) K
s
 (cm/hr) Cd (cm) 
0.3 Original 1.0 0.2 6.2 
 
Fitted 1.0 0.111 33.9 
1 Original 6.5 1.3 2.65 
 
Fitted 6.5 0.735 11.4 
3.0 Original 6.5 1.3 2.1 
 
Fitted 6.5 0.740 11.7 
10 Original 30 6.0 6.2 
 
Fitted 30 3.359 29.7 
30 Original 1.0 0.2 2.65 
  Fitted 1.0 0.120 29.6 
 
The graphs below show the normalized unit width hydrographs produced by HEC-HMS 
for the each value of φ. The static Ds filling assumption is shown, as well as the 
mimicked dynamic Ds assumption produced by the manipulated values of Ks and Cd 
shown in the table above. Did not include SigmaPlot results. 
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9.4 COMPARISON OF DM  PREDICTION MODLES  
As discussed in the literature review of this study, many relationships between 
Dm, slope, and soil microrelief have been developed. One commonly cited relationship 
between slope and Dm which neglects the impact of soil surface roughness is presented in 
Shockley (1968) as cited by Dillon et al. (1972). In order to compare this relationship to 
other relationships investigated in this study, values of Dm for various tillage treatments 
were calculated and compared to the Shockley (1968) relationship. Random roughness 
values for the three tillage treatments investigated, P, D, and NT, were assumed to be 3.2, 
1.8, and 0.7 cm, respectively (Zobeck and Onstad, 1987). The figure below shows the Dm 
relationship to slope proposed by Shockley (1968) compared to the Dm predicted by the 
relationships proposed by Onstad (1984) and Mwendra and Feyen (1992) for various 
tillage treatments.  
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As can be seen, the relationship proposed by Shockley (1968) appears to overestimate the 
impact of slope on Dm significantly. This result supports the importance in including soil 
surface roughness in Dm prediction models, and brings into question the validity of using 
the commonly cited relationship from Shockley (1968) cited by Dillon et al. (1972) to 
predict Dm.    
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10. APPENDIX C:  STATISTICAL ANALYSIS RESULTS  
Following are the results of the analysis of variance tests, correlation tests, and 
step-wise regression analyses. All statistical analysis presented was performed in the 
program SigmaPlot.  
10.1 ANALYSIS OF VARIANCE TESTS 
Two Way Analysis of Variance  
 
Data source: Data 1 in Random roughness ANOVA Test.JNB 
 
Balanced Design 
 
Dependent Variable: RA  
 
Normality Test: Failed (P < 0.050) 
 
Equal Variance Test: Failed (P < 0.050) 
 
Source of Variation  DF   SS   MS    F    P   
Crop Type 1 0.0369 0.0369 17.979 0.005  
Tillage Type 2 0.00650 0.00325 1.581 0.281  
Crop Type x Tillage Type 2 0.0260 0.0130 6.333 0.033  
Residual 6 0.0123 0.00206    
Total 11 0.0818 0.00744    
 
 
Main effects cannot be properly interpreted if significant interaction is determined. This is because the size 
of a factor's effect depends upon the level of the other factor. 
 
The effect of different levels of Crop Type depends on what level of Tillage Type is present.  There is a 
statistically significant interaction between Crop Type and Tillage Type.  (P = 0.033) 
 
Power of performed test with alpha = 0.0500:  for Crop Type : 0.934 
Power of performed test with alpha = 0.0500:  for Tillage Type : 0.107 
Power of performed test with alpha = 0.0500:  for Crop Type x Tillage Type : 0.607 
 
Least square means for Crop Type :  
Group Mean  
Corn 0.341  
Soybean 0.230  
Std Err of LS Mean = 0.0185 
 
Least square means for Tillage Type :  
Group Mean  
DD 0.308  
NT 0.295  
PDD 0.253  
Std Err of LS Mean = 0.0227 
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Least square means for Crop Type x Tillage Type :  
Group Mean  
Corn x DD 0.429  
Corn x NT 0.323  
Corn x PDD 0.271  
Soybean x DD 0.187  
Soybean x NT 0.267  
Soybean x PDD 0.236  
Std Err of LS Mean = 0.0321 
 
 
All Pairwise Multiple Comparison Procedures (Holm-Sidak method): 
Overall significance level = 0.05 
 
Comparisons for factor: Tillage Type within Corn 
Comparison Diff of Means t Unadjusted P Critical Level Significant?  
DD vs. PDD 0.158 3.489 0.013 0.017 Yes  
DD vs. NT 0.105 2.325 0.059 0.025 No  
NT vs. PDD 0.0528 1.164 0.289 0.050 No  
 
 
Comparisons for factor: Tillage Type within Soybean 
Comparison Diff of Means t Unadjusted P Critical Level Significant?  
NT vs. DD 0.0805 1.775 0.126 0.017 No  
PDD vs. DD 0.0494 1.089 0.318 0.025 No  
NT vs. PDD 0.0311 0.686 0.518 0.050 No  
 
 
Comparisons for factor: Crop Type within DD 
Comparison Diff of Means t Unadjusted P Critical Level Significant?  
Corn vs. Soybean 0.242 5.341 0.002 0.050 Yes  
 
 
Comparisons for factor: Crop Type within NT 
Comparison Diff of Means t Unadjusted P Critical Level Significant?  
Corn vs. Soybean 0.0563 1.241 0.261 0.050 No  
 
 
Comparisons for factor: Crop Type within PDD 
Comparison Diff of Means t Unadjusted P Critical Level Significant?  
Corn vs. Soybean              0.0346           0.763             0.475                      0.050                            No  
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Two Way Analysis of Variance 
 
Data source: Data 1 in Random roughness ANOVA Test.JNB 
 
Balanced Design 
 
Dependent Variable: R100  
 
Normality Test: Passed (P = 0.785) 
 
Equal Variance Test: Failed (P < 0.050) 
 
Source of Variation  DF   SS   MS    F    P   
Crop Type 1 0.0830 0.0830 31.054 0.001  
Tillage Type 2 0.0229 0.0114 4.280 0.070  
Crop Type x Tillage Type 2 0.0764 0.0382 14.292 0.005  
Residual 6 0.0160 0.00267    
Total 11 0.198 0.0180    
 
 
Main effects cannot be properly interpreted if significant interaction is determined. This is because the size 
of a factor's effect depends upon the level of the other factor. 
 
The effect of different levels of Crop Type depends on what level of Tillage Type is present.  There is a 
statistically significant interaction between Crop Type and Tillage Type.  (P = 0.005) 
 
Power of performed test with alpha = 0.0500:  for Crop Type : 0.996 
Power of performed test with alpha = 0.0500:  for Tillage Type : 0.407 
Power of performed test with alpha = 0.0500:  for Crop Type x Tillage Type : 0.949 
 
Least square means for Crop Type :  
Group Mean  
Corn 0.551  
Soybean 0.384  
Std Err of LS Mean = 0.0211 
 
Least square means for Tillage Type :  
Group Mean  
DD 0.524  
NT 0.461  
PDD 0.418  
Std Err of LS Mean = 0.0259 
 
Least square means for Crop Type x Tillage Type :  
Group Mean  
Corn x DD 0.720  
Corn x NT 0.494  
Corn x PDD 0.438  
Soybean x DD 0.328  
Soybean x NT 0.428  
Soybean x PDD 0.397  
Std Err of LS Mean = 0.0366 
 
 
All Pairwise Multiple Comparison Procedures (Holm-Sidak method): 
Overall significance level = 0.05 
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Comparisons for factor: Tillage Type within Corn 
Comparison Diff of Means t Unadjusted P Critical Level Significant?  
DD vs. PDD 0.281 5.441 0.002 0.017 Yes  
DD vs. NT 0.226 4.377 0.005 0.025 Yes  
NT vs. PDD 0.0550 1.064 0.328 0.050 No  
 
 
Comparisons for factor: Tillage Type within Soybean 
Comparison Diff of Means t Unadjusted P Critical Level Significant?  
NT vs. DD 0.0995 1.924 0.103 0.017 No  
PDD vs. DD 0.0687 1.329 0.232 0.025 No  
NT vs. PDD 0.0307 0.594 0.574 0.050 No  
 
 
Comparisons for factor: Crop Type within DD 
Comparison Diff of Means t Unadjusted P Critical Level Significant?  
Corn vs. Soybean 0.392 7.574 <0.001 0.050 Yes  
 
 
Comparisons for factor: Crop Type within NT 
Comparison Diff of Means t Unadjusted P Critical Level Significant?  
Corn vs. Soybean 0.0659 1.274 0.250 0.050 No  
 
 
Comparisons for factor: Crop Type within PDD 
Comparison Diff of Means t Unadjusted P Critical Level Significant?  
Corn vs. Soybean 0.0416 0.804 0.452 0.050 No  
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Two Way Analysis of Variance  
 
Data source: Data 1 in Random roughness ANOVA Test.JNB 
 
Balanced Design 
 
Dependent Variable: R80  
 
Normality Test: Passed (P = 0.389) 
 
Equal Variance Test: Failed (P < 0.050) 
 
Source of Variation  DF   SS   MS    F    P   
Crop Type 1 0.0317 0.0317 22.755 0.003  
Tillage Type 2 0.00973 0.00486 3.492 0.099  
Crop Type x Tillage Type 2 0.0348 0.0174 12.481 0.007  
Residual 6 0.00836 0.00139    
Total 11 0.0846 0.00769    
 
 
Main effects cannot be properly interpreted if significant interaction is determined. This is because the size 
of a factor's effect depends upon the level of the other factor. 
 
The effect of different levels of Crop Type depends on what level of Tillage Type is present.  There is a 
statistically significant interaction between Crop Type and Tillage Type.  (P = 0.007) 
 
Power of performed test with alpha = 0.0500:  for Crop Type : 0.975 
Power of performed test with alpha = 0.0500:  for Tillage Type : 0.319 
Power of performed test with alpha = 0.0500:  for Crop Type x Tillage Type : 0.915 
 
Least square means for Crop Type :  
Group Mean  
Corn 0.332  
Soybean 0.229  
Std Err of LS Mean = 0.0152 
 
Least square means for Tillage Type :  
Group Mean  
DD 0.314  
NT 0.283  
PDD 0.245  
Std Err of LS Mean = 0.0187 
 
Least square means for Crop Type x Tillage Type :  
Group Mean  
Corn x DD 0.442  
Corn x NT 0.297  
Corn x PDD 0.257  
Soybean x DD 0.187  
Soybean x NT 0.268  
Soybean x PDD 0.232  
Std Err of LS Mean = 0.0264 
 
 
All Pairwise Multiple Comparison Procedures (Holm-Sidak method): 
Overall significance level = 0.05 
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Comparisons for factor: Tillage Type within Corn 
Comparison Diff of Means t Unadjusted P Critical Level Significant?  
DD vs. PDD 0.185 4.953 0.003 0.017 Yes  
DD vs. NT 0.145 3.874 0.008 0.025 Yes  
NT vs. PDD 0.0403 1.079 0.322 0.050 No  
 
 
Comparisons for factor: Tillage Type within Soybean 
Comparison Diff of Means t Unadjusted P Critical Level Significant?  
NT vs. DD 0.0816 2.187 0.071 0.017 No  
PDD vs. DD 0.0456 1.222 0.268 0.025 No  
NT vs. PDD 0.0360 0.965 0.372 0.050 No  
 
 
Comparisons for factor: Crop Type within DD 
Comparison Diff of Means t Unadjusted P Critical Level Significant?  
Corn vs. Soybean 0.255 6.833 <0.001 0.050 Yes  
 
 
Comparisons for factor: Crop Type within NT 
Comparison Diff of Means t Unadjusted P Critical Level Significant?  
Corn vs. Soybean 0.0288 0.772 0.469 0.050 No  
 
 
Comparisons for factor: Crop Type within PDD 
Comparison Diff of Means t Unadjusted P Critical Level Significant?  
Corn vs. Soybean 0.0245 0.657 0.535 0.050 No  
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Two Way Analysis of Variance  
 
Data source: Data 1 in Partially Imbedded Residue ANOVA Test.JNB 
 
Balanced Design 
 
Dependent Variable: Partially Imbedded Residue, IR (%)  
 
Normality Test: Failed (P < 0.050) 
 
Equal Variance Test: Failed (P < 0.050) 
 
Source of Variation  DF   SS   MS    F    P   
Crop Type 1 424.354 424.354 30.233 0.002  
Tillage Type 2 1060.027 530.013 37.760 <0.001  
Crop Type x Tillage Type 2 410.580 205.290 14.626 0.005  
Residual 6 84.218 14.036    
Total 11 1979.179 179.925    
 
 
Main effects cannot be properly interpreted if significant interaction is determined. This is because the size 
of a factor's effect depends upon the level of the other factor. 
 
The effect of different levels of Crop Type depends on what level of Tillage Type is present.  There is a 
statistically significant interaction between Crop Type and Tillage Type.  (P = 0.005) 
 
Power of performed test with alpha = 0.0500:  for Crop Type : 0.995 
Power of performed test with alpha = 0.0500:  for Tillage Type : 1.000 
Power of performed test with alpha = 0.0500:  for Crop Type x Tillage Type : 0.953 
 
Least square means for Crop Type :  
Group Mean  
Corn 18.080  
Soybean 6.187  
Std Err of LS Mean = 1.530 
 
Least square means for Tillage Type :  
Group Mean  
DD 22.900  
NT 13.500  
PDD 0.000  
Std Err of LS Mean = 1.873 
 
Least square means for Crop Type x Tillage Type :  
Group Mean  
Corn x DD 36.800  
Corn x NT 17.440  
Corn x PDD 0.000  
Soybean x DD 9.000  
Soybean x NT 9.560  
Soybean x PDD 0.000  
Std Err of LS Mean = 2.649 
 
 
All Pairwise Multiple Comparison Procedures (Holm-Sidak method): 
Overall significance level = 0.05 
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Comparisons for factor: Tillage Type within Corn 
Comparison Diff of Means t Unadjusted P Critical Level Significant?  
DD vs. PDD 36.800 9.822 <0.001 0.017 Yes  
DD vs. NT 19.360 5.167 0.002 0.025 Yes  
NT vs. PDD 17.440 4.655 0.003 0.050 Yes  
 
 
Comparisons for factor: Tillage Type within Soybean 
Comparison Diff of Means t Unadjusted P Critical Level Significant?  
NT vs. PDD 9.560 2.552 0.043 0.017 No  
DD vs. PDD 9.000 2.402 0.053 0.025 No  
NT vs. DD 0.560 0.149 0.886 0.050 No  
 
 
Comparisons for factor: Crop Type within DD 
Comparison Diff of Means t Unadjusted P Critical Level Significant?  
Corn vs. Soybean 27.800 7.420 <0.001 0.050 Yes  
 
 
Comparisons for factor: Crop Type within NT 
Comparison Diff of Means t Unadjusted P Critical Level Significant?  
Corn vs. Soybean 7.880 2.103 0.080 0.050 No  
 
 
Comparisons for factor: Crop Type within PDD 
Comparison Diff of Means t Unadjusted P Critical Level Significant?  
Corn vs. Soybean 0.000 0.000 1.000 0.050 No  
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Three Way Analysis of Variance  
 
Data source: Data 1 in Dm ANOVA Test.JNB 
 
Balanced Design 
 
Dependent Variable: Dm (cm)  
 
Normality Test: Failed (P < 0.050) 
 
Equal Variance Test: Failed (P < 0.050) 
 
Source of Variation  DF   SS   MS    F    P   
Crop Type 1 2.178 2.178 16.266 <0.001  
Tillage Type 2 5.364 2.682 20.029 <0.001  
Slope (%) 4 9.183 2.296 17.146 <0.001  
Crop Type x Tillage Type 2 4.067 2.034 15.188 <0.001  
Crop Type x Slope (%) 4 0.0187 0.00467 0.0349 0.998  
Tillage Type x Slope (%) 8 2.274 0.284 2.123 0.065  
Crop Type x Tillage Type x Slo 8 0.731 0.0914 0.682 0.703  
Residual 30 4.017 0.134    
Total 59 27.832 0.472    
 
 
The main effects for Crop Type cannot be properly interpreted since the size of the factor's effect depends 
upon the level of another factor. 
 
The main effects for Tillage Type cannot be properly interpreted since the size of the factor's effect depends 
upon the level of another factor. 
 
The difference in the mean values among the different levels of Slope (%) are greater than would be 
expected by chance after allowing for the effects of differences in Crop Type and Tillage Type.  There is a 
statistically significant difference (P = <0.001).  To isolate which group(s) differ from the others use a 
multiple comparison procedure. 
 
The effect of different levels of Crop Type depends on what level of Tillage Type is present.  There is a 
statistically significant interaction between Crop Type and Tillage Type.  (P = <0.001) 
 
The effect of different levels of Crop Type does not depend on what level of Slope (%) is present.  There is 
not a statistically significant interaction between Crop Type and Slope (%).  (P = 0.998) 
 
The effect of different levels of Tillage Type does not depend on what level of Slope (%) is present.  There 
is not a statistically significant interaction between Tillage Type and Slope (%).  (P = 0.065) 
 
 
All Pairwise Multiple Comparison Procedures (Holm-Sidak method): 
Overall significance level = 0.05 
 
Comparisons for factor: Slope (%) 
Comparison Diff of Means t Unadjusted P Critical Level Significant?  
0.250 vs. 7.000 1.113 7.452 <0.001 0.005 Yes  
0.250 vs. 4.000 0.939 6.286 <0.001 0.006 Yes  
0.250 vs. 2.000 0.697 4.664 <0.001 0.006 Yes  
1.000 vs. 7.000 0.671 4.491 <0.001 0.007 Yes  
1.000 vs. 4.000 0.497 3.326 0.002 0.009 Yes  
0.250 vs. 1.000 0.442 2.960 0.006 0.010 Yes  
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2.000 vs. 7.000 0.416 2.788 0.009 0.013 Yes  
1.000 vs. 2.000 0.255 1.704 0.099 0.017 No  
2.000 vs. 4.000 0.242 1.622 0.115 0.025 No  
4.000 vs. 7.000 0.174 1.166 0.253 0.050 No  
 
 
Comparisons for factor: Tillage Type within Soybean 
Comparison Diff of Means t Unadjusted P Critical Level Significant?  
DD vs. PDD 0.915 5.591 <0.001 0.017 Yes  
NT vs. PDD 0.805 4.917 <0.001 0.025 Yes  
DD vs. NT 0.110 0.673 0.506 0.050 No  
 
 
Comparisons for factor: Tillage Type within Corn 
Comparison Diff of Means t Unadjusted P Critical Level Significant?  
NT vs. DD 0.914 5.583 <0.001 0.017 Yes  
NT vs. PDD 0.658 4.019 <0.001 0.025 Yes  
PDD vs. DD 0.256 1.564 0.128 0.050 No  
 
 
Comparisons for factor: Crop Type within DD 
Comparison Diff of Means t Unadjusted P Critical Level Significant?  
Soybean vs. Corn 1.113 6.799 <0.001 0.050 Yes  
 
 
Comparisons for factor: Crop Type within NT 
Comparison Diff of Means t Unadjusted P Critical Level Significant?  
Soybean vs. Corn 0.0887 0.542 0.592 0.050 No  
 
 
Comparisons for factor: Crop Type within PDD 
Comparison Diff of Means t Unadjusted P Critical Level Significant?  
Corn vs. Soybean 0.0582 0.355 0.725 0.050 No  
 
 
Comparisons for factor: Crop Type within 0.25 
Comparison Diff of Means t Unadjusted P Critical Level Significant?  
Soybean vs. Corn 0.315 1.492 0.146 0.050 No  
 
 
Comparisons for factor: Crop Type within 1 
Comparison Diff of Means t Unadjusted P Critical Level Significant?  
Soybean vs. Corn 0.399 1.888 0.069 0.050 No  
 
 
Comparisons for factor: Crop Type within 2 
Comparison Diff of Means t Unadjusted P Critical Level Significant?  
Soybean vs. Corn 0.420 1.986 0.056 0.050 No  
 
 
Comparisons for factor: Crop Type within 4 
Comparison Diff of Means t Unadjusted P Critical Level Significant?  
Soybean vs. Corn 0.390 1.844 0.075 0.050 No  
 
 
Comparisons for factor: Crop Type within 7 
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Comparison Diff of Means t Unadjusted P Critical Level Significant?  
Soybean vs. Corn 0.382 1.808 0.081 0.050 No  
 
 
Comparisons for factor: Tillage Type within 0.25 
Comparison Diff of Means t Unadjusted P Critical Level Significant?  
NT vs. PDD 1.267 4.896 <0.001 0.017 Yes  
NT vs. DD 1.159 4.479 <0.001 0.025 Yes  
DD vs. PDD 0.108 0.417 0.680 0.050 No  
 
 
Comparisons for factor: Tillage Type within 1 
Comparison Diff of Means t Unadjusted P Critical Level Significant?  
NT vs. PDD 0.924 3.570 0.001 0.017 Yes  
NT vs. DD 0.645 2.492 0.018 0.025 Yes  
DD vs. PDD 0.279 1.078 0.290 0.050 No  
 
 
Comparisons for factor: Tillage Type within 2 
Comparison Diff of Means t Unadjusted P Critical Level Significant?  
NT vs. PDD 0.694 2.681 0.012 0.017 Yes  
DD vs. PDD 0.395 1.525 0.138 0.025 No  
NT vs. DD 0.299 1.156 0.257 0.050 No  
 
 
Comparisons for factor: Tillage Type within 4 
Comparison Diff of Means t Unadjusted P Critical Level Significant?  
DD vs. PDD 0.469 1.814 0.080 0.017 No  
NT vs. PDD 0.465 1.797 0.082 0.025 No  
DD vs. NT 0.00427 0.0165 0.987 0.050 No  
 
 
Comparisons for factor: Tillage Type within 7 
Comparison Diff of Means t Unadjusted P Critical Level Significant?  
DD vs. PDD 0.397 1.533 0.136 0.017 No  
NT vs. PDD 0.307 1.186 0.245 0.025 No  
DD vs. NT 0.0900 0.348 0.731 0.050 No  
 
 
Power of performed test with alpha = 0.0500:  for Crop Type : 0.977 
Power of performed test with alpha = 0.0500:  for Tillage Type : 1.000 
Power of performed test with alpha = 0.0500:  for Slope (%) : 1.000 
Power of performed test with alpha = 0.0500:  for Crop Type x Tillage Type : 0.999 
Power of performed test with alpha = 0.0500:  for Crop Type x Slope (%) : 0.0500 
Power of performed test with alpha = 0.0500:  for Tillage Type x Slope (%) : 0.418 
  
192 
 
10.2 CORRELATION TESTS 
Pearson Product Moment Correlation  
 
Data source:  RA (cm) in R to IR% Correlation.JNB 
 
Cell Contents: 
Correlation Coefficient 
P Value 
Number of Samples 
 
                RA (cm)  
IR (%) 0.774  
 0.00315  
    12  
   
RA (cm)   
    
The pair(s) of variables with positive correlation coefficients and P values below 0.050 tend to increase 
together. For the pairs with negative correlation coefficients and P values below 0.050, one variable tends 
to decrease while the other increases. For pairs with P values greater than 0.050, there is no significant 
relationship between the two variables. 
 
 
 
 
 
Pearson Product Moment Correlation  
 
Data source: R100 (cm) in R to IR% Correlation.JNB 
 
Cell Contents: 
Correlation Coefficient 
P Value 
Number of Samples 
 
  R100 (cm)  
IR (%) 0.809  
 0.00145  
 12  
   
R100 (cm)   
 
The pair(s) of variables with positive correlation coefficients and P values below 0.050 tend to increase 
together. For the pairs with negative correlation coefficients and P values below 0.050, one variable tends 
to decrease while the other increases. For pairs with P values greater than 0.050, there is no significant 
relationship between the two variables. 
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Pearson Product Moment Correlation  
 
Data source:  R80 (cm) in R to IR% Correlation.JNB 
 
Cell Contents: 
Correlation Coefficient 
P Value 
Number of Samples 
 
  R80 (cm)  
IR (%) 0.814  
 0.00128  
 12  
   
R80 (cm)    
 
The pair(s) of variables with positive correlation coefficients and P values below 0.050 tend to increase 
together. For the pairs with negative correlation coefficients and P values below 0.050, one variable tends 
to decrease while the other increases. For pairs with P values greater than 0.050, there is no significant 
relationship between the two variables. 
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10.3 STEP-WISE REGRESSION ANALYSIS  
Forward Stepwise Regression:  
 
Data source: RA (cm) in 3D Regression.JNB 
 
Dependent Variable:Dm (cm) 
 
F-to-Enter:  4.00000000    P  = 0.05011041 
 
F-to-Remove:  3.90000000    P  = 0.05297151 
 
Step 0:  
Standard Error of Estimate = 0.068683057  
 
Analysis of Variance: 
Group  DF   SS   MS    F    P   
Residual 59 0.27832438 0.0047173624    
 
Variables in Model 
Group Coef. Std. Coeff. Std. Error F-to-Remove   P   
Constant 0.12325917  0.0088669446    
 
Variables not in Model 
Group F-to-Enter   P   
R 25.01070414 0.00000543  
S 21.38021431 0.00002102  
R*S 6.63330993 0.01253461  
R^2 22.83736139 0.00001211  
S^2 14.58438918 0.00032424  
R*S^2 6.85083292 0.01123835  
S*R^2 1.00614668 0.31992400  
 
Step 1: RR Entered 
R  = 0.54890339  Rsqr  = 0.30129493  Adj Rsqr  = 0.28924829  
Standard Error of Estimate = 0.057904001  
 
Analysis of Variance: 
Group  DF   SS   MS    F    P   
Regression 1 0.083857724 0.083857724 25.01070414 0.00000560  
Residual 58 0.19446666 0.0033528734    
 
Variables in Model 
Group Coef. Std. Coeff. Std. Error F-to-Remove   P   
Constant -0.0059963620  0.026904923    
RR 0.45278693 0.54890339 0.090538006 25.01070414 0.00000560  
 
Variables not in Model 
Group F-to-Enter   P   
S 35.75586263 0.00000015  
R*S 35.11112019 0.00000018  
R^2 1.37063920 0.24648982  
S^2 23.00842150 0.00001167  
R*S^2 23.02734869 0.00001159  
S*R^2 27.71360418 0.00000214  
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Step 2: S Entered 
R  = 0.75540338  Rsqr  = 0.57063427  Adj Rsqr  = 0.55556880  
Standard Error of Estimate = 0.045788023  
 
Analysis of Variance: 
Group  DF   SS   MS    F    P   
Regression 2 0.15882143 0.079410714 37.87697819 <0.00000001  
Residual 57 0.11950295 0.0020965430    
 
Variables in Model 
Group Coef. Std. Coeff. Std. Error F-to-Remove   P   
Constant 0.035512144  0.022379092    
RR 0.45278693 0.54890339 0.071593606 39.99809375 0.00000004  
S -0.014564388 -0.51897913 0.0024356710 35.75586263 0.00000016  
 
Variables not in Model 
Group F-to-Enter   P   
R*S 0.52407859 0.47206786  
R^2 2.22486520 0.14131857  
S^2 7.22920043 0.00938878  
R*S^2 1.20561005 0.27681993  
S*R^2 0.53496164 0.46752466  
 
Step 3: S^2 Entered 
R  = 0.78722617  Rsqr  = 0.61972505  Adj Rsqr  = 0.59935318  
Standard Error of Estimate = 0.043474087  
 
Analysis of Variance: 
Group  DF   SS   MS    F    P   
Regression 3 0.17248459 0.057494863 30.42062290 <0.00000001  
Residual 56 0.10583979 0.0018899963    
 
Variables in Model 
Group Coef. Std. Coeff. Std. Error F-to-Remove   P   
Constant 0.058525034  0.022907231    
R 0.45278693 0.54890339 0.067975564 44.36925415 0.00000001  
S -0.038981767 -1.38905412 0.0093712476 17.30327132 0.00011056  
S^2 0.0033239351 0.89784257 0.0012362531 7.22920043 0.00943066  
 
Variables not in Model 
Group F-to-Enter   P   
R*S 0.58186970 0.44878178  
R^2 2.47994004 0.12093983  
R*S^2 0.59877426 0.44230059  
S*R^2 0.59396776 0.44412839  
 
Summary Table 
Step # Vars. Entered R  RSqr  Delta RSqr Vars in Model  
1 RR 0.54890339 0.30129493 0.30129493 1  
2 S 0.75540338 0.57063427 0.26933934 2  
3 S^2 0.78722617 0.61972505 0.049090783 3  
 
 
The dependent variable MDs (cm) can be predicted from a linear combination of the independent variables: 
    P   
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R 0.00000001  
S 0.00011056  
S^2 0.00943066  
 
 
The following variables did not significantly add to the ability of the equation to predict MDs (cm) and 
were not included in the final equation:                                    R*S R^2 R*S^2 S*R^2     
 
Normality Test (Shapiro-Wilk) Failed (P = 0.00044699) 
 
Constant Variance Test: Failed (P = 0.00359059) 
 
Power of performed test with alpha = 0.05000000: 1.00000000 
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Forward Stepwise Regression:  
 
Data source: R100 (cm) in 3D Regression.JNB 
 
Dependent Variable:MDs (cm) 
 
F-to-Enter:  4.00000000    P  = 0.05011041 
 
F-to-Remove:  3.90000000    P  = 0.05297151 
 
Step 0:  
Standard Error of Estimate = 0.068683057  
 
Analysis of Variance: 
Group  DF   SS   MS    F    P   
Residual 59 0.27832438 0.0047173624    
 
Variables in Model 
Group Coef. Std. Coeff. Std. Error F-to-Remove   P   
Constant 0.12325917  0.0088669446    
 
Variables not in Model 
Group F-to-Enter   P   
R100  (cm) 17.30049147 0.00010492  
S 21.38021431 0.00002102  
R*S 7.52965148 0.00802759  
R^2 14.90131633 0.00028350  
S^2 14.58438918 0.00032424  
R*S^2 7.28975427 0.00903477  
S*R^2 0.14838997 0.70146402  
 
Step 1: S Entered 
R  = 0.51897913  Rsqr  = 0.26933934  Adj Rsqr  = 0.25674174  
Standard Error of Estimate = 0.059213331  
 
Analysis of Variance: 
Group  DF   SS   MS    F    P   
Regression 1 0.074963704 0.074963704 21.38021431 0.00002153  
Residual 58 0.20336068 0.0035062186    
 
Variables in Model 
Group Coef. Std. Coeff. Std. Error F-to-Remove   P   
Constant 0.16476767  0.011790821    
S -0.014564388 -0.51897913 0.0031498235 21.38021431 0.00002153  
 
Variables not in Model 
Group F-to-Enter   P   
R100  (cm) 26.14433218 0.00000372  
R*S 11.90617944 0.00104972  
R^2 22.13943143 0.00001615  
S^2 4.10548457 0.04735183  
R*S^2 11.60964403 0.00119812  
S*R^2 7.05636218 0.01018396  
 
Step 2: R100  (cm) Entered 
R  = 0.70646447  Rsqr  = 0.49909204  Adj Rsqr  = 0.48151632  
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Standard Error of Estimate = 0.049455792  
 
Analysis of Variance: 
Group  DF   SS   MS    F    P   
Regression 2 0.13890948 0.069454742 28.39668023 <0.00000001  
Residual 57 0.13941490 0.0024458754    
 
Variables in Model 
Group Coef. Std. Coeff. Std. Error F-to-Remove   P  
Constant 0.046088520  0.025213300    
R100  (cm) 0.25389339 0.47932526 0.049654957 26.14433218 0.00000385  
S -0.014564388 -0.51897913 0.0026307761 30.64902829 0.00000082  
 
Variables not in Model 
Group F-to-Enter   P   
R*S 0.024626605 0.87585561  
R^2 2.98755597 0.08932071  
S^2 6.08450494 0.01666700  
R*S^2 2.03224139 0.15944685  
S*R^2 0.41706055 0.52099892  
 
Step 3: S^2 Entered 
R  = 0.74039369  Rsqr  = 0.54818282  Adj Rsqr  = 0.52397833  
Standard Error of Estimate = 0.047387411  
 
Analysis of Variance: 
Group  DF   SS   MS    F    P   
Regression 3 0.15257264 0.050857548 22.64797924 <0.00000001  
Residual 56 0.12575174 0.0022455667    
 
Variables in Model 
Group Coef. Std. Coeff. Std. Error F-to-Remove   P  
Constant 0.069101410  0.025897638    
R100  (cm) 0.25389339 0.47932526 0.047578246 28.47645474 0.00000177  
S -0.038981767 -1.38905412 0.010214801 14.56341416 0.00034072  
S^2 0.0033239351 0.89784257 0.0013475345 6.08450494 0.01672305  
 
Variables not in Model 
Group F-to-Enter   P   
R*S 0.026816071 0.87051272  
R^2 3.27197982 0.07584191  
R*S^2 0.052908701 0.81891523  
S*R^2 0.0039684860 0.94999407  
 
Summary Table 
Step # Vars. Entered R  RSqr  Delta RSqr Vars in Model  
1 S 0.51897913 0.26933934 0.26933934 1  
2 R100  (cm) 0.70646447 0.49909204 0.22975270 2  
3 S^2 0.74039369 0.54818282 0.049090783 3  
 
 
The dependent variable MDs (cm) can be predicted from a linear combination of the independent variables: 
    P   
R100  (cm) 0.00000177  
S 0.00034072  
S^2 0.01672305  
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The following variables did not significantly add to the ability of the equation to predict MDs (cm) and 
were not included in the final equation:                                    R*S R^2 R*S^2 S*R^2     
 
Normality Test (Shapiro-Wilk) Failed (P = 0.00045976) 
 
Constant Variance Test: Failed (P = 0.00040164) 
 
Power of performed test with alpha = 0.05000000: 0.99999991 
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Forward Stepwise Regression:  
 
Data source: R80 in 3D Regression.JNB 
 
Dependent Variable:Dm (cm) 
 
F-to-Enter:  4.00000000    P  = 0.05011041 
 
F-to-Remove:  3.90000000    P  = 0.05297151 
 
Step 0:  
Standard Error of Estimate = 0.068683057  
 
Analysis of Variance: 
Group  DF   SS   MS    F    P   
Residual 59 0.27832438 0.0047173624    
 
Variables in Model 
Group Coef. Std. Coeff. Std. Error F-to-Remove   P   
Constant 0.12325917  0.0088669446    
 
Variables not in Model 
Group F-to-Enter   P   
R80 (cm) 22.44473927 0.00001403  
S 21.38021431 0.00002102  
R*S 6.32138090 0.01467649  
R^2 19.12408033 0.00005052  
S^2 14.58438918 0.00032424  
R*S^2 6.57751111 0.01289200  
S*R^2 0.79767629 0.37541761  
 
Step 1: RR 80 (cm) Entered 
R  = 0.52821224  Rsqr  = 0.27900817  Adj Rsqr  = 0.26657727  
Standard Error of Estimate = 0.058820241  
 
Analysis of Variance: 
Group  DF   SS   MS    F    P   
Regression 1 0.077654775 0.077654775 22.44473927 0.00001440  
Residual 58 0.20066961 0.0034598208    
 
Variables in Model 
Group Coef. Std. Coeff. Std. Error F-to-Remove   P   
Constant 0.0029910030  0.026497360    
R80 (cm) 0.42857039 0.52821224 0.090461728 22.44473927 0.00001440  
 
Variables not in Model 
Group F-to-Enter   P   
S 33.99149208 0.00000026  
R*S 31.87954010 0.00000052  
R^2 3.54623292 0.06469848  
S^2 22.02241702 0.00001688  
R*S^2 21.18036346 0.00002324  
S*R^2 24.14263684 0.00000768  
 
Step 2: S Entered 
R  = 0.74050490  Rsqr  = 0.54834750  Adj Rsqr  = 0.53250005  
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Standard Error of Estimate = 0.046961332  
 
Analysis of Variance: 
Group  DF   SS   MS    F    P   
Regression 2 0.15261848 0.076309240 34.60161083 <0.00000001  
Residual 57 0.12570590 0.0022053667    
 
Variables in Model 
Group Coef. Std. Coeff. Std. Error F-to-Remove   P   
Constant 0.044499509  0.022321031    
RR 80 (cm) 0.42857039 0.52821224 0.072223492 35.21172958 0.00000018  
S -0.014564388 -0.51897913 0.0024980845 33.99149208 0.00000027  
 
Variables not in Model 
Group F-to-Enter   P   
R*S 0.19424226 0.66107609  
R^2 5.77598035 0.01952299  
S^2 6.82897493 0.01145005  
R*S^2 1.46560572 0.23103635  
S*R^2 0.27209845 0.60394865  
 
Step 3: S^2 Entered 
R  = 0.77294132  Rsqr  = 0.59743829  Adj Rsqr  = 0.57587248  
Standard Error of Estimate = 0.044729892  
 
Analysis of Variance: 
Group  DF   SS   MS    F    P   
Regression 3 0.16628164 0.055427214 27.70303538 <0.00000001  
Residual 56 0.11204274 0.0020007632    
 
Variables in Model 
Group Coef. Std. Coeff. Std. Error F-to-Remove   P   
Constant 0.067512399  0.023012085    
R80 (cm) 0.42857039 0.52821224 0.068791681 38.81257675 0.00000006  
S -0.038981767 -1.38905412 0.0096419480 16.34532162 0.00016291  
S^2 0.0033239351 0.89784257 0.0012719639 6.82897493 0.01149657  
 
Variables not in Model 
Group F-to-Enter   P   
R*S 0.21412830 0.64534390  
R^2 6.44569031 0.01392823  
R*S^2 0.26155619 0.61106377  
S*R^2 0.30000609 0.58605522  
 
Step 4: RR^2 Entered 
R  = 0.79979201  Rsqr  = 0.63966726  Adj Rsqr  = 0.61346124  
Standard Error of Estimate = 0.042701796  
 
Analysis of Variance: 
Group  DF   SS   MS    F    P   
Regression 4 0.17803499 0.044508748 24.40917435 <0.00000001  
Residual 55 0.10028939 0.0018234434    
 
Variables in Model 
Group Coef. Std. Coeff. Std. Error F-to-Remove   P   
Constant -0.12317416  0.078254799    
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R80 (cm) 1.73553661 2.13904575 0.51896154 11.18400150 0.00149068  
S -0.038981767 -1.38905412 0.0092047731 17.93481376 0.00008765  
R^2 -2.05230144 -1.62388842 0.80836301 6.44569031 0.01398145  
S^2 0.0033239351 0.89784257 0.0012142918 7.49305498 0.00832666  
 
Variables not in Model 
Group F-to-Enter   P   
R*S 0.23498063 0.62978016  
R*S^2 0.28705620 0.59427334  
S*R^2 0.041865331 0.83863200  
 
Summary Table 
Step # Vars. Entered R  RSqr  Delta RSqr Vars in Model  
1 R80 (cm) 0.52821224 0.27900817 0.27900817 1  
2 S 0.74050490 0.54834750 0.26933934 2  
3 S^2 0.77294132 0.59743829 0.049090783 3  
4 RR^2 0.79979201 0.63966726 0.042228969 4  
 
 
The dependent variable MDs (cm) can be predicted from a linear combination of the independent variables: 
    P   
R80 (cm) 0.00149068 
S 0.00008765 
R^2 0.01398145 
S^2 0.00832666 
 
 
The following variables did not significantly add to the ability of the equation to predict MDs (cm) and 
were not included in the final equation:                                            R*S R*S^2 S*R^2      
 
Normality Test (Shapiro-Wilk) Failed (P = 0.00559684) 
 
Constant Variance Test: Failed (P = 0.00022851) 
 
Power of performed test with alpha = 0.05000000: 1.00000000 
 
