Most imaging sensors have limited dynamic range and hence are sensitive to only a part of the illumination range present in a natural scene. The dynamic range can be improved by acquiring multiple images of the same scene under different exposure settings and then combining them. In this paper, we describe a camera design for simultaneously acquiring multiple images. The cross-section of the incoming beam from a scene point is partitioned into as many parts as the required number of images. This is done by splitting the aperture into multiple parts and directing the beam exiting from each in a different direction using an assembly of mirrors. A sensor is placed in the path of each beam and exposure of each sensor is controlled either by appropriately setting its exposure parameter, or by splitting the incoming beam unevenly. The resulting multiple exposure images are used to construct a high dynamic range image. We have implemented a video-rate camera based on this design and the results obtained are presented.
Introduction
The brightness variation within a real-world scene is usually quite large. A conventional digital camera provides only 8-bits (256 levels) of brightness information which is typically inadequate to faithfully capture the entire range of illumination levels and results in an image with many areas either too dark (under saturated or clipped) or too bright (oversaturated). The range of brightness levels that can be captured by a sensor without clipping or saturation is often referred to as the dynamic range.
The dynamic range of a sensor can be improved using a number of techniques. The basic idea is to acquire multiple images using different exposure settings, thus capturing different sections of the scene brightness range. These multiple exposure images are then combined (mosaiced in intensity space) to cover a larger * Present address: Sarnoff Corporation, 201 Washington Road, Princeton, NJ 08540, USA. brightness range which is the union of those covered by the individual images. We briefly review various approaches to high dynamic range imaging; for a more comprehensive survey the reader is referred to Nayar and Mitsunaga (2000) . There are two main types of high dynamic range cameras, depending on the rate at which they can capture images. The first type can be classified as that not having video-rate capability because it acquires or analyzes images over an extended period of time and is therefore suited for only stationary scenes (Burt and Kolczynski, 1993; Debevec and Malik, 1997; Madden, 1996; Mann and Picard, 1995; Mitsunaga and Nayar, 1999; Takahashi et al., 1997) . The most straightforward such approach acquires a series of multiple exposure images on the same sensor, one after another, and then combines them into a high dynamic range image. Alternatively, a special high dynamic range sensor has been proposed in Brajovic and Kanade (1996) , that measures the time it takes to reach saturation, instead of measuring the amount of charge accumulated at the pixel as is usual.
The recorded times are used to convert them into a high dynamic range image. The second type of cameras can be considered as those that acquires images at high rates, e.g., at video-rate, using a number of techniques, that offer different tradeoffs. One such technique, that offers a tradeoff between spatial resolution and quality for high dynamic range is presented in Harada (2000) and Nayar and Mitsunaga (2000) . N images with different exposures are captured on a single sensor at ( 1 N th) the resolution of the sensor. Interpolation is used to construct a full-resolution image. In another related approach, each pixel is designed to have parts which act as multiple sensing elements with different sensitivities to light (Street, 1998) . Both of these approaches use a single sensor, but require specialized and expensive chip-level hardware design. Alternatively, the imaging speed can be maximized by acquiring multiple independent images on distinct sensors simultaneously. The resulting high dynamic range image has the same resolution as the sensor. A number of such videorate high dynamic range cameras have been disclosed in patents (Ikeda, 1998; Saito, 1996; Hideaki et al., 1996; Tsutomu, 1998) , which employ a single lens but multiple sensors. The high dynamic range camera presented in this paper belongs to this category.
The basic idea in multiple sensor based high dynamic range cameras is to split the light refracted from the lens into multiple beams, each of which is then allowed to converge on a sensor suitably placed in the path of the beam. Traditionally, the splitting has been performed by beam-splitting elements such as semi-transparent mirrors, polka-dot beamsplitters, dichroic cube beamsplitters, pellicle beamsplitters and special prisms (EIO, 2000; Hideaki et al., 1996; Saito, 1996; Ikeda, 1998; Tsutomu, 1998) . There are three important considerations involved in these designs. First, besides splitting the light into multiple beams, the traditional splitters introduce additional lens aberrations because many of them are made of glass with finite thickness and refract light (except pellicle beamsplitters, which is a thin film). This problem has been addressed by designing the camera lens that compensates for the additional aberrations introduced by the beamsplitting apparatus. Second, most of the splitters are two-way, except for the special prisms which can split the light into three beams. In order to generate more than three beams, the splitters may be used in succession. However, the number of splitters that can be so accommodated physically is severely constrained due to the typically short optical path between the lens and the sensor. The optical path can be increased by adding relay lenses, but at the cost of increasing design complexity and size. Moreover, to change the required degree of split will require significant optical redesign of various lens elements. Third, a precise alignment of various optical elements and sensors is required, which becomes increasingly complex with increasing number of elements. For example, a 3-sensor design using a cascade of two 2-way splitters will have more complex alignment issues than a design based on a single 3-way splitter.
In this paper, we use a beam-splitting method based on mirrors. A compact mirror based approach to beam splitting has been described in several patents (Harvey, 1998; Kaneko et al., 1993; Rubin et al., 1998) . Kaneko et al., and Rubin et al., used an assembly of mirrors between the lens and the sensors to split and map the field of view of the lens onto N sensors, thereby increasing the overall resolution by N . Harvey used an arrangement of mirrors (8-sided glass pyramid with mirrored faces) that enabled multiple identical images to be formed on the sensors. These images were accessed cyclically with a period of 1/30 seconds, to obtain a frame rate of 30 * N frames/second. Mirror based beam-splitting has the advantages that no additional aberrations are introduced, as is the case with lens based system. A compact arrangement of mirrors, such as a single mirrored pyramid, allows a much larger degree of split and consequently improves overall compactness, scalability and reduces alignment complexity.
We extend Harvey's beam-splitting method to high dynamic range imaging. We also propose an off-axis arrangement of mirrors that provides multiple images on multiple sensors, each with different degree of brightness attenuation determined by the mirror-sensor arrangement.
The rest of the paper is organized as follows. Section 2 reviews how a compact arrangement of mirrors can be used to split the incoming beam into multiple beams. Section 3 discusses the properties of the various split beams and their relationship to the arrangement of the mirrors. Section 4 describes a mirror arrangement and algorithm for generating high dynamic range images. Experimental results and conclusions are presented in Section 5.
Mirror Based Beamsplitter
Consider a simple camera configuration based on a traditional two-way beam-splitter shown in Fig. 1(a) . It shows that every single ray of light from point object P that passes through the lens aperture refracts and then gets split into two rays by the beamsplitter. In this sense, the entire aperture contributes to the light that reaches both the sensors. The idea behind the mirror based beam splitter is that rather than splitting every individual ray from an object point into multiple sub-rays, the set of rays from the object is partitioned such that disjoint subsets of rays form the different beams (Harvey, 1998; Kaneko et al., 1997; Rubin et al., 1998 ). An individual ray is not split but deflected in its entirety to become a part of one of the beams. Effectively, the lens aperture is carved into parts and a sensor is associated with each part. A sensor receives only a part of the bundle of rays from the scene that passes through the corresponding section of the aperture. The splitting can be achieved for example by a mirror as shown in Fig. 1(b ). As has been described in patents (Harvey, 1998; Kaneko et al., 1997; Rubin et al., 1998) , multiple mirrors can be arranged very compactly to split the incoming beam/aperture into arbitrarily large number of subdivisions. Consider an N -sided pyramid (N > 2) whose top and side views are shown in Fig. 2 . The pyramid has N triangular mirrored faces all meeting at the pyramid apex or tip. The base of the pyramid is a N sided regular polygon. Consider an arrangement of the lens and the pyramid in which the medial axis of the pyramid is aligned with optical axis, as shown in Fig. 3 . Each triangular face of the pyramid is a mirror and deflects only a portion of the entire incoming beam. This arrangement implicitly carves the aperture, and light rays from each sector get deflected into different directions towards the sensor appropriately placed in their path. The cross-section of the incoming beam that gets deflected by a particular face depends on the position of the tip of the pyramid and the coordinates of the point object under consideration. We will explore these relationships in the next section, as these will determine the spatial distribution of light on the sensor.
We note, that a mirror introduces no aberrations, and if all sensors are placed at equal optical path lengths corresponding to in-focus imaging of the object, the images will be geometrically identical, though the brightness distribution could be different as detailed in the next section. However, if the optical distance between the lens and sensor(s) is not conjugate to the distance between the object and the lens, then the images will be defocused. The shape of the defocus kernel for any image is governed by the portion of the aperture that contributed light to it, and thus in general, will be asymmetric and different for each image. For example, for a circular aperture and its partition into sections, (as in Fig. 3) , the shape of the defocus kernel will be determined by its associated sector in the lens. Since, the defocus kernel varies across different sensors, the images may not be identical in the presence of defocus. This property of mirror-based beam splitting limits the range of depths over which the multiple images are identical to the depth of field of the camera. We will examine the impact of this phenomenon on high dynamic range imaging in Section 4.
The relationship between the shape of defocus kernels to different parts of the aperture used has also been exploited for estimating depth in Simoncelli and Farid (1998) and Hiura and Matsuyama (1998) . There an aperture mask with multiple pinholes is used to shape the defocus kernel and a 3-way dichroic prism beamsplitter and sensors placed at different optical distances to obtain images with varying degree of defocus. These images are processed to yield both a fully focused image and reliable depth from defocus estimates.
Properties of the Split Beams
The cone of light rays from an object point that enter the lens gets split into smaller cones on hitting the pyramid, each formed by one of the pyramid faces. The cone defined by a particular face corresponds to a particular region on the aperture which is determined by the position of the object point and the tip of the pyramid. If we assume that a point object uniformly illuminates the aperture, the percentage of light that the face of the pyramid deflects can be estimated from the area of its corresponding aperture region. In this section, we will develop the relationship between the area of the aperture region, given the location, orientation and dimensions of a face of the pyramid, and the coordinates of a point object. This relationship yields the spatial variation of light on the sensor introduced by the pyra-mid which is required to recover true scene brightness. Further, the relationship is analyzed to determine best position and orientation of the pyramid to reduce (or nullify) the dependence on the unknown object depth.
Since the lens is circularly symmetric and the pyramid is regular, it suffices to perform the analysis for any one of the N faces. Let the tip of the pyramid be at a distance d from the center of the (thin) lens along the optical axis (Fig. 4) . For thick-lenses, the center of the lens is not well defined and the distance d must be measured from the effective aperture as seen from the image side of the lens. This effective aperture from the image side is also known as the exit pupil (Kingslake, 1983) . We define a rectangular coordinate system with origin located at the tip of the pyramid and z axis pointing towards the base of the pyramid. Then the coordinates of a face of the pyramid can be expressed as (0, 0, 0), (m, n, p) and (m, −n, p), without loss of generality. The coordinates of the center of the aperture (exit pupil) are then given by (0, 0, −d). Let P denote a point object in the scene, and the location of its focused image in the absence of the pyramid be denoted by (α, β, γ ) , where γ depends on the z-coordinate of the object point and is determined by the lens law. This implies that in the absence of the pyramid, all rays from the point object that refract through the lens converge at (α, β, γ ) . When the pyramid is introduced some of the rays will be intercepted by the mirrored face under consideration and deflected. This set includes exactly those rays formed by joining any point on the triangular face and point (α, β, γ ), i.e. those rays corresponding to the region of projection of the triangular mirror on the aperture as viewed from (α, β, γ ) . The projections of edges AC = (0, 0, 0) − (m, n, p) and AB = (0, 0, 0) − (m, −n, p) can be derived using simple geometry and are given by
respectively. The point of intersection of the two projected lines is given by (− dα γ , − dβ γ ), which clearly is the projection of the tip of the pyramid. If we assume that the triangular mirror is large enough such that third edge CB projects outside the aperture, then the two projected lines and the boundary of the aperture will bound the region of projection of the triangular face.
If the aperture shape is known then the projected area can be determined and analyzed as a function of d and the object point which is represented by its focused image at (α, β, γ ). We denote this function as PA (α, β, γ , d) . However, for complex aperture shapes or if lens parameters are unknown, PA(α, β, γ , d) may need to be estimated experimentally. Figures 5 and 6 show this function for the case of a 3-faced pyramid (Section 3) and a circular aperture of diameter 14 mm for the pyramid face given by the three corners (0, 0, 0), (m, n, p) and (m, −n, p). Figure 5(a) shows a plot of PA(α, β, 50 mm, 5 mm) as a function of (α, β), for a fixed γ = 50 mm and d = 5 mm. The variation along the β axis is quite small compared to that along α axis, and has been shown on an expanded scale in Fig. 5(b) .
In order to closely analyze the dependence of PA(α, β, γ , d) on object depth, we define another function diffmax(γ, d) which measures the difference between the maximum and minimum value of PA(α, β, γ , d) over the entire applicable range of (α, β). A plot of diffmax(γ, d) is shown in Fig. 6(a) . In Fig. 6(b) , we further plot diffmax(γ, d) − diffmax(γ +  1, d) , as a function of d, for a given value of γ = 50 mm. This figure shows that when d = 0, the dependence of the projected area on the z-coordinate of the object position vanishes. In other words, the dependence of spatial variation in scene brightness on (unknown) object depth can be nullified by placing the pyramid tip in the exit pupil plane.
In addition to spatial variation of brightness PA(α, β, γ , d) on any particular sensor the brightness of a scene point on different sensors will also in general be different. This happens because the projection of any two faces of the pyramid on the aperture when viewed from (α, β, γ ) could be different. We denote the projected aperture area corresponding to pyramid face i as PA i (α, β, γ , d) . The distributions PA i (α, β, 50 mm, 5 mm) for the case of a circular aperture and the 3-faced pyramid are shown in Fig. 7 . Each distribution is shown in the form of an image, where the gray level represents the value of the projected area. The range of projected area over the three sensors has been scaled over 0-230 for display. The figure shows that the gray level at corresponding points in the three images are different. However, the mean value of the projected area over any sensor is the same, which is expected because of the rotational symmetry of the three mirror-sensor pairs about the optical axis.
The analysis can be easily extended to the case when the tip of the pyramid has a non-zero offset from the optical axis, i.e. the pyramid axis is still parallel to the optical axis, but the tip no longer lies on the axis. The resulting asymmetry leads to differences in the mean amount of light received by different sensors, in addition to the spatial brightness variation across a single sensor already present. To see this, consider a simple two-way mirror split case shown in Fig. 8 . If the tip of the mirror is not in the center, unequal areas of aperture will contribute light to the two sensors. This can be exploited to obtain different degrees of exposures for different sensors, e.g. for high dynamic range imaging. For example, the distributions of PA i for the case of a 3-faced pyramid with an exit pupil of diameter 14 mm, and x and y offsets of 2.6 mm and 1.2 mm, respectively, are shown in Fig. 9 . The mean projected areas for the three sensors are 86.20, 43.58 and 23.58, respectively. Different proportions of mean projected areas at different sensors, and hence equivalent exposure settings, can be obtained by selecting suitable x and y offsets.
High Dynamic Range Imaging
We present two camera designs for performing high dynamic range imaging. In the first, the pyramid axis coincides with the optical axis which ensures that each of the split beams has the same mean brightness. The sensors are placed perpendicular to the split optical axes such that the optical path length to each of the sensors is identical, which ensures that the images obtained from the multiple sensors are geometrically congruent. To tune different sensors to different parts of the desired large dynamic range, either the sensors can be preset to different integration-time settings, or filters with different transmittance can be introduced just before the sensors. If filters are used, then a significant amount of light is lost. On the other hand presetting integrationtime settings would result in different sensors integrating the scene over different durations. This can cause a Figure 9 . Images of the distribution of PA i (α, β, 50, 5) for the case when the pyramid is offset from the optical axis by 2.6 mm and 1.2 mm in x and y directions, respectively. The gray level in the image represents the scaled value of PA, such that the maximum value (i.e. 89.18 mm 2 ) is represented by gray level 200. The horizontal and vertical axes are α and β, respectively both with range (−3, 3) mm. problem for dynamic scenes, for e.g. those with moving objects or changing illumination (fluorescent lighting), which could result in different scenes being imaged by different sensors. In the second design, the pyramid axis is placed parallel to the optical axis but at some offset. This design provides a way of sending different sensors different amounts of light and does not require additional filters or a mechanism to set the integration times, thereby overcoming their associated drawbacks. Irrespective of the camera design, the method used to compose a high dynamic range image is the same.
There are three main steps to composing the high dynamic range image. First, we transform the recorded intensities into the actual sensor irradiance values. This mapping can be obtained using radiometric calibration techniques applicable to normal cameras (Debevec and Malik, 1997; Healey and Kondepudy, 1994; Mitsunaga and Nayar, 1999) . Second, since the irradiance at corresponding points on different sensors can be different, we need a correction factor to represent a scene point by a unique value independent of the sensor where it gets imaged. This factor is spatially variant and it is different for different sensors. If we select the image from sensor 1 (the brightest image) as reference then the correction factor corresponding to location (α, β) of sensor i is given by PA 1 (α,β,d,F)E 1 PA i (α,β,d,F)E i , where E i represents the exposure time or the transmittance of the filter used on sensor i. In the zero-offset camera design E i varies with i, while in the non-zero offset camera design, since no external filters or different exposure settings are required, E i is a constant. The third and the last step is fusing the intensity transformed images into a single high dynamic range mosaic. For every location (α, β) we have a set of N intensity values one from each of the images. We discard the values from those images in which the location (α, β) is either saturated or clipped. Since, the undiscarded values may be noisy, we average them to obtain the final value for location (α, β) .
The minimum dynamic range of the resulting image is given by Nayar and Mitsunaga (2000) DR = 20 log 2 k + 20 log min
where k is the number of bits used to sample the intensity information on the sensor. The above procedure for constructing high dynamic range images as described has some limitations when the object is not focused. As discussed in Section 2, when camera is not focused, the shape of the defocus kernels for the multiple images is not identical. As a result, the irradiance I i (α, β) on sensor i and irradiance I j (α, β) on sensor j are no longer directly related by the correction factor PA i (α,β,d,F)E i PA j (α,β,d,F)E j . Rather, now the irradiances are related in a complicated way. An approximation to the relationship has been provided by Hiura and Matsuyama (1998) and is given by D j (α, β) * I i (α, β) = D i (α, β) * I j (α, β), where "*" represents the convolution operator and D j and D i are the defocus kernels corresponding to point (α, β) on sensors i and j. We note that if the sensors are focused on the scene, the defocus kernels reduce to the delta function, thereby simplifying the relationship between the irradiances to a scale factor as derived earlier. Thus, the algorithm presented above to compose high dynamic range images disregards the effect of any defocus. A consequence of this is that besides the image blur due to defocus, the process of composition may introduce ghosting near high contrast edges.
Experiments
We designed our first prototype of the high dynamic range camera using a corner of a cube as a 3-faced pyramid and three sensors. Such glass cube corners are commercially available and marketed as solid retroreflectors. The triangular surfaces were coated with a metallic coating such as aluminum to obtain the three desired reflective surfaces. If the height of the pyramid is h, the radius of the circum-circle of the triangular base is h √
(2). Further, the triangular base is equilateral and this can be used to determine coordinates of the three corners and thus the distributions of light on the three sensors. The pyramid axis was aligned with the optical axis. The sensors used were Sony monochrome board cameras CCB-ME37. For this first prototype, we chose thin-film neutral density filters instead of the off-axis method for obtaining different exposure settings. Filters having transmittances 1, 0.5 and 0.25 were placed in front of the sensors to capture different ranges of illumination. The frame grabber used was Matrox multichannel board capable of synchronizing and capturing three channels simultaneously. A photograph of the camera prototype is shown in Fig. 10 . The lens used was Figure 10 . A prototype of the high dynamic range camera based on 3-faced mirror pyramid. specially designed with the aperture located at its rear and the pyramid was placed such that its tip was in the center of the aperture, thus ensuring d = 0. The positions of the sensors and the pyramid were carefully calibrated to ensure that all the sensors were normal to the split optical axes, equidistant from the tip of the pyramid and images from all sensors overlayed exactly on top of each other.
For this first prototype the goal was to develop a proof of concept, and design choices were governed by easy availability of parts. Our experience with this prototype suggests that the design complexity is linear with the number of sensors. The alignment of the mirror pyramid was performed by holding it with a cir- Figure 11 . Experimental results on high dynamic range imaging using mirrors. (a)-(c) The three images obtained of a glass entrance of a building by the proposed camera employing three 8-bit sensors. The brightness of the three images are in ratios 1:2:4. (d) The high dynamic range image. The intensity range in this image has been compressed to 0-255 using nonlinear mapping for display purposes. cular clamp and then screwing it symmetrically behind the circular lens. This step is very simple and its complexity is independent of number of splits. For placing the sensors into position, they were inserted into sensor holders within the camera housing. Each sensor holder was attached to an external 5-degree-of-freedom calibration unit, one at a time, and calibrated into position. The depth, yaw and pitch of each sensor holder were fixed by visually ensuring the entire image of a frontal calibration chart was in sharp focus. The x-y alignment of the first sensor was done by ensuring that focus of expansion was at the center of image. For the rest of sensors, the images were aligned to be on top of each other. In practice, it took us roughly 15-20 minutes per sensor.
A sample set of three images of a glass entrance to a building obtained from the camera is shown in Fig. 11(a) -(c) and the constructed high dynamic range image is shown in Fig. 11(d) . The intensity range has been compressed to 256 gray levels us- ing a nonlinear mapping for display purposes. Figure 12 shows the results for an outdoor parking lot scene. A subsequence of high dynamic images from the video sequence obtained by our camera is shown in Fig. 13. 
