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Abstract
This paper bundles 40 contributions by the IceCube collaboration that were submitted to the 30th Inter-
national Cosmic Ray Conference ICRC 2007. The articles cover studies on cosmic rays and atmospheric
neutrinos, searches for non-localized, extraterrestrial νe, νµ and ντ signals, scans for steady and intermittent
neutrino point sources, searches for dark matter candidates, magnetic monopoles and other exotic particles,
improvements in analysis techniques, as well as future detector extensions.
The IceCube observatory will be finalized in 2011 to form a cubic-kilometer ice-Cherenkov detector at the
location of the geographic South Pole. At the present state of construction, IceCube consists of 52 paired
IceTop surface tanks and 22 IceCube strings with a total of 1426 Digital Optical Modules deployed at depths
up to 2350 m. The observatory also integrates the 19 string AMANDA subdetector, that was completed in
2000 and extends IceCube’s reach to lower energies. Before the deployment of IceTop, cosmic air showers
were registered with the 30 station SPASE-2 surface array.
IceCube’s low noise Digital Optical Modules are very reliable, show a uniform response and record wave-
forms of arriving photons that are resolvable with nanosecond precision over a large dynamic range. Data
acquisition, reconstruction and simulation software are running in production mode and the analyses, prof-
iting from the improved data quality and increased overall sensitivity, are well under way.
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30TH INTERNATIONAL COSMIC RAY CONFERENCE
IceCube - construction status and performance results of the 22 string detector
ALBRECHT KARLE1 , FOR THE ICECUBE COLLABORATION2
1University of Wisconsin-Madison
2See special section of these proceedings
karle@icecube.wisc.edu
Abstract: The IceCube neutrino observatory is a cubic-kilometer ice-Cherenkov detector being con-
structed in the deep ice at the geographic South Pole. After a successful construction season ending in
February 2007, IceCube consists of 22 strings and 26 IceTop stations with a total of 1424 Digital Opti-
cal Modules (DOMs) deployed at depths up to 2450m. Together with the commissioning of the central
laboratory building and central DAQ electronics, this allowed IceCube to begin early operations and data
analysis. The goal is to complete construction of the final configuration of 80 strings and IceTop stations
in 2011. First results from the 22-string configuration and an overview of the project will be presented.
Overview
The IceCube neutrino observatory is a kilometer-
scale neutrino telescope currently under construc-
tion at the South Pole. The existing AMANDA-II
array, the precursor of IceCube, will be surrounded
by and integrated into the IceCube array [5]. Ice-
Cube is designed to detect astrophysical neutrino
fluxes at energies from a few 100 GeV up to the
highest energies of 109 GeV [1], [2].
Project Strings IceTop # of
Year deployed stations Sensors
2004/05 1 4 76
2005/06 8 12 528
2006/07 13 10 820
2007 total 22 26 1424
The IceCube neutrino observatory at the South
Pole will consist of 4800 optical sensors - digital
optical modules (DOMs) - installed on 80 strings
at depths of 1450 m to 2450 m in the Antarctic Ice,
and 320 sensors deployed in 160 IceTop [4] detec-
tors in pairs on the ice surface directly above the
strings. Each sensor consists of a photomultiplier
tube connected to a waveform-recording data ac-
quisition circuit capable of resolving pulses with
nanosecond precision and having a dynamic range
of at least 250 photoelectrons per 10 ns. Construc-
tion started at the South Pole in November 2004.
A total of 1424 sensors have been installed to date
Figure 1: Schematic view of the IceCube array
consisting of 80 strings with 60 sensors on each
string. The surface array IceTop consists of 160
detectors, two of which are associated with each
string.
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Figure 2: Schematic view of current geometry
on 22 strings and in 26 IceTop surface detector sta-
tions. The table below summarizes the construc-
tion status as of February 2007.
Electrical and mechanical structure
It was a design goal to avoid single point failures
in the ice, as the sensors are not accessible once the
ice refreezes. High reliability and ease of mainte-
nance were other design goals. A string consists
of the following major configuration items: a cable
from the counting house to the string location, a
cable from the surface to 2450 m depth, and 60 op-
tical sensors. 30 twisted-pair copper cables pack-
aged in 15 twisted quads are used to provide power
and communication to 60 sensors. To reduce the
amount of cable, two sensors are operated on the
same wire pair, one terminated and one untermi-
nated. Neighboring sensors are connected to en-
able fast local coincidence triggering in the ice.
A schematic view of an optical sensor is shown
in Fig. 3. An optical sensor consists of a 25-cm-
diameter photomultiplier tube (PMT) embedded in
a glass pressure vessel of 32.5-cm diameter. The
HAMAMATSU R7081-02 PMT has ten dynodes,
allowing operation at a gain of at least 5 · 107. The
average gain is set to 1.0 · 107, providing a single
photoelectron amplitude of about 5 mV. The sig-
nals are digitized by a fast analog transient wave-
form recorder (ATWD, 300 MSPS) and by a fADC
(40 MSPS). The PMT signal is amplified by 3 dif-
ferent gains (×0.25, ×2, ×16) to extend the dy-
namic range of the ATWD to 16 bits. The linear
dynamic range of the sensor is 400 photoelectrons
Figure 3: Schematic view of a Digital Optical
Module.
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Figure 4: The time difference between subsequent
events is shown for one run.
in 15 ns; the integrated dynamic range is of more
than 5,000 photoelectrons in 2 µs. The digital elec-
tronics on the main board are based on a field-
programmable gate array (FPGA) which contains
a 32-bit CPU, 8 MB of flash storage, and 32 MB of
RAM. A small communications program stored in
ROM allows communication to be established with
the surface computer system and new programs to
be downloaded to the DOM.
The flasher board is an optical calibration device
which is integrated in each DOM. The amplitude of
the LED pulses can be adjusted over a wide range
up to a brightness of 9 · 1010 photons at a wave-
length of about 405 nm.
Data acquisition and online data pro-
cessing
All digitized photomultiplier pulses are to be sent
to the surface. A local coincidence (LC) trigger
scheme is used to apply data compression for iso-
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lated hits, which are mostly noise pulses. Every
string is connected to one server called a stringhub,
which includes 8 custom PCI cards. They pro-
vide power, communication and time calibration
to the sensors. The stringhub sorts the hits in time
and buffers them until the trigger and eventbuild-
ing process is complete. The digital architecture
allows deadtime-free data acquisition (Fig. 4) with
the exception of runstop and start times and main-
tenance times. A joint eventbuilder combines sig-
nals from the AMANDA-II array with IceCube
data. The raw data rate is on the order of 100
GB/day, which are written to tapes. An online
processing and filtering cluster extracts interest-
ing phenomena, such as all upgoing muons, high-
energy events, IceTop-In-ice coincidences, cascade
events, events from the direction of the moon,
events that are interesting for dark matter search
and events in coincidence with GRB. The filtered
data stream (of order 20 GB/day) is then transmit-
ted by satellite to the Northern Hemisphere to be
stored and archived in the data center. The data
will then be prepared for physics data analysis by
the working groups in the collaboration.
Drilling and detector installation
The strings are installed in holes which are drilled
using the enhanced hot-water drill (EHWD). The
drill consists of numerous pump and heating sys-
tems, hoses, a drill tower and a complex control
system. It delivers a thermal power of 5 MW. The
average time required for drilling a hole 60 cm in
diameter to a depth of 2450 m was
∼34 hours in the most recent construction sea-
son. The subsequent installation of a string with
60 DOMs required typically 12 hours. Overall, the
construction cycle time between two strings was
3 days, which allowed the installation of 2 strings
per week. With some optimizations in set-up time
and an improved technique for drilling through the
firn layer, we expect to install up to 18 strings be-
tween December 2007 and January 2008. Based on
the past season, the long-term construction sched-
ule remains unchanged with completion expected
in January 2011.
All sensors undergo a final acceptance test at their
production sites before being shipped to the South
Pole. They are again tested briefly on the ice prior
Figure 5: The IceCube Laboratory contains all sur-
face electronics and server farms for data acquisi-
tion and online data processing.
to deployment. The installation and the subsequent
freeze-in process (with temporary pressures up to
more than 400 bar) places unusual demands on
the string hardware. Yet, the survival rate of op-
tical sensors is very high. For 1424 optical sen-
sors deployed to date, only 16 (1.1%) are not us-
able; another 18 (1.3%) have developed minor is-
sues, some of which are expected to be resolved.
97.6% of all sensors have been commissioned with
full functionality and are in operation to date. Only
two sensors failed after they were frozen in and
commissioned. A total of 1000 DOMyears of inte-
grated operation has been accumulated as of May
2007.
Operation and performance character-
istics
The detector electronics and software are designed
to require minimal maintenance at the remote lo-
cation. For example, the time calibration system, a
critical part of any neutrino telescope, is designed
to be a self-calibrating, integral part of the read-
out system (in contrast to the AMANDA detector,
which required manual calibration of all analog de-
tector channels). The strings are calibrated as soon
as they are frozen in, allowing for gradual commis-
sioning of the instrument.
All sensors have precise quartz oscillators to pro-
vide local clocks, which are synchronized every
few seconds to the central GPS clock. Using LED
flashers, it was possible to verify the time reso-
9
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lution to a precision of less than 2 ns on average.
Studies with muons and flashers have shown that
the timing is stable over periods of months [6]. An-
other important performance parameter is the dark-
noise rate of the sensors. There is no known natural
background of light in the deep ice other than light
generated by cosmic particles. The noise rates for
DOMs in the deep ice are ≈700 Hz. The rate is
∼320 Hz with an applied dead time of 50µs. The
very low noise rates of the sensors are critical for
the detection of the low energy neutrino emission
associated with supernova core collapse.
Azimuth [deg]
0 50 100 150 200 250 300 350
Ev
en
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Figure 6: Azimuth distribution of atmospheric
muons observed in the 9-string array in 2006 and
the 22-string array in 2007.
The 9- and 22-string arrays trigger on atmospheric
muons at a rate of 140Hz and 520Hz, respectively.
The 22 string trigger condition requires an 8-fold
coincidence within 5µsec. Several characteristic
figures of AMANDA-II, IC9, IC22 and IC80 are
compared in table 2. The 22-string configuration
has a significantly higher effective area and overall
sensitivity. Fig. 6 shows the azimuth distribution
of cosmic-ray muons for one hour of livetime of
the 9- string array and the 22-string array for events
with at least 20 DOMs and 3 strings hit. The az-
imuth distribution for IC22 is more even, and the
overall rate is visibly higher as the detector is now
sensitive in all directions.
First physics analyses have already been per-
formed using data of the IceCube 9 string array[7,
8, 9]. The start of regular science operations with
IC22 is scheduled for May 2007 and will continue
in this configuration until March 2008.
- A-II IC9 IC22 IC80
Instr. Volume/km3 .016 0.044 0.18 0.9
# of sensors (in ice) 677 540 1320 4800
µAtm./Hz 80 140 550 1650
Ang. res./◦ (10TeV) 2.0 2.0 0.7
Table 1: Some performance parameters for the
AMANDA-II and IceCube 9-, 22- and 80-string
detector configurations. Rates are given for cos-
mic ray muons at trigger level. The rate for the
80-string array is based on simulations [6].
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Abstract: The IceCube Neutrino Telescope is currently under construction at the geographic South Pole
and will eventually instrument a volume of one cubic kilometer by 2011. It currently consists of 22 strings
with 60 Digital Optical Modules each. Additionally the AMANDA detector has been fully integrated
into IceCube operation. This includes hardware synchronisation, combined triggering, common event
building and a combined data analysis strategy. Monte Carlo simulations of a combined AMANDA +
IceCube detector will be presented. The results of the simulations were used to implement an online
filtering on data provided by the Joint Event Builder collecting data from both detectors. Data taken
synchronously from both detectors serve for Monte Carlo verification. We discuss the impact of the
AMANDA integration on the effective area, track reconstruction and event selection for the muon neutrino
detection channel. In particular, we study fully and partially contained events at low energy. An online
filter marks candidates for contained events using peripheral optical modules as a veto against atmospheric
muons. The effective interaction volume for this filter is presented.
Introduction
In its 2007 configuration, IceCube consists of 22
strings in operation with 60 digital optical mod-
ules each. For details on its performance see [1].
With the deployment of 13 additional strings in
the 2006/07 polar summer, the detector surrounds
now its predecessor AMANDA. Since IceCube has
a wide string spacing of 125 m, optimized for
muon tracks above a few TeV, the integration of
AMANDA with its denser array adds an important
part to the low energy reach of the combined de-
tector.
The implementation of a new DAQ system to the
AMANDA detector [2] in the years 2003-2005
allowed for a reduction of the multiplicity trig-
ger threshold. By this the energy threshold of
AMANDA has been lowered below 50 GeV. Hence
it is capable to complement IceCube at low en-
ergies and consequently, the AMANDA detector
has been fully integrated into the IceCube detec-
tor. This includes a common run control, trigger-
ing, event building and online filtering. Every time
the AMANDA detector is triggered, a readout re-
quest is sent to the IceCube detector. Since the en-
ergy threshold of AMANDA is lower, no triggering
requests from IceCube to AMANDA are needed.
As shown in Fig. 1, the Joint Event Builder (JEB)
receives data from both detectors, merges events
on a time coincidence base and provides the data
to the online filtering. The online filtering selects
events of interest for physics analyses and trans-
fers the selected data to the Northern Hemisphere.
With this filtering the relevant physics data can be
quickly analyzed despite the constraints of limited
satellite bandwidth available for data transfer from
the South Pole.
Monte Carlo (MC) studies of the performance of
the combined detector in muon neutrino channel
are presented in this paper. The combined detector
provides an improved performance at low energies:
the IceCube strings directly adjacent to AMANDA
11
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IceCube
DAQ Dispatch
AMANDA
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JEB +PnF
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Online Analysis
Online Analysis
SPADE
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Online Analysis
Figure 1: Data flow in the combined AMANDA
and IceCube neutrino telescopes using the JEB.
The processing and filtering (PnF) clients recon-
struct the combined events within a few seconds of
data acquisition. Online analysis is then performed
before the data is transferred to the SPADE system
for satellite transmission and tape archiving.
enlarge the densely instrumented region, provide
a longer lever arm and thus improve the angu-
lar resolution. This reduces the background for
low energy neutrinos from point-like sources com-
pared to previous AMANDA analyses [3]. Since
AMANDA is now completely embedded into the
IceCube array, the identification of starting and
contained tracks becomes possible using IceCube
as a veto. The identification of contained events
allows a better measurement of the energy. Addi-
tionally, with this technique, the rejection of down-
going atmospheric muons is possible and thus, the
detector is sensitive to sources in the southern sky.
Furthermore, analyses for different neutrino flavors
will use the combined detector as well to improve
the low-energy performance.
Low energy physics with the combined
detector
With its enhanced performance at low energies the
combined detector will have an improved sensi-
tivity to WIMPs (see [4]) and sources with steep
energy spectra or cut-offs below 10 TeV like the
Crab nebula [5]. In particular, the search for time-
variable sources will profit from this enhancement
since their localization in space and time signifi-
cantly reduces the number of background events.
An example for such a source is LS I+61 303 emit-
ting TeV photons periodically with a power law in-
dex of -2.6 [6]. Another region of high interest is
the Galactic Center which contains a TeV gamma-
ray source [7]. As it lies in the southern sky it was
not accessible for AMANDA up to now. But also
the analysis of atmospheric neutrinos will benefit
and might even allow the detection of neutrino os-
cillation effects in the energy range 10 – 100 GeV
and test for non-standard oscillation scenarios.
Online filtering and data analysis
Two filtering strategies make use of the combined
detectors. The first strategy aims for an improved
performance for up-going muon tracks, by adding
a low energy online filter for combined data to the
standard IceCube filter for up-going muons. Ad-
ditionally, a filter using the veto strategy identifies
events contained in the AMANDA array and opens
a sensitivity window to the southern sky. In ad-
dition to the integration of AMANDA, the imple-
mentation of a string trigger improves the detection
of vertical low energy tracks with IceCube.
The up-going muon filter
The low energy up-going muon track filter uses all
hits from both detectors to reach a decision. It
is complementary to an up-going muon track fil-
ter defined on IceCube hits only. The JAMS re-
construction1 was chosen for the low energy fil-
ter. Events with a reconstructed zenith angle larger
than 75◦ are selected. The combination with the
IceCube only filter allows to constrain the use of
this relatively slow algorithm to events with hits
in the AMANDA detector not passing the IceCube
filter and having less than 20 hits in IceCube. For
events with more hits, the additional information
from AMANDA does not result in a significantly
better filtering efficiency.
The effective area for muon neutrinos of the com-
bined detectors using the combined online filter is
1. JAMS is based on a cluster search in the abstract
space spanned by the distance of the hit to the track
and the time residual. The time residual is the differ-
ence of the measured hit time and the passing time of
the Cherenkov cone for an assumed track.
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shown in Fig. 2 in comparison to the IceCube only
filter. Figure 3 shows the resulting expected rate of
atmospheric neutrinos [8]. It is worth noting that
the combined detector detects atmospheric neutri-
nos over four orders of magnitude in energy be-
tween 10 GeV and 100 TeV.
The neutrino signal efficiency of the combined fil-
ter is above 90% over the wide energy range from
10 GeV to 100 PeV. The rejection of the atmo-
spheric muon background is above 95%, where
less than 0.5% of all events are passing the JAMS
filter on combined events. That demonstrates that
the background of atmospheric muons is not sig-
nificantly increased by the AMANDA integration.
Figure 2: Effective area of the combined detectors
in comparison to IceCube only at online filter level.
Figure 3: Atmospheric neutrino rate at online filter
level for a generic run period of 200 days.
A first study of the angular resolution in the low en-
ergy regime (E < 10 TeV) was conducted. For this
study, events triggering both detectors separately
have been selected and a full likelihood reconstruc-
tion [9] has been applied. As shown in Fig. 4, a
slight improvement was found.
Figure 4: Cumulative distribution of the angle be-
tween simulated and reconstructed track for the
combined detectors and IceCube only.
A filter for low-energy contained events
As IceCube surrounds the AMANDA detector its
outer strings and top-layers can be used to veto
through-going tracks and especially study low en-
ergy (100 GeV – 1 TeV) fully or partially contained
tracks with 4π sensitivity. Figure 5 shows the ef-
fective volume for these events at filter level. The
combined AMANDA-IceCube detector is used to
reconstruct tracks and point them back to their ori-
gin. Reconstructed tracks that deposite no light
in one or more peripheral strings despite of a
high probability to do so assuming a through-going
track, are more likely to be due to muon neutrino
interactions rather than atmospheric muon back-
ground. Furthermore, the charged current interac-
tion of the muon neutrino in the detector produces
a cascade with a track attached to it. This topo-
logically differs from a through-going muon track
and can be studied in the recorded waveforms and
leading edge times. A dedicated reconstruction al-
gorithm is currently under development.
A string trigger for vertical low-energy events
in IceCube
We are currently implementing a new string trigger
for IceCube that requires 5 DOMs to be hit out of a
sequence of 7 DOMs on a single string. The upper
most part of the string isd excluded to reduce the
trigger rate on down-going muons. In comparison
to the standard IceCube trigger requiring 8 DOMs
to be hit, for energies below 100 GeV an improve-
ment by more than a factor of 10 is obtained. Fig-
ure 6 shows the string trigger efficiency as a func-
tion of the muon neutrino energy and zenith angle.
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trinos that produce at least one hit in the detector
as a function of muon neutrino energy and zenith
angle.
The good performance for vertical tracks allows to
compare the fluxes of up- and down-going atmo-
spheric neutrinos and the analysis of WIMP anni-
hilations at the center of the Earth.
Verification of MC simulations
In order to check the viability of the MC simula-
tion for the combined detector, we have compared
the distributions of various quantities between data
and simulation. The data for this comparison has
been acquired in a special integrated mode test run
in 2006. As an example Fig. 7 shows the compari-
son of the reconstructed zenith angle spectrum for
data and MC. Other distributions, including that of
the trigger rate and the number of hit channel were
also found to be in good agreement.
Figure 7: AMANDA-IceCube (9 strings) JAMS
zenith spectrum from integrated test run 2006.
Conclusions
According to the preliminary results presented
here, the combined IceCube and AMANDA de-
tector in its current configuration provides a sig-
nificantly improved performance in the low en-
ergy regime. The effective area for up-going muon
neutrinos and the effective interaction volume for
contained down-going events at online filter level
provide improved possibilities to investigate atmo-
spheric neutrinos as well as possible astrophysical
sources emitting neutrinos with energies below 10
TeV. For the first time, the Galactic Center can be
examined with a neutrino telescope on the South-
ern Hemisphere.
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Abstract: We present an overview of the status of IceTop, which now consists of 52 tanks at 26 stations
above the 22 deep strings of IceCube. Six months of good data were taken with the previous 16 station-9
string version of IceCube during 2006.
Introduction
During 2006, IceCube ran with sixteen IceTop sta-
tions and nine IceCube strings. Ten more sta-
tions and thirteen more strings were deployed in
the 2006-2007 austral summer, as shown in Fig 1.
When complete, there will be 80 surface stations
and a similar number of deep strings in IceCube.
The IceTop air shower array consists of pairs of
tanks (A and B) separated from each other by 10
m. Each IceTop station with its pair of tanks is
associated with an IceCube string. Each tank is in-
strumented with two standard IceCube digital op-
tical modules (DOMs) operating at different gains
to extend the dynamic range of the tank. This con-
figuration has several advantages:
• Local coincidence between two tanks at a
station is used to select potential air shower
signals from the high (typically 2 kHz) event
rate generated in each tank by uncorrelated
photons, electrons and muons.
• Comparison of signals seen by two DOMs
within a tank can be used to demonstrate
that fluctuations in tank response are much
smaller than intrinsic fluctuations in air
showers as measured by comparing signals
from the same shower in the two tanks at a
station [1].
• Two identical sub-arrays (A-tanks and B-
tanks) can be used to measure shower front
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Figure 1: Surface map of IceCube/IceTop in 2007.
When completed the array will be symmetric
around the IceCube Laboratory (ICL).
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curvature, lateral distribution, timing and
density fluctuations, core location accuracy,
angular resolution and other properties of
showers.
• By selecting coincident events in which an
event in deep IceCube is accompanied by
exactly one hit station in the inner part of
IceTop, we can identify and tag a set of
events that consist almost entirely of single
muons in the deep detector (as compared to
the multi-muon events typical of showers big
enough to trigger several stations of IceTop).
Such events are useful for calibration.
• With 52 tanks we already have a total de-
tector area of 140 m2, which will grow to
over 400 m2 when the detector is complete.
The monitoring stream includes scalar rates
of IceTop DOMs that can be used to observe
solar and heliospheric cosmic-ray activity.
Calibration of IceTop DOMs
IceTop DOMs are calibrated and monitored with
the continuous flux of muons through the tanks [2].
Through-going muons give a broad peak in the dis-
tribution of signals from the inclusive flux of all
particles that hit the tank. For a vertical muon the
signal corresponds to a track length of 90 cm in
ice. The peak is calibrated with a muon telescope
and with simulations. Air shower signals are then
expressed in terms of vertical equivalent muons
(VEMs) by comparing the integrated charge of the
signal to that of a vertical, through-going muon.
Regular calibration runs provide monitoring infor-
mation and a data base of calibration constants,
which is updated weekly. The first 8 tanks de-
ployed in December 2004 provide a 2.5 year time-
line for studying stability of the response, which
generally varies slowly within a range of ±5%. In
half the cases (8/16) DOMs showed a sudden de-
crease in response ranging from 10% in two cases
to 33% in one. The shifts occurred in mid-winter
of 2006, which was the first season that the tanks
experienced operation at the ambient winter tem-
perature. (In 2005 winter the freeze-control units
were still in operation.)
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Figure 2: Signal vs distance from shower core with
fitted lateral distribution for an event with an esti-
mated energy of 100 PeV.
Air showers in IceTop
With a spacing between stations of approximately
125 m and a surface area per tank of 2.7 m2, the
effective threshold for IceTop is about 500 TeV for
a trigger requirement of five or more stations, [3]
somewhat higher than the nominal threshold of
300 TeV for showers near the vertical that hit four
or more stations. (Here “effective threshold” is
defined as the energy above which the previously
measured cosmic-ray flux through a defined area-
solid angle inside the array equals the observed
rate of events.) Figure 2 shows an example of the
lateral distribution of signals in a large shower in
units of VEMs. The line is the fitted lateral dis-
tribution of energy deposition, which has a shape
different from the standard NKG function. [3] The
NKG function is appropriate for a scintillator array
that is relatively insensitive to the photonic part of
the signal (γ → e+ + e−). Conversion of photons
inside the tanks makes an important contribution to
signals.
A convenient measure of primary cosmic-ray en-
ergy for showers observed in IceTop is the fitted
signal density in VEMs at 100 m from the shower
core (S100). The mean energy for S100 = 20 is
approximately 10 PeV for showers with zenith an-
gle less than 30o and ∼ 100 PeV for S100 = 200.
A functional relation for S100 as a function of pri-
mary cosmic-ray energy and zenith angle for pro-
tons is given in Ref. [3], which shows a prelimi-
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nary energy spectrum extending from 1 to 100 TeV
based on this relation. Because of fluctuations on
the steep cosmic-ray spectrum, the mean primary
energy for a measured S100 is smaller than the en-
ergy which gives the same average S100. There are
also systematic differences in the relation for dif-
ferent primary masses (up to 25 % for Fe). The full
energy spectrum analysis will require an unfolding
procedure to account for fluctuations.
The same events can be reconstructed indepen-
dently by the sub-array of A tanks and that of B
tanks. From the comparison one can obtain an ex-
perimental measure of the accuracy of reconstruc-
tion. Such a sub-array analysis indicates that core
location can be determined to an accuracy of 13 m
and the reconstructed direction to about 2◦.
Primary composition from coincident
events
An important physics goal is to use the downward
moving events observed in coincidence by IceTop
and the deep IceCube detectors to study primary
composition in the knee region and above. The
idea is to measure the distribution of energy depo-
sition by muons in the deep detector as a function
of primary cosmic-ray energy and hence to mea-
sure the fraction of heavy nuclei, which produce
more muons. Previous studies of this type have
been done by SPASE2-AMANDA-B10 [4] and by
EASTOP-MACRO [5] in the knee region. Sta-
tus of this analysis with 2006 IceCube data is pre-
sented in Ref. [6].
The full IceCube detector can cover the energy
range from < 1015 eV below the knee to 1018 eV.
Showers generated by primary cosmic rays in this
energy range produce multiple muons with en-
ergy sufficient to reach the depth of IceCube. For
primary energy of 1015 eV, for example, proton-
induced showers near the vertical produce on aver-
age about 10 muons with Eµ > 500 GeV and iron
nuclei about 20. For higher primary energies, the
number of muons increases, and the multiplicity in
showers generated by nuclei approaches asymptot-
ically a factor of A0.34 times the muon multiplicity
of a proton shower, or ≈ 2.7 for A = 56.
As a consequence of the high altitude of IceTop,
showers are observed near maximum so the detec-
tor has good energy resolution, which is important
when the goal is to measure changes in composi-
tion as a function of energy. In some currently fa-
vored models [7, 8] the transition from galactic to
extra-galactic cosmic rays occurs in the decade be-
tween 1017 and 1018 eV. In the model of Ref. [7]
the transition would be characterized by a transi-
tion from heavy nuclei at the end of the galactic
population to nearly all protons at higher energy as
the extra-galactic population dominates. The de-
tails of the transition may in principle give infor-
mation about the cosmology of the extragalactic
cosmic ray sources if the change in composition
can be measured with sufficient precision and en-
ergy resolution [9].
Calibration of IceCube with IceTop
Events reconstructed by IceTop that are also seen
in the deep strings can be used in a straightfor-
ward way to calibrate event reconstruction in Ice-
Cube. One can, for example, compare the direc-
tions reconstructed by IceTop with the direction
of the muon core reconstructed by one of the al-
gorithms used for muon reconstruction in the neu-
trino telescope. Examples of verification of timing
and direction with IceTop are given in Ref. [1]. As
noted above, however, showers that trigger IceTop
normally produce bundles of several (at 1 PeV) or
many muons in the deep detectors.
In contrast, much of the atmospheric muon back-
ground in deep IceCube consists of single muons,
as does the target population of neutrino-induced
muons. Figure 3 shows the response function for
atmospheric muons at the top of the deep IceCube
detector, 1.5 km below the surface. About 90% of
downward events consist of a single muon entering
the deep detector. Most of these events are from
cosmic-rays with primary energy<10 TeV. The re-
gion under the lower curve shows the contribution
of events with multiple muons. By selecting a sam-
ple of coincident events in which both tanks at one
and only one IceTop station are hit, it is possible
to discriminate against high-energy events and find
a sample enriched in single muons. Coincidences
involving only an interior IceTop station provide a
sample in which about 75% are single muons in the
deep detector. [10] The line from the hit station to
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Figure 3: Distribution of primary cosmic-ray nu-
cleons that give rise to muons near the vertical at
1.5 km in IceCube (estimated from Ref. [11]). The
lower curve shows the contribution of events with
more than one muon entering the deep detector.
the center of gravity of hits in the deep detector can
be compared with the direction obtained from the
muon reconstruction algorithm in the deep detec-
tor alone to check the reconstruction algorithm on
single muon tracks. The analysis confirms that the
same reconstruction algorithm used for νµ-induced
upward muons reconstructs most events with an
accuracy of better than 2◦. [10]
Heliospheric physics with IceTop
The monitoring stream of IceCube includes the
scalar rates of both discriminators in each DOM.
Response of IceTop DOMs to secondary cosmic
rays at the surface is discussed in [12]. Signals at
the rate of ∼2 kHz are produced by a combina-
tion of photons converting in the tanks, and elec-
trons and muons that enter the tanks. Most of these
particles come from primary cosmic rays with en-
ergies in the few GeV range. Large heliospheric
events can produce sudden changes in the count-
ing rate. Depending on the nature and orientation
of the event (e.g. a coronal mass ejection associ-
ated with a large solar flare), one can detect either
a decrease in the flux of galactic cosmic rays as the
magnetic activity excludes the lower energy cos-
mic rays from the inner heliosphere or an increase
due to solar energetic particles accelerated in the
event.
As the setting of the discriminator is increased,
the average signal rate decreases as the contribu-
tion from the lower energy cosmic-rays falls below
threshold. The response of a DOM to the primary
cosmic-ray spectrum can therefore be tuned signif-
icantly by changing the discriminator threshold–
even within the constraint that the threshold must
remain below a fraction of the VEM peak. This
gives the possibility of studying heliospheric phe-
nomena with unprecedented timing resolution and
with significant energy resolution, as discussed
in [13].
Acknowledgments This work is supported by the
U.S. National Science Foundation, Grants No.
OPP-0236449 and OPP-0602679.
References
[1] A. Achterberg et al. (IceCube Collaboration)
Astropart. Phys. 26 (2006) 155
[2] L. Demiro¨rs, et al., “IceTop Tank Response
to Muons”, this conference.
[3] S. Klepser, et al., “Lateral Distribution of Air
Shower Signals and Initial Energy Spectrum
above 1 PeV”, this conference.
[4] J. Ahrens et al., Astropart. Phys. 21 (2004)
565.
[5] M. Aglietta et al., Astropart. Phys. 20 (2004)
641.
[6] C. Song et al. “Cosmic Ray Composition
Studies with IceTop/IceCube”, this confer-
ence.
[7] R. Aloisio, V. Berezinsky, et al., Astropart.
Phys. 27 (2007) 76.
[8] E.G. Berezhko & H.J. Vo¨lk,
arXiv/0704.1715 [astro-ph].
[9] D. Allard, A.V. Olinto & E. Parizot, astro-
ph/0703633.
[10] X. Bai, et al., “IceTop/IceCube coinci-
dences”, this conference.
[11] T. Gaisser, Cosmic Rays and Particles
Physics (Cambridge University Press, 1990).
[12] J. Clem, P. Niessen, et al., “Response of Ice-
Top tanks to low-energy particles”, this con-
ference.
[13] T. Kuwabara, J.W. Bieber & R. Pyle et al.,
“Heliospheric Physics with IceTop”, this con-
ference.
18
THE ICECUBE COLLABORATION
30TH INTERNATIONAL COSMIC RAY CONFERENCE
Heliospheric Physics with IceTop
T. KUWABARA1,2, J. W. BIEBER1 , AND R. PYLE1
1Bartol Research Institute and Department of Physics and Astronomy, University of Delaware
2For the IceCube Collaboration, described in a special section of these proceedings
takao@bartol.udel.edu
Abstract: IceTop is an air shower array now under construction at the South Pole. It is the surface
component of IceCube, an observatory primarily focused on cosmic neutrinos. When completed, IceTop
will have approximately 500 square meters of collecting area in the form of 160 separate ice Cherenkov
detectors. These detectors are sensitive to electrons, photons, muons and neutrons. With the high altitude
and low geomagnetic cutoff at the South Pole, IceTop promises to have unprecedented statistical preci-
sion, coupled with spectral sensitivity that can be used to observe solar energetic particles and transient
phenomena in the flux of galactic cosmic rays. We discuss the potential of IceCube to contribute to he-
liospheric physics in general, and present a preliminary analysis of a complex interplanetary disturbance
that occurred in August of 2006.
Introduction
IceTop is an air shower array now under construc-
tion at the South Pole as the surface component of
the IceCube neutrino telescope. When completed,
IceTop will have approximately 500 square me-
ters of ice Cherenkov collecting area arranged in
an array of 80 stations on a 125 m triangular grid.
Each station consists of two, two meter diameter
tanks filled with ice to a depth of 90 cm. Tanks
are instrumented with two Digital Optical Modules
(DOM) operated at different gain settings to pro-
vide appropriate dynamic range to cover both large
and small air showers. Each DOM contains a 10
inch photomultiplier and an advanced readout sys-
tem capable of returning the full waveform of more
complex events. For the present analysis we use
two discriminator counting rates recorded in each
DOM. For historical reasons, the two discrimina-
tors are termed SPE (Single Photo Electron), and
MPE (Multi Photo Electron). As used in IceTop
the SPE threshold corresponds typically to 10 pho-
toelectrons, and the MPE threshold to 20 photo-
electrons.
Due to the high altitude (2835m) and the nearly
zero geomagnetic cutoff at the South Pole, sec-
ondary particle spectra at “ground” level retain a
Figure 1: Calculated secondary particle spectra at
the South Pole. Left: Galactic solar maximum.
Right: Solar flare particle event normalized to pro-
duce a doubling of the count rate of a standard
(NM64) neutron monitor.
significant amount of information on the spectra
of the primary particles. This is illustrated in Fig-
ure 1, which summarizes the result of a FLUKA [4]
calculation of the secondary spectra due to galac-
tic cosmic rays at solar maximum (left panel) and
a typical solar flare particle event (right panel). Of
course the solar spectrum would be superimposed
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Figure 2: Correlation of scaler rate with pressure
for one DOM on October 8-9, 2006.
on the galactic background. It is beyond the scope
of this brief paper to show this in detail, but be-
cause the IceTop tanks are thick enough to totally
absorb many of the incident particles the signal dis-
tribution in the tank contains information on the
primary spectrum. More details are provided in a
companion paper [2].
Barometer Correction
As with a neutron monitor, the counting rate of
an IceTop detector shows a strong dependence on
barometric pressure. From simulation and obser-
vation, it has been shown that barometric correc-
tion coefficients vary with the threshold energy of
secondary cosmic rays [7] [3]. The energy sen-
sitivity of IceTop detectors is nicely illustrated by
the barometric coefficients we derive for them. By
considering time periods in which there appears to
be little variation in the primary particle intensity,
it is possible to make a phenomenological estimate
of the appropriate pressure correction by means
of a simple correlation between detector counting
rate and barometric pressure. Figure 2 shows this
correlation for the two thresholds of an individual
DOM. Note in particular the small but significant
difference in the slope of the correlation, and hence
the derived barometric correction.
In 2006 a total of 32 tanks were operational. Fig-
ure 3 shows the derived correction for each DOM
(red squares for the MPE discriminators and blue
circles for the SPE discriminators) plotted as a
Figure 3: Pressure correction coefficient for all
DOM as a function of scaler rate.
function of the counting rate of the discrimina-
tor. At that time the tanks were all operating at
the same nominal setting, but they had not been
calibrated, so in fact the discriminators were trig-
gering over a range of physical light levels. The
correlation of correction with light level is nearly
perfect. Those discriminators with lower count-
ing rates, corresponding to higher light thresholds,
have markedly lower barometric corrections. This
is just what is expected since these signals should
result preferentially from higher energy primaries.
We are in the process of trying to use this informa-
tion, plus simulations and calculations, to establish
an energy response function for the tanks. For the
remainder of this paper we rely on the approximate
response functions derived from the FLUKA cal-
culation that produced the plots shown in Figure 1.
Heliospheric Event
In Figure 4 we show several data sets characteriz-
ing a heliospheric event in August 2006. The Ice-
Top measurements are shown in the second panel.
We have averaged the SPE (blue) and MPE (red
dashed) counting rates for all 32 DOM, after in-
dividually applying the barometric corrections de-
scribed in the previous section. Ten minute aver-
ages are shown, all expressed as percent changes
relative to the normalization interval on August 17
prior to the first decrease. For comparison the top
panel shows the similarly treated counting rate of
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Figure 4: August 17-21, 2006. From top: (1) McMurdo monitor (black) and Spaceship Earth isotropic
component (green dashed). (2) IceTop SPE (blue) and MPE (red dashed) scaler rate, 32 DOM average. (3)
IceTop model prediction. (4) Interplanetary magnetic field magnitude (black) and derivative (green). (5)
Field direction latitude (black) and longitude (blue dots). (6) Plasma density. (7) Plasma temperature. (8)
Plasma β.
the McMurdo neutron monitor. While the event is
generally similar in the two detectors, the remark-
ably better counting statistics of IceTop stand out.
In IceTop the total counting rate for the SPE chan-
nel is∼64 kHz (2 kHz from each DOM), while the
total counting rate of the 18NM64 McMurdo neu-
tron monitor is ∼0.3 kHz [1].
From McMurdo alone, one might characterize this
event as a double Forbush decrease [5]. Both de-
creases are associated with structures in what is
evidently an interplanetary coronal mass ejection
(ICME) containing at least one shock and multiple
regions with different magnetic field and plasma
parameters. However in IceTop the two decreases
appear quite different. The second fits the con-
ventional pattern in which the magnitude tends to
scale inversely with primary rigidity [6]. Note that
the decrease is consistently larger in low threshold
SPE channel than high threshold MPE, and also
that the higher rigidity particles tend to recover
more rapidly.
In contrast, during the first decrease the higher en-
ergy channel shows a (slightly) larger deviation.
There is also an intriguing feature in the IceTop
data on August 18, near the time of a large change
in the interplanetary magnetic field direction, that
is not observed in the McMurdo neutron monitor.
The Spaceship Earth neutron monitor network [1]
measures a significant anisotropy during the event,
which we can model as a dipole anisotropy with
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a time variable magnitude and direction superim-
posed on a time varying isotropic cosmic ray flux.
The isotropic component of our model fit is shown
as the green dashed curve superimposed on the
McMurdo data in Figure 4. The deviations of the
McMurdo data from this line can only result from
anisotropy since the Spaceship Earth stations have
well matched energy response. Because IceTop
has inherent spectral resolution it is possible for
anisotropy to produce an apparent spectral feature.
Even though the low and high rigidity channels of
IceTop are derived from the same physical detec-
tor, the low and high rigidity particles will come
from somewhat different asymptotic directions.
Using calculated response functions appropriate to
the different discriminator levels, and asymptotic
directions calculated as a function of rigidity, it is
straightforward to convolute the two to make a spe-
cific prediction for IceTop. The third panel of Fig-
ure 4 gives the result of such a calculation under the
simplest possible assumption, anisotropy indepen-
dent of energy. We have used response functions
that predict the observed counting rate correspond-
ing to thresholds of ten photoelectrons (blue curve)
and fifty photoelectrons (red dashed curve). On the
scale at which the figure is reproduced it is not pos-
sible to see the small difference in the curves. Our
conclusion is that the observed splitting of the red
dashed and blue solid curves in the second panel
results from spectral variation. We note that the
overall time structure of IceTop data, and in partic-
ular the marked difference from McMurdo, is con-
sistent with the dipole model derived from Space-
ship Earth. The amplitude predicted for IceTop is
understandably too large, particularly in the second
decrease, because at these discriminator thresholds
IceTop is observing at a higher average energy. Al-
though IceTop is geographically further south than
McMurdo, it is magnetically further north. Thus
McMurdo looks nearly perpendicular to the eclip-
tic, whereas Pole has a mid latitude viewing direc-
tion.
The high statistical precision of IceTop may trans-
late even small anisotropy into apparent spectral
variation, and this must be taken into account in the
analysis of interplanetary events. However there is
no indication that the feature on August 18 results
from such an effect. It is not clear at this time just
what aspect of the complicated plasma and mag-
netic field structure at the time is responsible for
the unusual spectral variation of the high energy
cosmic rays. What is clear is that the high time res-
olution and energy resolution provided by IceTop
will usher in a new era in the study of the propaga-
tion of GeV particles in the heliosphere.
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Abstract: Important information pertaining to the origin of high-energy cosmic rays can be gained by
studying their mass composition in the region of the knee (∼ 3 PeV). Thus, air showers have been ob-
served at the South Pole using the SPASE-2 detector, which measures the electronic component at the
surface, and the AMANDA-II neutrino telescope, which measures the coincident muonic component in
deep ice. These two components, together with a Monte Carlo simulation and a well-understood analysis
method, yield the relative cosmic ray composition in the knee region. We report on the efficacy of a new
neural network technique for obtaining a composition result with the SPASE-2/AMANDA-II detectors.
Introduction
Cosmic ray composition studies can provide a
greater understanding of the origin of cosmic rays,
and thus lead to an increased understanding of the
physical processes which accelerate these particles
to Earth. At energies up to 1014 eV, the mass com-
position of cosmic rays can be measured directly;
however, due to the low flux, the mass composition
above 1014 eV must currently be gleaned from in-
direct measurements, involving the examination of
the extensive air shower produced by the primary
particle in the atmosphere. By utilizing more than
one component of the air shower, such as the elec-
tronic and muonic components, an analysis tech-
nique can be developed that leads to a composition
measurement.
Detectors and Reconstruction
The detectors used for this analysis the South
Pole Air Shower Experiment (SPASE-2) and the
Antarctic Muon And Neutrino Detector Array
(AMANDA-II). The SPASE-2 detector is situated
on the surface of the South Pole and is composed of
30 stations in a 30 m triangular grid. Each station
contains four 0.2 m2 scintillators. The AMANDA-
II detector lies beneath the surface of the ice,
located such that the center-to-center separation
between AMANDA-II and SPASE-2 is about
1730 m, with an angular offset of 12◦. AMANDA-
II consists of 677 optical modules (OMs) deployed
on 19 detector strings at depths between 1500 and
2000 m. Each OM contains a photomultiplier tube
which can detect the Cherenkov light emitted by
particles–namely muon bundles–passing through
the ice. Besides a composition analysis, this coin-
cident detector configuration allows for calibration
as well as measurement of the angular resolution
of the AMANDA-II detector [1].
For this preliminary analysis, coincident data from
the years 2003-2005 are used, with a total livetime
of 369 days. For comparison with the data, Monte
Carlo simulated proton and iron showers with ener-
gies between 100 TeV and 100 PeV have been pro-
duced using the MOCCA air shower generator [5]
and the SIBYLL v1.7 interaction model [8]. These
events are then propagated through the ice, and the
detector response of AMANDA-II is simulated us-
ing AMASIM. An E−1 spectrum is used for gen-
eration, but for analysis the events are re-weighted
to the cosmic ray energy spectrum of E−2.7 at en-
ergies below the knee at 3 PeV, and E−3.0 above it.
Both the data and Monte Carlo are then put through
the same reconstruction chain.
The first step in the reconstruction is to find the
incoming direction of the air shower, as well as
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the core position and shower size. The direc-
tion can be computed from the arrival times of
the charged particles in the SPASE-2 scintillators,
while the shower core position and shower size
are acquired by fitting the lateral distribution of
particle density to the Nishimura-Kamata-Greisen
(NKG) function and then evaluating the fit at a
fixed distance from the center of the shower (in
this case 30 m) [3]. This parameter, called S30,
has units of particles/m2 and will be referred to
throughout this paper as a measure of the electronic
part of the air shower .
The next step in the reconstruction provides a mea-
sure of the muon component of the air shower,
which is carried out using the combination of the
two detectors. The core position of the shower
measured at SPASE-2 is kept fixed as a vertex from
which θ and φ are varied in the ice to obtain a
good fit of the track direction in AMANDA-II. The
expected lateral distribution function (LDF) of the
photons from the muon bundle in AMANDA-II is
then computed, fit to the OM hits, and evaluated
at a perpendicular distance of 50 m from the cen-
ter of the shower [7]. This parameter, called K50,
has units of photoelectrons/OM and will be used
throughout the rest of this paper as the measure of
the muon component of the air shower.
Analysis Details
Once the reconstruction has been completed, it
is important to find and eliminate poorly recon-
structed events. Thus, as in the previous analysis
[7], events have been discarded which:
• have cores outside either the area of SPASE-
2 or the volume of AMANDA-II,
• have too low an energy to be well-
reconstructed in both detectors,
• have an unphysical reconstructed attenua-
tion length of light in the ice.
After these cuts have been made, it can be seen
in Figure 1 that our two main observables, S30
and K50, form a parameter space in which pri-
mary energy and primary mass separate. This is
expected, as the showers associated with the heav-
ier primaries develop earlier in the atmosphere and
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Figure 1: The two main observables, log10(K50)
vs log10(S30), in the Monte Carlo simulation. The
black contour lines depict gradients in energy.
The axes along which mass (A*) and energy (E*)
change in a roughly linear way are drawn in white,
and the low-energy calibration bin is also labeled.
hence have more muons per electron by the time
they reach the surface than the showers associated
with lighter primaries [4]. This means that K50,
which is proportional to the number of muons in
the ice, will be higher for heavier primaries than for
lighter primaries of the same S30, as is observed.
In the three-year data set used for this analysis,
105,216 events survive all quality cuts. It is in-
teresting to notice that in the previous analysis, us-
ing the SPASE-2/AMANDA-B10 detector, the fi-
nal number of events for one year was 5,655. Fur-
thermore, the larger detector used here is sensitive
to higher energy events. The significant increases
in both statistics and sensitivity are the basis for
performing a new analysis.
Calibration
To accurately measure the composition using both
electron and muon information reconstructed as
described above, the Monte Carlo simulations
must represent the overall amplitude of light in the
ice very well. However, the overall light ampli-
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Figure 2: The energy resolution of the neural net-
work for output energies between 1 and 10 PeV for
proton and iron showers.
tude is subject to systematic errors in the simu-
lation. Therefore, it is important to calibrate the
composition measurement at low energies where
direct measurements of cosmic ray composition
are available from balloon experiments. A verti-
cal “slice” of events from Figure 1, corresponding
to S30 between 5 and 10 m−2, is used to perform
this calibration. The K50 values of the data ad-
justed by an offset, chosen such that the distribu-
tion of K50 best matches a 50%-50% mixture of
protons and iron [2, 7]. This mixture corresponds
to <lnA> = 2, which is an approximation to the
value indicated by direct measurements [6].
The Neural Network
Similar past analyses [2] exploited the fact that the
relationship between K50/S30 and mass/energy is
approximately linear. One can then rotate to the
mass/energy coordinate plane, labeled as A*/E* in
Figure 1, and utilize further analysis techniques to
extract the energy and mean log mass after the ro-
tation. However, the relationship is not perfectly
linear, nor should exact linearity necessarily be ex-
pected. In fact, as seen in Figure 1, the non-linear
effects become more pronounced at higher ener-
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Figure 3: The neural network output for particle
type with log10(ENN /GeV) between 6.0 and 6.2.
The three-year data set is compared to the Monte
Carlo generated proton and iron showers, and a
mixing ratio is found which represents the data.
gies. As the data set for this new analysis has more
statistics at high energies than previous analyses, it
has become important to find a technique that can
resolve these events with accuracy. A neural net-
work should be able to take these non-linear effects
into account.
The neural network chosen for this analysis was
the TMultiLayerPerceptron class from ROOT,
which is a simple, feed-forward network, although
other neural networks were also tested with similar
results. The network configuration which best sep-
arates the pure proton from the pure iron scenarios
and yields the best energy resolution in the Monte
Carlo was a very simple 2:5:2 network, meaning
there are two input variables, five hidden nodes,
and two output variables. In this case, the two in-
put variables are log10(K50) and log10(S30), and
the two outputs are energy and particle type (0 for
protons, 1 for iron). The network is trained on half
of the Monte Carlo and tested on the other half (to
evaluate its effectiveness) before being applied to
the data. Figure 2 shows the energy resolution of
the neural network for proton and iron showers.
The “type” output of the neural network for one
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energy bin is plotted in Figure 3. Notice that, since
it was trained on pure proton and iron samples, the
neural network tends to classify every event strictly
as one or the other, resulting in the strong peaks in
the data at 0 and 1. It is expected that the simu-
lation of more primary nuclei would yield a more
accurate result.
It is assumed that the data can be described by
some mixture of proton and iron showers, and a
technique is developed to find the mixing ratio in
each energy bin which best fits the data. In order to
find this proportion, the proton, iron, and data out-
puts are normalized and a minimization technique
is applied. The result is one mixing ratio for each
“slice” in energy; an example of this is shown by
the solid black line in Figure 3 This method was
verified using various mixtures of proton and iron
simulations as input “data” and comparing with the
non-mixed monte-carlo results. The ratio of heavy
particles in each energy bin can also be expressed
as the mean log mass. The difference between
<lnA> for the neural network technique described
herein and <lnA> for a rotation method similar
to that used for the previous SPASE-2/AMANDA-
B10 analysis is reported in Figure 4. (Note that the
same data set was used for both methods.)
Discussion
It is clear from Figure 4 that the percent differ-
ence in <lnA> between the two types of analy-
sis methods is generally quite small, especially be-
low log10(E/GeV) = 6.8, which is the highest en-
ergy measured in the previous analysis. Further-
more, it seems promising that the percent differ-
ence increases at higher energies where the neural
network is expected to be more reliable. The sys-
tematic errors for this data sample have yet to be
fully examined, and a new Monte Carlo simulation
with a variety of primary nuclei–including helium,
carbon and oxygen in addition to protons and iron–
is currently being generated. Nevertheless, there
is a clear indication that the neural network tech-
nique is a valid method for understanding SPASE-
2/AMANDA-II data, and it is hoped that, together
with the new simulation and new data from the Ice-
Cube/IceTop coincident detectors, this new tech-
nique will allow us to probe energies up to 1018 eV.
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Figure 4: The percent difference in <lnA> be-
tween two analysis techniques applied to the same
three-years of SPASE-2/AMANDA-II data.
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Abstract: Cosmic ray showers that trigger the IceTop surface array generate high energy muons that
are measured by the IceCube detector. The large surface and underground area of this 3-dimensional
instrument at completion guarantees significant statistics for shower energies up to about 1 EeV. Since
the number of muons is sensitive to the type of the primary cosmic ray nucleus, these events can be used
for the measurement of cosmic ray composition. Using the data taken in the existing array, we measure
the observables sensitive to the primary mass as a function of shower energy estimated by the surface
array. The result is compared to simulations of the coincident events of different primary nuclei.
Introduction
Cosmic rays follow a steep power-law spectrum
which spans a wide energy range up to a few
1020 eV. One of the interesting features in the all-
particle energy spectrum is that the cosmic ray
spectrum steepens around 3 PeV, which is called
the ‘knee’. The origin of the knee is generally un-
derstood to be due to the limiting energy attained
during the acceleration process and/or leakage of
charged particles from the galaxy. The mass com-
position of cosmic rays at the knee region provides
important clues to their origin.
The IceCube Observatory located at the South
Pole, a 3-dimensional instrument which consists
of the IceTop surface detector and IceCube optical
sensor arrays, is uniquely configured to measure
cosmic ray composition. The IceTop surface array
will consist of 80 pairs of frozen water tanks which
measure the energy deposition at the surface, and
80 strings of 60 digital optical modules (DOMs)
in ice will measure Cherenkov photons from muon
bundles. The DOMs are attached to a cable every
17 m, between depths of 1,450 and 2,450 m. A pair
of the IceTop tanks separated by 10 m is located
above each IceCube string and a tank employs two
DOMs which are identical to in-ice DOMs but with
different PMT gains, which results in a wide dy-
namic range.
Data and simulation
IceTop/IceCube coincident data taken in 2006
were used for this analysis. In 2006, 16 pairs of
IceTop tanks and 9 IceCube strings were opera-
tional. Events were recorded when the following
trigger conditions were satisfied: 6 hits within 2 µs
for IceTop DOMs, and 8 hits within 5 µs for in-
ice DOMs. The coincident rate is about 0.2 Hz. A
threshold of 300 TeV allows us to measure cosmic
rays below the knee.
Air shower events were simulated with
CORSIKA[1], and GHEISHA[2] and SIBYLL-
2.1[3] were selected as the low and high energy
hadronic interaction models, respectively. Proton
and iron showers were generated over an area
of 4.5 km2 covering the IceTop array, from
energies of 50 TeV to 5 PeV, using the South Pole
atmospheric model[4]. The events were generated
according to E−1 spectrum and re-weighted to the
cosmic ray energy spectrum with spectral index of
-2.7 below the knee at 3 PeV, and -3.0 above it.
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Figure 1: Ratio of SFe100 to S
p
100 as a function of the
total energy per nucleus (E0).
As a first guess, the shower core is determined by
calculating the center of gravity of tank positions
by weighting with the square root of pulse ampli-
tude. The shower direction is determined on the
basis of shower front arrival times measured by the
IceTop tanks. The energy deposition at the surface
as a function of distance from the shower core is
fitted to the function given by[5]:
f(r) = S100
( r
100m
)−β−κ log(r/100m)
(1)
where r is a distance from shower core, κ is 0.303
for hadronic showers, and S100 is the signal in ver-
tical equivalent muon (VEM) per tank at 100 m
from the shower core. The parameter β is roughly
correlated with shower age via s = −0.94β + 3.4.
S100 is an energy estimator and depends on pri-
mary mass, as shown in Figure 1.
The events which passed the following quality cuts
are used in this study:
• Reconstructed shower core lands 60 m in-
side of IceTop array.
• β in Eq. (1) is less than 6.
• Reconstructed zenith angle is less than 20◦.
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Figure 2: Average charge per in-ice DOM is shown
as a function of a perpendicular distance from a
primary track for proton and iron showers [0.5 <
log(S100) < 1.3].
• The number of hit strings is greater than 1.
The number of hit strings is required to be equal to
or greater than 2 since the lateral distribution fit in
ice which will be described in the next session fails
if a reconstructed track is vertical.
Cosmic ray composition
The IceCube detector is located deep in ice, so
only muons can reach the detector, and useful in-
formation about primary cosmic rays can be in-
ferred from muon bundles with the 3-dimensional
instrument. The total number of muons in a bun-
dle is dependent on the type of primary nucleus.
Cherenkov photons from the muon bundle are de-
tected by optical sensors in ice, and the photon in-
tensity is measured as a function of perpendicular
distance from a primary muon track and fitted by
an exponential function. The primary muon track
is the shower axis determined by the IceTop array.
Figure 2 shows the average charge per in-ice DOM
as a function of the distance from a primary track to
each hit DOM in a range of S100 between 0.5 and
1.3 showing separation between proton and iron
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Figure 3: Average charge vs. DOM number for
proton and iron showers [0.5 < log(S100) < 1.3].
showers. It was found, for the SPASE/AMANDA
detectors, that the photon intensity at 50 m (K50)
is most sensitive to the mass of primary cosmic
rays[6]. Ranging-out of muons and depth depen-
dence of light scattering in the ice are taken into ac-
count in the lateral distribution fit. However, these
corrections are not made in Figure 2. Once we find
all observables sensitive to primary mass, we will
feed them into a neural network (see [7] for de-
tailed description) for composition analysis.
Figure 3 shows the average charge as a function of
DOM number for proton and iron showers. Overall
the average charge decreases with depth, featuring
changes in the optical properties of ice. For in-
stance, a thick dust layer observed by a dust logger
during string deployment is seen around DOM 36.
Figure 4 shows the same as Figure 3 but with three
different distance ranges only for proton showers,
and indicates that using the hits close to muon
bundles gives measurement less dependent on ice
properties. An appropriate correction for the dust
layer needs to be made, or those DOMs around the
dust layer can be removed in the analysis.
In addition to charge, we looked into timing infor-
mation to see whether or not it is sensitive to pri-
mary mass. The size of the muon bundle depends
on the type of the primary nucleus at a given en-
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Figure 4: Average charge vs. DOM number for
proton showers only at different distance ranges
[0.5 < log(S100) < 1.3].
ergy and can affect the time residual (observed mi-
nus expected times from the primary muon track).
The expected time is the travel time of a direct
Cherenkov photon from the primary muon track
to each hit DOM. The time residual distribution is
fitted by exp(−αt) from 50 to 400 ns where the
tail of the distribution is straight in log scale, and
the slope, α, of the distribution as a function of
DOM number is shown in Figure 5. Separation
between proton and iron showers is seen, and the
slope varies depending on depth of DOM and rises
at dusty layers.
Discussion
We investigated observables sensitive to primary
mass. In addition to charge information from the
DOMs in ice, the slope of the time residual dis-
tribution seems to be sensitive to the type of the
primary cosmic ray, though it has dependence of
optical properties of ice. However the dependence
of ice properties can be reduced by making an ap-
propriate correction for dusty layers or by exclud-
ing the DOMs in the thick dust layer around DOM
36. Moreover, DOMs close to a muon bundle ap-
pear to be best suited for such an analysis. Once
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Figure 5: Slope (α) of the time residual distribution as a function of DOM number (left) and distribution of
(αFe − αp)/αp (right) are shown.
we have all observables sensitive to primary mass,
the neural network can be employed for cosmic ray
composition studies.
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Abstract: The South Pole Air Shower Experiment (SPASE2) began operation in 1996 and took data
until it was decommissioned in December 2006. We are currently analyzing those of the 205 million
reconstructed events that were taken during the last five years. In this paper we report on a search for 100
TeV gamma-rays from three specific Southern hemisphere point sources discovered by HESS. that may
have gamma-ray spectra extending to energies higher than 50 TeV.
Introduction
The SPASE2 scintillator array at the Amundsen-
Scott South-Pole station is at an altitude of 2835
m.a.s.l., corresponding to a year-round average
atmospheric overburden of 695 gcm−2. The to-
tal area within the perimeter of the array is
16, 000m2 [1]. For this search we use data
taken during the last five years with livetime of
171+167+204+307+322=1171 days = 3.21 years.
In this work, we focus on the following three HESS
sources:
a) The shell-type supernova remnant RX J0852.0-
4622 [2]. It has a spectrum observed in the en-
ergy range between 500 GeV and 15 TeV, which
can be well described by a power law with a spec-
tral index of 2.1±0.1stat±0.2syst and a differen-
tial flux at 1 TeV of (2.1±0.2stat±0.6syst)×10−11
cm−2s−1 TeV−1. The corresponding inte-
gral flux above 1 TeV was measured to be
(1.9±0.3stat±0.6syst)×10−11 cm−2s−1.
b) The Supernova Remnant MSH 15-52. Its im-
age [3] reveals an elliptically shaped emission re-
gion around the pulsar PSR B1509-58. The over-
all energy spectrum from 280 GeV up to 40 TeV
can be fitted by a power law with spectral in-
dex α=2.27±0.03stat±0.20syst and a differential
flux at 1 TeV of (5.7±0.2stat±1.4syst) ×10−12
TeV−1cm−2s−1.
c) The unidentified TeV γ-ray source close to the
galactic plane named HESS J1303-631 [4] is an ex-
tended source with a width of an assumed intrin-
sic Gaussian emission profile of σ = (0.16±0.02)o.
The measured energy spectrum can be described
by a power-law dN/dE = N0 · (E/TeV )−α
with a spectral index of α=2.44±0.05stat±0.2syst
and a normalization of N0=(4.3±0.3stat)×10−12
TeV−1cm−2s−1.
Energy estimate
The particle density at 30 meters from the shower
core, S30, is used by the SPASE2 experiment to
estimate the primary particle energy. Monte Carlo
simulations tell us that the S30 for 100 TeV γ-rays
is higher than for 100 TeV proton. The Monte
Carlo simulates cascades as well as the response
of the air shower array using Corsika with the 2.1
version of the Sibyll [6] interaction model.
Currently a Monte Carlo estimate is available for
all showers with zenith angles between 20o and
50o. For example, at S30 of 3 m−2, Eγ is about
120 TeV, while Ep is 180 TeV. We will perform
more simulations to determine the energy depen-
dence as a function of the zenith angle.
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Angular resolution
The angular resolution of an air shower array is
much worse that that of an air Cherenkov tele-
scope. We have estimated the SPASE2 angular
resolution in two different ways - using the exper-
imental data with sub-array comparison and with
Mote Carlo calculations.
In the sub-array approach the SPASE2 array is di-
vided into two parts. For each one the shower angle
is estimated separately. The space angle between
the two sub-arrays is used to study the angular res-
olution.
Monte Carlo events after the standard shower re-
construction were also used to determine the angu-
lar resolution. The results from both methods fully
agree with each other at higher energy. At thresh-
old the sub-array approach suffers from statistical
fluctuations because there are not enough detectors
that respond to the showers.
Fig. 1 shows the integral distribution of the square
of the space angle difference between the true di-
rection of the simulated shower and the recon-
structed direction Ψ2 for γ-ray showers with S30>
3 m−2. The Ψ2 value that contains 68% of all
events is (2.1o)2. For showers of S30 < 3 m−2 this
number is (3.3o)2. Proton showers in both energy
ranges show slightly worse angular resolution.
Figure 1: Integral distribution of the Ψ2 values
(in square degrees) derived from simulation of γ-
induced showers.
Systematic errors
There are several possible sources of systematic er-
rors in the data set. One is that at the beginning
of 2002 the electronics of the shower ray was up-
dated with a consequent increase of its threshold.
For this reason we will first use the five years data
taken after 2001.
A second source is that the response of SPASE2
has 2% variation with azimuth. Since the array
typically has a lower duty cycle in the antarctic
summer this could lead to a background that is not
completely uniform in right ascension.
The background
We studied the possible anisotropies by looking at
the scrambled RA distribution in different declina-
tion bins. Initially our data set was blinded. Scram-
bling was performed by shifting the real RA by a
random amount. Figure 2 shows the rms value over
the Gaussian expectation in Gaussian standard de-
viations σ for zenith angles from 20o to 50o. In
this case the average number of entries per bin is
1.37 million and the standard deviation of Fig. 2 is
1.17×103 showers. Out of 60 bins 38 bins show
deviation by less than 1σ and 3 bins have devia-
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Figure 2: Left-hand panel: Distribution of the de-
viation from the average for 60 6o RA bins. Right-
hand panel: Integral distribution in number of σ.
tions of more than 2σ which fully agrees with a
Gaussian distribution.
We also looked at these distributions for smaller
zenith angle bins similar to those that we will use
in the source search. Fig. 3 shows the scrambled
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RA distribution in 6o×6o bins for the zenith angle
band of 41o to 47o, which almost coincides with
one of the sources. The results are very similar to
those for the wider zenith angle band.
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Figure 3: Left-hand panel: Number of events per
bin in the declination band 41o- 47o. The aver-
age is shown with a white line and the shaded area
represents ±1σ. Right-hand panel: Integral distri-
bution in number of σ for the declination band.
Angular bins
The angular bins recommended for source search
with air shower arrays [7] correspond to an ellip-
tical region with axes equal to 1.59σ0 where σ0 is
the angular resolution of the detector. We decided
to use equal solid angle which means that the ma-
jor axis of the ellipses are bigger at low zenith an-
gles. We will search separately for showers with
S30 higher and lower than 3 m−2. The angular
resolution for S30 >3 m−2 is 2.1o and is about
3.3o for lower energy showers. The search ellipses
would be correspondingly wider for lower energy
showers. The search ellipses for the three sources
and the two S30 values are plotted in relative RA
units in Fig. 4. Since the angular area of these bins
(and correspondingly the number of background
events in them) is higher than those used in the pre-
vious section the expected detection probability is
slightly different.
Signal expectations
Because of its flat energy spectrum the source RX
J0852.0-4622 offers the highest chance for detec-
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Figure 4: Relative sizes of the search ellipses for
the three sources and the two S30 values - light
shading is for S30 <3 and the dark shading is for
S30 >3.
tion if its spectrum does not cut off. It is, however
at the highest zenith angle of the 3 sources studied.
We will first look at the 2005 data set. Assuming
conservatively the area of SPASE2 to be 108 cm2
and livetime in 2005 of 2.65.107 s, we expect to
have 321 (149) events above Ethrγ 100 (200) TeV.
At zenith angle of 43.8o this would roughly corre-
spond to S30 values of 1 and 3 m−2. There may
be some contribution from lower energy gamma
ray showers but the array efficiency below 100 TeV
is less than one and we need further Monte Carlo
studies to estimate it.
The backgrounds estimated from the two search el-
lipses for RX J0852.0-46.22 (excluding the source
bins) are respectively 38656 (13739) per bin for
S30 <3 (S30 >3). The background for the
lower energy showers is higher because of the
much steeper cosmic ray spectrum compared to
the γ=1.1 for the source. The expected number
of gamma showers thus corresponds to 0.88σ for
S30 <3 and 1.27σ for S30 >3. SPASE2 is not, by
far, the best detector for γ-ray astronomy, but the
chance of detection is reasonable for a flat source
spectrum and no cut off.
The other two γ-ray sources are less intense and
can produce not more than several tens of events
even if their spectra do not cut off. For this reason
we will present only the results for RX J0852.0-
46.22.
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Results from the 2005 search
Figure 5 shows the observed number of showers
from the direction of RX J0852.0-46.22 in the 2005
data set (which we unblinded first) for the two S30
values. Note that the bins do not cover the whole
24 hours of RA in the zenith angle band because of
the requirement for equal space angle bins. The
missing phase space is always less than one bin
width. Both searches give negative results. In the
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Figure 5: Observed number of showers from the
position of the source RX J0852.0-4622 for the two
energy bins.
S30 <3 sample we see -1.5σ from the average ex-
pected background. In the higher energy range the
lack of events is smaller (-0.5σ).
Conclusion
The search for 100 TeV γ-ray signal from RX
J0852.0-46.22 in the SPASE2 data set for 2005
gave negative results - we did not observe any
showers above the expected cosmic ray back-
ground. However, based on the preliminary sim-
ulation used here to relate S30 to primary energy,
we find a limit based on one year data that is nearly
inconsistent with the continuation of the spectrum
of RX J0852.0-46.22 to 100 TeV without a steep-
ening of its spectrum. We therefore plan to pur-
sue this analysis and to search separately in all
five years data and then combine the results, possi-
bly using a more sensitive unbinned search. We
will use a detailed simulation of γ-ray and cos-
mic ray showers appropriate for the declination of
this source which corresponds to a zenith angle of
43.8o.
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Abstract: With it’s 1 km2 area, IceCube and the associated IceTop surface detector array are large enough
to study high pT muon production in air showers. The muon pT will be determined from the muon energy
and it’s distance from the core. A few thousand high pT muons are expected to be observable each year
in the full array. The flux of high pT muons may be computed using perturbative QCD calculations; the
cross-section is sensitive to the composition of the incident particles.
Introduction
The number of muons produced in cosmic-ray air
showers is sensitive to the nuclear composition
of the incident particles. Previous studies of the
cosmic-ray composition have used relatively low
(≈ 1 GeV) or high (≈ 1 TeV) energy muons.
These studies relied on muon counting. Relat-
ing the muon count to the composition requires a
model for the hadronic interactions; most of the
muons come from π/K decay; the bulk of the
mesons are produced at low transverse momentum
(pT ) with respect to the direction of the incident
particle. The production of these low pT particles
cannot be described in perturbative QCD (pQCD),
so phenomenological models must be used.
In contrast, the production of particles with pT >∼
2 GeV/c is calculable in pQCD. We label these
tracks high pT particles, and consider their produc-
tion in cosmic-ray air showers. High pT muons
come from the decay of charm and bottom quarks,
and from π/K produced in jets. Both of these pro-
cesses can be described by pQCD, allowing for cal-
culations of the energy and pT spectra for differ-
ent incident nuclei. The predictions depend sen-
sitively on the composition of the incident nuclei
- neglecting shadowing, a nucleus with energy E
and atomic numberA has the same parton distribu-
tion as A nucleons, each with energy E/A. Nuclei
with A = 1 and A = 10 have very different parton
energy spectra.
High pT muons in Air Showers
Previous studies of high-energy muons associated
with air showers have involved relatively small de-
tectors. AMANDA has measured muon bundles
near the shower core, but did not study the muon
lateral distribution [1]. MACRO measured the
muon decoherence function for separations up to
65 m [2]. The most likely pair separation was 4m;
only 1% of the pairs have a separation greater than
20 m. MACRO simulated air showers and studied
the pair separation as a function of the pT of the
mesons that produced the muons. The MACRO
analysis established a clear linear relationship be-
tween muon separation and pT ; the mean pT rose
roughly linearly with separation, from 400 MeV/c
at zero separation up to 1.2 GeV/c at 50 meter sep-
aration.
IceCube will observe both high-energy muons and
the associated surface air showers that accompany
them. For muons with energy Eµ above 1 TeV, the
muon energy is proportional to the specific energy
loss (dE/dx) that is measured by the deep detec-
tors; the muon energy resolution is about 30% in
log10(Eµ) [3, 4].
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The muon energy and distance from the shower
core can be used to find the pT of a muon [6]:
d =
hpT
Eµ
. (2)
Here, h is the height of the primary cosmic-ray in-
teraction in the atmosphere. h follows an expo-
nential distribution and depends somewhat on the
cosmic-ray composition. A full analysis would in-
clude these effects. Here, we take h = 30 km.
Secondary interactions (of particles produced by
the first interaction) are expected be only a small
contribution to the high-energy flux, contributing
at most 15% of the muons [7]. For muons far from
the core, multiple scattering is expected to be a
small contribution d.
Here, we consider showers where the core is inside
the 1 km2 area of IceTop, and muons following the
core trajectory are inside the IceCube physical vol-
ume. This corresponds to about 0.3 km2 sr total
acceptance.
IceCube will detect air showers above an energy
threshold of about 300 TeV; for vertical showers,
the minimum muon energy is about 500 GeV. The
rate for triggered IceTop-InIce coincidences for the
9-string IceCube array is about 0.2 Hz [8], or about
6 million events/year. The full 80-strings + sta-
tions should produce a rate more than an order of
magnitude higher.
For vertical showers with energies above 1 PeV, the
core location is found with a resolution of about
13 meters, and the shower direction is measured to
about 2 degrees [9]. This allows the core position
to be extrapolated to 1500 m in depth with an ac-
curacy of about 55 meters, corresponding to a pT
uncertainty of 1.6 GeV/c for a 1 TeV muon.
Most of these air showers are accompanied by a
muon bundle. A high pT analysis will select events
with a muon (or bundle) near the core, and another
muon at a large distance from it. The near-core
muon(s) can be used to refine the core position,
avoiding the extrapolation error. The muon po-
sitions at a given depth can be determined within
a 10-20 meters, allowing for better pT resolution.
Figure 1 shows an example of an IceCube 22-string
event that contains an air shower that struck Ice-
Top stations, plus muon bundle. Although the bulk
of the bundle follows the shower direction, as pro-
jected from IceTop, there is a well-separated light
run 107866  event 2586581
z,
 m
200 4000250500
-2500
-2000
-1500
-1000
-500
Figure 1: An IceTop air shower accompanied by a
muon bundle including an apparent well-separated
track. The air shower hits 11 surface stations (top
of diagram). A total of 96 IceCube DOMs are hit;
84 DOMs on four strings near the extrapolated air
shower direction, plus 12 DOMs on another string,
about 400 m from the projection.
source, consistent with a high pT muon, about 400
meters from the bulk of the muon bundle. This sec-
ondary track hits 12 DOMs on a single string.
For this analysis, the key performance issue is two-
track resolution. This remains to be determined.
However, the 125 m string spacing and the compa-
rable (depth-dependent) light absorption length set
the scale for two-track resolution. Two muons 100
meters apart in IceCube will largely deposit light
in different strings; for a DOM near one muon, the
first light from the farther muon will arrive about
500 nsec after the first light from the nearby muon.
If the second muon (or muon bundle) is bright
enough to illuminate a DOM 100 meters away,
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this late light will be temporally separate from that
from the nearby muon. A minimum ionizing muon
is not bright enough to be visible 100 meters away,
but muon bundles may be. Here, we estimate that
IceCube can reconstruct muon pairs that are sep-
arated by 100 meters; smaller separations may be
possible with optimized tracking.
For a muon with energy of 1 TeV, 100 meters sep-
aration corresponds to a pT of 3 GeV/c. For a
fixed separation, the minimum pT rises linearly
with muon energy, reaching pT > 150 GeV/c for
a 50 TeV muon. The highest energy muons are
likely to come from high energy showers; the ad-
ditional light will improve position reconstruction,
and may allow for reconstruction at smaller separa-
tion distances. Still, there are unlikely to be useful
events at higher energy/pT .
Rates
High pT muons come from two sources: prompt
muons from charm/bottom decays, and non-
prompt muons from decays of high pT pions and
kaons. The charm rates have been discussed pre-
viously [6, 5], about 600,000 muons per year with
energy above 1 TeV are expected in the 0.3 km2
acceptance. Only 1-2% of these muons will have
pT > 3 GeV/c. Still, this is a useful signal.
Bottom quark production in air showers has re-
ceived much less attention. Although bb produc-
tion in air showers is only about 3% of cc [10], the
higher quark mass changes the kinematics, increas-
ing the importance of bb production at high pT . At
LHC energies, about 10% of the muons from bb
should satisfy the pT > 3 GeV/c cut, and, at high
enough pT , they should be the dominant prompt
contribution [11].
Although they are far more numerous than prompt
muons, non-prompt muons have a much softer pT
spectrum. Non-prompt production may be esti-
mated by using the measured pT spectrum from π
produced in high-energy collisions. The PHENIX
collaboration has parameterized their π0 spectrum
at mid-rapidity with a power law: dN/dpT ≈
1/(1 + pT /p0)
n
, where p0 = 1.219 GeV/c, and
n = 9.99 [12]; about 1 in 200,000 π0 has pT > 3
GeV/c. This data is at mid-rapidity, while most
muons seen in air showers come from far forward
production. LHC will provide good data on for-
ward particle production at the relevant energies.
Here, we neglect this difference and ignore the mi-
nor differences between π0 and π± → µ± and
K± → µ± spectra. With the acceptance discussed
above, IceCube expects to see more than 100 mil-
lion muons/year associated with air showers, in-
cluding at least 500 of them with pT > 3 GeV/c.
Overall, based on the standard cosmic-ray models,
we expect ≈ 1, 000 − 3, 000 muons with pT > 3
GeV/c year.
Muon spectral analysis & Composition
Analysis
The ’cocktail’ of charm, bottom and non-prompt
muons is not so different from that studied at RHIC
[13][14]; the prompt fraction is also not too differ-
ent. There, the muon pT spectrum is fitted to a
mixture of prompt and non-prompt sources. In air
showers, the accelerator beam is unknown; it con-
stitutes the initial object of study.
The rate of high pT muons is sensitive to the
cosmic-ray composition. High pT particles are
produced in parton-parton collisions, and, as Fig. 2
shows, the parton densities of a 1017 eV proton and
of a 1017 eV A = 10 nucleus are quite different.
In contrast to the usual presentation, these are nor-
malized to the parton energies, although the per-
nucleon energies are different for the two cases.
The nuclear distribution cuts off at an energy of
1017/A eV, limiting the maximum parton-parton
center of mass energy, and thereby constraining
the possible muon kinematics. Because of this,
the yield of high-energy, high pT particles is much
higher for protons than for heavier nuclei.
Most of the muons seen by IceCube are produced
in the forward region, where a high−x parton from
the incident nucleus interacts with a low−x parton
from a nitrogen or oxygen atom in the atmosphere.
The maximum muon energy is the incident parton
energy Ep = xpEc where xp is the parton energy
fraction and Ec is the cosmic-ray energy.
In the far-forward limit, the incident parton energy
xinc = Ep/Eincident ≈ Eµ/Eshower. So, these
muons are quite dependent on the high−x partons
that are sensitive to nuclear composition.
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Figure 2: Quark (top), gluon (middle) and an-
tiquark (bottom) densities (dNparton/dEparton)
for a proton (solid line) and an A = 10 nu-
cleus (dashed lines). The curves are based on
the MRST99 parton distributions [15] evaluated
at Q2 = 1000 GeV2. Nuclear shadowing is ne-
glected.
Conclusions
IceCube is the first detector large enough to study
high pT muon production in cosmic-ray air show-
ers. A 100 meter minimum muon-shower core
separation would allow the study of muons with
pT > 3 GeV/c; a few thousand of these muons are
expected each year.
By measuring the energy and core separation of
muons associated with air showers, the muon pT
can be inferred. The cross-sections for high-pT
muon production can be related to perturbative
QCD calculations of cosmic-ray interactions. The
rate of high pT muon production is very sensitive
to the cosmic-ray composition; pQCD based com-
position measurements offer an alternative to exist-
ing cosmic-ray composition studies.
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Abstract: Atmospheric muons in IceCube are often accompanied by air showers seen in IceTop when
their trajectories pass near the surface detectors. By selecting events in which only a single IceTop station
on the surface is hit, we can identify a class of events with high probability of having a single muon in
the deep detector. In this work we use this tagged sample of atmospheric muons as a calibration beam for
IceCube.
1. Introduction
In 2006 IceCube collected data with sixteen IceTop
stations and nine in-ice strings, as shown in Fig. 1.
Ten more stations and thirteen more strings were
deployed in 2006-07 austral summer [1]. IceTop
runs with a simple multiplicity trigger that requires
6 or more digital optical modules (DOMs) to have
signals above threshold. The configuration of gain
settings and DOMs in tanks is such that IceTop
triggers normally involve three or more stations
separated from each other by 125 m. Such show-
ers typically have energies of several hundred TeV
and higher. The deep IceCube strings also have
a simple multiplicity trigger of 8 or more DOMs
within 5 µsec. The 8 DOMs need not be on the
same IceCube string. Whenever there is an in-ice
trigger, all IceTop DOMs are read out for the pre-
vious 8 µsec. This allows the possibility of identi-
fying small, sub-threshold showers on the surface
in coincidence with muons in deep IceCube.
Events that trigger both the surface array and deep
IceCube can be reconstructed independently by the
air shower array on the surface and by the in-ice
detector. Such events can be used to verify the sys-
tem timing and to survey the relative position of
all active detection units, i.e. IceTop tanks or in-
ice DOMs. The concept has been demonstrated in
the SPASE2-AMANDA experiment [2]. Verifica-
tion of timing with coincident events is now a rou-
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Figure 1: Surface map of IceCube in 2006. Two tanks
(+) are separated from each other by 10 m at each sta-
tion. Each tank has one high-gain and one low-gain
DOM.
tine component of IceCube monitoring. One can
also compare the two independently determined di-
rections for the same events. Showers big enough
to trigger IceTop, however, typically have several
muons in the deep detector. One would also like to
be able to tag single muons in IceCube to have a set
of events similar to the νµ-induced muons that are
the principal target of IceCube. In this paper we
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describe how a sample enriched in single muons
can be tagged with IceTop, and we illustrate the
use of this sample for verification of IceCube.
Figure 2: The average space angle Ψ between muons
and air shower axis (solid circle, left vertical scale), the
mean distance r of muons from air shower core (solid
square, right vertical scale) as function of primary pro-
ton energy. The error bars represent the rms of Ψ and
r. Only muons with energy above 460 GeV on the sur-
face are counted. Proton showers were produced at the
South-Pole altitude by CORSIKA [4] with QGSJET as
the high energy hadronic model.
2. Muons in air showers and their en-
ergy loss in the ice
The average number of high energy muons in an
air shower can be parameterized as [3]
Nµ,>Eµ = A
0.0145TeV
Eµcos(θ)
(
E0
AEµ
)0.757(1−AEµ
E0
)5.25
in whichA, E0 and θ are the mass, total energy and
zenith angle of the primary nucleus. Muons with
energy high enough to trigger the in-ice detector
are also nearly parallel with the air shower axis as
shown in Fig. 2.
The mean muon energy loss in matter is customar-
ily expressed as
dE
dx
= −a(E)− b(E) · E,
where a(E) stands for ionization loss and b(E)
for stochastic energy loss due to pair production,
photo-nuclear interactions and bremsstrahlung. As
an approximation, a(E) and b(E) can be treated
as constants. For ice at the South-Pole, a =
0.26 GeV mwe−1 and b = 3.57 · 10−4mwe−1,
which are claimed with the systematic error of
∼ 3.7%. [5]. The least mean energy required for
a muon to reach the top (1450 m) and the bottom
(2450 m) of the in-ice detector is about 460 GeV
and 930 GeV. For cosmic-ray protons of 500 TeV,
typical of showers that trigger IceTop, 〈Nµ〉 ≈ 6 at
1450 m and ≈ 2 at 2450 m.
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Figure 3: Response function for single station events in
IceTop. Only four contained stations (39, 48, 49 and 58)
were considered. The dashed line represents the num-
ber of muons above 500 GeV at production in a proton
shower. The lower curve shows the response function
for events with one muon in the deep detector.
We can select a sample of lower energy events by
choosing in-ice triggers with both tanks hit at ex-
actly one IceTop station. We also require the sin-
gle station is not on the periphery so that events
with energy high enough to hit both tanks at two or
more IceTop stations are excluded from the sam-
ple. The concept is illustrated in Fig. 3 where
we show an estimate of the distribution of primary
cosmic-ray proton energies that give single station
hits above 30MeV threshold in each tank. The
lower curve shows the convolution of this response
function with the probability of producing a muon
with Eµ > 500 GeV. This corresponds to the distri-
bution of primary energy that gives rise to the sin-
gle station coincident event sample. About ninety
40
THE ICECUBE COLLABORATION
percent of this sample are generated by primaries
with E < 100 TeV, and about three quarters have
only a single muon with Eµ > 500 GeV at produc-
tion.
3. Verification of time synchronization
and depth of the DOMs
A critical requirement for doing physics with Ice-
Cube is good time synchronization among the in-
dividual DOMs in IceCube, including IceTop to-
gether with accurate positions for the DOMs. Cal-
ibration with flashers and survey by hole logging
during deployment shows that timing synchroniza-
tion is at the level of 3 ns for a whole In-Ice string
while the depth of individual DOMs are known
with an accuracy of 50 cm [6]. By using tagged,
vertical muons we can make a global check on the
combination of time synchronization and depth of
the DOMs over a 2.5 km baseline, from the surface
to the deepest module on an IceCube string. To en-
sure that the single station events are not caused by
tails of big air showers outside the array, only the
inner stations of the IceTop array are used together
with the in-ice strings directly below them. With
the 16 IceTop station and 9 in-ice string array in
2006, only stations 39 and 49 fulfill this require-
ment.
For these two strings the muon speed has been in-
dividually calculated for each DOM relative to the
time t0 at the surface according to vi = di/(ti−t0)
where di is the distance between the station and the
ith in-ice DOM. Because of scattering in the ice,
there is a distribution of arrival times of photons at
each DOM relative to the arrival time in the ideal
case with no scattering. We represent the distribu-
tion of delays by an exponential with a character-
istic delay τ . We then convolve this exponential
distribution with a Gaussian resolution function to
represent other uncertainties in the system. The re-
sult is a Gaussian-convoluted exponential function
as shown bellow. By fitting the distribution of ar-
rival times at each DOM, we extract a fitted value
of the arrival time ti at the ith DOM in the absence
of scattering.
dN
dt
=
1
2
N
τ
e−
t−ti
τ e
σ2
2τ2 · erfc
(
ti − t+ σ2τ√
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Figure 4: The distribution of muon speed (v) relative to
the speed of light (c). The cut-in entry shows the time
delay on one in-ice DOM and the fit. See text for details.
Other parameters here are the effective time res-
olution, σ, and the mean number of hits N . The
expression erfc represents the complementary er-
ror function [7].
The distribution of the relative muon speed to the
speed of light, vi/c, is shown in Fig. 4, where we
use the surveyed values of di to calculate the veloc-
ity. There are 60 DOMs on each string, 10 of which
are not fitted because of insufficient data, so there
are 110 entries in Fig. 4. The rms of 0.0015 of the
distribution of vi/c in Fig. 4 reflects the uncertain-
ties in the system timing, the location of DOMs and
the true muon position on the surface. This corre-
sponds to upper limits on the uncertainty of 12 ns
or 4 m over 2.5 km. Thus, although this method
at present is not as precise as the standard survey
and calibration techniques, it is useful to show by a
complementary and independent method that there
are no significant deviation from expectation.
4. Muons in the in-ice detector
4.1 Muon direction
Small air showers trigger a single IceTop station ef-
ficiently only when the shower core is close to the
station. Since high energy muons are nearly paral-
lel to the shower axis, the line connecting the sta-
tion on the surface and the center of gravity (COG)
of triggered in-ice DOMs approximates the muon
trajectory closely. If we use half the string spac-
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Figure 5: The difference between the zenith angle de-
fined by the line connecting triggered IceTop station and
the COG of triggered in-ice DOMs and that by the in-ice
reconstruction. See text for details.
ing to estimate the accuracy of the location of the
track at the surface and at 1500 m, we find that
the direction of the track should be determined to
an accuracy of about 3◦. Fig. 5 shows a compar-
ison between the zenith angle defined by this line
and by an independent in-ice reconstruction. The
events in the solid-circle histogram have charge
more than 5 photo-electrons in the triggered IceTop
station. Those under the solid-triangle histogram
have charge more than 400 photo-electrons, indi-
cating a core closer to the station and/or slightly
higher primary energy. The mean of δ(θ) de-
creased from 0.37 degree in the low-density sam-
ple to 0.13 degrees in the high density sample.The
rms are about 3.7 degrees and 3.4 degrees respec-
tively for the two groups. Given the estimated 3 ◦
uncertainty in the estimation of the direction by
this method, the good agreement indicates that the
in-ice reconstruction algorithm has an accuracy of
2◦ or better for events near the vertical. Neverthe-
less, further investigation is needed to understand
these events with zenith offset larger than 6 de-
grees.
4.2 Uncorrelated, coincident atmospheric
muons in IceCube
An important source of background for upward-
moving neutrino-induced muons in IceCube is the
subset of events in which two uncorrelated atmo-
spheric muons pass through the detector in the
same trigger window. Such events, which are esti-
mated to constitute about 3% of the trigger rate in
the full cubic kilometer IceCube [8], are of concern
because the time sequence of hits in the combined
event can easily have an upward component. It will
be useful to tag a subset of such events with IceTop
for study and to check that they are efficiently fil-
tered. At present, however, with the smaller detec-
tor the fraction of accidental coincidences is much
smaller, and IceTop can only tag a very small frac-
tion of them. The rate of identified single station
coincidences in 2006 was about 0.075 Hz per sta-
tion, so 1.2 Hz over the sixteen station array. An
estimate of the rate of tagged double uncorrelated
events is therefore∼10−5 Hz, somewhat about one
per day. For comparison, the trigger rate of the 9-
string IceCube in 2006 was 146 Hz.
Acknowledgments The work is supported
by the US National Science Foundation under
Grant No. OPP-0236449 (IceCube), Univer-
sity of Wisconsin-Madison and NSF Grant OPP-
0602679 at the University of Delaware. The au-
thors gratefully acknowledge the support from the
U.S. Amundsen-Scott South Pole station.
References
[1] T. Gaisser et al., ”Performance of IceTop ar-
ray”, this conference.
[2] J. Ahrens et al., NIM A 522 (2004) 347.
[3] T. Gaisser, Cosmic Rays and Particles
Physics (Cambridge University Press, 1990).
[4] CORSIKA: an Air Shower Simulation Pro-
gram, http://www-ik.fzk.de/corsika/
[5] P. Miocinovic, Muon energy reconstruction
in the Antarctic Muon and Neutrino Detector
Array, PhD thesis, UCLA at Berkeley, 2001.
[6] A. Achterberg et al., Astropart. Phys. 26
(2006) 155.
[7] William H. Press, Saul A. Teukolsky, William
T. Vetterling, Brian P. Flannery, Numerical
Recipes, 2nd edition. (Cambridge University
Press, 1992).
[8] J. Ahrens et al., Astropart. Phys. 20 (2004)
507.
42
THE ICECUBE COLLABORATION
30TH INTERNATIONAL COSMIC RAY CONFERENCE
Lateral Distribution of Air Shower Signals and Initial Energy Spectrum above 1 PeV
from IceTop
S. KLEPSER1, F. KISLAT2, H. KOLANOSKI2 , P. NIESSEN3, A. VAN OVERLOOP4 FOR THE ICECUBE
COLLABORATION5
1 DESY, D-15735 Zeuthen, Germany
2 Institut fu¨r Physik, Humboldt-Universita¨t zu Berlin, D-12489 Berlin, Germany
3 Bartol Research Institute, University of Delaware, Newark, DE 19716, U.S.A.
4 Dept. of Subatomic and Radiation Physics, University of Gent, B-9000 Gent, Belgium
5 see special section of these proceedings
stefan.klepser@desy.de
Abstract: The IceTop surface detector array is part of the IceCube Neutrino Observatory that is presently
being built at the South Pole. In a triangular grid with a spacing of 125m, up to 80 pairs of ice Cherenkov
tanks will be set up, 16 of which were already in operation in 2006. The data from this array allows
the reconstruction of a first preliminary energy spectrum in the range of about 1PeV to 100 PeV. To
reconstruct the primary energy of a cosmic ray particle, a fit to the lateral distribution of the air shower
signals has to be performed. We have developed a functional description of expected lateral distributions
and of the corresponding fluctuations of the measured signals. The function and its parameters have been
tuned in a CORSIKA simulation study with parametrised particle responses. From a detailed detector
simulation, the fluctuations could be extracted and qualitatively compared with experimental data. Some
performance tests and an initial energy spectrum, uncorrected for efficiency near threshold, are presented.
Introduction
When a high energy cosmic ray hits the earth’s
atmosphere, it induces an extensive air shower
(EAS) whose axis and energy can be reconstructed
by detector arrays at ground level. In general, the
arrival times of the particles deliver the direction
information while the signal strength distribution is
used to reconstruct the core and size of the shower.
The shower size is usually represented by the sig-
nal SR at a certain perpendicular distance R from
the shower axis (“core radius”). With the spacing
of IceTop, S100 at R = 100m proved to be a stable
and reliable quantity in the fit procedure.
The signal S of an IceTop tank is derived from the
charge of two photomultipliers that are operated at
different gains (5 · 104 and 5 · 106 in 2006) to en-
hance the dynamic range of the detector well above
105. They collect the Cherenkov photons produced
by the shower particles in the 2.45m3 of ice in
each tank. The total signal is proportional to the
deposited energy in the tank since the Cherenkov
light and the deposited energy are both approx-
imately proportional to the track lengths of the
charged particles. Using atmospheric muons for
calibration, the signals can thus be converted to the
detector-independent unit VEM (vertical equiva-
lent muon), which is equivalent to about 200MeV
of deposited energy [3].
To estimate the energy of the primary particle and
determine the shower core, a log-likelihood fit is
applied to the measured signals. This requires a
lateral distribution function (LDF) S(r) at a given
core radius, and a parametrisation of the signal
fluctuations. The likelihood also includes a term
for stations without trigger.
LDF and Fluctuation Parametrisation
To find an appropriate LDF for IceTop, lateral
distributions of CORSIKA shower simulations [6]
were analysed. The hadronic interaction mod-
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Figure 1: Left: Derived lateral signal distributions of IceTop tanks for three different simulated showers,
fitted with the DLP function described in the text. Right: Comparison between lateral electron density and
tank signal distribution, fitted with NKG and DLP respectively.
els used in all simulations are Sibyll 2.1 [4]
for energies above 80GeV and Fluka [5] be-
low that. Each shower particle was weighted
with an average response function Sj(E) derived
from single particle simulations that were car-
ried out with a Geant4-based detector simula-
tion [1]. The particle types considered are j =
{γ, e±, µ±, p, p¯, n, n¯, π±,K±,0}, which are the
most abundant in air showers. Three examples of
the distributions that were found, and a compari-
son to the electron density distribution described
by the NKG function [8] are given in Fig. 1. It is
remarkable that the main feature of the NKG func-
tion in double logarithmic representation, which is
a bend with a maximal curvature approximately at
the Molie`re Radius (128m at the South Pole [2]),
cannot be seen in the tank signal lateral distribu-
tions. This is presumably a consequence of the fact
that the energy deposition is not proportional to the
particle number.
The function found to fit these distributions well
in a range between 30 and 1000m is a parabola in
a double logarithmic representation (DLP), which
can be written as
S(R) = SR0
(
R
R0
)−β−κ log10“ RR0 ” (3)
with R0 = 100m being the reference core ra-
dius, β the slope at R0, and κ ≈ 0.303 the cur-
vature of the parabola. This curvature is approx-
imately a constant for all hadronic showers and
thus a fixed parameter for all fits on real data. The
parameter β is roughly linearly connected to the
shower age parameter of the NKG function via
sNKG = −0.94 β + 3.4 for all simulated angles,
energies and nuclei.
To study the fluctuations σS of the approximately
log-normally distributed tank signals, two analy-
ses were done. Figure 2 shows the comparison
of the dependencies of σS on S that were found.
The points designated with “tank-to-tank” indicate
the outcome of a study of signal differences be-
tween the two tanks separated by 10m at each de-
tector station. Shower fluctuations were thus mea-
sured directly in data and the result is compared to
simulated data that was produced with CORSIKA
showers processed with a Geant4 detector simula-
tion of the array. The lower points are taken from
a similar simulation with tanks set up in a ring-like
structure. Since the former is biased by uncertain-
ties in reconstruction and shower intrinsic correla-
tions, and the latter depends on the quality of the
detector simulation, the two methods are not fully
comparable but should yield results in the same
order of magnitude. This could roughly be ver-
ified, although the tank-to-tank fluctuations have
some features at higher amplitudes that are most
likely an artefact from misreconstructed cores that
are very close to one of the tanks. In the full ar-
ray simulations described below, the parametrisa-
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The differences between the methods are discussed
in the text. The solid line indicates the parametri-
sation that was extracted for the lateral fit.
tion taken from the ring-like simulation delivers a
better core and energy resolution and is therefore
used in the fit. The dependence of σS on the core
radius was found to be in the order of 15% for radii
above 30m and is therefore negligible.
With the parametrised CORSIKA simulations de-
scribed above, it was found that for zenith angles
θ < 50◦, the dependence of SR on x = sec θ can
be described by parabolas (Fig. 3). Assuming that
the maximum of log10 SR and its position xmax
linearly depend on log10E, a function SR(θ, E)
was found that fits all data points and can be in-
verted analytically to E(SR, θ). For several R be-
tween 50 and 1000m, the parameters of E(SR, θ)
were interpolated such that the conversion from SR
to the primary energy can be done at any radius
Ropt that might be regarded optimal for physical
or numerical reasons. Presently, to be as indepen-
dent as possible from the quality of the LDF, Ropt
is chosen event by event in a way that log10Ropt is
the mean logarithmic core radius of all tanks that
were actually used in the fit.
This energy conversion does not yet take into ac-
count the influence of the primary mass. From the
shower size differences observed between proton
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Figure 3: CORSIKA simulations of log10(S100) as
a function of sec θ for various energies. The lines
are projections of the fit that was performed on all
data points simultaneously (χ2/ndf = 41.2/32).
and iron showers in the simulations (∆log10 SR ≈
0.1), the systematic uncertainty on the spectral in-
dex of the following spectrum can be estimated to
be σγ ≈ 0.1.
Performance and Results
To benchmark the performance of the LDF, COR-
SIKA simulations of 1PeV vertical showers were
carried out on the 2006 array configuration, us-
ing the tank intersects of the shower particles and
the above Sj(E) tank response parametrisations to
scale the responses of the particles. The simulation
also includes the generation of PMT responses,
digitisation and the behaviour of the IceCube trig-
ger devices. Thus the simulated raw data com-
pletely resembles the level and format of experi-
mental raw data. The quantities that serve to esti-
mate the quality of the LDF are the core position
resolution σcore, the energy resolution σlog10 E , the
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spectrum and agrees well with it (solid line, [7]).
reconstruction efficiency ǫ and the mean of the χ2
distribution.
Compared to a simple power law and the NKG
function, the numbers found indicate a slight pref-
erence for the DLP function, especially concern-
ing the reconstruction efficiency. For vertical
1PeV showers, the core and energy resolution are
σcore = 12.8m and σlog10 E = 0.094. How-
ever, once a bigger array is available in the coming
years, this has to be reevaluated.
With the energy extracted as described above, a
dataset with an effective lifetime of 0.692 · 106 s
was analysed. Requiring 5 triggered stations, the
reconstructed core to be 50m inside the array and
the zenith angle to be θ < 40◦, an exposure of
0.67 · 1011m2sr s is achieved. In this dataset,
192507 shower events were detected. From the
known energy spectrum [7] of charged cosmic
rays, one can estimate an effective reconstruction
threshold of ∼ 500TeV and expect approximately
1000 events above 10PeV and 10 events above
100PeV. In the dataset, 800 and 5 events were
found respectively.
The raw distribution of energy estimates without
acceptance correction is shown in Fig. 4. The high
energy part, where the efficiency can be assumed
to be constant and close to 1, the slope of the spec-
trum agrees well with the slope of γ ≈ 3.05 that is
expected from other experiments, drawn as a solid
line for comparison. The absolute scale of the raw
spectrum is lower than the expectation, which in-
dicates the need for more simulations to tune the
energy extraction and correct for efficiencies.
Conclusion
With the 2006 array configuration, we will be able
to measure the cosmic ray energy spectrum from
0.5 to 100PeV. The signal distributions are well
understood, and applying advanced log-likelihood
fits we are able to reconstruct the cores and sizes of
the measured showers with good precision. Since
February 2007, already 26 stations are in opera-
tion, which covers a third of the total planned area.
This and the development of an unfolding proce-
dure will enable IceTop to measure an energy spec-
trum well above 100PeV at the end of 2007.
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Abstract: Each digital optical module (DOM) of the IceTop air shower array is calibrated by identifying
and understanding its muon response, which is measured in vertical equivalent muon (VEM). Special cal-
ibration runs and austral season measurements with a tagging telescope provide the basis for determining
the VEM and monitoring its variation with time and temperature. We also study muons that stop and de-
cay in the tank. The energy spectrum of the electrons from muon decay is well known (Michel spectrum)
and can also be used as a calibration tool. Both spectra are compared to a GEANT4 based Monte Carlo
simulation to gain a better understanding of the tank properties.
Introduction
IceTop is an air shower array of ice–Cherenkov
counters [1, 2]. Each of its current 26 stations
is made up of two IceTop tanks. The tank shell
is black, cross–linked polyethelyne, 6 mm thick,
1.1 m high, and 1.9 m in diameter. A second layer
of 4 mm thickness, made out of zirconium fused
polyethylene, is molded on the inner surface to act
as a diffusely reflective liner (eight tanks deployed
in 2005 have Tyvek linings). Each tank is filled
with 90 cm of frozen water and then covered with
47 g/cm2 of perlite to provide insulation and a bar-
rier to light leaks around the fitted wooden tank
cover.
The tank ice is viewed by two standard IceCube
digital optical modules (DOMs). They consist
of a 10” Hamamatsu R7081–02 photo multiplier
tube (PMT) and processing and readout electron-
ics. Two different types of digitizers are used to
process the PMT signal: a fast pipelined ADC
(FADC) with 255 samples of 25 ns each, and two
Analog Transient Wave Digitizer (ATWD) chips,
with three channels of up to 128 samples of about
3.6 ns each. The three channels are configured
with different pre–amplification factors to extend
the DOM’s dynamic range (for details, cf. [3]).
IceTop setup for calibration runs
Periodic special IceTop calibration runs are carried
out to serve two purposes: one, to calibrate the
conversion from integrated waveform to vertical
equivalent muon (VEM) for each DOM in a tank,
and two, to monitor the DOMs response’s time de-
pendence.
The calibration run configuration differs from the
regular one used for air shower data runs. In this
so–called singles mode, the local coincidence be-
tween DOMs and the simple majority trigger are
disabled. All DOMs are set to the same nominal
gain of 5 · 106, while in the air shower mode, the
two DOMs in the same tank are set to different
gains (in 2006, 5 · 106 and 5 · 104, resp.) to ex-
tend the dynamic range of a tank. For the DOMs
that are operated at the lower gain, the VEM might
differ due to changes in the collection efficiency of
the PMT. Currently, that effect is not taken into ac-
count.
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Figure 1: MC simulated charge spectrum for DOM
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The data files are analyzed with an IceTop specific
waveform processing module written for the offi-
cial offline software suite. Each raw waveform,
given in ATWD channel counts, is corrected for the
specific, ATWD chip–dependent pedestal pattern,
and calibrated to give charge. Further corrections
include the (optional) adjustment of any residual
baseline offset and a droop correction. Finally, the
charge, given in units of photo electrons (pe), is
calculated by summing up all the waveform bins.
Calibration using through-going muons
A DOM’s response to a vertical muon passing an
IceTop tank is defined to be one VEM. The en-
ergy deposit of such a muon is around 200 MeV
in the tank [4]. By finding the vertical muon signal
in the measured total charge spectrum, the DOM–
dependent charge–to–VEM conversion factor is
determined. However, single IceTop tanks cannot
discriminate between different particles or incident
angles. Therefore, the relation between the mea-
sured peak position of the total charge spectrum
and the VEM must be determined with simulations
and the tagging telescope.
This is illustrated in Fig. 1. The measured total
charge spectrum is shown in triangles. The simu-
lated total charge spectrum (light grey) is obtained
with GEANT4 based simulations. Using Corsika
[5] generated hydrogen and helium air showers
with primary energies between 10 and 415 GeV
and angles up to 70 deg as input, the DOM re-
sponse is simulated by generating and tracking the
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Figure 2: Distribution of VEMs for all DOMs.
Cherenkov light in a tank. Several tank and DOM
properties, e.g. the reflectivities of the sides and
top, ice quality, PMT quantum efficiency, are taken
into account [6].
Superimposed on the simulated total charge spec-
trum is the contribution from only muons. Choos-
ing a cut on the muons’ incident zenith angle that
correponds to the angular acceptance of the tag-
ging telescope (< 17 deg), the black histogram is
obtained. It gives the best estimate for the VEM,
which is determined as the mean of a Gaussian fit,
236 pe for this particular DOM.
Comparing this to the peak position of the simu-
lated total charge spectrum, 247 pe, gives a cor-
rection factor of about five percent. This is the
amount by which the measured total charge spec-
tra’s peak positions have to be corrected to deter-
mine the VEM. Currently, it is assumed that this
correction factor is the same for all IceTop tanks.
The spread in VEM is shown in Fig. 2 for a run
taken on March 15, 2007. The fluctuations in the
response, even between DOMs in the same tank,
are the main reason to introduce the VEM as a uni-
form, array–wide unit.
The VEM response per DOM is tracked with reg-
ular calibration runs. In Fig. 3, the VEM response
over time is shown for both DOMs in Tank 21b.
Both DOMs exhibit a rather stable VEM response,
except for a sharp drop in DOM 21-64 around July
2006. In total, about half of all DOMs of the oldest
tanks, deployed in 2005, show a significant drop in
their VEM response in mid–2006. Though the spe-
cific cause of these changes in the DOM response
is unknown, evidence points to seasonal effects,
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i.e. the change in temperature during the Antarc-
tic winter.
Muon Telescope Measurements
A portable, solar–powered muon telescope was de-
veloped to tag muons that have angles close to ver-
tical (< 17 deg) and pass through the center of the
tank. With this device the VEM charge can be de-
termined independently from simulation.
The muon telescope is a completely autonomous
device, having its own data acquisition system
and power supply. It measures signals in coinci-
dence between two scintillator slabs 70 cm apart
and records the GPS clock time stamp on a Flash
Media drive.
Measurements were taken during the polar sea-
son 2005/2006 on tanks deployed one year ear-
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Figure 5: Time difference distributions between
the two signals in a FADC trace. The exponential
fit yields a lifetime of τ =2.06±0.16µs.
lier. Configuring the DOMs in a tank to singles
mode, data were taken for six hours. Matching the
GPS time stamps from both the muon telescope
and the DOMs was done using a [−2, 2]µs time
window. Thus, a tagged quasi–vertical muon data
set is obtained. Figure 4 shows the charge spec-
tra for DOMs 63 and 64 in Tank 39b and super-
imposed the tagged muon charge spectra. If com-
pared to Fig. 1, the tagged spectra show some dif-
ferences. This is mainly due to the fact that in the
simulation muons over the whole tank surface are
accepted, while the tagging telescope is positioned
in the tank center. When the statistics in simula-
tion are improved, more realistic cuts can be ap-
plied. Still, the qualitative difference between the
tagged and the full spectrum is well reproduced in
the simulated spectrum.
Calibration using stopping muons
An IceTop tank stops muons of kinetic energies
up to 210 MeV (vertical muons) and 430 MeV
(muon crossing through the tank diagonally from
an upper to a lower corner). After stopping, the
muon decays with its characteristic mean lifetime
of 2.19703µs into an electron and an antineutrino–
neutrino pair (neglecting muon capture). The re-
sulting energy distribution of the electron is the
well–known Michel spectrum. The maximum
electron energy is 53 MeV, which corresponds to a
range of less than 25 cm in the tank ice. Thus, most
of the decay electrons are well contained within the
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tank volume, making them a suitable calibration
sample.
A feasibility study was carried out by applying the
method outlined in [7] to the IceTop configuration.
First, calibration data from 2005 were analyzed to
find FADC traces with two distinct signals. The
time difference of those two signals is shown in
Fig. 5 as the upper histogram. To suppress back-
ground, stringent cuts were applied on the inte-
grated charges Q1 and Q2 of the primary and sec-
ondary signal, respectively. The cuts were adjusted
by using the GEANT4 based simulation from [6].
Fitting the remaining time difference spectrum
yields a lifetime of τ = 2.06±0.16µs, which is
comparable to the muon mean lifetime of 2.2µs.
To extract the Michel spectrum from the back-
ground, a difference method is chosen that does
not require the cuts imposed above. First, two time
windows are chosen, a “decay” window between
1 and 2µs, and a “crossing” window between 5
and 6µs. For both time windows, the integrated
charge of the second signal is calculated. By sub-
tracting them from each other, the Michel spectrum
is obtained, which is compared to a simulated spec-
trum in Fig. 6. Though the simulation lacks statis-
tics, it qualitatively describes the measured spec-
trum rather well.
Conclusion
The VEM calibration of the IceTop air shower ar-
ray with through–going muons is a well estab-
lished and well understood procedure. The VEM
is measured and calibrated on a weekly to monthly
basis and provides, in conjunction with the sin-
gle DOM rate and temperature, a basic set of ob-
servables for monitoring the detector hardware.
GEANT4 based simulations agree well with the
measured charge spectra and the muon telescope
data, showing that the input parameters describe
the actual tank properties rather well.
The stopping muon analysis has shown the feasi-
bility of using the muon decay signal as a supple-
mentary calibration source. Already at this stage,
the GEANT4 based simulation shows a promising
agreement with the measured spectra. However,
further improvements in both the analysis and the
simulation are needed to establish it as a standard
calibration method.
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Abstract: Solar activity can cause variations in the cosmic-ray particle flux measured at the Earth’s
surface. This manifests mostly in the low-energy electromagnetic component of cosmic ray induced cas-
cades. The IceTop experiment detects these particles by their emission of Cherenkov light in a contained
ice volume through photo-multipliers. We give the prediction of the response to the low-energy part of
cascades and compare to experiment.
Introduction
The IceTop Air Shower Array, located close to
the geographical South Pole (altitude 2835 m,
700g/cm2), consists of tanks with reflective liners
using clear ice as a Cherenkov medium. Light gen-
erated in the ice is observed by digital optical mod-
ules (DOMs) which consist of a photo multiplier
tube (PMT) and digitising electronics assembled
in a glass pressure sphere. Thus, energy deposi-
tion of particles can be measured through the ob-
served light yield. Each tank has two DOMs run-
ning at different gain settings to increase the dy-
namic range of the observations. Two tanks, placed
at 10 metres from each other, are combined into a
station. Currently, 26 stations, separated by typi-
cally 125 metres, forming a diamond shaped trian-
gular grid are deployed. In normal operation, the
high gain DOMs are run in coincidence to reject
events not associated with air showers. For this
work, we use data from tanks run in “single mode”,
in which the coincidence condition is disabled.
Simulations
Two separate simulations are utilised in this anal-
ysis, one based on CORSIKA[1] and another on
FLUKA/AIR[2, 3].
In the AIR model, primary protons, alphas, car-
bon, silicon and iron are generated within the rigid-
ity range of 0.5GV-20TV uniform in cos2(θ), θ be-
ing the zenith angle. The atmosphere density pro-
file (23.3% oxygen, 75.4% nitrogen and 1.3% ar-
gon) was based on the US Standard Atmosphere
1976 model. The primary cosmic ray spectrum
used in this calculation was determined through an
analysis of simultaneous proton and helium mea-
surements made on high altitude balloon flights
(see refs. in [3, 4]). The outer air-space bound-
ary is radially separated by 65 kilometres from the
inner ground-air boundary and a single 1 cm2 ele-
ment on the air-space boundary is illuminated with
primaries. Particle intensity at various depths is
determined by superimposing all elements on the
spherical boundary defining the depth. Due to ro-
tational invariance this process is equivalent to il-
luminating the entire sky and recording the flux in
a single element at ground level. Although this ap-
proach provides a quick result, it ignores the ef-
fects of multiple particle tracks entering the IceTop
tanks simultaneously.
In the CORSIKA simulation, the hadronic in-
teraction model for energies above 80 GeV is
SIBYLL v2.1[5], for lower energies FLUKA is ap-
plied. The electromagnetic interactions are treated
with EGS4[6]. Hydrogen as well as helium pri-
maries are simulated with angles between 0 and
70 degrees. The angular spectrum is constant in
cos2(θ), like for the AIR simulation. The cas-
cades are generated with primary energies be-
tween 10 GeV and 468 GeV with a power-law ∼
51
LOW ENERGY RESPONSE OF ICETOP
(E/E0)
−1 and are re-weighted later to the fluxes
averaged from various experiments[4]. Two atmo-
spheres for the austral winter and summer (1st of
July/31st of December) parametrised by the MSIS-
90-E model[7] are used. We find that the counting
rate in the austral winter is approx. 6% higher com-
pared to the summer. In a second step, the cascade
particles are inserted into the detector simulation to
generate the light yield in the photo multiplier. The
simulation is based on GEANT4[8] and takes into
account the interactions of particles and the track-
ing of the Cherenkov photons. This requires input
of the optical parameters of the inside of the tank.
The reflectivity of the tank liner was measured as
a function of wavelength in the laboratory. The
first eight tanks of the experiment are lined with
TyvekTM, while the later tanks have an integrated
coating using zirconium as reflective agent. The
simulations are done using the optical properties
of the TyvekTMliner.
The tank is then modelled as a cylindrical
polyethylene vessel of 0.93 metre radius and 1.00
metre height, filled with ice to a level of 0.90 me-
tres. The tank is embedded in 0.3 metres of snow,
simulated as water of density 0.4 g/cm3. Regard-
ing the optics of the ice, a refractive index of 1.33
is assumed and the absorption length is set to 200
metres, based on measurements in the deep glacial
ice and on comparisons of the simulations to the
experimental data. The ice is covered with 47
g/cm2 of PerliteTMwhich is modelled as opaque to
light but reflective at the ice interface. The light
propagation in the DOM itself is simulated using
the geometry and optical properties of the pressure
sphere, the PMT glass and the optical gel coupling
the two. The quantum efficiency of the photo cath-
ode is applied to yield individual photo electrons.
However, neither the amplification stages nor the
signal processing electronics are simulated. The fi-
nal result of the simulation is the number of photo
electrons (npe).
Secondary particle spectra
The resulting secondary particle spectra from sim-
ulation and experiments[9] are shown in Fig. 1. All
measurements of the electrons, muons and gam-
mas took place at solar minimum and a low geo-
Figure 1: Fluxes of secondary electrons, muons
and gammas from simulation for solar minimum,
compared to experiments compiled in[9].
magnetic cutoff, comparable to South Pole condi-
tions. The muon and electron measurements were
made by a balloon instrument while the gamma
rays were measured from a mountain top. The
agreement with the simulations is reasonable, how-
ever the differences will be investigated.
Response to electrons, muons and gam-
mas
The particles entering the tank are detected by the
DOM either by their own Cherenkov light (if they
are charged) or by the light emitted in stochastic
processes (pair production, delta electrons, etc.).
The number of photo electrons seen per particle
(E/GeV)
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Figure 2: Number of photons per particle vs. par-
ticle energy.
as a function of the particle energy in the tank is
shown in Fig. 2. It is averaged over all angles and
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Figure 3: Contribution of secondary particles to the
overall npe signal. The experimental data for DOM
63 of station 29’s TyvekTMlined tank is shown as
well.
impact parameters. The light yield of the muons
turns flat at around 1 GeV, where the muons be-
come minimal ionising plus a logarithmically ris-
ing stochastic contribution. For all three particle
types, the light generation threshold is around 1
MeV.
Contributions to the photon electron
rate
The simulation allows one to study the contribu-
tion of the different cascade secondary particles to
the photo electron response from the DOM. This is
shown in Fig. 3. For different particles (gamma,
electron, muon and other), the number of pho-
tons seen by the DOM is summed up and his-
togrammed.
The dominant contributions come from gammas,
electrons and muons, however the neutron compo-
nent is significant at low primary energy. Other
particles contribute at the 1% level.
The simulation is compared to measurements.
There are some variations in the position of the
muon peak from tank to tank and a tank fitting the
simulation is shown. Since the purpose of these
data is to determine the position of the muon peak,
a threshold of about 40 npe is applied. There is
good agreement between experiment and simula-
tion.
Primary Cosmic Ray Single Mode Ice-
Top Yield Function
The yield function S(P, z) describes the primary
cosmic ray detection efficiency of a full sky illumi-
nation of particles averaged over all arriving angles
(uniform in cos2(θ)). It is related to the count-rate
N(PC , z, t) by
N(PC , z, t) =
∞∫
PC
(S(P, z) j(P, t))dP.
Figure 4: Primary cosmic ray yield function
S(P, z = 700g/cm2) for IceTop tank in singles
mode. The individual contributions made by sec-
ondary components to the yield function are sepa-
rated into different curves.
where P is the particle’s rigidity (momen-
tum/charge), z is the atmospheric depth and
t represents time. PC , the geomagnetic cut-
off, is effectively 0 at the South Pole. Using
Si(P, z), the single mode IceTop yield function,
and ji(P, t), the primary rigidity spectrum for pri-
maries of particle type i, one can decompose the
product of yield function and rigidity spectrum,
S(P, z) j(P, z) into
∑
Si(P, z) ji(P, z). Utilising
the FLUKA/AIR model and a FLUKA Cherenkov
optical model assuming a zirconium lined IceTop
tank, the IceTop yield function was calculated for
a 10pe threshold (Fig. 4). The data are fit using a
variation of the Dorman Function[10]
S(P ) = C1P
C2 × (1− exp{−C3PC4})
× (1− exp{−C5PC6}),
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typically used to model Neutron Monitor latitude
survey data. The fit parameters extracted from the
simulations in Fig. 4 for the total count rate as
function of PE threshold are shown in Tab. 1.
C 5pe 10pe 25pe 50pe
1 32.81 30.18 21.79 15.20
2 4.8075 4.8032 4.7731 4.7408
3 0.0341 0.0150 .00534 .00232
4 1.1849 1.4696 1.8457 2.270
5 30.588 28.323 30.874 33.54
6 -3.6117 -3.6184 -3.6070 -3.584
Table 1: Fit values for the yield function
Integral count rates
The above information can now be used to pre-
dict counting rates above a given threshold (Fig. 5).
The agreement between experiment and simula-
tion is reasonably good for the solar minimum and
npe
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solar min
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-4P
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Figure 5: Integrated photon counting rates for var-
ious primary spectra, including P−4,−5,−6 as ex-
pected for solar activity. Note that solar minimum
and maximum give approximately the same rates.
maximum periods. The addition of P−4,−5,−6
spectra, which are typical for solar flares, to the
galactic cosmic ray background is expected to
yield a count rate enhancement by a few per-
cent depending on the IceTop tank photo-electron
threshold setting and solar particle intensity.
Conclusion
The IceTop tanks are sensitive to low energy par-
ticles produced in cascades by cosmic radiation.
The response of the IceTop detectors is under-
stood reasonably well in terms of the simulation,
as shown by comparison to experimental measure-
ments. This allows predictions of rate changes
induced by changes in the primary particle spec-
trum. Furthermore these prediction suggest varia-
tions greater than that induced by atmospheric vari-
ations, leading to good detectability of solar events.
This analysis ignores the effects of multiple parti-
cle tracks entering the IceTop tanks simultaneously
as each particle track reaching the ground is treated
as an uncorrelated event regardless of arrival time.
For low energy primaries this is a valid approach,
however at high energies this could be a source of
systematic errors. This effect will be investigated
in order to quantify it.
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Abstract: The AMANDA-II neutrino telescope detects upward-going atmospheric muon neutrinos pen-
etrating the Earth from the Northern Hemisphere via the Cherenkov light of neutrino-induced muons,
allowing the reconstruction of the original neutrino direction. Due to the high energy threshold of about
50GeV, the declination spectrum is minimally affected by standard neutrino oscillations; however, al-
ternative oscillation models predicting subdominant effects can be tested and constrained. Of particular
interest are models that allow one to test Lorentz invariance and the equivalence principle. Using the
AMANDA-II data from the years 2000 to 2003, a sample of 3401 candidate neutrino-induced events was
selected. No indication for alternative oscillation effects was found. For maximal mixing angles, an upper
limit is set on both the Lorentz violation parameter δc/c and the equivalence principle violation parameter
2|φ|δγ of 5.3× 10−27 at the 90% confidence level.
Introduction and detector description
Cosmic ray particles entering the Earth’s atmo-
sphere generate a steady flux of secondary par-
ticles, including muons and neutrinos. High en-
ergy muons pass through the atmosphere and can
penetrate several kilometers of ice and rock, while
atmospheric neutrinos of energies only above
roughly 40TeV start to be absorbed in the Earth.
Lower energy muon neutrinos penetrating the di-
ameter of the Earth can oscillate into tau neutrinos.
However, the oscillation maxima at 30GeV [1]
and below are beneath the AMANDA-II threshold.
Departures from conventional mass-induced oscil-
lations could emerge at higher neutrino energies
due to relativity-violating effects (see below). Such
mechanisms would distort the expected angular
distribution and energy spectrum of atmospheric
neutrinos and could be detectable by AMANDA-
II.
The AMANDA-II neutrino telescope is embedded
1500−2000m deep in the transparent and inert ice
of the Antarctic ice sheet, close to the geographic
South Pole. AMANDA-II consists of 677 optical
modules (OMs) on 19 vertical strings, which are
arranged in three approximately concentric circles
of 60m, 120m and 200m diameter. Muons pro-
duced in νµ-nucleon interactions can be direction-
ally reconstructed by observing the Cherenkov ra-
diation that propagates through the ice to the ar-
ray of photosensors. To ensure that the observed
muon is due to a neutrino interaction, the Earth
is used as a filter against atmospheric muons, and
only tracks from the Northern Hemisphere (decli-
nation δ > 0◦) are selected.
Phenomenology of standard and alter-
native neutrino oscillations
It is commonly accepted that standard (mass-
induced) νµ → ντ oscillations1 are responsible for
the measured deficit of atmospheric muon neutri-
nos (see e.g. [1]). Atmospheric neutrino data can
also be used to test non-standard oscillation mech-
anisms that lead to observable differences at higher
1. In the regime of atmospheric neutrino oscillations,
it suffices to consider a two-flavor system of eigenstates
(νµ, ντ ).
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neutrino energies. Various new physics scenarios
can result in neutrino flavor mixing. Two of these
scenarios, which can be described in a mathemati-
cally analogous way, have been tested in this anal-
ysis. The underlying theories assume small devia-
tions from the principles of the theory of relativity
and lead to measurable neutrino oscillations:
• In theories predicting violation of Lorentz
invariance (VLI), a set of additional neutrino
eigenstates with different maximal attain-
able velocities (MAV) cn/c is introduced,
violating special relativity [2].
• In theories predicting violation of the weak
equivalence principle (VEP), gravitational
neutrino eigenstates are introduced which
couple with distinct strengths γn to a gravi-
tational potential φ, conflicting with the uni-
versal coupling assumed in general relativity
[3, 4].
The main difference between these oscillation sce-
narios and standard oscillations is the linear energy
dependence of the oscillation frequency, shifting
observable oscillation effects into the energy range
of AMANDA-II. For the sake of simplicity, we
will focus on the VLI scenario. As both theories
are mathematically equivalent, the results can be
transferred to the VEP case by simply exchang-
ing the relativity-violating oscillation parameters
δc/c→ 2|φ|δγ and mixing angles Θc → Θγ .
Combining standard and VLI oscillations, one ob-
tains three systems of neutrino eigenstates (flavor,
mass, and MAV eigenstates), resulting in a total
of 5 oscillation parameters: the mass-squared dif-
ference ∆m2, two mixing angles Θm and Θc, the
VLI parameter δc/c, and a complex phase η. Fix-
ing ∆m2 = 2.3 × 10−3 eV2 and Θm = 45◦, the
survival probability may then be written as:
P (νµ → νµ) = 1− sin2 2Θ sin2 (Ω L) (4)
2Θ = arctan (s/t) Ω =
√
s2 + t2 (5)
s = 2.92× 10−3 | 1/Eν +
8.70× 1020 δc/c sin 2Θc Eν eiη| ,
t = 2.54× 1018 δc/c cos 2Θc Eν . (6)
Here the the muon neutrino path length L is ex-
pressed in km and the neutrino energy Eν in
GeV. For the given set of parameters, one can ob-
serve a significant effect within the analyzed en-
ergy range (100GeV − 10TeV) and declination
range (δ ≥ 20◦), for certain values of Θc and δc/c.
Data selection
The data analyzed in this analysis are selected
from 7.9 × 109 events recorded from 2000 to
2003. Detector signals are recorded when 24 or
more OMs report signals within a sliding window
of 2.5 µs. Signals from unstable OMs, electronic
and OM noise or cross-talk, as well as hits due to
uncorrelated muons coincident within the trigger
time, are rejected. Also, data periods with reduced
data quality are discarded, corresponding to 87.8
days. The 17.3% deadtime of the data acquisition
system results in a total livetime of 807.2 days
used for the analysis.
The events are processed with a fast pattern recog-
nition algorithm (A) to select tracks that are likely
to be upgoing (δA > −20◦). The calculated
track direction serves as a first guess for 16-fold
iterative maximum likelihood reconstruction algo-
rithms (B), restricted to upgoing tracks with δ >
0◦. The alternative hypothesis of a downgoing
track is tested with a two-fold iterative fit requir-
ing δ < −10◦. In order to reduce the probabil-
ity of wrongly reconstructed tracks due to spuri-
ous hits, both fits are repeated after rejecting hits
with timing residuals larger than two standard de-
viations. Background rejection and angular reso-
lution are further improved by a 10-fold iterative
fit (C) incorporating the probabilities that modules
registered hits for the given track. From an ex-
amination of the likelihood contours in declina-
tion and right ascension [5], an estimate of the
median space angle resolution σΨ is obtained for
individual tracks. The following selection crite-
ria are applied, with Ldiff ≡ ∆lnL being the
difference of up- and downgoing likelihood min-
ima: (1) declinations δA > −20◦, δB > 0◦ and
δC > 20
◦; (2) space angle differences Ψ(A,B) <
30◦, Ψ(B,C) < 7.5◦; (3) space angle resolutions
σΨ(B) < 6
◦ and σΨ(C) < 3.0◦; (4) likelihood dif-
ference Ldiff(B,C) > 32.5.
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The oscillation probability depends on the neutrino
flight length (i.e. declination) and the neutrino
energy. As an energy estimator, we use a corre-
lated observable, the number of OMs triggered in
an event (Nch). Using Monte Carlo simulations,
declination- and Nch-dependent selection criteria
have been developed by dividing the distribution
of the angular resolution into equal declination and
Nch bins. For each of these bins, a fixed, opti-
mized percentage (8%) of the events with poor an-
gular resolution is rejected. The same was done
for the likelihood difference distributions. These
criteria improved the efficiency of the data selec-
tion by 30% compared to simple selections in the
angular resolution and the likelihood difference.
The resulting number of selected neutrino candi-
date events is 3401. From a study of the distribu-
tion of space angle difference, the background of
wrongly reconstructed atmospheric muons is esti-
mated to be 4%.
A full simulation chain, including neutrino ab-
sorption in the Earth, neutral current regeneration,
muon propagation, and detector response is used
to simulate the response of AMANDA-II to at-
mospheric neutrinos [6, 7]. The expected atmo-
spheric muon neutrino flux before oscillations is
taken from Lipari [8].
Analysis method and systematic errors
The analysis method uses a χ2-test to compare
the declination and Nch distributions of data with
Monte Carlo simulations including VLI oscillation
effects. The systematic uncertainties affecting the
Monte Carlo prediction are integrated into the χ2
expression:
χ2 (δc/c,Θc, cos η) =
NBins∑
i=1
(
NDi −NBGi − F ·NMCi (δc/c,Θc, cos η)
)2
NDi +N
BG
i +
(
σMCi
)2
+
(
α
σα
)2
+
(
κ
σκ
)2
+
(
ǫ
σǫ
)2
, (7)
where Nxi denotes the number events in bin i and
x denotes data (D), background (BG) and Monte
Figure 1: Top: Measured atmospheric neutrino
declination distribution with statistical and system-
atic errors. Also shown are the predicted distri-
butions without oscillation and with δc/c=10−24,
Θc = π/4 and cos η = 0. Bottom: Nch distri-
butions of data (statistical errors only) and the pre-
dicted distribution without oscillations, normalized
to the data.
Carlo (MC). The functionF represents the product
of functions fα · f iκ · f iǫ which are defined as:
fα = 1 + α, f
i
κ = ci · κ+ 1,
f iǫ = 1 + 2ǫ (0.5− sin δi) . (8)
α parametrizes the systematic uncertainty in the
overall normalization due to uncertainties in the
detector response and theoretical uncertainties of
the atmospheric neutrino flux (σα = 30%). The
uncertainty due to the relative production rate be-
tween kaons and pions, which affects the shape of
the declination distribution, is parametrized by ǫ
and is estimated as σǫ = 6% in total [9]. The un-
certainty in the sensitivity of the optical modules is
parametrized by κ (κ=0 for 100% sensitivity) and
was measured to be σκ = 11.5%. The function
f iκ was derived from the changes in the declina-
tion distribution generated by Monte Carlo distri-
butions with different OM sensitivities. In order to
determine the optimal number of declination and
Nch bins and their optimal range, toy Monte Carlo
samples of 10000 events have been generated re-
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flecting the simulated flux and systematic uncer-
tainties as assumed above. The mathematical prop-
erties of expression (4) were checked, and belts for
90%, 95% and 99% confidence level were derived
from a high statistics toy Monte Carlo sample.
The results of the toy Monte Carlo studies favor an
analysis using the following 4 bins: (Nch ≤ 49,
δ ≤ 55◦), (Nch ≤ 49, δ > 55◦), (Nch > 49,
δ ≤ 55◦), and (Nch > 49, δ > 55◦).
The exclusion regions for alternative oscillation
effects are obtained by scanning through the
oscillation parameter space. For each point
[δc/c, sin(2Θc), cos(η)] the χ2 expression is mini-
mized in the error variables α, ǫ and κ.
Results and Outlook
The analysis of the final atmospheric neutrino sam-
ple finds no evidence for alternative oscillations,
and a preliminary upper limit on the VLI param-
eter δc/c is set of 5.3 × 10−27 at the 90% con-
fidence level, for nearly maximal mixing angles
Θc ≈ ±π/4. The dependence on the uncon-
strained phase η is found to be small (see fig-
ure 2); the most conservative limit is obtained for
cos η = 0. The limit can also be interpreted in
the context of VEP theories, leading to an upper
limit of 2|φ|δγ ≤ 5.3 × 10−27. This result im-
proves the limits obtained using data from Super-
Kamiokande [10] and MACRO [11]. However,
AMANDA is not sensitive to small mixing angles
due to the systematic errors and its higher energy
threshold. A likelihood analysis of the 2000-2005
AMANDA-II data sample is in progress, with im-
proved systematic error estimation and increased
sensitivity [12]. This analysis will also extend the
technique to search for evidence of quantum de-
coherence resulting from interaction of neutrinos
with the background space-time foam [13]. The
next-generation IceCube detector, when completed
in 2010, will be able to extend the sensitivity to
VLI effects by about one order of magnitude [14].
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Abstract: The heart of the IceCube neutrino observatory is a cubic kilometer Cherenkov detector being
constructed in the deep ice under the geographic South Pole. IceCube is sensitive to high-energy muon
neutrinos and muon anti-neutrinos by detecting the secondary muon produced when the neutrino interacts
in or near the instrumented volume. The principal source of muon neutrinos are neutrinos from the decay
of hadrons in cosmic-ray air showers. IceCube operated during 2006 with 9 out of 80 anticipated strings
in the ice. I will demonstrate that IceCube can find and reconstruct atmospheric neutrinos with high
efficiency.
Introduction
The IceCube neutrino detector [1] is partially de-
ployed at the geographic South Pole. In 2006, the
deep-ice detector consisted of 540 light-sensitive
Digital Optical Modules (DOMs), arranged 17 me-
ters apart on 9 strings of 60 DOMs each. The de-
tector in this configuration is termed IC-9. The
strings are arranged on a hexagonal grid and
spaced 125 meters apart. DOMs are deployed in
the deep ice between 1.5 and 2.5 kilometers below
the surface. Figure 1 shows the location of strings
making up the IC-9 array along with the relative
position of the AMANDA detector.
IceCube is sensitive to muon neutrinos (and anti-
neutrinos) by observing the Cherenkov light from
the secondary muon produced when the neutrino
interacts near the detector volume. Atmospheric
neutrinos, formed in the decay of mesons result-
ing from a cosmic ray striking the atmosphere,
dominate. Since atmospheric neutrinos are rel-
atively well-understood [2], they serve as a ver-
ification and calibration tool for the new detec-
tor. Muons from neutrino interactions are sepa-
rated from muons produced in cosmic rays by se-
lecting muons moving upward through the detec-
tor. These muons must be the result of a neutrino
interaction since neutrinos are the only particle that
can traverse the Earth without interacting.
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Figure 1: Shown are the locations of strings for
the 2006 IC-9 detector, and the location of the
strings in the completed detector. The location of
the AMANDA detector is also indicated.
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Data Acquisition and Filtering
In 2006, we acquired 137.4 days of livetime with
IC-9 suitable for analysis. The waveform capture
in a DOM was triggered whenever the DOM de-
tected a signal above a threshold of about 0.3 pho-
toelectrons. The DOMs were operated in Local
Coincidence (LC) with their neighbors, meaning
that a triggered DOM’s waveform was only trans-
mitted to the surface if an adjacent DOM on the
string also triggered within ±1000 ns. The surface
data acquisition system set off a trigger if 8 or more
DOMs were read out in 5 µs. When an event is
formed, all DOM hits were read out within ±8µs
around the trigger window.
Because of limited bandwidth between the South
Pole and the data center in the North, the data is
filtered in real time, and only candidates for up-
going events are sent North.
Hit cleaning algorithms were applied to the trig-
gered events to remove light from additional supri-
ous muons, and to remove noise hits. The photon
arrival times are determined by a fit to the DOM
waveform, with a variable number of photon ar-
rivals. The hit cleaning isolated the 4 µs window
in which the most hits occur, and remaining DOM
hits are kept only if another DOM hit occured
within a radius of 100 meters and within a time of
500 ns. At the pole, simple first-guess algorithms
were used to reject events that were down-going.
In addition, events with fewer than 11 DOMs hit
were rejected to limit the data volume. This filter
reduced the data rate by approximately 95%. The
remaining events were transmitted to the data cen-
ter via satellite for further study.
Reconstruction and Event Selection
In the North, we reconstructed the direction of
events using a maximum-likelihood technique sim-
ilar to the AMANDA muon reconstruction [3].
Only the earliest arrival times were used for re-
construction and no amplitude information was in-
cluded in this analysis. The likelihood function is
based on a parametrization of the photon arrival
time distribution without any prior assumption of
the relative likelihood of a cosmic ray muon or
neutrino event. The likelihood function is formed
with an analytic approximation to the photon ar-
rival time probability density function, accounting
for the short (∼ 20 meter) scattering length of light
in IceCube. Events that reconstruct as down-going
are discarded. Despite the fact that remaining
events appear up-going, they are in fact dominated
by mis-reconstructed down-going events. These
mis-reconstructed events are removed with quality
cuts and the remaining events constitute the neu-
trino candidate dataset.
The quality cuts are based on direct hits in the de-
tector. Direct hits are those which arrive between
−15ns and +75ns from the time expected from
unscattered Cherenkov photons radiated from the
reconstructed muon. We cut both on the number of
recorded direct hits Ndir and the largest distance
of such hits along the track, Ldir. An event with a
large Ndir and a large Ldir is a better quality event
because the long lever arm of many unscattered
photon arrivals increases confidence in the event
reconstruction.
We can fold these two cuts together into one di-
mensionless number, the cut strength Scut which
corresponds to cuts of Ndir ≥ Scut and Ldir >
25 · Scut meters.
Table 1 shows the rates of events passing to the dif-
ferent levels of the analysis, for both experimen-
tal data and simulated events. Simulated events
fall into three categories. ’Single shower’ events
are events from single air-shower events in the at-
mosphere above the detector. ’Double shower’
events come from two uncorrelated air showers.
Finally ’atmospheric neutrino’ events come from
π and K decay in the air showers in the Northern
hemisphere. The CORSIKA air-shower [4] simu-
lation was used to model down-going air shower
events. An extension to high energies [5] for the
atmospheric neutrino model of [2] with the cross-
section parametrization of [6] was used to deter-
mine the expected up-going muon rate. In esti-
mating the systematic error, we have included a
30% uncertainty in the atmospheric neutrino flux
modeling [7], and a 20% uncertainty due to uncer-
tainties introduced in the modeling of the depth-
dependent ice properties and the DOM detection
efficiency.
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Criterion Experimental Single Double Atmospheric
Satisfied Data Shower Shower Neutrinos
Trigger Level 124.5 124.5 1.5 6.6x10−4
Filter Level 6.56 4.96 0.45 3.7x10−4
Up-going (Scut = 0) 0.80 0.49 0.21 3.3x10−4
Up-going (Scut = 10) (1.97± 0.12) · 10−5 - - (1.77 · ±0.63) · 10−5
Up-going
(Scut = 10 and θ > 120) (1.19± 0.10) · 10−5 - - (1.42 · 0.51) · 10−5
Table 1: Event Passing Rates (Hz). Shown are the event passing rates through different processing levels for
the simulated event categories and for experimental data. The trigger level comprises the events triggering
the detector after hit cleaning and re-triggering. The filter level comprises events which passed the online
filtering conditions. Rates are also shown for events which reconstruct as up-going with and without the
final quality cuts applied (see the text for cut definition). Note that the rates from air-shower events have
been multiplied by 0.90 so that the simulation and data agree at trigger level. This is consistent with an
approximately 20% uncertainty in the absolute cosmic-ray flux. For the final sample, statistical errors are
given for the data and systematic errors are given for the atmospheric neutrino simulation.
Results
Figure 2 shows the number of up-going events re-
maining as we tighten cuts. The contribution of
the data is shown together with the expectation for
atmospheric neutrinos and the total simulation pre-
diction. Below a cut strength of about Scut = 10,
the data is dominated by mis-reconstructed down-
going cosmic-ray shower muons. For higher cut
strengths, we have removed most of these mis-
reconstructed events and are dominated by atmo-
spheric neutrinos. The accurate simulation of the
mis-reconstructed muon population requires excel-
lent modeling of the depth-dependent ice proper-
ties and DOM sensitivity. In this initial study, we
observe a 60%-80% discrepancy between data and
simulation for mis-reconstructed muons. Never-
theless, over four orders of magitude, the back-
ground simulation tracks the data, and we see a
clear transition to a population dominated by at-
mospheric neutrinos.
Figure 3 shows the expected energy distribution of
simulated atmospheric neutrino events surviving to
Scut = 10. The lower threshold of about 100 GeV
is set by the range of the secondary muons, and the
dropoff at high energies is due to the decreasing
flux of atmospheric neutrinos.
Figure 4 shows the zenith angle distribution for
events which survive at Scut = 10. Above 120 de-
grees, for vertical events, we have good agreement
Figure 2: Data vs Cut Strength. Shown is the re-
maining number of events as the cut strength Scut
(defined in the text) is varied. Curves are shown for
the data and the total simulation prediction. Also
shown is the prediction due to atmospheric neutri-
nos alone. The selection from the text corresponds
to a cuts strength of Scut = 10, and is denoted by
an arrow. At this point, the data are dominated by
atmospheric neutrinos.
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Figure 3: The distribution of neutrino energy for
events surviving the analysis cuts, as determined
by the atmospheric neutrino simulation.
between experimental data and atmospheric neu-
trino simulation. The excess at the horizon is be-
lieved to be residual air-shower muon events. This
belief is reinforced by the fact that excess data at
the horizon is typically of lower quality (as mea-
sured by Ndir, Ldir and the number of hit DOMs)
than expected from atmospheric neutrino simula-
tion. The data above the horizon agrees well in
these variables with a pure atmospheric neutrino
expectation.
In the recorded 137.4 days of livetime we measure
234 events surviving to Scut = 10, compared to an
expectation of 211± 76(syst.)± 14(stat.) events
from a pure atmospheric neutrino signal. Above a
zenith of 120 degrees, where the background con-
tamination is small, we measure 142 events with an
expectation of 169± 60(syst.)± 13(stat) events.
Conclusions
IceCube is partially deployed and acquiring
physics-quality data. During the 2006 season, we
accumulated 137.4 days of livetime and observe an
atmospheric neutrino signal consistent with expec-
tation. We have identified 234 neutrino candidate
events. For zenith angles above 120 degrees, the
background from misreconstructed muons is small
and the sample is dominated by atmospheric neu-
trinos. The selection of events was done within
six months of the beginning of data acquisition,
Figure 4: Distribution of the reconstructed zenith
angle θ of the final event sample. A zenith angle
of 90 degrees indicates a horizontal event, and a
zenith of 180 degrees is a directly up-going event.
The band shown for the atmospheric neutrino sim-
ulation includes the systematic errors; the error
bars on the data are statistical only.
demonstrating the viability of the full data acqui-
sition chain, from PMT waveform capture at the
DOM with nanosecond timing, to event selection
at the South Pole and transmission of that selected
data via satellite to the North.
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Abstract: Data collected during the year 2006 by the first 9 strings of IceCube can be used to mea-
sure the energy spectrum of the atmospheric muon neutrino flux. Atmospheric neutrinos, an important
scientific output by itself (for instance, to understand the high-energy hadronic interaction models), are
also fundamental in order to check the performance of the detector and to estimate the background for
the extraterrestrial high-energy neutrinos searches. A full reconstruction of the neutrino-induced muon
tracks provides both directional and energy information. The reconstructed energy-correlated parameter,
the photon density emitted by the muon along its track, can be used to calculate the energy spectrum,
which is reconstructed by using unfolding techniques. We will discuss the unfolding procedure to be
applied to data from the 9-string configuration of IceCube.
Motivation
The IceCube collaboration is building a cubic kilo-
meter neutrino telescope in the Antarctic ice. Since
neutrinos are neutral, stable and weakly interact-
ing, they are a unique probe to study the Universe
at high energies and IceCube will be the most pow-
erful tool available for observing them. The detec-
tor will be completed by 2011 and the construc-
tion goal is 80 strings with 4800 photomultipliers,
which will detect the Cherenkov light emitted by
the relativistic muons produced in the CC interac-
tions of high-energy neutrinos. IceCube can also
observe the cascades produced by CC νe and ντ
interactions and NC interactions of any flavor.
During the Austral summer 2006-07, a total of 22
strings were deployed and the detector is working
smoothly. In this paper we will study the data cor-
responding to the previous season, when 9 strings
were installed.
The scientific output of neutrino astronomy is very
wide, including the search of dark matter and the
observation of astrophysical neutrinos from a large
variety of sources (gamma-ray bursts, active galac-
tic nuclei, microquasars, etc.) Therefore, it is very
important to study the background due to neutrinos
from decay of pions and kaons produced by the in-
teraction of cosmic rays in the atmosphere. Exper-
iments like AMANDA [1] have measured the neu-
trino atmospheric spectrum up to ∼100 TeV and
IceCube will be able to explore the region where
the prompt neutrino component (due to charmed
meson decays) will dominate. The atmospheric
muon background can be severely reduced by se-
lecting only up-going events and imposing restric-
tive constrains in the quality of the reconstructed
track. On the other hand, atmospheric neutrinos
cannot be rejected in this way, so it is important
to understand well the rates and spectrum of this
background.
A detailed study of the rates of the 9-string con-
figuration of IceCube can be found in [2]. In this
paper, we will focus on the reconstruction of the
energy spectrum. This spectrum cannot be recon-
structed by just piling-up the energy of individual
events because of two factors. First, the energy res-
olution is limited because we only see part of the
muon energy (which in turn is only part of the neu-
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trino energy) and because the muon energy loss is
stochastic. Second, the spectrum falls very quickly
with energy (as E−3.7), so the events for which
the energy is overestimated would bury the events
at higher energy, distorting the resulting spectrum.
In order to overcome this problem, a different ap-
proach is needed: the unfolding techniques.
The structure of this paper is as follows. In the next
section, we will describe the calculation of the vari-
able used for the unfolding. This variable has to be
correlated with the neutrino energy with the lowest
possible spread. Among the different variables that
have been studied (number of hit optical sensors,
total charge, photon density along the track, etc.)
the best results are obtained when reconstructing
the energy from the photon density along the track
at the point of closest approach to the center of
gravity of hits in the event. In the following sec-
tion we make a brief description of the unfolding
procedure and test the robustness of the method.
Finally, we show the resulting unfolded spectrum.
Energy reconstruction technique
As a muon travels through ice, it emits about
3 · 104 Cherenkov photons in the spectral range
visible to the detector per meter along its track,
just from electromagnetic interaction of the bare
muon. In addition, the knock-on electrons,
bremsstrahlung, electron pairs, and photonuclear
interactions caused by the muon traveling through
ice, generate short cascades along the muon track
[3]. Particles created in such cascades also
emit Cherenkov radiation, increasing the “effec-
tive length” of the muon (which determines the to-
tal number of Cherenkov photons using the above
factor) by the amount proportional to the energy
of the cascade, on average by about 4 m· E/GeV
[4]. The number of additional Cherenkov photons
emitted by the passing muon due to cascades cre-
ated along its path is therefore proportional to the
total energy deposited in form of such cascades. In
a well-known approximation of the muon energy
losses, dE/dx = a + b · E, the second term is
largely due to just such energy deposits. Above the
critical energy (∼ 1 TeV), the second term begins
to dominate the energy losses, and the total num-
ber of Cherenkov photons left by a muon per unit
length of the muon track becomes proportional to
its energy:
Nc = 3·104m−1(1.22+1.36·10−3E/[GeV]) (9)
This “photon density” along the muon track en-
ters naturally into the muon track reconstruction
through a term in a log likelihood function, which
describes how well the number of photons ob-
served at a distance d from the track is described
by the flux function (defined as the lateral distribu-
tion of Cherenkov photons around the muon track
given as a function of the distance from the track).
The flux function is easily computed in the vicin-
ity of the track, before the scattering of light alters
the original direction of photons in the Cherenkov
cone around the track. At large distances one
may use the diffusive approximation since the pho-
tons observed there have sustained many direction-
altering scattering events. In the intermediate dis-
tance region these approximations are stitched to-
gether with a function, chosen to describe all 3 re-
gions. The shape of the function was inspired by
the eikonal small-angle scattering approximation
of light that may be used in low-scattering media,
e.g., water. The chosen flux function was verified
against data and was found to perform extremely
well.
The photon density along the muon track thus be-
comes the 6th parameter in addition to two angles
and 3 parameters describing a point in space and
time along the muon track, against which the like-
lihood function is minimized. One may then calcu-
late the energy by either inverting equation (1) or
performing a Monte Carlo study of the correlation
of the calculated photon density and energy (see
Figure 1). The second approach additionally re-
sults in a smearing matrix, which can then be used
for spectra unfolding (next section). In all cases the
energy of the muon is taken at the point of closest
approach to the center of gravity of hits left by the
muon in the detector (which yields better energy
estimates than alternatives).
Figure 2 shows the resolution of the energy re-
constructed with the method described here and
with methods based on the calculation of the num-
ber of hit optical channels (Nch) and total charge
(Qtot). For the isotropic fluxes in the energy range
of 104.4 − 107.4 GeV a reconstruction precision of
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Figure 1: Correlation of true muon energy and re-
constructed photon density parameter (photon den-
sity Nc times optical sensor effective PMT area).
The red line corresponds to the application of eq.
(1). It overestimates the value of the photon den-
sity parameter somewhat when compared to the de-
tailed simulation.
0.3 in log10(E [GeV]) is achieved. This is close
to the theoretically achievable (determined by the
uncertainty related to stochastic nature of energy
losses). For the atmospheric neutrino fluxes this
energy range increases to 103.6 − 107.6 GeV (this
may also be due to somewhat reduced statistics at
lower energies). At low energies the resolution
worsens due to a reduced dependence of muon en-
ergy losses on muon energy below the critical en-
ergy. This may potentially be improved by using
the observed muon track length as an additional
energy-correlated parameter. At high energies one
expects the nearby optical sensors to be saturated,
leading to increased systematic uncertainties and,
in turn, to reduced energy reconstruction precision.
This will likely improve with more detailed correc-
tions of the saturated behavior taken in the account.
Unfolding procedure
There are different unfolding methods used in high
energy physics. Previous studies of the atmo-
spheric neutrino unfolding have been done both
for AMANDA data [5, 6] and ANTARES simu-
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Figure 2: Energy reconstruction precision: blue
(lowest curve) for the photon-density-based ap-
proach of this paper, red for the Qtot and green
(highest curve) for the Nch-based calculations.
lation [7]. For this analysis we have chosen the
Singular Value Decomposition algorithm [8], since
it is robust, efficient and easy to implement. The
problem of unfolding can be expressed, in matrix
notation, by the expression Aˆy = b, where Aˆ is the
so-called smearing matrix (which has to be gener-
ated by Monte Carlo), y is the spectrum we want
to measure (in this case, the neutrino energy spec-
trum), and b is the experimental observable (recon-
structed muon energy). Inverting the smearing ma-
trix does not give a useful solution because of the
effect of statistical fluctuations, which completely
spoils the result. The SVD algorithm is based on
the decomposition of Aˆ as Aˆ = USV T , where
U and V are orthogonal matrices and S is a non-
negative diagonal matrix whose diagonal elements
are called “singular values”. It can be shown that
this decomposition allows one to easily identify the
elements of the system that contribute to the sta-
tistical fluctuations but provide useful information.
Thus, these elements can be filtered out in order to
obtain a smoother solution.
Another interesting point of this method is that in
practice we do not try to solve directly the spec-
trum, but the deviations from a reasonable assump-
tion. This also helps to reduce the effect of statisti-
cal fluctuations.
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Figure 3: True (black line) and unfolded (blue
crosses) Monte Carlo spectra (preliminary). It can
be seen that the agreement between both distribu-
tions is good. Errors include global unfolding un-
certainties.
Results and discussion
The event selection used in this work is guided by
one applied in the atmospheric neutrino rates anal-
ysis [2]. The variables to perform such a selec-
tion are the same but the values have been some-
what relaxed in order to increase the statistics:
Ndir (number of unscattered photons) ≥ 8, Ldir
(length of the track) > 200 m and θ (zenith angle)
> 92 deg. These cuts should still reject most of
the background contamination, which is still un-
der study. In order to check that the simulation
is under control, we have compared simulated and
measured distribution of several variables, finding
good agreement.
We have checked the robustness of the unfolded re-
sults as function of the spectral index used when
creating the smearing matrix and the initial as-
sumption made for the solution of the system. As
a spectral index of γ = −2 is far from γ = −3.7,
the dependence on the uncertainty of the smearing
matrix is small. We used rather different shapes
for the initial assumption on the solution and could
show that the algorithm coverges towards the ex-
pected solution. Figure 3 compares the true (gen-
erated by Monte Carlo) and unfolded distributions,
showing a good agreement between both (prelimi-
nary result).
Conclusions
The atmospheric neutrino spectrum is an important
result both for its intrinsic physics interest and be-
cause atmospheric neutrinos are the main source
of background in most of the analysis in neutrino
telescopes. In order to reconstruct this spectrum
we have to use unfolding techniques. In this paper
we have described how to reconstruct the muon en-
ergy (at the point of closest approach to the center
of gravity hits in the event), which is the variable
found to best correlate with the neutrino energy.
Finally, the unfolded spectrum is obtained, show-
ing also that the algorithm works properly when
compared with Monte Carlo.
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Abstract: The AMANDA-II data collected during the period 2000–2003 have been analysed in a
search for a diffuse flux of high-energy extra-terrestrial muon neutrinos from the sum of all sources
in the Universe. With no excess of events seen, an upper limit of E2ν × dNν/dEν< 7.4 × 10−8
GeV cm−2 s−1 sr−1was obtained. The astrophysical implications of this upper bound are discussed,
in addition to results from the search for signals with other energy spectra. The sensitivity of the diffuse
analysis of IceCube 9-string is presented.
Introduction
High energy photons have been used to paint a
picture of the non-thermal Universe, but a more
complete image of the hot and dense regions of
space can potentially be obtained by studying as-
trophysical neutrinos. Neutrinos can provide valu-
able information because they are undeflected by
magnetic fields and hence their paths point back to
the particle’s source. Unlike photons, neutrinos are
only rarely absorbed when traveling through mat-
ter. However, their low interaction cross section
also makes their detection more challenging. The
observation of astrophysical neutrinos would con-
firm predictions that hadrons are accelerated in ob-
jects such as active galactic nuclei or gamma-ray
bursts [1, 2].
Instead of searching for neutrinos from either a
specific time or location in the sky, diffuse anal-
yses search for extra-terrestrial neutrinos from un-
resolved sources. If the neutrino flux from an indi-
vidual source is too small to be detected by point
source search techniques, it is nevertheless pos-
sible that many sources, isotropically distributed
throughout the Universe, could combine to make a
detectable signal. This search method assumes that
the signal has a harder energy spectrum than at-
mospheric neutrinos. When examining an energy-
related parameter, an excess of events over the ex-
pected atmospheric neutrino background would be
indicative of an extra-terrestrial neutrino flux.
Search Method
Cosmic ray interactions in the atmosphere create
pions, kaons and charmed hadrons which can later
decay into muons and neutrinos. The main back-
ground for this analysis consists of atmospheric
muons traveling downward through the ice. Dif-
fuse analyses use the Earth as a filter to search
for upgoing astrophysical neutrino-induced events.
Once the background muons have been rejected,
the data set mainly consists of neutrino-induced
upward events. To separate atmospheric neutrinos
from extra-terrestrial neutrinos, we use an energy-
related observable as a final filter. This procedure
is based on the assumption that the signal neu-
trinos follow a Φ ∝ E−2 energy spectrum result-
ing from shock acceleration processes. The at-
mospheric neutrino flux has a much softer energy
spectrum (typically Φ ∝ E−3.7 for light meson in-
duced, Φ ∝ E−2.7 for charmed hadron induced).
AMANDA-II diffuse muon searches
Searches for a diffuse flux have been per-
formed with through-going muon events from
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1997 AMANDA-B10 data [3] and 2000–2003
AMANDA-II data (807 days livetime) [4]. A
search based on a regularized unfolding of the
energy spectrum is also reported in these pro-
ceedings [5]. The energy estimator used by
the 2000–2003 muon analysis was the num-
ber of optical modules (channels) that reported
at least one Cherenkov photon during an event
(Nch ). Due to their harder energy spectrum, extra-
terrestrial neutrinos are expected to produce a flat-
ter Nch distribution than atmospheric neutrinos
(see Figure 1).
The search for an extra-terrestrial neutrino compo-
nent used the number of events above an Nch cut,
after subtracting a calculated contribution from at-
mospheric neutrinos. The cut was optimized to
produce the best limit setting sensitivity [6]. In or-
der not to bias the analysis, data above the resulting
cut (Nch > 100) were kept hidden from the ana-
lyzer while the lowerNch events were compared to
atmospheric neutrino expectations from Bartol [7]
and Honda [8]. The various atmospheric neutrino
calculations (Bartol and Honda models, with and
without systematic uncertainties) were normalized
to the low Nch data, and the resulting spread in the
number of events predicted with Nch > 100 was
figured as an uncertainty in the limit calculation.
The observed Nch distribution is compared to the
atmospheric neutrino background calculations in
Figure 1. For the Nch > 100 region, 6 events
were seen, while 7.0 were expected. Using the
range of atmospheric uncertainty (shaded band
in Figure 1) in the limit calculation [9] leads to
an upper limit on a Φ ∝ E−2 flux of muon
neutrinos at Earth of E2ν × dNν/dEν= 7.4 ×
10−8 GeV cm−2 s−1 sr−1. This upper limit is
valid in the energy range 16–2500 TeV. In com-
parison, an unfolding of the atmospheric neu-
trino spectrum with this same data set leads to
an upper limit of E2ν × dNν/dEν= 2.6 × 10−8
GeV cm−2 s−1 sr−1 for the energy range 300–
1000 TeV [5]. With this analysis, limits were also
placed on specific extra-terrestrial models and on
the flux of prompt, charmed hadron neutrinos from
Earth’s atmosphere [4].
Figure 4 shows the upper limit on the νµ flux from
sources with an E−2 energy spectrum. The limit
from the AMANDA-II 4-year analysis is a factor of
four above the Waxman-Bahcall upper bound [1].
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Figure 1: Nch , the number of OMs triggered, for
the AMANDA-II 2000–2003 diffuse muon neu-
trino analysis. The data is compared to atmo-
spheric neutrino expectations [7, 8]. The signal
prediction for a Φ ∝ E−2 flux is rescaled to re-
flect the upper limit derived from this analysis.
IceCube 9 String
The IceCube neutrino observatory is under con-
struction and will be completed within the next
four years. In 2006, the first nine IceCube strings
were operated as a physics detector for 137 days.
The IceCube 9-string detector (IC9) has an instru-
mented volume four times larger than AMANDA-
II. Each string contains 60 digital optical modules
(DOMs) in ice, spaced in 17 m intervals between
depths of 1450 to 2450 m. The distance between
strings is 125 m, approximately three times greater
than in AMANDA-II.
Muon Background Rejection
Like the 2000–2003 AMANDA-II analysis, the
IC9 analysis uses the number of hit DOMs (Nch )
as an energy-related observable to distinguish at-
mospheric neutrinos from extra-terrestrial neutri-
nos. This method requires atmospheric muon
backgrounds to be removed first. For IC9, the at-
mospheric muon rejection has been re-optimized to
preserve more near-horizontal signal events (now
covering 80–180 degrees in zenith) and accommo-
date the new detector geometry.
For the background study, atmospheric muons
were simulated using CORSIKA. In addition, co-
incident muon events were generated, in which
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Figure 2: Effective area after final background-
rejection. The curve for cos(zenith) > 0 shows
an increased energy threshold because of the cut
on average hit distance.
muons from two independent atmospheric showers
are detected during the same trigger window. For
atmospheric neutrinos, 1.6 × 107 νµ events were
generated and re-weighted with the Bartol flux [7].
Atmospheric muons can enter the sample when
they are mis-reconstructed as upgoing or when
they arrive from near the horizon. One of
the most effective parameters for rejecting mis-
reconstructed events is the number of direct hits
(Ndir). These are hits close to the reconstructed
track so they are assumed to result mostly from
unscattered Cherenkov photons. The AMANDA-
II analysis selected well-reconstructed tracks based
on an Ndir cut and the distribution of hits along
the length of the track. With its larger string spac-
ing, the IC9 analysis uses a relaxed Ndir cut com-
plemented by new requirements on the calculated
precision of the zenith angle reconstruction and
the number of strings hit. Besides rejecting mis-
reconstructed muons, these cuts lead to the energy
threshold behavior visible in Figure 2. Therefore
lower energy atmospheric muons as well as atmo-
spheric neutrinos are further suppressed.
Preserving signal events near the horizon is impor-
tant because the effective area for high energy νµ
is greatest there (Figure 2). This enhancement is
strengthened in IC9 by the large height to width
ratio. However, atmospheric muon tracks at these
zenith angles are generally well-reconstructed and
often survive the other cuts. Therefore another
energy-related parameter was introduced, namely
Figure 3: Nch distribution in IC9 after background
atmospheric muon rejection. The IC9 cuts raise the
energy threshold relative to AMANDA-II, leading
to a lower atmospheric neutrino rate compared to
Figure 1. The signal curve corresponds to a test
flux of 1×10−6E−2 GeV cm−2 s−1 sr−1.
the average perpendicular distance between all hit
DOMs and the reconstructed track. The higher
light yield for energetic tracks means light can
reach far away DOMs, so a cut on the average hit
distance distinguishes strongly against the lower
energy atmospheric muon events. This cut is ap-
plied only for events above the horizon.
Sensitivity
After the atmospheric muon rejection cuts, sim-
ulated events are dominated by atmospheric and
extra-terrestrial neutrinos. Figure 3 shows the
Nch distribution for these events. The best Nch cut
was determined to be 60 for IC9 (137 days) by op-
timizing the Model Rejection Factor [6]. Assum-
ing no extra-terrestrial signal, the expected upper
limit was calculated using the Feldman-Cousins
method [9], giving a sensitivity of 1.4×10−7GeV
cm−2 s−1 sr−1. Figure 4 shows the IC9 sensitivity
in relation to sources with an E−2 energy spectrum
and the AMANDA-II search. The IC9 sensitivity
is only a factor 2 above AMANDA-II 4-year, de-
spite its much lower integrated livetime. Further
improvements may be expected, both from longer
term operation of the full IceCube detector and re-
finements of the analysis such as new energy re-
construction methods.
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Figure 4: Upper limit on the νµ flux from sources with an E−2 energy spectrum for the 2000–2003
AMANDA-II data, and expected sensitivity of IC9 for 137 days.
Conclusion
The AMANDA-II data collected during the pe-
riod 2000–2003 have been analysed in a search
for a diffuse flux of high-energy extra-terrestrial
muon neutrinos. With no excess of events seen,
an upper limit of E2ν × dNν/dEν< 7.4 × 10−8
GeV cm−2 s−1 sr−1was obtained. The sensitiv-
ity of 9 IceCube strings for 137 days livetime was
studied with simulated data, making use of new
cuts to improve acceptance near the horizon. The
expected sensitivity is 1.4×10−7GeV cm−2 s−1
sr−1. This analysis is ongoing and will be un-
blinded in the near future.
Acknowledgements
This work is supported by the Office of Polar Pro-
grams of the National Science Foundation.
References
[1] E. Waxman and J. Bahcall, Phys. Rev. D 59,
023002 (1998).
[2] K. Mannheim, R.J. Protheroe, and J.P.
Rachen, Phys. Rev. D 63, 023003 (2000).
[3] J. Ahrens et al. Phys. Rev. D 66, 012005
(2002)
[4] A. Achterberg et al., Phys. Rev. D, submitted,
arXiv:0705.1315 (2007).
[5] K. Mu¨nich for the IceCube Collaboration,
these proceedings
[6] G.C. Hill and K. Rawlins, Astropart. Phys.
19, 393 (2003).
[7] G.D. Barr, T.K. Gaisser, P. Lipari, S. Rob-
bins, and T. Stanev, Phys. Rev. D 70, 023006
(2004).
[8] M. Honda, T. Kajita, K. Kasahara, and S. Mi-
dorikawa, Phys. Rev. D 70, 043008 (2004).
[9] Cousins R D and Highland V L 1992 Nucl.
Ins. Meth. Phys. Res. A320 331, Feldman G
and Cousins R 1998 Phys. Rev. D 57 3873,
Conrad J, Botner O, Hallgren A and de los
Heros C 2003 Phys. Rev. D 67 012002, Hill
G C 2003 Phys. Rev. D 118101
70
THE ICECUBE COLLABORATION
30TH INTERNATIONAL COSMIC RAY CONFERENCE
Measurement of the atmospheric lepton energy spectra with AMANDA-II
K. MU¨NICH1 , J. LU¨NEMANN1 FOR THE ICECUBE COLLABORATION
1 Inst. of Physics, University of Dortmund, Dortmund, Germany
kirsten.muenich@udo.edu
Abstract: Extragalactic objects such as active galactic nuclei (AGN) and gamma-ray bursts (GRB) are
potential sources for the ultra-high energy cosmic ray flux. Assuming hadronic processes in these sources,
a diffuse neutrino flux might be produced together with the charged cosmic ray component. To measure
this diffuse extraterrestrial neutrino flux is one of the main goals of the Antarctic Muon and Neutrino
Detector Array (AMANDA-II). The neutrino spectrum, based on a four year data set (2000-2003), is
presented. The spectrum agrees with the atmospheric neutrino flux predictions. Upper limits to isotropic
extraterrestrial contributions are derived.
Introduction
The search for extraterrestrial neutrino sources
is the driving force behind the construction of
large neutrino telescopes. Though all three neu-
trino species should arrive at Earth in equal num-
ber, muons from muon neutrinos have a distinct
signature in the detector (a long path emitting
Cherenkov light) that makes them a desirable fo-
cus for this analysis. The drawback of this signa-
ture is the existence of a large background of atmo-
spheric muons entering the detector from the upper
hemisphere. Atmospheric muons are suppressed
by selecting only upgoing events as potential sig-
nal candidates. Muons from neutrinos produced in
the atmosphere dominate even in this sample.
The search for extraterrestrial muon neutrinos
within the data sample can be performed by multi-
ple approaches, for instance by selecting local co-
incidences with proposed steady neutrino sources
(AGN) or local and temporal coincidences with
GRBs. Since the energy spectrum of extraterres-
trial neutrinos is expected to be significantly harder
than the atmospheric neutrino spectrum, another
approach relies directly on the reduction of the at-
mospheric neutrino background by energy selec-
tion [2]. The analysis described here is based
on the reconstruction of the energy spectrum of
atmospheric muon neutrinos. Data taken with
the AMANDA-II detector between 2000 and 2003
provide 2972 upgoing muons with a lifetime of 807
days. The criteria used for the selection of events
are described in [3]. In addition a zenith angle veto
at 10 degrees below the horizon is applied.
Unfolding of the energy spectrum
In this analysis, the problem of determining the
energy spectrum from the observed detector re-
sponse is solved by applying a regularized unfold-
ing method. The underlying Fredholm integral
equation of first kind is reduced to a matrix equa-
tion system. The kernel is determined with Monte
Carlo methods. Statistically insignificant contribu-
tions to the kernel are suppressed by regularization
[4, 5]. The observables used must be correlated to
the neutrino energy. In total, eight observables are
found to satisfy these conditions. Because the un-
folding algorithm used for this calculation, RUN
[4], allows only three input variables, six observ-
ables are combined into one energy-sensitive vari-
able by a neural network application [5, 6]. In
Figure 1, the Gaussian response of this variable
to mono-energetic muons from the simulation is
shown. The unfolded neutrino energy spectrum is
compared to the flux expectations from [7, 1] in
Figure 2. The error bars in the plot comprise both
statistical and systematic uncertainties. The theo-
retical uncertainty of the atmospheric neutrino flux
contributes with 25% to the total systematic error
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Figure 1: Neural network output for simulated
mono-energetic muons fitted with Gaussian distri-
butions.
of 30%. For a detailed error discussion see [6].
Good agreement is observed when the unfolded
four-year neutrino spectrum is compared to the un-
folded data from 2000 analysed in [5, 6] (Figure 3).
Upper limits to additional contributions
to the neutrino flux
Two properties of the unfolded spectrum in
Figure 2 should be noted. First, the variable bin-
ning with a width of about half of the resolution
was optimized by Monte Carlo to obtain the best
sensitivity to an E−2 contribution of extraterres-
trial neutrinos. The bins are statistically correlated
to each other. This is taken into account in the er-
ror calculation. However, it is not obvious which
kind of probability density function (pdf) the flux
errors obey and how upper limits to additional con-
tributions to the atmospheric neutrino flux have to
be derived. Therefore, a confidence belt construc-
tion [8] has been applied to the unfolding prob-
lem. The second remark concerns the 2000-2003
data quality. During this period, small changes
in the detector properties, such as the photomul-
tiplier high voltage, resulted in different detector
response in the observables used in this analysis.
Since only the logarithm of these variables enters
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Figure 2: Comparison of the unfolded energy spec-
trum with flux expectations according to Ref.[7, 8].
The shaded bands show the range between the hor-
izontal (upper border) and vertical flux (lower bor-
der).
Figure 3: Comparison of the unfolded energy spec-
trum for 2000 and 2000-2003.
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Figure 4: The unified approach of Feldman and
Cousins has been applied to the unfolding problem
by calculating individual probability density func-
tions. 90% Feldman-Cousins confidence belts of
three unfolding energy bins: 50 to 100 TeV (black
dotted), 100 to 300 TeV (gray) and 300 TeV to
1 PeV (red) are displayed.
the unfolding procedure, these systematic effects
concern only the low energy portion of the spec-
trum (E < 2 TeV).
Assuming a diffuse signal energy spectrum
with an energy dependence of E−2, the un-
folded response for 17 different signal contri-
butions between 10−8 GeV cm−2 s−1 sr−1 and
4 · 10−7 GeV cm−2 s−1 sr−1 has been calculated.
For each signal contribution, the complete Monte
Carlo and analysis chain has been applied. Finally,
1,000 Monte Carlo experiments each containing
the equivalent of four years of AMANDA-II data
have been used for each of the 17 signal contribu-
tions. The energy distributions of all 17,000 Monte
Carlo experiments have been reconstructed. Af-
ter applying an energy cut, the statistical weights,
which corresponds to the weighted number of
events, for a fixed signal distribution are summed,
histogrammed and normalized to get the individual
pdf. Using the pdfs for each signal contribution the
Feldman-Cousins approach is applied. The result-
ing confidence belts are shown in Figure 4. The
upper limit is obtained from the confidence belt by
reading off the flux value that corresponds to the
statistical weight of the unfolded data (Figure 5).
Figure 5: Statistical weight of the unfolded data.
The statistical weight between 300 TeV and 1 PeV
is 0.005. The error bars can be used to calculate
an upper limit. Assuming normal distribution for
the pdfs, the 90% upper limit on the sum of atmo-
spheric plus extraterrestrial flux is given by 1.28
times the standard deviation. By subtracting the
atmospheric portion (gained by fitting the Volkova
prediction [9] to the unfolded spectrum) from the
total upper limit, an upper limit on the extrater-
restrial contribution can be calculated, see [5]. In
Figure 6 the unfolded neutrino spectrum (blue cir-
cles) for data from 2000-2003 as well as the re-
sulting upper limits are shown. The upper limits
obtained by the Feldman-Cousins procedure (blue
lines) are compared to those upper limits (pink
lines) obtained by using the normal distributed pdf
and the atmospheric fit. Since the upper limits ob-
tained from the two different methods are in agree-
ment, this is a good indication that the statistic er-
rors in the procedure have been treated properly.
The upper limits derived by calculating the individ-
ual pdfs in combination with the Feldman-Cousins
approach deliver slightly more restrictive bounds.
The resulting limits are compared with different
flux models (see Figure 6). MPR-max represents
the maximum neutrino flux from blazars in photo-
hadronic interactions. An upper bound on the flux
from AGN was estimated in [10], which is indi-
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Figure 6: Reconstructed neutrino spectrum and re-
sulting upper limits (blue and pink lines) for data
from 2000-2003. The results are compared with
different flux models [10] and the result from [2].
For the FC upper limit we added a bin from 300
TeV to 1 PeV which is not shown in Figures 2, 3
and 5 as only 0.005 events were observed in this
range and the corresponding flux value is out of
the displayed flux range.
cated in the figure as shaded region (MPR-bound).
The upper border of that region represents the limit
for sources that are optically thick to nγ interac-
tions, τnγ ≫ 1. The bound for optically thin
sources (τnγ < 1) is given by the lower bound of
the shaded region.
Conclusion
The energy spectrum of atmospheric muon
neutrinos has been reconstructed with a regu-
larized unfolding method in the energy range
between 1 TeV and 300 TeV. In this energy
range, no flattening of the spectrum is ob-
served, as would be expected if a significant
extraterrestrial neutrino contribution was pre-
sented. Upper limits to additional contributions
of φ ·E2 = 4.1 · 10−8 GeV cm−2 s−1 sr−1 to
the energy bin between 50 TeV and 100 TeV,
φ · E2 = 3.3 · 10−8 GeV cm−2 s−1 sr−1
between 100 TeV and 300 TeV and
φ · E2 = 2.6 · 10−8 GeV cm−2 s−1 sr−1 be-
tween 300 TeV and 1 PeV are obtained. This is
presently the most restrictive upper limit in this
energy range and at the given energies well below
the theoretical upper bound by Mannheim et al.
[10]. This upper limit restricts the parameter range
of the source models for AGN classes with flat lu-
minosity distributions (FRII) [11]. A comparison
of these upper limits to the upper limits obtained
with independent methods in AMANDA-II [2]
shows good agreement. All results shown here are
preliminary.
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Abstract: AMANDA-II is a high volume neutrino telescope designed to search for astrophysical neutri-
nos. Data from 2000 - 2002 has been searched for a diffuse flux of ultra-high energy (UHE) neutrinos
with energies in excess of 105 GeV. Due to absorption of UHE neutrinos in the earth, the UHE signal is
concentrated at the horizon and has to be separated from the background of large muon-bundles induced
by cosmic ray air showers. No statistically significant excess above the expected background is seen in
the data, and a preliminary upper limit is set on the diffuse all-flavor neutrino flux of E2 Φ90%CL < 2.4
× 10−7 GeV cm−2 s−1 sr−1 valid over the energy range of 2 × 105 GeV to 109 GeV. A number of
models which predict neutrino fluxes from active galactic nuclei are preliminarily excluded at the 90%
confidence level.
Introduction
AMANDA-II is a large volume neutrino telescope
with the capability to search for neutrinos from as-
trophysical sources [2]. In a previous publication
[3] it was shown that AMANDA-II is able to search
for UHE neutrinos (neutrinos with energy greater
than 105 GeV). UHE neutrinos are of interest be-
cause they are associated with the potential accel-
eration of hadrons by AGNs [4, 5], are produced by
the interactions of exotic phenomena such as topo-
logical defects [6] or Z-bursts [7], and are guar-
anteed by-products of the interaction of high en-
ergy cosmic rays with the cosmic microwave back-
ground [8, 9].
Above 107 GeV the Earth is essentially opaque to
neutrinos [10]. This, combined with the limited
overburden above AMANDA-II (approximately
1.5 km, for a description of the AMANDA-II de-
tector see [2]), means that UHE neutrinos will be
concentrated at the horizon. The background for
this analysis consists of bundles of down-going,
high-energy muons from atmospheric cosmic ray
showers. The muons from these bundles can
spread over cross-sectional areas as large as 200
m2.
Experimental and Simulated Data
This analysis used AMANDA-II data collected be-
tween February 2000 and November 2002, with
an integrated lifetime of 571 days after offline re-
triggering and correcting for dead time and periods
where the detector was unstable. Of this data 20%
from each year was used to develop selection cri-
teria, while the rest, with a lifetime of 456.8 days,
was set aside for the final analysis. Cosmic ray air
shower background events were generated using
CORSIKA [1]. The UHE neutrinos were gener-
ated with energies between 103 GeV and 1012 GeV
using ANIS [11]. For more details on AMANDA
simulation procedures see [2, 3].
Method
This analysis exploits the differences in light de-
position from the background of bundles of many
low energy muons and single UHE muons or cas-
cades from UHE neutrinos. A muon bundle with
the same total energy as a UHE neutrino spreads
its light over a larger volume, leading to a lower
light density in the array. Both types of events
have a large number of hits, but for the same num-
ber of hit optical modules (OMs), the muon bundle
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has a lower total number of hits (each OM may
have multiple, separate hits in one event). Back-
ground muon bundles also have a higher fraction
of OMs with a single hit, while the UHE neutrino
generates more multiple hits. In addition to select-
ing on variables which correlate with energy, se-
lecting on the reconstructed direction of the lepton
track separates the primarily horizontal UHE neu-
trinos from down-going muon bundles (Fig. 1).
Reconstruction algorithms optimized for cascade
Figure 1: Reconstructed zenith angle for the exper-
iment, background muon bundle and E−2 electron,
muon, and tau neutrino signal simulations. The
majority of signal events are expected at the hori-
zon, while the background is primarily downgoing.
light deposition [2] are also used to select UHE
neutrinos with an energy deposit from stochastic
process (i.e. bremsstrahlung or e+/e− pair cre-
ation) many orders of magnitude brighter than the
depositions from background muon bundles.
Systematic and Statistical Uncertainties
The sensitivity of AMANDA-II is determined from
simulation. The dominant sources of uncertainty in
this calculation are listed below.
Normalization of Cosmic Ray Flux: The av-
erage energy of simulated cosmic ray pri-
maries at the penultimate selection level is
4.4 × 107 GeV. Estimates of the error in the
normalization of the cosmic ray flux range
from 20% [12] to a factor of two [13]. This
analysis uses the more conservative uncer-
tainty of a factor of two.
Cosmic Ray Composition: There is consider-
able uncertainty in the cosmic ray composi-
tion above the knee [13]. The difference be-
tween background passing rates at the penul-
timate selection level for iron- and proton-
dominated spectra is 30%; this is taken as
the uncertainty due to cosmic ray composi-
tion.
Detector Sensitivity The optical properties of the
refrozen ice around each OM, the absolute
sensitivity of individual OMs, and obscura-
tion of OMs by nearby power cables can ef-
fect the detector sensitivity. Variations of
these parameters can cause a 15% variation
in the background and E−2 signal passing
rate.
Neutrino Cross Section: The uncertainty in the
standard model neutrino cross section is as
large as a factor of two at high energies
depending on the model assumed for the
proton structure [14]. This causes a maxi-
mum variation in number of expected signal
events for an E−2 spectrum of 8%.
Statistical: Due to the very demanding computa-
tional requirements, background simulation
statistics are somewhat limited. A statistical
error of 1σ for a Poissonian distribution with
µ = 0 is assumed for each year at the final
selection level. The signal simulation has an
average statistical error of 5% for each neu-
trino flavor.
Summing the systematic errors of the signal simu-
lation in quadrature gives a systematic uncertainty
of 17%. Combining this with the statistical uncer-
tainty of 5% per neutrino flavor gives a total uncer-
tainty of 18%. Following a similar method for the
background simulation, the systematic uncertainty
is 105%, and the maximum background expecta-
tion is fewer than 2.1 events for three years. These
uncertainties are included in the final limit using a
method outlined in [15].
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Figure 2: Preliminary all-flavor neutrino flux limit
and sensitivity for 2000 - 2002 over the range
which contains 90% of the expected signal with
an E−2 spectrum. Also shown are several repre-
sentative models: St05 from [5], P96 from [4],
Eng01 from [8], Si98 from [6], Yosh98 from [7]
and the Waxman-Bahcall upper bound [16]. Ex-
isting experimental limits shown are from RICE
[17], ANITA-lite [18], Baikal [19], AMANDA-
B10 [3] and AMANDA-II lower energy diffuse
search [20].
Results
The effective area after applying all selection crite-
ria is shown in Fig. 3. After applying all selection
criteria two events were found in the 456.8 days
of data between 2000 - 2002. The background ex-
pectation for the same time period is fewer than
2.1 events, after including simulation uncertainties.
This yields a 90% confidence level average event
upper limit [21] of 4.74 and a preliminary upper
limit on the all-flavor neutrino flux of
E2Φ90%CL ≤ 2.4× 10−7GeV cm−2 s−1 sr−1
(10)
with 90% of the E−2 signal found between the en-
ergies of 2 × 105 GeV and 109 GeV. This is the
most stringent limit at these energy ranges to date
(Fig. 2). A number of neutrino flux predictions are
eliminated at the 90% confidence level (see Table
1).
Figure 3: Angle-averaged neutrino effective area
for 2000 - 2002 after application of all selection
criteria. The peak at ∼107 GeV in the νe effective
area is due to the Glashow resonance.
Future Prospects
AMANDA-II hardware upgrades which were com-
pleted in 2003 should lead to an improvement
of the sensitivity at ultra-high energies [22].
AMANDA-II is now surrounded by the next-
generation IceCube detector which is currently un-
der construction. The sensitivity to UHE neutrinos
will further increase as the IceCube detector ap-
proaches its final size of 1 km3 [23].
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Table 1: Flux models, the number of neutrinos of
all flavors expected at the Earth at the final selec-
tion level and the preliminary MRFs for 456.8 days
of livetime. A MRF of less than one indicates that
the model is excluded with 90% confidence.
Model νall MRF
AGN [4] 20.6 0.23
AGN [24] 17.4 0.27
AGN [25] 8.8 0.54
AGN [26] 5.9 0.80
AGN RL B [27] 4.5 1.05
Z-Burst [28] 2.0 2.37
AGN [5] 1.8 2.63
GZK ν norm AGASA [29] 1.8 2.63
GZK ν mono-energetic [9] 1.2 3.95
GZK ν a=2 [9] 1.1 4.31
GZK ν norm HiRes [29] 1.0 4.74
TD [6] 0.9 5.27
AGN RL A [27] 0.3 15.8
Z-Burst [7] 0.1 57.4
GZK ν [8] 0.06 79.0
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Abstract: The AMANDA-II detector at the South Pole station, Antarctica, has been used in several
searches for a flux of extra-terrestrial neutrinos from the sum of all sources in the universe. These
searches are complicated by uncertainties in the expected fluxes of background neutrinos, both those
from cosmic-ray pion and kaon meson production (conventional atmospheric neutrinos) and those from
charm-containing mesons (prompt atmospheric neutrinos). In this work, we explore the use of a full
likelihood analysis on flux sensitive distributions in order to account for the uncertainties and place si-
multaneous constraints on the fluxes of interest. The method is illustrated using simulated data sets, with
application to the real AMANDA-II data to come.
Introduction
The search for an extra-terrestrial diffuse flux is
one of the most challenging tasks of a neutrino de-
tector. In contrast to a point source search, where
backgrounds are measured from off-source data, a
diffuse search requires a good understanding and
prediction of the expected backgrounds. In the
case of a diffuse neutrino search, the backgrounds
are atmospheric neutrinos. There are two compo-
nents to this flux, one thought to be well under-
stood, and another less certain. The conventional
atmospheric neutrinos[1, 2] are due to decay of pi-
ons and kaons produced by cosmic radiation inter-
acting with the earth’s atmosphere. Prompt atmo-
spheric neutrinos[3, 4, 5, 6, 7], from the produc-
tion and decay of mesons containing charm quarks,
have never been identified and predictions of this
flux span orders of magnitude. The prompt com-
ponent should follow the spectral index of the pri-
mary cosmic rays, whilst the conventional compo-
nent has a spectrum about one power steeper. The
expected flux of extra-terrestrial neutrinos from,
for example, the sum of all active galaxies in the
universe, is expected to have a harder spectrum (∼
E−2) than either of the atmospheric neutrino com-
ponents. The low expected event rates and simi-
larity of the spectra of prompt and extra-terrestrial
neutrinos will make their independent identifica-
tion difficult[8]. The AMANDA-II detector data
from the years 2000-03 have been searched for
prompt and extra-terrestrial components[13, 14].
Spectral differences in the neutrino fluxes would
manifest themselves in different expected energy
distributions of detected events in the AMANDA-
II neutrino detector. The number of optical mod-
ules (Nch) registering at least one photon was used
as an energy estimator. A diffuse extra-terrestrial
signal would appear as an excess of events at
higher values of the Nch parameter. In order not
to bias the analysis, a blind analysis, and a simu-
lation based unbiased optimum limit setting tech-
nique were used to choose the best cut appropri-
ate for each signal spectrum. The atmospheric
neutrino background simulation was normalised
to observed data below the cut in order to con-
strain some of the uncertainties. The prompt neu-
trinos were treated in two ways, firstly, they were
included as a background for the extra-terrestrial
searches, and secondly, they were treated as an
unknown signal, to be constrained by the ob-
served data. The final limit on an E−2 flux was
set at a level of E2ν × dNν/dEν= 7.4 × 10−8
GeV cm−2 s−1 sr−1, valid over an energy range
16-2500 TeV. This is the best limit to date on extra-
terrestrial neutrino fluxes. Despite this success, the
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cut and count method does suffer from some draw-
backs. Primarily, the shape of the Nch distribu-
tion is not used in the analysis, only the integrated
number of events above the cut value. A likelihood
analysis can be used to take advantage of the full
shape of the Nch distribution. In addition, such an
analysis can simultaneously constrain all the pa-
rameters, both those of direct interest (the numbers
of prompt and extraterrestrial neutrinos) and those
of indirect interest - known as “nuisance parame-
ters” (normalisation and shape of the conventional
atmospheric neutrinos). Another key point is that if
an entire distribution is used in a likelihood analy-
sis, then there is no need to optimise a selection cut
on that parameter, removing discussion of what is
the optimal cut criterion. These likelihood methods
with nuisance parameters are standard for neutrino
oscillation analyses[9], and for “unbinned” astro-
physical point source searches[10, 11, 12].
Methodology
The likelihood function in this analysis is the prod-
uct over a binned version of the Nch distribution of
the bin-by-bin Poisson probabilities of events ob-
served given events expected.
P ({ni} | {µi}) = Πi (µi)
ni
ni!
exp(−µi) + ∆ǫ
2
σǫ(11)
For each bin, the expectation µi is the sum of con-
ventional and prompt atmospheric neutrinos, and
extra-terrestrial neutrinos
µi = ǫ(Acµci(∆γ) +Apµpi +Aeµei) (12)
where subscripts c, p and e stand for conventional,
prompt and extra-terrestrial neutrino fluxes respec-
tively. As an example, the term Aeµei is the num-
ber of events expected in bin i after convolving
an extra-terrestrial flux, normalised to a total of
Ae events, with the effective area of the detector
(which includes absorption effects in the earth).
The parameter∆γ of the conventional atmospheric
flux allows for changes in the spectral shape rel-
ative to the prediction. Full calculations[1, 2] of
the angular and spectral dependence of the flux
have been made, here we allow for deviations away
from the exact form Φ0(E, θ) by using Φ(E, θ) =
Φ0(E, θ)E
∆γ
. Since the spectrum only approxi-
mately follows a power-law (and this varies with
angle) we choose to fit for deviations away from
the actual spectrum, rather than fit for a simple
power law γ. Fitting for ∆γ would allow state-
ments to made such as “the data favour a sim-
ilar/harder/steeper spectral form than that calcu-
lated theoretically,” rather than simply fitting for a
single value of γ. The parameter ǫ is an efficiency
term reflecting uncertainties in the effective area
of the detector. While this is strictly energy- and
thus bin-dependent, with strong bin-to-bin correla-
tions, here we simplify to a constant form for this
initial illustration of the method. Epsilon is con-
strained to a Gaussian form with width σǫ by the
penalty term in the likelihood function, with ∆ǫ
being the difference between the tested value of the
efficiency, ǫ, and the notional best fit value for the
efficiency, ǫ0 = 1. To test a given hypothesis, e.g.
that Ap = 20.0 and Ae = 10.0, the likelihood is
maximised, fixing Ap and Ae to the desired values
and allowing ǫ, Ac and ∆γ to float. This likeli-
hood, denoted L, is then compared to the likeli-
hood Lˆ where all parameters are free to float in the
fit. The tested hypothesis is then rejected at a con-
fidence level set by the probability of observing a
greater likelihood ratio, given the truth of the null
hypothesis Ap and Ae, than the specific one that
was observed. The distribution of the likelihood
ratio statistic under the null hypothesis is known
approximately from Wilks’ theorem. Asymptoti-
cally, the likelihood ratio defined by −2 logL/Lˆ
follows a chi-square distribution with degrees of
freedom equal to the number of fixed parameters
in the L fit. The confidence level at which the hy-
pothesis is then rejected is found from checking
the ratio −2 logL/Lˆ against the appropriate chi-
square value (e.g. a 90% c.l. corresponds to a chi-
square of 4.6 for two degrees of freedom). In or-
der to compute the exact confidence level for each
null hypothesis, the likelihood ratio may be com-
pared to its expected distribution, generated from
many random event distributions drawn from the
null hypothesis[15]. In this paper, we use the chi-
square approximation for simplicity, leaving the
full interval constuction for final analysis.
Having written down the form of the likelihood
function, the details of the components must be
determined. Here, we take the shape of the con-
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ventional atmospheric neutrino detector response,
µc(∆γ) as the convolution of the Bartol flux[1],
with the detector effective area, multiplied by the
factor E∆γ . There are two primary sources of un-
certainty in the prediction of the atmospheric neu-
trino flux - the cosmic ray primary spectrum and
the interaction model. Together, these manifest
themselves as overall uncertainties in the normal-
isation (fitted by Ac), and as an increasing uncer-
tainty in the flux as a function of energy (see fig-
ure 12 of [13]). This energy dependent uncertainty
can be approximately parameterised as a change of
slope in the neutrino spectrum. The prompt flux is
the “Charm D” model[7], an older prediction, but
with a spectral shape similar to more recent pred-
itions. The extra-terrestrial flux follows an E−2
power law. The value of the effective area uncer-
tainty, σǫ, is taken as 10%, effectively bounding
(95% region) it to extrema of plus/minus 20%.
Example fitting of a test data set
To demonstrate the power of the likelihood
method, we derive a random test data set by sam-
pling 450 events from the Bartol Nch distribution.
These event are then treated as though they are the
real data set. Figure 1 shows the result of the fitting
procedure, where the data set is best fit by 446.5 at-
mospheric neutrinos and 3.6 extra-terrestrial neu-
trinos. The normalisation and ∆γ of the atmo-
spheric neutrinos, and the effective area parame-
ter ǫ, were allowed to float during this fit. The
potential to constrain the atmospheric neutrino pa-
rameters is shown in figure 2, where an acceptance
region was found while allowing the effective area
uncertainty to float. The size of this experimentally
determined allowed region is similar to the theo-
retical uncertainties of flux. This simple Nch fit-
ting procedure is not powerful enough to constrain
the theory with only AMANDA-II. However, with
increased exposure (more AMANDA-II data and
the larger IceCube detector) the experimental ob-
servations will begin to constrain the theory, al-
lowing for proper measurements of the flux. In
figure 3 the allowed regions for prompt and extra-
terrestrial fluxes are shown. Since there is only
background in the test data set, the allowed re-
gion includes the background only corner of the
plane. The upper bounds of the allowed regions
define combinations of allowed amounts of the two
components. The 90% confidence level count on
the extra-terrestrial axis (25 events) corresponds
to a flux level of E2ν × dNν/dEν= 1.2 × 10−7
GeV cm−2 s−1 sr−1. Since this result is just for
one specific test data set, a meaningful compari-
son to the standard analysis[13] cannot be made,
without determining a sensitivity over many re-
peated random experiments. It is expected that the
likelihood method will lead to an improvement in
the sensitivity. The actual predicted level of the
CharmD prompt flux corresponds to 8 events in
this acceptance region.
Future work
To properly estimate the sensitivity and discovery
potential, many test sets, drawn from mixtures of
backgrounds and signals must be processed and the
acceptance regions combined. This will be done
using the median likelihood ratios at each point in
the plane. Required signal combinations for defi-
nite discovery of either or both of the signal fluxes
could also be determined.
The nature of the parameterisations of the fluxes
can be further developed and improved. In prin-
ciple, the atmospheric neutrinos could be param-
eterised in ways more directly connected to the
physics of the cosmic ray fluxes and interaction
models, for instance to fit for the charm production
cross-sections, and to allow for the charm spec-
tral index to float. Instead of using an E−2 extra-
terrestrial spectrum, the spectral index of this ad-
ditional component flux could be a fit parameter.
The uncertainties on the detector response could be
treated in a proper bin-to-bin correlated manner.
Conclusions
A likelihood ratio fitting method, incorporating
nuisance parameters, has been developed for appli-
cation to a neutrino search with the AMANDA-II
detector. This method allows for the simultaneous
constraint of background and signal flux parame-
ters. The use of an entire distribution in the analy-
sis removes the need for optimisation of a selection
cut, and allows all the available information to be
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Figure 1: Fitting of a test data set with the like-
lihood procedure. The data set, drawn from the
Bartol atmospheric neutrino distribution, is best fit
by a near pure atmospheric neutrino contribution,
plus 3.6 extra-terrestrial events. The allowed re-
gions for the additional components are shown in
figure 3.
Figure 2: Test data set allowed regions of the at-
mospheric neutrino total event count, and spectral
slope difference ∆γ. The confidence level con-
tours correspond to one-sigma, 90%, two and three
sigma, moving outward from the best fit point.
incorporated into the confidence interval construc-
tion.
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Abstract: The Antarctic Muon And Neutrino Detector Array (AMANDA) is a Cherenkov detector de-
ployed in the Antarctic ice cap at the South Pole [1]. The charged-current interaction of high-energy
electron or tau neutrinos, as well as neutral-current interactions of neutrinos of any flavor, can produce
isolated electromagnetic or hadronic cascades. There are several advantages associated with the cascade
channel in the search for a ”diffuse” flux of astrophysical neutrinos. The energy resolution of AMANDA
allows us to distinguish between a hard astrophysical spectrum and a soft atmospheric spectrum. In addi-
tion, the flux of atmospheric electron neutrinos is lower by an order of magnitude relative to atmospheric
muon neutrinos, while the background from downward-going atmospheric muons can be suppressed due
to their track-like topology. The low background in this channel allows us to attain 4pi acceptance above
energies of ∼ 50TeV. We present the analysis of AMANDA data collected during 2000-2004. Compared
to our previous analysis, this data set is a factor of five larger, resulting in a correspondingly improved
sensitivity for the flux of astrophysical neutrinos.
Introduction
There are several theoretical predictions that cos-
mic neutrinos are produced by accelerated protons
within high-energy astrophysical objects such as
Active Galactic Nuclei (AGN) and Gamma Ray
Bursts (GRB). Neutrinos can propagate in straight
lines through the universe as they are not effected
by magnetic fields of the galaxy and essentially do
not interact with particles on the way to the earth.
They are expected to be produced in the source
with a ratio νe : νµ : ντ ∼ 1 : 2 : 0 but due to
flavor-mixing during propagation a 1 : 1 : 1 ra-
tio is expected at the detector. However, due to the
very small cross-section neutrinos are also difficult
to detect. In order to perform a search for galac-
tic and extragalactic neutrinos, the AMANDA tele-
scope was installed in the antarctic ice cap at the
geographical South Pole and has been operating
since 2000. It consists of 677 optical modules
(OM) which are attached to 19 strings and buried
at depths from 1500 m to 2000 m under the ice
surface. Each optical module contains a photo-
multiplier suited to register Cherenkov light emit-
ted by a charged particle which is produced in the
neutrino interaction. The signature of a charged-
current interaction of νe and ντ is an electromag-
netic and a mainly lower energetic hadronic cas-
cade. Via neutral-current interaction, neutrinos of
any flavor can produce isolated hadronic showers.
This analysis is focused on a search for neutrinos
from unresolved sources (diffuse flux) which have
a cascade-like signature in the AMANDA detector.
The muon-like events are the main background for
this analysis. In the cascade channel the direction
of the incoming neutrino is poorly reconstructed,
however, the energy resolution of the detector for
cascade reconstruction is O(log(Eν)) = 0.18. By
removing track-like events, one can eliminate most
of the background from atmospheric muons. In ad-
dition, the flux of atmospheric electron neutrinos is
much lower than the flux of muon neutrinos.
Experimental data and MC simulation
The experimental data used in this analysis were
collected between 2000 and 2004. After exclud-
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ing bad and unstable runs from the analysis we end
up with a lifetime of 1000.1 days, where in total
8.8×109 triggered events were recorded. The main
contribution are muons from meson decays in the
atmosphere.
The atmospheric muon background was simulated
with CORSIKA [2]. To reach large statistics
for the high energy part of the background spec-
trum with acceptable computing time, about 5000
days of downgoing atmospheric muons were gen-
erated with energies above 5 TeV. For comparison
a smaller sample of standard CORSIKA events
was produced.
The cascades were simulated with ANIS [3] gen-
erating all three neutrino flavors (νe, ντ and νµ)
at energies between 100 GeV and 100 PeV assum-
ing an E−1 energy spectrum. The resulting muons
were further propagated using MMC (see [4] for
details). The signal spectrum was reweighted af-
terwards to a hypothetical E−2 flux of νe. Atmo-
spheric ν were simulated by reweighting the same
neutrino events to a steeper ∼ E−3.7 spectrum [5].
Analysis Optimization
The analysis consists of several filter levels includ-
ing reconstruction of the cascade vertex and energy
as well as a few quality cuts to select high quality
events. The reconstruction algorithms based on the
likelihood minimization method are described in
[3, 6]. The vertex resolution of cascade-like events
is about 4 m. Quality cuts were performed using
the likelihood values Lvertex and Lenergy, given by
reconstruction algorithms.
In order to reduce events with a mis-reconstructed
vertex, the cut on the vertex likelihood function
has been applied, Lvertex < 7.1. The cut on
the energy likelihood Lenergy was performed as
function of the reconstructed energy. Another
energy-dependent cut was applied on the radial
distance of the reconstructed vertex position ρxy .
For Ereco < 1.25TeV this cut was set such that
only events with the reconstructed vertex position
within a 100 m radius from the detector center
(fiducial volume of AMANDA) were used in the
analysis. Taking into account that the higher en-
ergetic events are often reconstructed at distances
outside of the detector and the fact that the antici-
Figure 1: The reconstructed energy distribution of
cascade candidate events for the five years (2000-
2004) used in this analysis.
pated background is rather small for these energies,
we allow an energy dependent increase of the vol-
ume above Ereco > 1.25TeV.
By this filter, the set of experimental data is re-
duced by a factor of 105. Fig. 1 shows the recon-
structed energy of cascade candidates for the dif-
ferent years. Small variations arise from slightly
different hardware configuration for different peri-
ods.
At the final filter level, two additional cuts were
performed and optimized for the analysis. In addi-
tion to a cut on Ereco we introduced a discriminat-
ing parameter Qs that involves the following set of
three variables:
• vertex likelihood value Lvertex,
• cos(θµ) taken from muon track likelihood
reconstruction,
• radial distance, ρ60xy , between the vertex po-
sition of two likelihood vertex fits; the sec-
ond fit is thereby not using hits within a
60 m sphere around the vertex position de-
termined by the first fit.
The method to construct the discriminating param-
eter Qs is described in more detail in [7]. The
three distributions are shown in Fig. 2 for signal
and background Monte Carlo and for experimental
data. All distributions for data and background MC
are in a good agreement apart some discrepancy in
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Figure 2: Distributions of the three variables used to construct the discriminating parameter Qs for the
experimental data, the background and the signal MC. Left: vertex likelihood distribution for signal and
background. Middle: ρ60xy distributions (see text for details). Right: cos(θµ) distribution taken from the
iterative muon likelihood reconstruction.
the cos(θµ) distribution. The reason for this could
be an incorrect simulation of the ice properties and
it needs to be taken into account in the systematic
error. To maintain blindness we used only 20% of
the experimental data to perform the final cut op-
timization. However, the optimization was done
assuming the statistics of the full data sample i.e.
the data were re-scaled by a factor of five. In Fig. 3
one sees the energy spectra for signal and back-
ground Monte Carlo and for experimental events
which passed through the cascade filter. Here the
background distribution was normalized to the ex-
periment.
The final cuts on the reconstructed energy were ap-
plied following the optimization method described
in [8]. This cut was performed in order to sep-
arate the potential signal from the background.
Both cuts Qs and Ereco were chosen to result in
the highest sensitivity to an astrophysical neutrino
flux. The sensitivity is defined here as the av-
erage upper limit [9] which was obtained in an
ensemble of identical experiments in absence of
the signal. In Fig. 4, the average upper limit φ¯ is
shown as a function of Ecut for Qs > 0.92. This
procedure was repeated for a large range of Qs
values in order to obtain the optimal discriminat-
ing parameter and energy cut. To make a smooth
background interpolation possible, the background
distribution was fitted with a power-law function
/GeV)reco(E10log
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Figure 3: The reconstructed cascade energy dis-
tribution Ereco. Shown are experimental data as
well as background and signal Monte Carlo simu-
lation after application of all quality cuts and a cut
on the discriminating parameter Q > 0.92. The
smooth line is a result of the power-law fit to the
background simulation.
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(see Fig. 3). For the discriminating parameter the
optimal cut is at Qs > 0.92. The energy cut
obtained from the optimization is log(E) > 4.65.
The corresponding sensitivity on the flux of νe is
2.7× 10−7(E/GeV)−2/(GeVs sr cm2).
There is 1 event from the 20% experimental data
subset passing this cut. We expect 1.3 background
events from atmospheric muons. The expectation
for the atmospheric νe and νµ which passed all cuts
is 0.02 events for the 20% sample. No systematic
uncertainties have been estimated yet, however, the
uncertainties in the detector response and in the
predictions of the atmospheric muon and neutrino
fluxes are expected to be substantial.
Figure 4: The average upper limit as a function
of energy cut. The best sensitivity is reached for
log(Ecut) = 4.65.
Results
Analyzing a 20% sub-sample of the 5 years
AMANDA data, a search for cascade-like events
was performed. The observed events from ex-
perimental data are statistically consistent with
the background expectation. The expected
number of signal events from a diffuse flux
assuming a E−2 spectra and a strength of
10−7(E/GeV)−2/(GeVs sr cm2) is 2.1 νe events,
leading to a preliminary sensitivity on the νe flux
of 2.7×10−7(E/GeV)−2/(GeV s sr cm2). Fig. 5
shows the effective areas after all selection cuts
combined for neutrinos and anti-neutrinos. The ef-
fective area for tau neutrino is larger at high en-
ergy due to tau regeneration. Anti-electron neutri-
nos show a large increase in the effective area near
6.4 PeV due to the Glashow resonance.
Figure 5: The effective neutrino areas for νe, νµ
and ντ are shown as a function of neutrino energy
after all selection criteria have been applied.
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Abstract: The performance of the partially (∼10%) constructed IceCube neutrino detector on the search
for extremely high energy (EHE) neutrino in data taken in 2006 is presented. Background event numbers
are estimated based on an empirical model which reasonably describes a part of the same experimental
sample. Following this background estimate an upper limit of the neutrino fluxes at 90% C.L. would be
placed at E2φνe+νµ+ντ ≃ 1.6 × 10−6 GeV/cm2 sec sr for neutrinos with an energy of 108 GeV in the
absence of signals in the 2006 sample. The corresponding neutrino effective area is also presented.
Introduction
Extremely high energy (EHE) neutrinos are ex-
pected to fill a key role in connecting the observed
EHE cosmic-rays to their birthplaces, which may
shed light on the long standing puzzles of the ori-
gin of EHE cosmic-rays. Because of their low
intensity, the detection of EHE neutrino requires
a huge effective detection volume. The IceCube
neutrino observatory [1], located at the geographic
South Pole, will consist of a km3 fiducial volume
of clean glacier ice as a Cherenkov radiator and
an array of photon detectors. The initial IceCube
9 string array (IC-9) was deployed by February
2006. Each string was positioned with a spacing of
approximately 125 m and with 60 optical sensors
attached to it at intervals of ∼17 m. The IC-9 de-
tector was operational from June through Novem-
ber of 2006. The high energy events sample used in
this analysis is a part of the full dataset taken with
IC-9 satisfying the condition that a minimum of
80 out of 540 IC-9 optical sensors (DOMs) record
Cherenkov pulses within 5 µsec. The effective
livetime corresponding to this dataset is 124 days
after rejecting events taken during times of unsta-
ble operation.
We report here for the first time on the expected
sensitivity of this IC-9 detector configuration for
neutrinos with energies 107 GeV and above.
EHE events in IceCube
At extremely high energies, neutrinos are mainly
detected by secondary muons and taus gener-
ated during propagation of EHE neutrino in the
Earth [2]. The propagation of particles has been
simulated in detail by the JULIeT package [3]. Par-
ticles are seen in the detector as series of ener-
getic cascades from radiative energy loss processes
rather than bare tracks. These radiative energy
losses are proportional to the energies of muons
and taus and so is the Cherenkov light deposit in
the IceCube detector. Figure 1 shows distributions
of the total number of photoelectrons (NPE) de-
tected by the 540 DOMs as function of muon and
tau energies from the full IceCube Monte Carlo
simulation. The trigger condition of 80 or more
recorded DOM signals has been applied. A clear
correlation between NPE and the energy of parti-
cles measured at 880 m from the IceCube center is
observed. The IC-9 DOM response to a large NPE
signal is limited mainly due to its readout config-
uration and PMT performance. Taking fully into
account these effects in the simulation, the visi-
ble departure from linearity stems from the satu-
ration of the detector during signal capture. Par-
ticles traversing far away from the detector leave
low NPE signals regardless of their energy. From
these observation, we use NPE as a robust estima-
tor of the particle energy - together with the zenith
angle - as main selection criterion.
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Figure 1: Event from the Monte Carlo simulation of the IC-9 detector in a plane of NPE and charged lepton
energy measured at 880 meters from the IceCube center. Events passing within 880 m of the center of
IceCube are considered in the plots and more distant events do not contribute to the data sample. The dis-
tribution in the left plot is for muons. The plot for taus on the right illustrates the suppression of energy loss
compared to that of muons and the contributions from tau-decays. The charged lepton energy distribution
is assumed to follow E−1 in these plots for illustrative purposes.
Background modeling
EHE neutrino induced muons and taus enter
mostly from near or above the horizon with down-
going geometry because of the increase of neu-
trino cross section with energy. Therefore, at-
mospheric muon bundles, penetrating the detector
from above, constitute a major background. How-
ever, the estimation of the atmospheric muon event
rate in the relevant energy range is highly uncer-
tain, as it involves poorly characterized hadronic
interactions and a knowledge on the primary comic
ray composition at energies where there is no direct
measurement available. In the present analysis,
we fit a part of the experimental IC-9 high energy
event sample by an empirical formula to build the
atmospheric muon background model. The model
is then extrapolated to higher energies to estimate
background intensity in the signal region.
This study used an event sample with 104 ≤ NPE
≤ 105 in which the bias in the high energy event
dataset from the filter requirement of 80 DOMs is
minimal. Events are dominated by atmospheric
muons over possible cosmic neutrino events by
more than 2 orders of magnitude as shown in
Ref. [4]. The empirical model is based on the
Elbert formula [5] that describes the number of
muons with energies greater than a energy thresh-
old initiated in a cosmic ray air shower cascade.
The energy weighed integration of the formula re-
lates the total energy carried by a muon bundle to
the primary cosmic ray energy. The relation as-
sociates muon bundle event rate to given primary
 (event-sum NPE)
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Figure 2: Event distributions of data as a function
of NPE (left) and zenith angle θ (right). Black
dots with error bars denote the IC-9 high energy
event sample in 4.0 ≤ log10 NPE ≤ 5.0. Red and
green histograms are from the Monte Carlo sim-
ulation of the empirical atmospheric muon bundle
model with two sets of parameters that gives simi-
larly good agreement with experimental data.
cosmic-ray flux which was taken from the compi-
lation in Ref. [6]. In other words, the background
muon event rate is governed by the intensity of
the cosmic ray flux and depends on the fraction
of energy that goes to a muon bundle in an air
shower. The two parameters of the model, the co-
efficient to determine multiplicity of muons in a
bundle and the lowest energy of muons in a bundle
to leave detectable signal in the IceCube detectors,
88
THE ICECUBE COLLABORATION
are estimated by comparing model simulation and
experimental sample in the plane of NPE and re-
constructed zenith angle for NPE below 105. The
comparison of the model and experimental data is
shown in Fig. 2. The black dots show a mid-NPE
subsample of the data. Colored lines indicate the
model simulation with two sets of parameters that
give similar goodness in fits in terms of χ2/d.o.f
with respect to the experimental sample but with
extreme cases of the low muon multiplicity coef-
ficient (green line) and the low threshold energy
coefficient (red line) in a bundle. Obviously, the
models represent the experimental NPE and decli-
nation dependence well.
Results
Event distributions for signal and muon-bundle
induced background are shown in Fig. 3. For
the signal we chose a GZK cosmogenic neutrino
model [7] as calculated in Ref. [8]. The plots
show that the atmospheric muon bundle model has
a steeper distribution in NPE compared with that
of the signal GZK model. The number of muons
and taus originating from the propagation of the
signal neutrino in the earth exceeds that of atmo-
spheric muon bundles at directions near the hori-
zon as well as at the higher NPE. These observa-
tions suggest that the background can be rejected
by excluding events with low NPE values and ver-
tical reconstructed directions. The signal domain
is defined by the following conditions:
log10NPE ≥ log10NPElow, (13)
and if cos θ ≥ 0.1,
log10NPE ≥ 4.7 + 1.1
0.9
(cos θ − 0.1). (14)
Summarized in Table 1 are the expected numbers
of signal and background events above cut levels
defined with different values of log10 NPElow.
The resulting sensitivity to the all flavor EHE neu-
trinos is calculated independent of the neutrino flux
models with the quasi-differential method based on
the flux per energy decade. A similar approach
is found in Ref. [9]. The first year IC-9 sensi-
tivity curves at 90% confidence level are shown
in the left plot of Fig. 4 for the four cut levels
in Table 1 with an assumption of negligible back-
ground. It is also shown that this EHE neutrino
Table 1: Preliminary numbers of expected Ice-
Cube EHE events of muons and taus produced
from the GZK model [8] and from the background
atmospheric muon model prediction. The predic-
tions are normalized to a livetime of 124 days
and presented for different log10NPElow values in
Eqs. (13) and (14). GZK µ+ τ indicates the num-
ber of events with muons and taus induced by the
GZK neutrino outside the IceCube detector volume
defined by a sphere of 880 m radius. GZK νe+µ+τ
indicates contributions from charged particles cre-
ated inside the sphere.
cut level 1 2 3 4
log10NPElow 4.4 4.6 4.8 5.0
GZK µ+ τ 0.033 0.027 0.020 0.011
GZK νe+µ+τ 0.028 0.024 0.020 0.015
atmospheric µ 0.003 ≤ 10−4 ≤ 10−4 ≤ 10−4
search is sensitive to the neutrinos with energies on
the surface ranging between ∼107 and ∼109 GeV.
Choosing cut level number 2, the 90% C.L. up-
per limit of EHE neutrino fluxes by the 2006 IC-9
observation would be placed at E2φνe+νµ+ντ ≃
1.6× 10−6 GeV/cm2 sec sr for neutrinos at an en-
ergy of 108 GeV; the corresponding neutrino ef-
fective area with our preferred cut level 2 is also
shown on the right plot of Fig. 4.
Discussion
The sensitivity estimate has been obtained with the
assumption of negligible background based on the
empirical model prediction. The systematic un-
certainties in the background estimation must be
further considered, however. Possible contribu-
tions from fluctuations in the hadronic interaction
processes in the air shower cascades and fluctu-
ations in the muon bundle spatial distribution at
IceCube detector depths (1450-2450 m) are disre-
garded in the current study. The estimation of these
effects must be performed before the cuts are final-
ized. We would like to also remark that estimations
of the contribution from the prompt muon in the
present background model are uncertain. While
the IC-9 high energy sample below 105 NPE (cor-
responding roughly to E ≤ 107−8 GeV) shows no
indication of a significant prompt muon contribu-
tion, a potential excess of events beyond the atmo-
spheric muon bundle model could either be due to
prompt muons, cosmic neutrinos or due to events
of exotic physics origin.
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Figure 3: Event distribution in the plane of NPE and cosine of zenith angle obtained by Monte Carlo
simulations. Plotted on the left and middle are those for GZK neutrino-induced muon and tau signals,
respectively. The background atmospheric muon bundle model is shown on the right. Projections of the
atmospheric muon bundle distribution is represented by green lines in Fig. 2.
Figure 4: The 2006 IC-9 sensitivity curves at 90% C.L. on the EHE neutrino model fluxes is shown on the
left. The fluxes of the three neutrino flavors νe, νµ, ντ are summed up. GZK refers to the GZK model from
Ref. [8] for the lower curve and Ref. [10] for the upper curve. The TD and Z-burst predictions are from
Ref. [11] and Ref. [12], respectively. Plotted on the right is the corresponding neutrino effective area of
three neutrino flavors for cut level 2.
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Abstract: With a volume of ∼1 km3, IceCube will be able to detect very high energy neutrinos
above ∼100 PeV. At these energies, bremsstrahlung and pair production are suppressed by the Landau-
Pomeranchuk-Migdal (LPM) effect. Therefore, νe and ντ interactions in the ice can produce several
hundred meter long cascades. We present an analysis of IceCube sensitivity to νe events. It includes
cascade simulation in the LPM regime and makes use of preliminary algorithms for incident angle recon-
struction. We give the obtained effective area for the 22 string configuration and discuss IceCube angular
reconstruction precision.
Introduction
Different models predict a significant flux of high
energy neutrinos above∼100 PeV. Topological de-
fects, superheavy relics of the Big-Bang, the GZK
mechanism or gamma ray bursts could produce
such high energy neutrinos (see [1] for a review).
The IceCube neutrino detector is under construc-
tion at the South Pole [2]. Currently, it is made of
22 strings each holding 60 optical detectors, instru-
menting a volume of ∼0.3 km3. Strings are sepa-
rated by 125 m and modules on a string are sep-
arated by 17 m. By its completion in 2011, there
will be up to 80 strings and the corresponding vol-
ume will be ∼1 km3.
At low energies, e± produced by charged current
interactions produce small cascades compared to
the spacing between two optical modules. The
produced light is emitted in the direction of the
Cherenkov cone but it is scattered in the ice so
that when observed from a distance, it can be con-
sidered to be emitted almost isotropically from the
centre of the cascade. Therefore, the angular reso-
lution for cascades is poor.
However, for a 100 PeV neutrino, the secondary
particle energy is high enough for bremsstrahlung
and pair-production to be supressed by the Landau-
Pomeranchuck-Migdal (LPM) [3, 4] effect. This
leads to an elongation of the cascades, which in
turn could result in better angular resolution for
cascade events in IceCube.
Here, we focus on electromagnetic cascade ana-
lysis for νe events at energies above ∼100 PeV
where the LPM effect has to be taken into acount.
The LPM effect also affects hadronic cascades but
as the input energy is distributed over a large num-
ber of secondary particles, their length does not in-
crease as dramatically. Hadronic cascades will not
be discussed in this paper.
In the next section, we describe two simulation
tools for high energy cascades in the LPM regime.
The longitudinal profiles obtained are used to es-
timate the Cherenkov light output in the ice. Fol-
lowing that, effective area is computed for the 22
string detector. Finally, the precision of incident
angle reconstruction is evaluated.
The results shown are preliminary.
Simulation of high-energy cascades
To study high-energy cascades in ice, two simu-
lation packages have been developed. One allows
the rapid simulation of cascade profiles and uses
a parameterisation of bremsstrahlung and pair-
production cross sections in the LPM regime, and
a parameterisation of energy deposition for the low
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Figure 1: Top panel: differential energy cross sec-
tion for bremsstrahlung as a function of y = k/E
where k is the energy of the photon and E the en-
ergy of the electron. Bottom panel: mean free path
for bremsstrahlung as a function of energy.
energy products of the cascade. The other package
is a full Monte Carlo simulation of cascades based
on CORSIKA. It is devoted to fine studies of the
development of cascades.
Hybrid approach
Following Niess and Bertin [5], a simulation of the
cascade development has been implemented. This
simulation takes into account bremsstrahlung and
pair production interactions and works only in one
dimension. The suppression of both processes by
the LPM effect is included. Parameterisations of
bremsstrahlung and pair production cross sections
are taken from [6]. Fig. 1 shows the differential
cross section and radiation length parameterisation
for bremsstrahlung. The increase of the mean free
path above 1 PeV is due to the LPM effect.
In the simulation, high energy particles are propa-
gated until their energy falls below a cut-off energy
on the order of 1 TeV and the energy loss profile of
these particles is computed using a parameterisa-
tion. The individual energy loss profiles of these
Figure 2: Longitudinal energy profiles of two
10 EeV electromagnetic cascades.
Figure 3: Average longitudinal profile of one hun-
dred 1 TeV cascades. Comparison between CTS,
CJB and GEANT4.
low energy particles are summed to obtain the to-
tal energy deposit profile of the full shower.
The fractional energy of the secondary particles is
generated randomly from the differential cross sec-
tion using a Metropolis-Hastings Algorithm [7].
This allows the quick generation of random sam-
ples. For instance, when the cut-off energy is on
the order of 1 TeV, a single cascade with energies
in the PeV range can be simulated in a few mil-
liseconds. A 10 EeV cascade is simulated within
less than 3 minutes when the cut-off is set to
50 TeV.
Fig. 2 shows longitudinal energy profiles of two
10 EeV cascades. Their length is about 200 m.
Many different sub-cascades contribute to this pro-
file. The figure also shows that the shape and
length of the longitudinal profile can vary signif-
icantly from one cascade to another.
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Monte Carlo approach
In addition to the simple hybrid approach pre-
sented in the previous section, we have also devel-
oped a more realistic simulation tool, able to pro-
vide more precise information on cascade develop-
ment. This tool is based on the well-known atmo-
spheric cascade simulation tool CORSIKA [8].
As CORSIKA is devoted to cascade simulations
in the atmosphere, several modifications had to
be made in order to adapt the code to a uniform
density medium. This work was initially done
by T. Sloan for the ACoRNE collaboration with
CORSIKA 6204 [9]. Hereafter, this version will
be denoted CTS.
We have used these modifications and taken them
a step further to get more functionality and more
flexibility. The new modifications allow us to:
• switch the medium from air to ice during the
configuration step,
• use the different simulation packages
(VENUS, QGSJET and others) available
with CORSIKA,
• use all the other options available in
CORSIKA, whenever they are relevant to a
simulation in water/ice.
The changes were made starting from the most re-
cent version of CORSIKA (CORSIKA 6502).
To check the validity of this software (denoted
CJB), we simulated 1 TeV electrons using both
versions CJB and CTS with the same input param-
eters and the same random generator seeds. The
results were also compared with GEANT4 [10].
Fig. 3 shows the energy deposition profiles for the
two versions of CORSIKA and GEANT4. The pro-
files are very similar. The small difference between
CJB and CTS comes mainly from minor revisions
in the EGS4 code [12] between CORSIKA releases
6204 and 6502.
A 10 EeV cascade can be simulated in less than 2
minutes for default values of cut-off energies, pro-
vided the thinning option is enabled.
Figure 4: Effective area for different incident an-
gles and for the 22 string configuration.
Reconstruction and effective areas
Electron neutrinos with energies between 10 TeV
and 10 EeV were generated, propagated through
the Earth and forced to interact in the vicinity of
the instrumented detector volume using a software
package based on the ANIS [11] neutrino gener-
ator. The development of the cascades in the ice
has been done with the hybrid simulation tool de-
scribed previously. The detector response includes
the simulation of light propagation through the ice,
optical module responses and a trigger simulation
requiring 8 modules hit within a time window of
4 µs.
A basic analysis method typically used to reject
muon background was applied to the pure νe sam-
ple in order to calculate the effective area, taking
into account the reconstruction efficiency. The se-
lection is done by computing the ratio between the
longitudinal and lateral size of the light distribu-
tion, using the fact that cascades are more spherical
than muon tracks.
The number of passing events was used to calcu-
late the neutrino effective area for three different
zenith angle (θ) bands for the 22 string configura-
tion (Fig. 4). The effective area generally increases
with energy due to the rising cross section of neu-
trino interactions. However, for neutrinos with en-
ergies above ∼1 PeV the earth becomes opaque
and the effective area for neutrinos coming from
below the horizon (120o < θ < 180o) falls off.
The peak between 5 PeV and 10 PeV is caused by
resonant νe + e− scattering at energies around 6.3
PeV (the Glashow resonance).
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Precision of incident angle reconstruc-
tion
Cascade-like events passing the trigger conditions
are reconstructed using a simple line-fit algorithm
[13] usually used for muon track reconstruction. It
uses the hit times to produce a track defined by a
vertex point and a direction.
The difference φ between generated and recon-
structed directions is computed. Fig. 5 shows the
cumulative fraction of events reconstructed with an
arbitrary precision φ. At 1 EeV, the proportion of
cascades reconstructed with a precision better than
20o is ∼5%. At 10 EeV, when the LPM effect is
taken into account, this proportion is ∼20%.
Conclusions
At very high energies, the LPM effect can increase
the length of cascades to several hundred meters.
This could lead to better angular resolution for high
energy cascades. We have developed two new tools
in order to study these events.
A very simple line-fit method seems to indicate a
significant improvement of angular reconstruction
precision at high energies. However, this improve-
ment, due to cascade lengthening, still leads to in-
sufficient resolution for possible high energy neu-
trino source identification.
Achieving this goal will require dedicated algo-
rithms to fully exploit the cascade lengthening and
to obtain improved angular resolution. Such meth-
ods are under development.
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Abstract: The IceCube one km3 neutrino observatory will collect large samples of neutrino interactions,
allowing for observations with small statistical errors. To make maximum use of this statistical power,
it is also being designed to minimize systematic errors, via a variety of different calibration techniques.
LED and laser light sources are a key part of many of these calibration techniques. To a significant extent,
they mimic cascade (νe) interactions, allowing fairly direct tests of cascade reconstruction techniques.
This contribution will survey the light sources and discuss selected calibration studies.
Introduction
The main goal of IceCube [1] is to detect cosmic
neutrinos of all flavors in a wide energy range,
from ∼100 GeV to ∼100 EeV and search for their
sources. When complete, the IceCube detector will
be composed of up to 4800 Digital Optical Mod-
ules (DOMs) on 80 strings spaced by 125 m. The
array covers an area of one km2 from 1.45 to 2.45
km below the surface [2].
High energy neutrinos are detected by observing
the Cherenkov radiation from secondary particles
produced in neutrino interactions inside or near the
detector. Muon neutrinos in charged current (CC)
interactions are identified by the final state muon
track [3]. Electron and tau neutrinos in CC interac-
tions, as well as all flavor neutrinos initiating neu-
tral current (NC) interactions are identified by ob-
serving electromagnetic or hadronic showers (cas-
cades). For example, up to ∼10 PeV, electromag-
netic showers initiated by the final state electron
can be approximated as expanding light spheres
originating from a point source. A 10 TeV cascade
triggers IceCube optical modules out to a radius
of about 130 m [4]. Cascade reconstruction is ex-
pected to have limited pointing capability but good
energy resolution, 0.11 in log10(E) [5]. The good
energy resolution and low background from atmo-
spheric neutrinos makes cascades attractive for dif-
fuse extraterrestrial neutrino searches [6].
Artificial light sources are of particular importance
in IceCube. Each DOM includes 12 LEDs (flash-
ers) as a calibration source. As shown in Fig.1,
one string also holds a nitrogen laser with abso-
lute calibration that serves as a “standard candle”.
The flashers and standard candle (SC) are used for
a wide variety of purposes: timing, charge ampli-
tude and geometry calibrations, to measure the op-
tical properties of the ice (a key problem for Ice-
Cube), and to mimic cascades. The flasher light
output is comparable to cascades with energies up
to about 500 TeV, while the standard candle out-
put is comparable to cascades with energies up to
about 30 PeV. For the ice studies, the availability
of flashers at different depths is critical, allowing
comparisons of ice properties at different depths.
These studies build on the lessons learned from
AMANDA, which pioneered the use of artificial
light sources [7].
In this report we present the results of a few se-
lected studies performed with the flashers and stan-
dard candle: geometry and timing calibrations, and
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Figure 1: Schematic of the IceCube detector show-
ing the location of the Standard Candle. For clarity,
only two out of 80 strings are shown.
Figure 2: Digital Optical Module with six horizon-
tal and six vertical LED flashers.
the position resolution of cascade algorithms. This
work uses data collected during 2006 with 9 strings
that had been deployed in IceCube at that time.
LED Flashers
Each DOM contains a flasher board which holds
twelve 405 nm LEDs. Six of them point horizon-
tally outward and six point upwards at ∼48 de-
grees. They are mounted on the top and the bot-
tom of the flasher board respectively, cf. Fig.2.
The LEDs are individually flashed with a pro-
grammable pulse width and amplitude. Typical
flasher runs last 500 s with the LEDs firing at 10Hz
at full brightness, with nominal width of 10 ns.
Figure 3: a) Schematics of the interstring detec-
tor geometry measurement. The flasher light from
LEDs on DOM 39-15 is seen on a neighboring
string. b) The earliest hit time distribution for light
detected at DOM 38-10. c) The earliest hit time ob-
served at DOMs on string 38 shown as a function
of the relative depth between the observing DOMs
and the flashing DOM.
Geometry Calibration
The LED flashers were used to calibrate the posi-
tion of the DOMs. Figure 3a) shows a schematic
of one study that was used to measure the relative
depth of DOMs on different strings. The LEDs in
a DOM on one string were pulsed and arrival times
for nine nearby DOMs on a neighboring string
were analyzed. The time of the earliest hit t0 was
derived from the photon arrival time distribution,
cf. Fig. 3b), by fitting a Gaussian in the turn-on
region: t0 = µ − 3σ, where µ and σ are the mean
and sigma of the Gaussian. The uncertainty is de-
termined by propagating the errors on the fit pa-
rameters. The arrival times of the earliest hits are
converted to distances (assuming that there is no
scattering, appropriate for the first photon seen).
Figure 3c) shows these distances versus the relative
depth from the deployment records. This distribu-
tion was fitted with a hyperbola to determine the
relative depth and lateral separation between the
two strings. The position of the minimum gives
the relative depth and is used to correct the string
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Figure 4: a) DOM 53 is flashing. b) Photon ar-
rival time delay at DOM 52when DOM 53 is flash-
ing. c) RMS variation of time delay measured with
flashers for 59 DOM pairs on an IceCube string.
position determined from deployment and survey
data. Systematic uncertainties in the determination
of the lateral separation are under study.
Timing Calibration
Flasher data are used also to verify the system tim-
ing resolution. The method is to flash an LED on a
DOM and measure the arrival time of light reach-
ing a nearby DOM, as shown in Fig. 4a). The ear-
liest photons are likely not scattered, hence the dif-
ference in timing between the two DOMs reflects
the time in ice. The distance between DOMs on
the same string ( ∼17m) is smaller than the light
scattering length in ice (∼25m) and the light inten-
sity is high enough so that direct light is seen on
neighboring DOMs. The resolution is dominated
by electronics and timing uncertainties. A distri-
bution of the first photon arrival time for a single
receiving DOM is shown in Fig. 4b). The resolu-
tion for most DOMs was found better than 2 ns, as
shown in Fig. 4c), confirming the precision of the
time synchronization procedure. The results are
consistent with an alternative method which uses
muon tracks [2].
Standard Candle
The Standard Candle (SC) is an in-situ calibrated
N2 pulsed laser, which emits light with a wave-
length of 337 nm. It is used to study cascade re-
construction, and to provide a method for calibrat-
ing the cascade energy scale which is independent
of Monte Carlo simulations. At 100 % intensity,
the SC generates (4.0±0.4)×1012 photons which
are emitted at an angle of 41◦ with respect to the
candle axis, as is shown in Fig. 1. The 41◦ angle
was chosen to approximately match the Cherenkov
radiation from a cascade. Although the light dis-
tribution initially matches that of a cascade, the
wavelength of 337 nm is shorter than most of the
Cherenkov radiation observed in IceCube. This re-
sults in ∼10 % shorter absorption and scattering
lengths, and requires adjustments to the amplitude
calibrations. Pre-deployment calibration and inter-
nal power measurement contribute to 10% uncer-
tainty in light output. The light intensity is deter-
mined on a pulse-by-pulse basis.
The SC is equipped with an adjustable attenuator
that can reduce the light output down to 0.5% of the
full scale. This is used to study detector (especially
photo-multiplier tubes) non-linearities. We plan to
deploy one additional standard candle, which will
point downwards or to the side, allowing different
cascade geometries to be studied in future.
Reconstruction Results
Figure 5 shows an event with the SC at full laser
intensity. Results from the SC laser events re-
construction as cascades are shown in Fig. 6.
The dashed histogram shows the center-of-gravity
(COG) x position. The COG is calculated for each
event as the signal amplitude weighted mean of all
hit DOM positions. The mean COG x position,
about 512 m, is about 30 meters from the actual
SC x position of 544 m (shown as a dashed-dotted
line). The reason for this discrepancy is that the SC
is on a string at the edge of the 9 string array, and
the COG is pulled toward the center of the array.
The COG is used as a first approximation for a full
maximum-likelihood reconstruction algorithm [8].
This algorithm considers the photon arrival times
at all of the other DOMs. It finds an x position
(continuous histogram) within 10 m of the actual
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Figure 5: Standard Candle event display with 162
DOMs hit. The size of the circles is proportional to
the signal amplitude, while the color distinguishes
between relative photon arrival times in the DOMs.
SC position for about 99% of the events. Similar
results have been obtained for y and z vertex posi-
tions. The fact that the algorithm can find the posi-
tion so well for asymmetric events (with DOMs on
only one side of the SC) gives us confidence in the
reconstruction algorithm accuracy.
Summary
The IceCube flasher LEDs and standard candle
laser are used for a variety of calibration and ver-
ification studies, including geometry and timing
calibrations, and studies of ice properties. It has
been demonstrated that for most DOMs the tim-
ing resolutions is better than 2 ns and the DOM
positions are known to 1 m. These studies will
help IceCube reduce the systematic errors for var-
ious physics analyses. Artificial light sources have
also been used to study the position reconstruction
performance of cascade reconstruction algorithms,
and to study the absolute energy scale of the de-
tector. In future, they will be used to study also
the energy and directional reconstruction of more
advanced algorithms.
We acknowledge the support from the follow-
ing agencies: National Science Foundation-Office
of Polar Program, National Science Foundation-
Physics Division, University of Wisconsin Alumi
Figure 6: The reconstructed x-vertex position of
’cascades’ from SC events. The dashed histogram
shows the center-of-gravity (COG) position, and
the continuous histogram shows the reconstructed
vertex position. The dashed-dotted line is the ’true’
SC laser position in the detector (x = 544.1 m).
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Abstract: Current point source searches mostly utilize only direction and time of the reconstructed event;
furthermore, they reduce available information by grouping events into sky bins. In this analysis we use
a search based on maximum likelihood techniques, utilizing both event angular resolution and energy,
to enhance our ability to detect point sources. Especially, use of energy information allows us to fit the
spectral index of a hypothetical source simultaneously with flux. This method improves both sensitivity
and discovery potential of the AMANDA-II array by greater than 30%. The method can naturally be
applied to IceCube and allows superposition of data from detectors with different sensitivity and angular
resolution, such as the IceCube array which changes and improves with each season of construction.
Introduction
Pinpointing the origin of high energy cosmic rays
is one of the most important goals of neutrino as-
trophysics. Observation of a high energy neutrino
source would provide clear indication of hadronic
processes associated with cosmic rays. Neutrinos
are neither deflected by magnetic fields nor signif-
icantly attenuated on transit to Earth, making them
excellent astronomical messengers in the >TeV
universe.
The Antarctic Muon And Neutrino Detector Array
(AMANDA), a subdetector of the IceCube Obser-
vatory, is composed of 19 strings with 677 total op-
tical modules located 1500 m – 2000 m below the
ice surface at the Geographic South Pole. Muons
produced by charged-current νµ and ν¯µ interac-
tions produce tracks of ˇCerenkov light and are re-
constructed with 1.5o–2.5o median angular resolu-
tion [2]. The large background of muons from cos-
mic ray interactions in the atmosphere precludes
νµ and ν¯µ searches in half of the sky, but for δ > 0
cosmic ray muons are attenuated by Earth leaving
a relatively pure atmospheric neutrino background.
Detection of an extraterrestrial high energy neu-
trino source has so far eluded the neutrino tele-
scope community. To probe lower fluxes, either
larger neutrino telescopes must be built, more so-
phisticated point source analysis techniques [8] [5]
must be developed to better utilize data from exist-
ing experiments, or both [1].
Method
An unbinned maximum likelihood search method
is used in contrast to previous AMANDA point
source analyses [2]. The past binned search
method makes use of a single statistic, namely
“How many events are within bin radius ‘b’” and a
background estimation to make a statement about
the existence of a source at any particular position
in the sky. It is reasonable to think the use of ad-
ditional information must enhance ability to search
for point sources. Additional information includes:
• Events outside the search bin
• The distribution of events within the search
bin
• Event energy estimation.
The energy distribution of a hypothetical E−2
source is drastically different from that of the at-
mospheric neutrino background. If high energy
events are observed, such events are not very com-
patible with atmospheric neutrino background and
enhance discovery potential. Conversely, if high
energy events are not observed, the method is able
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Figure 1: Number of hit channels (Nch) PDF for
simulated atmospheric neutrinos and various signal
spectra
to reject the signal hypothesis with higher confi-
dence. In AMANDA, the number of optical mod-
ules, or channels, hit by at least one photon during
an event correlates with event energy. By using the
difference in the distribution of number of hit chan-
nels, shown in figure 1 for various energy spectra,
events are more accurately classified as signal or
background.
At a hypothetical source position xo, the data is
modeled as an unknown mixture of background
and events produced by the source. Each event
near the source declination is assigned a likelihood
of belonging to the source. This source PDF is the
product of probability functions describing the de-
tector point spread, which is zenith dependent, and
number of channels hit (Nch):
Si(xi, xo, θ,Nch, γ) = P (xi|xo, θ)P (Nch|γ),
where γ is the source spectral index. The detec-
tor point spread is modeled as a two dimensional
Gaussian:
P (xi|xo, θ) = e
−
|xi−xo|
2
2σ2(θ)
2πσ2(θ)
.
The Gaussian width σ is fitted to simulation. The
background PDF depends on P (Nch|Atmos.ν),
the probability of obtaining the observed Nch value
from atmospheric neutrinos, and event density
within the band. The full likelihood function is a
combination of signal and background probabili-
ties S and B over all events in the declination band
ranging±5o of the source position xo and contain-
ing N total events:
L =
N∏
i
(
ns
N
·Si(xi, xo, θ,Nch, γ)+(1−ns
N
)·Bi(Nch)
)
.
The signal and background PDF are normalized
such that the free parameter ns describes the num-
ber of signal events present. The quantity−log(L)
is minimized with respect to ns and γ, obtaining
best estimates of signal strength nˆs and spectral in-
dex γˆ. The logarithm of the likelihood ratio
λ = log
L(nˆs, γˆ)
L(ns = 0, Atmos.ν)
is used to determine significance and flux limits for
each observation.
Significance is calculated by comparing the ob-
served value of λ to the distribution obtained from
randomized data. Adding a simulated signal flux
shifts the distribution of λ to higher values, cor-
responding to higher significance. Discovery po-
tential is measured by calculating the signal flux
necessary to increase λ such that a given signifi-
cance is exceeded in a given percentage of trials.
Feldman-Cousins confidence intervals [4] are con-
structed knowing the response of λ to increasing
signal flux and are used to calculate sensitivity and
flux upper limits. A 30% improvement in sensi-
tivity and discovery potential using the unbinned
maximum likelihood method is shown in both sen-
sitivity and discovery potential in figure 3.
Since signal spectral index is estimated simultane-
ously with flux, the obtained value of γˆ serves as an
estimate of spectral index. The value -2logL/Lˆ ap-
proximately follows a chi-square distribution with
two degrees of freedom when signal strength ns
and spectral index γ are simultaneously varied.
Using this approximation, confidence contours in
signal strength and spectral index are shown in fig-
ure 2. The signal strength ns is typically overesti-
mated by approximately 10% due to mismatch be-
tween the true point spread function and the Gaus-
sian approximation used in this analysis. This ef-
fect is measured using detector signal Monte Carlo
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Figure 2: Confidence estimates in source strength
and spectral index for a case of 8 E−2 signal events
(top) and 50 E−2 signal events (bottom)
and is calibrated away. As an example, suppose
Markarian 421 (δ = 38.2o) produces 8 events in the
detector with an E−2 energy spectrum. Applica-
tion of this method to the coordinates of Markarian
421 would yield a 53% chance of discovery at 5σ
confidence level. Preliminarily, 1σ spectral index
confidence bounds for this source would be better
than ±0.5 around γˆ for an energy spectrum near
E−2.
Another benefit is the ability to combine data from
detectors with different angular resolution. A
binned search regards each event equally and bin
radius must be optimized given the combination
of datasets; however, this method can recognize
which dataset the event is from and use the appro-
priate point spread distribution to more accurately
describe the event. This benefit is particulary im-
portant during the construction phase of IceCube,
as detector resolution will improve each year.
Data Sample
Data are taken during the austral winter from mid-
February 2005 through October 2005. Accounting
for the time the detector is down and a brief time
the detector is dead following each event yields
199.3 days of detector livetime and 1.8·109 events.
Most events are recorded from a multiplicity trig-
ger requiring at least 24 optical modules register
photon hits within 2.5 µs. False hits produced by
crosstalk, isolated hits caused by PMT dark noise,
and hits from 154 modules with either an abnormal
dark noise rate or position outside the main detec-
tor volume are removed. Remaining hits from 523
optical modules are reconstructed as muon tracks
with increasing accuracy and cpu requirements [3],
and zenith filters are applied to remove the ma-
jority of cosmic ray muon background. Filtering
is divided into levels to maximize CPU efficiency
while retaining the vast majority of neutrino events
[2]. 5.2 million events remain in the final filtered
sample, mostly misreconstructed muons. Neutrino
events are chosen from this sample to minimize
average flux upper limit [6] based on reconstruc-
tion and topological criteria including a track an-
gular resolution estimate [7], the ratio of upgo-
ing reconstruction likelihood to downgoing likeli-
hood, the distribution of hits along the track, and
track length. Events are divided into 5o declination
bands, and optimization is performed simultane-
ously on all parameters for E−2 and E−2.5 source
spectra. A compromise cut is applied between the
E−2 – E−2.5 optimization. Optimized point source
sensitivity (figure 3) shows a ∼30% improvement
against the binned method uniform over the sky.
Discovery potential is similarly improved. After
the cut, 887 events remain above δ = 10o, with any
10o declination band containing 50-150 events. A
large number of misreconstructed muons add to
atmospheric neutrinos in the final sample below
δ = 10o.
Results
The method is applied to a catalog of candidate
neutrino sources including microquasars, super-
nova remnants, TeV blasars, and other objects of
interest. Results for a selected subset of objects are
summarized in table 1. A scan of the entire sky
at points spaced by 0.25o is also performed using
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Figure 3: Preliminary point source sensitivity to
E−2 energy spectra (top), and discovery flux for
E−2 energy spectra (bottom). 90% of sources with
this flux are detected at the stated significance, ex-
cluding trial factors.
Figure 4: Preliminary sky map of neutrino candi-
date events (top), and of log10(p-value) (bottom)
Candidate δ(o) µ90 p
Markarian 421 38.2 5.87 ∼1
Markarian 501 39.8 18.1 0.184
Cygnus X-1 35.2 12.9 0.414
Cygnus X-3 41.0 11.0 0.458
LS I +61 303 61.2 3.81 ∼1
Crab Nebula 22.0 9.24 ∼1
MGRO J2109+37 36.8 20.1 0.152
Table 1: Preliminary flux upper limits for selected
neutrino source candidates over 199.3 days live-
time: source declination δ in degrees, flux 90%
confidence level upper limits for E−2 spectra
(E2 · φ < µ90 · 10−11TeV cm−2 s−1), probabil-
ity of observed or higher likelihood given random
chance
this method. The resulting p-value map is shown
in figure 4. The highest obtained p-value corre-
sponds to 3.6σ. The probability of this deviation
due to background alone is evaluated by comparing
against 100 simulated experiments with random-
ized right ascension, and is found to be 69%.
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Abstract: The Antarctic neutrino telescope AMANDA-II, part of the IceCube observatory, can be used
for searches for cosmic point sources of neutrinos with a wide range of energy. The highest of these
energy bands spans from about 105 to 1010 GeV. Several source models predict a significant neutrino
flux in this part of the spectrum, for example from active galactic nuclei. Since the interaction length
of neutrinos with energies above 5 · 104 GeV is smaller than the diameter of the Earth, the observable
area lies mainly in the southern sky, in contrast to point source searches at lower energies. Nonetheless,
the low atmospheric muon background at these energies makes such an analysis feasible, and it would
comprise some interesting source candidates. We present the methods and sensitivity of this analysis as
applied to data collected with the AMANDA-II detector during the year 2004. We comment also on the
status of an equivalent analysis being developed for data from IceCube in its nine string configuration of
2006.
Introduction
Active galactic nuclei (AGN), and blazars in par-
ticular, are promising sources of high energy neu-
trinos detectable with the Antarctic Neutrino Tele-
scope AMANDA-II, part of the IceCube observa-
tory. Being candidates for the production of an ob-
served flux of charged particles with energies up
to a few hundred EeV, there is reason to expect
a measurable neutrino flux beyond PeV energies
from this class of objects. Additionally, theoretical
models for several of these extra-galactic sources
predict their neutrino spectra to be peaked in the
PeV to EeV energy range, as for example presented
in [7], [8].
An analysis with the aim to find neutrino point
sources in this very high energy range is differ-
ent from other point source analyses, as for exam-
ple [1]. The usual approach to reduce the back-
ground of atmospheric muons is by selecting up-
going neutrinos only, i.e. neutrinos which have
traversed the Earth before interacting in the ice or
bedrock near the detector. This effectively lim-
its the accessible neutrino spectrum due to the in-
crease of neutrino cross section with energy. For
multi-PeV neutrinos, the interaction length is much
smaller than the diameter of the Earth and thus pre-
vents most of the up-going neutrinos in this en-
ergy range from reaching the detector. On the other
hand, down-going neutrinos from the southern sky
high above the horizon have only the ice above the
detector as target material and hence a significantly
reduced interaction probability. Thus, a dedicated
ultra high energy neutrino analysis must utilize a
zenith angle band around the horizon, where the
sensitivity of a standard search is limited by atmo-
spheric muons. At higher energies, these muons
form a much smaller background due to their soft
spectrum. Bringing part of the sky in the south-
ern hemisphere into the field of view also gives
the possibility to observe candidate objects not in-
cluded in other neutrino searches, thus enlarging
the angular window where AMANDA-II is sensi-
tive to point source signals.
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Source Candidates
The main class of objects which are expected to
emit a comparatively large flux of neutrinos at ul-
tra high energies are blazars, particularly the GeV-
blazars detected by EGRET and the TeV-blazars
discovered by various air ˇCerenkov telescopes.
The analysis is also sensitive to the galactic center
as a possible source, lying in a region less than 30◦
above the horizon. The third EGRET catalog con-
tains 39 confirmed AGN gamma ray sources with
declinations between +20◦ and −30◦ [6]. The
strongest sources have gamma ray fluxes of the or-
der of 10−6 photons cm−2 s−1, integrated for en-
ergies above 100 MeV.
In the final analysis, we will select a subset of
these objects to avoid reducing the statistical sig-
nificance by trial factors. As a first approach to find
a suitable classification and identify the blazars
with the highest potential as neutrino point sources,
we extrapolate each gamma ray flux distribution to
higher energies. The flux distribution is approxi-
mated with a power law F (E) = F0·E−Γ whereE
is the photon energy and F0 the flux normalization,
making use of the spectral index Γ as measured
by EGRET. For our current purposes of compar-
ing the candidates, we assume a direct correlation
between photons and neutrinos. We calculate the
integrated photon flux FI =
∫∞
Eth
F (E) dE with
Eth = 100TeV as the lower energy threshold for
this analysis. The resulting maximum values for
individual sources lie in the order of 10−10 pho-
tons cm−2 s−1.
We work on improving this first classification by
using the parametrization of spectral energy dis-
tributions for blazars as presented in [4], with
the plan to perform a more detailed study of flux
predictions by individually fitting the observed
EGRET spectra to the hadronic model used in [2].
In addition to the GeV blazars, the source list will
include the galactic center and a sample chosen
from 20 objects, located in the chosen zenith band,
from which TeV gamma rays have been observed.
Reconstruction Methods
The point source analysis for neutrinos beyond
PeV energies we present here is developed for
data from the AMANDA-II detector taken during
the year 2004. The detector consists of 677 opti-
cal modules (OMs) on 19 strings, most of which
are deployed at depths between 1.5 and 2 km
in the deep ice located at the Gepgraphic South
Pole. For this analysis we use 540 OMs that show
a stable performance. The analysis strategy is
based on identifying tracks from neutrino-induced
muons passing through the detector and emitting
ˇCerenkov radiation.
To account for photon scattering in the ice, it is
necessary to use likelihood algorithms to recon-
struct particle tracks. An iterative maximum like-
lihood fit of the photon arrival times in the OMs
finds the most probable muon track [3]. As a
parametrization of the light propagation in ice we
use an empirical model of the ice properties. The
standard version of this likelihood approach in-
cludes only the timing information of the first pho-
ton hit in each photomultiplier. Monte Carlo sim-
ulations show, however, that the angular resolution
of AMANDA-II with this reconstruction method
degrades for higher energies. A high energy muon
emits more photons per track length than one at
lower energies. As photons are scattered indepen-
dently in the ice, the order of arrival of multiple
photons in one OM is not identical to their se-
quence of emission from the track. As a remedy
for this we use an improved version of the likeli-
hood fit. The likelihood is given by the probability
that any of the detected photons in an OM arrives
at the time of the first hit recorded in that OM and
all other photons arrive at a later time [3]. This
requires a numerical integration over the probabil-
ity density function which is computationally ex-
pensive. For this reason, it is not possible to run
the improved fit iteratively for each event, but in-
stead the track result of the standard likelihood fit
is taken as the initial hypothesis for the improved
likelihood maximization.
In Monte Carlo simulations of a signal neutrino
flux between 105 and 1010 GeV this method shows
an improvement in median angular resolution. For
an E−2 spectrum the angular resolution obtained
with the improved fit is 3.87◦, compared to 6.9◦ for
the standard approach. The resolution as a func-
tion of primary neutrino energy for the standard fit
and improved fit method is shown in Fig. 1. The
whole analysis was performed using the IceCube
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Figure 1: Median angular resolution in degrees
as a function of primary neutrino energy from
Monte Carlo simulation, reconstructed with the
simple (SPE) and improved fit (MPE) account-
ing for multiple scattered photons. These resolu-
tions are based on the discussed event sample with
more than 140 hits and a one-photoelectron frac-
tion smaller than 0.72.
software framework to simplify the use and ex-
change of tools and method implementations [5].
Event Selection
From the data collected with AMANDA-II in ca.
195 days of lifetime during 2004 we select events
with a large light output that is likely to be caused
by high energy events. We require at least 140 hits
in the detector and a fraction of one-photoelectron
hits smaller than 0.72. This results in a data sample
of approximately 1.5 · 107 events. Standard clean-
ing procedures are applied to the sample to elimi-
nate isolated hits and reduce electronically induced
cross-talk.
The main background dominating the data sam-
ple after this first selection is intense muon bun-
dles from energetic cosmic ray air showers, which
can fake the signature of a single muon of higher
energy. However, the light from intense muon
bundles is expected to be distributed more evenly
through the detector as it is emitted from multi-
ple tracks instead of a single one as in the case
of a signal event. A multi-PeV neutrino-induced
muon emits significantly more photons through
stochastic energy losses and Monte Carlo simula-
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Figure 2: Ratio of late hits (hits ocurring more than
1000 ns after the first hit in that OM) to the number
of hit OMs for an E−1 signal spectrum and experi-
mental data.
tions show that this leads to a higher fraction of
very late hits. We define very late hits as hits oc-
curring more than 1000 ns after the first hit in the
same OM. These can be caused by scattered pho-
tons or afterpulses in the photomultipliers. Nor-
malizing the number of OMs with very late hits to
the number of hit OMs yields a useful basic dis-
crimination variable between expected signal and
background, see Fig. 2.
Due to the long computation time of the improved
likelihood method, this selection is also motivated
by reducing the number of events before recon-
struction. Hence, choosing a cut value for the after-
pulse fraction is based on the aim to keep approx-
imately 20 % of the (background dominated) data.
Monte Carlo simulations of signal and background
show that this implies a signal passing rate of 94 %
for an E−1 spectrum and 98 % for an E−2 muon-
neutrino spectrum. Therefore we select events with
a fraction of OMs with very late hits larger than
0.15.
To estimate a sensitivity for this analysis, a num-
ber of background-signal discrimination variables
have been examined. In a first iteration three vari-
ables sensitive to the light distribution in the detec-
tor and with respect to the track fit were chosen.
These variables are the number of photons regis-
tered outside a 50 m cylinder around the track fit,
the ratio of hit channels to the total number of hits
and the ratio of late hits to the total number of hits.
The cuts on these variables were optimized for sen-
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Figure 3: Preliminary sensitivities for this analysis for an E−1 (left) and E−2 (right) flux of muon neutrinos
in the energy range from 105 GeV to 1010 GeV vs. zenith angle. The upper limit is shown as a limit to the
normalization constant Φ0 of the differential flux dΦ/dE = Φ0E−γ , γ = 1, 2.
sitivity in different zenith bands, using the data as
a background estimate. The achieved preliminary
sensitivity versus zenith angle for this analysis can
be seen in Fig. 3. For theE−1 signal spectrum 90%
of the events over the whole zenith range have an
energy between 3.6 · 107 GeV and 8.9 · 109 GeV
after the cuts. At the horizon this energy range is
5.9 · 107 GeV to 9.0 · 109 GeV. For the E−2 spec-
trum the energy range which contains 90% of the
events extends from 1.4 · 105 GeV to 1.2 · 108 GeV
over the whole sky and from 2.0 · 105 GeV to
4.0 · 108 GeV at the horizon.
Conclusions and Outlook
Presented here is a dedicated analysis for the
search for point-like sources of cosmic neutrinos
beyond PeV energies. Our strategy enlarges the
window for potential discoveries with AMANDA-
II to parts of the southern sky and improves the
methods for detecting neutrino events at the high-
est energies.
The concept of this analysis is currently being de-
veloped further with the aim to be applied to the
data taken with IceCube in the nine string configu-
ration of 2006. A preliminary study of reconstruc-
tion methods after a basic selection of high multi-
plicity hits shows an angular resolution of approx-
imately 2◦. Due to the asymmetric detector con-
figuration the sensitivity of the analysis is not ex-
pected to improve much compared to the results
presented here for AMANDA-II. A significant im-
provement of the sensitivity for point-like neutrino
sources with extremely high energies can be ex-
pected with the 22-string configuration of IceCube
in 2007.
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Abstract: The construction of the IceCube Neutrino Observatory began during the austral sum-
mer of 2004-05, and is expected to continue through 2011. During 2006, nine of the projected 80
strings were already deployed and taking data, making IceCube an operational neutrino observatory
while still at about 10% of its final size. We present the first results of a point-source search based
on the analysis of this year of data, and characterize the angular resolution and effective area of the
nine string configuration. With 137.4 days of detector livetime, 233 neutrino candidate events were
selected in the analysis; the sky-averaged point-source sensitivity for an E−2 spectrum is dΦ
dE
=
12 × 10−11 TeV−1 cm−2 s−1 (E/TeV)−2. No significant point-source is found. We also discuss
how the performance is expected to improve as the detector moves toward completion.
Introduction
The IceCube Neutrino Observatory is a cubic
kilometer-scale detector under construction at the
geographic South Pole. Its primary mission is the
search for high energy extraterrestrial neutrinos,
which may reveal the origin of cosmic rays and of-
fer insight into the most energetic phenomena in
the universe. The detector consists of an array of
digital optical modules: 60 modules are connected
on one string, and a planned total of up to 80 strings
are to be deployed in the Antarctic ice at depths be-
tween 1.5 and 2.5 kilometers beneath the ice sur-
face. Construction is limited to the austral sum-
mer time, and therefore is spread over a number
of years. As the detector grows, commissioning of
the new strings and data-taking occur during the
rest of the year.
Nine strings were in operation during 2006, shown
in Figure 1. At about 10% of its completed size,
the partial detector configuration is not optimal:
muon tracks which traverse the long axis of the
detector can be reconstructed much more accu-
rately than those which pass through from other
directions. Nevertheless, high-quality data was ob-
tained between June and November, providing the
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Figure 1: Configuration of IceCube strings; filled
markers indicate the location of the nine strings al-
ready deployed and taking data in 2006.
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first opportunity to perform a search for extrater-
restrial neutrinos with the IceCube detector. Point
source searches like the one presented here are the
simplest and most direct way to distinguish an ex-
traterrestrial neutrino signal from the experimen-
tal backgrounds. Discovery of point sources would
also directly indicate the sites of cosmic ray accel-
eration.
Method
An unbinned maximum likelihood method is used
to search for point sources. For a specified, hy-
pothetical source location xs and total number of
events ntot, the source hypothesis is that the data
set is a mixture of ns signal events (distributed
around the source according to their individual an-
gular uncertainty) and ntot−ns background events
(distributed over the sky according to the detector
background distributions). This can be expressed
as the partial probability Pi of each event:
Pi(x, xs, ns) =
ns
ntot
Si(x, xs)+
(
1− ns
ntot
)
Bi(x)
where Si(x, xs) is the source pdf of the event (de-
termined by its angular uncertainty) and Bi(x) is
the background pdf. The background pdf is deter-
mined by using the declination distribution of the
real data set.
The likelihood L is defined as the product of all
individual event pdf’s evaluated at the event and
source coordinates:
L(xs, ns) =
∏
Pi(xi, xs, ns)
The best estimate for the number of signal events
nˆs is found by maximizing the log likelihood ratio
λ with respect to the null hypothesis ns = 0:
logλ = log
L(xs, nˆs)
L(xs, ns = 0) .
log λ is the test statistic which determines the sig-
nificance of an observed deviation from the null
hypothesis.
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Figure 2: Distribution of data events in zenith
and azimuth after analysis cuts have been ap-
plied, compared with simulated atmospheric neu-
trino events. (Note: declination δ = θzen − 90◦.)
Event Selection
Data in this analysis first passed two levels of fil-
tering to reject down-going muon events; these
filter levels are described in [1]. The remaining
events were reconstructed using a likelihood al-
gorithm that also provides an angular uncertainty
estimate by evaluation of the likelihood function
around the direction of the best fit. After filter-
ing, the main background is still mis-reconstructed
down-going muons and muon bundles from cos-
mic ray showers. To reduce this mis-reconstructed
background, a tight cut on each track’s angular un-
certainty was used, and only tracks which recon-
structed as up-going (zenith angle greater than 90◦)
are kept in the analysis. A second cut on the min-
imum number of modules which were hit by di-
rect Cherenkov photons (as estimated for the re-
constructed track, using a time window of −15
to +75 ns around the expected arrival time) pro-
vides additional background rejection, primarily of
down-going muons from two different cosmic ray
showers which trigger the detector in coincidence
and reconstruct as a single upward-going event.
What remains after tight cuts on both of these pa-
rameters is the “irreducible” background of well-
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Figure 3: IC-9 effective area to a flux of νµ + ν¯µ,
averaged over different declination ranges.
reconstructed upward-going atmospheric neutrino
events, the product of cosmic ray showers in the
northern hemisphere.
To determine the final cut values, the point source
analysis was performed on simulated data sets,
consisting of simulated source events added to real
data scrambled in right ascension. The cuts were
optimized for discovery potential: the combination
of cuts which could detect the smallest source flux
at 5 σ significance in 50% of the trials. For most
possible source declinations and a range of spectra
( dΦdE ∝ E−γ for the range γ = 2 to γ = 3) the
optimal cuts were the same.
Data Sample
Data taking occurred between June and Novem-
ber 2006. The detector livetime was 137.4 days.
The zenith distribution of data events is shown af-
ter final cuts and compared with simulated atmo-
spheric neutrino events (using the spectrum pre-
dicted by the Bartol group[2]) in Figure 2. The
final sample is restricted to events with declination
less than 85◦, because the right-ascension scram-
bling technique for estimating background does
not work near the pole, where statistics are low and
the events cannot be scrambled. After cuts, there
are 233 events in the data sample, and 227 pre-
dicted atmospheric neutrino events. The excess of
data events at low zenith angles is most likely mis-
reconstructed down-going muons, which are in-
Figure 4: IC-9 sensitivity as a function of dec-
lination to a point source with differential flux
dΦ
dE = Φ
0(E/TeV)−2. Specifically, Φ0 is the min-
imum source flux normalization (assuming E−2
spectrum) such that 90% of simulated trials result
in a log likelihood ratio logλ greater than the me-
dian log likelihood ratio in background-only trials
(logλ = 0).
creasingly hard to reject near the horizon. Because
the cut optimization was performed using scram-
bled real data, this residue of mis-reconstructed
events indicates that harder cuts, which could elim-
inate these events entirely, would ultimately de-
crease the discovery potential.
The azimuth distribution of data and simulation is
also shown in Figure 2. The two directions corre-
sponding to the long axis of the nine-string detector
are clearly visible. For other directions, it is more
difficult to reconstruct tracks with high accuracy
and to reject background.
The effective area to an equal-ratio flux of νµ + ν¯µ
is shown in Figure 3. In Figure 4, the sensitiv-
ity (median flux upper limit) is shown as a func-
tion of declination. The sky-averaged point-source
sensitivity to an E−2 source spectrum is dΦdE =
12 × 10−11 TeV−1 cm−2 s−1 (E/TeV)−2. The
median angular reconstruction error is 2.0◦.
Results
The analysis consists of an all-sky point source
search, and individual point source searches using
a pre-defined source list. The result of the all-sky
search is shown in Figure 5. The maximum upward
deviation from background is at r.a. = 276.6◦,
dec = 20.4◦, with 3.35 σ significance. This is con-
sistent with random fluctuations: in simulations of
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Figure 5: Sky map of the significance [σ] of deviations from background, estimated from the maximum
likelihood point-source search. (Black points are reconstructed event directions.)
background-only data sets (data scrambled in right
ascension), 60% have a maximum deviation (any-
where) of 3.35 σ or greater.
Twenty-six galactic and extragalactic objects were
included in the pre-defined source list. Of these,
the most significant excess over background was
1.77 σ, found for the Crab Nebula. This is also
consistent with random fluctuations: the prob-
ability for at least one out of 26 source di-
rections to have an excess of 1.77 σ or greater
is 65%. The 90% confidence level flux up-
per limit for the Crab Nebula is dΦdE = 22 ×
10−11 TeV−1 cm−2 s−1 (E/TeV)−2.
Discussion
Nine IceCube strings (out of a projected total of
80) were operating and taking data in 2006. Anal-
ysis of this first year of data indicates that the
point-source sensitivity of the nine string detec-
tor is comparable to an equivalent livetime of the
AMANDA-II detector. This is a promising result,
given that the configuration of the nine-string de-
tector is far from optimal. For example, as seen
in Fig. 2, more than half of the well-reconstructed
events arrive from less than 10% of the full range
of azimuth. Therefore as construction continues,
enlarging the array will not only increase the de-
tector volume, but also greatly improve the angu-
lar resolution in all directions. This should become
apparent with the 22-string configuration which
began operating this year. Continued software de-
velopment should also deliver more advanced track
reconstruction algorithms and background rejec-
tion techniques. The current analysis can serve
as a benchmark for evaluating the performance of
these new tools. Extrapolating the present rate
of growth, the IceCube Neutrino Observatory will
begin to deliver results of unsurpassed sensitivity
well before detector construction is completed.
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Abstract: In this analysis 3329 neutrino events detected by AMANDA-II during the years 2000-2003
are analysed for anisotropies or unexpected structures in their arrival direction. The structures could arise
due to the presence of a signal from many weak and therefore unresolved cosmic neutrino sources, a few
brighter sources or extended sources (e.g. a diffuse flux from the galactic plane). The sky-distribution of
arrival directions (sky-map) is expanded in a series of spherical harmonics and the power in each multipole
moment is calculated. Compared to previous AMANDA-II analyses, it provides a new complementary
approach, in particular in the search for very weak individual astro-physical sources. No excess from
extra-terrestrial sources is found. Statistical errors as well as systematic errors related to the uncertainty
of the angular distribution of the atmospheric neutrinos are quantified using the Feldman-Cousins unified
approach. Limits for contributions from extra-terrestrial sources to the sky-map are derived as function of
the average source strength and the spectral index of the energy spectrum for different sky-distributions:
weak sources isotropically distributed in the northern sky, sources located in the galactic and super-
galactic plane. The tested average flux per source varies between φlow = 5 · 10−13 cm−2s−1 and
φhigh = 5 · 10
−11 cm−2s−1 at the earth, assuming an E−2 power spectrum in the sensitive energy range
between 1.6 TeV and 1.6 PeV. The number of sources in the sky can be limited at 90% C.L. to be less
than 3524 for the assumed φlow and less than 28 for φhigh.
Introduction
There are several proposed candidate objects
which could be neutrino sources in the universe,
e.g. Active Galactic Nuclei, Supernova Remnants
or Micro Quasars.
A direct measurement of these neutrinos is not
possible. However, they produce high energetic
muons in charged current interactions. Which
points into the initial neutrino direction. The
charged muons produce Cherenkov-Light passing
through the deep ice at the South Pole. The emit-
ted light is measured with the AMANDA-II detec-
tor [1] using photomultipliers and the direction and
energy of the muon is reconstructed.
The AMANDA-II detector was completed in 2000
and is taking data since then. This analysis uses
4 years of AMANDA-II data (2000 to 2003, 807
days lifetime). The main background are muons
produced in the atmosphere. To reject these events
only up-going events are included in this sample.
This reduces the field of view to the northern sky.
The final event sample consists of N = 3329
muon neutrino events. The measured data is recon-
structed and filtered as described in [1]. The back-
ground of miss-reconstructed down-going muons
in this sample is below 5%.
Angular Power Spectrum
This analysis compares the angular power spec-
trum of the measured data to the background ex-
pectation of neutrinos produced in the atmosphere.
The data is expanded by means of spherical har-
monics Y ml (θ, φ). The multipole index l charac-
terises the angular scale (δ ≈ π/l) and m the ori-
entation of the angular structures. Small l corre-
spond to large angular scales (e.g. overall sky-
distribution). Small structures appear at large l
(e.g. angle between sources). Orientation averaged
observables are the multipole moments Cl (power
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components):
Cl =
1
2l + 1
l∑
m=−l
|aml |2,
aml =
∫
Ω
N∑
i=1
δ(θi, φi)Y¯
m
l (θ, φ)dΩ.
Ω stands for the integration over the unit sphere.
The software GLESP [3] is used to calculate the
integral.
The accuracy of the calculated Cl values from
GLESP is limited by the event statistics. The ob-
tained values for Cl which are expected to be zero
are found to be non-zero but to scale about as
Cl ∼ C0/N and C0 is normalised to π. The
AMANDA-II point source resolution is about 3◦
corresponding to l ≈ 60. An estimate for the max-
imum l is provided by the mean angle between the
data points: 29 mrad corresponding to l ≈ 116.
A limitation for the maximum l is derived from the
degrees of freedom. This is l = 57 for 3329 events.
Correlations between the multipole moments due
to the limited aperture are taken into account in the
statistical analysis.
Data and Background Simulation
The angular power spectrum for the background
(atmospheric neutrinos) and different signals is es-
timated by simulations. Each simulated data set
has 3329 events (same as the experimental sam-
ple) and contains atmospheric background as well
as signal events. The neutrinos are distributed ac-
cording to the angular acceptance of AMANDA-
II. This acceptance is energy dependant. The di-
rections of all simulated neutrinos are varied ran-
domly according to the angular resolution function
of AMANDA-II.
The simulation of the atmospheric neutrinos is
done according to their angular zenith distribution.
Theoretical uncertainties are considered by vary-
ing the assumed distribution randomly within it’s
uncertainties for each simulated data set. For the
azimuth angle a flat distribution is assumed due to
the rotation of the detector.
Source neutrinos are simulated with a Poisson-
distributed number of events per source at the earth
and an power law energy spectrum. The mean
number of events varies between µ = 0.1 (corre-
sponding to φ ≈ 5 · 10−13 cm−2s−1) and µ = 10
(corresponding to φ ≈ 5 · 10−11 cm−2s−1). φ
is the integrated flux per source at the earth in the
sensitive range between 1.6 TeV and 1.6 PeV as-
suming an E−2 energy spectrum. Source locations
are simulated isotropically distributed in the north-
ern hemisphere or located in the (super) galactic
plane.
Figure 1 shows the angular power spectrum for
atmospheric neutrinos compared with an exam-
ple spectrum for extra-terrestrial neutrinos. The
steep falling of the spectrum for l < 6 appears
due to the restriction to the northern sky while the
flat tail corresponds to the statistical limitation of
GLESP (see above). Error bars are derived from
the RMS spread found for 1000 simulated and
analysed data sets. The tested multipole moments
Cl for the analysis are chosen by simulation ac-
cording to their sensitivity for a certain signal [2]:
C2/3/5 for isotropic distributed sources with a flux
below φ = 5 · 10−12 cm−2s−1, C1−40 for a higher
flux and C1−15 for the (super) galactic plane. For
weak sources (µ ≤ 1) using only C2/3/5 restricts
the sensitivity to the overall distribution of the neu-
trinos.
Experimental Result
The analysis steps have been optimised using sim-
ulation without referring to the data (blind analy-
sis). The angular power spectrum of the experi-
mental data is calculated in the same way as for
the simulated data. Figure 1 shows the result. The
experimental moments are generally within the er-
rors of the background expectation and no general
deviation is observed. For further analysis
dl ≡ (Cexp.l − Csim.l )/σl
is defined as the difference between measurement
and simulation normalised to the combined uncer-
tainty from statistics and the model dependence.
The average < dl > over l for the experimen-
tal data and the purely atmospheric expectation is
< dl >= 0.2 ± 0.14 with a RMS = 1.0 ± 0.3.
The value D2 =
∑40
l=1 d
2
l = 57.2 is calculated.
The probability to obtain a larger D2 is 7% (from
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Figure 1: Expected angular power spectrum for atmospheric neutrinos (black) and one signal example
(gray) (both from Monte Carlo Data) compared to the experimental spectrum (red dots). The example data
is simulated for 110 sources in the northern sky with a flux per source φ = 5.23 · 10−11 cm−2s−1. The
error bars include systematic errors as described in the text.
the simulations). This is the probability for con-
sistency of experimental data and the purely atmo-
spheric expectation. It does not show a good agree-
ment. However, this probability does not reject the
purly atmospheric assumption.
Limits on Cosmic Contributions
The contribution of signal events in the experimen-
tal sample is tested by means of the observable
D2 =
∑
d2l . Upper limits on these are derived
by constructing confident belts according to [4] as
a function of the number of signal neutrinos in the
data sample.
The derived upper limits for an energy range from
1.6 TeV to 1.6 PeV and an E−2 energy spec-
trum are shown in table 1 and in figure 2. The
limit on the total number of signal neutrinos in the
data sample is almost independent of the source
strength. We limit the contribution from isotrop-
ically distributed sources to be less than about 300
events total and less than about 200 events for the
(super) galactic plane. As expected the results for
the galactic and super galactic plane are nearly
identical. The step in the limits for the isotropi-
cally distributed sources corresponds to the change
in the used l (see above).
The limits on the number of neutrinos can be con-
verted to limits on the number of sources (fig. 2).
The number of sources is decreasing with increas-
ing strength. The tested flux per source in this
analysis is chosen to be below the flux limit for re-
solved sources φ = 4.38 · 10−11 cm−2s−1 derived
by [1]. However, limits on the number of sources
presented here depend on the assumed sky distribu-
tion of the sources and the equal source strength.
With this analysis further limits are derived [2].
Table 1 shows limits for other power law energy
spectra.The limit on a diffuse neutrino flux (E−2)
is about 5 · 10−7 GeV−1cm−2s−1sr−1. This is a
factor 2 to 3 worse compared to the actual limit
set by AMANDA-II. A diffuse flux (E−2.7) from
the galactic plane is limited to be below E2.7 ·
dφ/dE < 3.4 · 10−3 GeV1.7cm−2s−1sr−1 with
90% C.L.. C2,3 are sensitive to atmospheric neu-
trino oscillation. Figure 1 shows no difference be-
tween the expectation and the experimental result.
We derive a limit ∆m2atms. < 5 · 10−3 eV2 (90%
C.L.) for maximum mixing.
Conclusion
For the first time the technique of a multipole anal-
ysis, well known from CMBR, is applied to the
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Figure 2: 90% CL upper limits on the number of neutrinos from extra terrestrial sources in the data sample
(full lines) and on the number of sources in the northern sky (dashed lines) for different distributions assum-
ing an E−2 energy spectrum. Complementary to this analysis the direct search for point sources excludes
any source above a flux of φ = 4.38 · 10−11 cm−2s−1 [1]. This restriction is indicated as the shaded region
in the graph.
AMANDA-II data. It is found suitable to search
for a signal of extra-terrestrial neutrinos. The anal-
ysis is not well optimised yet. For the future with
increased statistics and improved analysis we ex-
pect a substantially increasing sensitivity.
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µ 0.1 1 2 3 10
isotropically distributed sources
E−2 φ 0.52 5.2 10 16 52
Nν 290 295 490 380 230
NS 3524 358 298 154 28
E−2.5 φ 29 43
Nν 775 625
NS 625 298
sources in the galactic plane
E−2 φ 0.76 7.6 15 23 76
Nν 162 175 182 190 250
NS 1968 213 111 77 30
E−2.4 φ 36 53
Nν 168 172
NS 115 78
sources in the super galactic plane
E−2 φ 0.74 7.4 15 22 74
Nν 172 183 197 195 240
NS 2090 222 120 79 29
E−2.4 φ 33 49
Nν 175 178
NS 119 81
Table 1: Derived 90% CL limits on the number
of measured extra terrestrial neutrinos Nν and the
number of sources in the northern hemisphere NS
depending on the source flux φ (in 10−12cm−2s−1)
and the energy spectrum.
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Abstract: We present here a method to search for clusters of high energy neutrinos from pre-defined
directions, a study of the background rate over short time scales, and report novel results obtained from
AMANDA data from years 2004 to 2006. The time structures we search for must indicate an occasional
deviation from the background hypothesis while not contradicting observations from time-integrated
searches. In the context of the multi-messenger approach, where the information from high energy neu-
trinos and different electromagnetic wavelengths (e.g., high energy gamma-rays) is combined, we look
for correlations between the high energy neutrinos and high states of γ-ray emission of selected sources.
This test is performed before the cluster search in order to prevent a posteriori findings of coincidences of
neutrino events with γ-ray flares once a significant cluster is found.
Introduction
Different observations of some candidate neutrino
sources indicate that their electromagnetic emis-
sion is very variable and often shows a flare-like
behavior. According to several models one can ex-
pect that the neutrino emission from those sources
have a similar character. Time integrated analyses
[1] [4] [3] are not always sensitive to this behavior:
if signal events are emitted in flares, for an equiva-
lent signal efficiency the integrated background is
higher over longer exposures. We therefore devel-
oped a dedicated time variability analysis with the
goal of improving the discovery chance.
Using a time-clustering algorithm, we look for
time structures (clusters) in the time distribution of
the neutrino events from certain directions. This
approach has the advantage of being independent
of any a priori assumption on the time structure of
the potential signal, but is affected by a high trial
factor. An issue for this type of analysis is the re-
liability of the background estimation over short
time scales. So far the background was estimated
from the event density as a function of the decli-
nation (similar to the ON/OFF-source approach of
γ-ray astronomy) [1]. This method however fails
when applied to short time scales due to the limited
event statistics. To address this problem we devel-
oped a parametrization of the background which
reduces its statistical uncertainty. In the next sec-
tion we describe in more detail the principle of this
analysis, discuss its performance in comparison to
previous analyses and give results obtained on data
collected with AMANDA-II in 2004 to 2006.
The analysis presented here is realized in two steps.
In order to prevent a posteriori observations of
coincidences with γ-rays we first test the event
sample for a coincident γ-ray emission for those
sources and periods when the γ-ray data is avail-
able. The outcome of this test is declared posi-
tive if an excess significance equal or higher than
5σ is found. If in the first step none of the ob-
servations shows a significance of 5σ or higher
(or if there are not enough γ-ray data for a coin-
cidence study) we apply the time-clustering algo-
rithm to the whole analysis period for a set of se-
lected sources. Three types of sources were cho-
sen for this analysis: blazars, XRBs and radio laud
AGNs [2]. The selection criteria required: a vari-
able character of the source in one or more wave-
lengths and indications of non-termal emission.
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Time-clustered search for neutrino
bursts
For each preselected direction all combinations
(clusters) of the arrival time of events within a
certain angular bin are constructed. For each
cluster its multiplicity (m) is compared to the
expected background (µlocbg ) and the significance of
the cluster (Sbg) is calculated. The cluster with the
highest significance (Sbestbg ) is chosen as the ”best”.
The overall probability (P , trial factor corrected)
to observe a cluster of significance Sbestbg or higher
is calculated based on 10,000 Monte Carlo (MC)
experiments. The main difference between this
analysis and what was presented in [2] is that in
this work no assumption is made on the duration
of signal flares. Moreover, a correct background
estimation over short time scales is necessary, in
order to properly calculate the cluster’s signifi-
cance and its compatibility with the background
hypothesis. The method used previously in the
time integrated analysis [1] is simple and fast.
However due to the low statistics it is affected by
large uncertainties in a case of short time scales
(e.g. ∆t < 10 days).
A different approach for a background estimation
has been developed for this work. We first tab-
ularise the detector up-time development. This
takes into account the inefficiency periods and
data gaps after the data quality selection. Once
corrected for the detector exposure we calculate
the expected neutrino rate from the whole northern
sky1 by fitting the event rate versus time. We
obtained 4.13±0.13/3.7±0.13/4.30±0.13 events
per day (µyearbg ) for 2004/2005/2006 respectively.
For each sky angular bin the number of expected
events in the whole data period (i.e year 2004,
2005 or 2006) is then calculated as:
µlocbg = µ
year
bg ×
Nband ×Abin
Nall ×Aband (15)
where: Nband the number of events in the dec-
lination band in the sky defined by the bin size,
Nall the number of all events in the sample for the
analysed year, Abin the area of the angular search
bin, and Aband the area of the declination band de-
fined by the size of the angular search bin. The
ratio Nband/Nall allows to account for the differ-
ent background density at different declinations.
The result of equation (1) is what we expect when
we neglect the variation of the efficiency with the
azimuth angle caused by the asymmetrical shape
of the detector, (shown in 1) and assume a continu-
ous up-time. The variability averages out for long
Figure 1: The normalized azimuth distribution of
the data sample reported in [1].
periods of data. However, it plays a role for very
short periods of integration. We therefore correct
the value estimated in equation (1) for the effec-
tive azimuth exposure, calculated for each individ-
ual time cluster. The correction applied is given
by the integral of the azimuth efficiency over the
time period of a cluster, taking into account the ef-
fective time coverage (up-time) of the azimuth bin.
The overall error in the background estimation is
a combination of a statistical uncertainty, the error
of the fit and the uncertainty introduced by the az-
imuth corrections.
A comparison of the outcome of this method to
previous results shows that for short time scales
the new method yields much smaller uncertainties
while for longer time periods they are in very good
agreement. For example for ∆t = 3 days, we
could achieve in this analysis an error of 20% com-
pared to 30% in previous works.
Fig. 2 shows a study of the neutrino flare detec-
tion chance depending on the strength and dura-
tion of the signal. We produced about 10,000 MC
experiments simulating a variable neutrino point-
source of different signal strengths and durations,
1. We did not observe any dependency of the results
for different choices in the binning of the event rates or
angular regions of the sky (e.g. estimating the expected
rate for different declination regions).
116
THE ICECUBE COLLABORATION
on a background µbg , characteristic for a chosen
region of the sky. Positions in the sky of the
on-source events were generated randomly, corre-
sponding to the Point Spread Function, while the
number of signal and background events were gen-
erated using corresponding Poisson averages. We
performed this study for the cases of fixed and vari-
able angular search bin size (chosen among the set
of angular distances of the events relative to the sky
positions of the pre-selected sources). We found
that the best detection chance is obtained with a
variable bin size.
The results of the cluster search for neutrino flare
for 2004 to 2006 are reported in Table 2.
Figure 2: Probability of detecting a neutrino flare
with a significance of 99.87% or higher in one year
of data (2004 in this example). The X-axis shows
the signal strength (mean number of signal events).
The curves indicate different time duration of the
signal (1, 3, 5 or 10 weeks).
Search for neutrino events in coinci-
dence with γ-ray flares
Observations of strong variability in the high en-
ergy (TeV) γ-ray emission exist for various TeV
neutrino candidate sources. However, often there
is no long coverage of their flux and also a very
limited knowledge exists on the frequency of γ-ray
flares, as well as on their eventual time correlation
with neutrino flares. Nevertheless, a search for co-
incidences between high energy neutrinos and γ-
rays can possibly increase the discovery chance.
Here we present the results of a test for correla-
tion of neutrinos with high state of γ-ray emission
for a sub-sample of objects for which γ-ray data
for the years 2004 to 2006 are published. For each
selected source we established a flux threshold for
the selection of periods of interest. The number of
neutrino events observed - nobs - in the whole pe-
riod was compared to the expected background -
µbg - and the significance of this observation was
calculated.
The threshold to the gamma-ray flux was chosen
based on an analysis of combined light-curves [5].
For each source we considered the integral flux
above variable thresholds (S) and optimized the
latter for the best S/sqrt(B), where B is propor-
tional to the time coverage of the periods above
threshold. We exclude periods of measurement
gaps longer than one week as well as periods with
upper limits on the flux only. In a case of Cygnus
X-1 only one day of significant measurement was
available so we took the sensitivity of the experi-
ment as the flux threshold.
The results of the search for neutrino events in co-
incidence with γ-ray flares are reported in Table 1.
No significant excess was found.
Table 1: Results of the search for neutrino events in
coincidence with γ-ray flares. Column ”Selected
periods” give the year and integrated up-time of the
detector in days.
Source Sel. periods nobs / µbg
Mkn421 2004 (7.6) 0 / 0.057±0.007
2005 (1.0) 0 /0.0067±0.0008
2006 (10.8) 0 / 0.078±0.009
Mkn501 2005 (21.1) 1 / 0.13±0.02
1ES1959+650 2005 (0.95) 0 / 0.0040±0.0007
BL Lac 2005 (2.0) 0 / 0.008±0.001
H1426+428 2006 (3.0) 0 / 0.018±0.002
Cyg X-1 2006 (1.0) 0 / 0.0070±0.0008
M87 2005 (4.7) 0 / 0.033±0.004
Results
The input data sample for this analysis for 2004
and 2005 was taken from [1] and [3] respectively.
For 2006 we used the results of the AMANDA on-
line event reconstruction and filtering chain, which
was implemented following the scheme reported in
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[1]. After excluding periods of IceCube calibration
with an artificial light source and selecting high
quality data we used 247.5/199.9/239.5 effective
days of data taking for the year 2004/2005/2006.
Table 2 reports the results of the cluster search
for neutrino flares for combined data sets of 2004,
2005 and 2006. The highest excess observed (for
Cygnus X-3 ) corresponds to 3.56σ. The overall
probability to observe a cluster of this significance
or higher at any time in the whole periods analyzed
equals 5.9% (not including the trial factors due to
looking on several sources) and is well compatible
with the background hypothesis.
Table 2: Results of the search for neutrino clusters:
duration∆t [days], angular bin size ∆ψ [deg], sig-
nificance of the best cluster found Sbestbg [σ] and the
overall probability to observe a cluster of this sig-
nificance or higher at any time in the whole periods
analyzed P [%] .
Source ∆t ∆ψ Sbestbg P
Mkn 421 3.9 5.2 1.6 95.0
Mkn 501 26.5 4.8 3.2 14.5
Mkn 180 0.35 2.2 2.92 30.0
1ES 1959+650 11.2 2.8 2.82 29.0
1ES 2234+514 42.2 3.4 2.7 35.0
1ES 1218+30.4 5.0 6.0 1.4 95.0
BL Lac 51.6 4.6 2.45 46.0
H1426+428 4.4 5.2 1.5 92.0
3C 66A 7.7 5.0 2.45 44.0
3C 454.3 8.1 4.8 2.7 33.0
GRO J0422+32 19.5 5.8 1.75 90.0
GRS 1915+150 94.4 2.0 3.2 8.4
LSI+61 303 0.2 4.5 2.9 31.0
Cyg X-1 27.5 6.37 3.2 15.0
Cyg X-3 8.8 4.3 3.56 5.9
XTE J1118+480 31.1 4.5 2.25 64.0
3C 273 194.5 6.1 2.88 9.1
M87 11.1 6.6 2.0 69.0
Summary
We have presented the first search for neutrino
flares from pre-selected sources in AMANDA-II
with no a priori assumption on the time structure
of the signal. In order to prevent a posteriori
findings of coincidences with γ-ray flares a
pre-test was performed, to look for correlations
between the high energy neutrinos and high states
of γ-ray emission of selected sources. In both
cases no significant excess was found above
the expected background. To accomplish the
time-clustered search we have developed a new
background estimation method which allows to
reduce the statistical uncertainties as compared
to the classical ON/OFF-source approach. The
method here presented also properly takes into
account the effects due to the detector asymmetries
arising from a non-homogeneous detector. This
approach becomes relevant when analysing data
for IceCube, a detector under construction with
a non-homogeneous distribution of the strings
before completion.
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Abstract: Up to now, analyses of AMANDA data have been limited to searches for diffuse astrophysical
sources, time-integrated searches for point sources, and searches for flares and bursts from preselected
sources (AGN and GRB) over very limited timescales. However, multi-wavelength studies have shown
that AGN and GRB emissions generally occur in exponential flares or bursts with strengths that can be
much greater than that of the corresponding quiescent emission, and that the timescales for these violent
outbursts can vary from milliseconds to months. Therefore, we are performing an all-sky search for
transient sources of neutrinos with AMANDA data taken from the years 2000 to 2004 [1], surveying the
largest range of timescales for which an improved signal to noise ratio can be obtained. In this report we
describe a new analysis technique that utilizes an unbinned two-point correlation function which separates
pairs of signal events from the atmospheric neutrino background by taking into account the probabilities
for observing the given spatial separation, time separation, and total number of hit channels (NCH) of
the events given both signal and background hypotheses. At the shortest timescales probed, this analysis
achieves a differential fluence sensitivity, F¯0 =
`
E
1TeV
´γ dF¯
dE
, to flaring FR-I galaxies that is almost a
factor of three better than the 5-year stacked point source sensitivity, assuming a spectral index, γ = 2,
and a Fνµ+ν¯µ/Fντ+ν¯τ flavor ratio of one. If they produce events in the detector at all, fluences from
such sources must be critically close to the detection threshold to avoid having been observed in other
surveys, thus a pair search could provide the earliest detection of astrophysical neutrinos.
Introduction
Studying the space-time-energy properties of pairs
of neutrinos has several advantages over other
methods of searching for astrophysical sources.
1. We can search the whole sky for astrophysi-
cal sources in disregard of the scarcity of multi-
wavelength information that could potentially aid
such a search, allowing the possible detection of
source classes that are dark at other wavelengths.
2. Since the search utilizes the energetic informa-
tion that can be inferred from NCH data, it uses the
same advantage that a diffuse search does to ob-
serve a faint astrophysical signal, however, unlike
a diffuse analysis, correlated event searches are un-
affected by a charm component. 3. If the number
is sufficient, a pair search has the greatest sensi-
tivity to detect very weak classes of astrophysical
point sources, and is more powerful than search-
ing for other multiplicities, e.g., pairs probe 84 %
more space than triplets, while if present, a neu-
trino triplet will be counted as 3 pairs, with com-
parable significance.1
The Time Variability of AGN and GRB
In summary, the activity of AGN and
GRB [2][3][4][5][6][7][8], the primary astro-
physical candidates associated with theorized
hadronic processes inducing neutrino emission,
suggests that we could observe astrophysical
neutrinos arriving in bursts with almost any
imaginable time difference. We assume that on
a logarithmic scale, flare timescales are uniform.
1. Classes of point sources with Ne events per source
and Ns objects will be expressed in this analysis as
Np = NsNe(Ne − 1)/2 pairs, e.g., if a source like Mrk
421, for which there is 7 events observed in the inte-
grated point source analysis, emits those neutrinos on a
timescale less than one day, then it will appear in this
analysis as 21 pairs – a situation that has a chance better
than 50 % of producing a 5-σ discovery.
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However, considering the differences in the
astrophysical processes over different timescales,
the pair search is separated into searches over
several different timescales based upon the classes
of objects that might be observed. Tab. 1 lists a
possible way to construct the search categories.
Optimization of the search strategy and calcu-
lation of the significance of the search results is
conducted separately for each search timescale.
Flare Category Tl / Tu L
GRB / TeV SN / TeV AGN 1 s / 2 hr A
GRB afterglow / TeV AGN 2 hr / 3 dy B
Large scale AGN flare 3 / 30 dy C
Table 1: Timescales over which we will search
for various astrophysical categories: (1) category
of objects, (2) minimum/maximum time between
events (Tl/Tu), (3) label for this discussion.
Constraints and Background
The diffuse analysis [9] imposes the most stringent
limit on the total number of neutrinos from all as-
trophysical sources integrated over the entire sky
that could possibly be observed. For the 2000-
2004 point source dataset, this translates to ∼ 80
neutrinos assuming an E−2 source spectrum. We
have used this number as the maximum number of
neutrinos that we simulate for any of the source
classes we consider.
While studying the response of the detector to
background and potential astrophysical sources,
the time-integrated point source analyses are able
to average the detector efficiencies over time
and right ascension (RA). However, this analysis
probes the detector down to timescales of a sec-
ond or less, so it can be strongly affected by the
asymmetries of the detector. A new method of
randomizing the data was developed that properly
takes into account the asymmetries in the com-
bined zenith (ZEN) and azimuth (AZ) distribution
of events, the preferential occurrence of NCH val-
ues from certain AZ and ZEN directions, and the
granularity of the detector on-periods. The ZEN
and AZ of background events are sampled from
the data itself and a smearing function is applied.
The smearing function, determined by MC, is the
point spread function of the detector given an at-
mospheric neutrino spectrum. Times are sampled
from a list of all possible detector on-periods for
the entire 5 year analysis. Having obtained a map
of the ZEN, AZ, and time of the events according
to the efficiencies of the detector, the RA is calcu-
lated using the transformation
RA = (MJD · 24.06571 · 15−AZ)%360
which is valid for a pair analysis performed on data
obtained at South Pole. MJD is the Modified Ju-
lian Date. This method, comparable to direct inte-
gration [10], keeps all detector efficiencies intact,
while producing a randomized sky-map of the data
that is complete.
Search Technique
All pairs of neutrino events are compared. For
each pair that falls within the minimum and max-
imum time differences given by the search class
(see Tab. 1), ζ is calculated and if its value sur-
passes a predetermined threshold, ζc, the count of
observed events is incremented. Once the tally
is complete, the significance of the observation is
determined using the Poisson p-value. To derive
ζ, consider the likelihood ratio for the ith pair of
events:
LRi = P(NCHi|S) P(log10[∆ti]|S) P(ψi|S)
P(NCHi|B) P(log10[∆ti]|B) P(ψi|B)
where:
P(NCHi|B) - The probability distribution for
NCH, given a pair of background events. This is
obtained by calculating the distribution of all com-
binations of NCH values from the data itself. Be-
fore this distribution is calculated, the values are
standardized across 8 different declination bands
by subtracting the median of the distribution and
dividing by the inter-quartile difference, both dec-
lination dependent quantities. The standardization
process removes to first order the geometric com-
ponent of the variation of NCH values as a function
of ZEN, leaving the spectral energy dependence in-
tact.
P(log10∆ti|B) - The distribution of the logarithm
of time differences of background pairs of events.
This is obtained by fitting time differences of the
data from 0.001 to 30 days with a power law. The
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result of the fit gives P(log10[∆T]|B) ∝ ∆T0.98.
This is in agreement with expectations that it
should increase proportionally with the time dif-
ference. The fit is used to obtain the probability of
observing pairs of events that occur 0.01 days apart
or less. For longer timescales the randomized time
distribution is used directly.
P(ψi|B) - The probability of observing a given
spatial separation of background events is ∼
ρbg sinψ/2, where ρbg is the local spatial density
of background events. Since the background does
not vary too quickly, and since an average over
all directions is obtained when moving away from
the point in question, this approximation is good
enough.
P(NCHi|S) - The probability distribution for
NCH given a pair of signal events. This is obtained
from source MC, weighted according to an E−2
spectrum. This probability distribution is standard-
ized using the same quantities used to standardize
P(NCHi|B).
P(log10∆ti|S) - Based upon reviews of AGN and
GRB activity, the central assumption of this work
is that the distribution of flare/burst timescales is
the scale invariant Jeffrey’s prior [11], i.e., a con-
stant for logarithmically sized bins.
P(ψi|S) - The probability of observing a given
separation in space of a pair of signal events from
the same source. This is obtained from source MC
data, weighted according to an E−2 spectrum. The
PSF takes into account both the intrinsic νµ → µ
mismatch angle and the mismatch angle between
the reconstructed muon and its true direction. Note
that the PSF is evaluated at an angle, Ψ, which is
half the separation angle, ψ, between the events.
According to the Neyman-Pearson Lemma, the
quantity, ζi = log10(LRi), represents one of the
best possible ways of utilizing all the information
we have discussed in order to provide evidence to
decide whether the ith pair of events is an obser-
vation of signal or background. The choice of the
value of ζc is optimized in the following manner:
The analysis is run on 10,000 simulated experi-
ments with pure background and 1000 simulated
experiments that contain a small amount of simu-
lated signal. For each experiment, the background
and signal pairs are counted as a function of the cut
on ζ and the significance of the observation is cal-
Figure 1: Preliminary probabilities for (from top
to bottom) 3, 4, and 5-σ detections are plotted
(units on r.h.s.) for a 2 hour search as a function
of cut on ζ. The monotonically decreasing curve is
the expected counts from background only. The
time distribution of the signal is logarithmically
uniform, 5.5 source pairs per log10(∆T/Days) ex-
tending from 10 seconds to 2 hours.
culated. Then the median signficance is calculated
from the set of experiments and this is used to de-
termine the best evidence threshold. For a search
for GRB-timescale flares (A in Tab. 1), where the
signal consists of ∼16 sources distributed isotropi-
cally on the sky and distributed log-uniformly from
10 seconds to two hours, each source contributing
two events to the dataset, the expected background
is plotted in Fig. 1, as are the 3, 4, and 5-σ de-
tection probabilities. Here it is seen that the 5-σ
detection probability is maximal at ζc = 3.6 where
its value is better than 80%.
Results and Conclusions
The fluence sensitivity is given by
F¯0L =
µ¯90
ns
F0s
where F0s is the normalization constant on the dif-
ferential fluence (the differential flux integrated
over the duration of flaring events) of the sig-
nal model studied, ns is the number of neutrino
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events that would be observed given such a flu-
ence, and µ¯90 is the Feldman-Cousins average
upper limit given the background and no source
events [12]. For classes of objects with more
than one member, ns is the sum of contributions
from each. Preliminary differential fluence sen-
sitivities, as well as detection probabilities, are
presented in Tab. 2 for two classes of objects
that meet the requirements of the diffuse anal-
ysis. In Fig. 2 we plot the differential fluence
Cat. Ns Nνps εT F¯0L P5−σ
A 20 2 0.78 2.70 99.6
B 27 3 0.44 8.2 86
Table 2: Preliminary differential fluence sensitiv-
ities and detection probabilities for representative
source classes: (1) Category of objects, (2) no. of
sources, (3) no. of neutrinos per source, (4) signal
efficiency, (5) νµ + ντ fluence sensitivity in units
of 10−4 TeV−1 cm−2, (6) 5-σ detection probabil-
ity (%), excluding our NT = 4 trials factor.
sensitivities of GRB-timescale source classes for
which the nth source has a relative strength given
by [13] µn = µ0n−αe−n/nc . Our sensitivity to
FR-I-like objects [14] (not including the brightest
source, which is 3C-274, α = 0.65) that produce
Cat. A flares is 1.3×10−3 TeV−1cm−2 compared
to the integrated stacking analysis [13] result of
3.4×10−3 TeV−1cm−2. The results of this survey
are presented in Tab. 3. Although none of the ob-
Cat. ζc µbg nobs p-value
A 3.885 0.573 1 0.44
B 1.94 31.5 37 0.19
C 0.63 431 457 0.11
Table 3: Preliminary results of survey. (1) Cate-
gory of objects, (2) optimized evidence threshold,
(3) no. background pairs expected, (4) no. pairs
observed, (5) significance, excluding NT = 4.
servations were significant, the results of the sen-
sitivity study show the potential of this technique
to search for weak astrophysical sources that flare.
This study will serve as the starting point for all-
sky transient searches performed with the full Ice-
Cube detector.
Figure 2: Preliminary fluence sensitivities for
Cat. A objects characterized by α and µo. The
curves, from top to bottom, are for α = 2 to α = 0
in steps of 0.25, assuming nc = 50.
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Abstract: Kilometer scale neutrino telescopes are now being constructed (IceCube) and designed
(KM3NeT). While no neutrino flux of cosmic origin has been discovered so far, the first weak signals
are expected to be discerned in the next few years. Multi-messenger (observations combining different
kinds of emission) investigations can enhance the discovery chance for neutrinos in case of correlations.
One possible application is the search for time correlations of high energy neutrinos and established sig-
nals. We show the first adaptation of a Target of Opportunity strategy to collect simultaneous data of
high energy neutrinos and gamma-rays. Neutrino events with coordinates close to preselected candidate
sources are used to alert gamma-ray observations. The detection of a positive coincidence can enhance
the neutrino discovery chance. More generally, this scheme of operation can increase the availability of
simultaneous observations. If cosmic neutrino signals can be established, the combined observations will
allow time correlation studies and therefore constraints on the source modeling. A first technical im-
plementation of this scheme involving AMANDA-II and MAGIC has been realized for few pre-selected
sources in a short test run (Sept. to Dec. 2006), showing the feasability of the concept. Results from this
test run are shown.
Introduction
The major aim of neutrino astrophysics is to con-
tribute to the understanding of the origin of high
energy cosmic rays. A point-like neutrino signal
of cosmic origin would be an unambiguous sig-
nature of hadronic processes, unlike γ-rays which
can also be created in leptonic processes. Neutrino
telescopes are ideal instruments to monitor the sky
and look for the origin of cosmic rays because
they can be continuously operated. The detec-
tion of cosmic neutrinos is however very challeng-
ing because of their small interaction cross-section
and because of a large atmospheric background.
Parallel measurements using neutrino and electro-
magnetic observations (multi-messenger) can in-
crease the chance to discover the first signals by
reducing the trial factor penalty arising from ob-
servation of multiple sky bins and over different
time periods. In a longer term perspective, the
multi-messenger approach also aims at providing
a scheme for the phenomenological interpretation
of the first possible detections. The Antarctic
Muon and Neutrino Detector Array (AMANDA)
was built with the aim to search for extraterrestrial
high energy neutrinos [2]. The Major Atmospheric
Gamma Imaging Cherenkov telescope (MAGIC)
is a current generation γ-ray telescope that oper-
ates in the northern hemisphere at a trigger energy
threshold of 60 GeV [5].
Neutrino Target of Opportunity test run
The neutrino target of opportunity (NToO) test run
described here was defined as a cooperation be-
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tween the AMANDA (neutrinos) and MAGIC (γ-
rays) collaborations [3]. Each time a neutrino event
was detected from the direction of a predefined list
of objects, a trigger was sent to the γ-ray tele-
scope. MAGIC then tried to observe the object
within a predefined time window after the neutrino
trigger. The primary goal of the NToO approach
is to achieve simultaneous neutrino/γ-ray observa-
tions. This can be realized by triggering follow-up
observations of interesting neutrino events, such
as multiplets within a short time window or very
high energy events, therewith assuring γ-ray cov-
erage for these neutrino events. Multiplets are very
seldom in AMANDA-II observations (low statis-
tics). We therefore implemented a test run based
on single high energy neutrino events from pre-
defined directions. These events are most likely
due to atmospheric neutrino background. The test
run took place between 27th of September and 27th
of November 2006 and its purpose was to test the
technical feasability of the NToO strategy. The
AMANDA-II DAQ data at the South Pole passed
through an online reconstruction filter that selected
up-going muon tracks and provided a monitoring
of the data quality. Whenever a neutrino event was
reconstructed within a few degrees of one of the
selected sources and passed the data quality crite-
ria, a message was sent via e-mail to the MAGIC
shift crew. The message contained the time of the
event, the source name and the reconstructed angu-
lar distance from the source. If possible (day/night
duty cycle), the object was then observed with the
MAGIC telescope within 24 hours for a duration
of 1 hour. A coincidence is counted when a γ-
ray high state (flare) is measured in these observa-
tions. A γ-ray flare can be defined as an observa-
tion above a predefined threshold flux Fthr. The
individual thresholds were chosen either based on
the MAGIC sensitivity or in case of Mrk 421 to a
conservatively low value for which the probability
to observe a high state as defined above would be
of the order of few percent.
An example analysis: Blazars
A stand-alone neutrino analysis can only yield a
significant result if an excess above the expected
atmospheric background is observed. In the multi-
messenger framework, the observation of a number
of neutrino events in coincidence with gamma-ray
high states can be an indication for a neutrino/γ-
ray correlation. If this correlation is incompatible
with the chance probability for coincidence with
atmospheric neutrinos such an observation would
be evidence at the same time for a cosmic origin
of the neutrino events and a hadronic nature of the
gamma-ray signal. In this scheme for the inter-
pretation of data a statistical test was defined be-
fore the measurements. Under the hypothesis that
all the neutrinos detected from the direction of the
source are atmospheric, the chance probability of
detecting at least nobs neutrinos and observing at
least nγ coincident gamma-ray flares is given by:
P =
+∞∑
i=nobs
(nbck)
i
i!
e
−nbck
i∑
j=nγ
i!
j!(i− j)!p
j
γ(1−pγ)i−j ,
(16)
where the first term describes the Poisson prob-
ability of observing at least nobs neutrinos with
nbck expected background events, and the sec-
ond term describes the probability of observing
at least nγ coincident gamma-ray flares out of the
j ≥nobs triggers. pγ is the probability to observe
a gamma-ray high state above a certain threshold
Fthr within a given time window. P defines the
post-trial significance of a set of coincidences ob-
served from one source. Trial factors to account
for the number of sources considered can be eas-
ily included using Binomial statistics. For illustra-
tion of Equation 16, let us assume that we observe
nobs = 10 neutrinos with a background expectation
of nbck = 10. In itself this measurement would
not be significant. However, if coincidences with
γ-ray high-states are observed the significance in-
creases as shown in Figure 1 for different γ-ray
probabilities. So far, limited knowledge is avail-
able on pγ . Efforts are on-going to address the
issue of estimating an upper limit on pγ for a few
interesting sources, from a compilation of gamma-
ray observations [6] and from random or long term
monitoring observations (e.g. performed by the
VERITAS and the MAGIC telescopes). We notice
that a compilation of existing data is likely biased
from the availability of measurements triggered by
high states of emission observed at different wave-
lengths, which would tend to give an overestima-
tion of pγ and therefore an underestimation of the
significance of the coincidences. The probability
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Figure 1: Significance of simultaneous
neutrino/gamma-ray observations vs. the number
of observed coincidences, given for different
values of pγ (Equation 16). Here, nobs = nbck = 10
was assumed.
pγ is, on average, equal to the average high-state
rate of an object. One method for the estimation
of the high-state rate is based on the flux frequency
distribution of the object, shown in Figure 2 for
Mrk 421. This distribution can be interpreted as a
stochastic flux-state distribution and can be well fit
by an exponential. The high-state rate RHS(Fthr)
above a threshold Fthr is then given by
RHS(Fthr) =
∫∞
Fthr
ebxdx∫∞
F0
ebxdx
=
ebFthr
ebF0
(17)
where F0 is the baseline flux of the object and
b is the slope of the flux distribution. The rel-
ative high-state rate of Mrk 421 as derived from
this formula is shown in Figure 3 as a function
of the chosen threshold Fthr. Due to the bias to
high states of the available Mrk 421 observations,
the high state rate is systematically overestimated
here. These results will be described in detail in
[6]. The estimation for pγ can be used in Equa-
tion 16 in the case of Blazars, for which γ-ray data
exist and long-term lightcurves have been com-
piled. The expected background rate is the rate of
atmospheric neutrinos in the sky bins around the
selected sources. Depending on the source decli-
nation and on the choice of the bin size, this rate
ranges from about 1 to 4 events per year and per
source based on the AMANDA-II event informa-
tion and according to the current scheme of event
reconstruction and selection [1].
List of selected sources
The first criterion for the selection of sources for
the NToO test run is their variability. Only sources
Integral 
    432
 / ndf 2χ
 49.62 / 45
Constant  0.126± 4.144 
Slope    
 0.090± -1.043 
 >300GeV [Crab]VHEF
0 2 4 6 8 10 12 14
# 
ob
se
rv
at
io
ns
-210
-110
1
10
PRELIMINARY
Figure 2: Distribution of flux states above 300 GeV
of 15 years of VHE observations of Mrk 421 [6].
[Crab]thrVHEF
0.5 1 1.5 2 2.5 3 3.5 4 4.5 5 5.5
H
S
R
-310
-210
-110
1 Relative high-state rate of Mrk 421
PRELIMINARY
Figure 3: High-state rate calculated by applying
equation 17 to the fit of the distribution of fluxs-
tates in Figure 2.
known or expected to be variable were chosen for
the test run. Other criteria are the minimal im-
pact on the scientific plans of MAGIC and the
possibility to efficiently organize the independent
observation plans. Target sources are therefore
preferably selected among those which are al-
ready included in the scheduled observation pro-
gram (MAGIC). Further criteria are their potential
for high-energy neutrino emission, good visibility
for MAGIC during the time period of the test run
(September–December) and previous detections at
high-energy γ-rays or high probability for γ-ray
emission. Sources meeting these requirements are
Blazars and X-ray binaries. For these sources the
level of correlation between high energy neutri-
nos and gamma-rays can be different under differ-
ent scenarios (see for example the cases discussed
in [7]).
Results and Interpretation
During the two months of data taking for the NToO
program a total of 5 neutrino event triggers were
initiated by AMANDA-II and sent to the MAGIC
observatory. In two cases follow-up observations
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nbck 0.86 1.26 0.99 0.92 1.51
nobs 0 1 1 0 3
Follow ups 0 0 1 0 1
nγ – – 0 – 0
Fthr [C.U.] 0.2 0.2 0.5 1.0 4.0
pγ – – – < 0.15 < 0.05
Pν 1.0 0.7 0.6 1.0 0.2
Table 1: List of selected sources for the NToO
test run. Given are preliminary numbers for ex-
pected (nbck ) and observed (nobs ) neutrino trig-
gers, the number of observed coincidences (nγ ),
the γ-ray high-state probability and the probability
Pν for observing nobs neutrinos or more. The error
on nbck is typically 0.1.
were performed with the MAGIC telescope last-
ing for 1 hour each. For the remaining 3 triggers,
the source was not observable with MAGIC within
24 h following the trigger due to unfavourable as-
tronomical, moon or weather conditions. In Ta-
ble 1 the individual neutrino event counts nobs are
given along with the number of expected neu-
trino background events nbck , the number of co-
incident observations with MAGIC, the number
nγ of observed coincident γ-ray flares (as defined
above) and the γ-ray flare probability pγ derived
from Equation 17. The MAGIC follow up ob-
servation data has been analyzed with the stan-
dard MAGIC analysis chain [4]. The sensitivity
of MAGIC is sufficient to detect a γ-ray flux level
of 30% Crab Units (C.U.) with 5 sigma signifi-
cance within 1 hour. It is therefore enough to de-
termine whether the 2 triggered sources Mrk421
and 1ES2344 were in flaring state (according to
the definition of flaring state in Table 1) during the
NToO observations. The analysis yielded an upper
limit for 1ES2344 (16% C.U.) and a low flux state
for Mrk421 (30±10% C.U.). No coincident γ-ray
flaring state has thus been observed.
Discussion and Perspectives
The NToO strategy was implemented in a test run
involving the AMANDA-II and the MAGIC tele-
scope for a time period of two-months. No coinci-
dent events have been observed during this test run.
However, the technical feasibility of a NToO strat-
egy was successfully tested. The neutrino trigger
information sent via e-mail has initiated follow-
up observations, whenever the sources were visible
and the weather and astronomical (moon/sun) con-
ditions allowed the operation of the MAGIC tele-
scope. At the end of the test run, a different com-
munication infrastructure was also implemented,
based on a test client/server connection, which al-
lows the queuing of follow-up observations using
a similar pipeline as that already used by MAGIC
to follow-up GRB alerts. Perspectively, different
event selections will be developed for IceCube.
A search for multiplets with pre-defined signifi-
cances will provide a means for the selection of
flare-like neutrino events. Furthermore, work is in
progress for the analysis of high-energy neutrino
events with the IceCube 22-string detector (2007)
and with extensions in subsequent years. These an-
alyzes will possibly be implemented in an IceCube
NToO program in 2008.
References
[1] A. Achterberg et al. for the IceCube collabora-
tion, 2006. arXiv:astro-ph/0611063, accepted
for publication in Phys. Rev. D (2007).
[2] Andre´s et al. Astropart. Phys., 13:1, 2000.
[3] E. Bernardini for the IceCube collaboration.
In Towards a Major network of Atmospheric
Cherenkov Telescopes, 2005.
[4] T. Bretz and R. M. Wagner, 2003. in Proc. of
the 28th ICRC, Tsukuba, Japan.
[5] E. Lorenz. New Astron. Rev., 48:339, 2004.
[6] M. Tluczykont et al. In 2nd Workshop on
TeV particle Astrophysics, Madison, WI, USA,
2006.
[7] D.F. Torres and F. Halzen. 2006. arXiv:astro-
ph/0607368, submitted to A&A.
126
THE ICECUBE COLLABORATION
30TH INTERNATIONAL COSMIC RAY CONFERENCE
Detecting GRBs with IceCube and optical follow-up observations
A. KAPPES1,2, M. KOWALSKI3, E. STRAHLER1 , I. TABOADA4 FOR THE ICECUBE COLLABORATION5
1Physics Dept. University of Wisconsin, Madison WI 53703. USA
2on leave of absence from Universita¨t Erlangen-Nu¨rnberg, D-91058 Erlangen. Germany
3Institute fu¨r Physik. Humboldt Universita¨t zu Berlin, D-12489 Berlin. Germany
4Physics Dept. University of California, Berkeley CA 94720. USA
5see special section of these proceedings
itaboada@berkeley.edu
Abstract: We present a summary of AMANDA results obtained in searches for neutrinos from Gamma-
Ray Bursts (GRBs). Using simulations, we show how the IceCube detector, which is currently being
constructed at the South Pole, will improve the sensitivity of the search. In order to improve the prospects
for detections of gamma-ray dark bursts (e.g. choked bursts), as well as core collapse Supernovae (SNe),
we discuss a novel follow-up scheme of high energy neutrino events from IceCube. Triggered by neutrino
events from IceCube, a network of small optical telescopes is meant to monitor the sky for SNe rising
lightcurves and GRB afterglows. The observing program is outlined and its status discussed.
Introduction
GRBs have been proposed as one of the most plau-
sible sources of ultra-high energy cosmic rays [12]
and high energy neutrinos [13]. In addition to be-
ing a major advance in astronomy, detection of
high energy neutrinos from a burst would pro-
vide corroborating evidence for the acceleration of
ultra-high energy cosmic rays within GRBs. It has
been noticed that so-called long GRBs are often
accompanied by SNe type Ib/Ic [6]. The preva-
lent interpretation is that the progenitors of these
SNe and GRBs are very massive stars that undergo
core collapse that leads to the formation of a black
hole. The material accreted by the black hole can
form highly relativistic jets which then produce the
observed burst of γ-rays and accelerate particles
to high energy. The connection between SNe and
GRBs has inspired the speculation that a fraction
of core collapse SNe which do not lead to GRBs
may still be the source of TeV neutrinos [4].
For the purposes of establishing the sensitivity of
IceCube to GRBs we will use the Waxman-Bahcall
GRB [13] model as a benchmark. We will as-
sume a flavor flux ratio of 1:1:1 at Earth moti-
vated by neutrino oscillations. We use a flux nor-
malization of 1.35×10−8 GeV cm−2 s−1 sr−1 at
1 PeV at the Earth for all neutrino flavors com-
bined, a break energy of 100 TeV and a syn-
chrotron break energy of 10 PeV. Finally, we as-
sume that the Waxman-Bahcall GRB model corre-
sponds to 670 GRBs per year over the full sky re-
sulting in an average neutrino fluence per burst of
Fburst = 1.3 × 10−5 erg/cm2 for all flavors com-
bined. However, it should be noted that fluctua-
tions in the characteristics of GRBs, notably red-
shift and γ-ray fluence, lead to significant fluctu-
ations in the expected number of neutrinos from
burst to burst [8].
IceCube is a high energy (E > 1TeV) neu-
trino telescope currently under construction at the
South Pole [9]. When completed, the deep ice
component of IceCube will consist of 4800 dig-
ital optical modules (DOMs) arranged in up to
80 strings frozen into the ice, at depths ranging
from 1450m to 2450m. Each DOM contains a
photomultiplier tube and supporting hardware in-
side a glass pressure sphere. The total instru-
mented volume of IceCube will be ∼ 1 km3. The
DOMs indirectly detect neutrinos by measuring
the Cherenkov light from secondary charged par-
ticles produced in neutrino-nucleon interactions.
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AMANDA-II [5], now integrated in IceCube as a
sub-detector, was commissioned in the year 2000
and consists of a total of 677 optical modules.
These are arranged on 19 strings with the sensors at
depths ranging from 1500m to 2000m in a cylin-
der of 100m radius. Its instrumented volume is
about 70 times smaller than that of the deep ice
component of IceCube.
The two main channels for detecting neutrinos
with IceCube and AMANDA are the ν-induced
muon and the ν-induced cascade channels. For the
muon channel the detectors are mainly sensitive to
up-going muons as the Earth can be used to shield
against the much larger flux of down-going atmo-
spheric muons. Searches for neutrinos from GRBs
in the muon channel benefit from good angular res-
olution (∼ 1◦ for Eν > 1 TeV ) and from the long
range of high energy muons. For cascade channels
the detectors are sensitive to all neutrino flavors
through various interaction channels. Here, anal-
yses benefit from good energy resolution (∼ 0.1 in
log10E) and from 4π sr sensitivity to high energy
neutrinos. The number of expected detected events
can be calculated by convoluting the neutrino flux
Φ with the corresponding effective neutrino area
Aeffν :
Nevts = T
∫
dΩdEAeffν (E, θ)
dΦ
dE
(E, θ) , (18)
where T is the observation time.
Searches for neutrinos in coincidence with GRBs
have been conducted with the AMANDA detector
in the muon and the cascade channels. The muon
search was performed on over 400 bursts reported
by BATSE and IPN3 between 1997 and 2003 [2].
Additionally, a dedicated search for neutrinos in
coincidence with GRB030329 was performed [11].
Using the cascade channel, one analysis [3] fo-
cused on 73 bursts reported by BATSE in 2000
and another analysis searched for a statistical ex-
cess of cascade-like events during a rolling period
of 1 s and 100 s for the years 2001-2003 [3]. So
far no evidence for neutrinos from GRBs has been
found. With the muon search the 90% c.l. limit set
by AMANDA is 1.3 times higher than Waxman-
Bahcall’s prediction as defined above.
The main source of GRB data to be studied by Ice-
Cube will be GLAST, but also other satellites, e.g.
Swift, will contribute. Since finding an unusually
bright nearby GRB is key for the detection of neu-
trinos, the ideal satellite has a very large field of
view (FoV). GLAST’s FoV is ∼9 sr and Swift’s
∼1.4 sr. In our calculations we assume a yearly
detection rate of 200 GRBs by GLAST which are
distributed uniformly over the sky. IceCube can
be operated while being built. By the end of 2008
the accumulated exposure will be 0.75 km2·yr;
1.3 km2·yr by 2009 and 1.9 km2·yr by 2010. Ice-
Cube is currently taking data with 22 strings.
IceCube sensitivity to muon neutrinos
In order to calculate the sensitivity of the IceCube
detector to muon neutrinos from GRBs, bursts are
simulated uniformly distributed over the northern
sky. Each burst is assumed to produce a muon neu-
trino fluence of 1/3Fburst. The muon neutrino ef-
fective area as a function of neutrino energy and
zenith angle is obtained from a full Monte Carlo
simulation including a detailed ice and detector
simulation. Displayed in Fig.1 is the effective area
at trigger level as a function of energy averaged
over zenith angles above 90◦ (up-going neutrinos).
Past searches with AMANDA [2] have shown that
25–75% efficiency can be obtained with respect
to trigger level once selection criteria are applied
to data in order to remove the down-going muon
background. IceCube has the potential of even
higher efficiency. Thus we consider trigger level
effective area representative (upper limit) of what
the detector will be able to achieve.
The narrow constraints on the position and the tim-
ing of neutrinos from a GRB combined with the
good angular and time resolution of IceCube lead
to a very low expected background. For this first
sensitivity estimate we therefore assume a back-
ground free observation.
In the following we estimate the number of GRBs
required to reach the GRB flux predicted by
Waxman-Bahcall and exclude it at 99.73% C.L.
(3σ). With the observation of no events and a mean
expected background of zero events the Feldman-
Cousins method [7] yields an event upper limit
of 6.0. In order to reach this number about 70
bursts in the northern hemisphere must be observed
which can be expected after about 1 year of opera-
tion of the full detector.
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Figure 1: IceCube’s effective neutrino area as a
function of the neutrino energy at trigger level for
νµ (solid) and νe (dashed). The νµ effective area
is the average for neutrinos from the northern sky
(2π sr) whereas that for νe is averaged over the
whole sky (4π sr). The peak at 6.3 PeV is the
Glashow resonance.
IceCube sensitivity to electron neutri-
nos
For νe-induced cascades the effective neutrino area
Aeffνe is calculated for a uniform distribution of νe
and ν¯e over 4π sr. We have taken into account
charged current and neutral current interactions as
well as the Glashow resonance. The effective area,
averaged over an equal mixture of νe and ν¯e, can
be seen in Fig. 1. As with the muon channel, the
effective area presented here is at trigger level.
The narrow constraints on the timing of neutrinos
from a GRB combined with the good cascade en-
ergy and time resolution of IceCube lead to a very
low expected background. We calculate the sensi-
tivity supposing a background free search.
In the following we estimate the number of GRBs
required to reach the GRB flux predicted by
Waxman-Bahcall and exclude it at 99.73% c.l.
(3σ). With the observation of no events and a mean
expected background of zero events the Feldman-
Cousins method yields an upper limit of 6.0. In
order to reach this number about 560 bursts must
be monitored. This can be expected after almost
3 yr of operation of IceCube in coincidence with
GLAST. Including the contributions from νµ and
ντ -induced cascades would roughly double the
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Figure 2: Median angular mismatch for single neu-
trino events and neutrino doublets (with ∆Ψ <
3◦). Quality cuts have been applied.
number of expected events [3] 1 Thus the number
of bursts required is ∼ 280 or 1.5 yr of satellite
coincident observations.
An optical follow-up for neutrino events
So far we have discussed the search for a neu-
trino signal in coincidence with a GRB identified
through satellites. For the future, we plan to com-
plement this by performing an automated optical
follow-up observations of selected neutrino events
from IceCube [10]. First, the direction of neutri-
nos detected with IceCube is reconstructed online
and if energy or multiplicity pass a certain thresh-
old, a notice is sent to a network of optical tele-
scopes. Then, within minutes after reception of
the notice, automated optical telescopes monitor
the corresponding part of the sky. Transient ob-
jects are thereby identified, e.g. through detection
of GRB afterglows (on a timescale of minutes to
hours) or rising SNe light-curves (on a timescale of
days). These multi-messenger observations signif-
icantly improve the discovery potential of IceCube
by providing a chance to detect and identify the
source of the high-energy neutrinos. In what fol-
lows, we discuss the IceCube neutrino-burst trig-
1. Given the improved capabilities of IceCube it may
be possible to treat high energy ντ -induced events as a
separate channel.
129
SEARCH FOR NEUTRALINO DARK MATTER WITH THE AMANDA NEUTRINO TELESCOPE
ger and the corresponding telescope requirements
for the optical follow-up observations.
The rate of atmospheric νµ events observed in the
full IceCube detector is too high to perform in-
dividual follow-up observations: the trigger rate
of neutrinos with zenith angle > 80◦ will be
∼ 7 × 105 events per year. After imposing qual-
ity cuts similar to those used in Ref. [1], the rate is
∼ 7 × 104 per year but remains high. However,
the background rate can be significantly reduced
by triggering on multiplets, i.e. two or more neutri-
nos detected within a short time window, ∆t, and
within a spacial window, ∆Ω. Here ∆t is deter-
mined by the typical burst duration. An adequate
time scale which covers the duration of most GRBs
and SNe models is 100 s. The optimal size ∆Ω is
determined by the pointing resolution of IceCube,
which is of the order of one degree. Using simu-
lation, the rate of doublets for a maximal angular
separation of 3◦ as well as ∆t = 100 s is 30 per
year. This number is low enough that individual
follow-up observations can be performed.
Once the alert will be issued, the corresponding
part of the sky has to be searched for transient
sources. By averaging the reconstructed directions
of the neutrinos in a multiplet, one can improve the
localization of the potential source. The median
angular mismatch between the average and the true
direction as a function of the declination band is
shown in Fig. 2. The median angular mismatch is
0.5◦ − 0.6◦.
An optical telescope with a FoV of 2◦ × 2◦ would
cover more than 80 % of the IceCube’s point
spread function for doublets. Already now optical
telescopes with such a FoV exist. For example, the
ROTSE-III network consists of 4 fully automated
telescopes, each with a 0.45 m diameter mirror and
a 1.85◦ × 1.85◦ FoV.
Conclusions
We have presented a preliminary summary of the
capabilities of IceCube. With several search strate-
gies in place, IceCube will be ready to discover
a range of different phenomena related to GRBs,
such as prompt emission of PeV neutrinos, precur-
sor and afterglow neutrinos from GRBs and neutri-
nos from core-collapse SNe.
Within a few years IceCube will be able to detect
the neutrino flux predicted by Waxman-Bahcall
with high significance or set limits well below any
current prediction. Follow-up observations with
optical telescopes as suggested in this paper will
further enhance and complement the satellite trig-
gered searches by enabling IceCube to observe the
potentially large fraction of bursts where no γ-ray
signal is detected by satellites (dark GRBs). An
optical follow-up program for IceCube will possi-
bly be implemented in 2008.
Both in the case of detection or in the case of the
derivation of an upper limit, the results from Ice-
Cube will boost our understanding of GRBs, one
of the most puzzling phenomena in our universe,
and contribute to the resolution of the mystery of
the origin of cosmic rays at the highest energies.
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Abstract: If non-baryonic dark matter exists in the form of neutralinos, a neutrino flux is expected
from the decay of neutralino pair annihilation products inside heavy celestial bodies. Data taken with the
AMANDA neutrino telescope located at the South Pole can be used in a search for this indirect dark matter
signal. We present the results from searches for neutralinos accumulated in the Sun using AMANDA data
from 2001, and improved new limits on the flux of muons from 50–250GeV /c2 neutralino annihilations
in the Earth obtained with data from 2001–2003.
Introduction
Cosmological observations have suggested the
presence of non-baryonic dark matter on all dis-
tance scales. The WMAP results [1] confirmed
our current understanding of the Universe, summa-
rized in the concordance model. In this model the
Universe contains about 23% non-baryonic cold
dark matter, but nothing is predicted about the na-
ture of this dark matter. A massive, weakly in-
teracting and stable particle appears in Minimally
Supersymmetric extensions to the Standard Model
that assume R-parity conservation. Indeed, the su-
persymmetric partners of the neutral electroweak
and Higgs bosons mix into a dark matter candidate,
the neutralino, whose mass is expected in the GeV-
TeV range [2]. On their trajectory through the Uni-
verse these particles will scatter weakly on normal
matter and lose energy. Eventually, dark matter
particles will be trapped in the gravitational field
of heavy celestial objects, like the Earth and the
Sun [3]. The particles accumulated in the center of
these bodies will annihilate pairwise. The neutri-
nos produced in the decays of the Standard Model
annihilation products can then be detected with a
high energy neutrino detector as an excess over
the atmospheric neutrino flux. In this paper we
present the results of searches with the Antarctic
Muon And Neutrino Detector Array (AMANDA)
for neutralino dark matter accumulated in the Earth
(2001–2003 data set) and the Sun (2001 data set).
We also discuss current improvements and pre-
liminary results from ongoing analyses on higher
statistics data samples accumulated during recent
years.
The AMANDA detector [4] at the South Pole uses
the polar ice cap as a Cherenkov medium for the
detection of relativistic charged leptons produced
in high energy neutrino interactions with nuclei.
The 500m high and 200m wide detector was com-
pleted in 2000 and totals 677 light sensitive de-
vices distributed on 19 strings. The detector is
triggered when at least 24 detector modules are hit
within a sliding 2.5µs window. Since 2001 an ad-
ditional, lower multiplicity, trigger (referred to as
string trigger) is operational that exploits not only
temporal information but also the space topology
of the hit pattern. This lowers the energy threshold
of the detector and is especially beneficial for the
sensitivity to neutralinos with mχ < 200GeV /c2.
Reconstruction of muons, with their long range,
offers the angular resolution required to reject the
background produced by cosmic ray interactions
with the atmosphere and search for a neutralino-
induced signal, which, due to the geographic lo-
cation of AMANDA, yields vertical upward-going
(Earth) or near horizontal (Sun) tracks in the instru-
mented volume. Indeed, it is possible to eliminate
the dominant background, downward-going atmo-
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spheric muons. However, upward-going and hor-
izontal atmospheric neutrinos will always con-
taminate the final, selected data sample.
Signal and background simulation
We have used the DARKSUSY program [5] to
generate dark matter induced events for seven
neutralino masses mχ between 50GeV /c2 and
5000GeV /c2, and two annihilation channels for
each mass: the W+W− channel produces a
hard neutrino energy spectrum (τ+τ− for mχ <
mW ), while bb¯ yields a soft spectrum. The cos-
mic ray showers in the atmosphere, in which
downward-going muons are created, are genera-
ted with CORSIKA [6] with a primary spectral
index of γ=2.7 and energies between 600GeV
and 1011GeV . The atmospheric neutrinos are
produced with ANIS [7] with energies between
10GeV and 325TeV and zenith angles above 80◦.
Search for low mass neutralinos in the
center of the Earth
A neutralino-induced signal from the center of the
Earth is searched for in AMANDA data collected
between 2001 and 2003, with a total effective live-
time of 688.0 days. This search focuses on improv-
ing the sensitivity for low mass neutralinos, with
mχ ≤ 250GeV /c2, and includes events triggered
with the string trigger. The complete data set of
5.3 × 109 events is divided in a 20% subsample,
used for optimisation of the selection procedure,
and a remaining 80% sample, on which the selec-
tion is applied and final results calculated. Detector
data are used as background for the optimisation,
and compared to simulated background events to
verify the understanding of the background and
the simulation. The simulated atmospheric muon
sample contains 3.6× 107 triggered events (equiv-
alent to an effective livetime of 4.5 days). The
sample of atmospheric neutrinos totals 2.4 × 105
events, which corresponds to 2.5 × 104 triggers
when scaled to the livetime of the data sample used
for calculation of the final results.
The characteristics of the signal differs depending
on the neutralino model under study. Hence, the
selection criteria are tuned separately for each neu-
tralino model. Between 2001 and 2002 the detec-
tor was upgraded and the trigger settings changed
slightly. The event selection is therefore developed
separately for 2001.
First, we reduce the total background by selecting
events with upward-going signature. Then the data
are tested against reconstruction criteria to remove
events unlikely to be correctly reconstructed. Af-
ter this, the search is limited to the events with
reconstructed angle differing less than 40◦ from
straight upward-going. At this level (cut num-
ber 4 in Fig. 1a), the sample is still dominated by
misreconstructed atmospheric muon events, more
than 103 times more abundant than the atmospheric
neutrino background. The background is then fur-
ther reduced by a series of sequential cuts on re-
construction quality parameters and energy param-
eters.
After about ten cuts (depending on mass and anni-
hilation channel), the data sample is dominated
by atmospheric neutrinos. All of the data from
the three years are combined at this analysis level,
and the final selection is applied on the three
years together. With no significant excess of ver-
tical tracks observed, the final selection on recon-
structed zenith angle is optimised for the average
lowest possible 90% confidence level upper limit
on the muon flux. From the number of observed
events and the amount of estimated background in
the final angular search bin, we infer the 90% con-
fidence level upper limit on the number of signal
events for each of the considered neutralino mod-
els. Combined with the effective volume at the fi-
nal cut level and the livetime of the collected data,
this yields an upper limit on the neutrino-to-muon
conversion rate, which can then be related to the
muon flux [8], see Fig. 1b.
Search for neutralino annihilations in
the Sun
The data collected in 2001 is also used for the
search for solar neutralinos and corresponds to
143.7 days of effective livetime. The total event
sample contains 8.7× 108 events, but does not in-
clude events triggered only by the string trigger.
In contrast to the neutralino search in the Earth,
the background level can be reliably obtained from
randomization of the azimuthal angle. The ad-
vantage of this procedure is that it allows the use
of the full data set for cut optimisation. The azi-
muthal angles are restored once the optimisation is
finalised and results are calculated. The simulated
atmospheric background sample at trigger level to-
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Figure 1: (a) Detection efficiencies relative to trigger level for the different filter levels in an Earth neutralino
analysis (mχ = 100GeV /c2, soft spectrum) for 2001–2003 data. (b) As a function of neutralino mass,
the 90% CL upper limit on the muon flux from hard (bottom) and soft (top) neutralino annihilations in the
center of the Earth compared to the limits of other indirect experiments [9] and the sensitivity estimated for
a best-case IceCube scenario [10]. Markers show predictions for cosmologically relevant MSSM models,
the dots represent parameter space excluded by XENON10 [11].
tals 1.6 × 108 muons (equivalent to 32.5 days of
effective livetime) and 1.9× 104 neutrinos.
The solar neutralino analysis suffers the same
backgrounds as the terrestrial neutralinos, but the
signal is expected from a direction near the hori-
zon, due to the trajectory of the Sun as seen from
the South Pole. This analysis was only possible
after completion of the full detector, whose 200m
diameter size provides enough lever arm for robust
reconstruction of horizontal tracks.
A similar analysis strategy as in previous section
is adopted. First, events are selected with well-
reconstructed horizontal or upward-going tracks.
The remaining events are then passed through a
neural network that was trained separately for the
neutralino models under study and used data as
background (filter level 4). Although a data re-
duction of ∼ 10−5 compared to trigger level is
achieved, the data sample is still dominated by mis-
reconstructed downward-going muons, see Fig. 2a.
Finally, these are removed by cuts on observables
related to reconstruction quality.
There is no sign of a significant excess of tracks
from the direction of the Sun in the final data
sample. The background in the final search bin
around the Sun is estimated from off-source data
in the same declination band, which eliminates
the effects of uncertainties in background simula-
tion. Combining this with the number of observed
events, the effective volume and the detector live-
time, we obtain 90% confidence level upper limits
on the muon flux coming from annihilations in the
Sun for each considered neutralino mass [12], as
shown in Fig. 2b.
Discussion and outlook
Figures 1b and 2b present the AMANDA upper
limits on the muon flux from neutralino annihila-
tions in the Earth and the Sun (only hard chan-
nel) respectively, together with the results from
other indirect searches [9]. Limits have been
rescaled to a common muon threshold of 1GeV
using the known energy spectrum of the neutrali-
nos. Also shown are the cosmologically relevant
MSSM models allowed (crosses) and disfavoured
(dots) by the direct search from XENON10 [11].
Compared to the previously published AMANDA
results from searches for neutralinos in the
Earth [8] the analysis of 2001–2003 data benefits
from the larger detector volume and the addition
of the string trigger with its lower energy thresh-
old. This makes it possible to improve the sen-
sitivity especially for low energy Earth neutralino
models; for masses above 250GeV /c2 the effect
is expected to be less pronounced. The new limits
on the neutralino-induced muon flux are up to a
factor 60 stronger than our earlier result.
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Figure 2: (a) Detection efficiencies relative to trigger level for the different filter levels in a Sun neutralino
analysis (mχ = 500GeV /c2, hard spectrum) for 2001 data. (b) As a function of neutralino mass, the 90%
CL upper limit on the muon flux from hard neutralino annihilations in the center of the Sun compared to
limits of other indirect experiments [9] and the sensitivity estimated for a best-case IceCube scenario [10].
Markers show predictions for cosmologically relevant MSSM models, the dots represent parameter space
excluded by XENON10 [11].
A similar improvement (with respect to [12]) is ex-
pected for the solar neutralino analysis of 2001–
2003 data, thanks to the increased detector expo-
sure, improved reconstruction techniques and the
string trigger. A preliminary analysis shows a fac-
tor 10–100 improvement of the effective volume at
early analysis level for low energy models, mainly
due to the inclusion of the string triggered events.
The neutralino searches will be continued on a
larger set of AMANDA data from 2000–2006.
Since 2007 AMANDA is embedded as a high-
granularity subdetector of the IceCube neutrino
telescope, currently under construction. This of-
fers additional opportunities for the dark matter
searches, as described in [10].
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Abstract: The IceCube neutrino telescope, under construction at the South Pole, currently consists of
22 IceCube strings and 19 AMANDA strings. Combining the two arrays leads to a large instrumented
volume with AMANDA as a dense core, an ideal situation for indirect detection of WIMP dark matter
annihilations in the Sun. From simulations we calculate the current detector’s sensitivity for solar WIMP
neutrinos and find that it improves considerably compared to AMANDA-II. The improvement is due to
a combination of reduced trigger thresholds and larger detector volume which permits the use of veto
against muonic background.
Introduction
We investigated the possibilities of detecting a neu-
trino signal from neutralino WIMP dark matter
annihilations in the Sun. The studied neutralino
masses were mχ = 50, 100, 250, 500 and 1000
GeV and the annihilation channels were W+W−
(hard channel) and bb (soft channel). For mχ = 50
GeV the τ+τ− channel is defined as the hard chan-
nel. Neutrinos produced in the Sun from the de-
cay and interactions of the neutralino annihilation
products can reach the detector and produce muons
in CC reactions νµ(νµ) + N → µ−(µ+) + X .
These signal muons traversing the ice sheet pro-
duce Cherenkov light, detectable by the Optical
Modules (OM) of the IceCube detector. The
WIMP neutrino zenith angle will follow the Sun’s
position over the year, θ⊙ ∈ [67◦, 113◦], and the
mean muon energy will be around 〈Eµ〉 ∼ mχ/3
for hard channels and 〈Eµ〉 ∼ mχ/6 for soft chan-
nels.
Muons produced in cosmic ray interactions in
the atmosphere have a zenith angle range of
θµ ∈ [0◦, 90◦] since muons cannot traverse the
whole Earth. These atmospheric µ constitute the
main background. Another background is that of
muon neutrinos produced in the atmosphere, atmo-
spheric νµ, which have a near-isotropic angular
distribution.
The 2007 IceCube detector [1] consists of 41
strings of which 19 constitute AMANDA [2]. The
two arrays have separate trigger and data aqui-
sition systems (DAQs) which record events au-
tonomously. However, a trigger in AMANDA will
force a readout of the IceCube strings, even if Ice-
Cube did not have a trigger.
To reject atmospheric µ background we searched
for contained events, i.e. neutrino events with the
CC vertex inside a fiducial volume, as defined in
figure 1. We demanded the events to either have
no OMs hit in the veto region or that the first OM
hit in the veto region came later than the OM hits in
the fiducial region. This aimed at ensuring that the
muon was created inside the detector, and did not
come from the atmosphere. To reduce the number
of atmospheric µ events leaking in between veto
strings, we also demand that the average down-
wards motion of hits should be less than 50 m.
Events that did not fulfill these conditions were still
accepted provided that they had track reconstruc-
tions with θrec ≥ 70◦ and more than 10 hit OMs.
These conditions together constitute the low-level
filtering that will run at South Pole.
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Figure 1: Top view of the 2007 IceCube detec-
tor consisting of 41 strings. The inner strings
(dots) define the fiducial region, surrounded by
veto strings (squares). Uppermost OMs of the fidu-
cial strings belong to the veto region.
Simulations
A sample of atmospheric µ background events
corresponding to ∼ 1 hour of detector livetime
(2.3 · 106 events triggering) was simulated using
CORSIKA [3] with the Ho¨randel CR composition
model [4]. For the atmospheric νµ background, a
sample corresponding to ∼ 0.5 years of detector
livetime (4.2 ·104 events triggering) was generated
according to the Bartol spectrum [5].
The solar WIMP signals were simulated with
WimpSim [6], which uses DarkSUSY [7] and
PYTHIA [8] to calculate annihilation rates and
neutrino production. The neutrinos were propa-
gated through the Sun and to the Earth with stan-
dard full flavour oscillations [9]. A charged lepton
and a hadronic shower were then generated in the
ice. For this analysis only simulated muon events
with the Sun under the horizon, θ⊙ ∈ [90◦, 113◦],
were used.
Muon propagation through the ice was simulated
with MMC [10]. Cherenkov light propagation
through the ice to the OMs, taking into account the
ice properties [11], was done with Photonics
[12]. The detector response was simulated with the
IceCube simulation package icesim.
Filtering
Events were first selected based on a log-likelihood
(LLH) reconstruction, by demanding θLLH ∈
[90◦, 120◦]. Half of the atmospheric µ and the
WIMP events passing this cut were then used to
train and half to test a neural network (NN) us-
ing two hidden layers and eight event observables
based on hit topology as well as the LLH recon-
structed track parameters. A cut was made on the
NN output value, the hit multiplicity and the re-
construction quality. This cut removed all simu-
lated atmospheric µ background, and only WIMP
events and atmospheric νµ background remained.
Among the remaining events we selected the neu-
trino candidates originating from the Sun’s direc-
tion within a cone with half opening angle varying
between 3◦ and 10◦ depending on mχ and anni-
hilation channel. At this final analysis stage Veff
for the observation of WIMP signals were calcu-
lated as
Veff =
Ndet · Vgen
Ngen
, (19)
where Ngen is the number of generated CC inter-
actions, Vgen is the generation volume, and Ndet
is the number of WIMP events in the search cone.
Results are given in figure 2 (squares).
Sensitivity
From the expected number of surviving atmo-
spheric νµ events µb we calculated the mean ex-
pected Feldman-Cousins µ90%s (nobs , µb) [13] sig-
nal upper limit from all possible outcomes nobs as
the Poisson weighted sum
µ¯90%s =
∞∑
nobs=0
µ90%s (nobs , µb)
(µb)
nobs
nobs !
e−µb .
(20)
From the WIMP Veff and µ¯90%s we then calculated
the mean expected upper limit on the neutrino to
muon conversion rate
Γ¯90%ν→µ =
µ¯90%s
Veff · t , (21)
where t is the analysis livetime, which here is 0.5
years. These values (one for each WIMP signal)
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Figure 2: WIMP effective volume as a func-
tion of neutralino mass for hard (solid) and soft
(dashed) annihilation channel, for analysis done on
IceCube-22 + AMANDA (squares) and IceCube-
22 only (circles).
were then used to calculate the mean expected up-
per limit on the muon flux from neutralino anni-
hilations in the Sun, Φ¯90%µ [14, 15], which is a
measure of the detector’s WIMP sensitivity. Com-
paring these values with the mean expected val-
ues from an earlier analysis with AMANDA-II
[16, 17], we see improvements of an order of mag-
nitude for lower WIMP masses, see figure 3.
Repeating the analysis with only the IceCube-22
array, we found that AMANDA stands for the ma-
jor contribution to the sensitivity at lower mχ and
that the IceCube strings dominates for mχ ≥ 500
GeV (see figure 2). The increase in sensitivity for
the AMANDA array is due to lowered trigger mul-
tiplicity thresholds thanks to the new TWR-DAQ
[18], whereas for higher mχ the increased sensi-
tivity comes from the increased detector volume
in IceCube compared to AMANDA. The forced
readout of IceCube when AMANDA has a trig-
ger makes it much easier to distinguish a neutrino
event from an atmospheric µ event.
Figure 3: Expected sensitivity to muon flux from
neutralino annihilations in the Sun as a func-
tion of neutralino mass for hard (solid) and soft
(dashed) annihilation channel for this analysis us-
ing IceCube-22 and AMANDA (squares), com-
pared to the 2001 AMANDA analysis [16, 17] (cir-
cles). Systematic uncertainties are not included.
Outlook
This sensitivity estimation demonstrates the fea-
sibility of a WIMP analysis on experimental data
from 2007 using the combined IceCube-22 and
AMANDA detector.
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Abstract: Cherenkov emissions of magnetic charges moving through matter will exceed those of electric
charges by several orders of magnitude. The AMANDA neutrino telescope is therefore capable of effi-
ciently detecting relativistic magnetic monopoles that pass through its sensitive volume. We present the
to date most stringent limit on the flux of relativistic magnetic monopoles based on the analysis of one
year of data taken with AMANDA-II.
Introduction
The existence of magnetic monopoles is manda-
tory in a large class of Grand Unified Theories.
Predicted monopole masses range from 108 to
1017 GeV, depending on the symmetry group and
unification scale of the underlying theory [1]. The
monopole magnetic charge will be an integer mul-
tiple of the Dirac Charge gD = e/(2α), where e
is the electric elementary charge and α = 1/137
is the fine structure constant. Since magnetic
monopoles are topologically stable, they should
still be present in today’s universe and can be
searched for in cosmic radiation. Once created,
monopoles can efficiently be accelerated by large
scale magnetic fields. Monopoles with masses be-
low ∼ 1014 GeV are expected be relativistic [2]
and neutrino telescopes could detect their direct
Cherenkov emissions. The number of Cherenkov
photons Nγ emitted per path length dx and pho-
ton wavelength dλ radiated from a monopole with
magnetic charge g passing through matter with in-
dex of refraction n is [3]
dNγ
dxdλ
=
2πα
λ2
(gn
e
)2(
1− 1
β2n2
)
, (22)
where β is the speed of the monopole as a fraction
of the speed of light in vacuum. The Cherenkov
light intensity in ice radiated from a relativistic
magnetic monopole carrying one Dirac charge is
enhanced by factor (gD · n/e)2 = 8300 compared
to the intensity radiated from a particle with elec-
tric charge e and the same speed.
Search Strategy
The AMANDA-II neutrino telescope consists of
677 light sensitive optical modules (OMs) embed-
ded in the ice under the geographic South Pole at
depths between 1500 and 2000 meters. Each OM
contains a photomultiplier tube (PMT) and sup-
porting electronics enclosed in a transparent pres-
sure sphere. The OMs are deployed on 19 verti-
cal strings arranged in three concentric circles (see
Figure 1). The inner ten strings are read out elec-
trically via coaxial or twisted-pair cables, while the
outermost strings use optical fiber transmission.
For each triggered event, leading and trailing edges
of up to eight PMT pulses and one peak amplitude
can be recorded per OM. AMANDA-II has been
Figure 1: Arrangement of the 19 strings of the
AMANDA-II detector in the horizontal plane.
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taking data since the beginning of the year 2000.
This analysis concerns data taken between Febru-
ary and November 2000.
We have simulated the detector response to rel-
ativistic magnetic monopoles carrying one Dirac
Charge with four different speeds: β = v/c =
0.76, 0.8, 0.9, and 1.0. Down-going atmospheric
muons, which form the principal background to
this search, were simulated with the air-shower
simulation package CORSIKA [4]. Following a
“blind” analysis procedure, the data selection chain
is optimized on simulated data, and only a subset
of 20% of the experimental data is used to verify
the simulation of the detector response. This 20%
is later discarded, and the developed selection cri-
teria applied to the remaining 80% of the data. The
blinded data comprise about 154 days of livetime,
after correction for dead-time and rejection of pe-
riods of low data quality.
A relativistic magnetic monopole passing through
the detector’s sensitive volume will stand out as
an extremely bright event relative to the atmo-
spheric muon background. Observables that pro-
vide a measure of the light yield in the detector are
the number of OMs hit during an event, the total
number of pulses (or hits) recorded, the fraction of
OMs which registered only a single hit (as opposed
to those which recorded multiple hits), and the sum
of the recorded PMT pulse amplitudes. These ob-
servables are used to reject the bulk of low energy
atmospheric muons, either as one-dimensional cut
parameters or as input to a discriminant analysis
[5].
Up-going Monopoles
Magnetic monopoles with masses in excess of
1011 GeV can cross the entire earth and enter
the detector from below [6]. The search for up-
going relativistic magnetic monopoles is in princi-
ple background free, since up-going charged lep-
tons induced by atmospheric neutrinos from the
northern hemisphere will produce significantly less
Cherenkov light than would magnetic monopoles.
However, track reconstruction algorithms some-
times fail to identify large atmospheric muon bun-
dles as down-going, and those misreconstructed
events will remain as residual background. Fig-
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Figure 2: Cosine of the reconstructed zenith an-
gle for simulated atmospheric muon background
(light black histogram), 20% experimental data
(black markers), and simulated monopole signal
(heavy grey histograms). Each of the four grey
histograms corresponds to one of the simulated
monopole speeds from β = 0.76 (lightest grey) to
β = 1.0 (darkest grey). A zenith angle of Θ = 0◦
corresponds to vertically down-going.
ure 2 shows the zenith angle distribution of recon-
structed particle tracks obtained from an iterative
likelihood reconstruction [7] for simulated signal
and background as well as for 20% of the experi-
mental data. For the up-going monopole search we
reject all events for which the reconstructed zenith
angle is smaller than 90 degrees. The background
of misreconstructed atmospheric muon bundles is
rejected by a final cut on the sum of PMT pulse
amplitudes (ΣADC). At this level of the analy-
sis, an excellent simulation of the OM response to
large amounts of light is required. This involves
an accurate modeling of the sensitivity of indi-
vidual OMs as well as the probability with which
OMs “overflow”, i.e., record more than eight hits
during one event (in which case a fraction of the
hits is discarded by the data acquisition system).
These requirements dictate that we use the ampli-
tude sum of only a subset of OMs as final cut pa-
rameter, including only those OMs for which the
detector simulation provides an exact description.
This is the case for the OMs which are read out via
fiber optics and which are located at depths below
1630 m. The fiber OMs have a substantially bet-
ter time and double pulse resolution than the elec-
tronically read-out OMs. Thereby the simulation
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Figure 3: Sum of the PMT pulse amplitudes mea-
sured in the outer strings below a depth of 1630 m.
The final cut (dashed line) requires the amplitude
sum to be bigger than 476 photo electrons.
of their response to multiple photons is more reli-
able. Using only this subset of OMs does not affect
sensitivity, since the fiber OMs are attached to the
outer nine strings of the array and define the sur-
face area of the detector. Rather, the obtained flux
limit improves as a result of the reduced systematic
error.
Figure 3 shows the distribution of the final cut pa-
rameter. The exact value of the final cut is deter-
mined by optimizing the sensitivity of the analysis,
i.e., the cut is placed where we expect to obtain the
most stringent flux limit. The background simu-
lation predicts 0.23 events from misreconstructed
atmospheric muons to remain in the 80% data set.
After unblinding the data, no events are observed.
The 90% C. L. flux limits in units of
10−16cm−2s−1sr−1 obtained for monopoles
with various speeds β are listed in Table 1.
The limits are valid for monopoles with masses
greater than 1011 GeV. A systematic uncertainty of
20% in both background rate and signal efficiency
is incorporated into the calculation of the confi-
dence belts according to [9].
β 0.76 0.8 0.9 1.0
Φ90%C.L. 8.6 0.66 0.42 0.37
Table 1: 90% C. L. upper limits in units of
10−16cm−2s−1sr−1 on the flux of relativistic mag-
netic monopoles with masses > 1011 GeV.
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Figure 4: Expected background from atmospheric
muons in the cos(Θ)− ΣADC plane before plac-
ing the final cut (dashed line).
Down-going Monopoles
The search for down-going magnetic monopoles is
subject to a much higher background rate. In or-
der to preserve sensitivity over 4π sr, we use lin-
ear combinations of the reconstructed zenith an-
gle and observables that are sensitive to the light
deposition in the detector as cut parameters. The
coefficients of each observable are found by a dis-
criminant analysis. This optimization naturally re-
sults in cuts that require a greater light deposition
for vertical tracks (smaller zenith angles), while the
requirement is relaxed towards the horizon.
The final cut parameter for the down-going
monopole search is a linear combination of the
cosine of the reconstructed zenith angle (cosΘ)
and the sum of pulse amplitudes recorded by the
OMs on the outer strings at depths below 1630 m
(ΣADC). Figure 4 shows the expected distribu-
tion of background events in the cos(Θ)−ΣADC
plane. The final cut parameter is shown in Figure 5.
Like in the up-going monopole search, the final cut
is optimized such that we expect to obtain the most
stringent limit. The background simulation pre-
dicts 2.6 events to remain in the experimental data
set, and three events are observed after unblind-
ing the data. The limits on relativistic monopoles
with various speeds obtained from this observation
are listed below (Table 2). The limits are valid for
monopoles with masses greater than 108 GeV. Sys-
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Figure 5: Final cut parameter (obtained from a dis-
criminant analysis using cos(Θ) and ΣADC as
input observables) for the unblinded 80% experi-
mental data (black markers), expected atmospheric
muon background (black histogram), and simu-
lated monopole signal (grey heavy histograms).
The dashed black line marks the final cut.
tematic uncertainties are accounted for according
to [9].
β 0.8 0.9 1.0
Φ90%C.L. 16.33 4.1 2.8
Table 2: 90% C. L. upper limits in units of
10−16cm−2s−1sr−1 on the flux of relativistic
magnetic monopoles with masses greater than
108 GeV.
Conclusions
The analysis of data taken with the AMANDA-
II neutrino telescope during the year 2000 per-
mits constraint of the flux of relativistic mag-
netic monopoles with speeds β = v/c > 0.76.
For monopole speeds greater than β = 0.8 and
monopole masses greater than ∼ 1011 GeV, the
flux limit is presently the most stringent experi-
mental limit. The search for lighter monopoles
is possible, but less sensitive. With the analysis
of one year of AMANDA data, the flux of mag-
netic monopoles with masses as low as 108 GeV
and speeds close to β = 0.8 can be constrained to
a level below the Parker Bound [10]. Figure 178
shows the flux limits set by AMANDA compared
to those set by some other experiments.
Figure 6: Limits on the flux of relativistic mag-
netic monopoles set AMANDA-II (this work), by
MACRO [11], and by BAIKAL [12].
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Abstract: Supermassive particles like magnetic monopoles, Q-balls and nuclearites may emit light at
subrelativistic speeds through different suggested mechanisms. One of them is nucleon decay catalysis
by magnetic monopoles, where the decay products would emit Cherenkov radiation along a monopole
trajectory. The emitted secondary light from subrelativistic particles could make them visible to the
AMANDA-II neutrino telescope, depending on the resulting luminosity. We present first experimental
results from a search with AMANDA-II for events of this kind.
Introduction
The Grand Unified Theories (GUT) predict the ex-
istence of magnetic monopoles with expected mass
of the order of 1016 − 1017 GeV[1]. These su-
permassive monopoles might become accelerated
above virial velocities due to magnetic fields, but
not relativistic [2].
Rubakov and Callan have indepentendtly proposed
a mechanism by which SU(5) GUT monopoles are
able to catalyse nucleon decay with a detectable
cross section [3, 4]. The main decay channels
would be e+π0, µ+K0 for protons and e+π−,
µ+K− for neutrons, see [5] and refs. therein.
The catalysis cross section has been suggested to
be σ = σ0β−1 [3] or, at sufficiently low speeds,
σ = σ0β
−2 [6, 7], where σ0 is a cross section
typical of strong interactions. Nuclear attenua-
tion factors have also been proposed, expressing
nuclear spin effects on the decay catalysis [7].
The expected mean distance between nucleon de-
cays catalysed along a monopole trajectory in ice,
reaches down to submillimeter scales (following
the cross sections above). Above the meter scale,
the signal falls below our detector threshold.
In a neutrino telescope, the signature of these cat-
alyzing monopoles would be a series of closely
spaced light bursts produced along the monopole
trajectory. Each burst would be Cherenkov radia-
tion from an electromagnetic shower whose energy
is close to the proton mass.
Other massive particles have also been hypothe-
sized to exist in cosmic radiation. Two that might
be detectable with neutrino telescopes are: Nucle-
arites (nuggets of strange dark matter) [8] and Q-
balls (supersymmetric coherent states of squarks,
sleptons and Higgs fields, predicted by supersym-
metric generalizations of the standard model) [9].
Electrically neutral Q-balls would dissociate nu-
cleons, emitting pions, which give them the same
experimental signature in a neutrino telescope as
catalyzing monopoles. Their cross section for nu-
cleon dissociation is their geometric size. By lim-
itations given in [10], it ranges from ∼ 10−26 cm2
and many orders of magnitude upwards.
Nuclearites and charged Q-balls might also be de-
tectable, as, travelling through matter, they would
generate a thermal shock wave which emits black-
body radiation at visible wavelengths [8, 11]. Their
luminosity as given by [8] is determined by their
geometric size, which is atomic or larger, and
would exceed that of magnetic monopoles and neu-
tral Q-balls by several orders of magnitude.
So far we have only considered magnetic mon-
poles.
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The AMANDA-II Neutrino Telescope
AMANDA-II is a neutrino telescope located at a
depth between 1500 m and 2000 m under the ice at
the geographic South Pole. A cylindrical volume
of roughly 200 m diameter of the Polar ice was
instrumented with a total of 677 optical modules
(OMs), consisting of a photomultiplier tube (PMT)
and supporting electronics enclosed in a transpar-
ent pressure sphere. The OMs were deployed on
19 vertical strings.
A variety of triggers are used. First, the 24-
fold multiplicity trigger requiring a minimum of
24 OMs hit within a fixed coincidence window
of 2.5µs, and second, a so-called correlation trig-
ger, requiring n OMs to be hit in any group of m
adjacent OMs on the same string (m,n typically
∼ 6, 9). For each triggered event, PMT pulse data
is recorded over a time window of ∼ 33µs. The
vast majority of triggers are due to down-going
atmospheric muons, yielding an average event rate
of roughly 90 Hz.
Simulation
The detection of slow particles builds on the fact
that relativistic muons emit light during ∼ 3µs,
whereas slow particles emit during a large fraction
of the 33µs time window. A comparison is shown
in Fig. 1. The upper picture shows a background
event with the triggering muon at time 19µs, and
an accidental early non-triggering muon at 9µs.
The lower picture shows a simulated signal event.
The signal separation from background is based on
hits at times when no light from triggering muons
is expected, the early and late hits outside the in-
terval 16-24µs.
In the simulation of sub-relativistic particles, all
light output was expressed as Cherenkov radia-
tion from electromagnetic showers arising from
nucleon decay. All slow particles were sim-
ulated with isotropic directions and with speed
β = v/c = 10−2. In the simulations, the luminos-
ity was expressed as the mean distance λ between
two electromagnetic showers. So far, the simulated
λ were in the range 2 mm - 60 cm.
For monopoles, only the decay of hydrogen pro-
tons was considered, and only the catalysis de-
Background event
Signal event
Figure 1: Upper: a background event with a
non-triggering muon (left) and a triggering muon
(right). Lower: a simulated signal event from a
particle traveling at speed β = v/c = 0.01.
cay channel p → e+π0 (with a branching ratio
of 0.9 or higher [12]). It creates an electromag-
netic shower with energy close to the proton mass,
whereas other channels lose some of their shower
energy to neutrinos.
If a slow particle would approach the detector,
atmospheric muons would cause contributing hits
and possibly fire a trigger. These muons were in-
cluded in the simulation.
The catalysis cross sections σ that correspond to
the chosen λ are 3 · 10−25 cm2 − 9 · 10−23 cm2.
These are at the upper edge of what appears to be
allowed by theoretical considerations.
Data analysis and results
A period of 113 days in 2001 when a constant cor-
relation trigger definition was used, is considered
here. It required a multiplicity of 6 within any
9 adjacent OMs in four strings and a multiplicity
of 7 within any 11 adjacent OMs in the remaining
strings. The simulations show that the correlation
trigger was substantially more sensitive to this type
of signal than the multiplicity trigger.
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Figure 2: Number of early hits. Solid: Exper-
imental data after first level filtering and clean-
ing. Dashed: Experimental data after second level
filtering with an exponential fit. Dotted: Simu-
lated signal after second level filtering (β = 10−2,
λ = 2 cm).
The background properties and a preliminary ex-
pected sensitivity was determined using 20% of the
data. A first filter reduced the data by 99%, requir-
ing a total of at least 14 early and late hits.
Non-triggering muons contribute largely to early
and late hits. The aim of the final filtering was to
separate them from possible signal events. Hits
from non-triggering muons arise within a short
time span compared to hits from slow particles, as
can be seen in Fig. 1. We defined hit clusters as
collections of early hits that were separated by less
than 2µs. Each event was characterized by its clus-
ter with most hits.
After trigger cleaning, we performed second level
filtering using two cluster based cuts and one based
on the events’ geometries, as signal events are
fairly well localized. The remaning events after fil-
tering have an exponential distribution in the num-
ber of early hits. It is shown in Fig. 2, along with
an exponential fit.
About 80% of signal events would be expected to
have more than 20 early hits (cf. Fig. 2). Since
none were found in the filtered data, the data must
be almost signal free. Thus, the fit parameters
are suitable for background estimation. They were
used for calculating the expected number of back-
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 IMB limit, β = 10-2
 MACRO catalysis limit, β = 5⋅10-3
 This sensitivity, β = 10-2
Figure 3: Flux limits (90% C.L.) and preliminary
sensitivity (expected flux limit) at varying catalysis
cross section.
ground events at varying cuts in the number of
early hits.
We optimized the final cut following the scheme
described by [13] in order to achieve the optimum
sensitivity, which is the 90% C.L. flux upper limit
that we would obtain if no true signal were present.
The optimal final cut for the 80% sample requires
> 27 early hits. The resulting sensitivities, without
systematic uncertainties, are given in Fig. 3. For
comparison, limits at similar particle speed are in-
cluded: the MACRO limit based on nucleon catal-
ysis from [5] and the IMB limit from [14]. Limits
at lower velocities have been presented by Baikal
and Kamiokande [15, 16].
Discussion and Outlook
The AMANDA neutrino telescope is an excel-
lent instrument to search for several postulated su-
per heavy exotic particles. In this document, we
present first studies of the sensitivity of AMANDA
to sub-relativistic particles. The given sensitiv-
ities are still preliminary. Specifically, system-
atic uncertainties are not yet included. So far, we
have used relatively small sub-sets of the available
AMANDA data in order to outline our analysis
strategies. The sensitivity of the analysis will im-
prove substantially with more data.
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This analysis used data from the original
AMANDA data acquisition system (DAQ).
For each channel, the analog signal from the PMT
is recorded using Time To Digital Converters
(TDCs) and Peak Sensing Analog to Digital
Converters (ADCs). The original AMANDA DAQ
system is unable to precisely characterize multi
photoelectron events. In addition, the DAQ suffers
from a ∼ 1 millisecond dead time after each
triggered event while the ADCs/ TDCs are read
out. For events with slowly moving particles, this
means that the DAQ system is unable to record the
bulk of the signal.
Beginning in 2003, the AMANDA data acquisi-
tion system was upgraded to include full waveform
readout and to reduce the detector deadtime. Each
channel is now connected to a Transient Wave-
form Recorder (TWR), a flash ADC that samples
at 100 MHz with 12 bit resolution. Although the
readout window for the upgraded DAQ is shorter
than for the original DAQ (10.24µs vs. 33µs),
the upgraded DAQ is able to record nearly contin-
uously. In addition to the improved characteriza-
tion of each event using the waveforms, the new
DAQ allows for a reduction in the detector trigger
threshold. Prior to 2004, AMANDA was gener-
ally run requiring a 24 channel coincidence in a
2.5µs period, The upgraded DAQ can operate with
a threshold of 18 optical modules. Additionally,
events with between 13 and 17 hits are processed
separately using a software trigger algorithm that
looks for events where nearby optical modules are
hit. The ability to almost continuously monitor the
trajectory of a slowly moving particle, combined
with the reduced trigger threshold, will greatly im-
prove the sensitivity of AMANDA detector to such
particle events.
AMANDA is now integrated with IceCube, and
will continue to take data for several years. The
analysis of the data from the integrated detector
should give the best limits on the fluxes of slowly
moving massive particles.
This work has been supported by the Office of Po-
lar Programs of the National Science Foundation.
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Abstract: The IceCube neutrino observatory, currently under construction at the South Pole, offers a
novel environment to search for particles beyond the Standard Model. With IceCube nearly 20% complete
it is currently the largest operating neutrino telescope. The large instrumented volume and clear glacial
ice allows for a big improvement of the sensitivity to many types of exotic cosmological relics. Exotic
particles that IceCube is sensitive to include magnetic monopoles, nuclearites, and Q-balls. Estimated
sensitivities for these particles will be presented.
Introduction
In 1931, Dirac [2] quantified the charge of a
magnetic monopole by demonstrating that g =
Ne/2α, where α is the fine structure constant.
Forty-three years later, t’Hooft and Polyakov in-
dependently found solutions to certain groups of
Grand Unified Theories (GUTs) that matched the
charge of the Dirac Monopole [10, 13]. This
allowed estimates for the masses of magnetic
monopoles to be∼ Λ/α, where Λ is the symmetry
breaking scale. This results in a mass range from
108 GeV to 1017 GeV for various GUT models. A
lower limit is set by choosing Λ to be the electro-
weak unification scale, leading to a mass of 104
GeV. IceCube will expand the search for magnetic
monopoles in two regimes. A magnetic monopole
traveling through the detector above the Cherenkov
threshold (β > 0.76) will emit radiation roughly
8300 times that of the bare muon [14].
At very large masses, monopoles may move with
virial velocities (β ∼ 10−3). A slow-moving,
super massive magnetic monopole will not emit
Cherenkov radiation, but may be observed in other
ways. Rubakov proposed that supermassive mag-
netic monopoles will catalyze nucleon decay. The
nucleon decay products (primarily pions) will pro-
duce relativistic electrons that produce Cherenkov
radiation. If the catalysis cross-section is suffi-
ciently high, the supermassive magnetic monopole
will appear as a slow moving track in the detector.
A similar signature would accompany the passage
of a electrically neutral supersymmetric Q-ball
though the IceCube array. A Q-ball is a soliton pro-
duced during the decay of the proposed Affleck-
Dine condensate in the early universe. Sufficiently
massive Q-balls would be absolutely stable and
could account for some or all of the required dark
matter in the universe. A neutral Q-ball passing
near a nucleon will absorb the baryon number and
emit ∼1GeV of energy in the form of pions [5].
The cross-section for this process is governed by
the size of the Q-ball and can therefore be quite
large [3].
It is also possible that novel forms of nuclear
matter could be absolutely stable for very large
baryon number [12]. Strangelets are a hypothet-
ical state of nuclear matter with nearly equal up,
down, and strange quark content. If such a state is
the ground state of dense nuclear matter, cosmic-
ray strangelets (aka nuclearites) could be produced
in neutron star collisions. These heavy strangelets
would have atomic sizes but nuclear densities. As
they pass through the South Pole ice, they would
produce a thermal shock emitting black-body ra-
diation. This black-body radiation would register
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in the IceCube photomultiplier tubes and cause the
strangelet to appear as a slowly moving track.
Detector
IceCube is a kilometer-scale neutrino telescope
currently being built between 1450 to 2450 me-
ters below the Antarctic ice surface. It is de-
signed for up to 80 strings of 60 Digital Optical
Modules (DOMs), spaced out in a hexagonal pat-
tern. For the data presented, we use the configu-
ration of IceCube as of 2006, that is a total of 540
DOMs in 9 strings. The instrumented volume is
∼0.625 km3, compared to the AMANDA instru-
mented volume of ∼0.016 km3 The DOM is the
cornerstone of the detector [4]. It is configured
to detect photon signals via a Hamamatsu 10 inch
Photomultiplier Tube(PMT). Onboard electronics
contain two waveform digitizers, a fast Analog to
Digital Converter (FADC) and an Analog Tran-
sient Waveform Digitizer (ATWD). The FADC has
a nominal sampling rate of 25 ns/sample and can
read up to 256 samples of the incoming wave-
form produced by the PMT. The ATWD digitizes
the wavefrom across 3 channels representing dif-
ferent gain values. It runs with the nominal sam-
pling rate of 3.3 ns/sample and can read up to 128
samples. In 2006, the number of samples was lim-
ited to reduce bandwidth. The highest gain ATWD
channel was set to keep all 128 samples, while
the two lower gains were only set to record the
first 32 samples. Meanwhile, the FADC only kept
the first 50 samples for a time window of 1.25µs.
Since monopole events are extremely bright, their
waveforms largely saturate the highest gain and
hence information from the ATWD beyond 100 ns
is greatly reduced. Though the FADC saturates
before any ATWD channel, the longer time scale
provides greater distinction between the signal and
background. Hence, this study uses data provided
by the FADC.
Signal and Background Simulations
Relativistic Magnetic Monopoles
The simulation of relativistic magnetic monopoles
is done in three stages.
Magnetic monopoles are generated uniformly on
a disk located 600m from the center of the detec-
tor pointing back towards it at various orientations.
For this study, 10,000 monopole events were gene-
rated at binned angles theta and phi of 45 degrees,
for a total of 260,000 events per dataset. A dataset
was generated for four different speeds, β= 0.99,
0.9, 0.8, and 0.76.
Energy loss of the magnetic monopoles as they
pass through the ice is modeled using the Bethe-
Bloch formula as adapted by Ahlen [1]. Future
plans are to extend this to include delta electrons,
which will add to the overall light deposition in the
detector.
The light output and propagation is modeled by a
version of PHOTONICS [6] specifically generated
to work with cone angles associated with the differ-
ent speeds simulated. The light amplitude is scaled
up using the formula of Tompkins [14].
Background
For this study, a 20% sample of the data for 2006
is used as the background. This sample consists of
every fifth data event that passed the online high
energy filter, in place to reduce the data rate over
the satellite. The filter is set to accept events with
the number of hit DOMs greater than 80. This filter
reduced the number of triggered data events from
∼ 3.5 ∗ 108 to ∼ 3 ∗ 105.
Estimated Sensitvity to Relativistic
Monopoles
The brightness of the magnetic monopole is the
primary distinguishing feature. Therefore, we
use parameters associated with the light yield
in the first level of cuts. The two chosen are
the number of hit DOMs (NDOM) and the to-
tal integrated FADC waveform (FCHARGE). The
event rates are normalized to the expected rate
for the 137.4 days of live time recorded by Ice-
Cube in 2006. For the monopole signal, a flux of
5 ∗ 10−17cm−2s−1str−1 is used, representing the
lowest limit set by BAIKAL [7]. To get a conser-
vative estimate on the sensitivity of the detector,
a tight cut is made to eliminate all the 20% data
sample. Figures 1 and 2 plot the signal and data for
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Figure 1: The effect of applying the linear cut
to the integrated charge versus the number of hit
DOMs distribution. Shown are the monopole sig-
nal simulation for β = 0.99 and data. The dark
grey dots are signal events that pass the cut while
the light grey signal dots and data (black) are re-
jected.
β Aeff (km
2) Exp Signal Φ90
0.99 0.3 19.05 7 ∗ 10−18
0.9 0.26 16.34 7 ∗ 10−18
0.8 0.08 4.92 3 ∗ 10−17
0.76 10−3 0.09 2 ∗ 10−16
Table 1: Passing rates for linear cut. Expected sig-
nal and sensitivity for a full year of data.
FADC vs NDOM at the largest and smallest values
of β studied. The following linear cut is chosen:
(FADC > 106 + 7500 ∗ (NDOM − 125))
OR
(FADC > 3 ∗ 106)
Table 1 shows the effective area of the signal re-
sulting from this cut for each of the four monopole
speeds. Assuming no events are seen, the flux sen-
sitivity is calculated for the 90% C.L.
Estimated Sensitvity to Subrelativistic
Particles
Slowly moving particles that traverse IceCube will
appear as a connected series of small electromag-
netic showers. The defining characteristic of the
events is the length of time that photons remain in
the detector. For a typical downgoing muon event,
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Figure 2: The effect of applying the linear cut
to the integrated charge versus the number of hit
DOMs distribution. Shown are the monopole sig-
nal simulation for β = 0.76 and data. The dark
grey dots are signal events that pass the cut while
the light grey signal dots and data (black) are re-
jected.
the mean event length is∼1-2 µs, whereas a slowly
moving particle will last hundreds of microseconds
or even milliseconds. IceCube DOMs run as au-
tonomous data collection devices and events are
selected using a software trigger based on the indi-
vidual DOM data. This makes IceCube very sen-
sitive to slowly moving particle events. As long
as the light output remains sufficient, the trigger
will continue to add the DOM data to the trig-
gered event. Currently, the IceCube sensitivity to
Q-balls, Rubakov monopoles, and supermassive
strangelets is limited by the high trigger thresh-
old (8 DOMs in 5µs). Investigations are underway,
however, of topological and tracking algorithms in
the IceCube trigger system. Such a trigger will
improve the sensitivity to slowly moving particles
that produce less light.
Figure 3 shows the expected flux sensitivity to
slowly moving massive particles (β ∼ 10−3) for
the 2007 IceCube configuration (1320 DOMs in 22
strings) and the eventual full IceCube array. With
the full IceCube array, we expect sensitivities more
than two orders of magnitude better than the cur-
rent experimental limits.
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Figure 3: Current Limits [8, 9, 11] and Projected
Sensitivities for Slowly Moving Massive Particles
that may be seen by IceCube
Outlook and Conclusion
Each year, IceCube’s capability to search for ex-
otic particles will increase dramatically. With the 9
string detector alone, competitive limits on the flux
of relativistic magnetic monopoles are achievable.
However, these results are preliminary and will
be refined. Background simulation will start with
cosmic ray air showers produced by CORSIKA.
Since only the high energy events are considered,
weighting methods will be used. The asymmetry
of the detector will require further analysis of the
signatures produced at different angles. Finally, a
log likelihood or neural network analysis may be
employed to refine and optimize the cuts. With the
additional analysis for slow moving exotics, Ice-
Cube will become a valuable tool in the search for
these particles.
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Abstract: The IceCube data acquisition system is capable of recording information about all photons
registered by its photomultiplier tubes for up to 13 microseconds for each sensor with high precision. A
time resolution of 3 ns and charge resolution of 30% of all one photoelecton pulses within each sensor’s
event record is achieved. The improvement in quality of the data reconstruction due to the improved
design of the experiment is estimated and its effect on the IceCube capabilities as a neutrino detector is
discussed.
Introduction
The ability of IceCube optical sensors to record
information about all photon registered by their
PMTs has not yet been fully utilized in the data
analysis (see, e.g., [1]). While the much im-
proved timing and energy resolution are being used
to improve upon the energy resolution of the de-
tected muon events [2], this contribution attempts
to demonstrate the improvement in muon neutrino
analysis due to the ability to separately detect in-
dividual photoelectrons with their respective times
and charges (shown in Figure 1).
The goal of selecting muon neutrinos in the pres-
ence of a 106 times higher background of atmo-
spheric muons is to maximize the signal yield at
a low background level, while achieving the best
possible resolution with least mis-reconstruction of
signal events.
In this preliminary study we present the analysis of
one month of data collected by a 9-string IceCube
detector configuration in year 2006. Data recon-
struction algorithms using only the first photon per
sensor were compared with those incorporating the
full multi-photon information. The angular resolu-
tion achieved in both cases is very similar; how-
ever, the number of badly mis-reconstructed sig-
nal events is lower for multi-photon reconstruction.
Using the additional information available from all
recorded photons leads to the correspondingly im-
proved separation of signal and background and al-
lows one to to achieve the required background re-
duction while retaining a higher signal yield.
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Figure 1: A typical PMT signal trace recorded by
the faster digitizer of an IceCube optical sensor.
The trace contains 128 samples, 3.3 ns. per sample.
Results of 2 different photon deconvolution meth-
ods shown agree well. Blue vertical lines denote
the hit times of the first method. The black fit line
with colored lines denote deconvolved pulses of
the second method. The data is shown with a red
dashed line.
A new method of combining cuts to optimize back-
ground reduction is presented. First, a robust
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Figure 2: Distribution of the deviation of the re-
constructed from the true direction for the studied
simulated data sample shown after some cuts.
definition of angular resolution of reconstructed
muon direction in simulated data is introduced.
The cuts are optimized to maximize the angular
resolution of the remaining events, and then are
tightened to remove the background of misrecon-
structed events.
Angular resolution and cut optimization
The precision of the track reconstruction meth-
ods is determined from the deviation of the recon-
structed result from the true track direction from
the simulation (typical distribution shown in Fig-
ure 2). It was not possible to describe all such dis-
tributions at different reconstruction quality levels
with a single shape depending only on the distri-
bution width. Therefore the following very gen-
eral definition was introduced instead: the angular
resolution α of a given simulated data sample is
chosen so that 2/3 of the data have reconstructed
result deviate from the true track direction by less
than the resolution, and 1/3 by more. This simple
definition allows one to calculate the angular reso-
lution α easily for all data quality levels, providing
a good measure of the effectiveness of the quality
cuts.
The cut parameters were chosen to have the follow-
ing property: as the value of the cut on the param-
eter is lowered (i.e., the cut becomes stronger), the
angular resolution α, as defined above, improves.
Several reconstructions were performed in succes-
sion. These differed by the ice description used
in the calculation of the photon scattering proba-
bilities, by whether the muon energy was allowed
to vary during the reconstruction, and whether all
recorded photons or only first recorded photons
were used.
For each reconstruction several quantities have the
“cut property” defined above: minus reduced log
likelihood of the reconstructed result, closest ap-
proach distance from the reconstructed track to the
center of gravity of hits, relative uncertainty and
variation of the energy measure, and uncertainty
in the zenith and azimuth angles (defined as the
range in the parameter in which the log likelihood
stays above its maximum minus 0.5). Additionally
the differences in the direction of different recon-
struction results were formed. One more parameter
appeared necessary: 1 over the total length of the
track defined as the distance between two farthest
from each other projections of hits on the recon-
structed track. Parameters with similar distribu-
tions were grouped together, resulting in 7 groups.
In each group the maximum value of the parame-
ters in the group was chosen as the parameter of
the group.
Cuts ci, i = 1, ..., 7 were applied to the parameter
groups defined above in such a way as to maximize
the angular resolution α for each given fraction
of events r left after the cuts. The fastest decent
approach was chosen to optimize the cuts: start-
ing with a full dataset, at each step reducing the
fraction of the events left by the amount δr the
cuts were adjusted by the amount proportional to
∂α/∂ci.
Since the relative and overall cut strength depends
on the number of degrees of freedom available dur-
ing the reconstruction, cuts were optimized indi-
vidually for event groups with different number
of sensors with signal (here called channels) Nch
from the simulated dataset. This resulted in a set
of cuts, one representation of which, describing
achievable efficiencies (fractions of events left, rn)
for given α and Nch, here called efficiency matrix,
is shown in Figure 3. In order to determine the cut
sets needed to achieve a certain angular resolution
α the efficiency matrix is consulted to determine
the fractions of events rn with given n = Nch.
The set of cuts strong enough to leave only a frac-
tion rn of events that were used in the efficiency
matrix evaluation are then the cuts that reduce the
data to a set with the desired angular resolution α.
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Figure 3: Efficiency matrix shows for eachNch the
best achievable angular resolution α at each given
fraction of events left after applying cuts (this def-
inition is equivalent to that given in the text).
To study the improvement in data analysis due
to the availability of information about multiple
pulses from each sensor the parameters corre-
sponding to the multi-photon reconstructions were
removed from the cut groups defined above. The
resulting efficiency matrix looks nearly identical to
the one shown in Figure 3 except that points on the
lines correspond to somewhat more constrained cut
values as compared to the multi-photon-enabled
efficiency matrix. Therefore the first-photon-only
cuts are just as effective as the complete cut set in
improving the angular resolution α for a given data
reduction fraction. This, however, is to be expected
for a self-sufficient cut set, meaning that more cuts
do not improve the angular resolution for a given
fraction with the used angular resolution definition.
Nevertheless, as shown in the following section, at
the final neutrino selection cut levels there is a sub-
stantial improvement in both the angular resolution
α of the final sample and the fraction of events re-
tained, indicating that the outliers of the angular
distribution are reduced in the analysis employing
the full cut set, showing the clear advantage of the
method utilizing all recorded pulses.
Figure 4: Initial zenith angle distribution (no
cuts): red dashed lines: upper: downgoing muon
background, lower: coincident downgoing shower
background; red dotted line: muons from atmo-
spheric muon neutrinos; upper blue line: recon-
structed data; lower blue line: reconstructed data
with cut of zenith angle above 80 degrees applied
to all reconstructions.
Atmospheric neutrino search
Figure 4 shows the zenith angle distribution of
reconstructed tracks in real and simulated data.
The data remaining after the cuts on the zenith
angle for all reconstructions are applied contains
mostly poorly reconstructed downgoing back-
ground events that fall into the tail of events re-
constructed with wrong direction shown in Fig-
ure 2. The data shown in Figure 2 is at the cut
level corresponding to an angular resolution α of
4 degrees; misreconstructed events are suppressed
by more than 4 orders of magnitude at this cut
level. Without any cuts the level of misrecon-
structed events is higher, about 2 orders of mag-
nitude below the peak, matching the level of mis-
reconstructed events in Figure 4. By applying suc-
cessively stronger cuts corresponding to lower val-
ues of angular resolution α the background of mis-
reconstructed events can be reduced until most of
the events reconstructed as upgoing are, indeed,
upgoing.
To determine the angular resolution α required
to suppress the background of misreconstructed
events below the signal of upgoing events succes-
sively stronger cuts are applied. At each cut level
the data left after the cuts is compared to simula-
tion of both background and signal, as shown in
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Figure 5: Events remaining at different cut levels
corresponding to requested values of angular reso-
lution α. Black solid: data; red dashed: muon neu-
trino simulation; blue dashed-dotted: background
simulation. Upper curves are for full cut set; lower
curves are for first-photon-only cut set.
Figure 5. The cut level required to achieve the de-
sired signal purity can thus be selected. The 50%
purity is achieved at the intersection points of sim-
ulated background and neutrino lines in Figure 5:
at angular resolution α=3.7 with 96 events left for
the full cut set, and at angular resolution α=4.9 de-
grees with 90 events left for the first-photon-only
data set. At the same signal purity level the angu-
lar resolution α of neutrino events in the remaining
sample is 30% better for the full set.
It is more difficult to estimate the purity and num-
ber of events left as the cuts are tightened more,
due to the limited amount of simulated data at the
time this paper was written. However, following
the lines of Figure 5, one could estimate the angu-
lar resolutionα and number of events left at∼ 90%
purity level of 3.4 degrees and 46 events (shown in
Figure 6) for the full cut set, and 3.6 degrees and
22 events for the first-photon-only cut set. This in-
dicates that at the highest signal purity levels the
number of neutrino events is more than doubled
when incorporating the full information about all
pulses into the analysis.
Conclusions
A new approach to background rejection in Ice-
Cube is taken: instead of optimizing cuts to max-
Figure 6: Zenith angle distribution at final cut
level. Black solid line: data; red dashed: muon
neutrino simulation; blue dashed-dotted: one event
remaining from the background simulation.
imize signal over background, cuts are first opti-
mized to maximize the angular resolution α of sin-
gle muon tracks while retaining as many of the
events as possible. Then the cuts corresponding
to successively better values of angular resolution
α are applied until the desired signal purity is
achieved.
This approach allowed us to study the effect of
including the complete information on all pulses
recorded by the optical sensors of the detector. The
number of signal events retained at the highest pu-
rity levels doubled (important for diffuse analysis),
while the angular resolution α at somewhat relaxed
cuts improved by 30 %.
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Abstract: In the field of neutrino astronomy, optically transparent media like glacial ice or deep ocean
water are commonly used as detector medium. Elementary particle interactions are studied using in
situ light detectors recording time distributions and fluxes of faint photon fields of Cherenkov radiation,
typically generated by ultra-relativistic muons. For simulations of such photon fields, the IceCube col-
laboration uses a versatile software package, PHOTONICS, which was developed to determine photon flux
and time distributions throughout a large volume with spatially varying optical properties. Photons are
propagated and time distributions are pre-calculated as binary photon tables for fast and transparent ac-
cess from event simulation and reconstruction. This is the main tool by which IceCube event simulations
take into account how depth and wavelength dependent variations of the optical properties of the South
Pole glacier distort the footprints of elementary particle interactions.
Introduction
In optical high energy neutrino astronomy, light
from charged particle interactions is observed us-
ing a large number of sensors (photomultipliers)
placed in transparent natural media like glacial ice,
lake water, or deep ocean water. Successful sim-
ulation and reconstruction of such events relies on
accurate knowledge of light propagation within the
detector medium. The typical scattering lengths in
these detector media are of the order of tens to hun-
dreds of metres. Since this scale is comparable to
the typical sensor spacing for neutrino telescopes,
scattering effects can not be ignored, and analyt-
ical calculations do not suffice. The problem is
further complicated by the anisotropy of the light
emitted in particle interactions and the heterogene-
ity of natural detector media.
The software package PHOTONICS[1] contains
routines for detailed photon simulations in het-
erogenous media like the South Pole glacier. Pho-
ton simulation results are pre-calculated and used
in event simulation and reconstruction through in-
terpolation of lookup tables for fast and accurate
access to photon signal timing and amplitude prob-
abilities.
Photon flux simulation technique
At any location throughout the medium, the local
optical properties for a given wavelength are de-
scribed by the absorption length λa, the geomet-
rical scattering length λs, and the scattering phase
function which is the probability density function
for angular deviations at each scatter. For ice, the
Henyey-Greenstein (HG) phase function[2] is used
to describe the strongly forward peaked scattering.
It is completely characterized by a single parame-
ter, the mean of the cosine of the scattering angle,
τ = 〈cos θ〉. For most physical media, a strong
correlation between λs and τ is observed. One
therefore considers the effective scattering length,
λe ≡ λs/(1− τ).
Photons are generated according to emission spec-
tra specific for the given light source (particle
physics events or calibration light sources) and
propagated throughout the medium in accordance
with the heterogeneous propagation medium de-
scription. Each photon’s spatial and temporal path
is calculated and its contribution to the overall light
field is recorded in a cellular grid throughout a user
defined portion of the simulation volume. The lo-
cations of sensors are not fixed, but can be dynam-
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ically specified when accessing the simulation re-
sults.
The detector efficiency as function of angle and
wavelength, as well as the effects of absorption,
is accounted for by applying appropriate weights
during the photon recording.
The local photon flux is calculated in each record-
ing cell with one of two independent methods.
In the volume-density method, photons are propa-
gated in small (typically equidistant) steps between
scattering points, so that the contribution to each
recording cell is related to the number of photon
steps taken in that particular cell. In the surface-
crossing method, photons are instead interrupted
only at scattering points and recording cell bound-
aries. The flux contribution is then related to the
number of cell boundary crossings, taking into ac-
count the projected cell surface area of each cell
boundary crossing. The two methods typically
give compatible results at a comparable simulation
speed, depending slightly on the layout of the sim-
ulation grid and the optical parameters.
To improve the speed of the Monte Carlo simula-
tion, importance-weighted scattering is supported;
Photons can be propagated using scattering param-
eters (λe′ , τ ′), different from those of the phys-
ical scattering situation at hand. For example,
straighter paths can be oversampled by choosing
scattering angles θ from a HG phase function fτ ′
with τ ′ closer to 0, while applying a weight of
fτ (θ)/fτ ′(θ).
The result of the photon simulation is multidimen-
sional binary photon tables, containing the expec-
tation number of photo-electrons produced at pho-
tomultiplier tubes and the corresponding differen-
tial or cumulative time distributions.
Modeling of glacial ice and applications
to neutrino astronomy
A detailed study of the properties of the glacial
ice at the South Pole has been performed by the
AMANDA collaboration[3]. The ice is very clear
in the optical and near UV region with absorption
lengths of 20–120 m, depending on wavelength.
The effective scattering lengths are around 25 m,
less for shorter wavelengths. Both scattering and
absorption are strongly depth dependent. The vari-
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(b) Blue LED beacons, 470 nm in ice
Figure 1: Residual time distributions of simulated
light pulses in deep glacial ice. In (a), for a 532 nm
Nd:YAG isotropic laser pulse, emitted at a depth of
1825 meter, as seen from a horizontal distance of
75 m. In (b), for an upward pointing 470 nm LED
emitter located at a depth of 1580 m as seen from a
horizontal distance of 140 m. The black dots show
two time distributions of glacial ice surveys[3],
with vertical Poissonian error bars. The thick black
lines show our results using the scattering and
absorption parameters of these particular source–
receiver combinations, and thin dashed lines rep-
resents the model uncertainty. The thin (red) lines
show the simulation results with the heterogeneous
ice model[3] which was constrained by other data.
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Figure 2: A snapshot of the light distribution produced by a simulated ultra-relativistic muon which entered
from below, at an angle Θs = 135◦ diagonally towards the glacier surface (Θs = 180◦ would be straight
upwards) passing through the origin at a depth of 1730 m below the glacier surface. Stronger fluxes Φ(t)
are observed both above and below the particularly dusty region around z = −350 m which has stronger
scattering and absorption. Scattering causes a bending of the Cherenkov light cone, most easily seen in the
differential probability distribution fpdf(t), whose time integral is by definition normalized to unity at each
spatial location. Inhomogeneities in the optical properties of the medium cause the additional structure seen
in the figure, especially around -350 m.
(a) Φ(100 ns), Zs = 0 m (b) fpdf(t = 100 ns), Zs = 0 m
Figure 3: The figures show the simulated light flux, Φ(t) and the probability distribution fpdf(t) of the
light emitted from an idealized shower placed 1730 m below the glacier surface. The snapshot is taken
t = 100 ns after light emission at the origin. The shower direction is Θs = 135◦, as for the muon in
figure 2.
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ations at depths greater than 1450 m, where air
bubbles no longer exist, are explained by changes
in climatic conditions which correlate with concen-
trations of insoluble dust deposits. At each 10 m
depth interval, the effective scattering and absorp-
tions lengths, λe and λa as function of wavelength
were determined. As an example, the time distribu-
tions corresponding to two different wavelengths
and light source–receiver positions were calculated
and compared with experimental distributions, see
figure 1.
The photon propagation and recording methods
were applied to various idealized event types,
such as the light emission from minimum ion-
izing muons, and from electromagnetic showers
generated when ultra-relativistic electrons inter-
act with the detector medium. Using a charged
particle propagator such as MMC[4], the pho-
ton tables of idealized events types are dynam-
ically combined to describe realistic composite
events. The PHOTONICS photon simulation re-
sults are accessed directly through ROOT compli-
ant C++ interfaces. The IceCube simulation pro-
grams query these interfaces and apply detector
specific details such as simulation of electronics,
data acquisition and triggers. For event recon-
struction, PHOTONICS provides individual photon
probability density functions (pdfs), and the ex-
pected number of detected photons. These are used
by track-fitting algorithms, for example maximum-
likelihood routines. The interface also delivers
photon arrival times randomly drawn from the cu-
mulative arrival time distributions.
Figure 2 shows the light distribution of a simulated
minimum ionizing muon traveling diagonally up-
wards, on its way through the point x = 0, z = 0.
At the front of the track, we observe a cross section
of the unscattered Cherenkov wavefront, followed
by a diffuse light cloud as the photons are scattered
away from the geometrical Cherenkov cone. We
also observe a weak deflection of the photons with
higher flux Φ(t) both above and below the dusty
ice region near z = −350 m.
Figure 3 shows a cross section of the light distribu-
tion of a simulated shower at a depth of 1730 m,
100 ns after light emission. Ultra-relativistic
electrons deposit their energy much quicker than
muons, confining most of the light emission to
the vicinity of the interaction point, depending on
energy. At the same time, light may propagate hun-
dreds of meters into glacial layers with very differ-
ent optical properties. Shower-like event are more
dependent on a complete implementation of vari-
ations in ice properties with depth since the local-
ized light emission makes it harder to reconstruct
the lepton direction. The use of PHOTONICS with
heterogeneous ice models makes it possible for
IceCube to adequately handle such events.
Conclusion
New photon propagation methods were imple-
mented, and are in use in the simulation and re-
construction of particle physics events for IceCube.
The PHOTONICS program is used for calculat-
ing and tabulating light distributions of calibration
sources and ultra-relativistic charged particles, as
a function of time and space in the heterogeneous
South Pole glacier. The full depth and wavelength
dependent ice description of [3] was implemented.
Shower-like events (induced by ultra-relativistic
electrons) are more sensitive to depthwise ice prop-
erty variations than are muons. This is increasingly
important for higher energies, as light propagates
further into different glacial layers. The IceCube
simulation can fully take into account how depth
and wavelength dependent variations of the opti-
cal properties of the South Pole glacier distort the
footprints of elementary particle interactions.
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Abstract:
We present a method to reconstruct the geometry and energy of high energy muon tracks in IceCube.
Through a log-likelihood optimization procedure, an event hypothesis is obtained by maximizing the
agreement of the expected amount of light (as function of time) in the optical modules with the shapes
of the pulses recorded in the optical modules. This reconstruction method aims to use all information
contained in the waveforms recorded in the IceCube digital optical modules (DOMs), by comparing
those waveforms directly with the expected arrival time distribution of Cherenkov photons at the DOM
after emission from a hypothetical track, taking into account the optical properties of the South Pole ice.
We expect that this method will be effective in particular for highly energetic events in which a significant
fraction of the DOMs records many photo-electrons. Currently, for simulated events within an energy
range of 100TeV to 32 PeV which were reconstructed as throughgoing, we obtain an energy resolution
of 0.34 in Log(E/GeV) and an angular resolution of 0.62◦ .
Introduction
The IceCube telescope is being deployed in
the Antarctic ice with its main goal to detect
high energy neutrinos arriving from astrophysical
sources. Nearly one third of the detector is in-
stalled and currently operational [1]. When fully
deployed, the instrumented volume will be approx-
imately 1 km3.
When a neutrino interacts in the ice in or near
the detector, it produces a track or cascade sig-
nature. Some of the Cherenkov light emitted by
the charged lepton and secondary charged particles
triggers the DOMs. A DOM digitizes the signal
from a 10 inch photo-multiplier in two ways: with
an analog transient waveform digitizer (ATWD)
and with a fast analog to digital converter (fADC)
[2].
The main purpose of the ATWD is to record pre-
cise timing information of photons arriving in
DOMs relatively close to the track or cascade.
Therefore, it reads the same signal in 3 channels
operating on different gains. Each channel has up
to 128 bins with a bin witdh of 3.6 ns. The main
purpose of the fADC is to measure pulses with a
wider time distribution from a further away track
or cascade. It has 256 bins with a bin width of
25 ns, giving a total time window of 6.4µs.
Given that the IceCube neutrino observatory
records the full waveform information, a new like-
lihood reconstruction technique to exploit the full
waveform information is the goal of the research
described in this paper. Conventional reconstruc-
tion techniques [3] ported to IceCube from its
predecessor, AMANDA, do not use the complete
waveform. This is a reflection of the original
AMANDA data acquisition system which recorded
only the leading edge time of the pulse, the total
charge of the pulse, and the total time over thresh-
old of the pulse. These conventional reconstruction
techniques in IceCube utilize this information by
extracting pulse shapes from the ATWD or fADC
waveforms and reconstruct a cascade or a muon
hypothesis based on this information.
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In this paper, we focus on the likelihood re-
construction of high energy muon tracks arising
from extremely high energy (EHE) neutrinos with
energies up to 1011GeV . EHE neutrinos should be
produced when EHE cosmic rays interact with the
cosmic microwave background [4]. The significant
background due to atmospheric muons presents a
major challenge, however. Since the zenith and
energy distributions are different for signal and
background, good geometry and energy recon-
struction are vital for signal detection.
We hope that with the waveform-based event re-
construction method a significant improvement
in sensitivity can be achieved for events at a
wide energy range from ∼ 10TeV up to highest
energies, ∼ EeV. At energies above 1PeV we
expect to increase the sensitivity by effectively re-
construction the energy of non-contained events.
Method
We define a function which gives the likelihood
that the observed waveforms in the DOMs are the
result of a given muon track. Using a standard
minimizer algorithm, the track’s position, direction
and energy are found for which the likelihood has
a maximum.
Expected photon arrival time distribution at a
single DOM
A crucial element in the likelihood function is the
description µ(t) of the expected number of photo-
electrons as a function of time in a given DOM for
a given muon track. This description consists of
the expected total number of photo-electrons µtot
together with a probability density function (PDF)
p(t) of the arrival time distribution of a single pho-
ton: µ(t) = µtot · p(t).
The µtot and PDF depend on the energy, direction,
and the distance of the track to the DOM, the rel-
ative orientation of the DOM with respect to the
track, and the optical properties of the ice between
the track and the DOM.
At energies of a few hundred TeV and higher,
most of the Cherenkov light is not emitted by the
muon itself, but by its many secondaries and by
the stochastic showers. For our reconstruction of
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Figure 1: Comparison of the expected photo-
electron distribution µ(t) (thick line) from photon-
ics tables with some actual waveforms from the
full MC simulation of high energy muons (thin
lines). Upper figure: 1PeV at 53m, lower figure:
100PeV at 147m.
a high energy muon track, we assume that the
muon track with stochastic showers can be approx-
imated by an ”infinite cascade” which is a string of
equidistant average showers each with an energy
deposit corresponding to the dE/dX energy loss
of the track in the ice.
For the results in this paper, we took µtot and the
PDF from a table generated using the ”photon-
ics” light propagation code [5]. An alternative ap-
proach uses a parametrization of the average wave-
forms obtained from the full IceCube simulation.
Fig. 1 shows the comparison between the expected
photo-electron distribution µ(t) as obtained with
photonics and individual waveforms as obtained in
the full MC simulation.
It should be remarked that the individual wave-
forms may resemble the expected average wave-
form only at very high energies and in DOMs close
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enough to the track. In most events, the individual
waveforms in various DOMs will look different, as
shown in Fig. 1. First, individual stochastics near
the DOMs may produce fluctuations beyond the
statistical (Poissonian) fluctuations from the aver-
age as modeled by the infinite cascade approxima-
tion. Second, when the µ(t) times the width a of a
single photoelectron pulse is less than 1, then the of
course the individual waveforms of the occasional
individual photoelectrons will not follow that low
PDF.
Poissonian likelihood for waveforms
The conventional reconstruction strategy described
in the introduction works well for lower energy
muon events in which the total charge corresponds
to only a few photo-electrons. High energy muon
events on the other hand are characterized by a
large amount of deposited light and therefore pro-
duce wide, complicated waveforms with many
photo-electrons. Reconstructing the geometry of
a high energy muon track would benefit from the
complete waveform information, as the width of
the observed waveforms scales with the distance
between the muon track and the DOM. A likeli-
hood reconstruction of the muon energy would also
require the complete waveform in order to measure
the total amount of light deposited in the IceCube
detector since this correlates with the energy of the
muon.
The likelihood function using the complete wave-
form is formulated as follows. What is the prob-
ability of observing a waveform f(t) given an
expected photo-electron distribution µ(t)? The
waveform f(t) is measured from the ATWD or the
fADC, and the expected photo-electron arrival dis-
tribution is given by the PDF. The expected photo-
electron arrival distribution depends on the hypoth-
esis parameters, namely the geometry ~x (position
of the muon at t = t0 and its direction) and the
energy, E. If you bin the waveform f(t) into K
bins, the probability of observing ni photons in the
ith waveform bin given an expectation of µi pho-
tons in the ith bin is given by Poissonian statistics.
The overall probability for a single OM is given by
the product over all waveform bins:
P (f(t)|~x,E) =
K∏
i=1
e−µi
ni!
µnii (23)
Taking the log of the Poissonian probability gives
us:
logP (f(t)|~x,E) =
K∑
i=1
(
ni log
µi
µtot
)
+ Npe logµtot − µtot (24)
The first term is a sum over all waveform bins.
Each term in the sum ni log µiµtot corresponds to
the normalized timing probability of observing a
photo-electron in the ith waveform bin weighted
by the number of observed photo-electrons in the
ith bin.
We evaluate Eq. 24 for all DOMs in the ice and
sum these values as our log-likelihood function
which we then maximize with respect to the free
parameters of the track. This amounts to fitting the
shape of the PDF to the measured waveform. This
allows the reconstruction of not only the geometry
of the muon, but also its energy.
One feature that needs to be addressed is the issue
regarding the saturation of the waveform which the
likelihood formula does not take into account. Cur-
rently, saturation is taken into account by simply
truncating both the PDF and the measured wave-
form at some level close to the actual saturation
level of the hardware, while sticking to the formal-
ism of Poissonian statistics.
Fitting strategy
When reconstructing the muon track, there are in
general six free parameters to fit (the vertex, di-
rection, and the energy). Fitting the geometry and
energy separately in three stages turns out to be
more efficient than fitting them all at once. We
seed the first stage of the reconstruction with a first
guess of the geometry and the energy and proceed
to fit the geometry only (five free parameters). We
then seed the second stage with this result, fitting
the energy only (one free parameter). Finally, we
use this second stage result to seed a third fit, which
refits the geometry again (five free parameters).
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Figure 2: Reconstructed muon energy versus sim-
ulated energy for reconstructed tracks that go
through the IceCube detector (see text). The di-
agonal line Ereco = Etrue is added to guide the
eye.
Results
The energy reconstruction results are shown in
Fig. 2 for a MC event sample simulated with an
E−1 spectrum and an energy range from 10TeV
to 100EeV with 4π coverage in the full 80-string
IceCube geometry. Only reconstructed through-
going muon tracks are selected, which are muon
tracks whose point of closest approach to the ge-
ometrical center of the IceCube detector is within
the IceCube array.
At energies above ∼ 30PeV, the reconstructed
energy is systematically low due to saturation in
the DOMs, which is currently not taken into ac-
count. The slope of the distribution for energies be-
low 30PeV may be improved by adjusting the ”in-
finite cascade” model, in particular the relation be-
tween the energy of the muon track and the energy
in an average shower of the infinite cascade. For
energies below 30PeV, approximately 31% of the
events are reconstructed as throughgoing.
For throughgoing muon tracks and EMC <
30PeV , the angular resolution (defined as the me-
dian of the distribution of angular differences of the
reconstructed and simulated muon tracks) is found
to be 0.62◦. Our obtained energy resolution is 0.34
in Log(E/GeV). With the traditional AMANDA
style reconstruction about 35% of the events are re-
constructed as throughgoing, with an angular reso-
lution of 0.63◦.
Outlook
The waveform based reconstruction as currently
implemented performs reasonably well. With a
sample of simulated high energy events, we obtain
an angular resolution comparable or better than
conventional reconstruction methods.
We have identified several aspects of the algo-
rithm and its implementation which can still be
improved, including a proper way to use the
information of saturated DOMs. This should
further improve the energy resolution (currently
0.34 in Log(E/GeV)) and extend the energy
range beyond 1EeV. The results of this paper
are only for throughgoing muon tracks; we hope
to present similar results for high energy non-
contained events as well.
The method is in principle not limited to track-like
events; it can be applied to events of any signature,
such as showers and possibly also muon bundles.
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Abstract: The excellent radiofrequency transparency of cold polar ice, combined with the coherent
Cherenkov emission produced by neutrino-induced showers when viewed at wavelengths longer than a
few centimeters, has spurred considerable interest in an ultimate, large-scale radiowave neutrino detector
array. A statistically compelling GZK signal will require at least an order of magnitude improvement in
the product of (livetime)x(Effective volume) over existing (RICE, ANITA, e.g.) neutrino detection ex-
periments. Correspondingly, the AURA (Askaryan Underice Radio Array) experimental effort seeks to
take advantage of the opportunity presented by IceCube drilling through 2010 to establish the radiofre-
quency technology needed to achieve 100 − 1000km effective volumes. We discuss three test strings
co-deployed with IceCube in 2006-07 which combine fast in-ice digitization with an efficient, multi-
tiered trigger scheme. Ultimately, augmentation of IceCube with large-scale (1000kmsr) radio and
acoustic arrays would extend the physics reach of IceCube into the EeV-ZeV regime and offer substantial
technological redundancy.
Introduction and Detection Principle
The Astrophysical high energy neutrinos hold
valuable information about their sources, either a
point source like GRBs, AGNs, and SGRs, or high
energy cosmic rays (through the GZK process).
Consequently they can also teach us EHE particle
physics in energies unreachable by earthbound ac-
celerators.
As the energy of the neutrino increases the atmo-
spheric neutrino background flux decreases and the
interaction cross section of the neutrino increases,
which favors the detection of HE neutrinos over
low energy ones. On the other hand, the estimated
fluxes of those high energy neutrinos exhibit an
overall decrease with energy. The combination of
a small flux, low neutrino interaction cross section,
and limited life span of humans require the con-
struction of large scale detectors to improve the de-
tection probability.
The km3 scale detectors like IceCube, AMANDA,
NEMO and Antares are (will be) made of thou-
sands of photo-multiplier tubes, sensitive to opti-
cal photons. They are sensitive to neutrinos with
energies between 102GeV − 1010GeV . In order
to survey the extreme high energy regime of more
than 1010GeV , larger detectors are needed.
In 1968, G.A.Askaryan [1] suggested that cascades
generated by high energy charged leptons mov-
ing through matter, produce an excess of negative
charge moving at relativistic speed, thus emitting
Cherenkov radiation. For radiation with shorter
wavelength, like optical photons, the phase is ran-
dom and the electric field is proportional to the
square root of the net negative charge developed
in the cascade. But for photons with wavelengths
longer than the transverse dimensions of the cas-
cade, like RF photons, the radiation is coherent
and the electric field is proportional to the nega-
tive charge in the cascade. It is expected that neu-
trinos with energy of∼ 1018eV or more will pro-
duce cascades with transverse dimensions of order
∼ 0.1 meters, thus emitting coherent RF radiation.
Radio-frequency neutrino detectors are therefore
more sensitive to such high energy events than op-
tical detectors .
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This effect was demonstrated in an accelerator
measurement where coherent linearly polarized RF
radiation was measured from the interaction of a
beam dumped into RF transparent matter (sand,
salt and ice)[2]. The simpler installation of radio
detectors, the long attenuation length of RF in ice
and the sensitivity to EHE events makes the RF re-
gion a useful probe for EHE neutrino detection.
Several experiments are already using the
Askaryan effect for neutrino detection in Antarc-
tica: The RICE array was deployed with the
AMANDA neutrino telescope near the South
Pole at depths of 100-300 m. The array consists
of 20 dipole antennas covering a volume of
200 × 200 × 200m3, and is sensitive between
200 to 500 MHz. RICE established limits on high
energy neutrino fluxes as well as investigated the
radio-glacial properties of the deep ice [3]. The
ANITA experiment, air borne at 40km, observed
the Antarctic ice searching for RF emission. The
high altitude makes the volume that ANITA covers
large (1.5 million km3), but the short flight time
and the refraction of RF photons in the transition
from ice to air limits the exposure time and the
angular coverage of this experiment [4].
Detector design and 2006/2007 Deploy-
ment
In the austral summer of 2006-2007, three Radio
Clusters were co-deployed with the IceCube opti-
cal array as part of the AURA (Askaryan Under-
ice Radio Array) experimental effort. Each cluster
consists of up to four broadband dipole antennas,
centered at 400MHz, and four metal tubes hold-
ing the front-end electronics including filters and
amplifiers supporting these antennas: specifically,
a 450 MHz notch filter to reject constant noise
from the South Pole communication channel, a 200
MHz high pass filter and a ∼ 45dB amplifier. An
additional ∼ 20dB amplification is done at later
stage, for a total of ∼ 65dB amplification. An ad-
ditional antenna is used as a transmitter for calibra-
tion.
The DRM (Digital Radio Module) within a 13
inch diameter glass sphere contains the trigger-
ing, digitization and communication electronics as
well as a power converter. It holds the TRACR
board(Trigger Reduction And Communication for
RICE) that controls the calibration signal and the
high triggering level, the SHORT board (SURF
High Occupancy RF Trigger) that provides fre-
quency banding of the trigger source, the ROBUST
card (Read Out Board UHF Sampling and Trigger)
that provides band trigger development, high speed
digitization and second level trigger discrimina-
tion, the LABRADOR (Large Analog Bandwidth
Recorder And Digitizer with Ordered Readout)[5]
digitization chip, and a Motherboard that controls
the power, communication and timing.
A 260-capacitor Switched Capacitor Array (SCA)
continuously observes the input RF channels (two
channels per antenna) and an additional timing
channel. To reduce power consumption and dead
times, the information is held and digitized only
when a trigger is received. The sampling speed
is two Giga-Samples Per Second, with a 256 ns
buffer depth. A 300 MHz on-board Advanced
Transient Waveform Digitizer is used for precise
trigger timing. A Wilkinson type ADC converts
the measured voltage into a count value with a 12-
bit dynamic range.
Six cables are connected to the DRM. One for
power and communication with the surface and
five for the transmitter and receiver antennas. The
spacing between the antennas is 13.3 meters, and
the total length of the cluster is 40 meters. The
AURA cluster is shown in figure 1.
The fast and broadband nature of the Askaryan RF
signal is exploited for background reduction. Once
the voltage measured on an antenna crosses an ad-
justable threshold, the digitization is triggered and
the signal is split into four frequency bands (200-
400 MHz, 400-650 MHz, 650-880 MHz and 880-
1200 MHz). If enough frequency bands are present
in the signal, the channel associated with this an-
tenna will trigger. In the current settings, at least
two out of four bands are needed for triggering to
happen. The cluster will trigger if enough channels
trigger (current setting requires at least three out of
four antennas).
The digitized data is sent to the surface using the
IceCube in-ice and surface cables.
IceCube on-going construction activity made it
possible to deploy clusters down to 1400 meters
deep, a depth that is usually less favored by RF de-
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tectors due to warmer ice and high drilling cost.
The clusters were deployed on the top of IceCube
strings, at depths of 1400 or 400 meters.
Table 1 summarizes the depth and location of the
three units. Out of the 8 receivers deployed, 7 re-
ceivers are operational. One channel was tested
fine before deployment, and most likely damaged
during the freeze-in of the water surrounding the
cluster after deployment. The data being taken
consists of ambient and transient background stud-
ies, calibration runs using the AURA transmitter
and the in-ice RICE transmitters.
The proximity of the South Pole station and espe-
cially the IceCube and AMANDA detectors may
cause significant RF noise in the AURA sensitive
band of 200− 1200MHz. This noise pattern is be-
ing carefully studied and the amplified background
noise frequency has a clear enhancement between
200−400MHz, with an amplitude of about 50mV
corresponding to 7 ADC bits depth. The noise
spectrum and intensity depends on the location of
the antenna relative to the DRM and the type of
front-end amplifier used. Background studies were
also performed with the IceCube and AMANDA
detectors turned off. Figure 2 shows sample wave-
forms taken for background studies with and with-
out the transmitter antenna on for a single antenna.
2008 Deployment and beyond
The concept of a GZK radio frequency detector,
deployed in shallow depths or in a surface array
had been suggested more than 20 years ago [6]. A
future large scale GZK 100km2 scale detector will
be a hybrid of different Cherenkov radiation de-
tection techniques, allowing composite trigger and
coincidence and can be built around IceCube. The
long attenuation length of the ice (hundreds of me-
ters), makes the South Pole ice a natural choice for
deploying a RF detector.
In the next season (2007-2008) we plan to continue
our efforts to design and build a shallow GZK neu-
trino detector. We will continue to use the IceCube
deep holes and existing deployment and DAQ in-
frastructure for deploying additional clusters. We
will investigate different depths (1400, 200, < 100
meter and surface) and study the noise in lower fre-
quencies (< 200MHz) since the acceptance is ex-
Figure 1: The radio cluster, made of a DRM (Digi-
tal Radio Module), and 5 antennas (4 receivers and
a transmitter).165
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Cluster num. Transmitters num. Receivers Location (x,y,z) in m Front end amplifier brand
1 1 4 (50, 500,−1400) Miteq
2 1 4 (220, 210,−250) LNA-SSA
3 1 0 (195, 120,−1400) None
Table 1: Locations of the deployed clusters. Coordinates are relative to IceCube center array at surface.
Figure 2: Wave form signals for a single antenna for background and calibration runs. (a) Background only
(b) In ice transmitter pulse.
pected to increase with wavelength, albeit at the
expense of timing resolution.
A cluster will also be deployed ∼ 1km away
from the IceCube array to study the ice and en-
vironment away from the IceCube array, and in-
vestigate possible solutions to communication and
power distribution challenges that a large scale
array presents. A surface array of radio detectors
is relatively easy to deploy, but the refractive in-
dex difference between the ice, firn (soft ice layers
on top of the glacier) and air decreases the angular
acceptance of a surface detector due to total reflec-
tion of rays propagating between the layers. On
the other hand, deeper deployments in depths of
tens to hundreds of meters increases the technical
difficulties and cost of such an array.
The design of the cluster will be similar to last
year’s clusters with possible minor changes to the
antennas and electronics. By deploying at differ-
ent depths and locations the RF properties of the
ice, the suitability of ice for such of detector and
studies of different cluster designs will be checked,
while building a sub-GZK detector that will be able
to detect HE events, reconstruct vertices, and look
for events coincident with IceCube.
Once completed, IceCube is expected to measure
about 1 GZK event per year. A sucessful GZK de-
tector deployed on surface or in shallow depth will
have to measure at least ∼ 10GZK events a year.
A hybrid of the RF array and IceCube will give
sub-samples of coincidences events with cross-
calibration capabilities and unique signal signa-
tures.
Summary
Three radio clusters were deployed at the South
Pole as an extension to the IceCube array. In the
next year, we plan to deploy additional clusters
to have a sufficient 3D array for vertices recon-
struction, make radio-glaciological measurement
at different depths and distances from the Ice-
Cube array, and check the suitability of the Ice-
Cube environment for RF detection. These are the
first steps toward building a 100km2 GZK detec-
tor built around IceCube. Such a detector will be
a powerful tool in investigating the EHE neutrino
world.
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