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Abstract In this paper, we prove that if the weak Pareto solution set of a
monotone vector variational inequality is disconnected then each connected
component of this set is unbounded. Consequently, the set is connected when
it is bounded and nonempty. Similar assertions are also valid for the proper
Pareto solution set.
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nectedness · Unboundedness · Scalarization formula
1 Introduction
The concept of vector variational inequality was introduced by Giannessi in
his well-known paper [3]. The class of monotone vector variational inequali-
ties appeared in the research on convex vector optimization [5,8]. Necessary
and sufficient optimality conditions for convex quadratic vector optimization
problems or linear fractional vector optimization problems can be treated as
monotone affine vector variational inequalities (see, e.g., [11]).
Investigating the topological structure of solution sets is an interesting and
important problem in vector variational inequality theory. Some properties of
the connectedness structure of the solution set of a monotone vector variational
inequality were investigated in [5,8] and [10]. The authors in [8] proved that if
the constraint set is bounded then the weak Pareto solution set is connected.
Several upper and lower estimates for the maximal number of the connected
components of the solution sets of monotone affine vector variational inequali-
ties are established in [4]. The last paper pointed out that the number depends
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not only on the number of the criteria but also on the number of variables of
the vector variational inequality.
By using a stability result of Robinson [7] and a scalarization method,
Yen and Yao [10] have shown that if the weak Pareto solution set of a mono-
tone affine vector variational inequality is disconnected then each connected
component of this set is unbounded. Consequently, the set is connected when
it is bounded and nonempty. Similar assertions are also valid for the Pareto
solution set.
The present paper can be considered as a new attempt to develop and
extend the results of Yen and Yao for general monotone vector variational
inequalities. Based on a stability result of Facchinei and Pang [2], we prove
that if the weak Pareto solution set (resp., the proper Pareto solution set) of
a monotone vector variational inequality is disconnected then each connected
component of this set is unbounded.
The remaining part of this paper consists of four sections. Section 2 gives
some definitions, notations, and auxiliary results on vector variational inequal-
ities. Section 3 establish some technical results concerning the basic multi-
functions of monotone vector variational inequalities. The main results on the
connectedness structure of the solution sets of monotone vector variational
inequalities are shown in Section 4. The last section gives two examples and
presents two open questions.
2 Preliminaries
In this section, we recall the definitions and notions in vector variational in-
equality theory and general topology.
The scalar product of x, y from Rn is denoted by 〈x, y〉. Let K ⊂ Rn be
a nonempty closed convex subset and Fl : K → Rn (l = 1, . . . ,m) be vector-
valued functions. We denote F = (F1, . . . , Fm) and
F (x)(u) = (〈F1(x), u〉, · · · , 〈Fm(x), u〉), ∀x ∈ K, ∀u ∈ Rn.
Let C = Rm+ and ∆ =
{
(ξ1, . . . , ξm) ∈ Rm+ :
∑m
l=1 ξl = 1
}
, where Rm+ is the
nonnegative orthant of Rm. The relative interior of ∆ is described by the
formula ri∆ = {ξ ∈ ∆ : ξl > 0, l = 1, ...,m}.
Definition 2.1 (see [3]) The problem
VVI(F,K) Find x ∈ K such that F (x)(y − x) C\{0} 0, ∀y ∈ K,
is said to be the vector variational inequality defined by F and K. The in-
equality means that F (x)(x − y) /∈ C \ {0}. The solution set is denoted by
Sol(F,K) and called the Pareto solution set.
Definition 2.2 (see [1]) The problem
VVIw(F,K) Find x ∈ K such that F (x)(y − x) intC 0, ∀y ∈ K,
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where intC is the interior of C and the inequality means F (x)(x−y) /∈ intC, is
called the weak vector variational inequality defined by F and K. The solution
set is denoted by Solw(F,K) and called the weak Pareto solution set.
Form = 1, two problems VVI(F,K) and VVIw(F,K) coincide the classical
variational inequality problem
VI(F,K) Find x ∈ K such that 〈F (x), y − x〉 ≥ 0, ∀y ∈ K.
Note that x solves VI(F,K) if and only if F (x) ∈ −NK(x), where NK(x) is
the normal cone of K at x ∈ K which is defined by
NK(x) = {x∗ ∈ Rn : 〈x∗, y − x〉 ≤ 0, ∀y ∈ K}.
Clearly, when K = Rn, x solves VI(F,K) if and only if x is a zero point of the
function F .
The solution sets of VVI(F,K) can be computed via certain unions of
the solution sets of the parametric variational inequality VI(Fξ,K), where
Fξ(x) =
∑m
l=1 ξlFl(x), with ξ ∈ ∆.
Theorem 2.1 (see [5], [6]) It holds that
⋃
ξ∈ri∆
Sol(Fξ,K) ⊂ Sol(F,K) ⊂ Solw(F,K) =
⋃
ξ∈∆
Sol(Fξ,K). (1)
If K is a polyhedral convex set, i.e., K is the intersection of finitely many
closed half-spaces of Rn, then the first inclusion in (1) holds as equality.
If x ∈ Sol(Fξ,K) for some ξ ∈ ri∆, then x is said to be a proper Pareto
solution of VVI(F,K). The proper Pareto solution set of VVI(F,K) is abbre-
viated to Solpr(F,K). One has
Solpr(F,K) =
⋃
ξ∈ri∆
Sol(Fξ,K).
Definition 2.3 (see [8]) The problem VVI(F,K) is a monotone vector varia-
tional inequality if all the functions Fl, where l = 1, ...,m, are monotone, i.e.,
〈Fl(y)− Fl(x), y − x〉 ≥ 0 for all x, y ∈ K.
Remind that if the problem VVI(F,K) is monotone, then the parametric
variational inequality VI(Fξ,K) is monotone for all ξ ∈ ∆. In this case, every
set Sol(Fξ,K) is convex [2].
Let X be a subset of Rn. Recall that X is connected if there does not exist
two nonempty disjoint subsets A,B of X and two open sets U, V in Rn such
that A ⊂ U,B ⊂ V and U ∩ V = ∅. A nonempty subset A ⊂ X is said to be
a connected component of X if A is connected and it is not a proper subset
of any connected subset of X . When X is connected, if the set A ⊂ X is
closed and open in X then A = X . The closure cl(X) is connected when X is
connected.
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3 Basic multifunctions
Throughout this paper, we assume that all functions F1, ..., Fm are continuous
on K.
The basic multifunction associated to the problem VVI(F,K) is defined by
S : ∆⇒ Rn, S(ξ) = Sol(Fξ,K).
Theorem 2.1 yields Solw(F,K) = S(∆) and Solpr(F,K) = S(ri∆). Hence,
one can use the basic multifunction S to investigate different properties of the
solution sets of VVI(F,K). Recall that the multifunction S−1 : Rn ⇒ ∆ which
is defined by
S−1(x) = {ξ ∈ ∆ : x ∈ S(ξ)}, x ∈ Rn,
is the inverse of S. If A is a subset in Rn then the inverse image of A by S is
the following set
S−1(A) = {ξ ∈ ∆ : S(ξ) ∩ A 6= ∅}.
Proposition 3.1 Assume that A is a subset of the weak Pareto solution set
Solw(F,K). If A is compact then the set S−1(A) is closed.
Proof Suppose that A ⊂ Solw(F,K) and A is compact. Let {ξk} ⊂ S−1(A)
be a convergent sequence with ξk → ξ¯. There exits a sequence {xk} ⊂ A such
that xk ∈ S(ξk). Since A is compact, without loss of generality we can assume
that xk → x¯ and x¯ ∈ A. By definition, one has〈
Fξk(x
k), y − xk〉 ≥ 0, ∀y ∈ K.
Letting k →∞, since Fξk → Fξ¯, we obtain〈
Fξ¯(x¯), y − x¯
〉 ≥ 0, ∀y ∈ K.
This means that x¯ ∈ S(ξ¯). Hence, one has x¯ ∈ A∩S(ξ¯) 6= ∅. It follows that
ξ¯ ∈ S−1(A). Therefore, the inverse image S−1(A) is closed. ⊓⊔
Proposition 3.2 Assume that VVI(F,K) is monotone. If A and B are dif-
ferent connected components of the weak Pareto solution set Solw(F,K) (or
the proper Pareto solution set Solpr(F,K)), then
S−1(A) ∩ S−1(B) = ∅.
Proof Suppose thatA and B are different connected components of Solw(F,K).
On the contrary, there exists
ξ ∈ S−1(A) ∩ S−1(B).
By definition, one has S(ξ)∩A 6= ∅ and S(ξ)∩B 6= ∅ . Since S(ξ) is connected
and A,B are connected components, we see that S(ξ) ⊂ A and S(ξ) ⊂ B. This
leads to S(ξ) ⊂ A∩B 6= ∅ which contradicts to the assumption that A,B are
disjoint.
To prove the assertion for two different connected components of the proper
Pareto solution set, we apply above argument again, with Solw(F,K) replaced
by Solpr(F,K). ⊓⊔
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The following lemma gives an important result concerning the solution
stability of monotone variational inequalities. Herein, we denote by B(Q, ǫ,K)
the set of all continuous functions G : K → Rn such that
sup
x∈K
‖G(x)−Q(x)‖ < ǫ.
Lemma 3.1 Assume that VI(Q,K) is monotone and its solution set is bounded
and nonempty. For every open set U containing Sol(Q,K), there exists ǫ > 0
such that Sol(G,K) ∩ U is nonempty for every function
G ∈ B(Q, ǫ,K ∩ U).
Proof By applying [2, Theorem 5.5.15] and [2, Proposition 5.5.3], the proof is
immediate. ⊓⊔
Proposition 3.3 Assume that VVI(F,K) is monotone. The following asser-
tions are valid:
(a) If A is a bounded connected component of the weak Pareto solution set,
then S−1(A) is open in ∆.
(b) If A is a bounded connected component of the proper Pareto solution set,
then S−1(A) is open in ri∆.
Proof (a) Suppose that A is a bounded connected component of Solw(F,K).
There exists two open sets U, V of Rn such that
A ⊂ U, (Solw(F,K) \ A) ⊂ V, U ∩ V = ∅. (2)
Note that Solw(F,K) \ A could be empty.
Let η be a fixed point in S−1(A). By the boundedness of Sol(Fη,K) and
the monotonicity of Fη, for the open set U containing Sol(Fη ,K), according
to Lemma 3.1, there exists ǫ > 0 such that
Sol(G,K) ∩ U 6= ∅, ∀G ∈ B(Fη, ǫ,K ∩ U). (3)
Taking
O = {ξ ∈ ∆ : Fξ ∈ B(Fη, ǫ,K ∩ U)} , (4)
we conclude that O is open in ∆. Indeed, O is nonempty since η ∈ O. Let {ξk}
be convergent sequence in the complement ∆ \ O and ξk → ξ¯. By definition,
one has
sup
x∈K∩U
‖Fξk(x)− Fη(x)‖ ≥ ǫ.
Taking k → +∞, it follows that Fξk → Fξ¯ on K ∩ U and
sup
x∈K∩U
‖Fξ¯(x)− Fη(x)‖ ≥ ǫ.
This implies that ξ¯ ∈ ∆ \O. Thus, O is open in ∆.
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We will show that O is a subset of S−1(A). For any ξ ∈ O, from (4) and
(3), one has
Fξ ∈ B(Fη , ǫ,K ∩ U), Sol(Fξ,K) ∩ U 6= ∅. (5)
From (2), we claim that the nonempty convex set Sol(Fξ,K) does not intersect
with Solw(F,K) \ A. Indeed, if
Sol(Fξ,K) ∩ (Solw(F,K) \ A) 6= ∅
then
Sol(Fξ,K) ⊂ (Solw(F,K) \ A) .
This leads to Sol(Fξ,K) ∩ U = ∅. This contradicts to (5). Hence, we obtain
Sol(Fξ,K) ⊂ A. This implies that O ⊂ S−1(A).
Remind that η be arbitrary point taken in S−1(A). From what has already
been proved, S−1(A) is open in the induced topology of ∆.
(b) We apply the argument in the proof of (a) again, with ∆ replaced by
ri∆. ⊓⊔
4 Disconnectedness and unboundedness
In this section, we develop and extend the results of Yen and Yao in [10] for
general monotone vector variational inequalities.
4.1 Weak Pareto solution sets
Lemma 4.1 If A is a connected component of the weak Pareto solution set
Solw(F,K) then A is closed.
Proof To prove the connectedness of A, let {xk} be a convergent sequence of
points in A with xk → x¯ ∈ K, we are going to show that x¯ ∈ A. According to
Theorem 2.1, there exists a sequence {ξk} ⊂ ∆ such that xk ∈ Sol(Fξk ,K). By
the compactness of ∆, without loss of generality we can assume that ξk → ξ¯
and ξ¯ ∈ ∆. So, one has
〈
Fξk(x
k), y − xk〉 ≥ 0, ∀y ∈ K.
Letting k →∞, since Fξk → Fξ¯, we obtain〈
Fξ¯(x¯), y − x¯
〉 ≥ 0, ∀y ∈ K.
Therefore, x¯ is an weak Pareto solution. Since A is connected, the union
A∪{x¯} is connected. Because of the maximal connectedness ofA in Solw(F,K),
one has A∪{x¯} ⊂ A. It follows that x¯ ∈ A. The assertion is proved. ⊓⊔
Theorem 4.1 Assume that VVI(F,K) is monotone. If the weak Pareto solu-
tion set is disconnected then each connected component of this set is unbounded.
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Proof Suppose that Solw(F,K) is disconnected and A,B are different con-
nected components of this set. On the contrary, suppose that A is bounded.
According to Lemma 4.1, A is compact. By applying Proposition 3.1, S−1(A)
is closed. Besides, Lemma 3.3 asserts that S−1(A) is open in ∆. Hence, S−1(A)
not only is closed but also is open in the induced topology of ∆. Due to the
connectedness of ∆, we obtain S−1(A) = ∆. Moreover, from Proposition 3.2,
one has
S−1(A) ∩ S−1(B) = ∅.
This leads to the contradiction
∅ = ∆ \ S−1(A) ⊃ S−1(B) 6= ∅.
So, A must be unbounded, and the proof is completed. ⊓⊔
Theorem 4.2 Assume that VVI(F,K) is monotone. If the weak Pareto solu-
tion set is bounded and nonempty, then the following assertions are valid:
(a) The weak Pareto solution set is connected.
(b) The domain of the basic multifunction coincides ∆.
Proof The proof of the assertion (a) is immediate by applying Theorem 4.1.
Since Solw(F,K) is connected and compact, according to Proposition 3.1 and
Proposition 3.3, the inverse image S−1(Solw(F,K)) is closed and open in ∆.
Hence, one has S−1(Solw(F,K)) = ∆. The assertion (b) is proved. ⊓⊔
Remark 4.1 In [8], Lee and Yen have proved that if the constraint set K is
bounded then the weak Pareto solution set is connected. Clearly, this is a
special case of the assertion (a) in Theorem 4.2.
4.2 Proper Pareto solution sets
Theorem 4.3 Assume that VVI(F,K) is monotone. The following assertions
are valid:
(a) If the proper Pareto solution set is disconnected then each connected com-
ponent of this set is unbounded.
(b) If the proper Pareto solution set is bounded and nonempty then this set is
connected.
Proof Since the second assertion follows the first assertion, we need only
prove (a). Suppose that Solpr(F,K) be disconnected and A,B are different
connected components of this set. On the contrary, without loss the generality
we suppose that A is bounded. According to Proposition 3.3, S−1(A) is open
in ri∆.
By the boundedness of A, the closure cl(A) is compact. Proposition 3.1
asserts that S−1(cl(A)) is closed in ∆. Besides, we claim that
S−1(A) = S−1(cl(A)) ∩ ri∆. (6)
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Indeed, it is easy to check that S−1(A) ⊂ S−1(cl(A)) since A ⊂ cl(A). From
this we conclude that
S−1(A) = S−1(A) ∩ ri∆ ⊂ S−1(cl(A)) ∩ ri∆.
To prove the inverse conclusion, we take ξ in the right-hand side of (6), it
follows that ξ ∈ ri∆ and S(ξ) ∩ cl(A) is nonempty. Because A is a connected
component, S(ξ) must be a subset of A. This implies that ξ ∈ S−1(A). Hence,
(6) is obtained. From (6), by the closedness of S−1(cl(A)), S−1(A) is closed
in ri∆.
Combining these results, because of the connectedness of ri∆, one has
S−1(A) = ri∆. Proposition 3.2 yields
S−1(A) ∩ S−1(B) = ∅.
This leads to the contradiction
∅ = ri∆ \ S−1(A) ⊃ S−1(B) 6= ∅.
So, A must be unbounded, and the proof is completed. ⊓⊔
Theorem 4.4 Assume that VVI(F,K) is monotone and K is polyhedral con-
vex. The following assertions are valid:
(a) If the Pareto solution set is disconnected then each connected component
of this set is unbounded.
(b) If the Pareto solution set is bounded and nonempty then this set is con-
nected.
Proof Since K is polyhedral convex, according to Theorem 2.1, the Pareto so-
lution set coincides the proper Pareto solution set, i.e., Sol(F,K) = Solpr(F,K).
Therefore, two assertions in this theorem are implied from Theorem 4.3.
5 Examples and open questions
The problem VVI(F,K) is a symmetric vector variational inequality if for each
l ∈ {1, . . . ,m} the vector-function Fl satisfies the following conditions:
∂Fli(x)
∂xj
=
∂Flj(x)
∂xi
∀x ∈ K, ∀i, j ∈ {1, . . . , n},
where Fli(x) is the i-th component of Fl(x). Besides, the problem VVI(F,K)
is a skew-symmetric vector variational inequality if the following property is
available for each l ∈ {1, . . . ,m}:
∂Fli(x)
∂xj
= −∂Flj(x)
∂xi
∀x ∈ K, ∀i, j ∈ {1, . . . , n}.
As shown by Yen and Phuong [9], the necessary and sufficient condition
for a point to be a Pareto solution (resp., weak Pareto solution) of a linear
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fractional vector optimization problem can be regarded as the condition for
that point to be a Pareto solution (resp., weak Pareto solution) of a skew-
symmetric affine vector variational inequality. The optimality conditions for
convex quadratic vector optimization problems can be treated as symmetric
monotone affine vector variational inequalities (see, e.g., [11]).
The topological structure of the solution sets of non-symmetric vector vari-
ational inequalities is richer and more interesting than that of symmetric mono-
tone vector variational inequalities.
5.1 Examples
Example 5.1 Consider the unconstrained bicriteria variational inequality prob-
lem (Q) := VVI(F,R2), where
F1(x) =
[
x31
x32 − 1
]
, F2(x) =
[
x31 − 1
x32
]
. (7)
Clearly, the Jacobian matrices of F1 and F2 are symmetric positive semidefinite
DF1(x) = DF2(x) =
[
3x21 0
0 3x22
]
.
Hence, each of F1, F2 is monotone on R
2. For each ξ ∈ ∆, where
∆ = {(ξ1, 1− ξ1) ∈ R2 : ξ1 ∈ [0, 1]},
x is a solution of VI(Fξ,R
2) if and only if x is a solution of the equation
ξ1F1(x) + (1 − ξ1)F2(x) = 0.
From (7), one has [
x31
x32
]
=
[
1− ξ1
ξ1
]
.
By the relation (1), the weak Pareto solution set is given by
Solw(Q) =
{(
3
√
1− ξ1, 3
√
ξ1
)
: ξ1 ∈ [0, 1]
}
.
Clearly, Solw(Q) is bounded. Theorem 4.2 asserts that this set is connected
and the domain of the basic multifunction coincides ∆.
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Solw(Q)
Figure 1: The weak Pareto solution set Solw(Q).
Since K = R2, according to Theorem 2.1, the Pareto solution set coincides
the proper Pareto solution set. This means that
Sol(Q) = Solpr(Q) =
{(
3
√
1− ξ1, 3
√
ξ1
)
: ξ1 ∈ (0, 1)
}
.
The set Sol(Q) is bounded. By applying Theorem 4.4, this set is connected.
Example 5.2 Consider the unconstrained bicriteria variational inequality prob-
lem (P) := VVI(F,R2), where
F1(x) =
[−x2 − 1
x31 − 1
]
, F2(x) =
[
x2 − 1
−x31 − 1
]
. (8)
The Jacobian matrices of F1 and F2 are non-symmetric positive semidefinite
DF1(x) =
[
0 −1
3x21 0
]
, DF2(x) =
[
0 1
−3x21 0
]
.
Hence, each of F1, F2 is monotone on R
2. For each ξ ∈ ∆, x is a solution of
VI(Fξ,R
2) if and only if x is a solution of the equation
ξ1F1(x) + (1 − ξ1)F2(x) = 0.
From (8), one has [
(1− 2ξ1)x2
(2ξ1 − 1)x31
]
=
[
1
1
]
.
It is easy to show that the basic multifunction of (P) given by
S(ξ1, 1− ξ1) =


(
1
3
√
2ξ1 − 1
,
−1
2ξ1 − 1
)
if ξ1 ∈
[
0,
1
2
)
∪
(
1
2
, 1
]
,
∅ if ξ1 = 1
2
.
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So, the weak Pareto solution set is determinated as
Solw(P) =
{(
1
3
√
2ξ1 − 1
,
−1
2ξ1 − 1
)
: ξ1 ∈
[
0,
1
2
)
∪
(
1
2
, 1
]}
.
Clearly, the weak Pareto solution set has two connected components. Accord-
ing to Theorem 4.1, each component of this set is unbounded.
−1.5 −1 −0.5 0.5 1 1.5
−2
2
x1
x2
x2 = −x31
Solw(P)
Figure 2: The weak Pareto solution set Solw(P).
Because the constraint set K equals Rn, Sol(P) coincides Solpr(P). Hence,
the Pareto solution set Sol(P) given by
Sol(P) =
{(
1
3
√
2ξ1 − 1
,
−1
2ξ1 − 1
)
: ξ1 ∈
[
0,
1
2
)
∪
(
1
2
, 1
]}
.
This set has two unbounded connected components.
5.2 Open questions
We have known that the weak Pareto solution set (or, the Pareto solution
set, the proper Pareto solution set) of a non-symmetric monotone vector vari-
ational inequality (see, e.g., Example 5.2) could be disconnected. Up to now, we
have never known a symmetric monotone vector variational inequality prob-
lem whose the weak Pareto solution set (or, the Pareto solution set, the proper
Pareto solution set) is disconnected in the literature.
We conclude this section by two open questions.
Question 5.1 Is it true that if the weak Pareto solution set (or, the Pareto
solution set, the proper Pareto solution set) of a symmetric monotone vector
variational inequality is nonempty then this set is connected, or not?
Question 5.2 Is it true that if the Pareto solution set of a monotone vector
variational inequality is disconnected then this set is unbounded, or not?
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