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Abstract
Necessary and sufficient conditions are obtained for an element in a ring to be a commu-
tator of idempotents. In the special case of finite-dimensional operators, it is shown that an
operator T is a commutator of a pair of idempotents if and only if T is similar to −T and the
Riesz part T1 of T corresponding to 12 i has the property that T
2
1 + 14 I has a square root. ©
2002 Elsevier Science Inc. All rights reserved.
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A (bounded linear) operator C is said to be the commutator of the operators A and
B if C = AB − BA. The operators on Hilbert space that arise as commutators have
been characterized by Brown and Pearcy [1] as the operators that are not the sum of
a compact operator and a non-zero scalar multiple of the identity.
One can ask which operators are commutators of operators of given forms. For
example, commutators of self-adjoint operators have been characterized [4], as have
commutators of a self-adjoint operator with an arbitrary operator [2].
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An idempotent operator is a bounded linear operator P on a Banach space satis-
fying P 2 = P . It has been shown [6] that a pair of idempotents is triangularizable
if their commutator is nilpotent. This suggested a question: which operators arise as
commutators of idempotents?
We first give a ring-theoretic characterization of commutators of idempotents. Let
R be a ring with the unit 1 in which the element 2 is invertible. An idempotent is any
element of R equal to its square.
Theorem 1. An element t ∈ R is a commutator of a pair of idempotents if and only
if there exist u ∈ R and s ∈ R such that u2 = 1, ut + tu = 0, us = su, st = ts and
s2 = t2 + 14 .
Proof. Assume that t = pq − qp for some idempotents p and q. Define u = 2p − 1.
Then u2 = 1 and ut + tu = 0. Setting
s = pqp − (1 − p)q(1 − p)− 12u,
direct (but long) computations show that us = su, st = ts and s2 = t2 + 14 .
Conversely, define an idempotent p by p = (1 + u)/2. Letting q = us + ut + 12
we have
pq − qp = pus + put − usp − utp = put + tup = pt + tp = t,
where we have used the easily checked relations pu = up = p and pt + tp = t . Also,
the element q is an idempotent, because
q2 = (us)2 + (ut)2 + 14 + usut + utus + us + ut
= s2 − t2 + 14 + st − ts + us + ut
= 12 + us + ut
= q.
This completes the proof. 
In the case of linear operators on vector spaces we conclude from Theorem 1
that a necessary condition for an operator T to be a commutator of a pair of idem-
potents is its similarity with −T . The following result covers a large class of such
operators.
Proposition 2. Let A be a linear operator on a vector space V, and let T be an
operator on V ⊕ V of the form
T =
[
A 0
0 −A
]
.
If there is a linear operator B on V such that A2 + 14I = B2 and AB = BA, then T
is the commutator of a pair of idempotents.
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Proof. Note first that[
A 0
0 −A
] [
I I
I −I
]
=
[
I I
I −I
] [
0 A
A 0
]
.
So it suffices to observe that[
0 A
A 0
]
is the commutator of
P =
[
I 0
0 0
]
and Q =
[ 1
2I − B A−A 12I + B
]
,
and that the latter is idempotent. 
Using the spectral theorem, Theorem 1 and Proposition 2, we derive a simple
characterization for normal operators on a Hilbert space.
Proposition 3. A normal operator T on a Hilbert space is a commutator of a pair
of idempotents if and only if it is (unitarily) similar to −T .
Proof. By Theorem 1, the condition is necessary. To prove the reverse implication,
let E be the spectral measure of the normal operator T, and let C1 = {z ∈ C : z /=
0, 0  arg z < } and C2 = {z ∈ C : z /= 0,   arg z < 2}. Then, with respect to
the decomposition RanE(C1)⊕ RanE(C2)⊕ RanE({0}) of the Hilbert space, the
matrix of T has the form A⊕ (−A)⊕ 0. Define
B =
∫
C1
√
λ2 + 14 dEλ,
where any measurable square root may be used. Applying Proposition 2 we conclude
that T is the commutator of a pair of idempotents. 
We now consider the finite-dimensional case. Given a matrix T and a scalar λ,
the restriction of T to the root space corresponding to λ is called the Riesz part of T
corresponding to λ. (If λ is not an eigenvalue of T, this root space is trivial.)
Proposition 4. Let T be an invertible n by n matrix that is a commutator of a pair
of idempotents. Then n is an even number, and there exist square matrices A and B
of size 12n such that AB = BA, A2 + 14I = B2 and T is similar to[
A 0
0 −A
]
.
Furthermore, the Riesz part T1 of T corresponding to 12 i has the property that T 21 +
1
4I has a square root commuting with T1.
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Proof. Let T = PQ−QP , where P and Q are idempotents. Replacing P by I − P
and/or Q by I −Q if necessary, we can assume that the ranks of P and Q are at most
1
2n. If n were odd, then we would conclude that the rank of T is at most n− 1, which
contradicts the invertibility of T. Hence n is even, and the ranks of P and Q must be
1
2n. We may assume that
P =
[
I 0
0 0
]
and Q =
[ 1
2I + B X−Y 12I − C
]
for some square matrices B,C,X and Y, where I is the identity matrix of size 12n.
Then
T =
[
0 X
Y 0
]
,
so that X and Y are invertible. From Q2 = Q we obtain BX = XC, YB = CY , B2 =
XY + 14 and C2 = YX + 14 . It follows that B(XY) = (XY)B. Then there is an invert-
ible matrix Z satisfying Z4 = XY and having the property that D(XY) = (XY)D for
some D implies DZ = ZD. Namely, since 0 is not in the spectrum of XY there is
an analytic function f, defined on some neighborhood U of the spectrum, such that
(f (z))4 = z for all z ∈ U . Then set Z = f (XY). Now define
V =
[
0 Z−1X
−Z 0
]
.
Then
VPV−1 =
[
0 0
0 I
]
and VQV−1 =
[ 1
2I − B Z2−Z2 12I + B
]
,
where we have used BX = XC and BZ = ZB. Setting A = −Z2, we have AB = BA,
A2 + 14 = B2 and T is similar to[
0 A
A 0
]
,
which is similar to[
A 0
0 −A
]
.
To prove the assertion about the Riesz part of T, write A as the direct sum of the Riesz
parts corresponding to different eigenvalues of A. Since A and B commute, by [5,
Corollary 0.14] B is a direct sum of matrices with respect to the same decomposition,
and each matrix in the direct sum commutes with the corresponding matrix in the
direct sum of A. We conclude that the Riesz part T1 of T corresponding to 12 i has the
property that T 21 + 14 has a square root commuting with T1. 
Proposition 5. Let a matrix T be a commutator of a pair of idempotents. Then T is
similar to −T and the Riesz part T1 of T corresponding to 12 i has the property that
T 21 + 14 has a square root commuting with T1.
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Proof. By Theorem 1, T is similar to −T . To show the rest, we use induction on the
dimension n of the underlying space. In view of Proposition 4, we may assume that
T is not invertible. Let T = PQ − QP, where P and Q are idempotents. We claim
that P and Q have a common non-trivial invariant subspace on which they commute.
We may assume that
P =
[
I 0
0 0
]
and Q =
[ 1
2I + B X−Y 12I − C
]
for some matrices B,C,X and Y satisfying BX = XC, YB = CY and two other rela-
tions. Since
T =
[
0 X
Y 0
]
is not invertible, at least one of X and Y has a non-zero kernel. If X has a non-zero
kernel K, then C leaves it invariant, since XC = BX. It follows that both P and Q
leave K invariant, and clearly they commute on K. Similarly, if Y has a non-zero
kernel, then B leaves it invariant, since YB = CY . Thus, it is a common invariant
subspace for P and Q on which they commute.
Now, decompose the space with respect to that invariant subspace and any of its
complements. Then
P =
[
P1 ∗
0 P2
]
and Q =
[
Q1 ∗
0 Q2
]
for some idempotent matrices P1, P2,Q1 and Q2. Since P1Q1 = Q1P1, we have
T =
[
0 ∗
0 P2Q2 −Q2P2
]
.
By the induction hypothesis, the Riesz part of P2Q2 −Q2P2 corresponding to 12 i
has the desired property. Thus this is true for the Riesz part of T corresponding to 12 i
as well. 
We now turn to sufficient conditions for a matrix to be a commutator of a pair of
idempotents.
Proposition 6. Every nilpotent matrix is the commutator of a pair of idempotents.
Proof. Assume first that the dimension n of the underlying space is even. By the
Jordan decomposition theorem, we may assume that the matrix A is a nilpotent Jor-
dan cell of size n. Applying a similarity by an appropriate permutation matrix, we
may assume that
A =
[
0 N
I 0
]
,
where I is the identity matrix of size 12n and N is a nilpotent Jordan cell of the same
size. Put
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P =
[
I 0
0 0
]
and Q =
[ 1
2I +X N−I 12I −X
]
with respect to the same decomposition. Then A = PQ − QP (for any matrix X).
Now Q is an idempotent if XN = NX and X2 = N + 14I . These equations have a
solution
X = 1
2
n/2−1∑
k=0
(
1/2
k
)
(4N)k.
Consider the case when n  3 is odd. We now seek idempotents P and Q in the form
P =

I0
0

[I R S] and Q =

0I
0

[−R I T ] ,
where I is the identity of size 12 (n− 1), R = iI +N with N the nilpotent Jordan cell
of the same size, and S and T are columns that we shall determine. Then
A = PQ − QP =

−R
2 R RT
R R2 RS
0 0 0

 .
We will show that A is nilpotent of index n for some S and T. Let
A0 =
[−R2 R
R R2
]
= R ·
[−R I
I R
]
.
We claim that An−10 = 0, but An−20 /= 0. For any positive integer k we have
A2k0 = R2k ·
[
(I + R2)k 0
0 (I + R2)k
]
and
A2k+10 = R2k+1 · (I + R2)k ·
[−R I
I R
]
.
Note that I + R2 = 2iN +N2 is similar to N, so the claim follows. Also, A is nil-
potent, so that An = 0. Since the upper-right (n− 1)× 1 corner of An−1 is equal
to
An−20 ·
[
RT
RS
]
,
we can choose S and T so that An−1 /= 0. This completes the proof. 
Proposition 7. Let T be an invertible matrix which is similar to−T . Assume that the
Riesz part T1 of T corresponding to 12 i has the property that T 21 + 14I has a square
root commuting with T1. Then T is the commutator of a pair of idempotents.
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Proof. Since T is similar to −T , we can write T in the form
T =
[
A 0
0 −A
]
for some A with spectrum contained in the set {z ∈ C : 0  arg z < }. Now put A
into its Jordan canonical form. By the hypothesis, the Riesz part A1 of A correspond-
ing to 12 i has the property that A
2
1 + 14I has a square root B1 commuting with A1.
The remaining part A2 of A has the property that A22 + 14I is invertible, so it has
a square root B2 commuting with A2. [To see this, note that, since 0 is not in the
spectrum of A22 + 14I , there is an analytic function (and therefore a polynomial) f,
defined on some neighborhood of the spectrum, such that (f (z))2 = z for all z in
that neighborhood. Then B2 = f (A22 + 14I ) suffices.] Now, the direct sum B of B1
and B2 satisfies the equations A2 + 14I = B2 and AB = BA, so Proposition 2 can be
applied to complete the proof. 
We are now in a position to state and prove our main finite-dimensional result.
Theorem 8. A matrix T is a commutator of a pair of idempotents if and only if T is
similar to −T and the Riesz part T1 of T corresponding to 12 i has the property that
T 21 + 14I has a square root.
Proof. The condition is necessary by Proposition 5. Since every matrix is a direct
sum of a nilpotent matrix and an invertible matrix, Propositions 6 and 7 imply that
it suffices to show that T 21 + 14I has a square root that commutes with T1. Let T1
have Jordan blocks of sizes m1  m2  m3  · · ·  mp. By [3, Theorem 6.4.12],
the nilpotent matrix T 21 + 14I has a square root if and only if mj −mj+1  1 for
every odd positive integer j  p, where it is understood that mp+1 = 0. So, we may
assume that
T1 =
[ 1
2 iIk +Nk 0
0 12 iIl +Nl
]
,
where 0  k − l  1, Ij is the identity matrix of size j, and Nj is a nilpotent Jordan
cell of size j. Define
B =
[
0 iNk +N2k
Ik 0
]
if k = l, and
B =

0 0 iIl +Nl0 0 0
0 Il 0


if k = l + 1. (See an example below in case l = 2.) It can be verified that T 21 + 14I =
B2 and T1B = BT1 in both cases. This completes the proof. 
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We have seen in the proof above that the condition on the Riesz part T1 depends
only on the Jordan structure of T1. Namely, if T1 has Jordan blocks of sizes m1 
m2  m3  · · ·  mp, then the nilpotent matrix T 21 + 14I has a square root if and
only if mj −mj+1  1 for every odd positive integer j  p, where it is understood
that mp+1 = 0.
An immediate consequence of Theorem 8 is the following corollary.
Corollary 9. Let T be a matrix such that either 12 i is not an eigenvalue of T or is
a simple root of the minimal polynomial of T. Then T is a commutator of a pair of
idempotents if and only if T is similar to −T .
We conclude the paper by giving two examples.
Example 10. Let
A =
[ 1
2 i 1
0 12 i
]
and T = A⊕ (−A). Then the matrix T is similar to −T , but the Riesz part A of T
corresponding to 12 i has the property that A
2 + 14I does not have a square root. By
Theorem 8, T is not a commutator of a pair of idempotents.
Example 11. Let
A =


1
2 i 1 0 0 0
0 12 i 1 0 0
0 0 12 i 0 0
0 0 0 12 i 1
0 0 0 0 12 i


and T = A⊕ (−A). Setting
B =


0 0 0 i 1
0 0 0 0 i
0 0 0 0 0
0 1 0 0 0
0 0 1 0 0

 ,
one can verify that A2 + 14I = B2 and AB = BA. Then T is the commutator of a pair
of idempotents by Proposition 2. Moreover, from the proof of Proposition 2 one can
see how to get the corresponding idempotents.
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