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Abstract
Understanding of basin-scale crater formation is limited; only a few examples
of basin-scale craters exist and these are difficult to access. The approach
adopted in this research was to numerically model basin-scale impacts with
the aim of understanding the basin-forming process and basin structure.
Research was divided into: (1) investigating early stage formation processes
(impactor survivability), (2) investigating later stage formation processes
(excavation and modification) and basin structure, and (3) constraining an
impact scenario for the largest lunar crater, the South Pole-Aitken Basin.
Various impact parameters were investigated, quantifying their effect on the
basin-forming process.
Simulations showed impactor survivability, the fraction of impactor re-
maining solid during the impact process, greatly increased if the impactor
was prolate in shape (vertical length > horizontal length) rather than spher-
ical. Low (.15 km/s) impact velocities and low impact angles (.30◦) also
noticeably increased survivability.
Lunar basin-scale simulations removed a significant volume of crustal ma-
terial during impact, producing thinner post-impact crustal layers than those
suggested by gravity-derived basin data. Most simulations formed large, pre-
dominantly mantle, melt pools; inclusion of a steep target thermal gradient
and high internal temperatures greatly influenced melt volume production.
Differences in crustal thickness between simulations and gravity-derived data
could be accounted for by differentiation of the voluminous impact-generated
melt pools, predicted by the simulations, into new crustal layers. Assuming
differentiation occurs, simulation results were used to predict features such as
transient crater size for a suite of lunar basins and tentatively suggest lunar
thermal conditions during the basin-forming epoch. Additional simulations
concerned the formation of the South Pole-Aitken Basin. By constraining
simulation results to geochemical and gravity-derived basin data, a best-fit
impact scenario for the South Pole-Aitken Basin was found.
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Impact cratering is a fundamental and complex geological process with its
effects seen throughout the Solar System. The formation of the Moon (Hart-
mann & Davis, 1975), the possible transfer of life between planetary bodies
(e.g. Chyba et al., 1994) and terrestrial mass extinctions (e.g. Alvarez et al.,
1980) have all been linked with impact events, making impact cratering an
important process to understand.
Earth-based field studies as well as experiments and numerical modelling
have all aided the understanding of impact crater formation. However the
crater-forming process for the largest-scale craters, known as basins, remains
poorly understood. Only three terrestrial impact craters (Vredefort, Sud-
bury, and Chicxulub) are thought to be basins, while other basins within
the Solar System can only be studied remotely. Laboratory experiments are
not suitable for basin-scale impact investigations as (1) the extreme tem-
peratures and pressures produced in basin-forming impacts cannot be easily
reproduced in the laboratory (preventing investigation of shock melting and
vaporisation), (2) laboratory impact velocities are .8 km/s, restricting their
operating range (though impacts onto, for example, the Moon can be as
low as 2.4 km/s, typical impact velocities on the Moon, and Earth, are ∼17
km/s) and (3) experiments cannot easily be extrapolated to basin-scale cra-
tering events as planetary gravity plays a dominant role in the latter stages
of basin-scale crater formation. Larger-scale experiments such as (nuclear)
explosions are a useful analogue but only for impacts at the kilometre-scale.
Numerical models on the other hand can test a multitude of impact param-
eters, which can be varied with ease, making numerical modelling the only
viable method for investigating basin-scale impacts.
The aim of this thesis is therefore to better understand the basin-forming
impact process using numerical modelling. This aim can be subdivided into
1
Chapter 1. Introduction 2
three parts: (1) understanding the ‘survivability’ of the impactor, (2) under-
standing basin structure during and following formation, and (3) constrain-
ing an impact scenario for a specific basin, namely the largest lunar impact
crater, the South Pole-Aitken Basin. The thesis is divided into the following
chapters:
Chapter 2 summarises the literature providing a general overview of im-
pact cratering to prepare the reader for the main body of the thesis. Sections
outlining crater morphology, crater formation, scaling laws and the physics
of shock events are included. Some sections are elaborated on at appropriate
points within the remainder of the thesis.
Chapter 3 summarises the numerical model used in this thesis, iSALE,
to simulate basin-forming impacts and outlines the components needed to
successfully model an impact event numerically. Following this are three
chapters investigating specific facets of basin-scale crater formation; these
three chapters contain the novel work undertaken to produce this thesis.
In Chapter 4 I use the iSALE hydrocode to numerically model the initial
stage of crater formation. I vary impact parameters such as impact velocity,
impact angle and impactor shape, quantifying their effect on the ‘survivabil-
ity’ of the impactor - the amount of impactor that remains solid during the
initial stages of crater formation; initial results of this work are presented in
Potter et al. (2009). This chapter begins with a review of asteroid (impactor)
survivability, including previous experimental and numerical modelling re-
sults; specific numerical modelling requirements for investigating impactor
survivability are also presented. The results of my parameter study and a
comparison to previous experimental and numerical impactor survivability
studies follows. Using my numerical results, I suggest a number of impact
scenarios explaining the presence of a significant amount of meteoritic ma-
terial within the Morokweng Crater, South Africa.
In Chapter 5 I use the iSALE hydrocode to numerically model the (com-
plete) crater-forming process for basin-scale craters forming on the Moon. I
chose to numerically model lunar basin-scale impacts due to the many lu-
nar observational and gravity-derived datasets available for comparison with
my simulations. The initial findings of this study are presented in Potter
et al. (2011b). This chapter begins with an in-depth literature review of
basins and also contains specific modelling requirements for basin-scale im-
pacts; included are details on how I calculated suitable material strength and
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thermal parameters to represent the lunar crust and mantle. I vary impact
parameters such as impactor size, impactor velocity and target thermal con-
ditions, quantifying their effect on basin formation and the ultimate basin
structure; this is presented in the results section. By deriving relationships
between features of the simulated basins, I estimate a number of basin fea-
tures, such as transient crater diameter, for a suite of lunar basins. Using
these estimations and comparisons to observed basin data I discuss whether
any of the target thermal conditions I investigated are suitable analogues for
lunar thermal conditions during the lunar basin-forming epoch.
In Chapter 6 I use the iSALE hydrocode to numerically model the forma-
tion of a specific basin; South Pole-Aitken Basin - the largest lunar impact
crater. This chapter begins with a review of the South Pole-Aitken Basin
and also includes model specific requirements. As with the work carried out
in Chapter 5, I vary a number of impact parameters including target ther-
mal conditions and impactor size, quantifying their effect on basin structure;
this is presented in the results section. By constraining my simulation results
with observed basin data, I decide upon a best-fit impact scenario for the
South Pole-Aitken Basin-forming impact. The initial results of this work are
presented in Potter et al. (2010); a paper outlining the final results has been
submitted for publication (Potter et al., 2011a).
Chapter 7 summarises the thesis, restating the motivation and aims, and
concisely presents the conclusions from Chapters 4, 5 and 6. Finally, I note




2.1 Evidence of impact structures
Compared to the Moon (over 5000 craters larger than 20 km in diameter
identified, Head et al., 2010, Figure 2.1), the Earth contains far fewer ex-
amples of impact structures (182 impact structures of all sizes, Planetary
Space Science Centre, 2011, Figure 2.2). Due to its larger size and greater
gravitational attraction, the Earth should possess a greater number of impact
structures per unit area than the Moon; the terrestrial crater record does not
reflect the true number of impact events on Earth. Processes such as plate
tectonics and erosion gradually remove evidence of impact structures over
time, whilst Earth’s atmosphere can break up and vaporise small asteroids
preventing their impact. The prevalence of water on Earth’s surface (∼67%)
further limits evidence of cratering as water column depth can prevent crater
formation on the ocean bed.
2.2 Crater morphology
Impact craters follow a morphologic progression as crater size increases.
They can be divided into three distinct groups: simple craters, complex
craters and multi-ring basins (Figure 2.3). The type of crater produced in
an impact is dependent upon the size, density and velocity of the impactor
as well as the strength and gravitational field of the target.
4
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Figure 2.1: The distribution of lunar impact craters >20 km in diameter (after
Head et al., 2010).
Figure 2.2: The distribution of all verified terrestrial impact craters
(http://www.passc.net/EarthImpactDatabase/Worldmap.html) [accessed 15
November 2011].
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(a) (b)
(c) (d)
Figure 2.3: Progression of increasing crater sizes on the Moon: (a) Moltke, a 7 km
diameter simple crater (AS10-29-4324), (b) Euler, a 28 km diameter central-peak
complex crater (AS17-2923), (c) Schrödinger, a 320 km diameter peak-ring crater
(mosaic of Clementine images processed by Ben Bussey, LPI), (d) Orientale, a 930
km diameter multi-ring basin (Arizona State University geometry test).
2.2.1 Simple craters
Simple craters are the most basic crater form. They are typified by a smooth,
bowl shape profile with a slope angle of <25-30◦ and a depth-to-diameter
ratio of 1:3–1:5 (Melosh, 1989; Melosh & Ivanov, 1999). The crater rim is
elevated above the original surface topography by 4% of the crater diameter
(Melosh, 1989) due to stratigraphic uplift and ejecta deposition. Fractured
and melted target rock, which has fallen off the crater walls, creates a breccia
lens inside the crater which overlays fractured country rock (Figure 2.4).
Simple craters begin to transition to complex craters at a size which appears
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Figure 2.4: A cross section through a simple crater (Image credit:
French/Kring/LPI/UA).
Figure 2.5: The simple to complex crater transition diameter for the Earth, Moon,
Mercury, and Mars (data from Pike (1988), after Melosh, 1989).
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proportional to 1/g, where g is gravity (Figure 2.5); the lower the planetary
surface gravity, the higher (despite the large uncertainties) the transition
diameter. On Earth the transition diameter is between 2 and 4 km, on Mars
5-10 km and on the Moon 15-20 km Pike (1988). The slight range in the
transition diameters suggests relative changes in target strength over the
body have some influence on crater formation. For example, on the Earth,
the simple-to-complex transition diameter is ∼2 km in sedimentary targets
and ∼4 km in crystalline targets (Grieve, 1987); on the Moon Cintala et al.
(1977) found central peak craters began at smaller diameters in mare units
than in highland units.
2.2.2 Complex craters: Central-peak and peak-ring
Central-peak craters, which form above the simple to complex transition di-
ameter, are characterised by a dome protruding from the centre of the crater,
the central peak. Surrounding the central peak is an area of relatively flat
topography produced by breccia infill of a depression between the central
peak and crater rim. Marginal collapse zones (terraces) are evident on the
crater wall, where unstable material from the crater rim has collapsed to-
wards the crater’s interior (Figure 2.6). A topographically high rim again
defines the edge of the impact structure.
Peak-ring craters are larger in diameter than central-peak craters, be-
ginning at a diameter of ∼25 km on Earth and ∼140 km on the Moon.
In these larger structures the central dome is replaced by a ring of raised
massifs (the peak ring). On the Moon this peak ring has a diameter ap-
proximately half that of the crater rim. Both the central peak and peak ring
contain originally deep-seated material brought to the surface through crater
collapse. The transition between central-peak and peak-ring craters is also
proportional to 1/g (Melosh, 1989).
2.2.3 Multi-ring basins
Multi-ring basins (sometimes referred to as basins) are the largest form of
impact structure. These basins (mostly based on observations of large im-
pact structures on the Moon) typically possess at least one asymmetric,
inward facing scarp ring known as an outer ring (complex craters do not
possess these outer rings) outside the crater rim. Within the main crater
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Figure 2.6: A cross-section through a central-peak complex crater (Image credit:
French/Kring/LPI/UA).
rim, basin structure can resemble a peak-ring crater, though basins appear
to lack the terrace structures of complex craters; these are likely covered
by ejecta (Urrutia-Fucugauchi & Perez-Cruz, 2009) (Figure 2.7). Statistical
analysis of the distribution of these outer rings on lunar multi-ring basins
suggest they are spaced apart by a factor of
√
2 (Baldwin, 1963; Hartmann
& Wood, 1971), though the validity of this geometric spacing remains un-
clear. A number of theories have been put forward to explain the formation
of lunar multi-ring basins and their outer rings, however no consensus has
been reached. Lunar multi-ring basins are further discussed in Chapter 5.
There is also a variant of the multi-ring basin described above known as
Valhalla-type basins. These basins (based on the 4000 km Valhalla impact
structure on Callisto) possess hundreds of asymmetric rings outside their
crater rim. However some of the rings in this type of basin appear to face
outward in contrast to the lunar-type basins described above. Only a few ex-
amples of Valhalla-type basins have been found (on Ganymede and Callisto)
(Melosh, 1989); little is known about them.
Tens of lunar-type multi-ring basins have been identified on the Moon
(these have diameters upwards of 300 km); no impact structures on Earth
have been confirmed as multi-ring basins (either lunar or Valhalla-type) how-
ever Vredefort, Sudbury and Chicxulub are possible candidate basins. Unlike
simple-to-complex and central peak-to-peak ring, the size transition from
peak-craters to multi-ring basins do not appear to be proportional to 1/g,
suggesting the rheological conditions of the target are important for their
formation (Melosh, 1989).
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Figure 2.7: Cross-section through a multi-ring basin (adapted from Kring/LPI
Classroom Illustrations).
2.3 Crater formation
Impact cratering is a continuous process, however it can be separated into
three stages: contact and compression, excavation, and modification. Figure
2.10 illustrates the crater-forming process for a central-peak complex crater.
All impact cratering events, regardless of magnitude, will experience these
three stages (though the intricacies of these stages can vary depending on
scale). The process outlined below is idealised for vertical impacts onto an
airless body (no atmospheric drag). However, Gilbert (1893), with conse-
quent additions by Shoemaker (1962), showed the most likely angle of impact
for an asteroid is 45◦ with respect to the horizontal. This makes a steep angle
impact (80-90◦) as statistically (un)likely as a shallow angle impact (0-10◦).
2.3.1 Contact and compression
Impact begins on contact between the impactor’s leading edge and the target
surface. This results in rapid deceleration and compression of the impactor as
well as the creation of two shock waves. One shock travels down through the
target, the other up through the impactor. At the rear of the impactor, the
shock wave is reflected and travels back down the impactor as a release wave.
The contact and compression stage ends once the reflected wave reaches the
impactor-target boundary.
The duration of the contact and compression stage is dependent on the
size of the impactor and the velocity of the shock and its subsequent release
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Figure 2.8: Formation sequence for a central peak complex (after French, 1998).
(a) Material is initially excavated from the expanding transient cavity (b) uplift of
the crater floor commences prior to cessation of excavation in a lateral direction
and (c) creates a central uplift (d) under modification, the walls of the transient
crater collapse forming marginal collapse zones. A layer of melt, lies between the
collapse zones and the central uplift.
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wave in the impactor. The time taken for the shock wave to reach the rear
of the impactor will be equal to the diameter of the impactor divided by
the shock velocity. The release wave, as it travels through a compressed
medium will have a higher velocity than the initial shock. If the target and
impactor have the same density, then the particle velocity behind the shock
is approximately half the impact velocity; experiments show shock velocity
can be approximated by twice the particle velocity (see Section 2.5). The
total time for the contact and compression stage is therefore approximately
equal to two times the impactor diameter divided by its impact velocity.
Therefore, at 10 km/s, the contact and compression stage will be ∼ 0.1 s
for an impactor 500 m in diameter; 2 s for an impactor 10 km in diameter
and 10 s for an impactor 50 km in diameter. For further details about the
contact and compression stage see Section 4.2.1.
2.3.2 Excavation
Excavation is the next stage, determining the volume and depth of material
removed (excavated) from the impact site. As the shock and release wave
move into the target a residual particle velocity is imparted into the tar-
get material driving it away from the impact point. Material moves along
streamlines away from the impact point forming a bowl-shaped transient cav-
ity. Material driven ballistically upwards and out of this growing transient
cavity is referred to as excavated material. In simple crater formation, once
the extent of excavation ceases in all directions the cavity is at its greatest
volume and referred to as the transient crater. However, numerical models
(Turtle et al., 2005) have shown excavation does not cease contemporane-
ously in all directions for complex crater-forming impacts; crater collapse (in
the form of crater floor uplift) begins prior to the cavity reaching its max-
imum lateral extent of excavation. The transient cavity in a basin-forming
impact will therefore never take the form of a paraboloid of revolution with
a 1:3 depth-to-diameter ratio - the case for a simple crater.
The excavation of material is retarded by the cohesive strength of the
target, dry friction, and gravity. In large-scale (complex crater and basin-
forming) impacts, gravity is the most important factor; crater growth will
cease when the impact energy can no longer overcome the weight of the
material (which is dependent on gravity). Therefore in a weaker gravity field,
an impact of a given energy will produce a large transient crater compared to
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Figure 2.9: The transient cavity, highlighting the excavated (hatched zone) and
displaced material. Material moves along streamlines (the dotted lines), with ex-
cavated and displaced material separated by the hinge streamline (after French,
1998).
the same impact in a stronger gravity field; hence why the simple craters are
much larger on the Moon (up to ∼15-20 km) than on the Earth (2-4 km) as
the greater gravity field of Earth overcomes the impact energy sooner than
the equivalent impact on the Moon.
The transient crater is an ephemeral feature, it cannot be directly sam-
pled, and so must be estimated. Computations and experiments suggest
material found to a depth equal to approximately one third of the transient
crater’s depth or one tenth of the transient crater’s diameter (Melosh, 1989)
is excavated; this depth-to-diameter ratio is thought to remain approximately
constant, regardless of crater size (Croft, 1985) and despite the difficulties
in estimating the transient crater for complex craters (Turtle et al., 2005).
Below the excavation depth material remains subterranean and is driven
downward and outward. These two flow regimes are separated by the hinge
streamline (Figure 2.9). This flow of (particle) material is described by the
Z-model (Maxwell & Seifert, 1974; Maxwell, 1977), which is based on numer-
ical simulations of high energy explosions, however Croft (1980) showed this
model could be applied to the excavation of material during high velocity
impact cratering events. There is one piece of primary geological evidence
that does relate directly to the transient crater; the hinge of the overturned
flap. However, this is destroyed during the modification stage of complex
crater formation.
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The transient crater is a popular and important concept in crater forma-
tion. Numerical and laboratory experiments have shown (for small craters)
transient crater volume and diameter can be used to predict (with reason-
able accuracy) the energy and momentum of the impact (Holsapple, 1982;
Schmidt & Housen, 1987), the volume of impact melt (Grieve & Cintala,
1992) and the maximum depth and volume of excavated material, using
simple scaling laws. Formation of the transient crater marks the end of the
excavation stage; if the growth of the crater is halted purely by gravity, the
timescale of excavation can be approximated by
√
(Hf/g), where Hf is the
depth of the transient cavity and g is gravity. For a lunar multi-ring basin
whose transient crater reaches a depth of 300 km, the excavation time is ap-
proximately 6-7 minutes; for a lunar crater just above the simple-to-complex
transition this would be . 1 minute.
2.3.3 Modification
The final stage of the impact cratering process is modification. Depending
on the scale of the impact, target strength or gravity will dominant the
modification processes which alter crater morphology.
For simple craters modification begins on formation of the transient
crater, and simply involves the collapse of unstable material on the crater
rim in towards the crater centre. Simple craters will form when strength is
the dominating factor; the transient crater is stable in the gravity regime,
hence why only fractured and weakened rock on the walls of the crater will
are affected by modification.
In large-scale (complex crater and basin) impacts however, modification
involves uplift of the crater floor; this can begin whilst the crater cavity con-
tinues to widen and therefore begins prior to the cessation of excavation in all
directions. Transient craters collapse to form complex craters (rather than
simple craters) is due to some definitive strength threshold being exceeded
beneath the crater whereby gravity becomes the dominant force. A rough
estimation of the strength threshold, S, is given by Wünnemann & Ivanov
(2003) as S = Y/ρgh, where Y is the planetary material strength; ρ, target
density, g, gravity and h transient crater depth represent the overburden
pressure at maximum transient crater depth. Wünnemann & Ivanov (2003)
suggest if S > 0.25 strength will dominate and simple craters will form,
whilst if S < 0.25, gravity will dominate and complex craters will form. For
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(a) (b)
Figure 2.10: Formation sequence for a (a) complex central-peak and (b) peak-ring
crater. Crater floor uplift begins prior to the maximum lateral extent of excavation.
In central-peak craters, the uplift ‘freezes’ in place, whilst in peak-ring craters the
uplift rises high above the pre-impact surface and collapses back into the target
forming a ring structure (adapted from Melosh, 1989). Formation of multi-ring
basins is thought to be broadly similar to that of peak-ring craters, with an addi-
tional mechanism forming the outer rings. Yellow represents impact melt; purple
represents ejecta.
.
a 15 km lunar crater, the pressure below the crater, approximated by 1/4ρgh
Melosh (1989), would be ∼10 MPa, far less than the yield strength of most
rocks which is 100 MPa on a planetary-scale. Due to the presence of central
peaks and peak rings in craters above ∼15 km on the Moon, this suggests
some temporary weakening of target material must occur; one such mecha-
nism is acoustic fluidisation (Section 3.2.2, Melosh, 1979). Once the strength
threshold is exceeded in complex crater formation, the crater floor begins to
rise up (Figure 2.10) to form a central peak, and therefore, central-peak
craters. The observation that central peak heights stop increasing for lunar
craters >80 km diameter where they remain a constant height before becom-
ing absent from craters & 140 km (which exhibit peak rings) suggests larger
central peaks collapse to form peak rings Melosh (1989). The mechanics of
this uplift and collapse are not fully understood, though the target material
is thought to behave in a fluid-like manner (see Section 3.2.2). Depending
on the magnitude of impact, this stage can last minutes to hours and be
thought of as ending when motion ceases entirely.
The formation process is fairly well understood for simple craters, less
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so for complex craters, whilst multi-ring basin formation is poorly under-
stood and much debated. The proposed formation mechanism for complex
craters cannot be used to explain the morphology of multi-ring basins, as the
complex crater mechanism only explains morphologic features formed by the
collapse of the transient crater; all major morphologic features are therefore
found within the edge of the collapsed transient crater - the crater rim. The
complex crater formation theory therefore does not account for any struc-
tures forming outside of this final crater rim, such as the outer rings seen in
multi-ring basins. Possible formation mechanisms explaining the outer rings
of multi-ring basins is discussed in Section 5.2.2.
2.4 Scaling laws
As mentioned in Chapter 1, laboratory experiments and kilometre-size explo-
sion tests, whilst useful, cannot re-create the conditions of basin-scale impact
events. Extrapolating laboratory experiments up to the size of basin-scale
events is not trivial as crater size is dependent on many factors (impactor
size, velocity, angle, composition, target composition, planetary gravity).
The most recent approach to bridging the gap between laboratory-scale ex-
periments and large-scale impact events is pi-scaling (see Holsapple, 1993)
where physically relevant impact parameters are incorporated into a number
of dimensionless parameters. The non-dimensional nature of these parame-
ters allows the relevant importance of individual parameters to be evaluated.
Pi-scaling can provide an estimate for a crater’s transient crater diameter,
Dtc, using a number of impact parameters:
Dtc = f(vi,m, g, ρi, ρt, Y ) (2.1)
where vi is impact velocity, m is impactor mass, g is planetary gravity,
ρi and ρt are the impactor and target densities respectively and Y is target
strength. These physical parameters can all be expressed in terms of base




















Equation 2.2 is a measure of the crater size, approximately equal to the
ratio of crater and impactor diameter; Equation 2.3 represents the gravity-
scaled impact size (L is the impactor diameter); Equation 2.4 is a measure
of target strength; Equation 2.5 is the ratio of target and impactor density.
Equation 2.1 can therefore be rewritten as
Dtc = f
′(Π2,Π3,Π4) (2.6)
If target and impactor density are similar, then Equation 2.5 ≈ 1, and
the important parameters become Π2 and Π3. Depending on the size of
the impact one of these will dominate over the other. The strength y for
small samples of competent geological rocks, such as those used in laboratory
experiments, can be >> 100 MPa. However, on a much larger planetary-
scale, the presence of faults, for example, lower the yield strength of the
target to values . 100 MPa. Therefore, when the impactor is small (1 m in
diameter for a terrestrial impact) the target strength is large compared to the
lithostatic pressure; lithostatic pressure can therefore be ignored. However,
at larger-scales (such as 1 km diameter terrestrial impactors), the strength
of the target is low compared to the lithostatic pressure and thus planetary
surface gravity dominates. This means in the strength regime, the volume
of the crater increases linearly with impactor volume and mass, whilst in
the gravity dominated regime, crater volume is not proportional to impactor
volume or mass. The change in regime dominance can be approximated by
Y = ρga, where a is the impactor radius (Figure 2.11).
Consequently, in large-scale impacts (complex craters and basins) plan-
etary surface gravity will dominant over the target strength; Equation 2.4
can be ignored and the function in Equation 2.1 becomes
ΠD = f
′′(Π2) (2.7)
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Experimental investigation (e.g. Schmidt & Housen, 1987) has shown ΠD
and Π2 produce a power law relationship
ΠD = CDΠ2
−β (2.8)
where CD and β are material dependent constants. A similar relationship





which is the ratio of mass displaced and projectile mass; the cratering
efficiency. In the gravity regime, this can also be expressed as a power law
ΠV = CV Π2
−γ (2.10)
where CV and γ are material dependent constants.
Two impacts are therefore similar if they have the same values for the ar-
guments in Equation 2.6 even though the impacts may differ greatly in veloc-
ity, size or another impact parameter. Validation of this non-dimensionalisation
procedure using experiments has shown ‘similar’ sets of impacts do result in
the same scaled transient crater diameter (Melosh, 1989). As stated above
pi-scaling can only be used to estimate the transient crater size, other scaling
laws (e.g. Croft, 1985) are required to link transient crater size to the final
crater size.
However, the applicability of these scaling laws to predict features of
basin-sized impacts is unclear. This is because laboratory experiments mainly
act in the strength regime and therefore produce simple craters. As men-
tioned previously, the structures of complex craters suggests some kind of
strength threshold must be exceeded for complex craters to form. The 1/g
dependence on the simple-to-complex and central-peak-to-peak-ring transi-
tion on various planetary bodies suggests gravity is a dominant factor in
crater formation above a critical size. As experiments in the laboratory are
limited in the size of impacts that can be carried out (impactors of usu-
ally only a few millimetres in size can be used), the greater effect of gravity
over strength is not achieved. As noted above, observational evidence sug-
gests multi-ring basins do not follow a 1/g dependence and that rheological
conditions may play a major role in the formation of this scale of impact.
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Figure 2.11: The relationship between strength (dotted lines) and gravity (solid
line) scaling for impacts (adapted from Holsapple, 1993). The strength and gravity
regime are approximately divided by the point at which target strength, Y is equal
to ρga, where ρ is impactor density, g is gravity, and a is the impactor radius.
Between each regime is a transition zone (dashed line), the location of this is de-
pendent on the velocity of the impact and the strength of the target material. For
definitions of cratering efficiency and gravity-scaled size see Equations 2.9 and 2.3,
respectively.
Experiments cannot produce large quantities of melt which are associated
with complex and multi-ring basins (melt sheets have been observed in a
number of complex craters and multi-ring basins). Therefore, the applica-
bility of scaling laws for multi-ring basins is not clear, as multi-ring basins
appear to be controlled by additional factors to those of complex craters
(which themselves cannot be reproduce effectively in experiments), and that
experiments cannot reproduce the melt volumes associated with large-scale
impacts, which could also affect their formation and ultimate structure.
2.5 Shock wave physics
An impact event creates (two) shock waves and can therefore be modelled
as a shock event. A shock is an irreversible non-linear supersonic wave,
characterised by an abrupt change across the shock front of the properties of
the media through which it propagates. The following is summarised from
Melosh (1989) which provides a thorough overview of shock wave physics.
The fundamental equations governing shocks were formulated by Hugo-
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Figure 2.12: Properties of a medium undergoing shock. U and up are the shock
and particle velocities, ρo and ρ are the uncompressed and compressed densities,
Po and P are the uncompressed and compressed pressures, and Eo and E are
the uncompressed and compressed specific internal energies (adapted from Melosh,
1989).
niot (1887)
ρ(U − u) = ρoU (2.11)
P − Po = ρouU (2.12)
E − Eo = (P + Po)(Vo − V )/2 (2.13)
where ρo and ρ are the uncompressed and compressed densities, U and
u are the shock and particle velocities, Vo and V are the uncompressed and
compressed specific volumes (1/density), Po and P are the uncompressed and
compressed pressures, and Eo and E are the uncompressed and compressed
specific internal energies. These three equations, known as the Hugoniot
equations describe the conservation of mass (Equation 2.11), momentum
(Equation 2.12) and energy (Equation 2.13) across a shock (Figure 2.12).
The shock elevates the medium’s properties (density, pressure, particle veloc-
ity, internal energy etc.) to higher states, with this abrupt change normally
represented mathematically as a discontinuous jump.
To fully describe the state of a material following a shock event, another
equation is required; this is the equation of state (EOS), which relates scalar
pressure to specific volume and internal energy. Each material has its own
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Figure 2.13: P-V (pressure-volume) plot demonstrating the change in volume and
pressure for the shocking of both a non-porous and porous material. The material
is instantaneously shocked to its shock state, marked by the star (coordinates (VS ,
PS)), along its respective Rayleigh line. The Hugoniot curves represent a locus of
individual shock events. Release from shock compression occurs via the release adi-
abat, which can be approximately estimated by the non-porous material Hugoniot
curve for both a non-porous and porous material (adapted from Melosh, 1989).
unique equation of state, with data gathered from numerous experimental
investigations. See Section 3.2.1 for a more in-depth discussion of equations
of state.
One way to visualise a material’s response to a shock is by plotting its
Hugoniot curve on a pressure-volume (P-V) plot (Figure 2.13). The Hugo-
niot curve does not represent a continuous thermodynamic path, instead it
represents a locus of individual shock events. The shape of the Hugoniot
curve is dependent upon factors including the material type, porosity and
initial temperature. The passage of a shock elevates the material to a specific
pressure on the Hugoniot. The jump to the shocked state is represented by a
straight line, known as the Rayleigh line, which originates at the material’s
initial volume and pressure. The amount of work done to shock a material
to a given pressure is equal to the area of the triangle bounded by its initial
specific volume, its shocked specific volume, and its peak shock pressure (for
a non-porous material this is represented by V0, VS , and the star in Figure
2.13).
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The material will remain in the shocked state for a finite amount of time,
before a rarefaction (release) wave propagates through the medium releas-
ing it from its shocked state. The rarefaction waves develop at free surfaces
(in the case of impacts, for example, the rear of the impactor) and material
interfaces. The rarefaction usually passes through the shocked material at
a velocity greater than the initial shock as it travels through a compressed
state. A rarefaction wave, as with the shock, conserves mass, momentum
and energy, but also entropy, making release an isentropic process (i.e. re-
versible). The release adiabat is a thermodynamic path that gradually re-
leases the material from the shocked state and can be roughly approximated
by the Hugoniot curve (though the two have very different physical interpre-
tations), assuming no phase changes occur. The amount of mechanical work
done in releasing the material from its shocked state is equal to the area
bounded by the Hugoniot and its shocked specific volume (for a non-porous
material this is the area bounded by the non-porous Hugoniot and the co-
ordinates (V0,P0), (VS ,P0), and (VS ,PS) in Figure 2.13). Some shock energy
remains in the material as heat; this ‘waste’ energy is equal to the area
bounded by the material’s Hugoniot and the Rayleigh line (for a non-porous
material this is the area between the non-porous Hugoniot and non-porous
Rayleigh line in Figure 2.13).
Figure 2.13 also highlights how a porous material is affected by a shock.
For a given mass, a porous material will have a greater initial volume (V00)
compared to a non-porous impactor and will therefore require a greater
amount of energy to be shocked to the same pressure. This is intuitive,
as energy will be required to crush out the pore spaces in the porous mate-
rial. Due to the compaction of pore spaces, the initially porous impactor will
be released from high pressure along a similar adiabat to a non-porous ma-
terial. This results in greater heating of the porous material as more waste
energy (heat) is deposited in the material following the shock compared to
an initially non-porous material. Therefore, for a porous material to have
the same post-shock temperature as a non-porous material, a lower critical
shock pressure is required.
As the shock wave moves through the target it expands and weakens
as its energy is spread over a greater volume of material and because of
irreversible energy losses (due to the irreversible nature of the shock), for
example compaction. The shock eventually decays into a stress wave. The
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shock wave can also be affected by phase transitions, such as density discon-
tinuities, which can alter the shock wave propagation velocity and therefore
shock heating within the impactor and target. The shock pressure approxi-
mately decays as 1/rn, where r is the distance from the impact site, and n is
a variable dependent on the size and velocity of the impact (Melosh, 1989);
O’Keefe & Ahrens (1977) calculated n to between 2 and 4.5. The expansion
and ultimate decay of the shock wave primarily determines the mass and
temperature of molten and vaporised material.
Behind the shock the pressure quickly drops to zero, however the particle
velocity declines to a residual velocity approximately 1/3 - 1/5 of its peak
velocity (Melosh, 1989); this is due to the thermodynamic irreversibility
of the shock. This residual particle velocity sets target material in motion
leading to the opening up of the crater and the excavation of target material;
the size and shape of the crater is therefore determined by this excavation
flow, as well as the planetary gravity and material strength.
Planar impact approximation
Between the two shocks developed on impact, the target and impactor must
be raised to the same peak shock pressure and travel with the same particle
velocity (though other properties, such as their compressed densities can
vary). This pressure can be estimated using the planar impact approximation
(Melosh, 1989), which reduces the impact geometry to one dimension (impact
of an infinite width slab into an infinite half-space target).
The properties of the zone between the two shocks can be estimated
by applying the Hugoniot equations and the relevant equation of state to
each shock, taking into account pressure and particle velocity equality at the
boundary. Particle velocity equality requires
ut = vi − up (2.14)
where ut is the change in particle velocity across the shock in the target,
vi is the impact velocity, and up is the particle velocity behind the shock.
To visualise the pressure equality, the Hugoniot for each material, normally
plotted on a P-V plot, is instead plotted on a up-P plot, with the Hugoniot
for the target plotted normally, and the impactor Hugoniot curve plotted
backwards (starting at zero pressure at velocity, vi) (Figure 2.14). The in-
Chapter 2. Background: Impact cratering 24
Figure 2.14: Particle velocity-pressure plot showing the relationship between tar-
get and impactor Hugoniots for a given impact. The intersection of the Hugoniots
represents the maximum peak shock pressure achieved in the impact (adapted from
Melosh, 1989).
tersection of the curves gives the pressure behind the shock. Once pressure is
known, other variables can be easily computed using the Hugoniot equations
and the equation of state.
Many materials appear to exhibit an approximately linear relationship
between shock, U , and particle velocity, u
Ut = Ct + Stut (2.15)
Ui = Ci + Siui (2.16)
where subscripts t and i refer to the target and impactor, respectively,
and C and S are empirically determined material parameters. This linear-
ity allows algebraic solutions of shock pressure and other quantities to be
obtained. The particle velocity in the target, ut, can then be solved from a
quadratic equation
ut =
−B +√B2 − 4AC
2A
(2.17)
where A, B and C are constants defined as
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A = ρ0tSt − ρ0pSp (2.18)
B = ρ0tCt + ρ0pCp + 2ρ0pSpvi (2.19)
C = −ρ0pvi(Cp + Spvi) (2.20)
In a physical impact, rarefaction waves will develop at free surfaces (the
sides of the impactor for example), which will propagate through the im-
pactor interacting with the compression (via the shock wave) of the impactor
and thus lowering the mean pressures and downward velocities; pressure gra-
dients within the impactor also produce an outward velocity component. The
sides of the impactor therefore move downwards and outwards at a reduced
velocity. This means the planar impact approximation can only reasonably
predict the mean shock pressure and initial particle and shock velocities
along the central axis of a vertical impact.
Chapter 3
Numerical methods
This chapter summarises the numerical approach to impact modelling and
includes details on the ‘hydrocode’ used in this thesis to model large-scale
impact events, iSALE.
3.1 The numerical approach to impact modelling
The numerical approach to simulating impacts involves the use of a hy-
drocode,
“ [a] large computer [program] that can be used to simulate numerically
highly dynamic events, particularly those which include shocks.” (Ander-
son, 1987)
As impacts involve shocks, hydrocodes are therefore well suited to model
this type of event. Various hydrocodes1 for modelling impacts have been
developed independently, with many tested against each other and experi-
mental data (e.g. Pierazzo et al., 2008). For a thorough review of hydrocode
modelling see Anderson (1987).
Hydrocodes provide solutions to differential equations that describe the
conservation laws (see below) for the flow of continuous media and can make
predictions about the media’s response to deformation. The differential equa-
tions of mass (Equation 3.1), momentum (Equation 3.2) and energy (Equa-
tion 3.3) conservation, in a reference frame that follows the material, are
(from Anderson, 1987)
1Hydrocodes are named so, as early models did not include strength; all materials acted
as fluids
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where vi is the velocity, t is time, f i is external force per unit mass, ρ is the
material density, x is the position, E is the specific internal energy (energy
per unit mass), σji is the stress tensor composed of a hydrostatic component
pressure, p, and a deviatoric stress tensor, Πij , ε˙′ij is the deviatoric strain
rate. Subscripts i and j refer to the coordinate directions.
To fully describe a material’s response to deformation two additional
components are required. These are an equation of state, which accounts for
thermodynamic changes (e.g. heating via a shock event) and compressibility
changes (e.g. increases in density under compression). In iSALE (see Section
3.2), the equation of state takes the form
P = P (ρ,E) (3.4)
and a constitutive strength model describing stress resisting deformation
(σij) as a function of strain (εij), strain rate (ε˙ij), internal energy (E), or
temperature, and damage (D)
σij = g(εij , ε˙ij , E,D) (3.5)
3.2 iSALE
The particular hydrocode used in this thesis was iSALE2 (Collins et al.,
2004; Wünnemann et al., 2006). SALE is an acronym for Simplified Arbi-
trary Lagrangian Eulerian, with the original SALE developed by Amsden
et al. (1980) to study fluid flow at all speeds. SALE was able to solve fluid
flow problems using the Lagrangian method, the Eulerian method (both dis-
cussed below), or a combination of the two. SALE has subsequently been
altered, revised and updated to suit individual modeller’s needs. iSALE is a
2the ‘i’ in iSALE stands for impact
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multi-rheology, multi-material hydrocode, similar to the SALEB hydrocode
(Ivanov et al., 1997) and well tested against other hydrocodes (Pierazzo et al.,
2008) and laboratory tests at high and low strain rates (Wünnemann et al.,
2006). iSALE can also incorporate compaction of porous materials into its
models (Wünnemann et al., 2006, Section 3.2.4).
Grid setup
The conservation equations (Equations 3.1-3.3), equation of state (Equation
3.4) and constitutive (Equation 3.5) equations represent a continuum, how-
ever the computer needed to solve these has a finite memory allocation. To
account for this, the problem geometry is divided into a number of points
(vertices), connected to make (quadrilateral-shaped) cells, which form the
grid within which the problem is solved. To solve the conservation equa-
tions they must be discretised in space and time. There are a number of
different approaches for this; this thesis uses finite difference. The finite dif-
ference method turns the partial derivatives in the conservation equations
into relative differences (partial derivatives ∂/∂ become ∆/∆). These rela-
tive differences can then be calculated within the grid.
The physical representation and behaviour of the grid depends upon the
reference frame for the event. Material motion within the grid can be ref-
erenced to a fixed frame or to the media itself. The former is known as the
Eulerian (spatial) method, the latter as the Lagrangian (material) method.
iSALE can use either of these methods as well a mixture of the two (Arbi-
trary Lagrangian Eulerian).
Eulerian method
In the Eulerian method (Figure 3.1), vertices within the grid remain fixed
during the calculation. The volume of each cell therefore remains constant,
whilst mass, momentum and energy can flow across cell boundaries. Using
this method, the grid must be large enough to contain the event being mod-
elled. With a finer grid (i.e. smaller individual cells), material boundaries
can be better resolved, and as well the shock wave propagation; the shock
wave is smoothed over a number of cells, therefore the smaller the cell the
more defined the shock front, which is important for impact modelling. How-
ever, a greater number of cells increases computation time; as the grid must
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be large enough to contain the event being model, and the number of cells
is fixed, the flow of mass, momentum and energy across cell boundaries can
create empty cells which still need to be considered throughout the calcula-
tions. The flow of mass, momentum and energy across cell boundaries can
also lead to cells containing a mixture of materials or being partially filled.
These mixed cells require additional computations to locate the interface be-
tween materials and/or vacuum and to average out the cell properties. This
issue of empty cells and partially filled cells requiring additional calculations
is not a problem for the Lagrangian method (described below) as the cells in
this alternative approach only define the materials of interest and therefore,
for the same resolution, the Lagrangian method is faster.
Lagrangian method
The alternative approach, Lagrangian (Figure 3.1), has the vertices attached
to material which subsequently moves with local velocity changes. The mass
in the cell is invariant, whilst the volume of a cell changes as adjacent grid
points become stretched and compressed due to the velocity changes. The
grid in this method therefore defines the materials of interest and describes
free surfaces and boundaries well. However, each cell can only contain one
material, therefore this approach cannot be used when specifically modelling
diffusion or mixing. The Lagrangian method provides a history of the mate-
rial, whereas the Eulerian method can only record history at a fixed point.
However, a major problem with the Lagrangian method is cell deformation.
This is because the vertices within the grid move with the material this
can therefore deformation cells as properties at each vertex change indepen-
dently; at the extreme, cells can invert resulting in a physically impossible
negative volume. In impact modelling, extreme cell deformation is inevitable.
Therefore, despite the Lagrangian method having advantages over the Eule-
rian method, the inevitable extreme cell deformation in impacts meant this
work used iSALE in the Eulerian setup.
In iSALE, Cartesian or cylindrical coordinates are used to define the cell
vertices forming a two-dimensional grid, which is axisymmetric about the
left hand boundary. The two-dimensional nature of iSALE restricts it to
modelling vertical impacts. However, a three dimensional version of iSALE,
iSALE-3D (Elbeshausen et al., 2009), based upon the original SALE3D de-
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Figure 3.1: Comparison of the Eulerian (left) and Lagrangian (right) methods
for the impact of a cylinder (dark grey) into a target (light grey). In the Eulerian
method, the grid remains fixed, whilst mass, momentum and energy move through
the cells. Cells can contain multiple materials, highlighted by the mid-grey coloured
mixed cells. In the Lagrangian method, the cells move and distort throughout the
simulation; material remains fixed within each cell.
veloped by Amsden & Ruppel (1981), can be used to model oblique (<90◦)
impacts.
Within the iSALE grid, scalar values (e.g. mass) are assigned to the mid-
point of the cell, whilst vector forces, such as velocity, are assigned to the
cell vertices. These forces act on the cell with their actions considered over
a very short time interval known as the timestep. The acceleration direction
and magnitude produced by external forces are calculated over the timestep,
with the scalar and vector quantities of the cell appropriately altered. This
process continues iteratively throughout the simulation.
Cell size within iSALE does not have to remain constant. To decrease
computing time, cells away from the point of impact can increase in size
geometrically (Figure 3.2). This allows the grid to be divided into a high
resolution zone of constant cell size, with cells of increasingly larger size
around this, decreasing the total number of grid cells (relative to a constant
cell size) and therefore computing time.
Chapter 3. Numerical methods 31
Figure 3.2: The grid setup used in iSALE. A high resolution zone is placed around
the area of interest (normally the zone in which the crater will form). Outside this,
cell size increases in a geometric fashion decreasing the total number of cells (relative
to a constant cell size for a given distance) helping to decrease computation time.
The left hand boundary represents the axis of symmetry.
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Tracer particles
As this work uses the Eulerian method, mass, momentum and energy can
flow across cell boundaries during the calculation. The amount of material
within a given cell can therefore change; this means the state of a cell (e.g.
its pressure and temperature) at a given time represents only the state of
material within the cell at that time. Therefore, to be able to track the
movement and thermodynamic history of material, Lagrangian tracer par-
ticles are used within the calculations. These tracer particles are massless
and, using local velocities at their current position, move through the mesh;
they do not however have any influence on the flow field. Tracers are placed
within a cell at the beginning of the calculation, and are associated with
the original mass of the particular cell. The tracers move as material flows
throughout the calculation, recording the position and thermodynamic his-
tory of the material. The use of tracers in this work allows the calculation of:
peak shock pressure, which is relevant to work described in Chapter 4), and
the degree to which material is molten, which is relevant to work described
in Chapters 5 and 6.
3.2.1 Equations of state
An equation of state (EOS) relates a material’s pressure to its density (spe-
cific volume) and internal energy (temperature). Each material’s EOS is
unique, and is formulated from experiments at low velocities and extrapo-
lation for higher velocities. Extrapolation is required as it is impossible to
experimentally determine a material’s behaviour at typical large-scale terres-
trial impact velocities (>11 km/s). Within this thesis two types of equation
of state are used: Tillotson and ANEOS.
Tillotson
The Tillotson equation of state (Tillotson, 1962) was specifically designed for
high velocity impact calculations; it can therefore be used over a wide range
of material pressures and densities. However, the Tillotson equation of state
cannot correctly represent pressure and density in a two phase region (i.e
where gas and liquid co-exist), nor can it compute the temperature or entropy
of the material. At low pressures the equation duplicates the approximate
linear relationship between shock, Us, and particle, up, velocity; results are
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extrapolated for high pressures. The Tillotson equation of state is fairly
simplistic, and therefore is efficient in complex hydrocodes.
This equation of state has two forms depending on whether the material
is compressed to a higher density or expanded to a lower density with respect








where η = ρ/ρ0, µ = η − 1, and a, b, A, B and E0 are the Tillotson
parameters. It should be noted that E0 does not represent the initial energy,
it is a parameter which is often similar to the vaporisation energy. The initial
energy is zero to assure pressure is also equal to zero in the initial state. This
form of the Tillotson equation is also valid for a cold expanded state where
the internal energy, E, is less than the incipient vaporisation energy (Eiv).
In the expanded state (ρ/ρ0 < 1) pressure is defined as









where α and β are constants When Eiv < E < Ecv, an additional pressure
equation is applied, combining both the compressed and expanded forms to
deal with partial vaporisation creating a smooth transition between one form
and the other
P =
(E − Eiv)PE + (Ecv − E)PC
(Ecv − Eiv) (3.8)
where PC is the pressure calculated from the compressed state (Equation
3.6) and PE is the pressure calculated from the expanded state (Equation
3.7).
The shock-particle velocity formula constants C and S (see Equation
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In this work a Tillotson equation of state with parameters determined
for a low pressure phase gabbroic anorthosite (O’Keefe & Ahrens, 1982)
is used to represent the lunar crust. Two pressure phases of parameters
determined for gabbroic anorthosite were available from (O’Keefe & Ahrens,
1982). The low pressure phase was used instead of the high pressure phase
as the parameter for density (2940 kg/m3 for the low pressure phase; 3970
kg/m3 for the high pressure phase) and other parameters appeared more
suitable to estimates of the composition of the lunar crust. However, this
means the equation of state will not correctly predict the material behaviour
of the gabbroic anorthosite in pressure regions better described by the high
pressure phase.
ANEOS
ANEOS is an analytical equation of state (Thompson & Lauson, 1972) gen-
erated using a complex computer code and so-called as it uses analytical
approximations for various terms in the EOS. It relies on different physical
approximations in different domains of validity.
Originally, ANEOS used tables to define the equation of state in the
region of phase space containing data from experiments, using analytic ex-
tensions to the tables for phase space not covered by experiments. However,
using analytic functions throughout was found to overcome difficulties locat-
ing phase boundaries in a purely tabular equations of state (Thompson &
Lauson, 1972).
ANEOS is focused around an analytic expression for the Helmholtz free
energy F (ρ, T ) (Melosh, 2007). From this analytic expression, entropy, pres-
sure and internal energy can all be derived, which can be subsequently used
to determine other thermodynamic parameters such as heat capacity. This
makes ANEOS thermodynamically consistent, whereas other equations of
state, such as Tillotson, may not be. However the form of the Helmholtz
free energy is not useful for hydrocode computations, as computational cycles
within hydrocodes normally use density and internal energy as the indepen-
dent variables. However, a simple Newtonian iteration of temperature to
find the value of internal energy is quick and reliable. Using this method,
temperature can also be returned; an advantage for ANEOS as temperature
is not easily accessible for other forms of equation of state, such as Tillotson.
Typically, ANEOS is used to construct equation of state tables, which are
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then used in a hydrocode, rather than ANEOS being directly coupled to the
hydrocode (as this can be computationally expensive). A packaged code and
any array of input parameters including data on atomic number and mass
fraction is used to derive an ANEOS table for use in a hydrocode. This work
uses equations of state tables for dunite and iron with the ANEOS input
parameters determined by Benz et al. (1989) and (Thompson & Lauson,
1972), respectively.
Disadvantages for ANEOS include its treatment of gas phases as a mix-
ture of perfect monatomic gases; vapour in the gas tends to have a very
high entropy and internal energy compared to gases containing clusters of
molecules. Therefore ANEOS may not produce very much vapour due to
the high energy cost of producing it.
ANEOS can predicted phase changes, although to a limited degree; it
cannot treat solid-solid and solid-liquid phase changes simultaneously. There-
fore, when modelling geologic materials, which are complex materials, a
choice must be made between different types of phase changes; this is depen-
dent on the phase changes influence on the material of interests Hugoniot.
Treatment of solid-solid phase transitions has been attempted by trying to
reproduce the materials Hugoniot in ANEOS. However this creates an over-
simplified description of the solid-solid transition; heat expansion coefficients
can also be overestimated for low pressure solid phases Pierazzo (2006). If
experimentally-derived estimates of shock pressure for the soldius and liq-
uidus are used though, this reproduction does not tend to affect early impact
stages. If the melting from solid to liquid is not treated explicitly errors can
occur in energy balance estimations. One consequence of this is that ANEOS
does not take into account the latent heat of melting. This results in the
critical shock pressures required for melting being slightly underestimated,
whilst temperatures in excess of this melt temperature are over estimated.
Material ejection and crater collapse may therefore be affected if corrections
are not made for partial melting.
3.2.2 Constitutive model
The constitutive model relates stress to strain, strain rate, internal energy,
and damage (degree of fracturing) in a number of equations approximat-
ing a given rocks behaviour to differential stress. The strength of rock
materials is complex, as revealed by laboratory experiments which have
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shown confining pressure, temperature, strain, strain rate and porosity are
all factors affecting the critical stress of rock at the onset of failure (yield
strength). To accurately model target material behaviour in impact simu-
lations, experimentally-derived material strength data is used and fitted to
the equations described below.
Rocks can be intact or fractured when external forces act upon them.
Intuitively, fractured rock is weaker than intact rock, as blocks within the
fractured mass are able to move. The two states are therefore considered
separately. For intact rock, the yield strength Y i is formulated by (Lundborg,
1968)




Y m − Y o
(3.11)
where Y o and Y m are material parameters, P is the pressure and µ is
the coefficient of friction.
A damage parameter, D, is used to define the amount of rock fracturing
(Collins et al., 2004). This parameter is a function of plastic strain and varies
between 0 (for completely intact, undamaged rock) and 1 (completely frac-
tured, damaged rock). The higher the total accumulated strain, the greater
the damage to the material. The yield strength of completely damaged rock
Y d is
Y d = Pµd + Ydo (3.12)
where µd is the coefficient of friction of the damaged rock and Ydo is a
constant. For partially damaged rock ( 0 < D ≤ 1), yield strength is defined
as
Y = (1−D)Yi +DYd (3.13)
In the survivability study described in Chapter 4, only the initial contact
and compression stage is modelled; damage was therefore not considered
as it is irrelevant for impact velocities greater than a few km/s (Collins
et al., 2004). As the complete crater formation process was modelled for
the basin-forming impacts described in Chapters 5 and 6 damage was taken
into account, as material strength plays an important role in collapse and
ultimate structure of impact craters.
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Material weakening - temperature dependence
Geological materials lose strength as their temperature increases, with all
shear strength lost upon melting (e.g. Jaeger & Cook, 1969). In iSALE this
relation is approximated by the equation (after Ohnaka, 1995)
Y t/Y = tanh[ξ(Tm/T )− 1] (3.14)
where Y t is the material’s yield strength, Y is material strength at low
temperature (its ‘cold’ strength), T is ambient temperature, Tm is the melt
temperature and ξ is a material constant. As the ambient temperature
approaches the melt temperature the bracket on the right hand side tends
to zero, thus the material’s strength drops to zero. Melt temperature is
calculated using the Simon approximation (Poirier, 1991)
Tm = T 0(P/a+ 1)
1/c (3.15)
where Tm is the melt temperature at pressure P, T 0 is the melt temper-
ature at normal pressure, and a and c are material constants, derived from
fits to experimental data.
Additional material weakening
In large-scale crater formation, it is generally assumed that some additional
weakening mechanism(s) act(s). The presence of central peaks and rings in
large-scale craters suggest some kind of fluid-like motion within the collapse
phase. However, as the morphology of these features is retained, the weak-
ening must act over a timescale similar to that of crater collapse (Melosh &
Ivanov, 1999).
Acoustic fluidisation
Acoustic fluidisation, conceived by Melosh (1979), outlines a method by
which impact rock debris can behave in a fluid-like manner on a timescale
suitable for crater collapse. The fundamental idea of acoustic fluidisation is
that, for a coulomb material, yield stress is a linear function of overburden
pressure (to a first order approximation) with a proportional coefficient (the
coefficient of internal friction). Under normal conditions, material at depth
under too high an overburden pressure will not be able to fail and flow.
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Impact events create seismic waves and induce ground shaking; this shak-
ing may well affect debris around an impact crater (Melosh & Gaffney, 1983).
Acoustic fluidisation therefore suggests that the material, normally under
too high a pressure to fail, may flow if vibrations of a random seismic wave
field, generated by the impact shock, propagating through impact-fractured
rocks temporarily reduce overburden pressure. Explosion tests have shown
stress fluctuations near craters can exceed the overburden pressure (Gaffney
& Melosh, 1982); if reduced below a certain threshold, material is able to
flow with a viscosity. As vibrations dissipate, the fluctuations in pressure
decrease, and once overburden pressure exceeds the local pressure, material
is prevented from moving, becoming frozen in place. The strain rate in the










where τ is the shear stress, ρ is the density, λ is the dominant wavelength
of the acoustic field, and β is the s-wave velocity in the debris; erfc is the
complementary error function; χ = (1−Ω)/Σ, where Ω is the dimensionless
driving force (τ/τstatic) which varies from 0 to 1; τstatic = µp and represents
the force needed to initiate failure in the absence of vibration, Σ is the
amplitude of vibration (also dimensionless), where Σ = σ/p. χ varies from
0-1.
For acoustic fluidisation to operate λ  d, where d is the grain size
(Melosh & Ivanov, 1999). However, a quantitative prediction of the rheology
associated with the process of acoustic fluidisation cannot be made without
further assumptions as λ cannot be predicted. The size at which acoustic
fluidisation acts has been shown to have a 1/g dependence, which helps to
explain the simple-to-complex crater transition and the existence of some
temporary weakening mechanism (Melosh & Ivanov, 1999).
The block model
Acoustic fluidisation is implemented into iSALE by the block model (Melosh
& Ivanov, 1999; Wünnemann & Ivanov, 2003). This is a one dimensional
approximation of acoustic fluidisation in which rocks deform as a system
of discrete blocks, rather than as a continuum (which the original acoustic
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Figure 3.3: The block model: (a) the forces acting on the theoretical block (see
text for description), (b) the acoustic waves alter the pressure acting on the block,
once the pressure drops below the static pressure µp, the block will slide (after
Melosh & Ivanov, 1999).
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fluidisation model assumes). The block model can be described visually
(Figure 3.3) as a block sliding along a flat surface. The block is subjected to
a normal force, the overburden pressure, p. The dry frictional force acting on
the block is µp. Acoustic energy sets the block oscillating in a vertical manner
with a period, T , and amplitude, Sv, resulting in a sinusoidal variation in
the normal stress. The block will remain stationary if p + Sv sin(2pit/T ) >
traction (µp). Strain rate ˙ can be shown to equal δ/Th, where δ is the block
displacement per cycle, and h is the block characteristic length. The block












where χ = (1−Ω/Σ) and Σ = Sv/p. For the block to slide, traction must be
greater than YB which is equal to µ(p−Sv), at which point it will flow with
a viscosity, η = 2pih2/ρT . The block’s velocity will drop to zero as soon as
the frictional force exceeds the driving force.
Use of the block model and appropriate parameterisations found it could
be used to produce two main features of impact crater collapse: a critical
diameter at which complex craters begin to form, and a gradual change in
crater morphology with increasing size (e.g. central peaks to peak rings)
(Ivanov & Kostuchenko, 1998; Melosh & Ivanov, 1999). Ivanov & Kos-
tuchenko (1998) assumed the oscillation of the vibration intensity decayed
as 1/r2 and followed an exponential decay. Therefore, in simple craters, the
rapid decay of vibrations prevented uplift, hence why a critical threshold
determines whether block oscillations facilitate uplift.
An advantage of the block model is the characteristic block length, h, can
be determined from observations; drilling at 40 km-scale terrestrial craters
showed block sizes of, on average, 100 m (Ivanov et al., 1996), whereas in
the original acoustic fluidisation model, the dominant wavelength was unde-
termined). However the time period, T , has be be determined from other
assumptions or observations. Figure 3.4 shows plots normalised strain rate
against normalised shear stress for the flow laws of the original acoustic flu-
idisation model Melosh (1979) and the block model (Melosh & Ivanov, 1999);
the different methods produce similar results as the ultimate mechanisms for
fluidisation in both models is similar.
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Figure 3.4: Comparison of rheological behaviour predicted by acoustic fluidisation
and the block model (after Melosh & Ivanov, 1999). On the y-axis strain rate
has been normalised by maximum strain rate. See text for definition of Ω. Σ is
the dimensionless ratio between the amplitude of vibrations and the overburden
pressure. The two differing methods produce similar rheological behaviour.
Effective viscosity
Within this thesis, the melt temperature refers to the solidus, the point at
which a material begins to transition from completely solid to liquid. The
material will not become a complete liquid until reaching the liquidus. Once
a material exceeds its solidus, solid clasts within the material melt. This con-
sequently lowers the material’s viscosity - its resistance to flow (shear stress).
Experiments have shown viscosity to alter by many orders of magnitude (in
a sigmoidal fashion) between the solidus and liquidus (e.g. Caricchi et al.,
2007; Costa et al., 2009). Using Equation 3.14, a super-solidus material will
not possess any shear strength and therefore behave as an inviscid fluid (have
no resistance to flow). However a super-solidus, sub-liquidus material will
be a mixture of solid clasts and melt, with the solid clasts providing some
resistance to shear. To account for this shear resistance, an effective viscosity
was assigned to super-solidus material; see section 5.3.5 for a discussion of
this.
























Figure 3.5: The effect of artificial viscosity (values a1 and a2) on a shock front.
3.2.3 Artificial viscosity
In nature, shock fronts have a finite width, however mathematically a shock
is an instantaneous jump. The instantaneous nature of the mathematical
shock means, when represented on a grid of cells, the shock would be in-
herently smaller than the cell width. When a shock is solved numerically,
large unphysical oscillations in the pressure behind the shock front are ob-
served, which can swamp the true (mathematical) pressure behind the shock.
These unwanted oscillations can be dampened by applying a viscosity term
to the pressure field. This viscosity smooths the shock front over a number
of cells and decreases the amplitude and number of oscillations behind the
shock front. As the viscosity term tends to zero, it approaches the mathe-
matically discontinuous nature of the shock (though the number and size of
oscillations behind the shock front increase). This mechanism is known as
artificial viscosity, and has the form:
q =
a12ρ(∇·u)2 + a2cρ∇·u ∇·u < 00 ∇·u ≥ 0 (3.18)
where a1 and a2 are adjustable variables, c is the sound speed and ρ is the
Chapter 3. Numerical methods 43
material density. Varying a1 and a2 alters the size of the region the shock
is spread over (the number of cells) and the size and number of oscillations
behind the shock front (Figure 3.5); artificial viscosity is also affected by res-
olution (cell size) and velocity. An increase in resolution (smaller cell sizes)
decreased the shock width, whilst an increase in velocity, for given artificial
viscosity parameters and materials, increased the number and magnitude of
oscillations behind the shock front. Artificial viscosity is only applied dur-
ing compression (therefore behind the shock front, when ∇·u < 0). Ideally,
the shock should be smoothed over as few cells as possible, whilst still sup-
pressing oscillations behind the shock front. In this work artificial viscosity
parameters of a1 = 1 and a2 = 0.2, shown by the orange line in Figure 3.5,
were used. These remained constant in all simulations covering Chapters 4,
5 and 6.
3.2.4 ε-α compaction model
iSALE can incorporate porous materials into simulations using the ε-α com-
paction model (Wünnemann et al., 2006) which describes how porous mate-
rials respond under compression. Instead of porosity (φ), distension (α) is
used to represent the relative volume of pore space. Distension is related to










where Vs and Vv are the volume of the solid matrix and void respectively,
and ρs and ρ are the densities of the solid matrix and the material bulk re-
spectively. A non-porous body (φ = 0) will therefore have a distension, α,
of 1. As well as the initial compaction, release from the applied stress must
also be considered. In the crushing of pore space, the amount of reversible
(elastic) stress is relatively small and can be neglected; the majority of the
applied stress is irreversible (compaction) and therefore upon release from
the applied stress pore space is not re-introduced into the material. A limi-
tation of the ε-α compaction model is the assumption that compaction and
heating are homogeneous within the body, unlike natural materials which
are likely to have non-uniform pore space size and distribution. Kieffer et al.
(1976) examined porous quartzite from Meteor Crater and suggested the
heterogeneous distribution of shock features within the samples were due to
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the strength of the shock pulse and pore space distribution. Kieffer et al.
(1976) suggested moderate and high shock pressures produced jetting (the
extrusion of grain materials at high velocity) into pores, which lead to the
formation of cores of molten material. Numerical modelling of shock wave
and pore interaction has shown localised amplification of pressures around
pores (Güldemeister et al., 2011; Schade & Wünnemann, 2007); the distri-
bution of these pores and therefore interaction with the shock may therefore
lead to localised heating within the material.
3.2.5 Limitations of iSALE and the material models
By using the iSALE hydrocode and the specific material models outlined in
this chapter, this work does have some limitations.
Chapter 4 concerns the volume of solid, molten and vaporised material
produced during the contact and compression stage of crater formation. As
noted above, the shock wave is smoothed over a number of Eulerian cells. A
lower resolution will spread the shock over a greater distance (larger cells)
compared to a higher resolution, which will smooth the shock over a smaller
distance (smaller cells). This will affect the interaction of the shock wave with
the free surfaces within the impactor. Due to the presence of a free surface
at the edges of the impactor, a small zone will not experience the peak shock
pressures as the pressure must decrease to zero at the free surface. The
larger the computational cells, the greater the width of this shock decrease;
the results could therefore overestimate the proportion of the impactor that
remains solid. The fraction remaining solid is the main result considered in
this chapter.
In Chapters 5 and 6, the use of a Tillotson equation of state (with pa-
rameters determined for dunite, O’Keefe & Ahrens, 1982) to represent the
lunar crust means regions with two phases present (i.e. solid and liquid) will
not be correctly represented. The use of an ANEOS equation of state (with
parameters determined for dunite, Benz et al., 1989) to describe the lunar
mantle means latent heat will not be included in these calculations; this will
result in the code overestimating the volume of melt. In Chapter 5, values
for acoustic fluidisation for the basin modelling described in Chapter 5 are
kept constant for all impact magnitudes, and are based acoustic fluidisation
parameters from numerical modelling of the Chicxulub impact (Collins et al.,
2002). This parameter is therefore not fully investigated and the simulations
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may not correctly model the crater collapse phase.
For this work, no major modifications to iSALE were made. However,
new values for strength and thermal properties of materials suitable for the
lunar crust and mantle were calculated (Section 5.3.1). In Chapters 5 and
6 a calculation based on material’s temperature relative to the solidus and
liquidus was was used to calculate the volume of molten material on a linear






Based on the recent discovery of asteroidal fragments within the large-scale
continental-target Morokweng Crater in South Africa, 2D and 3D versions of
the iSALE hydrocode are used to quantify how various impact parameters,
including impact velocity and impactor shape, effect the ‘survivability’ of
an asteroid (impactor) during large-scale impact events. Impactor material
is defined as surviving if it remains solid (i.e. is not melted or vaporised)
during the initial stages of the impact process. The hydrocode results are
used to suggest impact scenarios explaining the asteroidal material finds at
Morokweng Crater.
4.2 Background
4.2.1 The survival and recovery of asteroidal material
Solid fragments of an asteroid (impactor) can, in some cases, be recovered
from both distal and proximal crater locations following an impact event.
This ‘surviving’ material can then be analysed with inferences of the im-
pactor’s structure made.
In terrestrial impacts, recovery of solid fragments from small impactors
(10s of metres diameter) is more likely than fragments from large impactors
(100s to 1000s of metres diameter). This is because small impactors are
greatly affected by Earth’s atmosphere. Subjected to atmospheric drag,
these impactors decelerate impacting at a velocity far below their initial
extra-terrestrial velocity. The decrease in impact velocity is thought to lower
46
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the amount of impactor that vaporises on impact (see Section 4.2.3), thereby
increasing the amount of potentially recoverable impactor material. The iron
(referred to as Canyon Diablo) meteorites within and around Meteor Crater
(1 km in diameter), Arizona, are a good example of recovered impactor
material; they were part of the asteroid that formed Meteor Crater (Kring,
2007).
Large terrestrial impactors are not affected by Earth’s atmosphere; they
punch a hole through it, pushing the atmosphere from their path, impacting
without any significant loss of their extra-terrestrial velocity (&11 km/s)1.
Previous numerical modelling of high-angled (90-30◦) large-scale terrestrial
impacts suggests the majority, if not all, of the impactor will vaporise on im-
pact (Pierazzo & Melosh, 1999, 2000b). However, sporadic evidence of solid
fragments of large impactors has been recovered from the Eltanin (Kyte,
2002) and Chicxulub (Kyte, 1998) impacts, albeit from distal locations. Re-
cently though, solid fragments of asteroidal material (up to 25 cm in size),
were recovered from within the large (crater diameter estimates vary between
70 and 340 km) Morokweng Crater in South Africa (Maier et al., 2006, and
Section 4.2.2). This suggests not all large impactors completely vaporise on
Earth impact.
During an impact event, impactor material can remain solid, melt, or
vaporise. The impactor’s state, once impact has commenced, is dependent
on the initial stage of the cratering process, contact and compression (see
Section 2.3.1). On contact between the impactor and target two shock waves
are created. One travels through the impactor shocking it to various peak
shock pressures which can be hundreds of gigapascals. At the rear of the im-
pactor, the shock wave is reflected back as a tensional release wave unloading
the peak shock pressures. The temperature of impactor material post-shock
depends strongly on the peak shock pressure; the higher the peak shock
pressure, the higher the post-shock temperature. The post-shock temper-
ature determines the state of the impactor; for example, if the post-shock
temperature is above the impactor’s melt temperature, the impactor will be
molten.
Impactor material does not, however, have to remain solid to be poten-
tially recovered from an impact site; molten impactor material can solidify
1The minimum impact velocity for large-scale impact events on Earth is 11.2 km/s:
Earth’s escape velocity.
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and even initially vaporised impactor material can be recovered in solid form -
impact spherules related to the Chicxulub impact are believed to be impactor
material that condensed from the impact vapour plume (Ebel & Grosman,
2005). Any solid impactor material recovered can therefore be said to have
’survived’ the impact; this, in theory, could be the entire impactor. In this
work, impactor material is defined as ‘surviving’ if it remains completely
solid (i.e. is not melted or vaporised) during the initial stages of impact,
and so does not undergo any major chemical or structural alterations.
4.2.2 Morokweng Crater
Morokweng Crater (Figure 4.1) is the impact structure where a 25 cm aster-
oidal clast and many millimetre-sized clasts were found within the crater’s
impact melt sheet. Morokweng is a relatively recent crater find, discovered by
geophysical and aeromagnetic surveying (Corner et al., 1997) as thick ground
cover and few outcrops for surface geology made investigations extremely dif-
ficult. Initially the crater diameter was estimated at 340 km (Corner et al.,
1997); Henkel et al. (2002) ruled out a very large crater size as geophysical
surveys did not show a large gravity high at Morokweng’s proposed cen-
tre2. Analysis of a borehole 40 km southwest from the crater centre found a
scarcity of impact breccias and deformation structures (Reimold et al., 2002)
suggesting the borehole had sampled a zone outside of, or not far from, the
crater rim; a crater diameter of 70-80 km was suggested. However, Andreoli
et al. (2008) believe the structure to be larger, with a diameter of ∼240 km
based on the occurrence of shock deformation features and estimates of the
transient crater size.
Boreholes drilled at the crater have shown a melt sheet ∼870 m thick
and 30 km across (Hart et al., 2002), making it one of the largest terrestrial
impact melt sheets. As a comparison, the 250 km diameter Sudbury crater
has an impact melt sheet 2-2.5 km thick and 74-90 km wide (Riller, 2005).
The Morokweng melt sheet has been interpreted as both homogeneous (Koe-
berl & Reimold, 2003) and heterogeneous (differentiated) (Therriault et al.,
2002)3. Prior to the discovery of the 25 cm clast, geochemical analysis of
platinum group elements (PGE) showed the Morokweng melt sheet had an
2Gravity highs at large-scale craters are caused by the uplift of originally deeper, denser
material towards the surface.
3from a personal communication between M. A. G. Andreoli and the authors.
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Figure 4.1: The geological structure around the Morokweng impact crater (after
Hart et al., 2002). I represents the outer limit of melt breccia, II represents the
limit of brecciated and faulted rocks. M3, WF4, WF5, and WF6 mark borehole
locations.
unusually high meteoritic content of 2-5 wt% (Koeberl et al., 1997; Koe-
berl et al., 2002); meteoritic content in other terrestrial crater melt sheets
is typically  1 wt% (Koeberl, 1998). The iridium levels within the Mo-
rokweng melt rock were over 25 times greater than the surrounding rock
levels (McDonald et al., 2001). Based on the geochemical data, the impactor
was constrained to be an ordinary (McDonald et al., 2001) chondrite (Koe-
berl et al., 1997) - a stony meteorite unaffected by melting or differentiation.
McDonald et al. (2001) suggested the high meteoritic content and PGE con-
centrations within the melt sheet were a consequence of a high angled or
low velocity impact compared to other large-scale impact events. This is
because a low angled impact would preferentially place meteoritic material
down range, away from the impact melt sheet, whilst a high angled impact
would preferentially retain meteoritic material within the melt sheet. A low
velocity impact would be less energetic, therefore implying less vaporisation
of the impacting asteroid.
U-Th-Pb dating of zircons yielded impact ages of 145±0.8 Ma, 144.7±0.7
Ma and 146.2±1.5 Ma (Koeberl et al., 1997; Hart et al., 1997) suggesting the
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impact occurred at the Jurassic-Cretaceous boundary (∼145 Ma), however
there is no evidence to suggest the impact is linked to the extinction event
that occurred between these periods.
4.2.3 Previous experimental and numerical work on asteroid
survivability
The effect of impact velocity on asteroid survivability
Defining surviving impactor (asteroidal) material as any molten or unmolten
impactor material that could be extracted from excavated crater material,
Milner et al. (2008) found, in their experiments into water overlying sedi-
ment, ∼100% of their stainless steel impactor survived at an impact velocity
of 1 km/s, dropping to 30% at a velocity of 5 km/s, and 25% at 5.54 km/s.
These results led them to suggest that “even [at] planetary-scale impact ve-
locities (∼25 km/s) we could still expect to find around 30% survivability”.
From experiments, mainly focusing on crater formation and wave genera-
tion, Gault & Sonnet (1982) recovered (they do not explicitly say what state
the impactor was in) 95-98% of their aluminium impactor following impacts
with velocities of 2.7 km/s, 20% of the impactor was recovered when the
velocity was 4.4 km/s, but no impactor material was recovered at a velocity
of 5.6 km/s (impacts were conducted into water layers overlying sediment).
Assuming these experiments found all material surviving (given their respec-
tive definitions) the impact, increasing impact velocity results in a decrease
in the amount of impactor material recoverable, implying a greater amount
of asteroidal material is vaporised.
A numerical study by Pierazzo et al. (1997) found increasing impact
velocities resulted in a greater volume of melt being produced in the target
for large-scale (0.2-10 km diameter impactors) terrestrial impacts. If impact
velocity can affect melt and vapour production in the target, it follows that
melt and vapour production within the impactor should also be affected.
The effect of target material on asteroid survivability
Due, in part, to the prevalence of water on the Earth’s surface and the sug-
gestion that the majority of continental-target impactors entirely vaporise,
experiments focusing on impactor (asteroid) survivability have mainly been
conducted into deep (depth impactor diameter) water layers (e.g. Baldwin
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et al., 2007; Milner et al., 2008). Water target experiments are also preferred
for assessing impactor survivability as impactor material can become fused
to solid targets and therefore produce large uncertainties in analysis of the
surviving mass. Defining surviving material as any molten or unmolten
impactor material that could be extracted from excavated crater material,
Milner et al. (2008) found increasing water depth for a given impact (1 mm
diameter stainless steel impactor, impacting into a water layer with a granite
base below at 5.54 km/s) up to water depths 10 times the impactor diame-
ter, increased the amount of impactor surviving the impact. Velocity data
at the fluid/basement interface in these experiments showed impactor veloc-
ity decreased as water depth increased; the lower impact velocity therefore
increased impactor survivability. Similar results were obtained by Baldwin
et al. (2007).
The effect of impact angle on asteroid survivability
Experimental work suggests melting and vaporisation of impactors signifi-
cantly decreases as impact angle decreases (with respect to the horizontal),
resulting in the entire impactor not melting or vaporising at very shallow
angles (<15◦: Schultz & Sugita, 1997). Numerical models investigating the
effect of impact angle on the extent of melting and vaporisation within the
impactor have shown the rear of the impactor experiences lower peak shock
pressures compared to the leading part in shallow angle impacts (Pierazzo
& Melosh, 2000b) (Figure 4.2), suggesting the rear of an impactor is less
likely to melt or vaporise. This effect is exaggerated as impacts become
more oblique. For example, numerical modelling by Shuvalov & Trubet-
skaya (2007) found 100% of a 1 km stony asteroid remained solid impacting
at an angle of 30◦ into a deep water layer at 15 km/s, compared to just 25%
remaining solid into the same target, at the same velocity, at an impact an-
gle of 90◦. These numerical models match well with the experimental work
of Schultz & Sugita (1997). However, a more recent experiment found a
peak in impactor survivability (60%) at an impact angle of 55-60◦ relative
to the horizontal (Milner et al., 2008), with survivability decreasing for more
oblique impacts. This seems anomalous based on the investigations outlined
above and may be due to the difficulty of recovering impactor fragments in
highly oblique experiments due to the effect of ricocheting.
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Figure 4.2: The extent of melting and vaporisation within a dunite impactor as
a function of impact angle (after Pierazzo & Melosh, 2000b).
4.2.4 Asteroid porosity
Watson (1978) suggested asteroids may have a porous interior, and remote
sensing surveys have hinted at many having significant porosity (Britt et al.,
2002) (Figure 4.3). Only recently however have numerical models been able
to take into account the compaction of porous materials (e.g. Wünnemann
et al., 2006, and Section 3.2.4). It should be noted that asteroidal internal
structure, including porosity, and surface properties remain poorly under-
stood (Chapman et al., 1994).
4.2.5 Asteroid shape
Asteroids are not perfect spheroids, they tend to be elongated and irregu-
lar in shape (Harris & Lagerros, 2002), for example: Castalia (Hudson &
Ostro, 1994) and Kleopatra (Marchis et al., 2006). Most asteroids have, on
average, an ellipticity of 1.2-1.3 (Marchis et al., 2006; Szabo & Kiss, 2008).
This can be compared to the most elliptical known object in the Solar Sys-
tem, Geographos (Figure 4.4), which has an aspect ratio of 2.7 (Ostro et al.,
1995). These elongated-shaped asteroids are likely to have formed through
tidal fission or collisional events (multiple or damped low-speed collisions)
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Figure 4.3: The macroporosity of asteroids (after Britt et al., 2002). Macroporos-
ity refers to the void space on the scale of fragments making up the asteroid. This
contrasts microporosity which acts on the grain-scale.
Figure 4.4: Geographos (after Ostro et al., 1995). The most elliptical object
(aspect ratio of 2.7) known in the Solar System.
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(Richardson et al., 2002; Marchis et al., 2006; Ostro et al., 2000); Near-Earth
Asteroids are likely to have formed through the latter process in the asteroid
belt. Currently, no study has investigated the effect of asteroid shape on
asteroid survivability.
To re-iterate, the aim of this study, based on recent finds at the Morokweng
impact crater, is to quantify how various impact parameters effect the ’sur-
vivability’ of an asteroid (impactor) during large-scale impact events using
numerical modelling. Model results quantifying the effect of impact velocity,
target material and impact angle will be compared to the previous numerical
and experimental studies outlined above; the effect of impactor porosity and
impactor shape on impactor survivability will also be quantified. The model
results will be used to suggest impact scenarios to explain the high content
of meteoritic material within the Morokweng Crater.
4.3 Methods
To investigate asteroid survivability in large-scale impact events, the iSALE
hydrocode (Amsden et al., 1980; Collins et al., 2004; Wünnemann et al.,
2006, and Section 3.2) and its three-dimensional cousin, iSALE-3D (Amsden
& Ruppel, 1981; Elbeshausen et al., 2009) were used as the modelling tools.
4.3.1 Parameter study
In the numerical models, impact velocity was varied between typical labo-
ratory experiment velocities, 5 km/s, and approximately double the average
impact velocity at Earth’s surface, 30 km/s. Impact angle was varied be-
tween 90◦ (vertical) and 15◦ relative to the horizontal. Continental (gran-
ite, quartzite, dunite) and water-based targets were investigated. Impactor
porosity was varied between zero (non-porous) and 67% porosity. To inves-
tigate the effect of asteroid shape, the ratio of asteroid vertical length and
horizontal length (termed the shape factor) was altered, whilst keeping im-
pactor volume constant. Impactors with shape factors <1 (horizontal length
greater than vertical length) produced oblate impactors; shape factors >1
(vertical length greater than horizontal length) produced prolate impactors.
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4.3.2 Material model
As a reasonable proxy for asteroidal material (Pierazzo & Melosh, 2000b),
an ANEOS-derived equation of state for dunite (Benz et al., 1989) was used
to represent the impactor’s response to thermodynamic changes and com-
pressibility; impactor diameter was kept constant at 3 km (expect when
investigating impactor shape and impactor porosity). Target material was
represented by ANEOS equations of state for water, quartzite and granite
(O’Keefe & Ahrens, 1977); dunite targets were also used. Targets had a
constant temperature of 273 K.
4.3.3 Quantifying impactor survivability
The state of the impactor during, and following, the crater-forming process is
dependent on the contact and compression stage; simulation run time there-
fore only covered this stage and material strength was omitted. Impactor
material, for this work, was defined as ‘surviving’ the impact if it remained
solid during the contact and compression stage. For non-porous dunite, the
material used to model the impactor, incipient melting has been found to
occur upon release from shock pressures in excess of 105 GPa (Reimold &
Stöﬄer, 1978; Wünnemann et al., 2008). Therefore impactor material expe-
riencing a peak shock pressure lower than 105 GPa would survive the impact.
Incipient vaporisation of non-porous dunite has been found to occur upon
release from shock pressures in excess of 186 GPa (Pierazzo et al., 1998).
Therefore impactor material experiencing a peak shock pressure lower than
186 GPa would not vaporise during the impact.
iSALE contains within it a compaction model allowing the effect of pore
compaction to be accounted for in impacts (Wünnemann et al., 2006, Sec-
tion 3.2.4). A material’s initial porosity has been shown to affect the critical
shock pressure required to reach a certain post-shock temperature (Wün-
nemann et al., 2008, Section 2.5), for example the melting temperature.
Porosity-dependent shock pressure values for incipient and complete melt-
ing, and incipient vaporisation, of dunite were taken from Davison et al.
(2010) (Figure 4.5).































Figure 4.5: Critical shock pressure for incipient and complete melting and incip-
ient vaporisation of dunite (data taken from Davison et al., 2010).
4.3.4 Grid resolution
The computational grid is made up of discrete cells. The smaller the cells, the
better resolved the impact shock propagation. However, a trade-off between
resolution and computation time must be made as higher resolution requires
longer simulation run time. A resolution study was therefore conducted to
find a suitable resolution achieving a reasonable compromise between reso-
lution errors and run time. This was done by varying the number of cells
per projectile radius (CPPR) for specific impact conditions (dunite impactor
[projectile], 3 km diameter, travelling at 20 km/s, into a granite target). By
plotting the fraction of asteroid shocked above a given pressure against the
reciprocal of CPPR, the fraction shocked above a given pressure level in
a hypothetical infinite resolution test can be approximated. (The fraction
shocked below a given pressure level is simply one minus the fraction shocked
above.) The percentage error between the tested CPPR value and the infinite
resolution was compared. Coupled with their simulation time, an appropri-
ate cell resolution of 150 CPPR was chosen, which gave a percentage error
to the infinite resolution of <1% at a shock pressure level of 50 GPa (Figure
4.6). A similar resolution test was carried out in the 3-dimensional case, and
based on this a cell resolution of 60 CPPR was chosen. Again, this had an
error of <1% at a shock pressure level of 50 GPa.

































Figure 4.6: Resolution testing in 2D. The value, zero, on the x axis represents
the result for an infinite resolution study. The tested resolutions were compared to
this theoretical value and, based on their difference and computation time, a CPPR
value was chosen. The black arrow points to the chosen resolution of 150 CPPR.
4.4 Results and discussion
The effect of impact velocity on asteroid survivability
Simulations of a spherical dunite impactor, impacting vertically at veloci-
ties of 5-30 km/s into a granite target, were conducted. The model results
show increasing impact velocity decreased the amount of impactor surviving
(remaining solid; shocked below 105 GPa) (Figure 4.7). At approximately
Earth’s escape velocity (12 km/s), the minimum impact velocity for large
impactors, 41% of the impactor survived; 92% of the impactor was not va-
porised (shocked below 186 GPa). At a velocity of 20 km/s, just above the
average terrestrial impact velocity, only 3% of the asteroid survived; at 30
km/s <1% of the impactor survived with 2% not vaporising.
These results agree with previous experimental and numerical studies -
increasing impact velocity increases impactor vaporisation. However, there
are some differences. Pierazzo & Melosh (2000b) simulated a similar impact
to that of this work (dunite impactor, impacting at 20 km/s) and found
none of the impactor remained solid. Pierazzo & Melosh (2000b) used a
target analogous to the Chicxulub impact site, however the thickness of their




















Figure 4.7: The effect of impact velocity on the fraction of impactor surviving
(remaining solid) and not vaporising.
water layer (100 m) compared to the impactor radius (5 km), means target
densities between the two studies are broadly similar. The difference is likely
due to the number of tracer particles used. Pierazzo & Melosh (2000b) used
between 151-165 tracers within the impactor, whereas the impactors in this
study had over three orders of magnitude more tracer particles, and could
therefore better resolve pressures within the impactor.
Impact velocity decreases the amount of asteroid remaining solid as a
result of conservation of momentum across a shock (Equation 2.12) and
the linear relationship between shock velocity and particle velocity in the
impactor (Equation 2.16). In shocks, the bulk sound speed in the medium
of interest (in this case the impactor), Ci, is normally far less than the shock
velocity. As Si ≈ 1, and shock velocity is approximately particle velocity
then, substituting particle velocity, ui, for shock velocity, Ui, in Equation




where ρoi is the density of the impactor. Shock pressure, P is therefore
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proportional to particle velocity squared. If target and impactor density are





Particle velocity is therefore proportional to impact velocity, vi. A greater
impact velocity increases particle velocity in the impactor and therefore the
peak shock pressure, lowering the amount of impactor surviving and increas-
ing the amount vaporising.
The effect of target material on asteroid survivability
Models simulating the vertical impact of a spherical dunite asteroid at 20
km/s into differing density targets showed the fraction of impactor surviving
increased as the target changed from a continental material to water (Fig-
ure 4.8). 31% of the impactor survived in the water target impact, over six
times the amount surviving in the least dense rock target (quartzite); 74%
of the impactor did not vaporise in the water target. The fraction remaining
solid for the three rock targets (dunite, granite and quartzite) was similar
(2%, 3% and 5%), however as shock pressure increased, greater variation ap-
peared between the different continental-type targets (5%, 9% and 20% of the
impactors were not vaporised using dunite, granite and quartzite targets, re-
spectively). The single deep water (5 km) simulation conducted agrees with
previous deep water modelling (Artemieva & Shuvalov, 2002) and experi-
ments (Baldwin et al., 2007), showing a noticeable increase in survivability
compared to continental (and equivalent shallow water) targets.
The increase in the fraction of impactor remaining solid as target den-
sity decreases can be explained by the Hugoniot equations and the planar
impact approximation. In the discussion of the effect of impact velocity on
survivability, shock pressure was shown to be proportional to particle veloc-
ity squared (Equation 4.1). Particle velocity is calculated from the quadratic
Equation 2.17.
The constants A, B, and C, in Equation 2.17, in addition to being depen-
dent on impactor and target material parameters and the impact velocity,
are dependent on the initial density of both the impactor and target (see
Equations 2.18-2.20), and therefore influence particle velocity and, conse-


































Figure 4.8: Fraction of impactor shocked below a given pressure level for differing
targets. The black dotted line marks incipient melting and therefore the amount
of impactor surviving; the grey dotted line marks incipient vaporisation.
quently, shock pressure. A lower density target will result in a lower value
for particle velocity from the quadratic equation (Equation 2.17). Addition-
ally, Equation 2.16 shows particle velocity is proportional to shock velocity.
The lower density target therefore lowers the particle velocity and shock ve-
locity, which in turn lowers peak shock pressures, increasing the fraction of
impactor surviving.
The effect of impact angle on asteroid survivability
Models of a spherical dunite impactor impacting a dunite target at 20 km/s
at multiple impact angles (90-15◦) showed a decrease in impact angle in-
creased the fraction of impactor surviving (Figure 4.9), however, little varia-
tion in the fraction surviving occurred between impact angles of 45◦ and 90◦
(8-6%). At 30◦, 15% of the impactor survived, whilst 84% of the impactor
survived at 15◦. The amount of impactor not vaporising also increased from
48% at 30◦ to 99% at 15◦.
The iSALE model results compare favourably to those of Pierazzo &
Melosh (2000b) (Figure 4.9) showing an increase in asteroid survivability as
impact angle decreases. However, there are differences between the models






















Figure 4.9: The effect of impact angle on impactor survivability. Data from
Pierazzo & Melosh (2000b), (CTH), is plotted for comparison.
in this work and those of Pierazzo & Melosh (2000b). Pierazzo & Melosh
(2000b) modelled the Chicxulub impact, using a multi-layered target of (shal-
low) water (100 m), calcite (2.9 km), granite (crust) and dunite (mantle),
compared to the single dunite layer used in this study. Resolution also
differed between studies: 60 CPPR in this study, 50 CPPR for Pierazzo &
Melosh (2000b). Additionally, over three orders of magnitude more impactor
tracer particles were used in this study compared to Pierazzo & Melosh
(2000b) (151-165 tracers in their projectile); other intrinsic differences in
the CTH and iSALE hydrocodes must also be considered. Nevertheless the
general trend of increasing asteroid survivability as impact angle decreases
is seen in both these numerical studies, contrasting the experimental results
of Milner et al. (2008). As mentioned previously, the effect of ricocheting
could explain the lower survival rates at highly oblique impacts in the study
of Milner et al. (2008).
Pierazzo & Melosh (2000b) found the amount of impactor shocked below
a given pressure in their oblique 3D impacts results could be roughly ap-
proximated by using an equivalent 2D vertical impact scaled by the sine of

































































































































































Figure 4.10: Comparison of the fraction of asteroid shocked below a given pressure
for the 3D model results and a scaled 2D 90◦ impact. The 3D model results show
peak shock pressure decreases as impact angle decreases. The 2D impacts, scaled
by the sine of the impact angle, roughly approximate the results of 3D oblique
impacts.

























Figure 4.11: The effect of impactor porosity on impactor survivability showing
the fraction of impactor remaining solid and not vaporising.
the impact angle (θ). Figure 4.10a compares the iSALE 3D vertical model
results to an identical, apart from a different CPPR of 60, iSALE 2D ver-
tical impact. Figures 4.10b-e then compare the 3D oblique impacts to the
vertical impact scaled by impact angle. As with Pierazzo & Melosh (2000b),
the iSALE results show the equivalent scaled 2D impact matches well with
the 3D oblique impact models; though the scaled 2D impacts tend to pre-
dict slightly less material is exposed to a given pressure. The 3D and 2D
results also show peak shock pressure decreases as impact angle decreases.
In terms of impactor material surviving the impact, the sine approximation
is valid for impact angles ≥ 30◦; at an angle of 15◦ the sine approximation
and the 3D impact differ by ∼20%. The iSALE simulations imply peak
shock pressures in oblique impacts can be roughly approximated by using
the vertical velocity component of an oblique impact for angles ≥ 30◦ from
the horizontal.
The effect of asteroid porosity on asteroid survivability
Models of spherical dunite impactors of varying porosity (0-67%) impacting
vertically at 20 km/s into a granite target showed the fraction of impactor





















































Figure 4.12: Combination of impactor porosity and impact velocity showing the
fraction of impactor (a) surviving impact and (b) not vaporising.
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surviving decreases as impactor porosity increases (Figure 4.11); the amount
of material surviving the impact is <1% at a porosity of 10% and 0.2% at
a porosity of 25%, further decreasing as porosity increases. The effect of
impact velocity and porosity on survivability is presented in Figure 4.12 for
typical large-scale impact velocities. In Figure 4.12a only the impact at 12
km/s results in more than 1% of the impactor surviving at a porosity of 25%,
at a porosity of 44% less than 0.2% of the impactor survives at all velocities.
Figure 4.12b shows the fraction of impactor not vaporising; a similar pattern
to Figure 4.12a is observed.
Introduction of porosity into impactors therefore has a negative effect
on impactor survivability. This agrees with the study of Wünnemann et al.
(2008), though they focused on melt production in a porous target. This
is a consequence of the large effect porosity can have on the distribution
of shock energy. To shock a porous material to the same pressure as a
non-porous material, a greater amount of energy is required as additional
energy is needed to crush out pore space. As a result of pore crushing,
release from the shock pressure occurs along a similar adiabat to a non-porous
impactor. This results in a greater amount of waste energy remaining in the
porous impactor; the porous impactor is therefore hotter than a non-porous
impactor following release from the same peak shock pressure. Therefore a
lower critical shock pressure is needed to melt porous impactors (compared
to non-porous impactors). The higher post-shock temperatures in the porous
case therefore decrease the amount of the impactor remaining solid.
The results presented here suggest a drop off in survivability decreases
as porosity increases. Wünnemann et al. (2008) also noticed a similar trend
in their numerical models; the net increase in molten material was limited
above a porosity of 40%. They explain that this is due to competing fac-
tors: though porosity will lower the critical shock pressure for melting (as
described above), increasing porosity will also result in faster decay of the
shock wave and decrease the volume of solid material that can be melted.
Therefore, the effect of temperature (waste heat) appears to greatly affect
melting and vaporisation of impactors at lower porosities, but its importance
decreases at higher porosities. The presence of a porous target would also
affect survivability in the impactor; an increase in target porosity would also
decrease impactor survivability (this is because shock wave generation is not
dependent on whether the target or impactor was initially porous).
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The effect of asteroid shape on asteroid survivability
Models of impactors with varying shape factors, impacting vertically into
a granite target at 20 km/s (Figure 4.13), showed oblate impactors (shape
factor <1; horizontal length > vertical length) survived less than spherical
impactors (shape factor = 1); 0.2% of an oblate impactor with a shape factor
of 0.216 survived impact compared to 3% surviving for a spherical impactor.
Conversely, the more prolate the impactor (asteroid shape factor >1; vertical
length > horizontal length), the greater the fraction of impactor surviving
relative to a spherical impactor; 33% of the prolate impactor with a shape
factor of 4.63 remained solid. 5% of a prolate impactor with a shape factor of
1.26, similar to the observed average ellipticity of asteroids, survived impact;

















Impactor shape factor (vertical length/horizontal length)
remaining solid
not vaporising
Figure 4.13: The effect of impactor shape on impactor survivability. A shape
factor <1 produced oblate impactors, shape factors >1 produced prolate impactors.
Figure 4.14 shows the provenance of impactors with a shape factor of
1 and 1.73, illustrating the zones of impactor that remained solid (blue),
became molten (red) and vaporised (yellow). Note the area remaining solid
during impact is a thin shell mainly at the back of the impactor. This agrees
with model results from Pierazzo & Melosh (2000b) who showed the rear of
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Figure 4.14: Provenance of impactor material experiencing different levels of
shock during impact (blue - remaining solid, red - partially molten, yellow - partially
vaporised) for a (left) spherical and (right) prolate impactor with a shape factor of
1.73.
impactors were exposed to lower shock pressures than the leading half (see
Figure 4.2) and therefore were more likely to survive the impact.
Figure 4.15 shows how the fraction of impactor (a) remaining solid and
(b) not vaporising was affected by impactor shape for a range of suitable
velocities for large-scale impacts. As impact velocity increased, the frac-
tion of impactor surviving and not vaporising for a given shape factor de-
creased. This is because, as explained earlier, an increase in impact velocity
increases peak shock pressure and, therefore, increases impactor vaporisation
(decreases the fraction of impactor remaining solid).
As impactors became more prolate, for a given impact velocity, surviv-
ability increased notably. What is the significance of impactor shape on
survivability? A first estimate would be the vertical height of the impactor.
The longer the impactor in the vertical direction, the greater the possibil-
ity for shock wave dissipation, exposing the impactor rear to lower shock
pressures. To see if this was the case, simulation of a spherical impactor,
with the same height as the 1.73 shape factor prolate impactor (4.32 km),





















































Figure 4.15: Combination of shape factor and velocity. (a) fraction remaining
solid (shocked below 105 GPa) (b) fraction not vaporising (shocked below 186 GPa).
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was undertaken. Figure 4.16 shows the greater diameter spherical impactor
produced the same result as the 3 km spherical impactor (the slightly lower
survival rates at a given pressure for the larger sphere is due to a greater
number of tracer particles). The provenance plot for the larger spherical
impactor and the prolate impactor is presented in Figure 4.17. These results
indicate vertical height does not effect the proportion of an impactor being
shocked to a given level. Attenuation cannot, therefore, be a primary cause






























SF = 1.73, rv = 2.16 kmSF = 1.00, rv = 2.16 kmSF = 1.00, rv = 1.50 km
Figure 4.16: Comparison of shock levels for two spherical impactors (vertical
radii, rv, of 1.5 km and 2.16 km) and a prolate impactor with a shape factor (SF)
of 1.73. The 2.16 km radius spherical impactor survives slightly less at a given
pressure level compared to the 1.5 km radius spherical impactor as a consequence
of having a greater number of cells (and tracer particles) in the impactor.
Figure 4.18 shows the fraction of impactor shocked below a given pressure
for dunite impactors with shape factors of 1.73 (prolate) and 0.58 (oblate)
impacting with a velocity of 20 km/s at different angles with respect to their
horizontal axis. The oblate impactors show survivability increases as impact
angle decreases. In the prolate case, the 30◦ impact results in a greater
fraction of the impactor surviving (24% surviving) compared to the steeper
impact angles and the 30◦ oblate (20.5% surviving) case. It should be noted
that one of the principal axes of the impactor may not always be orientated
perpendicular to the target surface, as is the case in these models. This may
Chapter 4. Asteroid survivability: Numerical modelling 70
Figure 4.17: Provenance of impactor material experiencing different levels of
shock during impact for a (left) spherical and (right) prolate impactor with differing
shape factors but the same vertical height.
explain why the 90◦ prolate impactor survives more than the prolate impacts
at 60◦ and 45◦.
Impacts of more unusual-shaped impactors were also simulated; snow-
man, reverse snowman and peanut-shaped dunite impactors (with the same
volume as a 3 km spherical impactor) were impacted vertically at 20 km/s
into a granite target. Figure 4.19 shows the provenance of impactor material
for these three cases. Each impactor can be thought of consisting of a lower
and upper impactor. The lower impactor in the snowman and peanut cases
produce provenance plots very similar to a regular spherical impactor, while
the upper spheres are shocked to comparatively lower pressures. However,
a similar amount of material survived for each of these impactors; these
amounts were greater than the amount surviving for a purely spherical im-
pactor (Figure 4.20). The shock pressures achieved in the upper impactor
appear to be dependent on its interaction with the lower impactor - see Fig-
ures 4.21-4.23. The lower impactor is compressed as it hits the target and
decelerates, however the rear of this impactor continues to travel at its ini-
tial velocity, as does the upper impactor. In the reverse snowman case, the
size of the lower impactor means its total mass is decelerated faster than
the lower impactor in the normal snowman case. The upper impactor in the





































































Figure 4.18: Survivability for (a) oblate and (b) prolate impactors at multiple
impact angles relative to the impactors horizontal plane. The black dotted line
represents incipient melting, the grey dotted line represents incipient vaporisation.
reverse snowman continues at its original velocity and therefore impacts into
a heavily decelerated lower impactor. A greater shock pressure is achieved in
the upper impactor if there is a greater relative velocity difference between
the upper and lower impactor (an increase in impact velocity decreases sur-
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vivability). This explains the difference between the provenance plots for the
upper impactors in the snowman and reverse snowman cases.
The results presented here therefore suggest impactor shape has a large
effect on impactor survivability. On impact, complicated wave patterns de-
velop due to the shock wave reflecting off the free surfaces within the im-
pactor. Due to the differing geometry of the prolate, oblate and more unusual
shaped impactors, the shock may arrive at the edges of the impactor at dif-
ferent times compared to a spherical impactor. The release wave created at
the free surfaces may interfere with the shock wave still travelling through
the impactor (the release wave travels faster than the shock wave as it travels
through a compressed medium). This interference of shock and release wave
may result in the lowering of shock pressures, accounting for locations at the
rear of the impactor experiencing lower pressures.
The reason why surviving material was generally located in a thin shell at
the rear of the impactor is likely due to the fact that the rear of the impactor
represents a free surface. A free surface, by definition, is a surface where
pressure vanishes at all times. Therefore, during contact and compression,
the shock wave created on impact must be influenced by the presence of
free surfaces; the shock pressure must decrease to zero at the free surface.
Therefore, a thin region at the rear of the impactor will not be subjected
to the peak shock pressure, but some lower pressure. This may help to
prevent the melting and vaporisation of material in a thin shell at the rear of
the impactor and hence account for material surviving. Due to the pressure
gradient (covering the peak shock pressure to zero pressure) in this thin zone,
this material will also be accelerated and will depart from the impactor at
high velocity in a process known as spallation (Melosh, 1987).
4.5 Limitations and future work
For this work, a trade-off between resolution and computation time was
made allowing a large number of simulations to be run. During resolution
testing, it was noted that the amount of impactor surviving (shocked below
105 GPa) decreased as resolution increased. At the chosen CPPR value of
150, 3.1% of the impactor survived (shocked below 105 GPa) in the impact
of a spherical dunite impactor 3 km in diameter impacting vertically into
a non-porous granite target at 20 km/s; using a CPPR value of 375 in the
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(a) (b)
(c)
Figure 4.19: Provenance of impactor material experiencing different levels of
shock during impact (blue - solid material, red - partially molten material, yellow -
partially vaporised material) for (a) snowman, (b) reverse snowman and (c) peanut-
shaped impactors.


































Figure 4.20: The fraction of impactor surviving at a given pressure level for the
spherical, peanut, snowman and reverse snowman-shaped impactors. The largest
fraction of impactor surviving as solid (shocked below 105 GPa) is in the snowman
impactor, the largest fraction of impactor not vaporising (shocked below 186 GPa)
is in the peanut impactor. The black dotted line represents incipient melting, the
grey dotted line represents incipient vaporisation.
same simulation, the percentage surviving dropped to 1.9%. By linearly
fitting the resolution test data, 1.2% of the impactor was estimated to survive
in an infinite resolution simulation. This suggests survivability is sensitive
to resolution, and that the model results presented here may overestimate
the amount of impactor material surviving in a large-scale impact event.
This could be due to the width of the zone at the edge of the impactor
which does not experience the peak shock pressures; resolution will alter
the shape of the shock and therefore the width of the zone not affected
by these pressures. A higher resolution appears to lower the width of this
zone that does not experience the peak shock pressures and therefore remain
solid. Nevertheless, the estimated infinite resolution suggests some impactor
material could survive in fast, large-scale impact events.
In the porous compaction model, pore space is assumed to be uniformly
distributed; compaction and heating within the body is therefore homoge-
neous and the critical pressure for melting is an average over the bulk ma-
terial. In reality however, pore spaces are unlikely to be equally distributed
throughout a body, resulting in heterogeneous compaction.




Figure 4.21: Timesteps for the impact of a peanut-shaped impactor. Left panel in
subfigures represents material, right panel shows pressure (blue is low, red is high).
On impact (a) the shock proceeds normally through the first impactor, (b) as the
shock passes into the second impactor it has attenuated. (c) The second impactor
continues into the compressed lower impactor and (d) creates a second shock which
(e) passes through the upper impactor.




Figure 4.22: Timesteps for the impact of a snowman-shaped impactor. Left panel
in sub figures represents material, right panel shows pressure (blue is low, red is
high). On impact (a-c) the shock proceeds normally through the first impactor,
(d) as the shock passes into the second impactor it has attenuated. (e) The second
impactor continues into the compressed lower impactor and creates a second shock
which passes through the upper impactor.
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(a) (b)
(c) (d)
Figure 4.23: Timesteps for the impact of a reverse snowman-shaped impactor.
Left panel in sub figures represents material, right panel shows pressure (blue is low,
red is high). On impact (a) the shock proceeds normally through the first impactor
and places displaced material into the path of the large upper impactor (b) this
creates a shock in the upper impactor; a shock is also created as the upper impactor
impacts into the compressed lower impact, (c) these shock wave travel through the
upper impactor before (d-e) the shock is reflected and the high pressure is released.
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Only the state of impactor material during the initial contact and com-
pression stage was dealt with in this work. Another important factor to
consider, especially when referring to Morokweng, is the final location of
impactor material. Modelling of the latter stages of Morokweng-scale im-
pacts to investigate the final locations of impactor material would enhance
this study and possibly be able to better constrain impact scenarios for Mo-
rokweng.
4.6 Summary
This work has focused on quantifying the effect of various parameters on im-
pactor survivability during large-scale (terrestrial) impact events. Impactor
material was defined as surviving if it remained solid during the contact and
compression stage of the impact process; it was not shocked to a pressure in
excess of the impactor’s incipient melting pressure. The general findings of
this impactor survivability study were:
1. Increasing impact velocity decreased impactor survivability
2. Increasing target density decreased impactor survivability
3. Decreasing impact angle increased impactor survivability
4. Increasing impactor porosity decreased impactor survivability
5. Increasing the prolateness of the impactor increased impactor surviv-
ability
The impact velocity, target density and impact angle results all agreed
with previous numerical and experimental work. Impactor porosity and
shape had not previously been investigated in terms of impactor survivabil-
ity. Introduction of porosity into the impactor decreased the critical shock
pressure required for melting and vaporisation and therefore in a given im-
pact scenario, the higher the impactor porosity, the smaller the fraction
of impactor surviving. From investigating impactor shape, increasing the
prolateness of the impactor (increasing its vertical length relative to its hori-
zontal length) produced higher survivability compared to both spherical and
oblate (horizontal length greater than vertical length) impactors. This is
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likely due to complex interactions of release and shock waves within the im-
pactor as a result of its prolate shape, leading to the rear side of the impactor
experiencing lower peak shock pressures and therefore a greater fraction of
the prolate impactors remaining solid. Impactor material at the rear of the
impactors tended to survive impact due to a decrease in peak shock pressure
over a thin zone at the impactor rear to zero pressure as a consequence of the
impactor edge being a free surface. This less shocked (still solid) material
may be spalled (Melosh, 1987) off the impactor due to the large pressure
gradient in the thin zone at the rear of the impactor.
Based on these and other results, the high meteoritic content of material
within the Morokweng impact crater could be explained by an impactor with:
1. A low (≈ Earth escape) impact velocity
In terms of impact velocity, the model results showed impactor sur-
vivability was greatest around Earth’s escape velocity (the minimum
impact velocity for large-scale impacts); for a spherical impactor at a
velocity of 12 km/s, 40% of the impactor survived. At a velocity of 20
km/s, only 3% survived with less surviving at higher velocities.
2. A prolate shape
A greater fraction of prolate-shaped impactors survived impact com-
pared to spherical and oblate-shaped impactors. Asteroids have an
average ellipticity of 1.2-1.3; the model of a prolate impactor with an
ellipticity (shape factor) of 1.26 impacting vertically at 12 km/s re-
sulted in 60% of the impactor surviving, a greater amount than the
comparable spherical impact scenario.
3. An impact angle ≥ 45◦
The model results showed, for spherical impactors, survivability did
not vary greatly until impact angle decreased below 45◦. However,
Artemieva & Morgan (2009) showed high-angle impacts (> 45◦) re-
sulted in a higher fraction of meteoritic material ending up in the melt
sheet; shallow angles (. 30◦) will additionally focus impactor material
downrange of the crater. As a large fraction of impactor material was
recovered from within the impact crater at Morokweng this suggests
an impact angle &45◦ is needed to preserve impactor material within
the crater.
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The other parameters investigated were impactor porosity and target ma-
terial. Introduction of porosity into impactors was shown to have a negative
effect on survivability.Impacting vertically at a velocity of 12 km/s, 7% of
a dunite impactor with 10% porosity survived. Given a porosity of 25%,
only the impact at 12 km/s resulted in more than 1% of the impactor sur-
viving. The decrease in survivability as porosity increases agrees with the
study of Wünnemann et al. (2008) (though they investigated porous targets
rather than porous impactors). The numerical results presented here sug-
gest a low porosity impactor could explain the high meteoritic content found
within Morokweng crater. The iSALE model results showed different con-
tinental targets resulted in similar levels of survivability suggesting target
material did not greatly influence the survivability of impactor material at
Morokweng.
McDonald et al. (2001) suggested the high meteoritic content and PGE
concentrations within the Morokweng melt sheet were a consequence of a
higher angle (≥ 45◦) or lower velocity impact compared to other large-
scale impact structures; the results presented here also make this conclusion,
adding that the impactor could have been prolate in shape and had a low
porosity content.
It should be kept in mind that molten and possibly vaporised impactor
material can solidify and potentially be recovered from impact sites. From
the model results, including molten impactor as surviving material would
increase the range of (for example) suitable impact velocities that could
explain the high meteoritic content within the Morokweng impact crater.
As only the initial contact and compression stage was modelled, the
final location of impactor material following impact could not be made.
However, this can be estimated based on previous numerical modelling of
large-scale impact events. Artemieva & Morgan (2009) numerically modelled
Chicxulub-scale impacts, and (keeping an approximately constant transient
crater size of 90-100 km) found 5.5% of their impactor remained in the crater
at an impact angle of 30◦; 31% of their impactor remained in the crater at
an impact at 45◦ and; (into a saturated water target) found 95% of their
impactor remained in their crater at an impact angle of 90◦. Therefore a
greater amount of impactor is likely to end up in the crater at high (≥ 45◦)
impact angles. Spalled impactor material (material removed from the rear of
the impactor due to the large pressure gradient) is likely to remain solid and
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may have a greater probability of ending up in the crater in a high angle (or
vertical) impact compared to lower (< 45◦) impact angles due to its initial





Basin-scale craters are the least understood crater structure; many theories
have been put forward to explain their formation. This chapter, using re-
mote observational and gravity-derived data from lunar impact basins as
constraints, aims to simulate (lunar) basin formation and structure using
the numerical hydrocode iSALE. A suite of model simulations, investigating
parameters such as target thermal conditions, provides a thorough quanti-
tative study and analysis of the basin-forming process. Model results are
used to predict the transient crater size, depth of excavation and outer ring
formation for a suite of lunar basins and tentatively suggest a suitable lunar
thermal profile for the basin-forming epoch.
5.2 Background
5.2.1 Multi-ring basins
Multi-ring basins were initially discovered on the Moon by Hartmann &
Kuiper (1962) and defined as “large circular structures with not just one rim
but an additional raised ring or rings and a system of radial furrows”. Later,
Wilhelms (1987) used a size parameter to define lunar multi-ring basins as
any impact structure larger than 300 km in diameter. Problems arising from
these definitions include potentially classifying peak-ring craters as multi-
ring basins from the former, and placing an arbitrary limit on the size of
multi-ring basins from the latter. A more concise definition is offered by
Melosh (1989) who states, “multi-ring basins possess at least two asymmetric
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Figure 5.1: Spatial extent of the 53 lunar basins, used in the study of Potter et al.
(2011c). South Pole-Aitken (SPA) is the largest and oldest basin; Orientale Basin
is the youngest with an age of ∼3.8 Ga.
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Figure 5.2: Gravity-derived crustal profiles for relatively young lunar basins (after
Wieczorek & Phillips, 1999). These basins have a thinned crustal layer beneath
their basin centres, flanked by a thickened crustal annulus. Light grey represents
upper crustal anorthosite, dark grey represents lower crustal norite, white (below
the dark grey) represents the mantle.
scarped rings one of which may be the original crater rim”. This definition
therefore differentiates multi-ring basins (at least two asymmetric scarped
rings) from peak-ring craters (only one asymmetric escarpment), and does
not place an arbitrary size constraint on basins. Multi-ring basins generally
have at least one ring structure outside of the final crater rim; these outer
rings resemble scarps, are asymmetric in shape, and locally disrupt material.
However, ambiguity in the size and certainty of ring structures is not uncom-
mon for multi-ring basins (Table 5.1). There are at least 53 multi-ring basins
on the Moon (Figure 5.1); basins have also been identified on planets (e.g.
Mercury and Mars: Pike & Spudis, 1987) and other moons (e.g. Ganymede
and Callisto: Melosh, 1989).
Based on scaling laws (e.g. Croft, 1985), computations and experiments,
the size of the largest lunar basins (&1000 km in diameter) suggests they
may have excavated normally unattainable lunar material, such as deep crust
or mantle, to the lunar surface. If accessible, analysis of originally deep-
seated material would aid understanding of planetary differentiation and
early Solar System processes. However, gravitational data suggest all lunar

























































































































































































































































































































































































































































































































































Chapter 5. Lunar basins: Numerical modelling 86
basins have a thinned crustal layer beneath their centres which gradually
thickens forming a thickened annulus (ring) of crustal material (Wieczorek
& Phillips, 1999) (Figure 5.2), implying mantle material was not excavated
during their formation. Spectroscopic studies of two of the largest lunar
basins, Orientale (Head et al., 1993) and South Pole-Aitken (Pieters et al.,
1997), also suggest mantle material was not excavated during these impacts,
though this possibility was not ruled out. Recent studies have however found
mantle-like signatures towards the rims (edges) of basins (Yamamoto et al.,
2010), suggesting mantle material can be brought towards the lunar surface
in basin-forming impacts.
5.2.2 Multi-ring basin formation
Observational data (e.g. Head et al., 1993) suggests multi-ring basins contain
many ring structures; a peak ring, a main crater rim and at least one outer
ring beyond the main crater rim (Figure 5.3). Within their proposed main
crater rims multi-ring basins can resemble the smaller peak-ring craters.
However the formation mechanism for central-peak and peak-ring craters
(outlined in Section 2.3.3) cannot account for any impact-related structures
forming outside of the main crater rim (the collapsed transient crater rim).
On the Moon, multi-ring basins have diameters in excess of 300 km; it is
therefore plausible that an additional mechanism acts in the crater-forming
process for craters above a size threshold and that multi-ring basins are
simply the next step up from peak-ring craters. Alternatively, mult-ring
basins may form by a completely different mechanism to that proposed for
peak-ring craters. Consequently, multi-ring basin formation is poorly under-
stood, this is compounded by laboratory experiments and explosion being
unsuitable analogues for multi-ring basin formation due to greater effect of
gravity on larger-scale impacts. Some numerical modelling has been done on
basin-forming impacts, though these have tended to focus on formation of
giant basins, such as SPA (see Chapter 6). Various theories have been put
forward to explain multi-ring basin formation since their discovery. Sum-
marised below are some theories suggesting how all ring structures observed
at multi-ring basins can form.
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(a)
(b)
Figure 5.3: The structure and topography of Orientale Basin: (a) an
aerial image where the ring structures can be clearly seen (Arizona State
University geometry test), (b) A cross sectional topographic profile of the
basin from west to east across the middle of the basin (modified from im-
age at http://lroc.sese.asu.edu/news/index.php?/archives/170-A-Digital-Terrain-
Model-of-the-Orientale-Basin.html). The three ring structures are designated as
the Montes Cordillera (MC) (≈ outer ring), Outer Rook ring (OR) (≈ main crater
rim) and Inner Rook ring (IR) (≈ peak ring).
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Volcanic modification
Volcanic modification (Hartmann & Yale, 1968), one of the first theories
for multi-ring basin formation, suggests subsidence in ring faults around the
basin, induced by much later post-impact subsurface melting or intrusions
below the crater, form the ring structures both inside and outside of the
crater rim (Figure 5.4). However, geological evidence suggests ring formation
occurs almost instantaneously in the impact process. At Orientale for ex-
ample, photogeologic evidence suggests an un-deformed deposit, interpreted
as suevite (a form of impact breccia), laps up against the Rook Mountains
implying these mountains (a ring structure) formed prior to the deposit hard-
ening (Melosh, 1989). This theory suggests the innermost ring represents the
transient crater and does not undergo extensive modification (does not form
central peaks or peak rings). This would suggest multi-ring basins could be
formed by smaller impacts than those forming complex craters and that the
formation of multi-ring basins is primarily dependent on volcanic activity
within the crater, however many large farside basins lack mare (volcanic)
deposits, in contradiction to this theory.
Nested crater hypothesis
The nested crater hypothesis (Hodges & Wilhelms, 1978) suggests all rings
within multi-ring basins are formed at differing strength boundaries within
the upper layer of the Moon. The formation of the transient crater exposes
strength boundaries in the target; the crater moves upwards and outwards
as a result of isostatic readjustment, with the strength boundaries becoming
exposed and forming the ring structures. The innermost ring represents the
deepest strength boundary, whilst the outermost ring represents the shal-
lowest strength boundary. Slumping may occur at the rims of the ‘nested’
craters forming additional ring-like structures (Figure 5.5). This hypothesis
is reliant on the widths of different strength zones within the target, and
implies that if strength boundaries are at constant depth within the Moon
then all basins would have rings at identical radial distances; photogeology
suggests this is not the case (see Melosh, 1989).
Chapter 5. Lunar basins: Numerical modelling 89
Figure 5.4: The volcanic modification theory for multi-ring basin formation (after
Hartmann & Yale, 1968). (1) Following excavation (2) partial melting occurs a
significant time after crater formation; (3) the melting results in subsidence and
the formation of ring faults.
Figure 5.5: The nested crater hypothesis for multi-ring basin formation (after
Hodges & Wilhelms, 1978). (A) Following excavation, boundaries of differing
strength layers are exposed at the surface, (B) under isostatic readjustment, these
boundaries rise up, with the boundaries forming the ring structures.
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Figure 5.6: The megaterrace hypothesis for multi-ring basin formation (after
Head, 1974) (1) Following crater excavation, (2a) the crater floor rises up, (2b,c)
this creates listric faulting in a zone of weakness outside of the transient crater
forming the ring structures. Here the ring structures highlighted correspond to
rings at Orientale Basin.
Meagterrace hypothesis
The megaterrace hypothesis (Head, 1974, 1977) suggests, following excava-
tion, the crater ‘rebounds’ upwards forming a shallower crater. Outside of
this crater, collapse occurs in a zone of weakness initiating interior collapse
along listric faults resulting in the formation of multiple rings in a ‘mega’ ter-
race (Figure 5.6). This theory does not account for why a zone of weakness
would exist outside of the crater and subsequently why this would collapse
inwards. The megaterrace hypothesis also cannot account for the formation
of more than one ring outside of the basin.
It should be noted that all these theories were suggested, according to
Melosh (1989), at a time when peak-ring craters were thought of as basins,
and the level of complex crater formation understanding was limited. This
may possibly explain why they do not consider the formation and possible
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collapse of central peaks within their theories for multi-ring basin formation.
A more recent model for multi-ring basin formation, based on observations
at Orientale Basin, was suggested by (Head, 2010): the nested melt cavity
model.
Nested melt cavity model
The nested melt cavity model (Head, 2010) is outlined in Figure 5.7. In
this model, the impact creates a zone of displaced material and, at the
centre of the basin, a melt cavity. The centrally displaced material then
rebounds upwards also bringing deep seated material, such as mantle, closer
to the surface. At the edge of the displaced zone, inward motion along listric
faults caused by the fracturing of this material results in the formation of a
megaterrace - the same method as described in the megaterrace hypothesis.
The inner rings are therefore formed by upwards translation as a result of the
listric faulting, with the edge of the displaced zone forming the outer most
ring. Although the nested melt cavity theory does include a type of cen-
tral uplift component, the mechanics of this proposed rebound of the central
material is not well defined. The theory also implies central peak collapse
is not responsible for the formation of the peak rings. Again, as with the
megaterrace hypothesis, the theory can only be used to describe the forma-
tion of a single ring outside the collapsed transient crater rim (final crater
rim); observations of multi-ring basins show some basins have more than a
single outer ring.
‘Fluid’ theories
The presence of central peaks and rings in large crater structures also gave
rise to the idea of tsunami-like waves flowing through a fluidised impact
site, which would eventually ‘freeze’ into place to form the peak and ring
structures (Baldwin, 1972, 1974). However objections were raised against
the idea of a fluid suddenly freezing and forming significant topographic
features. A fluid-like target could however be formed if the target acted
as a Bingham fluid (Bingham, 1916). This is a fluid in which deformation
is elastic or viscous depending on the applied shear stress. If the shear
stress exceeds the material’s cohesive strength then the material will flow
as a viscous fluid. Once the shear stress drops below the cohesive strength
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Figure 5.7: The nested melt cavity hypothesis for multi-ring basin formation (after
Head, 2010). (a) During excavation, (b) material is displaced (blue) downwards and
a melt cavity (red) forms at the centre of the crater. (c) For some large-scale impact
events, the centre of the crater rises up and the transient crater wall collapses to
form a peak ring. (d) For larger-scale multi-ring basin forming impacts, the melt
cavity extends to a depth greater than the displaced zone, (e) the centre of the
basin, again rises up bringing up mantle material closer to the surface. Collapse at
the edge of the displaced zone near the surface creates listric faults, which rotate
displaced material upwards towards the crater centre forming the rings. IR, MR,
and CD refer to the Inner Rook, Montes Rook and Cordillera rings, respectively,
at Orientale Basin.
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Figure 5.8: Ring tectonics theory. Penetration into the asthenosphere by the
transient crater results in asthenospheric flow towards the basin centre. The force
exerted on the lithosphere above results in fractures which subsequently form outer
rings. (a)-(c) show the effect of a decrease in lithospheric thickness and the increase
in number of rings, (d) represents a hypothetical case for a thin lithosphere overlying
a very fluid mantle (after Melosh, 1989).
the material deforms elastically again, motion ceases and material becomes
‘frozen’ in place.
Ring tectonic theory
Melosh (1989) proposed an explanation for the formation of just the outer
rings: ring tectonic theory (Figure 5.8). In this model the thickness of the
lithosphere the crust and upper mantle) is the primary factor determining
whether or not rings form; penetration through the lithosphere into the
underlying (more fluid) asthenosphere by the transient cavity allows the
formation of the outer rings.
In relation to an impact, the lithosphere is defined as the layer where the
Maxwell time, tM , is greater than crater collapse time and the asthenosphere
where tM is less than crater collapse time. The Maxwell time is defined as
tM = η/G, where η is the viscosity of the material andG is the shear modulus
of the material (Melosh, 1989). This equation defines the solidity of material;
the time a substance must flow under applied load before creep strain equals
elastic strain. The more conventional definition of the lithosphere is the layer
of a planetary body whose Maxwell time is greater than the surface age of
the planet; the asthenosphere is defined as the layer is which the Maxwell
time is less than the surface age. However, in impacts flow is only significant
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for materials whose tM is less than the crater collapse time (which means
they will act in a fluid-like manner), hence the alternative definition. The
viscosity of silicate materials in planetary bodies (in the asthenosphere) is
∼1021 Pa s, however large stress differences in large-scale impacts can lower
this viscosity by 108-109 orders of magnitude. Therefore, for large-scale
basin-forming impacts, Maxwell times of minutes to a few hours may result
in a fluid-like flow of asthenospheric material Melosh (1989).
Outer ring formation therefore occurs by penetration of the transient
crater into the asthenosphere; asthenospheric material subsequently flows
towards the basin centre, exerting a drag force on the lithosphere above.
A weak enough lithosphere will fracture under this force, forming the ring
structures. Ring tectonics therefore provides a reason for the rarity of multi-
ring basins on Mercury and Venus; a thicker lithosphere at the time of the
large basin-forming impacts possibly prevented ring formation.
When transient crater depth does not penetrate all the way through the
lithosphere, ring tectonic theory suggests complex craters will form in the
manner as described in Section 2.3.3, whereby some weakening of the target
material, through a mechanism such as acoustic fluidisation, may result in
fluid-like flow of the impact shocked target. Melosh (1989) states that as
shock pressure drops off as 1/r2 it cannot extend to regions outside the
transient crater and therefore form outer rings. Therefore only once the
transient crater penetrates into the asthenosphere could outer rings may
possibly form.
5.2.3 The lunar cratering rate
The Moon contains over 5000 impact craters larger than 20 km in diameter
(Head et al., 2010) and many thousands of smaller craters. Craters can be
used to infer the relative ages of different surfaces - a densely cratered area
will be older than a sparsely cratered region of the same size. The number
and size of different impact structures can be used to infer the cratering rate
and therefore collisional dynamics throughout the Solar System’s history.
It is generally accepted that, since its formation, the cratering rate within
the Solar System has declined, however the nuances of this decline are de-
bated. One theory suggests a rapid and brief spike in the cratering rate
occurred ∼4.1-3.9 Ga referred to as the Lunar Cataclysm (Tera et al., 1974)
(Figure 5.9). Timing of this event was constrained based on isotopic dating
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of impact melts from the Apollo lunar rocks (Tera et al., 1974; Dalrymple &
Ryder, 1993) and later from lunar meteorites (Cohen et al., 2000) which all
seemed to date from a period ∼4 Ga. Isotopic analysis of the Martian me-
teorite, ALH84001, produced an impact melt age of ∼3.9 Ga (Turner et al.,
1997), suggesting the cataclysm affected not just the Moon, but probably
the entire inner Solar System1. This implies Earth too would have been sub-
jected to the spike in asteroid bombardment; Ryder et al. (2000) suggests a
cratering rate 20 times greater on Earth compared to the Moon due to its
larger size and greater gravitational attraction. There is no single consensus
for the cause of the Lunar Cataclysm. One popular theory concerns a change
in the orbits of the gas giants which perturbed material into the inner Solar
System resulting in the bombardment (e.g. Gomes et al., 2005).
There are, however, several objections to the Lunar Cataclysm theory.
First of all, the sampling of impact melt breccias is small and limited to
only a few sites. The samples do not therefore give an accurate view of
lunar impact dynamics, however the lack of impact melt breccias >4 Ga
has been used as evidence for Cataclysm (Ryder, 2002). Additionally, the
dating of impact melt breccias is constrained by the analytical and geological
methods used; this can obscure relationships between specific impact events
and individual melt breccias Haskin et al. (1998). General understanding
of regolith and near-surface processes on the Moon >4 Ga is also poorly
constrained Chapman et al. (2007).
A few lunar multi-ring basins were dated via sampling during the Apollo
missions (Imbrium: ∼3.85 Ga, Nectaris: ∼3.92 Ga), however most basins
are age-dated relative to one another based on crater density. The Orientale
Basin is thought to be the youngest, forming ∼3.8 Ga, the South Pole-Aitken
Basin the oldest, forming anywhere between 4.4 and 3.9 Ga (Ryder et al.,
2000). This suggests all lunar multi-ring basins formed within 700 My of
Moon formation when the Moon is thought to have been far warmer than it
is today (Shearer et al., 2006). The Lunar Cataclysm hypothesis suggests all
basins have may formed within a period of 100-200 My; only direct sampling
of basins would allow ages to be inferred, which would help constrain the
timing of the proposed Lunar Cataclysm.
The timing of basin-forming impacts on the Moon is important in terms
1when referenced to the entire inner Solar System this proposed spike in impact flux is
referred to as the Late Heavy Bombardment
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Figure 5.9: Theories for the decay in impact flux following the formation of the
Solar System and the proposed Lunar Cataclysm (adapted from Kring, 2003).
of their formation and structure. If the majority of basins did form within a
period between 4.1-3.9 Ga, lunar thermal conditions are likely to have had
greater similarity compared to a basin forming 4.4 Ga (just ∼100 My after
Moon formation) and a basin forming 3.9 Ga. For example, the South Pole-
Aitken impact event, with a possible age of 4.4 Ga, could have formed during
the latter crystallisation stages of the proposed lunar magma ocean. The lu-
nar magma ocean proposes a significant portion of the Moon (its outer third
- Warren (1985), or the entire Moon Pritchard & Stevenson (2000); Canup
(2004)) was molten as a result of collisional heating during its formation.
The magma ocean is thought to have cooled, crystallised and differentiated
into a crustal layer at its surface overlying a denser mantle within a few hun-
dred million years of Moon formation (Taylor, 1982). The South Pole-Aitken
Basin could therefore have formed when the Moon was far hotter (during the
latter stages of crystallisation) compared to other impacts (many hundreds
of million years after complete crystallisation). However, the lunar magma
ocean is again a theory; lunar thermal conditions during the first ∼500 My of
the Moon’s existence are poorly constrained (Shearer et al., 2006). The heat
and possible large volumes of melt generated by a basin-forming impact may
also have affected the subsequent formation and structure of other basins
forming nearby.
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The previous sections have described the poor understanding of multi-ring
basin formation and noted that numerical modelling is the only viable method
for investigating basin formation. The aim of this work is therefore to inves-
tigate the basin-forming process using numerical modelling. New hydrocode
simulations of lunar basin-scale impacts are presented; impact parameters
such as impactor diameter are investigated. The thermal structure of the
Moon during the proposed Lunar Cataclysm and early its existence (first
∼700 My) is poorly constrained; target thermal profiles simulating alterna-
tive lunar thermal conditions are also simulated. Results of the basin-forming
impacts are described and compared to observational and gravity-derived
basin structure for a suite of lunar basins. The hydrocode simulation re-
sults are used to predict basin features, such as transient crater size, for the
suite of lunar basins and tentatively suggest thermal conditions during the
basin-forming epoch (the Lunar Cataclysm).
5.3 Methods
5.3.1 Material model
Numerical model simulations of asteroid impacts, using the iSALE hydrocode
(Amsden et al., 1980; Collins et al., 2004; Wünnemann et al., 2006), were
conducted into an infinite half-space target, divided into crust and mantle
sections. Spudis & Davis (1986) inferred from geochemical data that the
lunar crust is dual-layered containing an anorthosite (a plagioclase-rich min-
eral with a negligible mafic [1-2%] content) upper crust and a denser, more
mafic, norite lower crust. The mantle was inferred to be a peridotite-like
ultramafic material. To produce an analogous target to the inferred lunar
interior, a Tillotson equation of state for gabbroic anorthosite (O’Keefe &
Ahrens, 1982), and an ANEOS equation of state for dunite (Benz et al.,
1989) were used to represent the lunar crust and mantle response to ther-
modynamic changes and compressibility. In addition to the mantle, dunite
was also used to represent the impacting asteroid as it is a useful proxy for
asteroidal material (Pierazzo & Melosh, 2000b).
Crustal strength parameters were obtained from fitting Equations 3.11,
3.12 and 3.14 to experimentally-derived rock strength data for gabbro (Shi-
mada et al., 1983; Stesky et al., 1974) (Figures 5.10 and 5.12). Melting
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parameters for the crust were calculated by fitting the Simon approximation
(Equation 3.15) to experimental gabbro melting data from Azmon (1967)
(Figure 5.11). All crustal parameters calculated are listed in Table 5.2. The
lunar crust was modelled as a single layer, in contradiction to the observed
dual-layered structure, due to the issue of cell size and resolution discussed
in Section 5.3.4. Due to the varying number of cells representing the vertical
height of the crust changing as impactor diameter changed, the division of
the crust into two layers appeared inappropriate. In addition to this, this
work was interested in the location of the bottom of the crust so this could
be compared to gravity-derived structure. The division of the crust was not
necessary for this purpose. Therefore a single material that approximately
matches the properties of the lunar crust was chosen.
Mantle strength parameters were obtained by fitting Equations 3.11, 3.12
and 3.14 to experimentally-derived rock strength data for, given their sim-
ilar compostion, dunite (Shimada et al., 1983; Ismail & Murrell, 1990) and
peridotite (Stesky et al., 1974) (dunite is the olivine-rich end member of
peridotite) (Figures 5.13 and 5.14). Melting parameters for the mantle were
taken from Davison et al. (2010) (see Table 5.2), who analysed peridotite
melting data from McKenzie & Bickle (1988) and references therein. Davi-
son et al. (2010) also quote a value for the liquidus of peridotite, taken from
Katz et al. (2003) of 2056 K, with Simon constants of A = 15.5 GPa and B
= 3.3, which are also used in this thesis. All mantle parameters calculated
are listed in Table 5.2.
5.3.2 Parameter study
Impactor diameter was varied between 20 and 120 km whilst impact ve-
locities of 10 km/s and 15 km/s were used to simulate a range of lunar
basin-forming events up to the size of the second largest lunar basin, Im-
brium (∼1200 km diameter). Simulations modelling the largest lunar im-
pact basin, SPA (2400 km diameter), are described separately in Chapter
6. Impacts were simulated into crusts 60 km and 40 km thick, based on
the gravitationally-derived crustal thickness of Wieczorek & Phillips (1999)
and Hikida & Wieczorek (2007) respectively. A constant gravity field of 1.62
m/s2 was used.
As mentioned previously, the transient crater is not easily defined in large
(basin-forming) impacts, but is an important part of the crater-forming pro-




































Figure 5.10: Experimental rock strength data for (a) intact gabbro (Shimada
et al., 1983) and (b) damaged gabbro (Stesky et al., 1974) fitted by Equations 3.11
(Lundborg, 1968) and 3.12 (dry Coulomb friction).









































Figure 5.12: Relative strength of damaged gabbro (Stesky et al., 1974) as a
function of temperature fitted to Equation 3.14 (after Ohnaka, 1995).





































Figure 5.13: Experimental rock strength data for (a) intact dunite (Shimada et al.,
1983) and (b) damaged dunite (Ismail & Murrell, 1990) as a function of pressure,
fitted by Equations 3.11 (Lundborg, 1968) and 3.12 (dry Coulomb friction).





















Figure 5.14: Relative strength of damaged peridotite (Stesky et al., 1974), as a
function of temperature fitted to Equation 3.14 (after Ohnaka, 1995). Temperature
at zero relative strength is fixed to 1373 K based on the work of Davison et al.
(2010).
Table 5.2: Calculated strength and thermal parameters used to represent the
lunar crust and mantle. µd and µi are the coefficients of friction for damaged and
intact rock respectively, Y o and Y m are material strength parameters, ξ, a and c




Y o (Pa) 3.19x107 5.07x106
Y m (Pa) 2.49x109 3.26x109
ξ 1.2 1.1
A (Pa) 1.84x109 1.52x109a
B 7.27 4.05a
Tm (K) 1513 1373a
a Data taken from from Davison
et al. (2010)


























Figure 5.15: Target thermal profiles investigated in this work. TP4 estimates a
0.5 Gy old Moon from Spohn et al. (2001) and TP2 estimates a similar early Moon
from Ivanov et al. (2010).
cess (see Sections 2.3.2 and 5.2.2). Like Elbeshausen et al. (2009), this work
defined the transient crater as forming once the transient cavity reached its
maximum volume. This agrees with the definition for small, simple crater-
forming impacts, however uplift of the crater floor does begin prior to maxi-
mum volume being achieved. The maximum depth of excavation was defined
as the deepest material ejected ballistically from within the transient crater.
5.3.3 Target thermal profiles
The state and possible changes in lunar thermal conditions during the pro-
posed period of basin formation (4.4-3.8 Ga) are poorly constrained, though
the Moon is thought to have been far warmer than it is today (Shearer et al.,
2006). Based on studies of the zone of crust and upper mantle which re-
sponds elastically, the lunar lithosphere (Crosby & McKenzie, 2005; Solomon
& Head, 1980), thermal profiles with near-surface temperature gradients be-
tween 10 and 34 K/km were considered plausible. The temperature pro-
files comprised conductive and convective thermal regimes; temperature, T ,
within a cell at a given depth was calculated using the formula:



























Figure 5.16: Target strength for the thermal profiles investigated in this work.
The dotted line represents the crust/mantle boundary (60 km depth).




where Tup is the temperature in the cell immediately above and ∆z is
the change in depth between the cells. dT/dZ takes into account heating by































where dT/dZ|surf is the near-surface thermal gradient, z is depth and







where Tb is the temperature at the base of the conductive layer, β =
αg/Cp where α is the thermal expansion coefficient (3 x 10−5 K−1 for typical
rocks) and Cp is the specific heat capacity (crust: 590 J/kg·K; mantle: 800
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J/kg·K), g is gravity and db is the boundary between the conductive and











where Rp is the radius of the target (assumed to be 1750 km for the
Moon), Ts is the temperature at surface, K is thermal conductivity (≈3.3
W/m·K for rocks) and Q = KdT/dZ|surf .
In Equation 5.2 the value of the parameter ξ varies depending on the
temperature in the cell above the cell of interest (Tup) relative to the tem-
perature at the base of the conductive layer (Tb)
ξ =

1 Tup < 0.9Tb
1− (Tup − 0.9Tb)/(0.11Tb) 0.9Tb < Tup < 1.01Tb
0 Tup > 1.01Tb
(5.6)
ξ is applied to smooth the transition between the conductive and con-
vective thermal regimes.
Temperature profiles were bound by the solidus so that, at any location,
temperatures never exceeded the ambient melt temperature. Based on ther-
mal evolution studies (Spohn et al., 2001; Ghods & Arkani-Hamed, 2007) the
temperature at the base of the conductive layer was 1773 K for the thermal
profile with a near-surface temperature gradient of 34 K/km (TP1) and 1673
K for the thermal profile with a near-surface temperature of 10 K/km (TP3).
Additional thermal profiles, estimating an ‘early’ Moon from Ivanov et al.
(2010) (TP2) and a 0.5 Gy old Moon from Spohn et al. (2001) (TP4) were
also used (Figure 5.15). Figure 5.16 illustrates the yield strength within the
target associated with each temperature profile.
5.3.4 Grid resolution
The computational grid is made up of discrete cells. The smaller the cells,
the better resolved the material and free surface boundaries as well as the
passage of the shock wave. However, a trade-off between resolution and
computation time must be made, as higher resolution models require longer
run times. A resolution study was therefore conducted to find a suitable
























Figure 5.17: Comparison of transient crater volume over an order of magnitude
change in CPPR value for a given impact scenario. Based on a balance between
resolution error and computational run time, a CPPR value of 20 was chosen (high-
lighted by the arrow).
resolution achieving a reasonable compromise between resolution errors and
run time. This was done by varying the cells per projectile radius (CPPR) -
the number of cells across the radius of the impactor - for a specific impact
(60 km diameter dunite impactor travelling at 15 km/s impacting into a
target using thermal profile TP3 and a 60 km thick crust). CPPR values
ranging over an order of magnitude (5, 10, 20, 40 and 60) were investigated.
The comparison of transient crater volume for the different CPPR values is
presented in Figure 5.17; the comparison for crustal structure is presented
in Figure 5.18.
As CPPR was to remain constant for all impacts, cell size would decrease
as impactor size decreased (20 km and 120 km diameter impactors would
have cell sizes of 0.5 km and 3 km, respectively) therefore greatly increasing
computation time. Bearing this in mind, a CPPR value of 20 was chosen as
it gave a reasonable trade-off between resolution errors and computational
run time: the transient crater volume for an impact using 20 CPPR was
∼90% of the transient crater volume using 60 CPPR. For the melt volume,
at 5 CPPR the melt volume was ∼60% of the melt volume at 60 CPPR,
whilst at 20 CPPR the melt volume was ∼95% of the melt volume at 60
CPPR.
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Figure 5.18: Comparison of crater profiles 120 minutes after impact for (top to
bottom) 5, 10, 20, 40, and 60 CPPR (cells per projectile radius). The impact was
a 60 km diameter impactor travelling at 15 km/s into a 60 km thick crust using
thermal profile TP3. The final craters produced vary substantially between 5, 10
and 20 CPPR. However the 20, 40 and 60 CPPR impacts produced a similar crater
structure.
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To further decrease computation time, a density cut-off was included in
the calculation. iSALE monitors the production and movement of vapour
during the simulations, however this work was not concerned with vapour
production, only the volume of impact-generated melt and ultimate basin
structure. A density cut-off of 300 kg/m3 was implemented, meaning mate-
rial with a density below this threshold was removed from the calculation,
decreasing computation time.
With CPPR held constant in the impactor, the cell size and therefore the
number of cells in the crust varied for different impactor sizes. In Figure 5.18,
the crust was represented by 120, 80, 40, 20 and 10 cells as CPPR decreased
from 60, to 40, 20, 10, and 5 respectively. Therefore by keeping the CPPR
in the impactor constant, the number of cells representing the crust will vary
depending on the impactor size. For example, using the chosen CPPR value
of 20, an impactor 120 km in diameter will result in a cell size of 3 km; an
impactor 40 km in diameter will result in a cell size of 1 km. Given a 60
km thick crust, the number of vertical cells in the crust would be 20 and
60, respectively. However, the larger impactors are more likely (for a given
impact velocity) remove a greater fraction of crustal material. Therefore,
in the larger impacts (those which this study is interested in), the number
of cells representing the crust is not as important as smaller impactors as a
greater fraction (possibly the entire crust) would be removed from the basin
centre.
5.3.5 Effective mantle viscosity
As mentioned previously, viscosity is a measure of a material’s resistance to
flow (shear stress). Equation 3.14 (repeated below)
Y t/Y = tanh[ξ(Tm/T )− 1]
assumes once a material’s temperature (T) exceeds its solidus (Tm) it
behaves as an inviscid fluid (its relative strength, Yt/Y, is negligible). This
is physically unrealistic, as a super-solidus material will be a heterogeneous
mixture of hot and cold clasts and melt, with the clasts providing some resis-
tance to shear. An inviscid fluid is also likely to produce unrealistically large
central uplifts in basin-scale crater formation and generate surface waves over
a far greater period than an equivalent basin-forming impact into a viscous
fluid; test cases showed this was indeed the case for basin-forming impacts.
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To account for super-solidus target material possessing some resistance
to shear, and to produce central uplift phases similar to previous numerical
modelling of large (basin)-scale crater formation (Collins et al., 2002, 2008)
(therefore preventing extremely large central uplift overshoots), an effective
viscosity was applied to super-solidus mantle target material. Viscosity val-
ues of 105 Pa·s, 108 Pa·s, 1010 Pa·s and 1012 Pa·s were investigated (See
Appendix A). Viscosities of 105 Pa·s and 108 Pa·s did not prevent formation
of extremely large secondary uplifts, while a viscosity of 1012 Pa·s prevented
the crater from collapsing in a manner typical of a basin-forming impact
- no central uplift formed. A viscosity of 1010 Pa·s however, did suppress
excessively large central uplifts and resulted in the crater collapsing in a man-
ner similar to that suggested for large (basin)-scale impacts (e.g. Chicxulub:
Collins et al., 2002, 2008). Therefore, as this viscosity suppressed excessively
large central uplifts and allowed the crater to collapse in a manner typical
of other numerically modelled basins, an effective viscosity of 1010 Pa·s was
applied to super-solidus mantle material.
5.3.6 Acoustic fluidisation
The presence of central peaks and peak rings in complex craters suggest
some fluid-like behaviour occurs on a timescale equivalent to that of crater
collapse. One possible mechanism for this fluid-like behaviour is acoustic
fluidisation, which is discussed in Section 3.2.2. The effect of acoustic fluidi-
sation is implemented into this work via the block model (Melosh & Ivanov,
1999). In iSALE, acoustic fluidisation is implemented using two input pa-
rameters. These are the ratio of the amplitude of the pressure vibrations
and peak shock pressure, therefore the maximum amplitude of the pressure
vibrations relative to the peak shock pressure, and the pressure vibration
decay constant (in seconds). In this work, values for these parameters were
based on numerical modelling of the large-scale Chicxulub impact (Collins
et al., 2002); the chosen values were 0.1 for the amplitude of the pressure vi-
brations over peak shock pressure, and 200 s for the pressure vibration decay
constant. The larger the ratio pressure vibration amplitude and peak shock
pressure, the greater the region which is fluidised. The vibrational pres-
sure will decrease with time, a larger decay constant will result in acoustic
fluidisation acting over a longer timescale.
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5.3.7 Calculating impact-generated melt volume
Each iSALE modelled basin-scale impact produced a volume of impact-
generated melt. The volume of melt produced in each impact was quantified
using a method similar to Ivanov et al. (2010). Massless tracer particles,
initially placed in every grid cell, tracked the path of material originating in
that cell during the simulation. Throughout the simulation the temperature
and pressure at the location of the tracer were recorded. In post-processing,
the pressure of the tracer at any given time was used to calculate the instan-
taneous melt temperature of the material tracked by the tracer, using the
Simon approximation. For mantle material, if the temperature recorded by
the tracer at a given time exceeded the liquidus, the mass associated with
the tracer was defined as completely molten at that time: in this case the
volume of material represented by the tracer was added to the total melt
volume. On the other hand, if the tracer temperature was lower than the
liquidus, but exceeded the solidus, the tracer was defined as partially molten:
in this case, the volume of melt that was added to the total melt volume was
a fraction of the total volume of material represented by the tracer. Melt
fraction was assumed to vary on a linear scale between 0 at the solidus to
1 (completely molten) at the liquidus. This definition of partially molten
material differs to that normally used to describe partially molten material -
the melting of some mineral phases prior to others melting due to differences
in their chemical composition. Shock melting on the other hand refers to
a bulk melting event, whereby material instantaneously melted due to the
passage of a shock wave, which raises the materials temperature in excess of
the solidus. In this work, partially molten material refers to shock melted
(and decompression melted - see discussion below) material.
For crustal material only a solidus was constrained, therefore crustal ma-
terial with a temperature above the solidus was assumed to be completely
molten, therefore overestimating the true melt volume for crustal material.
Internal pressure fluctuations in the Moon, generated by shock wave re-
flections and surface waves, caused the instantaneous melt temperature (as
predicted by the Simon approximation) to oscillate dramatically during the
simulation. As a result, it was necessary to calculate the total melt vol-
ume after the major cratering motions had ceased and the internal pressure
fluctuations had attenuated significantly. Only those tracers that were in a
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(partially) molten state at late times contributed to the total melt volume.
The method outlined here is also very similar to that of Jones et al. (2005)
(who carried out impact modelling to see whether impacts could result in
melt volumes equivalent to Large Igneous Provinces on Earth), whereby the
degree to which material was molten was a function of its pressure and its
solidus and liquidus. An advantage to this method of melt calculation, as
noted by Jones et al. (2005), is that as the flux of melt through the grid
is computed similarly to all other state parameters, such as density and
energy, a more precise determination of final melt volume can be found,
as opposed to methods whereby peak pressures are directly compared with
ambient pressures at the end of the simulation (e.g. Ivanov & Melosh, 2003).
However, the fluxing of material can be diffusive, which may cause errors
in melt distribution; this can be avoided by treating the melt as a separate
material (e.g. Wünnemann et al., 2005). However, the method of Jones et al.
(2005) and this work, cannot take into account the latent heat of melting.
This is because Jones et al. (2005) and this work used the ANEOS equation
of state to represent the target (in this work, this applies to the mantle);
ANEOS does include a calculation to adjust for latent heat. Therefore, the
melt volumes of Jones et al. (2005) and those of this work are likely to be
overestimates of the melt volume.
The use of a pressure-dependent melt criterion, and the nature of the
large-scale cratering process means the volume of mantle melt includes man-
tle material (partially) melted by decompression (as well as that melted by
shock heating). Decompression melting results from material being uplifted
from a deep, high-pressure location to a shallower, less-pressurized location.
The decrease in pressure lowers the ambient melt temperature, which may
permit melting if the temperature of the uplifted material remains high. In
general, decompression melting is not regarded as an important aspect of the
impact process because of the relatively cold state of planetary lithospheres
(Ivanov & Melosh, 2003). However, as decompression melting can be im-
portant in very large impacts and/or in impacts into regions with high tem-
perature gradients (Jones et al., 2002), its effects are important to consider
when simulating lunar basins that formed while the Moon was hot. Jones
et al. (2005) found, in their impact model simulations, the areas of melt
could be divided into three zones: a central vertical cylinder of melt, which
was primarily due to shock melting but contained some material melted by
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decompression; a laterally extensive disc, which was due to shock melting,
and; a thin skin < 5 km of highly molten material, again melted by shock
melting. This would therefore suggest that decompression melting would be
limited to the centre of the basin. The volume of material melted by the
shock and by decompression could be approximated by the comparing the
volumes of melt at formation of the transient crater (melt at this stage is
likely to have been due to shock melting) and the volume of melt at the end
of crater formation (material has reached its final location, and effects of the
shock have long decayed) whereby any additional melting would be due to
material being uplifted and melted by decompression.
5.4 Results
5.4.1 The basin-forming process
Figure 5.19 illustrates various timesteps of the basin-forming process, as pre-
dicted by the iSALE hydrocode into an infinite half-space target. The evo-
lution of the crater is similar to models proposed for the Chicxulub impact
(Collins et al., 2002, 2008) and other large-scale impacts (O’Keefe & Ahrens,
1999; Ivanov et al., 2010). On impact, a bowl-shaped (transient) cavity opens
up moving target material away from the impact point. Crustal material,
and in some cases mantle material, within the cavity is excavated (ejected
ballistically) landing beyond the maximum radial extent of the cavity. The
cavity continues to grow until gravitational forces, preventing growth, over-
whelm the inertial forces and the crater begins to collapse. The crater floor,
weakened by residual impact heat, rises up above the pre-impact surface
forming a central uplift, before collapsing back downwards and interacting
with the collapsing crater rim. This interaction forces mantle material up
and over crustal material towards the basin edge and in the process thickens
crustal material forming an annulus (ring) of crustal material. Further cen-
tral uplift and collapse phases may occur prior to impact energy dissipation.
The resulting basin is composed of a large central mantle zone which extends
outwards to overlay an annulus of thickened crust. At the centre of the basin,
mantle material is completely molten. The amount of mantle melt (the melt
fraction) generally decreases radially away from the basin centre. At the edge
of the mantle zone, mantle material is only just partially molten; some solid
mantle fragments may also be present here. Originally deep-seated mate-




Figure 5.19: Selected timesteps for the impact of an 80 km diameter impactor
travelling at 15 km/s into TP4 as predicted by the iSALE numerical model. See
text for description. The impact melt in (f) linearly varies between 0 at the solidus
to 1.0 at liquidus. White material represents material with a melt fraction from
0-0.25, dark blue: 0.25-0.50, light blue: 0.50-0.75, light pink: 0.75-1.0, dark pink:
>1.0 (completely molten).
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rial can be brought to the lunar surface via excavation (ballistic ejection) or
through uplift (as a consequence of the formation, and subsequent collapse,
of the central uplift). For the impact shown in Figure 5.19 crustal material
was excavated and mantle material uplifted to the lunar surface; Figure 5.20
illustrates this excavation and uplift of material.
The major cratering motions and processes described above are quali-
tatively similar for the range of impactor and target conditions simulated.
Below, the sensitivity of crater excavation, melt production, and final crater
structure to impact energy and thermal gradient is discussed.
5.4.2 Transient crater size and maximum excavation depth
For the basin-scale simulations, the transient crater was defined as the di-
ameter of the transient cavity, measured at the pre-impact surface, when at
its greatest volume. The transient crater size results for impacts of varying
size, velocity and temperature profiles are incorporated into ΠD, a non-
dimensional measure of crater size, defined as
ΠD = Dtc/(Mproj/ρ)
1/3 (5.7)
where Dtc is the transient crater diameter, Mproj is the mass of the pro-
jectile, and ρ is the target density. As the majority of crust is removed during
the impact process and maximum cavity depth is generally 2-3 times larger
than the crustal thickness, the density of the target used in this equation
was that of that mantle (3314 kg/m3) and not the crust (use of the crustal
density, ∼ 2800 kg/m3, may also underestimate the crater volume). ΠD is




where g is gravitational acceleration, a is the impactor radius, and u the
impact velocity, in Figure 5.21. The simulations compare favourably with
basin-scale lunar impacts modelled by Ivanov et al. (2010) and the scaling
relation for non-porous rock (Schmidt & Housen, 1987).
During the basin-forming process, target material is excavated (ejected
ballistically) from the transient crater. The extent of this excavation is de-
fined by the excavation cavity; this is assumed to have the same diameter as
























Figure 5.20: Paths of tracers illustrating the ejection and uplift of target material
during the basin-forming process shown in Figure 5.19. All tracers originate at a
distance of 119 km from the basin centre (highlighted by the black vertical line),
with the dots representing tracer position at 5 minute intervals following initial
impact. Crustal material (A-D) is ejected from the cavity following a ballistic
trajectory. Target material at shallow depths can (depending on grid size) leave the
computational grid (path A, initial depth: 17 km) or land hundreds of kilometres
from its original location (path B, initial depth: 27 km). Ejected material can
also be influenced by rim collapse and move in towards the basin centre (path C:
initial depth: 37 km), while the central uplift and collapse phase can heavily affect
material originating at greater depths in the crust (path D: initial depth 55 km).
Mantle material (grey paths: initial depths 65, 85, 105 km) is uplifted to the surface
via the central uplift and its subsequent collapse. The pre- and post-impact crustal
profiles are shown for reference.
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Figure 5.21: ΠD plotted against Π2 for the basin-scale simulations at differing
velocities, sizes, crustal thickness and thermal gradient (and internal temperature).
V = impact velocity in km/s, C = crustal thickness in km. Where Π2 values are
the same, variation in ΠD is a consequence of thermal gradient; the higher the
thermal gradient (and internal temperature), the higher the ΠD value. Impacts
into a thinner 40 km crust resulted in slightly lower ΠD values, compared to the
same impact into a 60 km crust. Large-scale Moon and Mars impacts from Ivanov
et al. (2010) (I10) are plotted for reference as well as scaling laws for water and
non-porous rock (Schmidt & Housen, 1987). The simulations suggest basin-scale
impacts follow the scaling law for non-porous rock.































Figure 5.22: Maximum excavation depth against transient (excavation) crater
diameter for the basin-scale simulations. The results show the excavation depth-to-
diameter ratio remains constant (0.12±0.01) over a range of basin-scale transient
crater sizes. The dotted line represents the crustal thickness (60 km).
the transient crater, but a shallower depth. Maximum excavation depth was
defined in this work as the depth of the deepest material that was ejected
ballistically from the transient crater. Figure 5.22 plots maximum excavation
depth against transient crater diameter for various impactor sizes, travelling
at 10 and 15 km/s into a 60 km thick crust.
Maximum excavation depth remained a constant fraction of the tran-
sient crater diameter, a ratio of 0.12±0.01, for all impact scenarios simu-
lated. This agrees well with previous experimental, analytical, geological
and geophysical investigations of impact craters of all sizes which suggest an
excavation depth-to-diameter range of 0.08-0.12 (Croft, 1980; Melosh, 1989;
Spudis, 1993; Wieczorek & Phillips, 1999; Hikida & Wieczorek, 2007).
Geological and observational studies have used the position of layers (such
as marker beds) to estimate the excavation cavity. One disadvantage of this
technique includes the erosion of impact structures over time, which can re-
move material which may be of importance to excavation and therefore the
determination of the excavation cavity size. Geophysical techniques include
that of (Wieczorek & Phillips, 1999; Hikida & Wieczorek, 2007) who recon-
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structed excavation cavities based on the gravity-derived crustal structure
of lunar basins. Apart from the very largest basins, the calculated exca-
vation depth-to-diameter agreed with the geological evidence of far smaller
craters. However this technique assumes the impact structures have been
unaffected by any post-impact process (such as viscous relaxation) and ig-
nore any lateral movement of material. It should also be noted that the
crustal profiles used in Wieczorek & Phillips (1999) and Hikida & Wieczorek
(2007) are based on gravity data that can be interpreted in a number of
ways; gravity models are non-unique - many different structures can pro-
duce the same gravity anomaly. This introduces some uncertainty into the
gravity-derived crustal profiles and the subsequent work that use these data.
However, gravity models are currently the best data available for interpret-
ing the lunar subsurface. However, despite the differences and disadvantages
to these techniques, they all predict similar values.
As previously mentioned, and evident in the process outlined in Section
5.4.1, the transient cavity in large-scale impact events begins to collapse
upwards prior to the cessation of lateral excavation. It is possible that as
impact size increases, the time difference between the beginning of crater
floor collapse and the cessation of excavation in the lateral direction may
increase. Ivanov et al. (2010) use an alternative method for defining the
formation of the transient crater; they looked for the appearance of a kink
in the ejecta curtain, which they used to define the point between crater
excavation and collapse. Applying this method to a selection of the simula-
tion results from this work suggest that, once the kink has been identified,
the crater is 5-20% larger than when at maximum volume, with the greater
differences occurring in the largest impacts. However, this method could
not give definitive values, as there was no clear timestep where the kink ap-
peared - this occurred gradually over a number of (one minute) time steps.
However, by comparing the results of this work to previous estimates of the
excavation depth-to-diameter ratio, the maximum volume method used in
this work appears suitable.
A small number of impacts into a 40 km thick crust were also simulated.
Table 5.3 compares maximum excavation depth and the excavation depth-to-
diameter ratio for given impact scenarios into the 60 and 40 km thick crusts.
These data suggest (for crustal thicknesses of 40 km and 60 km) maximum
excavation depth is independent of crustal thickness and excavation depth-
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to-diameter remains constant (0.12±0.01). These results also reiterate the
observation that maximum excavation depth is much less than maximum
transient crater depth for all impact scenarios. Of the impacts listed in
Table 5.3 the maximum excavation depth is approximately one quarter of
the transient crater depth.
By attempting to restore excavation cavity geometry, Wieczorek & Phillips
(1999) and Hikida & Wieczorek (2007) suggested three of the largest lu-
nar basins: Serenitatis (diameter = 920 km), Imbrium (diameter = 1160
km) and SPA (diameter = 2400 km) had far lower excavation depth-to-
diameter ratios compared to other, smaller basins implying a different kind
of crater-forming process (e.g. non-proportional scaling). However, Wiec-
zorek & Phillips (1999) and Hikida & Wieczorek (2007) assumed the inferred
crustal structure from gravity data beneath the basins represented the ini-
tial post-impact crustal structure; they did not considered processes such as
the possibility of melt pool differentiation (see Section 5.5.2). The results
presented here suggest basin-size impacts up to approximately the size of
Imbrium Basin follow proportional scaling; SPA-scale models are discussed
in Chapter 6.
5.4.3 Impact-generated total melt volume
All basin-scale simulations produced a volume of impact-generated melt,
with this melt concentrated around the basin centre (see Figure 5.19). Fig-
ure 5.23 plots total (mantle and crustal) melt volume against transient crater
diameter for the basin-scale impacts using the different thermal profiles; com-
parable total melt volume estimates using the Cintala & Grieve (1998) melt
volume scaling relationship and a similar melt scaling law using hydrocode
predictions (Pierazzo et al., 1997; Wünnemann et al., 2008) are plotted for
reference. The simulations produce a greater volume of impact-generated
melt than that predicted by the scaling laws for a given transient crater
diameter. The ratio of total melt volume and transient crater volume is
plotted against transient crater diameter in Figure 5.24; the scaling relations
from Pierazzo et al. (1997), Cintala & Grieve (1998) and Wünnemann et al.
(2008) are again plotted for reference. The simulations predict a far greater
melt volume-to-transient crater volume ratio compared to the scaling laws.
The greater volume of melt, and consequently, a greater melt volume-
to-transient crater volume for the basin-scale simulations compared to the

























Figure 5.23: Total melt volume plotted against transient crater diameter for
the basin-scale simulations at a velocity of 15 km/s. As transient crater diameter
increases, total melt volume increases. The simulations produce a larger volume
of total melt than that predicted by the scaling estimates of Cintala & Grieve
(1998) (CG98), Wünnemann et al. (2008) (W08) and Pierazzo et al. (1997) (P97)
for comparable lunar impacts. These scaling laws used transient crater scaling laws
















Figure 5.24: The ratio of total melt volume and transient crater volume plotted
against transient crater diameter for the basin-scale simulations at a velocity of
15 km/s and the scaling estimates of Cintala & Grieve (1998) (CG98) and model
predictions of Wünnemann et al. (2008) (W08) and Pierazzo et al. (1997) (P97)
for comparable lunar impacts. The simulations produce a greater volumetric ratio
than the scaling laws predict.
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scaling estimates is due to the simulations including an increase in tempera-
ture (and pressure) with depth in the target; the scaling estimates assume a
cold, uniform temperature target. This means material at a given depth in
the simulations will require less impact heat to melt compared to material at
the same depth using the scaling estimates. Analysis of melt volumes at time
steps throughout the crater formation process showed melt volume tended
to peak on formation of the transient crater. This would be expected as the
shock wave would be the primary factor associated with melting. At the end
of the crater forming process, melt volume tended to be lower than that on
formation of the transient crater. This suggests the ambient pressure and as-
sociated temperature of material post-shock could have lowered its relative
melt content, thereby reducing the overall melt volume. Material may be
melted through decompression, however the lower melt volumes post-impact
suggest this material does not remain at a shallower depth to maintain its
molten state. Once crater collapse begins, material may melt as it is uplifted
during the rise of the central uplift; subsequent collapse of this uplift may
return material to a great enough depth where the ambient pressure is too
high for the material to melt.
5.4.4 Final basin structure
From the basin-scale simulations two key observations can be made about the
post-impact structure of lunar basins. Firstly, the boundary between crustal
and mantle material, known as the Moho, is closer to the lunar surface
or, in some cases, absent (mantle material is present at the lunar surface)
relative to its pre-impact location. Secondly, crustal material away from
the basin centre forms a bulge in crustal thickness - a thickened crustal
annulus (ring) outside of the uplifted Moho. Figure 5.25 plots the amount
of Moho uplift against the radius to the thickened annulus for the basin-
scale simulations and inferred basin Moho uplift (from a Lunar Prospector
gravity model) from Wieczorek & Phillips (1999). The simulations uplift the
Moho by a greater fraction than the gravity-derived data suggest. Though
dependent on the thermal profile, the simulations suggest basins with an
annulus radius &200 km will uplift mantle material to the lunar surface,
completely removing crustal material from the basin centre; gravity-derived
basin data suggest all basins are underlain by a low (relative to the mantle)
density crustal material. Mantle material can also be excavated (ejected
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Figure 5.25: Fraction of Moho uplift against thickened crustal annulus radius for
impacts travelling at 10 km/s (open squares) and 15 km/s (closed squares) into a
60 km thick crust. Gravity-derived basin data from Wieczorek & Phillips (1999) is
plotted for comparison (WP99). A Moho uplift of 0 means the post-impact crustal
thickness is equal to the pre-impact crustal thickness, a value of 0.5 indicates the
post-impact thickness is half that of the pre-impact thickness, a value 1 indicates
mantle material is exposed at the surface (no crustal material is present). The
simulations uplift the Moho, for a given crustal annulus radius, by a far greater
amount than that suggested by gravity data.




































Figure 5.26: Maximum crustal annulus depth plotted against crustal annulus
radius for impacts at 10 km/s (open squares) and 15 km/s (closed squares) into a
60 km thick crust. The simulations show an increase in maximum crustal annulus
depth as crustal annulus radius increases. Thermal profiles TP3 and TP4 appear to
plot either side of the gravity-derived data (Wieczorek & Phillips, 1999) (WP99).
ballistically from the transient crater) to the lunar surface; again dependent
on thermal profile, the simulations suggest basins with crustal annulus radii
&300 km will excavate mantle material to the lunar surface.
Figure 5.26 plots the maximum thickness of the crustal annulus against
the crustal annulus radius (measured from the basin centre) for the basin-
scale simulations and gravity-derived basin crustal structures fromWieczorek
& Phillips (1999). The simulations show that as the radius of the annulus
increases, its thickness also increases. Comparing thermal profiles, impacts
into TP4 produced thicker crustal annuli for a given annulus radius com-
pared to impacts into TP3. This is because TP4 has a stronger crust on
account of its cooler near-surface profile, which prevents extensive crater
collapse compared to the weaker crust in the warmer near-surface of TP3.
Impacts into the warmest thermal profile and therefore the weakest, TP1,
resulted in the inflow of hot crustal material towards the basin centre fol-
lowing crater collapse (Figure 5.27). This thickened the crust at the basin
centre, smoothing out any expressions of topography or a crustal annulus
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created during the initial stages of impact (crustal thickness at the basin
centre had not stabilised over 2 hours after the initial impact). Based on
the gravity-derived basin structures from Wieczorek & Phillips (1999) TP1
therefore appears to have too high a thermal gradient to explain the structure
of these basins. Consequently, the profiles of basins formed in TP1 are not
discussed further. However, a thermal gradient similar to TP1 could explain
the inferred crustal structure of older pre-Nectarian basins (age groups P-13
and P-14) which essentially show no Moho uplift or prominent topographic
features (Hikida & Wieczorek, 2007).
Figure 5.28 illustrates basin-scale simulations with a crustal annulus ra-
dius and thickness similar to a gravity-derived basin structure for Humorum
basin (Wieczorek & Phillips, 1999). The simulation using TP4 forms an
annulus at a similar radial distance to the gravity-derived data, however the
simulated annulus is thicker (gravity: 72 km depth, 263 km radius; sim-
ulated: 81 km depth, 260 km radius). The simulation using TP3 has a
less thick annulus than the gravity-derived structure, but matches the in-
crease in crustal thickness from a radius of ∼120 km up to the annulus
well (though it is offset by ∼20 km). The simulation using TP2 also pro-
duces a similar thickness and radial distance for the annulus, but does not
match the gravity-derived structure well beyond the annulus. The simulated
and gravity-derived crustal structures match poorly around the basin centre;
Humorum basin has an inferred crustal thickness of ∼23 km at its centre,
whilst the simulations either completely removed crustal material or pro-
duced a crustal layer only a few kilometres thick. The red circle represents
the location of olivine exposures from Yamamoto et al. (2010), thought to
represent mantle-derived material.
The same three simulations presented in Figure 5.28a can be compared to
a gravity-derived basin structure for Orientale basin (Wieczorek & Phillips,
1999) (Figure 5.29). Again, the simulations fit the gravity-derived location
and thickness of the annulus fairly well, with TP3 providing a good match to
the increasing crustal thickness from a radius of ∼120-220 km. However, the
simulated basins remove a greater fraction of crustal material from the basin
centre compared to the inferred crustal structure. No olivine signatures were
found at Orientale in the study of Yamamoto et al. (2010).
Figure 5.30 compares two simulations, one conducted at an impact ve-
locity of 15 km/s, the other conducted at 10 km/s, to a gravity-derived
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Figure 5.27: Inflow of hot crustal material using thermal profile TP1 for the
impact of a 50 km diameter impactor at 15 km/s. Left panel shows temperature,
right panel shows material (beige: crust, grey: mantle). The top figure (A) shows
the collapse of a secondary central uplift. Following this (B) crustal material flows
towards the basin centre, (C) gradually thickening the crust at the basin centre as
time increases and (D) smoothing out any surface topography. Crustal thickness
at the basin centre had not stabilised over 2 hours after initial impact.
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(b)
Figure 5.28: Gravity-derived basin structure for Humorum Basin (Wieczorek &
Phillips, 1999) (WP99) and best-fit basin-scale simulations at velocities of (a) 15
km/s and (b) 10 km/s. The simulated basins match fairly well with the location
and/or thickness of the crustal annulus, but remove too much crust from the basin
centre to match well with the gravity-derived basin structure. Possible mantle-
derived olivine signatures are represented by red closed circles (Yamamoto et al.,
2010) (Y et al.,10). D = impactor diameter (km), V = impact velocity (km/s), TP
= thermal profile. The black arrow points to the observed Humorum basin rim.



















Figure 5.29: Gravity-derived basin structure for Orientale Basin (Wieczorek &
Phillips, 1999) (WP99) and best-fit basin-scale simulations. The simulated basins
match fairly well with the location and/or thickness of the gravity-derived crustal
annulus, but remove too much crust from the basin centre to match well with the
gravity-derived basin structure. No olivine-like mantle signatures were found at
Orientale in the study of Yamamoto et al. (2010). D = impactor diameter (km),
V = impact velocity (km/s), TP = thermal profile. The black arrow points to the
observed Orientale basin rim.
crustal structure for Humboldtianum basin (Wieczorek & Phillips, 1999).
As with the previous examples, the simulated basins match well with the
gravity-derived location and thickness of the annulus; these simulations also
compare favourably with the gravity-derived crustal structure beyond the
annulus. Crustal thickness at the basin centre in the simulations is again
too thin compared to the gravity-derived structure. Yamamoto et al. (2010)
found one set of olivine exposures within the Humboldtianum basin. Addi-
tional comparisons of simulations to gravity-derived crustal structures from
Wieczorek & Phillips (1999) (and from Kaguya data) are presented at the
end of this chapter (Figures 5.42-5.45).
Estimating the final basin rim and hence the final basin radius of the
simulations was problematic. This was partly due to the varying cell size in
the simulations as a result of keeping the CPPR value constant; cells at the
surface could range from 0.5 km to 3 km in size varying the degree to which
topographic features were defined. The large-scale collapse of the basins due
to the formation and collapse of the central uplift also heavily modified the
topography of the basin. However, an estimate could be made for the ap-
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Figure 5.30: Gravity-derived basin structure for Humboldtianum Basin (Wiec-
zorek & Phillips, 1999) (WP99) and best-fit basin-scale simulations. The simula-
tions compare favourably to the gravity-derived basin structure around the annulus
and towards the basin edge, but remove too much crustal material at the basin
centre. The red circle represents possible mantle-derived olivine signatures from
Yamamoto et al. (2010) (Y et al. 10). D = impactor diameter (km), V = impact
velocity (km/s), TP = thermal profile. The black arrow points to the observed
Humboldtianum basin rim.
parent basin rim radius; this was measured as the distance from the basin
centre to where basin’s surface topography crossed the pre-impact surface (a
depth of 0 km). Again, due to the varying cell sizes in the simulations, the
cross over point between topography below and above the pre-impact surface
was easier to define for some models (e.g. the simulations in Figure 5.30)
than others (e.g. the simulation using an impactor diameter of 80 km and
thermal profile 2 in Figure 5.29). Figure 5.31 plots apparent basin rim radius
against crustal annulus radius for simulations using TP3 and TP4; plotted
for reference are the observed and gravity-derived values of basin rim (this
is usually represented by the highest asymmetric topographical feature) and
crustal annulus, respectively, for the 10 lunar basins studied by Wieczorek
& Phillips (1999). The solid line represents a 1:1 ratio between (apparent)
basin rim radius and crust annulus radius. TP3 simulations produced an-
nulus radii greater than their respective apparent basin rim radii and plot
below the observed/inferred basin structure, whereas the TP4 simulations
produce annulus radii smaller than their basin radii and plot above the ob-
served/inferred basin structure (which also suggest annulus radius is smaller



























Figure 5.31: Apparent basin rim radius against crustal annulus radius for the sim-
ulations and inferred and observed basin structure for the 10 lunar basins from the
study of Wieczorek & Phillips (1999) (grey squares). Within the observed/inferred
structures, two data points are plotted for Humorum Basin and Mendel-Rydberg
Basin highlighting two alternative basin rim radii. Simulations conducted using
thermal profile 3 (TP3) and thermal profile 4 (TP4) plot either side of the observed
and inferred basin structures.
than basin rim radius). As apparent basin rim is measured at the pre-impact
surface it will be smaller than the (final) basin rim which is measured from
the topographical peak.
5.5 Discussion
5.5.1 LOLA/Kaguya-derived crustal profiles
In the previous section, the basin-scale simulations were compared to basin
structures derived from a Lunar Prospector gravity model. More recent lu-
nar datasets, provided by Wieczorek (2011), from LOLA (Lunar Orbiter
Laser Altimeter) (topography) and Kaguya (gravity) have further revised
estimates of basin (crustal) structure (Appendix B). From these data, the
characteristic basin structure can be clearly seen (thinned crust below the
basin centre, flanked by a thickened crustal annulus), however outside of
the thickened crustal annulus the Moho (boundary between the crust and
mantle) can become irregular in thickness. In some cases the Moho varies
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Table 5.4: Estimated annulus radii (ra), pre-impact crustal thickness, Moho depth
and Moho uplift, based on Kaguya gravity data, .
Basin ra Estimated Moho depth Moho
pre-impact basin centre uplift
(km) thickness (km) (km)
Imbrium 519 35 22 0.37
Serenitatis 414 42 17 0.60
Crisium 312 40 15 0.63
Smythii 304 43 14 0.67
Orientale 298 55 15 0.73
Nectaris 284 45 19 0.58
Humorum 254 36 20 0.44
Mendel-Rydberg 210 55 12 0.78
Moscoviense 210 51 3 0.95
Humboldtianum 205 41 11 0.75
Grimaldi 160 44 15 0.66
greatly even between the south and north ends of a basin (e.g. Figure B.4 -
Smythii) and can be affected by nearby basins (e.g. Figure B.11 - the juxta-
position of Grimaldi and Cruger-Sirsalis basins). This makes estimation of
the crustal thickness outside a basin - a reasonable guess at the pre-impact
crustal thickness - problematic. Nevertheless, using the Kaguya data, an
average of Moho depths, measured at the first peak of the Moho outside of
the thickened annulus, was used to estimate pre-impact crustal thickness.
Combined with the Moho depth at the basin centres, the fraction of Moho
uplift was calculated (Table 5.4). These Kaguya-derived data are presented
in Figure 5.32a alongside the basin-scale simulation results and the Wiec-
zorek & Phillips (1999) data. Though the estimates based on the newer
Kaguya data suggest lunar basins, on average, have uplifted the Moho by
a greater fraction than previously estimated, this fraction is however still
less than those predicted by the basin-scale simulations (for a given annulus
radius).
5.5.2 Melt pool differentiation
Figure 5.23 showed the amount of melt produced in the basin-scale simu-
lations was greater than the scaling estimates for a given transient crater
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size on account of the increasing temperature and pressure with depth in
the simulations; this melt was concentrated around the basin centre (see
Figure 5.19). In the majority of these impacts, the total volume of melt is
dominated by mantle melt, as crustal material is completely removed around
the basin centres for basins with crustal annuli & 200 km. The formation
of large, voluminous melt pools around basin centres has been predicted for
giant impacts such as SPA (Collins & Melosh, 2004; Ivanov et al., 2010); the
creation of such a large volume of melt under the basin is likely to have been
great enough to undergo differentiation (Morrison, 1998; Cintala & Grieve,
1998). A cooling melt mixture derived from mantle and (possbily) lower
crustal material would produce olivine initially, which would settle out, driv-
ing the remaining melt to noritic compositions (e.g. Morrison, 1998). This
differentiation process would have produced near-surface lithologies that may
not reflect mantle lithologies, thereby making it difficult to ascertain whether
pure mantle material had been excavated. Such a process could explain the
discrepancies between the amount of Moho uplift in the simulations and the
gravity-derived basin structures in Figure 5.32a; crustal material is absent
from the basin centre for simulations with crustal annuli >200-300 km, whilst
for the gravity-derived structures suggest some thickness of crust beneath all
basins.
Figure 5.32b plots total melt volume against crustal annulus radius for
the basin-scale simulations. These data show the volume of impact-generated
melt produced increases notably as crustal annulus radius increases above
200-300 km. A greater volume (and depth) of melt produced in impacts with
crustal annuli >300 km could, if differentiation occurred, form a thicker
crustal layer compared to the smaller basins (annulus radii 100-200 km)
which produced less melt. This would explain the low gravity-derived Moho
uplift values, and therefore the relatively thick crust, for the two basins with
the largest gravity-derived crustal annuli in Figure 5.23: Serenitatis and Im-
brium. Using the gravity-derived crustal thickness, Wieczorek & Phillips
(1999) estimated the excavation depth-to-diameter ratio for a suite of lu-
nar basins by reconstructing their excavation cavities. Wieczorek & Phillips
(1999) calculated Serenitatis and Imbrium had a far lower excavation depth-
to-diameter ratio (0.10) compared to smaller basins (≈0.10) suggesting
these larger basins grew in a non-proportional manner. However, the results
presented in Section 5.4.2 showed the excavation depth-to-diameter ratio re-
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Figure 5.32: (a) Moho uplift against thickened crustal annulus radius for simula-
tions at 10 km/s (open squares) and 15 km/s (closed squares), as well as gravity-
derived data from Wieczorek & Phillips (1999) (WP99) and Kaguya; (b) Total melt
volume against crustal annulus radius for simulated impacts at 15 km/s into a 60
km thick crust.
Chapter 5. Lunar basins: Numerical modelling 134
mained constant for all simulated basin-sized impacts. The anomalously low
excavation depth-to-diameter ratio and non-proportional scaling for Imbrium
and Serenitatis suggested by Wieczorek & Phillips (1999) could therefore be
due to the creation and subsequent differentiation of a large, voluminous
melt pool into a thicker than average new crustal layer.
Differentiation of a mantle melt pool into a new crustal layer also ex-
plains results from the study of Yamamoto et al. (2010) who, looking for
mantle-derived (olivine) signatures in lunar basins did not find any mantle-
like signatures around the centre of lunar basins; differentiation of the mantle
melt pool may mask any mantle-like signatures on the lunar surface. How-
ever, Yamamoto et al. (2010) did find mantle-like signatures towards the
edges of some lunar basins in the rims and walls of far smaller craters. Is the
simultaneous presence and absence of mantle-like signatures within a lunar
basin possible? The simulations showed mantle material, if present at the
lunar surface, was primarily emplaced there via the uplift and subsequent
collapse of the central uplift, this occurred for basins with an annulus radius
>200 km. At larger basin sizes, annulus radii >300 km, mantle material
could be also be excavated (ejected ballistically from the transient crater);
excavated material landed beyond the extent of the transient crater but,
as a result of basin rim collapse, is likely to remain within the rim of the
basin. The excavation of mantle material towards the basin rim is likely
to form thin mantle veneers (a few kilometres thick at most) over the lu-
nar surface. This volume and depth of mantle material may not be great
enough, or indeed molten, to undergo the large-scale differentiation poten-
tially operating at the basin centre. Instead, over time, this mantle material
could have become buried by ejecta from other impacts and eventually re-
uplifted or excavated to the lunar surface by younger, smaller-scale impacts.
Based on the size of craters containing the olivine signatures found in the
study of Yamamoto et al. (2010), and using standard crater scaling (Cintala
& Grieve, 1998), this possibly mantle-derived material is estimated to have
been re-uplifted/excavated from depths of, on average, 3-8 km.
A large melt volume, extending to a few hundreds of kilometres below the
surface was formed in the largest basin-forming impacts. How long though
would these large melt masses take to cool? Onorato et al. (1978), focusing
on the Manicouagan impact melt sheet on Earth, identifies two main phases
to melt cooling. The first phase acts on the mm-cm scale where temperatures
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drop below the liquidus. The second stage, which lasts far longer than the
first, determines the time for cooling of the melt mass. An estimate of the
characteristic cooling time, t∗, is t∗ = h2/κ, where h is the thickness of the
melt sheet and κ is the thermal diffusivity (typically 10−6m2s−1 for most
rocks). Using this formula for the basin-scale impacts modelled here, the
depth of melting in the largest impacts extended to depths of ∼ 300 km.
This would give a cooling time of ∼2.8 Gy. Assuming the basins formed 3.8
Ga, then this would imply the melt pool completely cooled 1 Ga. However,
this estimate includes all material above the solidus; using the maximum
depth to material with a melt fraction of 0.5 (∼100 km), the cooling time
would be ∼300 My. On Earth, the Sudbury impact melt sheet is 3 km thick,
using the same formula would give a cooling time of 300 Ka; approximately
two and one orders of magnitude smaller than the estimates for the basin-
scale simulations of this work.
Therefore, based on the simulation results, the suggestion of Morrison
(1998), and the study of Yamamoto et al. (2010), it appears plausible for
lunar basin-forming impacts to excavate mantle material to the lunar surface
(beyond the extent of the transient crater) and simultaneously create a large,
voluminous melt pool at their centre. This large, voluminous melt pool
may differentiate and cool over time, masking any mantle-like signatures
around the basin centre, whilst mantle excavated to the lunar surface towards
the basin edges may become buried and eventually re-uplifted/excavated to
the lunar surface via later, smaller-scale impacts. However, whether the
differentiated mantle would produce a thickness great enough to explain the
discrepancies between the simulations and gravity data cannot be verified;
numerical calculations of the cooling and chemical dynamics of large melt
pools would be required to test whether this is feasible.
Moscoviense: An anomalous basin?
From analysis of the Kaguya data, Moscoviense Basin appears to have up-
lifted an anomalous amount of crustal material compared to the other basins
(Figure B.8; Figure 5.32a; Table 5.4) - it has the thinnest crust on the
Moon. As a farside basin, Moscoviense has only recently been studied in any
great detail as gravity and topography coverage of the farside has up to now
been limited and of low resolution (hence Moscoviense’s exemption from the
study of Wieczorek & Phillips, 1999). Moscoviense possesses many pockets
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of olivine-rich (possibly mantle-derived) signatures (Yamamoto et al., 2010).
Ishihara et al. (2011), using Kaguya data, analysed the basin and suggested
an explanation for its anomalous Moho uplift - it was formed by a double
impact. They recognise three prominent ring structures at Moscoviense with
diameters of 180, 420 and 630 km. The middle ring is the most prominent
topographically, suggesting it represents the main rim of the basin, while the
outer ring is offset from the two inner rings. Ishihara et al. (2011) therefore
suggested an initial impact created a 630 km diameter basin, uplifting the
Moho closer to the lunar surface. A secondary impact then occurred forming
the 430 km and 180 km diameter rings and the Moscoviense Basin observed
today. This secondary impact was large enough to uplift and/or excavate
the already uplifted mantle, emplacing it throughout the basin, explaining
the large Moho uplift beneath the basin in the Kaguya data.
The authors do not state however, whether these impacts were the result
of a binary impact (two asteroids orbiting each other at a relatively close dis-
tance) or whether there was a significant time interval (an interval greater
than that required to form the initial basin) between the impacts. Prelimi-
nary numerical simulations have suggested that binary impacts can produce
single crater structures with a complex shape (Miljkovic et al., 2011), how-
ever only about 15% of the Near Earth Asteroid population (which could
possibly impact the Moon) are binary (Pravec et al., 2006). The alterna-
tive suggestion, that Moscoviense was created by two impactors with a large
temporal displacement, is unlikely as the probability of an impact occurring
more or less precisely within an already formed impact crater is very low.
5.5.3 Lunar basins: Predicting their features
In the previous section, the transient crater radius and the crustal annu-
lus radius of the simulated basins were used as basin size parameters. The
simulations showed the volume of melt produced in an impact increased as
the transient crater increased in size, and that the fraction of Moho uplift
(essentially the amount of crustal removal) increased as the crustal annu-
lus radius increased. Qualitative comparisons between simulated basins and
gravity-derived basin structure from Wieczorek & Phillips (1999) showed the
simulations matched the gravity-derived crustal structure fairly well around
the crustal annulus, but underestimated the crustal thickness at basin cen-
tres. This discrepancy could possibly be resolved by the differentiation of
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the large volume of molten material (as a result of steep thermal gradients
and high upper mantle temperatures) around the basin centre, predicted
by the simulations, into a new crustal layer. In this section, a relationship
between the transient crater radius and the crustal annulus radius for the
basin-scale simulations is used to predict a number of features for the suite of
10 basins studied in Wieczorek & Phillips (1999) (and Moscoviense Basin):
transient crater diameter, maximum excavation depth, outer ring formation
and (apparent) basin rim diameter.
Transient crater size prediction
As previously mentioned (see Section 2.3.2), an important feature of the
crater-forming process is the transient crater as it can be used to estimate the
maximum depth of excavation (the maximum depth from which material is
ejected ballistically). However, as an ephemeral feature, the transient crater
must, for any given basin, be estimated; this is done using scaling laws.
Such a scaling law was developed by Croft (1985) linking transient crater
diameter, dtc, to final crater diameter, dr:
dr = dsc
−0.18dtc1.18 (5.9)
where dsc is the simple to complex crater transition diameter (on the
Moon this is between 15 and 20 km diameter). This law was formulated
based on field and remote data, as well as model reconstruction of small,
complex terrestrial and lunar craters. For basins, the final crater diameter is
usually defined by the most prominent topographic ring structure outside of a
heavily faulted megablock zone. However, the ring defining the basin rim can
be ambiguous (see Section 5.2.1); this is problematic as basin comparisons
may not necessarily be made like-for-like and estimations of, for example,
the transient crater are dependent on these estimated rim values.
A similar scaling law linking transient crater diameter and final crater
diameter was found by Ivanov (1988); Holsapple (1993) states however, that
there is no significant reason why a power law should fit the relation between
transient crater radius and final crater radius better than, or instead of, any
other law. In this work, the scaling law of Croft (1985) is used as Cintala
& Grieve (1998) base their relation between transient crater diameter and
impact melt volume on this scaling law. As the melt volume-transient crater
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relationship of Cintala & Grieve (1998) is compared to the melt volume
produced in this work (see Section 5.4.3) the Croft (1985) scaling law is used
for consistency.
From the gravity-derived basin structures of Wieczorek & Phillips (1999)
and the recent Kaguya data, another feature appears common to lunar
basins: a thickened annulus of crustal material. Gravity-derived data sug-
gest this feature can easily be identified and appears a less ambiguous feature
to define compared to the basin rim (see Appendix B). A thickened annulus
of crustal material was also common to the simulated basins; the diameter
of this annulus could easily be extracted to gauge basin size. As transient
crater size could also easily be extracted from the simulations, a relation-
ship linking these parameters could be formulated. Using this relationship,
and the gravity-derived annulus radii from Kaguya, estimates of the tran-
sient crater size for the basins studied by Wieczorek & Phillips (1999) (and
Moscoviense) were made.
Crustal annulus radius and transient crater radius data for the simula-
tions are presented in Figure 5.33. As the thermal profiles producing the
most consistent results, fits to data for simulations using thermal profiles




where rtc is the transient crater radius and ra is the crustal annulus




The Kaguya crustal annulus values were then inserted into Equations 5.10
and 5.11 to estimate the transient crater size for the suite of basins. These
transient crater predictions are plotted in Figure 5.34 along with transient
crater radii estimated from the scaling law of Croft (1985) (see Equation 5.9);
these data are tabulated in Table 5.5. The predicted transient crater radii
using TP3 and TP4 generally plot either side of the Croft (1985) transient
crater scaling estimates. For a given transient crater radius, the predictions
show a larger annulus radius will be produced in TP4 compared to TP3.
This is to be expected, as TP4 has a shallower thermal gradient (and lower
internal temperatures) compared to TP3 and is therefore stronger at depth.






























Figure 5.33: Annulus radius against transient crater radius for the basin-scale






























Figure 5.34: Predictions and scaling law estimations of transient crater radii
against Kaguya-derived crustal annulus radii for the suite of lunar basins studied
by Wieczorek & Phillips (1999) and Moscoviense Basin. The simulation predictions
for TP3 and TP4 tend to plot either side of the scaling Croft (1985)(C85) estimates.
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Table 5.5: Transient crater radii (rtc) for a suite of basins from a variety of
techniques, as well corresponding observed rim radii (rr) and annulus radii (ra).
Basin rra rab rtc (km)
(km) (km) C85c WP99d TP3 e TP4f
Orientale 465 298 255 199 176 248
Imbrium 580 519 307 372 249 369
Crisium 370 312 210 244 181 256
Humboldtianum 325 205 188 166 140 190
Humorum 212.5 254 131 179 159 221
Serenitatis 460 414 252 329 216 314
MendelRydberg 210 210 130 141 142 193
Mosocviense 210 210 130 - 142 193
Nectaris 430 284 238 207 171 240
Grimaldi 220 160 135 99 120 159
Smythii 370 304 210 222 178 252
a (Spudis, 1993)
b Estimates from Kaguya data (this study).
c Scaling law estimate (Croft, 1985)
d Excavation cavity reconstruction (Wieczorek & Phillips, 1999)
e Thermal profile 3; this study
f Thermal profile 4; this study
The greater target strength of TP4 means this target will be less affected by
the collapse phase of impact compared to the warmer, weaker sub-surface
target of TP3.
As a consequence of the modification stage of crater formation, the final basin
radius will always be larger than the transient crater radius. Are the observed
basin rim radii therefore greater than the transient crater radii predicted by
the simulations? Figure 5.35a plots the predictions and the Croft (1985)
scaling law estimates for transient crater radius against observed basin rim
radius for the 10 lunar basins from the study of Wieczorek & Phillips (1999)
and Moscoviense Basin. The solid black line in Figure 5.35a represents a 1:1
ratio between transient crater and main crater radii; all data points should
lie to the right of this. From the simulation predictions, three basins ap-
pear to be outliers: Humorum (squares), Mendel-Rydberg and Moscoviense
(triangles).
Using TP4, the predicted transient crater radius for Humorum (closed





























































Figure 5.35: Predicted and scaling law (Croft, 1985) (C85) transient crater radii
against observed basin rim radius. All basins investigated are plotted in (a) whilst
in (b) revised observed basin rim radii for Humorum and Mendel-Rydberg are used
and Moscoviense is left out as an anomaly. The predicted transient craters based
on thermal profiles TP3 and TP4 tend to either side of the scaling law estimates.
Estimations of transient (excavation) cavity diameters from Wieczorek & Phillips
(1999) (WP99) are also plotted.
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blue square) is larger than its observed basin rim radius; this cannot be
correct. The transient crater size prediction is based upon the gravity-derived
annulus radius, which can clearly be defined for this basin; is Humorum’s
observed basin rim radius wrong? Pike & Spudis (1987) suggested Humorum
had a radius of 212.5 km - the value used in Figure 5.35a, however later
analysis by Spudis & Adkins (1996) and Bussey & Spudis (2000) suggested
the basin had a much larger radius of 412.5 km. Using this alternative
value (marked by the open squares in Figure 5.35a), the Humorum data (for
TP3 and TP4) appear to fit better with the other predictions and scaling
estimates.
The predicted transient crater radii for Mendel-Rydberg using TP4 (closed
blue triangle) plots just below the 1:1 ratio. Again, this position near the 1:1
ratio could be due to the estimated size of the basin. Pike & Spudis (1987)
suggested a radius of 210 km (plotted in Figure 5.35a), however later analysis
by Spudis & Adkins (1996) suggested the basin had a larger radius of 315
km. Using this revised value (marked by the open triangles in Figure 5.35a),
the Mendel-Rydberg data (for TP3 and TP4), as with the revised Humorum
data, appear to fit better with the other predictions and scaling estimates.
The predicted transient crater radius for Moscoviense Basin plots on top of
the original Mendel-Rydberg data points (closed triangles in Figure 5.35a).
The similar values of the transient crater prediction and the observed rim
radius for Moscoviense could possibly be due to the proposed double im-
pact origin of the basin (Ishihara et al., 2011), which could have influenced
the basin’s annulus radius (which was used to predict the transient crater
radius).
Figure 5.35b re-plots the data of 5.35a using the revised, larger, basin
radii for Humorum and Mendel-Rydberg; Moscoviense is removed on account
of its possible anomalous formation. The figure includes the estimations of
Wieczorek & Phillips (1999) for the transient craters of the 10 basins using
their excavation cavity reconstruction method; transient crater estimates
using the scaling law of Croft (1985) are also plotted (for tabulation of the
data see Table 5.5). The predictions of transient crater radii are fitted to






where dr is the basin rim diameter, dsc is the simple-complex transition
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diameter, dtc is the transient crater diameter and c and d are constants.
Assuming the simple to complex transition (dcsc) remains constant, the ex-
ponent d for the predictions is 1.23 for TP3 and 1.16 for TP4; Croft (1985)
calculated an exponent of 1.18.
The predicted transient crater radii for this suite of observed basins from
the basin-scale simulations using thermal profiles TP3 and TP4 plot either
side of the scaling law estimates. To best fit the predicted transient crater
radii with observed basin rim radii, the larger basin rim estimates for Hu-
morum and Mendel-Rydberg were used.
Mantle excavation prediction
The predicted transient crater radii for the 10 lunar basins of Wieczorek
& Phillips (1999) (and Moscoviense Basin) can be combined with the ex-
cavation depth-to-diameter ratio results from the simulations and the esti-
mated pre-impact crustal thickness derived from the Kaguya data, to esti-
mate maximum excavation depth, and possible mantle excavation, for the
lunar basin-forming impacts. The basin-scale simulations produced an aver-
age excavation depth-to-diameter ratio of 0.12±0.01; this is the ratio of the
maximum depth from which material was ejected ballistically and the diam-
eter of the excavation cavity (the excavation cavity was assumed to have the
same diameter as the transient crater). Excavation depth (zex) was there-
fore calculated using the formula zex = 2rtc x 0.12, where rtc is the radius
of the transient crater. The predicted excavation depths for the 10 basins in
the study of Wieczorek & Phillips (1999) (and Moscoviense Basin) are listed
in Table 5.6; basin names highlighted in red signify those at which olivine-
rich mantle-like material has been observed (Yamamoto et al., 2010), and
depths in red signify a predicted impact scenario in which mantle material
would have been excavated (the maximum excavation depth was within the
mantle).
For impacts using TP3, predictions of mantle excavation are correct for
all basins bar Humboldtianum, Nectaris and Moscoviense which are pre-
dicted to not excavate mantle, contradicting the observations. Increasing
the depth-to-diameter ratio to 0.13 for Nectaris predicts a maximum exca-
vation depth of 45 km, this is equal to the Kaguya-derived crustal thickness,
suggesting mantle would not be excavated. Increasing the depth-to-diameter
ratio to 0.13 for Humboldtianum Basin also predicts mantle material would


































































































































































































































































































































































































































Chapter 5. Lunar basins: Numerical modelling 145
not have been excavated, still contradicting the observations (maximum ex-
cavation depth: 36 km; pre-impact crustal thickness: 41 km).
For impacts using TP4, predictions of mantle excavation are correct for
all basins bar Orientale and Smythii, which are predicted to excavate man-
tle, contradicting observations, and Moscoviense which is predicted to not
excavate mantle, contradicting observations. Using an excavation depth-to-
diameter ratio of 0.11, the maximum excavation depth for Orientale would
decrease to 55 km, the thickness of the pre-impact crust, preventing man-
tle excavation and so agreeing with observations; decreasing the depth-to-
diameter ratio for Smythii to 0.11 would still result in mantle excavation
(maximum excavation depth: 55 km; crustal thickness 43 km), contradict-
ing the observations. However, Smythii is the oldest basin investigated here
(age group P-11). The relative age of Smythii means the basin would have
been bombarded by a greater number of impacts compared to younger lunar
basins following its formation. It is therefore possible that any mantle mate-
rial excavated during the Smythii-forming impact was subsequently buried
at a great enough depth to prevent re-excavation or was so heavily processed
by younger impacts that it cannot be detected remotely. Moscoviense Basin
was predicted to not excavate mantle material in both TP3 and TP4, con-
tradicting the observations. However Moscoviense Basin is thought to have
been formed by a double impact Ishihara et al. (2011); it is therefore possi-
ble that the secondary impact associated with Moscoviense excavated mantle
material to the lunar surface. The predictions of mantle material not being
excavated are consistent with the primary Moscoviense impact uplifting the
mantle closer to the lunar surface; this was then excavated to the surface
during the secondary impact.
This analysis shows the excavation of mantle material is heavily depen-
dent on the pre-impact thickness of the crust; the thicker the crust, the
larger the impact required to excavate mantle material. The thinner (pre-
impact) crustal thickness estimates of more recent data (Hikida &Wieczorek,
2007, and Kaguya) compared to those of Wieczorek & Phillips (1999) sug-
gest basins had, on average, a pre-impact crustal thickness closer to 40 km
rather than 60 km. This suggests lunar basin-sized impacts are more likely
to uplift and/or excavate mantle material than previously thought.
A thick pre-impact crust explains why the Moscoviense Basin may have
needed two impacts to excavate mantle material (the Kaguya estimated pre-
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impact crustal thickness was 51 km) and the absence of mantle-like signatures
at the 930 km diameter Orientale Basin but the presence of mantle-like sig-
natures at the similar-sized (920 km diameter) Serenitatis Basin in the study
of Yamamoto et al. (2010); the Kaguya estimated pre-impact thickness un-
der Orientale was 55 km, for Serenitatis it was estimated as 42 km. However,
it should be kept in mind that some mantle-like signatures could have been
missed within basins by the Kaguya Spectral Profiler used in the study of Ya-
mamoto et al. (2010). There may also be some error in the Kaguya-derived
pre-impact crustal thickness listed in Table 5.6; crustal thickness was not uni-
form, and so had to be averaged, outside of the thickened crustal annulus.
Nevertheless, if the olivine signatures found by Yamamoto et al. (2010) are
representative of mantle material, then the predictions of mantle excavation
based on the basin-scale simulations using thermal profiles TP3 and TP4
can between them, within error, match the observed spectroscopic data for
all the basins investigated (ignoring Moscoviense as a possibly anomalously
formed basin).
Outer ring formation prediction
Though referred to at points within this thesis as basins, the correct term
for these impact structures is multi-ring basins as they contain more than
two concentric ring structures, with normally at least one ring structure
outside of the main basin rim: an outer ring. Outer rings are thought to
form via faulting (see Section 5.2.2), however the mechanism inducing this
faulting is unclear. In this work, outer ring formation could not be modelled
using the iSALE hydrocode due to (1) resolution - fault zones are usually
metres across, whereas the cell size in this work was on the kilometre-scale,
(2) dimensionality - this work used the 2D version of iSALE, therefore any
fault movement or rotation in the z-plane could not be modelled and (3)
code physics - physics governing the dynamic weakening of material around
a fault is not included in the model. However, a prediction of whether the
basin-scale simulations would form outer rings can be made based on the
ring tectonic theory. The ring tectonic theory (see Section 5.2.2 and Figure
5.8) suggests outer ring formation is dependent on lithospheric thickness;
if the growing transient cavity penetrates through the lithosphere into the
asthenosphere below, asthenospheric material will flow in towards the basin
centre exerting a drag force on the lithosphere above creating fractures, faults






















Figure 5.36: Target yield strength for thermal profiles TP3 and TP4 along with
the mean stress beneath a transient cavity of depth, z using the formula from
Melosh (1989). The arrows point to the lithospheric thickness for TP3 (100 km)
and TP4 (175 km). The lithospheric thickness was approximated for each thermal
profile as the depth at which the mean stress below a transient cavity matches
the yield strength of the thermal profile. Below this depth, stress will exceed yield
strength inducing failure in the target and possibly forming outer rings. The dotted
black line represents the base of the crust.
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and, ultimately, outer rings.
In the basin-scale simulations the lithospheric thickness for thermal pro-
files TP3 and TP4 can be estimated based on a comparison of the stress
beneath a transient cavity of a given depth and the thermal profile’s re-
spective target yield strength. The mean stress below a transient cavity of
depth, z, can be approximated (after Melosh, 1989) by 1/4ρgz, where ρ is
the density of the target and g is the surface gravity. Using a target density
of 3000 kg/m3 and lunar surface gravity (1.61 m/s2), Figure 5.36 plots the
mean stress below transient cavities along with the yield strength for thermal
profiles TP3 and TP4. The lithospheric thickness can be approximated as
the depth at which the mean stress (beneath a transient cavity) matches the
yield strength. Below this depth, mean stress will exceed the yield strength
inducing failure and fracturing of target material. As the crater collapses
material at depth will flow towards the basin centre, possibly further frac-
turing the target and forming outer rings. Using this approximation, the
lithospheric thickness for TP3 is 100 km; for TP4 it is 175 km.
The definition of the lithosphere used here, the depth at which pressure
exceeds strength, differs to the conventional and impact-related definition
of the lithosphere as described in Section 5.2.2 concerning the ring tectonic
theory. In this work, the lithosphere is based purely on pressure, and does
not consider rock viscosity or shear modulus. Melosh (1989) states that the
Moon’s lithosphere, as defined in the impact cratering sense (a Maxwell time
greater than that of crater collapse) was ∼50 km during the proposed basin
forming periods. However, the estimates of outer ring formation, based on
an alternative lithosphere definition, in this work provide a reasonable fit to
lunar observations.
Figure 5.37 plots maximum transient cavity depth against the crustal
annulus radius for the simulations using thermal profiles TP3 and TP4. Fits




where zmax is the maximum crater depth and ra is the crustal annulus
radius.
The fit to TP4 data was:


































Figure 5.37: Maximum transient cavity depth against annulus radius for the
basin-scale simulations using TP3 and TP4. The dotted green and blue lines mark









































Figure 5.38: Predictions of maximum transient crater depth against annulus
radius for a suite of basins. The predictions suggest all basins would form outer
rings in TP3; only Grimaldi in TP4 is predicted not to form outer rings. (M-R
represents Mendel-Rydberg Basin.)




The observed annulus radii from Kaguya for Moscoviense Basin and the
basins studied in Wieczorek & Phillips (1999) were then inserted into Equa-
tions 5.12 and 5.13 to estimate each basin’s maximum cavity depth; these
data are illustrated in Figure 5.38 and tabulated in Table 5.7. Assuming the
ring tectonic theory is correct, comparison of maximum cavity depth to the
appropriate lithospheric thickness predicts a greater number of basins would
form outer rings in TP3, the warmer thermal profile, compared to TP4, the
cooler, stronger profile.
Using TP3 all basins from the suite are predicted to form outer rings;
TP4 also predicts all the basins will form outer rings, with the exception of
Grimaldi. Grimaldi is observed to have a basin rim diameter of 440 km (see
Table 5.1); no rings outside of this 440 km ring have been found. The TP4
prediction therefore matches with the observational data. However, TP3
predicts outer rings would have formed at Grimaldi, suggesting the 440 km
diameter rim does not represent the basin rim.
Based on predictions of transient crater size for this suite of basins, it
was suggested that Mendel-Rydberg Basin’s main rim could have a diameter
of 630 km (as suggested by Spudis & Adkins, 1996) rather than a diameter
of 420 km (as suggested by Pike & Spudis, 1987). The predictions for outer
ring formation for Mendel-Rydberg using both TP3 and TP4 suggest the
basin would have formed outer rings. The 630 km diameter ring at Mendel-
Rydberg is the largest observed ring; the predictions therefore suggest this
is an outer ring, rather than the main rim as suggested by Spudis & Adkins
(1996). TP3 and TP4 both predict Moscoviense would form outer rings.
However the outermost ring at Moscoviense is thought to have formed in
a pre-Moscoviense Basin-forming impact (Ishihara et al., 2011). Outer ring
structures are observed beyond the identified basin rim for all other basins
in the suite. Assuming the ring tectonic theory is correct and removing
Moscoviense Basin due to its possible anomalous formation, the predictions
of outer ring formation match with the majority of observations suggesting
lunar thermal conditions similar to those of TP3 or TP4 could have existed at
the time of basin formation. However, it should be kept in mind that not all
ring structures associated with multi-ring basins are defined as definite rings;
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Table 5.7: Predicted maximum transient cavity depths Zmax. If the predicted
maximum cavity depth exceeds the lithospheric thickness of the appropriate thermal
profile the simulated basin-forming impact is predicted to form outer rings, assum-
ing the ring tectonic theory is correct (values in bold indicate outer ring-forming
impacts). Lithospheric thickness for TP3 was 100 km, lithospheric thickness for
TP4 was 175 km. ra is crustal annulus radius. Basins are listed by increasing age
(I = Imbrian, N = Nectarian, P = pre-Nectarian).
Basin Age ra Zmax
(km) TP3 TP4
Orientale I-1 298 179 270
Imbrium I-3 519 273 474
Crisium N-4 312 186 283
Humboldtianum N-4 205 135 184
Humorum N-4 254 159 229
Serenitatis N-4 414 230 377
Mendel-Rydberg N-6 210 137 189
Moscoviense N-6 210 137 189
Nectaris N-6 284 173 257
Grimaldi P-7 160 112 143
Smythii P-11 304 182 275
many rings are uncertain. Only direct sampling of lunar basin rings would
allow definitive ages to be calculated and the matching of ring structures to
specific basin-forming impact events.
Apparent basin rim radius prediction
In Section 5.4.4, the apparent basin rim radii of the simulated basins were
compared to their respective crustal annulus radii. Figure 5.31 illustrated
the observed and inferred basin structure for the basins studied by Wieczorek
& Phillips (1999) (and Moscoviense Basin) plotted between the simulation
results from TP3 and TP4. A relationship between the apparent basin rim
radius and the crustal annulus radius from the simulations can be made
and used to predict the apparent basin rim for the basins of Wieczorek &
Phillips (1999) using the Kaguya-derived crustal annulus radii. The fit to
basins simulated using TP3 was:
rapp = 0.910ra (5.14)



























Figure 5.39: Observed basin rim radii and gravity-derived crustal annulus radii
for the suite of basins studied in Wieczorek & Phillips (1999), and predictions of
their apparent basin rim radius using thermal profiles TP3 and TP4 based on the
basin-scale simulations.
where rapp is the apparent basin rim radius and ra is the crustal annulus
radius. The fit to TP4 data was:
rapp = 2.10ra (5.15)
The crustal annulus radius values for the 10 lunar basins of Wieczorek &
Phillips (1999) were then inserted into Equations 5.14 and 5.15 to estimate
their apparent basin rim radii; this is illustrated in Figure 5.39 and tabulated
in Table 5.8. The apparent rim radii predictions using TP3 are smaller than
the observed basin rim radii; this is to be expected as the apparent basin
rim is measured at the pre-impact surface, whereas the basin rim radii is
measured at the topographical high point. The predictions of apparent basin
rim radii for TP4 are greater than the observed basin rim radii, suggesting
thermal profile TP4 is too cool and strong to produce basins with features
similar to those observed.
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Table 5.8: Predicted apparent basin rim radius (rapp) for the suite of lunar basins
using thermal profiles TP3 and TP4. ra is the crustal annulus radius taken from
Kaguya data. Basins are listed by age (I = Imbrian, N = Nectarian, P = pre-
Nectarian).
Basin Age ra rapp
(km) TP3 TP4
Orientale I-1 298 271 626
Imbrium I-3 519 472 1091
Crisium N-4 312 284 656
Humboldtianum N-4 205 187 431
Humorum N-4 254 231 534
Serenitatis N-4 414 377 870
Mendel-Rydberg N-6 210 191 441
Moscoviense N-6 210 191 441
Nectaris N-6 284 259 597
Grimaldi P-7 160 146 336
Smythii P-11 304 277 639
5.5.4 General basin structure
Figure 5.40 collates the results and analysis of this work with scaling esti-
mates and observational and inferred basin structure, illustrating features of
the 11 basins studied (Moscoviense Basin and those of Wieczorek & Phillips,
1999). Observed main basin rims are highlighted by black closed circles,
with alternative basin rims highlighted by grey closed circles. Each basin
has a number of ring structures associated with it; these can be within or
outside of the main basin rim. However not all ring structures are certain:
definite ring structures are highlighted by open black circles, probable ring
structures by bulls-eye circles, and possible ring structures by circles with
inner crosses (ring certainty taken from Pike & Spudis, 1987).
Crustal annulus values derived from Kaguya data are represented by
inverted red triangles; these plot within the observed main rim for every basin
bar Humorum, Mendel-Rydberg, and Moscoviense. However, the Kaguya-
derived crustal annulus radii do plot inside of the larger main rim estimates
for Humorum and Mendel-Rydberg.
Scaling estimates of transient crater diameters using the equation from
Croft (1985) are represented by dark red pentagons. These plot within the
observed main rim estimates and within the gravity-derived crustal annulus
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Figure 5.40: Basin structural features for the 10 lunar basins of Wieczorek &
Phillips (1999) and Moscoviense Basin, as well as features predicted by the basin-
scale simulations. Black dots represent main rim diameters taken from Spudis
(1993), grey dots represent main rim diameters from a different source (see Table
5.1). Inverted triangles mark the gravity-derived crustal annulus diameter from
the Kaguya data, pentagons mark scaled transient crater diameters (Croft, 1985)
(C85), open and closed green circles represent predicted transient crater radii and
apparent basin rim radii for each basin as predicted by the basin-scale simulations
using TP3. Open and closed blue circles represent predicted transient crater radii
and apparent basin rim radii for each basin as predicted using TP4.
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diameters. The predictions of transient crater diameter based on the simu-
lated impacts using TP3 and TP4 are highlighted by open green and blue
circles, respectively. These predictions tend to plot either side of the scaling
estimates based on Croft (1985), with impacts into TP3 producing smaller
transient craters. The TP3 and TP4 transient crater diameter predictions
plot within the observed main rims for each basin apart from the TP4 sce-
nario for Humorum; the TP4 transient crater prediction does however plot
well within the alternative, larger Humorum basin rim.
Predictions for the basin’s apparent rim diameter for impacts into TP3
and TP4 are highlighted by closed green and blue circles, respectively. These
predictions plot either side of the observed main rims, again apart from Hu-
morum; the predictions do however plot either side of the larger alternative
basin rim for Humorum (observed main basin rims will be larger than ap-
parent basin rims due to the position of their measurement).
Some of the predicted features and the scaling estimated transient craters
plot at a similar diameter to an observed ring structure, such as the predicted
TP4 transient crater and scaling estimate transient crater near the second
ring structure of Orientale. However there appears to be no set pattern
between the observed ring structures and the predicted and scaling estimated
basin features.
The predicted transient crater and apparent basin rim sizes and the
Kaguya-derived crustal annulus diameters appear to suggest Humorum Basin’s
main rim is larger than its original estimate (425 km diameter: Pike & Spudis,
1987), and could be closer to more recent estimates of its size (825 km di-
ameter: Bussey & Spudis, 2000; Spudis & Adkins, 1996). A similar analysis
for Mendel-Rydberg Basin also suggests a larger diameter (630 km: Spudis
& Adkins, 1996) may be more appropriate than its original estimation (420
km: Pike & Spudis, 1987), however predictions of outer ring formation for
Mendel-Rydberg suggest the 630 km diameter ring could be an outer ring.
The proposed double-impact origin of the Moscoviense Basin (Ishihara et al.,
2011), suggests the observed and inferred structure may be a result of two
separate impact events and so the predictions from the basin-scale simula-
tions cannot be used comment fully on the structure of Moscoviense.
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Figure 5.41: Gravity-derived crustal profiles across relatively old lunar basins
pre-Nectarian in age (adapted from Hikida & Wieczorek, 2007). These basins have
little to no significant crustal thinning at their centres and many lack any evidence
of a thickened crustal annulus. The letter and number in the bottom left of each
picture gives the age group of the basin (P = pre-Nectarian; the higher the number,
the older the basin. For reference the oldest lunar basin, SPA, is in age group P-14).
5.5.5 Basin evolution
Basin structure today is not necessarily indicative of original structure; post-
impact processes can alter a basins form, such as viscous relaxation. The
removal of crustal material and the presence of lower density brecciated
rock and uplifted mantle material around the basin centre following basin
formation creates an isostatically uncompensated feature. Over time the
pressure gradient between locations within and outside of the basin will act
to compensate for the loss of material and density alterations through the
mass movement of crustal and mantle material; this is viscous relaxation.
The rate of viscous relaxation is dependent upon thermal conditions, with
higher near-surface temperatures producing faster relaxation rates. However,
the gravity-derived structure of basins investigated here from Orientale, the
youngest lunar basin (age group I-1), to Smythii (age group P-11), suggest
they have undergone little, if any, viscous relaxation as they have maintained
their characteristic thinned crust, thickened annulus, and topography. From
gravity-derived basin data, only the oldest pre-Nectarian basins, age groups
P-13 and P-14, appear to have undergone any significant relaxation (Figure
5.41 and Hikida & Wieczorek, 2007). In the basin-scale simulations, impacts
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using the warmest thermal profile, TP1, did appear to undergo a form of
relaxation as hot crustal material flowed in towards the basin centre follow-
ing crater collapse, increasing the crustal thickness at the basin centre and
smoothing out any post-collapse topography and crustal thickening. There-
fore, the older relaxed pre-Nectarian basins could have possibly formed in a
thermal regime hotter than thermal profiles TP3 and TP4 used in this work
and similar to TP1.
The basin-scale simulations removed the majority, if not all, of the lunar
crust and created a large volume of melt forming a central molten mantle
pool; gravity-derived basin data suggest all basins maintain some form of
low density crust below their centres. As already discussed, this discrep-
ancy between the simulations and gravity-derived basin structure could be
resolved through the differentiation of the molten material, predicted by the
simulations, producing a new (low density) crustal layer, possibly masking
any mantle-like signatures at the basin centres. A greater volume and thick-
ness of melt, when differentiating could form a thicker lower density surface
crustal layer compared to smaller melt volumes explaining the lower exca-
vation depth-to-diameter ratios of Wieczorek & Phillips (1999) for three of
the largest lunar basins: Imbrium, Serenitatis and SPA.
5.5.6 Suitability of thermal profiles
In this work, simulations of basin-forming impacts were compared to inferred
(gravity-derived) and observed basin structure. Four different thermal pro-
files were initially investigated. Comparison of basin produced in each of
these thermal profiles showed TP1 did not produce basins with structures
similar to gravity-derived basin structure; during the modification stage, hot
crustal material flowed in towards the basin centre, smoothing out any to-
pography and thickened crust formed during the earlier stages of impact.
Basin-scale simulations using TP3 and TP4 both formed crustal annuli and
produced noticeable basin topography; impacts into TP4 produced basins
with topographic ranges greater than observations (height ranges of up to
10 km compared to 4-6 km, respectively), TP3 had smaller basin height
ranges of 3-4 km. This was because, to produce the same crustal annulus
radius, a larger impact energy was required for simulations using TP4 as it
was cooler and stronger than TP3. As the thermal profiles that produced the
most consistent results, the simulations using TP3 and TP4 were used to pre-
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dict various features (transient crater size, outer ring formation, maximum
depth of excavation and basin rim size) for a suite of lunar basins.
Compared to the scaling estimates of transient crater using the formula
of Croft (1985), the predictions of transient crater for a suite of basins us-
ing TP3 produced smaller transient craters, while basins formed using TP4
produced larger transient crater diameters. These transient crater size pre-
dictions were used to predict whether mantle would have been excavated
during the observed basin’s formation. Within error, the two thermal pro-
files could between them match the observations for all basins in the suite,
assuming the observed olivine-rich signatures on the floors of basins were
mantle derived.
Using simulation maximum cavity depth, the formation of outer rings
was predicted assuming outer ring formation is dependent on lithospheric
thickness (the ring tectonic theory). Lithospheric thickness for TP3 and TP4
was estimated as the depth at which the stress created by a transient cavity
matched the yield strength associated with the thermal profile. Predictions
using thermal profiles TP3 and TP4 matched the majority of the observed
ring structures.
Finally, the simulation results were used to predict the apparent basin
rim given the observed basin’s annulus radii. Models using TP4 produced
an apparent basin radius greater than the observations, whilst models using
TP3 produced a smaller apparent basin radius which was also smaller than
the gravity-derived crustal annulus radius.
Compared to observations and gravity-derived basin structure, TP3 ap-
pears to be slightly too warm and weak to produce basins with similar fea-
tures to those inferred and observed, whilst TP4 appears to be slightly too
cool and strong. From this analysis it therefore appears that a thermal pro-
file somewhere between TP3 and TP4 would produce basins with features
similar to those inferred and observed.
The thermal conditions during the latter stages of the basin-forming
epoch can be roughly constrained by the onset of mare volcanism. This
began prior to the end of the basin-forming epoch, around ∼4 Ga, and con-
tinued intensely until 3.1 Ga (less intense volcanism continued up until 2 Ga)
(Hiesinger et al., 2011). Only once the basin-forming epoch had ceased could
the mare basalts be preserved within the formed basins2. The mare basalt
2This work does not suggest basin-forming impacts induce volcanic activity
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is a product of ultramafic magmas and therefore sourced from the mantle.
Estimates of source depth generally range from 100-400 km (Heiken et al.,
1991) suggesting some partial melting within the upper mantle. The ther-
mal profiles of TP3 and TP4 both have high temperature upper mantles; in
the case of TP3 the ambient mantle temperature matches the mantle solidus
at a depth of 150-350 km, for TP4 upper mantle temperatures approach
(though never reach) the solidus between depths of 300-500 km. A ther-
mal profile with an upper mantle temperature close to (or above) the solidus
could provide the source of the mare volcanics. Therefore, as mare volcanism
is thought to have been active during the latter stages of the basin-forming
epoch, a thermal profile with an initial thermal gradient of ∼10 K/km (sim-
ilar to TP3 and TP4) and an upper mantle temperature between those of
TP3 and TP4 could form basins with features similar to those observed and
inferred and provide a reasonable estimate of lunar thermal conditions during
a significant part of the basin-forming epoch (time periods P-11 to I-1).
5.5.7 Limitations
To dampen central uplift oscillations, provide super-solidus mantle some re-
sistance to shear, and produce qualitatively similar crater-forming impacts
to those modelled for the large-scale Chicxulub impact (Collins et al., 2002,
2008), an effective viscosity of 1010 Pa·s was applied to partially molten
mantle. However, the composition of molten mantle will be heterogeneous;
a mixture of different melt fractions, temperatures and clast content. There-
fore the application of a single viscosity for all super-solidus mantle material
in this work is not ideal.
Acoustic fluidisation is believed to represent the (or one of the) mech-
anism(s) responsible for the collapse of craters to form large-scale crater
features, such as central peaks and peak rings. Acoustic fluidisation was
used in this study, however values for the two input parameters (the ratio
of vibration pressure amplitude and peak shock pressure, and the vibra-
tional pressure decay constant) were based on numerical modelling of the
Chicxulub impact (Collins et al., 2002). These values were not altered and
remained constant for all impact scenarios simulated. However, analysis of
the simulations showed acoustic fluidisation was not active during the initial
collapse phase of the basin-forming impacts. This could be due to the chosen
values for the parameters. The ratio of vibrational pressure amplitude and
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peak shock pressure was 0.1, and the decay time constant was 200 s. Due
to the lower gravity of the Moon compared to the Earth, transient craters
did not form until 3 minutes (for the smaller 20 km impacts) and not until
7 minutes (for the largest 120 km diameter impactors) after initial impact.
Therefore a decay time of 200s (which was suitable for Collins et al. (2002)
when modelling the terrestrial Chicxulub impact) would mean the vibra-
tional pressures created by acoustic fluidisation would be severely dampened
prior to the formation of the transient crater in the lunar basin-forming sim-
ulations. However, despite the decay in acoustic fluidisation, the basins did
undergo collapse. This is likely due to the initially high thermal gradients
and internal temperatures within the target, which resulted in lower shock
pressures begin required to raise material temperature above the solidus and
flow in a fluid-like manner. Therefore, the use of acoustic fluidisation in
impact models with large target thermal gradients, may not be needed to
facilitate crater collapse. Nevertheless, a parameter study for acoustic flu-
idisation would be advantageous to investigate whether weakening by this
method is important for large-scale impacts into hot planetary bodies.
Due to the use of ANEOS equation of state to represent the lunar mantle’s
response to thermodynamic and compressibility changes, the melt volume
estimates in this work are likely to be overestimations. This is because
the ANEOS equation of state does not take into account the latent heat of
melting, and therefore overestimates the amount of melt produced above the
solidus. The high melt volumes in this work are also a consequence of the
initially high internal temperatures. Therefore, the calculated melt volumes
are likely to be upper limits for the impact conditions modelled.
The basin-scale simulations in this work were all carried out using the
two-dimensional version of iSALE, meaning only vertical impacts could be in-
vestigated. In reality, impacts will most likely occur at an angle of 45◦ to the
horizontal. Below 45◦ asymmetries in ejecta distribution occur, which could
affect the location of any originally deep-seated material, such as mantle,
excavated in the impact. Impact angle also greatly affects the production
of impact melt, focusing melt production downrange (Pierazzo & Melosh,
2000a) and reducing the volume of melt relative to a vertical impact. In a
numerical study, Pierazzo & Melosh (2000a) determined that impact melt
volume scales approximately with the sine of the impact angle to the target
plane. However, this and subsequent work has established that the ratio of
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melt volume to transient crater volume is constant over a wide range of im-
pact angles: 90-30◦ to the horizontal. In other words, for moderately oblique
impacts both impact melt volume and transient crater volume scale as the
sine of the impact angle. Therefore vertical impacts, such as those carried
out in this study, should provide a reasonable qualitative approximation of
impacts at 90-30◦. However, oblique impacts tend to produce shallower tran-
sient craters; this may result in lower excavation depth-to-diameter ratios
for the basin-forming impacts modelled here. This could potentially move
the depth-to-diameter ratio away from that suggested by other investigative
techniques. Therefore, 3D model simulations would provide further insight
into the formation of basins and help to quantify their relationship between
impact structures of other sizes.
As mentioned previously, outer rings are a common feature of multi-ring
basins, however the formation of these rings cannot be modelled using the
iSALE hydrocode due to: resolution (fault zones are metres across; in this
study computational cells were kilometres across), dimensionality (faults act
in three dimensions, therefore full fault mechanics could not be modelled us-
ing iSALE-2D), and code physics (the dynamic weakening of material around
faults is not considered in iSALE). It would therefore be useful to try and
implement some form of faulting mechanics into the hydrocode.
5.6 Summary
In this work, simulations of basin-scale impacts were conducted using the
iSALE hydrocode. From the simulations the following conclusions can be
made about (lunar) basin-scale impacts:
1. The excavation depth-to-diameter ratio for the basin-scale simulations
remains constant at 0.12±0.01, matching well with previous analytical
and geological studies of impacts at all scales
2. Inclusion of a temperature gradient within the target greatly influ-
ences the volume of impact-generated melt; the simulations predicted
a greater volume of melt for a given impact size compared to scaling
estimates (which assume a cold, uniform temperature target)
3. The simulations produced far thinner post-impact crustal layers be-
neath basin centres than those suggested by gravity-derived basin struc-
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tures; the crust was completely removed from the basin centre in some
simulations. However, the simulations matched well with gravity-
derived basin data in terms of the thickness and location of a thickened
annulus (ring) of crustal material.
Morrison (1998) suggested, if voluminous enough, impact-generated melt
pools could differentiate forming a new lower (compared to the mantle) den-
sity surface crustal layer. Differentiation of the mantle melt pools would
explain the discrepancies between the simulations and the gravity-derived
basin structure with regard to crustal thickness at the basin centre. A
greater volume, and therefore, thicker melt pool would likely differentiate to
produce a thicker crustal layer explaining the relatively thick crust beneath
the largest lunar basins: Imbrium and Serenitatis (and SPA). Differentiation
would also explain the lack of mantle-derived signatures at basin centres in
the study of Yamamoto et al. (2010); mantle-like signatures could be masked
at the basin centre. The simulations suggest the presence of possibly mantle-
derived material around the rims of lunar basins (Yamamoto et al., 2010) is
primarily due to the excavation (ballistic ejection) of mantle material during
the basin-forming process. The volume of mantle excavated during basin for-
mation may not be thick enough, or molten, to undergo differentiation; this
material may have become buried and subsequently re-excavated by smaller
impacts explaining its location within and around smaller impact structures
within lunar basins.
Assuming melt pool differentiation could account for the differences in
crustal thickness at the basin centres between the simulations and the gravity-
derived basin structure, predictions were made for a number of basin features
using results from the basin-scale simulations employing thermal profiles TP3
and TP4. TP3 appeared slightly too weak and warm to produce basins with
features similar to those observed, whilst TP4 appeared to be slightly too
cool and strong to produce features similar to those observed. Coupled with
the suggestion that mare volcanism began prior to the end of the basin-
forming epoch and its estimated source depth, a thermal profile with a near-
surface temperature gradient similar to that of TP3 and TP4, ∼10 K/km,
and upper mantle temperatures between those of TP3 and TP4, close to
the mantle solidus, could form basins with features similar to those observed
and inferred and provide a reasonable estimate for lunar thermal conditions
during the latter stages of the lunar basin-forming epoch.


























































olivine exposure (Y et al.,10)
(c) Nectaris
Figure 5.42: Gravity-derived basin structures for (a) Serenitatis, (b) Crisium
and (c) Nectaris (all from Wieczorek & Phillips, 1999)(WP99) and best-fit basin-
scale simulations. Possible mantle-derived olivine signatures are represented by red
closed circles (Yamamoto et al., 2010) (Y et al.,10). D = impactor diameter (km),
V = impact velocity (km/s), TP = thermal profile. The observed basin rims are
also highlighted.




































olivine exposures (Y et al.,10)
(b)
Figure 5.43: Gravity-derived basin structure for Imbrium (Wieczorek & Phillips,
1999)(WP99) and best-fit basin-scale simulations at impact velocities of (a) 15 km/s
and (b) 10 km/s. Possible mantle-derived olivine signatures are represented by red
closed circles (Yamamoto et al., 2010) (Y et al.,10). D = impactor diameter (km),
V = impact velocity (km/s), TP = thermal profile. The observed basin rim is also
highlighted.
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olivine (Y et al., 10)
(b) V = 10 km/s
Figure 5.44: Gravity-derived basin structure for Moscoviense Basin (Kaguya)
and best-fit basin-scale simulations for an impact velocity of (a) 15 km/s and (b)
10 km/s. Possible mantle-derived olivine signatures are represented by red closed
circles (Yamamoto et al., 2010) (Y et al.,10). D = impactor diameter (km), V
= impact velocity (km/s), TP = thermal profile. The observed basin rim is also
highlighted.
























Figure 5.45: Gravity-derived basin structure for Grimaldi (Kaguya data) and
best-fit basin-scale simulations. Possible mantle-derived olivine signatures are rep-
resented by red closed circles (Yamamoto et al., 2010) (Y et al.,10). D = impactor
diameter (km), V = impact velocity (km/s), TP = thermal profile. The observed





The South-Pole Aitken Basin is the largest and oldest impact crater on the
Moon. The aim of this study is to determine an impact scenario for the South
Pole-Aitken Basin-forming impact using the iSALE numerical hydrocode
together with spectroscopic and gravitational South Pole-Aitken Basin data
as constraints.
6.2 Background
The South Pole-Aitken (SPA) Basin is the largest and oldest lunar impact
crater. According to widely-used crater scaling laws (e.g. Croft, 1980, 1985),
the enormousness of the impact suggests normally unattainable lunar ma-
terial, such as deep crust or mantle, would have been excavated or uplifted
to the lunar surface, making SPA a strong candidate for possible sample
return missions (National Research Council, 2007). If accessible, analysis
of originally deep-seated material would aid understanding of planetary dif-
ferentiation and early Solar System processes. Furthermore, samples of the
impact melt produced by the SPA event would provide the geochronologic
anchor needed to define the beginning of the lunar basin-forming epoch and
test hypotheses for the magnitude and duration of the proposed Lunar (im-
pact) Cataclysm.
Originally thought to be circular in shape, recent work (Garrick-Bethell &
Zuber, 2009) suggests the SPA Basin is elliptical with a ∼1200 km semimajor
axis (Figure 6.1). The basin ranges ∼13 km in depth, with its deepest point
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Figure 6.1: (a) Clementine and (b) ULCN2005 topography, (c) thorium and (d)
iron anomalies within and around the South Pole-Aitken Basin. Dashed lines in (a)
and (b) represent ring structures defined by Wilhelms (1987); solid lines represent
best-fit topographic ellipses. Adapted from Garrick-Bethell & Zuber (2009).
at an elevation of -9.1 km (Smith et al., 2010); four ring structures have been
tentatively identified (Hiesinger & Head, 2003). Further analysis of the basin
suggests it is in isostatic equilibrium (Zuber et al., 1994; Matsumoto et al.,
2010). Based on spectroscopic, topographic and gravity data, the basin can
be divided into two zones: the Inner and Outer South Pole-Aitken Terrane
(SPAT) (Jolliff et al., 2000).
The Inner Terrane extends to a radial distance of ∼1000 km from the
basin centre over a thinner than average (lunar average ∼50 km: Wieczorek
et al., 2006) crust and is bounded by a primary topographic depression (Jol-
liff et al., 2000; Garrick-Bethell & Zuber, 2009). Lunar Prospector data
suggest this zone has an above average Fe (8-12 wt%: Lawrence et al., 2002)
and Th (1.25-3 ppm: Lawrence et al., 2003) content; Clementine data re-
vealed elevated Ti (1.5 wt%: Lucey et al., 1998). Spectral data analysis has
suggested the basin floor represents lower noritic crust (Pieters et al., 2001)
or a mixture of lower crust and upper mantle (Lucey et al., 1998). Surface
exposures of upper crustal anorthositic spectra are present, though seldom,
first occurring at a radial distance of 630 km from the basin centre in the
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rings of smaller, younger impact structures (Petro & Pieters, 2002).
The Outer Terrane begins beyond ∼1000 km radius and has a thicker
than lunar average crust (Neuman et al., 1996; Jolliff et al., 2000). Lunar
Prospector data show the Fe content here to be lower than the Inner Terrane
(6-8 wt%: Lawrence et al., 2002) but still above the lunar average (∼5 wt%:
Lawrence et al., 2002); Th levels drop towards the lunar average (≤1 ppm:
Lawrence et al., 2003). The edge of the Outer Terrane is marked approxi-
mately by the 5 wt% Fe boundary at a radius of ∼1200 km (Jolliff et al.,
2000).
Historically, gravity coverage of the lunar farside, where SPA is located,
has been limited and of low resolution. This is reflected in the range of
crustal thickness estimates at the basin centre: 20 km minimum (Zuber et al.,
1994); 40 km (Wieczorek & Phillips, 1999); 10-30 km (Hikida & Wieczorek,
2007). Recently however, the Kaguya mission surveyed lunar gravity and
topography on both the near and farside at higher resolution than previous
missions. These data confirm a (thin) layer, less dense than the underlying
mantle, must be present under the basin centre; the presence, therefore, of
mantle at the surface is inconsistent with the combined gravity and topog-
raphy data. Assuming an average crustal composition and density over the
basin floor (i.e., neglecting the observed SPA compositional anomaly), data
from Kaguya indicates a crustal thickness of 30 km at SPA’s centre, gradu-
ally thickening to 60-80 km outside of the basin (Ishihara et al., 2009; Sasaki
et al., 2010). This thickness of “crust” has been used as evidence for upper
crustal material being absent in the Inner SPAT. However, given that the
crust beneath the Inner SPA Terrane is of undetermined bulk composition
and density, and is likely to have been heavily processed by the SPA impact,
the thickness of the low density layer between the mantle and the surface
is uncertain. Observational evidence is therefore not consistent with mantle
material being exposed at the surface inside the SPA Basin.
Basin-scale crater formation is not well understood (see Section 5.2.2);
nevertheless, scaling equations based on the reconstruction of collapsed com-
plex craters (e.g. Croft, 1980, 1985) and the extrapolation of trends from
laboratory impact experiments (e.g. Holsapple, 1993) have been used to es-
timate the dimensions of the SPA transient (and excavation) crater. Spudis
(1993) and Warren et al. (1996), using the then proposed 2500 km final rim-
to-rim diameter of SPA, estimated transient crater diameters of 1400 km
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and 1170 km, respectively. Petro & Pieters (2002) used the innermost oc-
currences of upper crust to infer the edge of the transient crater rim, which
also marks the outer limit of crater excavation and therefore upper crustal
removal. Laboratory-scale impact experiments and numerical impact sim-
ulations at a range of scales suggest the maximum excavation depth (the
deepest point from which material is ejected ballistically from the transient
crater) is approximately one tenth of the transient crater diameter (the ex-
cavation crater and transient crater are assumed to have the same diameter).
Adopting this rule for the SPA Basin suggests material from a depth of ap-
proximately 120 km (well below the base of the lunar crust) should have
been excavated by the SPA impact. Such deep excavation is in apparent
contradiction with observational data.
Further insight into the formation and scale of the SPA Basin has come
from numerical simulations of large impacts on the Moon (Collins & Melosh,
2004; Ivanov, 2007; Hammond et al., 2009; Ivanov et al., 2010). Although
none of these models were compared rigorously with observational constraints,
all concluded SPA Basin-forming impacts would have brought mantle mate-
rial to the lunar surface; through excavation (ballistic ejection), or as part
of the central uplift collapse. These numerical models also predicted the
formation of a large melt pool, underlying the Inner Terrane, consisting of
molten mantle and, perhaps, lower crust. If a melt pool did form under the
basin then it is likely to have been large enough to undergo differentiation
(Morrison, 1998). This differentiation process would have produced cumu-
lates complicating the bulk composition (Morrison, 1998) thereby making it
difficult to ascertain whether pure mantle material had been excavated or
uplifted to the lunar surface.
A working hypothesis synthesizing both observational (and inferred) basin
structure and numerical modelling is, therefore, that the SPA impact exca-
vated the majority (if not all) of the lunar crust and generated a large central
melt pool of predominantly molten mantle. This melt pool then differenti-
ated, cooled and re-crystallised to leave a low density surface layer with a
composition intermediate to that of pure lower crust and pure mantle. If
this hypothesis is correct, the dimensions of the compositional anomaly in
the SPA Basin and the inferred (gravity-derived) crustal thickness provide
constraints on the dimensions and shape of the melt pool and surrounding
variations in crustal thickness. In this chapter, new hydrocode simulations
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of SPA-scale impacts are described. Model predictions of the volume, di-
mensions, and final location of the melt pool and crustal deformation are
compared with observations. By constraining model results to the obser-
vational data a best-fit numerical model is chosen, estimating the size and
magnitude of the SPA Basin-forming impact.
6.3 Methods
The two-dimensional iSALE hydrocode (Amsden et al., 1980; Collins et al.,
2004; Wünnemann et al., 2006, and Section 3.2) was used to numerically
model vertical SPA-scale impacts. iSALE has previously been used to model
simple and complex craters (Wünnemann & Ivanov, 2003) as well as large-
scale terrestrial impacts such as Chicxulub (Collins et al., 2008) and Ries
(Wünnemann et al., 2005).
The most probable impact angle is 45◦ to the horizontal (Shoemaker,
1962) and the SPA Basin is thought to have been formed by an oblique
impact (< 30◦: Schultz, 1997) due to its elliptical shape (Garrick-Bethell &
Zuber, 2009). Oblique impacts differ in several ways to near-vertical impacts;
for example, transient crater size and melt volume is reduced in an oblique
impact relative to a vertical impact (Pierazzo & Melosh, 2000a). Moreover,
crater shape and ejecta distribution can become significantly asymmetric at
low impact angles. Impact experiments have shown a large possible range
of threshold angles at which craters become elliptical; brittle, ductile targets
have a threshold angle of 20-50◦ (Burchell & MacKay, 1998), sand targets
have a threshold of <5◦ (Gault & Wedekind, 1978). The threshold angle
therefore appears dependent on target strength. However, the threshold val-
ues from the experiments that best suits planetary-scale impacts is unknown.
Collins et al. (2011) showed numerically that crater ellipticity appears to be
a function of cratering efficiency, the ratio of the crater size to the impactor
size. Their models showed the cratering efficiency decreased as the gravity-
scaled size of the impact increased, implying the threshold angle for elliptical
craters increases with the size of the impact. Therefore, the shape of the SPA
Basin may be a consequence of the size of the impact, more than a signifi-
cantly oblique (< 30◦) impact. The Collins et al. (2011) study did not take
into account planetary surface curvature, however Marinova et al. (2011)
suggests planetary curvature may have little influence on crater ellipticity
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above impact velocities of a few km/s.
Nevertheless, 3D hydrocode, which can simulate impacts at oblique an-
gles, would in some ways be the preferred numerical approach for modelling
SPA. However, as 3D simulations carry a high computational cost, 2D sim-
ulations still have the considerable advantage that they can be performed
at substantially higher resolution than 3D simulations and therefore provide
a more accurate representation of vertical impacts. In addition, Pierazzo
& Melosh (2000a) in their numerical study of melt production in oblique
impacts found the ratio of melt volume to transient crater volume remained
fairly constant for impact angles greater than 15◦. This implies, in the case
of impact melt production at least, the consequences of vertical impacts
are qualitatively similar to the consequences of an oblique impact. Hence,
while 2D simulations of vertical impacts are an idealised representation of an
oblique impact that will not replicate any asymmetry in crater formation, it
is expected that axisymmetric simulations of crater formation will produce
the correct azimuthally averaged behaviour.
6.3.1 Parameter study and the material model
To investigate SPA-scale impact scenarios, simulations of asteroids 100-250
km in diameter, impacting vertically at velocities of 10-35 km/s, into a
‘Moon-like’ target were conducted. Due to the size of the SPA Basin (its
diameter is greater than the Moon’s radius), the Moon-like target was mod-
elled as a three layer sphere 1750 km in radius (slightly larger than the
Moon’s true radius of 1737 km), consisting of a 50 km thick crust (the av-
erage lunar crustal thickness from Wieczorek et al., 2006), a 1350 km thick
mantle and a 350 km radius core. As with the basin-forming impacts de-
scribed in Chapter 5, a Tillotson equation of state (Tillotson, 1962), with
parameters determined for gabbroic anorthosite (O’Keefe & Ahrens, 1982),
and an ANEOS-derived equation of state for dunite (Benz et al., 1989) were
used to represent the crustal and mantle response to thermodynamic changes
and compressibility. Dunite was also used to represent the impacting aster-
oid as it is a useful proxy for asteroidal material (Pierazzo & Melosh, 2000b).
To represent the lunar core, an ANEOS-derived equation of state for iron
(Thompson & Lauson, 1972) was used. Cell sized varied between 2.5 and 5
km per cell resulting in 10-34 cells per projectile radius (CPPR).
To simulate the large-scale final basin structure it was necessary to ac-
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count for the strength and rheology of the early Moon, which become im-
portant in the late stages of crater formation. Of the various influences on
target strength, the most significant for giant impact basin formation is the
dependence of strength on pressure and temperature (Ivanov et al., 2010).
In this work, the shear strength model of Collins et al. (2004) was used to
represent the resistance of the impactor and the Moon target to shear de-
formation. Strength and thermal parameters (e.g. melt temperature) for
the crust material were calculated (see Section 5.3.1) from fits to experimen-
tal gabbro rock strength data (Azmon, 1967; Stesky et al., 1974; Shimada
et al., 1983). For the impactor and mantle material, strength and thermal
parameters were derived (see Section 5.3.1) from fits to both dunite (Shi-
mada et al., 1983; Ismail & Murrell, 1990) and peridotite data (Stesky et al.,
1974; McKenzie & Bickle, 1988).
6.3.2 Target thermal profiles
As the oldest lunar impact crater, SPA is likely to have impacted into a ther-
mally warmer Moon compared to the younger basins modelled in Chapter
5. Taking this and studies of lunar elastic thickness (Crosby & McKen-
zie, 2005; Solomon & Head, 1980) into account, temperature profiles with
thermal gradients between 10 K/km and 50 K/km were considered plausi-
ble (Figure 6.2)a; temperature in the deep mantle (Tb) was pinned to 1723
K (1450◦C) based on mantle temperature estimates for a young, hot Moon
from thermal evolution studies (Spohn et al., 2001; Ghods & Arkani-Hamed,
2007). The temperature profiles comprised conductive and convective ther-
mal regimes with temperature within a cell at a given depth calculated in the
same manner as the simulations described in Chapter 5 (See Section 5.3.3).
As with the simulations in Chapter 5, temperature profiles was bounded by
the solidus so that, at any location, temperatures never exceeded the man-
tle solidus. These prescribed temperature versus depth profiles were used
to compute self-consistent pressure, gravity and density fields. At the start
of the calculation, the gravity field was computed to be consistent with the
internal density distribution within the modelled Moon and to decay with
reciprocal distance from the surface squared. This gravity field was not up-
dated during the simulation. Due to the greater variability in the conductive
portion of the temperature profiles, compared to the convective portions, the
temperature profiles are henceforth referred to as LTGs - lithospheric ther-
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mal gradients.
Figure 6.2b illustrates how strength varied within the crust and upper
mantle of the Moon-like target for the chosen LTGs. In the shallowest LTG
(10 K/km) target strength drops to zero at a depth of ∼130 km, in the
steepest LTG (50 K/km) it reaches zero at ∼30 km. The modelled Moon
therefore consists of a relatively thin, brittle and strong lithosphere on top of
a very weak and deep asthenosphere. A consequence of the relative proximity
of this weak material to the lunar surface is that for impacts on the scale
of the SPA Basin, the material underlying the crater floor is weak enough
to permit wholesale crater collapse by virtue of its high temperature alone.
In other words, temporary target weakening mechanisms, such as acoustic
fluidisation, which are required to explain the collapse of complex craters
much smaller than the SPA Basin, are not required to facilitate collapse in
the case of SPA (Ivanov et al., 2010, also omit acoustic fluidisation in their
basin-scale impact models). However, an effective viscosity of 1010 Pa·s was
applied to super-solidus mantle material to provide it with some resistance to
shear and to produce crater collapse in a manner similar to other large-scale
models of impacts (e.g. Chicxulub: Collins et al., 2002, see also Appendix
A)
6.3.3 Calculating impact-generated melt volume
The volume of impact generated melt was quantified using the same method
outlined in Chapter 5 - massless tracer particles, initially placed in every
grid cell, tracked the path of material originating in that cell during the
simulation. Throughout the simulation the temperature and pressure at the
location of the tracer was recorded. In post-processing, the pressure of the
tracer at any given time was used to calculate the instantaneous melt temper-
ature of the material tracked by the tracer, using the Simon approximation.
Material tracked by the tracer was considered completely molten if its tem-
perature was greater than the liquidus; material with a temperature lower
than the liquidus but greater than the solidus was deemed to be partially
molten (the fraction of melt varied linearly between 0 at the solidus to 1
at the liquidus). For these SPA-scale impacts, only the volume of mantle
melt was considered. The pressure-dependent melt criterion, as with the
models described in Chapter 5, includes mantle material (partially) melted
by decompression (as well as that melted by shock heating). For greater
























































Figure 6.2: (a) Temperature and (b) yield strength within the crust and upper
mantle for the various temperature profiles (LTGs) investigated. Temperatures
are bounded by the mantle solidus. Early and modern Moon temperature profiles
from Ivanov et al. (2010) (I10) are included for comparison. The dotted line in (b)
represents the boundary between the crust and mantle.
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information about the impact-generated melt volume, please refer to Section
5.3.7.
6.4 Results
6.4.1 The basin-forming process
Figure 6.3 illustrates the SPA-scale basin-forming process, as predicted by
the iSALE numerical simulations for impact into a curved target. The evo-
lution of the crater is similar to the giant basin-forming impacts described
in Ivanov et al. (2010) and the simulations described in Chapter 5. The
initial impact creates a large bowl-shaped cavity as material is excavated
and displaced from the impact site. During this stage, the crust inside the
cavity and some mantle material is ejected ballistically, landing well outside
the cavity. After the cavity reaches a maximum volume it begins to collapse
under gravity: first by uplift of the crater floor, forming a central uplift, fol-
lowed by inward collapse of the crater rim including a portion of the ejecta
curtain close to the cavity rim that was the last (and slowest) to be ejected.
The central uplift, weakened by the residual heat from the impact, rises well
above the pre-impact surface. The height of the uplift is to some degree ex-
aggerated by flow convergence on the central axis boundary condition; uplift
is likely to be less prominent in oblique impacts. The uplift then collapses
back downwards and outwards to interact with the inwardly collapsing cav-
ity rim. This complex interaction deforms the crust outside the crater and
pushes mantle material out and on top of the crust outside the cavity. Fur-
ther oscillations of the central region produce secondary uplift and collapse
phases that eventually attenuate as energy dissipates. The oscillations gen-
erate a series of surface waves that deform the crust surrounding the melt
pool before attenuating into seismic waves that propagate around the Moon.
After the major cratering motions have ceased, the final basin is com-
posed of a large central pool of molten mantle (with mantle material molten
to a higher fraction closer to the basin centre) where all crustal material has
been removed. Further out, mantle material excavated (ejected ballistically)
during initial cavity growth or uplifted to the lunar surface overlays subsided
crustal material which gradually thickens away from the impact site.
The major cratering motions and processes described above are qualita-
tively similar for the range of impactor and target conditions simulated. The




Figure 6.3: The SPA-scale basin-forming process. The right plot shows material,
the left plot shows the distribution and fraction of mantle melt. (a) A large cavity
is created on impact through the excavation and compression of the target material,
(b) a central uplift begins to rise from the crater floor prior to the basin reaching
its maximum excavation width, (c) the uplift rises well above the target surface
before (d) gradually collapsing; (e) this sends surface waves around the Moon which
continue to oscillate altering the topography of the basin, (f) finally oscillations
attenuate and the basin-forming process ends.
Chapter 6. SPA Basin: Numerical modelling 178
sensitivity of melt production, crater excavation and final crustal structure
around the crater to impact energy and lithospheric temperature gradient
(LTG) are described below. Model data for all simulations is provided in
Table 6.1.
6.4.2 Transient crater size and maximum depth of excava-
tion
In this work, the transient crater diameter was defined as the width, at the
pre-impact surface, of the impact-created cavity at its greatest volume; this is
the same definition of the transient crater used for the simulations in Chapter
5. The transient crater diameter can be incorporated into a non-dimensional
measure of crater diameter, ΠD, defined as
ΠD = Dtc/(Mproj/ρ)
1/3 (6.1)
whereDtc is the transient crater diameter,Mproj is the mass of the projectile,
and ρ is the target density (here, the mantle density 3314 kg/m3). ΠD for
the SPA-scale simulations is plotted in Figure 6.4 against a non-dimensional
measure of the gravity-scaled impact size, Π2 (see Section 2.4).
Π2 = 3.22ga/u
2 (6.2)
where g is gravitational acceleration, a is the impactor radius, and u the
impact velocity. The SPA-scale simulations (non-black diamonds) compare
favourably with the lunar basin-forming models of Ivanov et al. (2010) (black
diamonds), plotting between the scaling laws for water and non-porous rock
(Schmidt & Housen, 1987). For a given impact scenario (a constant Π2),
the steeper the LTG, the larger the value of ΠD. The simulations suggest
impacts into the steeper LTGs follow the scaling for water, whilst impacts
into the shallowest LTG follow the non-porous rock scaling. This is not
surprising, as the steeper LTG’s have a lower near-surface strength, allowing
an impact of a given energy to create a larger transient crater.
The maximum depth of excavation was defined in this work as the depth
of the deepest material that was ejected ballistically from the transient crater.
Maximum excavation depth is plotted against transient crater diameter for
the SPA-scale models in Figure 6.5. The results show maximum excavation
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Figure 6.4: Model results, this study and that of Ivanov et al. (2010) (I10),
and water and non-porous scaling law estimates (Schmidt & Housen, 1987) for the
non-dimensional measure of transient crater size, ΠD, against the non-dimensional
gravity-scaled size, Π2. The SPA-scale simulations agree favourably with the Moon
models of I10. The red and blue diamonds highlight comparable simulations using
the steepest and shallowest LTGs. Results from the basin-scale simulations pre-
sented in Chapter 5 are plotted for comparison. V = impact velocity (km/s); C =
crustal thickness (km).
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depth is a constant fraction of transient crater diameter, with a ratio of
0.12±0.01 for all modelled impact scenarios, matching the excavation depth-
to-diameter ratio results presented in Chapter 5. This suggests target cur-
vature for the scale of impactors and target modelled in this work, does not
affect the excavation depth-to-diameter ratio. Previous SPA-scale modelling
by Hammond et al. (2009) suggested excavation depth-to-diameter ratios of
0.17±0.03 for basins 500-2600 km in diameter; this greater depth-to-diameter
ratio compared to the results presented here could be due to Hammond et al.
(2009) not considering target strength in their models resulting in larger-sized
transient (and excavation) cavities.
Wieczorek & Phillips (1999) and Hikida & Wieczorek (2007) suggested
three of the largest lunar basins: Imbrium, Serenitatis and SPA, had far lower
depth-to-diameter ratios (0.1) compared to other, smaller basins (∼0.1)
implying some kind of non-proportional scaling. They came to this con-
clusion after restoring gravity-derived basin crustal profiles to a pre-impact
state to estimate excavation cavity size. This method assumes the present
crust beneath lunar basins represents the crustal structure immediately fol-
lowing basin formation; any post-impact processes, such as differentiation
of an impact-generated melt sheet (see Section 6.5.1) are not considered.
The results presented here suggest SPA-size impacts do follow proportional
scaling.
6.4.3 Impact-generated mantle melt volume
All SPA-scale models created a large, impact-generated, (partially) molten
mantle zone around the basin centre (see Figure 6.3), consistent with previ-
ous numerical models of SPA-scale impacts (Collins & Melosh, 2004; Ivanov,
2007; Hammond et al., 2009; Ivanov et al., 2010). This mantle material is
emplaced in and around the basin centre as a result of crustal excavation
followed by the rise and collapse of the central uplift, bringing originally
deep-seated mantle material towards the lunar surface. This central zone
is bounded by a bulge in crustal thickness - a thickened crustal annulus.
A second (outer) zone of (molten and unmolten) mantle is found overlying
crustal material; this mantle material was primarily emplaced via excava-
tion, however the ultimate location of this mantle material is affected by the
collapsing uplift, which forces mantle material further away from the basin
centre.


























Figure 6.5: Maximum excavation depth plotted against transient crater diame-
ter. Excavation depth-to-diameter ratio remains constant for all modelled impacts
(0.12±0.01). Red and blue triangles highlight comparable impacts into the steepest
and shallowest LTG. Maximum excavation depth for a given impact in the steepest
and shallowest LTG is the same (to within 5 km), whilst the transient crater is
larger in the steeper LTG as a result of its lower target strength.























Figure 6.6: Impact-generated mantle melt volume for the SPA-scale simulations
and total impact-generated melt volume for scaling estimates from Wünnemann
et al. (2008) (W08), Pierazzo et al. (1997) (P97) and Cintala & Grieve (1998)
(CG98). The simulations produce a greater volume of mantle melt compared to
the total melt volume in the other studies.
Figure 6.6 illustrates how (impact-generated mantle) melt volume varies
with transient crater diameter. Results from models of different-sized im-
pactors, impacting at 10 km/s in the various LTGs (22 models), show an
increase in mantle melt volume with transient crater diameter. Plotted
for comparison are total melt volume estimates using the Cintala & Grieve
(1998) melt volume scaling relationship for lunar craters and a similar melt
scaling law using hydrocode predictions of melt production in dunite impactor-
dunite target impacts (Wünnemann et al., 2008; Pierazzo et al., 1997). These
scaling laws use the Schmidt & Housen (1987) transient crater scaling laws
and assume an impact velocity of 20 km/s and lunar surface gravity. The
simulations predict more (mantle) melt for a given transient crater diameter
compared with the total melt volumes predicted by the scaling laws. This
large discrepancy is because the scaling laws are appropriate for a cold, uni-
form target temperature and low initial target pressure, whilst the SPA-scale
simulations have an initially hot target with temperature and pressure in-
creasing with depth. As a result, material at a given depth in the simulations
requires less impact heat to melt than the scaling laws would predict.
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The results in Figure 6.6 clearly demonstrate impact-generated melt pro-
duction is affected by large differences in the initial target temperature. How-
ever, in this study, mantle temperatures in all but the shallowest LTG were
identical (see Figure 6.2); only the near-surface LTG varied. Comparison of
the steepest and shallowest LTGs show a difference in melt volume of 30-
40% for identical impact energies. Transient crater volume was also affected,
though to a lesser extent; differences for a given impact were ∼5%. These
effects can be seen in Figure 6.7; the triangles show the ratio of melt volume-
to-transient crater volume for selected modelled impacts. The steepest LTG
(red triangles) plots above the shallowest LTG (blue triangles); for exam-
ple, for 200 km diameter impactors, impacting at 10 km/s, the difference in
melt volume-to-transient crater volume between these two LTGs was 20%.
Impacts into the intermediate LTGs are closer to the steepest LTG.
Ignoring the shallowest LTG, the SPA-scale simulations suggest a vol-
ume of impact-generated melt exceeding the transient crater volume will
result from transient craters &800 km in diameter for LTGs appropriate
for the early Moon. For impacts into the shallowest LTG, the transient
crater diameter must be &1000 km. Scaling laws, such as that of Cintala &
Grieve (1998) plotted in Figure 6.7 suggest, for an impact at 10 km/s into an
anorthosite target, a transient crater in excess of 2000 km in diameter must
be produced for melt volume to exceed transient crater volume on the Moon.
Based on computations of 20 km/s impacts into uniform temperature tar-
gets, Melosh (1989) estimated a transient crater would need to exceed 1800
km in diameter on the Moon to produce a melt volume equal to the transient
crater volume.
This work therefore suggests a far smaller lunar transient craters will
produce a volume of melt equivalent to their transient crater volume than
previously thought. This lower threshold is partly due to the inclusion of
realistic Early Moon temperature profiles compared to the uniform cold, tar-
get temperatures of previous work. The results of this work can therefore be
applied to how impact size might affect the ratio of melt volume to transient
crater volume on other planetary bodies. Assuming the same thermal pro-
files, the work described here would suggest for a crater to produce a melt
volume equivalent to transient crater volume on Earth the transient crater
would be < 800 km, on Mars the transient crater size would be greater than
that on the Earth but less than the 800 km estimated for the Moon. This
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Figure 6.7: The ratio of impact-generated melt volume and transient crater vol-
ume against transient crater diameter for this study and scaling law estimates
from Wünnemann et al. (2008) (W08), Pierazzo et al. (1997) (P97) and Cintala &
Grieve (1998) (CG98). The SPA model results show impacts into the shallowest
LTG (blue triangles) produce a lower melt/transient crater volume ratio compared
to the other LTGs (the steepest is highlighted by the red triangles). The SPA
model results produce melt volumes roughly equivalent to their transient crater
volume. As a consequence of the high internal temperatures in the thermal profiles
investigated, the SPA models produced far more melt than the scaling estimates.
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is because impact melt production is function of impact energy and momen-
tum (Schmidt & Housen, 1987) and is independent of gravity (O’Keefe &
Ahrens, 1977). Therefore whilst the melt volume would not be affected by
a constant impact energy and momentum, the greater gravitational force
of larger planetary bodies would produce smaller transient craters, thereby
increasing the relative ratio of melt volume to transient crater volume. How-
ever, the thermal profiles used in this work represent conditions far warmer
than those of rocky, silicate planetary bodies today. Large basin-forming
impacts are however thought to have occurred during the early Solar System
(> 3.8 Ga), when planetary bodies are likely to have been hotter internally
than they are today. The volume of melt created in these impacts could, if
over a large enough surface area, have affected the formation and structure of
other craters which formed nearby due to the melt volumes slow cooling rate.
The volume of melt may have also affected the chemical composition of the
upper layers of planetary bodies, altering their chemical structure possibly
through differentiation.
Another consequence of the high initial target temperature is the role
of damage in the simulations. Rock is damaged by the passing shock wave
lowering its strength. However, in terms of reduction in material strength,
the lower shock pressures required to raise the temperature of the pre-heated
target above the solidus are likely to have a greater role (above the solidus
material will have no resistance to shear) than the lowering of strength via
damage.
6.4.4 Final basin structure
The final crustal structure surrounding the basin was also affected by the
LTG. Impacts into targets with a shallower LTG formed an annulus (ring) of
thickened crust at the edge of the central mantle zone, whilst impacts into the
steeper LTGs produced less prominent annuli and a more gradual increase
in crustal thickness (Figure 6.8). (In Figures 6.8 and 6.9 the crust is divided
into two layers to represent upper crustal material - initially at depths of
0-25 km - and lower crustal material - initially at depths of 25-50 km. This
is done purely to highlight the relative locations of upper and lower crustal
material following basin formation; the crust was modeled as a single material
in the simulations.) During the impact process, material is initially ejected
ballistically from the expanding transient cavity; at later stages material
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location is affected by the collapsing central uplift (see Figure 6.3). A cooler
and stronger lithosphere inhibits the motion of material following central
uplift collapse resulting in creation of an annulus at the innermost edge of
the crustal material in the shallower LTGs. In the example in Figure 6.8,
the innermost crustal material in the shallowest LTG (a) is at radius of ∼480
km and is ∼50 km below the surface. However impacts into steeper LTGs
resulted in this innermost crustal material being closer to the surface; in the
steepest LTG (c) crustal material is at a radius of ∼640 km and ∼10 km
below the surface.
Impactor size (energy) also affects the final crustal structure surrounding
the basin; Figure 6.9 illustrates the basin structure formed in the steepest
LTG by impactors 250, 170, and 150 km in diameter impacting at 10 km/s.
The size of the central mantle zone (bounded by the first occurrence of crustal
material) increases with increasing energy. The more energetic impacts also
excavate and uplift a greater volume of mantle material to the lunar surface
to overlay crustal material. A comparison of impact features for impact
simulations employing the steepest LTG is given in Table 6.2.
6.5 Discussion
6.5.1 Crustal thickness and topography
Figure 6.10 compares gravity-derived crustal profiles beneath SPA to the
simulated basin crustal profiles shown in Figure 6.8. The gravity-derived
data suggest the crust beneath the centre of SPA has a thickness of ∼30-55
km, gradually thickening to ∼60 km nearer the basin’s edge (radial distance
of ∼1200 km). Unlike the majority of gravity-derived crustal profiles for
smaller lunar basins, SPA does not appear to possess a thickened annulus of
crustal material (see Wieczorek & Phillips, 1999; Hikida & Wieczorek, 2007).
The steepest LTG therefore appears to be the best fit to observations, as the
other, shallower, LTGs all produced a prominent thickened annulus.
All models predict the complete removal of crust from the basin centre
following impact, in an apparent contradiction with published crustal thick-
nesses under the SPA Basin. As discussed previously (see Section 6.2), it
is assumed this discrepancy between the simulations (as well as previous
SPA-scale models) and gravity-derived structure can be reconciled by the
formation of a new crustal layer, via the cooling, re-crystallisation and dif-




Figure 6.8: The effect of differing LTGs (a) 10, (b) 25, (c) and 50 K/km on
the distribution of crustal and mantle material following the impact of a 200 km
impactor at 10 km/s. Crustal material is removed from basin centres, forming
central mantle zones. Mantle material overlays crustal material further out; this
crustal material forms an annulus (ring) of thickened crust in the shallower LTGs,
which becomes less pronounced in the steeper LTGs.




Figure 6.9: The effect of impactor size (energy) on basin structure for impactors
(a) 250 km, (b) 170 km and (c) 150 km in diameter, travelling at 10 km/s in
the steepest LTG. The more energetic the impact, the larger the central mantle
zone - crustal material first appears further away from the basin centre. The more
energetic impacts also excavate mantle material to greater distances. Arrows rep-
resent the innermost occurrence of anorthosite (Petro & Pieters, 2002) and the
basin rim (semimajor axis) (Garrick-Bethell & Zuber, 2009). The 250 km impact
removes crust far beyond the observed innermost anorthosite signatures and exca-
vates mantle far beyond the observed rim. In contrast, the 150 km impact results
in anorthosite being found closer to the basin than observed, and mantle material
being excavated to a smaller radius (830 km) than the observed radial basin rim
(1200 km).














































































































































































































































Figure 6.10: Cross-sectional crustal thickness profiles for basins formed by a 200
km diameter impactor at 10 km/s into the 10, 25, and 50 K/km LTGs (see Figure 6.8
also). Crustal material is absent from the basin centre in all models; the shallower
LTGs exhibit a more pronounced thickened annulus. The colour corresponding
dotted line represents the lunar surface for each LTG scenario. Gravity-derived
crustal profiles taken from Neuman et al. (1996) (N96), Wieczorek & Phillips (1999)
(WP99) and Sasaki et al. (2010) (S10) are included for comparison. The rapid
change in elevation at the top of crust is a result of the cell size and the spherical
nature of the modelled target.
ferentiation of the large central melt pool (Morrison, 1998) present in the
basin centre in all of the simulations.
As a consequence of the high mantle temperatures for the LTGs, a volume
of melt far exceeding scaling law estimates and comparable to the transient
crater volume, filled the centre of the basin. This molten material would
be unable to hold topography over time and on cooling would form a flat
surface, suggesting the SPA Basin should have no discernible topographic
profile. However, SPA has a significant topographic range approaching ∼13
km. How can a weak Moon result in such a prominent topographic feature?
A combination of the differentiation process in which a new crustal layer
was formed, as well as the isostatic re-adjustment of the basin following the
removal of a significant volume of crustal material, could have resulted in a
Chapter 6. SPA Basin: Numerical modelling 192
state of isostatic equilibrium, which SPA is thought to be in (Zuber et al.,
1994; Matsumoto et al., 2010).
The cell size used in this study (2.5 - 5 km/cell) implies SPA’s depth
range (∼13 km) would at best be covered by 6 cells, precluding an accurate
assessment of SPA’s topography and any other relatively small-scale features
such as the basin rim and any ring structures. Free oscillations affecting the
lunar surface, also negated any topographic analysis; Ivanov et al. (2010)
found these oscillations continued for up to six hours after SPA-scale impact.
6.5.2 SPA geochemical anomaly
Garrick-Bethell & Zuber (2009) defined the edge of the SPA Basin with a
topographic feature ∼2400 km in diameter. This approximately coincides
with the edge of the 5 wt% Fe zone; an outer geochemically anomalous
zone enriched in Fe relative to the lunar average but depleted relative to
the Fe content in Inner SPA Basin Terrane (Jolliff et al., 2000). In the
simulations presented here, mantle material was excavated and/or uplifted
to the lunar surface. Mantle material has a higher Fe content than upper
crustal anorthositic material and would therefore produce anomalously high
Fe content where it covered the surface, relative to pre-impact upper crustal
anorthosite. If differentiation of the mantle took place, then minerals such
as norite would float to the top; these would also have an Fe content greater
than the mafic-poor anorthosites. The extent of mantle material on the
lunar surface in the simulations can therefore approximately represent the
edge of the SPA Basin - the zone in which Fe content would be above the
lunar average as a result of excavation and uplift to the lunar surface of
originally deeper and denser material. The furthest surficial extent of man-
tle increased as impactor size (energy) increased; models (using the best-fit
LTG - 50 K/km) suggest impactors greater than 200 km in diameter eject
significant volumes of mantle material far beyond the observed basin (and
outer geochemical anomaly) radii, whilst the furthest ejected mantle for im-
pactors 150 km in diameter, fell well inside the edge of the basin (and outer
geochemical anomaly) (see Figure 6.9).
Yamamoto et al. (2010) found exposures of olivine-rich material, which
they believe are derived from the upper mantle, in the walls of large craters
residing within the rims of many lunar basins (e.g. Schrödinger Crater within
the main rim of SPA) suggesting basin-forming impacts can eject mantle
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material towards their respective rims. However, Yamamoto et al. (2010) did
not find any olivine-rich exposures in the centre of SPA or any other basin.
For SPA, they suggest local differentiation in the post-impact melt sheet
may have resulted in orthopyroxene overlying the olivine. Orthopyroxene
signatures were found by Nakamura et al. (2009) in the centre of SPA within
a number of craters (Finsen, Antoniadi, Lyman and Bhabha) suggesting, if
it was present, an olivine-rich layer may be covered by orthopyroxene, as a
result of local differentiation.
Innermost occurrences of anorthosite have been observed from a radius of
630 km outwards (Petro & Pieters, 2002). This suggests anorthositic material
was completely removed from the basin centre and lies buried beneath a more
mafic layer between a radius of 630 km and the final crater rim. This buried
anorthositic material was then exposed by later, large impacts. Petro &
Pieters (2002) found anorthositic signatures in Apollo (diameter = 537 km),
Poincare (319 km) and Leibnitz (254 km) craters. Using the scaling relation
of Croft (1985) (see Equation 5.9) to estimate the transient crater diameter,
and assuming excavation depth is one tenth of the transient crater diameter,
these craters would have excavated material from depths of ∼30, ∼20, and
∼16 km, respectively. This is consistent with the simulation of an impactor
170 km in diameter impacting into the steepest LTG, where upper crustal
material is ≥10 km below the lunar surface at 600-800 km radius.
6.5.3 Best-fit impact simulation
Comparison of the simulations with geochemical and gravitational SPA data
suggests a 170 km diameter impactor, impacting vertically at a velocity of
10 km/s into the steepest LTG (50 K/km) best estimates the SPA impact.
This corresponds to an impact energy of 4 x 1026 J.
In the best-fit model (Figure 6.11) the innermost occurrence of anorthosite
was located at a radial distance of 630 km (and buried 14 km below the lu-
nar surface), which is consistent with upper crustal material being excavated
later by large impacts (Petro & Pieters, 2002). Beyond the central molten
mantle zone, molten mantle was consistently draped over crustal material
forming a layer a few kilometres thick, out to a radial distance of ∼900 km,
beyond which exposures became more discontinuous. Molten mantle was
excavated to a distance of 1150 km from the basin centre, placing it be-
tween the observed semiminor and semimajor axes of the basin (1000 and
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(a)
(b)
Figure 6.11: (a) Material and (b) melt fraction distribution for the best-fit model
using 34 CPPR. The innermost occurrence of anorthosite matches extremely well
with the observed data appearing at ∼630 km (and initially buried ∼14 km below
the lunar surface). The outermost occurrence of mantle material at the surface falls
short of the observed semimajor axis rim (1200 km), and the geochemical anomaly,
at 1150 km, but has a greater radial distance than the semiminor axis (1000 km).
Unmolten mantle material was found excavated to a maximum radial distance of
1210 km, just beyond the basin’s semimajor axis.
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1200 km). Unmolten mantle material was also found at the surface out to a
distance of 1210 km, just beyond the basin’s semimajor axis. The furthest
excavated mantle (molten and unmolten) originated from depths of 50-80
km, i.e. within the uppermost mantle, the deepest material excavated came
from a depth of approximately 100 km, but was excavated at a lower velocity
and landed closer to the basin centre (∼550 km from the basin centre).
At the time of maximum crater volume the transient crater was 840 km
in diameter. This transient crater diameter estimate is far smaller than
previous numerical, Hammond et al. (2009) - 2500 km, and observationally-
derived estimates: Wieczorek & Phillips (1999) - 2100 km, Spudis (1993) -
1400 km, and Petro & Pieters (2002) - 1260 km for SPA. Ivanov et al. (2010)
defined the transient crater diameter in their basin-scale impacts by visu-
ally identifying the appearance of a kink in the ejecta curtain manifesting
the downwards motion of material. Adopting this approach for the best-fit
model, the onset of downward motion and the appearance of a kink occurs
when the transient crater is approximately 980-1040 km in diameter; this
is roughly 6-24% greater than the width of the transient crater when cal-
culated at maximum volume, but still less than other studies estimations.
In this study, the method of Ivanov et al. (2010) to define the transient
crater diameter was not used. This was because the appearance of a kink
in the models was gradual, occurring over multiple (one minute) time steps;
a definitive value for the transient could therefore not be made. Based on
the comparison made for the best-fit model, the simulations presented here
probably underestimate the diameter of the transient crater between ap-
proximately 6-24%. This may also affect the excavation depth-to-diameter
ratio, which would decrease if the transient crater diameter increased but
the maximum depth of excavation remained the same. However, the use
of a maximum volume-related transient (excavation) crater produces similar
results to those of Chapter 5 and previous studies.
The best-fit model using either transient crater definition is therefore far
smaller than the observed basin diameter (2200-2400 km). Excavated ma-
terial in large-scale impacts will be placed beyond the edge of the transient
crater but, due to extensive crater collapse, may be placed within the ul-
timate basin rim. From the best-fit model it is difficult to define a basin
rim due to the cell size (2.5 km), the large-scale collapse of the transient
crater and the lithospheric thermal gradient (no significant basin topogra-
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phy). However, a rough estimation of the basin rim can be made; assuming
all excavated mantle material was placed within the ultimate basin rim, the
best-fit model would have a rim diameter of ∼ 2400 km.
The best-fit impact produced 1.19 x 108 km3 of mantle melt, while the
transient crater volume was 1.27 x 108 km3. This suggests SPA-scale impacts
(on the Moon) are on the cusp of that required to produce a volume of
melt greater or equal to the volume of their respective transient craters.
According to simple estimates: 10% of the melt was completely molten (had
a temperature greater than the mantle liquidus); the basin floor was covered
by this completely molten mantle out to a radial distance of ∼200 km. 2.2%
of the mantle melt volume was located outside of the central mantle zone,
overlying crustal material. This mantle material, on average, was cooler than
mantle closer to the basin centre, with an average melt fraction of ∼0.45.
The volume of excavated unmolten mantle on the surface equalled 1% of the
transient crater volume.
The best-fit model had an impact energy of 4 x 1026 J, almost an order of
magnitude smaller than the estimate of Hammond et al. (2009): 2.5 x 1027 J
who used an impact velocity of 20 km/s and an impactor diameter of 200 km.
Hammond et al. (2009) produced a maximum excavation depth of 350-380
km, and an excavation (transient) cavity diameter of 2500 km, both of these
are far bigger than the best-fit model described here. However, Hammond
et al. (2009) did not consider strength in their model, or use observational
data (apart from the basin diameter) to constrain their results. Ivanov et al.
(2010) compared results from a planetary-scale impact simulation (a 300 km
diameter impactor, impacting at 18 km/s; energy of 6.58 x 1027 J) to SPA
geophysical crustal structure from Wieczorek & Phillips (1999). Although
they proposed their model was in reasonable agreement with the geophysical
data in terms of the location of the thickened annulus of upper crust, their
crustal thickness was far thicker than the inferred total SPA crustal thickness.
6.5.4 Consequences of an oblique impact
The best-fit SPA-scale model assumed a vertical impact. However, SPA is
now recognised as an elliptical basin (Garrick-Bethell & Zuber, 2009), it is
therefore likely that SPA formed by an oblique (<45◦) impact. At impact
angles of less than 45◦ asymmetries in ejecta distribution begin to occur in-
cluding forbidden zones (areas lacking ejecta), whilst at <30◦ steeper slopes
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on the uprange walls would be produced. The asymmetry in thorium and
iron concentrations within SPA, with larger anomalies concentrated towards
the northwest (see Figure 6.1), could be due to asymmetric excavation in an
oblique impact, as thorium and iron content are both thought to increase
with depth in the Moon (Garrick-Bethell & Zuber, 2009). Schultz (1997)
also suggested, based on experiments, an oblique (<30◦) impact as well as a
low velocity (5 km/s) and large (impactor radius >10% of the lunar radius)
impactor. Numerical modelling of oblique SPA impacts by Schultz & Craw-
ford (2011) found impactor decapitation to be prevalent. This resulted in a
significant fraction of the impactor being sent into orbit in the Earth-Moon
system (as ejection velocity increases with impact obliquity), which could
potentially re-impact the Moon.
Andrews-Hanna & Zuber (2010) showed the effective obliquity of an im-
pact was increased by an impactor that was large relative to the curvature
of the target (planet) surface. This resulted in elliptical basins being formed
at steeper impact angles (∼25-45◦) for large-scale impactors than those for
small-scale impactors (≤15◦). Collins et al. (2011) also found the threshold
angle for elliptical craters increases with the size of the impact (a function of
cratering efficiency), but did not considered planetary curvature. As well as
SPA, other giant impact basins have been shown to be elliptical (ellipticity >
1.2) in shape, such as Hellas (Andrews-Hanna & Zuber, 2010) and Borealis
Basins on Mars (Andrews-Hanna et al., 2008; Marinova et al., 2008). The
elliptical nature of SPA may well, therefore, be due to the relative size of the
SPA Basin-forming impactor to the curvature of the lunar surface.
A comparison between basin structure for the SPA-scale impacts con-
ducted into a curved target presented in this chapter and the basin-scale
impacts conducted into a flat target discussed in Chapter 5 could not made
due to the differences in resolution and the size of impactors. It would there-
fore be useful to carry out additional simulations bridging the gap between
the basin-scale impacts of Chapter 5 and the SPA-scale impacts of this chap-
ter to see whether target curvature affects the final basin structure.
Impact angle also affects the production of impact melt, focusing melt
production downrange (Pierazzo & Melosh, 2000a) and reducing the volume
of melt relative to a vertical impact. In a numerical study, Pierazzo & Melosh
(2000a) determined that impact melt volume scales approximately with the
sine of the impact angle to the target plane. However, Pierazzo & Melosh
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(2000a) also found the ratio of melt volume to transient crater volume is
constant over a wide range of impact angles: 90-30◦ to the horizontal. In
other words, for moderately oblique impacts both impact melt volume and
transient crater volume scale as the sine of the impact angle. Therefore
vertical impacts, such as those carried out in this study, should provide a
reasonable qualitative approximation of impacts at 90-30◦, but the exact
impactor size required to form the SPA Basin will depend on the impact
angle.
6.5.5 Limitations
As with the basin-forming impacts modelled in Chapter 5, an ANEOS equa-
tion of state with parameters for dunite was used to represent the thermo-
dynamic and compressibility changes in the lunar mantle. ANEOS cannot
include the effect of latent heat of melting in its calculations, and there-
fore, as with the results in Chapter 5, the melt volumes, for the given initial
conditions, are likely to be overestimates of the true melt volume.
In this work, the deep mantle temperature for the SPA-scale impacts was
kept constant at 1723 K; only the initial lithospheric gradient was varied.
Ivanov et al. (2010) showed the volume of melt was greater for impacts
into thermal profiles with mantle temperatures closer to the mantle solidus.
Therefore, it would be advantageous to vary the deep mantle temperature for
SPA-scale impacts, to see how this affects the volume of impact-generated
melt and the basin-forming process.
The results presented here suggest SPA-scale impacts will completely re-
moved crustal material from the basin centre during impact leaving behind
a large, voluminous mantle melt pool. This contradicts gravity-data which
suggest SPA is underlain by a significant thickness of crustal material. A pro-
cess which could account for these differences is differentiation of the melt
sheet as suggested by Morrison (1998). However, in this work, it is not pos-
sible to predict the size, thickness and composition of any low density crustal
layers which may form as a result of differentiation. The use of numerical
codes which can model the differentiation of melts would be extremely use-
ful in helping to ascertain whether a thick enough low density layer could
differentiate from the mantle melt pool to form a structure similar to that
derived from gravity data.
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6.6 Summary
The old age, large size and severe degradation of the SPA Basin, combined
with a lack of direct sampling, means an accurate reconstruction of this basin-
forming impact is extremely difficult. Nevertheless, the numerical models
presented here have allowed an impact scenario for the SPA Basin-forming
impact to be generated using a greater number of constraints than previ-
ous numerical models of SPA. From the iSALE numerical impact models a
number of conclusions for SPA-scale impacts can be made:
1. Excavation depth-to-diameter ratio for SPA-scale impacts remains con-
stant at 0.12±0.01, agreeing with the (smaller) basin-scale results pre-
sented in Chapter 5 and previous experimental, analytical, geologi-
cal and geophysical investigations of impact craters. The simulations
therefore suggest basins at all scales follow proportional scaling and
that a moderately curved target surface does not affect the excavation
depth-to-diameter ratio.
2. Inclusion of realistic, high internal temperatures within the target
greatly affects (mantle) melt production as well as the formation and
final structure of the basin. The SPA-scale simulations suggest, for
an internal mantle temperature of 1723 K, basins with transient crater
diameters &800 km will produce a volume of melt greater than their re-
spective transient crater volumes. This is a far smaller transient crater
diameter than previously estimated using scaling laws that assume a
cold, uniform temperature target (scaling laws suggest melt volume
will exceed transient crater volume when transient craters are >1800
km on the Moon).
3. SPA-scale impacts remove the entire crust (given a reasonable pre-
impact crustal thickness) from a region around the basin centre bring-
ing mantle material to the lunar surface via ballistic ejection or uplift
(via the creation and collapse of the central uplift). This agrees with
previous SPA-scale models and the (smaller) basin-forming impacts
presented in Chapter 5, but in an apparent contradiction with basin
data. This discrepancy can be resolved by differentiation of the very
large volume of (partially) molten mantle, which pools around the basin
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centre. Differentiation could mask pure mantle signatures, explaining
their absence from spectroscopic data.
4. Assuming the disappearance of the geochemical anomaly marks the
edge of the basin and mantle melt differentiation can account for crustal
thickness differences at the basin centre between the gravity-derived
structure and the simulations, a basin producing features similar to
those observed at SPA, can form with an impact energy of ∼4 x 1026
J (a dunite impactor 170 km in diameter, travelling at 10 km/s, into




7.1 Thesis motivation and aims
Over 50 basin-scale craters have been found on the Moon, however these can
currently only be studied remotely. On Earth, three craters are thought to be
basins (Vredefort, Sudbury and Chicxulub), however burial and erosion limit
the amount of in-situ studies that can be undertaken at these craters; conse-
quently, basin-scale craters are the least understood crater type. Laboratory
impact experiments and explosion tests, whilst useful for studying impact
cratering, are not suitable analogues for basin-scale cratering as they can-
not accurately re-create basin-scale impact conditions. Numerical modelling
is therefore the only viable method for investigating basin-scale cratering
events.
The aim of this thesis was therefore to numerically model basin-scale
impacts to be able to better understand basin formation and structure. The
iSALE hydrocode (see Chapter 3), both 2D and 3D versions, was used as the
modelling tool to investigate (a) what happens to the impactor, and (b) what
affects the formation and structure of basins, during basin-forming impacts.
A number of impact parameters were varied, quantifying their effect on the
basin-forming process. Comparisons of the simulations to observed basin
data were made to (1) suggest impact scenarios explaining the high retention
of meteoritic material within the Morokweng impact structure, (2) constrain
the basin formation process and comment on ultimate basin structure and
(3) constrain an impact scenario for the formation of the largest lunar crater,
the South Pole-Aitken Basin.
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7.2 Summary of results
In Chapter 4 the iSALE hydrocode was used to simulate the early stages of
the crater-forming process to investigate asteroid (impactor) survivability in
large (basin)-scale impact events. Impact parameters such as impact velocity
and impactor shape were varied to quantify their effect on the amount of
impactor that ‘survived’, remained solid during, the initial stages of the
impact process. This work was motivated by the recent find of a 25 cm clast
(and many smaller sized clasts) of asteroidal material from within the melt
sheet at the Morokweng impact structure (size estimates vary between 70
and 340 km) in South Africa (Maier et al., 2006) which showed asteroidal
material can survive large-scale (terrestrial) impacts into continental targets.
The results of the survivability study were:
1. Increasing impact velocity decreased impactor survivability
2. Increasing target density decreased impactor survivability
3. Decreasing impact angle increased impactor survivability
4. Increasing impactor porosity decreased impactor survivability
5. Increasing the prolateness of the impactor increased impactor surviv-
ability
The impact velocity, target density and impact angle results all agreed
with previous numerical and experimental work; impactor porosity and shape
had not previously been investigated in terms of impactor survivability. In-
troduction of porosity into the impactor decreased the critical shock pressure
required for melting and vaporisation; for a given impact scenario a higher
porosity resulted in a lower fraction of impactor surviving (not melting or va-
porising). From investigating impactor shape, increasing the prolateness of
the impactor (increasing its vertical length relative to its horizontal length)
resulted in a greater fraction of the impactor surviving compared to both
spherical and oblate (horizontal length > vertical length) impactors. The
greater survivability for prolate impactors is likely due to complex interac-
tions of release and shock waves within these impactors, as a result of their
prolate shape, resulting in the rear of the impactor experiencing lower peak
shock pressures; a greater volume of the impactor therefore remains solid.
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In terms of relating the simulation results to the finds at Morokweng, the
abundant meteoritic material within Morokweng Crater can be explained by
an impactor:
1. Impacting at a velocity close to Earth’s escape velocity (≈11 km/s)
2. Impacting at an angle &45◦
(Though impactor survivability was greater for impact angles <45◦
these would preferentially deposit impactor material downrange of the
impact site instead of retaining material within the crater.)
These conclusions agree with previous suggestions for the high reten-
tion of asteroidal material within the crater at Morokweng (McDonald
et al., 2001). The simulations also suggested two more contributing
factors:
3. An impactor prolate (vertical length > horizontal length) in shape
4. An impactor with a minimal porosity (zero to a few per cent)
This study quantified the survivability of the impactor but did not inves-
tigate the ultimate location of impactor material. Numerical studies inves-
tigating the final location of impactor material would build upon this work
and, possibly, add further constraints to possible impact scenarios for the
Morokweng-forming impact.
In Chapter 5 the formation of basin-scale impact craters (multi-ring basins)
on the Moon was simulated using the iSALE hydrocode, with the results
compared to observed lunar basin data. This work was motivated by the un-
clear nature of basin formation and the many lunar basin datasets available
for comparison with the simulations. The outcomes of this work were:
1. The excavation depth-to-diameter ratio for the basin-scale impacts re-
mained constant at 0.12±0.01, matching well with previous analytical
and geological studies of impacts at all scales
2. Inclusion of a temperature gradient within the target greatly influenced
the volume of impact-generated melt; the basin-scale simulations pre-
dicted a greater volume of melt for a given impact size compared to
scaling estimates (which assume a cold, uniform temperature target)
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3. The simulations produced far thinner post-impact crustal layers be-
neath basin centres than those suggested by gravity-derived basin data;
the crust was completely removed from the basin centre in some sim-
ulations. However, the simulations matched well with gravity-derived
locations and thicknesses of thickened annuli (rings) of crustal material.
Morrison (1998) suggested, if voluminous enough, impact-generated melt
pools could differentiate forming a new lower (compared to the mantle) den-
sity surface crustal layer. Such a process could explain the discrepancies
between the simulations and the gravity-derived structure around basin cen-
tres. Differentiation would also explain the lack of mantle-like signatures
at basin centres in the study of Yamamoto et al. (2010); it could mask the
presence of mantle-like material at the lunar surface.
In some simulations, mantle material was excavated towards the basin
rim; this volume of mantle may not be great enough to differentiate and may
instead have been buried by other impact ejecta before being re-excavated.
This would explain the presence of mantle-like material in smaller-scale
craters around the rims of lunar basins (Yamamoto et al., 2010).
Assuming melt pool differentiation can account for the discrepancies be-
tween the simulations and the gravity-derived basin structure around basin
centres, simulation results for impacts using two of the investigated ther-
mal profiles (TP3 and TP4) were used to predict basin features for a suite
of lunar basins. By comparing the predictions to observational data, TP3
appeared too warm and weak to produce basins with features similar to
those observed, whilst TP4 appeared too cool and strong to produce basins
with features similar to those observed. Coupled with the suggestion that
mare volcanism began prior to the end of the basin-forming epoch and its
estimated source depth (100-400 km), a thermal profile with a near-surface
temperature gradient of ∼10 K/km (similar to that of TP3 and TP4) and an
upper mantle temperature between those of TP3 and TP4, close to the man-
tle solidus, could produce basins with features similar to those observed and
therefore provide a reasonable estimate for lunar thermal conditions during
the latter stages of the lunar basin-forming epoch.
In Chapter 6 the iSALE hydrocode was used to simulate the formation of
a specific basin-scale impact event: the South Pole-Aitken (SPA) Basin, the
largest lunar impact structure. Simulation results were constrained by geo-
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chemical and gravity-derived SPA Basin structure to obtain a best-fit SPA
Basin-forming scenario. The motivation to model this impact was the im-
mense size of the basin and that previous SPA numerical modelling had not
rigorously constrained simulation results to observed SPA Basin structure.
The outcomes of this work were:
1. Excavation depth-to-diameter ratio for SPA-scale impacts remained
constant at 0.12±0.01
2. For the thermal profiles investigated (estimating a young, warmMoon),
the SPA-scale impact simulations produced a volume of melt compa-
rable to their respective transient crater volumes
3. SPA-scale impact simulations removed the entire crust (given a rea-
sonable pre-impact crustal thickness) from a region around the basin
centre forming a large, central mantle melt pool
4. A basin producing features similar to those observed at SPA can form
with an impact energy of ∼4x1026 J (a dunite impactor 170 km in
diameter, travelling at 10 km/s) into a target with a steep thermal
gradient (50 K/km) and high internal temperature (≈ mantle solidus).
The SPA-scale excavation depth-to-diameter results agreed with the basin-
scale results presented in Chapter 5, suggesting basins at all scales follow
proportional scaling (have a similar crater-forming process). All simulated
SPA-scale impacts removed the entire crust around the basin centre creating
a large, voluminous central mantle melt pool. For a given impact, the vol-
ume of mantle melt produced increased as the thermal gradient increased;
thermal gradient also affected the formation and final structure of the basin.
Discrepancies in crustal thickness at basin centres between the simulations
and gravity-derived basin structures, as with the basins simulated in Chap-
ter 5, could be resolved by differentiation of the large, mantle melt pools
into new low density crustal layers. The best-fit impact scenario for the SPA
Basin-forming impact was found assuming differentiation could account for
the differences between the simulations and gravity-derived structure at basin
centres and the disappearance of the geochemical anomaly marked the edge
of the basin.
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From this thesis, a general formation sequence for basin-scale craters forming
on rocky, planetary surfaces can be made. On impact, the initial shock pres-
sures (and subsequent temperatures) achieved in the asteroid affect whether
it remains solid, melts, or vaporises. A greater fraction of the impacting
asteroid will survive, remain solid, if impacts occur at oblique angles (<45◦),
at low velocities (<15 km/s), if the asteroid is prolate in shape (vertical
length > horizontal length) and has a minimal porosity. During crater exca-
vation, material to a depth approximately one tenth of the excavation cavity
diameter will be excavated (ejected ballistically) from the impact site. A
true transient crater, where excavation reaches its maximum extent in all
directions before modification begins, does not form in basin-scale impacts
as the crater floor begins to uplift prior to the maximum lateral extent of
excavation being reached. The up-rising crater floor forms a central uplift
which rises above the pre-impact surface before subsequently collapsing; fur-
ther, though smaller, uplift phases may occur. Depending on the size of the
impact, excavation and/or the uplift and collapse phase may bring originally
deep-seated material, such as mantle, to the target surface and thin, or com-
pletely remove, crustal material around the basin centre. Crust will thicken
away from the centre forming a thickened annulus (ring) of crustal material
towards the basin rim. Intricacies of the basin-forming process are heavily
dependent on the target’s initial thermal structure. The impact (dependent
on the thermal conditions) may create a large voluminous melt (crust and/or
mantle material) pool at the basin centre. If large enough, this melt pool
may differentiate over time producing a new low density (compared to the
mantle) crustal layer, possibly masking any mantle-like signatures at the sur-
face. Additional processes will act on the crater over time, such as viscous
relaxation, attempting to return the basin to its pre-impact state.
7.3 Limitations and future work
One limitation of this work was, for the majority of simulations, only using
the 2D version of the iSALE hydrocode. iSALE-3D’s sole use was investigat-
ing how impact angle affected impactor (asteroid) survivability. During this
thesis work multi-materials could not be modelled in iSALE-3D; impactor
and target had to be the same material. This meant, in terms of basin
modelling, crustal structure could not be investigated. As iSALE-3D is de-
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veloped, multi-material modelling will eventually be possible, allowing the
investigation of crustal structure in basin-scales impacts and, importantly,
the effect of impact angle on basin-size crater formation. 3D models also
require greater computing power and longer run time compared to 2D mod-
els. As computing power becomes ever greater, 3D models will be able to be
more widely used.
In terms of basin modelling, outer ring formation could not be modelled
in this thesis, only estimated. It would therefore be advantageous to include
fault mechanics within the hydrocode to be able to model fracturing and
faulting within a target. This would greatly improve crater models, espe-
cially for large-scale impacts, and help to refine models against observed and
gravity-derived basin structure.
Another limitation, in terms of the basin-forming impacts, is the lack of
understanding concerning the possible differentiation of impact melt pools.
The creation of melt pool differentiation calculations/models would be ex-
tremely useful in helping to quantify the likelihood and importance of dif-
ferentiation for impact-formed melt pools.
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To provide super-solidus mantle material with some strength (preventing
crater formation in an inviscid fluid) and to have craters collapsing in a
manner similar to that modelled for other large (basin)-scale impacts (e.g.
Chicxulub: Collins et al., 2002, 2008), an effective viscosity was applied to
super-solidus mantle material. This appendix contains figures highlighting
basin formation with and without the use of an effective viscosity. The
impact scenario is the same for each simulation: a 120 km dunite impactor,
impacting vertically at 15 km/s into a target simulating the lunar sub-surface
with thermal profile TP3. Without the use of an effective viscosity (Figure
A.1), a secondary central uplift phase rises 600 km above the pre-impact
surface, higher than the initial central uplift. This eventually collapses back
into the target and a tertiary uplift phase begins; this process was also seen
when using an effective viscosity of 105 Pa·s and 108 Pa·s (Figures A.2 and
A.3). An effective viscosity of 1010 Pa·s (Figure A.4) resulted in the initial,
and subsequent uplifts, reaching lower heights than the lower viscosities.
Figure A.5, shows an effective viscosity of 1012 Pa·s makes the target too
strong following impact; the crater does not collapse in the manner associated
with large-scale impact event (a central uplift does not form, instead the
crater produced gradually relaxes back to a flat surface). Based on these
test cases, an effective viscosity of 1010 Pa·s was therefore applied to super-
solidus mantle material as it provided partially molten material with some
resistance to shear and subdued central uplift processes. It should be noted
that, in reality, the partially molten mantle is unlikely to have a uniform
viscosity.
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Figure A.1: The basin-forming process without the use of an effective mantle
viscosity. A secondary uplift phase rises to a height greater than the initial uplift
phase; a tertiary uplift phase also occurs.
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Figure A.2: The basin-forming process using an effective mantle viscosity of 105
Pa·s. As with the simulation without an effective viscosity, the secondary uplift
(time = 60 min) rises above the height of the initial uplift and a tertiary uplift
(time = 86 min) phase occurs.
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Figure A.3: The basin-forming process using an effective mantle viscosity of 108
Pa·s. Again, a secondary uplift (time = 60 min) rises above the height of the initial
uplift and a tertiary uplift (time = 86 min) phase occurs.
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Figure A.4: The basin-forming process using an effective mantle viscosity of 1010
Pa·s. This effective viscosity dampens the secondary (time = 60 min) and tertiary
(time = 86 min) uplift phases.
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Figure A.5: The basin-forming process using an effective mantle viscosity of 1012
Pa·s. This viscosity prevents the crater from collapsing in a manner similar to
that modelled for large-scale impact events; a central uplift phase does not occur,
instead the crater gradually relaxes back to its pre-impact state.
Appendix B
Lunar basin profiles: Topog-
raphy and Moho
The following Figures show topographic and Moho profiles for 11 lunar basins
(those used in the studied of Wieczorek & Phillips (1999) and Moscoviense
Basin). The topopgraphic and Moho profiles are from LOLA and Kaguya
data (Wieczorek, 2011). Basins are presented in decreasing order of annulus
radius. Basin centres taken from Wood (2004). Main basin rim value sources
are given in Table 5.1. Olivine signatures found around lunar basins in the
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olivine exposures (Y et al.,10)
Figure B.1: Imbrium: Crustal annulus radius 519 km
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olivine exposures (Y et al.,10)
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Figure B.3: Crisium: Crustal annulus radius 312 km
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Figure B.5: Orientale: Crustal annulus radius 298 km
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olivine exposures (Y et al.,10)
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Figure B.7: Humorum: Crustal annulus radius 254 km
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Figure B.9: Mendel-Rydberg: Crustal annulus radius 210 km
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Figure B.11: Grimaldi: Crustal annulus radius 160 km. Uplift of Moho to the
south is due to the Cruger-Sirsalis Basin.
Appendix C
Geological timescale
Figure C.1: A lunar and terrestrial geological timescale; Lunar periods and the
relative eons on Earth. For reference, the youngest lunar basin, Orientale, is thought
to have formed ∼3.8 billion years ago; the terrestrial Cambrian explosion began at
the beginning of the Phanerozoic 0.54 billion years ago.
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