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Chapter 1: Introduction
1.1 Research BackgroundSeismic risk management can be viewed as a process of complex dynamicsinvolving the interactions of many factors. These factors typically include thephysical environment, the social and demographic characteristics of thecommunities that experience seismic risk, as well as the buildings, infrastructureand other facilities that are known to be vulnerable in the environment (Simonovic2011). The purpose of seismic risk management is to mitigate the consequences ofseismic events in prone areas. Thus, the system is not to predict seismic events;rather, we are looking at how to manage the adverse impacts when seismic eventsoccur. To accomplish this, a broad range of operations, planning and decision-making needs to be performed.Seismic risk management is characterized as having multiple dimensions, such associal, economic, political and environmental dimensions, some of which may be inconflict with each other. Several alternatives may need to be considered andevaluated in terms of the many different criteria which results in a vast body ofdata that are often imprecise or uncertain. Many individuals may be involved in therisk assessment process, including decision makers, planners, experts and otherinterest groups, from organizations and the community, all of whom may haveconflicting preferences (Lahdelma et 2000).Moreover, seismic risk assessment is a complex process due to the interactionswithin risk drivers. Seismic hazard is inherently uncertain, partly because it is aforecast of future situations based on previous knowledge, which may be scarceand variable in quality or not fully understood (Dowrick 2003). The scope ofseismic risk management is defined in relation to balancing what these uncertaininformation. The multiple views and interests of individuals and organizationswithin the seismic risk management process cause an inherent complexity that
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requires a systematic reconciliation of these disparate, often conflicting factorsthrough a structured knowledge framework (Avouris 1995).Broadly speaking, aggregating a large number of inputs within a complex systemrequires a heuristic methodology that is capable of interacting with a range ofinformation, facts, algorithms and experiences. The challenges to the existingapproaches to this problem are three-fold. Firstly, there are many factors involvedin seismic risk management, each with varying importance depending on thescenario; thus, the factors should adequately represent the situation and the scopeof the application. Secondly, expert opinions and experiences play a major role inthe assessment yet may add significant uncertainty into the process – this needs tobe accounted for. Thirdly, the adopted methodology should be consistent withneeds, allowing the tracking of results so that decisions can be updated.Seismic risk management is an iterative process of decision-making describedwithin a multifaceted process, including preparedness, prevention, response andrecovery, with the eventual aim of mitigating the social and physical impacts ofearthquakes. The application of decision models to risk assessment andmanagement of critical infrastructure facilities exposed to low-probability, high-consequence seismic hazard requires a thorough understanding of the risk impactsand effective disaster management strategies. Seismic mitigation measures are anongoing strategy to reduce the consequence of earthquakes, either structurallythrough retrofitting/reconstruction, or through non-structural strategies such asland use zoning and relocating development, as well as implementing andenforcing building codes.According to Simonovic (2011), mitigation activities should address themeasurement and assessment of the evolving risk environment whileincorporating a comprehensive, proactive measure that enable the prioritization ofmitigation investments. The mitigation process heavily relies on predictive modelsof risk to address disaster impacts and effectively communicate and respond priorto an event. More systematic approaches to evaluation would likely yield to theadoption of broader and efficient mitigating decisions over the long term (Rameshet al. 2007). Thus, it is important to adopt an appropriate method to systemicallyproject the disaster impacts and support decisions in the face of significantuncertainty. Furthermore, most strategies employed to manage seismic risk have
Chapter 1: Introduction 3
been developed out of the structure (NRC 2011) that increases the complexity ofrisk management. Rational risk management should focus on comparing andprioritizing the aspects of disaster systems. The ability to compare risk acrossregions becomes more critical, particularly in a mitigation programme thatrequires rendering the state of the system less vulnerable. This also directs theresources and mitigation measures in both private and public sectors who havecompeting priorities for risk management investment. In some cases, thoseinvestments might compromise the mitigation measures by retarding theretrofitting process, misleading the resource development away from structural tonon-structural measures, and consequently leading to costly, unreasonable andlong-lasting decisions.
1.2 Research MotivationThe motivation for conducting the research was to facilitate mitigating decisionsby focusing on estimating and ranking seismic risk within the portfolio ofretrofitting school buildings in Iran. The national hazard map of the countryindicates that a large populated portion of the country, almost 37% carrying 22%the population, are exposed to range of medium to high intensity earthquakethreat (Ghafory-Ashtiany and Hosseini 2007; NSI 2010). Furthermore, much of theeconomic and social infrastructure in Iran is prone to medium to high degrees ofseismic risk.Reported damages and losses in recent earthquakes have highlighted theimportance of school protection, occupant security and proactive safety measuresprior to an earthquake. More than 90% of local educational establishments with10,000 students were lost or destroyed in the catastrophic Bam earthquake in2003(Ghafory-Ashtiany and Hosseini 2007). Seismic mitigation measures wereinitialized after the 1997 Manjil earthquake and were accelerated following the2003 Bam event. Iran’s government enacted a seismic mitigation policy entitled“The National Strategy for Earthquake Risk Reduction” to reduce the impacts of theearthquake in infrastructure and public buildings. Particular attention wasdevoted to the educational sector because of the vulnerability of both the buildingsand students across the country, leading to launching a $4 billion Seismic RiskMitigation Programme in 2006 for improving 126,010 vulnerable classrooms
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(39% of the total) by 2011. The aim of the programme was to reduce seismic riskwithin public schools through several mitigation measures, including retrofittingand reconstruction. The initial task was to identify and screen the schools withpotential risk to life safety during an earthquake. A survey conducted by the schoolrehabilitation office (Table 1.1), revealed that almost 65% of total schools(~70,000) had low to medium structural capacity to withstand a likely earthquake.A further screening phase revealed that there were almost 15,000 structurallyvulnerable schools that required attention. Authorities decided that retrofittingand strengthening works to be carried out within a tight schedule (five yearmitigation programme).Table 1.1 – Status of school buildings in Iran (NSI 2010)Schools No. Percentageneeds reconstruction 39353 35.86needs retrofitting 31180 28.41adequate strength 39201 35.72Total 109,734 100Practically speaking, the screening, identifying, evaluating processes are notstraightforward, not to mention the difficulty of managing this large number ofprojects in a tight time frame. Two mitigating measures were officially adopted,namely ‘retrofitting’ and ‘reconstructing’ (demolish and rebuild). The process ofevaluating vulnerable schools was usually undertaken by a group of experts(retrofit engineering consultants) through a complex structural performanceanalysis leading to a feasible structural reinforcing system. The conceptual studyneeds to be peer reviewed and approved for construction by an expert panelchosen from universities prior to tender. The process of decision making for eachschool building typically takes at least 6 to 12 months. Considering the largenumber of participating schools in the retrofitting scheme, only a small percentageof these schools will pass through the process every year. Thus, developing asystem of risk assessment in schools is of paramount importance, and can facilitatethe mitigation decision, particularly for those in urgent need, as well as providing aroadmap for disaster planning and management.
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1.3 Research PurposeThe ever-evolving and complex nature of seismic risk is a decisive contributor todisasters, intensifying the urgency to pursue a systemic risk assessment as aprerequisite to intervene in seismic risk management planning and risk mitigation,in particular. Existing models fail to effectively address the methodologicalperspective to undertake seismic risk management within a large group of schoolbuildings. The non-existence of such an appropriate seismic risk assessment modelhas initiated this research, thereby highlighting the critical need for developmentof a holistic risk assessment model as a decision aid to guide school mitigationprogramme. A structured and systematic approach could significantly enhanceseismic risk management, leveraging the capability of mitigation decisions whilemaintaining the quality of the process and validity of its outcomes. The systemicperspective of risk assessment and management, helps quantify the complex,multifaceted composition of the seismic risk and ultimately secures the credibilityand effectiveness of decision-making.A systems approach allows the integration of comprehensive and cross-disciplinary views of the many apparently separate facets of a complex processsuch as seismic risk management (Johnson et al. 2006). The system analysisframework requires subjective inputs to make a decision (Bender and Simonovic1996). Brill (1979) asserts that system analysis tools should facilitate and providecreative decisions, avoiding the recommendation of a single, ‘best’ solution. Thisstudy proposes a risk management system, applying trade-off among riskparameters to improve the understanding of alternative behaviour, managing thetechnical complexity of the seismic risk system and facilitating the implication ofchoices.In response to the emergent complexity and uncertainty involved in estimatingearthquake impacts, the study builds upon the notion of combining both atheoretically well-grounded systems approach with a risk analysis to support riskmanagement. The methodology suggests a necessary insight to the process ofstructuring an appropriate tactic that promotes seismic risk management. In thisprocess a system approach to the task of identifying, analysing, aggregating,ranking and monitoring risk are applied.
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This thesis includes an exploratory review, identifying the critical contributingfactors for each region and examining the interactions within them. A thoroughanalysis of seismic risk assessment provides a comprehensive picture of schoolbuildings by tracing and examining the above factors and linking towards effectiverisk mitigation measures. Furthermore, the critical literature review provides atheoretical framework for seismic risk management, which forms the basis for themodel’s development. Hence the study serves as a valuable tool for the public toenhance disaster planning, protection and promotion of school safety bypractically reducing seismic risk.The novelty of the research is the systemic characterization of seismic risk througha hierarchical risk structure. The proposed multi-level structure for seismic riskimproves the practice of seismic risk management by integrating a broad range ofinformation collected from multiple disciplines, in a manner that is objective (fact,algorithms) and subjective (experience, opinions). The outcomes of such a modelare a greater understanding and conceptualizing the knowledge of seismic riskassessment that yield better-informed participation of the relevant stakeholdersand an active mitigation process.An added value of the research is that, apart from contributing to the generalacademic discussion on seismic risk management and seismic mitigationprogrammes, the structure of the model contextualizes the application of asystematic approach to different levels of government. The early outcome of thisco-operation is assisting and encouraging the community and public officials tobetter understand the scope of the seismic risk management in school buildings byportraying a comprehensive picture of seismic risk, raising awareness aboutschool safety, strengthening the related infrastructures and emergencymanagement facilities. The effective implementation of the developed modelwarrants the school safety protection by prioritizing and allocating the resourcesfor urgent retrofitting intervention.
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1.4 Aims and ObjectivesThe aim of the research is to assess potential impacts of earthquakes andinvestigate the feasibility, applicability and usefulness of a system to modelmultidimensional aspects of seismic risk management. In pursuit of this aim, sixobjectives were outlined:1. To review the background and characteristics of seismic risk management,and systematic challenges involved.2. To investigate the feasibility of mathematical techniques for modellingseismic risk.3. To introduce the fuzzy modelling approach in practice and review theterminology, scope, limitations and potential barriers associated withmodelling the complex domain.4. To investigate the potential impacts of earthquakes, to collect the necessaryinformation and to establish the structure of seismic risk assessment.5. To apply and implement the model for evaluating and ranking seismic riskwithin retrofitting school buildings of Iran and to review the results.6. To investigate the effectiveness of the proposed model and to verify andvalidate the results.
1.5 Limitation and ScopeThe thesis provides a holistic seismic risk assessment model for prioritizing largegroup of school buildings subjected to varying levels of earthquake hazard. It isconcerned with systematic evaluation and documenting the status quo withinschool buildings in seismic prone areas, thereby improving recognition of thoseareas which are seismically vulnerable. The procedure described in this thesis hasbeen designed for screening existing buildings, particularly low-rise projects inIran, however it can be applied to other seismic prone regions with readjusaccepting that even though some of the principles may be suitable, it would requirefurther work to apply to other situations and countries. This procedure is intendedto serve as a national decision aid for public officials, urban planners, insurancecompanies, disaster managers or other international interest groups (e.g. UNDP,
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The Red Cross) who are implicitly involved with disaster management planning,financing or budgeting the mitigation programme or undertaking seismicrehabilitation.Several risk assessment tools are currently in use. However, most are not effectiveenough to be used for a particular group of infrastructure at such a large-scalemitigation programme. The model proposed in this research is novel in that it isdesigned to be simple, affordable and consistent with existing screening standards.The outcome of the research focuses not only on systemic ranking of the schoolbuildings that are potentially vulnerable, but it also highlighting the critical factorsthat require more attention and investigation. It is expected that most buildingsrecognized as vulnerable in accordance with this process conform to desired levelsdefined within screening standards. However, it may not guarantee compliancewith the seismic performance of buildings noted in design codes since the scope ofscreening and design standards are different. Screening procedures aim toevaluate a large number of projects at a preliminary stage and ultimately guidedecision-makers to find potentially vulnerable buildings; while design codes,particularly those verifying the performance of individual buildings and observedesign rules by the means of analytical or empirical methods.The purpose of this research is to project seismic risk impacts on buildings,offering a state-of-the-art knowledge-based system as a decision aid to addresscurrent needs for seismic risk mitigation planning. The model focuses specificallyon producing a generalized estimates of expected loss and damage as apreliminary risk screening tool to identify the significance, criticality and urgencyfor retrofitting school buildings. However, it is beyond the scope of this thesis toestimate the loss (death and injury), structural damage or deficiencies in schoolinventory, the destruction of school contents and equipment, or the disruption ofthe school delivery services due to an earthquake. In addition, the procedure doesnot determine whether or not a retrofitting intervention should be undertaken fora particular school building; neither does it specify the types of retrofitting suitablefor school buildings.
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1.6 Thesis OutlineThe content of the thesis is organized into the following chapters:
Chapter 2 - Seismic Risk Management : This chapter critically reviews the currentpractices of seismic risk management and analyses the general characteristics ofthe seismic risk system. It clarifies the 'risk' definition and its components inrelation to seismic risk management. Moreover, the main methods that arecurrently in use in risk assessment are critically discussed. Finally, the major issuesand challenges involved with the seismic risk management are highlighted.
Chapter 3 - System Modelling Techniques: This chapter introduces systemperspective as an alternative concept for modelling seismic risk, and draws apicture of the prospective risk management system while focusing on the keyrequirements of the prospective model. In this light, the chapter provides acomparative review of potential mathematical tools that support decision-makingunder uncertainty. The multiple risk-based theories for classifying, evaluating andranking alternatives with multiple criteria have been critically reviewed with theiradvantages and limitations. The application of fuzzy multicriteria decision making(MCDM) as a potential candidate is explored through a pilot study.
Chapter 4 - Research Methodology : This chapter establishes the theoreticalframework and methodological design procedure required to achieve the aim andobjectives of the research. The chapter first explains the choice of researchstrategy and overall design of the research. It further outlines researchconfigurations and critically reviews the methods concerning data collection anddata analysis. Several data collection methods have been examined and comparedin terms of strengths and weaknesses. Finally, the chapter summarizes the strategyadopted to conduct the research.
Chapter 5 - Fuzzy Modelling : The chapter focuses on knowledge-based systemsand systemic requirements for knowledge acquisition, knowledge extraction andknowledge elicitation. Under particular scrutiny are terminologies and commontypes of knowledge involved in risk modelling, as well as how knowledge systemscan support risk-based decision-making. Moreover, the background methodology
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of the current study is briefly discussed through introducing fuzzy expert systemand hypothetical issues for applying knowledge-based system in complex domains.
Chapter 6 - Data Collection : This chapter investigates the input factors, andcollects necessary information required to undertake the case study in two parts.First the general characteristics of alternative school buildings of Iran arereviewed in terms of size, type and material. Second, the potential impacts ofearthquakes are reviewed and classified in major categories consistent with thegeography, seismology and typology of buildings in Iran. The major impacts ofearthquakes were then decomposed through a hierarchical risk structure requiredfor estimating the seismic risk. The information about alternatives, criteria andstructure collectively forms a road map for the synthesis of various risk factors.
Chapter 7 - Case Study : This chapter develops the knowledge based expertsystem (KBES) based on the information collected in the previous phase. The riskstructure and information are interpreted using fuzzy expert system. The entireprocess of risk assessment was modelled through 21 fuzzy inference engines andsynchronized using MATLAB© programming language. The results of the proposedsystem are reviewed and discussed.
Chapter 8 - Verification and Validation : This chapter is concerned with testingand evaluation the proposed system, and discusses the obtained results in relationto research objectives. To perform this task, the chapter is organized in two parts,including verification and validation. The verification part assesses the sensitivityand uncertainty of risk parameters, using the statistical toolbox in MATLAB©.Throughout the validation process, various analytical and empirical approachesare devised to evaluate the performance of the system under three conditions,including 'best case’, ‘normal case’ and ‘worst case’ scenarios.
Chapter 9 - Conclusions : This chapter provides the summary and conclusions ofthe research by highlighting the significant conclusions and findings. It alsooutlines the contributions and recommends areas for further research.
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The structure of the thesis is presented in Figure 1.1 and consists of three parts.The first part (Chapters 2 and 3) is concerned with a literature review, includingseismic risk management, challenges and techniques proposed to address theresearch problem. The second part (Chapter 4) introduces the conceptualmethodology used in the research. The subsequent five chapters are the main partof the thesis that focuses on model development and implementation.
Figure 1.1 – Thesis structure
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Chapter 2: Seismic Risk Management
2.1 IntroductionThis chapter reviews the basic notions of seismic risk management, focusing on thegeneral characteristics along the scope of the seismic risk from a systemperspective. Major risk assessment frameworks are classified according to theirapplication in seismic risk management. Finally, the chapter summarizes thechallenges and issues involved with seismic risk management.
2.2 Basic NotionsThe term ‘risk’ is defined in the Merriam Webster Dictionary (2003) as “possibilityof loss or injury due to hazard”. Rackwitz (2005) defined the risk as “the chance ofan adverse outcome for human health, the quality of life, or the quality of theenvironment”. Kofi (1998) addressed the risk as the probability or likelihood of anadverse impact or assessed threat to people and property due to some hazardoussituation. Rowe (1988) defined the risk as “the potential occurrence of undesired,negative consequences of an event”. Following the definitions of UN-ISDR (2004),risk was addressed as the “average expected losses” from a “given hazard” over aspecified period of time, whether expressed in terms of life loss, economic loss,physical damage to facilities, properties, structures, business and activities(Mezzina et al 2007; Carreno et al 2006).More precise definitions have been proposed in ISO-99 as “combination of theprobability of an event and its consequences” or a “combination of the probabilityof damage and its severity”. Though, the challenge of formalizing the definition ofrisk is to understand the risk as the effect of uncertainty; since risk is ratherabstract in nature and definitions vary according to context.From these definitions, it can be noticed that risk is closely linked to potentiallyuncertain consequences and severity of these consequences. For example, ininsurance context, the notion of risk is highlighted with maximum consequences
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without taking the probability of occurrence, which is not suitable for optimal riskmanagement. Current studies use the broader viewpoint of the ‘Seismic Risk’ as acomplex interaction of ‘Seismic Hazard’, ‘Vulnerability’ and ‘Exposure’ which aredefined as follows:
 Seismic Hazard (H): Probability of occurrence of any physical phenomenon(e.g. ground shaking, ground failure, etc.) associated with an earthquake whichhas adverse effects on people, communities and built environment.
 Vulnerability (V): Potential loss or degree of damage induced by a givenhazard.
 Exposure (E): Population, properties, assets and economic activities at risk.
 Seismic Risk (R): Probability of any social or economic consequences ofearthquakes (e.g. expected loss, damage, disruption to lifelines, infrastructuresand business activities) caused by a particular hazard.The elements at risk are commonly addressed as populations, communities, andbuilt environment (i.e. buildings, infrastructure, economic activities), which aresubject to disaster threat in a given area (Alexander 2000). Specifically, theelements at risk within the built environment can be classified into four maincategories: buildings inventory, utility, infrastructures and critical facilities. Anyelement of an urban environment is considered as “at risk” when it is potentiallyexposed to the occurrence of sort of loss for a given hazard. Thus, risk can bequantitatively expressed as a combination of its influence factors (UN-ISDR 2004;FEMA 395 2002) which is adopted here.Risk = Exposure x Hazard x Vulnerability (2.1)The expression implies several facts regarding the seismic risk. Both seismic riskand hazard are intrinsically uncertain since they essentially forecast futuresituations as a product of extrapolating the past historical records (Dowrick 2003).Seismic risk can be managed by reducing the potential damage and elementsexposed; while seismic hazard is constant for every region and cannot beminimised. Based on the importance and value exposed to seismic hazard, seismicrisk may be amplified or reduced. Thus, historical damage records cannot solely berepresentative of risk without the importance of buildings, asset or elements. In
Chapter 2: Seismic Risk Management 14
addition, the risk ‘expression’ implicitly denotes that the risk of a particular hazardwhich can be exhibited in a given area if and only if all the contributing factors arepresent. For example, in a low-seismicity region that is potentially vulnerable interms of structure, economy and population, the total risk would be very low ornegligible. Conversely, the risk could be at an extreme level if the contributingfactors are at their highest level. Accordingly, various levels of hazard andvulnerability can be developed for particular scale categories to measure the levelsof seismic risk over a region (Figure 2.1).
Very High VH 17 21 22 24 25 Zone Risk Impact
Ha
za
rd
High H 14 15 16 20 23 1 - 3 Tolerable
Moderate M 7 8 12 13 19 4 - 8 Moderate
Low L 3 5 6 11 18 9 - 17 Strong
Very Low VL 1 2 4 9 10 18 - 22 Severe
23 - 25 Disaster
VL L M H VH
VulnerabilityFigure 2.1 – Risk matrix for qualitative description of risk impactsHowever, the quantitative mean of seismic risk must be used carefully. This formof translation could distort the overall result since low-probability, high-consequence earthquakes are commensurate with high-probability, low-consequence events. The former clearly has more criticality in managing suchextreme and catastrophic events. Hence, it is important to come to a preciseunderstanding of risk, the scope of events and context. Moreover, trueunderstanding of risk dimensions is critical for resource allocation, particularly inmitigation programmes where multiple competing regions are involved. One of thedifficulties involved in aggregating risk factors is to represent adequately therelations between risk factors while maintaining a certain degree of precision. Thiscould be even more challenging because several dimensions of hazard,vulnerability and exposure have to be aligned, scaled and aggregated in thepresence of uncertainty. In this light, an effective integration of risk factors was setup as an ultimate aim of the research.
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2.3 Seismic Risk ManagementRisk management is the systematic application of policies, procedures andpractices to the tasks of identifying, analysing, assessing, controlling andmonitoring risk (Standards Australia/Standards New Zealand, 1995). The UnitedNation Strategy stipulated a generic version of this process in the disaster contextfor Disaster Risk Reduction (UN-ISDR, 2004):“The systematic process of using administrative decisions, organization,operational skills and capacities to implement policies, strategies and copingcapacities of the society and communities to lessen the impacts of naturalhazards and related environmental and technological disasters. This comprisesall forms of activities, including structural and non-structural measures to avoid(prevention) or to limit (mitigation and preparedness) adverse effects ofhazards.”The universally accepted tasks of seismic risk management were defined withinthe Hyogo framework (UN-ISDR 2006) in four distinct risk categories:preparedness, mitigation, response and recovery, which are performed in pre-,during and post-disaster (Table 2.1). Neal (1997) states that disaster phases are“mutually inclusive and multidimensional” as they are strongly interconnected;while each measure maintains the individual aspects of disaster to enhance thetasks of risk management.Table 2.1 – Generic seismic risk management process (Altay and Green 2006)
Measure Phase Activities
Preparedness Pre-Disaster Emergency response plan, shelter, public information and educationEvacuation plan, Earthquake training, manoeuvring, Warningsystem
Mitigation Pre-Disaster Retrofitting, rehabilitation, augmentation, reinforcing Legislation,Code enforcement, zoning/land use management, Insurance,reserve fund, site improvement
Response DuringDisaster Response strategy, critical management centre, mobilizing andmedical aid service, search and rescue team, locating (GPS) andrecording intensity, communication
Recovery Post -Disaster Medical service, rehabilitation, reconstruction, financial assistance,Restore public infrastructure, essential service and business
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According to UN-ISDR (2004), preparedness refers to promoting the inherentknowledge and capacities by governments, critical emergency organizations,disaster professionals, communities and individuals in preparing a response andrecovery plan for any likely event. Mitigation refers to set of strategies to reduceand limit the exposure or potential damage due to an earthquake. Mitigationstrategies pay attention to preventive measures as the key intervention for seismicrisk management. Response measures include sets of emergency provisions toassist the public immediately after a disaster, in order to save lives, reduce healthimpacts and to ensure public safety. Recovery is an unavoidable reactionperformed by governments. Obviously, additional investment in preventivemeasures and preparedness can be more effective and economically justifiedcompared to post-disaster actions and reduces the cost of response and recovery(Simonovic 2011). This is the reason mitigation is highlighted as a critical measurewithin seismic risk management.Essentially, identifying future mitigation is the main concern of risk management,which closely links to vulnerability, thereby requiring a reliable estimation of lossand potential capacity of damage within the built environment. Risk managementaims to reduce the potential loss and damage within communities by identifyingand assessing the potential factors that contribute to those effects and proposingappropriate response actions. Since the seismicity and severity of earthquakescannot be reduced or modified, the management of the risk logically focuses onreducing vulnerability as an effective measure for damage mitigation. It isimpossible to predict the severity of an earthquake in a given area due to itsstochastic (random) nature; however the adverse effects of an earthquake can beeffectively reduced or avoided using appropriate risk assessment and management(Bostrom et al. 2006). Thus, risk assessment and management are complementaryprocesses, while the former uses a systematic method to determine the probabilityof adverse effects, the latter tries to systematically decide and choose theappropriate option to manage the risk (e.g. mitigate, transfer, response, recovery).The study focuses on the active mitigation measures that directly reduce theseismic risk within buildings through systematic retrofitting. Other mitigationstrategies such as insurance that indirectly transfer the risk fall out of the scope ofresearch.
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2.3.1 RetrofittingA broad range of mitigation activities can be conducted to limit the ‘vulnerability’or ‘potential damage’ through active structural measures such as retrofitting andrehabilitation. The aim of retrofitting is to improve the lateral resistance ofbuildings against likely earthquake to desired safety performance objectives asaddressed in FEMA-273. Existing buildings that suffered degradation over timemight need ‘rehabilitation’ to regain and maintain the original strength they wereinitially designed for; however, if the original level of performance does not meetthe safety level it may require seismic upgrading or seismic retrofitting. For this, aset of structural interventions and technical modifications are mobilized to raisethe structural indices such as strength, stiffness, ductility, stability and integrity.Recent earthquake experiences indicate that inadequate lateral stiffness along thelack of integrity in load-carrying system has been the major cause of damages tomasonry school buildings. Some of those have been illustrated in Figure 2.2.
Figure 2.2 – Lack of integrity in school buildings in Iran (SRO 2011)For URM buildings, there are common retrofitting strategies such as surfacereinforcement, external reinforcement, cross ties, pre-stressed-core and post-tensioning (FEMA 273 1997). Some of those including pre-stressed tendon-coremasonry require particular tools (for continuous vertical drilling) and expertise,which makes it justifiable only for high importance monuments and historicalbuildings; while post-tensioning imposes less of a burden in operation. Surfacereinforcement is the most popular technique for retrofitting masonry and concretebuildings through reinforced cement plaster (or concrete jacketing). A similarversion of retro-reinforcement has been implemented for improving the tensilestrength and ductility of masonry bridges in the UK (Garrity 1995). The principal
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objective in surface retro-reinforcement is minimizing the disturbance andintrusion in appearance, function, thereby reducing the cost of operation (Garrity1994). The common practice of surface treatment consists of surface preparation(e.g. providing adequate roughness), installing steel connectors and surface meshto the walls and diaphragms and applying the overlay shotcrete. Additional bracingchords might be carried out to improve the stiffness, integrity and rigidity ofdiaphragms as indicated in Figure 2.3.
Figure 2.3 – Shotcrete overlay (Jacketing) to enhance stiffness and integrity(SRO 2011)For URM buildings where enhanced ductility and strength is sought, an externalreinforcement can be alternatively devised by attaching steel straps and clips,making crossties to the walls around as shown in Figure 2.4. If the reinforcingstraps are properly anchored to the walls, lateral in-plane and out-of-plane flexuralstrength and ductility of the walls will be considerably increased under truss-action behaviour. Crossties are useful to collect out-of-plane forces and distributethem to diaphragms.
Figure 2.4 – Steel strapping the masonry walls in schools (SRO 2011)
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The scope of retrofitting has been extensively addressed in the literature(Elgawady et al 2004; FEMA 273); while the efficiency of a choice of systemrequires a detailed, case-by-case structural analysis. However, the reliability ofretrofitting can be only measured where they are subjected to real earthquakeloads. In general, it is indicated that retrofitting not only mitigates the seismic riskin buildings itself, but it can also improve the response, recovery service andultimately raise safety protection in the community after a disaster.Accessibility of school buildings as the convenient locations for public assemblymakes the school buildings the first choice to serve as immediate shelters spotsand a centre for the first aid service. The retrofitted schools that survived after therecent earthquake in Iran (Varzeghan, 11 Aug 2012) has shown the importance ofretrofitting and the role of schools to serve a community in post disaster recovery(Figure 2.5).
Figure 2.5 – The new retrofitted schools survived and served after an earthquake(SRO 2011)
2.4 Risk Mitigation ChallengeThe aim of a risk mitigation programme is to reduce levels of seismic risk for aparticular group of interests which consider the scope of programme, conditionsand resources. Existing groups of infrastructure, hospitals, schools, bridges andother lifeline networks are the forefront of this sort of programmes. Commoncharacteristics of critical facilities are their strategic functions to serve in bothemergency and normal conditions. Thus, there is an urgent need to identify andscreen the group that may be exposed to higher risk and to take justifiabledecisions to control them.The challenge of mitigation is to effectively manage the seismic risk by directingthe resources and investment to urgent public buildings and infrastructure. A great
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majority of infrastructures such as hospitals, highways and schools in Iran havebeen designed using out-dated codes of practice that do not meet modern seismicstandards. Identifying the critical group and prioritizing them in order of urgencyis crucial before any retrofitting measures are implemented due to cost and timerestriction. Generally, several variables involved in such decisions includetechnical, social, economical, environmental, historical and cultural factors. Riskmitigation programmes require a structured algorithm to initially recognize whichclass of buildings, under what conditions and the definition of safety levels, andperformance criteria that are to be included within the programme (Holmes 1996).The scope of mitigation is important to distinguish at the very outset. Forindividual buildings, retrofitting is a financial decision, which is normally based ona trade-off between benefit (desired level of performance) and the cost of thestrengthening operation. However, the objective of national mitigationprogrammes turns to a wider scope of screening and selecting those buildings andinfrastructure that require urgent retrofitting. At this scale, mitigating decisionscould be a highly subjective process, and therefore varies from place to place. Thisis because several social, economical, environmental and political constraints, aswell as the level of hazard and technological development can potentially influencedecision-making process. Thus, understanding the scope of application, contextand constraints is crucial for risk mitigation.According to Tesfamariam and Goda (2013): “the risk management must becapable of weighting alternatives (options) and selecting the most appropriateaction”. This can be achieved by integrating the results of risk assessment withengineering data as well as social/economic/political factors to reach anacceptable decision. Prioritization the mitigation strategies is also mandated bymost international bodies such as UNDP, FEMA, etc. Viewed in this perspective, thestudy attempts to establish an informed risk-based system to sort, prioritize andscreen a large group of school buildings.
2.5 Current Trends in Seismic Risk AssessmentSeismic risk assessment refers the “methodology to determine the nature andextent of risk by analysing potential hazards and evaluating existing conditions ofvulnerability that could pose a potential threat or harm to people, properties,
Chapter 2: Seismic Risk Management 21
livelihoods and the environment on which they depend” (UN-ISDR 2004). Thisprocess provides a roadmap for estimating the adverse consequences ofearthquakes and reducing fatalities, injuries and damage. The current practice ofseismic risk assessment relies on the use of a probabilistic approach as anunderlying concept, assuming the risk as “a measure of probability of adverseeffects”. According to this notion, the likelihood of losses is calculated based on theprobability of occurrence of an earthquake hazard (Klugel 2008). There arevarious implications of this theory reported in literature. In probabilistic seismicrisk assessment (PSRA), all possible seismic source locations and geometries aredetermined, the maximum magnitude (Mmax) expected from each source isestimated and the recurrence model or frequency of earthquake events for eachsource is obtained (Euguchi et al 2006). In fact, this process extends the probableset of events in the past that could occur in the future, defined as the site-specificspectrum. Deterministic seismic risk assessment (DSRA) applies the largest groundmotions expected at their respective sites as a worst-case scenario. This processwas defined primarily by the magnitude of earthquake hazard and epicentrelocation (distance to fault) along previous historical events (e.g. responsespectrum quantified by peak ground acceleration). DSRA accounts for the randomnature of earthquake hazards based on observed data, which accommodate morerealistic results (Kijko et al 2004).A common feature of the existing models is an implication of loss estimation as aneffective means for quantifying the mitigation measures. For example, PSRAestablishes the annual loss distribution in various geographical regions, therebysupports insurance and disaster officials, providing a rough estimation of futurelosses. Using the average annual loss (AAL) translates the losses into the annualbenefit that could actively support a mitigation programme (Grossi 2008).The loss estimation approaches offer a strong, realistic view of earthquakes, buthave several limitations owing mostly to data inadequacy. Although, the accuracyand quality of the estimation in these approaches directly rely on the quality andavailability of the inventory databases. Furthermore, these processes require aprecise investigation using professional expertise to locate geological/seismological observations that complicate the process by increasing the degree ofsophistication along the time and cost of the assessment. In addition, certain
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assumptions usually made for developing the loss exceedance probabilitydistributions may not precisely address the real probability of impacts and thusare limited in some applications such as insurance schemes (Boomer et al. 2002).In this case, the probability of adverse effects should normally represent theprobability for each consequence of the disaster; however, due to the diversity inthe likely impacts of an earthquake, not all these consequences could clearly havethe same probability distribution (Haimes 2012b). Further, the limitations ofcurrent modelling practices might potentially distort the mitigation strategieswhich can be deemed as a static view of the earthquake magnitude.The scope of these models accounts for likely losses that directly affect the areas atthe time of the event and ignores the secondary losses (e.g. lifeline disruption/dambreakage causing unforeseen loss). This means that existing practice supportsmitigation measures by addressing the direct losses while it fails to actively linkthe disaster consequences to response and recovery measures. According toFrench (2008) the problem of current modelling effort can be referred to “poorquality/expensive inventory data; the inability to model casualties accurately; theinability to estimate length of disruptions in lifeline functions; the overestimationof losses for small events and underestimation for large events”.The alternative trend takes the impact of individual earthquakes by the mean ofdamage and subsequently produces the various likely damage states for differentscenarios of earthquake as reflected in the literature (Meroni and Zonno, 2000;Pais 1996; Klugel 2006). This direct though computationally demanding processrequires a large statistical analysis based on the inventory databases to generateseparate earthquake scenarios for regional study. Hence, most of these studieshave employed a GIS based platform to manage the loads of data involved with theprocess. HAZUS is an example of this trend that establishes its direct and indirect(physical, economical and social) loss estimation upon GIS. However, HAZUS built-in loss functions defined within a damage estimation module could be a reliablepredictor of seismic impacts for the cases in the US since the inventory databaseshave only been validated for earthquakes in California. There are many other GIS-based models with special capabilities and scopes that target particular geographicregions such as Risk Link-DLM (Detailed Loss Module - http://www.rms.com),RADIUS - US (Risk Assessment tools for Diagnosis of Urban Areas against
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disastershttp://www.geohaz.org/contents/projects/radius.html), CEDIM-Germany (http://www.cedim.de/english/riskexplorer.php), PEER-USA(http://peer.berkely.edu/products/strong_ground_motion_db.html), NATECH-Europe (http://enatech.jrc.ec.europa.eu/) EPEDAT - Australia(http://www.eqe.com) and SELENA – Norway (http://www.norsar.no).Yet the library of earthquake scenarios and building losses usually employed insuch models are developed for particular types of buildings for specificgeographical regions and hence are unable to effectively address the realvulnerability and hazard parameters in other countries. GIS‐based systems arepractically limited to be widely implemented in developing countries due totechnical constraints. Lack of consistency and errors in earthquake loss databaseshave been identified as major shortcomings that should be considered (Kleindorferand Serter 2001). “GIS allows for easy display of input and output providing acritical function for communication of outcomes that could be useful to emergencyplanners and decision-makers” (Bendimorad 2001), though such a sophisticatedsystem requires a large amount of computational and data resource which may beunavailable or unreliable in many countries (Rodriguez et al 2012). Coppock(1995) argues about the issues of existing GIS models including the weakness ofcommercial GIS software in modelling socioeconomic data that represent theinfrastructure of any vulnerability assessment procedure; the inability to meet theneeds of intended users adequately; the lack of large volumes of appropriate datatypically required in vulnerability analysis; and finally, the lack of appropriatemethods that are based on a sound understanding of the phenomena underconsideration.The more recent probabilistic loss estimation trend focuses on a narrow group offacilities including RC buildings (Askan and Yucemen 2010; Tesfamariam et al2008; Tesfamariam and Liu 2010; Modirzadeh et al 2012), infrastructure: lifelines(Pitilakis et al 2006), bridges (Padget et al 2010), and hospitals and schools (Smythet al 2004). Such studies address certain earthquake scenarios throughvulnerability assessments and microzonation maps but fail to acknowledge otherdeterminant aspects of risk management (Anagnostopoulos et al 2008). Thus, itshould be noted that a comprehensive approach that could incorporatemultidimensional aspects of seismic risk management is still lacking.
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2.6 Classification of Seismic Risk ModelsSeismic risk management occurs from a nationwide to a regional scale. Thisuniversality disables its applicability for any given specific practice. As aconsequence, customization is required according to local conditions. Klugel(2008) asserts that seismic risk assessment must be conducted in a way tominimize the effort needed to obtain the results based on the client’s needs. Riskassessment should consistently address the importance of application. The formand richness of the results should also correspond with application needs andobjectives. Because of the difficulties involved with evaluation of hazard andvulnerability, risk assessment models could vary considerably from well-structured analytical models to empirical heuristic approaches. In this light,several seismic risk models can be distinguished in the literature which have beendesigned for a particular application. Reviewing the literature, the most commonvariants of seismic risk assessment can be identified in four categories as indicatedin Table 2.2.Table 2.2 – Summary of seismic risk assessment classes (Vahdat et al 2015)
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2.6.1 Deterministic ModelsFor high importance applications and critical infrastructure (e.g. dams, nuclearplants) a deterministic model (DSRA) is the most appropriate option as there is nocompromise between the simplification of structural models and the efficiency ofanalysis (Klugel 2008). DSRA is a deterministic approach since it is based onobjective data and physical models. DSRA in a broader sense can be regarded as astochastic process (Wen 2003). Using response spectrum and time-history analysismethods, Konakli and Kiureghian (2011) applied a stochastic dynamic analysis toinvestigate bridges considering the spatial variability of ground motions. Adeterministic approach allows detailed investigation of structural response usingadvanced analytical models which help give a more precise interpretation ofseismic risk with respective scenarios. However, developing such complex modelsrequires sophisticated tools and expertise that can be used for single studies ofhigh importance infrastructure at a detailed design stage.
2.6.2 Probabilistic ModelsProbabilistic seismic risk assessment (PSRA) in a broader sense focuses on themost probable earthquake by defining the frequency of events or the frequency ofexceedance of ground motions (or exceedance probability). A PSRA can beimplemented for less important applications such as regular infrastructure,facilities and buildings in both regional and local studies. Unlike DSRA, in PSRA allpossible earthquakes that may affect the system could be considered and importedinto the model. Quantification of the most probable mode of damage is challengingbecause different states of damage have to be distinguished objectively in terms ofmaterial, age, quality and functionality. Generally, potential losses for differentclasses of structures are based on prior historical damage.Potential damage is often presented in two forms of fragility curves (orvulnerability functions) and a damage probability matrix (DPM). Intersecting themost probable earthquake with fragility curves, the most likely vulnerability levelof a building can be estimated for any given earthquake magnitude. Essentially, thevulnerability function is a subjective metric for assessing and predicting thepotential damage of buildings, and is developed by clustering the statisticaldamage records for different classes of buildings. Historical records of damages are
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evaluated following an earthquake by groups of experts. Hence the accuracy of thefunctions relies on the quality of records as well as the expert’s experience. Coburnand Spence (2003) developed typical vulnerability functions for masonry buildingsfor different states of damage as a metric of intensity measure as shown in Figure2.6. More complete databases for vulnerability functions were documented in ATC-13 (1985) and HAZAUS (2001) which covers the most typical classes of structurein the USA.
Figure 2.6 – Vulnerability functions for range of earthquake intensities(Coburn and Spence 2003)In probabilistic approaches, macro seismic intensity scales and fragility curvesestablish the underlying concepts of probabilistic risk models. However, analysingthe seismic risk on the basis of vulnerability functions and intensity scales raisessome issues (Coburn and Spence 2003):
 Significant uncertainty due to variations in observed data can potentially beimported to the fragility curves. Normally, various states of damage aredifferentiated through statistical records by experts. Distinguishing thethreshold among the different states of damage relies on the perception of theexperts and can significantly vary among groups of surveys deriving fromdifferent places.
 Estimation of intensity is an inherently descriptive, and not a continuous,scale, which makes it difficult to use for predictive purposes.
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 Intensity scales assume a relationship between the performance of typicalbuilding types with certain configuration which may not precisely match inpractice.There have been several attempts to improve the quality of vulnerability analysisusing analytical and empirical methods. Yucemen et al (2004) proposed asimplified damage index to estimate the seismic vulnerability of low-rise to mid-rise reinforced concrete buildings. Yakut et al (2006) developed a scoring systemfor estimating the damage within low-rise buildings using different structural andseismic modifiers. Park and Ang (1985) developed an analytical damage index forestimating the vulnerability of RC buildings. The potential levels of damage werecharacterized as a function of seismic intensity based on two probableearthquakes, the 1971 San Fernando and 1978 Miyagiken-Oki events. Basoz andKiremidjian (1996) used the PSRA to prioritize the risk within bridge networksthat were intended for retrofitting. In this process the basic hazard andvulnerability factors (ground motion, expected structural damage) were combinedto estimate the expected utility of the bridge. Temporal variations in the seismichazard were implicitly included in the analysis by taking the maximum credibleearthquake (500-year-return period intensity measure). Using a damage index asthe sole criterion for estimating the risk is a reliable measure, although thethreshold of structural damage can also be correlated with other indirectconsequences and socioeconomic losses (e.g. human losses and casualties, costs ofrehabilitation) to achieve greater performance (Coburn and Spence 2003).Nevertheless, importing such indirect effects into the existing frameworks isproblematic.
2.6.3 Heuristic ModelsProbabilistic models have been used extensively in regional risk assessments dueto their inherent simplicity. These methods require extensive damage records fromprevious events which may not always available. Heuristic models are analternative mid-range option that can be used flexibly in conjunction withanalytical and empirical models to overcome existing limitations. The commonfeature of heuristic models is the use of a systems approach as an underlyingconcept.
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Broadly speaking, seismic risk management requires not only the estimation ofseismic risk, but also the detailed values of risk factors, in order to effectivelysupport mitigation decisions. This involves a comprehensive systemic view thatcan be achieved through heuristic frameworks. A system perspective allowscustomizing of the structure of risk, thereby decision makers can better focus ondifferent pieces of knowledge and clearly identify critical attributes within the risksystem. A heuristic model in a broader sense can be regarded as “a transparentsimulation box” while is applicable as an information system and a useful tool forhigher classes of mitigation programmes, such as financial, insurance, planning andmanagement of the disaster risk. However the scope of these models is limited toapproximate risk assessment for disaster planning and management and they arenot precise enough to be used in the detailed design stage, compared todeterministic and probabilistic models.The application of major system modelling techniques such as ArtificialIntelligence (AI) and Multi Criteria Decision Analysis (MCDA) to seismic riskmanagement has not been fully appreciated yet. Miyasto et al (1986) havedeveloped a hierarchical risk system for the preliminary evaluation of seismic riskfor different types of buildings. Fruta et al (1986) proposed a knowledge-basedexpert system for assessing the damage status of bridge structures based on thefuzzy reasoning method. Gulkan and Yakut (1996) developed a rule-based expertsystem for integrating various seismic and structural attributes for estimating thedamage levels of buildings. Davison and Shah (1997) introduced a linear additivemodel for evaluating and comparing earthquake risk between major metropolitancities worldwide. Cardona et al (2004) developed a holistic risk system, taking tothe account socioeconomic aspects of seismic risk, including physical exposure,social fragility and resilience. Using the structural damageability index as the majorfactor, Tesfamariam and Wang (2012) established a fuzzy-based risk assessmentsystem for prioritizing civic infrastructure in the US. Using a weighted arithmeticmean (WAM), Sucuoglu and Yazgan (2003) have developed a two-level seismic riskassessment tool for Istanbul. The model integrates the most critical structuralperformance modifier using a multivariable stepwise linear regression analysisprocedure. Karbassi and Nollet (2008) developed a fuzzy inference system toevaluate the risk of failure in water main pipelines in Quebec.
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The common advantage of existing heuristic models is a systematic aggregation oflikely impacts to evaluate the utility of interest options for certain areas that couldeffectively support disaster risk management. However the main challenge ofexisting practices is in providing a solid means to assess the accuracy andreliability of the simulation. In an attempt to address this issue, the present studywill apply multiple tests to clearly investigate the effectiveness and reliability ofstudy through verification and validation.
2.6.4 Screening ModelsScreening models provide a simple method for highlighting vulnerable buildingsamong large groups. The process is often conducted through a rapid visual surveyto identify inventory and thus classifies buildings that are potentially hazardousfor safety (ATC-21 2002) by the mean of structural performance index (SPI).Hazardous buildings are identified by examining the building characteristics suchas seismicity, soil condition, structure type and irregularities, as well as usage andoccupancy to determine the overall SPI. Different versions of screening procedureshave been suggested by ATC for evaluating potentially hazardous buildings (ATC-10 1982; ATC-13 1985; ATC-14 1987; FEMA-154 2002). ATC-13 and ATC-14provide data and methodology that serve as the basis for Rapid Visual Screening(RVS), which was updated in FEMA-154 and developed with hazardous regions ofUS such as California in mind. A similar process was developed in Canada (NRCC1992) and New Zealand (NZSEE 2009). A sample checklist for screening thebuildings in high-seismic zones is shown in Figure 2.7.
Figure 2.7 – Checklist for evaluating performance of buildings (FEMA-154 2002)
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Screening models follow a simple procedure to rapidly evaluate those buildingsthat require urgent mitigation action. The process supports the mitigation processby addressing the public safety concerns within the community. However thescope focuses on structural damage as a direct mean of vulnerability assessment;other indirect damage induced by earthquake hazards such as ground failure (e.g.liquefaction, landslide) is not addressed in these models.In addition, the form, quality and accuracy of scoring tactics are major concerns inscreening models. The information collected from a field survey is always prone tohigh subjective error. As a result, great amounts of uncertainty can be importedinto the model due to variability between the observed and actual data.Other shortcomings of screening models are addressed in the literature (Rojhan1986; Karbassi and Nollet 2008). The scoring model and its weight are pre-set andprovided for facilities in California. The procedure uses general buildings withaverage conditions as representative of the whole structural group. The largestmargin of uncertainty exists within the visual survey, which is still not addressedby this procedure. Further, large amounts of information are required forverification and validation of the model. In a broader sense, screening models canbe regarded as a specific case of heuristic models as they use the simple additivemodel to score the alternative buildings according to their structural type, age,material and configurations. The scope of screening models and rigidity in usingbuilt-in criteria limits their applicability to preliminary risk assessment.
2.7 Characterising ProblemsRisk assessment entails the process of quantifying the risk and essence of anydisaster management process. It offers a reliable tool for making rational decisionsthat is often used prior to rehabilitation and developing emergency response andrecovery plans. Decisions about mitigating seismic risk rely on the quality of therisk assessment and the spectrum of uncertainties in the risk parameters andprocesses. Some of these uncertainties can be addressed and reducedstochastically through standard procedures (i.e. ATC-14 1987). Eguchi andSeligson (2008) note the evaluation pitfalls that commonly occur in standardprocedures and lead to under-prediction within large scale and over-prediction oflosses in small earthquake events. They maintain that the damage functions
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developed for such earthquakes are mostly based on specific scenarios derivedfrom severe earthquakes in California (1971 San Fernando and 1994 Northridge)thereby covering a narrow range of magnitude (strong to severe), and essentiallyignoring the potential losses within areas experiencing lower or greater intensities(outrange earthquakes) (Eguchi et al 2008). The mitigation decisions based onthese models could be valid only for a specific geographical area and may notreliable for other regions. For example, the ATC-14 method of “evaluating theseismic resistance of existing buildings” deals with regions experiencing few, butlow intensity earthquakes, and this is applicable to certain regions of the US. Thus,the selection of appropriate analysis should be based on understanding theunderlying concept, scope of analysis and considering its strengths and limitationsto different applications.From a systems viewpoint, various classes of application can be distinguishedaccording to their accuracy and complexity of modelling as indicated in Table 2.3.The complexity and uncertainty of each procedure might significantly varydepending on the scope and type of problems for which they designed. Forexample, some deterministic models are suitable for detailed individual studies,whereas screening procedures can be useful for large group evaluation andprioritizing. Thus, to handle the problem of seismic risk management, prospectivemodels should have adequate functionality and structure to address themultifaceted nature of risk. Risk analysis must be appropriate to the scope ofapplication, not be overly complex (making it too expensive) yet not too simplistic,where simplicity is substituted for effectiveness. The model should also haveadequate precision to handle both objective and subjective uncertaintiescommonly involved with different types of qualitative and quantitativeinformation.
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Table 2.3 – Complexity and uncertainty within different classes
Existing models are largely focused on structural system performance, buildingcapacity, layout and certain response parameters. Detailed risk analysis relying oncomprehensive data collection are generally employed for the assessment ofindividual buildings, as they require sophisticated modelling, thereby aiming todetermine whether any given building needs rehabilitation (Yakut et al 2006).Although detailed analysis provides high-precision results, it is restricted toindividual case studies and thus cannot be used for regional studies in which alarge number of buildings are involved. Furthermore, these methods are based onunderlying theory that could only handle the inherent variability of the hazarddata (randomness) and are unable to address the uncertainties commonlyinvolved in decision process due to modelling, parameters and modellersperception of risk. Klugel (2008) reviewed different versions of seismic riskassessment approaches and identified that the traditional probabilistic concept hasinsufficient understanding of modern risk analysis. This could result in theinability to present a correct definition of the true relationship, hence proposinginappropriate treatment of uncertainty. For such situations, heuristic modelsutilizing limited data and simple simulation are preferred because they requireless expertise and allow taking into consideration more practical factors. Thesemodels have the flexibility to deal with a broad range of data and precision inpractice. Hence, the research study seeks to establish a heuristic model which isable to efficiently handle a portfolio of buildings on a regional level.
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Viewed from this perspective, the heuristic method was identified as the bestcategory that fits the scope of study and thus adopted for the problem of seismicrisk management for several reasons. First, the risk management process is aninterdisciplinary concept that several risk parameters (expressed in various forms,accuracy and quality) from multiple sources have to be combined as an input data;while processing such a complex information system is beyond the ability ofconventional methods. Second, the subjectivity involved within seismic riskmanagement requires a flexible, well-structured methodology that could simplyhandle the predominant form of knowledge consistent with uncertainty theories.For example, risk analysis is concerned with estimating the potential impacts anddisastrous consequences. The diagnosis of damage is a subjective process that islargely based on intuition and experience. A knowledge based system provides aconsistent means of system approach that is capable of handling vague, impreciseknowledge and addressing the inherent subjectivity involved within the process.Third, decision-making in mitigation is a multidisciplinary process and requiresdetailed information within each category (e.g. hazard and vulnerability) alongtotal risk. The heuristic (system) view of risk suggests a comprehensive picture ofseismic risk by means of detailed knowledge, thereby supporting seismic riskmanagement. Overall, the heuristic model can explain and clearly address thesystemic interaction involved with the process of seismic risk assessment andmanagement.
2.8 Challenges in Seismic Risk ManagementRisk management strategies are concerned with an objective risk assessment thatis based on evaluating the Hazard and Vulnerability. Ultimate efficacy of riskmanagement is to provide an effective and efficient risk assessment to supportdecisions and policy options (Smith et al. 2006). Underestimation of risk mayresult in ineffective mitigation and inadequate preparedness and responsemeasures; while over-estimation of risk could lead to costly mitigation efforts.Decisions about risk management are made upon risk assessment results, whichare rarely free of the multidimensional aspects of the earthquake, including social,political, economical and strategic considerations. Thus, seismic risk managementcan be particularly challenging because multiple participants with different sortsof influence and behaviour are involved in the risk process (Bristow et al 2012).
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The difficulties in processing risk can be referred to two major concerns andlimitations. Firstly, the complexity of the disaster system is under scrutiny, due tothe interactions among multiple quantitative/qualitative, linear/non-linear riskvariables. Establishing the proper relationships among risk input parameters andoutput consequences is problematic. Secondly, the uncertainty involved withinseismic risk assessment is related both to describing the level of hazard(identification of initiating events, measurements of severity of ground shakingand frequency of occurrence which is random in nature) and to the vulnerability offacilities, as estimated loss to facilities for various levels of intensity is subject toambiguity in knowledge and lack of experience.This implies that the characterization of uncertainties is critical in both hazard andvulnerability assessments. According to McGuire (2008), unbiased quantificationof uncertainties is crucial to making rational decisions for risk mitigation. Seismicrisk cannot be accurately estimated without quantifying the epistemicuncertainties in ground shaking or in building response and damage. The need toquantify uncertainty has been extensively addressed in risk applications such asNERHP, PEER and FEMA. However the reliability of these models in describing andincorporating the uncertainties within the process has not properly examined. Forexample HAZUS provides a standard loss estimation model through probabilityestimation of credible earthquakes for high seismic regions in the US. However, theinability to explicitly address the uncertainty reduces the cost-effectiveness ofretrofitting options proposed by the model (Davison 2008; Durham et al 2008).The standard procedure enhanced within FEMA-154 (2002) or similar versions inCanada (NRCC 1992) serve as a rapid diagnostic tool for prescribing the decisionto retrofit or not. Essentially, these approaches target a broad range of buildingsthrough a simple field survey; while they fail to clearly provide the detailedreasoning for the proposed diagnosis and following decisions. Analyticalapproaches provide an in-depth investigation of earthquake hazards, althoughthey are limited to merely providing a random picture of seismic risk.Furthermore, existing risk assessment approaches provide a prescriptiveprocedure that covers general types of problems. Predefined (built-in) riskparameters in such approaches can be adapted to cover a broad spectrum offacilities in terms of, for example: size, function, and occupancy load. In addition,
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current approaches integrate some information with pre-set weights based on thecommon statistical cases. The main issues in these prescriptive approaches areinability, inflexibility to add or remove new variables and options due toprescriptive concept; the inability to change the importance (or weight) of thevariables for certain problems; the inability to track the operation and parametersin the model; the inability to apply for particular seismic application (i.e. criticalportfolio of buildings); the inability for tuning due to the low sensitivity of modelto small changes in risk input parameters (i.e. screening models).Rational risk management should be capable of effectively comparing andprioritizing multiple alternatives. The ability to compare risk across regionsbecomes more critical to both private and public stakeholders who havecompeting priorities for urgent retrofitting action. Inadequate decisions couldcompromise mitigation measures by slowing the retrofitting, renovation and evenreconstruction process. Moreover, there is a need for a simple but well-groundedrisk management system to interplay within different levels of risk knowledge anddecision makers. Therefore, a rational risk management system to addressmultidimensional impacts of earthquakes and support mitigation decisions isparamount.
2.8.1 Uncertainty ParadigmUncertainty is a critical dimension in seismic risk management as it directlyinfluences the accuracy of the risk modelling, assessment and management. Theentire process of risk assessment involved with the sort of uncertainty that can beclassified in the two categories: aleatory and epistemic (Ayub and Klir 2006).Aleatory uncertainty refers to variability or randomness as an inherent feature of adisaster system. This deals with data variability in time and space which affects theoverall risk management process. Epistemic uncertainty originates from the lackor deficiency in knowledge, and thus can be reduced by improving the quality ofthe underlying knowledge and expanding the sources of information. This kind ofuncertainty is caused due to the subjectivity of the risk analysis and emergesduring the survey process, thereby relying on the skills and experience of experts.Seismic risk assessment is a product of both types of uncertainties, and therebydepends on the scope of application. Some types of uncertainties might be
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highlighted and considered as a major determinant. Traditionally, probabilisticexpressions are used to represent the variability and randomness within seismichazard analysis. Randomness prevails in determining the likely severity andhazard analysis of critical facilities exhibiting the temporal and spatial aspects ofearthquake hazard, and therefore requires high-quality historical information toestablish the probability distribution of severity and occurrence. In this case,historical records in terms of size, location and magnitude are the major sources ofdata to address the temporal and spatial variability of an earthquake event.However, uncertainty captured by the classical statistical approaches (e.g.probabilistic, stochastic) is restricted to variability of risk data and thus can beapplied only to estimate probabilistic model input parameters (Nilson and Aven2003); while a great portion of risk assessment and management is fraught withimprecise vague information which cannot be fully addressed through classicalprobabilistic approaches. Describing the intensity of seismic hazard can be highlysubjective as it relies on the subjective scale of damage (MMI scale for intensity).Most of the hazard attributes are site-specific and dependant on the quality of thefield survey as well as the perception of subsurface (geology) characteristics.Exploring more precise geological surveys can improve the knowledge ofunderlying soil, hence reducing uncertainties in site-specific data. Different levelsof uncertainty exhibited in various risk applications can be schematically shown inFigure 2.8.
Figure 2.8 – Uncertainty in seismic risk modelsAnalytical and empirical models that use precise objective information are proneto subjective errors, and therefore more appropriate for detailed-design studies. Inthis case, the randomness in estimating seismicity is predominant in the risk
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assessment process, while epistemic uncertainty prevails in heuristic andscreening models since the knowledge extracted from survey and expert opinion.The more human engagement in the knowledge acquisition process (i.e.perception, judgment and qualification), the more subjectivity and vagueness willbe imported to the model.Any field survey (inspection) is prone to subjective/qualitative judgments(Hadipiriono and Ross 1991) which are prone to ambiguity and imprecision. Themodeller’s perception can significantly influence risk modelling and assessmentand management (Haimes 2012a). For example, the vulnerability of a facility is aninherent subjective factor that is commonly evaluated through observation andexpert survey. The inventories of the existing buildings are imprecise in nature asit is a product of a (visual) survey of the structure, materials and engineeringquality; all of which relies on the surveyor’s skills and experience. In addition, theestimation of likely damage is a subjective process which might significantly varyfrom individuals and places involved.Several vague and imprecise terms such as ‘high performance’, ’strong’ and ‘severedamage’ are frequently used in describing both hazard intensity and likelyconsequences of an earthquake. For example, to determine the performance levelsin buildings, some basic states such as 'life safety', 'collapse prevention', ‘extent ofdamage' and ' severity of earthquake hazard' are commonly used. It is evident thatthese types of statements describe epistemic (or knowledge-based) uncertaintybecause it can be reduced by expanding new resources and knowledge. Accordingto Bristow et al. (2012) the uncertainty of extreme events might be attributed toambiguity in identifying the initiating events, perceptions of risk-causing factorsand distinguishing them; lack of knowledge in developing the complete set ofconsequences; and impreciseness in measuring the intensity and magnitude of theconsequences. Part of this uncertainty stems from a qualitative scale of perceptionwhich is full of vague overlapping terms. This type of uncertainty is also regardedas fuzziness because it stems from ambiguity or vagueness in describingknowledge, thereby reflecting the human ability to address the real worldproblems using statistical models (Ahmad and Simonovic 2011).
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2.8.2 Complexity ParadigmPich et al. (2002) defines complexity as “the inability to evaluate the effects ofactions because too many variables interact”. Earthquake risk is the product ofcomplex interactions between multiple disaster causing factors, disaster-proneenvironments and the hazard bearing bodies as an input terminal for the wholedisaster system. One reason for this complexity is the interaction within andbetween the natural environment, human population (actions, reactions andperceptions), and surrounding built environments, all of which can create acomplex challenge particularly in seismic risk context (Simonovic 2011). Inaddition, the complexity of a disaster risk system is the result of interaction withinsub-system components including hazard and vulnerability.The causes for seismic hazards are many and diverse, therefore the risk mightexhibit a broad range of impacts on communities and infrastructure. Earthquakesare the product of highly nonlinear and very complex physical phenomena thatcould potentially cause varying degrees of damage to socioeconomic systems,social life and regional economy (Jiu-Ping and Yi 2009). The integration of variousphysical, socioeconomic impacts of such complex system requires a cross-disciplinary thinking which cannot be modelled through a simple additive model.Furthermore, nonlinear variation in natural environments (hazard attributes) andhuman-extracted knowledge hamper the implementation of the existing model dueto large interactions. NRC (2011) asserts that:“. . . No theory adequately describes the basic features of dynamicrupture and seismic energy generation, nor is one available thatfully explains the dynamical interactions within networks of faults.Large earthquakes cannot be reliably and skill fully predicted interms of their location, time, and magnitude. Even in regions wherewe know a big earthquake will eventually strike, its impacts aredifficult to anticipate.”
In addition, decision-making in a disaster context is an inherently complex processas it is involved with several interrelated risk parameters that are processedthrough the diverse methods, with varying degree of reliability (Haimes 2009).
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Seismic risk assessment consists of complex processes, such as describing thediverse characteristics of buildings on a limited scale, estimating likely damages,aggregating and ranking wide range of risk factors (Mezzina et al 2008).Furthermore, the vast majority of existing models take certain aspects ofearthquakes into consideration, thereby failing to accommodate a comprehensivepicture of risk impacts. For example, utility measures have been widely used as asole determinant for evaluating mitigation options through cost-benefit analysis(Smyth et al 2004), life-cycle costing (Arikan et al 2005) or direct monetaryvaluing (Vanzi 2002). Moreover, an integrated perspective of seismic risk thatcould be applicable to the technical level of the system is still lacking. A systematicanalysis of earthquake impacts is the premise for recognition, simulation, andevaluation of the system (Jiu-ping and Liu 2009). Therefore, a systematicperspective should be enhanced within the underlying concept any seismic riskmanagement problem.
2.9 SummaryThe deployment of seismic risk management is fraught with issues of complexity,ambiguity and uncertainty which pose critical challenges in assessing, modellingand management. The complexity of earthquake impacts and the uncertain natureof information necessitate the establishment of a systematic framework as acritical requirement for processing seismic risk management. A variety ofapplications can be used for modelling seismic risk, while most of those share acommon probabilistic concept that could capture only the physical aspects ofearthquakes and may be unable to effectively address the multidimensionalcomposition of the seismic risk. The scope of existing models is restricted toparticular applications in a rigid format which may not be customized or beexpanded to large-scale mitigation programmes. Implementing existingmethodology for managing large mitigation programmes could mislead the overallretrofitting measures because they have been essentially designed for detailedinvestigation within high-seismic regions; thus they are unable to process largenumber of buildings subjected to varying degrees of seismic hazard. Consequently,prioritizing the retrofitting of school buildings requires a holistic risk-informedsystem to effectively address, not only the physical impacts of an earthquake, but
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also to be capable of incorporating the socioeconomic effects of a disaster tosupport multiple stages of the seismic risk management.Moreover, the conceptual theory of probabilistic models is unable to capture theepistemic uncertainty (e.g. vagueness, imprecision and subjective judgment) that isoften involved with seismic application. The existing models share a common issuewhich is the pre-defined and built-in concept (i.e. criteria, scale) that does notallow any modification or customization for a new situation. As a result, this thesisadopts a heuristic model to systemically address the existing challenges withinseismic risk management problems.
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Chapter 3: System Modelling Techniques
3.1 IntroductionThe primary aim of this research is to investigate the feasibility of a system inorder to model multidimensional aspects of seismic risk. In pursuit of this aim,Chapter 3 explores the potential techniques (MCDM and AI) that might be used insystem modelling.
3.2 System View of Seismic Risk ManagementRisk analysis is inherently involved with a complex, multidimensional process thatrequires the integration of myriad sources of information to characterise seismicrisk. According to Haimes (2012a): “the entire process of risk assessment,management, and communication is essentially a synthesis and an amalgamationof the empirical and the normative, the quantitative and the qualitative, and ofobjective and subjective evidence”. Different modes of thinking are required toaddress the challenges associated with defining, modelling and quantifying the riskwhich is often influenced by the modeller’s skills and experience. Severalquantitative and qualitative tools and techniques contribute to risk analysis inorder to improve understanding of risk in specific disciplines. However, theintricacy and complexity involved in risk assessment cannot be modelled,understood and addressed through ad-hoc approaches. Given the diversity in size,scope, functionality and configuration of current infrastructure, as well as theimmense uncertainty associated with the risk management process, modellingshould be grounded on a systemic and repeatable basis, presenting themultidimensional characteristics of seismic risk through the integration of multiplemetrics.
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A systems approach is appropriate to managing complex problems by dividingthem into simpler sub-systems or components (Deng et al. 2011). This approachusually focuses on interactions among the myriad elements involved in riskassessments, as well as on the effects of their interactions in future decisions.System-based risk modelling can effectively address the multifaceted compositionof seismic risk by incorporating levels of uncertainty and complexity due to thenonlinear nature of the states of all human and built environments (Haimes 2009).Aven (2011) argues that risk and vulnerability are the manifestation of theinherent state of the system and its environment; hence they should be dealt withand quantified through a system-based hypothetical and methodological approach.Haimes (2012b) advocates that the process of risk modelling, assessment, andmanagement must be holistic, comprehensive and repeatable and must be handledsystemically to perceive the state of the system and model the system blocks.Accordingly, the systems approach is required for complex situations to improvethe understanding of the system’s characteristics, including function, behaviourand interactions.Hence, a system-based approach to risk assessment and management is of utmostimportance for the credibility and effectiveness of decision-making and theultimate quantification of the complex multidimensional aspects of seismic risk.
3.3 System Characteristics of Seismic Risk ManagementSeismic risk management is characterized by carrying multiple dimensions, withtypical aspects of social, economic, political, environmental which might be inconflict with each other. Several alternatives need to be considered and evaluatedin terms of the many different criteria which result in a vast body of data that areoften imprecise or uncertain. A large number of individuals are usually involved inthe risk assessment process, including decision-makers, planners, experts andother interest groups from organizations and the community, some or all of whichmay have conflicting preferences (Lahdelma et al. 2000). The scope of seismic riskmanagement involves balancing these variables, as shown in Figure 3.1.
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Figure 3.1 - Multifaceted aspects of seismic risk management(Vahdat et al. 2014a)Multiple views and interactions within risk factors, alternatives, individuals andorganizations cause complexities that require a systematic and structuredreconciliation of these disparate factors (Avouris 1995). Clearly, there is no singleor best solution for this kind of problem, and thus seismic risk mitigation decisionsrequire a compromise to address a wide range of criteria at different levels oforganization and operation among experts and local users.Risk management is concerned with modelling and assessing risk which can referto the inherent characteristics of the disaster risk system. According to Avouris(1995) a disaster system is multidisciplinary by nature, as it requires a continuouscompromise between various demand knowledge base and problem solutions thatcould only achieve through an expert-based cooperative approach. Within theprocess various conflicts may arise due to multiplicity of views, thus requiringconsensus within the decision-making process. In addition, the complexity anddynamic nature of an earthquake hampers the modelling process. Due to thesubjectivity and variability of risk data, information used in the risk assessmentprocess has been often imprecise, uncertain or even erroneous. Furthermore,spatial variation is an inherent feature of natural systems, since disasters impose arange of impacts for a given scope of the study (i.e. international, regional or local).Therefore, aggregating a large number of inputs within a complex system requiresan approach that is capable of interacting with a range of information, facts,algorithms and experiences. The questions and challenges in a seismic risk
Multiple Alternatives
 Countries
 Regions & cities
 Infrastructures
 Buildings
Multiple Criteria
 Hazard
 Vulnerability
 Exposure
 Response management
Multiple Stakeholders
 Planners
 Experts
 Decision-makers
 Interest group
Seismic
Risk
Management
Chapter 3: System Modelling Techniques 44
management process cannot be addressed effectively and reliably, withoutadhering to a systemic approach to risk modelling, assessment and management. Asystem-based risk analysis can effectively address the potential challenges causedby complex multidimensional aspects of seismic risk, and can handle uncertainties(due to spectrum of objective and subjective information) present in decisionprocess. The systems approach can be viewed as a common denominator, unifierand unique integrator that acts as a bridge between the various disciplinesinvolved in the seismic risk management, taking advantages of both systemengineering and risk analysis.
3.4 System RequirementsPlanning for disaster management involves not only physical and structuralconsequences of a natural hazard, but also considerations of different socio-economical, environmental and historical factors which might influence apopulation or future generation. Thus, a risk management framework shouldcapable of integrating various perspectives of seismic risk; conducting seismic riskassessment; evaluating the mitigation strategies; and performing a risk-basedtrade-off among mitigation strategies (retrofitting decision). Improvement in theseismic risk prevention and mitigation process directly depends on the perceptionof earthquake impacts which in its most general sense relies on the surveyor’sexperience and quality of the assessment. This could directly affect the investmentin seismic risk mitigation and preventive measures, as well as the development oflegislation, standardization, and governmental regulations and control (Ahmadand Simonovic 2011). The framework developed in this research must support abroad range of decisions in disaster management context. A new holistic approachis required specifically to address the existing limits. The prospective model shouldbe capable of handling the following characteristics (Vahdat et al. 2014a):
 Multidisciplinary processes
 Multiple sources, criteria and uncertain data
 Conflict among variables
 Multiple stakeholders
 Multiple causes and effects
 Multiple alternative comparisons and rankings
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Viewed in this light, the prospective method should be able to address thefollowing requirements:(1) Complexity: It must be systematic, following a logical process in multiphasemitigation processes within a complex system;(2) Nonlinearity: It should allow trade-offs between non-commensurate, oftenconflicting variables by capturing nonlinear interactions;(3) Consistency: It should be consistent with rational decision-making;(4) Flexibility and Customizability: It should flexible enough to handle multiplesources of data,(including quantitative and qualitative types) and to becustomized to interact with multiple disciplines;(5) MCDM-based: It should allow comparison and prioritizing alternatives;(6) Uncertainty: It should explicitly address the subjectivities while it isimplicitly capable of handling randomness;(7) Transparency: It should be clearly written in order to be easily understoodand to be tractable through the verification process;(8) Communicative: It should be informative to communicate effectivelybetween experts and stakeholders;(9) Efficiency: It should be able to rapidly handle a great amount ofinformation and broad range of variables, in order to produce relevant outputsat the reasonable time and cost;(10) Trade-off: It should be full compensatory in concept, allowing for trade-offs among disparate, often conflicting risk parameters.In addition to above requirements, Dallenbach and McNickle (2005) suggest thatthe decision model should be able to produce information that is appropriate in auseful form which can be used directly for decision-making without furthermanipulation or extensive translation. The model must also be robust enough inthat reasonable changes in uncontrollable input parameters should not completelydistort the results and invalidate the model. In other words, it should adequatelyreflect the small changes in input variables while maintaining its robustness.The above criteria collectively define the boundary of an ideal system and can beused as a guideline to review and select the appropriate mathematical technique.The techniques that better satisfy the above requirements would be potentialcandidates for further investigation.
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3.5 Uncertainty in Disaster ContextIn seismic risk modelling, the nature of uncertainty is crucial and should becarefully considered prior to the selection of an appropriate method (Ross 2004).The challenge of selecting a method is “to formulate suitable numerical models in aquantitative manner without ignoring significant information or unwarrantedassumptions; inappropriate modelling of uncertainty can undermine the purposeof an analysis. If this balance is violated or not achieved, computational results maydeviate significantly from reality and associated decisions may lead to seriousconsequences” (Beer et al. 2013). Broadly speaking, a mathematical model can beformulated by analysing the nature of the available information. In reality,available information may appear in various forms, either objective or subjective,or due to imprecision, incompleteness or ambiguity. The appropriate model shouldsupport the type and quality of information to consistently address this problem.Table 3.1 gives a summary of information commonly used in various seismic riskapplications. Referring to various classes of risk analysis already discussed inChapter 2 (Section 2.6); the role of vulnerability or hazard analysis might varyconsiderably. For example, the stochastic nature of an earthquake (orrandomness) in terms of time (temporal) and location (spatial) is a core conceptwithin DSRA and PSRA; while in heuristics and screening approaches thevulnerability assessment is highlighted. Decisions regarding risk mitigation havebeen highly focused on estimating the capacity of damage within existingbuildings, rather than spatial or temporal considerations of an event.The inherent ambiguity and vagueness associated with a vulnerability assessmentmake a compelling reason that seismic risk assessment is prevailed bysubjectivities as a result of vague or imprecise terms frequently used in riskassessment, damage assessment and expert judgments. Vague, imprecise andincomplete nature of inputs of the risk parameters can be suitably handled usingthe fuzzy set theory.
Chapter 3: System Modelling Techniques 47
Table 3.1 - Generic information within seismic risk application
Application User Purpose Information Category
Urban planning Planners Identify high risk locations
for urban design and
infrastructure development
Risk mapping Risk
Building Retrofit Owners The best retrofitting option Structural capacity
Cost-benefit
Vulnerability
Economy
Mitigation
program
Disaster
manager
Identify high-risk portfolio
screening
Potential buildings
capacity
Vulnerability
Insurers and
reinsurers
Insurer
company
Set insurance premium Annualized loss
exceedance
probability
Hazard
Emergency
planning
Civil
protection
agencies
Plan size and location of
emergency facilities
Estimate potential
fatalities, injuries,
damages
Hazard
Vulnerability
Exposure
Building code
development
Building
regulators
Determine optimum
resistance levels
Structural algorithm
Experiments
cost-benefit data
Vulnerability,
Hazard
EconomySources: Ozcan et al. (2011), Birkmann (2006), UN-ISDR (2004), NRC (2011)
Furthermore, “the level of uncertainty within a system is proportional to itscomplexity, which arises as a result of vaguely known relationship among variousentities, and randomness in the mechanism governing the domain” (Deng et al.2011). Zadeh (1973) asserted, “as the complexity of a system increases, our abilityto make precise and yet significant statements about its behaviour diminishes untila threshold is reached beyond which precision and significance become almostmutually exclusive characteristics”.According to Blockley (2013) and Zadeh (1996) “complex systems cannot be dealtwith effectively by the use of conventional approaches, largely because thedescription languages based on classical mathematics are not sufficientlyexpressive to serve as a means of characterization on input-output relations in anenvironment of imprecision, uncertainty, and incompleteness of information”. Inaddition, it is difficult to precisely establish the temporal and spatial relations for
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earthquake events, due to the complexity and random nature of earthquakes.Application of probability theory in the large complex disaster system iscompromised. As a result, an alternative heuristic model is required to addressmultifaceted nature of earthquakes while supporting multiple stage of seismic riskmanagement.
3.6 Classification of Uncertainty TheoriesDecision-making in the disaster risk context is a complex process due to thepresence of a broad range of variables in assessment and a great deal ofuncertainty involved with both parameters and modelling process. The nature ofuncertainty is crucial and should be pondered prior to the selection of anappropriate method. Risk modelling should be capable of handling different typesof uncertainty; while implicitly accounting for the factors that affect the input inthe form of a probability distribution (Shaheen et al. 2009). Types of uncertaintiesin various situations can be captured through different uncertainty theories.However, classifying individual uncertainties and quantifying them into a singleperceived uncertainty is extremely difficult as it still in their infancy (Philips et al.1999). Thus, understanding and identifying each type of uncertainty within asystem greatly contributes to the total uncertainty. A detailed summary ofuncertainty can be found in literature (Klir 2006; Ross 2004). The former presentsnine theories of uncertainty by means of their generality. The five most commontheories used in the context of disaster risk assessment are potential candidatesfor present model.Probability theory is the most popular way of quantifying aleatoric or naturalvariability by the mean of statistics of frequencies (Blockley 2013). Due to therandom nature of seismic hazard, the probability theory has been effectively usedto quantify uncertainties in the size, location and the rate of recurrence ofearthquakes. “Because of the uncertainty of the knowledge available aboutearthquakes and their recurrence patterns, all loss estimates are necessarilyextrapolations into the future of the observed statistical distribution ofearthquakes and their effects in the past” (Coburn and Spence 2002). In reality,lack of physical data (i.e. historical records of earthquake intensity and losses), orof poor quality data to establish loss distributions, restrict the effectiveness of the
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probability method in objective risk modelling. Monte Carlo simulation is analternative way to overcome the limitation of data through random sampling andstochastic modelling. Expert knowledge is another way to compensate theinadequacy or poor quality data through Bayesian and evidence theory.Bayesian theory is another variant of probability theory that uses a probabilitymeasure, either as a frequency, or as a subjective judgment about a degree of beliefwhich can be conditional on unknown variables. However, such an approach doesnot allow the decision-maker to acknowledge incompleteness explicitly (Blockley2013). In other word, the Bayesian method allows, “updating subjective knowledgewith experimental results of observations” (Singal and Kiremidjian 1998)combining the domain knowledge within multidisciplinary platform (e.g. historicdata, expert opinion). The theory has the ability to analyse the observations thatoccur sequentially at different times and thus is useful for calculating theprobability of multiple related events through conditional probability.Singal and Kiremidjian (1996) proposed a systematic approach for estimatingfragility curves and damage probability matrices in different structural systems. Toobtain a more robust fragility curve they used Bayesian theory to enhance theprediction's robustness. Thus the Bayesian method takes advantage of aggregatingmultiple techniques for improving the robustness of the model (Li et al. 2010).Bayraktarli (2009) examined the ability of the Bayesian method for various seismicrisk mitigation, including retrofitting decisions, seismic risk assessments and theupdating of fragility curves with new information in consideration.The Bayesian-based model, although accommodating a decent control in complexmodelling of interdependencies within risk variables, still carries the limitations ofprobability theory, requiring a great amount of data to establish the distribution ofevents. In addition, users have to precisely define the interrelations between riskvariables in advance. Nevertheless, Bayesian theory provides a sound platform fortreatment of uncertainty in both forms of aleatory and epistemic (Beer et al. 2013).Dempster-Shafer theory (DST) of evidence offers an alternative to probabilitytheory for describing the uncertainty within intervals or due to significantignorance. This concept is potentially valuable as it allows the combination ofsubjectivities with probabilities and thus can be used in situations where precise
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measurement is not possible. Furthermore, the rule of combination in theframework of the DST provides a compromised-platform for combining multiplepieces of evidence given by independent sources of information, regardless of whatform that takes, e.g. observation, experiment or judgement (Yamada 2008). Thisability is a significant privilege among alternatives as it enhances the scope ofinformation within individual environments and from the viewpoint of consensusgeneration.In other words, the DST can effectively work as a combinational rule of evidence ineither probability or fuzzy sets environments. For example, Dong et al. (1987)developed a model based on the DST to incorporate fuzzy information with thecurrent probabilistic approach for seismic hazard analysis. However, the proposedDST-based method requires extensive consensus among experts to establish belieffunctions. Moreover, the controversies regarding the validity of the DST and theproblematic justification of polling evidence still remain since “existingformulations of the requirements for the use of Dempster's rule are not completelyclear” (Voorbraak 1991). In addition, the adequacy of knowledge in representinginterdependencies of evidences and defining the belief functions is questionable(Yamada 2008).Beer et al. (2013) argue that the intervals may not reliably describe the impressionof boundaries because the specification of intervals implies that “although anumber's value is not known exactly, exact bounds on the number can beprovided”. Alternatively, the fuzzy set theory provides a more flexible basis fordescribing imprecision by relaxing the bounds to a smooth transition that trulysupport the imprecision concept. This feature makes fuzzy sets the first choice forrepresenting the subjectivities by the means of vagueness, imprecision andambiguity. For example, the common statement in damage assessment such as'heavy', 'considerable', 'significant' express the fuzziness in terms of vagueness orimprecision. Many other terms used in seismic codes such as 'life safety',immediate occupancy', 'collapse prevention', 'required level of seismicperformance', 'extent of damage', the 'severity of seismic hazard exposure' can bereferred to epistemic uncertainty because these terms are intrinsically vague.This is epistemic as the uncertainty is reducible by expending resources to obtainmore precise information. Buckley (1983) examined the preference between
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Bayesian and fuzzy set theory in risk-based decision-making. He suggested thatsuitably of each method should be seen, according to the problem features. Thefuzzy set theory is appropriate for the case where state of system is vague, toocomplex or ill defined, and where statistical (Bayesian) methods have limitedability to address it effectively. If uncertainty stems from randomness, theBayesian theory might be appropriate.As a result, the fuzzy set theory was adopted to maintain a consistent frameworkfor representing epistemic uncertainty along high levels of complexity, withinseismic risk management. The fuzzy algorithm is beneficial for improving the highlevel of system (i.e. KBS) that allows interaction with other approach.
3.7 Mathematical Modelling TechniquesMathematical models express the relationship between the various components inthe form of quantitative (Dallenbach and McNickle 2005). While the relationshipwithin simple problems might be formulated using mathematical expressions,complex systems require performance measures to evaluate how well the decisionvariables or alternative course of action could meet the objective under problemconstraints. Thus, the modelling technique should be simple in that the relationand interactions are easily tractable and perceivable by decision-makers.Selecting an appropriate mathematical modelling technique is of utmostimportance. Several methods have been developed to support a sound decision-making process by balancing the pros and cons of alternative courses of action.However, most bear one or more shortcoming that hampers an effectiveaggregation and trade-off among criteria (Ohlson et al. 2006). Some methods onlyfocus on generating detailed or precise information about a narrow set of impacts.For example, conventional risk assessments are limited to temporal or spatialimpacts of earthquake; while real-world mitigation decisions always involve trade-offs among multiple risk factors under certain scales of concern (i.e. short or longterm disaster planning).A balanced representation of impacts is crucial to achieve the objectives,regardless of how precise it is, as it is “far better an approximate answer to theright question . . . than an exact answer to the wrong question” (Tukey 1962).Many methods produce a single 'best' alternative, rather than an open exploration
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of a range of 'feasible' alternatives. A sound modelling technique should assistdecision-makers in evaluating and exploring wide range of alternatives and alsosupport a transparent unbiased documentation on the logic and be rationale forultimate decisions (Keeney 1992). Zanakis (1998) argues that different techniquescould produce different results for a same problem, possibly with the assumptionsused by the same user. This inconsistency in results is not unexpected, firstbecause each method applies a different algorithm for selecting the best solution;and second because techniques of weighting are different depending onaggregating operators. Finally, some methods use different scaling techniques thatmay not necessarily be linear and thus could change the weight and in turn thefinal results.In the present problem of seismic risk management, the modelling techniquesshould be able to aggregate several dimensions of earthquake impacts while beingcapable of incorporating the DM’s preference and behaviour in the presence ofuncertainty within transparent and mathematically based risk management. Forthis purpose, 10 mathematical modelling techniques were chosen. AI and MCDMdisciplines are briefly reviewed in terms of their advantages and drawbacks in thefollowing sections.
3.7.1 AI Techniques
3.7.1.1 Genetic AlgorithmsGenetic algorithms (GAs) is a heuristic search technique proposed by John Holland(1975) for optimizing relevant objective or fitness function. This evolutionarycomputation algorithm is inspired by biological evolution and concepts regardingchromosome, genes and inheritance, cross over. Like other optimization algorithm,GAs starts with defining objective functions and ends by testing for convergence.However, rather more complicated process follows to translate and narrow downthe set of possible solutions (array of decision variable values) so called aschromosome (Rani et al. 2012).According to Everett (2001) GAs can be useful in three distinct domains. First, inoptimizing or improving the performance of real operating systems where theinteractions between the parameters are not generally amenable to analyticaltreatment and thus the researcher has to resort to appropriate search techniques.
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Second, it can be used for testing and fitting quantitative models that requiresearching for parameters to optimize a fitness function. Third, it maximizes theoperating system’s performance and minimizes the misfit between a model andobserved data, which is known as system tuning.The advantage of GAs in solving large-scale, nonlinear optimization problemsinvolved with either discrete or continuous parameters when no compromise forsimplifying the assumptions is required (Haupt and Haupt 2004) such as a waterdistribution systems (Nicklow 2010), traffic and scheduling (Cevallos & Zhao2006), and allocation of funds to projects, and Space Truss Optimization(Krishnamoorthy et al. 2001).
3.7.1.2 Artificial Neural NetworksArtificial neural networks (ANNs) is self-learning optimization algorithms inspiredby the basic framework of the brain, the neuron. Unlike the symbolic AI approach(expert system) where people have the problem of a "knowledge acquisitionbottleneck", ANNs employ a data-driven acquisition process (machine learning)and their nonparametric ability to generalize (Bae and Kim 2011). Theadvantageous feature of ANNs for classical statistics is the forecasting abilitywhere no deep reasoning is required. In other words, there is no need to know theconcrete functional relationship between input and output (Wang ad Elhag 2007).This feature makes it suitable for finance applications such as businessclassification (Pendharkar 2005), resource allocation (Ko & Lin 2008), patternrecognition and regression.Like GAs, ANNs are a powerful tool for solving complex nonlinear problemsassociated with high computation rate where no rigid assumption is required forsimplifying the problem. However, ANNs have significant shortcomings; perhapsthe most daunting issue is the unclear process of training that makes it seems as a"black box" and unsuitable for addressing real-world problems. Secondly, ANNsrequire a long time for training in order to deal with huge amounts of data of largedatabases. Thirdly, neural networks lack explanatory facilities for their knowledge.The knowledge of neural networks is hidden in their weights and structures.Besides, it is sometimes hard to extract rules from a trained neural network(Craven & Shavlik 1997; Bae and Kim 2011; Ko & Lin 2008).
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Nevertheless, ANNs has been successfully used in engineering applications. Kim etal. (2002) applied ANNs to concrete quality assurance and concrete mix designertools that support the decision process. Dias et al. (1996) explored ANNs forconstruction bidding decisions. Aiken (1997) employed ANNs to study group DSSand compared them with regression and GAs. ANNs results found to be morereliable than regression analysis.
3.7.1.3 Expert SystemThe expert system, more broadly known as the 'knowledge base expert system'(KBES) is a branch of AI that employs fuzzy logic as a mean of approximatereasoning. “Fuzzy reasoning approach possesses the ability to mimic the humanmind to effectively employ modes of reasoning that are approximate rather thanexact” (An et al. 2013). Within a KBES, the fuzzy set theory is applied or extendedto handle both numeric and linguistic input/output variables in a uniform way. Theknowledge base can be developed by encoding expert knowledge into linguistics(IF-THEN) rules, giving a transparent system which can be maintained, expandedand verified by experts (Roubos and Setnes 2001).Since the knowledge base is commonly fraught with uncertain and vagueinformation, an expert system requires high-performance domain-specific experts.In general, fuzzy logic has the ability to cover a broad range of complex problemsinvolved with uncertain nonlinear relationships within variables.However, fuzzy logic comes with some general limitations. Hong & Lee (1996)argued that it is a shallow concept that is unable to offer a common framework todeal with different kinds of problems; while this feature may be attributed to theflexibility in heuristic approaches that offer case-by-case answers with no formalprocedure to apply to all problems. Knowledge base acquisition is anotherchallenge in an expert system – a difficult task particularly in large multilayersystems. Experts may not always be available in specific domains, and theirknowledge may hardly reach a consensus on first survey that could lead to episodicand time-varying. In addition, the validation process and refining of knowledge isepisodic and time-varying, and is hardly a trivial task.Despite these shortcomings, expert system experienced in multiple contextsincluding construction engineering and risk management. Kangari (1988) applied
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an integrated knowledge-based system for construction risk management using anexpert system to calculate overall risk of a project by combining values fordifferent on-site risks. Alim and Smith (1989) applied expert system to facilitateinterpretation of seismic design codes. They have used fuzzy sets to formulate suchimprecise linguistic variables and to infer conclusions about seismic designparameters. Sen (2011) applied the expert system for developing an earthquakeloss estimation framework.The model uses basic hazard and vulnerability indices to classify the buildings intodifferent life-safety categories (building failure classes). The model provides arapid framework that is suitable for preliminary screening, although it requires adetailed structural property (stiffness values) to establish reasoning procedureswhich failed to capture a picture of risk due to lack of exposure data. Tesfamariamand Modirzadeh (2009) used a hierarchical expert system to identify criticalbridges which pose a significant threat to life safety, and prioritized themaccordingly. Despite the sound implication of fuzzy logic for aggregating thedifferent performance parameters in the presence of vagueness and uncertainty,the model requires a deep calibration and validation through real stakeholders.
3.7.1.4 Neuro-Fuzzy Inference Systems (ANFIS)The neuro-fuzzy inference system (ANFIS) combines the strengths of fuzzy logicand ANNs and thus is capable of handling complexity, uncertainty, unspecificityand nonlinearity (Jang 1993). There are a number of areas in which both methodshave a synergy for integration. Both expert systems and ANNs have a commonorigin for simulating human intelligence. They each have the ability of aggregatingquantitative and qualitative information. They share a multidisciplinary scope ofapplications in science and engineering, though the ANNs technique is still in itsinfancy. Limitations of expert systems in knowledge acquisition andrepresentation can be compensated by ANNs that can learn from typical exampledata. Conversely, weaknesses in user-interface and explanation capabilities ofANNs can be strengthened by using an expert system (Osyk and Vijayaraman1995).Sanchez-Silva and Garcia (2001) developed a seismic damage assessment modelbased on fuzzy logic and ANNs in order to define mitigation procedures and risk
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management strategies. Using ANNs and fuzzy logic, Mosely (2007) developed anintegrated screening model to estimate the seismic vulnerability of buildings. Thehybrid model, although exhibiting a significant potential for optimizing the rapidscreening procedure, requires a great amount of damage recording for training.Zamani (2013) employed a hybrid ANNs-ANFIS to examine the spatial-temporalvariations in seismicity parameters for an earthquake in Iran (Qeshm, 10thSeptember 2008). The model presents efficient results in classification andprediction of spatial and temporal seismic pattern. However, such models fail tosufficiently provide a proof of validity in the real world context.
3.7.2 MCDM TechniquesThe multicriteria decision making method (MCDM) is defined as the process ofmaking preference decisions (e.g. evaluation, prioritization, selection) – known asbest choice – among a finite set of alternatives that are characterized by multiple,often conflicting attributes (Hwang & Yoon, 1981). Best choice in single criterionproblems can be simply defined as 'optimum solution', implying alternatives withmaximum or minimum performance criterion among feasible alternatives. InMCDM problems where multiple criteria are involved, conflict arises withincriteria. In this case, the concept of 'optimum solution' turns into'compromise/satisfying solution' that meets or exceeds the decision-makers'minimum expected level of achievement (Ravindran 2008).There is a broad range of MCDM techniques reported in literature that have bothcommon origin and goals; yet some of these might differ in principle methodology,core structure and model development process. Thus, different MCDM approachesmay yield varying results for exactly the same problem (Triantaphyllou, 2000).The most popular classes of MCDM can be summarized on the basis of theirmethodological concept of scoring methods (Multi attribute utility theory, orMAUT), outranking methods (PROMETHEE and ELECTRE), compromising method(TOPSIS) and eigenvalue method (AHP). The main characteristics of commonvariants of MCDM are shown in Table 3.2. The methods are organised according totheir modelling effort which defines the richness of the output. MAUT and AHPgenerate the most complete form of ranking for each alternative associated with itsglobal score; while TOPSIS and PROMETHEE provide a preliminary form of
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ranking, including a short list of feasible solutions which may not necessarily besupported by a comparable score. High-effort modelling approaches can effectivelyinclude a hierarchical structure and interaction of the criteria in each layer tocreate relative a ranking score; while in low-effort approaches the performancescore of each alternative are measured individually.
Table 3.2 - Comparative analysis of MCDM ranking methods
Feature TOPSIS PROMETHEE ELECTRE AHP MAUT
Methodology Order
Preference
Similarity to
the Ideal
Solution
Determining
concordance
indices
Determining
concordance
&
discordance
indices
Hierarchical
structure &
pairwise
comparison
Utility
performance
on specific
criterion
Information
processing
Compensatory Non-
compensatory
Compensatory Compensatory Compensatory
Determining
weights
Not-any
linear
normalization
Not specific
method based
on decision
makers
Not specific
method
based on
decision
makers
Yes
Pairwise
comparison
Not specific
method
based on DM
Number of
Pairwise
comparison
1 N(N-1) N(N-1) N(N-1)/2 1
Consistency
check No No No Yes No
Input Ideal and anti-
ideal option
Indifference &
preference
thresholds
Indifference,
preference on
a ratio scale
Pairwise
comparison
on ratio scale
Utility
function
Output Complete
ranking
with
closeness
score
Partial and
complete
ranking
(pairwise
reference
degrees &
scores)
Partial and
complete
ranking
(pairwise
outranking
degrees)
Complete
ranking with
scores
Complete
ranking with
scores
Ranking
effort
Very low Low Medium High Very high
Sources: Hwang and Yoon (1981), Ozcan et al. (2011), Ishizaka and Nemery(2013), Saaty (1981)Nevertheless, all MCDM approaches have intrinsic strengths and weaknesses. Thesignificant benefit of MCDA is the ability to handle problems bearing complexstructures. Using MCDM, a complex problem can be decomposed into multiplemanageable portions. MCDM also allows implicit and explicit evaluation of both
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quantitative and qualitative criteria on a common scale. Among most widely usedmethods proposed for risk assessment, MCDM provides a realistic way for DMs toactively participate and understand the critical features and peculiarities of realworld problems (Zopoundis and Doumpos 2002). This increases the productivityof MCDM in handling multidisciplinary (public-related) problems by saving timeand energy, although its formalized style of working impose an extra burden forgroup decision-making. For example, logical rules based on certain fundamentalaxioms such as transitivity of preference limit the scope of MCDM to normativeproblems (Lootsma 1999).In addition, MCDM has potential synergy to connect flexibly with AI approaches inareas such as knowledge based systems, fuzzy logic and data mining. However, thegreatest weakness in most MCDM approaches (except AHP) is the lack ofsystematic control on the consistency of judgments (Belton 1986). All MCDMapproaches share a common weakness in aggregating concept which is theinability to capture uncertainty within a process, restricting the application toprocess crisp information; while in many situations, crisp data is inadequate tomodel real-life problems since human judgments are often vague and may not beprecisely expressed through numerical values (Vahdani and Zandieh 2010).
3.7.5.1 TOPSISTOPSIS was originally developed by Hwang and Yoon (1981) to rank a feasiblenumber of alternatives based on the concept of compromise solution. Thecomprise solution in TOPSIS is referred to a solution that has the shortestEuclidian distance from the ideal solution and the farthest Euclidean distance fromthe negative ideal solution. Due to its simplicity in perception and use, TOPSIS hasbeen adopted in different fields (i.e. location selections Ozcan et al. (2011);contractor selection (Lin et al. 2008). The advantage of TOPSIS is in being able tohandling a large number of criteria as well as alternatives. However, the bestperformance of TOPSIS can be achieved in problems with data expressed inquantitative and objective forms. Another limitation is the lack of consistencycheck. Since TOPSIS measures the distance from two points, the effects of eachattribute automatically doubles these results to an exaggerated domination ofattribute weight in the alternative preference.
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3.7.5.2 Outranking MethodsThe PROMETHEE outranking method is a class of MCDM family proposed by Branset al. (1984) based on concordance analysis. With concordance concept, a set ofalternatives is compared in pairs (pairwise comparison) with respect to eachcriteria in order to establish the degree of dominance, using a concordance score.The main feature of outranking family is "non-compensatory”, which means "notrade-off” occurs to one criterion against the other for each individual option(unlike AHP). However the scope of application is limited to generating a “short listof preferred options” for a relatively large number of alternatives, rather than a“single best option” (Rogers 2011). PROMETHEE also fails to includeinconsistencies within the process and to obtain average ranking.ELECTRE is another family of MCDM originally developed by Roy (1968) foroutranking the alternatives. This method employs concordance and discordanceindex to establish outranking relations and generate the set of preference byforming a kernel (Hwang and Yoon 1981). The advantage of ELECTRE is acompensatory trade-off between attributes that allow all information within adecision matrix to be utilized effectively. It can also process a large number ofalternatives; although as the number of alternatives increases, the amount ofcomputation rises exponentially.Despite the complexity, outranking methods possess multiple advantages (Rogers2011). First, concordance techniques allow criteria on different scales to bemeasured on a same framework. Second, unlike AHP or MAUT, no transformationto a common scale is required before evaluating the relative performance. Third, itdoes not rely on direct pairwise comparisons in the case of conflict or missinginformation. Given the ability of processing a large number of alternatives,outranking methods might be used as a rough estimate prior to the screeningstage.
3.7.5.3 MAUTMulti-attribute utility theory (MAUT) is considered as a leading MCDM approachdeveloped by Keeney and Raiffa (1976), providing an enhanced form of rankingwithin decision problems. The MAUT concept is based upon expected utility whichis a synthesis of possible performance of alternatives with respect to each
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criterion; “The expected utility of an event is calculated as the sum of the utilities ofthe payoffs weighted by their probabilities” (Ananda and Herath 2005). Thisconcept outranks MAUT to other MCDM methods by extending the scope ofapplication to risk-based decision-making, such as the risk ranking of gas pipelines(Brito and de Almeida 2009), public risk assessment (Ananda and Herath 2005)and evaluating mitigating decision for disaster risk (Tamura et al. 2000). WhileMAUT incorporate imprecise information into decision preference, it can hardlydeal with missing knowledge situations where the consequence or performance ofalternatives is not sufficiently defined (Jimenez et al. 2009).Unlike conventional MCDM techniques, MAUT attempts to explicitly representmultiple dimensions of a problem to a single utility function. The function can beadditive, multiplicative or any other type that best fits the problem scope. Yet themain issue is to find a rational operator to establish the utility function and toaggregate all criteria in a way to adequately express the decision makers’preferences (Tzeng and Huang 2011). MAUT has the benefits of full compensatoryprocessing that could be useful for situations where there is no means to quantifythe possible interrelations between the criteria.Without any knowledge of the decision makers' preference structure, the rankorder can be established. Unlike other MCDM methods, MAUT makes the simplestassumptions for modelling, which allows decision makers to fully understand themathematical basis of ranking. The issue of incomparability often occurs inoutranking method, but could not arise in MAUT as two utility functions are alwayscomparable due to the transitivity principle (Ishizaka and Nemery 2013).However, developing the utility function could be too complicated where manyalternatives are involved. The practical use of MAUT might be limited to problemswith no interdependency within criteria as utility functions are based upon thepreferential interdependence axiom.
3.7.5.4 AHPThe Analytic Hierarchy Process (AHP) was proposed by Saaty (1980) and is basedon subjective judgment for handling multi-attribute problems in real situations.This method employs expert opinions to establish priorities for alternatives andthe criteria used to generate the alternatives ranking within a system.
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The AHP methodology is based on four steps, including decomposition, pairwisecomparison and priority vector generation and synthesis. First, the problemshould be decomposed and set up in the form. Second, comparing the attributes inpair (pairwise comparison) and forming a reciprocal matrix. Third, combine thesubjective judgments and generate the relative priority weight vector. Fourth, therelative weight vector is synthesised to reach the best alternatives.The AHP gained a popularity in multidiscipline applications because of its ability tosupport complex and unstructured decision problems such as resource allocation(Tzeng and Huang 2011), group decision-making (Dyer and Forman 1992) andrecycling selection (Saaty 1980). Consistency verification is regarded as one of thegreatest advantages of the AHP, which is not available in other MCDM methods andguarantee that judgments are consistent. However, despite its popularity andsimplicity, AHP is criticized for the strong assumption of its unbalanced ratio scaleand its inability to address uncertainty associated with subjective judgment. Theambiguous scale of preference makes it difficult for decision-makers to judge theexact numerical numbers and provide a sound pairwise comparison.
3.7.5.5 Fuzzy MCDMFuzzy AHP or broadly known 'Fuzzy MCDM' term is an important extension of theMCDM method, and was first introduced by Laarhoven and Pedrycz (1983).Buckley (1985) extended Saaty's AHP method in which decision-makers couldexpress their preference on the fuzzy ratio scale instead of crisp values. FuzzyMCDM attempts to overcome previous criticisms by improving the ratio scale,allowing for a more flexible way of aggregating inherent uncertainty andimprecision associated with expert's judgment. This extension gained popularity inliterature and hence been extensively used in several applications, such as: projectrisk assessments (Zeng, An and Smith 2007; Tuysuz and Kahraman 2006), siteselections (Vahidnia et al. 2009), country risk assessments (Murtaza 2003) andpost-disaster management (Opricovic and Tzeng 2003).Despite its advantages, the Fuzzy MCDM is argued for its complex process ofcomputation that may lead to a counterintuitive prioritization (Deng 1999). It isalso criticized on several disparate methodologies developed for acquiring thefuzzy utilities and prioritizing the alternative ranking. There are multiple versions
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of fuzzy MCDM, each following a different way of aggregation, potentially leadingto inconsistent ranking results. Chen and Hwang (1992) listed over 15 aggregationoperators for handling fuzzy MCDM within which more than 25 ranking methodshas been devised. Some of the examples of major ranking methods are the -cutmethod (Zeng, An and Smith 2007), fuzzy extent analysis (Chang et al. 1988), thegeometric mean method (Buckley 1985), and the fuzzy lambda method (Csutoraand Buckley 2001).
3.7.5.5.1 Pilot StudyGiven the capability of fuzzy MCDM for handling imprecise information in riskcontexts, a pilot study was performed to examine its performance through anexample. This example was designed to examine the capability of the fuzzy MCDMfor evaluating and prioritizing seismic risk within a small group (five alternativeregions of Iran). Throughout the process, the subjective weights of risk attributeswere aggregated using the geometric mean method proposed by Buckley (1985).Sample weight aggregating processes for a vulnerability block is briefly reviewedhere (see Vahdat et al., 2014a for more details).According to Buckley’s method, the weight of various risk factors and riskattributes were assessed using a subjective process. Experts were asked todescribe the relative importance of risk variables in pairwise comparisons usinglinguistic terms such as ‘equal’, ‘low’, ‘medium’, ‘high’, and ‘extreme’, representingfuzzy numbers within the ratio scale including respectively as definedthrough a triangular function (Table 3.3).Table 3.3 – Linguistic terms and ratio scale
Fuzzy number Linguistic term Fuzzy scale
Equally important (1,1,3)
Low important (1,3,5)
Medium important (3,5,7)
Highly important (5,7,9)
Extremely important (7,9,9)The fuzzy judgment matrix for each expert can be then constructed as follows:
where (3.1)
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Then, a fuzzy judgment matrix can be developed to convert the linguistic termsused in the pairwise comparisons. Using a geometric mean technique, the fuzzygeometric mean and the fuzzy weight of each criterion proposed could bedetermined as follows:
(3.2)
(3.3)Where is the fuzzy comparison value of criteria i, with respect to criteria n.Thus, is the geometric mean of the fuzzy comparison value for criteria i to eachcriteria, is the fuzzy weight of the ith criteria and can be denoted by a triangularfuzzy number (TFN) , = (Lwi ,Mwi , Uwi) where Lwi, Mwi and Uwi indicate thelower, middle and upper values of the fuzzy weight of the ith criteria. The majoradvantage of using the geometric mean over the arithmetic mean is a reduction inthe influence of the highest and lowest values (Max, Min).Numerically, the geometric mean and weights can be obtained from expertjudgments. For example, the summary of pairwise comparison of hazard criterionis shown in Figure 3.3 (due to matrix symmetry, only half is shown).C11 C12 C13 C14 C15 C16 C11 C12 C13 C14 C15 C16
Expert #1 Expert#2C11 C12 C13 C14 C15 C16 C11 C12 C13 C14 C15 C16
Expert#3 Expert#4Figure 3.2 - Summary of expert judgments matrix for hazard categoryWhere six criteria within the hazard category are represented by C11 (closeness tofault), C12 (ground shaking index), C13 (population) and C14 (liquefactionsusceptibility), C15 (sliding susceptibility) and C16 (soil class). Using the geometricmean method, a combined judgment array was computed as follows:
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According to Buckley’s equation (2.2), the average fuzzy weight of the judgmentmatrix can be obtained as follows:
Then, using equation (3.3), the fuzzy weight of each criterion was obtained asfollows:
Likewise, other arrays can be developed using the similar aggregation process asshown in Table 3.4.Table 3.4 - Reciprocal judgment matrix for hazard attributes(C.I = 0.09, C.R = 0.07)
C11 C12 C13 C14 C15 C16 W
C11 1 1 1 0.378 0.669 0.939 0.827 1.316 2.280 1.000 1.848 2.817 0.333 0.508 0.939 1.000 1.236 3.000 0.074 0.155 0.371
C12 1.065 1.495 2.646 1 1 1 0.809 1.732 2.764 1.375 2.329 3.409 1.000 1.732 2.141 1.968 3.637 4.304 0.124 0.283 0.573
C13 0.439 0.760 1.210 0.362 0.577 1.236 1 1 1 0.669 1.495 2.432 0.293 0.615 1.000 0.809 1.236 2.141 0.058 0.137 0.326
C14 0.355 0.541 1.000 0.293 0.429 0.727 0.411 0.669 1.495 1 1 1 0.218 0.447 0.577 0.508 0.760 1.000 0.044 0.094 0.237
C15 1.065 1.968 1.000 0.467 0.577 1.000 1.000 1.627 3.409 1.732 2.236 4.583 1 1 1 1.592 2.432 3.201 0.113 0.211 0.445
C16 0.333 0.809 1.000 0.232 0.275 0.508 0.467 0.809 1.236 1.000 1.316 1.968 0.312 0.411 0.628 1 1 1 0.059 0.117 0.276A consistency test was performed to check if there is any unreasonable judgment.The calculated values of the consistency index (CI) and the consistency ratio (CR)for each judgment matrix can be found in the two last columns. Note that since allthe CI and CR values were kept fairly low, the fuzzy judgment matrix should beconsistent with expert views.This example demonstrates that a systematic fuzzy MCDM can provide ameaningful way to aggregate multiple expert opinions and effectively generateweights. The major advantage of this example is that both qualitative andquantitative risk information could be aligned, scaled and aggregated with thepresence of uncertainty. The model not only considers the trade-offs between both
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qualitative and quantitative factors involved in developing risk, but it also enablesdecision-makers to deal with inconsistent judgments systematically.However, fuzzy MCDM requires a great amount of computation for evaluatingfuzzy performance of alternatives. The performance values of each alternative withrespect to each criterion need to be mapped to fuzzy numbers. Due to the inabilityof tuning the mid stages, complexity grows exponentially for medium- to large-scale problems in which large numbers of alternatives are involved. For thepresent study that contains more than 18 criteria (in four categories) and 50alternatives, over 40 pairwise comparisons and more than 900 mappingcalculations are required. More comparison and mapping means more likely errorscan be potentially imported during the process. However, like AHP, fuzzy MCDMcould be more appropriate for a simpler problem containing 4 to 8 alternatives.
3.8 Comparison of MethodsSeveral mathematical modelling techniques were critically reviewed andcompared according to their potential for addressing the problem. There are manymathematical techniques with different perspectives that might be considered formodelling the seismic risk problem. These decision techniques range from classicalmethods to more complex AI methods such as GAs, ANNs and ANFIS. Mitigationdecisions are often involved with risk-based decision preferences to select anappropriate solution addressing the defined levels of safety while maintaining theother socioeconomic dimensions.The complex nature of the seismic risk with multidisciplinary aspects, in whichrange of imprecise information is involved, requires a heuristic framework totackle the challenges systemically. The prospective method should also beconsistent with the scope of the research to meet the problem’s requirements.According to Kangari (1987), despite the popularity of the classical MCDMtechniques in risk context, they are limited in their applicability to disastermanagement where nearly all mitigation decision problems are imprecise ill-defined and vague in nature. This imprecision tends to characterize uncertain riskknowledge which is predominantly subjective and linguistic in nature. In addition,there are many situations in seismic risk management where quantitative anddetailed information to evaluate uncertainty is not available.
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Considering the characteristics of the methods and scope of the problems, none ofthe classical MCDM methods are not appropriate for modelling risks. Conventionalscoring techniques like TOPSIS and MAUT have no potential for modellingimprecise risk parameters systematically. Outranking techniques, however, havethe ability to handle a large number of alternatives, but could not effectivelyprovide an effective compromise. These methods also fail to provide a completefigure for preference and indifference relations which are basically intransitive.Although the outranking concept introduces an incomparability relation tocompensate the issue that often occurs for alternatives with a major difference, itsprimitive form of ranking restricts it for many applications (Doumpos andZopoundis 2002).The optimization techniques (GAs, ANNs and ANFIS) may not be useful for seismicrisk assessment because such these approaches are seeking to limit thestochastically selected domain to a finite solution space. According to McCall
(2005), GAs is appropriate for the problems in which “solution sets are finite butso large that brute-force evaluation of all possible solutions is not computationallyfeasible”. Unlike MCDM that provides a single compromised solution satisfying theconstraints (criteria), optimization techniques offer an infinite set of feasibledomains that adequately fit the objective function. In addition, such complextechniques could make decision-making more complicated because their processof aggregation is not clearly traceable. Some of those techniques (like ANFIS)require a great amount of information for training and testing.Reviewing the variants of MCDM, it can be concluded that only a high-effortmodelling technique might be the best candidate for such situation bearinguncertainty. AHP and MAUT can handle relatively complex situations using aquality scoring process. AHP has an extensive ability for the simple ranking ofchoices in real situations; however, it is criticized due to the rigidity of its ratioscale and inability to handle uncertain information.The fuzzy MCDM, although overcoming the previous issue mentioned, still carriesthe systematic limitations of the AHP. The numerical example shows that thereliability of the fuzzy MCDM method directly depends on the consistency of expertjudgment, which can be hardly achieved at first run. Moreover, a complex problem
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with large number of alternatives and criteria requires a myriad pairwisecomparison, which is exhausting.An experiment conducted by Triantaphyllou (2011) to compare common MCDMmethods demonstrates that the number of alternatives in a decision problem isvery critical. As the number of alternatives rises, so does the failure rate of classicMCDM techniques to fully capture the aspects of the problem. Thus, the potentialMCDM approaches which may be incapable of handling a large number ofalternatives would be obviously inappropriate for the present problem.Other methods such as ELECTRE and MAUT have addressed this issue in theirconcept; yet both suffer from other shortcomings that limit their applications.ELECTRE generates a low-quality ranking scheme that might be appropriate onlyfor the first round of preliminary screening of the large group of alternatives.MAUT is another popular variant of MCDM that could be useful for practical tasksthat bear no uncertainty; although knowledge elicitation is a major challenge(Keeney and Raiffa 1976). Using a numerical scale for ranking can potentially limitthe scope of application in processing subjective judgments, particularly for risksituations involved with in-situ surveys.The need to prioritize a large number of retrofitting projects with multipleinteractions within tangible or intangible risk criteria requires a systematicapproach. Consequently, any systematic methodology for aggregating, selectingand ranking seismic risk must cater for these multiple criteria and must also givedecision-makers the opportunity to simply express their own viewpoints in atransparent way. Keeping this in perspective, KBES stands far higher than classicMCDM approach and could be the best fit for this problem.This process has potential to tackle the challenges existing within risk frameworksfor a number of reasons. First, KBES can effectively address the inherentimprecision associated with seismic risk parameters using fuzzy set theory. Thisprocess allows the input parameters to be expressed qualitatively through fuzzyvariables. The ability to represent seismic parameters using approximatereasoning is considered a significant feature in the light of AI development. Second,KBES is created for the broad purpose of handling complex systems. It supportsrational decision-making in general and MCDM in particular, allowing complex,
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multidimensional aspects of seismic risk to be modelled intuitively. Third, KBESalso provides a heuristic platform to integrate multiple context informationconcepts effectively.Previous applications reported in the literature demonstrate the efficacy of KBESfor handling uncertainty and vagueness in risk and damage assessment(Murlidharan et al. 1999; Ross 1990; Dong et al. 1990). Given the ability of expertsystems for handling complexity, and enhanced capacity of fuzzy sets foraddressing uncertain risk parameters, KBES was adopted as a first choice toconduct the study. The form and methodology to implement KBES will bediscussed in later chapters.
3.9 SummaryGiven the diversity in size, scope, functionality and configuration of existingbuildings and keeping in mind the immense uncertainty associated with the riskmanagement process, modelling should be grounded on the systemic andmultcriteria basis presenting the multidimensionality characteristics of seismicrisk through the integration of multiple metrics. System-based risk analysis caneffectively address the potential challenges caused by complex multidimensionalaspects of seismic risk, handling uncertainties present in the decision-makingprocess due to spectrum of objective and subjective information.The mathematical techniques that could potentially be used in modelling theseismic risk impacts were reviewed, compared and ranked according to systemiccapabilities and modelling effort. Considering the ability to handle uncertainty andcomplexity as two determinant requirements, the KBES was adopted. KBESprovides a high-effort modelling framework that allows a systemic method forhandling both complexity and uncertainty. The complex process of seismic risk canbe modelled using a multicriteria framework that allows various criteria to bealigned, scaled and aggregated; while the imprecision associated with riskattributes can be captured using the fuzzy set theory. In general, KBEStheoretically addresses the basic concerns of complexity, uncertainty, flexibility,and MCDM consistency, among others. Nevertheless, thorough evaluation of KBESrequires a structured case study to implement and test it in practice.
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Chapter 4: Research Methodology
4.1 IntroductionThis chapter outlines the methodology and procedures used to accomplish theresearch, and is presented in two main parts. It begins with an introduction to theresearch design concept, then reviews the potential methods of data collection.The second part identifies and justifies the research strategy adopted.
4.1.1 DefinitionThe term Research consists of two parts: re, meaning ‘again’, and search, which ofcourse means to look for something. Jointly, research connotes academic activity tosystemically investigate into a subject in order to discover facts. According toWebster’s Dictionary (2003) research is a careful inquiry or examination inseeking facts or principles; a diligent investigation to ascertain something. Thisdefinition makes clear the fact that research is not merely a search for truth, but aprolonged, intensive, purposeful exploration.The purpose of research is to discover answers to questions through theapplication of scientific procedures. Its main aim is to develop a procedure for thediscovery of truth which is a method of critical thinking. It comprises defining aproblem; formulating a hypothesis or suggested solutions; collecting facts or data,organizing and analysing the facts; evaluating data; reaching certain conclusionstowards the concerned problem; and finally, verifying the conclusions to examinewhether they fit the formulating hypotheses (Singh 2006).Similar definitions of research have been reported in literature. According toMouly (1970) research is “the systematic and scholarly application of the scientificmethod interpreted in its broader sense, to the solution of social study problems;conversely, any systematic study designed to promote the development of social
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studies as a science can be considered research”. Kerlinger (1986) points out that“research is a systematic, controlled empirical and critical investigation ofpropositions about the presumed relationship about various phenomena”.Furthermore, Kumar (2006) highlights major characteristics of the research toensure its quality. This comprises research that is controllable, rigorous,systematic, valid, verifiable, empirical and critical. From these definitions, it can beconcluded that a sound research is concerned with key characteristics, including’systematic‘, ’logical‘, ’structure‘, ’integrity‘, ’critical thinking‘ and ’verifiable‘. Theseaspects ensure the quality of research. For example, a piece of research must be‘systematic’ and structured in accordance with the defined set of rules andprocedure. It should be logical because a rational process of reasoning is necessaryto carry out the research. Creswell (2003) suggests three critical questions fordesigning a research:
 What knowledge claims are addressed by the researcher?
 What strategies of inquiry and reasoning are required to conduct the research?
 What methods should be used for data collection (qualitative, quantitative ormixed)?In response to the above questions, research approaches should be accommodatedto discover answers to questions by addressing the key elements of research(knowledge claims, strategies and methods required in research procedure) asindicated in Figure 4.1.
Figure 4.1 – Knowledge claims, inquiry and approaches toward research design(Creswell 2003)
Research Strategy Research Approach Research Design
 Knowledge claims
 Strategy
 Qualitative
 Quantitative
 Mixed
 Research questions  Data analysis
 Theoretical lens  Write-up
 Data collection  Validation
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4.2 Research StrategyResearch strategy refers to the general plan, structure and desired objectives ofresearch on how research questions can be addressed (Saunders et al. 2009; Sing2006). The research strategy is commonly based on the objective of the research,while research approach is based on the nature of the research problem. To adoptan appropriate strategy, several considerations regarding to knowledge claims andinquiry of research need to be taken. In this regard, the researcher should decidethe best way to conduct knowledge claims, to develop the logic of inquiry and toadopt the appropriate methods for capturing data.Knowledge claim refers to certain assumptions, paradigms or conceivedmethodologies to approach the research. A logical methodology needs to beadapted to link the data collection and methods of research to answer the mainresearch questions being investigated. According to Fellow & Liu (2003), researchstrategy is related to several crucial factors, including the purpose of study and thetype and availability of information involved. Creswell (2003) suggested fourfactors to select a particular research strategy, including implementation, priority,integration and theoretical perspective. The main priority in this thesis is to adoptthe most appropriate strategy and methods to fulfil the research objectives. Thestrategy highlights the plan and way adapted to investigate the research and solvethe research problem.
4.2.1 ReasoningReasoning is a scientific mode of thinking (Sing 2006). Research is guided by therules of logical reasoning to draw conclusions from scratch. There are three logicalprocess of reasoning: deductive, inductive and a combination of both. Deductiveresearch is a theory-testing process that commences with an established theory orgeneralization, seeking to discover whether the theory applies to specific examples(Hyde, 2000). This type of argument starts with general theory and then narrowsdown to the more specific hypothesis that one can test through the observation.Observations provide specific data for testing and validating the hypothesis or theoriginal theory (Figure 4.2). Common sense reasoning and syllogism are thesimplest form of deduction employing fact and general premise to reach specificconclusions.
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Figure 4.2 – Deductive vs. inductive reasoning processUnlike the deductive process, inductive research is a theory-building process thatmoves from specific to general. It begins with specific observations of specificexample seeking to discover likely pattern (correlation, variation) to formulate thetentative hypothesis. Systematic observation and exploration of the events in thereal world can explain the governing rules, thereof developing the hypothesis. Theprocess of exploring may continue until the argument leads to some generalconclusions or theories.Clearly, the concept of reasoning is different in both procedures. Deductivereasoning is more narrow and limited in nature as it can handle specific kinds ofstatements for testing and validating the hypothesis, while inductive reasoning isnaturally an open-ended and exploratory procedure. Unlike deduction, which canbe tested by observation and syllogism, induction more relies on personalexperience, inference, self-evident proposition and scientific inquiry asunderpinning sources of evidence (Singh 2006). These characteristics can makethe induction uncontrollable, haphazard and restricted to be applied in practice(Walliman 2005). Nevertheless, induction is still a priori choice in social science,psychology and medical context of its nature, requiring empirical research to fitthe data and infer a theory.It can be untenable to rely on experience as the only source of knowledge, incontrast with a basic feature of research, which is systematic and controlled. In thisregard, inductive and deductive reasoning can be combined, taking advantage ofboth to fit with new situations and data restrictions. This research employs aninductive reasoning as the underlying concept of research to develop the theory by
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exploring the literature and previous records, establishing the causal relationshipbetween risk drivers and conceptualizing the hypothesis. The data was collectedfrom observation and statistics (inference) and integrated with previousexperiences in literature to manage the research methodology.
4.3 Research ApproachThe research approach is referred to the way in which knowledge examined,collected and presented. Several classifications reported in literature (Singh 2006;Walliman 2005; Kumar 2006) address multiple perspectives of research based onvarious philosophical assumptions, including: scope of application(fundamental/pure research, applied research), methodology (conceptual,empirical), the purpose of research (descriptive, exploratory, interpretative) andmode of knowledge inquiry (quantitative, qualitative and mixed). The maincharacteristics of the approaches are further outlined below.
4.3.1 Mode of Inquiry: Quantitative or Qualitative?A mode of inquiry defines the forms of the research process, which can take thestructured or unstructured approaches. Quantitative research is structured in thateverything has been already predetermined, including the objective, design,sample, for example. Qualitative inquiry is an unstructured piece of research thatallows more flexibility to explore the nature of the phenomena examined (Kumar2006).Quantitative research focuses on measurement, the extent of variation,observation and testing. This process deals with tangible, countable characteristicfocusing on standard statistical procedure presented in graphs, cross-tabulationsand other statistical procedures. Creswell (2003) described quantitative researchas an objective procedure for knowledge inquiry that particularly used in socialscience to deal with the problem based on testing a hypothesis or a theorycomposed of variables, measured with numbers, and analysed with statisticalprocedures, in order to determine whether the hypothesis or theory holds true.This method tries to understand a rational theory by examining the relatedliterature. Qualitative research, though, is a subjective process aims to identify the
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characteristics and structures of phenomena and causal relations betweencontributing factors examined in a natural context (Jonker & Pennink 2009).According to Creswell (2003) qualitative research is concerned with experts’perceptions, experiences and knowledge. It is a mixture of the rational, explorativeand intuitive, which make it more flexible but rather an unstructured approach. Inthis process, data are not collected by statistical methods or other process ofquantification. This kind of research is mostly suitable for doing inductive researchthat focuses on events, behaviours, organizational functioning, interaction andrelationships (Ghauri et al. 2010). The main characteristics of those approachesare compared in Table 4.1.Unlike qualitative research that may have no rigidity in structure and knowledgeinquiry, quantitative research tends to follow a logical process to develop thehypothesis and to test it in practice. In order to improve the strength of eachstrategy, it is recommended that two approaches be used together (Jankowicz1994; Esterby-Smith et al. 2001). As a result, the study applies a combination ofquantitative and qualitative method of inquiry to collect information.Table 4.1 - Comparison between qualitative and quantitative methods(Ghauri et al. 2010; Kumar 2006)
Qualitative Research Quantitative Research
 Unstructured/flexible/open methodology
 To describe the variation nature
 Emphasize on description of the variables
 Inquiry focus on understanding from
respondent’s / informant’s point of view
 Interpretation and rational approach
 Observations and measurements in natural
settings
 Subjective ‘insider view’ and closeness to data
 Explorative orientation
 Holistic perspective
 Fewer cases and sample size
 Structured/rigid/predefined
methodology
 To quantify the extent of variation
 Emphasize on classification of
variables
 Logical and critical approach
 Controlled measurement
 Objective ‘outsider view’ distant from
data
 focus on hypothesis testing and
verification
 Result oriented
 Particularistic and analytical
 Emphasize on greater sample size
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4.3.2 Other CategoriesResearch might be conducted using many other strategies. There are types ofresearch approaches in the literature that address different underlying conceptsfor various themes of research. Fellows & Liu (2008) classified the most commonthemes which have been used in different research applications in four majorcategories (Table 4.2). Marshall & Rossman (1999) explained the general researchquestions corresponding to each category. For example, exploratory research aimsto provide an overwhelming amount of information through a cause-effectrelationship in the areas containing little information (Glicken 2003). Explanatoryresearch uses a considerable amount of information available from prior researchstudies and aims to provide meaningful conclusions as well as major issues raised.Understanding the scope and implication of either approach is important indesigning the research.Table 4.2 - Different type of research approach(Fellows & Liu, 2008; Marshall & Rossman, 1999)
Type of
Research
Purpose of the Study General Research Questions
Exploratory
To investigate little-understood phenomena
To identify or discover important categories of meaning
To generate hypotheses for further research
To test, or explore, aspects of theory
To provide a clear and precise statement of the
recognized problem
To diagnose a situation, screen alternatives and to
discover new ideas
What are the most important
themes, patterns, or
categories of meaning for the
participants?
How are these patterns linked
with one another?
Explanatory
To explain the patterns related to the phenomenon in
question
To identify plausible relationships forming the
phenomenon
To develop the hypotheses which the research will test
To answer a particular question
What events, beliefs,
attitudes, or policies shape
this phenomenon?
How do these forces interact
to result in the phenomenon?
Descriptive
To document and describe the phenomenon of interest
To systematically identify and record (all the elements
of) a phenomenon, process or system
May be undertaken as a survey (possibly of the
population identified) or as case study work to enable
the subject matter to be categorized
What are the salient actions,
events, beliefs, attitudes, and
social structures and
processes occurring in this
phenomenon?
Predictive
To predict outcomes and to forecast events and
behaviours fit findings/experience to a theoretical
framework or model
To use when empirical testing cannot be done
The models used may be
heuristic, in which variables
are grouped according to
relationships to replicate/
simulate the ‘reality’ as
closely as possible.
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4.4 Research MethodologyThe research methodology of the study is designed in eight steps, as shown inFigure 4.3. The process follows a structured quantitative inquiry. It aims toheuristically explore the potential impacts of earthquakes, structure theirrelationships, and predict the extent of risk by aggregating the respective disasterpatterns. Thus the methodology should be exploratory, while maintaining aninductive concept to establish the empirical interrelation within risk drivers.
Figure 4.3 – Research stages
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Step I: Formulating a research problemThe formulation of the general topic into a specific research problem is theprimary step in research. This requires an extensive review of relevant disciplinescontemplated in the knowledge claim. Literature review has been undertaken toimprove the understanding around the field and to identify the likely challengesthat have either been ignored or insufficiently addressed within the context.The literature review was carried out in two styles: firstly conceptual literaturepresenting the various concepts and theories; secondly the empirical literatureconsisting of different case studies performed earlier. This guides the data andother materials which enabled the researcher to develop a new research problemin a similar context. In this regard, several reading materials, such as academicjournals, conference proceedings, government reports, books and online databasewere systemically utilized.Having defined the scope, objectives and methodology to approach the research, adetailed plan of research problem can be formulated. A transfer report is a goodexample of a research proposal that introduces research problems, describing theavailable methodologies to conduct the research, addressing potential challengesand limitations, and outlining the proposed conceptual framework to develop themodel.
Step II: Literature ReviewThe methodological aspects of the seismic risk system have not been fullyaddressed in the literature. Hence, a literature review was performed in two majorcategories, including ‘risk analysis’ and ‘system theory’. A risk analysis was furtherbroken down into several subcategories relevant to the context, including riskassessment, risk management, planning and disaster management. Several studiesand reports conducted by earthquake institutes and other well-knowninternational bodies (The World Bank, UNDP) have been employed ascomplementary sources.System theory, on the other hand, covers methodologies and the knowledgemanagement part of the study consists of theoretical and methodological methodsfor decision-making under uncertainty. This includes conventional methods(MCDM) as well as heuristic approaches (AI). Special attention was made to
Chapter 4: Research Methodology 78
numerical tools and programming software for operational research. As a result,exploring the literature, software and previous research drew potential capacitiesfor further development and contribution to knowledge.
Step III: Development of a conceptual modelOnce the research problem has been formulated in clear-cut terms, it is required toprepare a research design. According to Kerlinger (1986):“A research design is a plan, structure and strategy of investigation so conceived as toobtain research questions or problems. The plan is the complete scheme or programof the research; It includes an outline of what the investigator will do from writing thehypotheses and their operational implication of the final analysis of data”.The above definition implies two main aspects of research design. The first is thedevelopment of the logistical arrangement required in order to conduct theresearch. The second is the quality in these procedures to ensure validity,objectivity and accuracy (Kumar 1996). Accordingly, the purpose and concept ofresearch may be addressed through exploration, description, experimentation anddiagnosis.Considering various knowledge-based systems and new AI developments in riskassessment contexts, an intelligent knowledge base expert system (KBES), whichsupports both human reasoning and statistical inference, was chosen as the basicmodelling paradigm. A conceptual risk assessment process was established as aroadmap to bring a comprehensive insight of research and to address the problem,the kind of information involved as well as methodological and softwarerequirements for programming, processing and integrating the knowledge. In thisregard, several packages were examined when developing the system, includingExpert Choice®, MATLAB®, Visual Basic and Excel® (spreadsheet).
Step IV: Data CollectionData collection is a crucial stage toward research design. Having developed theresearch proposal, different aspects of data are considered. A plan and strategy forcollecting and analysis of data are usually defined at the onset of the process. Inthis regard, researcher should decide what kind of data is required to conduct theresearch and how to approach it, whether it is qualitative or quantitative, how tosample it, and what sources are available.
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According to Guddard and Melville (2006), reliability and validity are twofundamental criteria that must be fulfilled in any data collection. Strauss andCorbin (1990) highlight the importance of flexibility in collecting and analysingdata. They point out that data collection is a crucial as it helps the researcher toimprove the understanding of phenomena through a complete and comprehensivepicture of the object of study. Therefore adapting the appropriate data collectionmethods is of utmost importance in this research. The extent and diversity ofinformation have been the major challenges of this stage due to themultidisciplinary nature of risk. In this regard, a critical review was conducted inprevious research, publications and industry data to identify the contributing riskfactors, and to establish their relations, and classify them in a structured manner.This is followed by a questionnaire survey to collect the preliminary information.
Step V: Refining the conceptual modelTo identify the possible flaws within the conceptual model and explore the likelychallenges, real data are applied to the model. According to Gill & Johnson (2010),when refining the conceptual model, the researcher should be aware of theanalytical aspects of the project when inductively generated hypotheses may needto be rigorously tested and refined through a more structured methodology. Thelatter works as systematic problem-solving in which researcher is urged todevelop, refine, modify and maximize the potential of the theory being generated.
Step VI: Applying the case studyOnce the conceptual model was refined, the prototype decision support system canbe subsequently evaluated through a real (ongoing) case study. In this research,the case study of retrofitting school buildings was adopted to examine theapplication of KBES in seismic risk management.
Step VII: Verification and validationOnce the system has been successfully refined, verification and validation wereperformed through a systematic process. Gupta (1991) classified verification aswhite-box testing, designed to determine if the system works and accuratelyimplements user specifications, while validation was classified as black box testingdesigned to determine if the system meets user requirements.
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System verification involves a logical process in which consistency, robustness andcompleteness of the system are examined and evaluated. According to Morell(1988), a system is considered as inconsistent if it presents something that doesnot reflect within the modelled domain. Robustness is a characteristic that securesthe system performance in worst condition where some of the input data orreasoning rules are missing, unreliable or inexact, and when data and knowledgeinherently involves uncertainty (Jung and Bums, 1993).To verify how robust the system is, a sensitivity analysis was carried out. Thisindicates how much a system performance can be affected due to the changes ofinput parameters. Samson (1988) notes that sensitivity analysis is a useful toolthat should be integrated into every step of the decision process. Incompletenessrefers to a system that cannot respond to all situations that may arise within thedomain (Cragun and Steudel 1987).Verification and validation are complementary process that examines the internalconsistency and external credibility of the system using real-world data. Thisprocess contains checking the accuracy, consistency, usability and reliability of themodel in different condition. Accuracy reflects how precise the system output is inreal situation and if it is within the expected range. Consistency ensures the modelis continuously consistent over its domain interval. Usability implies the degree ofhuman involvement and user-friendliness of the system. Reliability coversessential characteristics of a system and reflects to what extent the overall systemis robust, accurate, efficient and usable for the prospective application. Todemonstrate validity within the study, a set of experiments was designed usingbenchmarking, cross-validation and Monte Carlo analysis in Chapter 8.
Step VIII: Conclusion ReportOnce the model was successfully tested, verified and validated, the write-upprocess was launched. The report comprises the evaluation of the initial conceptand the process of refinement, leading to an approved system as well as theresearch results.
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4.5 Research DesignThe research design is a procedural plan, strategy and structure that is adopted byresearchers in order to address the research questions effectively, accurately andreliably. It contains the blueprint for fulfilling objectives and answering questions(Cooper and Schindler 2006). A research design is "the plan that guides theinvestigator in the process of collecting, analysing, and interpreting observations.It is a logical model of proof that allows the researcher to draw inferencesconcerning causal relations among the variables under investigation" (Nachmiasand Nachmias, 1992; Yin, 2009). Fellows and Liu (2003) suggest that a casualrelation between the main elements of research (data collection, researchquestions and methods) should be established through a logical process in order tofulfil the research objectives. In this regard, the current study aims to address fourareas: identifying the research problem, proposing action; finding a methodology,acquiring data; and why this tool and methodology are selected. Constructing adesign may be complicated by the availability of a large variety of methods,techniques, procedures as well as data required for applying to the research.Hence, it is necessary to follow a logical plan for the research to connect thedifferent stages of the thesis and to meet the research objectives. This procedure isestablished by integrating three basic components of research, as shown in Figure4.4.
Figure 4.4 - Integrated research methodology
Research
Step III:ResearchMethods
Step I:ProblemProposal
Step II:DataManagement
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The research methodology begins with ‘problem proposal’, identifying the problemand then developing the research proposal. It is subsequently followed by ‘datamanagement’ which includes collecting and analysing the data from differentsources. Among various tools and techniques examined in the literature review, anappropriate research method was selected with regards to the research problem,data type and availability.The nature of the research method employed should reflect these aims byexamining the following elements of research theory: research strategy, samplingthe population, data collection methods and data analysis techniques. These areasare further discussed in the following sections in order to devise an appropriateresearch methodology.
4.5.1 Research ProposalThe identification and analysing a research problem is the first and most crucialstep of research. This stage starts with reviewing the literature and selecting atopic of research or the statement of the problem. The topic is the definition of theproblem that delimits the scope of research and pinpoints the possible strategy totake. According to Singh (2006), a problem proposal involves several tasks, such asdetermining the field of research, reviewing recent trends and studies in the area,prioritizing the field of study, drawing an analogy and insight in identifying andlocating a problem, as well as pinpointing the aspect of the problem. The process isadapted and modelled in multiple stages as shown in Figure 4.5 below.The current research proposal starts with a literature review and examines thecontext related to seismic risk management. The seismic risk managementapproach is multidisciplinary by nature, involving multiple participants. This kindof problem requires a ‘continuous compromise’ between interdisciplinary breadthand depth of disciplinary knowledge demanded for understanding the problemand establishing a solution which cannot be achieved without cooperation ofmultiple expert (Avouris 1995). Furthermore, seismic risk management problemsrequire a balanced feedback between stakeholder, different contexts and domains.According to Bender (1996), providing the balancing feedback and facilitating theunderstanding of the various relationships among participants is essentially a
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knowledge base problem and thus must be handled through a knowledge-basedapproach.
Figure 4.5 – Process of developing the research problemIn addition, earthquakes cause various sorts of impacts on society, comprising notonly of primary physical damages and losses, but also social and economic impactswhich remains for a considerable amount of time. While there is no single cause ofearthquakes, an interaction of multiple causes directly and indirectly contribute toearthquake disasters. Unlike man-made systems that can be described through afinite number of states, predicting the consequence in a natural system is difficultdue to the dynamic nature of earthquakes.The estimation of the parameters involved in earthquake hazards process usuallyinvolves imprecise or vague data, incomplete information or lack of historical data,thus requiring an appropriate mechanism to capture, share, and process theinformation. Various uncertainties are present in identifying the hazard, modellingand assessing the risk, mainly stemming from knowledge deficiency. This can beeven more problematic when the focus turns to regional risk management in
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which a large number of cases are involved. For such a situation, a heuristicstructural approach is required to systematically and efficiently manage theinformation in different layers of systems.However, systematic perspectives of seismic risk are either ignored or notproperly addressed in the literature as already discussed in the review. Therefore,artificial intelligence (AI) is adopted as the overarching strategy to deal with suchknowledge-centred problem.The complex problem of risk assessment and management can be handled througha simple and manageable set of sub-systems. The underlying idea is to cope withthe complexity of a problem by applying some kind of decomposition that makes ahierarchy of lower complexity systems (Magdanela 2002). More specifically, thesubjective and uncertain nature of problem requires an approach that capable ofhandling multiple expert opinions. The problem can be framed in the form ofcomputer software decision support, knowledge bases which can take the shape ofexpert system or some other type of AI technique. Knowledge based expert system(KBES) is a potential approach which can deal with data insufficiency andinaccuracy involved within seismic risk management. The KBES is an AI methodthat perfectly matches this need. It is a problem-solving approach that works as alearning machine developing the solution for new problems by searching previousknowledge and experiences. As a result, KBES is an appropriate approach forimproving seismic risk modelling, assessment and management. A risk assessmentmodel based on KBES is then defined as an objective of the research which isframed in the research proposal.
4.5.2 Data ManagementData management refers to the overall plan and procedure in order to collect,analyse and process the data within piece of research. During data management itshould be decided what type of data is required, what sources are available andwhat method should be used for data analysis. To manage data properly, suchquestions should be addressed.According to Walliman (2005), other considerations may also affect decisionsabout data collection and analysis, which includes: the research strategy,
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characteristics of the problem, and specific sources of information. Furthermoreconsiderations include the research type (explorative, descriptive); strategy(qualitative, quantitative, mixed); available data sources included the format,scope and range of data and alternative sources; a survey of existing software anddata processing methods. Two phases of data management are further explainedin the following sections.
4.5.2.1 Data CollectionData collection is essential in any piece of research, and provides its solidfoundation. Type and sources of data are critical in any collecting process.Normally two kinds of data involved in the data collection process: primary andsecondary. Primary data are all of the material gathered by researchers, includingsystematic observations, information from archives and results of case studies andsurveys (i.e. questionnaire, interview, etc.). Secondary data consists of everythingelse derived from other research results, such as electronic records, books,journals, and reports.Broadly speaking, primary data may not sufficiently usable and reliable enough tobe applied directly in research. Jankowicz (1994) supports this viewpoint, statingthat primary data are ‘raw, specific, undigested and largely meaningless’;‘Information’, in contrast, must be used when data have been processed in such away that uncertainty is lessened, queries resolved and questions answered. Forexample, data may be ‘missing’, ‘partially complete’, or ‘repetitive or presented inan incomprehensible survey’. Accordingly, it is the researcher’s responsibility toverify the primary data and subsequently decide what data should be processed,filtered or omitted from the data collection process. Therefore, everythingprovided in a piece of research should be directed to the collection andpresentation of data, from which information can be easily extracted (Jankowicz1994).Several data collection methods were reported in the literature, each carryingadvantages and limitations as shown in Table 4.3. An overview of the datacollection methods is given in the following sections.
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Table 4.3 - Various research methods, including strength and weakness(McNamara, 1999)
Method Overall Purpose Strength Weakness
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ts
when need to quickly and/or
easily get lots of information
from people in a non-
threatening way
 can complete anonymously
 inexpensive to administer
 easy to compare and analyse
 administer to many people
 can get lots of data
 many sample questionnaires
already exist
 might not get careful
feedback
 wording can bias client's
responses
 are impersonal
 in surveys, may need
sampling expert
 doesn't get full story
In
te
rv
ie
w
s
when want to fully
understand someone's
impressions or experiences,
or learn more about their
answers to questionnaires
 get full range and depth of
information
 develops relationship with
client
 can be flexible with client
 can take much time
 can be hard to analyse
and compare
 can be costly
 interviewer can bias
client's responses
O
bs
er
va
tio
n to gather accurate
information about how a
program actually operates,
particularly about processes
 view operations of a program
as they are actually occurring
 can adapt to events as they
occur
 can be difficult to interpret
seen behaviours
 can be complex to
categories observations
 can influence behaviours
of program participants
 can be expensive
Fo
cu
s
G
ro
up
s
explore a topic in depth
through group discussion,
e.g., about reactions to an
experience or suggestion,
understanding common
complaints, etc.; useful in
evaluation and marketing
 quickly and reliably get
common impressions
 can be efficient way to get
much range and depth of
information in short time
 can convey key information
about programs
 can be hard to analyse
responses
 need good facilitator for
safety and closure
 difficult to schedule 6-8
people together
D
oc
um
en
ta
tio
n
R
ev
ie
w
when want impression of
how program operates
without interrupting the
program; is from review of
applications, finances,
memos, minutes, etc.
 get comprehensive and
historical information
 doesn't interrupt program or
client's routine in program
 information already exists
 few biases about information
 often takes much time
 info may be incomplete
 need to be quite clear
about what looking for
 not flexible means to get
data; data restricted to
what already exists
C
as
e
S
tu
di
es
to fully understand or depict
client's experiences in a
program, and conduct
comprehensive examination
through cross comparison of
cases
 fully depicts client's
experience in program input,
process and results
 powerful means to portray
program to outsiders
 usually quite time
consuming to collect,
organise and describe
 represents depth of
information, rather than
breadth
QuestionnaireA questionnaire is an objective means of survey that collects two types ofinformation, facts and opinion. The questionnaire can be approached via mail,internet or simple gate survey. According to Denscombe (2007) there are threetypes of questionnaire in terms of the questions asked, including closed-endedquestionnaires, open-ended ones, or a combination of both. Close-ended questionsare those that have structured answers via certain choices while open-ended
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questionnaires leave the respondent to decide the answer’s wording as well as thesubject to be raised in the answers.A questionnaire benefits from other survey approaches as it provides a‘standardized measurement’ which is consistent across all respondents, enablingthe researcher to have an unbiased response to meet research need (Fowler 2009).There are several advantages of questionnaires; they are cheap; easy to arrange;obtain a wide coverage; supply standardized answers; have pre-coded answers;and the data is accurate. However, the disadvantages of questionnaires are: poorresponse rate and incomplete or poorly completed answers.
InterviewGenerally, interviews provide insight by probing deeply to uncover new clues,exploring new dimensions of a problem and securing vivid, accurate, inclusiveaccounts that are based on personal experience (Burgess, 1982). In this process,information is “extracted” from the material by using the strands of similarities ofopinions, called themes or clusters. Hence, respondents may repeat similar words,opinions or clusters of information which can subsequently be processed.Interviews are appropriate when questions are open ended, allowing for moreprobing for information on a particular subject to generate insights and concepts.The face-to-face interview provides an opportunity to better explain the purposeof study rather than a closed information sheet which is usually attached to aquestionnaire. However the interview process takes much longer thanquestionnaires and thus the former is expensive if performed over a widergeographical region.The main issue in an interview stem from biases that could distort results.Potential biased results are common pitfalls that might happen due to personalattitudes, expectations, age and other inconsistencies in setting the attributes,sequence of questions or even the places arranged (Bell 1994). Due to cost andtime constraints, interviews have not been considered as a survey priority in thisresearch. In addition, the form of close-ended surveys can be effectivelyundertaken using simple methods such as questionnaires.
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ObservationObservation refers to a systematic field, noting and recording of events, behavioursand concrete descriptions of what has been observed (Marshal and Rossman1999). It is highly important as it explores the complex interactions betweenmultiple events in a natural setting. This process is often employed jointly withother survey methods for examining, probing and exploring the causal relationshipof variables (Graham 2000).Observation is generally performed in two ways. First, direct observation in whicha specific subject is recorded via common audio-video recording tools. Second,participants (third-party) observation that is good for studying multiple regions,language, ethnicity and geography. Observation were used within the study tocollect primary information of schools inventory. The vast majority of informationcollected from school buildings was already surveyed by local experts, audited bysupervisors and then processed through the existing database. Use of availablesurveys could save a significant amount of time and effort to collect numerousschool inventories across the country. This process has been routinely performedby professionally trained experts using a standard inspection procedure since thestart of the mitigation program. This database was used as a source of informationin this thesis.
Document review (content analysis)Document review or content analysis deals with the systematic examination ofcurrent written (or verbal) records or documents as a source of data. A review ofresearch in any area naturally involves the analysis of the contents of researcharticles that have been published (Kothary 2006). Content analysis was conductedto analyse the contents of documentary materials such as books, magazines,journals and newspapers. It has six steps: select a suitable sample of the images ortext; break the text down into smaller units; develop relevant categories for dataanalysis; code the unit in line with the categories; count the frequency with whichthese units occur; and analyse the text in terms of the frequency of the units andtheir relationship with other units that occur in the text. According to Denscombe(2007), document analysis benefits from using documents, and include access todata, cost-effectiveness, and permanence of data, while a major issue in document
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analysis is the credibility of sources as the documents may not necessarilytrustworthy. Consequently, documents must be reviewed critically andcrosschecked with other sources for validation. This type of data collection iscommon in most of research as well as the present study.
Case study“A case study is an empirical inquiry that investigates a contemporary set of eventswithin its real life context, particularly when the boundaries betweenphenomenona and context are not distinguishable”(Yin 2009). Case study exploresthe situation qualitatively by answering “how” and “why” questions. Case studiesmay be used for organizing a wide range of information about a case and thenanalysing the contents by seeking patterns and themes in the data and by furtheranalysis through cross-comparison with other cases. A case can be individuals,programs, or any unit, depending on what the program evaluators want toexamine through in-depth analysis and comparison.Jankowicz (1994) pointed out that the case study approach can be used when theresearcher’s thesis focuses on a set of issues in a single organization, individual orproject and they want to identify the factors involved through an in-depth study ofthe organization or a single department within it. According to Yin (2009) the casestudy is the most comprehensive form of research that benefits from priordevelopment of theoretical propositions to guide data collection. However, it relieson multiple sources of evidence for validating through a triangulating fashion,which takes much longer. Nevertheless, case studies are appropriate for exploringnew situations (Eisehardt 1989) with low historical records in which manyvariables and data points are involved, such as the current study.
4.5.2.2 Data SamplingBasically, processing a large number of the population is not practical; rather asample of the population is selected and used instead of survey (Downing andClark 1996). In most descriptive surveys, the researcher takes out samples toprocess as a basis for sample analysis. The sample design should be carefullyperformed to be a reliable representation of the full population. An inappropriatesampling frame could be a major source of problems since any systematic
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discrepancy between the research population and the sampling frame can be asource of error (Gill and Johnson 2002). Thus the sample size should be largeenough to cover and represent various attributes across the population. Gill andJohnson (2002) advocate that “the larger the sample the lesser the likelihood thatfindings will be biased does hold, diminishing returns can quickly set in whensamples get over a specific size which need to be balanced against the researcher’sresources”. Common sense suggests that degree of accuracy in a survey is directlyproportional to the sample size. However Denscombe (2010) argued that thecrucial factor in selecting the sample size is not the proportion of the populationincluded within the survey, but the absolute size of the sample.Sampling strategies may vary according to: the population and the purpose of theinquiry; importance and layers of data; and survey method chosen. There are twomain types of sampling: probability (or random) sampling and non-probability (orpurposive/judgmental). Probability sampling refers to the methods thatstatistically pick the sample on a random basis, such as simple random sampling,systematic sampling, and stratified random sampling. This type of sampling isuseful in large populations where anonymity is a critical factor. Theoretically, thereare several statistical tools and formulas for determining sample size. However,there are situations that the sampling population may not be defined precisely, orwhere a list of the sampling population is unavailable. In this case, non-probabilityor purposive sampling can be approached according to specific characteristics,criteria, behaviour or experience rather than overall population size.
4.6 Adopted Research StrategyBroadly speaking, there is no single strategy that suites different research. At anystage of the inquiry, the researcher has to make a decision about the kind ofinvestigation required and the certain types of problem that may arise. Some basiccharacteristics of a research project such as the size (e.g. large scale), time (long orshort term) and cost restrictions can guide the choice of strategy (Densecomb2007).When choosing an appropriate strategy, certain elementary factors should beconsidered in terms of suitability, feasibility and ethics. Firstly, the strategy shouldbe clear enough to answer the research questions. This was supported by Yin
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(2009) stating that understanding and drawing a portrait of research questions(i.e. what, who, where, why questions) is the most critical task of selecting thesuitable strategy. Suitability is required to ensure that the research produces anappropriate kind of data fit within the procedure. Secondly, the strategy must befeasible and practical to meet the project’s cost, time and resource availability(Densecomb 2010). Finally, the strategy should be of such a form as to allow theresearcher to work within an appropriate code of practice and to meet basicconcerns such as confidentiality, not being harmful to participants and there beingno conflict of interest.This study identifies variables, seeks causal relations and builds up a theory. Thedata collected in this process originally comes from a combination of quantitativeand qualitative process. For this, a mixed strategy was considered as a potentialapproach for integrating qualitative and quantitative methods of data collectionand the analysis (Crooks 2011). Therefore the mixed method was adopted as anoverarching research strategy to gain a full, true and clear understanding in termsof both processes within which model development takes place, and the wealth ofmaterial used within the process. Mixed methods have multiple use which has theadvantage of both quantitative and qualitative approaches and presents greaterconsistency between the results. It provides new information and understanding ofvalidity beyond those supplied when independently investigating the findingsstemming from either qualitative or quantitative methods.Quantitative models were used to quantify the properties of data by the use ofstatistical analysis. Several mathematical models have been employed in order toverify the feasibility of the model in real practice. In this research, a large sampleproject was taken to test and verify the model quantitatively. In contrast, thequalitative approach focuses on both process and outcomes by explaining the‘how’ and ‘why’ of events occurring (Creswell 2003). Empirical investigationsprovide a real-world understanding of the phenomenon under study. Qualitativeapproach was adopted to describe the relationships between variables (riskdrivers) and to measure their magnitude through a systematic human reasoningprocess. Furthermore, the qualitative process enriches the theory by grounding itwith relevance and meaning, while the quantitative phase verifies and tests themodel on the basis of the developed theoretical framework.
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To accomplish the adopted strategy, several methods have been integrated andapplied to meet the research objectives. These methods are further outlined in thefollowing sections.
4.7 Adopted Research MethodThere are a number of methods available to conduct the research, includingexperiment, survey and case study. Yin (2009) suggests the requirements tochoose a research method include the type of research question, and the extent ofcontrol over actual behavioural events. He emphasized on classifying the researchquestions as a critical determinant of research method.Essentially, ‘how’, ’what’ and ’why’ are common questions often defined at theonset of research. ‘How’ and ‘why’ are more explanatory nature and thusappropriate to the use of case studies and experiments as a preferred researchmethod. ‘What’ might reflect the two forms of the question; ’what’ as anexploration implies the type of method that can be applied, or ‘what’ in term of‘how many’ or ‘how much’ that favours a survey method.Although the survey method is better answering the ‘how many’ type of question,this research also requires in-depth analysis of the seismic risk impacts within theinterest group of school buildings. According to Yin (2009) the ability of the surveyas a sole strategy to investigate the context is limited. Depending on the survey as asole strategy can restrict the research on subjective sources.Hence, the case study method was adopted as the overarching strategy to explorethe research and address the research questions jointly with questionnaire survey.First, because case studies enable researchers to investigate ‘how’ and ‘why’questions for developing specific situations. Second, they have the potential to dealwith subtleties and intricacies of complex phenomena (Denscome 2007). Thispotential comes from a strategic decision that restricts the range of studies infocusing on specific situations.The nature of this research is to explore and discover new activities and eventsand this can be only achieved through a case study approach (Creswell 2003).Furthermore, this approach is appropriate for developing a new perspective of thecontemporary set of events, which have been little investigated and addressed in
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the literature (Yin 2009). In the present research, since the multidisciplinaryimpacts of earthquake have been explored for the first time, the case studyapproach could be the best choice to conduct the research. According to the casestudy method, it should be exploratory and descriptive, not explanatory or casual.This is mainly because this research aims to explore and describe a real life eventin the way of managing risk and uncertainty, in order to build and expand thetheory and not to test it. Figure 4.6 displays the general research process adoptedin this thesis, addressing both qualitative and quantitative aspects of the study.
Figure 4.6 – Adopted research method procedure
4.8 Statistical AnalysisStatistics is a scientific language to describe information and communicate theresearch outcome in the quantifiable form of numerical information (Beins andMcCarthy 2012). Statistical analysis involves a set of mathematical techniques orprocesses for gathering, describing, organizing and interpreting numerical data.Since research often yields such quantitative data, statistics is a basic tool ofmeasurement of research. In this regard, various scales of measurement can beused to describe the data. Some data may be relatively raw, requiring informationabout categories in which observations fall. Other data are more mathematicallycomplex, allowing for more complicated algebraic manipulation. According toBeins and McCarthy (2012), the selection of a descriptive statistics tool should bemade in accordance with the underlying mathematical properties of theinformation that is being reported. In this case, various scales of measurement canbe applied, such as nominal, ordinal, interval and ratio. However, depending onhow data are described, categorized and formatted, the perceptual theory can be
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changed. In other words, the scale of measurement can influence the way in whichstatistics are used. The more meaningful reporting statistics are, the more effectiveresearch the outcome will be. Therefore, utmost care must be given to descriptivestatistics as it portrays the picture of outcomes derived from research.
4.8.1 Computer ProgrammingOne of the objectives of this research is to examine the application of AI in order toimprove the process of seismic risk assessment. Computer-based analysis is aquantitative means of research that allows the researcher to process, combine,summarize and convert data into usable information. In this regard, severalprogramming software packages were examined for the use of research. The mainpackages utilized in this research can be categorized as follows:
 Origin Pro®, SPSS®, Excel® were used for statistical data processing, analysisand visualizing (scientific charting).
 MATLAB® as high performance programming language was used for theautomated reasoning process (inference engine) and simulating purpose.
4.9 Adopted Data Collection MethodThe choice of the data collection method is primarily affected by the resourcesavailable for the research. However, other constraints such as strategy and type ofdata determine the selection process (Fellow & Liu 2003; Dawson 2007). A quicklook at the research indicates that seismic risk management contains a mixed ofqualitative and quantitative information, while the majority of this information canbe processed and presented in numerical format. Hence, the research aims todevelop a seismic risk evaluation system by the means of quantitative approach.Furthermore, the proposed system is essentially set up to work with the sort ofinformation scaled, presented and stored in numerical format. Therefore, the datacollection method must be quantitative in nature to fit within the overall researchmethodology.In this regard, an extensive literature review of potential approaches wasperformed before the survey in order to obtain the required backgroundinformation in the context of earthquakes. A large amount of disaster reports and
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case studies were examined with two aims. The first was to identify the risk factorspossibly involved in the earthquake loss process in term of physical andsocioeconomic effects, and to determine the range of impacts (reduce or increase)on the urban area. The second aim was to establish the causal relationship withinrisk factors and to classify them in different categories. In this regard, there is arelatively comprehensive stock of studies conducted in various disciplines of theearthquake context. For example, the World Bank, UNDP along with FEMA haveaddressed standard reports and procedures about previous and recentearthquakes which was implemented within the research.In this light, the questionnaire format is preferred as it provides an unbiasedstandard measure and is consistent for all respondents. A questionnaire surveywas conducted in summer 2013 from the experts involved in seismic riskmanagement. The questionnaire form is available in Appendix A. In total, 80experts was asked to participate from which 51 completed survey questionnaireswere obtained (3 incomplete).According to the proposed structure of seismic risk, a survey questionnaire wasdesigned and formulated in six sections. In order to extract the knowledge fromexperts, a five-grades scale was used for each attribute within the questionnaire.The purpose of this questionnaire is to frame the importance of the risk factorsusing expert opinions as an input source for rule-base design.
4.9.1 Survey Data ProcessingElicitation of expert knowledge is critical for the judgment process, since it isassociated with varying degree of belief or levels of confidence. Generally, basicstatistical approaches such as mean and geometric mean have been the primarytools for aggregating expert opinions. However, theses methods have limitedability to handle the uncertainties involved within experts’ aggregation process.Bardossy et al. (1993) suggested that expert opinions should be representedthrough fuzzy numbers. The fuzzy aggregation method has been widelyimplemented in multicriteria problems that require consistency and consensusamong experts. Several methods were used to aggregate various opinions based onthe similarity aggregation method (Lee 1999; Hsu and Chen 1996; Deng et al.
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2011); while the notion of them all based on similarity between expert opinionswhich can be represented by fuzzy sets. The individual opinion with the mostsimilarity with the others is considered as a more credible judgment and thusreceives higher impact factors than other inconsistent opinions in a group.Sharing this idea, both confidence levels and similarities were taken into accountfor processing the survey data. The confidence levels of expert can be evaluatedthrough skills and experience levels. More experienced experts mean more skillsand receive a higher expert index. Respondents were classified in three groupsbased on their experience, including 14 people 5 - 10 years of experience, 26people with 10 - 15 years of experience, and 8 individuals with over 15 years ofexperience. Accordingly, a confidence index was assigned to each group of expertsas shown within Table 4.4.Table 4.4 - Summary of expert confidence index based on experience
Expert Group Expert No. Percentile Experience Expert Index
EG-1 14 29 5 < E < 10 0.166
EG-2 26 54 10 < E < 15 0.333
EG-3 8 17 15 < E 0.5
Expert opinions about the seismic risk factors and the summary of the opinionsaggregation process is available in Appendix B.
4.10 Adopted Research SamplingDifferent sampling techniques have been discussed earlier in this chapter. Acombination of random and purposive sampling was framed because the differentform of data as well as mixed strategy (qualitative and quantitative) involved inthis research. Statistical analysis requires a broad range of attributes to establish aratio scale. The ratio scale provides the widest range of flexibility in terms ofreporting descriptive statistics (Beins & McCarthy 2012). In this regard variousattributes were selected according to criticality, intensity, geography, typology andextreme cases to develop a comprehensive representation of whole populations.Alternatively, random sampling was used to cover the domain intervals and fulfilthe normality requirements of the system.
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Purposive sampling is a prime choice for qualitative research, entailing a smallnumber of samples to characterize attributes within the context. According toGraham (2000) and Denscomb (2007), choice of events or people for inclusion inthe sample tends to be on the basis of small-sized purposive sampling. Thuspurposive sampling was applied through a questionnaire survey. Throughout thesampling, a group of experts was chosen according to their skills, experience andknowledge around research problem.
4.11 SummaryThis chapter has presented the research methodology adopted for this study. Itfirst discussed the methodological concept of research, including the knowledgeinquiry and the strategy followed by potential methods for collecting data. Seismicrisk management requires consequence-based research, so inductive knowledgeinquiry can better describe the overall effect of the potential impacts. The mixedmethod research strategy was adopted because the problem is combination ofquantitative and qualitative information, and therefore required an appropriatemethod to consistently follow a logical process to develop the theory. The casestudy approach was chosen as an overarching strategy to explore the likelyimpacts of earthquakes and to heuristically conceptualize the causal relationshipwithin risk drivers. The data collected from the questionnaire survey as well asobservations, statistics, documents and reports from previous experiences inliterature collectively build the basis for the research development.
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Chapter 5: Fuzzy Modelling
5.1 IntroductionThis chapter provides the necessary background, definitions and terminology offuzzy sets, fuzzy logic and fuzzy expert systems in order to model seismic riskimpacts. Fuzzy modelling techniques, such as fuzzy set theory, fuzzy logic and fuzzyexpert systems are formal mathematical grounds to deal with vague and impreciseinformation. The fuzzy set theory is based on many valued logic that enables thehandling of vague concepts.Fuzzy logic works as a mathematical vehicle for the inference and reasoning ofambiguous statements by processing first-order linguistic uncertainties. The fuzzyexpert system is an extension of fuzzy set theory, which uses experts to map sets ofinputs to a set of outputs. The fuzzy expert system is a common use of fuzzy logic ina larger complex system. This chapter investigates its application in the complexdomain of seismic risk management.
5.2 Complex System ModellingDecision-making in real world problems is a complex human activity (Xiang et al1992). Models are mathematical abstractions of the real world, and thereby asimulation of a problem should portray as accurate as depiction of the truesituation as possible. An effective simulation requires understanding the purposeand restrictions of the prospective system. This is necessary in order to fit theappropriate tool to the problem (Shannon 1975).Complexity and uncertainty are two important dimensions in modelling processes,as shown in Figure 5.1. A complex system is composed of multiple subsystems thatare integrated through functional hierarchy. The integration of models, methods,and stakeholders’ concerns decides the complexity of the system. However,
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modelling a complex system requires the simplification of assumptions that couldpotentially import uncertainty into the simulation.According to Shannon (1975) simulation is an “imprecise” process requiring a highcalibre of perception that may not be available. Fuzzy modelling is an effective wayto handle complex systems by mimicking mind reasoning. In this process, humanreason approximates its behaviour, thereby maintaining only a genericunderstanding of the problem, as suggested in Zadeh’s principle (1965) ofincompatibility; complexity and ambiguity are correlated (Klir and Yuan 1995;Ross 2004).
Figure 5.1 – Uncertainty and complexity dimensions in system modelling(Ross 2004)In developing a fuzzy system, the methodology should correspond with the wayuncertainty and complexity are exhibited in the problem. Klir and Yuan (1995)suggest the three characteristics of uncertainty, credibility and complexity with theaim of maximising the fuzzy model’s usefulness. While uncertainty plays a crucialrole in maximising a system’s effectiveness, the interaction with the other twofactors is also significant in constructing a fuzzy system.Allowing more uncertainty in modelling may reduce complexity and increase thecredibility of outcomes (Ross 2004). In situations with little complexity oruncertainty (where systems can be described algorithmically with a precisedatabase), fuzzy systems are less efficient than conventional statistical approaches.However, the fuzzy systems provide a shallow understanding of a problem in thesystems with a little more complexity and uncertainty; ones exhibiting imprecision
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and ambiguity in their process, such as nonlinear systems. For very complexsystems, few imprecise numerical data are available. Fuzzy reasoning provides themost appropriate way to describe system behaviour by defining the approximaterelations between observed input and output situations which are mainly based ondeduction. Finally, for the most complex systems that require forms of learning dueto induction, or combinations of induction and deduction, more complexapproaches such as Bayesian theory and game theory may be applied (Ross 2004).
5.3 Fuzzy Set TheoryFuzzy set theory was proposed by Zadeh (1965) and provides a concept toaccommodate uncertainty and vagueness (fuzziness) as a means to model throughnatural language. The term “fuzzy” refers to the situation where no definedboundaries of a set exist (Chen and Hwang 1992). Fuzzy sets has the capability toexpress gradual transitions from membership to non-membership, as opposed toclassical sets where each element can only take either 1 (completely inside) or 0(completely outside) as indicated in Figure 5.2.
Figure 5.2 – Classical set vs. fuzzy setMost concepts in the real world are somewhat vague and imprecise. According toZimmerman (1991), two major issues may arise in factual modelling. First, realsituations are not crisp and deterministic enough to be described precisely.Second, a thorough description of a real system is either too complex or far moredetailed data than a human could ever recognize, understand and processsimultaneously. A fuzzy set not only “provides a meaningful and powerful
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representation of measurement uncertainties, but also a meaningfulrepresentation of vague concepts expressed in natural language” (Klir and Yuan1995). Many concepts in daily life are of this kind, such as 'class of experiencedengineers', 'class of tall men’, 'class of high-speed racing cars’, and 'cold/warm/hotwater’. Similarly, hot, warm and cold are vague concepts that cannot be describedprecisely since there is no clear boundary between each state.More complex concepts can be found in civil engineering and disastermanagement. For example, the state of damage within buildings has beencommonly described by two discrete values: survival or failure. Looking closer atthe problem, however, more states can be distinguished. It can be also noticed thatstate of damage is a continuous parameter, as opposed to being discrete. This kindof problem lacks crispness (or inherent fuzziness), causing uncertainties indetermining the clear levels of damage that hampers identifying the acceptablelevel of damage (Savage 1988; Adeli 1988). The uncertainty or vagueness indescribing the states of damage can be effectively captured through fuzzy numbers.The more overlap between adjacent grades (e.g. slight, moderate), the moreuncertainties in distinguishing each grade.Table 5.1 - Linguistic descriptions of damage levels (After Savage 1988)
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Mathematically, classical set theory (or crisp set) is based on two-valued logic. If Ais a subset of the universe of discourse U (A  U) that consists of elements x (x  U)then each element x is either a member of A (x  A) or not (x  A).In contrast, the fuzzy set theory is based on multi-valued logic that allows mappingof any values from the universe of discourse to a universal range of 0 to 1according to which grade of membership they belong to. Let A be a subset ofuniverse (A  U) and membership function µA defines the partial membershipfunction in a set. Unlike classical set that µ takes two values, in fuzzy set theory thedegree of membership of an element can be any value within the interval [0, 1]. Forinstance, if µ = 1 then the item is definitely a member of the set. Conversely, forµ=0, the element is definitely not a member of the set.For other membership values between 0 to 1 the values indicate partialmembership (or belief) that the element is a member of the set. For example, letset A as the universe of various concrete (sample) strengths (MPa):
A = [18, 20, 22, 24, 26, 28, 30, 32]In this case the xi represents the values of concrete strength. Fuzzy set A can berepresented in terms of its membership functions (Zadeh 1965); Dubios andParade 1985) :
(5.1)Where '___' is a delimiter that indicates the association of the membership valueand the symbols '+' ,'', ' ' denote the union of all elements of the fuzzysubset in the form of discrete and continuous respectively. Accordingly, amoderate concrete strength concrete may be expressed by the means of fuzzyterms as (Figure 5.3):'Moderate Concrete’ =
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Figure 5.3 - Classical and fuzzy representation of a ‘moderate strength’ stateFuzzy sets make it easier to develop solutions to problems in practice. The conceptof a linguistic variable transforms linguistic terms into numeric quantities whichcan be used for mathematical operations within a fuzzy system. This feature allowsa practitioner to model vague concepts by means of linguistic variables. Usingfuzzy sets not only facilitates capturing vague concepts, but it also allows a gradualtransition between states of linguistic variables, whereas in the classical set thistransition occurs abruptly and discretely. This gradual transition is a result ofusing linear (first-order) or non-linear membership functions. Thus, fuzzy sets caneffectively represent events in both continuous and discrete forms.
5.4 Fuzzy Aggregating OperatorsThe aggregation process in fuzzy sets is performed by a set of connectives oroperators. Various aggregation operators have been reported in the literature,covering a broad range of applications, from general to specific situations. Some ofthe most common operators are listed following (Chen and Hwang 1995;Zimmermann 1992).
5.4.1 Intersection (t-conorms)The intersection of two fuzzy sets A (µA) and B (µA) can be computed throughdifferent mathematical operations such as minimum and bounded difference, aswell as algebraic product. Each operator measures the different degree of ‘AND’ inthe decision space. Common operators belonging to the class of t-conorms (Upperbound is min) are categorised under intersection operators as indicated in thefollowing.
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Minimum: µS1 = min (µA , µB ) = µAB = µA  µB (5.2)
µS2 = min (µA , µA ) if max (µA , µA ) = 1 , else µS2 =0 (5.3)
Bounded difference: µS2 = max (0, µA + µB - µA . µB) (5.4)
µS3 = (5.5)
Algebraic Product: µS4 = µA . µB (5.6)
µS5 = (5.7)The above operators measure different degrees of ‘AND’ in the decision space. Inthis case, parametrized ‘Min’ operators such as Yager's and Dubios-Parad's can beused instead, as reported in Zimmermann (1992).
5.4.2 Union (t-norm)The compensatory max operator such as the bounded sum and algebraic sum arethree basic forms of union operator that allow some degree of compensation whenusing in the decision space. Common operators belonging to the class of t-norms(lower bound is max) are categorised under union operators as indicatedfollowing.
Maximum: µV1 = max (µA , µB ) = µAB = µA  µB (5.8)
µV2 = max (µA , µA ) if min (µA , µA ) = 1 , else µV2 =0 (5.9)
Bounded sum: µV3 = min(0 , µA + µB) (5.10)
µV4 = (5.11)
Algebraic sum: µV5 = µA + µB - µA . µB (5.12)
µV6 = (5.13)Likewise, the above operators measure different degrees of ‘OR’, and for specialcases, parameterized max operators such Yager's and Dubios-Parad's may be fitbetter. More detail is available in Zimmermann (1992).
5.4.3 Averaging OperatorsIntersection and union operators measure lower and upper bounds through‘logical AND’ and ‘logical OR’ in the decision space. However, when some course ofaction requires a compromised solution between two bounds those operators arenot applicable. These operators are known as ‘averaging’ or ‘compensatory’, and
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return the results between two bounds (greater than min and less that max). Someof the averaging operators are listed below:
µC1 = (5.14)
µC2 = (5.15)
µC3 = (5.16)
µC4 = (5.17)
µC3 = (5.18)The family of averaging operators provides a more flexible way to combine fuzzysets within extreme limits, within which ‘Min’ and ‘Max’ as shown in Figure 5.4.Operator
0 1Less restrictive operators Min Max SumProd Mean
ORANDAveraging operatorsType t-norms t-conorms
Figure 5.4 – Common aggregation operators (Larsen 2002; Zimmerman 1992)The advantage of averaging operators is in its flexibility to encompass a range ofoperators bounded between ‘Min’ and ‘Max’. Ordered weighted averaging (OWA)operators are well-known examples for averaging operators that havecompensatory behaviour.
5.4.4 Selection of Aggregation OperatorThe aggregation operation determines the way to approach fuzzy modelling. Sincethe use of operator is context sensitive, the aggregation operation reflects anattitude toward objectives. Thus, a meaningful assessment of operators requirescareful adoption of an aggregation operation (Dubios and Parade 1985; Munda1995).Aggregation operations in fuzzy decision-making are broad, including a number ofaggregation operators and connectives for the following situations: general andspecific, compensatory and non-compensatory, single-level and hierarchical (Chenand Hwang 1992), and cover a wide range from totally pessimistic through totallyoptimistic scales. The variety of aggregation operators stems from differences in
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problem aims, strategies, hypotheses, opinions and relevance (Kuncheva andKrishnapuram 1996).Selection of the aggregating operation is context-dependant. A straightforwardapproach for aggregating fuzzy sets is by applying the aggregating proceduresfrequently used in multicriteria decision theory and utility theory. According toZimmerman (1992), the operators must primarily have the sufficient axiomaticstrength to mathematically satisfy axioms and empirically represent systembehaviour. In addition, compensation and rigidity are important features thataccount for the contribution of all criteria into the model. Since a MCDM problemseeks for general consensus among experts, the aggregation operators must becompensatory to reflect a variety of attitudes in the overall result.The use of compensatory operators could lead to a compromised satisfactorysolution. For example, 'Min' and 'Max' are non-compensatory operators biasedtowards extreme limits (lowest, highest), and despite having numerical efficiency;they cannot be adapted for many situations. However, the combination of Min andMax allows for better compensation within the interval [0,1]. Rigidity also restrictsthe range of aggregation by reducing the strength of results in higher levels,irrespective of the magnitude of input sets (Sadiq et al 2010). For example, the‘Prod’ (Product operator) cannot be applied to a multilevel problem since eachaggregation step reduces the strength of results and distorts the overall decision.Nevertheless, there are a few number of operators that are able to model manysituations. Aggregation operators are context-specific; appropriate operatorsshould be adapted to efficiently fit particular context. In this case, someparameterised Yager’s operators can be useful, though it requires morecomputational and effort compared to min/max operators.Taking the above into the consideration, this study employs a combination ofcompensatory 'Min' (logical AND) and 'Max' (Logical OR) that allows a trade-offbetween two states. The aggregation procedure is known as 'generalization' anduses the 'Implication' operator, which is based upon 'the extension principle’. Thisprocedure offers more freedom in practice and covers more real-worldapplications.
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5.5 Fuzzy Expert SystemThe fuzzy expert system is a heuristic approach with concepts and operationsassociated with the fuzzy set theory and fuzzy logic that mimic human reasoning(Shaheen et al. 2009; Ross 2004). Because knowledge plays a key role in variouscomponents of expert systems, including acquisition, representation, processingand verification, the expert system is also known as the knowledge-based expertsystem (KBES).There are specific characteristics that distinguish the expert system fromconventional approaches as indicated in Table 5.2. High quality performance is asignificant feature of expert systems due to using narrow domain-specificknowledge. The speed of decision-making is an important factor particularly incritical situations such as emergency response and management (Negnevitsky2005).Table 5.2 - Comparison of expert system with conventional systems and humanexperts (Negnevitsky 2005)
Human experts Expert systems Conventional programs
 Use knowledge in theform of rules of thumbor heuristics to solveproblems in a narrowdomain.
 In a human brain,knowledge exists in acompiled form.
 Capable of explaining aline of reasoning andproviding the details.
 Use inexact reasoningand can deal withincomplete, uncertainand fuzzy information.
 Can make mistakeswhen information isincomplete or fuzzy.
 Enhance the quality ofproblem solving viayears of learning andpractical training. Thisprocess is slow,inefficient andexpensive.
 Process knowledgeexpressed in the form ofrules and use symbolicreasoning to solve problemsin a narrow domain.
 Provide a clear separationof knowledge from itsprocessing.
 Trace the rules fired duringa problem-solving sessionand explain how aparticular conclusion wasreached and why specificdata was needed.
 Permit inexact reasoningand can deal withincomplete, uncertain andfuzzy data.
 Can make mistakes whendata is incomplete or fuzzy
 Enhance the quality ofproblem solving by addingnew rules or adjusting old
 Ones in the knowledge base.When new knowledge isacquired, changes are easyto accomplish.
 Process data and usealgorithms, a series ofwell-defined operations,to solve generalnumerical problems.
 Do not separateknowledge from thecontrol structure toprocess this knowledge
 Do not explain how aparticular result wasobtained and why inputdata was needed.
 Work only on problemswhere data is completeand exact.
 Provide no solution at all,or a wrong one, whendata is incomplete orfuzzy.
 Enhance the quality ofproblem solving bychanging the programcode, which affects boththe knowledge and itsprocessing, makingchanges difficult.
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The transparency feature enhances the explanatory line of reasoning that allowsexperts to scan and review its reasoning and explain the corresponding decision.This ability enables users to effectively trace the rules fired during the inferenceprocess. Another important feature is that the knowledge base is separated fromits inference-processing unit. Mixing this knowledge could cause difficulties inreviewing and tracking the process if any change happens for either of them. Thisflexibility in expert system allows new knowledge to be incrementally added intothe existing knowledge base (Buchanan and Duda 1982). The heuristic feature ofexpert systems with regards to transparency and flexibility explains and track theaggregation process, collectively making it the best choice for processing thecomplex problem of seismic risk management.
5.5.1 Knowledge AcquisitionThe most significant task of developing a fuzzy expert system is in knowledge-base. Knowledge representation is critical in analysing and reviewing the problemand to find best possible solutions. Since the knowledge base may be obtainedfrom a variety of domains, inconsistencies may arise among different sources, gapsin domain knowledge, none-monolithic and fragmented knowledge. Usually,various types of knowledge are involved in developing an expert system. They are:Facts – Factual knowledge is the most primitive of all kinds of knowledge. It cancommonly be found within standards, handbooks, compilations, as with any otherengineering based properties established upon factual or experimental knowledge.Heuristic (judgment) – The mind tends to use previous experience to understand,judge new situations, or find shortcuts for them. This process is often known as“rule of thumb” or “heuristic knowledge”. Expert systems simulate the sameprocedure to guide reasoning as well as to reduce the search area for a solution(Negnevitsky 2005). Thus the quality of heuristic knowledge depends on theexperience, insight, understanding, relevance and homogeneity of participants.The engineering knowledge typically used in risk management (e.g. qualityinspections) is of this kind, exhibiting a wide range of variability.Algorithmic (procedural) – Based on calculus and algebra, algorithmic orprocedural knowledge uses numeric and non-numeric procedures for solvingproblems. Algorithms transform factual knowledge from one state to another. For
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example, the fundamental period is a key factor in obtaining the seismic designforce and potential response of a building which is subjected to an earthquake. Thealgorithm commonly used in codes of practice (FEMA 273; BHRC 2006) tocalculate the fundamental period (T) of a building is:T = Ct. H3/4 (5.19)Where ‘H’ refers the height of the building and Ct is a coefficient that variesaccording to the type of structure (e.g. 0.08 steel, 0.07 RC, 0.05 masonry; BHRC2006). In this research, this procedure is used for developing the site response.Control – Otherwise known as meta-knowledge, control manages the processing ofprevious types of knowledge in the KBES and is most commonly utilized incomplex multi-layer systems. Directing the appropriate source for domain-specificproblems and coordinating the priority and form of the knowledge gives KBES as ameans of explanation and reasoning.Traditionally, expert opinion has been the underlying source to construct the rule-base. However, procedure and control knowledge can be also used in certaindomains of engineering such as structural optimization (Adeli 1988). Nevertheless,the use and choice of knowledge depends on many considerations, such as extentof knowledge (narrow, closed), availability of experts, problem complexity, as wellas whether or not the knowledge can be specified through a conventionalalgorithm (Ortolano and Perman 1987).
5.5.2 Fuzzy Expert System StructureThe fuzzy modelling approach can be formulated in three separate steps (Zadeh1973) as shown in Figure 5.5. They are: defining the fuzzy variables alongnumerical variables (fuzzification); characterizing the relations between variableswithin the inference engine using IF-THEN rules; and translating the fuzzy resultsback into the crisp output (defuzzification).
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Figure 5.5 - Typical fuzzy expert system structureThe following sections briefly review the fundamentals of fuzzy logic andapproximate reasoning.
5.6 Fuzzy LogicAccording to Zadeh (1975), the term 'fuzzy logic' is an imprecise logical system inwhich truth-values are fuzzy subsets within unit intervals. Unlike the classical setwhich assumes that every statement is true or false, fuzzy logic propositions can bepartially true or false. The knowledge base in the fuzzy expert system is developedfrom factual information, algorithms, rules or heuristics collected from experts.Because much human knowledge is vague and imprecise in nature, it is importantto find a way to describe facts, rules and heuristics with some degree of certainty(Chang et al 1988). Fuzzy logic can be used as a mean to deal with vagueness andimprecision associated with the development of the knowledge-based expertsystem (KBES).In fuzzy logic, the compositional rule is the most common way to represent humanknowledge as a natural language (Ross 2004). Fuzzy logic formulates as acompositional rule of inference which is also referred to as fuzzy modes pones. Thesimplest form of modus pones is 'IF a THEN b', whereby ‘b’ is only true when ‘a’ istrue. Fuzzy modes pones can be presented in the following syllogism (Zadeh 1965;Chang et al 1988): Rule: IF X is A THEN Y is BFact: X is A*Reasoning conclusion: Y is B*
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Defuzzification
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Where X, Y are linguistic variables and A, B, A* is known, but B* is deducted fromcomposition rule of inference. The truth-value of the statement depends on thevalue of fuzzy set A which is presented in linguistic terms such as ‘False’, ‘PartiallyFalse’, ‘Partially True’ or ‘True’. This truth-value of a fuzzy set A (x) is defined bythe interval [0, 1] to represent uncertainty or degree of belief in predicting A. If arule's antecedent is determined as true, and the rule is activated, the rule is fired.Thus, every rule to some degree takes part in the reasoning process.In real world problems, most fuzzy systems contain more than one rule. Complexfuzzy rule-bases can be made up from several simple propositions. The process ofaggregating rules is performed using aggregation operators or connectives,including the conjunctive ‘AND’ and disconjunctive ‘OR’ which correspondsrespectively with min and max operators. In the context of risk assessment, forinstance, expert and heuristic knowledge can be adjoined making rule-base suchas:IF soil-quality is LOW AND quality is LOW THEN vulnerability is HIGHIF soil-quality is LOW AND quality is MEDIUM THEN vulnerability is MEDIUMIF ground shaking is HIGH AND quality is MEDIUM THEN vulnerability is HIGHIF ground shaking is V-HIGH AND quality is MEDIUM THEN vulnerability is V-HIGH
5.6.1 FuzzificationThe term “fuzzification” has two meanings: to find the fuzzy version of a crispinput, and to find grades of membership of linguistic values of a variablecorresponding to a scalar or fuzzy input (Selir and Buckley 2005). This studyfocuses on the first sense that implies on generating membership functions (MFs).Various forms of MFs which represent linguistic concepts can be used in fuzzy settheory. Triangular, trapezoidal and Gaussian are the most common forms of linear/non-linear membership functions shown in Figure 5.6.
Figure 5.6 – Various membership functions
1
TrapezoidTriangularGaussian
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The literature presents several methods to generate MFs on the basis of numericaldata. Amongst those are fuzzy clustering (Klir and Yuan 1995), parametricoptimization (Pedrycz and Gomide 1998), statistical distribution (Civanlar andTrussell 1986), vertical and horizontal methods (Pedrycz and Gomide 1998), andinterpolation and measurement theory (Chen and Otto 1995). The choice of MFs iscontext-specific and depends on the characteristics of the data.Karkowski and Mital (1986) recommend the number of MFs should be limitedbetween five and nine. Clearly, such low numbers of MFs may not adequatelypresent the knowledge required for modelling. As such, too many MFs may poseextra complexity in understanding and processing the model in practice. Thenumber and type of MFs are a context-dependant issue. To enhance modellingcapability, MFs must adequately justify the physical meaning of the original dataset. This can be achieved by transferring the milestone points into a scale that hassignificant impacts on the output variable. For example, to transfer pre-code andpost-code school buildings within the range of 1965-2002, the milestone points arethe dates that code was issued and enforced by the government in 1988 and 1993as indicated within Figure 5.7.
Figure 5.7 - Membership function for 'Code indicator' variableThe most powerful feature of MFs is allowing the conversion of crisp informationinto linguistic terms. This can be achieved by assigning the linguistic terms of thegrades of membership functions. To quantify various linguistic terms fordescribing the risk attributes, basic input parameters need to be grouped (orclustered) into the linguistic quantifiers such as very low (VL), low (L), medium(M), high (H) and extremely high (EH) and by assigning correspondingmembership functions (MFs) to the clustered data.
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The same linguistic scale can have different implicit meanings in varying contexts(Fayek and Sun 2001). To deal with this issue, membership functions can bedeveloped using different scales of measurement, such as ordinal, ratio andinterval scales. Depending on the context, characteristics and relationships withinthe universe of discourse, the measurement scale can be arranged for riskattributes.According to Lootsma (1997), humans can only process seven categories at most.Hence, it is often recommended that the number of linguistic terms should be inthe range of five to seven (Karwowski and Mital 1986). While too few terms maynot be adequate to represent the whole domain of the variable, too many termscould also cause difficulties in following steps (i.e. rule-base design). Therefore,five grades of membership were adopted in this study to express different riskattributes, unless the universe of discourse can be defined with fewer variables.For example, MFs for liquefaction susceptibility index was defined in three gradesof Low, Medium and High as shown in Figure 5.8.
Figure 5.8 - Membership function for 'Liquefaction susceptibility' variableAnother concern in a fuzzy representation of risk data is the shape of MFs. Thereare several forms of MFs reported in literature (Ross 2004; Karwowski and Mital1986). However, it is believed that the shape of MFs is not a controlling factor inengineering applications (Klir and Yuan 1995). According to the pilot studyconducted by Vahdat and Smith (2014b), it was demonstrated that the form of MFscould not significantly influence the inference process and distort the results asmuch as the number and location of the functions. No matter what type of riskdata, three of the most popular shapes (Triangular, Trapezoidal and Gaussian)functions were used for developing the MFs in the case study. Triangular and
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Trapezoidal functions have been broadly used in risk assessment (Min An et al.2006, 2007; Zeng et al. 2007) due to computational simplicity and descriptivepower. Gaussian functions were also used due to flexibility in presenting the realworld variation.
5.6.2 Fuzzy InferenceInference is the process of deducting from existing data. The inference process isperformed through aggregating several consequents to draw the overallconclusion. Klir and Yuan (1995) introduced various fuzzy inference methodsbased on linguistic rules, including the Mamdani and Sugeno systems. The formeris the most common method of inference that is addressed in the literature(Mamdani and Assilian 1975; Takagi and Sugeno 1985).A fuzzy system of multiple inputs and single output can be extended and modelledthrough an inference system. The Mamdani fuzzy system can be shown in the formof IF-THEN propositions:
(5.20)The Mamdani inference method of implication can be used for a set of disjunctiverules to aggregate output of ‘n’ rules, such as:µB(y) = Max [Min [µAi(x),. . . µAn(x), ]] (5.21)Equation 5.21, also called the implication operator, can be interpreted through agraphical example. A fuzzy inference process for the damage assessment of aconcrete beam is illustrated in Figure 5.9 using two rules, where the symbols A11,
A12 and A21, A22 refer to the first and second rule antecedent respectively.Similarly, symbols B1 and B2 represent the fuzzy consequents of the first andsecond rule. The minimum function in Eq. 5.21 fires the lowest valuecorresponding to A11, A12 as it is connected by a logical ‘AND’ operator. Theminimum inference truncates the membership function for the consequence ofeach rule. The truncated membership function for each rule is aggregated using‘OR’ operator as denoted within ‘Max’ function in Eq. 5.21. Thus the result is anenvelope of the truncated membership forms from each rule. If one wishes to findthe equivalent crisp value for aggregated fuzzy number, defuzzification can beperformed.
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Figure 5.9 - Graphical illustration of fuzzy inference system
5.6.3 DefuzzifiationDefuzzification is a numerical assessment of a fuzzy set. The fuzzy output extractedfrom the inference engine can be presented in the form of scalar or crisp number.Different methods have been reported in the literature that most of these have acommon principle in terms of concept (Klir and Yuan 1995; Siler and Buckley2005; Filev and Yager 1991). The most frequently used techniques are:
 Centre of Area (COA) or centroid. This technique calculates the centre of thearea under a combined fuzzy set using the first - order moment of the area
 Mean-of-Maxima (MOM). This technique computes the arithmetic mean of allvalues with maximum membership.
 Centre-of-Maxima (COM). This technique finds the arithmetic mean betweenthe highest and lowest values for which there is support.
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COA MOM COMFigure 5.10 – Common defuzzification method
Applying COA algorithm in the previous graphical example (Figure 5.10) to find thecentroid of the aggregated blue area, as shown in the conclusion graph by a redline (y* = 0.762).
5.7 Rule constructionRule construction or knowledge based development is a process where knowledgeand data are translated or codified into rules. Since the expert system processesthe reasoning based on its rules, the choice of ways to develop the rule-base is ofutmost importance. There are different situations where the combination ofexperts and data are used to construct the rule-base (Bardossy and Duckstein1995):
 The rule can be defined directly by the experts (known algorithm/structure)
 The rules can be evaluated by the experts, but updated using available data.
 The rules are not known explicitly, but the variables required to describe thesystem can be identified by the experts
 Only objective data (observation) are available, and rule-base should definethe interrelations between I/O of the data set through the procedureTheses situations define the way to simulate the data and expert knowledge intothe explicit rule-base as indicated in Table 5.3.
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Table 5.3 – Knowledge representation in fuzzy modelling
Model Case 1: Explicit
structure/Algorithmic
Case 2: Partially explicit
knowledge/empirical data
Case 3: Unknown
structure or knowledge
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neural net
There is a situation that the structure of data can be explicitly defined through analgorithm (Case 1). In this case, the algorithm describes the relationship betweenthe knowledge and information, leaving no data point outside of the domain.However, in many physical problems, the process cannot be described easilythrough mathematical expressions. In the other words, there is a small amount ofinformation which exists to develop an algorithmic relation, usually relying onobservable data and input-output features of the system which can be measured.For example, in estimating the 28-day strength of a concrete cube, observable dataare often used to develop strength-time algorithm. Alternatively, for the situationswhere data cannot be measured through conventional approaches, there are twopossibilities. First, the situations (Case 2) where knowledge is partially explicit bythe means of empirical data and observation (e.g. damage survey, clinical test).This case might be handled through a regression and standard curve-fittingtechnique to establish the (empirical) algorithm which describes it best.Second, there is no algorithm, structure or explicit knowledge available to guidethe description of the system objectively (Case 3). In this case, a heuristic
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knowledge can be used which is based on expert opinions and subjectivejudgments. Since the data are scattered irregularly around the domain, thissituation can be effectively described with the use of fuzzy modelling.In Cases 2 and 3, a set of observed data in the universe of discourse indicated bypatches (domain specific) describing the relationship between I/O variables withinthe models. These patches convey fuzziness and also express the I/O relationwhich can be modelled using the fuzzy system.The extent of the patches represent the ambiguity and imprecision in observationor expert judgments. Expert knowledge can be used where no information andstructure is available; while empirical knowledge or algorithms can only capture apre-defined behaviour of the system. For complex situations such as seismic riskmanagement (where kinds of information, algorithms and structures exists), acombination of data- and expert-driven knowledge types can significantly improvethe quality of the system. Moreover, this combination can explicitly addressspecific responses to certain areas, leaving freedom for data fitting in others(Bardossy and Duckstein 1995). Clearly, fuzzy modelling can be used for allsituations mentioned. Nevertheless, the best performance can be achieved insituations where no explicit knowledge, algorithms or observations are availablebecause the more ambiguity in knowledge, the more appropriate it is to bemodelled through fuzzy system. For this reason, in this study a combination ofexpert-driven and data-driven knowledge has been used to develop the rule-base.
5.8 Fuzzy Expert System as Rule PatchesGenerally, a simple fuzzy expert system is described by the set of rules that mapmultiple inputs to a single output. The rules denote the fuzzy relation or patch in X
x Y space as shown in Figure 5.11. Rules patches can be adjusted to cover decisionspace (f). Each rule relates the input-output capturing specific domain of thedecision.
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Figure 5.11 – Fuzzy rule patches cover the decision functionThe underlying concept of a fuzzy expert system is based on approximatereasoning and thus it can be used as universal approximator (Kosko 1994). Inother words, a fuzzy system R: XY can be employed to map a function f: XY bytaking appropriate rule patches.It is obvious that the more rule patches, the more specific and accurate the domainwill be. Reducing the rule patches size (selecting smaller intervals on X, Y) wouldlead to a more accurate approximation of ‘f ‘, though the number of rules wouldrise accordingly. Thus, when approximating a function, it is important to select anappropriate number of rules (or knowledge base), first to cover the whole domain,and second to easily define and handle the entire domain without losing anyinformation. One way to manage this issue is to organize the rules hierarchicallythrough the system (Pearl 1984) which is employed in this research.
5.9 Fuzzy Modelling in Complex DomainsReal world problems such as seismic risk assessment require many of variables formodelling. More variability in a system means more complexity in processing,requiring larger domain to address it. When an application moves from a simpledomain to complex one, the usual procedure having flat rules becomes infeasible(Torra 2002). As the number of variables increases in expert systems, the numberof rules to cover the decision space increases exponentially. For example, 10variables with 5 terms imply a set of almost 10 million rules. The problem ofdealing with such a large number of rules which grows exponentially with thenumber of variables is known as “rule explosion” or “curse of dimensionality”.
# Rule base
R1 IF µ(x) = L AND µ(y) = VH THEN f(x,y)=f1
R2 IF µ(x) = M AND µ(y) = H THEN f(x,y)=f2
R3 IF µ(x) = H AND µ(y) = M THEN f(x,y)=f3
R4 IF µ(x) = VH AND µ(y) = L THEN f(x,y)=f4
Patch
h
f
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The literature reports several ways to deal with this issue (Jamshidi 1997; Torra2002; Magdanela 2002). Some of the most relevant techniques are emphasized infollowing:
 Rule hierarchy: Rules are grouped into modules according to their roles in thesystem. Each module computes a partial solution, and these partial solutionsare thereafter used in subsequent modules to compute the final output of thesystem.
 Identification of functional relationship: For situations in which functionaldependencies can be identified between variables (i.e. algorithm data), theycan be used directly in the system instead of using rules to express them. Thisreduces the size of the rule base as there is a drop in the number of variables.
 Sensory fusion: This includes combining two or more variables to build a newinput variable to replace the original ones. A reduction in number of variablesyields a reduction of the number of rules.
 Interpolation: This method is useful for the situations where no rules available.In this case, the output of the system is interpolated from the outputs of thenearest points (Rules).A hierarchical fuzzy system is defined as a technique to solve problems with highlevels of complexity. This approach reduces the complexity of the system bystructuring the knowledge (Magdalena 2002). According to Magdalena: (2002)"the underlying idea is to cope with the complexity of a problem by applying somekind of decomposition that generates a hierarchy of lower complexity systems".Three different architectures for hierarchal fuzzy systems are shown in Figure5.12.Combining different levels in a hierarchy is a difficult task. Usually the levels of afuzzy system are selected based on their preference. It is a fact that the differentlevels of a hierarchy incorporate information which managed at different levels ofintelligence, abstraction, and time scale (Saridis 1983). Machine learning,optimisation and clustering are three ways of grouping rules and information inlarge systems which can be referred to literature (see Sayyarrodsari et al 1997;Klir and Yuan 1995) for more details.
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Figure 5.12 - Typical architecture for four variables (Torra 2002)This study uses a combination of methods to build a fuzzy expert system in orderto estimate seismic risk. Due to the complexity of the system and a number offactors involved in modelling, hierarchical structure of variables is initiallyadopted. The most influential variables are then chosen as input variables at firstlevel, the next most important variables are chosen as input variables at secondlevel, and so on. The output variable of each level is introduced as an input variableat the following level. For variables with an algorithm or function, the rule basewill be reduced accordingly. Furthermore, an influence diagram was used to groupthe variables within a family into a new module. In the case of missing orunavailable information in a survey or in the factual data, an interpolation will beapplied using nearest available points around unknown rules. The detail ofstructuring a hierarchy will be outlined in Chapter 6.
5.10 The Utility and Limitation of Fuzzy ModellingSeveral benefits derive from the application of the fuzzy modelling in knowledgebased context as noted below (Cox, 1999; Turban and Aronson, 2000; Ross 2004).First, this applies to situations involved with complex systems requiring human orlarge computational power. Universal approximation has been addressed as amajor strength of the fuzzy system for modelling a system's behaviour. Improvedcomputational power of expert systems in performing and encoding of knowledgeallow experts to understand and manage complex problem very quickly, where noanalytical function or numerical relation exists. Complex systems usually involvehuman-related situations such as social, economical or political systems in which
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several input and output information may not be systematically captured andmanaged through conventional analytical approaches. Moreover, the relationshipbetween multiple inputs and outputs of such systems could be difficult tounderstand, though it is often perceived through analysis of cause and effect.Second, it applies for situations where an approximate but quick solution isexpected. Fuzzy systems are appropriate for modelling more conventional systemswhere precise solutions are not warranted. According to Ross (2004):“An approximate, but fast solution can be useful in making preliminarydesign decisions or as an initial estimate in a more accurate numericaltechnique to save computational costs or in the myriad of situationswhere the inputs to a problem are vague, ambiguous, or not known atall.”Examples of approximate evaluations occur in real life where exact solutions arenot necessary or are compromised by imprecise knowledge. Hence, fuzzy systemsare ideal for the real-life situations where human perception plays a major role indecision-making.Third, it is relevant for situations where a significant amount of uncertainties isinvolved. Having acknowledged the distinction between ‘modelling the system’ and‘modelling the uncertainty’, a fuzzy system has great potential for undertakingboth. According to Ross (2004): “the primary benefit of fuzzy systems theory is toapproximate system behaviour where analytic functions or numerical relations donot exist”. The systems whose outputs are not sensitive to changes in the inputsare recognized as a robust system because the uncertainties involved in bothinputs and outputs are essentially employed in developing the system structureitself; while in conventional systems, models need to be developed based on the setof statistical assumptions and then uncertainties of the mathematical abstractionhave to be captured accordingly. Theoretically, the mathematical modelling of suchan abstract system and the subsequent uncertainty modelling may not beunreasonable, but it might carry unpredictable results and hence it could misleadthe decision-making process.Nevertheless, the fuzzy system has been criticized as a shallow concept since itfollows an inductive approach for reasoning and infers theoretically from general
Chapter 5: Fuzzy Modelling 123
to particular (top-down approach). Inductive reasoning might imply a shallowconcept due to the use of underlying knowledge for predicting the behaviour in themodels. The fuzzy approach was also criticized due to its reliance on humanknowledge, linguistic expression and experience as a sources of uncertainty,whereas deductive reasoning models are developed based on the data which canbe observed or generated by nature (Arciszewski et al. 2003). Moreover, fuzzysystems might be constrained to ‘domain-specific knowledge’ rather than ‘generalproblem-solving’ approaches. The greater knowledge base the problem has, themore possibility there is for it to be effectively modelled through a fuzzy system.Therefore, a combination of expert-driven knowledge and data-driven knowledgecan significantly address and improve the intrinsic shortcomings of expertsystems.
5.11 SummaryFuzzy modelling provides an effective strategy for capturing and processinguncertain data often involved with seismic risk assessment. The use of expertsystem assists decision makers to overcome difficulties in risk modelling, such asthe quantification of uncertainty, nonlinearity within variables and the lack ofhistorical data. Moreover, fuzzy modelling offers a meaningful characterizing theuncertainty of input/output and draw conclusions using uncertain information.Various forms of knowledge (i.e. facts, heuristic knowledge and algorithms) can beexpressed through compositional IF-THEN rules. Thus, both linguistic andnumerical forms of data can be processed and reviewed on a common framework.The advantage of fuzzy modelling is in reducing the dependency on historical data.Unlike conventional systems that rely on high quality information, a fuzzy expertsystem can be alternatively developed where no precise statistics are available.There are some situations in which algorithms, structures or explicit knowledge(empirical, observation) are available and thus it can be effectively simulatedthrough classical sets. However, in complex systems where knowledge is partiallyexplicit or not clearly definable through empirical methods, the fuzzy expertsystem can be more effective than conventional methods. In this case thecombination of data-driven and expert-driven knowledge can be devised toachieve the best performance.
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Chapter 6: Data Collection
6.1 IntroductionThis chapter explores the necessary information required to develop the KBES,including risk criteria and alternative projects, which are outlined in two parts.First, the general characteristics of retrofitting school buildings in Iran werereviewed in terms of size, type and material. Second, the potential impacts of anearthquake were assessed and classified in different categories using a hierarchicalrisk structure (risk tree) consistent with geography, seismology and typology ofbuildings in Iran. The information about alternatives and criteria collectively formthe prerequisite structure for developing the KBES and has been already publishedin detail by Vahdat and Smith (2014) and Vahdat et al. (2014a).
6.2 Characteristics of School Buildings in IranDeveloping a risk-based management model should be conducted with respect toregional characteristics since school buildings might vary greatly in size,population, resources and technical specification. A model designed for certainregions may not sufficiently valid for others. For example, a risk managementmodel within mid-rise schools in highly populated cities like New York cannot beprescribed for seismic-prone California. Thus, developing a model requiresaddressing the multidimensional aspects of a school to identify the proxy ofbuildings carrying the most critical factors, and to design the case studyaccordingly.Given the diversity of material, types and forms of school buildings in Iran, majorcharacteristics can be selected. Understanding the general characteristics of theschool of interest is crucial as it helps to figure out the dominant issues andfacilitates risk identification. Building vulnerability is one of the most critical
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factors that vary among existing buildings in Iran. Scanning the schools databasereveals those Iranian school buildings have certain features in term of seismicity,material, structure types, forms (plan), population and stories. These elements arebriefly outlined in the following sections.
6.2.1 Seismic Hazard Levels in SchoolSchool buildings may be exposed to different levels of seismic hazard; though thehistorical records (SRO 2010) show that more than 80% of school buildings aresubject to high to very high intensity earthquakes (M7 – M9) and more than 95%of the schools are exposed to earthquake with magnitude over 6 (> M6). Thedistribution of school buildings exposed to different degree of seismic hazard isshown within Table 6.1.Table 6.1 - Distribution of the schools exposed to various levels of seismic hazard(NSI 2010)Hazard Level Intensity (PGA) No# PercentageLow 0.20g 221 0.91Moderate 0.25g 4134 16.93High 0.30g 16483 67.52Very high 0.35g 3573 14.64Total 24,411 100.0
6.2.2 Building ClassesBuilding size and typology play significant role in evaluating the seismicperformance of a building. As indicated in Figure 6.1, the overall population of theschools indicates predominantly low rise buildings with 86% with one storey and10% with two storeys. Nevertheless, the structures and material employed inbuildings varied between five categories, comprising of steel, concrete, masonry,adobe and other as shown in Figure 6.2. Masonry and steel structures are the mostcommon type of the buildings over the country, consisting of 89% and 8%respectively. The potential susceptibility and frequency of out-dated masonryschools necessitate the urgent need for managing such a large group.
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Figure 6.1 – The number of storey number among masonry schools of country(SRO 2011)
Figure 6.2 – Review of the common material (structure type) within school country(SRO 2011)
6.2.3 Construction TimeMost of public school buildings in Iran were built according to a previous seismiccode, which is now out-dated. Hence, understanding the construction date isimportant in order to effectively estimate the seismic performance of buildings.Generally the school buildings that have been constructed before regulation andenforcement of new modern codes have a higher risk of damage.With regard to Iran, the first seismic code was released and issued for constructionin 1991 following the previous year’s Gilan-Manjil destructive earthquake in thenorth of Iran. The newer versions of the seismic code were released in 2000 and
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2006 respectively. Hence, there are still some newly-built schools that fail toconform to new versions or to which the standards were not enforced duringconstruction. The overall distribution of key construction dates reveal that morethan 95% of public schools have been constructed before 1991 and probably needappropriate actions to confront earthquake risk (Figure 6.3).
Figure 6.3 – Distribution of school buildings according to construction time(SRO 2011)
6.2.4 Building Forms and IrregularitiesIrregularities in the building’s plan and height can significantly affect the seismicvulnerability of a building. Setbacks in the plan or the height are commonirregularities that affect the performance of existing buildings. Buildings withdecent lateral-load resistance in only one direction, as well as buildings with majorstiffness eccentricities in the lateral force-resisting system, for instance, can beseverely damaged as a consequence of torsion around the vertical axis (FEMA1542002).Reviewing the typical plans of school buildings indicates the fact that most of theschools had been built based on two or three template plans. One possible sort ofdamage that occurs in such buildings can be caused due to vertical discontinuities,pounding effects and irregular configurations. While the major issue in schoolbuilding has been identified as the lack of integrity in load carrying system (URM,RM), no major irregularities were observed in the schools in rural areas.Furthermore, most of the schools have been located independently, thus there
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being no need to compare the potential for pounding effects. The vast majority ofschools were constructed in the form of low-rise style from one to three floors.Typical sample forms of school buildings are illustrated in Figure 6.4.
1 Storey school (4 - 8 Classrooms)
2 Storey school (10 - 16 Classrooms)
3 Storey school (18 - 24 Classrooms)Figure 6.4 – Typical forms of school buildings in Iran
6.3 Selection of AlternativesHaving identified the major characteristics of the schools, alternative projects canbe now selected. These retrofitting projects are as part of live ‘SchoolRehabilitation Programme’ ongoing in 24 provinces of Iran by Ministry ofEducation. Primary information regarding the schools (material, forms, structure,age) was collected through surveys, which have been conducted in the local groupof experts in each province and documented through the online repository
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database. The initial data were then verified and processed in rehabilitation office.Potential vulnerable schools are then identified and approved for further detailedinvestigation by nominating consultants who are qualified and accredited forretrofitting studies. A total of 66 retrofitting school projects was selected out of the185 available projects. This group of projects covers 15 provinces of the countryand technically covers more than 90% of the variation in building forms, material,seismicity, structure and population. Sample distribution of the selected projectshas been illustrated in Figure 6.5. Detailed characteristics of schools inventory areavailable within Appendix C.
Figure 6.5 - Characteristics status of the selected schools
6.4 Risk IdentificationIdentifying, quantifying and analysing the impacts of earthquakes are all crucial indeveloping a case study. Earthquakes can potentially cause various impacts onpopulation, communities, the built environment (infrastructure, utilities, andlifeline), as well as economic activities and services. Based on these effects, the
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elements at risk can be classified in different categories as shown in Figure 6.6.Regardless of the direct effects that might occur following an earthquake, there aremany other indirect impacts that are the product of interaction between thedisaster system, the socioeconomic system and the built environment.This thesis focuses on the major quantifiable impacts that might affect the publicnetwork of schools. Other intangible impacts such as cultural, historical andpolitical impacts were disregarded. The framework of impacts considered a way toreflect the major concerns that are prevalent in the geography, topography andtypology of schools in Iran. For example, a hazard may cause specific impacts onprone coastal cities (i.e. as tsunami, seiches) and mountainous cities (i.e. rock fall,avalanches) but these may not be applicable to the geography of Iran. Thefollowing sections will address the most relevant impacts of earthquakes thatcould possibly interact with the schools of Iran.
Figure 6.6 - Classification of earthquake general Impacts
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6.5 Seismic HazardA seismic hazard can be exhibited by the variousimpacts on an urban area that may vary based ongeological and geographical conditions as shown inFigure 6.7. Earthquake hazard might be exhibited indifferent forms including ground shaking, fault rupture,ground failure due to liquefaction and landslide,collateral or secondary hazards such as fire, avalanche,flood due to dam failure, unequal settlements, pipelineexplosions and environmental pollution.Alternatively, seismic hazards on coastal cities,seashores and islands can result in tsunamis andseiches. Primary damage to structural and non-structural elements can be the result of fault ruptureand ground shaking. Loss of life, injury, cost ofrehabilitation and reconstruction are the primary lossesthat might occur immediately after an earthquake.Long-term socioeconomic loss of earthquake can beexperienced in cities through business interruption,unemployment, loss of market, etc.Every region may potentially be exposed to specifickinds of hazard according to its site characteristics and topographical situation,among other factors. The most common seismic-induced hazards are brieflyaddressed in the following sections.
6.5.1 Ground Shaking HazardGenerally, for a given site and distance from an earthquake source, ground shakingseverity is directly proportional to the magnitude of the earthquake (Rojhan1994). Thus the greater magnitude of an earthquake, the more severe groundshaking will be.Technically, seismologists address an earthquake with its ground motioncharacteristics, including amplitude, frequency content and duration. Groundshaking amplitude is normally expressed in terms of peak ground acceleration
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Figure 6.7 - EarthquakeLoss Process, SSC(1999)
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(PGA), velocity (PGV) and, in some cases, displacement using seismicaccelerograms. Miyakoshi et al. (1997) calculated the distribution of PGV of strongmotions during the Kobe earthquake (1995) and developed a damage ratio of low-rise buildings as functions of PGV.Seismic hazard is often expressed in terms of PGA through hazard maprepresenting the annual exceedance probabilities for the full range of damagingground motions (Kiremidjan et al. 1997). PGA refers to the maximum horizontalacceleration while in some cases it can also denote the vertical accelerations. Forexample, a PGA 0.3g means that maximum horizontal acceleration is 30% of theearth’s gravity. Records of past PGA are a major source for developing seismichazard maps.
6.5.2 Seismic Intensity ScaleApart from instrumental methods to measure the PGA, there are many intensityscales in which earthquake damage can be measured subjectively. For example, theEuropean Macro-seismic-Scale (EMS) (formerly known as MSK scale), as well asthe Mercalli Modified Intensity (MMI) scale, is the most widely used measurementsin many countries. While descriptive scales are a useful metric for earthquakeeffects, the conversion between scales has been a great concern. In general,intensity scales based on observed damage or perceptions could potentiallyassociate with great uncertainty that could not be effectively addressed through acommon probabilistic approach. The main issue is that there is no distinctionbetween grades, and instead of a clear number, a range of damage often refers toeach grade. Empirically, there is a correlation between intensity scales and PGA,which has been often described on a logarithmic scale. An update in observeddamage could change the correlation, and subsequently the conversion scale mightvary temporally and spatially. A sample conversion scale between PGA and MMIscale is shown in Table 6.2. (see Appendix E for more details)Table 6.2 - Conversion between intensity scales (Fahmi and Malkawi 1998)
PGA MMI Magnitude(M) Damage state
0.005 - 0.01 IV-V 3.4 - 4 Negligible
0.011 - 0.05 V-VI 4.0 - 4.6 Minor
0.051 - 0.15 VI-VII 4.6 - 5.3 Moderate
0.151 - 0.30 VII-VIII 5.3 - 5.8 Strong
0.301 - 0.50 VIII-IX 5.8 - 7.0 Major
> 0.5 > X > 7 Extreme
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6.5.3 Earthquake MagnitudeMagnitude is an objective attribute that indicates the relative size of earthquakes.Magnitude is defined based on the maximum ground shaking and can be recordedby seismographs. Unlike intensity scales, which vary spatially from the earthquakesource, magnitude is an inherent characteristic of an earthquake. Ground shakingcan be very strong if it is close to the fault while it attenuates or decreases withdistance from the fault.Attenuation of the earthquakes depends on the magnitude and geology of theregion (SSC 1999). The most commonly-used measure of local magnitude (ML) iscommonly referred as the “Richter scale”. In this study, all earthquake magnitudesare reported as an “M” followed by a value (e.g. M7, M5.5). Since earthquakemagnitude is measured using a logarithmic scale, the intervals between eachnumber can vary exponentially. For example, the difference between earthquakemagnitude of seven to eight is much more severe than the earthquake magnitudebetween two and three. Statistically, the average occurrence of earthquakes peryear follows a logarithmic scale of magnitude (Table 6.3). It follows thatearthquakes with higher magnitudes rarely occur compared to medium and lowmagnitude earthquakes.Table 6.3 – Annual number of earthquakes worldwide (After Broth and Key 1998)
Magnitude
(Ms)
Average Occurrence
N per year >Ms Log (occurrence)
M8
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M3
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1.3
2.3
3.5
4.2
5.0Considering the above graph, there is a correlation between PGA and earthquakeprobability, which can be developed, based on historical data analysis (Ghosh2000). The empirical relation for earthquake recurrence was proposed byGutenburg and Richter (1954), which has been used as the underlying algorithmfor estimating earthquake occurrence in probabilistic risk assessment:
Log N = a – b.M (6.1)Where a, b are constant and N is number of earthquakes of a given magnitude M orlarger per unit time.
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6.5.4 Closeness to Active FaultAccording to EuroCode-8 (2012), "peak values of the ground motion parameters(PGA) are not good descriptors of the severity of an earthquake and of its possibleconsequences on construction". Hence, a more realistic strategy is to describeseismic hazards based on the extent of proximity with fault ruptures. Faultruptures can cause damage to the buildings and infrastructure locatedimmediately over simple fault breaks, and also to structures situated in alluvialsurficial deposits (ATC-13 1985). The severity of ground shaking generally reduceswith distance from the ruptured fault; however, other factors contribute to localvariations in ground shaking, such as soil condition, which can amplitude theground shaking even more strongly than the epicentre. Sample attenuation curvessuggested by EuroCode-8 (2012) are illustrated in Figure 6.8.
Figure 6.8 - Attenuation curves suggested by EuroCode-8Empirically, since attenuation patterns vary from place to place, the geologicalcharacteristics along historical records should be accommodated to develop arelation for a region of interest. Chandra et al. (1979) analysed twelve earthquakesin different parts of Iran and accordingly proposed an empirical relation whichhave been used in the case study to estimate the intensity:
I(R) = I0 + 6.453 - 0.00121 R - 4.96 log (R+ 20) (R<120 Km) (6.2)Where I(R) is the intensity at the distance R from the epicentre. This relationshows that attenuation is quite sensitive to the selection of epicentral intensities,I0. The graphical form of relation is shown in Figure 6.9.
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Figure 6.9 - Attenuation curve for Iran based on 12 earthquakes (Chandra 1979)Depends on how far a building is from a fault (as a source of energy), differentranges of intensity may be felt and measured, implying the subjectivity inherent inthis concept. Therefore, a factor that accounts for the close proximity of a structureto a fault should be accommodated within a risk assessment framework.
6.5.5 Soil Condition (Site response)Soil condition includes poor ground such as loose sands, sensitive clays, and somelightly cemented sands, all of which can be a major source of damage during anearthquake and can significantly amplify its magnitude. Following the 1989 LomaPrieta earthquake, damage patterns occurred in the San Francisco region wherethe PGA amplified 2-4 times over adjacent rock sites. Similar site amplificationoccurred in Mexico City earthquake (Michoacan, 1985), which exhibited anextreme damage pattern due to the local soil condition. Input PGA, which is lessthan 0.4g in the rock, was amplified almost five times on the soft clay, causingdisastrous effects on structures close to the site (Finn et al. 1988).Site amplification has been commonly addressed in most seismic codes as afunction of shear wave velocity. Codes in the US (UBC 2003) and Iran (BHRC 2007)use four site categories based on soil profile and shear wave velocity. According toTucker et al. (1998), the response of soil sites subject to ground motion isessentially elastic, and therefore controlled by site period. When the fundamentalperiod of a site coincides with the dominant period of buildings, the motion inbuildings can be amplified by two or more times (Rojhan 1993). Microzonation
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maps for different soil categories can build a distinct pattern of site response.Typical (normalized) spectral responses to different soil classes have beenaddressed in several codes such as US (UBC 2007), EuroCode-8 (2012) and Iran(BHRC 2006). It can be noticed that the response factor between in weakest soil(grade IV: soft moisture deposit) could propagate the earthquake more than twicethe extent of stiff soil (grade I) in any seismicity conditions. This confirms theimportance of soil layers in calculating the seismic hazard of a building.
6.5.6 Potential Soil Instabilities (geological hazards)Earthquakes can induce potential instabilities due to geotechnical andtopographical conditions. Previous experience shows that seismic inducedliquefaction and landslides could occur in the zones with unfavourable soilconditions or areas exhibiting slope instabilities. Hence, unstable areas are oftenmapped according to their susceptibilities. While sandy soil areas with highground water table along rivers and lakes are a primary target for liquefaction,mountainous and hilltop areas could be exposed to potential sliding and overallinstability or collapse. Sample soil instabilities that experienced in Turkey (Kacoli1999) and Mexico (Loma Prieta 1989) are shown in Figure 6.10.
Figure 6.10 - Liquefaction and sliding hazard in Kocaeli, (Turkey 1999) and LomaPrieta, (Mexico 1989)
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6.5.7 LiquefactionSince liquefaction-induced ground failure is a major cause of damage duringearthquakes, recognition of this hazard is critical in seismic risk management(Youd 1988). Several damages reported as a result of liquefaction during the 1999Kocaeli earthquake (Turkey) and 1964 Alaska (Saatcioglu et al. 2001). Sinceliquefaction occurs for a specific range of grain size, the potential ground failuredue to liquefaction can be assessed accordingly. Theoretically, soil is recognizedwith a potential hazard to liquefaction if the soil curve lies inside the critical rangeas indicated in Figure 6.11. According to the grain size, weight, texture and zonedepth, an appropriate stabilization scheme is usually prescribed in geotechnicalreports.
Figure 6.11 - Critical zone within the grain size susceptible to liquefaction(Finn 1972)For rapid assessment of liquefaction hazard, susceptibility maps can bealternatively used for assessing seismic prone areas. Liquefaction susceptibilitymap of Iran was provided by the IIEES (2006) and was used for this case study.The information clearly exhibits the zones with greatest liquefaction potential torange of earthquake occurrences (Tucker et al. 1994). The maps were compiledusing both geological, seismological and water table criteria. Although these mapsseem to be conservative in detailed procedure, they are precise enough for suchscreening and rapid risk assessment application.
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6.5.8 LandslideLandslides can potentially trigger catastrophic damage, particularly for structureslocated on a hillside slope where down slope movements occur. The slope ofsurface on which a landslide occurs might vary significantly from somewhat steepto almost horizontal. In addition, rainy seasons are a potential time for landslidesbecause the increase in moisture content of soils could reduce the stability in weaksoils. DRM (2004) defined a practical indicator to measure landslides andtopographical effects within a site. The sliding susceptibility of a building ismeasured based on its safety factor. Normally, for the site with slope of more than15%, the overall stability and safety factor (SF) needs to be checked. ATC-13(1985) suggests the correlation between slope and PGA for the range of soilcharacteristics (e.g. c,  ,  ) that could potentially fail when subjected to criticalacceleration, as indicated in Figure 6.12.
Figure 6.12 - Correlation between slope angle and PGA (ATC-13 1985)This kind of ground failure can be exacerbated if the building foundation was laidon different levels. In the zone with complex geotechnical situations, particularlywith loose cohesiveness layers and high ground water table, a detailedgeotechnical investigation might be necessary.
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6.6 VulnerabilityVulnerability assessments are crucial to manage and to minimize seismic risk.Planning for disaster management and retrofitting programmes requirequantifying the potential impacts on built environments, such as information aboutthe extent of damage in past earthquakes. Decisions regarding the seismicretrofitting of existing schools require consideration of both physical andsocioeconomic damage that buildings may suffer due to an earthquake. Estimatingthe physical damage of buildings can be performed by evaluating the seismicperformance of building components, hence they could vary based on structuralcharacteristics of buildings such as types, material, class and typology. A selectionof major vulnerability factors that been addressed in the code are listed in Table6.4.Table 6.4 - Major vulnerability factors used in different codes of practice
Ty
pe Factor description Proposed
Screening Codes Detailed design Codes
FEMA
154 NRC NZS HAZUS EuroCode8
FEMA
310/SSC
St
ru
ct
ur
al
Structural type Y Y Y Y Y Y Y
Building Height Y N Y N Y N Y
Diaphragm Integrity - - - Y - N N
Weak /Soft Storey * - - - - Y Y
Redundancy/Stability - - - - - Y Y
Irregularities/Torsion * - - - - Y Y
Short Column/Spandrel * - - - - Y Y
Occupancy
Load/Population Y Y Y Y Y Y Y
Building use/Importance Y Y Y Y Y Y Y
Visible crack/Settlement N - Y Y - N -
Sc
io
-e
co
no
m
ic
al
Occupancy
Load/Population Y Y Y Y Y Y Y
Deterioration/Mat.
Quality N - - - - Y -
Pounding/Adjacent
Building * N N Y Y Y N
Inventory /Asset loss Y . - - Y - Y
Area of building Y Y - Y Y Y Y
Year of Construction Y Y Y Y Y Y Y
Financial cost - - - - Y - -
Y: Considered, N: not clearly considered, - : Not considered, * : Not applicable in present portfolio
NRC: National Research Canada, NZS: New Zealand Standard, SSC: Seismic Safety Commission
California
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The choice of factors depends on the application, precision and purpose of riskanalysis. Common factors addressed within screening codes (i.e. FEMA 154, NRC,NZS) emphasises on the overall safety of buildings, and this can be useful forprioritizing vulnerable buildings.Detailed structural factors focus deeply on building demand and performance thatis appropriate for detailed design phase. For example, FEMA 310 captures agreater extent of characteristics required within a detailed vulnerabilityassessment, though their application is limited to the availability and applicabilityof the information to the group of alternatives to be studied.With the aim to enhancing the safety protection of schools, this study uses criticalsocial indices (i.e. population load and density) along structural factors that arecommonly utilized within seismic codes. Most of these schools were eithermasonry or steel structures with infilled walls and no major quantifiableirregularities in a plan and height that could potentially distort the results.Generally, the factors described within the codes include median typologies ofbuildings for a generic condition and functionality. For specific buildings withlikely socioeconomic impacts, such as schools, particular attention should beregarded in the choice of factors. For example, schools with high occupancy loadsand larger areas are obviously more vulnerable to a disaster than a simpleresidential building.
6.6.1 Vulnerability ScaleVulnerability analysis is based on observation and statistics of past earthquakedamage. The effectiveness of application and reliability of observational damagedata relies on the scale implemented. The vulnerability scale reflects how differenttypes of buildings respond to likely earthquakes and present the extent of damagethey would probably suffer. Several scales of damage have been addressed by thecodes of practice covering ‘general’ and ‘standard' typologies of buildings for agiven area. A summary of major scales of damage is compared in Table 6.5.There is a noticeable difference between scales in screening codes and detailedcodes of practice. While FEMA 310, ATC-13 and SEAOC-95 suggest a greater five-grade scale of damage, screening codes like FEAM 154, NRC and HAZUS provide a
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simplified two or three points scale to measure the extent of damage. Obviously,the more grades in damage scale, the lower uncertainty that will be imported intothe process.Table 6.5 - Comparison between damage scales of different codes
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MSK 69 D1 D2 D3 D4
HAZUS
1999
Slight damage Moderate Extensive
FEMA 310 Immediate Occupancy damagecontrol
Life
safe
Limited
Safety
Collapse
prevention
FEMA 154
(ATC-21)
Safe require detailed investigation
NRC Safe Lowpriority
medium to high priority
(require detailed investigation)
ATC-13 Slight Light Moderate Heavy Major
SEOAC 95 Fullyoperational Operational
Life
safe
Near
Collapse
Collapse
Among these scales EMS-98 describes the vulnerability of buildings through asimple and straightforward process. The important difference between EMS-98and other scales of intensity lies in detailed commentaries which clearly addresstypes of buildings, degree of damage and quantitative characteristics of theexpression for various impacts of the earthquake (Sidorin 2010). This featureprovides a significant source of information that facilitates the process ofreasoning and increases the precision of the obtained results. The advantage ofEMS-98 to its predecessor MSK-67 is that it was developed based on a grade thatvaries continuously between typologies of buildings. Secondly, it suggests twobounds of possibility for each grade of vulnerability instead of presenting resultsdeterministically. A similar damage scale was used in this study for measuring thevulnerability as indicated in Appendix E.
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Other damage scales were specifically made for certain structural typologies orspecific procedures. For example, a seismic damage index was developed by Parkand Ange (1985) through an analytical procedure that was repeatedly used in theliterature to estimate the seismic demand of structures. Rosseto and Elnashai(2003) also proposed an empirical scale (HRC scale) that was homogenized for theRC structure using a rich database of 340000 RC structure and 99 post-earthquakedamage distributions observed in 19 earthquakes. Specific scales of damage wereavoided in this study as they either cover limited ranges or require detailedperformance analysis of structures. As a result, a five-grade scale of damage withinthe study was selected in such a way as to be consistent with existing codes ofpractice while it captures whole typologies and variations in extents of damagethat might occur for the environment of school buildings in Iran (Appendix D).
6.6.2 Vulnerability Classification SystemThe classification system is a major concern in estimating the vulnerability ofexisting buildings. Practically, a large-scale (macroseismic) analysis of a regionwith a great number of buildings is a difficult task. Buildings behave differentlywhen they subject to a likely earthquake. This is due to the diversity in buildingcharacteristics (i.e. typologies and material) that could cause different responses.A range of damage could possibly occur in a certain type of structure with the samematerial. For example, two identical types of buildings with the same materialcould possibly suffer disparate ranges of damage that vary based on location,usage, construction and engineering quality. Thus, in order to assign a uniquerange of damage for each type of structure, it is necessary to identify anddistinguish certain classes and categories of buildings that suffer similar damagepatterns.Various buildings can be classified according to their size and height (i.e. low-rise,mid-rise, high-rise), material (i.e. masonry, steel, concrete), age, engineering design(i.e. non-engineered, engineered) and construction quality. Record of damages inpast earthquakes is a major source for creating the damage pattern.Different buildings with the same observed vulnerability have been classified interms of likely damage and grouped into certain categories. For example, ATC-13
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(1985), developed 78 facility classes in terms of earthquake characteristics andsocial functions. For each class, a damage probability matrix (DPM) was addressedthat relates damage state to ground motion intensity (MMI). An updatedclassification version with reduced classes was used in HAZUS for estimating theloss within built environment and facilities in the US. While this method developedbased on ’standard‘ construction with ’simplified rules‘ (or modifier) for adjoiningdifferent DPM with engineering design and construction quality (Anagnos et al.1995), both reflecting US construction environments and may not be a trulyrepresentative of built environment in other countries.Table 6.6 - Building classes proposed by the code of practice
Category Proposed EMS-98 HAZUS 99 FEMA 154 NRCC 93
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(URM)
Unreinforced
Masonry
(URM)
Unreinforced
Masonry
(URM)
Simple stone
massive stone
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RM ReinforcedMasonry (RM)
RM+ S Deck RM+ S Deck RM + S Deck
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mod ERD
FRM (NO ERD) MRF MRF MRF
FRM + mod ERD SW SW SW
FRM + high ERD FRM+ INF W FRM+ INF W FRM+ INF W
N/A
W (No ERD) Precast FRM
W + mod ERD Precast Wall
W + high ERD
Steel
MRF
Steel structures
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N/A
Light FRM Light Metal Light FRM
FRM + SW FRM+SW FRM+SW
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W FRM+ INF W FRM+ INF W FRM+ INF W
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ERD : Earthquake Resistance Design W + mod ERD : Wall + moderate FRM + INF W : Frame
with Infilled wall ERD MRF: Moment Resistance Frame PC Deck: Precast Concrete Deck
SBF: Steel Braced Frame SW: Shear wallOn the other hand, the European Macroseismic Scale Ed-98 (Grünthal 1998)characterises vulnerability of 17 classes of buildings in 4 categories, focusingmainly on masonry classes. EMS-98 promoted its predecessor MSK-64 in terms ofexpert experiences and consistency with other intensity scales like MMI. EMS-98provides more diversity in building types and less complete in material, simplicity,
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consistency and robustness of approach which makes it suitable for generalapplication. Since the majority of buildings within the current research containsmasonry classes, this approach was adopted. Furthermore, the linguistic damagescale used within EMS-98 is completely consistent with build environment of casestudy (Iran) which predominated by masonry classes and can be effectivelymodelled through a fuzzy framework. EMS-98 classifies 14 typology of buildings infour categories in terms of material, type and construction quality. Screeningapproaches also employ certain typology of building in their procedures. FEMA154 and NRCC classify 15 typologies of the building in 5 and 4 categoriesrespectively. A summary of different building classes is indicated within Table 6.6.Each class of building represents a certain range of damage and hence correspondswith the specific damage function or fragility curve. In order to compare thevulnerability of each class of building, it is required to have unique damage indexrepresenting the range of damage in past earthquakes.
6.6.3 Date of Construction & QualityThe year of construction is important for assessing the vulnerability of existingbuildings in two aspects. First, structural conditions changes over time due tomaterial degradation, weather changes and long term settlement effects. Second,the quality of construction and engineering design has been improved over time.Hence, it is important to have an approximate year of construction to estimate thequality of engineering design and the technology of construction. Even somebuildings that were constructed in the early stages of the seismic code may notadequately conform to more recent codes. According to the survey conducted on agroup of buildings in New Zealand (by Dowrick and Rhoades 1997), the damageratio of more recent buildings (1970-1987) were found to be significantly betterthan those built in the pre-code era (pre 1970) as shown in Figure 6.13. Thesimilar results were obtained from a survey conducted in Armenia by Markaryanand Davidian (2000).
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Figure 6.13 - Variation of damage ratio in different construction era(Dowrick & Rhoades 1997)Therefore, the year of construction was also considered as a contributing indicatorof vulnerability as already addressed in both screening and detailed codes ofpractice (FEMA-154, FEMa 273 and CNRC).
6.6.4 Engineering PerformanceEngineering performance is a significant factor that contributes to the vulnerabilityassessment. Buildings with similar types, plans and materials could suffer adifferent range of damage based on the quality of construction and engineeringdesign. Engineering performance is a site-specific characteristic that requiressubjective field-based survey conducted by experts. The engineering performancecould also reflect the overall quality, integrity, stability and other on-site issuesthat may not be explicitly modelled along the other factors.In this study, engineering performance was determined by integrating bothconstruction and design quality. Design quality is can be addressed by the year ofconstruction and degree of conformity with the corresponding code. Even thenewly-built schools with low conformity to design codes may not reliably resist anearthquake. Conversely, the old schools that conform to its construction timedesign-code may behave better than the newly-built low-quality ones.
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6.6.5 Social VulnerabilitySocial vulnerability refers to groups of people exposed to earthquake risk. Thisfactor might be alternatively addressed through exposure. Due to vulnerability ofusers (students) and potential exposure (high occupancy load) in school buildings,social characteristics of schools have been highlighted separately through bothvulnerability and exposure factors. To address social vulnerability within schools,it is necessary to understand the distribution of users (e.g. age ranges) and howthese quantities vary within a day. This can also help to identify which groups ofschools are potentially more vulnerable. The operational hour is also a concernthat could increase social vulnerability since various educational institutions mightbe used in multiple purposes. Many institutions in Iran have an extra programmein their after-school hours, presenting additional courses and skills courses. Someof these might have been designated as earthquake shelters or could be used assummer accommodation for tourists. The generic operational hours of countryschools of Iran have been listed in Table 6.7.Table 6.7 - Comparison of educational institutions in Iran (NSI 2010)
Educational institution User age
Normal
service
Hours
Extra
service
Hours
Boarding
School
Hours
Private(chartered)
School Hours
Primary School
Middle school
High school
Pre-college school
Vocational School
Instructional college
6 - 11
11 - 14
14 - 19
17 - 19
16 - 20
18 - 22
6 - 8
6 - 8
8 - 10
8 - 10
8 - 12
8 - 12
0 - 2
0 - 2
2 - 6
2 - 6
-
2 - 4
24
24
24
-
-
-
8 - 10
8 - 10
10 - 12
10 - 12
-
-
6.7 ExposureExposure describes the socioeconomic capacity and extent of damage that abuilding, region or city potentially suffers following an earthquake. Social exposureis crucial as it represents the life safety concern in schools. No matter how severean earthquake, without a social exposure, there would be nothing to be damagedand thus there would be no risk. Socioeconomic exposure is important in selectingseismic mitigation measures. Schools with higher population or higher occupancyload obviously require more attention as they have a higher expected loss. This
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also true for the size of buildings as examined through a number of cases (Dowrickand Rhoades, 1997, 2002) as shown in Figure 6.14.
Figure 6.14 - Correlation between damage state and building area/storey forMMI-8 intensity in Wairarapa (NZ) earthquake (Dowrick & Rhoades 1997)
Another feature that could influence exposure is asset and inventory value. It hasbeen found that the damage ratio is sometimes related to property value (Rhoadesand Dowrick, 1999). The potential economical exposure is a concern for aninsurance company to estimate the insurance premium and also important fordisaster planners when evaluating the cost of mitigation measures. Higherexposures mean higher asset values at risk, leading to higher insurance premiumsthat could considerably exceed expected loss or decisions to not offer coverage(Kovacs and Kunreuther 2001).This study considers the exposure of school buildings from a socioeconomicperspective. The size and distribution of people within buildings are major factorsand highlight the importance of schools. The time, budget and workforce requiredfor retrofitting measures depend on the size, area and location of the schools.Clearly, the greater area of the school, the more costly mitigation measures will be.For example, considering two schools with the same population, should the onewith the greater area be prioritised as more important for mitigation measures? Toresolve this issue, a new index called "occupancy load” (or population density) is
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proposed, indicating that social exposure has to be considered along withpopulation index. In the present work, potential economic loss was addressedthrough "asset value at risk (VaR)" and "area exposed". Four groups of economicloss were considered in estimating the VaR including: displacement costs, rentalcost, supply cost and new construction costs. Displacement costs defined as theextra costs of moving, rental and other operations costs to find a temporary placeduring retrofitting operations.
Figure 6.15 – Avergae retrofitting cost (US$) of school buildings of Iran
In order to analyse the average retrofitting cost of school buildings in Iran, asurvey was conducted, using final approved bills of 105 contracts, including 60steel and 45 masonry retrofitting projects undertaken between 2009-2010. Thevariety of cost was indicated in Figure 6.15 for different school areas. These graphsreveal that the total cost of retrofitting reduces when the area of buildingsincrease. There is a slight variation of retrofitting cost in both masonry and steel-structured buildings that might affect projects with unforeseen design situations. Itcan be also noticed that the unit cost of masonry buildings is much less than steelstructure buildings. This means that using a fixed-budget, the greater number of
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masonry schools (greater area/more classrooms) can be retrofitted. This resultdemonstrates how useful the economical aspects could be in planning andprioritizing the mitigation measures.
6.8 Response Management (RM)In a general sense, response capability and disaster management relate to theresilience of a community and region. ‘Resilience’ refers to the capacity of a system,community or region that is potentially exposed to earthquake hazard, to adaptand maintain an acceptable level of functioning and structure (UN-ISDR, 2004). Inthis study, RM factors describe how effectively a region can systematically respondand recover earthquake impacts, representing the resilience of a city againstearthquakes.‘Response capability’ refers to fundamental hardware and resources mobilisedthrough a community in order recover during after an earthquake. Criticalinfrastructure plays an integral role in public health and safety during an event.Identifying and evaluating the performance of those critical facilities couldimprove the ability of regions to respond prior to an event. The major attributesthat were used for the RM module are addressed within Table 6.8. These attributescan be organized into three major categories: pre-earthquake measures(preparedness and planning), resources for post-earthquake response (emergencyshelters, first aid response facilities and rescue bodies, hospitals and physicians),and infrastructure for post-earthquake response and recovery (access road,airport, railway, lifeline). Some schools can be used for multifunctional purposes,such as shelters for post-event refugees. Fire stations, along other rescue bodies,provide the sources for emergency response. Lifelines and utility networks are alsorequired for the post-disaster response, maintaining basic needs and securingpublic health.However, RM was considered as background factor which can indirectly influencethe total risk index. Compiling a baseline inventory of infrastructure, lifelines,shelters, emergency facilities, planning and resource capacity of alternativeregions can draw a picture of response capability in a city. Clearly, schools locatedin areas containing poorly-constructed (emergency) facilities are more susceptibleto great loss in the event of an earthquake than similar schools in major resilient
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cities. Thus, schools located within low resilient cities require more attention andhave to be prioritized in mitigation programmes.Table 6.8 - Response capability and disaster management indicators
RM Phase Attribute Sub-attribute Description
Pre-event
Preparedness
Disaster
Management
& resource
Financial resource Dedicated emergency budget (yearly)
Human resource Trained manpower and experts within region
Critical plans Active integrated plan (real-time response plan)
In
fr
as
tr
uc
tu
re
&
lif
el
in
es
(P
os
t-
ev
en
tr
es
po
ns
e)
Mobility
Access
Roads Road network & transpiration quality
Railway Railway network & terminals
Airport Airway network & terminals
Telecom
Communication Landlines & wireless (Mobile) communications
Broadcasting TV & radio & emergency alarming system
Lifelines
Water Water treatment plant & Potable water lines
Sewage Sewage treatment plant & transfer systems
Gas Earthquake resilient Gas line for householders
Electricity Power plant & substations & power line
Post-event
Recovery
First-aid
Facilities
Hospitals Number of hospitals per 100,000
Physicians Number of physicians per 1000
Shelters Designated places in cities for a disaster event
Firefighting Firefighting stations & manpower
6.9 Hierarchical Risk Breakdown Structure (HRBS)The risk information described in the previous sections hampers the analysis andmeasurement of the total risk, because of the interactions within risk factors. Byanalogy to the WBS concept, a hierarchical structure can be an effective way tohandle multidimensional characteristics within such a complex system. Accordingto Hillson (2002), WBS provides the multiple aspects of a project in a hierarchythat makes it more accountable and manageable for planning, reporting andcommunication. Likewise, risk breakdown structure (RBS) describes the risk data,and organizes them on the sources from which risk arises. An example of RBS canbe found in project risk assessments (Zeng et al. 2007; Chapman 2001), railwayrisk assessments (An 2006, 2007), food and supply risk assessments (Chan andWang 2013), and environmental risk assessments in offshore constructions (Yanget al. 2010; Mirilavasani 2011). Categorising risk using the HRBS provides agreater insight into the seismic risk management phases in several ways:
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 Risk identification: Using HRBS ensures that all common sources of seismicrisk have been explored. The upper levels within HRBS can be used to identifyand to highlight sources of risk.
 Risk assessment: building seismic risk taxonomy improves the understandingof risk exposure, focusing on the areas within the HRBS which have the mostsignificant concentrations of risk that requires the development of riskresponse plans. Using the HRBS also helps to identify any dependency orcorrelation between various sources of risk.
 Risk ranking and comparison: Using HRBS, multiple retrofitting projects canbe compared and ranked according to their risk severity. High risk projects canbe further allocated for detailed analysis, budgeting or future risk mitigationmeasures.
 Risk monitoring and reporting: The HRBS can be used to gather riskinformation within single or multiple retrofitting projects for different levels ofclients and decision-makers.In the present research, the risk information was summarized classified using ahierarchical risk breakdown structure (HRBS) as shown in Figure 6.16. SimilarHRBS was developed by Vahdat and Smith (2014a) and Vahdat et al. (2014b) forseismic risk assessment. The risk taxonomy contains four major risk categoriesthat are organized in a multilevel structure to describe the sources of seismic risk.Each category of risk was further expanded into more detailed sub-factors so as tobe precisely measured. The process of risk break-down can be continued until allrisk attributes are defined explicitly. The risk factors selected in this study wereidentified from the most relevant factors that have significant measurable impacts,specifically on school buildings. The main idea behind the choice of risk factors isthat their physical significance in terms of objective interpretation is based onphysical consequences and potential human loss.
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Figure 6.16 – Hierarchal risk breakdown structure for seismic risk
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Having outlined the structure of the seismic risk, the KBEs can now be developedaccordingly. The risk factors, criteria and alternatives discussed here plot the roadmap for determining the composite seismic risk index.
6.10 SummaryThis chapter explores the important characteristics of risk input factors andpotential impacts, as well as their necessary configuration prior to simulating. Theinformation required for developing the KBES has been collected, reviewed andclassified in a multilayer hierarchical structure (HRBS) containing four majorcategories: hazard, vulnerability, exposure and response management.Potential impacts of risk attributes were reviewed in each category using analyticaland empirical procedures described in previous research and standards.Accommodating the relations within risk factors explains the structure of the risksystem in these respective categories, establishing a foundation for developing theknowledge base and the criteria to measure risk. In addition, the impact analysisdetermines the extent to which an attribute can potentially influence seismic risk.For example, according to international codes (UBC-97) the impact of soilconditions can rapidly increase the risk more than two-fold in soft deposits. Thefactors, structure, and measurement scales described in this chapter collectivelycomprise an underlying body required for developing the KBES.
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Chapter 7: Case Study (Review & Results)
7.1 Introduction
This chapter outlines the descriptions of the developed KBES and analyses theresults in two parts. First, the characteristics and types of knowledges utilisedwithin the model is elaborated. The second part tracks the case study results anddemonstrates the contributions of the seismic risk factors within the systemthrough multiple statistical analyses.
7.2 Inference Engine DescriptionThe important step in fuzzy modelling is to address the relationship of variableswithin inference engines. This research study applies Mamdani algorithm for fuzzymodelling as it works with IF-THEN rules that are based on fuzzy numbers andexpressed though linguistic variables. The Mamdani model is more convenient toTSK because both antecedent and consequent part of the rules are describedthrough fuzzy sets, instead of linear functions. Fuzzy sets are preferred for thecurrent problem because they can express a linguistic form of variables and areeasier to interpret and track. Fuzzy sets provide a transparent process that allowsvisualizing, interpreting and tracking variables and makes it easier to understand.The Mamdani inference system was adopted, because it provides more effectivestrategies to define the relationship between classified input and output variablesusing Min, Max and operators as shown in Table 7.1.
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Table 7.1 - Characteristics of Mamdani Model
Operation Operator Description
Union (OR) MAX µc(x)= max(µA(x), µB(x))= µA(x)  µB(x)
Intersection (AND) MIN µc(x)= min(µA(x), µB(x))= µA(x)  µB(x)
Implication MIN min(µA(x), µB(x))
Aggregation MAX max(min (µA(x), µB(x)))
Defuzzification COA COA=x µC(x)dx /  µA(x) dx
Where µ is a membership function for each variable and  and  are Max and Minoperators, respectively. The linguistic variables combined within Mamdani modelare not modified by weights since all the linguistic variables have been implicitlyassumed to be of the same importance.The proposed inference process was developed according to the definition of thelogical operators AND (conjunction) and OR (disconjunction) that is technicallybased on Min and Max operation. The Min operator represents the fuzzyintersection and returns the lowest degree of membership involved in theintersection that controls the result of the operation. The general idea behind thisoperation is similar to the expression that a chain is as strong as its weakest point.On the other hand, the Max operator that represents the fuzzy union returns thehighest degree of membership among values. The implication operator was used inthe inference engine based on Mamdani model for aggregating risk factors. Thecentre of the area (COA) was chosen for defuzzification process. As an example, theMamdani model to FIS-S1 can be applied using the implication operator foraggregating the risk factors, and can be written as follows:
µSFI(x)= max (min (µH(x), µV(x))) = max (µH(x)  µV(x)) (7.1)When the MFs, fuzzy engines and operators are defined, then the last step is toestablish the rule-base.
7.2.1 Rule Base DesignThe rule base is a fundamental part in a fuzzy expert system that describes thebehaviour of the system. It maps the combination of fuzzy input sets to the specific
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range of outputs through IF-THEN rules. Thus the rule base should be completeenough to correspond and cover both the variations in input and output factors.According to An et al. (2006, 2007) in developing the rule base, some importantfactors should be accounted to meet completeness and consistency within the rulebase. Completeness ensures the matches between inputs and outputs, as well asthe thorough coverage of the whole system domain. To maintain consistency of therule base, the same antecedent cannot correspond with different conclusions.Inconsistency can be avoided by eliminating contradictory rules from the rule-base.Several approaches can be used to derive the fuzzy rules where by most are basedon either numerical data analysis (or prior knowledge) or linguistic knowledgefrom domain experts (Ding 2001). Expert judgment is a direct way of generatingthe rules; yet it is a subjective process and hence the rules strength relies on theperception of experts over the context. Experts usually find fuzzy rules to be aconvenient way to express their knowledge because the rules often presented inthe form of natural language (linguistic scale). Data analysis methods seek anyinteractive or synergetic relationship among data (An et al. 2000).Various pattern classification methods can be used to classify and establish therelation among data sets. Correlation analysis is a straightforward process inwhich users may be used to determine both directions and logical relationships ofrule antecedents and consequences (Fayek and Sun 2001). There are otherclassification methods for automatically deriving fuzzy rules, such as machinelearning and clustering (Hong and Lee 1996; Hong and Chen 1999) that are onlyviable when dealing with a limited number of variables. The complexity ofclustering method and limited data makes it unsuitable for the present research.In order to obtain the most effective way of developing the rule base in the case ofseismic risk assessment, a combination of expert knowledge and numerical dataanalysis were used. In situations where there has been a pattern or correlation toestablish the logical relation between input and output, data analysis is preferred.For the other cases where there exists no clear relation or supporting facts, expertjudgment was chosen. Each method has been explained in detail through followingsections.
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7.2.1.1 Expert-driven KnowledgeExpert knowledge is primary source of information in risk assessment. Fuzzy rulebased systems were traditionally designed from the linguistic knowledge of humanexperts. Generating fuzzy rules based on expert judgment can be conducted inmany ways. The consideration of two risk factors has to be combined within a rule,then experts can be asked to score the strength of consequence impacts. Thisdirect weighting method can be effective way only for limited variables and impactstates. The higher number of variables, the more fuzzy rules and questions willentail. For example, when three variables with 5 impact grades, there will be 125fuzzy rules (5 x 5 x 5) to be judged, which is practically impossible.Indirect expert knowledge elicitation combines the impacts of risk factors throughthe weighted average method (WAM). Ramakrishnan (1992) suggested the WAMmethod to aggregate the criteria impacts of multiple alternatives with weightsbeing obtained by using experts' opinion. Shaheen et al. (2005) used this methodto enhance the input modelling process in discrete event simulation and tointegrate them through fuzzy expert system. Fares (2010) also applied WAM toaggregate the impacts of deterioration factors in order to evaluate the risk of waterpipeline failure. The WAM can be used in many applications, providing that thefactors are independent. Applying WAM to the seismic risk factors (7.2)Where fn represents the risk factors, wf and Pf indicating the weight andperformance of risk factors respectively.
Figure 7.1- Generic scale of measurement for risk factors’ performance andconsequence Impact
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To interpret the performance of risk factors and consequence impacts intoquantifiable numerical values, a generic scale of measurement was proposed, asshown in Figure 7.1. A scale was set up for maximum seven states of impacts,including Very Low (VL), Low (L), Moderate (M), Substantial (S), High (H) , VeryHigh (VH), and Ultimate (UL). While the metric for measurement is arbitrary andany ordinal scale may be chosen; the scale of 0 - 10 was adopted for simplicity andeasier tracking. Using the weights extracted from the survey, the combinedperformance impacts of hazard and vulnerability can be obtained. For example,consider a rule describing two states of hazard and vulnerability:IF Hazard is Low AND Vulnerability is High THEN SPI is?
Having determined the consequent impact, the rule can be rewritten in completeform as follows:IF Hazard is ‘Low’ AND Vulnerability is ‘High’ THEN SPI is ‘Substantial’Likewise, other rules within other risk blocks can be generated in the samemanner as summarized in Table 7.2. The fuzzy rules should sweep all the possiblecombinations of the risk factors’ performance. For example, for two risk factors,each of those described by six performance state (or linguistic variables), the rulebase consists of 36 fuzzy rules. A sample block of fuzzy rule matrix is shown inFigure 7.2. The top left corner array within FIS-S1 (Blue cell) matrix represents arule that expresses the following logical statement:IF Hazard is 'Very Low' and Vulnerability is 'Very High' THEN SPI is 'Substantial'
Hazard WH = 50.94
Low  PH = 6.75
ImpactH = WH . PH
Vulnerability WV = 50.23
High  PV = 6.75
ImpactV = WV . PV
Combined ImpactSPI = WH . PH + WV . PV
WH + WV
 Combined ImpactSPI = 3.905From generic Impact scale  Equivalent Linguistic term = 'Substantial'
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Table 7.2 - Sample rules base generating for various states of risk factors usingexpert-derived weights
Rule
#
Vulnerability (V) Hazard (H) Seismic Performance Index (SPI)
Linguistic Equivalent Factor Linguistic Equivalent Factor Equivalent Linguistic
Term Impact weight Term Impact weight Impact Term
1 VERY LOW  0.33 50.94 VERY LOW  0.33 50.23 0.330  VERY LOW
2 VERY LOW  0.33 50.94 LOW  1.1 50.23 0.712 LOW
3 VERY LOW  0.33 50.94 MEDIUM  2.41 50.23 1.363 LOW
4 VERY LOW  0.33 50.94 SUBSTANTIAL  4.66 50.23 2.480  MEDIUM
5 VERY LOW  0.33 50.94 HIGH  6.75 50.23 3.517  SUBSTANTIAL
6 VERY LOW  0.33 50.94 VERY HIGH  8.4 50.23 4.337 SUBSTANTIAL
7 LOW  1.1 50.94 VERY LOW  0.33 50.23 0.718 LOW
8 LOW  1.1 50.94 LOW  1.1 50.23 1.100 LOW
9 LOW  1.1 50.94 MEDIUM  2.41 50.23 1.750 MEDIUM
10 LOW  1.1 50.94 SUBSTANTIAL  4.66 50.23 2.868 MEDIUM
11 LOW  1.1 50.94 HIGH  6.75 50.23 3.905 SUBSTANTIAL
12 LOW  1.1 50.94 VERY HIGH  8.4 50.23 4.724 SUBSTANTIAL
13 MEDIUM  2.41 50.94 VERY LOW  0.33 50.23 1.377 LOW
14 MEDIUM  2.41 50.94 LOW  1.1 50.23 1.760 MEDIUM
15 MEDIUM  2.41 50.94 MEDIUM  2.41 50.23 2.410 MEDIUM
16 MEDIUM  2.41 50.94 SUBSTANTIAL  4.66 50.23 3.527 MEDIUM
17 MEDIUM  2.41 50.94 HIGH  6.75 50.23 4.565 SUBSTANTIAL
18 MEDIUM  2.41 50.94 VERY HIGH  8.4 50.23 5.384 SUBSTANTIAL
19 SUBSTANTIAL  4.66 50.94 VERY LOW  0.33 50.23 2.510 MEDIUM
20 SUBSTANTIAL  4.66 50.94 LOW  1.1 50.23 2.892 MEDIUM
21 SUBSTANTIAL  4.66 50.94 MEDIUM  2.41 50.23 3.543 SUBSTANTIAL
22 SUBSTANTIAL  4.66 50.94 SUBSTANTIAL  4.66 50.23 4.660 SUBSTANTIAL
23 SUBSTANTIAL  4.66 50.94 HIGH  6.75 50.23 5.698 SUBSTANTIAL
24 SUBSTANTIAL  4.66 50.94 VERY HIGH  8.4 50.23 6.517 HIGH
25 HIGH  6.75 50.94 VERY LOW  0.33 50.23 3.563 SUBSTANTIAL
26 HIGH  6.75 50.94 LOW  1.1 50.23 3.945 SUBSTANTIAL
27 HIGH 6.75 50.94 MEDIUM  2.41 50.23 4.595 SUBSTANTIAL
28 HIGH  6.75 50.94 SUBSTANTIAL  4.66 50.23 5.712 SUBSTANTIAL
29 HIGH  6.75 50.94 HIGH  6.75 50.23 6.750 HIGH
30 HIGH  6.75 50.94 VERY HIGH  8.4 50.23 7.569 VERY HIGH
31 VERY HIGH  8.4 50.94 VERY LOW  0.33 50.23 4.393 SUBSTANTIAL
32 VERY HIGH  8.4 50.94 LOW  1.1 50.23 4.776 SUBSTANTIAL
33 VERY HIGH  8.4 50.94 MEDIUM  2.41 50.23 5.426 SUBSTANTIAL
34 VERY HIGH  8.4 50.94 SUBSTANTIAL  4.66 50.23 6.543 HIGH
35 VERY HIGH  8.4 50.94 HIGH  6.75 50.23 7.581 VERY HIGH
36 VERY HIGH  8.4 50.94 VERY HIGH  8.4 50.23 8.400 VERY HIGH
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The rule base matrix may be alternatively presented through 2D or 3D surfaceviews in MATLAB as shown in Figure 7.3 and Figure 7.4 respectively. The grade ofrisk factors and consequent impacts are presented on a colour-coded scaleaccording to their severity. The graphs implicitly represent the relation betweenrisk factors, and hence can be a fast method of verifying variation in the rule base.The low resolution 2D view mimics the rule base matrix graphically; while the 3Dviews graphically present the state of relationship between I/O risk factors. Thehigher the number of performance grades, the higher resolution (precision)picture of risk variation and the more effective it is in capturing nonlinear relationsbetween risk players.At the limit state, the transition between grades of risk impacts would be verysmooth and gradual representing the fuzzy concept that happens in the real world.Another noticeable aspect of the 3D view is that vulnerability and hazard varies onthe same pattern. This was expected as the rule base was symmetric. It can therebybe concluded that:
 The variation in output risk factors depends on the strength of the input data,which is represented by aggregated nonfuzzy weights.
 In the case where aggregated weights are identical, the variation of bothfactors would be expected as the same, hence risk factors follow the sametrend.
 Higher weights mean greater strength in variation of output risk factors.
 The number of graded risk impacts represents the flexibility of the rule base tocapture the nonlinear relationship among the players.
Figure 7.3 - 2D surface view of risk rule-base for two resolutions: low (5grades)and high (15 grades)
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Figure 7.4 - 3D surface view of risk rule-base for two resolutions: low (5 grades)and high (15 grades)
7.2.1.2 Data-driven Rule-baseData-driven rule-bases are an alternative way to extract rules from priorknowledge and experience. This method looks for a pattern, algorithm andcorrelation predominating within the data. In this case, for instance, theearthquake response action was empirically formulated in the codes through acertain procedure.The algorithm addressed in the local seismic code of practice can be used fordeveloping the relationship between hazard factors. According to BHRC (2010),the seismic response of a building is represented by an elastic ground accelerationresponse spectrum (or elastic response spectrum that was developed for tworanges of seismicity (low - medium and high - very high). The response factor is afunction of ground type and building period. The building period can be obtainedthrough a simple algorithm (Eq 5.19), suggested by codes of practice. To avoiddetailed structural calculation, the period values for generic types of low-riseschool buildings were calculated upon a standard algorithm as summarized inTable 7.3. Table 7.3 - Period values for generic types of school buildings
Store
H Building Type
(m) Steel Concrete Masonry
1 3.5 0.205 0.179 0.128
2 7.0 0.344 0.301 0.215
3 10.5 0.467 0.408 0.292
Chapter 7: Case Study 162
Using the period values and reference, PGA is defined within seismic zoning maps.The site response factor can be derived as shown in Table 7.4.Table 7.4 - Response factor for different soil classes
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M 2.5 2.5 2.75 3.25
H 2.5 2.5 2.75 2.75
VH 2.5 2.5 2.75 2.75
Since the table presents the numerical relation between seismicity (H41) and soilclass (H42) it can implicitly represent a crisp form of rule base. Converting the crispvalues in linguistic terms, the fuzzy rule base can be derived. Likewise, the otherhazard rule base can be calculated based on either a code-based algorithm orempirical correlation as defined in the literature. For example, the rule base forFIS-H1 can be placed using the empirical relation (Eq. 6.2) between fault distanceand seismic intensity (see Section 6.6.4 for more detail). Sample hazard rule-basematrixes are presented in Table 7.5.Table 7.5 - Generic hazard rule base matrixes
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7.3 SoftwareThe risk causative factors and information regarding alternative school buildingswas scaled and interpreted by means of fuzzy sets. Due to the size and extent ofinformation, the whole structure, MFs and rule base was modelled through 21fuzzy inference engines and was synchronized using MATLAB programminglanguage. The fuzzy logic toolbox (enhanced within MATLAB), was used to modelthe whole operation based on the Mamdani algorithm. The key feature of MATLABis an advanced programming concept that supports a systematic approach. Thisfeature allows the use of the MATLAB language through script files which aresupported by the extensive library of standard-built-in (or user-defined) fuzzyfunctions. The graphical user interface provides an effective tool that allowsvisualising, tracking and demonstrating the process of fuzzy modelling.The potential capability of MATLAB has been improved by integrating with Excelspreadsheets. While the proposed model components (FIS engine, MFs, integratorscripts) were written in MATLAB, the I/O files were set to be called from and toExcel spreadsheets for convenience. The combination of these two software typesprovides the strong ability in pre-/post- processing of I/O data that is required forsuch a complex system.
7.4 Analysis and Interpretation of ResultsAnalysis and interpretation of the results are crucial to ensuring that theknowledge extracted from risk information is clear and simply understandable byrelated decision makers. The potential use of results disseminates the presentstate of knowledge by raising awareness and preparedness. In the present case,this task has been undertaken using set statistical indicators to measure thefrequency, severity and tendency of samples. Different forms of charts, figures andtables were used to display and to compare the impacts of risk attributesgraphically among school buildings. This form of presentation has potential tocapture required attention and facilitate interpreting the results for any audience.
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7.4.1 Results and DiscussionThe analysis of results might be performed in several ways. The primary results ofthe model can be extracted through priority assessment of risk attributes.Prioritising the schools based on their critical risk factors highlights the issues thatmight be involved within separately in various dimensions. The ranking results canbe expressed in different forms depending on the resolution required for decision.For example, high resolution results can be sorted numerically or categorically todistinguish the school buildings in term of a specific attribute. Expressing the riskvalues in the high precision decimal format appears effective for post-processingcalculations such as distinguishing buildings and allocating resources, yet it mayappear too complicated for users to interpret and to understand. Thus it isrequired to be normalized or rescaled in a new metric. Lower resolution(qualitative) form of results could be more appropriate for general interpretation.This form of presentation addresses the overall risk ranking through linguisticterms such as 'Extreme', 'Strong', 'Moderate' and 'Low'. Following the examples,analyse and comparison of the overall seismic risk index (FSRi) in differentcategories of age, origin (region) and seismicity source is required.
7.4.1.1 Seismic Risk vs. SeismicityFigure 7.5 illustrates the seismicity (in blue ) along seismic risk (red O) of schoolbuildings in 15 regions of Iran. For simplicity, the seismicity of regions is alsoshown on the same axis; although these concepts have fundamentally variousimpacts and may take different scales according to risk perceptions, riskdimensions and presumptions.At first glance, the chart simply indicates that risk and seismicity have differentvalues and does not follow the same trend. For example, in regions with lowseismicity such as 'ILM' and 'AZW', the schools have taken high values of seismicrisk. Conversely, schools in some high seismicity regions like 'BHK', 'LOR' and'HAM' demonstrated low to moderate degrees of seismic risk. It is also noticeablethat many other regions with moderate levels of seismicity could take variouslevels of risk, regardless. This perception explains why seismicity and risk do notfollow the same trend while both are closely interrelated.
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Figure 7.5 - Regional classification of school buildings using risk-hazard mapTherefore, the risk - hazard map should be jointly taken into consideration and beused in disaster planning; however, in some applications either of those might beexaggerated or disregarded depending on the context and purpose of theprogramme. Most mitigation programmes such as global risk management, seismicperformance and multidisciplinary seismic risk reduction of lifelines requireconcepts to be evaluated and to be considered alongside each other.
7.4.1.2 Seismic Risk vs. Year of ConstructionThe overall seismic risk index (FSRi) can be compared to the group of buildingswith similar characteristics. The insight gained from this comparison initiallysuggests a useful feedback that could support mitigation decisions as well ashighlight the controlling factors at school buildings. For example, the seismic riskof school buildings can be reviewed according to their year of construction, asshown in Figure 7.6. The risk of damage usually increases as buildings get olderdue to material deterioration, construction quality, lack of maintenance andspecifically new updates in seismic code. Nevertheless, even newly-built structuresrequire upgrading; Conversely some old building may not require urgentconsideration as is seen in the Risk - Year map.Another noticeable scenario emerges from the graph; buildings with varying yearsof construction could exhibit different degrees of risk. Hence, for mitigationpractice, year of construction should be taken into consideration jointly with thefield survey and comprehensive quality inspections (i.e. in-situ tests).
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Figure 7.6 - Seismic risk within schools according to their year of construction
7.4.2 Post Processing ResultIn order to review the relative contribution of risk factors, the knowledgeextracted from different layers were further processed, compared and presentedusing advanced statistical tools. Relative contributions and trends in main riskfactors are shown in Figure 7.7.
Figure 7.7 - Relative contribution and trends of risk factors within regions
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Initially, some observations can be made from the graphs. First, all four mainfactors contribute effectively within seismic risk content, though hazard in lastthree regions (KOH, SIS, BKH) exhibits the lowest influence of 5% compared to theother factors. Second, the relative contribution is uneven in most regions. Even inthe first six regions where hazard contribution almost identical, the overall riskindex (FSRi) varies considerably due to variation in other risk factors such as V, Eand RM. Third, the trends in risk factors are not identical, though some of thosemight follow each others' trends.The bottom graph reveals that both seismic risk (FSRi) and vulnerability share adescending trend; while response management (RM) demonstrates a relativelysteady trend. Reviewing the hazard index conveys the fact that seismic risk doesnot necessarily follow the hazard trend. Despite having a partially flat variation inhazard, the seismic risk follows a relatively low descending slope.
Figure 7.8 - Comparing the variation of major seismic risk factorsThe other risk factor results can be also investigated in several forms. Some majorpairs of risk factors that are sorted with respect to FSRi can be found in Figure 7.8.There is one figure for each pair of factors (S31SPI, S32IF), (S11H, S12V) and(S21E, S22RM). The risk results (solid line) in top figure show a gradual, steadyslope in school buildings comparing to the other factors. Importance factor closely
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follows the risk trend for the length of the seismic performance Index. This pointreveals that indirect background factors (E, RM) could have a considerable effecton overall risk ranking along direct risk drivers, since public buildings such asschools have greater demands in population, density and area compared to regularresidential ones. More details can be extracted from the mid and bottom figures.Reviewing the dispersion in S11(H) and S12(V) reveals that seismic hazard andvulnerability cannot solely influence the risk content, and a combination of factorscould potentially increase or reduce the overall seismic risk.Furthermore, other risk factors might be compared inside their categories, asshown in Figure 7.9. It can be noticed that the soil response factor value (H42) has avery smooth perturbation; while interim seismicity (H41) exhibits a considerablefluctuation within its group. A similar scenario can be found in other categoriesincluding vulnerability and exposure. Unlike V62 (building quality) that scatter allover the risk values, V61 (structural damageability) demonstrates a relatively flatrate. Social and economical exposure (E31, E32) reflect a low fluctuation in values,though they both follow a descending trend along seismic risk (FSRi). In contrast,response management (RM) follows a higher fluctuation in RM31 and RM32 andboth factor follow independent variation in values.
Figure 7.9 - Comparing the variation of seismic risk sub-factors
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7.4.2.1 Correlation AnalysisIn order to highlight the similarities and differences between experimental/judgmental data, a correlation analysis was performed. In the present case,correlation analysis in the present case is important as it implicitly reflects therobustness of the risk structure and provides useful feedback from the proposedmodel. In correlation analysis, a correlation coefficient is defined as:(7.6)Where Cov (x,y) represents the covariance between two variable and Sx, Sy arestandard deviation of two vectors. The coefficient ‘r’ normally represents howclose the two vectors are in terms of 'strength' and 'direction'. The ‘r’ value rangenormally varies from 0 (no correlation) to 1 for complete similarities in trends and0 to -1 for opposite trend direction.The correlational analysis in this thesis aims to verify inter-categorical correlationsand to reveal how strong the risk attributes are (within the same category) andfinally to what extent each factor contributes within overall risk index. Hencecross-categorical correlation is not intended since the risk attributes havepresumably been considered as a mutually exclusive system. A summary ofcorrelation analysis of seismic risk attributes is illustrated through a risk tree inFigure 7.10.
Layer 5 Layer 4 Layer 3 Layer 2 Layer 1
H11 0.5307
H12 0.1562
H21 0.2121 H41 0.1696
H22 0.4287 H
H42 0.3838 H42 0.3838 0.4978
V31 0.3516 SFI
V32 0.1655 0.683
V11 0.6905 V71 0.9163
V12 0.4938 V
V22 0.6905 0.4817
V51 0.0356 V72 0.1364
V41 0.5589 FSRi
V42 0.0107
E11 0.8537 E31 0.9954
E12 0.7430 E
E21 0.7693 E32 0.7457 0.498 IF
E22 0.3966 0.604
RM11 0.4117 RM31 0.2833
RM12 0.1874 RM
RM21 0.3559 RM32 0.8873 0.0868
RM22 0.3998Figure 7.10 - Correlation coefficient in seismic risk factors
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Evaluating the coefficients within the risk tree leads to some observations. Thechart initially highlights the relation between seismic risk attributes, simply byreflecting the contribution of individual variables within composite risk. Forexample 'Construction Year' (V22), 'Code Conformance'(V11), 'Population' (E11) and'Occupancy Load' (E12) demonstrate a good correlation with overall risk aspreviously expected. Furthermore, the chart also locates the branch or category ofrisk tree that has the most (or the least) influence on overall risk content. Forexample, social exposure (E31 with 0.9954) and structural vulnerability (V71 with0.9163) demonstrate two strongest categories with the most conformity with thecomposite risk vector (FSRi); while social vulnerability (V72 with 0.1364) exhibitsthe least correlation with FSRi, confirming that social aspects are vital in disasterplanning. Economical considerations should be the last factors to be accounted forwithin school mitigation decisions.The idea that mid-layer factors presumably weaken the influence of risk results (inhigher layers) does not seem to be valid according to the result. Having looked atthe chart, it reveals that all layers (including 44 variables) within risk treescontribute effectively within overall risk content; though few of those (10 out of 44variables) represent the low correlation (less than 0.2) that are scattered indifferent layers. Thus, the correlational analysis of risk vectors can improve theunderstanding of risk structures, and emphasises categorical explanatory riskvariables that could better describe seismic risk in reality.
7.4.2.2 Multivariate AnalysisMultivariate analysis refers to set of advanced statistical techniques for examiningthe relationship among multiple variables at the same time. Investigating cross-variations in multiple risk factors is important since seismic risk management is amulticriteria problem. The multivariate analysis is an enhanced tool that providesdeeper insight into the model by visualizing the high-dimensional data analysis;while a simple scatter plot cannot. Bivariate (2D) and trivariate (3D) analysis, forinstance, allows users to analyse system behaviour and draw out the relationshipbetween two variables regardless of others; yet there may be important patternsin higher dimensions which may not easily recognisable from this plot as well. Theanalysis can also be used to illustrate the distribution of the data set (I/O).
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The current model involves more than 40 variables that contribute both directlyand indirectly within the total risk content. A bivariate analysis was conductedbetween selected pairs of variables which are expected to be a major influence onoverall risk. Of course, the multivariate analysis gives a better presentation andcommunication with users rather than correlation analysis. Sample multivariatedistribution patterns (MDP) of risk factors are presented through scatter plotcharts between major risk variables in Figures 7.11 and 7.12. The points in eachscatter plot are colour-coded by means of the overall seismic risk (FSRi) andconstruction age for a given pair of variables. The pattern legend is defined inTable 7.6 representing strong colours for high disastrous risk content as well asolder buildings.Table 7.6 - Pattern scale defined for multivariate visualizing
Risk Risk Scale of pattern
Index Descriptor Low Moderate Strong Disaster
FSRi Overall risk 0 -2 2- 5 5 - 7 7 - 10
2010 - V22 Construction age Age < 15 15<Age<25 Age >25 -
Figure 7.11 - MDP in vulnerability module with respect to construction year
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The 'construction year' pattern within school buildings is illustrated in Figure 7.11through bivariate analysis for a set of vulnerability factors. The graph reveals thefollowing points:
 The univariate histograms (shown diagonally) demonstrate the distributionof I/O variables. This is an effective measure of testing the domains’ coverageand identifying the gap. The above histograms exhibit relatively richsampling sets that cover a wide range of domain in both input (V11 to V41)and output (FSRi) variables.
 The first column of graphs reflects the variation of the V11 (codeconformance) within respect to other vulnerability variables. The pattern canbe clearly distinguished in three colours confirming this observation thatolder school buildings (>25) have less code conformance index (V11) andexhibits a lower quality index (V12) for a certain group of buildings withspecific damage patterns (V32). Some variables such as V42 (occupancy load)demonstrate a scattered (vague) pattern, while the other variables confirmthe independency axiom assumed at early stages of the model’s design.
Figure 7.12 - MDP in exposure with respect to FSRi
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The pattern of the fuzzy seismic risk index (FSRi) was also investigated throughbivariate analysis for a set of vulnerability factors as shown in Figure 7.12. Thegraph indicates the following points:
 Univariate histograms show a relatively rich domain of I/O. In histogram 'E'(exposure) for example, the data range covers over 80% of domain whichaddresses a sound base integration and good strength in the dispersion ofoutput data.
 Bivariate graphs exhibit a diagonal pattern arising in both variables. The E31-Eand E11-E graphs, for example, indicate that an increase in either of thevariables can raise the overall risk (FSRi). Moreover, the social index (E31)demonstrates a diagonal convergence that addresses the direct impact; whilethe flat pattern in the economic index (E32) represents a relatively steadyeffect on the overall risk.
 No matter the variables, and even though the parameters and sample sizes aredifferent, the approximate linear pattern (relationship) suggests that the twosamples may derive from the same category and bear certain interrelations.
7.4.2.3 Bivariate Analysis of RiskIn order to verify the reliability of the risk results, a bivariate analysis of riskfunction was conducted. Considering the risk as a function of Hazard andVulnerability , a bivariate analysis using cumulative Gaussian mixturedistribution function, generates the nearest estimate for risk values. A continuousapproximation of vector H and V was undertaken using normal samplingdistributions, as shown in Figure 7.13.
Figure 7.13 - Cumulative Probability distribution of Hazard and Vulnerability
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Gaussian mixture model of risk can be formed by combining multivariate normaldensities of each component as shown in Figure 7.14.
Figure 7.14 - Bivariate cumulative distribution of hazard and vulnerability samplesThe graph provides a useful metric that can be used for verifying the system’sperformance. The rule base development (Figure 7.4) displays a close resemblancecan be found with 3D surface view of risk module (H, V) in the rule-base matrix.This resemblance can be interpreted mathematically since probability and fuzzyset theories are, broadly speaking, two alternative ways of approximation withdifferent degree of precision.In problems with adequate samples when the frequency of observation (samplesize) increases, the probability distributions gives more precise results, whereasfuzzy set theory is capable of dealing with any situation no matter the sampling isrich or weak which is an advantages. Therefore, fuzzy logic as an approximatereasoning method can be alternatively used in many risk assessment problemswith data restriction.
7.4.2.4 Uncertainty AnalysisQuantification of the uncertainty is a concern of any knowledge base systembecause much of the information is collected from different sources. Uncertaintiescan be imposed in different forms, such as statistical variation, linguistic
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imprecision, approximation and conflict in expert judgment. The variability in riskresults has been investigated in two dimensions, including performance andweight, as illustrated in Figure 7.15. Reviewing the risk factors indicates thatvulnerability is the highest variation with almost 35%; while the other risk factors,including hazard, exposure and response management display far lower variationsof around 25%. This was expected because the source of information utilized indeveloping the vulnerability module was collected from expert surveys, comparedto other risk factors of more objective sources, such as hazard.
Figure 7.15 - Variation of performance and weight in major risk factors
The variation of risk factor weight conveys different story. Vulnerability andhazard exhibit the greatest variation with 30% and 35% respectively; while theother risk factors remain as low as 25% and less. The variation in vulnerabilityresults was expected since the majority of the data regarding the buildings’ qualityis derived from expert surveys and relies on expert knowledge. This point can bealso seen in mid-layer risk factors as shown in Figure 7.16. For instance, V62(engineering performance) dominated the variation among risk factors.Hazard and exposure indicates the lowest variation. Despite some outlying points,H31 (propagated seismicity), H32 (potential ground failure) and E32 (economicalexposure) hold the least variation with less than 10%. The response managementvalues have a mid range variation starting from 22% in RM, 25% in RM31 (response& preparedness) and the highest value occurs in RM32 (critical planning andmanagement). The V61 (structural damageability) scenario displays almost 5%variation confirming that the vast majority of schools were selected fromvulnerable classes of buildings. Surprisingly, the integration of minimum variation
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of potential damageability (V61%5) and maximum variation in engineeringperformance (V62%55) balanced the results in structural vulnerability (V71) with33%. This confirms the principle that every building class, no matter when theywere built, has a basic range of damageability which might be propagatedaccording to their engineering performance and construction quality.
Figure 7.16 - Variation of categorical risk factors
7.5 DiscussionAnalysing the case study results reveals some important points about contributionand the interactions of seismic risk impacts. The findings suggest that thecomposite risk index (FSRi) does not necessarily follow its factors’ trends (Vahdatand Smith 2014). This implies the importance of using a comprehensive risk indexfor retrofitting decisions rather than relying on single impacts (i.e. hazard andvulnerability factors) because it could mislead the whole mitigation decisions.Furthermore, it was demonstrated that the risk index in medium seismicity couldbe as high as high seismic areas and vice-versa. Classifying the buildings based on asingle factor such as vulnerability or hazard could be either too conservative ordisastrous, particularly when a paramount response measure (retrofitting) isnecessary. Therefore seismic mitigation decisions should be made in compliancewith the multi-dimensional aspects of seismic risk instead of mere reliance onindividual hazard and the vulnerability index.
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Further investigation reveals some significant facts regarding the determinantcriteria within the mitigation programme. The finding indicates a strongrelationship between the composite risk index (FSRi) and exposure in both normaland extreme states of analysis. It also shows a strong correlation (67%) with the‘year of construction’ as expected. One interpretation of this result is that bothpopulation and year of construction should actively engage within retrofittingdecisions. Currently the structural vulnerability index is the major controllingfactor in retrofitting decisions; while this has been scarcely incorporated withinexisting models as risk criteria. This test demonstrates the importance andinfluence of general factors to the task of risk mitigation.The case study results were also tracked and analysed using different statisticaltools. Correlation analysis of risk factors in different layers confirmed that theselected risk factors are mutually exclusive, while maintaining a stronginterrelationship inside the categories. Seismic exposure was exhibited as a strongcontribution to structural vulnerability and seismic hazard, and conformed withthe aggregated weight results that were extracted from expert opinions. Bivariateanalysis of major risk factors (e.g. hazard and vulnerability) was also tested toevaluate the consistency in the proposed model with the conventional probabilisticmethod. The test, although demonstrating relatively conservative results, shows asound agreement with probabilistic approach.Surprisingly, response management factors exhibited the lowest contributionsamong all criteria. This can be explained by this fact that in countries with bothtechnically sound seismic codes and active regulation and enforcement, theirbuilding stocks would likely be above a certain safety threshold and thus thevariation of RM index is not strong enough to change the ranking results.The outcomes of the research collectively confirm the applicability, suitability andcapability of the proposed model to meet research aim and objectives. The mainpurpose of the research was to examine the feasibility of the KBES to supportdifferent stages of seismic risk management. The objective was met by exploringthe case study of school buildings in Iran. Reviewing the results, it wasdemonstrated that the proposed model can operate and navigate the seismic riskmanagement process by addressing specifically the mitigation concerns andmodelling requirements.
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The applicability of the model was examined in the case of retrofitting schools inIran. This methodology provided a greater insight to the seismic risk by using thelatest scientific understanding, engineering knowledge, modelling experience andexpert judgment. The results indicate a clear resolution for previous concerns andissues raised in traditional probabilistic methods, taking advantage of bothprobabilistic-fuzzy concepts, while meeting the initial requirements of the model,client needs and data constraints.Having met the objectives of the research, the findings collectively providecontributions both in theory and practice in several ways. Theoretically, theresearch merged the literature from two main areas. First, the mitigating decisionsas defined in seismic risk management context (Chapter 2), and second, the risk-based ranking approach (Chapters 3 and 7). By merging the concepts and theoriesof the subject areas, the current research offers a deeper insight of systemapproach to effectively manage the school buildings exposed to varying degree ofseismic risk. The major areas of theoretical contributions are the systemperspective as a core concept of seismic risk management to process mitigatingdecisions and classification of seismic risk assessment approaches. The researchalso establishes a rational strategy for identifying the risk impacts andimplementing the appropriate methodology to aggregate the impacts efficientlyusing KBES. From a practical perspective, the proposed model provides effectivetools that allow decision-makers to use it in real-world mitigating decisions,finance and budgeting, insurance and disaster planning and preparation. Majorareas of contribution have been implemented practically in the mitigation of cityexposure to seismic risk and ranking of the school building retrofitting.
7.6 Characteristics of the Developed ModelThe model proposed in the thesis has demonstrated the benefits of an integratedframework, combining conventional algorithmic methods with heuristiccapabilities of expert systems in multiple aspects:Handling complexity – The use of an expert system for modelling the complexnature of seismic risk management has been shown to be feasible. The researchproposes a new method for handling the complexity of multidisciplinary contextswithin seismic risk management, using a 'synchronized hierarchical framework'.
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This concept provides a comprehensive view of risk in the system, allowing for theintegration of multiple sources of risk data to be easily used by different users. Inaddition, a hierarchical structure can explicitly represent the cause-effectrelationship within risk factors.Customizability – The proposed model is developed by integrating blocks of riskimpacts, according to experience and client need. The customized view of riskallows users to better control model assumptions; a complete view of seismic riskcan be gained by tailoring specifically for mitigation measures while beingconsistent with certain organizational levels. Novice users can easily customize thestructure and model components, or replace them with external data andexperience. The framework used in this thesis can be simply reused in a differentsituation as it offers a new form of modelling and organizing risk information. Theopen modelling concept allows users to customize the model by adjusting oroverriding model components. New data, experience and methods in the otherenvironment can be simply interpreted and be used within a customized model.The open modelling capability makes the model more defensible and auditable inpractice.Criticality analysis – Planning for disasters and mitigation decisions requires acomprehensive picture of seismic risk within a region or group of alternatives. Thispicture can be only achieved through critical analysis of the contributing factors,examining the variation, dispersion or concentration of critical factors over aregion. Such analysis offers the advantage of ranking different risk causes andsupports mitigating measures by directing experts to the most contributing factorsduring an earthquake event.Nonlinearity – Fuzzy logic is an alternative way to capture the concept of seismicrisk management through nonlinear approximating functions. Because risk factorsfollow a nonlinear variation in reality, it is apparent that nonlinear functions canbetter represent the interactions among risk variables, weights and performancefactors. This point has been demonstrated through bivariate analysis of risk(Chapter 7). Comparing to conventional probability approach, the present resultsprove that fuzzy MFs are sufficiently precise to capture the nonlinearity of seismicrisk. Due to strength of fuzzy logic in systemic modelling, the benefit of simplicityof application in mitigation programmes outweighs its cost.
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Transparent tracking – The proposed fuzzy system accommodates a transparentapproach to track and to review risk factors in different layers of hierarchy. Thisfeature is important, particularly for complex systems where a large number ofvariables involved. Using AI helps to track the myriad details involved in differentstages of seismic risk management. Decision-making for mitigation programmes isa complex process that numerous factors have to be accounted for. In addition,most socioeconomic factors and school characteristics normally vary over time;hence the seismic risk should be updated from on occasion. The tracking capabilityof the proposed model allows a clear tracking and updating the seismic risk valuesautomatically whenever needed.Flexibility in communication – Seismic risk management as a complex system dealswith numerous input/output that has to be managed, updated and processedeffectively. The utilization of fuzzy logic allows experts and end users tocommunicate information about seismic risk and possible impacts of risk factorswithin a school building in a particular or wider group of schools within a region.Because all risk factors and school characteristics were set up as vectors andprocessed through matrix operations, the inputs can be simply updated, no matterhow many alternatives are involved. The results can be further processed or bedescribed in any form of presentation, while in the conventional approach, there isno such flexibility in communication to be found.Handling Uncertainty – Seismic risk management is characterised by deepuncertainty, and dominated mostly by imperfection, imprecision and vagueness inknowledge. The fuzzy-based approach used in this research can effectively addressthe uncertainties as opposed to probabilistic-based methods. Using linguisticvariables for representing the risk data can incorporate as much uncertainty aspossible to the model. The implication of the fuzzy set theory provides a morecomprehensive view of risk by addressing a wider range of uncertainties andfacilitating the contribution of multiple experts within the process of decision-making.Robustness – The proposed model is able to determine the state of risk and itscomponents in a large-scale portfolio of school buildings. Verification resultsindicate that the model is much more robust than conventional approaches. Theperformance of the composite risk Index (FSRi) appears to be low in sensitivity
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with respect to risk criteria. The model also indicates that it is unaffected bymissing values or outliers; consequently the model works with various levels ofimperfection, imprecision and incompleteness in the state of knowledge. Theimplication of fuzzy logic improves the ability to deal with vagueness systemicallyin the early stages of the modelling. The simplicity of fuzzy logic in modellingexpert knowledge makes it a robust system, one that is capable of handlingcomplex multicriteria problems.
7.7 SummaryThe systematic procedure implemented within the case study demonstrates theapplication of the KBES to critically analyse risk factors and their influence on theoverall composite risk index (FSRi). Critical assessment of seismic risk impacts is asignificant feature of the developed system. In this case, the KBES has indicated aneffective way to address these challenges by integrating expert knowledge withmathematical models in a systematic way. Using expert systems, it offers a simpleway of human reasoning whilst reducing the field of expertise, minimizing thevariations and cost of decision-making by providing a faster response. Thecombination of data- and export-driven knowledge provides complementarysources of information for this case study. The knowledge base utilised within therisk system has potential to be increased incrementally while it can be updateddynamically over time. This allows the mitigating measures to be modified,changed from time to time or applied in new forms to other regions.
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Chapter 8: Verification and Validation
8.1 IntroductionThis chapter reports the process of verification and validation (V&V) of the studyand outlines the methods to assure a sufficient level of confidence. The first part ofthe chapter discusses the importance of V&V as key part of the model developmentcycle and describes the potential techniques to verify and validate the model. Inthe second part, the model was debugged statically and verified dynamically usingsensitivity analysis to explore the behaviour of the model. In the last part, once thesystem had been verified, a set of validation tests was applied to externallyevaluate the effectiveness and usability of the model in practice.
8.2 Model Verification and ValidationV&V plays an important role in the development and implementation of a KBES.Model verification is defined as “ensuring that the computer program of thecomputerized model and its implementation are correct. Model validation means“substantiation that a computerized model within its domain of applicabilitypossesses a satisfactory range of accuracy consistent with the intended applicationof the model” (Schlesinger et al. 1970). Both definitions are adopted in this thesis.Suen et al. (1990) addressed the verification as glass-box testing to determine ifeach component of the system completely and accurately meets the userspecifications; while validation was classified as black-box testing to observe theresponse, and if the overall system implements the user need as planned. "Inessence, verification determines if the system was built right and validationdetermines if the right system was built" (Ng and Smith 1998). In other word,verification determines whether the system is built correctly according to its
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specifications; while validation determines the system actually fulfils the purposeof what it was designed for. Sargent (2013) suggested a straightforward paradigmfor V&V in relation to the model development cycle as shown in Figure 8.1 andused here.
Figure 8.1 – V&V as part of model development cycle (Sargent 2013)Accordingly, the process of V&V adopted in this thesis was based on four concepts;computerized model verification, data validity, conceptual model validation andoperational validation. The computerized model verification ensures the computerprogramming and implementation of the conceptual model is correct, completeand consistent. Data validity determines that the required data for modeldevelopment, implementation and testing are correct and sufficient. Conceptualmodel validation implies the theories, structure and assumptions underlying theconceptual model truly and reasonably represent the problem, event orphenomena in reality. Operational validation addresses the adequacy of themodel’s output to accurately meet the client’s intended purpose over a specificdomain of application.
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The data used in this thesis were obtained from a live seismic mitigation programin Iran, which was undergone an audit process both locally and through the centralrehabilitation office. The underlying structure, theories and assumptions usedwithin the model were conceptually based on the globally accepted perspective ofrisk, hazard, vulnerability and resilience which are currently in use by the UN-ISDR(2004). Therefore, data validity and conceptual validity have been alreadyachieved and the rest of the chapter will focus on computerized model verificationand operational validity.
8.3 Computerized Model VerificationSimulation model verification is concerned with the correct and accuratetransformation of information into a simulated model. This process aims to showthat the computer program performs as expected. Whitner and Balci (1989)classify the verification process into six distinct perspectives, including informal,static, dynamic, symbolic, constraint and formal analysis as indicated in Table 8.1.The taxonomy contains a broad range that varies from very informal (left) to veryformal (right). As the formality increases, so does effectiveness and complexity.The informal analysis relates to human reasoning and subjective assessment (e.g.Delphi) which is more appropriate for conceptual qualitative studies (interview,focus group). Formal analysis is based on a formal mathematical perspective and isthus considered the most effective way to provide the proof of correctness.However, it is restricted to particular applications that predicates calculus orfollows a logical deduction in its concept.Constraint analysis verifies the model conformance to the model’s assumption,ensuring that model is functioning within the desired domain. Symbolic analysisverifies the input-output transformation by symbolic tracing. Both methods areeffective to be used as an auxiliary verification process; however, due to the highhuman resource cost and difficulties in the generalisation of input data(interpretation), symbolic and constraint analysis should not be used in itsstandalone form. Static analysis verifies the basic characteristics of the model interms of deficiency and redundancy, ensuring the model is complete andconsistent with presumed assumptions. Dynamic analysis evaluates the model
Chapter 8 : V & V 185
during system execution by tracing and monitoring the input-output, and treatingwith the model as a black-box or white–box. This method not only providesconclusive evidence of a model’s functioning, it also paves a systematic way fordebugging and error detection. However, the performance of dynamic analysisrelies directly on the modellers’ skill and experience, as well as requiring arelatively long time to process for complex systems. Furthermore, it cannot beused as a system correctness indicator.Table 8.1 – Model verification techniques (Whitner and Balci 1989)
Considering the complexity, scope and effectiveness of the methods mentioned,and due to the fact that the model is operational nature, a combination of static anddynamic analysis was jointly devised for the study’s verification. Combining thestatic and dynamic analyses improves the issues associated with the individualapproach.
8.4 Verification of the Developed ModelThe developed model has undergone a verification process to detect anomalieswithin the system both statically and dynamically. In static analysis, the inferenceengine and knowledge bases were examined without running the expert system;while the dynamic analysis was performed to verify the system in terms of
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functioning and behaviour. For this, a set of sensitivity analysis was conducted intwo forms of black-box and white-box to reflect the external and the internalfunctioning of the system.The sensitivity analysis is considered an important task since it can detect a largerclass of errors. This analysis helps users to investigate the effects of changes ofinput data on output results of the model. Interpreting the sensitivity highlightsextreme values, as well as determining the possible risk factors that have adverseeffects on overall risk. The analysis therefore suggests potential measures toprevent or remove the worst action (Jovanovic 1999). However, sensitivityanalysis requires complex calculating procedures, making the performance ofcalculations without a computer time-consuming. The situation is made worse forsuch a complex system with over 20 inference engines. To handle this issue in thisstudy, a set of virtual tests was used to systematically trace and monitor the input-output variations. Since a complete dynamic testing is theoretically impossible dueto input size constraint, a virtually randomized set of numbers was programmed inMATLAB to test the various aspects of the model.
8.4.1 Static VerificationStatic verification is the process to ensure that the knowledge base of an expertsystem is free from internal errors such as redundant, conflicting or missingknowledge (An 2006 & 2007). This process can be carried out by some form ofautomatic knowledge base checking tool (Landauer, 1990). For this study, statictest was conducted in order to verify completeness, consistency and correctness asoutlined in following:
CompletenessCompleteness refers the situations in which the rule base covers all possiblecombinations of variables that can arise within the domain. Deficiency in theknowledge base can be caused by missing rules or incomplete set of inputsinferring no conclusion. A system is complete if there is no valid conclusion whichit cannot reach (Suen et al. 1992).
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ConsistencyA system is consistent if it cannot reach an invalid conclusion. There are manytechniques for verifying the consistency of a rule base (Nguyen 1985). Varioustests can be applied during the verification process, including the following (Preeceet al. 1992):Redundancy (or duplication in the knowledge base) – A situation where there areunnecessary expressions inferring any conclusions by an expert system.IF X AND Y THEN A;IF Y AND X THEN A;
Inconsistency (or contradiction knowledge) – Inconsistency could be raised ifthere is any contradiction within rule base. For example, if the same antecedentlinks to opposite conclusions as shown in following:IF X THEN A;IF X THEN not A,
Circularity (or cyclic dependencies) – This error occurs when there is a cyclicinference chain in the knowledge base that causes an endless loop. This can besimply shown as:IF X THEN Y;IF Y THEN Z;IF Z THEN X;
Static verification can be performed in early stages of a model’s developmentphase, or incrementally throughout model implementation. To avoid possibleinconsistency in developing a large number of input rules in the present work, itwas endeavoured to keep the model as simple as possible. Nevertheless, the expertsystem underwent an audit process to verify any sort of anomaly within theknowledge base.In terms of incompleteness and inconsistency, there is no such error found withinthe rule base. This was expected because both antecedents and conclusions weredesigned independently for each FIS. Each category of the proposed system wasdeveloped by integrating a set of simpler 2D rules within an open branch, rather
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than closed loop. Hence there is no possibility for cyclic dependencies andcontradictory rules within the knowledge base.
8.4.2 Dynamic VerificationDynamic verification includes a series of parametric tests that explore thebehaviour of the model by the means of variation. To analyse the range ofsensitivity within which a model has reasonable variations in parameter values, asensitivity analysis is recommended. This process provides useful informationwhere the conditions of uncertainty exist within one or multiple parameters.Thus the results of sensitivity analysis can be used for managing uncertainty inseveral ways. First, it helps to identify the parameters with high sensitivity thatrequires additional study and measurement. Second, it increases the robustness ofmodelling by determining the weak branches within each category. As a result, thesensitivity analysis increases the confidence in the results and ultimately improvesthe robustness of the model. However, sensitivity analysis could be time-consuming, thus requiring a computerised model to conduct processes as well asto monitor the results effectively. In addition, because an infinite number of testcases can be applied, the complete testing could be theoretically difficult. Anotherissue is the adequate test coverage, as the scope of coverage grows exponentiallyas the model size increase (Whitner and Balci 1989).For this thesis, a set of parametric sensitivity tests was approached for threereasons. First, to verify the most significant risk factors in developing priorities forrisk mitigation. Second, to explore the response of the model to the specific inputs,and to study their impacts on overall mitigation decisions. Third, for debugging thesystem, identifying the likely failure points and suggesting its possible refinement.
8.4.3 Parametric Sensitivity TestsDue to uncertainty exists within seismic risk parameters, a sensitivity analysis wasperformed to identify potentially uncertain variables and to measure the extent ofuncertainty affecting the risk factors. The behaviour of a KBES is notoriouslydifficult to predict (Wood and Frankowski 1990). Due to nonlinearity andcomplexity, the behaviour of the model may not be consistent in different states of
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risk inputs. Thus, the uncertainty within risk factors must be presented by themean of a range in which all possible variations have been accounted for. As aresult, sensitivity analysis was performed for three scenarios named as extremelimits (lower, upper) and mid-range scenarios. Simulating the most commonconditions that a model might encounter, three scenarios together ensure that thepossible variations in the whole range of risk data are truly captured. The result ofsensitivity analysis was set up in three parts: first the sensitivity of the overallcomposite risk index (FSRi) is reviewed, and secondly sensitivity of major riskfactors is recorded, and finally the sensitivity of risk ranking results. Each part isoutlined in the following sections.
8.4.3.1 Sensitivity of FSRiA respective procedure was systemically performed to examine the effectivenessof input parameters. To investigate the effects of uncertainties on the overallseismic risk Index (FSRi), a set of stochastically generated input was generatedusing random sampling distributions. The response of the system was thenmeasured in terms of minimum, maximum and mean values. This procedure wasperformed three times (for three scenarios) for all 21 risk input parameters. Theresults of sensitivity analysis are illustrated within Figure 8.2.
Figure 8.2 - Sensitivity results of FSRiIn general, the graph indicates a consistent variation in three states (max, min andmean) that was limited to 35% in most of the risk criteria; although somedeviations can be found especially when representing the extreme limits. As it canbe seen, ground shaking (E11) and soil class (H42) are by far the most uncertain
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variables with 45% variation in three scenarios. The uncertainty in structuralvulnerability indices (i.e. V11, V22, V32) as well as hazard (i.e. H11, H12) come second,with 40%.The response management inputs along social vulnerability (V41, V42 and V51).Ground failure attributes (H21 and H22) exhibit the least contribution with 35% asexpected. The variation in mid-range values also represents a consistency betweenaverage sensitivities as indicated by Xbar ( ) and mid-rangesensitivity results indicated with Xmean. This reveals that the sensitivity in the mid-range scenario consistently follows all of the trends in general; while it has lessperturbation than those results corresponding in extreme limits. From a modellingperspective, the variation in extreme limits (upper and lower bounds) is oftenexpected to be more uncertain than those in normal states. The sensitivity resultsconfirm that FSRi are prone to higher uncertainty in more subjective factors suchas structural vulnerability and soil conditions. Therefore, any efforts should bearranged to reduce the subjectivity of the input variables.
8.4.3.2 Sensitivity of Main Risk FactorsTo investigate the variation of the main risk factors (H, V, E and RM), a similarprocedure was set up using random sampling. The response of risk factors wasmeasured for three scenarios as depicted in Figure 8.3. In general, the graphindicates that the main risk factors are prone to a wide range of variation indifferent categories. Unlike FSRi which was consistently limited to a range of 35%to 45%, the main risk factors exhibit significant ranges, varying from 20% to 80%.It is noticeable that the ‘hazard’ and ‘response management’ categories have agreat influence of 70% and 80%, while both demonstrate a steady impact of 35%on the FSRi. The ‘hazard’ criterion show more variation in the different states oftesting with almost 80%, which is normal due to the stochastic nature ofseismicity. The ‘vulnerability’ criterion exhibits a medium variation in its factorsand is limited to 35% in general; while the ‘damage’ probability (V32) stands at thepeak in its category with 55%. The ‘exposure’ factor also indicates the varyingdegree of sensitivity in which population index (E11) plays the greatest
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contribution with 70%. All RM criteria show a relatively constant contribution ofaround 70%, implying the same strength in their category.
Figure 8.3 - Sensitivity results of main risk criteriaThe sensitivity analysis of the FSRi and risk factors together highlights someimportant points. The empirical results indicate that some risk criteria (V41 , V42 ,E12 , E21 and E22) have the least influence on both FSRi or risk factors. In addition,the ‘hazard’ criterion appears critical and can be thought of as the most significantsource of uncertainty within the model.
Sensitivity of RankingAnother area of sensitivity analysis is to determine how critical each criterion is. Inother words, this regards how sensitive the actual ranking of the alternatives is tochanges in the risk inputs. The purpose of this analysis is to explore two closely-related issues that often influence the ranking results. The first issue is to measurehow critical each criterion is due to small changes. Using sensitivity analysis, it canbe determined to what extent the risk criterion are sensitive and couldsignificantly disturb the ranking results. The second issue is to determine howcritical the various performance measures of a risk criterion are in the overallranking. This test is intended to pinpoint the critical criterion and to measure theextent they could possibly influence the FSRi results.
Hazard Vulnerability Exposure Response Mng.
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To investigate the criticality of ranking, an incremental sensitivity analysis wasapplied. During this procedure, the priorities and performance of FSRi weremeasured by incremental changes in input data. A procedure was formulated infour steps using 10%, 20%, 30% and 40% increase of respective risk criterion. Theperformance of alternative ranking was then calculated and compared usingstatistical tools.Because each criterion has various influences on the overall FSRi index, it wasexpected that each should exhibit different performances on alternative ranking.Even a slight change in FSRi could change the priorities of alternatives andconsequently change the mitigation decision. As the sensitivity shows the changein priorities of alternatives numerically or pictorially, a quantitative measurementis required to compare different alternatives and to determine how sensitive eachcriterion is. A ranking index is proposed to measure the sensitivity of thealternatives group by using the weighted average method.Considering a decision problem with M alternatives and N criteria: If alternativesranking denoted as Ri (for i= 1,2,3, . . . , M) and criterion performance denoted as Pj(J=1,2,3,. . . , N), the sumproduct index is defined as:
(8.1)Comparing Isp with original product index, the ranking sensitivity index can bedetermined as the following:
(8.2)The sensitivity index could take maximum value when the new ranking ofalternatives are reversed. Conversely, when there is no change in FSRi results, bothnumerator and denominator will be the same and thus the IRS = 1. Using thisconcept, the value and direction of sensitivity for each criterion can be determinedin terms of group ranking values. The performance sensitivity of alternatives hasbeen analysed for 21 risk criterion for each increment. The results are thenclassified in four categories as displayed in Figures 8.4 and Figure 8.5. The graphsillustrate the change to each increment by a set of colours, dark green for the 10%increment and yellow for 40% increment.
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Figure 8.4 - Ranking sensitivity Index for Hazard and Vulnerability criteria
Figure 8.5 - Ranking sensitivity for Exposure and Response Management criteriaThe graphs reveals that final priorities of alternatives are sensitive in limited waysto the performance of risk criteria. Small changes in the releative performance of afew criteria can cause a varying degree of changes in the final ranking. Dependingon the extent of changes, the criteria can be classified in three groups. The firstgroup includes the most critical criterion E11 as it has the greatest influence, withover 20% on final ranking. The second group consists of criteria that are lesssensitive (5% to 10%) to small changes such as H42 and V31 and E12. The third
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group includes very low sensitivity criteria contributing less than 5% in overallperformance, comprising vulnerability and response management criteria alongwith E21, E22, H11 and H12. However, there are some criteria that show either nosensitivity or partial sensitive to significant changes. For example the incrementalincrease in H21 and H22 could not change the final ranking. Other criteria such asV32, V42 and H11 are only sensitive to larger increments (30% to 40% at least). Inother words, the threshold of changes in some criteria is much higher than normalcriteria.
Figure 8.6 - Ranking sensitivity for Exposure and Response Management criterion
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Other statistical tests were also employed to verify the initial sensitivity results.Considering the performance of overall risk (FSRi) at each increment, four vectorscan be derived from each criterion. To measure the relations and discrepanciesbetween new vectors and original performance vectors, a comparative analysiswas carried out using correlation test (Ccoef) and Chi-square test (2). Figure 8.6displays comparatively the variation of statistical indices along the proposedsensitivity rank index (IRS) that has been set up for different cases (increment 1:10% to increment 4: 40%).
In general, the comparison confirms that the IRS follows the same trend as 2 andCcoef in most criteria with over 70% confidence. The discrepancy can be addressedby the number of inconsistent criteria that start from 4 (80% match) and increasesin the third case to 5 (76%) and 6 in the last increment (71%). Having lowdiscrepancy in sensitivity results and statistical index implies that initial sensitivityresults are reliable. However, it should be noted that the results derived from thesensitivity analysis are only valid for the present model, particularly with thegeography of Iran in mind. Expanding the results to other regions with differentcriteria might generate inconsistent results and mislead the mitigation decisions.Therefore, efforts should be made to define the appropriate settings consistentlywith new environments.
8.5 Operational ValidationValidation is referred to the correctness of knowledge structure, the credibility of adescription, generality of conclusion, explanation, interpretation, or any other sortof account (Maxwell 1996). Since the absolute validation of a model over itsapplication domain can be costly or time-consuming, the credibility of a model canbe claimed for an intended use and prescribed condition (DMSO 1996).Consequently, validation relates to the degree of confidence of a domain underwhich the model has been tested with sufficient accuracy. The greater accuracyand confidence in a hypothesis test, the more credibility and validity is expected toachieve.
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Table 8.2 – Operational validity classification (Sargent 2013)
Approach Observable system Non-observable system
Subjective
 Comparison using graphical display
 Explore model behaviour
 Explore model behaviour
 Comparison to other models
Objective
 Comparison using statistical tests
and procedures
 Comparison to other models
 Using statistical testAccording to Sargent (2013), the framework of validation can be classified in twodistinct categories: subjective and objective (Table 8.2). Depending on whether asystem is observable or non-observable, various objective tests can be appliedsuch as benchmarking (comparison to other models), Event validity (a simulatedmodel compared to real event), internal validity (stochastic consistency of amodel), hypothesis test (tests of significance) and graphical comparison.Having the historical records of previous cases, the correctness of the results canbe tested against benchmarking results. For example, in disaster managementmodels, comparisons are often made using historical event losses (or damagesurvey), industry average annual loss (AAL), and the exceedance probabilitycurves (RMS 2012). Alternatively, in the absence of objective test cases, avalidation can be performed subjectively through a multiple-round expert panel(i.e. Delphi) to judge about the correctness of the results and compare them againsttheir predictions.However, Linstone (1978) argues that the expert panel should be invoked as amethod of “last resort”, because it is particularly suitable for highly subjectivesituations that require a group consensus, and cannot be objectively handledthrough either analytical or empirical paradigms. Finally, they cannot be manageddue to cost or time constraints, or other concerns such as bias, prejudice andparochialism. In addition, subjective validation may not be practical due to timeand lack of professional experts in the area of interest. For these reasons, it is quitedifficult to validate the results subjectively since the model is composed of bothobjective and subjective information. Rather, empirical techniques wouldapparently generate faster and more reliable results in disaster modelling as itrelies on objective facts. Therefore, the validation of this thesis is focused on well-known objective-based techniques which are outlined in following.
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8.5.1 Investigate Model BehaviourIn validation, one attempts to demonstrate if the model fully reflects the behaviourof the real system. In an expert system for instance, a set of test cases can be usedto compare performance with the reference or standard (O'Keefe, Balci & Smith,1987). The performance of the model has to be reliable, accurate and expandableto the similar situations while it sufficiently meets client needs. A model is accurateif the predictions it makes fit closely to the observed (measured) data.Furthermore, the model can be considered reliable if the parameters of the modelvary minimally with the predicted samples used to fit the model changes. Themodel accuracy and reliability can be estimated through cross validation,benchmarking and parametric sensitivity tests.
8.5.2 Comparison (Benchmarking) TechniquesComparison is an apparent method of validation that compares the output of anexisting system to the real system’s output. In a narrower context, benchmarkingcan be used to compare numerical and analytical solutions, reference or acceptedstandards (Oreskes et al. 1994). A model is considered valid if one can demonstratethe agreement between prediction and observation. Using statistical tests, it can beascertained whether two samples are taken from the same or from differentpopulations. To evaluate the “goodness of fit” within two samples, mathematicaltechniques such correlation and regression analysis might be used. Whileregression proposes a statistical relationship between two samples (e.g.linear/nonlinear functions), correlation addresses the goodness of fit, ultimatelyimplying the contiguity of two samples. However, unlike correlation, regressionanalysis is restricted due to the assumption that there is cause-and-effect relationwithin dependant and independent parameters (Shannon 1975). There are manyother statistical tests to evaluate the goodness of relationship. Most of those can bejointly used to compare the model’s behaviour graphically, hypothetically ortheoretically; some of these are briefly outlined in following.
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8.5.2.1 Graphical DisplayAlternatively, the behaviour of a model can be monitored graphically for varioussets of conditions to monitor the accuracy of the model’s output over an intendeddomain. Usually, types of histograms, boxplots, scatter plots andbivariate/multivariate plots can be devised to measure major behaviour indicessuch as mean, variances, extreme values, for example. A sample graphical analysisof the study was undertaken within Chapter 7. However, to obtain the bestperformance, a graphical test can be employed as a complementary method ofvalidation jointly with other methods such as face of validity (expert survey),Turing test and independent V&V. Unlike statistical distributions, the graphs donot require satisfying either with regards to independency or the normality of thedata (Sargent 2013).
8.5.2.2 Hypothesis TestA hypothesis test statistically determines if two or more samples derive from thesame population within an acceptable range of accuracy (Sargent 2013). There arerelatively large numbers of parametric tests (e.g. F, t, Z test) and each aim toexplore and compare the behaviour of a model in relation with another (e.g. areference system) by means of probability distribution parameters such as meansand variance.The hypothesis test is based on the predication of a null hypothesis (H0), assumingit is correct, and is compared to an alternative hypothesis (H1). The result can beeither “failed to reject H0” or “reject H0 in favor of H1”. For example, a nullhypothesis can be ”a positive influence of building age on overall seismic risk”. Thenull hypothesis can be a result of sampling, observations (e.g. historical damagerecord) or previous research. If the results of an experiment are statisticallyconsistent with the prediction (i.e. fails to reject H0), the hypothesis is retained;otherwise it is considered that the hypothesis is likely to be wrong and will berejected.However, it should be noted that “not to reject H0” does not necessarily mean thatthe null hypothesis is true, as rejecting H0 might suggest, but it does not prove thatH1 is true (Sornett et al. 2007). According to Mckillup (2012), no hypothesis or
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theory can be experimentally proven since it might be new evidence to reject andsuggest a new hypothesis. Thus, further experiments are required to stronglyuphold the widespread generality of the initial hypothesis or theory.Furthermore, Barlas (1994) points out the potential issues associated with thehypothesis tests. Statistical tests of significance are based on normality andindependency of variables; thus the test might not be valid for correlated systems.To satisfy this condition, all significance tests require a vast model simplificationand data transformation which might be difficult to achieve in complex systems.Therefore, the effectiveness of hypothesis testing is provided for reasonablesample sizes, normalities and independent aspects of the system.
8.5.2.3 Confidence IntervalUnlike significance tests which provide “either-or” outcomes, confidence intervalsprovide a range that addresses how close the estimated values are to the actualpopulation (Hinton 2008). It is presumed that 95% confidence is a generallyaccepted limit within which 95% of sample indices (e.g. µ, ) lie around the largerpopulation. However, 90% represents a narrower range of samples, and isconsistent with an actual population. Conversely, 99% requires a wider range ofsamples to cover extra range. As the number of samples increases, the standarderror (SE) reduces (SE= /n) and the breadth of confidence becomes smaller, asshown in Figure 8.7. Therefore, the larger the sample size, the narrower thedistribution and the greater the reliability of an estimate for a population.
Figure 8.7 – Typical breadth of confidence interval in three sample sizes (Hinton2008)
8.6 Validation of the Developed ModelValidation of this thesis was conceptually developed in two ways to prove bothexternal (e.g. credibility, reliability) and internal dimensions (e.g. consistency,
Chapter 8 : V & V 200
continuity, robustness). Externally, the model must be generalisable beyond thestudy environment and must also demonstrate a broader extent in the results.Internal validity, on the other hand, signifies that a model contains no detectableflaws and is consistent over its domain (Oreskes et al. 1994). Theoretically, if acomputerised simulation model maintains both external and internal aspects, it isexpected to be valid under the specific domain.This process can be straightforward for precise deterministic systems. However,since the absolute validation of a natural system is impossible, the validation of animprecise numerical model can be often accommodated through a 'range ofvalidity' or 'validity interval' (Shannon 1975; Oreskes et al. 1994). Defining thebounds of validity (or range of the confidence interval) can effectively address towhat extent the model might be valid. In other words, one may not be able toprecisely (or absolutely) addresses whether a model is reliable or not, but one isable to evaluate the model over a 'range of validation' or ‘conditional validation’.Following this concept, a boundary of validation must be defined upon which themodel can be tested. Three hypotheses were proposed to conceptually address theexternal and internal aspects of validity, upon which three sets of scenarios weredesigned to test the model at "best case", "normal case" and "worst case"conditions in practice. The scenarios were developed upon three underlyinghypotheses that collectively address all aspects of validation within the study. Theconceptual order of validation is shown within Table 8.3
Hypothesis I: “If the fundamental components of the model are statistically validwithin the defined confidence interval, the overall model can bepractically valid within the same interval."
Hypothesis II: “The model is internally valid if it is consistent, continual androbust under any combination of the dataset within domaininterval."
Hypothesis III: “The heuristic model results must be competitively comparablewith formal screening results."
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Table 8.3 – Operational validity concept, scenario and hypotheses
Hypothesis Validity
Concept
Aim Experiment Scenario
I External Comparison toobserved samples Correlation/Chi-squaredtest BCS: Best case
II Internal Explore modelbehaviour Monte CarloSimulation NCS: Normal case
III External Cross validationwith other standard Hypothesistest WCS: Worst case
Since the model’s validity is accommodated upon these hypotheses, threescenarios represent multiple faces of validation at different conditions, implyinggenerality and breadth of validation. The best-case scenario (BCS) examines theestimated results against an actual test case extracted from the Bingol earthquakesurvey. The normal case scenario (NCS) examines the overall validity of the modelthrough Monte Carlo simulations. Finally, the worst-case scenario (WCS) ensuresthat the results are externally consistent with formal screening standards (i.e.NRCC or FEMA 154).These three scenarios jointly address the model validity at various states. Theextent of satisfaction with each scenario addresses the degree of validity within thecorresponding hypothesis. Thus, the more satisfactory scenario outcomes, thegreater validity is expected over the interval domain.Given the extent to which above hypotheses are met, the model validity can bemeasured accordingly. The model can be improved by examination under differentsituations, adding to its results credibility and clearly drawing the boundaries ofmodel validity. The component or algorithm which requires more attention can behighlighted by possible flaws, both in consistencies and any significant gapsbetween estimated and actual results. The testing scenarios are outlined in thefollowing sections.
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8.6.1 BCS: Bingol Earthquake Test CaseThe first scenario examines the validity of main components using an observeddamage survey. It aims to ensure that model components generate reasonableresults for a given specific risk data by comparing the output with comparablebenchmarks, taking care to compare "apples-to-apples" (RMS 2012). Suen et al.(1990) suggest five criteria for selecting test cases, which must be: "based on anactual situation; cover a range of difficulty; be generated by unbiased experts; testas many aspects of the system as possible; be carried in the field".Theoretically, decision models behave variably in real situations as they usedifferent scales of measurement. Thus, every model generates unique resultswhich may have no similarity to be compared against. Broadly speaking, there is alimited number of databases that contain a detailed, specific damage survey alonga site-specific hazard. In the present case, for example, the database does notinclude sufficient information to compute building importance/exposure, thus theevaluation is focused on the level of seismic damage index (SDI) instead of seismicrisk.Reviewing the literature, a test case (§) is chosen from Bingol city earthquakebecause it covers a wide range of detailed damage surveys that specifically isfocused on school buildings, along with similar conditions in the present study(plan, size, tear, seismicity, for example.); yet the database is restricted to RCbuildings.The Bingol earthquake occurred on May 1, 2003 with a magnitude of M = 6.4,resulting 168 casualties, 520 injuries and extensive range of damages. The majordamage observed in school buildings was caused due to poor construction andengineering performance (i.e. soft storey, shear failure in columns, short columnsand weaknesses in detailing) as illustrated within Figure 8.8. The level of damagewas classified in five categories and described through qualitative descriptors,including: none (N), light (L), moderate (M), severe (S) and collapse (C).
§ SERU, Middle East Technical University, Ankara, Turkey; Archival Material from Bingol Database
located at website http://www.seru.metu.edu.tr.
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The earthquake engineering reports (Ozbec et al. 2003) indicate two potentialfaults near the city, with distances from 5 to 15 km. The reports also confirm someearthquake-triggered landslides in the region that caused a range of damage typeswithin buildings. Geological investigation shows that the area struck by theearthquake was mainly covered by sedimentary weathered alluvial deposits.
(a) Collapse due to soft storey (b) Shear wall failure (c) Brittle column failureFigure 8.8 - School buildings'damage in Bingol Earthquake (Ozbez et al. 2003)The summary of Bingol damage survey contains 28 state buildings (e.g. schools,libraries) that are available in Table 8.4. The Bingol database was imported intothe model to measure the levels of damage within buildings. The estimated resultsindicate varying degrees of seismic damage index (SDI) from low (L) to medium(M). About 70% of buildings (19 out of 28 cases) show a high level of alliance (over80%) with the observation, which is satisfactory. 14% of cases shows a mediumdegree of matching (60%-80%). The rest of the cases exhibit the lowest matchbetween estimated and observed damage values.There is a case of collapse that could not be truly estimated by the model. Despitehaving desirable characteristics (material, type and year of construction) thedamage index of this case is lower than expected. With regards to the twobuildings (BNG-6-3-4 and BNG-6-4-3) which were built in the same year, theformer underwent a light degree of damage and the latter collapsed during theBingol earthquake, The estimated results indicate the low and medium range ofdamage respectively. This implies that even a reasonable result may notnecessarily match with the observation. A thorough prediction of the earthquake’simpacts are very difficult due to the random nature of earthquakes.
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Table 8.4 - Summary of Bingol earthquake test case
ID Region PGA TYPE CY
Fl
oo
r
fck CQ
O
bs
er
ve
d
Da
m
ag
e
SDI
Es
tim
at
ed
Da
m
ag
e
Satisfaction
(match)
BNG-10-3-10 Inonu 0.4 RCF - 3 16.5 L M 3.32 M High
BNG-10-3-3 Inonu 0.4 RCF 1975 3 18.5 L M 3.32 M High
BNG-10-4-4 Inonu 0.4 RCF 1998 4 19.0 M M 2.59 L Medium
BNG-10-4-6 Inonu 0.4 RCF 1976 4 36.0 H L 3.32 M Medium
BNG-10-4-7 Inonu 0.4 RCF 1988 4 22.3 M L 2.59 L High
BNG-10-4-9 Inonu 0.4 RCF+SW 2002 4 21.5 M N 2.59 L High
BNG-10-5-1 Inonu 0.4 RCF+SW 1990 5 25.2 M M 2.54 L Medium
BNG-10-5-11 Inonu 0.4 RCF 1988 5 33.0 H L 2.59 L High
BNG-10-5-2 Inonu 0.4 RCF+SW 1990 5 15.0 L L 2.54 L High
BNG-11-2-3 Yesilyurt 0.4 RCF 1970 2 - L M 3.32 M High
BNG-11-4-1 Yesilyurt 0.4 RCF+SW 1998 4 20.3 M S 4.12 M Low
BNG-11-4-2 Yesilyurt 0.4 RCF 1989 4 22.8 M S 4.12 M Low
BNG-11-4-4 Yesilyurt 0.4 RCF 2000 4 18.0 M M 4.12 M High
BNG-11-4-5 Yesilyurt 0.4 RCF 1997 4 - L L 4.12 M High
BNG-3-4-1 Karsiyaka 0.4 RCF 1998 4 18.0 M L 2.59 L High
BNG-3-4-2 Karsiyaka 0.4 RCF+SW 1996 4 - L N 2.54 L High
BNG-3-4-4 Karsiyaka 0.4 RCF+SW 1970 4 26.0 M N 2.99 L High
BNG-5-5-1 Yenisehir 0.4 RCF 1990 5 21.6 M L 2.59 L High
BNG-6-2-8 Yeni Mahal 0.4 RCF 1992 2 12.1 L S 4.12 M Low
BNG-6-3-1 Yeni Mahal 0.4 RCF 1991 3 20.8 M M 4.12 M High
BNG-6-3-10 Yeni Mahal 0.4 RCF 1995 3 L N 2.59 L High
BNG-6-3-11 Yeni Mahal 0.4 RCF - 3 13.9 L N 2.62 L High
BNG-6-3-12 Yeni Mahal 0.4 RCF - 3 L L 2.62 L High
BNG-6-3-4 Yeni Mahal 0.4 RCF 2003 3 19.1 M L 2.59 L High
BNG-6-4-2 Yeni Mahal 0.4 RCF 2001 4 19.8 M S 4.12 M Low
BNG-6-4-3 Yeni Mahal 0.4 RCF 2003 4 30.0 H C 4.12 M Unsatisfactory
BNG-6-4-5 Yeni Mahal 0.4 RCF 1996 4 L N 2.59 L High
BNG-6-4-7 Yeni Mahal 0.4 RCF+SW 1996 4 20.3 M S 4.12 M Low
CY: Construction Year CQ: Concrete Quality RCF:Reinforced Concrete SW: Shear Wall
8.6.2 NCS: Monte Carlo SimulationMonte Carlo (MC) generates a sample distribution of input values to evaluate theperformance of output values by virtually simulating a real condition. In this case,MC analysis was performed: to examine the robustness of the proposed model, toobtain an estimate for an expected value of the overall risk index (FSRi), as finally,to obtain an estimate of stochastic uncertainty. The aim of this analysis is to ensurethat the model is expandable for any risk data within a specified domain interval.The overall seismic risk index (FSRi) is influenced by a sort of uncertainty that ismainly rooted in the subjectivity of weights and membership functions. Theapplication of the MC simulation allows analysis of uncertainty propagation,
Chapter 8 : V & V 205
examining the pattern of variation within risk factors by means of randomness aswell as determining the levels that might affect the performance and reliability ofthe model (Barbat et al. 2010).The value of FSRi was calculated 100,000 times, using a random vector of riskinput. The stochastic results of the MC simulation were then collected anddisplayed through probability density function (PDF) and cumulative densityfunction (CDF) graphs. The statistical analysis of PDF and CDF reveals a crucialresult in terms of distribution shape, peak, spread and any gap or concentrationwithin domain intervals.
Figure 8.9 - PDF and CDF for expected seismic risk valuesFigure 8.9 illustrates the histogram of PDF and CDF of the FSRi performance. Thehistogram has three peaks, implying that three probable ranges of values that FSRicould take. In other word, three dominant groups of school buildings can bediscerned that carry ranges of risk from moderate to extreme. The expected valuesare consistent with the generic scale of risk that is initially presumed forknowledge elicitation.
Table 8.5 - Statistical parameters for Monte Carlo simulation
Risk Factor
Domain Interval Distribution
shape
Distribution
Parameters
Confidence
Interval Confidence
Level
Min Max Coverage    
Hazard 0.846 9.571 87% Normal 3.395 2.012 -0.629 7.419 95%
Vulnerability 1.076 8.326 72% Normal 5.994 1.708 2.578 9.410 95%
Exposure 1.832 9.107 73% Normal 5.482 1.963 1.555 9.408 95%
Response Mng. 2.016 9.346 73% Normal 6.537 1.568 3.400 9.674 95%
FSRi 2.747 9.034 63% Normal 6.853 1.248 4.356 9.349 95%
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Statistical parameters of the Monte Carlo simulation are summarized in Table 8.5including mean () and standard deviation (). Extreme values (Min, Max) of riskfactors indicate a considerable coverage in domain interval. While FSRi maintainsthe lowest coverage by 63% , it is still satisfactory as it comes with 95% confidenceinterval. Due to low deviation in the results, 95% of the values fall between and  no matter the domain interval. However, it should be noted that theproposed model could only cover the range of risk from moderate to very high(extreme), while missing the FSRi values beyond this limit (values <2.74 andvalues > 9.03) representing the lowest and the ultimate states of seismic risk.
8.6.3 WCS: Screening TestThe last validation test is to compare the estimated risk results with the scoresobtained from the standard screening method. The Canadian screening manual(NRCC 1992) and American version (FEMA-154 2002) are two common screeningprocedures which have been widely used in industry to identify and classifyvulnerable buildings. Although both approaches follow an identical scoringprocedure, the method as defined by NRCC uses more detailed factors (asdiscussed Chapter 6) for evaluating performances and that is why it was adoptedhere.The seismic performance Index (SPI) as derived from NRCC procedure generates aset of benchmarks which can be used for cross-validation under the third scenario.Theoretically, if an identical set of data is imported to either of screening methods,the results may not necessarily be the same (since the scale of measurement isdifferent); while the distribution of each one can be expected to have a similartrend, tendency and overall distribution shape as noted within the hypothesis (III).To verify the similarities between estimated risk results (called as observed FSRiresults) and observed SPI, a parametric analysis was performed correlation test(Chi-Squared). It should be noted that the experiment does not intend to show howclose those results are individually. Rather, parametric tests are sought after thedisplay of sufficient evidence, first to prove the validity of the model as a wholeentity, and second if the observed sample is derived from the same population.
Chapter 8 : V & V 207
At the first step, one may wish to test the assumption if the FSRi vector is a randomsample from a normal distribution. The statistical test is based on a normalprobability plot gives a quick idea, as shown in Figure 8.10. The graph simplyillustrates the goodness of the observed FSRi to fit the expected SPI values basedon normal distribution. If the samples do derive from the same distribution, theplot will be linear (at ideal situations).
Figure 8.10 - Accuracy plot of observed FSRi against expected SPIThe other statistical test can be performed to validate the initial (null) hypothesis,which states that the observed FSRi is derived from from the SPI population. Table8.6 provides a summary of the statistic tests carried out. These tests assess theevidence against the null hypothesis in term of probability. The P-value is aprobability indicator used to reject or to accept the null hypothesis, explaining thedistance the samples are relative to the individual observations.Table 8.6 - Statistical tests of hypothesis (III): worst case scenario
Statistic
test
Descriptive index Inference Parameter
Confidence
Level Remark 

P-value ConfidenceInterval
t 5.9457 0.98425 0.180 -0.518 0.0991 95% Satisfactory
z 5.9457 0.98425 0.0839 5.4988 5.9738 95% Satisfactory
F 5.9457 0.98425 0.4492 0.7394 1.9721 95% Satisfactory
Chi-square 5.9457 0.98425 0.2839 0.8527 1.7048 95% Satisfactory
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A P-value less than 0.05 means that there is enough evidence to conclude that theobserved and the expected (target) population are significantly different and donot come from the same distribution. Since all the P-values are by far more than0.05, it fails to reject the null hypothesis at 95% confidence interval. Consequently,the tests reveal that the observed FSRi and expected SPI are strongly related.Overall, the parametric tests demonstrate the statistical agreement betweenobserved and predicted risk results, confirming that results can be fit to a subset oftotal standard measured data accurately and reliably. In other words, it can beconcluded that the proposed model could generate a range of valid risk results(FSRi) that very closely follow the standard screening distribution. Therefore, thegenerated results have satisfactory passed the minimum controlling requirementsnoted within the worst-case scenario, implying that the presumed hypothesis (III)is valid.
8.7 SummaryThis chapter described the development of a systematic V&V process forapplication of seismic risk management. Initially, the system underwent theverification process. At this stage, the knowledge base was statically debugged andsubsequently verified using a set of parametric sensitivity tests. The sensitivityresults indicated that social exposure, for instance, is the most significant variationwith over 20%. The verification process was successfully accomplished throughdifferent tests, implying the model’s robustness.Next, the validation process was devised using three tests that conceptually linkedthree underlying hypotheses. These address multiple faces of validation bothinternally and externally. A higher level of achievement on each test results inmore reliable results. The consistency of the model was evaluated through theMonte Carlo simulation. The internal test indicated a high degree of coverage in theoutput domain interval with 95% confidence. In addition, the credibility of themodel was also examined using two experiments. The test statistically revealed aclose agreement between estimated and predicted risk performances thatoccurred within 95% confidence interval.
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Given that the model was successfully verified and validated at differentconditions, it can be assumed that the model is reliable. Therefore the proposedrisk-informed system can be implemented in prioritising the retrofitting of schoolbuildings.
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Chapter 9: Conclusions
9.1 IntroductionThis chapter provides the main findings of the research. The context of the thesis issummarized and major contribution to knowledge is discussed. It also outlinessome recommendations for future research.
9.2 Context SummarySeismic risk management is a knowledge-intensive process which deals with agreat amount of information from different sources. The risk databases are verylarge and are associated with uncertain information containing a mixture ofheterogeneous incommensurate information that need to be scaled, aligned andmeasured on a common platform. The uncertainties in the seismic risk context aresignificant and may not be effectively captured through conventional probabilisticmethods. In addition, the complex nature of earthquakes poses an extra challengesuggests the need for a systematic process to handle the intricate characteristics ofseismic risk management involved with:
 Multiple sources, criteria and alternatives
 Multidisciplinary processes
 Conflict/interaction among risk variables
 Multiple stakeholders, clients and interest group
 Multiple causes and effectsKeeping this in perspective, multidimensional aspects of risk are at the coreconcept of seismic risk management and lie beyond the practical reach ofconventional models.
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Deterministic models are too complex and require sophisticated tools andexpertise to achieve the intended levels of accuracy for critical infrastructure. Theprobabilistic method requires a great amount of information to establish thecorrelation between seismicity and damage records to extrapolate the results forfuture damage prediction. In addition, conventional models are application specificand fail to support problems in heterogeneous environments (e.g. various forms ofdata). They are thus restricted to regions with richness of data.The existing frameworks suffer from a lack of power in structuring the knowledgein a way that is simply interpreted and reused by experts. Therefore, the researchfocuses on the development of a heuristic system to effectively integrate kinds ofknowledge about risk with existing constraints. The significance of this conceptstems from the fact that risk can be viewed as common denominator that allowsconsidering non-commensurate characteristics in single measures. However,implementation of pure holistic systems relies strongly on expert intuition andexperience, without the straightforward way of incorporating knowledgecontained in numerical data (i.e. data driven rules). Therefore, the formulation ofthe scope of seismic risk management must be arranged according to theapplication and potential decisions to be made.
9.3 Objectives
9.3.1 Objective 1The first objective was to review the background and characteristics of seismic riskmanagement and systematic challenges involved. The literature review identifiedfour distinct categories of risk analysis (deterministic, probabilistic, heuristic andscreening) in terms of accuracy, complexity and uncertainty. The review revealedthat the scope of each procedure can vary significantly according to the applicationand may not fit for large mitigation programmes where numerous retrofittingprojects are involved. The review concluded that prioritizing the retrofitting ofschools requires a holistic risk-informed system to effectively address not onlyphysical impacts of the earthquake, but also to incorporate the socioeconomiccharacteristics of the disaster to support multiple stages of seismic riskmanagement.
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Achieving the first objective improves the understanding of seismic riskmanagement by providing an insight into how important backgroundcharacteristics are, what the potential challenges involved from the systemperspective are, and has given the basis which going to built a model later on thethesis. It also helps users to compare systems and choose the appropriate riskassessment approaches according to the scope, size, accuracy and complexity ofthe application, which would be desirable for any system.
9.3.2 Objective 2The second objective was to investigate the feasibility of mathematical techniquesfor modelling seismic risk. This objective was pursued through a review of existingmathematical modelling techniques. Given the diversity in the criteria, alternativesand participants, the problem describes multicriteria characteristics. A MultiCriteria Decision Making (MCDM) approach was then defined as a target to beexplored.The review revealed that MCDM could be used as a unique integrator that acts as abridge between the various disciplines involved in seismic risk management.However, exploring the MCDM methods indicated that there is no single techniquethat could uniquely address the multiple requirements simultaneously. The utilityof MCDM varies depending on the problem size, data type and technique used forhandling criteria trade-off. Classic MCDM is not considered to be capable ofhandling uncertainty. For example, Analytic Hierarchy Process (AHP) as a crispversion of MCDM could not essentially address the subjectivity and vagueness.Moreover, this technique is highly dependent for its validity on the comparativejudgment of every pair of criteria, which is not practically possible for currentproblems involving a large number of criteria and alternatives.Several methods from MCDM and Artificial Intelligence (AI) were reviewed andcompared in respect of two parameters that significantly affect the selectingprocess. The first of these is the systemic ability of processing large numbers ofalternatives. There are few candidates from MCDM and AI-based methods, whichcan systemically handle large amounts of information, criteria and alternatives.Secondly, the modelling effort is also a critical parameter that determines the level
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of richness in the ranking scores. AI methods carry the most desirablecharacteristics required for handling such complex problems.However, some of the above, such as Genetic Algorithms (Gas) and Artificial NeuralNetworks (ANNs), are either too complex or require a great amount of informationfor training the model. Among AI methods, Knowledge Based Expert System(KBES) was adopted due to its potential to effectively address the challengescaused by complex multidimensional aspects of seismic risk while also beingcapable of handling the subjectivities exist in the decision processes due to thebroad spectrum of objective and subjective information. A comparative studyundertaken in Chapter 3 reveals the appropriateness of the proposed rankingknowledge base system for seismic risk application, demonstrating that theheuristic fuzzy modelling outranks the other methods in all perspectives.This objective was achieved by categorising the mathematical techniques bymeans of system perspectives, taking into consideration complexity, trade-offs,input-output requirements and modelling efforts. This classification allows themodeller to provide evidence from a broad range of perspectives that ultimatelyimproves the understanding of the model’s restriction and capabilities. As a resultof the critical analysis of these mathematical techniques, it has been possible todevelop a taxonomy that improves the credibility and functionality of the model byaccommodating an organized, effective format for assessing the simulation results.
9.3.3 Objective 3The third objective was to introduce the fuzzy modelling approach in practice andreview the terminology, scope, limitations and potential barriers associated withmodelling the complex domain. This objective was achieved by exploring thesignificant characteristics and necessary operations required for fuzzy modelling.Knowledge acquisition was identified as a critical stage in establishing the KBES.The process of knowledge acquisition and representation requires extracting theuseful knowledge from different sources (fact, algorithm, experience, and controlknowledge) and formalizing it into a set of rules that constitute the knowledgebase. The knowledge base sources include building codes, earthquakereconnaissance reports and expert opinions (questionnaire feedback) on thevarious impacts of seismic risk.
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This research is practical and unique in that it integrates a large number of fuzzyinference systems (FIS) in a comprehensive framework allowing multidimensionalanalysis of seismic risk in regional scale which has not been attempted before. Theproposed system provides a powerful modelling tool to aggregate a large amountof information over multiple regions both effectively and efficiently. The majoradvantage of this study is that both qualitative and quantitative risk informationcould be aligned, scaled and aggregated with the presence of uncertainty. Themodel not only considers the trade-offs between both qualitative and quantitativefactors involved in developing risk, but it also enables decision-makers to deal withinconsistent judgments systematically. However, the proposed KBES relies on theexpert knowledge to develop the knowledge base. The identification and co-operation of relevant experts could be a great challenge if they have not beenchosen wisely or they could not reach a consensus.The proposed KBES improves the existing framework, allowing as many factors aspossible to be integrated, and yet is capable of being specifically tailored for certaininterests. The KBES offers a new, systematic and structured reconciliation ofnumerous risk factors through a multi-layered hierarchy, which is capable ofinteracting with a range of information, facts, algorithms and experiences.
9.3.4 Objective 4The fourth objective was to investigate the potential impacts of earthquakes tocollect necessary information and to establish the structure of seismic riskassessment. This objective was pursued by investigating the multidimensionaleffects of earthquakes in four major categories, including the hazard (ground-related effects), vulnerability (physical and structural effects), exposure (social andeconomic effects) and response management capability (regional backgroundeffects) and classifying them hierarchically into a structured system. The criticalchallenge of this phase was to adopt a right 'scale of damage' that could adequatelyrepresent the size and typologies of buildings in Iran while being measurable andconsistent with existing standards.The available scale of damages as defined within seismic codes is either tooconservative to truly represent the spectrum of buildings or not clearly expressedin a way to be simply transformed into fuzzy language. Moreover, the types of
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structures defined in some US codes may not fully cover the typologies of buildingsin Iran. To address this issue the thesis proposes a new damage index based on theprobabilistic concept of damage and consistent with EMS-98. EMS-98 presents asubjective way for defining the state of damage in buildings that makes it coherentto be modelled through fuzzy modelling. However a damage survey used in thisstudy for developing the fragility functions is limited to a specific range of damagecovering the most common classes of school buildings in Iran. Further works canbe focused on upgrading the framework by extending the database to cover awider range of earthquake damage, building types and importance. The factors,structure, and measurement scale described in this chapter collectively make anunderlying body required for developing the KBES.The outcome of this task contributes to knowledge three fold. First, it identifies thepotential impacts of earthquake on school buildings in multiple aspects. Second,the new model offers a systematic method of aggregating risk factors and to studythe characters of seismic risk assessment of school safety. While conventionalscreening models can handle a limited number of retrofitting projects manually(which is costly, time-consuming and may require a great amount of informationand experience), the new models offer a systematic method which is capable ofhandling a large number of cases. Third, it demonstrates the importance of a multi-level hierarchy for structuring seismic risk. The advantage of this structuredknowledge is providing a deeper insight into the seismic risk and its relevantimpacts in different categories in a systematic manner. Unlike previousframeworks which focus only on physical aspects of seismic risk, the proposedmodel improves existing models and provides a comprehensive picture of seismicrisk that incorporates multidimensional aspects such as socioeconomic criteria inthe decision process. As a result, this objective has demonstrated that earliermodels have underestimated the significance of social damage and thus allows thenew model to extend risk assessment, taking into consideration more features ofseismic risk management.
9.3.5 Objective 5The fifth objective was to apply and implement the model for evaluating andranking seismic risk within retrofitted school buildings in Iran and to review the
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results. This objective aimed to complete the case study by processing thefeedback from practising engineers by the means of fuzzy aggregation.A comprehensive seismic risk management methodology was implemented using aKBES. The complexity issue was addressed through a synchronized hierarchy andoperated using an integrated programming in MATLAB®. The nonlinearity andambiguity within the risk data were handled by examining different grades of riskimpact. It is apparent that the higher number of grades in risk factors, the greaterprecision and effectiveness in capturing nonlinearity and uncertainty.The application of the proposed model demonstrates the benefits of the KBES inhandling complex problems in the seismic risk context. A significant outcome ofthe study has been the development of a versatile system that is capable ofprocessing sorts of information at various levels of accuracy, form (qualitative andquantitative), measurement scales (ratio, interval) and algorithms (code basedfunctions). Throughout the task, a simple, impartial algorithm for aggregating theexpert opinion was established. The process employed a fuzzy-based algorithm foraggregating a large number of expert’s opinions by identifying consensus amongstthe individual experts, sorting and aggregating a based on common agreement in ahierarchy.Implementing the KBES brings several benefits to the decision class, such asincreased speed and access to knowledge, reduced cost, errors, and increasedretention of expertise. A significant feature of the new system is the flexibility inreporting and communicating with decision-makers. The model facilitates theprocess of decision-making by allowing a transparent analysis of the riskcontributing factors at any stage of risk management. Unlike similar models thatprocess the risk inputs in a “black-box”, the new approach provides a rich form ofrisk output in subsequent levels of hierarchy to support the final risk rankingresults. The model not only produces a composite risk index (FSRi) thatcollectively represents the general position of an alternative within the wholegroup, it also offers a comprehensive reasoning tool that supports each indexexplaining why a building is at higher risk than the others and which categoriesand dimensions could be critical for mitigation. For example, some denselypopulated post-code school buildings could be quite more vulnerable to those pre-code buildings with a lower population. The form of reasoning is unprecedented in
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the disaster risk context which cannot be achieved through other rival approaches(FEAM 154 and NRCC).The proposed methodology is the first systematic management of retrofittingschool buildings subjected to seismic risk on a large scale. It contributes primarilyto a new heuristic method that is capable of integrating seismic risk factors in thepresence of uncertainty.This research has produced a unique procedure for capturing a multifacetedpicture of earthquake risk for school buildings. The process specifically offers anew rapid screening tool that adapts to geological, structural and social demandsin Iran. The methodology is based on aggregating the key determinant factors thatimpose a dominant threat to school safety. Therefore, the method improves theprevious frameworks by interactively addressing the seismic risk impacts todecision-makers.
9.3.6 Objective 6The sixth objective was to investigate the effectiveness of the proposed model andto verify and validate its results. The objective was pursued by performing a set ofanalytical and empirical tests to ensure the success of the model’s implementationin real situations.This task was carried out in two stages of computerised verification andoperational validation. In the model verification the knowledge base was staticallyverified in terms of correctness and consistency, and then passed a black-box testusing a sensitivity analysis. The model was operationally validated in three ways totest the simulation model externally by comparing it to other models(benchmarking) using a statistical test of significance (hypothesis test), andinternally by exploring the model behaviour using a stochastically generatedinputs (Monte Carlo simulation). Finally, the model was cross-validated with astandard screening result. The tests together confirm the reliability and credibilityof the results within the specific domain of school buildings in Iran. This processserved to demonstrate the validity of the method and suitability of the field ofseismic risk management as a domain for expert system development. However,
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further subjective-oriented tests might be performed to establish the model’svalidity in the industry.The significant contribution of the research serves as an investigation into theapplicability and usefulness of the KBES to the domain of risk mitigation planning.The versatility and power of the expert system in processing complex systemsoutweighs its conceptual limitations in the context of disaster management.Essentially, seismic risk management is tightly linked to the mitigationprogramme. The key challenge was to effectively project the potential impacts ofearthquakes on school buildings.The main objective of this research has been to investigate whether the knowledgebase system for such a problem is feasible, possible, justified and appropriate. Thepotential application of such system was examined through the case study ofschool buildings in Iran. Throughout the process, it was demonstrated thatmeaningful results could be obtained regarding the feasibility and applicability ofthe KBES in seismic risk management.The application of the KBES for prioritizing a large number of retrofitting projectsin Iran makes it possible to improve the ongoing mitigation programme in severalways. Firstly, it increases the quality of mitigation decisions, bringing a morecontrollable tool that enables users to easily add or remove risk attributes andtrack and monitor the output at any stage. Secondly, it includes multiple groups'concerns (weight and preference) in the decision process in various dimensions(physical, social and economical). Thirdly, the model offers a high performancedecision support system that facilitates the planning and management ofvulnerable school buildings in less time, cost and expertise, increasing schoolsafety by expediting mitigation measures. For the first time, it is possible toidentify the hazardous school buildings and to prioritize them in terms ofretrofitting urgency. In this instance, the application of the developed screeningmethod not only fulfils the direct needs of mitigation programme, but it will alsohave a significant impact on the whole of the disaster management cycle, includingpreparedness, mitigation, response and recovery.
Chapter 9: Conclusion 219
The outcomes of the research collectively confirm that the proposed model fulfilsthe objectives of the study for the intended application of seismic risk managementnecessary to protect school safety.
9.4 Recommendations for Future ResearchFollowing the study, the model can be further extended and enhanced byrecommendations to direct future research. The possible research areas for suchextensions and enhancements can be outlined in three major areas.First, the methodology can be expanded and adapted to other sectors suchtransportation, healthcare and emergency facilities by adjusting the model’sconfiguration and structure.Second, the proposed model estimates the seismic risk of school buildings on astandalone platform. Future research could focus on integrating this model withlocal knowledge and maps systemically through a Geographic Information System(GIS). Currently, there are no detailed hazard and vulnerability maps available incities because of the lack of an integrated knowledge base platform. The GIS basedplatform is a powerful resource to improve the quality of the database within theprocess of seismic risk management. This platform could effectively helpindividuals to strengthen the capacity of local communities in identifying thedetailed zoning maps and developing the appropriate response plan.Finally, the system developed in this research is the first attempt to assess thelikely impacts of seismic risk on retrofitting buildings. Due to enrichment ofdatabase of retrofitted buildings over the time, an extensive corroboration processshould be performed to calibrate the values and weights consistent with actualexperience. This is important to determine what level of accuracy is required for arisk parameter to make the model adequately valid and useful in future mitigationprogramme.
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Appendix
Appendix A. Questionnaire Survey
Dear Expert
Data sheet: General Information and definitionSeismic risk is defined as the combination of several factors and commonlyexpressed in terms on lives loss and damages to properties , facilities , businessand activities. Any element of urban environment such as population at risk (PaR) ,asset or value at risk (VaR) is considered 'at risk' when they exposed to likelyoccurrence of the sort of losses for a given hazard (here is seismic hazard) and thuscan potentially propagate the seismic risk. Accordingly, three basic componentscan be distinguished from the above definition to characterize the seismic riskincluding:
 Seismic Hazard (H): the probability of occurrence of earthquake hazard for agiven area or level of ground shaking within a specified period of time
 Vulnerability (V): potential susceptibility or degree of loss to a givenelement(s) at risk resulting from the occurrence of a seismic hazard with agiven magnitude
 Exposure (E): Population, properties, asset and economic activities at risk ina given area
 Seismic risk (R): is referred as the expected number of lives lost, or degreeof damage and disruption to properties, infrastructures and economicactivities caused by a seismic hazard
Appendix 244
These factors are abstract and thus needs to be classified into more detailed sub-factors and attributes to precisely address each category. The identification of theweights and the effects of these factors is crucial to aggregate and combine riskfactors, identify the most riskiest set of facilities/buildings and finally to take thesuitable measures to mitigate their risk.The expert opinion collected through the questionnaire will be used in building aknowledge based expert system (KBES) to predict the seismic risk of the buildingof interest. As the expert system mainly relies on the expert's judgment andexperience, a questionnaire is prepared for integrating your valuable judgmentusing the proposed KBES.This questionnaire consists of two parts. In the first part, the expert is required togive weights to the main factors that seismic risk defined upon. In the second part,the expert is asked to evaluate the contribution (performance) of sub-factors withrespect to each risk factor.Your cooperation with us will increase public safety by improving the seismic riskmitigation measures. Thus, your contribution is valuable for us and highlyappreciated.Lead researcherK.Vahdat
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Questionnaire Form
Part 1 : Seismic risk factors1. Rate the overall weight (importance) of risk factors on a scale of 1 - 10 in which1 represents lowest and 10 represents highest contributing factor (mostimportant) in seismic risk. (The sum of the weights is unimportant.)
i Seismic risk Factor weightwi
1 2 3 4 5 6 7 8 9 10
1 Hazard
2 Vulnerability
3 Exposure
4
Response management
(preparation , planning
and emergency
facilities: hospital)
Part 2: Risk sub-factors2. Hazard category : Rate the importance of hazard sub-factors on scale 1 - 10 :
i Hazard sub-Factor weightwih
1 2 3 4 5 6 7 8 9 10
1 Ground Shaking (seismicamplitude/intensity)
2 Closeness to fault
3 Potential soil instability(Liquefaction / Sliding )
4 Site factor(soil condition)3. Exposure category : Rate the importance of exposure sub-factors on scale 1 -10 . For simplicity you may think how much an building/school/hospital can bepotentially exposed to an earthquake threat with respect to following sub-factors.
i Exposure sub-Factor weightwie
1 2 3 4 5 6 7 8 9 10
1 Population exposed
2 Population per area
3 Asset/ Value exposed
4 Area exposed
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4. Vulnerability category : Rate the importance of vulnerability sub-factors onscale 1 - 10 :As an example , consider a risk comparison between group of school buildings(similar function) limited to 3 storey (height) , no major irregularities andarchitecturally comply with basic safety measures (entrance design , stair case ,opening and equipped with primary fire distinguisher).
i Vulnerability sub-Factor weightwiv
1 2 3 4 5 6 7 8 9 10
1
Structure type (simple/rigid
steel/concrete frame ,
reinforced/simple masonry
2
Engineering performance
(Construction quality and
code conformity : Pre-
code/post-code buildings )
3 Building age (material quality, corrosion , defects)
4 Hours of operation(8 hr, 12 hr , 24hr)
5 Users age (kid, adult ,senior)
6 Population load (density)
5. Response capability and disaster management category : Rate theimportance of response management sub-factors on scale 1 - 10 . For simplicityyou may consider the pre or post-disaster measures which can reduce the disasterloss and impacts and thus influence the risk.
i Exposure sub-Factor weightwid
1 2 3 4 5 6 7 8 9 10
1 Hospital , physicians
2 Emergency facilities of city:shelter , first aid , blanket,...
3
Regional Planning ,
resource and management
index
4 Infrastructure index(access roads /airport)6. You may add any other factor you think important in determining seismic riskbut has not been addressed in this survey .
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Appendix B. Survey Data Processing
B.1 - Fuzzy Aggregation Of Expert OpinionsExperts were asked to provide a value on a scale of 1 to 100 corresponding thelinguistic terms of VL (1-20), L (21-40), M (41-6), H (61-80), VH (81-100) for eachrisk factor. To aggregate different state of impacts, a set of triangular membershipfunctions was assigned to each that is shown in Figure B.1.
Figure B.1 - Triangular membership functions for different impactsIn order to measure the prevalence impacts within survey data, a frequencydistribution algorithm was used. Opinions with higher frequency considered as ahigher impact on overall results and consequently received a higher rating factor.The algorithm combines both expert Index (EI) and Impact rating (IR)corresponding with each opinion of each individual expert (i =1, 2, . . . , 48) for arange of risk factors (j =1, 2,....18) formulated as: (B.1)The mean non fuzzy values of opinions can be calculated as follows (Chou 2003):
Rj = ( (B.2)Where l , m and u represents the lower , middle and upper bounds of fuzzynumbers. The sample aggregation process of expert opinions is explained throughan example. Considering the opinions collected for hazard factor (H), andfrequency, number of impacts (N), the aggregated fuzzy result ( ) can be obtainedas follows:
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= .IRVH..( .EIEG-1 + .EIEG-2 + .EIEG-3) + .IRVL) +
.IRH.. ( .EIEG-1 + .EIEG-2 + .EIEG-3) + .IRM..( .EIEG-1 +
.EIEG-2 + .EIEG-3) + .IRL. ( .EIEG-1 + .EIEG-2 +
.EIEG-3) + .IRVL.. (.EIEG-1 + .EIEG-2 + .EIEG-3) = (0.75,1,1)ʘ(1x0.166 
+ 12x0.333 + 5x0.5) + (0.5,0.75,1)ʘ(5x0.166 + 12x0.333 + 3x0.5) +(0.25,0.5,0.75) ʘ (3x0.166 + 
1x0.333 + 0x0.5) + (0,0.25,0.5)ʘ(3x0.166 + 1x0.333 + 0x0.5) + (0,0,0.25) ʘ (2x0.166 + 0x0.333 
+ 0x0.5) = (36.42,52.03,61.06)The equivalent aggregated Nonfuzzy opinion can be calculated using Eq. (B.2):
R1 = (36.42 + 4 x 42.03 + 61.06) /6 = 50.94Alternatively, the process of aggregation is briefly summarized in Table B.1.Table B.1 - Summary of expert opinion aggregation for hazard block (H)
Im
pa
ct Linguistic
Values ra
tin
g Frequency H Mean
Nonfuzzy
Value
EG-1 EG-2 EG-3 Combined
Fuzzy Impact0.166 0.333 0.50
VH 0.75 1.00 1.00 4.00 1 12 5 19.99 26.65 26.65 25.54
H 0.50 0.75 1.00 5.00 5 12 3 15.82 23.72 31.63 23.72
M 0.25 0.50 0.75 3.00 3 1 0 0.623 1.247 1.87 1.25
L 0.00 0.25 0.50 2.00 3 1 0 0 0.416 0.831 0.42
VL 0.00 0.00 0.25 1.00 2 0 0 0 0 0.083 0.01
Aggregated Fuzzy Opinions ( ): 36.42 52.03 61.06 50.94
Total Mean NonFuzzy Opinion values: 50.94The result derived from the above algorithm represents the individual localweights of risk factors in each block. The global weights of risk factors can beobtained by integrating the global share of each block with local opinions. Forexample the global weight of the ground shaking factor can be calculated asfollows:
= (36.42, 52.03 , 61.06) ʘ (39.05, 54.53, 60.69) = (1422,2837,3706)Accordingly the aggregated Nonfuzzy weight (ANW) can be obtained using fuzzyarithmetic (Hsieh et al 2004):
Rj = ( (B.3)Using Eq. (B.3), the ANW for H11 will be:Likewise, the other global weights of risk factors can be calculated as shown withinTable B.2.
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Table B.2 - Summary of aggregated weights of seismic risk data
ID Criteria Local weights Global weights ANW ScaledANW
H Hazard 36.42 52.03 61.06
H11 Ground shaking 39.05 54.53 60.69 1422 2837 3706 1707 82
H12 Closeness to fault 37.33 53.61 63.72 1360 2789 3891 1773 85
H32 Potential Instability 35.42 52.11 65.14 1290 2711 3977 1800 86
H42 Soil class 24.73 39.46 53.36 900.6 2053 3258 1470 71
V Vulnerability 35.01 51.03 62.27
V31 Building type 42.16 57.85 62.39 1476 2952 3885 1787 86
V21 Engineering Performance 35.59 52.2 65.6 1246 2664 4085 1834 88
V22 Building Age 29.51 45.16 58.82 1033 2305 3662 1645 79
V51 Operation hour 24.6 39.42 53.74 861.3 2012 3346 1499 72
V42 User Age 20.95 34.39 47.46 733.2 1755 2955 1326 64
V41 Occupancy Load 20.1 33.55 47.12 703.8 1712 2934 1314 63
E Exposure 35.88 52.44 64.68
E11 Population 41 56.52 61.6 1471 2964 3984 1826 88
E12 Population density 36.67 53.31 65.3 1316 2796 4223 1901 91
E21 Asset/Value exposed 37 54.35 68.55 1327 2850 4433 1985 95
E22 Area Exposed 25.73 41.13 55.53 923.1 2157 3592 1609 77
RM Response Management 33.5 49.53 61.56
RM11 Hospital, Physician Index 36.84 52.32 60.36 1234 2591 3715 1691 81
RM12 Emergency facilities 35.63 52.11 64.26 1194 2581 3956 1781 85
RM21 Planning & resource Index 34.05 50.36 63.02 1141 2494 3879 1744 84
RM22 Infrastructure Index 29.76 45.12 57.86 997.2 2235 3561 1600 77The scaled ANW draw a global picture of criteria’s weight. According to ANWvalues, most hazard factors, building type and performance as well as responsemanagement factors exhibit a relatively high strength in general. It can be alsonoticed that, the population load and density have the most influence on overallrisk; while the other socioeconomic factors such as user age, operation hoursindicate less importance.
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Appendix C. School Inventory Data
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Appendix D. Developing Damage Index Based on EMS-98
D.1 Developing Damage IndexOnce the scale of vulnerability has been defined and building typology classesanalysed, it is necessary to derive the fragility curve (functions) for each class ofbuilding. Fragility functions are smoothed push-over of the damage record in acertain typology for a specific range of seismicity. Alternatively, fragility curve canbe presented in a form of damage probability matrix (DPM) to describe the state ofdamage in each class of building for a given range of earthquake intensity. TheDPM matrix can be developed either empirically by correlating the past damagerecords with corresponding intensity (Yucemen et al 2004; Rossetto and Elnashai2003) or analytically using a nonlinear (push-over analysis) structural damagethresholds (Park and Ang 1985; Singhal and Kiremidjian 1996). Empirical methodsrely on the wealth of observed damage data available from past earthquakes, andthe correlation of those with construction materials and types in differentgeographical and seismic regions (Tesfamariam and Goda, 2013). Analyticalapproaches require a complex nonlinear structural performance analysis. Thiskind of approach can be a useful tool for detailed investigation; it, however maynot appropriate for analysing large number of school buildings due to expertise,time and cost restriction. In the absence of observational damage database and thelack of standardized fragility curves that specifically defined for building typologiesin Iran, standard fragility curves defined in the code of practice was used as amajor source for developing the equivalent fuzzy fragility functions. The studyapplies this concept within the proposed model by simulating the existing DPMdata points into equivalent membership functions to infer the damage state withinschool buildings. Alternatively, damage probability matrixes can be also presentedusing fragility curves in the graphical form.In order to develop damage index for different classes of school buildings, EMS-98damage scale has been adopted. EMS-98 suggests a subjective way for defining thedamage state of buildings (Table D.1) which make it coherent to be modelledthrough fuzzy modelling.
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Table D.1 - Classification of vulnerability classes based on EMS 98
EMS-98 defines the vulnerability class of buildings in terms of linguistic terms"Most" (most likely), "Many" (likely/possible) and "few" (unlikely) as shown inTable D.2. Analogous to probability concept, damage state can be obtained byintegrating the most probable states of damage for a given intensity. Theprobability of damage has been commonly estimated through lognormaldistributions requiring the mean (A) and standard deviation (B) of damage data setas below:
Ptotal = P[damage ds|MMI] = PD|MMI [d|MMI] == (D.1)
Hence, the state of damage can be alternatively expressed by using A and B. Thisclearly shows the fact that richer data set generates more precise fragility curve.While the data set is itself generated empirically from expert opinion, the precisionrelies on the wealth of sampling characteristics including size, shape anddispersion.
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Table D.2 - Vulnerability Class of common buildings based on EMS-98 scale
Building Vulnerability Class Damage level
MDI*# Class A B C D E F Fuzzy Interpretation
M1 URM 0.2( A) +  B+ 0.2( C ) 7.37
M2 RM 0.2( C) +  D+ 0.6( E) 4.02
C1 FRM + ERD 0.2( B)+ 0.6( C)+ D + 0.6( E) 4.65
S1 FRM - ERD 0.2( A)+ 0.6( B)+ C 6.79
S2 SBF 0.2( C)+ 0.6( D)+ E + 0.6( F) 3.15
Most likely : 50% < P < 100%
Possible(many): 10% < P < 60%
Few(Unlikely) : 0 < P < 20%
* MDI: Mean Damage Index Probability scaleSimilarly, the damage state can be interpreted in the form of fuzzy set bycombining sets of damage membership functions for different building classes. Forexample mean damage index (MDI) in a common reinforced masonry can becomputed by adding the probability of corresponding classes (noted within EMS-98) as following:
MDIRM = 0.2( C) +  D + 0.6( E)Where MDIRM is a fuzzy number representing mean damage Index and  C ,  D ,
 E are membership functions for vulnerability classes C, D and E respectively.Alternatively, the fuzzy processing of damage state may be demonstratedgraphically by adding the individual fuzzy numbers corresponding thevulnerability classes C to D. Presumably, the vulnerability classes of EMS-98 can bepresented on a scale of 1 to 10 through six trapezoidal membership functionsshown in Figure D.1.
Figure D.1 - Developing Mean Damage Index (MDI) for building type M2 (RM)
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Equation (D.1) can be interpreted by using a union aggregating operator:
MDIRM =Which is a new aggregated fuzzy number shown in red line. Defuzzifying the fuzzynumber using COA (centre of the area), an equivalent crisp value of MDI can beobtained. For precision, the computing process was modelled in MATLAB© asshown in Figure D.2.
Figure D.2 - MDI aggregation process modelled in MATLAB©
Hence, Mean Damage Index (MDI) for class M2 (RM) would be 4.02. Similarly MDIfor other classes of buildings can be obtained.
Appendix 255
Appendix E. Appendix E: Scale of measurement in
Hazard & Vulnerability
E.1 Seismic Hazard LevelsSeismic hazard levels are closely linked with the earthquake magnitude trends andthus it has a correlation with earthquake occurrence. The extent in which thesehazards might influence a facility performance relies on many factors such asearthquake magnitude, distance and direction of fault rupture propagation and sitegeology (Fajfar and kraw 1997). Considering the full spectrum of potential seismicinduced events may occur ranging from small to large magnitude, there is highprobability that a site experience low hazards events within life cycle of buildingand conversely, low probability to occur high hazard events in a long time. Inpractice, this point allows discretion of potential earthquake events and clusteringto certain level of hazards. Thus the seismic hazard levels may represent the rangeof seismic severity for which a building performance is desired. Consequently, thelevels of hazard adopted for this study is shown in Table E.1 which is based on theearthquake magnitude and seismicity defined in local code of practice.
Table E.2 – Seismic hazard levels adopted for the study
Hazard Level PGA 50 years Probabilityof Exceedance MMI
Earthquake
Magnitude
Very Low 0.005 - 0.01 50% IV-V 3.4 - 4
Low 0.011 - 0.05 25% V-VI 4.0 - 4.6
Medium 0.051 - 0.15 20% VI-VII 4.6 - 5.3
Substantial 0.151 - 0.30 10% VII-VIII 5.3 - 5.8
High 0.301 - 0.50 2% VIII-IX 5.8 - 7.0
Very high > 0.5 1% > X > 7
The PGA and MMI scale jointly address the objective and subjective aspects ofseismic hazards.
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E.2 Seismic Vulnerability LevelsThe concept of vulnerability is multidimensional and often contains tangible andintangible characteristics. The scope of vulnerability directly linked to the researchobjective and target mitigation programme. The evaluation of the effects ofearthquake damage on structures requires the selection of a measurementparameter. Procedures adopted in current study use the anticipated performanceof the building during future earthquakes as the measurement parameter. Thelikely impacts of earthquake damage on basic structural properties control theseismic performance of a building. Thus, the vulnerability scale adopted for thisstudy is based on the potential damages that a building could suffer following anearthquake (Table E.2). This scale is consistent with international standards(FEMA 273; EMS 98; ATC 13) as discussed in Chapter 6.
Table E.2 – Seismic vulnerability levels adopted for the study
Vulnerability
linguistic term
Damage
State
Damage
Scale%
Remark
Very Low D0- None 0 - 1 Not any damage
Low D1- light 1 - 10 Negligible damage in non-structural elements –No damage in structural elements
Medium D2- Moderate 10 - 30 Slight structural damage, moderate non-
structural damage
Substantial D3 - Strong 30 - 60 Considerable damage in structural and heavynon-structural elements
High D4 - Severe 60 - 80
Severe damage and partial collapse of
structural elements – (failure in load carrying
systems)
Very High D5 - Collapse 80 - 100 Destruction
