The design of control charts in statistical quality control addresses the optimal selection of the design parameters such as the sampling frequency and the control limits; and includes sensitivity analysis with respect to system parameters such as the various process parameters and the economic costs of sampling. The advent of more complicated control chart schemes has necessitated the use of Monte Carlo simulation in the design process, especially in the evaluation of performance measures such as average run length. In this paper, we apply two gradient estimation procedures -perturbation analysis and the likelihood ratio/score function method -to derive estimators that can be used in gradient-based optimization algorithms and in sensitivity analysis when Monte Carlo simulation is employed. We illustrate the techniques on a general control chart that includes the Shewhart chart and the exponentially-weighted moving average chart as special cases. Simulation examples comparing the estimators with each other and with "brute force" finite differences demonstrate the possibility of significant variance reduction in settings of practical interest.
Introduction
Two critical issues in the design of control charts in statistical quality control are the optimal selection of the design parameters such as sample size, sampling frequency, and control limits; and sensitivity analysis with respect to system parameters such as the economic costs of sampling and the characteristics of the potential process shifts (cf. Montgomery 1996) .
Depending on the design approach, the performance measures of interest fall into two main types: average run lengths or expected economic costs. The increasing complexity of many of the recently proposed control charts in the research literature has led to analytically intractable models, so Monte Carlo simulation is routinely used to estimate performance.
Examples include Grimshaw and Alt (1997) , where control charts for quantile function values are proposed; Albin et al. (1997) , where a number of different control charts are compared in their average run length to false alarms and to detection of process mean and standard deviation shifts; and Baxley (1995) , where variable sampling interval control charts are applied.
The generality of Monte Carlo simulation makes it a popular tool, since it allows the modeller to be quite flexible. Among the clearest advantages are the following:
• Assumptions on process characteristics can be relaxed (e.g., normality, independence, and stationarity assumptions). For example, in Grimshaw and Alt (1997) , a control chart is derived under a large sample approximation invoking the Central Limit Theorem. However, as they point out, in practice relatively small sample sizes are used. In their small test example, the simulation estimate of in-control average run length was 147.6, compared with the large sample approximation of 200.
• Any control chart can be handled, including Shewhart, Cumulative Sum (CUSUM), Exponentially Weighted Moving Averages (EWMA), and Bayesian. In comparing control charts, Albin et al. (1997) "chose to use simulation. Essentially one program (with less than fifty lines of code) is used for all combinations of charts and run rules..."
• An economic cost model can be made as general as desired. Barish and Hauser (1963) applied Monte Carlo simulation to test various combinations of parameters in an economic cost control chart design.
On the other hand, when it comes to the design and sensitivity analysis of control charts, the use of Monte Carlo simulation has been limited to "brute force" application. In other words, sensitivity analysis is conducted by changing the value of the parameter of interest and re-running the simulation (e.g., Albin et al. 1997 for different process shift amounts), and optimization is carried out in a somewhat ad hoc trial-and-error manner, i.e., no formal optimization techniques are employed (e.g., Barish and Hauser 1963) . In a recent paper by Lele (1997) , derivative estimates play a crucial role in the control chart design problem, but the solution proposed there uses brute-force finite differences.
Thus, the primary goal of this paper can be stated as follows:
To investigate efficiency improvement of Monte Carlo simulation in the design and analysis of control charts by introducing gradient estimation techniques.
Gradient estimation techniques generally require little additional overhead in the simulation, and usually result in significant computational savings over the multiple runs needed to construct finite difference estimates. Moreover, the optimal economic design problem can be addressed using gradient-based algorithms (cf. Fu 1994) . For problems of the type considered in Lele (1996 Lele ( ,1997 , where derivative estimates are required, our numerical results indicate that the gradient estimators derived here are superior to finite differences.
In this paper, we consider the two most commonly used gradient estimation techniques: perturbation analysis (PA) and the likelihood ratio (LR) method (also known as the score function method). Monographs for the former are Ho and Cao (1991) , Glasserman (1991) , Cao (1994) , and Fu and Hu (1997a) , and for the latter is Rubinstein and Shapiro (1993) .
These methods have been applied predominantly to queueing and inventory models. This work represents the first application to statistical quality control.
Specifically, in this paper we derive sensitivity estimates for average run lengths with respect to different types of parameters: the control limits, the sampling frequency, and various process shift parameters. In Section 2, we introduce the problem setting with the requisite notation and briefly discuss the gradient estimation technique to be applied. In Section 3, we consider the standard in-control and out-of-control average run length performance measures and present sensitivity estimators with respect to the control limits for a fairly general control chart that includes the classical Shewhart and EWMA charts as special cases. The detailed derivations and technical proofs of unbiasedness have been placed in the Appendix or, due to space limitations here, in Fu and Hu (1997b) . In Section 4, we incorporate the dynamics of the process shift. In addition to considering the control limit parameters, we also derive estimators with respect to the sampling frequency and various process shift parameters. In Section 5, we concisely summarize, compare and contrast the practical implementation of the various estimators. Section 6 contains simulation results comparing the numerical properties of the estimators with each other and with "brute force" finite differences. Section 7 concludes with a summary and a discussion of avenues for further research.
Problem Setting
We consider the standard control chart setting involving a single measurable process variable with two distinct states called "in control" and "out of control" (cf. Montgomery 1996) .
Samples of the process are taken at regularly spaced intervals and a test statistic generated (possibly based on past samples, as well). The test statistic is compared with control limits (that may vary as a function of time, as well) to declare the process in control or out of control. We begin by defining the following notation: h = sampling interval, i.e., samples are taken every h time units, n = sample size, In this paper, we will assume that the test statistic generated by the control chart at the ith sampling has the following general form:
where ψ is a function independent of other system parameters, and Y 1 = X 1 is specified as the initial condition. For notational convenience in the analysis in the next section, we will write
by taking ψ 1 (x, y) = x and ψ i = ψ for i > 1.
Example 1. Shewhart X-chart:
Example 2. EWMA chart:
As described above, an out-of-control signal is declared when the test statistic falls outside of the specified control limits. The corresponding sample number is defined as the run length, which is the performance measure of interest:
The expectation of this stopping time for {Y i } is what is commonly known as the average run length (ARL). We will consider three types of the ARL performance measure: the incontrol and out-of-control ARLs, and the ARL under process shift dynamics. The in-control (out-of-control) ARL assumes that the process is in control (respectively, out of control) the entire time. Ideally, one wants long in-control run lengths and short out-of-control run lengths. The third type of ARL assumes that the process starts in control, but goes out of control at some later time. It is usually considered in the context of the economic design problem, where different costs are assigned to the in-control and out-of-control periods. The following quantities are introduced to characterize the process shift dynamics:
g., the mean),
Starting from a new in-control state, the process will go out of control after T units of time,
where T is a random variable independent of {X i } with c.d.f. F , p.d.f. f, and parameter γ (e.g., the mean). The event {hL < T } indicates a false alarm. The underlying dynamics that drive the process out of control may be quite general, since Monte Carlo simulation is to be employed, e.g., T need not be exponentially distributed, as is assumed in most analytical models. The sampling distribution sequence {G i } forms a discrete-time stochastic process which takes on the "value" F 0 or F 1 , depending on whether or not the process is in control.
We introduce the following notation, which conditions on the value of the process shift time T and the initial test statistic Y 1 :
where the second definition is a slight abuse of notation used for the convenience of representing the "standard" initial starting condition of Y 1 = X 1 (expectation taken only with respect to second argument). Using this notation, the three performance measures of interest can be expressed as follows:
ARL 0 is the in-control (on-target) ARL, and ARL 1 is the out-of-control (off-target) ARL.
ARL T is the ARL for a process that starts in control, but shifts out of control at time T .
ARL T is useful for control chart design based on economic costs; when there is no confusion, the T argument (or subscript) will be dropped. Furthermore, except where specified otherwise, the initial condition Y 1 = X 1 is implicit throughout.
We will derive estimators for sensitivities of the average run length
where θ will represent different types of parameters: the sampling frequency, control limit parameters, and various process parameters. The easiest-to-use gradient estimation techniques are the straightforward likelihood ratio method (LRM) and infinitesimal perturbation analysis (IPA). They are based on the following respective interchanges of expectation and differentiation:
where f L represents the joint p.d.f. for the input r.v.'s that determine L. The straightforward LRM in (6) is applicable only to distributional parameters, although the so-called "push out" method can be used to extend the approach to some structural parameters (cf. Rubinstein and Shapiro 1993). However, in this paper, we will consider only the straightforward LRM.
Unfortunately, IPA is not applicable to our problem setting, because L is a discrete random variable, taking on integer values. As a consequence, L as a function of the parameter will be piecewise constant with jumps, and thus the resulting IPA estimator dL/dθ in (7) will be 0. We will apply an extension of IPA introduced by Gong and Ho (1987) that employs conditional Monte Carlo, known as smoothed perturbation analysis (SPA). The particular approach taken here is based on the general framework of Fu and Hu (1992) , as presented in Fu and Hu (1997a) . The general form of the estimator contains two parts: the IPA estimator, zero in this case; and conditional contributions representing the product of a probability jump rate and the resulting jump in the performance measure. In the following two sections, we present the various estimators, leaving the detailed derivations and unbiasedness proofs to the Appendix.
In-Control and Out-of-Control ARLs
For the in-control and out-of-control ARLs, we consider derivative estimates with respect to the control limits. Throughout this section, we treat the two cases simultaneously by defining the two constants τ 0 = ∞, τ 1 = 0, to correspond to the in-control and out-of-control cases, respectively. We can then use T = τ j , j = 0, 1, to refer to the two cases concurrently, where
we have ARL j = J (τ j ).
Control Limits
We consider the constant control limits case first:
If θ is a parameter in both LCL and UCL, as is typically the case, then the chain rule can be applied to obtain the sensitivities
Since the control limits are not distributional parameters, the straightforward LRM cannot be applied, although it is possible that the "push out" method could be applicable (cf. Rubinstein and Shapiro 1993). For example, in the Shewhart chart case, the control limits are usually of the form µ ± kσ/ √ n, so that derivatives with respect to the control limits are related to other derivatives.
Right-hand and left-hand derivative PA estimators can be derived by considering ∆u > 0 and ∆u < 0, respectively. In the former case, the analysis centers on the possibility that an increase in the upper control limit could cause the run length to be extended beyond the current stopping time (see Figure 1 ), whereas in the latter case, a decrease in the upper control limit could cause the run length to be shortened to any of the earlier samples (see Figure 2 ). In the Appendix, we provide the detailed derivation and establish unbiasedness for the following PA estimators:
where X ∼ F j and ψ −1 i (·, ·) denotes the inverse with respect to the first argument, so that
For example, we have for the EWMA control chart:
In (8), the first two terms represent the probability rate that the run length at L will be extended, with the J term giving an estimate of the expected length of the extension and the indicator term imposing the condition that this extension can only take place if the out-of-control signal was a violation of the upper control limit. In (9), the first two terms represent the probability rate that the run length at L will be shortened, with the J term again giving the expected amount shortened at sample i and the summation over i < L indicating that the shortening can take place at any of the earlier samples. In terms of practical implementation, the estimators may require an additional simulation to estimate the term J (τ j , ψ(X, u)).
In a similar fashion, the following unbiased estimators can be derived:
Shortening of run length caused by negative perturbation in upper control limit.
In this case, no additional simulation is required for any of the four estimators.
is given by (10) . In this case, additional simulation will be required for all of the estimators. The additional simulation is used to estimate ARL j for the cases where the initial condition is given by
Next we consider the general case where the control limits are also indexed by the sample number, i.e., we have a sequence {[l i , u i ]}. We can use the chain rule to find sensitivities as follows:
so for example this includes the constant control limit chart as a special case.
For the right-hand (left-hand) derivative w.r.t. u i (l i ), we can only have a change if L = i, so there is no longer a summation. Otherwise, similar to before, our estimators are the following:
Process Distribution
Next, we consider derivatives with respect to parameters µ j in the process sampling distributions, F j (j = 0, 1). Since µ j is a distributional parameter, straightforward LR can be applied via (6) to give the following estimator:
Note that the form of this estimator is independent of the form of the control chart, i.e., the only dependence on ψ is through L. This makes the estimator extremely easy to implement.
In addition, unbiasedness will hold under standard conditions on the sampling distribution, e.g., all common continuous distributions such as the normal, lognormal, and gamma distributions will satisfy the conditions. As an example, for the usual normal distribution assumption on {X i }, with mean µ j and standard deviation σ, we have the following:
For the PA estimator, the effect of changing a parameter in F j is to cause a shift in {X i }, which is similar to shifting both of the control limits simultaneously. First, we recall the standard PA form for the derivative of a random variable with respect to a parameter θ in its known distribution:
Common cases are dX/dθ = 1 when θ is a location parameter (as in the mean of a normal distribution or a uniform distribution) and dX/dθ = X/θ when θ is a scale parameter (as in the mean of an exponential distribution).
Since the control chart has dependence on previous data in the general form of the chart given by (1), the relationship between Y i and X i is used to "propagate" perturbations.
Differentiating, we have
In particular, for the EWMA control chart, we have
The general form of the estimator is then derived by considering the possible changes in X i caused by a change in µ j . If they are positively correlated, then the estimator is given by the negative of the sum of the two left-hand derivative estimators w.r.t. the control limits, whereas if they are negatively correlated, then the estimator is given by the sum of the two right-hand derivative estimators w.r.t. the control limits. Thus, the final estimator can be written as follows:
where x + = max(x, 0) and x − = max(−x, 0). Note that at most two of the four terms will be non-zero for a given case, since the sign of d/dµ j is either positive or negative.
Example 1. Shewhart chart:
Next, we note that we can also consider derivatives with respect to parameters in the relationship ψ itself, as well. For example, in the case of the EWMA control chart, one might be interested in sensitivities with respect to the smoothing constant α. Again, we simply differentiate the relationship to obtain a propagation rule:
which is used in the estimator (20) above.
Process Shift ARL
Now we consider the case where the process begins in control and goes out of control after a random time T . Thus, the distribution of each X i depends on T , so that L also depends on T implicitly. The dependence of {X i } on T is not on the actual value of T , but just on which sampling interval it occurs. Therefore, we define the index random variable for the last in-control sample taken (refer to Figure 3 )
Control Limits
These estimators resemble very closely the corresponding in-control and out-of-control estimators, with the following exceptions:
• the initial condition on the additional run length involves the residual time of T at the time of the out-of-control signal;
• the probability rate term is replaced with a random distribution G i , equal to either F 1 or F 0 depending on whether the out-of-control signal is a true or false alarm, respectively.
Otherwise proceeding in the same manner, we obtain the following estimators:
where
is the residual time until the system actually goes out of control from the epoch at which an out-of-control signal is declared. Thus, if T ≤ hL, the system is already out of control, and hence the residual time is zero.
Example 2. EWMA chart: ψ
given by (10)
For
In-Control and Out-of-Control Process Parameters
Similar to the case of the in-control and out-of-control ARLs, we can easily derive estimators for parameters in the in-control and out-of-control sampling distributions. Basically, the only difference in the estimators is that there are non-zero contributions only when the sampling distribution being used for X i is the one in which the parameter µ j enters:
and
Recall that the random variable T is assumed independent of µ 0 and µ 1 .
Again, straightforward LR can be applied to give the following estimator:
Similarly, we can derive the following PA estimator:
Example 1. Shewhart chart: τ res given by (26)
Note that if T is exponentially distributed, then by the memoryless property, J (τ res ) can be replaced by L, and no extra simulation is required.
Example 2. EWMA chart: τ res given by (26)
Sampling Frequency
We now consider the case where the parameter is h, the sampling interval. Since this is a structural parameter, the straightforward LRM is not applicable, so we consider only the PA estimator. The key characteristic in the analysis is to note that a change in the sampling interval may cause a change in the sample number in which the out-of-control signal is declared. Consider the right-hand estimator ∆h > 0. Writing η(h) to denote the dependence of η on the sampling interval, we observe increasing the sampling interval may cause the interval in which the process actually goes out of control to decrease, specifically η(h + ∆h) = η(h) − 1, which would imply that for h + ∆h, we would have
? Figure 4 : Potential change caused by perturbation ∆h > 0.
so that the distribution of X η would change. In other words, T has shifted from falling in the interval [ηh, (η + 1)h) to falling in the preceding interval (see Figure 4) . Based on this critical event change, one can derive the following estimator (see the Appendix):
Similarly, one can derive the following left-hand derivative estimator:
If T is a continuous random variable, it can be easily shown
In general, the estimators require one additional quantity to be estimated by simulation.
However, in the case of the Shewhart chart, two particular coupling constructions (see Fu and Hu 1997b for details) can be used to derive efficient estimators for the expected values
, which in turn lead to the following estimators that require only the customary in-control and out-of-control ARLs:
Process "Drift" Parameters
Next, we consider sensitivities to parameters that enter the dynamics of the process going from in control to out of control. In particular, we consider the derivative with respect to γ, a parameter in the distribution of T .
Since γ is a distributional parameter, straightforward LR can be applied to give
Note that in contrast to the previous LR estimators given by (14) and (37) For the PA estimator, a little thought reveals that the resulting estimator is similar to the previous one, since the change occurs only in the timing of the samplings. The only differences are the following: ∆T < 0 corresponds to ∆h > 0 and ∆T > 0 corresponds to ∆h < 0; and the probability rate term is slightly different, as computed in the Appendix.
Thus, we have the following estimators:
As in the previous section, for the Shewhart control chart, an efficient estimator can be derived by using either of the two coupling constructions discussed in the Appendix for estimating the expected values of
Implementation of the Estimators
In this section, we summarize the practical implementation of the various estimators. The LR estimators never require any additional simulation wherever applicable (the same is true for the IPA estimator, which is not applicable in this problem setting at all) and are always straightforward to implement. PA estimators based on SPA often require additional simulation to estimate quantities that are not available explicitly in the original simulation.
In Fu and Hu (1992) , it is noted that this could lead to an impractical amount of extra computation. However, for the problem considered here, the amount of extra burden is quite minimal, being on the order of one additional simulation or less. The quantities to be estimated in the PA estimators are just ARLs that can be easily estimated by simulations with different starting conditions on T and Y 1 . Hence, all of the estimators are at least as efficient as finite differences in terms of amount of simulation required to generate an estimate. However, just as important is the precision of the estimators, which will be tested for some examples in the next section.
Numerical Results
Numerical properties of the estimators were investigated via simulation examples for the Shewhart and EWMA charts. We purposely selected most of the examples to be cases where analytical results are available, in order to be able to easily judge the accuracy of the estimates. The applicability of the estimators, however, is far wider than the examples considered here. For sensitivities with respect to control limits, we compared the PA estimates with brute-force finite difference (FD) estimates, in particular with symmetric difference (SD) estimates using common random numbers. For sensitivities with respect to parameters in the sampling distributions and the process shift timing distribution, we compared all three of the PA, LR, and SD estimates.
The various cases are based on the following distributions and parameter settings:
• normal sampling distribution F j with σ/ √ n = 1, µ 0 = 0 and µ 1 = 0.1, 1.0, 3.0, corresponding to small, moderate, and large shifts, respectively;
• 95% and 99.5% control limits corresponding to ±1.96 and ±2.81, respectively (and hence, in-control ARLs of 20 and 200, respectively, for the Shewhart chart);
• exponential distribution F with mean γ = 20 for the process shift time T .
Without loss of generality, we took the sampling frequency to be h = 1. As will be seen in the tables displaying the results, not every combination was simulated. For the EWMA chart, the control limits were set at ±1.94 for µ 1 = 0.25, 1.0, 3.0, yielding respective theoretical ARLs of 61.1, 10.6, 1.4, respectively, and an in-control ARL of 82.5 (Crowder 1987 ). In considering the process shift dynamics, only the Shewhart chart with wider control limits was considered. We report the results for derivatives with respect to the control limits, the process means, and the process shift time mean. Omitted is the derivative with respect to sampling frequency, since it yields basically an identical PA estimator to that for the process shift mean.
Each case was run for 10000 replications, and Tables 1 through 3 The simulation results indicate that the PA estimates are generally superior to SD estimates, but some estimators are more promising than others. Table 4 takes a closer look at the variance estimates in the most promising setting, the RH PA estimator with respect to the control limits. In order to obtain approximately valid confidence intervals using standard statistical estimation (i.e., via the chi-squared distribution), we used a batched estimator with batches of size 5, giving a total of 20,000 samples. For further comparison, the variances of SD estimators without common random numbers (CRN), i.e., using independent streams, are also reported. The results indicate that the variance reduction of the PA estimator over SD is statistically significant, and can be quite substantial -exceeding that in going from independent SD to CRN SD, and achieving two orders of magnitude reduction in one case (implying the need for over 100 times more replications for SD than for PA to obtain the same precision). Greater variance reduction is achieved for moderate to large shifts (one standard deviation or more) in the process.
The LR estimates are worse than SD estimates for all cases except the case with respect to a parameter in the process shift distribution, when it also beat the PA estimates. This is because there is only a single random variable involved in the estimator, so the usual increasing (with length of simulation run) variance problem is absent. 1 192.3 194.12 365.1 366.8 365.8 372.4 -225.1 -219.4 -215.9 -223.7 (1.9) (8. Although ARL performance measures are the most commonly used, in cases where the sample size and/or sampling interval are variable, other appropriate performance measures such as average time to signal and average number of observations to signal can also be handled. Also, the techniques are not restricted to just the mean of the process.
Application of the estimators to the economic optimal design of control charts is one natural next avenue of research to pursue. In this approach, costs and profits are attached to various actions such as sampling and testing, investigation and correction, good production and nonconformance. Montgomery (1996) devotes a chapter to the problem of economic design; see also Ho and Case (1994) for a literature review. The focus has been on deriving analytical expressions for the time-average cost; in general, only the Shewhart case has yielded analytically tractable solutions, and even in these cases, one must usually employ numerical analysis techniques to search for the optimum. A very general formulation of the economic design problem proposed by Lele (1997) assumes a control chart of the form analyzed in this paper. For the Shewhart X-bar charts, he was able to find the optimum design analytically, but for the EWMA charts and a Bayes' procedure, he had to employ Monte Carlo simulation. Derivatives were required in his solution procedure, obtained using finite differences; this would be a natural application for our approach, and is pursued in Fu, Lele, and Vossen (1999).
Section 3.1. Control Limits
We derive in detail the estimator for the upper control limit u, and sketch the derivation for the lower control limit l. We consider both the left-hand and right-hand derivatives. For
In this case, the perturbation ∆u causes the test statistic to no longer signal out of control, and hence the run length is extended as a result (see Figure 1 ). In particular, we can think of the process as starting over with a new initial condition ψ(X, Y L ), i.e., the additional length
Note that in the last equation, we introduce the condition Y L > u so that our estimator will be simpler; otherwise, the implicit condition Y L / ∈ [l, u] would have to be used in calculating
, resulting in a more complicated estimator.
Therefore, we have the probability rate term for the change is calculated via
where ψ −1 i (·, ·) denotes the inverse with respect to the first argument. Also,
Putting this all together yields the final right-hand estimator for dARL j /du, j = 0, 1, given by (8) . For unbiasedness, we need
As usual, we use the dominated convergence theorem to establish this. Basically, to apply the dominated convergence theorem the key condition required is the bound
for any ǫ > 0, for which the following conditions suffice to establish:
is continuously differentiable and strictly increasing w.r.t. its first argument.
where K > 0 is a constant, and F j (ψ −1 (u, l)) < 1, for j = 0, 1.
The conditions on ψ in (A1) and (A2) are mild. For example, it can easily be shown that the EWMA control chart satisfies them. Condition (A3) is easily verifiable and holds for most of the well-known distributions. On the other hand, (A4) is a technical condition not as straightforward to verify as the other conditions, but viewed as a bound on average run length, it is reasonable to assume it holds for systems of practical interest. Proof. In the estimator (8), the existence of ψ −1 (·, ·) and its differentiability are guaranteed by (A1). We note that due to (A4), the actual quantity on which we need to establish a bound is 1 ∆u
Since ψ −1 (·, ·) is decreasing w.r.t. its second argument due to (A2) and l ≤ Y L−1 ≤ u,
(using (A2) & (A3)) ≤ 1 ∆u 1 (u, l) ) ,
2
For the left-hand derivative ∆u < 0, we know L(u + ∆u) = L(u) if u + ∆u < Y i ≤ u for some i < L. In this case, we have a larger set of possible changes, in that any in-control signal prior to the first out-of-control may be altered to out of control, thus shortening the run length to that point (see Figure 2 ). If such a change occurs for sample i, the run length is reduced to i, and we have For each term i, we condition on the set of all sample information except X i itself, z i = {L, X 1 , ..., X L }\{X i }, so that the probability rate term for the change is calculated via
and the final left-hand estimator for dARL j /du is given by (9) . + 1)h) − F (ih) , and the final estimator is given by the following:
where the three paths are defined as follows:
NP , the nominal (original) sample path: ηh < T ≤ (η + 1)h; DNP , the degenerated nominal path: T = [ηh] + =⇒ η DN P = η; P P , the perturbed path: T = [ηh] − =⇒ η P P = η − 1.
Since the run-length performance measure L does not depend on the actual value of T but just on η, L is the same on DNP as on NP , so L DN P = L and (46) yields (41).
We now turn to the left-hand derivative ∆h < 0, to consider P (η(h+∆h) = i+1|η(h) = i): and the final estimator is given by the following:
NP , the nominal (original) sample path: ηh < T ≤ (η + 1)h; DNP , the degenerated nominal path: T = [(η + 1)h] − =⇒ η DN P = η; P P , the perturbed path: T = [(η + 1)h] + =⇒ η P P = η + 1.
Again, since L is the same on DNP as on NP , we have L DN P = L, and the estimator (47) corresponds to (42).
Section 4.4. Process "Drift" Parameters
To obtain the left-hand derivative given by (44), consider the probability rate for ∆T < 0: To obtain the right-hand derivative given by (45), consider the probability rate for ∆T > 0: 
