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Abstract
Artemov’s propositional logic of proofs LP captures all invariant properties of proof predicates “t is a proof of F ” which are
represented in LP as formulas t :F . Kuznets in [On the complexity of explicit modal logics, in: Computer Science Logic 2000,
Lecture Notes in Computer Science, Vol. 1862, Springer, Berlin, 2000, pp. 371–383] showed that the satisﬁability problem for LP
belongs to the class p2 of the polynomial hierarchy. In this paper we consider the reﬂected logic of proofs, rLP, consisting of
formulas t :F derivable in LP. The system rLP is as expressible as LP itself, since every F derivable in LP is represented in rLP by
t :F for an appropriate proof term t. We prove a better upper bound (NP) for the decision procedure in rLP. In addition we prove the
disjunctive property for the original logic of proofs LP, thus answering a well-known question in this area.
© 2006 Elsevier B.V. All rights reserved.
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1. Introduction
Artemov’s logic of proofs LP describes invariant (i.e. independent on a choice of a particular deductive system)
propositional properties of proof predicates “x is a proof of y”, together with some computable operations on proofs
induced by admissible inference rules: “·”—the application of the rule modus ponens,“!”—proof checking,“+”—the
union of proofs. These operations make LP capable of realizing the whole of modal logic S4, typed combinatory logic,
etc.; for these and other applications cf. [1–3].
In addition to the standard propositional logic the LP language contains the proof terms (called proof polynomials)
representing particular proofs. Proof polynomials are built from proof variables and proof constants with the help of
functional symbols ·, !, +. The proof predicate is represented in LP by a supplementary constructor of quasiatomic
formulas t :F where t is a term and F is a formula. LP is complete with respect to the arithmetical semantics where t :F
is interpreted as Gödel’s formula of proofs “t is a proof of F”.
More simple, symbolic models for LP were introduced in [7] where the decidability of LP was established. The
complexity analysis of this decision procedure for LP gave the best known upper bound p2 (see [6]).
The main goal of this paper is to ﬁnd representative fragments of LP with lower complexity. In this paper two of
such fragments belonging to NP are found. We ﬁrst consider the reﬂected logic of proofs, rLP, which is the fragment
of LP consisting of all formulas of the form t :F provable in LP. Note that rLP has the same expressive power as LP
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itself, since LP is embedded into rLP by the internalization property of LP ([1]):
LP F ⇔ LP  t :F for some proof term t. (1)
At the same time rLP is much simpler than LP both logically and computationally. We prove that rLP is a theory of
a single symbolic model. The construction of this model can be described on the basis of a calculus C which gives
an independent axiomatization of rLP. All the inference rules of C are the introduction rules for operations ·, !, + and
proof constants. Every derivation of a formula t :F is isomorphic to some subtree of the parsing tree of the term t. A
proof search in C gives a decision algorithm for rLP along with a complexity bound: rLP belongs to NP. Note that in
the imbedding (1) the size of the corresponding proof term t may be exponential in the length of F (cf. [5]).
The deductive and model features of rLP provide the means to answer some general questions about the structure
of LP-derivations. In this paper we consider the disjunctive property, which turns out to be essential in the proof of
the same upper bound NP for another syntactical fragment—rLP∧,∨, the set of all LP-theorems which are monotone
boolean combinations of quasiatomic formulas. We also establish the disjunctive property of LP
LP  s:F ∨ t :G ⇔ LP  s:F or LP  t :G
which is sufﬁcient for extending the complexity bound NP from rLP to rLP∧,∨.
Similar questions concerning the possibility of the proof search simpliﬁcation arise when we search for an LP-proof
of a formula which has one of the forms (t · s):F , (t + s):F or (!t):F . The analysis of the C calculus gives a uniform
answer for all of them (Corollary 4).
2. Preliminaries
The language of LP contains the usual language of classical propositional logic, proof variables xi , proof constants
ci , functional symbols: monadic !, binary + and ·, operator symbol “:” of the type “term:formula”. Proof terms (also
called proof polynomials are built from the variables and constants using the operations !,+, ·. Formulas are constructed
from propositional letters and boolean constants in the usual way with an additional clause: if F is a formula and t a
term, then t :F is a formula. SVar denotes the set of all propositional letters, Tm—the set of all terms, Fm—the set of
all formulas.
The logic of proofs LP is deﬁned by the following calculus:
Axioms:
A0 Axioms of the classical propositional logic in the language of LP
A1 t :F → F
A2 t :(F → G) → (s:F → (t · s):G)
A3 t :F → (t + s):F , s:F → (t + s):F
A4 t :F →!t :(t :F)
Rules:
(Modus ponens) F → G, F G
(Necessitation)  c:A, for any proof constant c and axiom A from A0–A4.
Deﬁnition 2.1. A constant speciﬁcation, CS, is a ﬁnite set of formulas of the form c:A where c is a proof constant and
A is one of the axioms A0–A4. Let LP(CS) be the fragment of LP with axioms A0–A4, modus ponens rule and the
restricted form of Necessitation rule:
(NecessitationCS)  c:A for c:A ∈ CS.
3. Symbolic models for LP
Deﬁnition 3.1. A function ∗ : Tm → 2Fm that assigns to every LP-term a set of LP-formulas is called an evidence
function if it satisﬁes the following conditions:
(1) If F → G ∈ ∗(t) and F ∈ ∗(s) then G ∈ ∗(t · s).
(2) ∗(t) ∪ ∗(s) ⊆ ∗(t + s).
(3) If F ∈ ∗(t) then t :F ∈ ∗(!t).
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Deﬁnition 3.2. We deﬁne a partial ordering on the set of all evidence functions: ∗∗′ if ∗(t) ⊆ ∗′(t) holds for all
proof terms t.
Deﬁnition 3.3. A model M is a triple (v, ∗,), where v is a truth-assignment, i.e. a mapping v : SVar → {True,False},
∗ is an evidence function and  is a truth relation which is deﬁned by the ﬁrst two components in the following way:
(1) For propositional letters M  S iff v(S) = True; M ⊥
(2) M F → G iff F or G
(3) M  t :F iff F ∈ ∗(t)
Deﬁnition 3.4. A pre-model P is a triple (v, ∗,p), where v is a truth-assignment, ∗ is an evidence function and the
deﬁnition of a truth relation p is similar to  (see Deﬁnition 3.3) except for (3) which should now be
P p t :F iff F ∈ ∗(t) and P p F.
Deﬁnition 3.5. For two models M = (v, ∗,) and M ′ = (v′, ∗′,′) we shall write MM ′ if ∗∗′ and vv′ (the
latter means that for every S ∈ SVar, v(S) = True implies v′(S) = True).
Deﬁnition 3.6. The model M = (v, ∗,) is called reﬂexive if F ∈ ∗(t) implies M F .
Deﬁnition 3.7. Let the constant speciﬁcation CS be given. A model M (a pre-model P) is called a CS-model (a CS-
pre-model) if M CS (P p CS, respectively). An evidence function ∗ is called a CS-evidence function if F ∈ ∗(c)
holds for all formulas c:F ∈ CS.
The above deﬁnition of a model (pre-model) as well as Theorems 3.8 and 3.9 are due to Mkrtychev [7]. For formulas
of the form t :F we will prove a stronger variant of Theorem 3.9 (see Theorem 4.1).
Theorem 3.8. LP(CS) F iff F is valid in all reﬂexive CS-models.
Theorem 3.9. LP(CS) F iff F is valid in all CS-pre-models.
Lemma 1. For every constant speciﬁcation CS there exists a CS-evidence function ∗ for which
F ∈ ∗(t) ⇒ LP(CS) F
holds for every term t and every formula F.
Proof. Let CS be a constant speciﬁcation {c1:A1, . . . , cn:An}. We deﬁne ∗ as the least CS-evidence function satisfying
the condition:
∗(ci) = {Fj | ci = cj , 1jn}, i = 1, . . . , n.
Let us describe the construction of ∗. We ﬁx a sequence t1, t2, . . . containing all the proof terms of the language
where every term is met inﬁnitely many times. The procedure consists of  steps.
Step 0:
∗(t) :=
{ {Fj | ci = cj , 1jn}, where t = ci, i = 1, . . . , n,
∅, otherwise.
Step k > 0: Update the value of ∗(tk):
Case tk = hs:
∗(tk) := ∗(tk) ∪ {G | F → G ∈ ∗(h) and F ∈ ∗(s), for some formula F }.
Case tk = h + s: ∗(tk) := ∗(tk) ∪ ∗(h) ∪ ∗(s).
Case tk =!s: ∗(tk) := ∗(tk) ∪ {s:F | F ∈ ∗(s)}.
N.V. Krupski / Theoretical Computer Science 357 (2006) 136–142 139
The result of this procedure is a desired evidence function ∗.
Indeed, let F ∈ ∗(t). Then F was added to ∗(t) at some step N and t = tN . By induction on N we prove that
LP(CS)  t :F . Let N = 0. Then t0 = ci , for some i and t0:F ∈ CS. So, LP(CS)  t0:F0. Let N > 0 and LP(CS)  ti :G,
for all G that were added to ∗(ti) at steps i < N . Let us prove that LP(CS)  tN :F .
If tN = ci for some i = 1 . . . n, then tN :FN ∈ CS, so LP(CS)  tN :FN .
Let tN = hs. ThenF ∈ ∗(hs). So, there exists a formulaG and integers i, j < N such that h = ti , s = tj , the formula
G → F was added to ∗(ti) and the formula G was added to ∗(tj ) at steps i and j respectively. So, LP(CS)  ti :(G → F)
and LP(CS)  tj :G. By A2, LP(CS)  ti :(G → F) → (tj :G → (ti tj ):F). Hence, LP(CS)  ti tj :F , which means
LP(CS)  tN :F .
Let tN = h + s. Then F ∈ ∗(h + s). Then h = ti or s = ti , for some i < N , and F was added to ∗(ti) at step i. Let,
for example, h = ti . It means LP(CS)  ti :F . ByA4, LP(CS)  ti :F → (ti + s):F . Then LP(CS)  (ti + s):F , which is
LP(CS)  tN :F .
Let tN =!h. Then, for some i < N , h = ti , F = ti :G and G was added to ∗(h) at step i. Then LP(CS)  ti :G. ByA3,
LP(CS)  t :F →!t :(t :F). Hence LP(CS)  !ti :(ti :F) and LP(CS)  tN :F . 
Comment 3.10. The converse
LP(CS)  t :F ⇒ F ∈ ∗(t)
is valid for each CS-evidence function. Indeed, let P = 〈v, ∗,p〉 be a pre-model with CS-evidence function. Then,
by Theorem 3.9,
LP(CS)  t :F ⇒ P p t :F ⇒ F ∈ ∗(t).
4. Minimal models and the disjunctive property
Theorem 4.1. For every constant speciﬁcation CS there exists a pre-model P such that
P p t :F iff LP(CS)  t :F.
Proof. Let CS be a constant speciﬁcation {c1:A1, . . . , cn:An}, P be a pre-model (v, ∗,p), where ∗ is a CS-evidence
functions from Lemma 1 and v(S) := False for each S ∈ SVar. By Theorem 3.9,
LP(CS)  t :F ⇒ P p t :F.
The converse also holds. Indeed, if P p t :A then A ∈ ∗(t) and, by Lemma 1, LP(CS)  t :A. 
Deﬁnition 4.2. A model M = (v, ∗,) and a pre-model P = (v′, ∗′,p) are equivalent if  and p coincide, i.e.
M F iff P p F .
Theorem 4.3 (Mkrtychev [7]). For every pre-model there exists an equivalent reﬂexive model.
By Theorem 4.3, the result of Theorem 4.1 can be transferred to the case of reﬂexive models. The resulting model
turns out to be the least element in the class of all reﬂexive CS-models.
Theorem 4.4. For every constant speciﬁcation CS in the class of all reﬂexive CS-models there exists the least element
M. For that model
M  t :F iff LP(CS)  t :F. (2)
Proof. Let CS = {c1:A1, . . . , cN :AN } be a constant speciﬁcation, P = (v0, ∗0,0) be a pre-model built according to
Theorem 4.1. By Theorem 4.3, there exists a reﬂexive model M = (v, ∗,), which is equivalent to P. Then
LP(CS)  t :F iff P 0 t :F iff M  t :F.
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In particular,M CS.We claim thatM is the minimal reﬂexiveCS-model. LetM ′ = (v′, ∗′,′) be an arbitrary reﬂexive
CS-model.
Then ∗∗′, i.e. F ∈ ∗(t) ⇒ F ∈ ∗′(t), for every formula F. Let F ∈ ∗(t). Indeed, by the deﬁnition of M, M  t :F
and, since M and P are equivalent, P 0 t :F . Hence, by Theorem 4.1, LP(CS)  t :F . By Theorem 3.8, M ′ ′t :F , which
means F ∈ ∗′(t).
By the construction of P from Theorem 4.1, P p S, for every S ∈ SVar. Then M  S. So, v(S) = False for all
S ∈ SVar, which means vv′. Thus, MM ′. 
Corollary 2 (Disjunctive property for LP(CS)). For every constant speciﬁcation CS,
LP(CS)  s:F ∨ t :G iff (LP(CS)  s:F or LP(CS)  t :G).
Proof. The implication from right to left is trivial. Let us prove the remaining one. Suppose LP(CS)  s:F ∨ t :G, but
neitherLP(CS)  s:F , norLP(CS)  t :G. ByTheorem3.8, there exist reﬂexiveCS-modelsK1 andK2 such thatK1  s:F
and Ks  t :G. Consider the minimal reﬂexive CS-model M. Obviously, M  s:F and M  t :G, hence M  s:F ∨ t :G
and LP(CS) s:F ∨ t :G. A contradiction. 
Corollary 3 (Disjunctive property for LP).
LP  s:F ∨ t :G iff (LP  s:F or LP  t :G).
5. The reﬂected logic of proofs
The reﬂected fragment of LP (LP(CS)) is the set of all formulas of the form t :F which are provable in LP (in LP(CS),
respectively). Let rLP denote the reﬂected fragment of LP. The minimal model construction from Theorem 4.4 can be
reformulated explicitly as a calculi formalizing reﬂected fragments of LP(CS) and LP. Let CS = {c1:A1, . . . , cN :AN }
be a constant speciﬁcation. We deﬁne the calculus C(CS):
Axioms:
c1:A1, . . . , cN :AN.
Rules: C1 t :(F → G), s:F  ts:G;
C2 t :F  (t + s):F, s:F  (t + s):F ;
C3 t :F  !t :t :F .
C is the calculus with rules C1–C3 and the Necessitation rule (in the same form as for LP). The following theorem
indicates that C provides an axiomatization for rLP.
Theorem 5.1.
1. LP(CS)  t :F iff C(CS)  t :F ;
2. LP  t :F iff C  t :F .
Proof. The second part of the theorem is an obvious corollary of the ﬁrst one. Let us prove (1). It is easy to see that
C(CS)  t :F iff F ∈ ∗(t), where ∗ is the evidence function from Lemma 1. So,
C(CS)  t :F iff F ∈ ∗(t) iff LP(CS)  t :F,
by Lemma 1. 
Corollary 4.
LP  ts:F iff LP  t :(G → F) and LP  s:G, for some G;
LP  (t + s):F iff LP  t :F or LP  s:F ;
LP  !t :F iff F is t :G and LP  t :G, for some G.
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The best known complexity bound for LP was found in [6]: LP belongs to ∏p2 . The decision algorithm from [6]
(which is the same as in [7]) can be applied to rLP as well and gives the same upper bound. Below we improve this
upper bound for rLP using a different algorithm, a proof search in C.
Theorem 5.2. rLP belongs to NP.
Proof. It sufﬁces to prove that the deducibility problem for C belongs to NP. Consider the derivation tree of a formula
t :F in C. Note that the number of nodes in it is bounded by the number of subterms in the term t. Every application of
a rule in the derivation tree corresponds to an occurrence of some subterm s in the initial term t and has the form
· · ·
s:G,
where different nodes correspond to different occurrences of subterms in t. Let tn:Fn denote a formula corresponding
to a node n ∈ Node, where Node is the set of all nodes of the derivation tree. With each node n ∈ Node we associate an
equation on the syntactical variables Fk , k ∈ Node which expresses a relation between premis(es) and the conclusion
of the inference rule involved:
Fn1 = Fn2 → Fn or Fn = Fn1 or Fn = tn1 :Fn1 ,
for rulesC1,C2 andC3, respectively, (here ni ∈ Node denote immediate predecessors of the node n). For Necessitation,
an equitation has the form
Fn = A,
where A is the scheme of the corresponding axiom A0–A4; the metavariables of the scheme are also included into the
set of syntactical variables. Let S be the set of all these equations extended by the equation
Fn0 = t :F,
where n0 is the root of the tree. It is easy to see that S can be recovered uniquely from the formula t :F and from the
tree labelled only by the terms tk and by the schemes of the corresponding inference rules (in the case of Necessitation
we add the scheme of the corresponding axiom A0–A4).
A formula t :F is derivable in the calculus C iff there exists such a labelled tree, for which the system of equations
S is uniﬁable. The size of the labelled tree, the length of the system S and the time required for the uniﬁability test
(see [4]) can be bound by some polynomials on the length of the formula t :F . Hence, the deducibility problem for the
calculus C belongs to NP. 
6. {∧,∨}-combinations of quasiatomic formulas
Let rLP∧,∨ be the set of those theorems of LP that which are {∧,∨}-combinations of quasiatomic formulas. The
upper bound NP from Theorem 5.2 can be extended to rLP∧,∨ according to the following lemma.
Lemma 5. Let A(S1, . . . , Sn) be a {∧,∨}-combination of propositional variables. Then LP A(t1:F1, . . . , tn:Fn) iff
there exists a subset I of {1, . . . , n} such that
1. LP  ti :Fi , for every i ∈ I ;
2. A(S1, . . . , Sn) = 1 for the evaluation Si =
{
1 i ∈ I,
0 otherwise.
Proof. The part “only if” is a trivial consequence of monotonicity of A.
Let LP F .We deﬁne I = {i | LP  ti :Fi}. Let B be a Conjunctive Normal Form of A. Then B =∧j∈J Bj where Bj
is a clause consisted of positive literals only. Let Gj = Bj [t1:F1/S1, . . . , tn:Fn/Sn]. Then LP Gj , for every j ∈ J .
By Disjunctive Property (Corollary 3), for each j ∈ J there exists some i such that Si occurs in Bj and LP  ti :Fi .
Hence, Bj (S1, . . . , Sn) = 1 for the evaluation given above. Thus, A(S1, . . . , Sn) = 1 as well. 
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Theorem 6.1. rLP∧,∨ belongs to NP.
Proof. Lemma 5 provides a nondeterministic polynomial time decision procedure for rLP∧,∨. Given a {∧,∨}-
combination of quasiatomic formulas F it is sufﬁcient to guess the corresponding set I and then to test the condi-
tions 1, 2. The size of I is bound by a polynomial in the length of F. For checking the ﬁrst condition we use the
NP-algorithm from Theorem 5.2. The test of the second condition can be performed in polynomial time. 
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