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ABSTRACT

Catalytic conversion of biomass-derived oxygenates to fuels and value-added
chemicals is a promising strategy in the search for renewable and sustainable energy
sources. Most relevant catalytic processes are carried out in an aqueous environment
using supported transition metal catalysts. The reaction network consists of multiple
series and parallel pathways leading to formation of hydrogen, alkanes, and lighter
oxygenates. The final product distribution ultimately depends on the sequence and
competition of C−C, C−O, C−H, and O−H bonds scissions. Ethylene glycol (EG) is the
simplest model molecule of various biomass-derived polyols that has a C:O
stoichiometry of 1:1 and contains all relevant C−C, C−O, C−H, and O−H bonds. While
the reaction mechanism of EG reforming is to some degree understood at the metal–gas
interface, lack of a well-established methodology for describing the influence of a
complex liquid phase on a reaction across a solid–liquid interface has hindered similar
theoretical studies in an aqueous environment.
In this dissertation, we show how first-principles calculations can be used for a
systematic investigation of complex reaction pathways at a metal–water interface. We
proposed a multistep strategy where the description of the influence of an aqueous
environment on reaction kinetics and equilibria is successively refined. First, we
developed a new computational approach for implicit solvation of periodic metal slabs by
integrating planewave density functional theory (DFT) calculations with an implicit
vi

solvation model. Rapid convergence with size of the metal cluster and basis set was
demonstrated for C−C cleavage in dehydrogenated EG at a Pt (111)/H2O interface. The
method was then successfully applied for predicting experimentally reported CO
frequency shifts in water at Pt (111)/H2O and Pd (111)/H2O interfaces. Next, we
developed a hybrid quantum mechanics/molecular mechanics (QM/MM) method to allow
an explicit description of water molecules at the metal–water interface, and applied it to
construct the complete free energy profile for a model C−C cleavage reaction. Finally, we
investigated the mechanism of EG reforming over Pt (111) in vapor and aqueous phases
from first-principles calculations and developed microkinetic models for the respective
phases. Initial dehydrogenation of EG was found to be rate-determining under operating
conditions which is in agreement with experimental observations.
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CHAPTER 1
INTRODUCTION
1.
1.1. Energy from Lignocellulosic Biomass
The quest for alternative energy resources is driven by increasing global energy
demands, rapidly depleting fossil fuel reserves, and environmental considerations. World
demand for oil, for example, is expected to increase from 87 million barrels/day in 2010
to 115 million barrels/day by 2040 with the transportation sector accounting for twothirds of this projected increase. Using non-food biomass for production of liquid
hydrocarbon fuels is an important option to meet these challenges. It has been estimated
that the United States has the capacity to grow and convert enough biomass to replace
nearly a third of the nation’s current gasoline use.1-3 In particular, lignocellulosic biomass
can be sustainably produced at costs that are significantly lower (about $15 per barrel of
oil energy equivalent) than crude oil.4-5 Lignocellulosic biomass includes lignin and
fibrous, woody, and generally inedible portions of plants that are composed of cellulose
and hemicellulose. It may be derived from forest residues such as tree bark and scrap
wood, urban wood residues such as site-clearing debris, municipal paper waste,
agricultural wastes such as corn stover and sugarcane bagasse, and dedicated energy
crops grown on marginal lands and therefore does not compete with food production.
However, significant research challenges exist to develop technologies for economically
converting raw biomass into transportation fuels.
1

Conversion of lignocellulosic biomass to liquid fuels is accomplished using three
main routes: gasification, thermal liquefaction or pyrolysis, and hydrolysis.6 Gasification
is carried out at high temperatures (> 1000 K) to produce syngas, a mixture of H2 and
CO, which is then converted to alkanes via Fischer–Tropsch synthesis7-8 or to methanol
via methanol synthesis.9-10 However, because of its high energy requirements, the
gasification route becomes cost-effective only for large scale processing units where the
economics of scale can in principle reduce the unit fuel cost, but where transportation
costs of biomass to a central processing location also become significant (because of low
energy density of raw biomass).11 Selective thermal processing techniques such as
liquefaction and fast pyrolysis thermally decompose the biomass feedstock into liquid
bio-oil products that consist of complex mixtures of highly oxygenated molecules and
must be refined to produce liquid fuels.12 Finally, acid and enzyme hydrolysis of
lignocellulosic biomass separates carbohydrate/sugar and lignin fractions which can be
further processed to produce hydrogen and liquid alkanes from sugars13-14 and aromatics
from lignin.5
Aqueous-phase processing (APP) of biomass feedstocks offers unique advantages
for achieving high yield and selectivity for production of hydrogen and liquid alkanes
with targeted molecular weights that can be directly used as alternatives to petroleumbased transportation fuels. The process can be carried out at significantly lower
temperatures (~500 K) compared to gasification, liquefaction and pyrolysis. Under these
operating conditions, the water-gas shift (WGS) reaction is thermodynamically favored
and the product stream has low CO concentration (100–1000 ppm)15-16 which makes it
suitable for fuel cell applications.17 The raw biomass must first be pretreated to produce a
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feedstock containing sugars and polyols which is then catalytically reformed to desired
products in aqueous phase, thus lowering the overall energy requirements of the process
by eliminating the need to vaporize the reaction mixture. Furthermore, the reaction
products include hydrogen (gas) and immiscible water and hydrocarbon (liquid) phases
which self-separate thereby circumventing the need for energy-intensive distillation steps.
Finally, APP allows processing of thermally unstable reactant molecules (for example,
sugars) in liquid phase, thus avoiding their thermal decomposition which not only
improves the overall yield and selectivity of the process but also increases the effective
life of the catalyst by reducing the rate of tar and ash deposit in catalyst pores. It is also
worth noting that the overall energy efficiency (defined as the ratio of heating value of
final product to energy required to produce the product) is approximately 2.2 for APP18
which compares very favorably with the energy efficiency for the production of bioethanol (~1.4).19
1.2. Scope and Objectives of this Dissertation
The principle idea of APP is to remove excess functionality (for example, −OH,
−C=O, −CHO, and −COOH functional groups) from biomass-derived oxygenated
compounds in a controlled manner. Because of their high functionality, these oxygenated
feedstocks are generally highly reactive and the conversion process is a complex reaction
mechanism involving a myriad of reactions. A fundamental challenge to achieve higher
selectivity is the ability to effectively and selectively break or make C−C, C−O, C−H,
and O−H bonds on a supported metal catalyst in an aqueous environment. However, lack
of a well-established methodology for describing the influence of dynamical fluctuations
of a complex liquid on a reaction across a solid–liquid interface with quantum
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mechanical accuracy and inadequate understanding of structure–activity relationships for
heterogeneous catalysis in liquid phase pose significant challenges for application of
computational techniques to rational design of catalysts for such processes.
Even if the water molecules do not directly participate in an elementary reaction,
the presence of an aqueous environment has the potential to dramatically affect the
activity and selectivity of a catalyst by changing the free energies of reactants, products,
and transition states by stabilizing or destabilizing charged moieties.20 Activation barriers
and reaction rates of elementary steps occurring at a solid–liquid interface can therefore
be very different from when the same elementary reactions occur at a solid–gas
interface.21 To correctly account for the effect of dynamical fluctuations in a complex
liquid environment and long range interactions between water molecules, the
computational model must include at least a few hundred (if not thousands) of solvent
molecules, making it practically impossible to use ab initio molecular dynamics
(AIMD)22 approaches for systematic investigations of various reaction pathways for the
conversion of complex molecules using currently available computational technology and
resources. This necessitates the development of alternative computational approaches that
are nearly as accurate as AIMD but computationally multiple (5–7) orders of magnitude
less expensive.
The objective of this dissertation is to develop and validate an efficient and
accurate computational approach for the prediction of reaction kinetics and equilibria at a
solid–liquid interface. This approach is then utilized to obtain a fundamental
understanding of the overall reaction mechanism under APP conditions by accounting for
the specific effects of an aqueous environment on the activity and selectivity of a

4

transition metal catalyst. In particular, a multistep strategy is proposed where the
description of the influence of an aqueous environment on reaction kinetics and equilibria
is successively refined. First, a novel computational approach is developed for implicit
solvation of periodic metal slabs by integrating periodic planewave density functional
theory (DFT) calculations with a nonperiodic continuum solvation model. The goal of
this development is to perform a preliminary screening of the reaction network to identify
those elementary reactions and surface intermediates that are most affected by an aqueous
environment. Next, the quantum mechanics/molecular mechanics free energy
perturbation (QM/MM-FEP) method,23-24 originally developed for enzymatic reactions, is
extended for application to heterogeneous catalysis in water. The objective of this
development is to improve the description of the effects of an aqueous environment for
prescreened elementary reactions and surface intermediates by allowing an explicit
description of water molecules at the metal–water interface. Finally, the reaction
mechanism of ethylene glycol reforming over Pt (111) is investigated in vapor and
aqueous phases from first-principles calculations and detailed microkinetic models are
developed for the respective phases. This microkinetic analysis is used to obtain insights
into the similarities and differences in the ethylene glycol reforming chemistry in vapor
and aqueous phases over platinum.
1.3. Organization of this Dissertation
Chapter 2, “Literature Review”, begins with a brief introduction to the biomass
chemistry followed by an account of the current state of knowledge of aqueous-phase
processing of lignocellulosic biomass. Reforming of ethylene glycol as a model molecule
for larger biomass-derived sugars and polyols is comprehensively reviewed with
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particular attention to various reaction pathways and thermodynamic, kinetic and
selectivity challenges that affect the final product distribution. Previous experimental and
computational studies relevant for this work are discussed in detail.
Chapter 3, “Computational Methods”, provides a brief description and theoretical
background for various computational approaches used in this dissertation (in
Chapters 4, 5, and 6). A more detailed account of the particular methodology specific to a
chapter is included as a subsection of that chapter.
Chapter 4, “New Implicit Solvation Scheme for Solid Surfaces”, presents the
development of a novel computational approach for implicit solvation of periodic metal
slabs. Considering that the continuum solvation models are widely used for nonperiodic
molecular systems,25-26 whereas periodic DFT calculations can account for the long range
metal interactions at an affordable computational cost, it is proposed that the two
approaches can be integrated for modeling chemical reactions at metal–water interfaces.
Rapid convergence of this scheme with size of the metal cluster and the basis set is
demonstrated using a model C−C bond cleavage reaction in dehydrogenated ethylene
glycol at a Pt (111)/H2O interface. The method is then successfully applied for predicting
experimentally reported CO frequency shifts in water at Pt (111)/H2O and Pd (111)/H2O
interfaces.
Chapter 5, “Hybrid Quantum Mechanics/Molecular Mechanics Solvation Scheme
for Computing Free Energies of Reactions at Metal–Water Interfaces”, builds upon the
concept introduced in Chapter 4. The continuum solvation model is now replaced with
molecular dynamics (MD) simulations to allow an explicit description of water molecules
at the metal–water interface to account for the dynamical fluctuations in liquid phase. A
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potential of mean force (PMF) of the reaction system within the QM/MM framework is
derived and integrated with the free energy perturbation method. Using the same C−C
cleavage reaction as a test case, gas-phase structures of reactant, product, and transition
states are optimized in water using both implicit and explicit solvation schemes. The
complete free energy profile for the reaction coordinate is constructed by introducing
intermediate states and calculating free energy differences between adjacent states.
Results from both implicit and explicit solvation schemes are in good agreement and
suggest that changes in intramolecular hydrogen bonding in the adsorbed moieties in an
aqueous environment lead to a higher activation barrier for C−C cleavage.
Chapter 6, “Ethylene Glycol Reforming on Pt (111): First-Principles Microkinetic
Modeling in Vapor and Aqueous Phases”, presents a detailed computational study of the
Pt catalyzed ethylene glycol decomposition for hydrogen production. Detailed
microkinetic models are developed to provide insights into the similarities and
differences in the reaction chemistry in both phases. The vapor-phase microkinetic
model, parametrized using DFT-derived reaction energies and activations barriers,
reveals that only the initial dehydrogenation steps are rate controlling. The aqueous phase
microkinetic model, parameterized using the continuum solvation approach introduced in
Chapter 4, predicts that an aqueous environment increases the rate of decomposition by
lowering the activation energy. A comparison of reaction orders and sensitivity
coefficients however shows that the reaction chemistry is similar in both phases. These
results are in agreement with previous computational and experimental studies.
Chapter 7, “Conclusions and Future Research directions”, summarizes important
findings of this work and suggests directions for future research. Furthermore, a logical
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procedure for using first-principles calculations for systematic investigation of complex
reaction pathways at a metal–water interface is outlined.
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CHAPTER 2
LITERATURE REVIEW
2.
2.1. Chemistry of Biomass
Plants capture solar energy as fixed carbon, from carbon dioxide and water, in a
sugar building block (CH2O)x, through photosynthesis. The sugar produced by this
process is stored in a polymeric form, which depends on the type of the plant material.
Plant biomass is typically composed of 75–90 wt.% of sugar polymers, with the other 10–
25 wt.% being large organic aromatic compounds called lignin.1-2 Other components of
biomass present in minor amounts include triglycerides, alkaloids, pigments, resins,
sterols, terpenes, terpenoids, and waxes.3
Sugars in biomass are stored in three different types of polymers: starches,
cellulose, and hemicellulose. Cellulose forms the skeletal structure of most plant biomass
and has a low surface area crystalline form. It is a polysaccharide containing glucose
monomer units connected through β-1,4 glycoside linkages (Figure 2.1) and can be
broken down to glucose dimer, trimer, and tetramer by partial acid hydrolysis or to
glucose monomer by complete acid hydrolysis.4 Starches structurally differ from
cellulose only in the way glucose monomers are linked: they contain α-1,4 and α-1,6
glycoside linkages in various ratios. Starches can be broken down into water-insoluble
amylose (10–20 wt.%) and water-soluble amylopectin (80–90 wt.%) fractions upon
treatment with hot water.3 Amylose is a tightly packed linear polymer of D-glucose units
10

connected through α-1,4 glycoside linkages and is more resistant to digestion than other
starch molecules. Amylopectin is a polysaccharide with both α-1,4 and α-1,6 glycoside
linkages and possesses a branched structure that can be relatively easily attacked by
enzymes allowing for easier hydrolysis. Hemicellulose is a complex polymer of fivecarbon (xylose and arabinose) and six-carbon (galactose, glucose, and mannose) sugars,
all of which are highly substituted by acetic acid. Hemicellulose is amorphous because of
its branched structure and can be relatively easily hydrolyzed to its constituent sugars.5
Finally, lignin consists of highly branched, substituted, mononuclear aromatic polymers
and is often associated with the cellulose and hemicellulose materials making up
lignocellulose compounds.3
The crystalline portion of lignocellulosic biomass is composed of cellulose,
whereas amorphous hemicellulose occurs in association with cellulose and lignin. Lignin
makes up the walls of lignocellulosic material and protects cellulose and hemicellulose
from direct attack by acid hydrolysis necessitating an effective pretreatment step to break
the lignin seal. Other factors that make lignocellulosic materials difficult to convert to
monomeric sugars include high crystallinity of cellulose, low surface area of the material,
heterogeneous character of biomass particles, and cellulose sheathing by hemicellulose.
After a suitable pretreatment step such as uncatalyzed steam explosion, treatment in
liquid hot water or pH-controlled hot water, flow through hot water or dilute acid, or
treatment with lime or ammonia, lignocellulosic biomass can be broken down into sugar
monomers by acid or enzyme hydrolysis.4-6
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2.2. Aqueous-Phase Processing of Oxygenated Hydrocarbons
2.2.1. Overview

Petroleum-based transportation fuels are mainly mixtures of hydrocarbons with
only small fraction of functionalized organic compounds (that is, those containing oxygen
and other elements). Biomass-derived compounds, on the other hand, are mainly
carbohydrates and contain excess functionality for use as transportation fuels. Any
biomass-for-energy strategy must therefore involve an effective mechanism for selective
removal of this excess functionality. Carbohydrate feedstocks are generally highly
reactive, have low volatility, and decompose at high temperatures commonly employed
in the petroleum industry. However, because of their high water solubility, these
carbohydrate feedstocks can be processed in an aqueous environment at lower
temperatures. Figure 2.2 shows that while petroleum processing is mainly carried out at
high temperatures and in vapor phase, biomass feedstocks are processed over a wide
range of process conditions.7 Pyrolysis, gasification, liquefaction, and vapor-phase
reforming are some processing techniques that involve a high-temperature treatment of
the biomass feedstock. On the other hand, aqueous-phase processing (APP) is carried out
at significantly lower temperatures and pressures (~500 K, ~50 bar).8
Aqueous-phase catalytic processing of biomass-derived oxygenated hydrocarbons
was originally developed for the production of hydrogen.9-12 Later catalytic routes were
found for direct production of liquid alkanes with targeted molecular weights.13-14 The
principle idea of APP, whether targeted toward hydrogen or alkane production, is to
remove excess functionality (for example, −OH, −C=O, −CHO, and −COOH functional
groups) from biomass-derived oxygenates in a controlled manner. The selectivity toward
desired products is therefore directly affected by the ability to effectively and selectively
12

break or make C−C, C−O, C−H, and O−H bonds on a supported-metal catalyst in an
aqueous environment. In particular, reducing the oxygen content of intermediate species
is important to control their high reactivity and may be accomplished via dehydration,
hydrogenolysis or decarboxylation/decarbonylation mechanisms.15 Because the biomassderived oxygenates are C5- and C6-sugars and their derivatives, the largest alkane that can
be produced by selective removal of oxygen functionality only is hexane. C−C coupling
mechanisms such as aldol-condensation and oligomerization are therefore important for
the production of heavier transportation fuels with targeted molecular weights.16
Several reactions occur in an APP process leading to parallel selectivity
challenges and complicating the design of suitable catalysts. Figure 2.3 shows a proposed
reaction network for APP of sorbitol over a multifunctional catalyst with metal and acid
sites (Pt/Al2O3-SiO2).13 Hydrogen is produced by C−C cleavage and water-gas shift
(WGS) reactions on metal sites. Light alkanes (primarily methane and ethane) are
produced as a result of rapid cleavage of C−C and C−O bonds by metal sites and also by
methanation and Fischer–Tropsch reactions on some metals (for example, Ru). Heavier
alkanes (primarily hexane) are produced by repeated cycles of dehydration and
hydrogenation of sorbitol where dehydration occurs on the acid sites followed by
hydrogenation of the unsaturated bonds by metal sites. Alkanes with longer carbon chains
(C10-C20) for direct use as diesel fuels are obtained by C−C coupling reactions of
carbonyl groups (for example, through base-catalyzed aldol-condensation).16-17 The final
product distribution depends on the relative rates of C−C bond cleavage/formation,
dehydration, and hydrogenation reactions, which in turn depend on the catalyst
composition and reaction conditions.
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From a computational point of view, the number of possible elementary reactions,
intermediates and products as well as the computational expense associated with
calculating individual model parameters (for example, binding energy) scale with the size
of the molecule of interest. Using large carbon chains for computational studies of
possible reaction pathways is therefore complicated and computationally prohibitive. It is
more convenient to use smaller model molecules to study the overall reaction network
and selectivity challenges thereof if these model molecules have similar molecular
structures, functional groups and reaction pathways. Ethylene glycol (EG) and glycerol
are particularly relevant feed molecules for studies of APP reaction mechanism because
they contain the same functional characteristics as biomass-derived sugars and sugaralcohols. These features include the presence of C−C, C−O, C−H, and O−H bonds, −OH
groups attached to adjacent carbon atoms, and an overall C:O ratio of 1:1.12,
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In

section 2.3, mechanisms for hydrogen and alkane production, and thermodynamic and
selectivity considerations for APP will be described using EG as model molecule.
2.2.2. Important Classes of Reactions

Development of processing technologies for biomass-derived oxygenates requires
an understanding of the underlying chemistry. In the following, important classes of
reactions pertinent to APP are briefly described.
Hydrolysis is the primary mechanism by which sugar monomers and their
derivatives are obtained by cleaving the glycoside bonds in biomass-derived
polysaccharides. The process is typically carried out at 370–570 K using mineral acid
catalysts.7,

19-21

Base-catalyzed hydrolysis leads to more side reactions and is less

common. The reaction proceeds by C−O−C bond cleavage at the intermediate oxygen
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atom between two sugar monomer units. Hemicellulose and starches are more open to
attack because of their branched structures and require modest temperatures and dilute
acid concentrations for hydrolysis, which improves overall yield by minimizing further
degradation of simple sugars.22 Cellulose is more difficult to hydrolyze because of its
high crystallinity and relatively compact structure.
Dehydration is important for conversion of sugars to furan compounds (for
example, furfural and HMF) that are subsequently converted to diesel fuel additives.
Synthesis of hydroxymethylfurfural (HMF), for example, is based on triple dehydration
of hexoses and has been studied in water, organic solvents, biphasic systems, ionic
liquids, and near- or supercritical water, using a variety of catalysts such as mineral and
organic acids, organocatalysts, salts and solid acid catalysts such as ion-exchange resins
and zeolites in the temperature range 370–470 K.23-25 The process is more efficient in
non-aqueous media both in terms of HMF yield and reaction temperature than in aqueous
media.26
Isomerization of carbohydrates is typically carried out in the presence of base
catalysts (for example, magnesium-aluminum hydrotalcites) at mild temperatures (310–
350 K).27 The most important application of isomerization for APP is the glucose–
fructose isomerization in aqueous media for production of HMF which proceeds via a
fructose intermediate.26 Carbohydrates in solution may be present as open chains or ring
structures. The isomerization reaction proceeds via an intermediate enolate species
formed from open-chain forms and results in transformation of aldohexoses (glucose) to
ketohexoses (fructose). The rate of glucose conversion is therefore directly proportional
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to its fraction in the open-chain form, which in turn is a function of the nature of solvent
and reaction temperature.
Aldol-condensation is the most important C−C bond formation reaction for
production of targeted molecular weight alkanes for diesel fuel replacement. C−C
coupling reactions generally require an activated site next to the carbonyl functionality or
an unsaturated C−C bond which may be either conjugated with the carbonyl functionality
or isolated.27 Aldol-condensation requires at least one carbonyl compound with
α-hydrogen and is generally carried out at mild temperatures (300–370 K) in the presence
of a base catalyst.7 An initial abstraction of α-hydrogen by the base catalyst results in the
formation of an enolate which then attacks the carbon atom of the carbonyl group of
another molecule to form a C−C bond. The final product distribution is a function of the
nature of the solvent and catalyst material and process variables including reaction
temperature, pH, and reactant molar ratio.28
Hydrogenation reactions are important to saturate C=C and C=O bonds and are
carried out at moderate temperatures (370–420 K) and pressures (10–30 bar) in the
presence of metal catalysts (for example, Pt, Pd, and Ru).7 The rate of
dehydration/hydrogenation reactions relative to C−C cleavage directly affects the final
molecular weight distribution in liquid alkane production using APP. Hydrogen may be
supplied externally or produced in situ by reforming reactions which eliminates certain
problems including the need of high pressures to accumulate enough gas in solution,
dissociation of H2 on catalyst surface and its mass transport in water. Selective
hydrogenation reactions are important in the production of biofuels. Selective
hydrogenation of C=C bonds of HMF and furfural, for example, produces
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tetrahydrofuran-2-carboxyaldehyde

and

5-hydroxymethyl-tetrahydrofurfural.

These

species can undergo self aldol-condensation to produce liquid hydrocarbons ranging from
C8 to C10.14, 28
Hydrogenolysis is targeted at selectively cleaving C−C or C−O bonds in polyols
to produce more valuable polyols and/or diols. For example, hydrogenolysis of glycerol
under alkaline conditions in the presence of hydrogen over Pt/C and Ru/C catalysts at
473 K and 40 bar produces ethylene glycol, propylene glycol, lactic acid, and formic
acid.29-30 C−C cleavage is thought to occur through a base-catalyzed retro-aldolcondensation followed by hydrogenation of the products whereas C−O cleavage is
thought to occur through a base-catalyzed dehydration mechanism. The initial
dehydrogenation step occurs on the transition metal catalyst.31
2.3. Aqueous-Phase Processing of Ethylene Glycol
2.3.1. Production of Hydrogen

Reforming of ethylene glycol for hydrogen production takes place according to
the following stoichiometric reaction:
C 2 H 6 O 2 → 2CO + 3H 2

…(2.1)

The reaction is highly favorable at low temperatures with an equilibrium constant on the
order of 107 at 500 K for APP of EG.18 The mechanism involves cleavage of C−C, C−H,
and O−H bonds to form dehydrogenated species on the catalyst surface. Group VIII
metals such as Pt, Pd and Rh readily cleave these bonds.32 EG undergoes dissociative
adsorption on Pt to form CO at room temperature.33-34 EG also decomposes on Rh
catalyst and CO and H2 are the only desorbing products.35 Because high CO coverage can
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significantly decrease the catalytic activity, the adsorbed CO must be removed from the
metal surface by the WGS reaction.
CO + H 2 O U CO 2 + H 2

…(2.2)

An effective reforming catalyst for hydrogen production must possess the following
characteristics:
(1)

High activity for C−C bond cleavage at temperatures of interest for APP (which
are significantly lower than those for vapor-phase processing).

(2)

High activity for the WGS reaction to remove adsorbed CO from the metal
surface to avoid catalyst poisoning.

(3)

Low activity for C−O bond cleavage and hydrogenation, methanation and
Fischer–Tropsch reactions which lead to the production of alcohols and alkanes
and are thermodynamically highly favorable under APP conditions.

A comparison of the activities of different metals for these reactions is shown in Figure
2.4.18, 36-37
2.3.2. Production of Alkanes

Selective production of light alkanes by APP of biomass-derived oxygenates
occurs through repeated cycles of dehydration and hydrogenation reactions.
Multifunctional catalysts, such as Pt/SiO2-Al2O3, that contain acid sites for dehydration
and metal sites for subsequent hydrogenation of the unsaturated bonds, have been found
to be active and selective for the production of light alkanes.13 Since the overall reaction
uses hydrogen gas to remove oxygen from the feed molecule as water, the largest alkane
that can be produced by this process contains the same number of carbon atoms as the
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oxygenated feed molecule. For example, production of ethane from EG occurs according
to the following stoichiometric reaction:
C 2 H 6 O 2 + 2H 2 → C2 H 6 + 2H 2 O

…(2.3)

Hydrogen gas required for this reaction may be produced in the same reactor by APP of
the feed molecule or may be supplied from a different process. When using in situ
hydrogen production, hydrogen generation must be balanced with its consumption which
poses additional selectivity challenges.
Using biomass-derived sugar monomers and their derivatives, hexane is the
largest alkane that can be produced by this process. However, high volatility of hexane
makes it unsuitable for use as a fuel additive. To produce larger alkane molecules that can
be used as a replacement for gasoline and diesel fuels, C−C coupling reactions are
required. Aldol-condensation reactions are particularly relevant in this context because
various species containing carbonyl functionality can be formed from carbohydrates and
polyols. For example, dehydration of glucose and fructose respectively yield HMF and
furfural which can undergo aldol-condensation with other carbonyl species such as
acetone and glyceraldehyde.14, 38-41
A multi-step strategy for producing larger alkanes with targeted molecular
weights includes an initial reforming of a fraction of the carbohydrate feed over a
Pt−Re/C catalyst to supply hydrogen gas that partially deoxygenates the remaining feed
to monofunctional molecules such as alcohols, ketones, and carboxylic acids via a
dehydration/hydrogenation process.42-43 These reactions remove more than 80% of the
initial oxygen content of the sugars and polyols.44 Endothermic reforming reactions are
balanced by exothermic deoxygenation reactions in the same reactor such that the overall
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reaction is only mildly exothermic and the reaction products contain more than 90% of
the initial energy content of the oxygenated feed. An example of such step would be the
production of acetaldehyde from EG:
C2 H 6 O2 → C2 H 4O + H 2O

…(2.4)

These monofunctional organic compounds are then coupled by aldol-condensation or
ketonization over catalysts such as CeZrOx or CuMg10Al7Ox to produce larger carbon
chains.42
2C 2 H 4 O → C 4 H 6 O + H 2 O

…(2.5)

Dehydration/hydrogenation of these monofunctional products converts them to alkanes
and can be combined with the C−C coupling step.44
C4 H 6 O + 3H 2 → C4 H10 + H 2 O

…(2.6)

The overall coupling process of ketones, for example, with other species over a copper–
alumina–magnesia catalyst consists of Cu-catalyzed dehydrogenation of alcohol groups,
followed

by

base-catalyzed

(MgOx)

aldol-condensation,

acid-catalyzed

(AlOx)

dehydration and subsequent Cu-catalyzed hydrogenation of the unsaturated aldol
adduct.44 An alternative coupling strategy is based on an initial dehydration of alcohols to
olefins over solid acid catalysts such as niobic acid or niobium phosphate in the absence
of hydrogen.45 These olefins can then be oligomerized to larger carbon chains over
zeolite-based catalysts.44
2.3.3. Thermodynamics, Kinetics, and Selectivity Considerations

Thermodynamic relationships between stable species encountered in aqueousphase processing of ethylene glycol are shown in Figure 2.5.46 Reforming of EG to
produce CO is thermodynamically highly favorable (K = 108) as are its dehydrogenation
20

to acetic acid (K = 109) and dehydration to acetaldehyde (K = 106). CO may undergo
WGS reaction to produce more hydrogen (K = 103), or methanation to produce methane
(K = 109), or Fischer–Tropsch synthesis to produce ethane (K = 105). Acetaldehyde is a
highly reactive intermediate and produces ethane by further dehydration/deoxygenation
(K = 1012), methane and CO by C−C cleavage (K = 1011), ethanol by hydrogenation
(K = 102), and acetic acid by hydration (K = 104). Decomposition of all oxygenated
intermediates (methanol, ethanol, acetic acid, and acetaldehyde) leads to formation of
alkanes (methane and ethane) and is highly favorable under these conditions.46 Overall, it
is important to note that thermodynamics favors the production of H2 from oxygenates in
comparison to corresponding alkanes. This allows APP of oxygenates for hydrogen
production to be carried out at significantly lower temperatures than classical vaporphase steam reforming of natural gas. This again has the advantage that the WGS
reaction can be operated at a much lower temperature where it is thermodynamically
favorable for additional hydrogen production and CO removal from the surface.
While Figure 2.5 shows possible thermodynamic pathways for EG reforming,
kinetics of individual reactions and final product distribution depend upon the nature of
the catalyst and process conditions. For example, methanol is readily reformed to produce
H2 and CO2 over Pt/Al2O3 and Sn-promoted Raney Ni (R-NiSn) catalysts. However,
condensation of methanol to form EG and dehydration of EG to acetaldehyde are
significantly slower reactions on a R-NiSn catalyst reducing the production of
byproducts.46 Using silica-supported metal catalysts, Dumesic and coworkers18 found that
the overall rate of EG reforming at 483 K decreases in the order:

Pt ~ Ni > Ru > Rh ~ Pd > Ir
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whereas the selectivity towards hydrogen production decreases in the order:

Pd > Pt > Ni > Ru > Rh
Considering good activity and long-term stability, Pt has been found to be the most
suitable catalyst for hydrogen production from APP.6, 8 It has also been found that the
nature of the catalyst support has a profound effect on the rate of hydrogen production47
which decreases in order:
TiO 2 > Al 2 O3 ~ carbon ~ Pt − black > SiO 2 − Al2 O3 ~ ZrO 2 > CeO 2 ~ ZnO ~ SiO 2
In general, acidic supports such as SiO2-Al2O3 are more alkane-selective whereas basic
and neutral supports such as Al2O3 and carbon are more H2 selective.6 Tests using
sintered Pt/Al2O3 catalyst have revealed that the effect of catalyst support on reforming
activity and selectivity is greater than the effect of metal dispersion.48 Finally, selectivity
depends upon the feed molecule, with the smaller molecules being more H2selective.9 Figure 2.6 summarizes the effects of various factors on the selectivity towards
hydrogen or alkane production from aqueous-phase reforming of biomass-derived
oxygenates.
Considering that monofunctional alkanes are the most desirable products from
APP of carbohydrates and polyols and that in situ hydrogen production by reforming and
WGS reactions is required for these conversions, an ideal catalyst should have high
activity for (1) cleaving C−O bonds of fully functionalized molecules, and (2) WGS
reaction, but limited activity for (1) cleaving C−C bonds of non-functionalized carbon
atoms, (2) methanation, and (3) Fischer–Tropsch synthesis.
While all these selectivity issues can in principle be studied using computational
tools, we do not concentrate on WGS, methanation and Fischer–Tropsch reactions in this
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study and focus instead on a systematic investigation of Pt catalyzed EG decomposition
for hydrogen production. In particular, we aim at better understanding the role of an
aqueous environment by relating the activity and selectivity of various bond cleavage
reactions to the polarity and hydrogen bonding ability of adsorbed intermediates and
transition states.
2.4. Computational Studies
2.4.1. Vapor-Phase Reforming of Ethylene Glycol over Pt-Based Catalysts

Adsorption of oxygenates on transition metals and reactions pertinent to APP
have been extensively studied using computational techniques.49-59 Only those studies
most relevant to this work are briefly discussed in this section.
Skoplyak and coworkers53,

56

studied dehydrogenation and decarbonylation of

ethylene glycol and ethanol over Pt (111) and Ni/Pt (111) bimetallic surfaces and showed
that EG reacted via dehydrogenation to produce H2 and CO. A linear correlation was
observed between reforming activities of both oxygenates and surface d-band center.57
Similar trends were observed for production of H2 and CO from reforming of glycerol.60
However, reforming selectivity could not be correlated to surface d-band center.
Using ethanol, ethylene glycol and isopropyl alcohol as model molecules,
Salciccioli et al.59 demonstrated that linear scaling relationships61-62 can be used to predict
the binding energies of larger oxygenates on Pt and Pt-based bimetallic surfaces. They
observed that C−H bond cleaving pathways tend to be thermodynamically favored over
O−H bond cleaving pathways during EG dehydrogenation. DFT calculations later
showed that thermal decomposition of EG on Pt (111) proceeds via initial O−H bond
scission, followed by C−H cleavage and a second O−H bond scission. On a Ni/Pt (111)
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bimetallic surface, both O−H bonds are cleaved initially. These results were confirmed by
temperature-programmed desorption (TPD) and vibrational spectra.63 A detailed firstprinciples microkinetic model was developed for prediction of experimentally observed
kinetic trends. Sensitivity analysis confirmed catalyst poisoning by adsorbed CO and H
and that only early dehydrogenation reactions are rate determining.64-65
Ethylene glycol differs from monofunctional alcohols in that it has a lower barrier
for initial O−H cleavage than C−H cleavage. Stresses in bidentate EG-derived surface
intermediates force the C−O bonds into an angle more perpendicular to the plane of the
surface and facilitate proximity of the hydroxyl-hydrogen to the metal surface.56, 63 The
bond breaking sequence for EG decomposition on Pt (111) is therefore different from
decomposition pathways of monofunctional alcohols.51-52, 58 These observations support
our choice of ethylene glycol over ethanol as model molecule for larger oxygenates.
Because C−C cleaving intermediates and transition states are multiply bonded to the
metal surface, the rate of C−C cleavage depends on the surface coverage of more
abundant adsorbates. This assertion has been used to explain higher activity of Pt–Re
catalyst (compared to Pt) for glycerol reforming since the blocking of active sites of
mixed Pt–Re catalyst by reaction intermediates and products is less extensive.66
Kandoi et al.67 compared the kinetics of EG reforming over Pt in vapor and
aqueous phases through microkinetic modeling based on a reduced mechanism of 7
lumped

reactions.

Brønsted–Evans–Polanyi-type

correlations61-62

developed

for

monofunctional alcohols49-50 were used to estimate activation barriers for bond cleavage
steps. Microkinetic model parameters were then fitted to available experimental data.47, 68
They observed that similar values of kinetic parameters could be used to describe the
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experimental data for both vapor- and aqueous-phase reforming, suggesting that the
reaction chemistry is similar in both phases.
2.4.2. Computational Studies at Metal–Water Interfaces

Reactions at solid–liquid interfaces are much less understood than their
counterparts at solid–gas interfaces because of the challenge to accurately yet efficiently
account for the dynamical effects of a liquid phase. In order to capture the effect of an
aqueous environment on reaction chemistry during catalytic conversions, water
molecules must be treated explicitly at the QM level which significantly increases the
computational cost. In practice, it remains largely uncertain how many explicit water
molecules would be sufficient for this purpose. One approach is to use a few explicit
water molecules as the core solvation shell and to use a continuum solvation model to
account for the long range electrostatic interactions from bulk water. This approach has
been used to study the formation of water on Pt and Pt-based alloys69 and the oxidation of
formic acid at the Pt/H2O interface.70 While implicit solvation models significantly
reduce the number of degrees of freedom of the system, they cannot correctly reproduce
the anisotropic site-specific interactions71 between the solute and solvent molecules over
a solid catalyst.
An alternative approach based on ab initio QM calculations consists of optimizing
a hexagonally close-packed ice-like network of water molecules at the metal interface72-73
before replacing one of the water molecules with a reaction moiety. The preoptimized
water network effectively serves as an initial guess for further geometry optimizations
and transition state searches. This approach has been used to study methanol
+
ion and an electron, which is
decomposition on Pt (111).52 Formation of an H 3O aq
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dehydrogenation energetics since the homolytic pathway ( CH 3OH ad → CH 3O ad + H ad )
was 43 kJ/mol more endothermic.74 Using the same approach, Zope et al.75 studied the
mechanism of selective oxidation of ethanol to acetic acid on Pt (111) and Au (111).
They observed that for some reactions involving a hydroxide intermediate or a water
molecule, the hydroxide or water actually originates from the surrounding water network.
The effect of explicit water molecules on reaction energies and activation barriers can be
strongly correlated to the interactions (that is, hydrogen bonding ability) of the reactants,
products, and transition states with the surrounding water molecules.
The role of water becomes more significant for reactions when there is a change
in the dipole orientation between the two states as this possibly leads to a change in the
number of hydrogen bonds and/or a change in polarizability, both of which can stabilize
one state over the other resulting in a marked increase or decrease in the activation
barrier.76
2.5. Force Fields for Molecular Dynamics Simulations
Molecular dynamics simulations of aqueous solutions with explicit water
molecules are carried out using classical water models, of which 3-site SPC and TIP3P,
and 4-site TIP4P models are most popular. The 3-site models have three interaction sites
corresponding to the actual atoms of a water molecule. The 4-site TIP4P model has an
additional massless charged site that improves the electrostatic distribution around the
water molecule. All these models have been parameterized to reproduce experimental
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data for energy, density, and radial density profiles near 25 °C and 1 atm. We have
chosen the TIP3P model since its geometric parameters more closely represent the
geometry of a water molecule than those of SPC model.77
The structure of pure liquid ethylene glycol has been extensively studied using a
united-atom approach.78-79 Six interactions sites are considered per EG molecule; CH2
groups are treated as single interaction sites with their centers located at the position of
the carbon atoms. Hydrogen atoms of this united group are not explicitly considered; they
are taken into account implicitly in the force field parameters.80-81 Molecular dynamics
simulations of pure liquid and aqueous mixtures of ethylene glycol with a number of
polarizable and nonpolarizable force fields have shown that polarization effects might
play an important role in correctly describing attractive interactions between EG and
water co-solvent molecules.82 However, considering that the ratio of the number of EGderived species (1) to the number of TIP3P water molecules (~2500) is very small in our
model, these polarization effects will likely be negligible or very similar between reactant
and product states and a non-polarizable OPLS-AA force field82 should suffice for these
simulations.
Water adsorption on platinum surfaces preferentially occurs on atop sites with
water molecules being nearly parallel to the surface.73, 83 Special functional forms are
required in order to correctly describe the Pt–water interface. The most commonly used
potential function in this respect was proposed by Spohr and Heinzinger84 by fitting a set
of exponential functions to extended Hückel calculations of a water molecule in different
orientations over platinum:
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φH2O− Pt = φO− Pt + φH(1)− Pt + φH( 2)− Pt
φO − Pt = ⎡⎣1894.2e−1.1004r − 1886.3e −1.0996r ⎤⎦ f + 106 e−5.3568r (1 − f )
φH − Pt = 1.7142e−1.2777r
f = e−0.5208ρ

…(2.7)

2

The energy is given in units of 10−19 J and r and ρ are in Å. The interatomic distances
are denoted by r , whereas ρ is the length of the projection of the distance vector onto the
surface plane. The Spohr–Heinzinger model correctly describes the adsorption site and
adsorption energy of water on platinum and has recently been successfully used for
thermal conductivity85 and latent heat86 enhancement studies.
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Figure 2.1. Chemical structure of biomass-derived compounds including: (A) cellulose
with β-1,4 glycoside linkages, (B) starches with α-1,4 and α-1,6 glycoside linkages, and
(C) structural monomer units of lignin.3
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Figure 2.2. Process conditions for the catalytic conversion of petroleum
and biomass feedstocks.7
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Figure 2.3. Reaction pathways for the production of alkanes from sorbitol
over multifunctional catalysts containing metal and acid sites.13

34

Figure 2.4. Relative rates of C−C bond breaking reaction (white), watergas shift reaction (grey), and methanation reaction (black). The rate of a
particular reaction can be compared for different metals; however, for a
specific metal, the absolute rates of the three reactions cannot be compared
relative to each other.18
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Figure 2.5. Thermodynamic pathways among stable compounds in
ethylene glycol reforming. Each reaction is defined in its
thermodynamically favorable direction, and equilibrium constants are
listed per mole of reactant at 498 K.46
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Figure 2.6. Factors controlling the selectivity of aqueousphase reforming process.48
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CHAPTER 3
COMPUTATIONAL METHODS
3.
3.1. Density Functional Theory
Computational studies based on a quantum mechanical (QM) description of the
interactions between electrons and atomic nuclei have become an important tool for
obtaining qualitative and, in many cases, quantitative insights into the structural and
electronic properties of catalyst nanoparticles and their roles in the reaction mechanisms.
Fundamental to these calculations is the time-independent Schrödinger equation:

HΨ = EΨ

…(3.1)

where H is the Hamiltonian operator, E is the total energy of the system, and Ψ is the
corresponding wavefunction. The solution of this equation yields the energy eigenvalues
and probability distribution for all particles in the system.
Analytical solution of Equation (3.1) is not possible for most systems of practical
interest and certain simplifying assumptions must be made. The electronic and nuclear
degrees of freedom are separated using the Born–Oppenheimer approximation. This
simplification assumes that the electronic relaxation is instantaneous with respect to the
movement of the nuclei. The electronic energy is then calculated for fixed configurations
of nuclei in a sea of electrons. The electronic Schrödinger equation is

( Hel + VN ) Ψ el = Eel Ψ el

…(3.2)
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where the subscript el emphasizes the use of the Born–Openheimer approximation. VN
is the nuclear–nuclear repulsion energy and is a constant for a fixed configuration of
nuclear coordinates.
Density functional theory (DFT) assumes that the ground state electronic energy

(E)

of an atom or molecule can be expressed exactly as a function of the electron density

(ρ)

of the molecule.1-2 The term “functional” refers to a function of a function. That is,

the electronic energy is a function of electron density which is a function of electronic
coordinates. In DFT formalism, the total electronic energy is expressed as
E = T + Vnucl + Vrep + E XC

…(3.3)

The four terms on the right side of Equation (3.3) are electronic kinetic energy ( T ) ,
electron–nuclei interaction ( Vnucl ) , inter-electronic Coulombic repulsion ( Vrep ) , and
exchange-correlation energy ( E XC ) . The electronic kinetic energy is typically calculated
using the wavefunction whereas the electron–nuclei interaction and electron–electron
repulsion terms are expressed as functionals of electron density.3
T=−

Z ρ (1)
1
1 ρ (1) ρ ( 2 )
ψ i∇ 2 ψ i dτ; Vnucl = −∑ ∫ α
dτ1 ; Vrep = ∫∫
dτ1dτ2
∑
∫
2 i
r1α
2
r12
α

…(3.4)

There is no known exact expression for E XC . However, several approximate expressions
have been developed leading to a variety of DFT methods. The simplest of these
approximations is the local density approximation (LDA) which estimates E XC from
local electron density only. The quality of DFT results can be substantially improved by
additionally taking into account the gradient of the electron density, an approach known
as generalized gradient approximation (GGA). GGA functionals have been successful for
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predicting structures and electronic properties of molecules on metallic surfaces that are
significantly better than the conventional Hartree–Fock theory.3
Because the core electrons are present in the inner shells and do not actively
participate in bond breaking and forming processes, it is not necessary to explicitly
account for their effect in every cycle of the self-consistent field calculations. In the
frozen core approximation, one-electron wavefunctions for the core electrons are fixed at
a reference condition (that is, for an isolated atom) and are not reevaluated during the
DFT calculations. This approximation significantly reduces the computational cost by
reducing the size of the variational problem at hand.
Two modes of DFT calculations are used in this study. For an isolated molecule
(or a finite metal cluster), the electron density at an infinite distance from the system must
fall to zero. Nonperiodic DFT calculations using Gaussian-type atomic orbitals (basis
sets) are sufficient for this purpose. To account for long range metal interactions,
extended surfaces must be modeled. This necessitates the use of a slab model with
periodic boundary conditions and planewave basis sets.
3.2. Conductor-Like Screening Model (COSMO)
The conductor-like screening model (COSMO) is a continuum solvation model
where the solvent is modeled as a homogeneous medium characterized by an appropriate
dielectric constant ( ε ) , and the solute is placed in carefully constructed cavities within
this continuum.4 QM charge distribution of the solute polarizes the surrounding dielectric
medium. The response of the polarized solvent is expressed in terms of screening charges
on the surface of the cavity.5 Assuming an electrostatically ideal solvent ( ε = ∞ ) , the
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boundary condition of vanishing electrostatic potential for a conductor ( Φ total = 0 ) is
used. The solute potential ( Φ solute ) and the vector of screening charges ( q ) must satisfy
overall charge neutrality of the system.
Φ total = Φ solute + Aq = 0;

q = − A −1Φ solute

…(3.5)

where A is the Coulomb matrix of the screening charge interactions.6-7 The finite
permittivity of real solvents is taken into account by scaling the screening charges.
f (ε) =

ε −1
;
ε + 0.5

q* = q ⋅ f ( ε )

…(3.6)

This reaction field is included as electrostatic potential (ESP) in every cycle of the selfconsistent field calculations allowing a simultaneous variational optimization of both the
molecular orbitals and the screening charges. The total free energy of the solvated
molecule is the sum of the energy of the isolated system calculated with the solvated
wavefunction and the dielectric energy.6

E = E ( Ψ solv ) + E diel

…(3.7)

3.3. Periodic Electrostatic Embedded Cluster Method (PEECM)
The periodic electrostatic embedded cluster method provides a QM/MM
functionality of embedding a finite QM cluster in a periodic, infinite array of point
charges.8 The system is divided into an inner part, which is treated quantum
mechanically, and an outer part which describes the environment of the QM cluster in
terms of effective core potentials (ECPs) or simply point charges. This approach is
different from periodic planewave QM calculations (section 3.1) where the whole system
as well as its periodic images are treated quantum mechanically. In PEECM, the
Coulombic interaction energy from the periodic field of point charges is evaluated using
41

the periodic fast multipole method.9 This approach was originally developed for QM
calculations involving localized defects in ionic crystals.8 In this study, we use water
conformations generated from molecular dynamics simulations as the field of point
charges.
3.4. Microkinetic Modeling
Mean-field microkinetic modeling provides an efficient mechanism for analysis
of experimental and computational data to obtain insights into the reaction mechanism
and the nature of the active site under reaction conditions. The catalytic process is
assumed to take place through a sequence of elementary reactions. The net rate of a
reversible elementary reaction i is calculated using

ri = k f ,i

j= N

∏

j=1,n j <0

−n

C j j − k r,i

j= N

∏

j=1,n j >0

n

Cj j

…(3.8)

where k f ,i and k r,i are the forward and reverse reaction rate constants, respectively.
Index j loops over all N species involved in the reaction, and the corresponding
concentration C j equals either a fractional surface coverage ( θ j ) or a gas-phase partial
pressure ( Pj ) . The stoichiometric coefficient n j is negative for reactants and positive for
products. For all surface reactions, forward rate constants can be calculated using
harmonic transition state theory.10

k f ,i =

⎛ −ΔG‡i ⎞
γk BT
exp ⎜
⎟
h
⎝ k BT ⎠

…(3.9)

Here, Δ G ‡i is the free energy of activation, T is the absolute temperature, γ is the
transmission coefficient, and k B and h are respectively the Boltzmann and Planck
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constants. Zero-point energies and (harmonic) vibrational partition functions are
calculated using vibrational frequencies ( νi ) derived from QM calculations.

E zpv

hν
=∑ i;
2
i

q vib

⎡
⎛ −hνi ⎞ ⎤
= ∏ ⎢1 − exp ⎜
⎟⎥
i ⎣
⎝ k BT ⎠ ⎦

−1

…(3.10)

Adsorption is generally assumed to be a nonactivated process and collision theory
is used to calculate the forward rate constants.

k f ,i =

Sσ
N 2πMi k BT

…(3.11)

Here, N S is the number of catalytic sites per unit surface area, σ is the sticking
probability, and Mi is the molecular weight of the adsorbate. To ensure thermodynamic
consistency, reverse rate constants are calculated from the thermodynamic equilibrium
constants ( K eq ) .

⎛ −ΔG i ⎞
K eq,i = exp ⎜
⎟;
k
T
⎝ B ⎠

k r,i =

k f,i

…(3.12)

K eq,i

where ΔGi is the Gibbs free energy of reaction. At steady state, the fractional coverage
of a surface intermediate is given by

dθ j
dt

= ∑ ν j,i ri = 0

…(3.13)

i

where index i loops over all reactions. In addition, the total number of sites is conserved.

∑n θ
j

j

=1

…(3.14)

j

Equations (3.13) and (3.14) form a set of differential algebraic equations that must be
iteratively solved to obtain the fractional coverages of all surface intermediates. The same
converged solution yields the rates of individual elementary steps following Equation
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(3.8). This information can be used to identify the dominant reaction pathway and to
calculate the contribution of various pathways to the overall turnover frequency.
For comparison with experimental data, microkinetic modeling can be used for
prediction of general kinetic trends including apparent activation energy ( E app ) and
reaction orders ( αi ) with respect to various reactants and products:

⎡ ∂ ln ( r ) ⎤
E app = −k B ⎢
⎥ ;
1
⎣⎢ ∂ ( T ) ⎦⎥ Pi

⎡ ∂ ln ( r ) ⎤
αi = ⎢
⎥
⎣⎢ ∂ ln ( Pi ) ⎦⎥ T,Pj≠i

…(3.15)

Also, Campbell’s degree of rate control11 and degree of thermodynamic rate control12-13
analyses can be used to identify rate-controlling elementary steps and surface
intermediates.

X RC,i

⎡
∂ ln ( r )
⎢
=
⎢ − Gi0,TS
⎢⎣ ∂ k BT

(

)

⎤
⎥
;
⎥
⎥⎦ G0,TS ,G0
m
j≠i

X TRC,n

⎡
⎤
∂ ln ( r ) ⎥
⎢
=
⎢ ∂ − G 0n ⎥
⎢⎣ k BT ⎥⎦ G 0m≠n ,Gi0 ,TS

( )

…(3.16)

Here, X RC,i is the degree of rate control for elementary reaction i , X TRC,n is the degree of
thermodynamic rate control for adsorbate n , r is the overall rate of reaction, G i0,TS is the
free energy of transitions state i , and G 0n is the free energy of adsorbate n .
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CHAPTER 4
NEW IMPLICIT SOLVATION SCHEME FOR SOLID SURFACES
4. 1
4.1. Summary

It is shown that the effect of water on the bonding characteristics of transition
metal surfaces with adsorbates is short ranged. As a result, adsorption energies in water
can be evaluated by a combination of planewave density functional theory calculations in
vacuum and properly chosen cluster model calculations with and without an implicit
solvation model. The scheme is demonstrated for a model C−C cleavage reaction on
Pt (111) and for predicting CO frequency shifts on Pd and Pt due to water. We conclude
that these shifts originate from water–metal interactions and can be explained by changes
in π back-donation. Overall, the results demonstrate that the proposed methodology
represents a highly efficient computational approach for approximating the effect of
solvents on elementary reaction steps occurring at solid–liquid interfaces of
heterogeneous catalysts.
4.2. Introduction

Computational investigations of chemical reactions at solid–liquid interfaces pose
a unique challenge of accurately yet efficiently accounting for the effect of the liquidphase environment. Liquid molecules can affect the activity and selectivity of a catalyst
Adapted with permission from Faheem, M.; Suthirakun, S.; Heyden, A. J. Phys. Chem. C 2012,
116, 22458–22462. © 2012 American Chemical Society.
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by stabilizing or destabilizing adsorbed intermediates and transition states1 and by
providing low-energy pathways for reactions, for example, for proton transfer between
neighboring active sites.2 Free energy differences and rates of elementary reaction steps
occurring at solid–liquid interfaces are often very different from the same processes
occurring at solid–gas interfaces. To correctly account for the effect of a liquid phase on
reaction rates, the dynamic fluctuations in the complex liquid and the long range
electrostatic interactions of the liquid molecules must be considered, requiring the
simulation of a large number of liquid molecules over a (computationally) long time
period. As a result, the use of ab initio molecular dynamics (AIMD) approaches3 for
systematic investigations of such processes becomes for the foreseeable future
computationally prohibitive.
A common procedure for modeling liquid water at solid–liquid interfaces consists
of optimizing a hexagonally closed-packed ice-like structure at the metal interface before
replacing one of the water molecules with the reactant species.4-5 Although significantly
faster than AIMD, this approach includes no or very limited sampling of the water
configuration space and is error-prone for relatively large adsorbates where it is difficult
to identify a meaningful initial configuration of the water molecules. Alternatively, Jacob
and Goddard6 have pioneered the use of implicit continuum solvation models7-9 on large
metal clusters of (111) surface shape. While continuum solvation models cannot
accurately describe site-specific interactions between the adsorbates and the surrounding
solvent molecules, they are computationally fast and reasonably accurate for computing
free energies in solution. Furthermore, solvents and reaction conditions such as
temperature can easily be changed with modern implicit solvation models developed for
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molecular systems.10 Unfortunately, relatively large metal clusters must be selected to
describe the long range metal interactions and to overcome unwanted boundary effects6
due to the finite size of the cluster.11 Similarly, implicit solvation models have been
developed for periodic systems. However, most implementations only consider
electrostatic effects although nonelectrostatic contributions are crucial for obtaining
accurate solvation free energies.12 Considering furthermore that the implementation of
smooth gradients of free energies has been progressing slowly in plane wave density
functional theory (DFT) codes,13-15 it would be very beneficial if current nonperiodic
implicit solvation models could be used to describe the effect of solvents on processes
occurring at “periodic” solid–liquid interfaces.
In this paper, we propose a simple but potentially very powerful new approach for
modeling reactions at solid–liquid interfaces with implicit solvation models, which we
call implicit solvation model for solid surfaces (iSMS). The objective of this theoretical
study is to validate this procedure for a model C−C cleavage reaction in water and by
comparing predicted CO frequency shifts in water to experimental data. This paper is
organized as follows: After introducing the iSMS methodology and describing the
computational details in section 4.3, we present in section 4.4 the convergence properties
of iSMS methodology with respect to the size of the cluster model and the size of the
basis set for the C−C cleavage reaction in double-dehydrogenated ethylene glycol on
Pt (111) in water. Next, we use iSMS to calculate CO frequency shifts in water on
Pd (111) and Pt (111) that can be directly compared to available experimental data.
Finally, conclusions are summarized in section 4.5.
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4.3. Computational Details
4.3.1. iSMS Free Energy Function

The key idea of the proposed scheme is to include the long range metal
interactions through periodic-slab calculations within the framework of DFT calculations
in the absence of a solvent and to consider the effect of the liquid as a localized
perturbation of free energy differences that can be described by cluster models embedded
in an implicit continuum solvent. We define a free energy function for an adsorbed
liquid
reactant on a periodic metal slab in liquid, G surface
+ reactant , using a simple subtraction

scheme
liquid
vacuum
liquid
vacuum
G surface
+ reactant = E surface + reactant + ( G cluster + reactant − E cluster + reactant )

…(4.1)

vacuum
where E surface
+ reactant is the planewave DFT energy of the periodic-slab model in the

absence of a solvent, G liquid
cluster + reactant is the free energy in the liquid of a metal cluster
constructed by removing selected metal atoms from the periodic-slab model and
vacuum
removing the periodic boundary conditions, and E cluster
+ reactant is the DFT energy of the

same cluster in the absence of the solvent (Figure 4.1).
Equation (4.1) becomes exact for an infinitely large cluster. Any practical
application however requires that this energy function converges for clusters of small size
and predictable shape. Considering that the water–metal interaction only involves a
limited amount of charge transfer and has been shown to be localized at the interfaces,16
we hypothesize that the indirect effect of a solvent on binding energies (by affecting the
electron density of metal atoms forming the active site) is short ranged. That is, only the
active site of the catalyst, the adsorbate, and their immediate environment need to be
included in the cluster model. We note that similar correction schemes have been used to
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study the adsorption of CO on Cu (111) with correction for exchange correlation17-18 and
protonation reactions in zeolites with correction for long range van der Waals
contributions to adsorption.19
4.3.2. DFT Calculations

All periodic planewave DFT calculations were performed using the Vienna Ab
Initio Simulation Package (VASP 5.2)20-23 with Perdew–Burke–Ernzerhof (PBE) density

functional.24-25 The Pt (111) surface was modeled as a 4 × 4 periodic slab model with four
layers of metal atoms separated by a vacuum of 15 Å from its periodic image. An energy
cutoff of 400 eV and energy convergence criterion of 1.0 × 10−5 eV were used for all
calculations. A 4 × 4 × 1 Monkhorst–Pack k-mesh26 was used. Dipole and quadrupole
corrections to the energy were included using a modified version of the Makov–Payne
method.27 Harris–Foulkes-type corrections were used for forces. Fractional occupancies
of bands were allowed using the Methfessel–Paxton smearing method28 within a window
of 0.10 eV. Double-dehydrogenated ethylene glycol was adsorbed on a bridge site,
whereas the C−C cleavage products were adsorbed on neighboring bridge sites on the
same slab (Figure 4.1). The bottom two layers of the metal slab were kept fixed during
geometry optimizations. The structures were relaxed until the force on each atom was
less than 0.05 eV/Å. Periodic cluster models were obtained by deleting “unnecessary”
atoms from the periodic-slab model (see Figure 4.1); the coordinates of all cluster atoms
are equivalent to the corresponding atoms in the periodic-slab model. For these cluster
models, Γ-point energy calculations were performed in a period box of 25 Å length.
Cluster-model

calculations

in

vacuum

were

carried

out

using

the

TURBOMOLE 6.0 program package.29-31 The cluster models were obtained by removal
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of the periodic boundary conditions from the periodic cluster models. For convergence of
iSMS results with respect to lateral size and depth of clusters (Figure 4.2), adsorbate
atoms were represented by all-electron basis sets of triple-ζ quality (def2-TZVP).32-34 Pt
atoms were represented by relativistic small core effective core potentials (ECPs)
together with a basis set of same quality as the adsorbate atoms for the valence electrons.
DFT calculations were performed with PBE functional. The RI-J approximation with
auxiliary basis sets was used to approximate Coulomb potentials.35-37 Single-point energy
calculations were performed with a self-consistent field (SCF) energy convergence
criterion of 1.0 × 10−7 hartree. For each cluster model, multiple spin states were tested
and the lowest energy spin state was used for further calculations.
For cluster models in water, COSMO38 calculations were performed for the
lowest energy spin state configurations at the same level of theory using radii-based
cavities and a dielectric constant of 80.4 (for water).
4.4. Results and Discussion
4.4.1. C−C Cleavage in Ethylene Glycol

Figure 4.2 confirms the smooth and rapid convergence of the iSMS scheme with
water
cluster size for calculating the free energy of C−C cleavage, ΔGsurface,rxn
, in

dehydrogenated ethylene glycol on Pt (111) in water, C2 H 4 O 2 U 2HCOH (one H atom
is removed from both C atoms and the cleavage products are coadsorbed on the surface).
cuum
er
= 7.5 kcal / mol , ΔGsuwatrface,rxn
While periodic-slab models in vacuum predict ΔGsuvarface,rxn

converges to 9.3 kcal/mol for large clusters with the iSMS scheme. (Larger reaction
energy differences between gas- and liquid-phase systems are expected for heterolytic
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bond cleavages.) More importantly, the predicted values are within ±0.5 kcal/mol of the
converged value for all cluster models that are at least two layers thick and have at least
one metal atom surrounding any metal atom included in the binding sites for reactant and
products. Interestingly, the results are unchanged by spin-polarization of the finite metal
clusters because the implicit continuum solvent does not affect their spin state and most
unpaired electrons are present on the outer undercoordinated metal atoms that do not
directly adsorb reactant or product species. Furthermore, Figure 4.2 shows that the use of
cluster models (without iSMS) is not recommended for metal surfaces because the long
range metal interactions converge slowly with cluster size.
Convergence of iSMS results for a 5 × 5 × 2 cluster with respect to basis sets is
shown in Figure 4.3. It can be seen that (i) iSMS converges for very small basis sets and
(ii) the presence of metal clusters requires for all other methodologies basis sets of at
least triple-ζ quality.
4.4.2. CO Frequency Shifts in Water

To permit a direct comparison between theory and experiment, we consider
experimentally observed red-shifts in C−O stretching frequency for CO adsorption on
Pd/Al2O339 and Pt/Al2O340 due to the presence of water. To exclude CO dipole coupling
effects,41 DFT optimizations of equation (4.1) are performed at low coverage

( θ = 1/16 monolayer )

and compared with short-time experimental results. For geometry

optimizations in iSMS calculations, the top two metal layers in the periodic slabs and all
atoms in the cluster models are relaxed until the maximum norms of SCF energy and
basis set gradients are less than 1.0 × 10−4 au and 1.0 × 10−3 au, respectively. For the
periodic-slab calculations in iSMS, an energy convergence criterion of 1.0 × 10−8 hartree
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has been used. For the cluster-model calculations in iSMS, triple-ζ quality basis sets
(def2-TZVP) and an energy convergence criterion of 1.0 × 10−8 hartree have been
selected. Frequency calculations are performed assuming nonequilibrium solvation using
numerical gradients and central differences with a step size of 0.02 au.
Table 4.1 shows that the calculated effect of water on an isolated CO molecule
leads to a blue-shift in CO frequency of 8 cm−1 and a shortening of the C−O bond (the
experimental blue-shift is 11 cm−1).42 In contrast for adsorbed CO on Pd (111) and
Pt (111), we calculate for the computationally preferred43-44 fcc and hcp adsorption sites
red-shifts of 49–54 cm−1 and 48–49 cm−1 which agree well with experimental red-shifts
of 58 and 50 cm−1, respectively.39-40, 45 Because metals are perfect conductors and the
relative permittivity of water is high, the direct interaction of water with CO is similar,
and the observed red-shifts for adsorbed CO must largely originate from changes in
bonding between CO and the transition metal surface. According to the Blyholder
model,45-46 the interaction of the CO molecule with a transition metal surface is a
combination of donation of electrons from the highest occupied molecular orbital
(HOMO, 5σ) of CO into empty metal d-orbitals and a back-donation of electrons from
metal d-orbitals into the lowest unoccupied molecular orbitals (LUMOs, 2π*) of the CO
molecule. A decrease in the C−O bond order stretches the bond and causes the frequency
of adsorbed CO to be red-shifted compared to the gas-phase CO molecule. In the
presence of water, the metal orbitals shift to higher energy (Figure 4.4), resulting in an
increased π back-donation from the metal surface to the CO molecule. Table 4.1 shows
that the total charge on the adsorbed CO molecule becomes more negative in the presence
of water, showing a net shift of electron density from the metal surface to the CO
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molecule. The frequency is red-shifted as the C−O bond is stretched, and the C–metal
bond is shortened by the presence of water. The only anomaly observed is for on-top
adsorption of CO, which is a known failure of local and semi-local DFT functionals such
as PBE.43, 47-49
To better understand the water effect for on-top adsorption, we also performed
DFT calculations using the hybrid PBE0 functional.50 Following the procedure for
including hybrid exchange from Hu et al.17-18 for CO adsorption on metal surfaces
PBE 0
PBE
PBE 0
PBE
E surface
+ CO = E surface + CO + ( E cluster + CO − E cluster + CO )

…(4.2)

Equation (4.1) becomes the following approximate free energy function for adsorption in
water
water,PBE 0
vacuum,PBE
water,PBE 0
vacuum,PBE
G surface
+ CO = E surface + CO + ( G cluster + CO − E cluster + CO )

…(4.3)

For iSMS calculations with hybrid PBE0 functional, SCF calculations are performed
without auxiliary basis sets. In addition, geometry optimizations are carried out with
softer convergence criterion, that is, until the maximum norms of SCF energy and basis
set gradient are less than 1.0 × 10−3 and 1.0 × 10−2 au, respectively. Frequency
calculations in water are performed for equilibrium solvation using numerical gradients
and central differences with a step size of 0.02 au. Table 4.1 shows that with the
approximate inclusion of hybrid exchange red-shifts of 44 and 29 cm−1 are calculated for
on-top adsorption on Pd (111) and Pt (111), respectively, which are again in reasonable
agreement with experimental observations and the Blyholder model.
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4.5. Conclusions

We presented a novel scheme to compute approximate reaction free energies of
elementary reactions occurring at solid–liquid interfaces within the framework of
planewave DFT and implicit solvation models developed for nonperiodic clusters. A
smooth and rapid convergence is achieved for small cluster sizes that contain one metal
atom next to the adsorption site in each direction as demonstrated by studying the model
C−C cleavage reaction of dehydrogenated ethylene glycol on Pt. Rapid convergence with
respect to the size of the basis set has also been demonstrated. Next, this scheme has been
used to compute red-shifts in the metal adsorbed C−O frequency due to water. The
predicted shifts are in good agreement with experimental results and can be explained
using the Blyholder model as an indirect electronic effect of water on the metal atoms
forming the adsorption site.
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Table 4.1. Effect of water on CO adsorption on Pd (111) and Pt (111).a

N metal

ΔνC−O

( cm )
−1

.

ΔΔG ads

( kcal / mol )

.

ΔL C − O

( pm )

ΔL C − M

Δq CO

( pm )

( au )

CO molecule ( Δν C − O,exp = +11) 42
+8

−0.06

CO on Pd (111)b ( Δν C − O,exp = −58 ) 39
top

19

−2
(−44)c

+0.72
(−0.11)

+0.16
(+0.20)

−0.53
(−0.52)

−0.015
(−0.068)

fcc

24

−49

−1.41

+0.92

−1.02

−0.069

hcp

22

−54

−2.42

+1.01

−1.24

−0.075

CO on Pt (111)b ( Δν C − O,exp = −50 ) 40

a

top

19

+78
(−29)c

+0.23
(−2.00)

−0.06
(+0.01)

−0.17
(−0.14)

+0.003
(−0.071)

fcc

24

−49

−1.46

+0.88

−0.92

−0.069

hcp

22

−48

−1.37

+0.90

−1.26

−0.069

Calculated effect of water on C−O stretching frequency ( Δν C − O ) , free energy of

adsorption ( ΔΔG ads ) , C−O ( ΔLC −O ) and C–metal ( ΔL C − M ) bond lengths, and total charge
on adsorbed CO ( Δq CO ) from Mullikan population analysis with PBE functional. N metal is
the number of atoms in the metal cluster. Values in parentheses for on-top adsorption
show results obtained with PBE0 functional.
b

CO adsorbed on bridge site moves to an fcc site during optimization in water.

c

Equilibrium solvation frequency shift only.
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water
Figure 4.1. Schematic representation of equation (4.1) for calculation of ΔG surface,rxn
for

C−C bond cleavage in dehydrogenated ethylene glycol on Pt (111) in water. Arrows
connect reactant (up) to cleavage products (down) in the respective models. The four
models from left to right are periodic slab in water, periodic slab in vacuum, cluster in
water, and cluster in vacuum. Explicit water molecules are shown for illustrative
purposes only.
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water
Figure 4.2. Convergence of ΔG surface,rxn
for C−C bond cleavage in dehydrogenated

ethylene glycol on Pt (111) in water with iSMS scheme. A value of 9.3 kcal/mol obtained
for a (5 × 5) × 4 cluster is used as reference (solid horizontal line). Cluster model
calculations in implicit solvent (without iSMS) are shown as dashed curves.
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Figure 4.3. Basis set convergence for C−C cleavage in dehydrogenated ethylene glycol
on a 5 × 5 × 2 cluster of Pt (111).
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Figure 4.4. Shift in electronic density of states (DOS) due to water for 24-atom Pd (111)
cluster with and without CO adsorbed on an fcc site. Only metal d-states are plotted for
each case.
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CHAPTER 5
HYBRID QUANTUM MECHANICS/MOLECULAR MECHANICS SOLVATION
SCHEME FOR COMPUTING FREE ENERGIES OF REACTIONS AT METAL–WATER
INTERFACES
5. 2
5.1. Summary

We report the development of a quantum mechanics/molecular mechanics free
energy perturbation (QM/MM-FEP) method for modeling chemical reactions at metal–
water interfaces. This novel solvation scheme combines planewave density function
theory (DFT), periodic electrostatic embedded cluster method (PEECM) calculations
using Gaussian-type orbitals, and classical molecular dynamics (MD) simulations to
obtain a free energy description of a complex metal–water system. We derive a potential
of mean force (PMF) of the reaction system within the QM/MM framework. A fixedsize, finite ensemble of MM conformations is used to permit precise evaluation of the
PMF of QM coordinates and its gradient defined within this ensemble. Local
conformations of adsorbed reaction moieties are optimized using sequential MDsampling and QM-optimization steps. An approximate reaction coordinate is constructed
using a number of interpolated states and the free energy difference between adjacent
states is calculated using the QM/MM-FEP method. By avoiding on-the-fly QM
Adapted with permission from Faheem, M.; Heyden, A. J. Chem. Theory Comput. 2014, 10, In
Press. [Online Early Access] DOI: 10.1021/ct500211w. © 2014 American Chemical Society.
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calculations and by circumventing the challenges associated with statistical averaging
during MD sampling, a computational speedup of multiple orders of magnitude is
realized. The method is systematically validated against the results of ab initio QM
calculations and demonstrated for C−C cleavage in double-dehydrogenated ethylene
glycol on a Pt (111) model surface.
5.2. Introduction

Computational investigations of chemical reactions at solid–liquid interfaces have
long been and continue to be very challenging. Liquid molecules can affect the activity
and selectivity of a heterogeneous catalyst in a variety of ways. Long range electrostatic
interactions of solvent molecules with other solvent molecules and with the catalyst and
the adsorbed moieties create a reaction environment that is radically different from the
gas phase, resulting in stabilization or destabilization of charged intermediates and
transition states.1 Nonharmonic dynamic fluctuations in a complex liquid phase and
diffusion of the solvent molecules can affect reactant and product diffusivities2 and alter
the dynamics of energy accumulation and relaxation. Direct participation of solvent
molecules in the reaction mechanism not only causes a concentration effect on the overall
rate of reaction but can also provide lower-energy pathways, for example, for proton
transfer between neighboring active sites.3 Solute–solvent phase equilibria can affect the
overall selectivity by suppressing or enhancing various reaction pathways.4 Reaction free
energies, free energy barriers, and turnover frequencies of elementary reaction steps
occurring at a solid–liquid interface can therefore be very different from when the same
processes occur at a solid–gas interface.5 Unfortunately, due to a lack of a wellestablished methodology for describing the influence of dynamic fluctuations of the
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liquid phase on chemical reactions across a solid–liquid interface with quantum
mechanical (QM) accuracy, we have currently only a limited understanding of the
structure–activity relationships of heterogeneous catalysts in liquid phase and we are
unable to rationally design new catalytic materials for liquid phase processes.
Computer simulations of chemical reactions at solid–liquid interfaces face
multiple challenges. First, the potential energy surface (PES) must accurately describe the
electronic structure of the most interesting part of the system directly involved in the
bond forming or breaking process, that is, the active site of the catalyst, adsorbed moiety,
and possibly some solvent molecules in the immediate neighborhood. Second, a
significant fraction of the system configuration space must be sampled for calculation of
accurate free energy differences and to ensure that the results are statistically converged.
Finally, nonharmonic dynamic fluctuations in the liquid phase, long range electrostatic
interactions between water molecules, delocalization of electrons in transition metals, and
finite size effects6-7 require the computational model to be sufficiently large. Although ab
initio molecular dynamics (AIMD) approaches8 can, in principle, be used for such

simulations, current computer technology and resources limit a full quantum mechanical
treatment of the entire condensed-phase reaction system to a few hundred atoms and a
few picoseconds of simulation time.9-11 This necessitates the development of alternative
computational approaches that are nearly as accurate as AIMD but computationally
multiple (5–7) orders of magnitude less expensive.
One approach that circumvents these problems is the use of isotropic continuum
solvation models.12-13 The solvent is modeled as a homogeneous medium characterized
by an appropriate dielectric constant, and the solute is placed in carefully constructed
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cavities within this continuum.14 QM charge distribution of the solute polarizes the
surrounding dielectric medium. The response of the polarized solvent creates a reaction
field which is included as electrostatic potential (ESP) in the self-consistent field (SCF)
calculations at the same level of QM theory. Implicit solvation models are
computationally very efficient because, in the absence of explicit solvent molecules, the
size of the electronic structure problem is the same as in gas phase. This approach has
been used to study the formation of water on Pt and Pt-based alloys15 and the oxidation of
formic acid at the Pt/H2O interface.16 Recently, we have developed the iSMS17
(Implicit Solvation for Metal Surfaces) method for combining nonperiodic implicit
solvation models with planewave density functional theory (DFT) calculations to
describe the effect of solvents on processes occurring at “periodic” metal–water
interfaces. This method has been successfully applied for calculating CO frequency shifts
on Pd/H2O and Pt/H2O interfaces17 and for predicting solvent effects on the
hydrodeoxygenation of propanoic acid over Pd (111).18 Although implicit solvation
models are generally reasonably accurate for computing free energies in solution, they
cannot correctly reproduce the anisotropic site-specific interactions19 between the solute
and solvent molecules over a solid catalyst. Inclusion of one or more explicit solvent
molecules as part of the QM solute structure may help in some cases,16 but the broader
challenge of sampling the configuration space of a complex liquid environment in a
statistically relevant manner remains unaddressed.
An alternative approach based on ab initio QM calculations consists of optimizing
a hexagonally close-packed ice-like network of water molecules20-21 at the metal interface
before replacing one of the water molecules with a reaction moiety. The preoptimized
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water network effectively serves as an initial guess for further geometry optimizations
and transition state searches. This approach has been used to study methanol
decomposition on Pt (111)22 and selective oxidation of ethanol to acetic acid on Pt (111)
and Au (111).23 However, such “freezing” of the water structure leads to insufficient
sampling of the water configuration space and the predicted adsorption energies and
activation barriers are often highly dependent on the initial structure guess. A more
suitable approach would be to perform such optimizations in an average field of a
sufficiently large number of water conformations. This is, however, impossible with ab
initio methods for the foreseeable future.

The dual need for both accurate electronic structure calculations and extensive
configuration space sampling is not unique for reactions at metal–water interfaces. A
similar problem is encountered in modeling enzyme-catalyzed processes and molecular
biological systems where the system of interest often contains tens of thousands to
millions of atoms. A closer examination reveals that, in many chemical reactions, bond
breaking and forming are localized events and involve relatively few atoms. The
interactions of these “active” atoms must be described accurately. Atoms in the
remainder of the system experience minimal changes in their electronic structures but still
contribute to the reaction process by creating a unique steric and electrostatic
environment around the active site. This permits the use of multilevel quantum
mechanical/molecular mechanical (QM/MM) methods24 where only the active site of, for
example, the enzyme and its immediate environment, that make the most important and
direct contributions to the electronic structure of the atoms involved in reaction
chemistry, are described quantum mechanically, whereas the remainder of the system, for
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example, the nonreactive part of the enzyme and the bulk of the liquid water, is treated at
classical molecular mechanical level of theory. This combination of a moderately-sized
QM region and a large classical MM region provides an accurate yet computationally
affordable energetic description of the complex system. Similar arguments can be made
for metal-catalyzed reactions in water. For most reaction moieties, the adsorption site
involves a handful of metal atoms. Metal–water interactions only involve a limited
amount of charge transfer that is localized at the interface.25 In addition, we have recently
shown that the effect of water on the bonding characteristics of transition metal surfaces
with adsorbates is short ranged in metal.17 Noting that the enzyme catalysis community
has developed various highly efficient QM/MM algorithms for calculating reaction free
energies and free energy barriers,26-30 we hypothesize that it is possible to develop similar
approaches for simulating chemical reactions at metal–water interfaces.
In this paper, we report the development of a hybrid QM/MM methodology,
named eSMS (Explicit Solvation for Metal Surfaces), for modeling reactions at metal–
water interfaces. The proposed procedure has similarity to our recently developed iSMS
method but uses an all-atom description of the reaction system, involves QM/MM-FEP
(free energy perturbation)31 calculations and can therefore be considered as a bridge
between implicit solvation models and AIMD approaches. The objective of this
theoretical study is to validate this procedure for a model C−C cleavage reaction at the
Pt (111)/H2O interface. This paper is organized as follows: In section 5.3, we first
introduce our QM/MM approach and derive an expression for the total QM/MM energy
with approximate QM/MM electrostatic interactions. We then derive an equivalent but
more practical expression that permits easier integration of various QM and MD program
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packages. Next, we derive expressions for the potential of mean force (PMF) of QM
coordinates and its gradient within the QM/MM-FEP framework and show how these
results can be integrated with our eSMS method in a step-by-step procedure.
Computational details are outlined in section 5.4 and comprehensive results addressing
the validation and application of the proposed methodology are presented in section 5.5.
Finally, general conclusions of this work are summarized in section 5.6.
5.3. Theory
5.3.1. Approximate Total QM/MM Energy Function

In the combined QM/MM approach, the model system is partitioned into QM

( r ) and MM ( r MM )
QM

subsystems. Each atom of the entire system is assigned to either

of the subsystems. Because of the interaction between the two subsystems, the total
QM/MM energy is not simply a sum of the energies of the individual subsystems, but
must also include their interaction energy. In general,32 the total energy of the system

( ET )

can be written as

E T ( r QM , r MM ) = E QM ( r QM ) + E QM / MM ( r QM , r MM ) + E MM ( r MM )

…(5.1)

The three terms on the right-hand side are the energy of the QM subsystem ( E QM ) , the
interaction energy between the QM and MM subsystems ( E QM /MM ) , and the energy of
the MM subsystem ( E MM ) , respectively. Equation (5.1) is the working equation adopted
in the majority of QM/MM schemes32 and carries no assumption as long as the selected
QM and MM methods are capable of describing the respective subsystems and their
interaction. The QM/MM interaction energy can be further decomposed into electrostatic
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(E

elec
QM /MM

)

, van der Waals

(E

vdW
QM /MM

)

and covalent

(E

cov
QM /MM

)

contributions. For

simulating elementary processes at metal–water interfaces, we define a QM subsystem
containing some metal atoms, adsorbed reaction moieties, and possibly a few water
molecules, whereas the MM subsystem contains only water molecules and metal atoms
far away from the reaction site. Because there are no covalent bonds connecting the QM
and MM subsystems in our problems of interest (there are only metallic bonds), this
partitioning scheme considerably simplifies the description of the boundary between the
two subsystems and as we will show below, eliminates the need to consider alternative
approaches, for example, adding link hydrogen atoms,33 pseudo-bond method,34 or the
frozen local-orbital method.35

⎧⎪EQM ( r QM ) + Eelec
QM/MM ( r QM , r MM ) +
ET ( r QM , r MM ) = ⎨ vdW
⎪⎩EQM/MM ( r QM , r MM ) + E MM ( r MM )

…(5.2)

Using an electrostatic embedding scheme, the electrostatic potential (ESP) from
the MM atoms can be rigorously included in the QM calculations at the same level of
theory, allowing the QM energy ( E QM ) and QM/MM electrostatic interaction energy

(E

elec
QM /MM

) to be computed together in a self-consistent manner.

E QM ( r QM ) + E elec
QM/MM ( r QM , r MM ) = Ψ H eff ( r QM , r MM ) Ψ

…(5.3)

vdW
ET ( r QM , r MM ) = Ψ Heff ( r QM , r MM ) Ψ + EQM/M
M ( r QM , r MM ) + E MM ( r MM )

…(5.4)

Here, Heff is the effective QM Hamiltonian which includes the electrostatic potential of
the MM subsystem, and Ψ is the electronic wavefunction of the QM subsystem.
Computation of this wavefunction is the bottleneck for application of Eq. (5.4) because a
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new SCF calculation is required for each QM or MM conformation. To address this
problem, we consider the reaction path potential (RPP) method developed by Lu and
Yang.36 The idea is to separate the QM energy into two components that can be expanded
analytically in terms of both changes in the QM conformation and the MM electrostatic
potential. We assume that the QM/MM electrostatic interaction can be approximated as
the Coulombic interactions between MM point charges and ESP-fitted charges on the
QM atoms.
( )
E QM/MM
( r QM , r MM ) =
elec ESP

∑ ∑

j∈MM i∈QM

q jQi ( r QM , r MM )
r QM,i − r MM, j

…(5.5)

Here, q j is the point charge of MM atom j from the MM force field which is usually a
constant. The ESP-fitted charge of QM atom i , Q i ( r QM , r MM ) , depends on all QM and
MM coordinates in the system. Next, we define a QM internal energy function36 ( E′QM )
as the energy of the QM subsystem in the presence of an electrostatic field of MM point
charges, minus the Columbic interactions between MM point charges and ESP-fitted
charges of QM atoms.
( )
E′QM ( r QM , r MM ) ≡ Ψ H eff ( r QM , r MM ) Ψ − E QM/MM
( r QM , r MM )
elec ESP

…(5.6)

Equation (5.4) can now be written as
⎧
q jQi ( r QM , r MM )
+
⎪ E′QM ( r QM , r MM ) + ∑ ∑
r QM,i − r MM, j
j∈MM i∈QM
⎪
E T ( r QM , r MM ) = ⎨
⎪ vdW
⎪ E QM MM ( r QM , r MM ) + E MM ( r MM )
⎩

…(5.7)

Calculation of E ′QM also requires a new SCF calculation for each QM or MM
conformation. For configuration space sampling in long-time MD simulations, it is highly
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desirable to reformulate Eq. (5.7) as an approximate total QM/MM energy function
without the need for recurrent SCF calculations.
In this context, perturbation theory can be used where changes in the total energy
of the system, for a given QM conformation, are characterized by the response to changes
in electrostatic potential of the MM atoms. Although expressions for higher-order
perturbations are available,36-39 we limit our approach to a zero-order approximation,
assuming that it is adequate to neglect changes in polarization of the QM subsystem in
response to moving MM atoms in the environment. In other words, both QM
conformation and QM electron density are frozen during MD simulations.29, 37 Using a
reference MM conformation r 0MM

(

Qi ( r QM , r MM ) ≈ Qi r QM , r MM
E

elec( ESP )
QM MM

( r QM , r MM ) =

0

q jQi ( r QM , r MM )

∑∑

r QM,i − r MM, j

j∈MM i∈QM

(

)

E′QM ( r QM , r MM ) ≈ E′QM r QM , r MM
0

(

≈

∑∑

= Ψ H eff r QM , r

)Ψ − ∑ ∑

j∈MM i∈QM

0

)

…(5.8)

r QM,i − r MM, j

j∈MM i∈QM

)
0
MM

(

q jQi r QM , r MM

(

0

q jQi r QM , r MM

)

…(5.9)

0

r QM,i − r MM, j

With these assumptions, the approximate total QM/MM energy ( E T ) is written using Eq.
(5.7)

(

)

0
⎧
q jQi r QM , r MM
0
⎪ Ψ H eff r QM , r MM Ψ − ∑ ∑
+
0
⎪
r
r
−
j∈MM i∈QM
QM,i
MM, j
⎪
E T ( r QM , r MM ) = ⎨
0
q jQi r QM , r MM
⎪
vdW
+ E QM
⎪∑ ∑
MM ( r QM , r MM ) + E MM ( r MM )
r
r
−
⎪⎩ j∈MM i∈QM QM,i MM, j

(

)

(

)
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…(5.10)

(

( )
We note here that the Coulombic interaction term describing EQM/MM
elec ESP

)

is

included in Eq. (5.10) twice in different contexts. First, it is subtracted as a constant
evaluated at the reference MM conformation; then it is added for all MM conformations
assuming constant ESP charges for the QM atoms (evaluated at the reference MM
conformation).
5.3.2. Alternative Expression for the Approximate Total QM/MM Energy Function

When the QM and MM calculations are performed using different program
packages, there is a need to streamline the communication and exchange of information
between them. In the following, we derive an equivalent but more practical expression
for the approximate total QM/MM energy function. As described earlier, an electrostatic
embedding scheme will be used to calculate both the energy of the QM subsystem and
the QM/MM electrostatic interactions in a self-consistent manner. However, in most
program packages these calculations do not include the electrostatic and van der Waals
interactions within the MM subsystem and the van der Waals interactions between the
QM and MM subsystems. All these contributions must be included with the MM program
package. The total energy of the QM/MM system in a reference MM conformation can
be expressed as

(

0

)

(

0

)

(

0

)

(

0

vdW
E T r QM , r MM = Ψ H eff r QM , r MM Ψ + E elec
MM r MM + E MM + QM / MM r QM , r MM

)

…(5.11)

where we neglected for simplicity all intramolecular force field contributions in the MM
subsystem because they are not present in most water force field models. Adding these
intramolecular contributions for any solvent model does not add any complication as long
as the QM/MM interface does not cross chemical bonds.

72

Substituting Eq. (5.6) in Eq. (5.11) and noting that ESP charges are required only
for QM atoms whereas point charges for MM atoms are obtained from the force field

(

E T r QM , r

0
MM

)

(

)

(

)

0
( ESP )
⎧E′QM r QM , r 0MM + E elec
MM + QM /MM r QM , r MM +
⎪
=⎨
0
vdW
⎪⎩E MM + QM/MM r QM , r MM

(

)

…(5.12)

Similarly, for any other MM conformation
( ESP )
⎧⎪E′QM ( r QM , r MM ) + Eelec
MM + QM/MM ( r QM , r MM ) +
ET ( r QM , r MM ) = ⎨ vdW
⎪⎩E MM+QM/MM ( r QM , r MM )

…(5.13)

Subtracting Eq. (5.12) from Eq. (5.13)

(

)

⎧E′QM ( r QM , r MM ) − E′QM r QM , r 0MM +
E T ( r QM , r MM ) − ⎫⎪ ⎪⎪
0
elec( ESP )
elec( ESP )
⎬ = ⎨E MM + QM MM ( r QM , r MM ) − E MM +QM MM r QM , r MM +
0
E T r QM , r MM ⎪ ⎪
0
⎭ ⎪E vdW
vdW
MM + QM MM ( r QM , r MM ) − E MM + QM MM r QM , r MM
⎩

(

)

(
(

)
)

…(5.14)

Making the approximation of an invariant QM internal energy function as in Eq. (5.9),
the first two terms on the right-hand side of Eq. (5.14) cancel each other. In addition,
assumption of invariant polarization of QM atoms (Eq.(5.8)) means that the electrostatic
interactions within the QM subsystem will be exactly same for all MM conformations.

(

Qi ( r QM , r MM ) ≈ Qi r QM , r MM
E

elec ( ESP )
QM

(r ) = E
QM

elec( ESP )
QM

0

(r

)

QM

, r MM ) = E

elec( ESP )
QM

(r

QM

,r

0
MM

) = constant

…(5.15)

With these assumptions, Eq. (5.14) is rewritten as

(

)

0
elec( ESP )
elec ESP
⎧E QM
r QM , r MM ) − E QM( ) r QM , r MM
(
E T ( r QM , r MM ) − ⎫⎪ ⎪⎪
0
elec( ESP )
elec( ESP )
⎬ = ⎨E MM + QM MM ( r QM , r MM ) − E MM +QM MM r QM , r MM +
0
E T r QM , r MM ⎪ ⎪
0
⎭ ⎪E vdW
vdW
MM + QM MM ( r QM , r MM ) − E MM + QM MM r QM , r MM
⎩

(

)

Combining terms that can be computed together
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(
(

)
)

…(5.16)

(

E T ( r QM , r MM ) − E T r QM , r

0
MM

)

( ESP ) + vdW
⎧E elec
⎪ QM + MM + QM/MM ( r QM , r MM ) −
= ⎨ elec( ESP )+ vdW
0
⎪⎩E QM + MM + QM/MM r QM , r MM

(

…(5.17)

)

( ESP ) + vdW
where E elec
QM + MM + QM / MM ( rQM , rMM ) is the energy of the total system at the MM level of

theory. We note that the electrostatic and van der Waals interactions of the QM
subsystem cancel on the right side of Eq. (5.17) due to an identical QM geometry and the
frozen charge approximation. Finally, substituting Eq. (5.11) in Eq. (5.17) and
rearranging

(

)

⎧ Ψ H r , r0
QM
MM Ψ +
eff
⎪
⎪⎪
0
0
vdW
E T ( r QM , r MM ) = ⎨E elec
MM r MM + E MM + QM MM r QM , r MM +
⎪
0
⎪E elec( ESP ) + vdW ( r , r ) − E elec( ESP ) + vdW
QM
MM
QM + MM + QM MM
QM + MM + QM MM r QM , r MM
⎪⎩

( )

(

)

(

…(5.18)

)

The second and third terms on right-hand side can be combined by removing charges
from all QM atoms in their evaluation.

(

)

(

)

0
⎧ Ψ H r , r0
⎡ elec+ vdW
⎤
+
QM MM Ψ + E MM + QM MM r QM , r MM
eff
⎣
⎦ Qi =0,i∈QM
⎪
E ( r QM , r MM ) = ⎨
T
0
elec( ESP ) + vdW
( ESP ) + vdW
⎪E elec
QM + MM + QM MM ( r QM , r MM ) − E QM + MM + QM MM r QM , r MM
⎩

(

)

…(5.19)

Evaluation of E T ( r QM , r MM ) using Eq. (5.19) thus requires one SCF calculation in
the electrostatic potential of the reference MM conformation to obtain the QM internal
energy and ESP-fitted charges for the QM atoms, one MM calculation for each MM
conformation where all QM atoms are assigned ESP-fitted charges, and one additional
MM calculation for the reference MM conformation where charges from all QM atoms
have been removed.
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Equation (5.19) is a general formulation for the approximate total QM/MM
energy function for MM subsystems with no intramolecular interactions and a QM/MM
interface that does not cross chemical bonds. Addition of intramolecular interactions to
the MM subsystem is trivial. The significance of this formulation is that it allows
interfacing of any combination of QM and MM program packages through simple file
parsers without modifying the respective source codes.
5.3.3. Potential of Mean Force of QM Coordinates

For a complex metal–water interface model, the enormous number of water
degrees of freedom makes it virtually impossible to explore the full potential energy
landscape with high accuracy (QM level of theory). Even if high level QM calculations
were possible for such complex systems, insufficient sampling due to the finite length
and time scales of currently practical simulations would impede calculation of accurate
free energies. Instead, one can focus on a potential of mean force (PMF) description of
the reaction system in terms of the most important degrees of freedom where
contributions from less important degrees of freedom are ensemble-averaged. While
solvent/water coordinates can be included in the reaction coordinate, we limit ourselves
here to reaction coordinates that do not include water coordinates. As a result, the PMF is
an approximation for the free energy of the QM/MM system under the mean-field and
frozen QM approximation.37
In order to derive a PMF description with respect to QM coordinates, we recall
that the total partition function of the QM/MM system is

{

}

Z T = ∫ exp −β E T ( r QM , r MM ) dr QM dr MM ,

β=
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1
k BT

…(5.20)

Here, k B and T are respectively the Boltzmann constant and the absolute temperature.
The integration is over all QM and MM degrees of freedom. The total free energy of the
system is

{

}

1
1
A T = − ln ( ZT ) = − ln ⎡ ∫ exp −βE T ( r QM , r MM ) dr QM dr MM ⎤
⎦
β
β ⎣

…(5.21)

By focusing on a selected subset of the system (i.e., the QM subsystem), we can define
the PMF of the QM/MM system in terms of the QM atom conformation.

{
}
1
1
A ( r ) = − ln {Z ( r )} = − ln ⎡ ∫ exp {−βE ( r
β
β ⎣
Z ( r QM ) = ∫ exp −βE T ( r QM , r MM ) dr MM
QM

QM

T

QM

}

, r MM ) dr MM ⎤
⎦

…(5.22)

Integration of this PMF in the {r QM } space recovers the total free energy of the system.

{

}

1
A T = − ln ⎡ ∫ exp −βA ( r QM ) dr QM ⎤
⎦
β ⎣

…(5.23)

Equation (5.22) is of great utility because the configuration space of the whole
reaction system is now expressed as PMF of the QM subsystem. This reduction in
dimensionality of the size of QM problem is similar to the one observed in implicit
solvation models. Assuming ergodicity in MD sampling, this PMF surface fully accounts
for the thermodynamic contributions of the MM subsystem.37 Dynamic contributions of
the QM subsystem may be approximated by computing vibrational frequencies of the
QM subsystem. For most heterogeneously catalyzed reactions, especially if water is not
part of the reaction coordinate, periodic planewave calculations should be sufficient for
this purpose.
To avoid convergence problems associated with MM sampling and to improve the
computational efficiency, we perform a geometry optimization of the QM subsystem on
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this PMF in a fixed ensemble of MM conformations. This procedure permits evaluation
of PMF and its gradient defined within this fixed ensemble. The free energy difference
between two QM conformations α and β is calculated using the free energy perturbation
expression.

{

(

)

)}

(

1
ΔA α→β = − ln exp −β ⎡ E T r QM (β ) , r MM − E T r QM ( α ) , r MM ⎤
⎣
⎦
β

α ,{r MM }

…(5.24)

Subscript α indicates that MM sampling is performed using the initial QM conformation
and subscript {r MM } indicates the use of a fixed ensemble of MM conformations. Using
approximate total energy functions we obtain
1 ⎡1 N
⎤
ΔA α→β = − ln ⎢ ∑ exp −βΔE T ( τ ) ⎥
β ⎣ N τ=1
⎦
ΔE T ( τ ) = ⎡ E T r QM (β) , r MM ( τ ) − E T r QM ( α ) , r MM ( τ ) ⎤ ,
⎣
⎦α

{

(

}

)

(

)

…(5.25)
τ ∈ {r MM }

Considering α as reference conformation of the QM subsystem and β as conformation
of the QM subsystem at current optimization step, the gradient of Eq. (5.25) with respect
to the k-th QM coordinate is
∂A ( r QM )
∂ r QM,k

1
∂
⎡1 N
⎤
=− ×
ln ⎢ ∑ exp −βΔE T ( τ ) ⎥
β ∂ r QM,k ⎣ N τ=1
⎦

{

N

∂A ( r QM )
∂ r QM,k

⎡

∑ ⎢exp {−βΔE ( τ )} ×
=

τ=1

T

⎣⎢

…(5.26)

∂E T ( r QM , r MM ( τ ) ) ⎤
⎥
∂ r QM,k
⎦⎥

N

∑ exp {−βΔE ( τ )}
τ=1

=

}

T

…(5.27)

∂E T ( r QM , r MM ( τ ) )
∂ r QM,k

ΔE T ( τ )

In other words, the gradient of the PMF is simply an ensemble average of the gradients of
the QM atoms and may be evaluated from the same fixed-size ensemble of MM
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conformations. Substituting Eq. (5.19) in Eq. (5.27), the complete expression for
gradients becomes

(

∂A ( r QM )
∂ r QM,k

(

)

)

0
+ vdW
⎧ ∂ ψ H r , r0
⎤
r ,r
∂ ⎡ E elec
QM
MM ψ
eff
⎣ MM + QM MM QM MM ⎦ Qi =0,i∈QM
⎪
+
+
⎪
∂ r QM,k
∂ r QM,k
⎪
⎪
⎪ ∂E elec( ESP )+ vdW ( r , r ( τ ) )
⎪
QM
MM
QM + MM + QM MM
=⎨
∂ r QM,k
⎪
ΔE T ( τ )
⎪
0
elec( ESP ) + vdW
⎪
⎪− ∂E QM + MM + QM MM r QM , r MM
⎪
∂ r QM,k
⎪⎩

(

…(5.28)

)

Considering that the free energy is a state function and is therefore path
independent, the total free energy change between two end states can be determined by
introducing a sufficient number of intermediate states. Equation (5.24) is separately
applied for each step and all such contributions are summed up. Even if the structures of
such interpolated states are nonphysical, the free energy difference between the two end
states will be correct. The only requirement is that the water ensembles are large enough.
5.3.4. Integration with eSMS

Currently, the challenge still remains on how to practically compute the SCF
energy of a large “periodic” system immersed in a liquid phase environment. The
principle idea of eSMS introduced here is based on our recent successes with iSMS. The
key idea of iSMS has been to include the long range metal interactions through periodicslab calculations within the framework of DFT calculations in the absence of a solvent
and to consider the effect of solvent molecules as a localized perturbation (small or large)
of free energy differences that can be described by a cluster model embedded in an
implicit solvent. Specifically, we defined the free energy function for an adsorbed
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liquid
reactant on a “periodic” metal slab in solvent, A surface
+ adsorbate , using a simple subtraction

scheme
liquid
vacuum
vacuum
liquid
A surface
+ adsorbate = E surface + adsorbate − E cluster + adsorbate + A cluster + adsorbate

…(5.29)

vacuum
where E surface
+ adsorbate is the planewave DFT energy of the periodic slab in vacuum,

A liquid
cluster + adsorbate is the free energy in solvent of a metal cluster constructed by removing

selected metal atoms from the periodic-slab model and removing the periodic boundary
vacuum
conditions (computed using an implicit solvation model), and E cluster
+ adsorbate is the DFT

energy of the same cluster in vacuum. We note that Eq. (5.29) becomes exact for an
infinitely large cluster. Importantly, we found that since electrons move freely in metals,
they screen electric fields very well such that converged results can be obtained for very
small cluster sizes of predictable shape. In eSMS we use a similar subtraction scheme to
iSMS; however, we compute A liquid
cluster + adsorbate using an explicit description of the water
molecules and we do not remove any metal atoms but use a QM/MM description for the
id
vacuum
computation of A liqu
cluster + adsorbate and E cluster + adsorbate . As a result, the long range electrostatic

interaction of thousands of water molecules with adsorbed reactants and transition states
can be accounted for. Also, the indirect effect of water molecules on energy differences
of processes on a metal surface by changing the electron density of surface metal atoms is
considered as long as this interaction is short ranged. That is, it can be described with an
electrostatically embedded metal cluster approach. Considering that water molecules are
included only in the A liquid
cluster + adsorbate term, only the SCF energy and gradient terms in Eq.
(5.19) and Eq. (5.28) need to be replaced using Eq.(5.29). That is, total QM/MM energy
function and its gradient in QM/MM-FEP-eSMS formulation are given by
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…(5.30)

)

(

…(5.31)

)

The first two terms in Eq. (5.30) correspond to the first two terms in Eq. (5.29) and are
evaluated for a periodic slab in vacuum and a QM cluster in vacuum, respectively. All
other terms in Eq. (5.30) are included following Eq. (5.19), and collectively account for
QM cluster in explicit solvent. Equation (5.31) is similarly obtained by combining Eq.
(5.28) and Eq. (5.29).
Next, we list a step-by-step procedure for performing geometry optimizations
using eSMS. The sequential MD-sampling, QM-optimization algorithm is similar to the
one developed by Hu et al.38
(1)

Set optimization cycle n = 0 . Optimize the adsorbate on a periodic metal slab
using planewave QM calculations.

(2)

Expand the model and add water molecules.
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(3)

Equilibrate the water using MD simulation, keeping all metal and adsorbate

{ }

( )
atoms fixed at r QM without any charges assigned to them. Save the last water
0

conformation.
(4)

Select an appropriate QM cluster-in-water model containing all adsorbate atoms
and only “active” metal atoms. Remaining metal atoms in the expanded periodic
box and all water molecules constitute the MM subsystem.

(5)

Remove all MM water molecules and MM metal atoms from step (4) to obtain
QM cluster-in-vacuum model.

(6)

Determine the lowest energy-spin state for QM cluster-in-vacuum model from
step (5).

(7)

Set optimization cycle n = n + 1 . Evaluate charges of QM atoms in the
electrostatic potential of reference MM conformation.

(8)

Using QM charges obtained in step (7) and keeping the QM atoms fixed at

{r( ) } , equilibrate the system using MD simulations and sample a set of MM
n −1
QM

conformations,

{r ( ) ( τ) , τ = 1"N}
n
MM

, where N is the number of MM

conformations sampled.
(9)

{

}

With the MM ensemble fixed at r (MM) ( τ ) , minimize the PMF of the QM
n

subsystem as given by Eq. (5.30). The corresponding gradient is given by Eq.
(5.31). For each evaluation of QM energy or gradient, we need
(a) planewave QM calculation for periodic slab in vacuum (first term on RHS
of Eq. (5.30)),
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(b) QM calculation for cluster-in-vacuum model using Gaussian-type orbitals
(second term on RHS of Eq. (5.30)),
(c) QM calculation and evaluation of QM charges for cluster-in-water model
using Gaussian-type orbitals and a periodic electrostatic embedding scheme
(third term on RHS of Eq. (5.30)),
(d) MM calculation for reference MM conformation without any charges
assigned to QM atoms (fourth term on RHS of Eq. (5.30)), and

{

}

(e) MM calculation for each sampled conformation in r (MM) ( τ ) where the QM
n

atoms are assigned charges as determined in step (c) (5-sixth terms on RHS
of Eq. (5.30)).
(f) Steps (a)–(d) can be performed simultaneously or sequentially in any order,
but must precede step (e). The MM calculations in step (e) are independent
of each other and may be performed in any arrangement, considering
efficient utilization of computational resources. Coordinates of the QM
atoms must remain synchronized among all QM and MM models.
(10) Go to step (7) until converged.
The main feature of this iterative algorithm (Figure 5.1) is the use of a finite,
fixed-size ensemble of MM conformations for each QM optimization sequence. The PMF
of QM coordinates and its gradient can be evaluated precisely within this ensemble,
circumventing statistical convergence problems with MD sampling. The starting QM
structure is already optimized in vacuum and should serve as an excellent initial guess for
most cases. During iterative sampling/optimization cycles, each optimized QM structure
serves as the reference QM structure for next cycle, and improves the one from the
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previous step by providing better QM charges and total QM/MM energy. Convergence is
generally obtained within a few cycles.
5.4. Computational Details
5.4.1. Periodic Planewave QM Calculations

Periodic DFT calculations were performed using the Vienna Ab Initio Simulation
Package (VASP 5.2).40-41 A planewave basis set with a cutoff energy of 400 eV and an
SCF convergence criterion of 1.0 × 10−7 eV were employed for the valence electrons.
Ionic core potentials were described using the projector augmented wave (PAW)
method.42 Electron exchange and correlation effects were accounted for using the
Perdew–Burke–Ernzerhof (PBE) density functional43-44 within the generalized gradient
approximation (GGA). The Pt (111) surface was simulated using a large 4 × 4 unit cell
with four layers of metal atoms and a vacuum of 15 Å to minimize interaction between
periodically repeated images. A 4 × 4 × 1 Monkhorst–Pack k-point grid45 was employed
for sampling the Brillouin zone. Dipole and quadrupole corrections to the energy were
included using the modified Makov–Payne method.46 Harris–Foulkes-type corrections for
forces were included. Fractional occupancies of bands were allowed within a window of
0.10 eV using the first-order Methfessel–Paxton smearing method.47 The bottom two Pt
layers were fixed in their bulk positions. All structures were optimized to a force smaller
than 0.02 eV/Å on each relaxed atom. Γ-point only, single-point energy calculations were
performed for expanded surfaces and for periodic cluster models. Spin-polarization
effects were taken into account for periodic cluster models. A combination of climbingimage nudged elastic band48-49 and dimer50-51 methods was used for the transition state
search. All minima and transition state structures were confirmed through dynamical
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matrix calculations. For iSMS and eSMS calculations, the SCF energy convergence
criterion was set to 1.0 × 10−8 eV.
5.4.2. Nonperiodic QM Calculations

Cluster-model calculations without periodic boundaries were performed using the
TURBOMOLE 6.4 program package.52-55 Adsorbate atoms including water molecules
were represented using all-electron basis sets of triple-ζ quality.56-57 Pt atoms were
represented using relativistic small-core effective core potentials (ECPs) together with a
triple-ζ quality basis set for the valence electrons.58-59 Electron exchange and correlation
effects were accounted for using the PBE functional. The RI-J approximation with
auxiliary basis sets was used to approximate Coulomb potentials.60-61 For each QM
cluster model, multiple spin states were tested using an SCF energy convergence criterion
of 1.0 × 10−7 hartree and spherical grid m4.58 For iSMS and eSMS calculations, the SCF
energy convergence criterion and spherical grid were changed to 1.0 × 10−8 hartree and
m5, respectively. These calculations were performed only for the lowest-energy spin
state.
5.4.3. Implicit Solvation (iSMS)

For implicit solvation, COSMO14,

62-63

and COSMO-RS64-66 calculations were

performed using radii-based cavities and a dielectric constant of infinity. The structures
were first optimized in the iSMS calculations with all metal atoms fixed until the
maximum force on each relaxed atom was smaller than 1.0 × 10−3 au. Only for optimized
geometries, COSMO-RS calculations were performed using the COSMOtherm
program.66 Thermodynamic properties of water (solvent) were obtained from the
COSMOtherm database, based on parametrization of the results of quantum chemical
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COSMO calculations at the BP-TZVP level of theory. COSMO-RS input files for iSMSoptimized structures were generated from single-point COSMO calculations using B-P86
functional67-68 and TZVP basis set. All other settings are the same as described in
section 5.4.2.
5.4.4. Explicit Solvation (eSMS)

QM calculations in a field of MM water molecules were performed using the
periodic electrostatic embedded cluster method (PEECM)69 with point charges taken
from the TIP3P water model.70 The periodic box used for these calculations is described
in section 5.4.5. Charges on QM atoms were estimated using natural population analysis
(NPA).71 ESP-fitted charges were initially used. However, considering their high
computational cost,72 NPA charges were adopted. Approximations made in Eq. (5.8) and
(5.9) were tested against QM calculations. These results are presented in section 5.5.3.
All other settings are same as described in section 5.4.2.
5.4.5. Molecular Dynamics Simulations

MD simulations were performed using the DL_POLY 4.03 molecular simulation
package.73 The original 4 × 4 Pt (111) unit cell was expanded to a 16 × 20 lateral surface
and more vacuum was added in Z-direction. The final box (45.0 Å × 48.7 Å × 50.0 Å)
contained 1280 Pt atoms. Any additional adsorbates created by this expansion were
deleted. The simulation box was filled with 2250 water molecules to obtain a liquid
density of 0.83 g/cm3, approximately the density of saturated liquid water at 500 K. All Pt
and adsorbate atoms were kept fixed, whereas the water molecules were constrained to
TIP3P geometry using the SHAKE algorithm.74 Simulations were performed in a
canonical (NVT) ensemble with Berendsen thermostat75 using a relaxation constant of
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0.01 ps. Smoothed Particle Mesh Ewald (SPME) method76 with a cutoff of 10 Å was
employed for electrostatic interactions. The same cutoff was used for van der Waals
interactions. A time step of 1 fs was used. The system was first equilibrated for 100 ps.
Then, an ensemble of 10 000 MM conformations was generated by recording every 10th
conformation from an additional 100 ps of simulation.
Force field parameters for water were taken from the TIP3P model. For the Pt–
water interaction, the Spohr–Heinzinger potential77 was implemented in the DL_POLY
source code. Only van der Waals’ parameters for adsorbate (ethylene glycol) atoms were
taken from the OPLS force field,78-79 whereas charges for these atoms were obtained from
the QM calculations as described in section 5.4.4. For Pt atoms that are included in the
QM cluster, NPA charges obtained from QM calculations were used; other Pt atoms were
not assigned any charge. We note that there is hardly any charge transfer between liquid
water and the metal surface and the computed charges on the metal atoms are very
small.72 As a result, the Spohr–Heinzinger potential does in effect not contain any
electrostatic interaction such that the electrostatic interaction computed by NPA charges
on the metal atoms does not lead to overcounting of any interactions. We nevertheless
had to include the NPA charges on the metal atoms to ensure overall charge neutrality of
our reaction system. Lorentz–Berthelot mixing rules are used for Lennard–Jones
interaction parameters between adsorbed ethylene glycol species and the TIP3P water
molecules.
5.4.6. Implementation of iSMS and eSMS

The algorithm listed in section 5.3.4 has been implemented using a set of
FORTRAN programs. Of particular importance are programs that calculate the SCF
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energy and gradients for a given structure using the iSMS and eSMS methods. These
programs replace standard SCF energy and gradient routines and may be called from any
external optimizer without knowledge of implementation details. A modular approach
has been adopted in program design such that a new QM or MM package can be
integrated by simply including respective input/output file parsing routines. Using
predefined templates and a set of keywords for the specific task, input files for all QM
and MM programs are automatically generated. The job resource manager then executes
the respective binaries in the order described in section 5.3.4. Synchronization of QM
coordinates among all programs is guaranteed at all times. When calculations are
finished, all output files are automatically processed to extract required information.
5.5. Results and Discussion

C−C cleavage in double-dehydrogenated ethylene glycol, with one H atom
removed from each C atom, has been used as a model reaction for this study.

CHOH − CHOH → 2 ( CHOH )

…(5.32)

The choice of this reaction has been influenced by a number of factors. First, the focus of
this study is to develop and validate a theoretical method to account for solvent effects on
elementary processes occurring at metal surfaces relevant for liquid phase processing of
lignocellulosic biomass model molecules. Although the eSMS formulation allows water
molecules to be treated as part of the reaction coordinate, such a system is beyond the
scope of this study. Second, FEP calculations with finite configuration space sampling
require significant overlap in importance of initial and final state configurations. This can
be achieved by splitting the reaction coordinate into a number of small FEP windows. A
very high activation barrier or a geometrically complex reaction coordinate would
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become computationally prohibitive. At the same time, if the activation barrier is too low,
the PMF procedure might not be valid and it would be difficult to characterize the effect
of water. Partial dehydrogenation of both C atoms ensures that all structures involved in
the selected reaction coordinate bind to the Pt (111) surface sufficiently strongly resulting
in a moderately high activation barrier. We avoided complete dehydrogenation which
would result in a very small activation barrier. Finally, the initial state contains two −OH
groups on adjacent C atoms, a characteristic feature of biomass-derived polyols, and thus
serves well our long-term goal of modeling aqueous-phase processing of such molecules.
5.5.1. Convergence of eSMS

For practical applications, the eSMS energy function must converge for clusters
of small size and predictable shape. For the iSMS method, we have previously shown that
a two-layer QM cluster including metal atoms forming the adsorption site and their
nearest neighbors should be sufficient.17 The results of a similar convergence test with
explicit QM water molecules are presented here.
In its most stable configuration, CHOH-CHOH is adsorbed on a bridge site with
each C atom binding to one Pt atom. A hydrogen bond is formed between the two −OH
groups (Figure 5.2(a)). C−C cleavage results in formation of two CHOH fragments that
are coadsorbed on the same slab. Multiple coadsorption sites were tested and the lowestenergy combination was found to involve two adjacent bridge sites (Figure 5.2(b)). In all
cases, C atoms satisfy their tetrahedral bonding geometries.
For explicit solvation, seven water molecules of TIP3P geometry were
“randomly” placed around the adsorbates. To avoid large changes in water–water and
water–metal interaction, the same configuration of water molecules was used for both the
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initial and final states. The original 4 × 4 unit cell was expanded to a 12 × 12 unit cell and
any additional adsorbates and water molecules created by this expansion were removed.
For this convergence test, it is necessary to disrupt the formation of a continuous
hydrogen bonding network that cannot be reproduced in nonperiodic QM calculations
water
= 0.23 eV and
described in section 5.4.2. Planewave calculations estimate ΔEsurface,rxn
vacuum
ΔEsurface,rxn
= 0.14 eV . That is, the reaction becomes endothermic by 0.09 eV in the

presence of water. These values are used as reference for analyzing the performance of
the eSMS method for various QM clusters.
Next, QM clusters were carved out from the expanded slabs. We have considered
four types of clusters in terms of size of their lateral surface area (Figure 5.3). For each
type, 1–4 layers of Pt atoms were considered. Figure 5.4 confirms the smooth and rapid
convergence of eSMS as a function of lateral size and depth of the QM clusters. Clusters
of type “a” clearly fail to include some Pt atoms that are in direct vicinity to the
adsorbate. These clusters are not useful regardless of their thickness. Two- and threelayer clusters of type “b” contain the same number of atoms as three- and four-layer
clusters of type “a”, respectively. However, because all Pt atoms in close proximity to the
adsorbate are now included, these clusters are able to meet a tolerance of ±0.02 eV. All
clusters of types “c” and “d” produce excellent agreement with the reference calculation.
Figure 5.4 also emphasizes the importance of long range metal interactions. When
eSMS is not used, even the largest clusters fail to match the results of the periodic slab
calculations and there is no smooth convergence pattern. This behavior is expected
because it just illustrates the reasons why periodic models are commonly used for
metallic systems. On the other hand, when these interactions are included using eSMS, all
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four types of clusters show smooth convergence with increasing size clearly illustrating
that the indirect effect of water molecules on energy differences of processes on a metal
surface by changing the electron density of surface metal atoms is short ranged as
required for eSMS.
5.5.2. Integration of Periodic and Nonperiodic QM Calculations

To test the integration of periodic (planewave basis) and nonperiodic (Gaussiantype basis) QM calculations, TURBOMOLE calculations have been performed for
selected two-layer clusters with and without water molecules. All water molecules are
assigned the same basis sets as other adsorbate atoms in the system. Figure 5.5 shows
that, when using the eSMS method, results obtained from our integrated calculations are
in good agreement with pure planewave calculations. We again see that the smallest
cluster that is able to satisfy the specified tolerance in all cases is a 35-atom, two-layer
cluster of type “b”. It agrees with all our previous conclusions, because (i) all metal
atoms directly involved in bonding and their nearest neighbors are included and (ii) there
are at least two layers of Pt atoms. These conclusions hold even when a smaller basis set
is used. We have previously shown that the iSMS method also converges for small basis
sets.17
5.5.3. Validation of Approximate Total QM/MM Energy Function

In order to test the effectiveness of fixed-charge approximation made in Eq. (5.8),
we have compared the results obtained from Eq. (5.19) against ab initio QM calculations.
As a test case, we have considered the initial state (CHOH-CHOH) adsorbed on a twolayer, 51-atom cluster (Figure 5.6). The simulation box contains a total of 1280 Pt atoms
and 2250 TIP3P water molecules. This QM cluster is an intermediate between the
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35- and 70-atom clusters (Figure 5.5). Although we have already demonstrated the
usefulness of the 35-atom cluster for this particular reaction, considering that our longterm goal is modeling the aqueous phase reforming mechanism of ethylene glycol and
glycerol, and noting that the 35-atom cluster may not be sufficient for some of the larger
multidentate intermediates in these mechanisms, a larger 51-atom cluster was chosen for
all further studies. This particular QM cluster satisfies all previously listed requirements
for all elementary reactions in these mechanisms.
After filling the simulation box with water molecules, the system was equilibrated
for 100 ps. The objective is to obtain a reasonable water conformation that can be used
for evaluation of NPA (natural population analysis)71 charges on the QM atoms. Using
the last water conformation from this simulation, periodic electrostatic embedded cluster
method (PEECM)69 calculations were performed and NPA charges for the QM atoms
were determined. These charges were updated in the MM force field, and the system was
again equilibrated for 100 ps. From the next 100 ps of MD simulation, 50 water
conformations, 2 ps apart, were recorded.
For each of these 50 conformations, the QM energy was obtained from PEECM
calculations. In other words, each sampled conformation was treated as a reference MM
conformation. Equation (5.19) for this case reduces to

(

)

(

)

(

)

0
0
0
+ vdW
⎤
E T r QM , r MM = Ψ Heff r QM , r MM Ψ + ⎡ E elec
MM + QM/MM r QM , r MM
⎣
⎦ Qi =0,i∈QM

…(5.33)

Only those electrostatic and van der Waals interactions need to be included in the MM
force field that are not accounted for by the PEECM calculations. No NPA fitted charges
are required for the QM atoms. We then perturbed the QM atom geometry characteristic
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of an FEP step and recalculated the QM energies for the same fixed ensemble of 50
conformations.
Total QM/MM energies for both initial and perturbed QM geometries were also
estimated by application of Eq. (5.19); that is, making the fixed-charge approximation.
PEECM calculations were performed only for one water conformation and the QM
energy and NPA charges obtained from this calculation were used to approximate E T for
all other conformations. Figure 5.7 shows that the energy differences obtained using the
fixed-charge approximation are in good agreement with those obtained from ab initio
calculations. If the free energy difference is estimated from these data sets using the FEP
procedure, the error is smaller than 5 meV (6%).
5.5.4. Optimization of Reactant, Product, and Transition States

Optimizations of reactant, product, and transition states were performed using the
QM/MM-FEP algorithm described in section 5.3.4. Structures obtained from planewave
calculations on the Pt (111) slab were used as starting points. Each optimization cycle
started with a 200 ps MD simulation which includes 100 ps of equilibration. An ensemble
of 10 000 MM water conformations was recorded in this step. The structures were then
optimized in this fixed ensemble with all metal atoms fixed until the maximum force on
each relaxed atom was smaller than 1.0 × 10−3 au. QM atom conformations and NPA
charges thus obtained were used in the next cycle of MD sampling and QM atom
optimization. All optimizations were carried out using the def2-SVP basis set and PBE
functional.
Convergence of relative free energies over a number of optimization cycles is
shown in Figure 5.8. There is a negligible effect of water on the transition state. The
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products state is stabilized in water by 1.8 kJ/mol. The reactant state is most affected by
the presence of water as it is stabilized by 9.3 kJ/mol. Structural changes observed during
these optimizations are summarized in Table 5.1. These changes, however small, are
consistent in all cases: C−Pt bond is shortened whereas C−O, C−H, and O−H bonds are
elongated. Changes observed for C−O and O−H bonds are noticeably larger than for C−H
bonds. The most significant effect of water is observed for the intramolecular hydrogen
bond in the reactant state that is elongated by 0.24 Å. This change is caused by rotation of
one −OH group (H of hydrogen bond) away from the other −OH group toward the
surface, in a direction similar to the transition and product states. The torsional angle
between the two −OH groups is changed by 28°.
For comparison, we also performed these optimizations using the iSMS method
starting from the same initial structures. All optimizations were carried out using the
def2-SVP basis set and PBE functional. Single-point energy calculations were performed
for the optimized structures using TZVP basis set and B-P86 functional to generate input
files for COSMO-RS. The reactant, product, and transition state structures were stabilized
in the presence of water by 2.4, 0.3, and 0.3 kJ/mol, respectively. All bond length
changes are negligible. The torsional angle between the two −OH groups is changed by
only 2° and the resultant increase in the length of hydrogen bond is 0.03 Å. This
inconsistency between iSMS and eSMS results is not surprising since such site-specific
interactions are difficult to describe with implicit solvation models.
5.5.5. Free Energy Profile

With three states known on the reaction coordinate, a complete free energy profile
was constructed by inserting intermediate states. To obtain a smooth potential energy
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surface, atomic overlaps introduced by linear interpolation were removed. For this
purpose, selective geometry optimizations were performed for these intermediate states
by fixing both C atoms at the interpolated coordinates. O and H atoms of the adsorbates
were relaxed for 20 steps. These optimizations were not pursued to convergence.
Considering that the thermal energy ( k BT ) at 500 K is 0.043 eV, more intermediate
states were introduced where necessary to ensure that no two adjacent images differ in
energy by more than this value. In the end, there were 41 intermediate states between the
reactant and transition state and 34 intermediate states between the product and transition
state. QM/MM-FEP calculations were performed for all such windows to obtain the
complete free energy profile (Figure 5.9). A summary of our results that includes
vibrational contributions to the free energy of the stationary points is presented in Table
5.2.
For eSMS-optimized structures, frequency calculations were performed using
numerical gradients and central differences with a step size of 0.02 au. These calculations
assumed nonequilibrium solvation, that is, the vibrations of the QM subsystem occur at a
time scale that does not allow reorientation of the surrounding water environment. For all
other cases reported in Table 5.2, gas-phase frequencies obtained from periodic-slab
calculations were used to calculate vibrational contributions to the free energy.
Results obtained from both iSMS and eSMS are in good qualitative agreement.
The reaction becomes more endothermic in the presence of water by about 10 kJ/mol.
The activation barrier also increases by 10–20 kJ/mol. The effect of water in all cases can
be traced back to a strong effect of water on the reactant state. Larger changes are
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predicted in water when using explicit solvent molecules and can be attributed to larger
structural changes, especially in hydrogen bonding.
5.5.6. Computational Efficiency

The total MD simulation time for the free energy profile shown in Figure 5.9
exceeds 25 ns. This is almost 3 orders of magnitude longer than any previously reported
ab initio MD simulation for metal surfaces. The total computational cost to obtain the

complete FEP profile (including QM/MM-FEP optimization) is however only about 25
times that of gas-phase planewave calculations for the structures (reactant, product, and
transition state). This is a significant improvement since the effect of an aqueous
environment is correctly captured at a computational cost that should be affordable, at
least for those elementary reactions in a mechanism that are likely most affected by
water.
5.6. Conclusions

Direct application of ab initio molecular dynamics (MD) methods for simulation
of transition metal-catalyzed reactions in an aqueous environment is limited by the
enormous computational cost of sampling the configuration space of such large and
complex systems in a statistically relevant manner. Force field based MD simulations can
adequately address the issue of configuration space sampling, but often fail to capture
electronic structure changes associated with bond breaking and forming processes.
Hybrid QM/MM methods offer a computationally efficient alternative and have been
successfully demonstrated for numerous aqueous-phase reaction systems.
In this work, we have adopted the QM/MM-FEP method for simulation of
chemical reactions at metal–water interfaces. The reaction process is modeled with our
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eSMS methodology that combines computations on a periodic metal slab with
calculations of a finite QM metal cluster placed in a large MM water box. Long range
metal interactions are included by the periodic planewave calculations and all water
effects are accounted for by the cluster model computations. Expressions for the PMF of
the QM subsystem and gradient of this PMF have been derived within the
QM/MM-FEP-eSMS framework. Geometry optimizations on this PMF surface are
performed iteratively with sequential MD-sampling and QM atom optimization steps. A
fixed-size ensemble of MM conformations is used to improve the precision of QM
energy and gradient evaluations resulting in faster convergence. On-the-fly QM
calculations are avoided by using the fixed-charge approximation for the QM/MM
electrostatic interactions. We found this approximation to be very good for metallic
systems. An overall speedup of multiple orders of magnitude is achieved compared to ab
initio MD simulations.

We have demonstrated that this novel solvation scheme (eSMS) converges
quickly both with size of QM cluster and basis set. Effectiveness of this new approach is
illustrated by modeling the C−C bond cleavage reaction in dehydrogenated ethylene
glycol at the Pt (111)/H2O interface. Gas-phase structures of reactant, product and
transition state are first optimized in water; then, the complete free energy profile for the
reaction coordinate is obtained by inserting intermediate states and calculating free
energy differences between adjacent states. It is shown that the reactant state is
disproportionately stabilized in water, and the effect can be correlated with changes in
intramolecular hydrogen bonding. Results obtained from an implicit solvation scheme are
in good agreement.
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Table 5.1. Structural changes in the presence of water for reactant, product, and transition
state.a

Bond

a

Reactant

Product

Transition state

C−Pt

−0.036

−0.037

−0.022

C−C

+0.005

C−O

+0.016

+0.030

+0.007

C−H

+0.002

+0.001

+0.002

O−H

+0.011

+0.001

+0.004

O−H (hydrogen bond)

+0.237

+0.024

Changes (Å) are measured after 4 cycles of QM/MM-FEP optimization relative to

planewave-optimized structures on a Pt (111) slab. For multiple bonds of same type, only
average changes are reported.
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Table 5.2. Effect of water on reaction free energy and activation barrier.a

a

Activation barrier
(eV)

Reaction energy
(eV)

VASP – Pt (111) slab

+1.04

+0.05

eSMS (gas-phase structures)

+1.20

+0.12

eSMS (optimized in water)

+1.25

+0.15

iSMS (gas-phase structures)

+1.13

+0.15

iSMS (optimized in water)

+1.15

+0.16

For gas-phase and iSMS-optimized structures vibrational frequencies are calculated in

the gas phase (as it is common for COSMO-RS calculations). For eSMS-optimized
structures, vibrational frequencies are computed assuming molecular vibrations occur on
a time scale that does not allow reorientation of the solvent molecules.
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Figure 5.1. Algorithm for geometry optimization using eSMS method. Abbreviations
used for QM methods are PW (planewave), GTO (Gaussian-type orbitals), and PEECM
(periodic electrostatic embedded cluster method).
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Figure 5.2. Side (upper panel) and top (lower panel) views of optimized structures on
Pt (111) slab in vacuum: (a) reactant, (b) coadsorbed products, and (c) transition state for
the reaction CHOH − CHOH → 2 ( CHOH ) .
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Figure 5.3. QM clusters selected for convergence test of eSMS with respect to cluster
size: final state with 7 water molecules is shown. (a) Cluster contains Pt atoms directly
bound to CHOH species and their nearest neighbors. (b) Cluster contains all Pt atoms of
cluster “a” plus addition rows of Pt atoms involved in screening the Pt atoms that form
chemical bounds to CHOH species. (c) Cluster contains all Pt atoms of cluster “b” plus
an additional ring of Pt atoms. (d) Benchmark cluster model.
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Figure 5.4. Convergence of eSMS with size of QM cluster (computed with VASP 5.2).
water
vacuum
Solid horizontal lines show reference values for ΔE surface,rxn
and ΔE surface,rxn
for a
12 × 12 × 4 Pt (111) slab. Dashed horizontal lines mark a tolerance of ±0.02 eV about
water
ΔE surface,rxn
. Solid lines with filled markers are eSMS results for the four types of QM
clusters shown in Figure 5.3. Dashed lines with hollow markers are corresponding results
water
for ΔE cluster
,rxn without using eSMS. For each cluster type, 1–4 layer thick clusters are
considered. 233-atom, 4-layer cluster of type “d” is not shown on this scale.
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Figure 5.5. Convergence of eSMS with size of QM cluster (periodic planewave QM
calculations integrated with nonperiodic QM calculations). Solid horizontal lines show
water
vacuum
reference values of ΔE surface,rxn
and ΔE surface,rxn
for a 12 × 12 × 4 Pt (111) slab. Dashed
water
horizontal lines mark a tolerance of ±0.02 eV around ΔE surface,rxn
. Solid lines with filled

markers are eSMS results for two layer clusters of types “a”, “b”, and “c”, as shown
water
in Figure 5.3. Dashed lines with hollow markers are corresponding results for ΔE cluster,rxn
without using eSMS.
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Figure 5.6. Initial state of dehydrogenated ethylene glycol on a two
layer, 51-atom cluster with 2250 TIP3P water molecules. Pt−QM
(dark blue), Pt−MM (light blue), C−QM (gray), O−QM (red), and
H−QM (white) atoms are shown as solid spheres. MM water
molecules are shown as lines with O (red) and H (white) vertices.
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Figure 5.7. Validation of fixed-charge approximation. Difference between total QM/MM
energies of 2 QM conformations is evaluated in an ensemble of 50 representative water
conformations using exact QM calculations (X-axis) and with the assumption of fixed
QM charges (Y-axis).
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Figure 5.8. Liquid-phase optimization of reactant, product, and transition states using
QM/MM-FEP. All free energies are relative to the respective initial states.
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Figure 5.9. Free energy profile (without vibrational contributions to the partition
function/free energy) for the reaction CHOH − CHOH → 2 ( CHOH ) . Dashed vertical lines
correspond to gas-phase structures of the reactant state (index = 0), transition state
(index = 42), and product state (index = 77). For index 0 to 77 the QM/MM-FEP profile
is calculated using the same structures as in the gas phase. Results of QM/MM-FEP
optimization are included to the left of the gas phase reactant state (index < 0) and to the
right of gas phase product state (index > 77). In addition, the gas phase transition state
structure is replaced with the transition state structure obtained in liquid water and steps
to the left and right are recalculated. The difference between the results depicted here
and Table 5.2 originate from the inclusion of vibrational contributions in Table 5.2.
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CHAPTER 6
ETHYLENE GLYCOL REFORMING ON PT (111): FIRST-PRINCIPLES
MICROKINETIC MODELING IN VAPOR AND AQUEOUS PHASES
6. 3
6.1. Summary

First-principles, periodic density functional theory (DFT) calculations and meanfield microkinetic modeling have been used to investigate the decomposition of ethylene
glycol for hydrogen production on Pt (111) in vapor and aqueous phases. All
dehydrogenated species derived from ethylene glycol (C2HxO2, x = 0–6) and methanol
(CHyO, y = 0–4), and all elementary C−C, C−H, and O−H bond breaking steps are
included in the microkinetic model. Reaction path analysis in vapor phase indicates that
both initial C−H and O−H dehydrogenation steps are kinetically relevant at all
temperatures (470–530 K). Initial O−H bond cleavage is reversible at low temperatures
but accounts for an increasingly dominant fraction of the total reaction flux at higher
temperatures. C−C bond scission is observed only after significant dehydrogenation
(x ≤ 3) and is more likely to happen in surface intermediates where one of the cleavage
products is CO. The process is highly selective to the production of H2 compared to
methanol. For aqueous-phase model development, free energies of solvation were
computed for all surface intermediates and transition states using a continuum solvation
Adapted with permission from Faheem, M.; Lu, J.; Heyden, A. ACS Catal. 2014, Submitted for
publication. © 2014 American Chemical Society.
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approach. Our aqueous-phase microkinetic model predicts a 0.4 eV lower apparent
activation energy and an order of magnitude larger turnover frequencies. Initial C−H
bond cleavage becomes more important but the general trends are similar to the vapor
phase, suggesting that the reaction chemistry is similar in both vapor and aqueous phases.
6.2. Introduction

The quest for alternative energy resources is driven by increasing global energy
demands, rapidly depleting fossil fuel reserves, and environmental considerations.
Utilization of lignocellulosic biomass as a renewable source of fuels and value-added
chemicals has garnered significant interest in recent years and numerous chemical and
catalytic strategies have been developed for biomass processing.1-3 Biomass reforming
for production of hydrogen (or syngas) is particularly attractive because the downstream
technologies for conversion to liquid fuels and value-added chemicals are welldeveloped. Biomass-derived oxygenates are largely C5- and C6-sugars and their
derivatives, and can be used for hydrogen production via aqueous-phase reforming
(APR).4-6 The process is typically carried out at elevated temperatures (200–250 °C)
using supported metal catalysts with Pt showing highest activity and selectivity toward
desired products.7-8 Liquid phase is maintained by keeping the system pressure above the
vapor pressure of water at the experimental temperature. Because of their high
functionality, these oxygenated feeds are generally highly reactive and the conversion
process is a complex reaction mechanism involving a myriad of reactions.2
Understanding the mechanism and reaction pathways controlling these transformations is
essential for rational catalyst design.
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From a computational point of view, the number of possible elementary reactions
and surface intermediates increases exponentially with the size of the molecule of
interest. Ethylene glycol (EG) is the simplest model molecule of various biomass-derived
polyols that contains all relevant C−C, C−O, C−H, and O−H bonds and has a C:O
stoichiometry of 1:1 with −OH groups on adjacent C atoms. Ethylene glycol decomposes
according to the following reaction:
C 2 H 6 O 2 → 2CO + 3H 2

…(6.1)

This pathway implies cleavage of C−C, C−H, and O−H bonds. Water–gas shift (WGS)
reaction is also favorable under typical APR conditions and CO produced by reaction
(6.1) is largely removed as CO2.9-10
CO + H 2 O U CO 2 + H 2

…(6.2)

Another possible pathway leads to formation of lower oxygenates and alkanes (for
example, ethanol, acetaldehyde, and ethane) through C−O cleavage. Finally, CO and CO2
can undergo hydrogenation to produce methanol.
Ethylene glycol reforming has been the subject of numerous experimental and
computational studies.10-16 Kandoi et al.10 compared the kinetics of EG reforming over Pt
in vapor and aqueous phases through microkinetic modeling based on a reduced
mechanism of 7 lumped reactions. Brønsted–Evans–Polanyi-type correlations17-18
developed for monofunctional alcohols19-20 were used to estimate activation barriers for
bond cleavage steps. Microkinetic model parameters were then fitted to available
experimental data.11, 21 Salciccioli and coworkers13-15 developed a detailed first-principles
microkinetic model and successfully predicted intrinsic kinetic trends for Pt catalyzed
vapor-phase EG decomposition. Christiansen and Vlachos16 developed a similar model
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for Pt catalyzed vapor-phase steam reforming of EG by including water as a co-reactant.
While these computational studies provide useful mechanistic insights, they fail to
rigorously account for the influence of an aqueous environment on reaction kinetics and
equilibria.
To address this lack of a fundamental understanding of the similarities and
differences in the EG reforming chemistry in vapor and aqueous phases, we investigated
in this study the mechanism of EG decomposition for hydrogen production on Pt (111) in
both phases from first-principles calculations. First, we present a detailed vapor-phase
microkinetic model similar to Salciccioli and Vlachos14 in order to establish a baseline
for identification of most abundant surface intermediates, dominant reaction pathways,
and general kinetic trends. Next, we reparametrize this model to account for the effect of
an aqueous environment using a continuum solvation approach. The microkinetic model
does not include any adjustable parameter to fit experimental data and no a priori
assumption is made about relative importance of surface intermediates or elementary
reactions. Model predicted apparent activation energy, reaction orders, and sensitivity
coefficients are compared between vapor and aqueous phases revealing general trends in
broad agreement with previous experimental and computational studies. We close with a
remark on inclusion of dispersion effects for improving agreement with experimental
data.
6.3. Computational Methods
6.3.1. Periodic Planewave DFT Calculations

Periodic DFT calculations were performed using the Vienna Ab Initio Simulation
Package (VASP 5.2).22 A planewave basis set with a cutoff energy of 400 eV was used to
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solve the Kohn–Sham equations. Ionic core potentials were described using the projector
augmented wave (PAW) method.23 Electron exchange and correlation effects were
included within the generalized gradient approximation (GGA) using the functional
proposed by Perdew, Burke, and Ernzerhof (PBE).24-25 Fractional occupancies of bands
were allowed within a window of 0.10 eV using a first-order Methfessel–Paxton
smearing method.26 All self-consistent field (SCF) calculations were converged to
1.0 × 10−7 eV. The total energy of fcc-Pt bulk was minimized using a 17 × 17 × 17
Monkhorst–Pack k-mesh.27 The calculated equilibrium lattice constant (3.976 Å) is in
reasonable agreement with the experimental value (3.92 Å).
Using supercell approach, Pt (111) surface was constructed as a large 4 × 4 unit
cell with four layers of Pt atoms and a vacuum of 15 Å to minimize interaction between
periodically repeated images. For all slab calculations, the bottom two Pt layers were
fixed at their bulk positions. A 4 × 4 × 1 Monkhorst–Pack k-mesh was employed for
sampling the Brillouin zone. Dipole and quadrupole corrections to the energy were
included using a modified Makov–Payne method.28 Harris–Foulkes-type corrections for
forces were taken into account. Geometry optimizations were stopped when the force on
each relaxed atom was smaller than 0.02 eV/Å. A two-step procedure was adopted for all
transition state searches. First, an approximate reaction coordinate between the reactant
and product states was constructed as a series of intermediate images. After optimizing
this chain with the climbing-image nudged elastic band method,29 the image closest to the
likely transition state was used as an initial guess for the dimer method.30-31 All minima
and transition state structures were confirmed through dynamical matrix calculations
based on numerical second derivatives of the energy.
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6.3.2. Implicit Solvation

In this study, the influence of an aqueous environment on reaction kinetics and
equilibria is explored using our recently developed iSMS method.32 The principal idea of
this approach is to account for the long range metal interactions within the framework of
DFT calculations using a periodic slab model in the absence of solvent, and to include the
effect of solvent as a localized perturbation of free energy differences that can be
described using a cluster model embedded in an implicit solvent. The free energy of an
liquid
adsorbed intermediate on a “periodic” metal slab in solvent, G surface
+ adsorbate , is then

obtained using a simple subtraction scheme
liquid
vacuum
liquid
vacuum
G surface
+ adsorbate = E surface + adsorbate + G cluster + adsorbate − E cluster + adsorbate

…(6.3)

vacuum
where E surface
+ adsorbate is the planewave DFT energy for the periodic slab in vacuum,

G liquid
cluster + adsorbate is the free energy in solvent (without explicitly including vibrational

contributions) for a metal cluster constructed by removing selected metal atoms from the
vacuum
periodic slab model and removing the periodic boundary conditions, and E cluster
+ adsorbate is

the DFT energy of the same cluster in the absence of solvent. Convergence properties of
iSMS with respect to the size of the metal cluster and the basis set have previously been
published.32 In this study, we have used a two-layer, 51-atom, Pt (111) cluster to calculate
the free energies of solvation for all surface intermediates and transition states.
Vibrational contributions to the free energy were included using gas-phase frequencies
obtained from periodic slab calculations assuming that the structure of an adsorbed
moiety does not change significantly in solvent.
The TURBOMOLE 6.4 program package33-34 was used for nonperiodic cluster
calculations. All-electron basis sets of triple-ζ quality were used for adsorbate atoms (C,
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O, and H).35 Relativistic small-core effective core potentials (ECPs) were used for Pt
atoms and only their valence electrons were represented using triple-ζ quality basis sets.36
Electron exchange and correlation effects were accounted for using the B-P86
functional37-38 as required by the parametrization of the implicit solvation model used in
this study. The RI-J approximation with auxiliary basis sets was used to approximate
Coulomb potentials.39 For all nonperiodic structures, multiple spin states were tested
using an SCF convergence criterion of 1.0 × 10−7 hartree and spherical grid m4.40 Only
for the lowest-energy spin state, COSMO41-42 calculations were performed using radiibased cavities and a dielectric constant of infinity. For these calculations, SCF
convergence criterion and spherical grid were changed to 1.0 × 10−8 hartree and m5,
respectively. Free energies of solvation were computed using COSMO-RS.43
Thermodynamic properties of water (solvent) were obtained from the COSMOtherm
database,44 based on parametrization of the results of quantum chemical COSMO
calculations at the BP-TZVP level of theory.
6.4. Model Development
6.4.1. Microkinetic Modeling

A mean-field microkinetic model was developed for reaction pathway analysis
under realistic process conditions. All dehydrogenated species derived from ethylene
glycol (C2HxO2, x = 0–6) and methanol (CHyO, y = 0–4), and all elementary C−C, C−H,
and O−H bond breaking steps were included. We note here that C−O bond scission in EG
leads to formation of ethanol and ultimately ethane. However, experimental studies of EG
reforming over Pt have shown only trace amounts of these products.10, 21 We confirmed
this overall conclusion by computing activation barriers for C−O cleavage in selected
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surface intermediates. These barriers were found to be significantly higher than the
barriers for C−C cleavage in the same intermediates. For these reasons, C−O bond
scissions are not included in the microkinetic model. In addition, considering the low
levels of CO reported in the product stream,9-10 we assume that the WGS reaction
approaches equilibrium at all temperatures and the CO concentration in the effluent
stream is 500 ppm. Elementary reactions pertaining to the WGS mechanism are not
explicitly considered.
All reactions were assumed to be reversible. The net rate of a reaction i is given
by

ri = k f ,i

j= N

∏

j=1,n j <0

−n

C j j − k r,i

j= N

∏

j=1,n j >0

n

Cj j

…(6.4)

where k f ,i and k r,i are the forward and reverse reaction rate constants, respectively.
Index j loops over all N species involved in the reaction, and the corresponding
concentration C j equals either a fractional surface coverage ( θ j ) or a gas-phase partial
pressure ( Pj ) . The stoichiometric coefficient n j is negative for reactants and positive for
products. For all surface reactions, forward rate constants were calculated using harmonic
transition state theory.45

k f ,i =

⎛ −ΔG‡i ⎞
γk BT
exp ⎜
⎟
h
⎝ k BT ⎠

…(6.5)

Here, Δ G ‡i is the free energy of activation, T is the absolute temperature, and k B and h
are respectively the Boltzmann and Planck constants. The transmission coefficient γ was
assumed to be 1.0 for all cases. Zero-point energies and (harmonic) vibrational partition
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functions were calculated using vibrational frequencies ( νi ) derived from planewave
DFT calculations.

E zpv

hν
=∑ i;
2
i

q vib

⎡
⎛ −hνi ⎞ ⎤
= ∏ ⎢1 − exp ⎜
⎟⎥
i ⎣
⎝ k BT ⎠ ⎦

−1

…(6.6)

We note here that the top two Pt layers were relaxed during geometry optimization but
fixed for frequency calculations. This procedure reduces the accuracy of low-frequency
modes that are coupled with the metal atoms. Considering that the harmonic
approximation is least accurate for small wavenumbers, we shifted all (real) frequencies
for adsorbed intermediates and transition states below 100 cm−1 to 100 cm−1. These lowfrequency modes thus cancel out for surface reactions and have no effect on reaction free
energies and activation barriers. This adjustment is not required for gas-phase molecules
because the translational and rotational degrees of freedom are projected out and the
respective partition functions are rigorously included using statistical mechanics.46
Adsorption was assumed to be a nonactivated process and collision theory was
used to calculate the forward rate constants.

k f ,i =

Sσ
N 2πMi k BT

…(6.7)

Here, N S is the number of catalytic sites per unit surface area and Mi is the molecular
weight of the adsorbate. The sticking probability σ was assumed to be 1.0 for all cases.
Equation (6.7) thus gives an upper limit for the adsorption rate constant. As we will show
later, the rates of adsorption–desorption processes are many orders of magnitude faster
than the rates of surface reactions and these processes may be assumed to be in
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equilibrium. To ensure thermodynamic consistency, reverse rate constants were always
calculated from the thermodynamic equilibrium constants ( K eq ) .

⎛ −ΔG i ⎞
K eq,i = exp ⎜
⎟;
⎝ k BT ⎠

k r,i =

k f,i

…(6.8)

K eq,i

where ΔGi is the Gibbs free energy of reaction.
With all rate parameters known, a microkinetic model was developed as a system
of ordinary differential equations. At steady state, the fractional coverage of a surface
intermediate is given by

dθ j
dt

= ∑ ν j,i ri = 0

…(6.9)

i

where index i loops over all reactions. In addition, the total number of sites is conserved.

∑n θ
j

j

=1

…(6.10)

j

A complete list of number of sites assigned to each species ( n j ) is provided in Appendix
C. All microkinetic simulations were initialized with a clean Pt surface and solved as a
system of differential algebraic equations using the BzzMath library47 to obtain steady
state fractional surface coverages and turnover frequencies (TOFs). Although
significantly slower than a nonlinear solver,48 this approach offers higher numerical
stability and is essentially independent of the initial guess.
6.4.2. Adsorbate–Adsorbate Lateral Interactions

It is well known that at high CO coverage on Pt (111), adsorbed CO molecules
destabilize the binding strength of each other resulting in a decrease of the adsorption
energy.49-50 Preliminary results of a vapor-phase microkinetic model showed that if these
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lateral interactions are not considered, the surface is completely poisoned by CO. That is,
adsorbate–adsorbate interactions must be included in the microkinetic model to better
describe the state and condition of the catalytic surface in a realistic reaction
environment. In order to obtain coverage dependent adsorption energies of CO and H,
DFT calculations were performed at various surface coverages on a 3 × 3 × 4 Pt (111)
slab. Possible permutations of coadsorbed species were taken into account and all such
configurations were Boltzmann-averaged at 500 K. More information about this data set
is provided in Appendix C. For CO−CO, H−H, and CO−H lateral interactions, we used
the functional form proposed by Grabow et al.50 For all other surface intermediates and
transition states, destabilization due to CO and H was assumed to be similar14 and the
corresponding parameters were derived from DFT calculations with coadsorbed EG.
Finally, destabilization of surface intermediates due to interactions among them was
described by the same parameters as used for CO−CO interaction. We note here that the
value of this parameter is not significant since the coverage of these species is very small
compared to CO and H. A summary of all adsorbate–adsorbate interaction parameters is
shown in Table 6.1.
6.5. Results and Discussion
6.5.1. Dehydrogenation of C2HxO2 and CHyO Species

Energetics of all dehydrogenated species derived from ethylene glycol
(C2HxO2, x = 0–6) and methanol (CHyO, y = 0–4) have been systematically investigated
in this study. Binding modes for the most stable adsorption geometries of all
intermediates are provided in Appendix C. Reaction energies and activation barriers for
all surface reactions are listed in Table 6.2. Adsorption energies are listed in Table 6.3.
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Ethylene glycol binds to the Pt (111) surface through one of the −OH groups
which points to the other −OH group forming an intramolecular hydrogen bond. This
adsorption geometry is different from the one reported by Salciccioli et al.51 who found
that both oxygen atoms bind to adjacent top sites of Pt. The calculated adsorption
energies are however in good agreement (−0.46 eV calculated in this work versus
−0.49 eV previously reported). Both carbon atoms are far from the surface and must
overcome steric hindrance of the −OH groups and H atoms to allow for C−Pt interaction.
As a result, the barrier for C−C cleavage in EG is very high (2.07 eV) and initial
dehydrogenation of EG is necessary.
Two possibilities exist for initial dehydrogenation of EG on Pt (111). DFT
calculations predict that initial C−H bond scission is thermodynamically favored

( ΔErxn = −0.48 eV) over initial O−H bond scission ( ΔErxn = +0.40 eV) . However, in the
most stable adsorption configuration, the H atom from the −OH group is already in close
proximity to the surface, whereas an α-H atom can come close to the surface only after
significant rotation of the −CH2OH group. As a result, the transition state for initial O−H
scission is predicted to be 0.12 eV lower than that for initial C−H scission. This
difference in activation barriers is small and we can expect both pathways to be
competitive.
Thermodynamic analysis of all subsequent dehydrogenation steps reveals a
similar trend. C−H bond scission is always exothermic and thermodynamically favored
over O−H bond scission in the same surface moiety. After initial dehydrogenation, EGderived species bind strongly to the surface in a manner that unsaturated C atoms satisfy
their tetrahedral bonding geometry. Unsaturated O atoms, if present, bind to the surface
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to complete a total of two bonds. The only exception is the aldehyde (−CHO) group
which can leave the surface and bind through an O atom (for example, in COH-CHO).
Among equally dehydrogenated intermediates, species that bind through a C atom
(−CHOH group) are more stable than the species that bind through an O atom (−CH2O
group). Formation of an intramolecular hydrogen bond (for example, in CHOH-CHOH)
is energetically favorable. Deeper dehydrogenation results in stronger adsorption and
lower barrier for C−C cleavage reactions. Previous computational studies have reported
similar observations.13, 51
There are two possible C2H5O2 intermediates. After initial C−H scission, the
barrier for α-H abstraction in CHOH-CH2OH to COH-CH2OH (0.37 eV) is similar to that
for β-H abstraction to CHOH-CHOH (0.35 eV), although the latter is slightly
thermodynamically favored. After initial O−H scission, abstraction of α-H in
CH2O-CH2OH to CHO-CH2OH (glycolaldehyde) requires a very small barrier of 0.11 eV
compared to 0.34 eV for abstraction of β-H to CH2O-CHOH. Cleavage of O−H bonds in
either C2H5O2 species is highly unfavorable compared to C−H bond scission.
There are five possible C2H4O2 intermediates. The lowest activation barrier
(0.05 eV) at this level of dehydrogenation is observed for decomposition of
CH2O-CHOH to CHO-CHOH (from the initial O−H bond scission pathway).
Decomposition of glycolaldehyde on the same pathway requires a considerably higher
activation energy (0.37 eV). For the initial C−H bond scission pathway, the lowest barrier
(0.20 eV) is observed for O−H bond cleavage in COH-CH2OH to produce CO-CH2OH.
This is the first species in this reaction mechanism where the barrier for C−C cleavage is
low enough to be competitive with the dehydrogenation reactions. In addition, the
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pathways through initial C−H and O−H bond scissions start to merge at this level of
dehydrogenation.
Among

the

five

possible

C2H3O2

intermediates,

the

most

plausible

dehydrogenation steps are C−H bond scission in CHO-CHOH (barrier = 0.27 eV) and
O−H bond scission in COH-CHOH (barrier = 0.41 eV), both leading to the same product,
CO-CHOH. Decomposition of CO-CH2OH to CO-CH2O has a comparable barrier
(0.45 eV). This is followed by a small barrier (0.16 eV) for decomposition to CO-CHO.
Removal of the last H atom from CO-CHO has almost the same barrier as C−C bond
cleavage in this intermediate, with the latter being the thermodynamically preferred
pathway by about 0.6 eV. C−C bond cleavage in completely dehydrogenated CO-CO
occurs without an activation barrier.
Methanol also binds to the Pt (111) surface through the −OH group. The
calculated adsorption energy of −0.27 eV is comparable to the previously reported value
of −0.33 eV.52 While the −CH3 group is initially far from the surface, unlike ethylene
glycol, there is no steric hindrance and α-H atoms can easily come close to the metal. As
a result, the barriers for C−H cleavage are smaller than the barriers for O−H cleavage in
all methanol-derived surface intermediates. As before, species that bind through carbon
are energetically more stable than the species that bind through oxygen.
6.5.2. Vapor-Phase Microkinetic Model

A detailed vapor-phase microkinetic model was developed to establish a baseline
for identification of the most abundant surface intermediates, dominant reaction
pathways, and general kinetic trends. The feed stream consisted of 10 mole percent EG at
a total pressure of 1 bar. Conversion of EG was assumed to be 1% to simulate differential
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reactor operation. The WGS reaction was assumed in equilibrium and the CO
concentration in the effluent stream was fixed at 500 ppm. In the overall reforming
reaction, 1 mole of EG is converted to 5 moles of H2. All turnover frequencies (TOFs)
reported in this work are based on a rate of EG consumption per second and should be
multiplied by 300 for comparison with the experimental data of Kandoi et al.10 (which are
reported based on a H2 production rate per minute).
Reference simulations for the determination of the most abundant surface
intermediates were performed over a temperature range of 470 K to 530 K (Figure 6.1).
CO* and H* are the most abundant adsorbates over this entire temperature range. The
coverage of CO* is 41% at 470 K and only slightly decreases to 38% at 530 K. The
coverage of H* is more sensitive to temperature and decreases from 45% at 470 K to
35% at 530 K. A small coverage of COH* (~ 0.6%) is observed at lower temperatures but
quickly disappears as the temperature is increased. Coverage of all other adsorbates is
negligible. The predicted turnover rates are generally an order of magnitude smaller than
the experimental data.10 Given the uncertainty associated with DFT-predicted binding
energies, the possibility of more active catalytic sites (for example, edges and corners),
and a rudimentary description of adsorbate–adsorbate interactions, this level of
disagreement between model-predicted and experimental TOFs is acceptable.
Table 6.4 shows a comparison of the model-predicted apparent activation energy
and reaction orders with previously reported data. Both CO and H have a poisoning effect
on the catalyst as evidenced by negative reaction orders of −0.58 and −0.84, respectively.
For these simulations, the CO or H2 gases were co-fed at concentrations indicated
in Figure 6.2A and B, respectively. An increase in EG pressure has a positive effect on
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the overall TOF (Figure 6.2C). The predicted reaction order (1.0) however differs from
the observed fractional order (0.4). The DFT-predicted equilibrium constant for EG
adsorption is very small compared to the equilibrium constants for CO adsorption and H2
dissociation. As a result, the coverage of C2HxO2 intermediates is much smaller than the
available free sites at all temperatures and increases proportionally with increase in EG
partial pressure without significantly decreasing the availability of free sites; thus, leading
to an apparent first order effect on the overall TOF. For the same reason, the predicted
apparent activation energy is higher than the reported values. As we will show later,
initial steps in this mechanism are rate limiting. Therefore, the apparent activation energy
is strongly correlated to the energy of these transition states relative to gas-phase ethylene
glycol. A large positive free energy of EG adsorption (Table 6.3) shifts these transition
states upwards on a free energy scale (Figure 6.3) resulting in a higher overall activation
energy. In section 6.5.4, we discuss a possible solution to this problem by inclusion of
dispersion effects on adsorption energies.
The inhibiting effect of total pressure is correctly predicted (Figure 6.2D). These
simulations were performed by varying the total pressure while maintaining the fixed
feed composition and conversion of 1%. While an increase in EG partial pressure
increases the reaction rate, site blocking due to increased partial pressures of CO and H2
becomes more significant, resulting in an overall negative reaction order (−0.13) with
respect to total pressure. Figure 6.2D shows that this effect is even more pronounced at
higher total pressures (reaction order changes to −0.7).
An analysis of steady state reaction fluxes can provide useful insights into the
reaction mechanism and dominant pathways under realistic reaction environments. Figure
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6.3 shows the fraction of the overall reaction flux passing through various pathways in
vapor-phase EG reforming at 500 K. The dominant mechanism for EG decomposition is
through initial O−H bond cleavage which is in agreement with TPD experiments.13 While
initial C−H bond scission is irreversible, the relatively small reverse barrier for initial
O−H bond scission causes this reaction to be nearly in equilibrium and to have a
considerable rate in the reverse direction. Altogether both initial C−H and O−H bond
scission pathways contribute significantly to the overall rate of EG decomposition. Partial
equilibrium (PE) analysis53 indicates that the reversibility of the initial O−H bond
breaking reaction decreases at higher temperatures. The PE ratio ( φi ) is defined as the
ratio of the forward reaction rate ( rf ,i ) to the sum of forward and reverse ( rr,i ) reaction
rates.

φi =

rf ,i

…(6.11)

rf ,i + rr,i

A PE ratio is 1.0 for an irreversible reaction in the forward direction and 0.5 for a
reaction where the forward and reverse reaction rates are equal. Initial C−H bond scission
has a PE ratio of 1.0 over the temperature range explored in this study. In contrast, at
lower temperatures the PE ratio for the initial O−H bond cleavage reaction is only
slightly larger than 0.5 (computed PE ratio is 0.56 at 470 K, 0.63 at 500 K, and 0.73 at
530 K). As this reaction becomes irreversible at higher temperatures, the contribution of
the initial O−H bond scission pathway to the overall rate of the EG decomposition
increases (Figure 6.4A).
In the reaction pathway through initial O−H bond scission, the reaction flux
largely passes through a deep dehydrogenation of the α-carbon to CHO-CH2OH
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(glycolaldehyde) and CO-CH2OH. In the reaction pathway through initial C−H bond
scission, β-H abstraction to CHOH-CHOH occurs first, followed by C−H cleavage to
COH-CHOH and subsequent O−H cleavage to CO-CHOH. C−C cleavage is observed
only after one side of the EG molecule is completely dehydrogenated (that is, only in
C2HxO2 intermediates with x ≤ 3). Many C−C cleavage pathways are active at 500 K as
shown by their relative contributions in Figure 6.3 (CO-CH2OH: 28%, CO-CHOH: 24%,
CO-CO: 22%, CO-CHO: 15%, and CO-CH2O: 9%). The reforming mechanism shows a
very high selectivity toward complete decomposition of ethylene glycol to carbon
monoxide and hydrogen. In comparison, hydrogenation of CO to produce methanol is 2–
5 orders of magnitude slower. Only at higher H2 partial pressures (> 0.5 bar) did we
observe more methanol than hydrogen production.
We used Campbell’s degree of rate control54 and degree of thermodynamic rate
control55-56 analyses to identify rate-controlling elementary steps and surface
intermediates.

X RC,i

⎡
∂ ln ( r )
=⎢
⎢ − Gi0,TS
⎢⎣ ∂ k BT

(

)

⎤
⎥
;
⎥
⎥⎦ G 0,TS ,G 0
m
j≠i

X TRC,n

⎡
⎤
∂ ln ( r ) ⎥
⎢
=
⎢ ∂ − G 0n ⎥
⎣⎢ k BT ⎦⎥ G 0m≠n ,Gi0,TS

( )

…(6.12)

Here, X RC,i is the degree of rate control for elementary reaction i , X TRC,n is the degree of
thermodynamic rate control for adsorbate n , r is the overall rate of reaction, G i0,TS is the
free energy of transitions state i , and G 0n is the free energy of adsorbate n . Results of
these sensitivity analyses are summarized in Table 6.5. Along the dominant pathway for
the EG decomposition, initial O−H bond scission and subsequent α-H abstraction to
glycolaldehyde are the most kinetically relevant steps and collectively account for 75–
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85% of the overall degree of rate control. Along the pathway through initial C−H
scission, only the first dehydrogenation step shows an appreciable sensitivity coefficient.
C−C cleaving reactions have no effect on the overall TOF. These observations are
consistent with previous experimental and computational studies.13-14 The degree of
thermodynamic rate control is substantial only for H*, CO*, and COH*. All these species
have a poisoning effect on the catalyst such that destabilizing their adsorption increases
the overall reaction rate.
6.5.3. Aqueous-Phase Microkinetic Model

To account for an aqueous environment, free energies of solvation obtained from
COSMO-RS calculations were used to reparametrize the microkinetic model. For an
adsorption–desorption process

ΔG L = ΔG G + Gads ( solv ) − G Pt ( solv )

…(6.13)

where the subscripts G and L refer to the vapor/gas and liquid/aqueous phases,
respectively. G ads ( solv ) and G Pt ( solv ) are the free energies of solvation for a Pt cluster
with and without an adsorbate, respectively. Similarly, for a surface reaction

ΔGL = ΔGG + G FS ( solv ) − GIS ( solv )

…(6.14)

ΔG‡L = ΔG‡G + GTS ( solv ) − GIS ( solv )

…(6.15)

where the subscripts IS , FS , and TS stand for initial, final, and transition states,
respectively.
Aqueous-phase reforming is simulated for the same set of process conditions as
previously described for the vapor phase. The only difference is that the total pressure
used to calculate free energies of solvation for adsorbed intermediates and transition
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states now additionally includes the saturation pressure of water at the simulation
temperature, e.g., PH2O = 26.4 bar at 500 K.
Figure 6.5 illustrates the effect of temperature on the coverage of the most
abundant surface intermediates and overall TOFs. As in the vapor phase, CO* and H* are
the dominant surface species. The CO* coverage however has increased (46–51%) and
the H* coverage has significantly decreased (23–30%). Adsorption energies reported
in Table 6.3 show that adsorbed ethylene glycol, methanol, and CO are stabilized in
water, whereas adsorbed hydrogen is destabilized. The larger equilibrium constant for EG
adsorption results in an order of magnitude larger overall TOFs (Figure 6.4B). This
positive effect of an aqueous environment on the reaction rate is in agreement with
experimental data. Shabaker et al.21 reported a H2 production TOF of 7.0 min−1 at 498 K
for aqueous-phase reforming of ethylene glycol over 3.43% Pt/Al2O3. From the
experimental data of Kandoi et al.,10 the corresponding TOF at 498 K for vapor-phase
reforming of ethylene glycol over 3.0% Pt/Al2O3 is estimated to be 2–3 min−1.
The dependence of the overall TOF on the total system pressure and partial
pressures of EG, CO, and H2 in aqueous-phase reforming is shown in Figure 6.6 and
summarized in Table 6.4. As before, the model-predicted ethylene glycol order (1.0)
differs from the experimentally observed fractional order (0.3–0.5). The CO order is
practically unchanged whereas the hydrogen order is now reduced to −0.47 (from −0.84
in vapor-phase reforming). As before the total system pressure has a strong inhibiting
effect on the rate of EG decomposition.
Figure 6.4A compares the contribution of initial C−H and O−H scission pathways
to the total rate of ethylene glycol decomposition in both phases. In vapor-phase
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reforming, the relative contribution of the two pathways changes with temperature
because the initial O−H cleavage reaction moves from partial equilibrium to
irreversibility. Similar PE analysis in aqueous phase reveals that, because of a
significantly lower H* coverage, this reaction is already far from equilibrium (computed
PE ratio is 0.90 at 470 K, 0.95 at 500 K, and 0.97 at 530 K). As a result, the relative
contribution of the two pathways is nearly constant at all temperatures. Decomposition
through initial C−H bond scission becomes more important in aqueous phase which can
be explained by a significant stabilization of this transition state in water. Table 6.2
shows that the free energy barrier for initial C−H bond cleavage is reduced from 0.83 eV
in vapor phase to 0.75 eV in water. On the other hand, the free energy barrier for initial
O−H bond cleavage is almost unaffected (0.71 eV and 0.70 eV in vapor and aqueous
phases, respectively). As a result, the effect of water on the rate of initial C−H bond
scission is considerably larger than that on initial O−H bond scission at all temperatures
(Figure 6.4B).
Figure 6.7 illustrates the fraction of the overall reaction flux passing through
various pathways in aqueous-phase EG reforming at 500 K. Table 6.5 summarizes the
results of a similar sensitivity analysis as described earlier. All surface intermediates and
elementary reactions identified to be significant in this case are the same as previously
determined from the analysis of the vapor-phase microkinetic model. Noting that the
relative fluxes through various elementary steps are also generally comparable, it can be
concluded that the reaction chemistry of EG reforming is similar in both vapor and
aqueous phases. This confirms the observation of Kandoi et al.10 that similar values of
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kinetic parameters can be used to describe the vapor- and aqueous-phase reforming data
suggesting a similar reaction mechanism in both phases.
6.5.4. Dispersion Effects

The microkinetic model presented in this work is generally able to reproduce
experimentally observed kinetic trends. However, the disagreement between a modelpredicted first order and previously reported fractional order with respect to ethylene
glycol partial pressure requires further investigation. As Shabaker et al.21 pointed out, a
fractional order for ethylene glycol suggests that the coverage of EG-derived surface
intermediates is significant under experimental conditions and there is competition for
available free sites. Microkinetic simulations however predict that the coverage of all
such intermediates is negligible. The origin of this discrepancy can be traced to a large
positive free energy and a very small equilibrium constant for EG adsorption (Table 6.3).
When adsorbed on a Pt (111) surface, saturated oxygenates like ethylene glycol and
methanol do not form true chemical bonds to the metal. For such weakly chemisorbed
systems dispersion forces attain an increased relative importance.57 These effects are not
properly described by standard GGA functionals like PBE and the predicted adsorption
energies are greatly underestimated.
To address this problem, we calculated the dispersion-corrected adsorption energy
for ethylene glycol using the PBE-D3 method.58 A separate Pt (111) slab was constructed
for these calculations to account for a smaller equilibrium lattice constant
(3.927 Å). Table 6.3 shows that the adsorption energy of ethylene glycol increases by
0.68 eV after dispersion effects are included. To maintain overall thermodynamic
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consistency, PBE-D3 calculations were also performed for all other gas-phase species
(CO, H2, and methanol).
Table 6.6 summarizes the predictions of vapor- and aqueous-phase microkinetic
models when dispersion-corrected adsorption energies are used. The ethylene glycol
order is still positive but now smaller than 1.0 in both phases. Negative reaction orders
with respect to total pressure and partial pressures of carbon monoxide and hydrogen are
correctly captured. Also, the overestimation of the apparent activation energy has largely
been corrected. CO* and H* are still the most dominant surface species and their
coverages have increased from previous calculations reducing the availability of free
sites. The coverage of ethylene glycol is on the order of 1% (an increase of 6–7 orders of
magnitude). While the qualitative agreement with some experimental data is improved
(as a result of a significant increase in ethylene glycol coverage but only a modest
decrease in the availability of free sites), overall turnover frequencies are now overpredicted by 3–4 orders of magnitude. Thus, PBE-D3 likely overestimates adsorption
energies and “true” adsorption energies are in between those computed by PBE and
PBE-D3. Next, we observe that the effect of an aqueous environment on the mechanism
of EG reforming is independent of DFT functional and relative fluxes through various
pathways remain largely unaffected and previous conclusions about the solvent effect on
reforming rates remain applicable. Finally, the O−H and C−H bond scission steps remain
the most rate controlling steps; although, CO and H2 product desorption also become
partially rate controlling particularly in an aqueous environment.
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6.6. Conclusions

Mechanisms of Pt catalyzed vapor- and aqueous-phase ethylene glycol reforming
for hydrogen production were systematically investigated using first-principles
calculations. Detailed microkinetic models were developed to provide insights into the
surface chemistry under realistic process conditions. The vapor-phase microkinetic model
was parametrized using harmonic transition state theory and DFT-derived reaction
energies and activation barriers. This model confirms that the dominant pathway for
ethylene glycol decomposition is through initial O−H dehydrogenation, although the
pathway through initial C−H cleavage remains kinetically relevant at all temperatures. A
sensitivity analysis shows that only early dehydrogenation steps are rate determining.
C−C bond cleavage occurs only after a significant dehydrogenation and almost
exclusively in those intermediates where one of the cleavage products is CO. The
reforming mechanism is highly selective toward complete decomposition to H2 and CO
and alternative pathways are not active except at higher hydrogen partial pressures
(> 0.5 bar).
The aqueous-phase microkinetic model was parameterized using our continuum
solvation approach (iSMS). This model predicts that an aqueous environment lowers the
apparent activation energy and increases the rate of decomposition. While the pathway
through initial O−H bond scission remains dominant in aqueous-phase reforming,
disproportionate stabilization of the transition state for initial C−H bond breaking results
in larger contribution of this pathway to the total rate of decomposition. The dominant
surface intermediates and rate controlling steps remain unchanged from vapor-phase
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reforming and the relative reaction fluxes through various pathways are comparable,
indicating that the reforming chemistry on platinum is similar in both phases.
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Table 6.1. Lateral interaction parameters used in the microkinetic
model.

Adsorbate Pair

a

Lateral Interaction (eV)

CO−CO

1.0916 ( θCO − 0.0296 )

H−H

0.1414 ( θ H − 0.0227 )

CO−H

( 0.3185 + 0.3850

X−Xa

1.0916θX

X−CO

0.1086θCO

X−H

0.0211θH

)

θ*CO θ*H θ*H

X stands for all surface intermediates and transition states

excluding CO and H.
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Table 6.2. Energetics (eV) of surface reactions in the limit of zero coverage.

Zero-point Corrected
ID

Reaction

Vapor Phase
(500 K)

Aqueous Phase
(500 K)

ΔE‡

ΔE rxn

ΔG‡

ΔG rxn

ΔG‡

ΔG rxn
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CC01

CH 2 OHCH 2 OH ** → 2CH 2 OH *

2.07

−0.20

2.10

−0.20

1.98

−0.21

CC02

CHOHCH 2 OH ** → CHOH * +CH 2 OH *

1.34

−0.15

1.30

−0.18

1.24

−0.11

CC03

CH 2 OCH 2 OH ** + * → CH 2 O ** + CH 2 OH *

1.39

−0.37

1.39

−0.43

1.44

−0.32

CC04

COHCH 2 OH *** → COH * +CH 2 OH * + *

1.42

−0.31

1.35

−0.38

1.34

−0.45

CC05

CHOHCHOH ** → 2CHOH *

1.02

−0.12

1.02

−0.09

1.06

+0.02

CC06

CHOCH 2 OH *** → CHO * +CH 2 OH * + *

1.23

−0.59

1.22

−0.74

1.21

−0.70

CC07

CHOHCH 2 O ** + * → CHOH * +CH 2 O **

0.80

−0.23

0.79

−0.28

0.76

−0.23

CC08

CH 2 OCH 2 O ** + 2* → 2CH 2 O **

0.61

−0.38

0.56

−0.45

0.39

−0.45

CC09

COCH 2 OH ** → CO * +CH 2 OH *

0.66

−0.92

0.63

−0.95

0.69

−0.89

CC10

COHCHOH ** → COH * + CHOH *

1.12

−0.23

1.09

−0.25

1.03

−0.27

CC11

COHCH 2 O ** + * → COH * +CH 2 O **

1.05

−0.35

1.03

−0.39

1.02

−0.42

CC12

CHOCHOH *** → CHO * +CHOH * + *

0.96

−0.51

0.90

−0.60

0.90

−0.56

CC13

CHOCH 2 O *** → CHO* +CH 2 O **

0.45

−0.72

0.46

−0.84

0.48

−0.78

CC14

COCHOH ** → CO * +CHOH *

0.41

−0.97

0.39

−0.97

0.46

−0.93

CC15

COCH 2 O ** + * → CO * +CH 2 O **

0.31

−0.82

0.32

−0.84

0.33

−0.85

Table 6.2 continued

Zero-point Corrected
ID

Reaction

Vapor Phase
(500 K)

Aqueous Phase
(500 K)

ΔE‡

ΔE rxn

ΔG‡

ΔG rxn

ΔG‡

ΔG rxn
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CC16

COHCOH ** → 2COH *

1.08

−0.48

1.06

−0.48

1.01

−0.58

CC17

COHCHO ** → COH * +CHO *

0.95

−0.64

0.87

−0.72

0.79

−0.80

CC18

CHOCHO **** → 2CHO * +2 *

0.91

−0.94

0.79

−1.14

0.78

−1.11

CC19

COCOH ** → CO * + COH *

0.64

−0.98

0.58

−1.00

0.58

−1.05

CC20

COCHO *** → CO * +CHO * + *

0.44

−1.30

0.38

−1.41

0.38

−1.39

CC21

COCO ** → 2CO *

0.02

−1.76

0.03

−1.76

0.05

−1.76

CH01

CH 2 OHCH 2 OH ** + * → CHOHCH 2 OH ** + H *

0.75

−0.48

0.83

−0.40

0.75

−0.39

CH02

CHOHCH 2 OH ** + 2* → COHCH 2 OH *** + H *

0.37

−0.41

0.38

−0.36

0.40

−0.29

CH03

CHOHCH 2 OH ** + * → CHOHCHOH ** + H *

0.35

−0.47

0.37

−0.46

0.34

−0.43

CH04

CH 2 OCH 2 OH ** + 2* → CHOCH 2 OH *** + H *

0.11

−0.69

0.10

−0.64

0.07

−0.52

CH05

CH 2 OCH 2 OH ** + * → CHOHCH 2 O ** + H *

0.34

−0.57

0.33

−0.53

0.37

−0.39

CH06

COHCH 2 OH *** → COHCHOH ** + H *

0.65

−0.51

0.64

−0.51

0.47

−0.47

CH07

CHOHCHOH ** + * → COHCHOH ** + H *

0.54

−0.45

0.58

−0.41

0.61

−0.33

CH08

CHOCH 2 OH *** → COCH 2 OH ** + H *

0.37

−0.83

0.27

−0.90

0.31

−0.88

CH09

CHOCH 2 OH *** +* → CHOCHOH *** + H *

0.55

−0.52

0.46

−0.52

0.45

−0.43

Table 6.2 continued

Zero-point Corrected
ID

Reaction

Vapor Phase
(500 K)

Aqueous Phase
(500 K)

ΔE‡

ΔE rxn

ΔG‡

ΔG rxn

ΔG‡

ΔG rxn
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CH10

CHOHCH 2 O ** + * → COHCH 2 O ** + H *

0.56

−0.44

0.57

−0.45

0.55

−0.43

CH11

CHOHCH 2 O ** + 2* → CHOCHOH *** + H *

0.05

−0.64

0.06

−0.63

0.05

−0.57

CH12

CH 2 OCH 2 O ** + 2* → CHOCH 2 O *** + H *

0.19

−0.58

0.21

−0.57

0.19

−0.58

CH13

COHCHOH ** + * → COHCOH ** + H *

0.71

−0.31

0.73

−0.33

0.67

−0.32

CH14

COCH 2 OH ** + * → COCHOH ** + H *

0.59

−0.38

0.61

−0.36

0.68

−0.26

CH15

CHOCHOH *** → COCHOH ** + H *

0.27

−0.70

0.21

−0.74

0.19

−0.71

CH16

CHOCHOH *** → COHCHO ** + H *

0.34

−0.44

0.33

−0.45

0.34

−0.39

CH17

COHCH 2 O** + * → COHCHO ** + H *

0.14

−0.63

0.16

−0.63

0.18

−0.53

CH18

CHOCH 2 O *** → COCH 2 O ** + H *

0.14

−1.07

0.14

−1.10

0.17

−1.00

CH19

CHOCH 2 O *** +2* → CHOCHO **** + H *

0.00

−0.70

0.04

−0.65

0.07

−0.57

CH20

COCHOH ** + * → COCOH ** + H *

0.49

−0.56

0.50

−0.53

0.48

−0.50

CH21

COHCHO ** + * → COCOH ** + H *

0.29

−0.81

0.30

−0.82

0.30

−0.82

CH22

COCH 2 O ** + 2* → COCHO *** + H *

0.16

−0.43

0.18

−0.39

0.18

−0.36

CH23

CHOCHO **** → COCHO *** + H *

0.10

−0.80

0.08

−0.84

0.10

−0.79

CH24

COCHO *** → COCO ** + H *

0.39

−0.71

0.36

−0.75

0.38

−0.70
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Vapor Phase
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ΔE‡

ΔE rxn
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ΔG‡
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CH25

CH3 OH * +* → CH 2 OH * + H *

0.46

−0.43

0.48

−0.38

0.48

−0.31

CH26

CH3 O * +2* → CH 2 O ** + H *

0.08

−0.56

0.17

−0.50

0.17

−0.46

CH27

CH 2 OH * +* → CHOH * + H *

0.37

−0.43

0.40

−0.38

0.41

−0.30

CH28

CH 2 O** → CHO * + H *

0.34

−0.92

0.32

−0.96

0.33

−0.90

CH29

CHOH * +* → COH * + H *

0.34

−0.57

0.36

−0.57

0.32

−0.63

CH30

CHO * +* → CO * + H *

0.15

−1.16

0.21

−1.10

0.24

−1.07

OH01

CH 2 OHCH 2 OH ** + * → CH 2 OCH 2 OH ** + H *

0.63

+0.40

0.71

+0.48

0.70

+0.39

OH02

CH 2 OCH 2 OH ** + * → CH 2 OCH 2 O ** + H *

0.53

+0.23

0.58

+0.27

0.69

+0.41

OH03

CHOHCH 2 OH ** + 2* → CHOCH 2 OH *** + H *

0.73

+0.18

0.75

+0.23

0.73

+0.26

OH04

CHOHCH 2 OH ** + * → CHOHCH 2 O ** + H *

0.89

+0.30

0.94

+0.35

0.97

+0.39

OH05

CHOCH 2 OH *** +* → CHOCH 2 O *** + H *

0.75

+0.35

0.79

+0.34

0.80

+0.36

OH06

CHOHCH 2 O ** + 2* → CHOCH 2 O *** + H *

0.95

+0.23

0.94

+0.23

0.95

+0.23

OH07

COHCH 2 OH *** → COCH 2 OH ** + H *

0.20

−0.24

0.19

−0.30

0.12

−0.34

OH08

COHCH 2 OH *** → COHCH 2 O** + H *

0.52

+0.26

0.57

+0.25

0.58

+0.25

OH09

CHOHCHOH ** + 2* → CHOCHOH *** + H *

0.60

+0.12

0.64

+0.17

0.67

+0.26

Table 6.2 continued
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Vapor Phase
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ΔE‡
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OH10

COCH 2 OH ** + * → COCH 2 O ** + H *

0.45

+0.11

0.52

+0.14

0.59

+0.25

OH11

COHCH 2 O ** + * → COCH 2 O ** + H *

0.11

−0.39

0.13

−0.42

0.19

−0.34

OH12

CHOCHOH *** +2* → CHOCHO **** + H *

0.80

+0.17

0.80

+0.20

0.73

+0.22

OH13

COHCHOH ** + * → COCHOH ** + H *

0.41

−0.12

0.41

−0.16

0.41

−0.12

OH14

COHCHOH ** + * → COHCHO ** + H *

0.71

+0.14

0.72

+0.13

0.69

+0.20

OH15

COCHOH ** + 2* → COCHO *** + H *

0.54

+0.07

0.62

+0.11

0.62

+0.14

OH16

COHCHO ** + 2* → COCHO *** + H *

0.41

−0.19

0.44

−0.18

0.43

−0.18

OH17

COHCOH ** + * → COCOH ** + H *

0.47

−0.36

0.50

−0.35

0.49

−0.30

OH18

COCOH ** + * → COCO ** + H *

0.43

−0.08

0.45

−0.12

0.45

−0.06

OH19

CH 3 OH * +* → CH3 O * + H *

0.65

+0.36

0.72

+0.36

0.75

+0.43

OH20

CH 2 OH * +2* → CH 2 O ** + H *

0.61

+0.22

0.67

+0.25

0.69

+0.28

OH21

CHOH * +* → CHO * + H *

0.36

−0.27

0.35

−0.34

0.29

−0.33

OH22

COH * +* → CO * + H *

0.53

−0.86

0.55

−0.87

0.63

−0.77

Table 6.3. Energetics (eV) of adsorption reactions in the limit of zero coverage.
Zero-point Corrected
ID

ΔE rxn

Reaction

Vapor Phase
ΔG rxn (500 K)

Aqueous Phase
ΔG rxn (500 K)

PBE

PBE-D3

PBE

PBE-D3

PBE

PBE-D3

AD01

CH 2 OHCH 2 OH + 2* → CH 2 OHCH 2 OH **

−0.46

−1.14

+0.58

−0.07

+0.52

−0.13

AD02

CH 3 OH + * → CH3 OH *

−0.27

−0.69

+0.65

+0.21

+0.58

+0.15

AD03

CO + * → CO *

−1.79

−2.02

−0.98

−1.22

−1.00

−1.25

AD04

H 2 + 2* → 2H *

−0.96

−1.06

−0.40

−0.49

−0.32

−0.41
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Table 6.4. Kinetic properties at 500 K for vapor- and aqueous-phase reforming of ethylene glycol over
Pt (111).

Vapor Phase

Aqueous Phase

Property
Model

Literature

Model

Literature

Apparent activation energy (eV)

1.52

0.83a, 1.35b, 0.59c

1.15

1.04d

Carbon monoxide order

−0.58

−0.4a, −0.4b, −0.54c

−0.61

Hydrogen order

−0.84
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Ethylene glycol order
Total pressure order
a

Experimental data10

b

Model predictions10

c

Model predictions14

d

Experimental data21

−0.47

−0.5d

1.0

0.4a, 0.05b, 0.38c

1.0

0.3–0.5d

−0.13

−0.10a, −0.02b, −0.26c

−1.89

−2.5d

Table 6.5. Sensitivity analysis for vapor- and aqueous-phase reforming of ethylene glycol over Pt (111).

Vapor Phase
425 K

500 K

Aqueous Phase
525 K

425 K

500 K

525 K

Degree of rate control
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CH 2 OHCH 2 OH ** + * → CHOHCH 2 OH ** + H *

0.23

0.16

0.14

0.26

0.26

0.27

CH 2 OHCH 2 OH ** + * → CH 2 OCH 2 OH ** + H *

0.19

0.35

0.51

0.66

0.69

0.70

CH 2 OCH 2 OH ** + 2* → CHOCH 2 OH *** + H *

0.56

0.47

0.34

0.07

0.04

0.03

CH 2 OCH 2 OH ** + * → CHOHCH 2 O ** + H *

0.02

0.01

0.01

Degree of thermodynamic rate control
H*

−1.04

−0.83

−0.66

−0.68

−0.53

−0.44

CO*

−0.50

−0.44

−0.39

−0.44

−0.39

−0.36

COH *

−0.09

−0.02

−0.01

−0.21

−0.09

−0.03

Table 6.6. Summary of vapor- and aqueous-phase microkinetic model
predictions with dispersion effects included.

Property

Vapor Phase

Aqueous Phase

Apparent activation energy (eV)

1.04

0.85

Carbon monoxide order

−0.45

−0.32

Hydrogen order

−1.01

−0.67

Ethylene glycol order

0.63

0.24

Total pressure order

−0.48

−0.34

Surface coverage at 500 K
CO*

48%

57%

H*

43%

32%

*

7%

7%

0.4%

0.9%

CH 2 OHCH 2 OH **
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Figure 6.1. Effect of temperature on coverage of most abundant
surface intermediates (A), and overall turnover frequency (B) in
vapor-phase reforming of ethylene glycol over Pt (111).
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Figure 6.2. Effect of carbon monoxide partial pressure (A), hydrogen partial pressure (B),
ethylene glycol partial pressure (C), and total pressure (D) on overall turnover frequency
in vapor-phase reforming of ethylene glycol over Pt (111) at 500 K.
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Figure 6.3. Free energy diagram at 500 K for vapor-phase reforming of ethylene glycol
over Pt in the limit of zero coverage. Species labels show surface intermediates sorted
(top to bottom) in order of increasing stability. Percent labels show fraction of the overall
reaction flux passing through different pathways and are sorted (top to bottom) in order
of increasing stability of respective transition states. Only those pathways are labeled that
contribute more than 2% of the overall reaction flux. Excess hydrogen atoms are
adsorbed on separate slabs and omitted from labels for simplicity.
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Figure 6.4. Comparison of vapor- and aqueous-phase reforming of
ethylene glycol over Pt (111). (A) Contribution of initial C−H and
O−H scission pathways to total rate of ethylene glycol
decomposition. (B) Ratio of reaction rates in aqueous and vapor
phases.
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Figure 6.5. Effect of temperature on surface coverages of most
abundant intermediates (A) and overall turnover frequency (B) in
aqueous-phase reforming of ethylene glycol over Pt (111).
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Figure 6.6. Effect of carbon monoxide partial pressure (A), hydrogen partial pressure (B),
ethylene glycol partial pressure (C), and total pressure (D) on overall turnover frequency
in aqueous-phase reforming of ethylene glycol over Pt (111) at 500 K.
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Figure 6.7. Free energy diagram at 500 K for aqueous-phase reforming of ethylene glycol
over Pt in the limit of zero coverage. Species labels show surface intermediates sorted
(top to bottom) in order of increasing stability. Percent labels show fraction of the overall
reaction flux passing through different pathways and are sorted (top to bottom) in order
of increasing stability of respective transition states. Only those pathways are labeled that
contribute more than 2% of the overall reaction flux. Excess hydrogen atoms are
adsorbed on separate slabs and omitted from labels for simplicity.
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CHAPTER 7
CONCLUSIONS AND FUTURE RESEARCH DIRECTIONS
7.
7.1. Conclusions

The catalytic conversion of biomass to fuels and chemicals is a promising strategy
to ease the growing concerns surrounding global warming and long term sustainability of
a fossil fuel economy. Aqueous-phase processing of lignocellulosic biomass derived
oxygenated hydrocarbons over supported transition metal catalysts for production of
hydrogen and targeted molecular weight alkanes is particularly attractive. Rational
catalyst design for such processes has however been hindered by an inadequate
understanding of heterogeneous catalysis in an aqueous environment.
This dissertation presented a case study for the application of first-principles
calculations for systematic investigation of complex reaction pathways at a metal–water
interface. In the first part of this dissertation, novel QM/MM methods were developed to
account for the effects of an aqueous environment on reaction moieties adsorbed on a
metal slab. Specifically, periodic planewave DFT calculations were integrated with a
nonperiodic continuum solvation model (implicit solvation) and with molecular dynamics
simulations (explicit solvation). Both approaches were systematically validated against
the results of ab initio QM calculations. The main conclusions drawn from this part of the
work are:
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(1)

The effect of water on the bonding characteristics of transition metal surfaces
with adsorbates is short ranged. As a result, adsorption energies in water can be
evaluated by a combination of periodic DFT calculations in vacuum and
properly chosen cluster model calculations in solvent.

(2)

The QM cluster must include all metal atoms forming the adsorption site and
their nearest neighbors (in surface plane as well as in the next layer).
Convergence is achieved for small metal clusters and basis sets.

(3)

Carbon monoxide binds more strongly to Pt (111) and Pd (111) in water leading
to a red shift in CO stretching frequency. This is due to an indirect electronic
effect of water on the metal atoms forming the adsorption site and can be
explained by an increased π back-donation from the metal surface to the
adsorbed CO molecule.

(4)

C−C bond scission in dehydrogenated ethylene glycol is hindered in water and
can be explained by changes in intramolecular hydrogen bonding. Both implicit
and explicit solvation schemes are in good agreement. An explicit solvation
scheme is able to account for site-specific interactions and predicts larger
structural changes in water.

(5)

The computational cost of implicit solvation is comparable to planewave
(vacuum) calculations whereas explicit solvation (QM/MM-FEP) is 1–2 orders
of magnitude more expensive.
In the second part of this dissertation, reaction pathways in Pt catalyzed ethylene

glycol reforming in vapor and aqueous phases were systematically investigated. The main
conclusions drawn from this part of the work are:
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(1)

Initial dehydrogenation steps are rate controlling in the ethylene glycol
decomposition over Pt (111). The dominant pathway is always through initial
O−H scission, but the pathway though initial C−H scission also remains
kinetically relevant at all temperatures. The reforming mechanism is highly
selective toward complete decomposition to H2 and CO.

(2)

C−C bond cleavage reactions are not rate limiting, occur only after a significant
dehydrogenation and almost exclusively in those intermediates where one of the
cleavage products is CO.

(3)

An aqueous environment increases the rate of decomposition by lowering the
activation energy. The initial C−H cleaving transition state is disproportionately
stabilized in water, resulting in a larger contribution of this pathway to the total
reaction flux. However, the pathway through initial O−H bond cleavage remains
dominant.

(4)

The dominant surface intermediates and rate controlling elementary steps are the
same in both vapor and aqueous phases. Reaction fluxes through various
pathways and respective sensitivity coefficients are also comparable, indicating
that the reforming chemistry on platinum is similar in both phases.
A three-step procedure can be envisioned for simulating complex heterogeneously

catalyzed reaction networks in aqueous environments:
(1)

Planewave DFT calculations (complete reaction network)

(2)

Implicit solvation (complete reaction network) and microkinetic modeling to
perform a preliminary screening to identify those surface intermediates and

156

elementary reactions that are kinetically important and most sensitive to an
aqueous environment.
(3)

Explicit solvation (important elementary steps) to refine the description of the
liquid phase.

7.2. Future Research Directions

Development and validation of new computational approaches for simulating
chemical reactions at metal–water interfaces have been the primary focus of this
dissertation. Other areas of interest identified from this work include:
(1)

The QM/MM-FEP method (Chapter 5) is currently limited to surface reactions.
Adsorption of a molecule from the gas phase on to a metal slab would require
creation or annihilation of atoms during these simulations and is not achievable
in the current development. Considering that these effects can be relatively
easily described using a thermodynamic integration (TI) approach, a
QM/MM-TI method is needed for simulating adsorption–desorption processes.

(2)

As pointed out in section 2.3, an alternative pathway for ethylene glycol
decomposition proceeds through selective cleavage of C−O bonds and leads to
the formation of alkanes. Considering that the effects of an aqueous environment
are likely stronger on a heterolytic bond cleavage (C−O) compared to a
homolytic bond cleavage (C−C), this pathway should be explored to obtain
insights into the selectivity challenges in vapor and aqueous phases.

(3)

Linear scaling relationships are widely used for estimating adsorbate binding
energies and activation barriers for reactions at metal–gas interfaces. It may be
possible to identify similar general descriptors in aqueous phase.
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Table A.1. Results from periodic-slab calculations (vacuum) for CO on
Pd (111) and Pt (111) with PBE functional.
ΔνC−O

( cm )

E ads

( kcal / mol )

ΔL C − O

ΔL C − M

Pd (111)/top

2027

−32.26

115.77

186.89

Pd (111)/fcc

1766

−47.38

119.28

207.13

Pd (111)/hcp

1771

−46.83

119.31

207.01

Pt (111)/top

2053

−39.16

115.79

184.98

Pt (111)/fcc

1745

−42.58

119.73

210.97

Pt (111)/hcp

1754

−41.55

119.62

211.08

−1
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( pm )

( pm )

Table A.2. Results from iSMS calculations (water) for CO on Pd (111) and Pt (111) with
PBE functional.
ΔνC−O

( cm )

G ads

( kcal / mol )

ΔL C − O

ΔL C − M

19

2025

−31.53

115.93

186.36

Pd (111)/fcc

24

1717

−48.79

120.21

206.11

Pd (111)/hcp

22

1716

−49.25

120.31

205.77

Pt (111)/top

19

2132

−38.93

115.73

184.81

Pt (111)/fcc

24

1696

−44.04

120.61

210.05

Pt (111)/hcp

22

1706

−42.92

120.51

209.82

N metal

Pd (111)/top

−1
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( pm )

( pm )

Table A.3. Results from iSMS calculations (vacuum/water) for CO on Pd (111) and
Pt (111) with PBE0 functional.

N metal

ΔνC−O

( cm )
−1

E ads G ads

( kcal / mol )

ΔL C − O

ΔL C − M

( pm )

( pm )

Calculations in vacuum
Pd (111)/top

19

2140

−39.13

114.28

185.42

Pt (111)/top

19

2161

−57.31

114.28

183.54

Calculations in water
Pd (111)/top

19

2096

−39.24

114.48

184.90

Pt (111)/top

19

2132

−59.31

114.29

183.39
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Table B.1. ESP-fitted and NPA charges for a 51-atom, Pt
(111) cluster.

Atoma

Charge (au)b
ESP-fitted

NPA

Pt-1

0.0008 ± 0.027

0.0773 ± 0.008

Pt-2

−0.0001 ± 0.027

0.0823 ± 0.009

Pt-3

−0.0066 ± 0.030

0.0785 ± 0.007

Pt-4

0.0209 ± 0.018

−0.0940 ± 0.005

Pt-5

−0.0124 ± 0.025

0.0769 ± 0.007

Pt-6

0.0036 ± 0.022

0.0853 ± 0.006

Pt-7

0.0048 ± 0.018

−0.0269 ± 0.005

Pt-8

0.0009 ± 0.020

−0.0280 ± 0.004

Pt-9

0.0027 ± 0.023

0.0839 ± 0.006

Pt-10

−0.0115 ± 0.028

0.0956 ± 0.010

Pt-11

0.0327 ± 0.018

−0.0464 ± 0.005

Pt-12

−0.0464 ± 0.015

−0.0004 ± 0.004

Pt-13

0.0278 ± 0.023

−0.0459 ± 0.005

Pt-14

−0.0119 ± 0.029

0.0927 ± 0.010

Pt-15

0.0060 ± 0.024

0.0321 ± 0.008

Pt-16

0.0145 ± 0.019

−0.0448 ± 0.005

Pt-17

0.0130 ± 0.020

−0.0449 ± 0.005
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Table B.1 continued

a

Charge (au)b

Atom

ESP-fitted

NPA

Pt-18

0.0005 ± 0.026

0.0315 ± 0.006

Pt-19

−0.0134 ± 0.026

0.0930 ± 0.010

Pt-20

−0.0049 ± 0.024

0.0737 ± 0.007

Pt-21

−0.0118 ± 0.026

0.0916 ± 0.008

Pt-22

−0.0204 ± 0.046

−0.0544 ± 0.041

Pt-23

0.0162 ± 0.056

0.0390 ± 0.037

Pt-24

−0.0135 ± 0.048

−0.0487 ± 0.040

Pt-25

0.0123 ± 0.046

−0.0009 ± 0.033

Pt-26

−0.0156 ± 0.082

−0.0280 ± 0.025

Pt-27

0.0036 ± 0.064

−0.0212 ± 0.020

Pt-28

0.0077 ± 0.047

−0.0004 ± 0.030

Pt-29

−0.0005 ± 0.046

−0.0066 ± 0.034

Pt-30

−0.0281 ± 0.095

−0.0297 ± 0.030

Pt-31

0.0281 ± 0.086

−0.0487 ± 0.027

Pt-32

−0.0149 ± 0.081

−0.0260 ± 0.026

Pt-33

−0.0115 ± 0.052

−0.0165 ± 0.035

Pt-34

−0.0075 ± 0.053

−0.0409 ± 0.042

Pt-35

0.0115 ± 0.081

−0.0189 ± 0.023

Pt-36

−0.0054 ± 0.088

−0.0542 ± 0.025

Pt-37

0.0108 ± 0.076

−0.0474 ± 0.022

Pt-38

0.0126 ± 0.083

−0.0165 ± 0.029

Pt-39

−0.0184 ± 0.045

−0.0509 ± 0.038

Pt-40

0.0055 ± 0.054

0.0030 ± 0.033

Pt-41

−0.0196 ± 0.097

−0.0297 ± 0.034

Pt-42

0.0040 ± 0.089

−0.0491 ± 0.027
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Table B.1 continued
Charge (au)b

a

Atom

a

ESP-fitted

NPA

Pt-43

0.0008 ± 0.076

−0.0227 ± 0.028

Pt-44

0.0042 ± 0.067

0.0035 ± 0.041

Pt-45

0.0126 ± 0.043

0.0008 ± 0.030

Pt-46

0.0149 ± 0.086

−0.0160 ± 0.028

Pt-47

0.0070 ± 0.084

−0.0183 ± 0.031

Pt-48

0.0165 ± 0.073

0.0039 ± 0.045

Pt-49

−0.0175 ± 0.047

−0.0364 ± 0.038

Pt-50

0.0222 ± 0.046

0.0118 ± 0.034

Pt-51

−0.0268 ± 0.040

−0.0431 ± 0.031

Atoms 1–21 are in 2nd layer; atoms 22–51 are in top layer

(exposed to water).
b

Average charges and standard deviations are computed

using 50 representative water configurations, 2 ps apart.

Average time required for charge analysis using converged wavefunctions:
ESP-fitted charges: 52 minutes 37 seconds (±12.3 seconds)
NPA charges: 1 minute 6 seconds (±0.4 seconds)
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Table C.1. Binding modes and number of occupied surface sites for all
surface intermediates.

ID

Surface Intermediate

Binding Mode

Nsite

A1

CH 2 OHCH 2 OH

O

2

B1

CH 2 OCH 2 OH

O

2

B2

CHOHCH 2 OH

C

2

C1

CHOHCHOH

C, C

2

C2

CHOCH 2 OH

C, O

3

C3

CH 2 OCH 2 O

O, O

2

C4

CHOHCH 2 O

C, O

2

C5

COHCH 2 OH

Cbridge

3

D1

CHOCH 2 O

C, O, O

3

D2

COHCHOH

C, Cbridge

2

D3

CHOCHOH

C, C, O

3

D4

COHCH 2 O

C, O

2

D5

COCH 2 OH

C

2

E1

COCHOH

C, C

2

E2

COCH 2 O

C, O

2

E3

CHOCHO

C, C, O, O

4

E4

COHCOH

Cbridge, Cbridge

2

E5

COHCHO

Cbridge, O

2
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Table C.1 continued

ID

Surface Intermediate

Binding Mode

Nsite

F1

COCHO

C, C, O

3

F2

COCOH

C, Cbridge

2

G1

COCO

C, C

2

H1

CH 3 OH

O

1

I1

CH 3 O

O

1

I2

CH 2 OH

C

1

J1

CH 2 O

C, O

2

J2

CHOH

Cbridge

1

K1

CHO

C

1

K2

COH

Cfcc

1

L1

CO

Cfcc

1

M1

H

Hfcc

1
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Top and side views of most stable structures for all surface intermediates. Identification
codes (side views) are listed in Table C.1.
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Table C.2. Imaginary frequencies and transition state bond lengths for all surface
reactions included in the microkinetic model.

ID

(

ν cm −1

Reaction

)

TS Bond length (Å)

CC01

CH 2 OHCH 2 OH ** → 2CH 2 OH *

493i

2.18

CC02

CHOHCH 2 OH ** → CHOH * +CH 2 OH *

281i

2.43

CC03

CH 2 OCH 2 OH ** + * → CH 2 O ** + CH 2 OH *

686i

2.03

CC04

COHCH 2 OH *** → COH * +CH 2 OH * + *

455i

2.09

CC05

CHOHCHOH ** → 2CHOH *

655i

2.11

CC06

CHOCH 2 OH *** → CHO * +CH 2 OH * + *

680i

1.99

CC07

CHOHCH 2 O ** + * → CHOH * +CH 2 O **

474i

2.14

CC08

CH 2 OCH 2 O ** + 2* → 2CH 2 O **

344i

2.17

CC09

COCH 2 OH ** → CO * +CH 2 OH *

370i

2.38

CC10

COHCHOH ** → COH * + CHOH *

624i

2.11

CC11

COHCH 2 O ** + * → COH * +CH 2 O **

505i

2.20

CC12

CHOCHOH *** → CHO * +CHOH * + *

747i

1.94

CC13

CHOCH 2 O *** → CHO* +CH 2 O **

552i

2.02

CC14

COCHOH ** → CO * +CHOH *

567i

2.03

CC15

COCH 2 O ** + * → CO * +CH 2 O **

429i

2.09

CC16

COHCOH ** → 2COH *

268i

1.84

CC17

COHCHO ** → COH * +CHO *

568i

2.01

CC18

CHOCHO **** → 2CHO * +2 *

691i

1.77

CC19

COCOH ** → CO * + COH *

618i

1.96

CC20

COCHO *** → CO * +CHO * + *

511i

1.84

CC21

COCO ** → 2CO *

423i

1.89

CH01

CH 2 OHCH 2 OH ** + * → CHOHCH 2 OH ** + H *

880i

1.48

CH02

CHOHCH 2 OH ** + 2* → COHCH 2 OH *** + H *

762i

1.44

CH03

CHOHCH 2 OH ** + * → CHOHCHOH ** + H *

570i

1.66

CH04

CH 2 OCH 2 OH ** + 2* → CHOCH 2 OH *** + H *

546i

1.57
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Table C.2 continued

ID

(

ν cm −1

Reaction

)

TS Bond length (Å)

CH05

CH 2 OCH 2 OH ** + * → CHOHCH 2 O ** + H *

727i

1.66

CH06

COHCH 2 OH *** → COHCHOH ** + H *

769i

1.54

CH07

CHOHCHOH ** + * → COHCHOH ** + H *

775i

1.51

CH08

CHOCH 2 OH *** → COCH 2 OH ** + H *

475i

1.33

CH09

CHOCH 2 OH *** +* → CHOCHOH *** + H *

873i

1.52

CH10

CHOHCH 2 O ** + * → COHCH 2 O ** + H *

970i

1.45

CH11

CHOHCH 2 O ** + 2* → CHOCHOH *** + H *

611i

1.57

CH12

CH 2 OCH 2 O ** + 2* → CHOCH 2 O *** + H *

594i

1.60

CH13

COHCHOH ** + * → COHCOH ** + H *

1024i

1.43

CH14

COCH 2 OH ** + * → COCHOH ** + H *

697i

1.53

CH15

CHOCHOH *** → COCHOH ** + H *

600i

1.45

CH16

CHOCHOH *** → COHCHO ** + H *

739i

1.57

CH17

COHCH 2 O** + * → COHCHO ** + H *

709i

1.53

CH18

CHOCH 2 O *** → COCH 2 O ** + H *

200i

1.35

CH19

CHOCH 2 O *** +2* → CHOCHO **** + H *

582i

1.56

CH20

COCHOH ** + * → COCOH ** + H *

826i

1.54

CH21

COHCHO ** + * → COCOH ** + H *

262i

1.36

CH22

COCH 2 O ** + 2* → COCHO *** + H *

677i

1.59

CH23

CHOCHO **** → COCHO *** + H *

437i

1.39

CH24

COCHO *** → COCO ** + H *

465i

1.39

CH25

CH3 OH * +* → CH 2 OH * + H *

798i

1.63

CH26

CH3 O * +2* → CH 2 O ** + H *

604i

1.59

CH27

CH 2 OH * +* → CHOH * + H *

743i

1.66

CH28

CH 2 O** → CHO * + H *

156i

1.44

CH29

CHOH * +* → COH * + H *

241i

1.51

CH30

CHO * +* → CO * + H *

243i

1.60
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Table C.2 continued

ID

(

ν cm −1

Reaction

)

TS Bond length (Å)

OH01

CH 2 OHCH 2 OH ** + * → CH 2 OCH 2 OH ** + H *

381i

1.36

OH02

CH 2 OCH 2 OH ** + * → CH 2 OCH 2 O ** + H *

372i

1.69

OH03

CHOHCH 2 OH ** + 2* → CHOCH 2 OH *** + H *

290i

1.58

OH04

CHOHCH 2 OH ** + * → CHOHCH 2 O ** + H *

990i

1.62

OH05

CHOCH 2 OH *** +* → CHOCH 2 O *** + H *

677i

1.34

OH06

CHOHCH 2 O ** + 2* → CHOCH 2 O *** + H *

448i

1.57

OH07

COHCH 2 OH *** → COCH 2 OH ** + H *

757i

1.35

OH08

COHCH 2 OH *** → COHCH 2 O** + H *

356i

1.70

OH09

CHOHCHOH ** + 2* → CHOCHOH *** + H *

420i

1.45

OH10

COCH 2 OH ** + * → COCH 2 O ** + H *

396i

1.36

OH11

COHCH 2 O ** + * → COCH 2 O ** + H *

1028i

1.44

OH12

CHOCHOH *** +2* → CHOCHO **** + H *

391i

1.46

OH13

COHCHOH ** + * → COCHOH ** + H *

1049i

1.53

OH14

COHCHOH ** + * → COHCHO ** + H *

210i

1.57

OH15

COCHOH ** + 2* → COCHO *** + H *

829i

1.46

OH16

COHCHO ** + 2* → COCHO *** + H *

1141i

1.27

OH17

COHCOH ** + * → COCOH ** + H *

921i

1.34

OH18

COCOH ** + * → COCO ** + H *

878i

1.26

OH19

CH 3 OH * +* → CH3 O * + H *

293i

1.71

OH20

CH 2 OH * +2* → CH 2 O ** + H *

555i

1.57

OH21

CHOH * +* → CHO * + H *

500i

1.57

OH22

COH * +* → CO * + H *

1517i

1.31
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Top and side views of transition state structures for all surface reactions. Identification
codes (side views) are listed in Table C.2.
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Table C.3. Number of unique structures used for
fitting CO−CO and H−H lateral interactions.
θ ( CO or H )

N

1/36

1

1/9

1

2/9

2

3/9

5

4/9

5

5/9

5

6/9

5

7/9

2

8/9

1

9/9

1

Table C.4. Number of unique structures used for
fitting EG−CO and EG−H lateral interactions
(EG = Ethylene Glycol).
θ ( CO or H )

θEG

N

1/16

1/16

8
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Table C.5. Number of unique structures used
for fitting CO−H lateral interactions.
θ CO

θH

N

1/9

1/9

2

1/9

2/9

7

1/9

3/9

13

1/9

4/9

18

1/9

5/9

13

1/9

6/9

7

1/9

7/9

2

1/9

8/9

1

2/9

1/9

7

2/9

2/9

18

2/9

3/9

32

2/9

4/9

32

2/9

5/9

18

2/9

6/9

7

2/9

7/9

2

3/9

1/9

13

3/9

2/9

32

3/9

4/9

32

3/9

5/9

13

3/9

6/9

5

4/9

1/9

18

4/9

2/9

32
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