ABSTRACT Soft set theory is a good tool to deal with uncertain problems. The study of reduction problem is an important part of soft set theory. Different decision-making criteria lead to different reduction methods. In this paper, the problem of parameter reduction of soft sets is studied based on the score decision criteria. Four cases of dispensable sets are discussed in parameter reduction. Then, a newly parameter reduction method is proposed. Finally, a comparison is shown between the new proposed parameter reduction method and the previous parameter reduction method based on the choice value decision criteria, and remarks are given.
I. INTRODUCTION
Soft set theory overcomes the shortcomings of traditional mathematical tool and has great application superiority to deal with uncertainties. In 1999 soft set theory was first proposed by Molodtsov [1] . After that, soft set was widely developed and has many extension theories. In the field of soft set theory, Zhang et al. [2] put forward the concepts of fuzzy soft β-minimal descriptions and fuzzy soft β-maximal descriptions and constructed four types of fuzzy soft β-neighborhoods. Further, a new algorithm by means of fuzzy soft β-coverings based fuzzy rough set [3] and a novel type of soft rough covering by means of soft neighborhoods [4] are proposed. Then, Zhan and Alcantud [5] built five new different types of soft coverings based rough sets and gave two special algorithms based on the first two types of soft coverings based rough sets. In the field of decision making problems, Peng and Yang [6] took regret aversion and prospect preference of decision makers into consideration in the decision progress to solve stochastic multi-criteria decision making problem. Three algorithms to solve single-valued neutrosophic soft decision making problem are proposed by evaluation based on distance from average solution, similarity measure and level soft set [7] . Then three algorithms to solve interval-valued fuzzy soft decision making problem are proposed by weighted distance based approximation, combinative distance-based assessment and similarity measure [8] . Ma et al. [9] compared soft set theory and fuzzy set theory and elaborated some reviews to decision making methods based on two classes of hybrid soft method, soft rough fuzzy sets and soft fuzzy rough sets. Zhan and Xu [10] presented an approach to multiple criteria group decision making problem based on the theoretical discussion for the covering based on multigranulation rough fuzzy set models. Further, Zhan et al. [11] introduced covering based multigranulation (I,T)-fuzzy rough set models from fuzzy β-neighborhoods, and established two kinds of decision-making methods.
Parameter reduction is also a very active field in soft set theory. In 2002, Maji et al. [12] put forward the concept of reduct-soft-set, which was the initial idea in parameter reduction. Since then, researchers began to concentrate on parameter reduction in soft set theory. Chen et al. [13] defined parameter reduction in soft set and pointed out that Maji's reduct-soft-set method was attribute reduction in rough set theory, and made a comparison between their method and Maji's method. Chen et al.'s parameter reduction method is related to delete dispensable parameters on the foundation of the unchanged optimal decision objects. While after deleting optimal objects, the suboptimal decision objects are not right based on the reduction soft set. Then Kong et al. [14] came up with new definitions and normal parameter reductions in soft set and fuzzy soft set, and a new algorithm was put forward to solve aforementioned drawbacks. Ma et al. [15] found Kong's normal parameter reduction algorithm was complex and difficult to understand, and then a simplified normal parameter reduction algorithm was proposed. Ali [16] put forward a new special method of parameters reduction with application of the idea of attribute reduction in rough set theory. Gong et al. [17] went further with regard to parameters reduction concepts in bijective soft set decision system. Kong et al. [18] constructed a mathematical model about normal parameter reduction in soft set, and used particle swarm algorithm to solve the reduction. Han et al. pointed out some inappropriate notes and gave explicit model in [19] , and defined the matrix of dominant support parameters and proposed approaches for dealing with the reduction problems of normal and pseudo parameter by transforming them into a series of equivalent 0-1 linear programming models [20] . Xie [21] investigated the soft sets parameter reduction in light of the attribute reduction which is applied widely in information systems. Zhan and Alcantud [22] reviewed some different algorithms of parameter reduction based on some types of (fuzzy) soft sets and compared these algorithms to emphasize their respective advantages and disadvantages. Kong et al. [23] studied a case of dispensable set in fuzzy soft set.
The purpose of parameter reduction is to delete dispensable parameters, and the decision order is unchanged. For the parameter reduction, there are two important factors, one is the decision criteria, and the other is the dispensable set. In the current study about decision making problems in fuzzy soft set, there are two kinds of decision criteria, one is the score criteria [24] , and the other is choice value criteria [25] . Different decision-making criteria can lead to different dispensable set, that is different reduction method. For the choice value criteria, researchers have studied the characteristics of dispensable set and presented parameter reduction method [14] . For the score criteria, parameter with same choice values is studied, but other cases are not discussed. In this paper, several dispensable sets in other cases are discussed, and parameter reduction method is presented.
The organization of the rest of this paper is stated as follows. Section 2 summaries the normal parameter reduction method in [14] and score criteria in [24] . Section 3 presents new definitions. Section 4 analyzes the characteristics of dispensable sets and proposes a new parameter reduction method. In section 5, two kinds of parameter reduction methods are compared with an example. In Section 6 we applied the new method in assessment of the self-care ability for disabled elders. Finally, based on all aforementioned analysis, we reach a valid conclusion in the end of this paper.
II. PRELIMINARIES
In this section, we review the basic notions of soft sets and fuzzy soft sets. The decision making criteria and the normal parameter reduction method in fuzzy soft set are reviewed too.
Definition 1 [1] : A pair (F, E) is called a soft set (over U ) if and only if F is a mapping of E into the set of all subsets of the set U , i.e., F : E → P(U ), where P(U ) is the power set of U .
Definition 2 [24] : Let U be an initial universe set and E be a set of parameters. Let P(U ) denote the set of all fuzzy sets in U . Then (F, E) is called a fuzzy soft set over U , where F is a mapping given by F : E → P(U ).
Roy and Maji proposed a decision criteria for decision making problems which was called as score criteria . The  method constructs a comparison table based on fuzzy soft  set table, then calculates score table to make decision. Next, we will review the method of parameter reduction in fuzzy soft set. Score decision criteria and parameter reduction method are presented in Table 1 . 
III. NEW DEFINITIONS
Constructing comparison table is an important progress of score criteria in [23] , it contains many patterns of original data. The comparison table is computed by comparing the values of each object, that is, this table indicates the priority of an object over others.
In the following paper, we have some discussions on the dispensable set based on score criteria. In order to illustrate this problem thoroughly, some new definitions are necessary.
Definition 3: For fuzzy soft set (F, E), with parameter set E = {e 1 , e 2 , · · · , e m } and object set U = {p 1 , p 2 , · · · , p n }. If there exists a subset T , the fuzzy soft sets (F, E) and (F, E − T ) have the same decisions orders according to the score method, then we said T is the dispensable set of E.
Definition 4: For fuzzy soft set (F, E), with parameter set E = {e 1 , e 2 , · · · , e m } and object set U = {p 1 , p 2 , · · · , p n }. If T is the maximum dispensable set of E, then E − T is the parameter reduction of E.
In order to simple explanation, some representations are defined. We take advantageous of s-normal parameter reduction (that is the parameter reduction based on score criteria) to express the new proposed parameter reduction method. And we express the normal parameter reduction in [18] with VOLUME 7, 2019 cv-normal parameter reduction (that is the normal parameter reduction based on choice value criteria). W E is comparison matrix of E, which elements are constructed by values in comparison table.
For the parameter reduction in soft set theory, the decision results are unchanged before and after deleting dispensable set, which is an essential principle to consider. In the following, we will discuss the dispensable sets.
IV. ANALYSIS OF DISPENDABLE SETS
Four cases are considered about the dispensable sets based on score criteria in fuzzy soft set. 4 } be the set of factors that decision maker considered. By recording data, we get the fuzzy soft set (F, E), which is presented in Table 2 . According to calculation, we can get comparison table and score table, which correspond to Table 3 and Table 4 , respectively. From Table 4 , we can see the score of each scheme is {4, −6, 4, −2, 0}, so the priority of these schemes is p 1 = p 3 p 5 p 4 p 2 . If the factors e 1 and e 2 are deleted, let parameter set T = {e 1 , e 2 }, then we can use Table 5 to present the new fuzzy soft set (F, E − T ). According to calculation, we can get comparison table and score table, which correspond to  Table 6 and Table 7 , respectively. From Table 7 , we can see the score of each scheme is {4, −6, 4, −2, 0}, so the priority of these schemes is p 1 = p 3 p 5 p 4 p 2 . If the parameter set T = {e 1 , e 2 } is deleted, we can see the priority of schemes are unchanging. Then it is reasonable to say that the parameter set T = {e 1 , e 2 } is dispensable set in fuzzy soft set (F, E) on the basis of score method. Now let us consider the dispensable set T = {e 1 , e 2 }, where
For parameter e 1 , the choice values are displayed in ascending order. And for parameter e 2 , the choice values are displayed in descending order.
Further, consider the comparison matrix W E corresponding with Table 3 and W E−T corresponding with Table 6 , 
After computing the difference of W E − W E−T , we found the following equation:
W E − W E−T is a symmetric matrix, then the difference r i − t i of the matrix W E −W E−T is unchanged, therefore the decision orders are unchanged. Then a theorem comes out which are presented below.
Theorem 6: For fuzzy soft set (F, E), let U = {p 1 , p 2 , · · · , p n } be a set of n objects, E = {e 1 , e 2 , · · · , e m } is parameter set. T and R are two maximal subsets,
If T ∪ R is the only one dispensable set, then T ∪ R is dispensable set and E − T − R is the s-normal parameter reduction of E.
Proof: For two parameter set T and R, T ∩R = ∅,
The tabular representation of fuzzy soft set (F, E) is shown in Table 8 .
TABLE 8. The tabular representation of (F, E).
Suppose W E ij symbolizes a specific value in comparison table of (F, E) which is located in row i and column j,
where ζ is the number of parameters in T or R, χ ij is used to present the number of parameters of E −T −R which satisfy the condition when the membership value of p i is greater than or equal to that of p j . Let's say element W E ij makes up n × n matrix W E , then W E can be represented below,
After deleteing parameter sets T and R, the comparison matrix W E−T −R is shown as follows,
Since W E − W E−T −R is symmetric matrix, then T ∪ R is dispensable set. If T and R are two maximal subsets, then it is valid to say that the s-normal parameter reduction of E is E − T − R. Therefore, the conclusion is verified by this mathematical proof.
B. CASE 2
Secondly, we consider next special case. For two parameters of fuzzy soft set which is presented in a tabular form, if choice values in one column are in semi-ascending order, choice values in the other column are in semi-descending order. Let us analyze whether these two parameters are dispensable.
} be the set of five schemes in the selection of rail transit route, E = {e 1 , e 2 , e 3 , e 4 } be the set of factors that decision maker considered. By recording data, we can use Table 9 to present the new fuzzy soft set (F, E). According to calculation, we can get comparison table and score table, which correspond to  Table 10 and Table 11 , respectively. From Table 11 , we can see the score of each scheme is {4, −6, 4, −2, 0}, so the priority of these schemes is p 1 = p 3 p 5 p 4 p 2 .
If the factors e 1 and e 2 are deleted, let parameter set T = {e 1 , e 2 }, then we can use Table 5 to present the new fuzzy soft set (F, E − T ). According to calculation, we can get comparison table and score table, which correspond to  Table 6 and Table 7 , respectively. From Table 7 , we can see the score of each scheme is {4, −6, 4, −2, 0}, so the priority of these schemes is
If the parameter set T = {e 1 , e 2 } is deleted, we can see the priority of schemes are unchanging. Then it is reasonable to VOLUME 7, 2019 TABLE 9. The tabular representation of (F, E). say that the parameter set T = {e 1 , e 2 } is dispensable set in fuzzy soft set (F, E) on the basis of score criteria. Now let us consider the dispensable set T = {e 1 , e 2 }, where
For parameter e 1 , the choice values are displayed in semiascending order. And for parameter e 2 , the choice values are displayed in semi-descending order.
Further, let's switch our attention to the comparison matrix W E presented in Table 8 and W E−T displayed in Table 6 , 
W E −W E−T is a symmetric matrix, then the decision results before and after reduction are invariable. Then some findings come out which are presented below.
Theorem 8: For fuzzy soft set (F, E), let U = {p 1 , p 2 , · · · , p n } be a set of n objects, E = {e 1 , e 2 , · · · , e m } is parameter set. There exist two parameters e 1 and e 1 , e 1 , e 1 ⊂ E,
And these choice values satisfying
then e 1 and e 1 are the dispensable parameters. If there don't exist other dispensable set, then it is reasonable to say that the s-normal parameter reduction of E is E − e 1 − e 1 .
Proof: Suppose that fuzzy soft set (F, E) in a tabular form is presented below in Table 12 .
TABLE 12. The tabular representation of (F, E).
For e 1 and e 1 , e 1 , e 1 ⊂ E, these choice values satisfying
then the comparison matrix is as follows:
where χ kv is used to present the number of parameters in E −e 1 −e 1 which satisfy the condition when the membership value of p k is greater than or equal to that of p v .
.
After we deleted parameter e 1 and e 1 , the comparison matrix W E−e 1 −e 1 is shown as follows,
Therefore W E −W E−e 1 −e 1 is as shown at the top the next page, where each element in matrix ones(m.n) is 1, and eye(i) is identity matrix.
Since W E − W E−e 1 −e 1 is symmetric matrix, then {e 1 , e 1 } is dispensable set. If {e 1 , e 1 } is a maximal subset, then it is valid to say the s-normal parameter reduction of E is E − e 1 − e 1 . Therefore, the conclusion is verified by this mathematical proof.
C. CASE 3
Thirdly, let's turn to a general case. For two parameters of fuzzy soft set which is presented in a tabular form, if sorts of choice values in two columns satisfy certain conditions, let us analyze whether these two parameters are dispensable.
Example 9: Let U = {p 1 , p 2 , p 3 , p 4 , p 5 } be the set of five schemes in the selection of rail transit route, E = {e 1 , e 2 , e 3 , e 4 } be the set of factors that decision maker considered. By recording data, we can use Table 13 to present the new fuzzy soft set (F, E). According to calculation, we can get comparison table and score table, which correspond to Table 14 and Table 15 , respectively. From Table 15 , we can see the score of each scheme is {4, −6, 4, −2, 0}, so the priority of these schemes is p 1 = p 3 p 5 p 4 p 2 . If the factors e 1 and e 2 are deleted, let parameter set T = {e 1 , e 2 }, then we can use Table 5 to display the new fuzzy soft set (F, E). According to calculation, we can get comparison table and score table, which correspond to Table 6 and  Table 7 , respectively. From Table 7 , we can see the score of each scheme is {4, −6, 4, −2, 0}, so the priority of these schemes is p 1 = p 3 p 5 p 4 p 2 .
If the parameter set T = {e 1 , e 2 } is deleted, we can see the priority of schemes are unchanging. Then it is reasonable to say that the parameter set T = {e 1 , e 2 } is dispensable set in fuzzy soft set (F, E) on the basis of score criteria. Now let us consider the dispensable set T = {e 1 , e 2 }, where Further, let's switch our attention to the comparison matrix W E displayed in Table 14 and W E−T presented in Table 6 , . W E − W E−T is a symmetric matrix, then the decision results before and after reduction are invariable. Then some findings come out which are presented below.
Theorem 10: For fuzzy soft set (F, E), let U = {p 1 , p 2 , · · · , p n } be a set of n objects, E = {e 1 , e 2 , · · · , e m } is parameter set. There exist two parameters e 1 and e 1 , e 1 , e 1 ⊂ E,
For e 1 and e 1 , sort choice values and suppose the sorted sequences are S 1 = {s 1 , · · · , s n } and S 1 = {s 1 , · · · , s n }, if s 1 + s 1 = s 2 + s 2 = · · · = s n + s n = n and the choice values f i = f j and f i = f j , i = j, i, j = 1, · · · , n, then e 1 and e 1 are the dispensable parameters. If there don't exist other dispensable set, then it is reasonable to say that the snormal parameter reduction of E is E − e 1 − e 1 .
Proof: For fuzzy soft set (F, E) presented in a tabular form in Table 16 , Suppose W E ij symbolizes a specific value in comparison table of (F, E) which is located in row i and column j, when i = j, then W E ii = m. For e 1 and e 1 , suppose S 1 = {s 1 , · · · , s n } and S 1 = {s 1 , · · · , s n } are two ranking sequences for f 1 , f 2 , · · · , f n and f 1 , f 2 , · · · , f n respectively, where
, where χ ij is used to present the number of parameters of E −e 1 −e 1 which satisfy the condition when the membership value of p i is greater than or equal to that of p j . Let's say element W E ij makes up n × n matrix W E , then W E can be presented below,
After we deleted parameters e 1 and e 1 , the comparison matrix W E−e 1 −e 1 is shown as follows,
D. CASE 4
Lastly another case is presented in the following example. Example 11: Let U = {p 1 , p 2 , p 3 , p 4 , p 5 } be the set of five schemes in the selection of rail transit route, E = {e 1 , e 2 , e 3 , e 4 } be the set of factors that decision maker considered. By recording data, we can use Table 17 to display Table 18 and Table 19 , respectively. From Table 19 , we can see the score of each scheme is {4, −6, 4, −2, 0}, so the priority of these schemes is p 1 = p 3 p 5 p 4 p 2 . If the factors e 1 and e 2 are deleted, let parameter set T = {e 1 , e 2 }, then we can use Table 5 to present the new fuzzy soft set (F, E − T ). According to calculation, we can get comparison table and score table, which correspond to Table  6 and Table 7 , respectively. From Table 7 , we can see the score of each scheme is {4, −6, 4, −2, 0}, so the priority of these schemes is
If the parameter set T = {e 1 , e 2 } is deleted, we can see the priority of schemes are unchanging. Then it is reasonable to say that the parameter set T = {e 1 , e 2 } is dispensable set in fuzzy soft set (F, E) on the basis of score criteria. Now let us consider the dispensable set T = {e 1 , e 2 }, where {4, 2, 4, 3, 1} . VOLUME 7, 2019 Consider two sequences {1, 3, 1, 2, 4} and {4, 2, 4, 3, 1}, we see the sums of corresponding positions are equal, that is the sum is 5, and there are two same values in two sequences respectively, moreover, the positions are same too.
Further, let's switch our attention to the comparison matrix W E displayed in Table 18 and W E−T presented in Table 6 , 2 1 2 1 0 2 0 0 1 1 2 2 2 1 0 2 0 2 1 1 1 1 1 2 1 1 1 2 1 1 1 2 1 2 1 1 1 1 1 2 1 1 1 1 1 
Comparing two matrixes W E and W E−T ,
For matrix W E − W E−T , it is a symmetric matrix, then the decision results before and after reduction are invariable. Then some findings come out which are presented below.
Theorem 12: For fuzzy soft set (F, E), let U = {p 1 , p 2 , · · · , p n } be a set of n objects, E = {e 1 , e 2 , · · · , e m } is parameter set. There exist two parameters e 1 and e 1 , e 1 , e 1 ⊂ E,
For i and j, f i = f j and f i = f j , and for other choice values
Sort choice values and the ranking sequences are S 1 = {s 1 , · · · , s n } and S 1 = {s 1 , · · · , s n }, if s 1 + s 1 = s 2 + s 2 = · · · = s n + s n = n − 1, then e 1 and e 1 are the dispensable parameters. If there don't exist other dispensable set, then it is reasonable to say that the s-normal parameter reduction of E is E − e 1 − e 1 .
Proof: For fuzzy soft set (F, E) presented in a tabular form in Table 20:   TABLE 20 . The tabular representation of (F, E).
Suppose W E ij symbolizes a specific value in comparison table of (F, E) which is located in row i and column j, then W E ii = m. For e 1 and e 1 , suppose S 1 = {s 1 , · · · , s n } and S 1 = {s 1 , · · · , s n } are two ranking sequences for f 1 , f 2 , · · · , f n and f 1 , f 2 , · · · , f n respectively. Since for i and j, f i = f j and f i = f j , and for other choice values
Let's say element W E ij makes up n × n matrix W E , then W E can be presented below, After we deleted parameter sets e 1 and e 1 , the matrix W E−e 1 −e 1 and W E − W E−e 1 −e 1 are shown at the top of the next page.
By analysis of the above four cases, the symmetric matrix W E − W E−T is related to the dispensable set. In the following the theorem is presented about the dispensable set based on the score criteria.
Theorem 13: For fuzzy soft set (F, E), with parameter set E = {e 1 , e 2 , · · · , e m } and object set U = {p 1 , p 2 , · · · , p n }, T is the subset of E, if W E − W E−T is a symmetric matrix, then T is dispensable set. If there don't exist other dispensable set, then E − T is the s-normal parameter reduction of E.
Proof: Suppose the composition of n × n comparison matrix W E is element W E ij , then W E can be represented as,
Therefore, we can calculate row-sum, column-sum and scores of fuzzy soft set (F, E):
Suppose the n × n symmetric matrix R = W E − W E−T is composed of element R ij , and R ij = R ji are shown at the bottom of the next page.
According to the equation, we can calculate row-sum, column-sum and scores of fuzzy soft set (F, E − T ):
The decision results are not changed, therefore T is dispensable set. If there don't exist other dispensable set, then it is valid to say that the s-normal parameter reduction of E is E − T . Therefore, the conclusion is verified by this mathematical proof.
Next, the new parameter reduction method is proposed:
S-Normal parameter reduction method 1. Input the fuzzy-soft-sets (F, E) with parameter set E = {e 1 , e 2 , · · · , e m } and object set U = {p 1 , p 2 , · · · , p n }.
2. For any subset T ⊂ E, calculate comparison matrix W E−T and check the matrix W E − W E−T , if it is symmetric, then put T into dispensable set R.
3. Check whether R is the maximal dispensable subset of E, if satisfying, then E − R is the s-normal parameter reduction of R.
V. COMPARISON OF TWO DIFFERENT PARAMETER REDUCTION METHODS
In the following the s-normal parameter reduction and cv-normal parameter reduction are compared by an example, and remarks are given.
Example 14: Let U = {p 1 , p 2 , p 3 , p 4 , p 5 , p 6 } be the set of objects. The parameter set E = {e 1 , e 2 , e 3 , e 4 , e 5 , e 6 , e 7 , e 8 }.
The tabular-form fuzzy soft set (F, E) is displayed in Table 21 . Let us turn to the set {e 3 , e 4 , e 7 , e 8 } in Table 22 , Then the parameter set {e 1 , e 2 , e 5 , e 6 } is the cv-normal parameter reduction of E.
According to proposed reduction method, sort every parameter e i and the sorted table is showed in Table 22 . For the last column in Table 22 , the values are same, then {e 8 } is the dispensable set. And Let us consider the parameter set {e 1 , e 2 }. Sorting choice values, for parameter e 1 , the sequence is {1, 2, 3, 2, 5, 4} and for parameter e 2 the sequence is {5, 4, 3, 4, 1, 2}. The sums of corresponding positions are equal, that is 1 + 5 + 2 = 4 + 1 + 3 = 3 + 3 + 2 = 2 + 4 + 2 = 5 + 2 + 1 = 8. Then the parameter set {e 3 , e 4 , e 5 , e 6 , e 7 } is the s-normal parameter reduction of E. About cv-normal parameter reduction and s-normal parameter reduction, we give the following remarks:
Remark:
(1) Either cv-normal parameter reduction method or s-normal parameter reduction method is a different parameter reduction method. For the same fuzzy soft set, the reduction results are usually different.
(2) For a subset T = {e 1 , e 2 , · · · , e m }, ∀e i ∈ T , F(e i ) =
T is the common dispensable set of cv-normal parameter reduction and s-normal parameter reduction, such as subset Table 21 , ϕ l 1 (p 1 ) = 0.1 and ϕ l 1 (p 2 ) = 0.2, if ∀ϕ l 1 (p 1 ) ∈ [0, 0.2), for parameter e 1 , the reduction results are not changed. While for dispensable set of cv-normal parameter reduction, the reduction results are changed, that is if one choice value is changed in dispensable set of cv-normal parameter reduction, then the dispensable set can become indispensable set. The reduction condition of parameter reduction method based on score criteria is more relaxed than that of the reduction method based on choice value criteria.
VI. EXAMPLES
In this section, we will calculate the parameter reduction of fuzzy soft set according to the proposed method. A practical example is provided below.
TABLE 23. The tabular representation of (F, E).
Example 15: Doctors want to assess the self-care ability for disabled elders. Six elders are under assessment, so the universe U = {P 1 , P 2 , P 3 , P 4 , P 5 , P 6 }, and the parameter set E = {e 1 , e 2 , · · · , e 16 }, where e i stand for ''eating'', ''moving something'', ''personal hygiene'', ''going to the bathroom'', ''bathing'', ''level walking'', ''stair activity'', ''dressing and undressing'', ''stool control'', ''urine control'', ''cognitive ability'', ''aggressivity'', ''level of consciousness'', ''eyesight'', ''hearing'', ''communication''. The membership value ''1'' means good, which is the upper limit; ''0'' means bad, which is the lower limit. We can get the fuzzy soft set and the sorted table, which correspond to Table 23 and Table 24 , respectively. Using the new parameter reduction method {e 1 , e 4 , e 5 , e 7 , e 8 , e 10 , e 13 , e 15 } is dispensable set, and {e 2 , e 3 , e 6 , e 9 , e 11 , e 12 , e 14 , e 16 } is the parameter reduction of E. We can obtain the results P 6 P 5 P 4 P 3 P 1 P 2 based on score criteria, then the optimal result is P 6 , and the worst result is P 2 . 
VII. CONCLUSION
For fuzzy soft set theory, we discussed the parameter reduction problems from another perspective. (1) Based on score decision criteria, we find four kinds of parameter sets are dispensable sets. (2) By analyzing four kinds of dispensable sets, we proposed a new parameter reduction method. (3) An example of parameter reduction is presented using the proposed reduction method and previous reduction method based on choice value decision criteria respectively. The reduction results are different and cannot be compared. The main reason for different reduction results is the different decision criteria. 
