Abstract| In a radial basis function (RBF) network, the RBF centers and widths can be evolved by a cooperativecompetitive genetic algorithm. The set of genetic strings in one generation of the algorithm represents one RBF network, not a population of competing networks. This leads to moderate computation times for the algorithm as a whole. Selection operates on individual RBFs rather than on whole networks. Selection therefore requires a genetic tness function that promotes competition among RBFs which are doing nearly the same job, while at the same time promoting cooperation among RBFs which cover di erent parts of the domain of the function to be approximated. Niche creation resulting from a tness function of the form jw i j =E(jw i 0 j ), 1 < < 2 can facilitate the desired cooperative-competitive behavior. The feasibility of the resulting algorithm to evolve networks of Gaussian, inverse multiquadric, and thin-plate spline RBFs is demonstrated by predicting the MackeyGlass time series. For each type of RBF, and for networks of 25, 50, 75, 100, 125, and 150 RBF units, prediction errors for the evolved Gaussian RBF networks are 50-70% lower than RBF networks obtained by k-means clustering.
in which the m radially-symmetric basis functions i are often taken to be translated dilations of a prototype radial basis function : < ! <, i.e. i (x) = (kx ? c i k=d i ), where c i 2 < n is the center of basis function i , d i 2 < is a dilation or scaling factor for the radius kx ? c i k, and k k is typically the Euclidean norm on < n . Choices of consid- where in all cases r is the scaled radius kx ? c i k=d i .
Radial basis functions were originally proposed as an interpolation method, and their properties as interpolants Bruce A. Whitehead is with the University of Tennessee Space Institute, Tullahoma, TN 37388, USA. E-mail: bwhitehe@utsi.edu Timothy D. Choate is with Edge Internet Services, 530 Third Avenue South, Suite 3, Nashville, TN 37210, USA. E-mail: tchoate@edge.net have been extensively studied 3] . In this context, if the value of f is known at p data points x 1 ; : : :; x p in < n , then each basis function i is centered on one of these data points, so that there are as many centers c i as data points: m = p. In the context of neural networks, on the other hand, it is commonly assumed that there are signicantly fewer basis functions than data points. The central problem then becomes the placement of the centers c i and determination of the radial dilation factors (usually called widths) d i to achieve the best prediction and generalization performance 11]. This problem is most often approached by clustering the data points. The p data points are clustered into m clusters, and the centers of these clusters are then used as the RBF centers c i 12]. Clustering is typically performed by a vector quantization algorithm 13], which iteratively minimizes some measure of distortion such as the mean squared distance from each data point to the center of the cluster to which it belongs.
Once the centers and widths of the basis functions are determined, each weight w i used in the approximation of equation (1) may be determined either by direct numerical least-squares methods such as singular value decomposition, or by iterative methods such as the LMS algorithm 14].
In this paper, we consider a novel genetic approach to optimizing the center locations c i and widths d i when m < p. This genetic approach operates on a population of competing basis functions i . The entire population corresponds to a single RBF network. This means that individual RBFs in the population, although genetically competing with each other, must evolve to cooperatively model the function f over the entire domain of interest. While cooperative-competitive algorithms are well known in neural networks 15], previous genetic approaches to neural network optimization have emphasized purely competitive genetic algorithms (GAs) [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] [29] .
The remainder of this paper is organized as follows: Section II reviews various approaches to genetic optimization of neural networks, tting our approach into this framework. Section III considers how a genetic tness function can be chosen to facilitate cooperative-competitive evolution. Section IV provides further details of our model. Section V then explains the benchmark problems used to show the model's feasibility, and Section VI compares the results with those produced by k-means clustering.
II. Evolutionary Optimization of Neural Networks
Since genetic and other evolutionary algorithms for optimizing neural networks have been thoroughly reviewed elsewhere 30] , 31], only the major trends in this research will be summarized here.
A. Competing Whole Networks
Let us rst consider the main body of work in which the competing individual is a whole neural network. In this framework, each individual in the population speci es a separate neural network. Competition then occurs among these individual networks, based on the performance of each network. Within this framework, di erent lines of research can be categorized according to which parameters of the neural network are speci ed by the evolutionary algorithm.
One approach is to evolve only the structural speci cation of an untrained feedforward neural network, such as the number of layers and the distribution of connections between layers [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] [29] . To evaluate such an evolved structural speci cation, it must be instantiated and the resulting network must then be trained and tested by conventional nonevolutionary neural algorithms. A contrasting approach is to evolve both the structure and weights of a network [32] [33] [34] [35] [36] [37] [38] [39] [40] [41] [42] [43] [44] [45] [46] . Here the evaluation of each evolved network is much simpler. Since the weights of each evolved network have already been adapted by the evolutionary algorithm, its evaluation does not require additional training by a nonevolutionary algorithm. The space of possible networks to be searched by the evolutionary algorithm becomes much larger, however, if every weight must be adapted by the evolutionary algorithm. A compromise approach is to evolve a speci cation which leaves only the nal layer of weights unspeci ed. In this case the evaluation of each network requires training of one layer of weights only, which is typically a much lighter computation than a multilayer training algorithm. This compromise approach has been studied on feedforward networks using both sigmoidal 42] 53] algorithm. Successive runs of the GA or EP optimize successive hidden units. The competing units are thus individual units rather than whole networks. During each successive run, candidate hidden units compete to evolve the placement of the single unit to be optimized by that run. In this framework of evolving one unit at a time, the space to be searched by each run of the GA or EP is much smaller. There is no guarantee, however, that optimizing one unit at a time will lead to a globally optimal placement of the entire set of hidden units.
III. Evolving Cooperating and Competing Units
In the present paper, we consider a framework di erent from the two major frameworks discussed in Sections II-A and II-B above. Like the rst framework of evolving whole networks, we wish to simultaneously optimize the entire set of centers and widths which specify an RBF network. Instead of a population of competing networks, however, the entire population of our GA encodes only one network, as in the second framework. The desired framework is similar to that of 54] in which the hidden units reproduce or die based on their performance, in addition to being modi ed by back propagation learning. In our framework, however, an evolutionary algorithm is the sole means of modifying unit placement.
In the desired framework, each individual in the population speci es a di erent RBF belonging to the same network. The desired outcome is therefore not a single optimal RBF, but rather a population of coadapted RBFs which work together to yield a well-performing RBF network. To achieve this outcome using a GA, two problems must be solved. First is the well-known credit apportionment problem 48], 55], 56]: the quantity to be optimized is a performance measure of the whole population, but the GA requires a performance measure for each separate individual in the population. The second problem is known in the GA literature as a \niching problem" 57], 58]: di erent RBFs must evolve to do di erent parts of the overall job of approximating f.
Intuitively, we approach the credit apportionment problem by assigning credit to each RBF based on the contribution of that RBF to the overall prediction of the network. As in 56], credit is apportioned among the units within a network. Unlike 56] , where a population of competing networks is necessary, our apportionment scheme depends only on competition within a single network. We approach the niching problem by varying the intensity of competition among RBFs based on the degree of overlap in the jobs they perform. Niche creation is implicit 59] , 60] in the sense that there is no explicit calculation of a tness sharing function. The remainder of this section further ex- plains our approach to these two problems.
A. Cooperative -Competitive Genetic Selection To avoid proliferating notation, the symbol i will represent both the bit string and the RBF unit it encodes, provided context makes the referent clear. The details of the binary encoding are deferred to section IV, since these details are relevant to the genetic operators of recombination, mutation, and creep (perturbation of a genetically-encoded scalar value), discussed in that section, but not relevant to the present discussion of RBF performance evaluation.
A tness-based selection procedure is used to generate the population G k+1 from the population G k . The algorithm employs proportionate selection in a xed-sized population, meaning that each slot to be lled in G k+1 is drawn by sampling from G k with replacement, and with each encoded RBF i in G k having a probability of selection proportional to its performance. Thus, the individual RBF performance measure (or RBF tness, in GA terminology) will specify the expected number of copies of i to occur in the next generation G k+1 before these copies are altered by genetic operators. After lling the slots in G k+1 with these selected copies, genetic operators of recombination, creep, and mutation are applied. The performances of the RBFs in G k+1 are then evaluated in turn, yielding the sampling probabilities for forming G k+2 , and so on. Before discussing the details of selection, recombination, creep, and mutation, we consider the central problem of how to evaluate the performance of each individual RBF within a population G k .
Let us therefore assume for the present that we have generated the population of encoded RBFs i , i = 1; : : :; m belonging to generation G k of the algorithm, and discuss how this population is to be evaluated. This evaluation must support a competitive process, in which RBF units which are better predictors displace those which are worse predictors. The evaluation must at the same time support a cooperative process, in which di erent RBFs in the population evolve to cooperatively predict the value of the function f over the domain of f represented by the given set of training examples.
To consider the role of the tness measure in the desired cooperative-competitive process, it will be convenient to normalize each RBF unit i to have activations with a squared sum of 1 over the set of training examples presented to the RBF network in each generation G k . The training set in generation G k will consist of a set of pairs, (x j ; f(x j )), j = 1; : : :; p, in which each x j 2 < n is a point in the domain of the function f to be approximated, and f(x j ) is the known value of the function at that point. Successive generations G k might always operate on the same set of training examples, or they might operate on successive samples of some ongoing stochastic process. In either case, within a given generation, the normalized version i of each basis function i can be de ned as i (x) = i (x)= q P p j=1 2 i (x j ), and these normalized RBFs constitute the network to be trained in that generation.
If the weights w i that form the a ne combination w 0 + P m i=1 w i i (x) are adjusted to minimize the mean-squared error in approximating f, then the weight w i assigned to each normalized RBF i would intuitively seem to o er some indication of the relative contribution of this RBF to the overall prediction of f. Two obvious candidates for measuring the performance ( tness) of each RBF are jw i j and w 2 i . In our pilot experiments, however, GAs employing these tness measures (whether the RBFs were normalized or not) did not evolve RBF networks comparable to those produced by conventional k-means clustering in terms of generalization performance.
As a guide in determining a more appropriate RBF tness measure, consider the tradeo between cooperation and competition in the population G k in terms of the inner product^ i ^ i 0 , where the normalized activation sequence^ i is the vector in < p whose components are If the inner product^ i ^ i 0 is near 1 (as in Figure 2b ), then i and i 0 are both attempting to do nearly the same job. In this case, they should directly compete in the sense that selecting one of these RBFs to be in the next generation should tend to exclude selection of the other. This exclusivity can be modeled by forcing the i and i 0 to share tness; for example, by forcing the tness assigned to these two RBFs to sum to a xed amount. In GA terminology, i and i 0 would then be sharing a niche 61] .
By contrast, if^ i ^ i 0 is near zero (as in Figure 2c ), then the RBFs i and i 0 are making relatively independent contributions to the overall prediction performed by the RBF network. In this case, the relationship between the RBFs should be mainly cooperative rather than competitive. It would not make sense for i and i 0 to compete, as they are performing two di erent functions, and both must be performed to successfully approximate f.
It is therefore desirable that RBFs be forced to share tness to the extent that the inner product of their normalized activation sequences di ers from zero. Before looking at speci c tness functions in this light, it will be useful to make some observations about the two extreme cases.
At one extreme, RBFs with mutually orthogonal activation sequences should occupy independent niches, so that increasing the tness of any one RBF does not directly reduce the tness of any other RBF. The set of RBF activation sequences f^ i g; i = 1; ; m would then form an orthonormal basis for the linear combination of RBFs used to approximate f. In this case, training by any least-squares method would converge toward an optimal set of weights in which each weight w i is^ i f , wheref is the vector whose components are (f(x 1 ); f(x 2 ); ; f(x p )).
At the other extreme, when the inner product of the activation sequences^ i and^ i 0 is 1, then the underlying RBFs i and i 0 will be identical and the weights assigned to them will follow nearly identical trajectories under any learning rule which treats the RBFs approximately symmetrically. (An example of such a rule would be the LMS rule with weights initially zero.) When the inner product is -1, without loss of generality the sign of the function computed by one of the RBFs may be inverted and considered as a case where the inner product is 1.
With these considerations in mind, we need to understand how a given tness measure will behave in the extreme cases where the inner product^ i ^ i 0 is either 0 or 1, in comparison to the desired behavior. The desired behavior is that the tness measure provide independent niches (yielding pure cooperation) when the inner product is 0, but niche sharing (yielding pure competition) when the inner product is 1. 2 i 0 ) normalizes the tnesses to sum to m over a population of size m. The tness therefore gives the expected number of copies of i in the next generation.) At one extreme, as long as the RBF activations remain mutually orthogonal, any RBF center could be moved to increase its inner product withf, with no e ect on the inner products withf of other RBFs, and therefore with no e ect on the weights assigned to other RBFs. The only remaining way such orthogonal RBFs could compete for tness would be by a ecting the tness normalizing factor E(w 2 i 0 ), but this normalizing factor will be relatively stable from one generation to the next, as E(w 2 i 0 ) = kfk 2 =m ? 2 where is the minimum rms error achieved by least-squares training of this population of RBFs. Thus, a tness measure proportional to w 2 i approximates the desired independence of niches for mutually orthogonal RBF activations.
Unfortunately, this tness measure overshoots the desired behavior on the other extreme where the inner product^ i ^ i 0 is 1. Consider a simple example in which the activations of i are orthogonal to the activations of all other RBFs in G k , and in which the tness of i is several (say, s) times that of the average tness of all RBFs in G k . Let us also assume that the weights w i are determined by a learning rule in which RBFs are treated symmetrically. The tness of the average RBF in G k will accordingly be w 2 i =sE(w 2 i 0 ). If there is one copy of i in G k , then by this de nition of tness there will be s identical copies expected in G k+1 . If only selection is considered, ignoring recombination, creep, and mutation, then these s copies will still be there when G k+1 is trained, and their weights will follow nearly identical trajectories during training. The linear combination of these s copies will be constrained to produce the same total weighted sum as that produced by w i i , so each will receive a weight of approximately w i =s, and a tness of approximately w 2 i =s 2 E(w 2 i 0 ), which is only 1=s of the average RBF tness, producing a total of only one expected copy in G k+2 . The total tness to be shared among these copies thus decreases as more RBFs share a niche, rather than remaining constant as desired. The level of competition is too high to allow stable niche sharing, and yields oscillation (see equation 3 below) instead. C. Fitness measure jw i j=E(jw i 0 j) A tness measure of jw i j=E(jw i 0 j) would solve this problem of excessive competition. In the case of s identical copies discussed above, each copy would now receive a tness of jw i j=sE(jw i 0 j) which is the average RBF tness in G k . The s copies would sum to the original tness of i , and so would be exactly sharing the niche originally occupied by i alone. This level of competition yields a stable niche with s expected copies in each succeeding generation. But this tness measure has trouble on the other extreme.
Since the average population tness E(jw i 0 j) is not a Euclidean norm in < p , the Pythagorean theorem no longer forces the sum of the average population tness and the mean squared training error to be constant (i.e., kfk 2 =m)
as it was in Section III-B. Thus the mechanism of Section III-B no longer exists to prevent competition among RBFs with orthogonal activation sequences. In other words, there is no longer a mechanism to provide the independent niches needed evolve cooperative modeling of f. Fitness measures proportional to both w 2 i and jw i j are consistent with the basic argument that as j^ i ^ i 0 j increases, the degree of tness sharing should increase, moving the relationship between these RBFs from cooperation to competition. On one hand, a tness measure of w 2 i =E(w 2 i 0 ) is too sensitive to the inner product, starting with the correct purely cooperative behavior at an inner product of zero but moving to excessive competition at an inner product of 1. On the other hand, jw i j=E(jw i 0 j) is not sensitive enough to the inner product, having the correct purely competitive behavior when the inner product is 1, but failing to reduce the competition to pure cooperation when the inner product is zero. Neither tness measure would be expected to yield the desired cooperativecompetitive evolutionary behavior, and neither did in pilot studies. with the idea that a compromise obtained by setting between 1 and 2 might yield better results. Such values will still force too much competition among the copies of an RBF i whose tness is s times the population average, but now the resulting oscillation will be damped and will converge toward a xed point of s 1= expected copies in each generation, considering selection alone. This can be seen most easily by de ning y k to be the expected number of copies of i after k successive generations, in the absence of other correlated RBFs. For convenience, let z k = y k =s 1= . Suppose w i is the weight that would be assigned by LMS learning to i if there were no other copies or signi cant correlates of i in the population. Then in a generation k which has y k copies of i , the weight assigned to each copy will be w i =y k , and the tness assigned to each copy will be jw i =y k j =E(jw i 0 j ) = s=y k . This tness per copy, multiplied by the number of copies in generation k, gives the expected number of copies in generation k + 1:
Rewriting this in terms of z k+1 yields z k+1 = z k 1? . To see the resulting behavior clearly, let u k = log(z k ), which
Equation 3 makes it clear why values of between 1 and 2 might be desirable. Setting > 2 produces a diverging oscillation in the number of copies of i ; = 2 produces a ip-op; and 1 < < 2 produces a damped oscillation with u k ! 0, and y k converging to s 1= expected copies of i . (Setting = 1 produces a steady state of s copies, as noted in Section III-C, which argued that such values for are insu cient to prevent competition among RBFs lling di erent niches. This situation can produce highly t RBFs, but it cannot force them to distribute themselves to model all the examples of f, a de ciency which appeared in visualizations of pilot studies.)
In light of these arguments, a reasonable hypothesis might be that values of between 1 and 2 are close enough to the Euclidean norm to facilitate the formation of independent cooperating niches by the mechanism of Section III-B, while still providing stable (in the sense of convergence of equation 3) competition within each niche. The choice of = 3 2 was accordingly used in the experiments reported in Sections V and VI. The expected result is that tness sharing, based on the inner product of activation sequences, should force RBFs away from competing RBFs with overlapping function, into un lled niches where there is less competition 48] .
Note that niche sharing based on the inner product of normalized activation sequences is accomplished without actually calculating a niche sharing function as in more explicit niche sharing approaches 58 
IV. Genetic Encoding and Operators
As discussed in Section III, each RBF in the population G k must be speci ed by a bit string i which encodes the center c i and width d i of the RBF. Before carrying out this encoding, the training data x j , j = 1; : : :; p in each generation are scaled to occupy the unit hypercube 0; 1] n . The centers of all RBFs are constrained to fall within this same unit hypercube.
A. Encoding
The rst`bits of the string i encode the width d i of the RBF as a binary fraction in 0; 1]. During evaluation of the genetic string, this binary fraction is rescaled to the range (0; MAX UNIT WIDTH], where MAX_UNIT_WIDTH is a parameter of the algorithm specifying the maximum possible RBF radius in units of the 0; 1] n hypercube containing the scaled training data.
The vector c i 2 0; 1] n is encoded in the remaining nb its, where`is the desired precision in bits with which each coordinate will be represented. A 2 n -tree encoding is used. Within these n`bits, the rst n bits select one of the 2 n smaller hypercubes obtained by bisecting each dimension of the unit hypercube. The selected hypercube is in turn subdivided into 2 n smaller hypercubes by the next n bits, and so on until`subdivisions have been made. (In pilot studies, this encoding appeared to lead to better GA convergence than a conventional encoding of n successive coordinates, each encoded as an`-bit binary fraction, although the di erence in convergence rate between these two techniques did not appear to be of major signi cance.)
To summarize, the genetic population at generation k consists of m bit strings, each of length L = (n + 1)`, each representing the scalar radius of an RBF followed by a 2 ntree encoding of the vector center of that RBF.
B. Genetic Operators
Genetic operators of recombination, creep, and mutation are employed. The recombination and mutation operators operate on bits in the genetic string without regard for the interpretation of these bits as RBF parameters, and without regard for the boundaries between the encodings of di erent parameters. The creep operator decodes the genetic bit string into real-valued RBF parameters, the parameter values are perturbed, and the perturbed values are encoded back into the bit string. After the selection process described in Section III generates the population G k , these operators are applied to the members of that population.
The recombination operator is 2-point crossover. To recombine two strings in G k , starting and ending crossover bit positions are selected randomly, and the bits from the starting position to the ending position (with wraparound) are exchanged between the two strings. Following typical GA mating restriction schemes where niching is desired 58], the probability of crossover decreases with a power function of the Euclidean distance between the two strings in 0; 1] n+1 . (Mating restriction was based on Euclidean distance rather than the inner product of normalized activation sequences^ i ^ i 0 because the latter would have been computationally prohibitive. Unlike the tness sharing described in Section III, the mating restriction function must be explicitly calculated.) Probabilities decreasing with various powers of this distance were tried in pilot studies, and the best results were obtained with a squared distance relationship. Two strings i and j are recombined only if they are within MAX_CROSSOVER_RADIUS of each other, in which case the probability of recombination 
This MAX_CROSSOVER_RADIUS is set to 1 in the rst generation, and decays exponentially as in an annealing schedule, as discussed by 63]. This radius decays by a factor of (1 ? CROSSOVER RADIUS DECAY) in each generation.
Generation G k+1 is initially formed from G k by evaluating the tness of the strings in G k as described in Section III. The least t GEN_PERCENT_REPLACE percentage of the strings are deleted and replaced by proportional selection from the surviving strings using the stochastic remainder algorithm 66]. The strings in G k+1 are then placed in random order, and each successive pair of strings is considered for recombination with probability governed by equation (4) .
A creep operator is applied to both strings of any pair not recombined by crossover. The creep operator is complementary to the crossover operator in this sense in order to perturb the exact replicas in G k+1 of a highly t string G k , and hence minimize the reproductive oscillations (discussed in Section III-D) caused by these exact replicas. Mutation operates on individual bits of the strings in G k+1 , independently of the recombination and creep operators. Mutations (random bit ips) are scheduled with a probability of 1=m per bit, so that the total expected number of mutations in G k+1 will be L = (n + 1)`, i.e. one expected mutation for each bit position in the genetic encoding scheme.
C. RBF Network Training
After applying these genetic operators, the strings in G k+1 are decoded into the centers and widths of a set of RBFs, all of which will belong to the same neural network. This RBF network is trained to approximate the unknown function f by a training rule which minimizes the rms error kf ?w 0 ? P m i=1 w i^ i k. The tness jw i j =E(jw i 0 j ) assigned to each genetic string i is accordingly based on the weight w i given to the normalized activation sequence of the RBF encoded by that string.
To keep the total computation reasonable in comparison with non-genetic methods, the RBF network at each generation G k is trained using the LMS algorithm 14] for only a few passes through the training data, yielding weights which are only an approximation of the optimal weights. The LMS algorithm employs a constant LEARNING_RATE to update the weights after each training example. The amount of training allowed at each generation is expressed as a constraint, TRAINING_QUOTA, on the product of the number of the RBFs and the number of passes through the training set. This is done so that different population sizes can be compared while holding the total amount of LMS training computation constant. The TRAINING_QUOTA is increased each generation by a constant TRAINING_QUOTA_INCREMENT to make the tness evaluation process more accurate as the GA converges to networks capable of better approximations. Finally, SVD training is used once at the termination of the GA to more precisely evaluate the performance of the best network evolved by that GA. Objective comparisons can then be made with other RBF placement methods by applying the same SVD training to networks of RBFs placed by these methods. As in most previous work, 500 randomly selected points in the time series constituted the training data. These training examples were randomly chosen from points 500 to 4000 of the time series. These training data were used to train the RBF network arising in each generation of the GA, using the LMS 14] training rule with a training quota as described above.
Networks of Gaussian, inverse multiquadric, and thinplate spline RBFs were evolved by the cooperativecompetitive GA to approximate this training set. For each type of RBF, networks were evolved using GA population sizes of m = 25, 50, 75, 100, 125, and 150 genetic strings. As the cooperative-competitive algorithm encodes one RBF per genetic string, the number of RBF units in the evolved network is always the same as the population size of the GA. For each type of RBF, and for each population size given above, eight runs of the GA were made di ering only in the seed initializing the random number generator, and the results of these eight runs were averaged to yield the prediction errors reported in Section VI.
The genetic encoding for this problem used`= 8 bits per scalar value, a value chosen mainly for computational e ciency. Since the input space has dimension n = 4, each RBF was encoded in a 40-bit genetic string, 32 bits for the RBF center and 8 bits for the RBF width. The parameter values used in the GA are shown in Table I (in which is the standard deviation of the activation leading into the connection being trained).
The quality of the RBF networks produced by the GA was compared with RBF networks of the same size produced by k-means clustering 12], the method most commonly used to determine RBF centers. The k-means clustering algorithm was that used by 12] for the same task of predicting the Mackey-Glass time series using Gaussian RBFs. The RBF unit widths were then determined using the global rst nearest neighbors algorithm used by 12] for this task. The results reported in Section VI for this clustering algorithm were consistent with those reported by 12].
Given a set of m RBF centers and widths evolved by the GA, the appropriate comparison is with a set of m RBFs produced by the k-means clustering algorithm above. To make this comparison objectively, each such set of RBFs was t to the training data using singular value decomposition (SVD) to determine the weights of the optimal leastsquares t using the normalized RBF activations. The SVD was done in single precision ( 7 signi cant digits), and so any singular value less than 10 ?7 of the largest singular value was zeroed. Each RBF network trained in this manner was then tested on a test data set consisting of 500 points in sequence following the end of the training data in the time series. The results in Section VI report the normalized error on this test data, where normalized error is the rms prediction error divided by the standard deviation of the correct prediction.
B. Pattern Classi cation
In addition to being used for approximating continuous functions, RBFs can be used for discrete pattern classication. The purpose of the RBFs in this case is to construct a high-dimensional basis in which the given classes are separable, or more nearly so than in their original low-dimensional basis 8]. The standard IRIS benchmark 74] contains data for three classi cations of iris plants, each represented by 50 specimens identi ed by four measurements (sepal length, sepal width, petal length, petal width).
As in the time series prediction task, RBFs evolved by the cooperative-competitive GA were compared with those produced by k-means clustering. Both methods were applied to the iris classi cation problem using even-numbered population sizes ranging from 2 to 20 RBFs. For each population size, eight runs of the GA (di ering only in the seed initializing the random number generator), and eight comparable runs of the k-means clustering algorithm (di ering only in which data points were used to initialize the cluster centers) were made. For this classi cation task, the LMS and SVD algorithms were extended to three outputs to encode the three types of iris as (1,0,0), (0,1,0), and (0,0,1). As before, LMS training was used within the evolutionary algorithm. The tness function was extended to three outputs by taking the tness of an RBF i to be maxfjw hi j =E(jw hi 0 j )g; h = 1; 2; 3 where w hi denotes the weight to output node h from RBF i and where = 3 2 as discussed previously. As before, SVD was used to determine the weights of the optimal least-squares t obtainable using RBFs resulting from the GA, and using RBFs resulting from k-means clustering. Finally, to evaluate the classi cation performance of the resulting sets of RBFs, real-valued activations of three output nodes were converted into discrete classications. Of the three output nodes, the one with the highest activation was de ned to be the resulting discrete classi cation.
For the very small sets of RBFs evolved for this task, replacement of 25% of the population at each generation did not yield a stable evolutionary process. To ameliorate this, a \steady-state" GA was used which replaced (and with speci ed probability recombined) only two RBFs during each generation. Also due to the small numbers of RBFs employed, the maximum RBF width was increased from 1 4 to 1 2 of the unit hypercube containing the data. Because of the discrete f0,1g-valued target outputs, the RBFs were not normalized, and accordingly the LMS learning rate was based on population size rather than on the standard deviation of normalized RBF activations. In all other respects, the GA algorithm and its parameter settings (shown in Table II) were the same in this discrete classi cation task as in the continuous time series prediction task.
VI. Results and Discussion
A. Time Series Prediction Figure 3 compares the normalized prediction error produced by the cooperative-competitive GA (evolving Gaussian, inverse multiquadric, and thin-plate spline RBFs) with that produced by k-means clustering.
Recall that in all cases the same SVD algorithm is used to obtain the best least-squares t to the training data. The resulting least-squares t is then used to predict the test data. What varies in Figure 3 is that a di erent set of RBFs is used to make the t in each case. The quality of sets of RBFs evolved by the cooperative-competitive algorithm is therefore compared with the quality of sets of RBFs produced by k-means clustering. The results of 72] using non-radially-symmetric Gaussian bars are also shown for comparison.
The main result is that the cooperative-competitive genetic algorithm appears to evolve sets of Gaussian RBFs which are superior to those produced by the k-means method for this time-series prediction task. The gap between the two on the log plots translates into a prediction error for the evolved Gaussians that is roughly 1 3 to 1 2 the prediction error of the corresponding set of Gaussians produced by clustering.
An additional result is that the cooperative-competitive algorithm is feasible for all three types of RBFs investigated, although for inverse multiquadric and thin-plate spline RBFs, adding more than 100 units does not appear to improve prediction performance as much as it does for Gaussians. In particular, performance worsens when the number of inverse multiquadric RBFs increases from 125 to 150. This appears to be due to over tting the data, be- cause the error on the training data (not shown in the gure) decreases smoothly and monotonically as more RBFs are added. Figure 4 compares the computational e ort required by the genetic algorithm with that required by k-means clustering. The k-means algorithm typically employs a predetermined schedule of decreasing step size, and it is not fair to judge its performance when this schedule is only partly completed. Accordingly, the k-means training errors were obtained by varying the rate of decrease in the training schedule, allowing each schedule to run to completion. In accordance with 13], the step size (learning rate) began at 0.1 and decreased linearly to 0 in all cases. All values plotted for the k-means method are the result of SVD training. The gure shows LMS training within each generation of the GA, as well as SVD training of the best generation. Figure 4 shows that the genetic algorithm's training error falls below that of k-means clustering after about 4 minutes of CPU time, and continues to decrease thereafter. 72 RBF networks were evaluated in these 4 minutes. This initial training performance depends on the fact that the cooperative-competitive algorithm evaluates only one network per generation, rather than a whole population of competing networks. It may also result from competition for tness based implicitly on the inner product of activation sequences. As Section III-D argues, this competition should push RBFs away from each other (in terms of their activation sequences) so as to e ciently ll the niches needed to cover kfk 2 . Note that in normalized units, any network's coverage of kfk 2 is simply 1 ? 2 , where is the normalized error shown in Figures 3 and 4 . Figure 4 , as well as visualizations of RBF placement after each generation, support the expectation that this coverage is achieved rapidly, even when the initial random distribution of centers is much more dispersed than that of k-means clustering. After all the relevant niches are populated by the cooperative-competitive algorithm, the subsequent computation might be speeded up by switching to gradient descent for \ ne tuning" the RBF locations within each niche 37], 54].
The evolutionary algorithm may achieve better prediction performance than k-means clustering partly because the evolutionary algorithm is free to select RBF locations outside the convex hull of the training data. K-means clustering, by contrast, places RBF centers within this convex hull, which may not be optimal 5]. Figures 5 and 6 show that the evolutionary algorithm does indeed select many RBF centers outside the convex hull of the training data. For all three types of RBFs, especially the Gaussians (Fig.  6a) and thin-plate-splines (Fig. 6b) , a large portion of the evolved RBF centers lie outside the training data. This observation supports the suggestion 5] that the globally optimal set of RBF centers does not necessarily lie within the convex hull of the training data.
B. Pattern Classi cation Figure 7 compares the classi cation performance of Gaussian RBFs evolved by the cooperative-competitive GA with that of Gaussian RBFs produced by k-means clustering. For this discrete classi cation task, the advantage of the GA is not as clear-cut as in the continuous time-series prediction task. For population sizes ranging from 4 to 10 units, RBFs evolved by the GA result in fewer misclassications than RBFs produced by clustering.
One might speculate that the use of the LMS algorithm by the GA is less appropriate for this discrete task than for the continuous time series prediction task. Fitness evaluation based on the LMS algorithm would be expected to evolve a set of RBFs to approximate the target outputs of (1,0,0), (0,1,0), and (0,0,1) uniformly over the range of the data, when in fact only the boundaries between classes are important for correct classi cation. For discrete classication tasks, it might therefore be appropriate to derive a di erent tness evaluation method based on supervised learning techniques such as Learning Vector Quantization 13] which are designed to learn class boundaries.
C. Concluding Remarks
While the results presented above are limited to radial basis functions, the same methods might be applied to nonradially-symmetric basis functions. Scalar basis functions, for example, are potentially more e cient than RBFs in covering input spaces of high dimensionality 72]. Neural algorithms which successively add scalar units along dimensions where the error reduction would be greatest 75] might be extendible into a niche-based tness evaluation mechanism.
Approximation methods employing basis functions 76], 53] have obtained good results by including linear terms in addition to the given non-linear basis functions. Use of such a technique in a cooperative-competitive GA would require a tness evaluation of basis functions which takes into account the contribution of the linear terms. An approach to basis function normalization derived from Taylor expansions around RBF centers 76] might be useful in deriving such a tness evaluation.
In conclusion, it is feasible to evolve an RBF network by genetically selecting individual RBFs, based on their individual contribution to the performance of the network as a whole. To simultaneously evolve a complete set of RBFs within a single genetic population, a tness function must be devised which promotes competition or cooperation among RBFs depending on the degree of overlap in the contribution they make to the overall job of approximating the function represented by the training examples. The appropriate blend of cooperation and competition can be provided by niche sharing. A tness function of the form jw i j =E(jw i 0 j ) where 1 < < 2 approximates the desired form of niche sharing without the need to explicitly calculate a niche sharing function for every pair of RBFs in every generation. The feasibility of evolving an RBF network in this manner has been demonstrated on a standard time-series prediction benchmark and a standard pattern classi cation task. The results appear promising enough to merit further theoretical study of the niche sharing mechanism, and further experimental study of the performance of the algorithm on other types of problems.
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