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Abstract
Kernel-based estimators such as local polynomial estimators in regression discontinuity
designs are often evaluated at multiple bandwidths as a form of sensitivity analysis. How-
ever, if in the reported results, a researcher selects the bandwidth based on this analysis, the
associated confidence intervals may not have correct coverage, even if the estimator is unbi-
ased. This paper proposes a simple adjustment that gives correct coverage in such situations:
replace the normal quantile with a critical value that depends only on the kernel and ratio of
the maximum and minimum bandwidths the researcher has entertained. We tabulate these
critical values and quantify the loss in coverage for conventional confidence intervals. For
a range of relevant cases, a conventional 95% confidence interval has coverage between 70%
and 90%, and our adjustment amounts to replacing the conventional critical value 1.96 with a
number between 2.2 and 2.8. Our results also apply to other settings involving trimmed data,
such as trimming to ensure overlap in treatment effect estimation. We illustrate our approach
with three empirical applications.
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1 Introduction
Kernel and local polynomial estimators of objects such as densities and conditional means in-
volve a choice of bandwidth. To assess sensitivity of the results to the chosen bandwidth, it is
common to compute estimates and confidence intervals for several bandwidths, or plot them
against a continuum of bandwidths. For example, in regression discontinuity designs—a lead-
ing application of non-parametric methods in econometrics—this approach is recommended in
several surveys (Imbens and Lemieux, 2008; Lee and Lemieux, 2010; DiNardo and Lee, 2011) and
implemented widely in applied work.1 However, such practice leads to a well-known problem
that if the bandwidth choice is influenced by these results, the confidence interval at the chosen
bandwidth may undercover, even if the estimator is unbiased.
This problem does not only arise when the selection rule is designed to make the results of
the analysis look most favorable (for example by choosing a bandwidth that minimizes the p-
value for some test). Undercoverage can also occur from honest attempts to report a confidence
interval with good statistical properties. In settings in which one does not know the smoothness
of the estimated function, it is typically necessary to examine multiple bandwidths to obtain
confidence intervals that are optimal (see Section 4.1.2 for details and Armstrong (2015) for a
formal statement). We use the term “bandwidth snooping” to refer to any situation in which a
researcher considers multiple bandwidths in reporting confidence intervals.
This paper proposes a simple adjustment to account for bandwidth snooping: replace the
usual critical value based on a quantile of a standard normal distribution with a critical value
that depends only on the kernel, order of the local polynomial, and the ratio of the maximum
and minimum bandwidths that the researcher has tried. We tabulate these adjusted critical
values for a several popular kernels, and show how our adjustment can be applied in regression
discontinuity designs, as well as estimation of average treatment effects under unconfoundedness
after trimming, and estimation of local average treatment effects.
To explain the adjustment in a simple setting, consider the problem of estimating the condi-
tional mean E[Yi | Xi = x] at a point x, which we normalize to zero. Given and i.i.d. sample
1For prominent examples see, for instance, van Der Klaauw (2002), Lemieux and Milligan (2008), Ludwig and
Miller (2007), or Card, Dobkin, and Maestas (2009).
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{(Xi,Yi)}ni=1, a kernel k, and a bandwidth h, the Nadaraya-Watson kernel estimator is given by
θˆ(h) =
∑
n
i=1Yik(Xi/h)
∑
n
i=1 k(Xi/h)
,
and it is approximately unbiased for the pseudo-parameter
θ(h) =
E[Yik(Xi/h)]
E[k(Xi/h)]
.
Under appropriate smoothness conditions, if we take h → 0 with the sample size, θˆ(h) will
converge to θ(0) := limh→0 θ(h) = E(Yi | Xi = 0). Given a standard error σˆ(h)/
√
nh, the t-
statistic
√
nh(θˆ(h) − θ(h))/σˆ(h) is approximately standard normal. Letting z1−α/2 denote the
1− α/2 quantile of the standard normal distribution, the standard confidence interval [θˆ(h) ±
z1−α/2σˆ(h)/
√
nh], is therefore an approximate 100 · (1− α)% confidence interval for θ(h). If the
bias |θ(h) − θ(0)| is small enough relative to the standard error, such as when the bandwidth h
“undersmooths”, the standard confidence interval is also an approximate confidence interval for
θ(0), the conditional mean at zero.
However, if the selected bandwidth hˆ is based on examining θˆ(h) over h in some interval
[h, h], the standard confidence interval around θˆ(hˆ) may undercover even if there is no bias. To
address this problem, we propose confidence intervals that cover θ(h) simultaneously for all h in
a given interval [h, h] with a prespecified probability. In particular, we derive a critical value c1−α
such that as n → ∞,
P
(
θ(h) ∈ [θˆ(h)± c1−ασˆ(h)/
√
nh] for all h ∈ [h, h]
)
→ 1− α. (1)
In other words, our critical values allow for a uniform confidence band for θ(h). Thus, the confi-
dence interval for the selected bandwidth, [θˆ(hˆ)± c1−ασˆ(hˆ)/
√
nhˆ], will achieve correct coverage
of θ(hˆ) no matter what selection rule was used to pick hˆ.
Our main contribution is to give a coverage result of the form (1) for a large class of kernel-
based estimators θˆ(h), as well as a similar statement showing coverage of θ(0). The latter follows
under additional conditions that allow the bias to be mitigated through undersmoothing or bias-
correction. These conditions are essentially the same as those needed for pointwise coverage: if
θˆ(h) is “undersmoothed and/or bias corrected enough” that the pointwise CI has good pointwise
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coverage of θ(0) at each h ∈ [h, h], our uniform CI will cover θ(0) uniformly over this set. In
particular, we show how our approach can be combined with a popular bias-correction method
proposed by Calonico, Cattaneo, and Titiunik (2014).
Since our confidence bands cover θ(h) under milder smoothness conditions than those needed
for coverage of θ(0), they are particularly well-suited for sensitivity analysis. Suppose that a
particular method for bias correction or undersmoothing implies that, in a given data set, the
bias is asymptotically negligible if h ≤ 3. If one finds that the confidence bands for, say, h = 2
and h = 3 do not overlap even after our correction, then one can conclude that the assumptions
needed for this form of bias correction are not supported by the data. Our confidence bands
can thus be used to formalize certain conclusions about confidence intervals being “sensitive” to
bandwidth choice.2
In many applications, θ(h), taken as a function indexed by the bandwidth, is an interesting
parameter in its own right, in which case our confidence bands are simply confidence bands for
this function. As we discuss in detail in Section 4, this situation arises, for instance, in estimation
of local average treatment effects for different sets of compliers, or in estimation of average
treatment effects under unconfoundedness with limited overlap. In the latter case, h corresponds
to a trimming parameter such that observations with propensity score within distance h to 0 or 1
are discarded, and θ(h) corresponds to average treatment effects for the remaining subpopulation
with moderate values of the propensity score.
A key advantage of our approach is that the critical value c1−α depends only on the ratio h/h
and the kernel k (in the case of local polynomial estimators, it also depends on the order of the
polynomial and whether the point is on the boundary of the support). In practice, researchers
often report a point estimate θˆ(hˆ) and a standard error σˆ(hˆ)/
√
nhˆ. As long as the kernel and
order of the local polynomial are also reported, a reader can use our critical values to construct
a confidence interval that takes into account a specification search over a range [h, h] that the
reader believes the original researcher used. Alternatively, one can assess the sensitivity of the
conclusions of the analysis to bandwidth specification search by, say, computing the largest value
2An alternative approach to sensitivity analysis is to reject a particular null hypothesis regarding θ(0) only when
one rejects the corresponding hypothesis test based on θˆ(h) for all values h that one has examined. The CI for θ(0)
is then given by the union of the CIs based on θˆ(h) as h varies over all values that one has examined. This form of
sensitivity analysis does not require a snooping correction, but is typically very conservative. See Section C of the
appendix for further discussion.
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of h/h for which the robust confidence interval does not include a particular value. As an
example to give a sense of the magnitudes involved, we find that, with the uniform kernel
and a local constant estimator, the critical value for a two sided uniform confidence band with
1− α = 0.95 and h/h = 3 is about 2.6 (as opposed to 1.96 with no correction). If one instead
uses the pointwise-in-h critical value of 1.96 and searches over h ∈ [h, h] with h/h = 3, the true
coverage (of θ(h)) will be approximately 80%. The situation for the triangular kernel is more
favorable, with a critical value of around 2.25 for the case with h/h = 3, and with the coverage
of the pointwise-in-h procedure around 91%.
We also derive analytic results showing that the critical values grow very slowly with h/h,
at the rate
√
log log(h/h). Thus, from a practical standpoint, examining a wider range of band-
widths carries only a very small penalty (relative to examining a moderate range): while using
our correction is important for obtaining correct coverage, the critical values increase quite slowly
once h/h is above 5. A Monte Carlo study in the supplemental appendix confirms that these crit-
ical values lead to uniform coverage of θ(h) that is close to the nominal level. Uniform coverage
of θ(0) is also good so long as our method is combined with bias correction or undersmoothing.
We illustrate our results with three empirical applications. First, we apply our method to
the regression discontinuity study of the effect of Progresa from Calonico et al. (2014), and we
find that the significance of the results is sensitive to bandwidth snooping. The second empirical
application is the regression discontinuity study of Lee (2008). Here, in contrast, we find that,
while the confidence regions are somewhat larger when one allows for examination of estimates
at multiple bandwidths, the overall conclusions of that study are robust to a large amount of
bandwidth snooping. Finally, we consider an application to estimating treatment effects under
unconfoundedness from Connors Jr et al. (1996). Here, we find that the results are again quite
robust to the choice of trimming parameter, providing additional evidence supporting the study’s
conclusions.
The rest of the paper is organized as follows. Section 1.1 discusses related literature. Section 2
gives a heuristic derivation of our asymptotic distribution results in a simplified setup. Section 3
states our main asymptotic distribution result under general high-level conditions. Section 3.1
gives a step-by-step explanation of how to find the appropriate critical value in our tables and
implement the procedure. Section 4 works out applications of our results to several economet-
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ric models. Section 5 presents an illustration of our approach in three empirical applications.
Section 6 concludes. Proofs and auxiliary results, as well as additional tables and figures and a
Monte Carlo study, are given in the appendix and a supplemental appendix.3 Since Section 2
and the beginning of Section 3 are concerned primarily with theoretical aspects of our problem,
readers who are primarily interested in implementation can skip Section 2 and the beginning of
Section 3 up to Section 3.1.
1.1 Related literature
The idea of controlling for multiple inference by constructing a uniform confidence band has
a long tradition in the statistics literature—see Lehmann and Romano (2005, Chapter 9) for an
overview and early contributions, and White (2000) for an application to econometrics. On a
technical level, our results borrow from the literature on Gaussian approximations to empirical
processes and extreme value limits for suprema of Gaussian processes. To obtain an approxi-
mation of the kernel estimator by a Gaussian process, we use an approximation of Sakhanenko
(1985). For the case h/h → ∞, we then use extreme value theory, and our derivation is similar in
spirit to Bickel and Rosenblatt (1973), who consider kernel estimation of a density under a fixed
sequence of bandwidths h = hn and derive confidence bands that are uniform in the point x at
which the density is evaluated. For the case with bounded h/h, classical empirical process results
such as those given in van der Vaart and Wellner (1996) could be used instead of the Sakhanenko
(1985) approximation, which we use in our proof since it covers both cases. In both cases, our
results require the (to our knowledge novel) insight that the approximating Gaussian process
is stationary when indexed by t = log h, and depends only on the kernel used to compute the
estimator. This leads to simple critical values that depend only on the kernel and bandwidth
ratio. In other settings in which snooping does not lead to a pivotal asymptotic distribution, one
could use the general bootstrap approach of Chernozhukov, Chetverikov, and Kato (2013), which
allows one to obtain uniform confidence bands without obtaining an asymptotic distribution.
In addition to Bickel and Rosenblatt (1973), numerous authors have used extreme value lim-
iting theorems for suprema of Gaussian processes to derive confidence bands for a density or
conditional mean function that are uniform in the point x at which the function is evaluated,
3The supplemental appendix is available at http://arxiv.org/abs/1412.0267
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with the bandwidth sequence h = hn fixed (see, among others Johnston, 1982; Härdle, 1989; Liu
and Wu, 2010). In the special case where the Nadaraya-Watson estimator with uniform kernel
is used, extreme value limiting results in Armstrong and Chan (2016) lead to confidence bands
that are uniform in both x and h. In contrast, our case corresponds to fixing x and requiring that
coverage be uniform over h.
An important area of application of multiple tests involving tuning parameters is adaptive
inference and testing (in our context, this amounts to constructing a confidence band for θ(0) that
is close to as small as possible for a range of smoothness classes for the data generating process).
While we do not consider this problem in this paper, Armstrong (2015) uses our approach to
obtain adaptive one-sided confidence intervals under a monotonicity condition (see Section 4.1.2
below). For the problem of global estimation and uniform confidence bands Giné and Nickl
(2010) propose an approach based on a different type of shape restriction. The latter approach
has been generalized in important work by Chernozhukov, Chetverikov, and Kato (2014a).
2 Derivation of the correction in a simple case
This section presents a heuristic derivation of the correction in the simple problem of inference on
the conditional mean described in the introduction. To further simplify the exposition, consider
an idealized situation in which Yi = g(Xi) + σε i, σ
2 is known, ε i are i.i.d. with variance one, and
the regressors are non-random and given by Xi = (i+ 1)/(2n) for i odd and Xi = −i/(2n) for i
even. In this case, the Nadaraya-Watson kernel estimator with a uniform kernel, k(x) = I(|x| ≤
1/2), reduces to
θˆ(h) =
∑
n
i=1 k(Xi/h)Yi
∑
n
i=1 k(Xi/h)
=
∑
nh
i=1 Yi
nh
,
where, for the second equality and throughout the rest of this example, we assume that nh is an
even integer for notational convenience. Consider first the problem of constructing a confidence
interval for
θ(h) = E(θˆ(h)) =
∑
nh
i=1 g(Xi)
nh
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that will have coverage 1− α no matter what bandwidth h we pick, so long as h is in some given
range [h, h]. For a given bandwidth h, a two-sided t-statistic is given by
√
nh
|θˆ(h)− θ(h)|
σ
=
∣∣∣∣∣∑nhi=1 ε i√nh
∣∣∣∣∣ .
In order to guarantee correct coverage, instead of using a critical value equal to the 1− α/2 quan-
tile of a normal distribution, we will need to use a critical value equal to the 1− α quantile of the
distribution of the maximal t-statistic in the range [h, h]. If nh → ∞, we can approximate the par-
tial sum n−1/2 ∑nhi=1 ε i by a Brownian motion B(h), so that in large samples, we can approximate
the distribution of the maximal t-statistic as
sup
h≤h≤h
√
nh
|θˆ(h)− θ(h)|
σ
≈ sup
h≤h≤h
|B(h)/
√
h| d= sup
1≤h≤h/h
|B(h)/
√
h|. (2)
Thus, the sampling distribution of the maximal t-statistic will in large samples only depend on
the ratio of maximum and minimum bandwidth that we consider, h/h, and its quantiles can
easily be tabulated (see the columns corresponding to uniform kernel in Table 1). As h/h → ∞,
the recentered distribution of sup1≤h≤h/h|B(h)/
√
h|, scaled by
√
2 log log(h/h), can be approx-
imated by the extreme value distribution by the Darling and Erdös (1956) theorem. Thus, as
h/h → ∞, the critical values increase very slowly, at the rate
√
log log(h/h).
To guarantee that the resulting confidence interval achieves coverage for θ(0) = g(0), the
conditional mean at zero, we also need to ensure that the bias |θ(h) − θ(0)| is small relative to
the standard error σ/
√
nh, uniformly over h ∈ [h, h]. If the conditional mean function is twice
differentiable with a bounded second derivative and h/h is bounded, a sufficient condition is
that nh
5 → 0, that is, we “undersmooth”.
In the next section, we show that the approximation of the distribution of the maximal t-
statistic by a scaled Brownian motion in (2) still obtains even if the restrictive assumptions in
this section are dropped, and holds for more general problems than inference for the conditional
mean at a point. The only difference will be that if the kernel is not uniform, then we need to
approximate the distribution of the maximal t-statistic by a different Gaussian process.
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3 General setup and main result
This section describes our general setup, states our main asymptotic distribution result, and
derives critical values based on this result. Readers who are interested only in implementing our
procedure can skip to Section 3.1, which explains how to use our tables to find critical values
and implement our procedure. We state our result using high level conditions, which can be
verified for particular applications. For applications in Section 4, we verify these conditions in
Appendix B.
We consider a sample {Xi,Wi}ni=1, which we assume throughout the paper to be i.i.d. Here, Xi
is a real-valued random variable, and we are interested in a kernel estimate at a particular point,
which we normalize to be x = 0 for notational convenience. We consider confidence intervals
that are uniform in h over some range [hn, hn], where we now make explicit the dependence of
hn and hn on n. To keep statements of theoretical results simple, all of our results are pointwise
in the underlying distribution (we show that, for any data generating process satisfying certain
assumptions, coverage of the uniform-in-h CI converges to 1− α). However, versions of these
results in which coverage is shown to converge to 1− α uniformly in some class of underlying
distributions could be derived from similar arguments, using uniform versions of the bounds in
our assumptions. Our main condition imposes an influence function representation involving a
kernel function.
Assumption 3.1. For some function ψ(Wi, h) and a kernel function k with Eψ(Wi, h)k(Xi/h) = 0 and
1
hvar(ψ(Wi , h)k(Xi/h)) = 1,
√
nh(θˆ(h)− θ(h))
σˆ(h)
=
1√
nh
n
∑
i=1
ψ(Wi, h)k(Xi/h) + oP
(
1/
√
log log(hn/hn)
)
uniformly over h ∈ [hn, hn].
Most of the verification of Assumption 3.1 is standard. For most kernel and local poly-
nomial based estimators, these calculations are available in the literature, with the only addi-
tional step being that the remainder term must be bounded uniformly over h ∈ [hn, hn], and
with a oP(1/
√
log log(hn/hn)) rate of approximation. Supplemental Appendix S1.2 provides
some results that can be used to obtain this uniform bound. For example, in the case of the
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Nadaraya-Watson kernel estimator θˆ(h) = ∑ni=1Yik(Xi/h)/∑
n
i=1 k(Xi/h), Assumption 3.1 holds
with ψ(Wi, h) = (Yi − θ(h))/
√
var {[Yi − θ(h)]k(Xi/h)/h}. In the local polynomial case, the ker-
nel function k corresponds to the equivalent kernel, and depends on the order of the polynomial
and whether the estimated conditional quantities are at the boundary (see Section 4.1 and Sup-
plemental Appendix S2 for details, including a discussion of how our results can be extended to
cover cases in which the boundary of the support of Xi is local to 0).
We also impose some regularity conditions on k and the data generating process. In applica-
tions, these will typically impose smoothness conditions on the conditional mean and variance
of certain variables conditional on Xi.
Assumption 3.2. (i) The kernel function k is symmetric with finite support [−A, A], bounded with a
bounded, uniformly continuous first derivative on (0, A), and satisfies
∫
k(u) du 6= 0.
(ii) |Xi| has a density f|X| with f|X|(0) > 0, ψ(Wi, h)k(Xi/h) is bounded uniformly over h ≤ hn with
var (ψ(Wi, 0) | |Xi| = 0) > 0, and, for some deterministic function ℓ(h) with ℓ(h) log log(h−1) →
0 as h → 0, the absolute values of the following expressions are bounded by ℓ(t): f|X|(t)− f|X|(0),
E [ψ(Wi, 0) | |Xi| = t]− E [ψ(Wi, 0) | |Xi| = 0], (ψ(Wi, t)− ψ(Wi, 0))k(Xi/t), and
var(ψ(Wi , 0) | |Xi| = t)− var(ψ(Wi , 0) | |Xi| = 0).
(iii) Taken as classes of functions varying over h > 0, w 7→ ψ(w, h) and x 7→ k(x/h) have polynomial
uniform covering numbers (as defined in Appendix A).
Assumption 3.2 will typically require some smoothness on θ(h) as a function of h (since it
places smoothness on certain conditional means, etc.). For inference on θ(h), rather than θ(0), the
amount of smoothness required is very mild relative to smoothness conditions typically imposed
when considering bias-variance tradeoffs. In particular, Assumption 3.2 only requires that certain
quantities are slightly smoother than t 7→ 1/ log log(t−1), which does not require differentiability
and holds, e.g., for t 7→ tγ for any γ > 0. Thus, our confidence bands for θ(h) are valid under
very mild conditions on the smoothness of θ(h), which is useful in settings where the possible
lack of smoothness of θ(h) leads one to examine θˆ(h) across multiple bandwidths.
Assumption 3.1 and 3.2 are tailored toward statistics involving conditional means, rather
than densities or derivatives of conditional means and densities (for density estimation, we
would have ψ(Wi, h) = 1, which is ruled out by the assumptions var [ψ(Wi, 0) | |Xi| = 0] > 0
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and Eψ(Wi, h)k(Xi/h) = 0; for estimating derivatives of conditional means or densities, the scal-
ing would be
√
nh1+ν where ν is the order of the derivative). This is done only for concreteness
and ease of notation, and the results can be generalized to these cases as well by verifying the
high level conditions in Theorems A.1 and A.3 in Appendix A, which is used in proving Theo-
rem 3.1 below. The only requirement is that a scaled version of θˆ(h)− θ(h) be approximated by
the Gaussian process H given in Theorem 3.1 below. For estimating derivatives, the kernel k in
the process H will correspond to the equivalent kernel, and it will depend on the order of the
derivative as well as the order of the local polynomial.
Finally, note that Assumption 3.2 requires that ψ(Wi, h)k(Xi/h) be bounded, which typically
requires a bounded outcome variable in applications. We conjecture that this assumption could
be relaxed at the expense of imposing stronger assumptions on hn and hn (see Section A.4).
We are now ready to state the main asymptotic approximation result.
Theorem 3.1. Let c1−α(t, k) be the 1 − α quantile of sup1≤h≤t |H(h)|, where H(h) is a mean zero
Gaussian process with covariance kernel cov (H(h),H(h′)) =
∫
k(u/h)k(u/h′) du√
hh′
∫
k(u)2 du
=
√
h′
h
∫
k(u(h′/h))k(u) du∫
k(u)2 du
.
Suppose that hn → 0, hn = OP(1), and nhn/[(log log n)(log log log n)]2 → ∞. Then, under Assump-
tions 3.1 and 3.2,
P
(
θ(h) ∈
{
θˆ(h)± σˆ(h) · c1−α(hn/hn, k)/
√
nh
}
all h ∈ [hn ≤ h ≤ hn]
)
n→∞→ 1− α.
If, in addition, hn/hn → ∞, the above display also holds with c1−α(hn/hn, k) replaced by
− log (− 12 log(1− α))+ b(hn/hn, k)√
2 log log(hn/hn)
+
√
2 log log(hn/hn), (3)
where b(t, k) = log c1(k) + (1/2) log log log t if k(A) 6= 0 and b(t, k) = log c2(k) if k(A) = 0, with
c1(k) =
Ak(A)2√
pi
∫
k(u)2 du
and c2(k) =
1
2pi
√ ∫
[k′(u)u+ 12 k(u)]
2
du∫
k(u)2 du
.
Theorem 3.1 shows coverage of θ(h). Often, however, θ(0) is of interest. We now state a
corollary showing coverage of θ(0) under an additional condition.
Corollary 3.1. If suph∈[hn,hn]
√
nh|θ(h)−θ(0)|
σˆ(h)
= oP
(
(log log(hn/hn))
−1/2), and the conditions of Theo-
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rem 3.1 hold, then
P
(
θ(0) ∈
{
θˆ(h)± σˆ(h) · c1−α(hn/hn, k)/
√
nh
}
all h ∈ [hn ≤ h ≤ hn]
)
n→∞→ 1− α.
Corollary 3.1 uses the additional condition that the bias θ(h) − θ(0) is negligible relative to
the standard error σˆ(h)/
√
nh uniformly over the range of bandwidths considered.4 Typically,
it is ensured by bias-correction or undersmoothing, as long as the smoothness conditions in
Assumption 3.2 are appropriately strengthened.5 In Section 4.1, we discuss how, in a regression
discontinuity setting, our approach can be applied with a bias-correction proposed by Calonico
et al. (2014), and illustrate this approach in empirical examples in Section 5. Critical values for
constructing one-sided confidence intervals robust to bandwidth snooping are analogous to the
two-sided case—see Supplemental Appendix S4 for details.
If the bandwidth choice is a priori tied to a pre-specified set, it is possible to further tighten
the critical values. For example, Imbens and Lemieux (2008) suggest examining estimates at
half and twice the original bandwidth hˆ, which yields the set {hˆ/2, hˆ, 2hˆ}. One can extend our
approach to obtain critical values under such discrete snooping. However, such critical values
will depend on the entire discrete set, and will often not be much tighter than c1−α(hn/hn, k)
with hn and hn given by the biggest and smallest bandwidths in the set (so long as the triangular
or Epanechnikov kernel is used). For example, for the discrete bandwidth set {hˆ/2, hˆ, 2hˆ} the
critical value for the triangular kernel can be shown to equal 2.23, while c1−α(4, k) = 2.26.
In addition to providing the critical values c1−α, Theorem 3.1 provides a further approxi-
mation in (3) to the quantiles of suphn≤h≤hn
√
nh|θˆ(h) − θ(h)|/σˆ(h) based on an extreme value
limiting distribution, provided that hn/hn → ∞. In the case where k is the uniform kernel,
ψ(Wi, h) does not depend on h and E[ψ(Wi, h)|Xi = x] = 0 and var[ψ(Wi , h)|Xi = x] = 1 for all x,
the latter result reduces to a well-known theorem of Darling and Erdös (1956) (see also Einmahl
4If hn/hn is bounded, the condition in Corollary 3.1 is the same as the condition that is needed for pointwise-in-h
coverage of conventional CIs that do not adjust for snooping. If hn/hn → ∞, there is an additional log log term in the
rate at which the bias must decrease, which arises for technical reasons. However, this term is small enough that this
condition is still guaranteed by bias-correction methods such as the one proposed by Calonico et al. (2014).
5Alternatively, if a bound b(h) on the bias |θ(h)− θ(0)| is available, one can allow the bias to be of the same order of
magnitude as standard deviation by adding and subtracting σˆ(h) · c1−α(hn/hn, k)/
√
nh+ b(h). This has the advantage
of allowing for weaker conditions on the bandwidth sequence, including cases where the undersmoothing condition
does not hold. See Chernozhukov et al. (2014a), Schennach (2015) and Donoho (1994) for applications of this idea in
different settings.
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and Mason, 1989). For the case where k is not the uniform kernel, or where ψ depends on h, this
result is, to our knowledge, new. We do not recommend using the critical value in (3) value in
practice, as critical values based on extreme value results have been known to perform poorly in
related settings (see Hall, 1991). Instead we recommend using the critical value c1−α(hn/hn, k),
which does not suffer from these issues because it is based directly on the Gaussian process
approximation, and it remains valid even for fixed hn/hn (see Figure S1 in the supplemental
appendix for a comparison of these critical values). Thus, we report only this critical value in
Table 1 below.
The main practical value of the approximation in (3) is that it demonstrates that critical value
grows very slowly with hn/hn, at rate
√
log log(hn/hn), so that the cost of examining a wider
range of bandwidths relative to examining a moderate range is rather small. Indeed, while using
our correction is important for maintaining correct coverage, as can be seen from Table 1, once
hn/hn is above 5, widening the range of bandwidths that one examines increases the critical value
by only a small amount.
To outline how Theorem 3.1 obtains, consider again the problem of estimating a nonpara-
metric mean at a point described in the introduction. Here the influence function is given by
ψ(Wi, h)k(Xi/h) where ψ(Wi, h) = (Yi − θ(h))/
√
var {[Yi − θ(h)]k(Xi/h)/h} so that, for small h,
we can approximate the t-statistic as
√
nh(θˆ(h)− θ(h))
σˆ(h)
≈ ∑
n
i=1[Yi − θ(h)]k(Xi/h)√
n · var {[Yi − θ(h)]k(Xi/h)}
.
Thus, we expect that the supremum of the absolute value of this display over h ∈ [h, h] is approx-
imated by suph∈[h,h] |Hn(h)| where Hn(h) is a Gaussian process with covariance function
cov
(
Hn(h),Hn(h
′)
)
=
cov {[Yi − θ(h)]k(Xi/h), [Yi − θ(h′)]k(Xi/h′)}√
var {[Yi − θ(h)]k(Xi/h)}
√
var {[Yi − θ(h′)]k(Xi/h′)}
. (4)
The conditions in Assumption 3.2 ensure that E(Yi|Xi = x), var(Yi |Xi = x) and the density fX(x)
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of Xi do not vary too much as x → 0, so that, for h and h′ close to zero,
cov
{
[Yi − θ(h)]k(Xi/h), [Yi − θ(h′)]k(Xi/h′)
} ≈ E {[Yi − E(Yi|Xi)]2k(Xi/h)k(Xi/h′)}
=
∫
var(Yi |Xi = x)k(x/h)k(x/h′ ) fX(x) dx ≈ var(Yi|Xi = 0) fX(0)
∫
k(x/h)k(x/h′) dx
= var(Yi|Xi = 0) fX(0)h′
∫
k
(
u(h′/h)
)
k(u) du.
Using this approximation for the variance terms in the denominator of (4) as well as the covari-
ance in the numerator gives the approximation
cov
(
Hn(h),Hn(h
′)
) ≈ h′ ∫ k (u(h′/h)) k(u) dx√
h′
∫
k(u)2 dx
√
h
∫
k(u)2 dx
=
√
h′/h
∫
k (u(h′/h)) k(u) dx∫
k(u)2 dx
.
Thus, letting H(h) be the Gaussian process with the covariance on the right hand side of the
above display, we expect that the distribution of suph∈[h,h]
√
nh|θˆ(h)−θ(h)|
σˆ(h) is approximated by the
distribution of suph∈[h,h] |H(h)|. Since the covariance kernel given above depends only on h′/h,
suph∈[h,h] |H(h)| has the same distribution as suph∈[h,h] |H(h/h)| = suph∈[1,h/h] |H(h)|. As it turns
out, this approximation will work under relatively mild conditions so long as h → 0 even if h
does not approach zero, because, in this case, the bandwidth that achieves the supremumwill still
converge in probability to zero, yielding the first part of the theorem. For the second part of the
theorem, we show that suph∈[h,h]
√
nh|θˆ(h)−θ(h)|
σˆ(h)
increases proportionally to
√
2 log log(h/h), and
that a further scaling by
√
2 log log(h/h) gives an extreme value limiting distribution. To further
understand the intuition for this, note that H(h) is stationary when indexed by t = log h (since
the covariance at h = et and h′ = et′ depends only on h′/h = et′−t), so, setting T = log(h/h),
we expect the supremum over [log 1, log(h/h)] = [0, T] to follow an extreme value limiting with
scaling
√
2 log T =
√
2 log log(h/h) so long as dependence dies away quickly enough with T,
following classical results (see Leadbetter, Lindgren, and Rootzen, 1983, for a textbook exposition
of these results).
3.1 Practical implementation
For convenience, this section gives step-by-step instructions for finding the appropriate critical
value in our tables and implementing our procedure. We also provide some analysis of the
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magnitudes involved in the correction and the undercoverage that can occur from searching over
multiple bandwidths without implementing our correction.
Table 1 gives the critical values c1−α(hn/hn, k) for several kernel functions k, α = 0.05 and
selected values of hn/hn. Critical values for α = 0.01 and α = 0.10, are given in Table S1
in the supplemental appendix. The critical values can also be obtained using our R package
BWSnooping, which can be downloaded from https://github.com/kolesarm/BWSnooping. For
local polynomial estimators, the critical value depends on the order of the local polynomial, as
well as whether the point of interest is at the boundary (including the case of regression dis-
continuity) or in the interior of the support of Xi. We report values for Nadaraya-Watson (local
constant) and local linear estimators. Note that the critical values for Nadaraya-Watson kernel
regression are the same whether or not the point of interest is in the interior or at the boundary.
For local linear regression in the interior, the equivalent kernel is the same as the original ker-
nel, and therefore the critical value is the same as that for Nadaraya-Watson kernel regression.
For local linear regression at the boundary, including inference in regression discontinuity de-
signs, the critical value is different because the equivalent kernel is different (see Supplemental
Appendix S2 for details).
Using these tables, our procedure can be described in the following steps:
1. Compute an estimate σˆ(h) of the standard deviation of
√
nh(θˆ(h) − θ(h)), where θˆ(h) is a
kernel-based estimate.
2. Let h and h be the smallest and largest values of the bandwidth h considered, respectively,
and let α be the nominal level. Appropriate choice of h and hwill depend on the application;
Section 4 discusses this choice for the applications we consider. Look up the critical value
c1−α(hn/hn, k) in Table 1 for α = 0.05, or in Table S1 for α = 0.01 and α = 0.10.
3. Report uniform confidence band
{
θˆ(h)± (σˆ(h)/
√
nh)c1−α(hn/hn, k) | h ∈ [h, h]
}
for θ(h).
Or, report θˆ(hˆ)± (σˆ(hˆ)/
√
nhˆ)c1−α(hn/hn, k) for a chosen bandwidth hˆ as a confidence in-
terval for θ(hˆ) that takes into account “snooping” over h ∈ [h, h].
It is common practice to report an estimate θˆ(hˆ) and a standard error se(hˆ) ≡ σˆ(hˆ)/
√
nhˆ
for a value of hˆ chosen by the researcher. If one suspects that results reported in this way were
obtained after examining the results for h in some set [h, h] (say, by looking for the value of h
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for which the corresponding test of H0 : θ(h) = 0 has the smallest p-value), one can compute a
“bandwidth snooping adjusted” confidence interval as described in step 3, so long as the kernel
function is reported (as well as the order of the local polynomial).
Figure 1 plots our critical values as a function of h/h for 1− α = 0.95. By construction, the
critical value is given by the standard normal quantile 1.96 when h/h = 1, and increases from
there. For the kernels and range of h/h considered, the correction typically amounts to replacing
the standard normal quantile 1.96 with a number between 2.2 and 2.8, depending on the kernel
and range of bandwidths considered.
Our results can also be used to quantify undercoverage from entertaining multiple band-
widths without using our correction. Figure 2 plots the true uniform asymptotic coverage of a
nominal 95% confidence interval over a range [h, h] for different values of h/h. This amounts to
finding 1− α˜ such that the pointwise critical value 1.96 is equal to c1−α˜(hn/hn, k). For h/h below
10, the true coverage is typically somewhere between 70% and 90%, depending on the kernel and
the exact value of h/h.
4 Applications
This section applies the main results from Section 3 to three econometric models. In the first
example, θ(0) is of primary interest, while in the other examples, θ(h) is an interesting economic
object in its own right. Technical details for this section are relegated to Appendix B.
4.1 Regression discontinuity
We are interested in a regression discontinuity (RD) parameter, where the discontinuity point
is normalized to x = 0 for convenience of notation. We consider both “sharp” and “fuzzy”
regression discontinuity. Using arguments in the discussion preceding Theorem 3.1, the results
in this section could also be generalized to cover “kink” designs (Card, Lee, Pei, and Weber, 2015),
where the focus is on estimating derivatives of conditional means at a point—in the interest of
space, we do not pursue this extension here.
For fuzzy RD, we observe {(Xi,Di,Yi)}ni=1, and the parameter of interest is given by θ(0) =
limx↓0 E(Yi|Xi=x)−limx↑0 E(Yi|Xi=x)
limx↓0 E(Di|Xi=x)−limx↑0 E(Di|Xi=x) . For sharp RD, we observe {(Xi,Yi)}
n
i=1, and the parameter of inter-
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est is given by θ(0) = limx↓0 E(Yi|Xi = x)− limx↑0 E(Yi|Xi = x). For ease of exposition, we focus
on the commonly used local linear estimator (see, e.g., Porter, 2003).6 Given a kernel function k∗
and a bandwidth h, let αˆℓ,Y(h) and βˆℓ,Y(h) denote the intercept and slope from a weighted linear
regression of Yi on Xi in the subsample with Xi < 0, weighted by k(Xi/h). That is, αˆℓ,Y(h) and
βˆℓ,Y(h) minimize
n
∑
i=1
(Yi − αℓ,Y − βℓ,YXi)2 I(Xi < 0)k∗(Xi/h).
Let (αˆu,Y(h), βˆu,Y(h)) denote the regression coefficients from a regression in the subsample with
Xi ≥ 0. For the fuzzy case, define (αˆℓ,D(h), βˆℓ,D(h)) and (αˆu,D(h), βˆu,D(h)) analogously with Di
replacing Yi. The sharp RD local linear estimator is then given by θˆ(h) = αˆu,Y(h)− αˆℓ,Y(h). The
fuzzy RD estimator is given by θˆ(h) =
αˆu,Y(h)−αˆℓ,Y(h)
αˆu,D(h)−αˆℓ,D(h) .
We define θ(h) as the statistic constructed from the population versions of these estimating
equations, which leads to θˆ(h) being approximately unbiased for θ(h). Let (αℓ,Y(h), βℓ,Y(h))
minimize
E (Yi − αℓ,Y − βℓ,YXi)2 I(Xi < 0)k∗(Xi/h),
and let (αu,Y(h), βu,Y(h)), (αℓ,D(h), βℓ,D(h)) and (αu,D(h), βu,D(h)) be defined analogously. We
define θ(h) =
αu,Y(h)−αℓ,Y(h)
αu,D(h)−αℓ,D(h) for fuzzy RD, and θ(h) = αu,Y(h) − αℓ,Y(h) for sharp RD. Under
appropriate smoothness conditions, θ(h) will converge to θ(0) as h → 0.
Theorem B.1 in Appendix B shows that under appropriate conditions, Theorem 3.1 applies
with k(u) given by the equivalent kernel k(u) = (µk∗ ,2− µk∗ ,1|u|)k∗(u), where µk∗ ,j =
∫ ∞
u=0 u
jk∗(u)
for j = 1, 2 (rather than the original kernel k∗). For convenience, we report critical values for
k(u) = (µk∗ ,2− µk∗ ,1|u|)k∗(u) for some common choices of k∗ in Table 1 for α = 0.05 and Table S1
in the supplemental appendix for α = 0.01 and α = 0.10.
In most RD applications, θ(0), rather than θ(h), is of primary interest. Let h∗ll denote a
bandwidth that minimizes the mean-squared error E[(θˆ(h)− θ(0))2] of the local linear estimator
(or an asymptotic approximation of it), such as the Imbens and Kalyanaraman (2012) bandwidth
selector. Then, as is well-known, the bias of θˆ(h∗ll) will not be asymptotically negligible, and
confidence intervals around θˆ(h∗ll) will have poor coverage of θ(0), even without any snooping.
In an important paper, Calonico et al. (2014, CCT) show that one can address this issue
6We cover the extension to local polynomial regression of higher order in Appendix S2.
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by recentering the confidence interval by subtracting an estimate of the asymptotic bias, and
rescaling it to account for the additional noise induced by the bias estimation. CCT show that the
remaining bias is asymptotically negligible so that this alternative confidence interval will achieve
proper coverage of θ(0), provided the conditional mean functions are smooth enough on each
side of the cutoff. If the pilot bandwidth used to estimate the bias equals h∗ll , this procedure is
equivalent to constructing the usual confidence interval around a local quadratic estimator with
bandwidth h∗ll . Since the MSE optimal bandwidth for local quadratic regression is of larger order
than the optimal bandwidth for local linear regression, this method of constructing confidence
intervals can also be viewed as a particular undersmoothing procedure. Consequently, if one uses
a local quadratic estimator and h = O(h∗ll), Corollary 3.1 applies, so that our adjusted confidence
intervals will also achieve correct coverage of the RD parameter θ(0). We apply this method in
two empirical examples in Section 5, and investigate its finite-sample properties in a Monte Carlo
exercise in Supplemental Appendix S5.
In the remainder of this subsection, we discuss two cases in which our computing our ad-
justed confidence interval is relevant. We also discuss the choice of h and h.
4.1.1 Sensitivity Analysis
A researcher implements the CCT bias-correction method by calculating the local quadratic es-
timator of the sharp RD parameter θ(0) = limx↓0 E(Yi|Xi = x) − limx↑0 E(Yi|Xi = x) at the
bandwidth h = h∗ll . To check the robustness of the results, the researcher also evaluates the esti-
mator at a bandwidth hsmaller < h
∗
ll . Suppose that the CI evaluated at h
∗
ll contains zero, while the
CI evaluated at hsmaller does not (in any given sample, this may happen even if both estimators
are exactly unbiased). Arguing that the bias of the estimator at hsmaller is negligible under weaker
assumptions, the researcher may be tempted to conclude that θ(0) = E(Yi|Xi = 0) is nonzero,
and that the conclusions of this hypothesis test are valid under even weaker assumptions than
the original assumptions needed for validity of the CCT confidence interval. Unfortunately, this
is not true for the actual hypothesis test that the researcher has performed (looking at both h∗ll
and hsmaller), since the α probability of type I error has already been “used up” on the test based
on h∗ll . By replacing z1−α/2 with the critical value c1−α(h
∗
ll/hsmaller, k), the researcher can conclude
that θ(0) 6= 0 under the original assumptions, so long as at least one of the two confidence in-
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tervals does not contain zero. Appendix C provides further discussion of cases in which the
uniform-in-h confidence bands can be useful in sensitivity analysis.
4.1.2 Adaptive inference
Suppose that it is known from the economics of the problem that the conditional mean function
E(Yi|Xi = x) is weakly decreasing. Then a Nadaraya-Watson (local constant) estimator θˆNW(h) of
the sharp RD parameter must be biased downward for any bandwidth h. Because any downward
bias will make the one-sided confidence interval [θˆNW(h)− z1−ασˆNW(h)/
√
nh,∞) only more con-
servative, it is asymptotically valid for any h regardless of how fast h → 0 with n (even if h does
not decrease with n at all), so long as nh → ∞ so that a central limit theorem applies to θˆNW(h).
One may wish to use this fact to “snoop” by reporting the most favorable confidence interval,
namely, [suph∈[h,h](θˆNW(h)− z1−ασˆNW(h)/
√
nh),∞) for some [h, h]. Because it involves entertain-
ing multiple bandwidths, this is not a valid confidence interval. Replacing z1−α with one-sided
version of our critical value, cos1−α (see Supplemental Appendix S4), leads to a confidence interval
[suph∈[h,h](θˆ(h)− cos1−ασˆ(h)/
√
nh),∞), which will have correct asymptotic coverage.
In fact, this confidence interval enjoys an optimality property of being adaptive to certain
levels of smoothness of the conditional mean, that is, it is almost as tight as the tightest confidence
interval if the smoothness of the conditional mean was known. More formally, suppose E(Yi|Xi =
x) approaches E(Yi|Xi = 0) at the rate xβ for some β ∈ (0, 1]. Then, so long as h → 0 slowly
enough and h → 0 quickly enough, the lower endpoint of this confidence interval will shrink
toward θ(0) = E(Yi|Xi = 0) at the same rate as a confidence interval constructed using prior
knowledge of β, up to a term involving log log n. Furthermore, no confidence region can achieve
this rate simultaneously for β in a nontrivial interval without giving up this log log n term. Since
the log log n term comes from the multiple bandwidth adjustment in our critical values, this
shows that such an adjustment (or something like it), is necessary for this form of adaptation. In
particular, one cannot estimate the optimal bandwidth accurately enough to do away with our
correction (see Armstrong, 2015, for details).
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4.1.3 Choice of h and h
Let us discuss some general considerations for a choice of the smallest and largest bandwidth in
the context of sensitivity analysis in RD (for adaptive inference under monotonicity, the appro-
priate choice depends on the range of smoothness levels of the conditional mean, see Armstrong
(2015) for details). A conservative approach is to set h to the smallest value such that enough
observations are used for the central limit theorem to give a good approximation (say, 50 effective
observations). If one is interested in inference on θ(0), using the CCT bias-correction discussed
above, h can be set to be of the same order as h∗ll , such as h = 3h
∗
ll/2 or h = 2h
∗
ll . Alternatively,
one can take an even more conservative approach of setting h to include all of the data, so long as
one keeps in mind that CIs with h much larger than h∗ll may not contain θ(0) due to bias. Given
that the critical value increases slowly with h/h for moderate to large values of h/h, the resulting
critical value will not be much larger than under a more moderate choice of h and h.
Implementations of the MSE optimal bandwidth such as those in Imbens and Kalyanaraman
(2012) and Calonico et al. (2014) typically yield a random bandwidth, so if h depends on it,
it will also be random. While we state our results for nonrandom [h, h], our results can be
extended to this case without the need for additional corrections so long as h/h
∗ p→ 1 and
h/h∗
p→ 1 for some nonrandom sequences h∗ and h∗ satisfying our conditions. Imbens and
Kalyanaraman (2012) exhibit a nonrandom sequence h∗IK such that their bandwidth selector hˆ
∗
IK
satisfies hˆ∗IK/h
∗
IK
p→ 1 under certain conditions, so that one can take, for example, h = hˆ∗IK
or h = 2hˆ∗IK under these conditions.
7 Note, however, that bandwidth selectors such as hˆ∗IK
can, in practice, exhibit substantial variability and dependence on tuning parameters chosen
by the user.8 To the extent that a data-dependent bandwidth is highly variable in finite samples,
or can be “gamed” using tuning parameters, it is safer to make use a conservative choice of
[h, h] that contains the data-dependent bandwidth with probability one regardless of the tuning
7While this argument applies to certain data-dependent bandwidth selectors, one cannot use arbitrary data-
dependent rules to choose [h, h] in our setup. As an extreme example, choosing h = h to minimize the p-value
for a particular hypothesis (and then arguing that a snooping correction is not needed since h = h) is clearly not
compatible with our setup. Rather, one would have to define [h, h] to be the range over which the p-value was
minimized.
8For example, as Imbens and Kalyanaraman (2012) point out, the bandwidth that is “optimal” according to their
definition is infinite in certain cases. Their procedure uses tuning parameters to ensure that the selected bandwidth
goes to zero in these cases, resulting in a bandwidth sequence that depends on tuning parameters asymptotically.
This can lead to substantial differences between different implementations of their approach such as the original
implementation in Imbens and Kalyanaraman (2012) and the implementation in Calonico et al. (2014).
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parameters.
4.2 Trimmed average treatment effects under unconfoundedness
We extend our setting to obtain uniform confidence bands for average treatment effects (ATEs)
on certain subpopulations under unconfoundedness. Here the adjustment is slightly different,
but it can still be computed using our tables along with quantities that are routinely reported in
applied research.
Let Yi(0) and Yi(1) denote the potential outcomes associated with a binary treatment Di
that is as good as randomly assigned, conditional on covariates Xi, so that E(Yi(d)|Xi,Di) =
E(Yi(d)|Xi). We observe and i.i.d. sample {(Xi,Di,Yi)}ni=1, where Yi = Yi(1)Di + Yi(0)(1− Di)
denotes the observed outcome. Let τ(x) = E(Yi(1)− Yi(0) | Xi = x) = µ1(x)− µ0(x) denote the
average treatment effect for individuals with Xi = x, where µd(x) = E(Yi|Xi = x,Di = d). Let
e(x) = P(Di = 1|Xi = x) denote the propensity score.
Typically, we are interested in the ATE for the whole population, θ(0) = E[Yi(1) − Yi(0)].
However, since effects for individuals with propensity score e(Xi) close to zero or one cannot
be estimated very precisely, in samples with limited overlap (i.e. in which the number of such
individuals is high), estimates of the ATE θ(0) will be too noisy. To deal with this problem, it is
common in empirical applications to trim the sample by discarding observations with extreme
values of the propensity score.9 Doing so, however, changes the estimand. In particular, if the
sample is restricted to individuals with moderate values of the propensity score, Xh = {Xi : h ≤
e(Xi) ≤ 1− h} for some 0 ≤ h < 1/2, then, as discussed in Crump, Hotz, Imbens, and Mitnik
(2009), the estimand changes from θ(0) to
θ(h) = E(Yi(1)−Yi(0)|Xi ∈ Xh) = E(τ(Xi)|Xi ∈ Xh),
One therefore faces the trade-off between increasing h from 0 to increase the precision of the
estimator at the cost of making the estimand θ(h) arguably less interesting. See Crump et al.
(2009), Chaudhuri and Hill (2016) and Khan and Tamer (2010) for a detailed discussion of these
issues. Crump et al. (2009) propose a rule for picking the trimming parameter h that minimizes
9For prominent examples, see Heckman, Ichimura, and Todd (1997), Galiani, Gertler, and Schargrodsky (2005), or
Bailey and Goodman-Bacon (2015).
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the variance of the resulting estimator. In practice, one may want to resolve this trade-off in
other ways. Our approach of reporting a uniform confidence band allows the researcher to
avoid the issue of which trimmed estimate to report and simply report a range of estimates.
With the reported confidence band for θ(h), the reader can pick their preferred trimming value,
assess treatment effect heterogeneity by examining how θ(h) varies with h, or obtain a confidence
interval for θ(0) based on the reader’s own beliefs about the smoothness of θ(h).
When forming this confidence band, one can choose a trimming range [h, h] that is wide
enough to include different suggestions in the literature about the appropriate amount of trim-
ming, such as [0, 0.1] or [0, 0.2]. This allows the reader to pick their preferred trimming amount
as well as assess the sensitivity of the results to the amount of trimming.
To describe the adjustment to critical values in this setting, let θˆ(h) be an efficient estimator
of θ(h) (in the sense of satisfying condition (12) in Appendix B), and let se(h) denote its standard
error. Let N(h) be the number of untrimmed observations for a given h (i.e. number of obser-
vations i such that Xi ∈ Xh). In contrast to the previous applications, assume that h and h are
fixed. If e(Xi) is close to zero or one with high probability, the variance bound for the ATE, θ(0),
may be infinite, and a sequence of trimming points hn → 0 can be used to obtain estimators that
converge to the ATE at a slower than root-n rate (see Khan and Tamer, 2010). We expect that our
results can be extended to this case under appropriate regularity conditions, but we leave this
question for future research. We form our uniform confidence band as
{
θˆ(h)± c1−α(tˆ, kuniform) · se(h)
∣∣∣h ∈ [h, h]}, where tˆ = se(h)2N(h)2
se(h)2N(h)2
, (5)
and kuniform denotes the uniform kernel. In Theorem B.2 in Appendix B, we show that this con-
fidence band is asymptotically valid under appropriate regularity conditions. The critical value
given above comes from an approximation by a scaled Brownian motion where the “effective
sample size” is proportional to a quantity that can be estimated by se(h)2N(h)2. See proof of
Theorem B.2 in Supplemental Appendix S3.2 for details.
4.3 LATEs for different sets of compliers
We observe (Zi,Di,Yi) where Zi is an exogenous instrument shifting a binary treatment variable
Di, and Yi is an outcome variable. Let [z, z] be the support of Zi, and assume, for simplicity, that z
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and z are finite (this does not involve much loss in generality, since Zi can always be transformed
to the unit interval by redefining Zi as its percentile rank). Suppose that P(Di = 1 | Zi = z) is
increasing in z, and for h ≤ (z− z)/2 define
θ(h) =
E(Yi | Zi ∈ [z− h, z])− E(Yi|Zi ∈ [z, z+ h])
P(Di = 1 | Zi ∈ [z− h, z])− P(Di = 1|Zi ∈ [z, z+ h]) .
Under certain exogeneity and monotonicity assumptions, θ(h) gives the average effect for the
subpopulation of “compliers”, individuals who change their treatment status if their instrument
shifts from Zi ∈ [z, z + h] to Zi ∈ [z − h, z]. In the literature, this is called the “local average
treatment effect”, or LATE (see Imbens and Angrist, 1994; Heckman and Vytlacil, 2005; Heckman,
Urzua, and Vytlacil, 2006). It can be estimated with the sample analogue
θˆ(h) =
1
#{Zi∈[z−h,z]} ∑Zi∈[z−h,z] Yi −
1
#{Zi∈[z,z+h]} ∑Zi∈[z,z+h]Yi
1
#{Zi∈[z−h,z]} ∑Zi∈[z−h,z] Di −
1
#{Zi∈[z,z+h]} ∑Zi∈[z,z+h] Di
,
where #A denotes the number of elements in a set A. The estimator θˆ(h) is numerically identical
to the instrumental variables estimator for β in the equation Yi = α + Diβ + ε, where the sample
is restricted to observations with Zi ∈ [z, z + h] ∪ [z − h, z] and the instrument is I(Zi ≥ z −
h). Let σˆ2(h)/h be the robust variance estimate for
√
n(βˆ − β) from this IV regression, so that
σˆ(h)/
√
nh = se(h) is the standard error for θˆ(h).
The parameter θ(0) = limh→0 θ(0) is typically of particular interest since it corresponds to the
LATE for the largest subpopulation for which the LATE is identified (see Frölich, 2007; Heckman
and Vytlacil, 2005; Heckman et al., 2006). In finite samples one faces a trade-off similar to that in
the trimmed ATE application in Section 4.2: increasing h increases the precision of the estimate,
but decreases the size of the complier subpopulation associated with the estimand.
Theorem B.3 in Appendix B shows that under appropriate regularity conditions, the confi-
dence band [θˆ(h) ± c1−α(h/h, kuniform)se(h)]h∈[h,h], where kuniform denotes the uniform kernel, is
a valid confidence band for θ(h). This result follows from the fact that θˆ(h) is composed of
kernel-based estimators with the uniform kernel (e.g. 1
#{Zi∈[z,z+h]} ∑Zi∈[z,z+h] Yi is a uniform ker-
nel estimate of E[Yi | Zi = z]). This confidence band provides a simple way of summarizing the
estimates of θ(h) for a range of values of h and their statistical accuracy, while formally taking
into account that one has looked at multiple estimates. This allows the reader to assess treatment
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effect heterogeneity by examining how θ(h) varies with h, or obtain a confidence interval for θ(0)
based on their own beliefs about the smoothness of θ(h).
In addition to the trimmed ATE and LATE applications, similar extensions are possible to
other econometric models that are “identified at infinity” (see, among others Chamberlain, 1986;
Heckman, 1990; Andrews and Schafgans, 1998). In the interest of brevity, we do not pursue such
extensions here.
5 Empirical illustrations
5.1 U.S. House elections
Our first empirical example is based on Lee (2008), who is interested in the effect of an incum-
bency advantage in U.S. House elections. Given the inherent uncertainty in final vote counts, the
party that wins is essentially randomized in elections that are decided by a narrow margin, so
that the incumbency advantage can be identified using a sharp regression discontinuity design.
In particular, the running variable Xi is the Democratic margin of victory in a given election
i. The outcome variable Yi is the Democratic vote share in the next election. The parameter θ(0)
is then the incumbency advantage for Democrats—the impact of being the current incumbent
party in a congressional district on the probability of winning the next election. There are 6, 558
observations in this dataset, spanning House elections between 1946 and 1998.
To analyze the data, Lee (2008) uses a global fourth degree polynomial, which yields a point
estimate of 7.7%. However, global polynomial estimates may give large weights to observations
far away from the threshold and be sensitive to the degree of the polynomial (Gelman and
Imbens, 2014). We therefore reanalyze the data using local linear and local quadratic regression
with a triangular kernel. We consider bandwidths between 2 and 40, which includes the Imbens
and Kalyanaraman (2012, IK) optimal bandwidth selector for local linear regression, equal to
29.4. Figure 3 plots the results. Because the IK bandwidth is designed to minimize the mean
squared error of the local linear estimator, as discussed in Section 4.1, the bias at bandwidths of
this order is not asymptotically negligible. Panel (a) of Figure 3 should therefore be interpreted
as a confidence band for θ(h). As discussed in that section, one can interpret the local quadratic
estimator as implementing the Calonico et al. (2014) bias-correction method, so that panel (b) can
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be interpreted as giving results for θ(0).
The incumbency effect remains positive and significant over the entire range, even after using
the corrected critical value, and after implementing the Calonico et al. (2014) bias correction. At
the IK bandwidth, the confidence interval is given by (4.49, 8.87) for the local quadratic (bias-
corrected) estimator. Our adjustment widens it slightly to (3.82, 9.54). These results suggest that
the estimates are very robust to the choice of bandwidth.
5.2 Progresa / Oportunidades
Our second empirical example examines the effect of the Oportunidades anti-poverty conditional
cash transfer program in Mexico, using a dataset from Calonico et al. (2014, CCT). The program
started in 1998 under the name of Progresa in rural areas, and expanded to urban areas in 2003.
The program is designed to target poverty by providing cash payments to families in exchange for
regular school attendance, health clinic visits, and nutritional support. The transfer constituted a
significant contribution to the income of eligible families.
We focus on the program treatment effect in the urban areas. Here, unlike in the rural areas,
the program was first offered in neighborhoods with the highest density of poor households.
In order to accurately target the program to poor households, household eligibility to partici-
pate in the program was based on a pre-intervention household poverty index. This eligibility
assignment rule naturally leads to sharp (intention-to-treat) regression-discontinuity design.
As in CCT, we focus on the effect of the program on food and non-food consumption ex-
penditures two years after its implementation (consumption is measured in pesos, expressed as
monthly expenditures per household member). We normalize the poverty index so that the par-
ticipation cutoff is zero. There are 2,809 households in the dataset, 691 with index Xi > 0, and
2,118 controls with Xi < 0. For the effect on food consumption, the IK bandwidth selector sets
hIK = 1.44, with 95% confidence interval around the local linear estimator equal to (6.7, 71.2),
and to (4.6, 102.7) for the local quadratic estimator, suggesting a significantly positive effect. For
non-food consumption, hIK = 1.09, and the 95% confidence intervals are given by (1.6, 53.7) for
the local linear estimator, and by (4.5, 79.3) for the local quadratic estimator. To examine sen-
sitivity of these results to snooping, we plot the estimates, along with pointwise and uniform
confidence bands over a range of bandwidths in Figures 4 and 5. In contrast to the previous
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empirical example, the figures indicate that the results are sensitive to bandwidth choice: the
uniform bands contain zero over the entire range plotted for both outcomes.
5.3 Right heart catheterization
Our final example uses data from Connors Jr et al. (1996) to examine the effect of receiving
right heart catheterization (RHC) on 30-day mortality. The data contain information on 5,735
adult patients who were critically ill upon admission to the hospital ICU, 2,184 treated and
3,551 controls. The treatment, an indicator for receiving RHC withing 24 hours of admission, is
assumed to be as good as randomly conditional on 72 covariates (see Connors Jr et al. (1996) for
a detailed description).
The original analysis by Connors Jr et al. (1996) matched on the propensity score estimated
by a logistic regression, with each unit matched at most once. It found that RHC appeared
to lead to lower survival than not performing RHC, contradicting a popular perception among
practitioners that RHC was beneficial. To estimate the treatment effect, we follow the procedure
in reanalysis of this data by Crump et al. (2009). First, we estimate the propensity score by logistic
regression. We then take the difference between the treated and control units weighted by the
estimated propensity score. Standard errors are computed by the bootstrap.
Due to limited overlap, Crump et al. (2009) trim the data by setting the trimming parameter
to h = 0.1, discarding individuals with propensity score lower than 0.1 and higher than 0.9. To
examine sensitivity of the results to the amount of trimming, we consider a range of trimming
parameters from 0 to 0.1. This leads to an effective bandwidth ratio tˆ = 2.00. Figure 6 plots
the results. Without trimming, the unadjusted 95% confidence interval is given by (0.027, 0.092).
Trimming at h = 0.1 reduces it to (0.031, 0.087). Adjusting the confidence intervals for snooping
widens them to (0.018, 0.100) and (0.024, 0.094), respectively. Overall, the results are stable over
the trimming range, with the precision of the estimates increasing with trimming. The conclusion
that RHC negatively impacts survival is robust to snooping, with RHC lowering the 30-day
survival probability by about 6%.
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6 Conclusion
Nonparametric estimators typically involve a choice of tuning parameter. To ensure robustness
of the results to tuning parameter choice, researchers often examine sensitivity of the results to
the value of the tuning parameter. However, if the tuning parameter is chosen based on this
sensitivity analysis, the resulting confidence intervals may undercover even if the estimator is
unbiased.
In this paper, we addressed this problem when the estimator is kernel-based, and the tuning
parameter is a bandwidth. We showed that if one uses an adjusted critical value instead of the
usual critical value based on quantiles of a normal distribution, the resulting confidence interval
will be robust to this form of “bandwidth snooping”.
The adjustment only depends on the kernel and the ratio of biggest to smallest bandwidth
that the researcher has tried. Therefore, readers can easily quantify the robustness of reported
results to the bandwidth choice, as long as both a point estimate and a standard error have been
reported. Our method also allows researchers to report the results for a range of bandwidths
along with the adjusted confidence bands as a routine robustness check, allowing readers to
select their own bandwidth.
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Appendix
This appendix contains the proof of Theorem 3.1 in the main text, as well as auxiliary results.
Appendix A contains the proof of the main result. Appendix B gives formal regularity conditions
applying the main result to models considered in Section 4. Appendix C discusses the use of
uniform and pointwise in h confidence regions in sensitivity analysis. Additional results and
proofs are in the supplemental appendix.
Throughout this appendix, we use the following additional notation. For a sample {Zi}ni=1
and a function f on the sample space, En f (Zi) =
1
n ∑
n
i=1 f (Zi) denotes the sample mean, and
Gn f (Zi) =
√
n(En − E) f (Zi) =
√
n[En f (Zi) − E f (Zi)] denotes the empirical process. We use
t∨ t′ and t∧ t′ to denote elementwise maximum and minimum, respectively. We use ek to denote
the kth basis vector in Euclidean space (where the dimension of the space is clear from context).
A Proof of Main Result
A.1 Equivalence Results for Extreme Value Limits
This section proves an equivalence result for extreme value limits of the form proved in this
paper.
Theorem A.1. Let h∗n and hn be sequences with hn → 0, h∗n = O(1) and h∗n/hn → ∞, and let Tn(h)
and T˜n(h) be random processes on R. Suppose that
√
2 log log(h∗n/hn)
(
sup
hn≤h≤h∗n
Tn(h)−
√
2 log log(h∗n/hn)
)
− b(log log(h∗n/hn)) d→ Z (6)
for some limiting variable Z and b(t) = log c2 or b(t) = log c1 + log
√
2t for some constants c1 and c2.
Suppose that √
log log(h∗n/hn) sup
hn≤h≤h∗n
∣∣Tn(h)− T˜n(h)∣∣ p→ 0. (7)
Then (6) holds with Tn(h) replaced by T˜n(h). If, in addition, for some sequence hn with hn ≥ h∗n,
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log log(h∗n/hn)− log log(hn/hn) → 0 and, for some ε > 0,
suph∗n≤h≤hn T˜n(h)√
2 log log(hn/hn)
≤ 1− ε with probability approaching one, (8)
then (6) holds with Tn(h) replaced by T˜n(h) and h∗n replaced by hn.
Proof. The first claim is immediate from the bound
∣∣∣suphn≤h≤h∗n Tn(h) − suphn≤h≤h∗n T˜n(h)∣∣∣ ≤
suphn≤h≤h∗n
∣∣Tn(h)− T˜n(h)∣∣ and Slutsky’s theorem.
For the second claim, note that, since (6) holds for T˜n, suphn≤h≤h∗n T˜n(h)/
√
2 log log(hn/hn)
p→
1 so that, with probability approaching one, suphn≤h≤hn T˜n(h) = suphn≤h≤h∗n Tn(h). By Slutsky’s
theorem, anXn − bn d→ Z implies a′nXn − b′n d→ Z so long as bn − b′n → 0 and (an − a′n) 1∨bnan →
0 (note that (an − a′n)Xn − (bn − b′n) = an−a
′
n
an
(anXn − bn) + bnan (an − a′n) − (bn − b′n)). Apply-
ing this fact with an =
√
2 log log(h∗n/hn), a′n =
√
2 log log(hn/hn), bn = 2 log log(h
∗
n/hn) +
b(log log(h∗n/hn)) and b′n = 2 log log(hn/hn) + b(log log(hn/hn)), we have
(an − a′n)
1∨ bn
an
=
(√
2 log log(h∗n/hn)−
√
2 log log(hn/hn)
)
2 log log(h∗n/hn)+b(log log(h∗n/hn))√
2 log log(h∗n/hn)
=
(√
2 log log(h∗n/hn)−
√
2 log log(hn/hn)
)(√
2 log log(h∗n/hn) + o(1)
)
=
2 log log(h∗n/hn)− 2 log log(hn/hn)√
2 log log(h∗n/hn) +
√
2 log log(hn/hn)
(√
2 log log(h∗n/hn) + o(1)
)
→ 0
and bn − b′n = b(log log(h∗n/hn))− b(log log(hn/hn)) + o(1) → 0 since |b(t) − b(t′)| ≤ t− t′ for
large enough t and t′.
To prove our main result, we apply Theorem A.1 twice. First, we show that, under the
conditions of Theorem 3.1, for some ε > 0,
suph∗n≤h≤hn
√
nh|θˆ(h)− θ(h)|/σˆ(h)√
2 log log(hn/hn)
=
suph∗n≤h≤hn
1√
nh
|∑ni=1 ψ(Wi, h)k(Xi/h)|√
2 log log(hn/hn)
+ oP(1) ≤ 1− ε
with probability approaching one, where
h∗n = exp
[
−(log h−1n )1/K
]
(9)
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for K large enough (the reasoning behind this choice of h∗n is explained below; in the case where
hn goes to zero more quickly than this choice of h
∗
n, this step can be skipped). For this choice of h
∗
n,
(7) is shown to hold with T˜n(h) given by
√
nh|θˆ(h)−θ(h)|
σˆ(h)
and Tn(h) given by
1√
nh
|∑ni=1 Y˜ik(Xi/h)|,
where
Y˜i =
ψ(Wi, 0)− E[ψ(Wi, 0)||Xi|]√
var(ψ(Wi , 0)||Xi|) f|X|(|Xi|)
∫ ∞
0 k(u)
2 du
. (10)
Next, it is shown that (7) holds for T˜n(h) given by
1√
nh
|∑ni=1 Y˜ik(Xi/h)| and Tn(h) given by the
absolute value of a Gaussian process with the same covariance kernel, which can be constructed
on the same sample space. Calculating this covariance kernel, we see that
cov
(
1√
nh
n
∑
i=1
Y˜ik(Xi/h),
1√
nh
n
∑
i=1
Y˜ik(Xi/h
′)
)
= E
1√
hh′
E[Y˜2i ||Xi|]k(|Xi |/h)k(|Xi |/h′)
= E
{
1√
hh′
[
f|X|(|Xi|)
∫ ∞
0
k(u)2 du
]−1
k(|Xi|/h)k(|Xi |/h′)
}
=
∫
k(x/h)k(x/h′ ) dx√
hh′
∫
k(u)2 du
(here, we use the fact that k(|Xi|/h) = k(Xi/h) and
∫
k(u)2 du = 2
∫ ∞
0 k(u)
2 du, since k is symmet-
ric). The change of variables u = x/h′ shows that the covariance kernel depends only on h′/h,
so that the Gaussian process is stationary when indexed by t = log h. The result then follows by
applying a theorem for limits of stationary Gaussian processes on increasing sets (see Leadbetter
et al., 1983).
The reasoning behind this choice of h∗n is as follows. With h∗n = exp[−(log h−1n )1/K], we have
h∗n/hn = exp[−(log h−1n )1/K + (log h−1n )] = exp{(log h−1n )[1− (log h−1n )1/K−1]}, so that
log log(h∗n/hn) = log{(log h−1n )[1− (log h−1n )1/K−1]} = log log(h−1n ) + log[1− (log h−1n )1/K−1].
Since the last term converges to zero, this is equal to log log(h−1n ) up to an o(1) term, and the
same holds for log log(hn/hn) as required.
To see why this choice of h∗n is useful for showing (8), note that, if the supremum of T˜n(h)
increases at the same rate over h∗n ≤ h ≤ hn (as a function of hn/h∗n) as it does over hn ≤ h ≤ h∗n
(as a function of h∗n/hn), then we will have, for some constant C that does not depend on h∗n,
suph∗n≤h≤hn T˜n(h) ≤ C
√
log log(hn/h∗n) with probability approaching one. Thus, (8) will hold so
long as
log log(hn/h∗n)
log log(hn/hn)
= log log h
∗
n
−1
log log h−1n
+ o(1) can be made arbitrarily small by making K large, which
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we can do since log log h∗n
−1 = log(log h−1n )1/K = (1/K) log log h
−1
n .
The rest of this section uses Theorem A.1 to prove Theorem 3.1. First, we state some empirical
process bounds, which will be used later in the proof.
A.2 Empirical Process Bounds
This section states some empirical process bounds used later in the proof. The proofs of these
results are given in Supplemental Appendix S1.2 (see Lemmas S1.4 and S1.5). In these lemmas,
the following conditions are assumed to hold for some finite constants B f , Bk and f X. The
function f (w, h, t) is assumed to satisfy | f (Wi , h, t)k(Xi/h)| ≤ B f for all h ≤ h and t ∈ T with
probability one, and the class of functions {(x,w) 7→ f (w, h, t)k(x/h)|0 ≤ h ≤ h, t ∈ T} is
contained in some larger class G with polynomial covering number as defined in Supplemental
Appendix S1.1. We assume that k(x) is a bounded kernel function with support [−A, A] and
|k(x)| ≤ Bk < ∞, and that Xi is a real valued random variable with density fX(x) with fX(x) ≤
f X < ∞ for all x.
Lemma A.1. Suppose that the conditions given above hold and let a(h) = 2
√
K log log(1/h) where K
is a constant depending only on G given in Lemma S1.3. Then, for a constant ε > 0 that depends only on
K, A and f X ,
P
(
|Gn f (Wi, h, t)k(Xi/h)| ≥ a(h)h1/2B fA1/2 f 1/2X some (log log n)/(εn) ≤ h ≤ h, t ∈ T
)
≤ K(log 2)−2 ∑
(2h)−1≤2k≤∞
k−2.
Lemma A.2. Under the conditions of Lemma A.1,
sup
(log log n)/(εn)≤h≤h,t∈T
|Gn f (Wi, h, t)k(Xi/h)|
(log log h−1)1/2h1/2
= OP(1)
It will be useful to state a slight extension of these results. Suppose that f (Wi, h, t)k(Xi/h)
converges to zero as h → 0. In particular, suppose that, for some bounded function ℓ(h),
f (Wi, h, t)k(Xi/h) ≤ ℓ(h) (11)
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with probability one. Applying the above results with f (Wi, h, t) replaced by f (Wi, h, t)/ℓ(h), we
then have
sup
(log log n)/(εn)≤h≤h,t∈T
|Gn f (Wi, h, t)k(Xi/h)|
(log log h−1)1/2h1/2ℓ(h)
= OP(1).
Thus,
sup
hn≤h≤hn ,t∈T
|Gn f (Wi, h, t)k(Xi/h)|
h1/2
= OP
(
sup
hn≤h≤hn
(log log h−1)1/2ℓ(h)
)
= OP
(
(log log h
−1
n )
1/2
ℓ(hn)
)
,
where the second equality holds if (log log h−1)1/2ℓ(h) is nondecreasing in h.
A.3 Replacing ψ(Wi, h) with Y˜i
This section shows that (8) holds for T˜n(h) =
√
nh|θˆ(h) − θ(h)|/σˆ(h), and that (7) holds for
Tn(h) =
1√
nh
|∑ni=1 Y˜ik(Xi/h)|.
The following lemma proves (8) for
√
nh|θˆ(h)− θ(h)|/σˆ(h).
Lemma A.3. Suppose that the classes of functions w 7→ ψ(w, h) and x 7→ k(x/h) have polynomial
uniform covering numbers, ψ(w, h)k(x/h) is bounded, Xi has a bounded density and that k is a bounded
kernel function with support [−A, A].
Let h∗n be defined as above for some constant K and let hn be a bounded sequence hn ≥ h∗n. Then, if
K is large enough, (8) will hold for T˜n(h) =
1√
h
|Gnψ(Wi, h)k(Xi/h)|. Thus, under Assumption 3.1, (8)
will hold for T˜n(h) =
√
nh|θˆ(h)− θ(h)|/σˆ(h).
Proof. Let C be such that, for any h˜,
P
(
sup
hn≤h≤h˜
1√
log log h−1
√
h
|Gnψ(Wi, h)k(Xi/h)| > C
)
≤ C ∑
(2h˜)−1≤k≤∞
k−2
(this can be done by Lemma A.1). Given δ > 0, let h˜δ be such that the right hand side of
this display is less than δ, and let C˜δ be such that suph˜δ≤h≤hn
1√
h
|Gnψ(Wi, h)k(Xi/h)| ≤ C˜δ with
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probability at least 1− δ. Then, with probability at least 1− 2δ,
sup
h∗n≤h≤hn
1√
h
|Gnψ(Wi, h)k(Xi/h)|
≤ max
{√
2 log log h∗n
−1 sup
h∗n≤h≤h˜δ
|Gnψ(Wi, h)k(Xi/h)|√
log log h−1
√
h
, sup
h˜δ≤h≤hn
1√
h
|Gnψ(Wi, h)k(Xi/h)|
}
≤ C ·
√
2 log log h∗n
−1 + C˜δ = C ·
√
(2/K) log log h−1n + C˜δ ≤ C ·
√
(3/K) log log h−1n
for large enough n. Since δ was arbitrary, it follows that
suph∗n≤h≤hn
1√
h
|Gnψ(Wi,h)k(Xi/h)|√
2 log log h−1n
≤ C√3/(2K)
with probability approaching one. Since this can be made less than 1− ε by making K large (and
since lim supn
√
2 log log h−1n /
√
2 log log(hn/hn) ≤ 1), the result follows.
We now show that (7) holds for Tn(h) =
1√
nh
|∑ni=1 Y˜ik(Xi/h)| and T˜n(h) =
√
nh|θˆ(h) −
θ(h)|/σˆ(h). By Assumption 3.1, it suffices to show this for T˜n(h) = 1√h |Gnψ(Wi, h)k(Xi/h)|. To
this end, we first prove a general result where Tn(h) and T˜n(h) are given by
1√
nh
|∑ni=1 ψ(Wi, h)k(Xi/h)|
and 1√
nh
|∑ni=1 ψ˜(Wi, h)k(Xi/h)|, and then verify these conditions for ψ˜(Wi, h) given by Y˜i.
Lemma A.4. Suppose that the conditions of Lemma A.3 hold as stated and with ψ replaced by ψ˜. If
|[ψ˜(Wi, h)− ψ(Wi, h)]k(Xi/h)| ≤ ℓ(h) for some function ℓ(h) with limh→0 ℓ(h) log log h−1 = 0. Then,
for h∗n given in (9),
√
log log(h∗n/hn) sup
hn≤h≤h∗n
∣∣∣∣ 1√
h
Gnψ(Wi, h)k(Xi/h)− 1√
h
Gnψ˜(Wi, h)k(Xi/h)
∣∣∣∣ p→ 0.
Proof. By Lemma A.2 applied to [ψ˜(Wi, h)− ψ(Wi, h)]k(Xi/h)/ℓ(h), we have
sup
hn≤h≤h∗n
∣∣∣∣ 1√
h
Gnψ(Wi, h)k(Xi/h) − 1√
h
Gnψ˜(Wi, h)k(Xi/h)
∣∣∣∣ = OP
(
sup
hn≤h≤h∗n
ℓ(h)
√
log log h−1
)
.
Since limh→0 ℓ(h) log log h−1 = 0, we can assume without loss of generality that ℓ(h) log log h−1
is nondecreasing and that, therefore, ℓ(h)
√
log log h−1 is nondecreasing. Thus,
√
log log(h∗n/hn) sup
hn≤h≤h∗n
∣∣∣∣ 1√
h
Gnψ(Wi, h)k(Xi/h)− 1√
h
Gnψ˜(Wi, h)k(Xi/h)
∣∣∣∣
= OP
(
ℓ(h∗n)
√
log log h∗n
−1
√
log log(h∗n/hn)
)
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= OP
ℓ(h∗n) log log h∗n−1√log log(h∗n/hn)√
log log h∗n
−1
 .
The result follows since ℓ(h∗n) log log h∗n
−1 → 0 and
√
log log(h∗n/hn)√
log log h∗n
−1
≤
√
log log h−1n√
log log h∗n
−1
=
√
log log h−1n√
(1/K) log log h−1n
=
√
K.
We now show that the conditions of Lemma A.4 hold for ψ˜(Wi, h) given by Y˜i under the
conditions of Theorem 3.1.
Lemma A.5. Under the conditions of Theorem 3.1, |[ψ(Wi, h) − Y˜i]k(Xi/h)| ≤ ℓ(h) for some function
ℓ(h) with limh→0 ℓ(h) log log h−1 = 0.
Proof. Let σ˜2(x) = var[ψ(Wi , 0)||Xi| = x], a(x) = [σ˜2(x) f|X|(x)
∫ ∞
0
k(u)2 du]−1/2, and µ˜(x) =
E[ψ(Wi, 0)||Xi| = x]. We have
[ψ(Wi, h)− Y˜i]k(Xi/h)
= [ψ(Wi, h)− ψ(Wi, 0)]k(Xi/h) + {ψ(Wi, 0)− a(|Xi|) [ψ(Wi, 0)− µ˜(|Xi|)]} k(Xi/h)
= [ψ(Wi, h)− ψ(Wi, 0)]k(Xi/h) + ψ(Wi, 0)[1− a(|Xi|)]k(Xi/h) + a(|Xi|)µ˜(|Xi|)k(Xi/h)
The first term is bounded by a function ℓ(h) with limh→0 ℓ(h) log log h−1 = 0 by assumption.
The second term is bounded by a constant times sup0≤x≤Ah |1− a(x)|, and the last term is
bounded by a constant times sup0≤x≤Ah |µ˜(x)| once a(x) is shown to be bounded. To deal with
these terms, note that a(0) = 1 and µ˜(0) = 0 by construction (this is shown below in Lemma A.6).
Thus,
sup
0≤x≤Ah
|1− a(x)| = sup
0≤x≤Ah
|a(0)− a(x)|
=
[∫ ∞
0
k(u)2 du
]−1/2
sup
0≤x≤Ah
∣∣∣[σ˜2(0) f|X|(0)]−1/2 − [σ˜2(x) f|X|(x)]−1/2∣∣∣ .
By continuous differentiability of (s, t) 7→ (st)−1/2 at s = σ˜2(0) and t = f|X|(0) along with
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Assumption 3.2, this is bounded by a constant times sup0≤x≤Ah ℓ(x) for a function ℓ(h) with
ℓ(h) log log h−1 → 0 as h → 0. Since [log log h−1] sup0≤x≤Ah ℓ(x) ≤ sup0≤x≤Ah[log log x−1]ℓ(x),
this bound satisfies the required conditions. The last term is bounded by a constant times
sup0≤x≤Ah |µ˜(x)− µ˜(0)|, and this term is bounded by a function ℓ(h) with ℓ(h) log log h−1 → 0
as h → 0 by assumption.
The following lemma is used in the proof of Lemma A.5.
Lemma A.6. Under the conditions of Theorem 3.1, a(0) = 1 and µ˜(0) = 0, where a(x) and µ˜(x) are
defined in Lemma A.5.
Proof. Note that
0 =
1
h
Eψ(Wi, h)k(Xi/h) =
1
h
Eψ(Wi, 0)k(Xi/h) +
1
h
E[ψ(Wi, h)− ψ(Wi, 0)]k(Xi/h)
= µ˜(0)
1
h
Ek(Xi/h) +
1
h
E(µ˜(Xi)− µ˜(0))k(Xi/h) + 1
h
E[ψ(Wi, h)− ψ(Wi, 0)]k(Xi/h).
As h → 0, 1hEk(Xi/h) → f|X|(0)
∫ ∞
0 k(u) du > 0,
1
hE(µ˜(x)− µ˜(0))k(Xi/h) → 0 and 1hE[ψ(Wi, h)−
ψ(Wi, 0)]k(Xi/h) → 0, so taking limits in the above display shows that µ˜(0) = 0. Similarly,
1 =
1
h
var(ψ(Wi , h)k(Xi/h))
=
1
h
var(ψ(Wi , 0)k(Xi/h)) +
1
h
var([ψ(Wi , h)− ψ(Wi, 0)]k(Xi/h))
+
2
h
cov([ψ(Wi , h)− ψ(Wi, 0)]k(Xi/h),ψ(Wi , 0)k(Xi/h)).
As h → 0, the last two terms converge to zero, since they are bounded by ℓ(h) or ℓ(h)2 times
terms of the form Ek(Xi/h)/h and Ek(Xi/h)
2/h. The first term is
1
h
∫ ∞
0
σ˜2(x)k(x/h)2 f|X|(x) dx+
1
h
var(µ(|Xi |)k(|Xi |/h)),
which converges to σ˜2(0) f|X|(0)
∫ ∞
0 k(u)
2 du as h → 0 (the last term is bounded by a constant
times ℓ(h)2). Thus, σ˜2(0) =
(
f|X|(0)
∫ ∞
0 k(u)
2 du
)−1
so that, with a(x) defined above, a(0) = 1.
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A.4 Gaussian Approximation
This section shows that 1√
h
GnY˜ik(Xi/h) =
1√
nh
∑
n
i=1 Y˜ik(Xi/h) is approximated by a Gaussian
process with the same covariance kernel. The proof of this result, given in Supplemental Ap-
pendix S1.3, uses an application of a Gaussian approximation theorem of Sakhanenko (1985)
along with arguments similar to those in Bickel and Rosenblatt (1973). It is worth noting that
other Gaussian approximation results could be used, with potentially different regularity condi-
tions. For example, one could use results from Chernozhukov, Chetverikov, and Kato (2014b),
which would allow us to replace the assumption of a bounded outcome variable with assump-
tions bounding the higher moments, at the expense of stronger conditions on hn (this would also
require additional truncation arguments elsewhere in the proofs).
We consider a general setup with {(X˜i, Y˜i)}ni=1 i.i.d., with X˜i ≥ 0 a.s. such that X˜i has a density
fX˜(x) on [0, x] for some x ≥ 0, with fX˜(x) bounded away from zero and infinity on this set. We
assume that Y˜i is bounded almost surely, with E(Y˜i|X˜i) = 0 and var(Y˜i |X˜i = x) = fX˜(x)−1. We
assume that the kernel function k has finite support [0, A] and is differentiable on its support
with bounded derivative. For ease of notation, we assume in this section that
∫
k(u)2 du = 1. The
result applies to our setup with Y˜i given in (10) and X˜i given by |Xi|.
Let
Hˆn(h) =
1√
nh
n
∑
i=1
Y˜ik(X˜i/h).
Theorem A.2. Under the conditions above, there exists, for each n, a process Hn(h) such that, conditional
on (X˜1, . . . , X˜n), Hn is a Gaussian process with covariance kernel
cov
(
Hn(h),Hn(h
′)
)
=
1√
hh′
∫
k(x/h)k(x/h′ ) dx
and
sup
hn≤h≤x/A
∣∣Hˆn(h)−Hn(h)∣∣ = OP ((nhn)−1/4[log(nhn)]1/2)
for any sequence hn with nhn/ log log h
−1
n → ∞.
For our purposes, we need (nhn)
−1/4[log(nhn)]1/2 · (log log h−1n )1/2 → 0, so that the rate in the
above theorem is oP(1/
√
log log hn). For this, the condition nhn/[(log log n)(log log log n)]
2 →
∞ given in the conditions of Theorem 3.1, is sufficient, since this implies, for some an → ∞,
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(nhn)
1/4 ≥ an(log log n)1/2(log log log n)1/2 and this implies, for large enough n,
(nhn)
−1/4[log(nhn)]
1/2 ≤ a−1n
{log[an(log log n)1/2(log log log n)1/2]4}1/2
(log log n)−1/2(log log log n)−1/2
= a−1n
{4[log an + (1/2) log log log n+ (1/2) log log log log n]}1/2
(log log n)−1/2(log log log n)−1/2
≤ 2a−1n (log an + 1)1/2(log log n)−1/2.
A.5 Limit Theorem for the Gaussian Approximation
This section derives the limiting distribution of the approximating Gaussian process as hn/hn
increases.
Theorem A.3. Let H(h) be a Gaussian process with mean zero and covariance kernel
cov
(
H(h),H(h′)
)
=
∫
k(u/h)k(u/h′) du√
hh′
∫
k(u)2 du
=
√
h′
h
∫
k(u(h′/h))k(u) du∫
k(u)2 du
,
where k is a bounded symmetric kernel with a bounded derivative and support [−A, A]. Let c1 =
Ak(A)2√
pi
∫
k(u)2 du
, c2 =
1
2pi
√ ∫
[k′(u)u+ 12 k(u)]
2
du∫
k(u)2 du
, and let b(t) = log c2 if k(A) = 0 and b(t) = log c1 +
1
2 log t
if k(A) 6= 0. Let hn and hn be sequences with hn/hn → ∞. Then
√
2 log log(hn/hn)
(
sup
hn≤h≤hn
|H(h)| −
√
2 log log(hn/hn)
)
− b(log log(hn/hn)) d→ Z ∨ Z′
where Z and Z′ are independent extreme value random variables.
Proof. We use Theorem 12.3.5 of Leadbetter et al. (1983) applied to the process X(t) = H(et),
which is stationary, with, in the case where k(A) 6= 0, α = 1 and C = Ak(A)2∫
k(u)2 du
and, in the
case where k(A) = 0, α = 2 and C =
∫
[k′(u)u+ 12 k(u) du]
2
du
2
∫
k(u)2 du
. The calculations and verification of
the conditions for this theorem follow from elementary calculus and are given in Supplemental
Appendix S1.4.
A.6 Proof of Theorem 3.1
We are now ready to prove Theorem 3.1. Before proceeding, we recall a result regarding absolute
continuity of suprema of Gaussian processes, which will be used in the proof.
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Lemma A.7. Let X(t) be a Gaussian process on a countable index set T with P(supt∈T |X(t)| < ∞) = 1
and inft∈T var(X(t)) > 0. Then supt∈T X(t) has an absolutely continuous distribution with bounded
density.
Proof. See Proposition 3.2 in Pitt and Tran (1979).
It follows from Lemma A.7 that the distribution of suph∈[h,h] H(h) is absolutely continuous
for any 0 < h ≤ h < ∞ (the supremum is equal to the supremum over a countable subset
with probability one by continuity of the sample paths). It also follows that suph∈[h,h] |H(h)| is
absolutely continuous, since suph∈[h,h] H(h) and suph∈[h,h]−H(h) are absolutely continuous and
absolute continuity of Y and Z implies absolute continuity of max{Y,Z}.
proof of Theorem 3.1. By arguing along subsequences, we can assume without loss of generality
that hn/hn → h∗ for some h∗ ∈ [0,∞) or h∗ = ∞. In the first case,
sup
hn≤h≤hn
√
nh|θˆ(h)− θ(h)|
σˆ(h)
= sup
1≤t≤hn/hn
|Hn(thn)|+ rn,
where rn
p→ 0 and Hn(h) is, conditional on {|Xi|}ni=1, a Gaussian process with the same distri-
bution as H(h). Since multiplying h by a constant does not change the distribution of H(h), it
follows that
sup
1≤t≤hn/hn
|Hn(thn)| d= sup
1≤h≤hn/hn
|H(h)| d→ sup
1≤h≤h∗
|H(h)|,
where the last step follows from stochastic equicontinuity of H(h) on compact intervals. The
result then follows by continuity of the distribution of sup1≤h≤h∗ |H(h)| at c1−α(h∗, k) (which
follows from the result in Pitt and Tran 1979 stated in Lemma A.7).
In the case where hn/hn → ∞, let h∗n be given by (9) for some K which will be chosen large
enough to satisfy conditions given below. We can assume without loss of generality that either
hn > h
∗
n for all n large enough or that hn ≤ h∗n for all n large enough (again, by arguing along
subsequences). In the former case, we apply Lemma A.3 to show that condition (8) holds for
√
nh|θˆ(h) − θ(h)|/σˆ(h) so long as K is chosen large enough in the definition of h∗n. Thus, by
Theorem A.1, it suffices to consider the latter case where hn ≤ h∗n.
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By Lemmas A.4 and A.5, (7) holds for
√
nh|θˆ(h) − θ(h)|/σˆ(h) and 1√
nh
|∑ni=1 Y˜ik(Xi/h)|. It
therefore follows from Theorem A.1 that it suffices to consider 1√
nh
|∑ni=1 Y˜ik(Xi/h)|. By Theo-
rem A.2, this can be replaced by |Hn(h)|, where Hn(h) is the Gaussian process conditional on
{|Xi|}ni=1 defined in the proof of that theorem. By Theorem A.3,
√
2 log log(hn/hn)
(
sup
hn≤h≤hn
|Hn(h)| −
√
2 log log(hn/hn)
)
− b(log log(hn/hn)) d→ Z ∨ Z′.
Thus, by Theorems A.1 and A.2, the same holds with |Hn(h)| replaced by
√
nh|θˆ(h)− θ(h)|/σˆ(h).
Since c1−α(hn/hn, k) is the 1− α quantile of a distribution that converges in distribution to Z ∨ Z′
by Theorem A.2, and since the cdf of Z ∨ Z′ is continuous, the result follows. The last display in
the statement of the theorem follow directly from this extreme value limit.
B Regularity conditions for applications
In this appendix, we state three theorems that give primitive regularity conditions for applica-
tions discussed in Section 4. Proofs for these results are in Supplemental Appendix S3.
To state these conditions, we use the following additional notation. For a random vector
(Xi,Di,Yi) with Xi continuously distributed, let E(Yi|Di = d,Xi = x˜+) = limx↓x˜ E(Yi|Di = d,Xi =
x) and E(Yi|Di = d,Xi = x˜−) = limx↑x˜ E(Yi|Di = d,Xi = x). For a function f : R → R and x˜ ∈ R,
let f (x˜+) = limx↓x˜ f (x) and f (x˜−) = limx↑x˜ f (x) when these limits exist. We say that a function
f is right-continuous at x˜ with local modulus of continuity ℓ(x) if ‖ f (x) − f (x˜+)‖ ≤ ℓ(‖x − x˜‖)
for all x > x˜ with ‖x − x˜‖ small enough. We say that a function f is left-continuous at x˜ with
local modulus of continuity ℓ(x) if ‖ f (x)− f (x˜−)‖ ≤ ℓ(‖x− x˜‖) for all x < x˜ with ‖x− x˜‖ small
enough. We say that a function f is continuous at x˜ with local modulus ℓ(x) if it is both left- and
right-continuous with f (x˜+) = f (x˜−) = f (x˜). Note that we define left- and right-continuity with
respect to the left- and right-hand limits of the function, so that a function may be both left- and
right-continuous according to our definition even if these limits are different (as is typically the
case in RD).
Theorem B.1. Consider the regression discontinuity design from Section 4.1. Suppose that
(i) |Xi| has a density f|X|(x) at x = 0, Yi is bounded, and, for some deterministic function ℓ(t)
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with limt→0 log log t−1ℓ(t) = 0, the functions fX(x), var((Di,Yi)′|Xi = x), E(Yi|Xi = x) and
E(Di|Xi = x) are left- and right-continuous at 0 with local modulus of continuity ℓ(t).
(ii) P(Di = 1|Xi = 0+) − P(Di = 1|Xi = 0−) 6= 0 and var(Yi|Di = d,Xi = 0+) 6= 0 or
var(Yi |Di = d,Xi = 0−) 6= 0 for d = 0 or 1.
Then, for θˆ(h) and θ(h) given in Section 4.1 and σˆ(h) corresponding to the Eicker-Huber-White
standard error estimator given in the supplemental appendix, if the kernel function k∗ satisfies part (i) of
Assumption 3.2, then Assumptions 3.1 and Assumption 3.2 hold with k(u) = (µk∗ ,2 − µk∗ ,1|u|)k∗(u), so
long as hn is bounded by a small enough constant and nhn/(log log h
−1
n )
3 → ∞.
Next, consider the problem of constructing uniform confidence bands for average treatment
effects under unconfoundedness as in Section 4.2. Let θˆ(h) be an estimator of θ(h) with influence
function representation
√
n(θˆ(h)− θ(h)) = 1√
n
n
∑
i=1
[Y˜i − θ(h)]I(Xi ∈ Xh)
P(Xi ∈ Xh) + oP(1), (12)
where the oP(1) term is uniform over h ≤ h ≤ h and Y˜i := Di Yi−µ1(Xi)e(Xi) − (1 − Di)
Yi−µ0(Xi)
1−e(Xi) +
µ1(Xi)− µ0(Xi). See Crump et al. (2009) for references to the literature for estimators that satisfy
this condition. This condition requires that the trimmed sample is constructed using a known
propensity score e(x) (while allowing for a fully nonparametric estimator on the trimmed sam-
ple). If instead one uses the trimming rule Xˆh = {x : h < eˆ(x) ≤ 1− h} based on an estimated
propensity score e(x), we conjecture that (12) will hold for
√
n(θˆ(h) − θ(X̂h)) under regularity
conditions, where, for a set X , θ(X ) is defined as E(Yi(1) − Yi(0) | Xi ∈ X ).10 This will lead
to uniform confidence bands for the parameter θ(X̂h), which can be interpreted as the average
treatment effect for the random subpopulation X̂h. The influence function (12) and the pivotal
asymptotic distribution we derive below are specific to estimators of trimmed average treatment
effects: other classes of estimators and trimming rules with different influence function rep-
resentations may not lead to a snooping adjusted critical value based on a pivotal asymptotic
10In the pointwise-in-h case, similar results are given in the the working paper version (Crump, Hotz, Imbens, and
Mitnik, 2006) of Crump et al. (2009); verifying this conjecture essentially involves verifying that their results can be
generalized to hold uniformly over h ≤ h ≤ h.
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distribution. Note that E(Y˜i|Xi) = τ(Xi) so that E(Y˜i|Xi ∈ Xh) = θ(h). Let
σ(h)2 = var
{
[Y˜i − θ(h)]I(Xi ∈ Xh)
P(Xi ∈ Xh)
}
=
var
{
[Y˜i − θ(h)]I(Xi ∈ Xh)
}
P(Xi ∈ Xh)2 ,
The following theorem proves the validity of the confidence band given in Section 4.2.
Theorem B.2. Let 0 ≤ h < h < 1/2. Suppose that
(i) the influence function representation (12) holds uniformly over h ≤ h ≤ h, and se(h) = σˆ(h)/√n
where σˆ(h) is consistent for σ(h) uniformly over h ≤ h ≤ h
(ii) θ(h) is bounded uniformly over h ≤ h ≤ h and E[Y˜2i |Xi] is bounded uniformly over h ≤ e(Xi) ≤
1− h and
(iii) v(h) > 0 where v(h) = E{[Y˜i − θ(h)]2 I(Xi ∈ Xh)}.
Let tˆ = se(h)
2N(h)2
se(h)2N(h)2
as defined in (5). Then
lim inf
n
P
(√
n
∣∣θˆ(h)− θ(h)∣∣
σˆ(h)
≤ c1−α(tˆ, kuniform) all h ∈ [h, h]
)
≥ 1− α,
where kuniform is the uniform kernel. If, in addition, v(h) is continuous, the above display holds with the
lim inf replaced by limn→∞ and ≥ replaced by =.
The final result gives the regularity conditions for inference on local average treatment effects.
Theorem B.3. Consider the setup and notation from Section 4.3. Suppose that
(i) Zi has a density fZ(z) at z = z and z = z, Yi is bounded and, for some function ℓ(t) with
limt→0 log log t−1ℓ(t) = 0, fZ, var((Di,Yi)′|Zi = z), E(Yi|Zi = z) and E(Zi|Zi = z) are
continuous at z and z with local modulus of continuity ℓ(t).
(ii) P(Di = 1|Zi = z) − P(Di = 1|Zi = z) 6= 0 and var(Yi|Di = d, zi = z) 6= 0 or var(Yi|Di =
d,Zi = z) 6= 0 for d = 0 or 1.
Then, for θˆ(h), θ(h) and σˆ(h) given above, Assumptions 3.1 and Assumption 3.2 hold with k(u) =
I(|u| ≤ 1), so long as hn is bounded by a small enough constant and nhn/(log log h−1n )3 → ∞.
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C Specification Searches and Sensitivity Analysis
This section discusses the use of uniform-in-the-tuning-parameter confidence bands in sensitivity
analysis and compares them to pointwise-in-the-tuning-parameter confidence bands. The points
made here apply to any sensitivity analysis of some parameter θ(h) to a tuning parameter h (e.g.,
h may determine the subset of included covariates, as in Leamer, 1983), provided we have an
estimator θˆ(h) that, for a given h, is approximately unbiased for θ(h).
Suppose that different readers may disagree on how θ(h) relates to θ(0), the parameter of
interest, as h varies. We can report pointwise-in-h confidence sets Cpointwise(h) satisfying
P
(
θ(h) ∈ Cpointwise(h)
)
= 1− α for all h ∈ H,
or uniform-in-h confidence sets Cuniform(h) satisfying
P (θ(h) ∈ Cuniform(h) all h ∈ H) = 1− α.
If each reader believes that a particular h is most suitable for estimating and performing inference
on θ(0), and, if given access to the original data, would only perform analysis based on this h,
then the researcher can simply report θˆ(h) and Cpointwise(h) for a range of values of h. The reader
would then select an estimate θˆ(h) and a confidence set Cpointwise(h) that correspond to their prior
belief about the most appropriate h. The confidence set Cpointwise(h) selected by the reader (which
the reader would have always selected regardless of the data) will have the correct coverage for
θ(h) for the given h.
If, however, the researcher has some liberty in choosing which θˆ(h) to report and/or em-
phasize (e.g. by reporting some results in the abstract or main text and others in an appendix),
reporting Cpointwise(h) can lead to undercoverage, if one interprets coverage as “coverage con-
ditional on being reported/emphasized in the main text.” In this setting, reporting Cuniform(h)
solves the problem of undercoverage of θ(h), so long as the set H includes all values of h con-
sidered by the researcher in choosing which θˆ(h) to report. This becomes particularly important
when readers are less informed about the subject matter or details of the data than the researcher,
since, in this case, readers may defer to the researcher on the choice of h.
To get at these ideas in another way, let us consider some hypothesis testing problems that a
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researcher might have in mind in performing a sensitivity analysis:
H0,a : θ(h) ≤ 0 for some h ∈ H,
H0,b : θ(h) ≤ 0 for all h ∈ H,
H0,c : θ(h) has the same sign for all all h ∈ H.
One may consider formalizing the notion of “concluding that θ(0) is greater than zero in a robust
sense” by either
rejecting H0,a (and therefore also accepting H0,c in the sense of rejecting its complement) (13)
or
rejecting H0,b and failing to reject H0,c. (14)
Clearly, (13) is a more stringent requirement than (14). Rejecting only when Cpointwise(h) ⊆ (0,∞)
for all h provides a valid test of H0,a since, under H0,a there exists a h0 such that θ(h0) ≤ 0,
so that P
(Cpointwise(h) ⊆ (0,∞) all h) ≤ P (Cpointwise(h0) ⊆ (0,∞)) ≤ P (θ(h0) 6∈ Cpointwise(h0)).
Thus, under the criterion (13), it is sufficient to use pointwise-in-h confidence bands. However,
this approach is likely to be conservative in many practically relevant situations: the confidence
set for θ(0) is effectively given by the union of all pointwise sets Cpointwise(h). In our case, where
θˆ(h) is a kernel based estimate with bandwidth h, such confidence interval will be very large
since pointwise confidence intervals for small h can be very wide.
If, instead, one takes (14) as the criterion for “concluding that θ(0) is greater than zero in
a robust sense”, one can perform such a test by looking at the uniform confidence band, and
concluding (14) only if Cuniform(h) ⊆ (0,∞) for some h, and Cuniform(h) ∩ (0,∞) 6= 0 for all h. In
contrast, performing this analysis with Cpointwise(h) does not provide a test of H0,c with correct
size: this formulation of robustness of the results to the tuning parameter requires a uniform-in-h
confidence band. One can view this approach as a way of formulating a confidence statement
for procedures such as those proposed by Imbens and Lemieux (2008) that examine whether the
sign of of a kernel estimator changes over a range of bandwidths.
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NW / LL (int) LL (boundary)
h/h Unif Tri Epa Unif Tri Epa
1.0 1.96 1.96 1.96 1.96 1.95 1.96
1.2 2.24 2.01 2.03 2.23 2.03 2.05
1.4 2.33 2.05 2.08 2.33 2.08 2.11
1.6 2.40 2.09 2.12 2.39 2.12 2.15
1.8 2.45 2.11 2.15 2.44 2.16 2.19
2 2.48 2.14 2.17 2.48 2.18 2.22
3 2.60 2.22 2.27 2.60 2.27 2.32
4 2.66 2.26 2.31 2.66 2.32 2.37
5 2.70 2.30 2.35 2.71 2.35 2.41
6 2.73 2.32 2.37 2.73 2.37 2.43
7 2.75 2.34 2.39 2.76 2.39 2.45
8 2.77 2.35 2.41 2.78 2.41 2.47
9 2.79 2.37 2.42 2.79 2.43 2.48
10 2.80 2.38 2.44 2.81 2.44 2.50
20 2.89 2.45 2.51 2.89 2.52 2.58
50 2.97 2.53 2.59 2.98 2.60 2.66
100 3.02 2.57 2.64 3.02 2.65 2.71
Table 1: Critical values c0.95(h/h, k) for level-5% tests for the Uniform (Unif, k(u) =
1
2 I(|u| ≤ 1)),
Triangular (Tri, (1− |u|)I(|u| ≤ 1)) and Epanechnikov (Epa, 3/4(1− u2)I(|u| ≤ 1)) kernels. “NW
/ LL (int)” refers to Nadaraya-Watson (local constant) regression in the interior or at a boundary,
as well as local linear regression in the interior. “LL (boundary)” refers to local linear regression
at a boundary (including regression discontinuity designs).
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Figure 1: Two-sided 95% critical values for different kernels. “uniform”, “triangular” and
“epanechnikov” refer to Nadaraya-Watson (local constant) regression in the interior or at a
boundary as well as local linear regression in the interior. “uniform (ll)”, “triangular (ll)” and
“epanechnikov (ll)” refer to local linear regression at a boundary.
49
uniform (ll)
uniform
epanechnikov (ll)
triangular (ll)
epanechnikov
triangular
0.7
0.8
0.9
5 10
h/h
C
o
v
er
ag
e
Figure 2: Coverage of unadjusted 95% confidence bands (i.e. using critical values equal to 1.96)
for different kernels. “uniform”, “triangular” and “epanechnikov” refer to Nadaraya-Watson
(local constant) regression in the interior or at a boundary as well as local linear regression in the
interior. “uniform (ll)”, “triangular (ll)” and “epanechnikov (ll)” refer to local linear regression
at a boundary.
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(b) Local quadratic regression
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Figure 3: Effect of incumbency on percentage vote share in the next election. Data are from Lee
(2008). Local linear (panel (a)) and local quadratic (panel (b)) regression with triangular kernel.
Point estimate θˆ(h) (solid line), pointwise (dotted), and uniform (dashed) confidence bands as
function of the bandwidth h. The range of bandwidths plotted is (0.02, 0.40), so that h/h = 20,
and the adjusted critical value is 2.52 (local linear) and 2.56 (local quadratic). Vertical dashed line
corresponds to estimates using Imbens and Kalyanaraman (2012) bandwidth.
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(b) Local quadratic regression
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Figure 4: Effect of the Oportunidades cash transfer program on food consumption. Data are
from Calonico et al. (2014). Local linear (panel (a)) and local quadratic (panel (b)) regression
with triangular kernel. Point estimate θˆ(h) (solid line), pointwise (dotted), and uniform (dashed)
confidence bands as function of the bandwidth h. The range of bandwidths plotted is (0.1, 2),
so that h/h = 20, and the adjusted critical value is 2.52 (local linear) and 2.56 (local quadratic).
Vertical dashed line corresponds to estimates using Imbens and Kalyanaraman (2012) bandwidth.
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(b) Local quadratic regression
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Figure 5: Effect of the Oportunidades cash transfer program on non-food consumption. Data
are from Calonico et al. (2014). Local linear (panel (a)) and local quadratic (panel (b)) regression
with triangular kernel. Point estimate θˆ(h) (solid line), pointwise (dotted), and uniform (dashed)
confidence bands as function of the bandwidth h. The range of bandwidths plotted is (0.1, 2),
so that h/h = 20, and the adjusted critical value is 2.52 (local linear) and 2.56 (local quadratic).
Vertical dashed line corresponds to estimates using Imbens and Kalyanaraman (2012) bandwidth.
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Figure 6: Effect of Right Heart Catheterization on 30-day morality. Data are fromConnors Jr et al.
(1996). Point estimate θˆ(h) (solid line), pointwise (dotted), and uniform (dashed) confidence
bands as function of the trimming parameter h, plotted over the range h ∈ [0, 0.1].
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This supplement is organized as follows. Section S1 contains auxiliary results used in Ap-
pendix A of the main text. Section S2 contains auxiliary results on local polynomial regression.
Section S3 proves theorems in Appendix B. Section S4 derives critical values for one-sided confi-
dence intervals and gives tables of one- and two-sided critical values. Finally, Section S5 presents
the results of a Monte Carlo study.
The following additional notation, which is also used in the appendix in the main text,
is used throughout this supplement. For a sample {Zi}ni=1 and a function f on the sample
space, En f (Zi) =
1
n ∑
n
i=1 f (Zi) denotes the sample mean, and Gn f (Zi) =
√
n(En − E) f (Zi) =
√
n[En f (Zi)− E f (Zi)] denotes the empirical process. We use t ∨ t′ and t ∧ t′ to denote element-
wise maximum and minimum, respectively. We use ek to denote the kth basis vector in Euclidean
space (where the dimension of the space is clear from context).
S1 Auxiliary Results
This section contains auxiliary results that are used in the proof of Theorem 3.1 in Appendix A
of the main text, and in the proofs of the results from Appendix B of the main text given later in
this supplement.
∗email: timothy.armstrong@yale.edu
†email: mkolesar@princeton.edu
S1
S1.1 Tail Bounds for Empirical Processes
We state some tail bounds based on an inequality of Talagrand (1996) and other empirical process
results. Throughout this section, we consider a class of functions G on the sample space RdZ with
an i.i.d. sample of random variables Z1, . . . ,Zn. We assume throughout that G has a polynomial
covering number in the sense that, for some B,W, N1(δ,Q,G) ≤ Bε−W for all finitely discrete
probability measures Q, where N1 is defined in, e.g., Pollard (1984), p. 25.
Lemma S1.1. Let G˜ be a subset of G such that, for some envelope function G and constant g, |g(Zi)| ≤
G(Zi) ≤ g a.s. for all g ∈ G˜. Then, for some constant K that depends only on G,
P
(
sup
g∈G˜
|Gng(Zi)| ≥ K
√
E[G(Zi)2] + t
)
≤ K exp
− 1
K
t2
E[G(Zi)2] + g
{√
E[G(Zi)2] + t
}
/
√
n

Proof. We apply a result of Talagrand (1996) as stated in Equation (3) of Massart (2000). The
quantity v from that version of the bound is, in our setting, given by v = E supg∈G˜ ∑
n
i=1[g(Zi)−
Eg(Zi)]
2 which, as shown in Massart (2000, p. 882), is bounded by (see also Klein and Rio, 2005)
n sup
g∈G˜
E{[g(Zi)− Eg(Zi)]2}+ 32gE sup
g∈G˜
n
∑
i=1
[g(Zi)− Eg(Zi)].
By Theorem 2.14.1 in van der Vaart and Wellner (1996),
E sup
g∈G˜
n
∑
i=1
[g(Zi)− Eg(Zi)] ≤
√
nK1
√
E[G(Zi)]2, (1)
for a constant K1 that depends only on G. Combined with the fact that E{[g(Zi)− Eg(Zi)]2} ≤
E[G(Zi)
2], this gives the bound
v ≤ nE[G(Zi)2] + 32gK1
√
n
√
E[G(Zi)]2.
Applying the bound from equation (3) of Massart (2000) with these quantities gives
P
(√
n sup
g∈G˜
Gng(Zi) ≥ K1
√
n
√
E[G(Zi)]2 + r
)
S2
≤ P
(√
n sup
g∈G˜
Gng(Zi) ≥ E sup
g∈G˜
n
∑
i=1
[g(Zi)− Eg(Zi)] + r
)
≤ K2 exp
(
− 1
K2
r2
nE[G(Zi)2] + 32gK1
√
n
√
E[G(Zi)]2 + gr
)
,
where the first inequality follows from (1). Substituting r =
√
nt gives
P
(
sup
g∈G˜
Gng(Zi) ≥ K1
√
E[G(Zi)]2 + t
)
≤ K2 exp
(
− 1
K2
t2
E[G(Zi)2] + 32gK1
√
E[G(Zi)]2/
√
n+ gt/
√
n
)
,
which gives the result after noting that replacing K1 on the left hand side as well as K2 and
32K1K2 on the right hand side with a larger constant K decreases the left hand side and increases
the right hand side, and applying a symmetric bound to infg∈G˜ Gng(Zi).
Lemma S1.1 gives good bounds for t just larger than
√
E[G(Zi)]2, so long as
√
E[G(Zi)]2/
√
n
is small relative to E[G(Zi)]
2 (i.e. so long as E[G(Zi)]
2n is large). We now state a version of this
result that is specialized to this case.
Lemma S1.2. Let G˜ be a subset of G such that, for some envelope function G and constant g, |g(Zi)| ≤
G(Zi) ≤ g a.s. for all g ∈ G˜. Then, for some constant K that depends only on G,
P
(
sup
g∈G˜
|Gng(Zi)| ≥
√
Va
)
≤ K exp
(
− a
2
K
)
for all V ≥ E[G(Zi)2] and a > 0 with a+ 1 ≤
√
V
√
n/g.
Proof. Substituting t = rV1/2 into the bound from Lemma S1.1 gives, letting K1 be the constant
K from that lemma,
P
(
sup
g∈G˜
|Gng(Zi)| ≥ (K1 + r)V1/2
)
≤ K1 exp
(
− 1
K1
r2V
V + g {V1/2 + rV1/2} /√n
)
.
For g(1+ r) ≤ √nV1/2, this is bounded by K1 exp
(
− r22K1
)
. Setting a = K1 + r and noting that
K1 exp
(
− (a−K1)22K1
)
≤ K2 exp
(
− a2K2
)
for a large enough constant K2 (and that g(1+ a) ≤
√
nV1/2
S3
implies g(1+ a− K1) ≤
√
nV1/2) gives the result.
S1.2 Tail Bounds for Kernel Estimators
We specialize some of the results of Section S1.1 to our setting. We are interested in functions of
the form g(x,w) = f (w, h, t)k(x/h), where h varies over positive real numbers and t varies over
some index set T.
We assume throughout the section that k(x) is a bounded kernel function with support
[−A, A], with k(x) ≤ Bk < ∞ for all k. We also assume that Xi is a real valued random variable
with with a density fX(x) with fX(x) ≤ f X < ∞ all x.
Lemma S1.3. Suppose that {(x,w) 7→ f (w, h, t)k(x/h)|0 ≤ h ≤ h, t ∈ T} is contained in some larger
class G with polynomial covering number, and that, for some constant B f , | f (Wi, h, t)k(Xi/h)| ≤ B f for
all h ≤ h and t ∈ T with probability one. Then, for some constant K that depends only on G,
P
(
sup
0≤h≤h,t∈T
|Gn f (Wi, h, t)k(Xi/h)| ≥ aB fA1/2 f 1/2X h
1/2
)
≤ K exp(− a
2
K
)
for all a > 0 with a+ 1 ≤ A1/2 f 1/2X h
1/2
n1/2.
Proof. The result follows from Lemma S1.2, since B f I(|Xi| ≤ Ah) is an envelope function for
f (Wi, h, t)k(Xi/h) as h and t vary over this set.
Lemma S1.4. Suppose that the conditions of Lemma S1.3 hold, and let a(h) = 2
√
K log log(1/h) where
K is the constant from Lemma S1.3. Then, for a constant ε > 0 that depends only on K, A and f X ,
P
(
|Gn f (Wi, h, t)k(Xi/h)| ≥ a(h)h1/2B fA1/2 f 1/2X some (log log n)/(εn) ≤ h ≤ h, t ∈ T
)
≤ K(log 2)−2 ∑
(2h)−1≤2k≤∞
k−2.
Proof. Let Hk = (2−(k+1), 2−k). Applying Lemma S1.3 to this set, we have
P
(
|Gn f (Wi, h, t)k(Xi/h)| ≥ a(h)h1/2B fA1/2 f 1/2X some h ∈ Hk, t ∈ T
)
≤ P
(
sup
0≤h≤2k,t∈T
|Gn f (Wi, h, t)k(Xi/h)| ≥ a(2−k)2−(k+1)/2B fA1/2 f 1/2X
)
S4
≤ K exp
(
− [a(2
−k)2−1/2]2
K
)
= K exp
(
−2 log log 2k
)
= K exp (−2 log(k log 2)) = K[k log 2]−2
so long as 2−1/2a(2−k) + 1 ≤ A1/2 f 1/2X 2−k/2n1/2, where the first inequality follows since a(h) ≥
a(2−k) and h ≥ 2−(k+1) for h ∈ Hk.
Now, 2−1/2a(2−k) + 1 ≤ A1/2 f 1/2X 2−k/2n1/2 will hold iff. [2−1/2a(2−k) + 1]2k/2 ≤ A1/2 f
1/2
X n
1/2.
If 2k ≤ εn/ log log n for some ε > 0, we will have a(2−k) ≤ 2√K log log[εn/ log log n], so that
[2−1/2a(2−k) + 1]2k/2 ≤ {2−1/2 · 2√K log log[εn/ log log n] + 1}√εn/ log log n. For large enough
n, this is bounded by 4
√
Kεn, which is less than A1/2 f
1/2
X n
1/2 for ε small enough as required.
Thus, for ε defined above,
P
(
|Gn f (Wi, h, t)k(Xi/h)| ≥ a(h)h1/2B fA1/2 f 1/2X some (log log n)/(εn) ≤ h ≤ h, t ∈ T
)
≤ ∑
(2h)−1≤2k≤2εn/ log log n
P
(
sup
0≤h≤2k,t∈T
|Gn f (Wi, h, t)k(Xi/h)| ≥ a(2−k)2−(k+1)/2B fA1/2 f 1/2X
)
≤ K(log 2)−2 ∑
(2h)−1≤2k≤2εn/ log log n
k−2,
which gives the result.
Using these bounds, we obtain the following uniform bound on Gn f (Wi, h, t)k(Xi/h).
Lemma S1.5. Under the conditions of Lemma S1.4,
sup
(log log n)/(εn)≤h≤h,t∈T
|Gn f (Wi, h, t)k(Xi/h)|
(log log h−1)1/2h1/2
= OP(1).
Proof. Given ε > 0, we can apply Lemma S1.4 to find a δ > 0 such that
sup
(log log n)/(εn)≤h≤δ,t∈T
|Gn f (Wi, h, t)k(Xi/h)|
(log log h−1)1/2h1/2
< 2
√
2KB fA
1/2 f
1/2
X
with probability at least 1− K(log 2)−2 ∑(2δ)−1≤2k≤∞ k−2 > 1− ε/2. For this choice of δ,
sup
δ≤h≤h,t∈T
|Gn f (Wi, h, t)k(Xi/h)|
(log log h−1)1/2h1/2
= OP(1)
S5
by Lemma S1.3. Thus, choosing C large enough so that C ≥ 2√2KB fA1/2 f 1/2X and
sup
δ≤h≤h,t∈T
|Gn f (Wi, h, t)k(Xi/h)|
(log log h−1)1/2h1/2
≤ C
with probability at least 1− ε/2 asymptotically, we have
sup
(log log n)/(εn)≤h≤h,t∈T
|Gn f (Wi, h, t)k(Xi/h)|
(log log h−1)1/2h1/2
≤ C
with probability at least 1− ε asymptotically.
S1.3 Gaussian Approximation
This section proves TheoremA.2 in Appendix A.4, which gives a Gaussian process approximation
for the process Hˆn(h) defined in that section.
For convenience, we repeat the setup here. We show that 1√
h
GnY˜ik(Xi/h) =
1√
nh
∑
n
i=1 Y˜ik(Xi/h)
is approximated by a Gaussian process with the same covariance kernel. We consider a general
setup with {(X˜i, Y˜i)}ni=1 i.i.d., with X˜i ≥ 0 a.s. such that X˜i has a density fX˜(x) on [0, x] for
some x ≥ 0, with fX˜(x) bounded away from zero and infinity on this set. We assume that Y˜i
is bounded almost surely, with E(Y˜i|X˜i) = 0 and var(Y˜i|X˜i = x) = fX˜(x)−1. We assume that
the kernel function k has finite support [0, A] and is differentiable on its support with bounded
derivative. For ease of notation, we assume in this section that
∫
k(u)2 du = 1. The result applies
to our setup with Y˜i given in (10) in Appendix A in the main text and X˜i given by |Xi|.
Let
Hˆn(h) =
1√
nh
n
∑
i=1
Y˜ik(X˜i/h).
Theorem A.2. Under the conditions above, there exists, for each n, a process Hn(h) such that,
conditional on (X˜1, . . . , X˜n), Hn is a Gaussian process with covariance kernel
cov
(
Hn(h),Hn(h
′)
)
=
1√
hh′
∫
k(x/h)k(x/h′ ) dx
S6
and
sup
hn≤h≤x/A
∣∣Hˆn(h)−Hn(h)∣∣ = OP ((nhn)−1/4[log(nhn)]1/2)
for any sequence hn with nhn/ log log h
−1
n → ∞.
We now prove the result. Let Gˆ(x) = 1n ∑X˜i≤x Y˜i. With this notation, we can write the process
Hˆn(h) as
Hˆn(h) =
1√
nh
n
∑
i=1
Y˜ik(X˜i/h) =
√
n√
h
∫
k(x/h) dGˆ(x).
Let gˆ(x) = 1n ∑X˜i≤x fX˜(X˜i)
−1. In Lemma S1.6 below, a process Bn(t) is constructed that is a Brow-
nian motion conditional on X˜1, . . . , X˜n such that Bn(ngˆ(x)) is, with high probability conditional
on X˜1, . . . , X˜n, close to nGˆ(x). By showing that gˆ(x) is close to x with high probability and using
properties of the fluctuation of the Brownian motion, it is then shown that Bn(ngˆ(x)) can be ap-
proximated by Bn(nx), so that Hˆn(h) is approximated by the corresponding process with Gˆ(x)
replaced by Bn(nx)/n.
Formally, let Bn(t) be given by the (conditional) Brownian motion in Lemma S1.6 below, and
define
Hn(h) =
1√
nh
∫
k(x/h) dBn(nx).
Note that Hn(h) =
1√
h
∫
k(x/h) dB˜n(x) (where B˜n(x) = Bn(nx)/
√
n is another Brownian motion
conditional on X˜1, . . . , X˜n), so that, conditional on (X˜1, . . . , X˜n), Hn is a Gaussian process with
the desired covariance kernel.
Let R1,n(x) = nGˆ(x)−Bn(ngˆ(x)) and R2,n(x) = Bn(ngˆ(x))−Bn(nx). Then
Hˆn(h)−Hn(h) = 1√
nh
∫
k(x/h) dR1,n(x) +
1√
nh
∫
k(x/h) dR2,n(x).
Using the integration by parts formula, we have, for j = 1, 2 and Ah ≤ x,
1√
nh
∫
k(x/h) dRj,n(x) =
Rj,n(Ah)k(A)√
nh
− 1√
nh
∫ Ah
x=0
Rj,n(x)k
′(x/h)
1
h
dx
S7
The first term is bounded by
|Rj,n(Ah)|k(A)√
nh
, and the second term is bounded by
A√
nh
(
sup
0≤x≤Ah
∣∣Rj,n(x)∣∣
)(
sup
0≤u≤A
∣∣k′(u)∣∣)
(see Bickel and Rosenblatt, 1973, for a similar derivation). By boundedness of k′(u), it follows
that both terms are bounded by a constant times 1√
nh
sup0≤x≤Ah
∣∣Rj,n(x)∣∣, so that
sup
hn≤h≤x/A
∣∣Hˆn(h)−Hn(h)∣∣ ≤ K sup
hn≤h≤x/A
2
∑
j=1
sup
0≤x≤Ah
∣∣Rj,n(x)∣∣√
nh
≤ K
2
∑
j=1
sup
0≤x≤x
∣∣Rj,n(x)∣∣√
n[(x/A) ∨ hn]
.
for some constant K. Thus, the result will follow if we can show that sup0≤x≤x
|R1,n(x)|√
n(x∨hn)
and
sup0≤x≤x
|R2,n(x)|√
n(x∨hn)
converge to zero at the required rate.
We first construct Bn(t) and show that sup0≤x≤Ax/A
|R1,n(x)|√
n(x∨hn)
converges to zero quickly enough
with this construction, using an approximation of Sakhanenko. Denote the the empirical cdf of
X˜i by FˆX˜(x) =
1
n ∑
n
i=1 I(X˜i ≤ x), and let X˜(k) be the kth smallest value of X˜i.
Lemma S1.6. Under the conditions of Theorem A.2, one can construct variables Z1, . . . ,Zn such that
Zi|(X˜1, . . . , X˜n) ∼ N(0, fX˜(X˜i)−1) and
P
∣∣∣∣∣∣ ∑X˜i≤x Zi − ∑X˜i≤x Y˜i
∣∣∣∣∣∣ > K log [nFˆX˜(x) + 2] some 0 ≤ x ≤ x
∣∣∣∣X˜1, . . . , X˜n
 ≤ ε(K)
with probability one, where ε(K) is a deterministic function with ε(K) → 0 as K → ∞.
Proof. Using a result of Sakhanenko (1985) as stated in Theorem A of Shao (1995), we can con-
struct Z1, . . . ,Zn such that
E exp
λA sup
0≤x≤X˜(k)
∣∣∣∣∣∣ ∑X˜i≤x Zi − ∑X˜i≤x Y˜i
∣∣∣∣∣∣
∣∣∣∣X˜1, . . . , X˜n
 ≤ 1+ λ ∑
X˜i≤X˜(k)
fX˜(X˜i)
−1
where A is a universal constant and λ is any constant such that λE[exp(λ|Y˜i|)|Y˜i|3|X˜i] ≤ E[Y˜2i |X˜i].
Let Y be a bound for Y˜i. Then λE[exp(λ|Y˜i|)|Y˜i|3|X˜i] ≤ λ exp(λY)YE[|Y˜i|2|X˜i], so the inequality
holds for any λ with λ exp(λY)Y ≤ 1. From now on, we fix λ > 0 so that this inequality holds.
Letting f
X˜
be a lower bound for fX˜(x) over 0 ≤ x ≤ x and applying Markov’s inequality, the
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above bound gives
P
λA sup
0≤x≤X˜(k)
∣∣∣∣∣∣ ∑X˜i≤xZi − ∑X˜i≤x Y˜i
∣∣∣∣∣∣ > t
∣∣∣∣X˜1, . . . , X˜n

≤ exp(−t)E exp
λA sup
0≤x≤X˜(k)
∣∣∣∣∣∣ ∑X˜i≤xZi − ∑X˜i≤x Y˜i
∣∣∣∣∣∣
∣∣∣∣X˜1, . . . , X˜n
 ≤ exp(−t)(1+ λ f−1
X˜
k).
Thus,
P
∣∣∣∣∣∣ ∑X˜i≤xZi − ∑X˜i≤x Y˜i
∣∣∣∣∣∣ > K log
[
n
∑
i=1
I(X˜i ≤ x) + 2
]
some 0 ≤ x ≤ x
∣∣∣∣X˜1, . . . , X˜n

≤ P
 sup
0≤x≤X˜(k)
∣∣∣∣∣∣ ∑X˜i≤xZi − ∑X˜i≤x Y˜i
∣∣∣∣∣∣ > K log k some 2 ≤ k ≤ n
∣∣∣∣X˜1, . . . , X˜n

≤
n
∑
k=2
P
λA sup
0≤x≤X˜(k)
∣∣∣∣∣∣ ∑X˜i≤xZi − ∑X˜i≤x Y˜i
∣∣∣∣∣∣ ≥ λAK log k
∣∣∣∣X˜1, . . . , X˜n

≤
n
∑
k=2
k−λAK(1+ λ f−1
X˜
k) ≤
∞
∑
k=2
k−λAK(1+ λ f−1
X˜
k),
which can be made arbitrarily small by making K large.
Embedding ∑X˜i≤x Zi in a Brownian motion, we can restate the above construction as follows:
with probability at least 1− K(ε) conditional on X˜1, . . . , X˜n,
∣∣nGˆ(x)−Bn(ngˆ(x))∣∣ ≤ K log[nFˆX˜(x) + 2] all 0 ≤ x ≤ x
where Bn(t) = Bn(t; X˜1, . . . , X˜n) is a Brownian motion conditional on X˜1, . . . , X˜n. Let f X˜ be an
upper bound for the density of X˜i on [0, x].
Lemma S1.7. Under the conditions of Theorem A.2, for any η > 0,
FˆX˜(x) ≤ f X˜ · (1+ η)(x ∨ hn)
for all 0 ≤ x ≤ x with probability approaching one.
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Proof. By Lemma S1.5,
sup
hn≤x≤x
√
n|FˆX˜(x)− FX˜(x)|√
x log log x−1
= OP(1).
Thus,
sup
hn≤x≤x
|FˆX˜(x)− FX˜(x)|
x
= sup
hn≤x≤x
√
n|FˆX˜(x)− FX˜(x)|√
x log log x−1
√
x log log x−1√
nx
= OP
(
sup
hn≤x≤x
√
log log x−1√
nx
)
= OP

√
log log h−1n√
nhn
 = oP(1)
where the last step follows since nhn/ log log h
−1
n → ∞. Thus, for any η > 0, we have, with
probability approaching one,
FˆX˜(x) ≤ FˆX˜(x ∨ hn) ≤ FX˜(x ∨ hn) + (η f X˜)(x ∨ hn) ≤ f X˜ · (1+ η)(x ∨ hn)
for all x.
Combining these two lemmas, we have, for large enough n,
lim sup
n
P
(∣∣nGˆ(x)−Bn(ngˆ(x))∣∣ > K log [2n f X˜(x ∨ hn) + 2] some 0 ≤ x ≤ x)
≤ ε(K) + lim sup
n
P
(
FˆX˜(x) > f X˜ · 2(x ∨ hn)
)
≤ ε(K).
Since this can be made arbitrarily small by making K large, it follows that
sup
0≤x≤x
∣∣nGˆ(x)−Bn(ngˆ(x))∣∣√
n(x ∨ hn)
= OP
 sup
0≤x≤x
log
[
2n f X˜(x ∨ hn) + 2
]
√
n(x ∨ hn)
 = OP
(
log(nhn)√
nhn
)
,
which gives the required rate for R1,n(x).
Define the function LL(x) = log log x for log log x ≥ 1 and LL(x) = 1 otherwise. Given K, let
Bn(K) be the event that
|ngˆ(x)− nx| ≤ K
√
n(x ∨ hn)LL(x/hn) all 0 ≤ x ≤ x,
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and let Cn(K) be the event that
∣∣Bn(t′)−Bn(t)∣∣ ≤ K√(|t′ − t| ∨ 1) · log(t ∨ t′ ∨ 2) all 0 ≤ t, t′ < ∞.
Lemma S1.8. On the event Bn(K) ∩ Cn(K), for large enough n,
|R2,n(x)|√
n(x ∨ hn)
≤ K3/2[n(x ∨ hn)]−1/4{LL(x/hn)}1/4 · {log 2+ log[n(x ∨ hn)]}1/2
≤ K3/2(nhn)−1/4 · {log 2+ log[nhn]}1/2
for all 0 ≤ x ≤ x.
Proof. On this event, for all 0 ≤ x ≤ x and large enough n,
|R2,n(x)| = |Bn(ngˆ(x))−Bn(nx)| ≤ sup
|t−nx|≤K
√
n(x∨hn)LL(x/hn)
|Bn(t)−Bn(nx)|
≤ sup
|t−nx|≤K
√
n(x∨hn)LL(x/hn)
K
√
(|t− nx| ∨ 1) · log[t ∨ (nx) ∨ 2]
≤ K
√
K
√
n(x ∨ hn)LL(x/hn) · log[2n(x ∨ hn)]
= K3/2n1/4(x ∨ hn)1/4{LL(x/hn)}1/4 · {log 2+ log[n(x ∨ hn)]}1/2.
Lemma S1.9. Under the conditions of Theorem A.2, for any ε > 0, there exists a K such that P(Bn(K)) ≥
1− ε for large enough n.
Proof. Let X k = (2khn, 2k+1hn] ∩ [0, x]. We have, for k ≥ 2,
P
(
|ngˆ(x)− nx| > K
√
n(x ∨ hn)LL(x/hn) some x ∈ X k
)
= P
(
|Gn f (X˜i)−1 I(X˜i ≤ x)| > K
√
x · LL(x/hn) some x ∈ X k
)
≤ P
(
sup
x∈X k
|Gn f (X˜i)−1 I(X˜i ≤ x)| > K
√
2khn · LL(2k)
)
≤ C exp
(
−K
2LL(2k)
C
)
≤ C exp
(
−K
2
C
log log(2k)
)
= C[k log 2]−
K2
C
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for some constant C by Lemma S1.3. Thus,
P
(
|ngˆ(x)− nx| > K
√
n(x ∨ hn)LL(x/hn) some 4hn ≤ x ≤ x
)
≤ C
∞
∑
k=2
[k log 2]−K
2/C
which can be made arbitrarily small by making K large. Note also that
P
(
|ngˆ(x)− nx| > K
√
n(x ∨ hn)LL(x/hn) some 0 ≤ x ≤ 4hn
)
≤ P
(
sup
0≤x≤4hn
|Gn f (X˜i)−1 I(X˜i ≤ x)| > K
√
hn
)
,
which can also be made arbitrarily small by choosing K large by Lemma S1.3. Combining these
bounds gives the result.
Lemma S1.10. Under the conditions of Theorem A.2, for any ε > 0, there exists a K such that with
probability one for all n, P(Cn(K)|X˜1, . . . , X˜n) ≥ 1− ε.
Proof. We have
1− P(Cn(K)|X˜1, . . . , X˜n)
= P
(∣∣Bn(t′)−Bn(t)∣∣ > K√(|t− t′| ∨ 1) · log(t ∨ t′ ∨ 2) some 0 ≤ t, t′ < ∞)
= P
(
|Bn(t+ s)−Bn(t)| > K
√
(s ∨ 1) · log[(t+ s) ∨ 2] some 0 ≤ s, t < ∞
)
≤
∞
∑
k=0
∞
∑
ℓ=0
P
(
|Bn(t+ s)−Bn(t)| > K
√
(s ∨ 1) · log[(t+ s) ∨ 2] some (s, t) ∈ Sk,ℓ
)
where Sk,ℓ = {(s, t)|ℓ ≤ s ≤ ℓ+ 1, (ℓ ∨ 1)k ≤ t ≤ (ℓ ∨ 1)(k+ 1)}. Note that
P
(
|Bn(t+ s)−Bn(t)| > K
√
(s ∨ 1) · log[(t+ s) ∨ 2] some (s, t) ∈ Sk,ℓ
)
≤ P
(
|Bn(t+ s)−Bn(t)| > K
√
(ℓ ∨ 1) · log{[(ℓ ∨ 1)k+ ℓ] ∨ 2} some (s, t) ∈ Sk,ℓ
)
= P
(
|Bn(t+ s)−Bn(t)| > K
√
(ℓ ∨ 1) · log{[(ℓ ∨ 1)k+ ℓ] ∨ 2} some (s, t) ∈ S0,ℓ
)
≤ P
(
|Bn(t)| > (K/2)
√
(ℓ ∨ 1) · log{[(ℓ ∨ 1)k+ ℓ] ∨ 2} some 0 ≤ t ≤ (ℓ ∨ 1) + ℓ+ 1
)
≤ 4P
(
|Bn((ℓ ∨ 1) + ℓ+ 1)| > (K/2)
√
(ℓ ∨ 1) · log{[(ℓ ∨ 1)k+ ℓ] ∨ 2}
)
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≤ 4 · 1√
2pi
· exp
(
−1
2
(K/2)2(ℓ ∨ 1) · log{[(ℓ ∨ 1)k+ ℓ] ∨ 2}
(ℓ ∨ 1) + ℓ+ 1
)
≤ 4 · 1√
2pi
· exp
(
− (K/2)
2 log{[(ℓ ∨ 1)k+ ℓ] ∨ 2}
6
)
= 4 · 1√
2pi
· {[(ℓ ∨ 1)k+ ℓ] ∨ 2}−K2/24.
The third line follows since Bn(t) has the same distribution as Bn(t+ (ℓ ∨ 1)k). The fourth line
follows since, if |Bn(t+ s)−Bn(t)| > C for some C and (s, t) ∈ S0,ℓ, we must have |Bn(t)| > C/2
for some 0 ≤ t ≤ (ℓ ∨ 1) + ℓ + 1. The fifth line follows from the reflection principle for the
Brownian motion (see Theorem 2.21 in Mörters and Peres, 2010). The sixth line uses the fact that
P(Z ≥ x) ≤ 1√
2pi
exp(−x2/2) for x ≥ 1 and Z ∼ N(0, 1).
Thus,
P
(∣∣Bn(t′)−Bn(t)∣∣ > K√(|t− t′| ∨ 1) · log(t ∨ t′ ∨ 1) some 0 ≤ t, t′ < ∞)
≤
∞
∑
k=0
∞
∑
ℓ=0
4 · 1√
2pi
· {[(ℓ ∨ 1)k+ ℓ] ∨ 2}−K2/24.
This can be made arbitrarily small by making K large.
Theorem A.2 now follows since, for any constant ε > 0, there is a constant K such that
suphn≤h≤x¯/A |Hˆn(h) − Hn(h)| is less than K{(log nhn)(nhn)−1/2 + (nhn)−1/4[log(nhn)]1/4} with
probability at least 1− ε asymptotically.
S1.4 Calculations for Extreme Value Limit
This section provides the calculations for the asymptotic distribution derived in Theorem A.3 in
Section A.5 of the appendix.
As described in the proof of Theorem A.3, we use Theorem 12.3.5 of Leadbetter et al. (1983)
applied to the process X(t) = H(et), which is stationary, with, in the case where k(A) 6= 0, α = 1
and C = Ak(A)
2∫
k(u)2 du
and, in the case where k(A) = 0, α = 2 and C =
∫
[k′(u)u+ 12 k(u) du]
2
du
2
∫
k(u)2 du
. In the
notation of that theorem, we have
r(t) = cov (X(s),X(s+ t)) =
e
1
2 t
∫
k(uet)k(u) du∫
k(u)2 du
.
Since r(t) is bounded by a constant times e
1
2 t · e−t, the condition r(t) log t t→∞→ 0 holds, so it
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remains to verify that r(t) = 1− C|t|α + o(|t|α) with α and C given above.
Since k(uet)k(u) has a continuous derivative with respect to t on its support, which for t ≥ 0 is
[−Ae−t, Ae−t], it follows by Leibniz’s rule and symmetry of k that, for t ≥ 0 ddt
∫
k(uet)k(u) du =
−2Ae−tk(A)k(Ae−t) + ∫ k′(uet)k(u)uet du for t ≥ 0. Thus, for t ≥ 0,
d
dt+
r(t) =
e
1
2 t d
dt+
∫
k(uet)k(u) du + 12 e
1
2 t
∫
k(uet)k(u) du∫
k(u)2 du
=
e
1
2 t
[−2Ae−tk(A)k(Ae−t) + ∫ k′(uet)k(u)uet du]+ 12 e 12 t ∫ k(uet)k(u) du∫
k(u)2 du
.
Thus,
d
dt+
r(t)
∣∣∣∣
t=0
=
−2Ak(A)2 + ∫ k′(u)k(u)u du+ 12 ∫ k(u)2 du∫
k(u)2 du
=
−Ak(A)2∫
k(u)2 du
where the last step follows by noting that, applying integration by parts with k(u)u playing the
part of u and k′(u)du playing the part of dv,
∫
k(u)k′(u)u du =
[
k(u)2u
]A
−A −
∫
k(u)[k(u) + k′(u)u] du
= 2k(A)2A−
∫
k(u)2 du−
∫
k(u)k′(u)u du
so that
∫
k(u)k′(u)u du = k(A)2A− 12
∫
k(u)2 du. For the case where k(A) 6= 0, it follows from
this and a symmetric argument for t ≤ 0 that r(t) = 1−C|t| − o(|t|) for C = Ak(A)2∫
k(u)2 du
as required.
For the case where k(A) = 0, applying Leibniz’s rule as above shows that r(t) is differentiable
with,
r′(t) = e
1
2 t
∫
k′(uet)k(u)uet du+ 12
∫
k(uet)k(u) du∫
k(u)2 du
.
Thus, r′(0) = 0 (using the integration by parts identity above) and r(t) is twice differentiable
with
r′′(t) = e
1
2 t
d
dt
∫
k′(uet)k(u)uet du+ 12
(
d
dt
∫
k(uet)k(u) du+
∫
k′(uet)k(u)uet du+
∫
k(uet)k(u) du
)
∫
k(u)2 du
.
We have
d
dt
∫
k′(uet)k(u)uet du =
d
dt
∫
k′(v)k(ve−t)ve−t dv
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=
∫
k′(v)k′(ve−t)(−ve−t)ve−t dv−
∫
k′(v)k(ve−t)ve−t dv
and ddt
∫
k(uet)k(u) du =
∫
k′(uet)k(u)uet du, so this gives
r′′(t) = e
1
2 t
− ∫ k′(v)k′(ue−t)u2e−2t du− 12 ∫ k′(uet)k(u)uet du∫
k(u)2 du
+
1
2
e
1
2 t
∫
k′(uet)k(u)uet du+ 12
∫
k(uet)k(u) du∫
k(u)2 du
.
Thus,
r′′(0) =
− ∫ [k′(u)u]2 du+ 14 ∫ k(u)2 du∫
k(u)2 du
.
Since, by the integration by parts argument above, 14
∫
k(u)2 du = 12
∫
k(u)2 du − 14
∫
k(u)2 du =
− ∫ k(u)k′(u)u du− 14 ∫ k(u)2 du, this is equal to
− ∫ [k′(u)u]2 du− ∫ k(u)k′(u)u du− 14 ∫ k(u)2 du∫
k(u)2 du
= −
∫ [
k′(u)u+ 12k(u)
]2
du∫
k(u)2 du
which gives the required expansion with C given by one half of the negative of the above display
and α = 2.
S1.5 Delta Method
We state some results that allow us to obtain influence function representations with the neces-
sary uniform rate for differentiable functions of estimators. These results amount to applying the
delta method to our setting and keeping track of the uniform rates.
Let βˆ(h) be an estimator of a parameter β(h) ∈ Rdβ with influence function representation
√
nh(βˆ(h)− β(h)) = 1√
nh
n
∑
i=1
ψβ(Wi, h)k(Xi/h) + R1,n(h)
for some function ψβ and a kernel function k, where ψβ(Wi, h)k(Xi/h) has mean zero and
suphn≤h≤h |R1,n(h)| = oP(1/
√
log log h−1n ). Let g be a function from Rdβ to Rdθ and consider
the parameter θ(h) = g(β(h)) and the estimator θˆ(h) = g(βˆ(h)).
Let Vˆβ(h) be an estimate of Vβ(h) =
1
hEψβ(Wi, h)ψβ(Wi, h)
′k(Xi/h)2, the (pointwise in h)
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asymptotic variance of βˆ(h). A natural estimator of the asymptotic variance Vθ(h) of θˆ is
Vˆθ(h) = Dg(βˆ(h))
′Vˆβ(h)Dg(βˆ(h))′.
Lemma S1.11. Suppose that β(h) is bounded uniformly over h ≤ hn where hn = O(1) and
(i) For large enough n, g is differentiable on an open set containing the range of β(h) over h ≤ hn, with
Lipschitz continuous derivative Dg.
(ii) ψβ and k are bounded, k has finite support, and the class of functions (w, x) 7→ ψβ(w, h)k(x/h)
has polynomial uniform covering number.
(iii) |Xi| has a bounded density on [0, hn] for large enough n.
Then, if nhn/(log log n)
3 → ∞,
sup
hn≤h≤hn
∣∣∣∣∣√nh(θˆ(h)− θ(h))− 1√nh
n
∑
i=1
Dg(β(h))ψβ(Wi, h)k(Xi/h)
∣∣∣∣∣ = oP
(
1
/√
log log h−1n
)
.
If, in addition, suphn≤h≤hn ‖Vˆβ(h) − Vβ(h)‖
p→ 0, then, for some constant K and some Rn,2(h) with
suphn≤h≤hn
√
nh√
log log h−1
|Rn,2(h)| = OP(1),
∥∥Vˆθ(h)−Vθ(h)∥∥ ≤ K ∥∥Vˆβ(h)−Vβ(h)∥∥+ Rn,2(h)
for all hn ≤ h ≤ hn with probability approaching one.
Proof. By a first order Taylor expansion, we have, for some β∗(h) with ‖β∗(h)− β(h)‖ ≤ ‖βˆ(h)−
β(h)‖,
√
nh(θˆ(h)− θ(h)) =
√
nh(g(βˆ(h))− g(β(h))) =
√
nhDg(β
∗(h))(βˆ(h)− β(h))
= Dg(β
∗(h))
1√
nh
n
∑
i=1
ψβ(Wi, h)k(Xi/h) + Dg(β
∗(h))R1,n(h)
=
1√
nh
n
∑
i=1
Dg(β(h))ψβ(Wi, h)k(Xi/h) + [Dg(β
∗(h))− Dg(β(h))] 1√
nh
n
∑
i=1
ψβ(Wi, h)k(Xi/h)
+ Dg(β
∗(h))R1,n(h)
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Applying Lemma A.2, βˆ(h) − β(h) is OP(
√
log log h−1/
√
nh) uniformly over hn ≤ h ≤ hn and
1√
nh
∑
n
i=1 ψβ(Wi, h)k(Xi/h) is OP(
√
log log h−1) uniformly over hn ≤ h ≤ hn. so that, by the
Lipschitz condition on Dg, the second term is OP(log log h−1/
√
nh) uniformly over hn ≤ h ≤ hn,
which is oP(1/
√
log log h−1n ) uniformly over hn ≤ h ≤ hn since
√
nhn/(log log hn)
3/2 → ∞. The
last term is oP(1/
√
log log h−1n ) uniformly over hn ≤ h ≤ hn by the conditions on R1,n(h), the
uniform consistency of βˆ(h) and the Lipschitz condition on Dg.
For the second claim, note that
Vˆθ −Vθ = Dg(βˆ(h))Vˆβ(h)Dg(βˆ(h))′ − Dg(β(h))Vβ(h)Dg(β(h))′
= [Dg(βˆ(h))− Dg(β(h))]Vˆβ(h)Dg(βˆ(h))′ + Dg(β(h))[Vˆβ(h)−Vβ(h)]Dg(βˆ(h))′
+ Dg(β(h))Vβ(h)[Dg(βˆ(h))− Dg(β(h))]′ .
The first and last terms converge at a
√
log log h−1/
√
nh rate uniformly over hn ≤ h ≤ hn by
Lemma A.2 and the Lipschitz continuity on Dg. The second term is bounded by a constant times
‖Vˆβ(h) − Vˆβ(h)‖ uniformly over hn ≤ h ≤ h with probability approaching one by the uniform
consistency of βˆ(h) and the Lipschitz continuity of Dg.
S1.6 Sufficient Conditions Based on Non-normalized Influence Function
In some cases, it will be easier to verify the conditions for an influence function approximation
to
√
nh(θˆ(h) − θ(h)) rather than the normalized version √nh(θˆ(h) − θ(h))/σˆ(h). The following
lemma is useful in these cases.
Lemma S1.12. Suppose that the following conditions hold for some ψ˜(Wi, h).
1. Eψ˜(Wi, h)k(Xi/h) = 0 and k is bounded and symmetric with finite support [−A, A].
2. |Xi| has a density f|X| with f|X|(0) > 0, ψ˜(Wi, h)k(Xi/h) is bounded uniformly over h ≤ hn
and, for some deterministic function ℓ(h) with ℓ(h) log log h−1 → 0 as h → 0, the following ex-
pressions are bounded by ℓ(t): | f|X|(t)− f|X|(0)|, |E [ψ˜(Wi, 0)||Xi| = t]− E [ψ˜(Wi, 0)||Xi| = 0] |,
|var [ψ˜(Wi, 0)||Xi| = t]− var [ψ˜(Wi, 0)||Xi| = 0] | and |(ψ˜(Wi, t)− ψ˜(Wi, 0))k(Xi/h)|.
Let σ2(h) = 1hvar(ψ˜(Wi, h)k(Xi/h)) for h > 0 and let σ
2(0) = var [ψ˜(Wi, 0)||Xi| = 0] f|X|(0) ·∫ ∞
u=0 k(u)
2 du. Let ψ(Wi, h) = ψ˜(Wi, h)/σ(h) so that
1
hvar[ψ(Wi , h)k(Xi/h)] = 1. Suppose that
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var [ψ˜(Wi, 0)||Xi| = 0] > 0. Then the above assumptions hold with ψ˜ replaced by ψ for h small enough
and with ℓ(t) possibly redefined.
Proof. First, note that the only condition we need to verify is the one that involves |[ψ(Wi , h) −
ψ(Wi, 0)]k(Xi/h)|, since the remaining conditions are only changed by multiplication by a con-
stant when ψ˜ is replaced by ψ. Note that
σ2(h)− 1
h
var(ψ˜(Wi, 0)k(Xi/h)) =
1
h
var(ψ˜(Wi, h)k(Xi/h))− 1
h
var(ψ˜(Wi, 0)k(Xi/h)) =
1
h
var{[ψ˜(Wi, h)− ψ˜(Wi, 0)]k(Xi/h)}+ 21
h
cov{[ψ˜(Wi, h)− ψ˜(Wi, 0)]k(Xi/h), ψ˜(Wi, 0)k(Xi/h)}.
Since |(ψ˜(Wi, h) − ψ˜(Wi, 0))k(Xi/h)| ≤ ℓ(h)I(|Xi| ≤ Ah), ψ˜(Wi, h)k(Xi/h) and ψ˜(Wi, 0)k(Xi/h)
are bounded, the last two terms are bounded by a constant times ℓ(h) 1hEI(|Xi| ≤ Ah), which is
bounded by a constant times ℓ(h) by the assumption on the density of |Xi|.
Thus, let us consider
1
h
var(ψ˜(Wi, 0)k(Xi/h))
=
1
h
∫ ∞
x=0
var [ψ˜(Wi, 0)||Xi| = x] k(x/h)2 f|X|(x) dx+ 1hvar {E [ψ˜(Wi, 0)||Xi|] k(Xi/h)} .
Arguing as in the proof of Lemma A.6 (using the fact that Eψ˜(Wi, h)k(Xi/h) = 0 and taking
limits), it can be seen that E [ψ˜(Wi, 0)||Xi| = 0] = 0 under these conditions. Thus, the last term
is bounded by ℓ(Ah)2 1hEk(Xi/h)
2. The first term is equal to var(ψ˜(Wi, 0) | |Xi| = 0) f|X|(0) ·∫ ∞
u=0 k(u)
2 du plus a term that is bounded by a constant times ℓ(Ah).
It follows that, letting σ2(0) = var [ψ˜(Wi, 0)||Xi| = 0] f|X|(0)
∫ ∞
u=0 k(u)
2 du as defined above,
we have, for some constant K, |σ2(h)− σ2(0)| ≤ Kℓ(Ah). Thus,
|[ψ(Wi, h)− ψ(Wi, 0)]k(Xi/h)|
≤ 1
σ(0)
|[ψ˜(Wi, h)− ψ˜(Wi, 0)]k(Xi/h)|+ |ψ˜(Wi, h)k(Xi/h)| ·
∣∣∣∣ 1σ(h) − 1σ(0)
∣∣∣∣ .
The first term is bounded by a constant times ℓ(h) by assumption. The last term is bounded by a
constant times |σ2(h)− σ2(0)|, which is bounded by a constant times ℓ(Ah) as shown above.
S18
S2 Local polynomial estimators: regression discontinuity/estimation
at the boundary
This section gives primitive conditions for smooth functions of estimates based on local polyno-
mial estimates at the boundary, or at a discontinuity in the regression function. The results are
used in Section S3 below to verify the conditions of Theorem 3.1 for the applications in Section 4
in the main text. Throughout this section, we consider a setup with {(Xi,Y′i )′}ni=1 i.i.d. with Xi
a real valued random variable and Yi taking values in R
dY . We consider smooth functions of the
left and right hand limits of the regression function at a point, which we normalize to be zero.
Let (βˆu,j,1(h), βˆu,j,2(h)/h, . . . , βˆu,j,r+1(h)/h
r) be the coefficients of an rth order local polyno-
mial estimate of E[Yi,j|Xi = 0+] based on the subsample with Xi ≥ 0 with a kernel function
k∗. Similarly, let (βˆℓ,j,1(h), βˆℓ,j,2(h)/h, . . . , βˆℓ,j,r+1(h)/hr) be the coefficients of an rth order local
polynomial estimate of E[Yi,j|Xi = 0−] based on the subsample with Xi < 0, where the polyno-
mial is taken in |Xi| rather than Xi (this amounts to multiplying even elements of βℓ,j by −1).
The scaling by powers of h is used to handle the different rates of convergence of the different
coefficients. Let p(x) = (1, x, x2, . . . , xr)′, and define βˆu,j = (βˆu,j,1(h), βˆu,j,2(h), . . . , βˆu,j,r+1(h)) and
βˆℓ,j = (βˆℓ,j,1(h), βˆℓ,j,2(h), . . . , βˆℓ,j,r+1(h)). Let p(x) = (1, x, x
2, . . . , xr)′. Then βˆu,j minimizes
n
∑
i=1
(Yi,j − p(|Xi/h|)′βu,j)2 I(Xi ≥ 0)k∗(Xi/h)
and βˆℓ,j minimizes
n
∑
i=1
(Yi,j − p(|Xi/h|)′βu,j)2 I(Xi < 0)k∗(Xi/h).
Define
Γu(h) =
1
hEp(|Xi/h|)p(|Xi/h|)′k∗(Xi/h)I(Xi ≥ 0),
Γℓ(h) =
1
hEp(|Xi/h|)p(|Xi/h|)′k∗(Xi/h)I(Xi < 0),
Γˆu(h) =
1
nh ∑
n
i=1 p(|Xi/h|)p(|Xi/h|)′k∗(Xi/h)I(Xi ≥ 0) and
Γˆℓ(h) =
1
nh ∑
n
i=1 p(|Xi/h|)p(|Xi/h|)′k∗(Xi/h)I(Xi < 0).
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Let µk∗ ,ℓ =
∫ ∞
0
uℓk∗(u) du, and let M be the matrix with i, jth element given by µk∗ ,i+j−2.
Let αˆu(h) = (βˆ1,1,u(h), . . . βˆ1,dY ,u(h))
′ and αˆℓ(h) = (βˆ1,1,ℓ(h), . . . βˆ1,dY ,ℓ(h))
′, and similarly for
αu(h) and αℓ(h) (i.e. αu and αℓ contain the constant terms in the local polynomial regressions
for each j). Let αˆ(h) = (αˆu(h)′, αˆℓ(h)′) and α(h) = (αu(h)′, αℓ(h)′). We are interested in θ(h) =
g(α(h)) for a differentiable function g from R2dY to R, and an estimator θˆ(h) = gˆ(α(h)). We
consider standard errors defined by the delta method applied to the robust covariance matrix
formula obtained by treating the local linear regressions as a system of 2dY weighted least squares
regressions. Let νu(h) = e′1Γu(h)
−1 and let νℓ(h) = e′1Γℓ(h)
−1. Let νˆu(h) = e′1Γˆu(h)
−1 and let
νℓ(h) = e
′
1Γˆℓ(h)
−1. Let ψα(Xi,Yi, h) be the (2dY)× 1 random vector with jth element given by
ψα,j(Xi,Yi, h) =

νu(h)p(|Xi/h|)[Yi,j − p(|Xi/h|)′βu,j(h)]I(Xi ≥ 0) if j = 1, . . . , dY,
νℓ(h)p(|Xi/h|)[Yi,j−dY − p(|Xi/h|)′βℓ,j−dY(h)]I(Xi < 0) if j = dY + 1, . . . , 2dY.
Let ψˆα(Xi,Yi, h) be defined analogously,
ψˆα,j(Xi,Yi, h) =

νˆu(h)p(|Xi/h|)[Yi,j − p(|Xi/h|)′ βˆu,j(h)]I(Xi ≥ 0) if j = 1, . . . , dY,
νˆℓ(h)p(|Xi/h|)[Yi,j−dY − p(|Xi/h|)′ βˆℓ,j−dY(h)]I(Xi < 0) if j = dY + 1, . . . , 2dY.
Let
Vα(h) =
1
h
Eψα(Xi,Yi, h)ψα(Xi,Yi, h)
′k∗(Xi/h)2
and let
Vˆα(h) =
1
h
Enψˆα(Xi,Yi, h)ψˆα(Xi,Yi, h)
′k∗(Xi/h)2.
Let σˆ(h) = Dg(αˆ(h))Vˆα(h)Dg(αˆ(h))′, and σ(h) = Dg(α(h))Vα(h)Dg(α(h))′, where Dg is the
derivative of g.
We make the following assumption throughout this section. In the following assumption,
ℓ(t) is an arbitrary nondecreasing function satisfying limt↓0 ℓ(t) log log t−1 = 0.
Assumption S2.1. (i) Xi has a density fX(x) with | fX(x)− fX,−| ≤ ℓ(x) for x < 0 and | fX(x)−
fX,+| ≤ ℓ(x) for some fX,+ > 0 and fX,− > 0.
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(ii) Yi is bounded and, for some matrices Σ− and Σ+ and vectors µ˜− and µ˜+, Σ˜(x) = var(Yi |Xi = x)
and µ˜(x) = E(Yi|Xi = x) satisfy ‖Σ˜(x)− Σ+‖ ≤ ℓ(x) and ‖µ˜(x)− µ˜+‖ ≤ ℓ(x) for x > 0 and
‖Σ˜(x)− Σ−‖ ≤ ℓ(x) and ‖µ˜(x)− µ˜−‖ ≤ ℓ(x) for x < 0.
(iii) k∗ is symmetric with finite support [−A, A], is bounded with a bounded, uniformly continuous first
derivative on (0, A), and satisfies
∫
k(u) du 6= 0, and the matrix M is invertible.
(iv) Dg is bounded and is Lipschitz continuous on an open set containing the range of α(h) over hn for
n large enough.
(v) Dg,u(α(0))Σ˜+Dg,u(α(0)) > 0 or Dg,ℓ(α(0))Σ˜−Dg,u(ℓ) > 0.
(vi) hn = O(1) and nhn/(log log n)3 → ∞.
Theorem S2.1. Under Assumption S2.1, Assumptions 3.1 and Assumption 3.2 hold with k(u) =
e′1M
−1p(|u|)k∗(u) and ψ defined below so long as nhn/(log log h−1n )3 → ∞ and hn is small enough
for large n.
Throughout, we assume that hn is small enough so that ‖Γu(h)−1‖ and ‖Γℓ(h)−1‖ are bounded
uniformly over h ≤ hn for large enough n (this will hold for small enough hn by Lemma S2.4
below).
Lemma S2.1. Suppose that Assumption S2.1 holds. Then
sup
hn≤h≤hn
√
nh√
log log h−1
∥∥Γˆu(h)− Γu(h)∥∥ = OP(1),
sup
hn≤h≤hn
√
nh√
log log h−1
∥∥∥Γˆu(h)−1 − Γu(h)−1∥∥∥ = OP(1),
sup
hn≤h≤hn
nh
log log h−1
∥∥∥∥βˆu,j(h)− βu,j(h)
−1
h
EnΓu(h)
−1p(Xi/h)k∗(Xi/h)[Yi − p(Xi/h)′β(h)]I(Xi ≥ 0)
∥∥∥∥ = OP(1),
and
sup
hn≤h≤hn
√
nh√
log log h−1
∥∥βˆu,j(h)− βu,j(h)∥∥ = OP(1)
for each j. The same holds with I(Xi ≥ 0) replaced by I(Xi < 0), Γu replaced by Γℓ, Γˆu replaced by Γˆℓ,
etc.
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Proof. The first display follows from Lemma A.2. For the second display, note that Γˆ(h)−1 −
Γ(h)−1 = −Γˆ(h)−1(Γˆ(h)− Γ(h))Γ(h)−1, so ‖Γˆ(h)−1− Γ(h)−1‖ ≤ ‖Γˆ(h)−1‖‖Γˆ(h)− Γ(h)‖‖Γ(h)−1‖.
‖Γ(h)−1‖ is bounded by assumption and ‖Γˆ(h)−1‖ is OP(1) uniformly over hn ≤ h ≤ hn by this
and the first display in the lemma. For the third display, note that
βˆu,j(h)− βu,j(h) = Γˆu(h)−1 1
h
Enp(Xi/h)k
∗(Xi/h)[Yi − p(Xi/h)′β(h)]I(Xi ≥ 0).
Thus, letting B = − 1hEnΓu(h)−1p(Xi/h)k∗(Xi/h)[Yi − p(Xi/h)′β(h)]I(Xi ≥ 0),
sup
hn≤h≤hn
nh
log log h−1
∥∥βˆu,j(h)− βu,j(h)B∥∥
≤ sup
hn≤h≤hn
√
nh√
log log h−1
∥∥∥Γˆu(h)−1 − Γu(h)−1∥∥∥
· sup
hn≤h≤hn
√
nh√
log log h−1
∥∥∥∥1hEnp(Xi/h)k∗(Xi/h)[Yi − p(Xi/h)′β(h)]I(Xi ≥ 0)
∥∥∥∥ .
The first term is OP(1) by the second display in the lemma. The second term is OP(1) by
Lemma A.2. The last display in the lemma follows from the third display and Lemma A.2.
Applying the above lemma, we obtain the following.
Lemma S2.2. Under Assumption S2.1,
sup
hn≤h≤hn
nh
log log h−1
∥∥∥∥∥αˆ(h)− α(h) − 1nh n∑
i=1
ψα(Xi,Yi, h)k
∗(Xi/h)
∥∥∥∥∥ = OP(1)
and
sup
hn≤h≤hn
√
nh√
log log h−1
∥∥Vˆα(h)−Vα(h)∥∥ = OP(1).
Proof. The first claim follows by Lemma S2.1. The second claim follows by using the fact that
Vˆα(h) is a Lipschitz continuous function of the βˆ and νˆ terms and terms that can be handled with
Lemma A.2.
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Lemma S2.3. Suppose that Assumption S2.1 holds. Then
sup
hn≤h≤hn
√
nh
∥∥∥∥∥θˆ(h)− θ(h)− 1√nh
n
∑
i=1
Dg(α(h))ψα(Xi,Yi, h)k
∗(Xi/h)
∥∥∥∥∥ = oP
(
1/
√
log log h−1n
)
and
sup
hn≤h≤hn
√
nh√
log log h−1
‖σˆ(h)− σ(h)‖ = OP(1).
Proof. By Lemma S2.2,
sup
hn≤h≤hn
∥∥∥∥∥√nh (αˆ(h)− α(h))− 1√nh
n
∑
i=1
ψα(Xi,Yi, h)k
∗(Xi/h)
∥∥∥∥∥
= OP
(
sup
h≤h≤hn
(log log h−1)/
√
nh
)
= OP
(
(log log h−1n )/
√
nhn
)
= oP
(
1/
√
log log h−1n
)
since (log log h−1n )3/2/
√
nhn → 0. Thus, the result follows by Lemma S1.11.
Let mj(x, h) = p(x/h)
′βu,j(h) for x ≥ 0 and mj(x, h) = p(x/h)′βℓ,j−dY(h) for x < 0. Let
Dg,u(α) be the row vector with the first dY elements of Dg(α), and let Dg,ℓ(α) be the row vector
with the remaining dY elements. With this notation, we have
Dg(α(h))ψα(Xi,Yi, h)
=
{
I(Xi ≥ 0)νu(h)p(|Xi/h|)Dg,u(α(h)) + I(Xi < 0)νℓ(h)p(|Xi/h|)Dg,ℓ(α(h))
}
[Yi −m(Xi, h)].
Let γu,j(h) =
1
hEYi,jp(|Xi/h|)k∗(Xi/h)I(Xi ≥ 0) and γu,ℓ(h) = 1hEYi,jp(|Xi/h|)k∗(Xi/h)I(Xi < 0).
Let γu,j(0) be the (r + 1) × 1 vector with qth element given by fX,+µ˜+,jµk∗ ,q. Let γℓ,j(0) be the
(r+ 1)× 1 vector with qth element given by fX,−µ˜−,jµk∗ ,q. Let α(0) = (µ˜′+, µ˜′−)′ (it will be shown
below that limh→0 α(h) = α(0)).
We now verify the conditions of the main result with k(u) = e′1M
−1p(|u|)k∗(u) and
ψ(Wi, h) =
Dg(α(h))ψα(Xi,Yi, h)
e′1M−1p(|Xi/h|)σ(h)
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for h > 0 and
ψ(Wi, 0) =
1
σ(0)
[
Dg,u(α(0)) f
−1
X,+(Yi − µ+)I(Xi ≥ 0) + Dg,ℓ(α(0)) f−1X,−(Yi − µ−)I(Xi < 0)
]
where σ2(0) = limh→0 σ2(h) (this choice of ψ(Wi, 0) will be justified by the calculations below).
Lemma S2.4. Under Assumption S2.1, for some constant K,
‖Γu(h)− fX,+M‖ ≤ Kℓ(Ah),
‖Γℓ(h)− fX,−M‖ ≤ Kℓ(Ah),
‖γu(h)− γu(0)‖ ≤ Kℓ(Ah),
and ‖γℓ(h)− γℓ(0)‖ ≤ Kℓ(Ah).
Proof. We have
γu,j(h) =
1
h
EYi,jp(|Xi/h|)k∗(Xi/h)I(Xi ≥ 0) = 1
h
∫ ∞
x=0
µ˜j(x)p(x/h)k
∗(x/h) fX(x) dx
=
∫ ∞
x=0
µ˜j(uh)p(u)k
∗(u) fX(uh) dx.
Thus, by boundedness of k∗, the quantity ‖γu,j(h) − γu,j(0)‖ is bounded by a constant times
sup0≤x≤Ah |µ˜j(x) fX(x)− µ˜+,j fX,+|, which is bounded by a constant times ℓ(Ah) by assumption.
Similarly,
Γu,j,m(h) =
1
h
E(Xi/h)
j+m−2k∗(Xi/h)I(Xi ≥ 0) = 1
h
∫ ∞
x=0
(x/h)j+m−2k∗(x/h) fX(x) dx
=
∫ ∞
x=0
uj+m−2k∗(u) fX(uh) du,
so |Γu,j,m(h) − fX,+Mj,m| is bounded by a constant times sup0≤x≤Ah | fX(x)− fX,+| ≤ ℓ(Ah). The
proof for Γℓ and γℓ is similar.
Note that βu,j(h) = Γu(h)
−1γu,j(h) → µ˜+,jM−1(1, µk∗ ,1, . . . , µk∗ ,r)′ = µ˜+,j(1, 0, . . . , 0)′ as h → 0,
where the last equality follows since M−1(1, µk∗ ,1, . . . , µk∗ ,r)′ is the first column of M−1M = Ir+1
(the second through rth elements of βu,j are given by the corresponding coefficients of the local
polynomial scaled by powers of h, so this is a result of the fact that the coefficients of the local
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polynomial do not increase too quickly as h → 0). By these calculations and Lemma S2.4, we
obtain the following.
Lemma S2.5. Under Assumption S2.1, for some constant K and h small enough,
∣∣βu,j(h)− µ˜+,j(1, 0, . . . , 0)′∣∣ ≤ Kℓ(Ah),
and
∣∣βℓ,j(h)− µ˜−,j(1, 0, . . . , 0)′∣∣ ≤ Kℓ(Ah).
Proof. The result is immediate from Lemma S2.4, the fact that ‖Γu(h)−1‖ and ‖Γℓ(h)−1‖ are
bounded uniformly over small enough h (which follows from Lemma S2.4 and invertibility of
M) and fact that the function that takes Γ and γ to Γ−1γ is Lipschitz over Γ and γ with Γ−1 and
γ bounded.
Note that, since α(h) is made up of the first component of each of the βu,j(h) and βℓ,j(h)
vectors, the above lemma also implies that |α(h) − α(0)| ≤ Kℓ(Ah) for α(0) defined above. For
convenience, let us also define βu,j(0) and βℓ,j(0) to be the limits of βu,j(h) and βℓ,j(h) derived
above.
Lemma S2.6. Under Assumption S2.1, for some constant K and h small enough,
‖νu(h)− e′1M−1 f−1X,+‖ ≤ Kℓ(Ah) and ‖νℓ(h)− e′1M−1 f−1X,−‖ ≤ Kℓ(Ah).
Proof. The result is follows immediately from Lemma S2.4 and the the fact that ‖Γu(h)−1‖ and
‖Γℓ(h)−1‖ are bounded over small enough h.
Lemma S2.7. Under Assumption S2.1, for some constant K and h small enough,
|[σ(h)ψ(Wi , h)− σ(0)ψ(Wi , 0)] k(Xi/h)| ≤ Kℓ(Ah).
Proof. We have
[σ(h)ψ(Wi , h)− σ(0)ψ(Wi , 0)] k(Xi/h) = Dg(α(h))ψα(Xi,Yi, h)k∗(Xi/h)
−
[
Dg,u(α(0)) f
−1
X,+(Yi − µ+)I(Xi ≥ 0) + Dg,ℓ(α(0)) f−1X,−(Yi − µ−)I(Xi < 0)
]
·
e′1M
−1p(|Xi/h|)k∗(Xi/h)
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= Dg(α(h))ψα(Xi,Yi, h)k
∗(Xi/h)− Dg(α(0))ψ˜α(Xi,Yi, h)k∗(Xi/h)
where the first dY columns of ψ˜α(Xi,Yi, h) are given by e
′
1M
−1p(|Xi/h|) f−1X,+(Yi − µ+)I(Xi ≥ 0)
and the remaining dY columns are given by e
′
1M
−1p(|Xi/h|) f−1X,−(Yi − µ−)I(Xi < 0). Note that
the above expression can be written as
T(Xi/h,Yi, νu(h), νℓ(h), α(h), {βu,j,m(h)}1≤j≤dY ,1≤m≤r+1, {βℓ,j,m(h)}1≤j≤dY ,1≤m≤r+1)
− T(Xi/h,Yi, νu(0), νℓ(0), α(0), {βu,j,m(0)}1≤j≤dY ,1≤m≤r+1, {βℓ,j,m(0)}1≤j≤dY ,1≤m≤r+1)
for a function T that is Lipschitz in its remaining arguments uniformly over Xi/h,Yi on bounded
sets. Combining this with the previous lemmas gives the result.
It follows from Lemmas S2.7 and S1.12 that the conclusion of Lemma S2.7 also holds with
σ(h)ψ(Wi , h) replaced by ψ(Wi, h), so long as the remaining conditions of Lemma S1.12 (those
involving the conditional expectation and variance of ψ(Wi, 0)) hold. We have
E[ψ(Wi, 0)|Xi = x]
=
1
σ(0)
{
Dg,u(α(0)) f
−1
X,+[µ˜(x)− µ˜+]I(x ≥ 0) + Dg,ℓ(α(0)) f−1X,−[µ˜(x)− µ˜−]I(x < 0)
}
and
var[ψ(Wi , 0)|Xi = x] = 1
σ2(0)
{
Dg,u(α(0))Σ˜(x)Dg,u(α(0))
′ f−2X,+ I(x ≥ 0)
+Dg,ℓ(α(0))Σ˜(x)Dg,ℓ(α(0))
′ f−2X,− I(x < 0)
}
By the conditions on µ˜(x) and Σ˜(x), it follows that these expressions are left and right continuous
in x at 0 with modulus ℓ(x) satisfying the necessary conditions. By this and the conditions on
fX , it follows that the same holds for E[ψ(Wi, 0)||Xi| = x] and var[ψ(Wi , 0)||Xi| = x]. In addition,
the assumptions guarantee that var[ψ(Wi , 0)||Xi| = x] is bounded away from zero for small x so
that σ(0) > 0.
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Thus, for ψ(Wi, h) defined above,
sup
hn≤h≤hn
∥∥∥∥∥
√
nh(θˆ(h)− θ(h))
σˆ(h)
− 1√
nh
n
∑
i=1
ψ(Wi, h)k(Xi/h)
∥∥∥∥∥
≤ sup
hn≤h≤hn
∥∥∥∥∥
√
nh(θˆ(h)− θ(h))
σ(h)
− 1√
nh
n
∑
i=1
ψ(Wi, h)k(Xi/h)
∥∥∥∥∥
+ sup
hn≤h≤hn
∥∥∥√nh(θˆ(h)− θ(h))∥∥∥ · ∥∥∥∥ 1σ(h) − 1σˆ(h)
∥∥∥∥ .
By Lemma S2.3, the first term is of the order OP(1/
√
log log h−1n ), and the last term is of the
order OP(
√
log log h−1n ·
√
log log h−1n /
√
nhn). Thus, for (log log h
−1
n )
3/nhn → 0, both terms will
be oP(1/
√
log log h−1n ) as required. This completes the proof of Theorem S2.1.
S2.1 Equivalent Kernels for Local Linear Regression
Thus section gives the equivalent kernels for local polynomial regression at the boundary and in
the interior, and outlines how our results can be extended to cover local polynomial regression
at local-to-boundary points. Let
k(u; t) = e′1M(t)
−1p(u)k∗(u),
where
M(t) =
∫ ∞
u=0
p(u− t)p(u− t)′k∗(u− t) du =
∫ ∞
u=−t
p(u)p(u)′k∗(u) du. (2)
Then the equivalent kernel for local polynomial regression at the boundary is given by k(u; 0).
For r = 1, we have
e′1M(0)
−1p(u) = e′1
 µk∗ ,0 µk∗ ,1
µk∗ ,1 µk∗ ,2
−1 1
|u|
 = µk∗ ,2 − µk∗ ,1|u|
µk∗ ,0µk∗ ,2 − µ2k∗ ,1
.
For r = 2, we have
e1M
−1p(u) =
1
D
((
µk∗ ,4µk∗ ,2 − µ2k∗ ,3
)
+ (µk∗ ,1µk∗ ,4− µk∗ ,2µk∗ ,3) |u|+
(
µ2k∗ ,2 − µk∗ ,1µk∗ ,3
)
u2
)
,
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where D = det(M) = µk∗ ,0(µk∗ ,2µk∗ ,4−µ2k∗ ,3)−µk∗ ,1(µk∗ ,1µk∗ ,4−µk∗ ,2µk∗ ,3)+µk∗ ,2(µk∗ ,1µk∗ ,3−µ2k∗,2).
The moments µk∗ ,j for the uniform, triangular, and Epanechnikov kernel are given by
Name µ0 µ1 µ2 µ3 µ4
Uniform 12
1
4
1
6
1
8
1
10
Triangular 12
1
6
1
12
1
20
1
30
Epanechnikov 12
3
16
1
10
1
16
3
70
Plugging these moments into the definitions of equivalent kernels in the two displays above
then yields the definitions of equivalent kernels for local linear and local quadratic regressions.
These definitions are summarized in Table S3.
Theorem S2.1 can be extended to apply to local polynomial estimation in the interior, pro-
vided that the definition of the equivalent kernel is appropriately altered to k(u;∞) (so that the
integral on the right-hand side of Equation (2) is over the whole real line rather than the interval
(0,∞) as in the boundary case). Our package BWSnooping can be used to calculate the appropri-
ate critical values in this case. Note that for r = 1, the equivalent kernel and the original kernel
coincide, so that one can use Table 1 to look up the appropriate critical value.
Finally, let us outline how our results can be extended to cover estimating a conditional mean
at a point that is local to the boundary of the support of the distribution of the conditioning
variable. Here we can use the local-to-boundary formulation of the problem as in Section 3.2.5
of Fan and Gijbels (1996). In particular, consider local polynomial estimation of E(Yi | Xi = x0)
where x0 = chn and the lower support point of the density of Xi is zero. Letting θˆ(h) denote the
rth order local polynomial estimator based on a kernel k∗, it can be shown that under regularity
conditions, suph∈[hn,hn]
√
nh|θˆ(h)− θ(h)|/σˆ(h) can be approximated by supt∈[1,hn/hn] |H(t)|, where
H(t) is a Gaussian process with covariance function cov(H(s),H(t)) = ρ(s, t; c), with
ρ(s, t; c) =
∫ ∞
u=−c k(u/s; c/s)k(u/t; c/t) du√∫ ∞
u=−c k(u/s; c/s)2 du
√∫ ∞
u=−c k(u/t; c/t)2 du
.
Note that the critical value depends only on h/hn and c (along with the kernel and order of the
local polynomial). Similar result obtains for one-sided t-statistics.
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S3 Proofs for Theorems in Appendix B
S3.1 Regression Discontinuity/LATEs for Largest Sets of Compliers
This section proves Theorems B.1 and B.3. First, note that the regression discontinuity and
LATE applications can both be written as functions of local polynomial estimators in the above
setup, with dY = 2 and Yi playing the role of Yi,1 and Di playing the role of Yi,2. For the LATE
application, we define Xi = −(Zi − z)I(|Zi − z| ≤ |Zi − z|) + (z − Zi)I(|Zi − z| > |Zi − z|).
Both of these applications fit into the setup of Section S2 with, letting α(h) = (αu(h)′, αℓ(h)′) =
(αu,Y(h), αu,D(h), αℓ,Y(h), αℓ,D(h))
′ (where we use the suggestive subscripts “Y” and “D” rather
than 1 and 2), g(α) =
αu,Y−αℓ,Y
αu,D−αℓ,D . Then, letting ∆D = αu,D − αℓ,D, we have
Dg(α) =
[
1
∆D
−g(α)
∆D
−1
∆D
g(α)
∆D
]
.
This is Lipschitz continuous and bounded over bounded sets with αu,D − αℓ,D bounded away
from zero.
For the last condition (non-degeneracy of the conditional variance), note that Dg,u(α(0))Σ˜+ ·
Dg,u(α(0)) =
1
∆D(0)2
var[Yi − g(α(0))Di|Xi = 0+], which will be nonzero so long as corr(Di,Yi |
Xi = 0+) < 1 and var(Yi | Xi = 0+) > 0. A sufficient condition for this is that var(Yi | Di =
d,Xi = 0+) > 0 is nonzero for d = 0 or d = 1, and this (or the corresponding statement with +
replaced by −) holds under the conditions of the theorem.
S3.2 Trimmed Average Treatment Effects under Unconfoundedness
This section proves Theorem B.2. We first give an intuitive derivation of the critical value, which
explains why it differs in this setting, and provide the technical details at the end.
To derive the form of the correction in this case, note that, under the conditions of the theorem,
√
n(θˆ(h)−θ(h))
σˆ(h)
will converge to a Gaussian process G(h) with covariance
cov(G(h),G(h′)) =
cov
{
[Y˜i − θ(h)]I(Xi ∈ Xh), [Y˜i − θ(h′)]I(Xi ∈ Xh′)
}√
var
{
[Y˜i − θ(h)]I(Xi ∈ Xh)
}
var
{
[Y˜i − θ(h′)]I(Xi ∈ Xh′)
} .
Let v(h) = var{[Y˜i − θ(h)]I(Xi ∈ Xh)} as defined in the statement of the theorem. Note that, for
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h ≥ h′,
cov
{
[Y˜i − θ(h)]I(Xi ∈ Xh), [Y˜i − θ(h′)]I(Xi ∈ Xh′)
}
= E
{
[Y˜i − θ(h)][Y˜i − θ(h′)]I(Xi ∈ Xh)
}
= E
{
[Y˜i − θ(h)]2 I(Xi ∈ Xh)
}
+ [θ(h) − θ(h′)]E {[Y˜i − θ(h)]I(Xi ∈ Xh)} = v(h)
where the last step follows since E
{
[Y˜i − θ(h)]I(Xi ∈ Xh)
}
= 0. Note also that v(h) is weakly
decreasing in h, which can be seen by noting that v(h) = infa E
{[
Y˜i − a
]2
I(Xi ∈ Xh)
}
, since θ(h)
is the conditional expectation of Y˜i given Xi ∈ Xh. Thus,
cov(G(h),G(h′)) =
v(h ∨ h′)√
v(h)v(h′)
=
v(h) ∧ v(h′)√
v(h)v(h′)
,
so G(h)
d
= B(v(h))√
v(h)
where B is a Brownian motion. Thus, the distribution of suph≤h≤h
√
n(θˆ(h)−θ(h))
σˆ(h)
can be approximated by the distribution of supv(h)≤t≤v(h)
B(t)√
t
d
= sup1≤t≤v(h)/v(h)
B(t)√
t
. Note that
v(h) = σ(h)2P(Xi ∈ Xh)2, so that
v(h)
v(h)
=
σ(h)2P(Xi ∈ Xh)2
σ(h)2P(Xi ∈ Xh)2
.
Thus, tˆ is a consistent estimator for
v(h)
v(h)
under the conditions of the theorem.
The formal result then obtains by noting that, by Theorem 19.5 in van der Vaart (1998),
√
n(θˆ(h)−θ(h))
σˆ(h)
d→ G(h), taken as processes over h ∈ [h, h] with the supremum norm. By the
calculations above,
sup
h∈[h,h]
|G(h)| d= sup
h∈[h,h]
∣∣∣∣∣B(v(h))√v(h)
∣∣∣∣∣ ,
where B is a Brownian motion. The result then follows since {t|v(h) = t some h ∈ [h, h]} ⊆
[v(h), v(h)], and the two sets are equal if v(h) is continuous.
S4 Additional details for critical values
We first give a one-sided version of Theorem 3.1 and Corollary 3.1. To state the result, recall the
definitions of b(t, k) and the Gaussian process H(h) as defined in the statement of Theorem 3.1.
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Theorem S4.1. Let cos1−α(t, k) be the 1 − α quantile of sup1≤h≤t H(h). Suppose that hn → 0, hn =
OP(1), and nhn/[(log log n)(log log log n)]2 → ∞. Then, under Assumptions 3.1 and 3.2,
P
(
θ(θ) ∈ [θˆ(h)− σˆ(h) · cos1−αhn/hnk/
√
nh,∞) all h ∈ [hn ≤ h ≤ hn]
)
n→∞→ 1− α
The above display also holds with cos1−α(hn/hn, k) replaced by
− log (− log(1− α)) + b(hn/hn, k)√
2 log log(hn/hn)
+
√
2 log log(hn/hn),
provided hn/hn → ∞. If suph∈[hn,hn]
√
nh(θ(h)−θ(0))
σˆ(h) ≤ oP
(
(log log(hn/hn))
−1/2), then
lim inf
n→∞ P
(
θ(0) ∈ [θˆ(h)− σˆ(h) · cos1−αhn/hnk/
√
nh,∞) all h ∈ [hn ≤ h ≤ hn]
)
≥ 1− α.
Unlike in the two-sided case, the bias does not have to be negligible so long as it can be
signed: if θ(h) − θ(0) is known to be weakly negative (positive), then bias can only improve
the coverage of a lower (upper) one-sided CI (see Section 4.1.2). The proof of Theorem S4.1 is
analogous to the proof of Theorem 3.1 given in Appendix A.
Tables S1 and S2 give two- and one-sided critical values cos1−α(hn/hn, k) and c1−α(hn/hn, k) for
several kernel functions k, α and a selected of values of hn/hn for 90%, 95%, and 99% confidence
intervals. The critical values can also be obtained using our R package BWSnooping, which can
be downloaded from https://github.com/kolesarm/BWSnooping. The package also includes
critical values for local quadratic regression, and computes critical values for other significance
levels and other ratios of maximum to minimum bandwidth h/h.
For comparison, Figure S1 plots critical values based on the extreme value approximation
(given in the second part of Theorem 3.1) along with those based directly on the Gaussian process.
S5 Monte Carlo evidence
We conduct a small Monte Carlo study of inference in a sharp regression discontinuity design to
further illustrate our method and to examine how well it works in practice. In each replication,
we generated a random sample {Xi, ε i}ni=1, with size n = 500, Xi = 2Zi − 1, where Zi has Beta
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distribution with parameters 2 and 4, and ε i ∼ N (0, 0.12952). The regression discontinuity point
is normalized to zero. The outcome Yi is given by Yi = gj(Xi) + ε i, where the regression function
gj depends on the design. We consider two regression functions. The first one corresponds to a
polynomial fit to the Lee (2008) data,
g1(x) =

0.48+ 1.27x+ 7.18x2 + 20.21x3 + 21.54x4 + 7.33x5 if x < 0,
0.52+ 0.84x− 3.00x2 + 7.99x3 − 9.01x4 + 3.56x5 otherwise.
This design corresponds exactly to the data generating process in Imbens and Kalyanaraman
(2012, IK) and Calonico et al. (2014, CCT). The second regression function corresponds to another
design in IK, and is given by
g2(x) = 0.42+ 0.1I(x ≥ 0) + 0.84x+ 7.99x3 − 9.01x4 + 3.56x5.
Figure S2 plots the conditional mean functions g1 and g2 that generate the data in Designs 1
and 2. The results for designs in which the error term ε i is heteroscedastic are very similar, and
reported in an earlier version of the paper (Armstrong and Kolesár, 2015).
In each design, we consider estimates based on local linear regression using the uniform
and the triangular kernel. We use the bandwidth selector proposed by IK to select a baseline
bandwidth, and then construct confidence bands for estimators in bandwidth range around this
baseline bandwidth. We also consider the robust bias correction method of CCT discussed in
Section 4.1 by running a local quadratic regression at the same bandwidths. To define these esti-
mators, let p(x) = (1, x, . . . , xr) denote a polynomial expansion of order r. Given an i.i.d. sample
{Yi,Xi}ni=1, the RD estimator is given by the difference between the intercepts of polynomial
linear regressions of order r with the same bandwidth on either side of the cutoff,
θˆ(h) = αˆu(h)− αˆℓ(h),
where αˆu(h) = e′1βu(h), αˆℓ(h) = e
′
1βℓ(h),
βˆu(h) = Γˆu(h)
−1
n
∑
i=1
I(Xi ≥ 0)k∗(Xi/h)p(|Xi|)Yi,
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βˆℓ(h) = Γˆl(h)
−1
n
∑
i=1
I(Xi < 0)k
∗(Xi/h)p(|Xi|)Yi,
k∗ is a kernel, and
Γˆu(h) = ∑
i
I(Xi ≥ 0)k∗(Xi/h)p(|Xi|)p(|Xi|)′,
Γˆℓ(h) = ∑
i
I(Xi < 0)k
∗(Xi/h)p(|Xi|)p(|Xi|)′.
The corresponding function θ(h) is plotted in Figures S3 and S4 for the local linear and local
quadratic estimators.
To estimate the variance of the estimator, we use the Eicker-Huber-White (EHW) robust
variance estimator that treats the two linear linear regressions on either side of the cutoff as
a weighted linear regression. In Theorem B.1 below, we show formally that using this estimator
leads to uniformly valid confidence intervals. We also consider a modification of the EHW esti-
mator that uses a nearest neighbor (NN) estimator to estimate var(Yi | Xi) in the middle part of
the Eicker-Huber-White “sandwich”, rather than using the regression residuals. This estimator
was introduced by Abadie and Imbens (2006) and Abadie et al. (2014), and it was studied by
Calonico et al. (2014) in an RD context. The nearest neighbor (NN) and EHW variance estimators
have the form
σˆ2(h) = nh (v̂ar(αˆu(h)) + v̂ar(αˆℓ(h))) ,
where
v̂ar(αˆu(h)) = e
′
1Γˆu(h)
−1
(
n
∑
i=1
I(Xi ≥ 0)σˆ2u(Xi)k∗(Xi/h)p(|Xi|)p(|Xi|)′
)
Γˆu(h)
−1e1
and similarly for v̂ar(αˆu(h)), where σˆ2u(Xi) and σˆ
2
ℓ
(Xi) are some estimators of var(Yi | Xi). The
EHW estimator sets σˆ2u(Xi) = (Yi − X′i βˆu)2, and the NN estimators sets
σˆ2u(Xi) = I(Xi ≥ 0)
J
J + 1
(
Yi −
J
∑
j=1
Yℓu,j(i)
)2
,
where ℓu,j(i) is the jth closest unit to i among {k 6= i : Xk ≥ 0}, and J = 3.
Table S4 reports empirical coverage of the confidence bands for θ(h) for the two designs we
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consider. Our adjustment works well overall, with the empirical coverage being close to 95%
for almost all specifications, in contrast with the naive confidence bands (using the unadjusted
1.96 critical value), which undercover. As plotted in Figure 2, Theorem 3.1 predicts that with
h¯/h = 2, the coverage should be 91.6% for the triangular kernel, and 83.9% for the uniform
kernel. When h¯/h = 4, the coverage of the naive confidence bands should drop to 88.5% and
76.8%, respectively. The Monte Carlo results match these predictions closely. There are a few
specifications in which the adjusted confidence bands based on EHW standard errors undercover.
This happens when small bandwidths are considered, and is due to the well-known downward
bias of EHW standard errors in small samples, so that the pointwise confidence intervals fail
to achieve nominal coverage in the first place. Since our method only corrects for the multiple
comparisons, it cannot solve this problem. Overall, the adjusted confidence bands have coverage
that is as good as the coverage of the underlying pointwise confidence intervals.
Typically in regression discontinuity studies, the primary object of interest is θ(0), the aver-
age treatment effect conditional on X = 0. We therefore also report empirical coverage of the
confidence bands for θ(0) in Table S5. Confidence bands around undersmoothed local linear
estimator, (that correspond to the bandwidth range [hˆIK/4, hˆIK/2]) perform well, provided NN
standard errors, which perform better in small samples, are used. At larger values of the band-
width, θˆ(h) is a biased estimator of θ(0). The pointwise confidence intervals based on the local
linear regression do not take this bias into account, and they fail to achieve proper coverage. Con-
sequently, although our adjustment ensures that the coverage of the adjusted confidence band is
within the range of the pointwise confidence intervals, it still falls short of 95% due to the point-
wise confidence intervals performing poorly. On the other hand, confidence bands around the
bias-adjusted confidence intervals (that correspond to local quadratic regression) perform well,
especially when the NN standard errors are used.
In conclusion, our adjustment performs well in terms of coverage of θ(h), with empirical
coverage close to nominal coverage, especially when combined with NN standard errors. If our
method is combined with undersmoothing (corresponding to bandwidth ranges smaller than
hˆIK), or bias-correction (such as when the CCT method for constructing confidence intervals is
used), so that the underlying pointwise confidence intervals achieve good coverage of θ(0), our
method also achieves good coverage of θ(0).
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NW / Loc. linear (interior) Loc. linear (boundary)
Unif Tri Epa Unif Tri Epa
h/h 0.1 0.05 0.01 0.1 0.05 0.01 0.1 0.05 0.01 0.1 0.05 0.01 0.1 0.05 0.01 0.1 0.05 0.01
1.0 1.65 1.96 2.57 1.64 1.96 2.58 1.64 1.96 2.58 1.63 1.96 2.57 1.64 1.95 2.57 1.64 1.96 2.57
1.2 1.92 2.24 2.85 1.70 2.01 2.63 1.71 2.03 2.65 1.92 2.23 2.83 1.72 2.03 2.64 1.73 2.05 2.66
1.4 2.02 2.33 2.93 1.74 2.05 2.67 1.77 2.08 2.69 2.02 2.33 2.93 1.77 2.08 2.69 1.80 2.11 2.72
1.6 2.09 2.40 2.98 1.78 2.09 2.70 1.81 2.12 2.72 2.09 2.39 3.00 1.80 2.12 2.73 1.84 2.15 2.76
1.8 2.14 2.45 3.03 1.81 2.11 2.72 1.85 2.15 2.75 2.14 2.44 3.04 1.84 2.16 2.76 1.88 2.19 2.81
2 2.18 2.48 3.07 1.83 2.14 2.75 1.87 2.17 2.78 2.18 2.48 3.08 1.87 2.18 2.78 1.91 2.22 2.83
3 2.30 2.60 3.18 1.91 2.22 2.83 1.96 2.27 2.86 2.30 2.60 3.18 1.96 2.27 2.86 2.01 2.32 2.91
4 2.37 2.66 3.24 1.96 2.26 2.86 2.02 2.31 2.92 2.36 2.66 3.24 2.01 2.32 2.90 2.06 2.37 2.95
5 2.41 2.70 3.28 2.00 2.30 2.90 2.05 2.35 2.95 2.41 2.71 3.27 2.05 2.35 2.94 2.11 2.41 2.99
6 2.44 2.73 3.31 2.02 2.32 2.92 2.08 2.37 2.97 2.44 2.73 3.31 2.08 2.37 2.96 2.13 2.43 3.01
7 2.47 2.75 3.34 2.04 2.34 2.94 2.10 2.39 2.99 2.47 2.76 3.33 2.10 2.39 2.98 2.16 2.45 3.04
8 2.49 2.77 3.35 2.06 2.35 2.95 2.12 2.41 3.01 2.49 2.78 3.35 2.12 2.41 2.99 2.18 2.47 3.05
9 2.51 2.79 3.37 2.07 2.37 2.96 2.14 2.42 3.02 2.50 2.79 3.37 2.14 2.43 3.00 2.20 2.48 3.06
10 2.52 2.80 3.38 2.08 2.38 2.97 2.15 2.44 3.04 2.52 2.81 3.39 2.15 2.44 3.01 2.21 2.50 3.07
20 2.61 2.89 3.45 2.16 2.45 3.03 2.23 2.51 3.10 2.61 2.89 3.45 2.23 2.52 3.08 2.29 2.58 3.14
50 2.70 2.97 3.51 2.24 2.53 3.10 2.31 2.59 3.15 2.70 2.98 3.52 2.32 2.60 3.16 2.38 2.66 3.21
100 2.75 3.02 3.56 2.29 2.57 3.14 2.36 2.64 3.20 2.76 3.02 3.56 2.37 2.65 3.20 2.44 2.71 3.25
Table S1: Critical values c1−α(h/h, k) for level α = 0.1, 0.05, and 0.01 for the Uniform (Unif, k(u) = 12 I(|u| ≤ 1)), Triangular (Tri,
(1− |u|)I(|u| ≤ 1)) and Epanechnikov (Epa, 3/4(1− u2)I(|u| ≤ 1)) kernels. “NW / Loc. linear (interior)” refers to Nadaraya-
Watson (local constant) regression in the interior or at a boundary, as well as local linear regression in the interior. “Loc. linear
(boundary)” refers to local linear regression at a boundary (including regression discontinuity designs).
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NW / Loc. linear (interior) Loc. linear (boundary)
Unif Tri Epa Unif Tri Epa
h/h 0.1 0.05 0.01 0.1 0.05 0.01 0.1 0.05 0.01 0.1 0.05 0.01 0.1 0.05 0.01 0.1 0.05 0.01
1.0 1.29 1.66 2.33 1.29 1.66 2.34 1.29 1.66 2.34 1.28 1.64 2.33 1.29 1.65 2.33 1.28 1.65 2.33
1.2 1.57 1.94 2.64 1.35 1.72 2.39 1.36 1.73 2.41 1.57 1.93 2.59 1.36 1.72 2.40 1.38 1.74 2.42
1.4 1.67 2.04 2.73 1.39 1.76 2.44 1.42 1.79 2.45 1.67 2.03 2.69 1.41 1.78 2.46 1.44 1.80 2.47
1.6 1.75 2.11 2.79 1.42 1.80 2.47 1.46 1.83 2.50 1.74 2.10 2.76 1.46 1.81 2.49 1.49 1.85 2.52
1.8 1.80 2.15 2.83 1.46 1.83 2.49 1.49 1.86 2.53 1.80 2.15 2.81 1.49 1.84 2.52 1.53 1.88 2.55
2 1.84 2.19 2.85 1.48 1.85 2.52 1.52 1.89 2.55 1.84 2.19 2.84 1.52 1.87 2.55 1.56 1.91 2.58
3 1.97 2.31 2.97 1.56 1.93 2.58 1.62 1.98 2.64 1.96 2.30 2.95 1.62 1.96 2.62 1.67 2.01 2.67
4 2.04 2.38 3.02 1.61 1.97 2.63 1.68 2.03 2.68 2.03 2.36 3.02 1.67 2.01 2.67 1.73 2.06 2.72
5 2.09 2.42 3.05 1.65 2.01 2.66 1.71 2.07 2.71 2.08 2.41 3.04 1.71 2.05 2.70 1.77 2.11 2.76
6 2.12 2.45 3.08 1.68 2.03 2.68 1.74 2.09 2.74 2.12 2.44 3.07 1.74 2.08 2.72 1.80 2.13 2.77
7 2.15 2.48 3.10 1.71 2.05 2.70 1.77 2.11 2.76 2.14 2.47 3.09 1.76 2.10 2.74 1.83 2.16 2.80
8 2.17 2.50 3.12 1.72 2.07 2.72 1.79 2.13 2.77 2.17 2.49 3.11 1.79 2.12 2.75 1.85 2.18 2.81
9 2.19 2.52 3.14 1.74 2.09 2.73 1.80 2.14 2.79 2.18 2.51 3.12 1.80 2.14 2.77 1.87 2.20 2.82
10 2.21 2.53 3.16 1.76 2.10 2.74 1.82 2.16 2.81 2.20 2.52 3.13 1.82 2.15 2.79 1.88 2.21 2.84
20 2.29 2.62 3.23 1.83 2.17 2.80 1.91 2.24 2.87 2.29 2.61 3.22 1.90 2.23 2.86 1.97 2.29 2.91
50 2.40 2.71 3.31 1.92 2.25 2.87 2.00 2.32 2.94 2.39 2.70 3.30 1.99 2.31 2.92 2.06 2.38 2.99
100 2.46 2.77 3.36 1.98 2.30 2.92 2.06 2.37 2.99 2.45 2.76 3.35 2.05 2.37 2.96 2.12 2.44 3.03
Table S2: One-sided critical values cos1−α(h/h, k) for level α = 0.1, 0.05, and 0.01 for the Uniform (Unif, k(u) =
1
2 I(|u| ≤ 1)),
Triangular (Tri, (1− |u|)I(|u| ≤ 1)) and Epanechnikov (Epa, 3/4(1− u2)I(|u| ≤ 1)) kernels. “NW / Loc. linear (interior)” refers
to Nadaraya-Watson (local constant) regression in the interior or at a boundary, as well as local linear regression in the interior.
“Loc. linear (boundary)” refers to local linear regression at a boundary (including regression discontinuity designs).
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Name k∗(u) Order k(u)
Uniform 12 I(|u| ≤ 1)
0 12 I(|u| ≤ 1)
1 (4− 6|u|)I(|u| ≤ 1)
2 (9− 36|u|+ 30u2)I(|u| ≤ 1)
Triangular (1− |u|)+
0 (1− |u|)+
1 6(1− 2|u|)(1− |u|)+
2 12(1− 5|u|+ 5u2)(1− |u|)+
Epanechnikov 34(1− u2)+
0 34(1− u2)+
1 619(16− 30|u|)(1− u2)+
2 18(85− 400|u|+ 385u2)(1− u2)+
Table S3: Definitions of kernels and equivalent kernels for regression discontinuity / estimation
at a boundary. Order refers to the order of the local polynomial.
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Uniform kernel Triangular kernel
(h, h¯) σˆ(h) Pointwise Naive Adj. Pointwise Naive Adj.
Design 1: Local Linear regression
(hˆIK/4, hˆIK/2)
EHW (92.7, 94.4) 83.7 93.9 (91.8, 94.0) 88.5 92.3
NN (94.6, 95.8) 87.3 95.3 (94.2, 95.3) 91.2 94.2
(hˆIK/2, hˆIK)
EHW (94.2, 94.7) 85.0 95.0 (93.9, 94.5) 90.5 94.0
NN (95.3, 96.1) 87.9 96.3 (94.9, 95.9) 92.3 95.3
(hˆIK/2, 2hˆIK)
EHW (90.4, 94.7) 74.8 93.4 (92.1, 94.5) 85.6 93.0
NN (91.8, 96.1) 77.4 94.4 (93.4, 95.9) 88.2 94.4
Design 1: Local quadratic regression
(hˆIK/4, hˆIK/2)
EHW (89.5, 92.6) 78.1 90.2 (88.5, 91.9) 83.3 88.7
NN (93.8, 94.8) 85.2 94.3 (93.2, 94.5) 89.0 93.0
(hˆIK/2, hˆIK)
EHW (92.7, 94.3) 82.7 93.5 (92.0, 94.0) 88.0 92.4
NN (94.8, 95.7) 87.1 95.5 (94.5, 95.4) 91.3 94.6
(hˆIK/2, 2hˆIK)
EHW (84.4, 95.1) 68.6 90.1 (89.4, 94.8) 80.1 89.7
NN (87.1, 96.2) 74.9 92.9 (91.3, 96.0) 84.5 92.5
Design 2: Local Linear regression
(hˆIK/4, hˆIK/2)
EHW (85.6, 91.4) 73.7 86.5 (83.0, 90.0) 78.3 83.2
NN (93.3, 94.3) 84.6 93.9 (92.7, 93.5) 88.7 92.1
(hˆIK/2, hˆIK)
EHW (91.3, 92.7) 80.3 91.9 (90.2, 92.1) 86.0 90.3
NN (94.0, 94.6) 85.3 94.3 (93.5, 94.2) 90.2 93.2
(hˆIK/2, 2hˆIK)
EHW (88.5, 92.8) 70.6 90.4 (86.3, 92.1) 78.8 87.7
NN (85.0, 94.8) 73.0 91.3 (81.0, 94.2) 76.0 85.3
Design 2: Local quadratic regression
(hˆIK/4, hˆIK/2)
EHW (74.6, 86.9) 57.6 72.9 (74.3, 85.4) 65.5 72.0
NN (92.2, 93.1) 80.7 91.6 (91.5, 92.4) 85.1 89.6
(hˆIK/2, hˆIK)
EHW (87.5, 91.5) 74.1 87.6 (85.8, 90.9) 80.3 85.9
NN (92.2, 93.3) 81.6 92.1 (91.6, 92.8) 86.8 90.6
(hˆIK/2, 2hˆIK)
EHW (87.5, 94.6) 67.6 88.3 (85.8, 94.0) 76.8 86.6
NN (92.2, 95.2) 74.8 92.2 (91.6, 94.5) 83.2 91.0
Table S4: Monte Carlo study of regression discontinuity. Empirical coverage of θ(h) for nominal
95% confidence bands around IK bandwidth. “Pointwise” refers to range of coverage of point-
wise confidence intervals. “Naive” refers to the coverage of the naive confidence band that uses
the unadjusted critical value equal to 1.96. “Adj.” refers to confidence bands using adjusted
critical values based on Theorem 3.1. Variance estimators are described in the text. 10,000 Monte
Carlo draws, 100 grid points for h.
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Uniform kernel Triangular kernel
(h, h¯) σˆ(h) Pointwise Naive Adj. Pointwise Naive Adj.
Design 1: Local Linear regression
(hˆIK/4, hˆIK/2)
EHW (90.3, 92.7) 79.9 92.0 (90.0, 92.1) 85.5 90.1
NN (92.4, 94.7) 84.5 94.4 (92.4, 94.1) 89.2 92.7
(hˆIK/2, hˆIK)
EHW (73.7, 89.8) 62.0 80.7 (76.7, 89.5) 74.0 80.9
NN (77.1, 92.0) 66.9 84.2 (80.1, 91.9) 78.0 84.1
(hˆIK/2, 2hˆIK)
EHW (73.2, 89.8) 54.3 80.9 (76.5, 89.5) 69.4 81.1
NN (76.7, 92.0) 59.8 84.9 (79.9, 91.9) 74.2 84.9
Design 1: Local quadratic regression
(hˆIK/4, hˆIK/2)
EHW (89.6, 92.7) 78.3 90.0 (88.6, 92.2) 83.5 88.6
NN (93.8, 94.7) 85.1 94.4 (93.2, 94.3) 88.8 93.0
(hˆIK/2, hˆIK)
EHW (90.3, 93.6) 80.2 92.2 (89.3, 93.0) 85.2 90.0
NN (92.4, 95.3) 84.8 94.7 (91.5, 94.7) 88.4 92.8
(hˆIK/2, 2hˆIK)
EHW (74.8, 93.6) 54.8 81.8 (78.6, 93.0) 70.3 82.5
NN (78.6, 95.3) 62.2 86.3 (82.2, 94.7) 75.3 86.5
Design 2: Local Linear regression
(hˆIK/4, hˆIK/2)
EHW (85.6, 91.4) 73.7 86.5 (83.0, 90.1) 78.3 83.2
NN (93.3, 94.3) 84.6 93.9 (92.7, 93.5) 88.7 92.1
(hˆIK/2, hˆIK)
EHW (91.3, 92.6) 80.2 91.8 (90.2, 91.9) 85.7 90.1
NN (94.0, 94.6) 85.1 94.3 (93.5, 94.1) 89.9 93.1
(hˆIK/2, 2hˆIK)
EHW (59.3, 92.6) 47.8 75.3 (53.9, 91.9) 47.4 60.7
NN (63.1, 94.6) 54.0 79.8 (57.6, 94.1) 52.9 65.5
Design 2: Local quadratic regression
(hˆIK/4, hˆIK/2)
EHW (74.6, 86.9) 57.6 72.9 (74.3, 85.4) 65.5 72.0
NN (93.6, 94.8) 84.4 93.6 (92.8, 94.0) 87.7 91.6
(hˆIK/2, hˆIK)
EHW (87.5, 91.5) 74.2 87.6 (85.8, 90.9) 80.3 85.9
NN (93.5, 94.4) 84.1 93.8 (92.9, 93.8) 88.4 92.4
(hˆIK/2, 2hˆIK)
EHW (87.5, 94.3) 67.2 88.0 (85.8, 93.6) 75.9 86.1
NN (93.5, 95.8) 78.3 93.8 (92.9, 95.1) 84.6 92.4
Table S5: Monte Carlo study of regression discontinuity. Empirical coverage of θ(0) for nominal
95% confidence bands around IK bandwidth. “Pointwise” refers to range of coverage of point-
wise confidence intervals. “Naive” refers to the coverage of the naive confidence band that uses
the unadjusted critical value equal to 1.96. “Adj.” refers to confidence bands using adjusted
critical values based on Theorem 3.1. Variance estimators are described in the text. 10,000 Monte
Carlo draws, 100 grid points for h.
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Figure S1: Comparison of critical values based on Gaussian approximation and extreme value
approximation (i.e. asymptotic approximation as h/h → ∞). Order “0” corresponds to Nadaraya-
Watson interior or boundary regression, and to local linear regression in the interior, and order
“1” to local linear regression at a boundary.
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Figure S2: Monte Carlo study of regression discontinuity. Regression function g(X) for designs
1 and 2.
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Figure S3: Monte Carlo study of regression discontinuity. Function θ(h) for local linear regression
for designs 1 and 2. Solid lines correspond to the triangular kernel, dotted lines to the uniform
kernel.
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Figure S4: Monte Carlo study of regression discontinuity. Function θ(h) for local quadratic
regression for designs 1 and 2. Solid lines correspond to the triangular kernel, dotted lines to the
uniform kernel.
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