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Abstract
Background: A central goal of molecular biology is to understand the regulatory mechanisms of
gene transcription and protein synthesis. Because of their solid basis in statistics, allowing to deal
with the stochastic aspects of gene expressions and noisy measurements in a natural way, Bayesian
networks appear attractive in the field of inferring gene interactions structure from microarray
experiments data. However, the basic formalism has some disadvantages, e.g. it is sometimes hard
to distinguish between the origin and the target of an interaction. Two kinds of microarray
experiments yield data particularly rich in information regarding the direction of interactions: time
series and perturbation experiments. In order to correctly handle them, the basic formalism must
be modified. For example, dynamic Bayesian networks (DBN) apply to time series microarray data.
To our knowledge the DBN technique has not been applied in the context of perturbation
experiments.
Results:  We extend the framework of dynamic Bayesian networks in order to incorporate
perturbations. Moreover, an exact algorithm for inferring an optimal network is proposed and a
discretization method specialized for time series data from perturbation experiments is
introduced. We apply our procedure to realistic simulations data. The results are compared with
those obtained by standard DBN learning techniques. Moreover, the advantages of using exact
learning algorithm instead of heuristic methods are analyzed.
Conclusion: We show that the quality of inferred networks dramatically improves when using
data from perturbation experiments. We also conclude that the exact algorithm should be used
when it is possible, i.e. when considered set of genes is small enough.
Background
Since most genetic regulatory systems involve many com-
ponents connected through complex networks of interac-
tions, formal methods and computer tools for modeling
and simulating are needed. Therefore, various formalisms
were proposed to describe genetic regulatory systems,
including Boolean networks and their generalizations,
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ordinary and partial differential equations, stochastic
equations and Bayesian networks (see [1] for a review).
While differential and stochastic equations describe the
biophysical processes at a very refined level of detail and
prove useful in simulations of well studied systems, Baye-
sian networks appear attractive in the field of inferring the
regulatory network structure from gene expression data
[2]. The reason is that their learning techniques have a
solid basis in statistics, allowing them to deal with the sto-
chastic aspects of gene expressions and noisy measure-
ments in a natural way. Other formalisms applied to this
task include Boolean networks [3], weighted graphs [4],
ordinary differential equations [5-7] and information-
theoretic approaches [8].
A Bayesian network (BN) is a representation of a joint prob-
ability distribution over a set of random variables. It con-
sists of two components:
• a directed acyclic graph whose vertices correspond to
random variables and edges indicate conditional depend-
ence relations
￿ a family of conditional distributions for each variable,
given its parents in the graph.
Together, these two components determine a unique joint
distribution.
When applying Bayesian networks to genetic regulatory
systems, vertices are identified with genes and their
expression levels, edges indicate interactions between
genes and conditional distributions describe these inter-
actions. Given a set of gene expression data, the learning
techniques for Bayesian networks allow one to infer net-
works that match this set well. However, as it was shown
in [9], the problem of finding an optimal network is NP-
hard. Consequently, one has to choose between restrict-
ing to small gene networks (a relatively quick exponential
algorithm was given in [10]) and inferring suboptimal
networks by heuristic search methods (see [11]).
It should be also pointed out that the basic BN formalism
has some major limitations. First, several networks with
the same undirected graph structure but different direc-
tions of some edges may represent the same distribution.
Hence, relying on expression levels only, the origin and
the target of an interaction become indistinguishable. Sec-
ond, the acyclicity constraint rules out feedback loops,
essential in genetic networks. Third, the dynamics of a
gene regulatory system is not taken into account.
The above limitations may be overcome by Dynamic Baye-
sian networks (DBNs), which model the stochastic evolu-
tion of a set of random variables over time. In comparison
with BNs, discrete time is introduced and conditional dis-
tributions are related to the values of parent variables in
the previous time point. Moreover, in DBNs the acyclicity
constraint is relaxed.
Given a set of time series of expression data, the learning
techniques adapted from BNs allow one to infer dynamic
networks that match well the temporal evolution con-
tained in the series. The papers [12] and [13] initiated a
series of biological applications of DBNs [14-19].
A special treatment is required for experiments in which
expression of some genes was perturbed (e.g. knockout
experiments). Since perturbations change the structure of
interactions (regulation of affected genes is excluded), the
learning techniques have to use data selectively.
It should be also pointed out that not every perturbation
experiment may be realized in practice. The reason is that
some perturbations of a regulatory mechanism may be
lethal to the organism. On the other hand data from per-
turbation experiments are particularly rich in information
regarding causal relationships.
Inferring networks from perturbed expression profiles by
means of BNs was investigated in [14] and [20]. To our
knowledge the DBN technique has not been applied in
the context of perturbation experiments. In the present
paper we extend the framework of DBNs to deal with
microarray data from perturbation experiments. We pro-
pose an exact algorithm for inferring an optimal network
under BDe scoring function. Moreover, we propose a
method of discretization of expression levels, suitable for
the data coming from time series perturbation experi-
ments. The above methodology is applied to realistic sim-
ulations data. We perform statistical analysis, via a
suitably defined p-value, which assesses the statistical sig-
nificance of the inferred networks. As a way of assessing
the quality of the scoring function we estimate the per-
centage of networks with scores better than the score of
the original network. We show that the quality of inferred
networks dramatically improves when using data from
perturbations. We also show some advantages of our exact
algorithm over heuristics like Markov chain Monte Carlo
(MCMC) method.
Data and preprocessing
When analysing learning procedure's efficiency, the pro-
cedure should be applied to the data generated by a
known network, which then might be compared with the
inferred one. To this aim, most studies apply procedures
to gene expression data and compare inferred interactions
with those found in biological literature. The disadvan-
tage of this approach is that our knowledge of the struc-BMC Bioinformatics 2006, 7:249 http://www.biomedcentral.com/1471-2105/7/249
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tures of real biological networks is far from being
complete even in the most deeply investigated organisms.
Although many interactions between genes are known,
there are very few results stating the absence of some inter-
actions. Thus no conclusion can be drawn from the fact
that the procedure inferred unknown interaction. The
above disadvantage is no longer present when data are
generated from a mathematical model simulating real
networks. However, a danger of this approach is that the
employed model simplifies the real process, losing impor-
tant biological features. In that case, analysis of a learning
procedure is aimed at its ability to infer an artificial model
rather than real biological networks.
Husmeier in [17] suggests that a satisfactory compromise
between the above two extremes is to apply the learning
procedure to data generated by a system of ordinary differ-
ential equations.
Basic model
In the present study we generate data using the model pro-
posed in [21]. The model consists of 54 species of mole-
cules, representing 10 genes with their transcription
factors, promoters, mRNAs, proteins and protein dimers,
connected through 97 elementary reactions, including
transcription factor binding, transcription, translation,
dimerization, mRNA degradation and protein degrada-
tion. The dynamics of the model is described by the sys-
tem of ordinary differential equations of the following
form:
where t represents time, kx are kinetic constants of related
reactions, [X] means concentration, pX, mX, X and X2 are
promoter, mRNA, protein and dimer X, respectively,
finally X·Y stands for a transcription factor bound to a
promoter.
The system is composed of structures reported in the bio-
logical literature [22-24], i.e. a hysteretic oscillator, a
genetic switch, cascades and a ligand binding mechanism
that influences transcription (during the simulation, the
ligand is injected for a short time). The whole network is
shown in Fig. 1(a).
The total time of each simulation is set to 5000 minutes.
At time 1000 minutes the ligand is injected for 10 min-
utes, changing the expression levels of all genes. The influ-
ence of the injection to expression decays throughout the
interval 1500–3200 minutes (depending on the gene),
but at time 2400 minutes system dynamics becomes sim-
ilar to the initial one.
All the equations and parameters of the model, as well as
the MATLAB code to integrate it, are available in the sup-
plementary materials to [21].
This model is chosen for two reasons. First, differential
equations formalism and biological origin of the structure
guarantee realistic simulations. Second, small size of the
system (note that, according to microarray experiments
data, the learning procedure will be provided with mRNA
concentrations only) allows to avoid a noise arising from
heuristic search methods, which are necessary when deal-
ing with large networks. Such noise might influence com-
parison of methods.
Modified models
Since genes G and K from the model are regulated by the
same gene C and have the same kinetic constants, trajec-
tories of their concentrations are identical. Consequently,
their contributions to the regulatory interactions are indis-
tinguishable, given the expression data. For this reason,
Husmeier in [17] tests efficiency of DBN based learning
techniques using the model slightly modified by identify-
ing both genes.
In the present study we introduce perturbations to the
model. It is done by replacing the differential equation
regarding the mRNA of a perturbed gene by the following
equation:
which makes the concentration exponentially converging
to c. Taking c = 0 yields system with gene knocked out,
while setting c to maximal (with respect to the basic sys-
tem) expression level of a gene makes it overexpressed. 21
simulations altogether are executed: one simulation with
the basic system and 20 simulations with one gene
knocked out or overexpressed.
Octave scripts for generating expression time series are
available in the supplementary materials [25].
Sampling and discretization
Husmeier in [17] chooses for his test 12 time points in
equal length intervals between 1100 and 1600 minutes.
He argues that more information is contained in the data
derived from the system which is driven out of equilib-
rium by the ligand injection. In our tests Husmeier's
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choice is repeated and other intervals are tried, as reported
below.
Before applying our learning procedure (as well as Hus-
meier's), the expression levels need to be discretize. One
of the simplest methods of discretizing is partition of the
interval of real numbers covering mRNAs concentrations
of each gene into subintervals of equal length, relevant to
particular discretized values. Another strategy is to base
the discretization procedure on the meanings of intro-
duced discrete expression levels (e.g. 'on'-'off' or 'under-
expressed'-'baseline'-'over-expressed').
Husmeier in [17] applies the former approach with 3 dis-
cretized expression levels, and we follow him in the case
of unperturbed data.
The specificity of perturbed data suggests the latter
approach. The simulation of an unperturbed system spec-
ifies the reference point for expression levels of perturbed
data. Thus discretization consists in comparing each con-
centration value from a perturbed system simulation with
the concentration value of the same gene at the same time
point of the unperturbed system simulation. When the
values are close to each other, i.e.
The gene regulatory network from [21], its mRNA interactions and the corresponding diagram for the network modified by  [17] Figure 1
The gene regulatory network from [21], its mRNA interactions and the corresponding diagram for the net-
work modified by [17]. (a) The gene regulatory network from [21]. Rectangles denote promoters, zigzags indicate mRNAs 
and circles stand for proteins, dimers and a ligand (Q). The symbols + and - indicate whether transcription of a gene is acti-
vated or inhibited by relevant transcription factor. The subnetwork involving the genes A and B is a hysteretic oscillator [22]. 
Protein A activates transcription of both genes. Protein B joins it forming a dimer AB, which reduces the amount of free protein 
A and, consequently, inhibits transcription. Thus oscillations appear. The genes C and D compose a switch [23]: each protein 
forms a dimer which acts as an inhibitor of transcription of the other gene. Therefore highly expressed gene switches off 
expression of the other. The ligand binding mechanism [24] is represented by the subnetwork involving the genes E and F: pro-
tein E joined with a ligand Q forms an activator of transcription of the gene F. Finally, there are two cascades: in the first cas-
cade C inhibits G and G inhibits H, while in the second cascade C inhibits K and K activates J. (b) The mRNA interactions in the 
above network; solid arrows denote transcriptional regulation, dashed ones represent interactions triggered by the ligand and 
posttransciptional regulation, (c) The corresponding diagram for the network modified by [17].BMC Bioinformatics 2006, 7:249 http://www.biomedcentral.com/1471-2105/7/249
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the expression level is set to 'baseline', otherwise it is set to
'over-' or 'under-expressed'. The log-ratios of concentra-
tion values in knockout simulations are shown in Fig. 2.
The threshold 0.5 seems to minimize the loss of informa-
tion, inevitable in the discretization process. However,
this choice, as well as the choice of the number of thresh-
olds, is arbitrary.
Discretized expression data files are available in the sup-
plementary materials [25].
Methods
Dynamic Bayesian networks
A dynamic Bayesian network   is a representation of sto-
chastic evolution of a set of random variables X = {X1,...,
Xn} over discretized time. Represented temporal process is
assumed to be Markovian, i.e.
P(X(t)|X(0), X(1),..., X(t - 1)) = P(X(t)|X(t - 1))
and time homogenous, i.e.P(X(t)|X(t - 1)) are independent
of t. The representation consists of two components:
￿ a directed graph G = (X, E) encoding con ditional (in-
)dependencies
￿ a family of conditional distributions P(Xi(t)|Pai(t - 1)),
where Pai = {Xj ∈ X|(Xj, Xi) ∈ E}
By assumption, the joint distribution over all the possible
trajectories of the process decomposes into the following
product form
Consequently, the evolution of the random variables is
given by
Inferring networks
The problem of learning a DBN is understood as follows:
find a network graph that best matches a given dataset of
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Log-ratios of mRNA concentration values for all knockout experiments Figure 2
Log-ratios of mRNA concentration values for all knockout experiments. Log-ratios of mRNA concentration values 
of genes A and J for all knockout experiments. 12 time points in equal length intervals between 1100 and 1600 minutes are 
taken from each experiment (120 slices together). Ratios lower than 0.001 were set to this value. The horizontal lines indicate 
the top and bottom limits of the baseline expression level. Extended version of the figure including all 10 genes is available in 
the supplementary materials [25].
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time series of X-instances. The notion of a good match is
formalized by means of a scoring function, usually Bayesian
Dirichlet equivalence (BDe) score [12,26], derived from
the posterior probability of the network, given the data
(the prior distributions over the network parameters have
to be assumed). Owing to the product decomposition (1),
BDe score decomposes into the sum over the set of ran-
dom variables. This property is extremely useful in learn-
ing procedures, since the parents of each variable may be
computed independently. When the set of variables is
small enough (the boundary is approximately 20), one
may score each subset as a possible parent set for each var-
iable and choose the best match. Otherwise, heuristic
search methods have to be applied and the decomposi-
tion property is helpful in reducing the computation cost
when scoring locally changed networks.
Since our training datasets consist of mRNA concentra-
tions of 10 genes only, we can apply an exact algorithm.
This choice allows us to avoid the noise caused by using
heuristic search methods.
Edges in the inferred network graph witness conditional
dependence between variables in neighboring time
points, which is interpreted as interaction between corre-
sponding genes. However, a special care is required when
inferring self-regulation. In this case it is clear that Xi(t +
1) depends on Xi(t) because of natural inertia of mRNA
production and degradation. Such dependence cannot be
distinguished from actual auto-regulation by the scoring
function currently used to select the best DBN model for
the data. In the particular case of our experiments we have
observed that with different choice of the number of time
points we obtained all or none of the genes with self
loops. This issue was addressed in other studies [12,15] by
explicitly forbidding or forcing the presence of self-loops
in all considered models. We take the same approach in
the present paper. However it remains an open question
whether the DBN scoring functions could be extended to
distinguish between inertia and self-dependence.
Perturbations
When expression of a gene is perturbed in an experiment
(e.g. by knocking it out), its natural regulation is blocked
and replaced by the perturbation scheme. Consequently,
regarding that gene's regulation mechanisms, the experi-
ment contributes noise to the model instead of informa-
tion. On the other hand, the remaining interactions might
be significantly reflected in data, in particular those in
which the gene acts as a regulator. Therefore our learning
procedure has to make use of data from perturbation
experiments selectively.
Recall that the parent sets of each gene may be inferred
independently. Thus, when inferring parents of a particu-
lar gene, we apply the standard learning procedure to the
dataset restricted to those experiments, in which this
gene's expression was not perturbed. When parents of all
genes are computed, the network graph is composed. A
related method in the framework of static BNs was suc-
cessfully used in [14] and [20]. Summarizing, our exact
algorithm can be expressed as follows:
for each gene G
choose all experiments with unperturbed expression of
G
for each potential parent set Pa of G
compute the local score in G for Pa and chosen exper-
iments
choose the parent set of G yielding optimal score com-
pose the network from the chosen parent sets
Software for finding optimal DBNs is available in the sup-
plementary materials [25].
Results and discussion
In the present section our exact algorithm is applied to the
datasets from the model modified by introducing pertur-
bations. The results are compared with those obtained
from the basic model, as well as with those obtained by
Bayesian learning with Markov chain Monte Carlo
(MCMC) method [17].
Experiments
In the first experiment we followed the procedure of Hus-
meier [17] (the system restricted to 9 genes, 12 time
points chosen in equal length intervals between 1100 and
1600 minutes, simple discretization into 3 levels). The
sensitivity of our exact algorithm was similar to Hus-
meier's heuristics – see Fig. 3.
Next we turned to the knockout data. Recall that the entire
system with all 10 genes was considered and the discreti-
zation was made according to the comparison of expres-
sion levels from perturbed and unperturbed profiles.
The first set of time points was chosen as in the above
experiment, resulting in 7 edges corresponding to direct
transcriptional regulation, 1 edge due to an interaction
triggered by the ligand and 6 spurious edges (see Fig.
4(a)).
The dataset used in the experiment was quite large: 10
series, 12 time points each gives 120 slices. On the other
hand, the variability of discretized expression levels is
rather low – as is shown in Fig. 2, the thresholds are usu-BMC Bioinformatics 2006, 7:249 http://www.biomedcentral.com/1471-2105/7/249
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ally crossed at most one time per series. Therefore the
steadiness of expression is represented in enormous pro-
portion. Moreover, the sampling rate fails to match the
delay of regulation processes. Since edges in DBNs repre-
sent conditional dependencies in neighboring time
points, the learning process is affected. Consequently, a
large number of false positives appears in the inferred net-
work. The variability of expression is reduced by the dis-
cretization process. The choice of our discretization
threshold 0.5 is aimed at minimizing this reduction (see
the section Sampling and discretization). The variability
may be increased by allowing more discretization levels,
but it can disturb inferring. The reason is that the BN for-
malism disregards the structure of sets of possible values
of random variables. For example, the information that
the discretized expression level '0' is closer to the level '1'
than to '2' is ignored. Consequently, the learning proce-
dure treats equally the situation in which some configura-
tion of regulators causes a regulon to assume the value '0'
or '1' with the one in which it is caused to assume the
value '0' or '2'. Our experiments with gene expression dis-
cretized into more than 3 levels do not improve results
(data not shown).
The disproportion between a large dataset and a low vari-
ability may be avoided by decreasing a number of sam-
ples. Hence we decided to choose for the next experiment
3 time points in equal length intervals between 1100 and
1600 minutes. The accuracy significantly improved – the
inferred network contains 7 edges corresponding to direct
transcriptional regulation, 1 reflecting posttranscriptional
regulation and 2 spurious edges (see Fig. 4(c)).
Another time intervals were tried, resulting in networks
less accurate than the two above (data not shown), which
confirms Husmeier's assertion of low information content
of signals from a system being in equilibrium.
Corresponding experiments were also executed for the
overexpression data, as well as for both kinds of perturbed
data together. Accuracy of overexpression experiments
does not match that of knockout ones. However, it is
worth pointing out that, unlike the knockout data case,
the edges A→C, B→C and E→F were inferred correctly.
The best results were obtained when both kinds of pertur-
bations were used together. As it is shown on Fig. 4(e), the
inferred network contains 8 edges corresponding to direct
transcriptional regulation, 1 edge due to an interaction
triggered by the ligand, 1 reflecting posttranscriptional
regulation and 3 spurious edges. The last experiment
aimed at comparing our exact algorithm with heuristic
methods of searching networks with optimal scores. We
adapted the MCMC algorithm of Husmeier [17] to work
with perturbations and applied it to our data. The accu-
racy of obtained networks was lower then the one of net-
works resulting from our exact algorithm – see Fig. 4.
Moreover, the experiments showed two disadvantages of
this method. First, when the number of genes is small (10
genes in the considered network), the MCMC algorithm is
The interactions inferred from unperturbed data Figure 3
The interactions inferred from unperturbed data. The interactions inferred from unperturbed data (12 slices; the net-
work restricted to 9 genes): (a) by our exact algorithm with self-loops forbidden (the edges occurring in each network with the 
optimal score) and (b) by Markov chain Monte Carlo method [17]; black arrows show true inferred edges (solid arrows refer 
to transcriptional regulation and dashed refer to interactions triggered by the ligand and posttranscriptional regulation), grey 
dashed arrows represent spurious edges.BMC Bioinformatics 2006, 7:249 http://www.biomedcentral.com/1471-2105/7/249
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significantly slower than the exact one. Second, due to the
The interactions inferred from perturbed data Figure 4
The interactions inferred from perturbed data. The interactions inferred from perturbed data: (ab) 10 knockout series, 
each with 12 slices, (cd) 10 knockout series, each with 3 slices, (ef) 10 knockout and 10 overexpression series, each with 3 
slices; black arrows show true inferred edges (solid arrows refer to transcriptional regulation and dashed refer to interactions 
triggered by the ligand and posttranscriptional regulation), grey dashed arrows represent spurious edges. The networks (ace) 
are obtained by our exact algorithm with self-loops forbidden (if there are many networks with the optimal score, the edges 
occurring in each one are shown) and the networks (bdf) by the MCMC method [17].BMC Bioinformatics 2006, 7:249 http://www.biomedcentral.com/1471-2105/7/249
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non-deterministic character of the algorithm, the net-
works inferred in succeeding simulations were highly var-
iable. For example, Husmeier's experiment on
unperturbed data, repeated 100 times, resulted in the set
of networks with the number of correctly inferred edges
varying from 1 to 5. Moreover, the network obtained by
Husmeier (see Fig. 3(b)) did not appear among them.
Statistical analysis
We define the p-value of a network with k true out of m
inferred edges to be the probability of finding at least k
true when choosing m edges at random. According to the
hypergeometric distribution, the probability of n success-
ful selections out of m from a set of N true and M - N false
edges is given by
consequently,the p-value of a network is defined by
where M equals 102 for the full considered network or 92
for the network restricted to 9 genes (used for unper-
turbed data). The value of N depends on it if we allow
direct transcriptional regulation only. P-values of the net-
works from Fig. 3 and 4 are grouped in the Table 1.
The above considerations refer to inferring local interac-
tions between genes, represented by particular edges. In
order to analyse the ability to infer a global interaction sys-
tem, one has to compare the score of the original network
with the scores of other networks. Since it is impossible to
compute the scores of all graphs (there are   directed
graph structures with n nodes), we sampled randomly 100
000 graphs. For each graph, edges were generated inde-
pendently, each with the same probability. The uniform
distribution on the space of all graphs could be obtained
by setting this probability to 1/2, but it would cause scores
of most of graphs to be dominated by high penalties due
to excessive structures. In order to get networks with
scores close to the original one, there was chosen the
probability resulting in the expected number of 12 edges
in the graph (11 edges between different nodes in the
cases of forbidden and forced self-connecting edges).
Original and randomly generated graphs are available in
the supplementary materials [25].
Table 2 shows how many generated networks received (in
various experiments) score better then the original one.
We compare the results obtained with forbidden, permit-
ted or forced self-loops, i.e. edges leading from a vertex to
itself.
The tables show that using perturbed data significantly
improves the possibility of inferring the original network.
The results obtained in the experiments with 3 time points
are usually better than those in the experiment with 12
time points, but the differences between them are rela-
tively small.
Comparison of the values for particular versions of the
algorithm shows that the best results are obtained when
self-loops are forbidden, slightly worse when self-loops
are permitted and significantly worse when they are
forced. The analysis of the best scored networks with per-
mitted self-loops leads to the statement that self-regula-
tion of genes cannot be handled within our framework
correctly and requires more refined methods. Therefore,
with respect to our algorithm's variants, the best choice is
to forbid self-loops.
Conclusion
In the present paper the framework of dynamic Bayesian
networks is extended in order to handle gene expression
perturbations. A new discretization method specialized
for datasets from time series gene perturbation experi-
ments is also introduced. Networks inferred from realistic
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Table 1: The p-values of inferred networks.
dataset all regulatory interactions transcriptional regulation only
perturbations time points exact MCMC exact MCMC
- 12 0.0199 0.0266 0.0055 0.0381
knockout 12 3.4·10-5 0.0803 5.4·10-5 0.0978
knockout 3 6.4·10-7 0.0058 2.2·10-6 0.0080
both 3 1.4·10-8 0.0007 9.8·10-7 0.0080BMC Bioinformatics 2006, 7:249 http://www.biomedcentral.com/1471-2105/7/249
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simulations data by our method are compared with those
obtained by DBNs learning techniques.
The comparison shows that application of our method
substantially improves quality of inference. Moreover, our
results lead to the suggestion that the exact algorithm
should be applied when it is possible, i.e. when the set of
genes is small enough. The reason is high variability of the
networks resulting from heuristics and their lower accu-
racy.
Since self-regulating interactions appeared to be intracta-
ble by DBN learning techniques, we also suggest to forbid
self-connecting edges in inferred networks. Our experi-
ments show that this choice makes the learning procedure
more sensitive to other interactions than it would be with
self-loops permitted or forced. An important problem for
designing time series expression experiments is to deter-
mine sampling rates properly. Our experiments show that
assuming too short rate results in noisy expression pro-
files, just as when the samples are chosen from the system
being in equilibrium. Consequently, networks inferred
from over-sampled datasets have low accuracy.
The reason of this surprising finding is the Markovian
assumption of DBNs, which states that the value of an
expression profile from a particular time point depends
on the value of the profile from the preceding time point
only. It means that the sampling rate has to match the
delay of regulation processes. Most learning procedures
working with time series gene expression data make simi-
lar assumptions. This is unlike those working with inde-
pendent expression profiles (e.g. BNs), which assume that
considered profiles represent steady states.
Authors' contributions
ND designed the extension of DBN framework incorpo-
rating perturbations, performed the statistical analysis
and participated in executing the experiments. AG partici-
pated in the design of the study. AM implemented and
tested the exact algorithm. BW implemented modifica-
tions concerning perturbations: to the system of differen-
tial equations of regulatory network [21] and to the
MCMC learning procedure [17] and participated in exe-
cuting the experiments. JT coordinated the study. ND, BW
and JT edited the final manuscript. All authors read and
approved the final manuscript.
Acknowledgements
This research was founded by Polish State Committee for Scientific 
Research under grant no. 3T11F02128.
References
1. de Jong H: Modeling and simulation of genetic regulatory sys-
tems: a literature review.  J Comput Biol 2002, 9:67-103.
2. Friedman N: Inferring cellular networks using probabilistic
graphical models.  Science 2004, 303(5659):799-805.
3. Akutsu T, Kuhara S, Maruyama O, Miyano S: A System for Identi-
fying Genetic Networks from Gene Expression Patterns Pro-
duced by Gene Disruptions and Overexpressions.  Genome
Inform Ser Workshop Genome Inform 1998, 9:151-160.
4. Moriyama T, Shinohara A, Takeda M, Maruyama O, Goto T, Miyano
S, Kuhara S: A System to Find Genetic Networks Using
Weighted Network Model.  Genome Inform Ser Workshop Genome
Inform 1999, 10:186-195.
5. Gardner TS, di Bernardo D, Lorenz D, Collins JJ: Inferring genetic
networks and identifying compound mode of action via
expression profiling.  Science 2003, 301(5629):102-105.
6. di Bernardo D, Thompson MJ, Gardner TS, Chobot SE, Eastwood EL,
Wojtovich AP, Elliott SJ, Schaus SE, Collins JJ: Chemogenomic pro-
filing on a genome-wide scale using reverse-engineered gene
networks.  Nat Biotechnol 2005, 23(3):377-383.
7. Tegner J, Yeung MKS, Hasty J, Collins JJ: Reverse engineering gene
networks: integrating genetic perturbations with dynamical
modeling.  Proc Natl Acad Sci USA 2003, 100(10):5944-5949.
8. Basso K, Margolin AA, Stolovitzky G, Klein U, Dalla-Favera R, Califano
A: Reverse engineering of regulatory networks in human B
cells.  Nat Genet 2005, 37(4):382-390.
9. Chickering DM, Heckerman D, Meek C: Large-Sample Learning
of Bayesian Networks is NP-Hard.  Journal of Machine Learning
Research 2004, 5:1287-1330.
10. Ott S, Imoto S, Miyano S: Finding optimal models for small gene
networks.  Pac Symp Biocomput 2004:557-567.
11. Friedman N, Linial M, Nachman I, Pe'er D: Using Bayesian net-
works to analyze expression data.  J Comput Biol 2000, 7(3–
4):601-620.
12. Friedman N, Murphy K, Russell S: Learning the structure of
dynamic probabilistic networks.  Proceedings of the Fourteenth
Conference on Uncertainty in Artificial Inteligence 1998:139-147.
13. Murphy KP, Mian S: Modelling Gene Expression Data Using
Dynamic Bayesian Networks.  Tech. rep., MIT Artificial Intelli-
gence Laboratory; 1999. 
14. Pe'er D, Regev A, Elidan G, Friedman N: Inferring subnetworks
from perturbed expression profiles.  Bioinformatics 2001,
17(Suppl 1):215-224.
15. Ong I, Glasner J, Page D: Modelling regulatory pathways in E.
coli from time series expression profiles.  Bioinformatics 2002,
18(Suppl 1):S241-S248.
16. Perrin BE, Ralaivola L, Mazurie A, Bottani S, Mallet J, D'Alche-Buc F:
Gene networks inference using dynamic Bayesian networks.
Bioinformatics 2003, 19(Suppl 2):II138-II148.
17. Husmeier D: Sensitivity and specificity of inferring genetic reg-
ulatory interactions from microarray experiments with
Table 2: The percentages of generated networks with scores better than one of the original network. In the options of the algorithm 
with forbidden or forced self-loops, the original network was modified by removing or adding appropriate edges, respectively.
dataset all regulatory interactions transcriptional regulation only
perturbations time points s-l forb. s-l perm. s-l forc. s-l forb. s-l perm. s-l forc.
- 12 12.642 24.309 53.245 02.925 02.876 20.842
knockout 12 00.000 00.009 03.901 00.015 00.119 05.328
knockout 3 00.000 00.001 08.661 00.001 00.000 04.330
both 3 00.000 00.003 09.642 00.000 00.005 04.618Publish with BioMed Central    and   every 
scientist can read your work free of charge
"BioMed Central will be the most significant development for 
disseminating the results of biomedical research in our lifetime."
Sir Paul Nurse, Cancer Research UK
Your research papers will be:
available free of charge to the entire biomedical community
peer reviewed and published  immediately upon acceptance
cited in PubMed and archived on PubMed Central 
yours — you keep the copyright
Submit your manuscript here:
http://www.biomedcentral.com/info/publishing_adv.asp
BioMedcentral
BMC Bioinformatics 2006, 7:249 http://www.biomedcentral.com/1471-2105/7/249
Page 11 of 11
(page number not for citation purposes)
dynamic Bayesian networks.  Bioinformatics 2003,
19(17):2271-2282.
18. Kim S, Imoto S, Miyano S: Dynamic Bayesian network and non-
parametric regression for nonlinear modeling of gene net-
works from time series gene expression data.  Biosystems 2004,
75(1–3):57-65.
19. Zou M, Conzen SD: A new dynamic Bayesian network (DBN)
approach for identifying gene regulatory networks from
time course microarray data.  Bioinformatics 2005, 21:71-79.
20. Yoo C, Thorsson V, Cooper G: Discovery Of Causal Relation-
ships In A Gene Regulation Pathway From A Mixture Of
Experimental and Oberservational DNA Microarray Data.
Proceedings of Pacific Symposium on Biocomputing 2002, 7:498-509.
21. Zak DE, Doyle F Jr, Gonye GE, Schwaber JS: Simulation Studies
for the Identification of Genetic Networks from cDNA Array
and Regulatory Activity Data.  Proceedings of the Second Interna-
tional Conference on Systems Biology 2001:231-238.
22. Barkai N, Leibler S: Circadian clocks limited by noise.  Nature
2000, 403(6767):267-268.
23. Cherry JL, Adler FR: How to make a biological switch.  J Theor
Biol 2000, 203(2):117-133.
24. Gardner TS, Cantor CR, Collins JJ: Construction of a genetic tog-
gle switch in Escherichia coli.  Nature 2000, 403(6767):339-342.
25. Applying dynamic Bayesian networks to perturbed gene
expression data – web supplement   [http://biop
uter.mimuw.edu.pl/papers/pert_expr/]
26. Cooper GF, Herskovits E: A Bayesian Method for the Induction
of Probabilistic Networks from Data.  Machine Learning 1992,
9:309-347.