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Bekman-Quarles type theorems for mappings from Rn to Cn
Apoloniusz Tyszka
Summary. Let ϕn : C
n × Cn → C, ϕn((x1, ..., xn), (y1, ..., yn)) = (x1 − y1)2 + ... +
(xn − yn)2. We say that f : Rn → Cn preserves distane d ≥ 0 if for eah x, y ∈ Rn
ϕn(x, y) = d
2
implies ϕn(f(x), f(y)) = d
2
. Let An denote the set of all positive
numbers d suh that any map f : Rn → Cn that preserves unit distane preserves
also distane d. Let Dn denote the set of all positive numbers d with the property:
if x, y ∈ Rn and |x − y| = d then there exists a nite set Sxy with {x, y} ⊆ Sxy ⊆ Rn
suh that any map f : Sxy → Cn that preserves unit distane preserves also the distane
between x and y. Obviously, Dn ⊆ An. We prove: (1) An ⊆ {d > 0 : d2 ∈ Q}, (2) for
n ≥ 2 Dn is a dense subset of (0,∞). Item (2) implies that eah mapping f from Rn
to Cn (n ≥ 2) preserving unit distane preserves all distanes, if f is ontinuous with
respet to the produt topologies on Rn and Cn.
The lassial Bekman-Quarles theorem states that eah unit-distane preserving
mapping from Rn to Rn (n ≥ 2) is an isometry, see [1℄, [2℄, [6℄ and [10℄. By a omplex
isometry of Cn we understand any map f : Cn → Cn of the form
f(z1, z2, ..., zn) = (z
′
1, z
′
2, ..., z
′
n)
where
z′j = a0j + a1jz1 + a2jz2 + ...+ anjzn (j = 1, 2, ..., n),
the oeients aij are omplex and the matrix ||aij|| (i, j = 1, 2, ..., n) is orthogonal
Mathematis Subjet Classiation (2000). 51M05.
Keywords. Be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Abbreviated title: Bekman-Quarles type theorems.
i.e. satises the ondition
n∑
j=1
aµjaνj = δ
µ
ν (µ, ν = 1, 2, ..., n)
with Kroneker's delta. Let ϕn : C
n × Cn → C, ϕn((x1, ..., xn), (y1, ..., yn)) =
(x1 − y1)2 + ... + (xn − yn)2. The funtion ϕn is not the square of a distane beause
it admits values that are not real. Nevertheless, aording to [4℄ ϕn(x, y) is invariant
under omplex isometries i.e. for every omplex isometry f : Cn → Cn
∀x, y ∈ Cn ϕn(f(x), f(y)) = ϕn(x, y).
Therefore, we say that f : Rn → Cn preserves distane d ≥ 0 if for eah x, y ∈ Rn
ϕn(x, y) = d
2
implies ϕn(f(x), f(y)) = d
2
.
By a eld endomorphism of C we understand any map g : C→ C satisfying:
∀x, y ∈ C g(x+ y) = g(x) + g(y),
∀x, y ∈ C g(x · y) = g(x) · g(y),
g(0) = 0,
g(1) = 1.
Bijetive endomorphisms are alled automorphisms, for more information on eld en-
domorphisms and automorphisms of C the reader is referred to [9℄ and [13℄. If r is a
rational number, then g(r) = r for any eld endomorphism g : C → C. Proposition 1
shows that only rational numbers r have this property:
Proposition 1. If r ∈ C and r is not a rational number, then there exists a eld
automorphism g : C→ C suh that g(r) 6= r.
Proof. Note rst that if E is any subeld of C and if g is an automorphism of E, then g
an be extended to an automorphism of C. This follows from [5, orollaire 1 on p. 109℄
by taking Ω = C and K = Q. Now let r ∈ C \Q. If r is algebrai over Q, let E be the
splitting eld in C of the minimal polynomial µ of r over Q and let r′ ∈ E be any other
root of µ. Then there exists an automorphism g of E that sends r to r′, see for example
[7, orollary 2 on p. 66℄. If r is transendental over Q, let E = Q(r) and let r′ ∈ E be
any other generator of E (e.g. r′ = 1/r). Then there exists an automorphism g of E
that sends r to r′. In eah ase, g an be extended to an automorphism of C.
If g : C → C is a eld endomorphism then (g|R, ..., g|R) : Rn → Cn preserves all
distanes
√
r with rational r ≥ 0. Indeed, if (x1 − y1)2 + ...+ (xn − yn)2 = (
√
r)2 then
2
ϕn((g|R, ..., g|R)(x1, ..., xn), (g|R, ..., g|R)(y1, ..., yn)) =
ϕn((g(x1), ..., g(xn)), (g(y1), ..., g(yn))) =
(g(x1)− g(y1))2 + ...+ (g(xn)− g(yn))2 =
(g(x1 − y1))2 + ...+ (g(xn − yn))2 =
g((x1 − y1)2) + ...+ g((xn − yn)2) =
g((x1 − y1)2 + ... + (xn − yn)2) = g((
√
r)2) = g(r) = r = (
√
r)2.
Theorem 1 shows that we annot expet a result like that of Bekman and Quarles:
Theorem 1. If x, y ∈ Rn and |x − y|2 is not a rational number, then there exists
f : Rn → Cn that does not preserve the distane between x and y although f preserves
all distanes
√
r with rational r ≥ 0.
Proof. There exists an isometry I : Rn → Rn suh that I(x) = (0, 0, ..., 0) and I(y) =
(|x − y|, 0, ..., 0). By Proposition 1 there exists a eld automorphism g : C → C suh
that g(|x−y|2) 6= |x−y|2. Thus g(|x−y|) 6= |x−y| and g(|x−y|) 6= −|x−y|. Therefore
(g|R, ..., g|R) : Rn → Cn does not preserve the distane between (0, 0, ..., 0) ∈ Rn and
(|x − y|, 0, ..., 0) ∈ Rn although (g|R, ..., g|R) preserves all distanes
√
r with rational
r ≥ 0. Hene f := (g|R, ..., g|R) ◦ I : Rn → Cn does not preserve the distane between
x and y although f preserves all distanes
√
r with rational r ≥ 0.
Let An denote the set of all positive numbers d suh that any map f : R
n → Cn that
preserves unit distane preserves also distane d. By Theorem 1 An ⊆ {d > 0 : d2 ∈ Q}.
Let Dn denote the set of all positive numbers d with the following property:
if x, y ∈ Rn and |x − y| = d then there exists a nite set Sxy with {x, y} ⊆ Sxy ⊆ Rn
suh that any map f : Sxy → Cn that preserves unit distane preserves also the distane
between x and y.
In ase of |x− y| = 1 we dene Sxy := {x, y}. Thus, 1 ∈ Dn. Obviously, Dn ⊆ An.
We shall study the set Dn and a unit-distane preserving mapping f from R
n
to Cn.
We need the following tehnial Propositions 2-7.
3
Proposition 2 (f. [3℄, [4℄). The points c1 = (z1,1, ..., z1,n), ..., cn+1 = (zn+1,1, ..., zn+1,n) ∈
Cn are anely dependent if and only if their Cayley-Menger determinant∆(c1, ..., cn+1) :=
det


0 1 1 ... 1
1 0 ϕn(c1, c2) ... ϕn(c1, cn+1)
1 ϕn(c2, c1) 0 ... ϕn(c2, cn+1)
... ... ... ... ...
1 ϕn(cn+1, c1) ϕn(cn+1, c2) ... 0


equals 0.
Proof. It follows from the equality
det


z1,1 z1,2 ... z1,n 1
z2,1 z2,2 ... z2,n 1
... ... ... ... ...
zn+1,1 zn+1,2 ... zn+1,n 1




2
=
(−1)n+1
2n
·∆(c1, ..., cn+1).
Proposition 3 (f. [3℄, [4℄). For any points c1, ..., cn+k ∈ Cn (k = 2, 3, 4, ...) their
Cayley-Menger determinant equals 0 i.e. ∆(c1, ..., cn+k) = 0.
Proof. Assume that c1 = (z1,1, ..., z1,n), ..., cn+k = (zn+k,1, ..., zn+k,n). The points c˜1 =
(z1,1, ..., z1,n, 0, ..., 0), c˜2 = (z2,1, ..., z2,n, 0, ..., 0),..., c˜n+k = (zn+k,1, ..., zn+k,n, 0, ..., 0) ∈
Cn+k−1 are anely dependent. Sine ϕn(ci, cj) = ϕn+k−1(c˜i, c˜j) (1 ≤ i ≤ j ≤ n + k)
the Cayley-Menger determinant of points c1, ..., cn+k is equal to the Cayley-Menger
determinant of points c˜1, ..., c˜n+k whih equals 0 aording to Proposition 2.
From Proposition 2 we obtain the following Propositions 4a and 4b.
Proposition 4a. If d, e > 0 with 2ne2 6= (n− 1)d2 and if points c0, ..., cn ∈ Cn satisfy
ϕn(ci, cj) = d
2
for 1 ≤ i < j ≤ n and ϕn(c0, ci) = e2 for 1 ≤ i ≤ n, then the points
c0, ..., cn are anely independent.
Proposition 4b. If d > 0, c1, c2, c3 ∈ C2 and ϕ2(c1, c2) = 3d2, ϕ2(c1, c3) = 11d2,
ϕ2(c2, c3) = 25d
2
, then c1, c2, c3 are anely independent.
Proposition 5 (f. [4℄ p. 127 in the real ase). If points c0, c1, ..., cn ∈ Cn are
anely independent, x, y ∈ Cn and ϕn(x, c0) = ϕn(y, c0), ϕn(x, c1) = ϕn(y, c1),...,
ϕn(x, cn) = ϕn(y, cn), then x = y.
4
Proof. Computing we obtain that the vetor
−→xy := [s1, ..., sn] is perpendiular to
eah of the n linearly independent vetors −→c0ci (i = 1, ..., n). Thus the vetor −→xy is
perpendiular to every linear ombination of vetors
−→c0ci (i = 1, ..., n). In partiular,
the vetor
−→xy = [s1, ..., sn] is perpendiular to the vetor [s¯1, ..., s¯n], where s¯1, ..., s¯n
denote numbers onjugate to the numbers s1, ..., sn, respetively. Therefore
−→xy = 0
and the proof is ompleted.
Proposition 6a. The set
{(√
11/5
)k · (√3 )l : k, l ∈ {0, 1, 2, ...}} is a dense subset of
(0,∞).
Proof. It sues to prove that
{
ln3
((
11
25
)k · 3l) : k, l ∈ {0, 1, 2, ...}} is a dense subset
of R. Computing we obtain the set
{
l + k · ln3
(
11
25
)
: k, l ∈ {0, 1, 2, ...}} whih is a
dense subset of R due to Kroneker's theorem ([8℄), beause ln3
(
11
25
)
is irrational and
negative. (If there were a, b ∈ {1, 2, 3...} with ln3
(
11
25
)
= −a
b
, then we would have
3a · 11b = 25b, whih is impossible.)
Analogously we obtain:
Proposition 6b. If n ∈ {3, 4, 5, ...} then
{(√
2 + 2/n
)k
· (2/n)l : k, l ∈ {0, 1, 2, ...}
}
is a dense subset of (0,∞).
Proposition 7. For eah n ∈ {3, 4, 5, ...} there exists k(n) ∈ {0, 1, 2, ...} suh that
1/2 ≤ (2/n) ·
(√
2 + 2/n
)k(n)
< 1.
Proof. It is easy to hek that
k(n) := min
{
m ∈ {0, 1, 2, ...} : 1/2 ≤ (2/n) ·
(√
2 + 2/n
)m}
satises our ondition.
As a basi tool for our onsiderations we shall use the following lemma:
Lemma 1. Let n ∈ {2, 3, 4, ...} and d, e ∈ Dn suh that 2ne2 > (n− 1)d2, and dene
r :=
√
4e2 − 2n−1
n
d2. If there exists ε ∈ Dn with ε ≤ 2r, then r ∈ Dn.
Proof. We may assume that ε 6= r. Let x, y ∈ Rn, |x − y| = r Aording to [2℄, p.19,
there exist points p1, ..., pn, y˜, p˜1, ..., p˜n ∈ Rn suh that:
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|x− pi| = |y − pi| = e (1 ≤ i ≤ n),
|pi − pj| = d (1 ≤ i < j ≤ n),
|x− y˜| = r,
|y − y˜| = ε,
|x− p˜i| = |y˜ − p˜i| = e (1 ≤ i ≤ n),
|p˜i − p˜j| = d (1 ≤ i < j ≤ n).
Let
Sxy := Syy˜ ∪
n⋃
i=1
Sxpi ∪
n⋃
i=1
Sypi ∪
⋃
1≤i<j≤n
Spipj ∪
n⋃
i=1
Sxp˜i ∪
n⋃
i=1
Sy˜p˜i ∪
⋃
1≤i<j≤n
Sp˜ip˜j
and f : Sxy → Cn preserves unit distane. Sine
Sxy ⊇
n⋃
i=1
Sxpi ∪
n⋃
i=1
Sypi ∪
⋃
1≤i<j≤n
Spipj
we onlude that f preserves the distanes between x and pi (1 ≤ i ≤ n), y and
pi (1 ≤ i ≤ n), and all distanes between pi and pj (1 ≤ i < j ≤ n). Hene for
all 1 ≤ i ≤ n ϕn(f(x), f(pi)) = ϕn(f(y), f(pi)) = e2 and for all 1 ≤ i < j ≤ n
ϕn(f(pi), f(pj)) = d
2
. Sine Sxy ⊇ Syy˜ we onlude that ϕn(f(y), f(y˜)) = ε2. By
Proposition 3 the Cayley-Menger determinant ∆(f(x), f(p1), ..., f(pn), f(y)) equals 0.
Therefore
det


0 1 1 1 ... 1 1 1
1 0 e2 e2 ... e2 e2 t
1 e2 0 d2 ... d2 d2 e2
1 e2 d2 0 ... d2 d2 e2
... ... ... ... ... ... ... ...
1 e2 d2 d2 ... 0 d2 e2
1 e2 d2 d2 ... d2 0 e2
1 t e2 e2 ... e2 e2 0


= 0
where t = ϕn(f(x), f(y)). Computing this determinant we obtain
(−1)n−1 · d2n−2 · t · (nt + (2n− 2)d2 − 4ne2) = 0.
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Therefore
t = ϕn(f(x), f(y)) = ϕn(f(y), f(x)) = r
2
or
t = ϕn(f(x), f(y)) = ϕn(f(y), f(x)) = 0.
Analogously we may prove that
ϕn(f(x), f(y˜)) = ϕn(f(y˜), f(x)) = r
2
or
ϕn(f(x), f(y˜)) = ϕn(f(y˜), f(x)) = 0.
If t = 0 then the points f(x) and f(y) satisfy:
ϕn(f(x), f(x)) = 0 = ϕn(f(y), f(x)),
ϕn(f(x), f(p1)) = e
2 = ϕn(f(y), f(p1)),
...
ϕn(f(x), f(pn)) = e
2 = ϕn(f(y), f(pn)).
By Proposition 4a the points f(x), f(p1), ..., f(pn) are anely independent. Therefore
by Proposition 5 f(x) = f(y) and onsequently
ε2 = ϕn(f(y), f(y˜)) = ϕn(f(x), f(y˜)) ∈
{
r2, 0
}
.
Sine ε2 6= r2 and ε2 6= 0 we onlude that the ase t = 0 annot our. This ompletes
the proof of Lemma 1.
As orollaries we obtain:
Lemma 2. For n ∈ {2, 3, 4, ...}, d ∈ Dn and m ∈ {0, 1, 2, ...},
(√
2 + 2/n
)m
· d ∈ Dn.
Proof. For e = ε = d, Lemma 1 yields r =
√
2 + 2/n · d ∈ Dn. This implies the
assertion.
Lemma 3. Let a, b ∈ D2 suh that a ≤ 4√5b. Then,
√
4b2 − a2 ∈ D2.
Proof. Sine a < 2b, we have r :=
√
4b2 − a2 > 0. Now, for ε := a, from Lemma 1 we
get the onlusion.
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Lemma 4. For d ∈ D2 and l ∈ {0, 1, 2, ...},
(√
3
)l · d ∈ D2. Moreover, √11 · d ∈ D2
and 5 · d ∈ D2.
Proof. The rst assertion follows from Lemma 2 and the seond from Lemma 3 for
(a, b) := (d,
√
3 · d) and (a, b) := (√11 · d, 3 · d), respetively.
Additionally, for the plane ase we need:
Lemma 5. If d ∈ D2 then
(√
11/5
) · d ∈ D2.
Proof. Let d ∈ D2, x, y ∈ R2, |x− y| =
(√
11/5
) · d. Using the notation of Figure 1 we
show that
Sxy := Syy˜ ∪
2⋃
i=1
Sxpi ∪
2⋃
i=1
Sypi ∪ Sp1p2 ∪
2⋃
i=1
Sxp˜i ∪
2⋃
i=1
Sy˜p˜i ∪ Sp˜1p˜2
where the sets orresponding to distanes
√
3 · d, √11 · d and 5 · d are known to exist
by Lemma 4.
.
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x
y
y˜
p1
p2
p˜1
p˜2
Figure 1
|x− y| = |x− y˜| = (√11/5) · d
|y − y˜| = d
|x− p1| = |y − p1| = |x− p˜1| = |y˜ − p˜1| =
√
11 · d
|x− p2| = |y − p2| = |x− p˜2| = |y˜ − p˜2| =
√
3 · d
|p1 − p2| = |p˜1 − p˜2| = 5 · d
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Assume that f : Sxy → C2 preserves unit distane. Sine
Sxy ⊇ Syy˜ ∪
2⋃
i=1
Sxpi ∪
2⋃
i=1
Sypi ∪ Sp1p2
we onlude that f preserves the distanes between y and y˜, x and pi (i = 1, 2), y and
pi (i = 1, 2), p1 and p2. By Proposition 3, ∆(f(x), f(p1), f(p2), f(y)) equals 0. Thus
det


0 1 1 1 1
1 0 11d2 3d2 t
1 11d2 0 25d2 11d2
1 3d2 25d2 0 3d2
1 t 11d2 3d2 0


= 0
where t = ϕ2(f(x), f(y)). Computing this determinant we obtain
2d2 · t · (11d2 − 25t) = 0.
Therefore
t = ϕ2(f(x), f(y)) = ϕ2(f(y), f(x)) =
((√
11/5
)
· d
)2
or
t = ϕ2(f(x), f(y)) = ϕ2(f(y), f(x)) = 0.
Analogously we may prove that
ϕ2(f(x), f(y˜)) = ϕ2(f(y˜), f(x)) =
((√
11/5
)
· d
)2
or
ϕ2(f(x), f(y˜)) = ϕ2(f(y˜), f(x)) = 0.
If t = 0 then the points f(x) and f(y) satisfy:
ϕ2(f(x), f(x)) = 0 = ϕ2(f(y), f(x)),
ϕ2(f(x), f(p1)) = 11d
2 = ϕ2(f(y), f(p1)),
ϕ2(f(x), f(p2)) = 3d
2 = ϕ2(f(y), f(p2)).
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By Proposition 4b the points f(x), f(p1), f(p2) are anely independent. Therefore by
Proposition 5 f(x) = f(y) and onsequently
d2 = ϕ2(f(y), f(y˜)) = ϕ2(f(x), f(y˜)) ∈
{((√
11/5
)
· d
)2
, 0
}
.
Sine d2 6= ((√11/5) · d)2 and d2 6= 0 we onlude that the ase t = 0 annot our.
This ompletes the proof of Lemma 5.
Now we obtain:
Theorem 2a. If x, y ∈ R2 and |x − y| = (√11/5)k · (√3 )l (k, l are non-negative
integers), then there exists a nite set Sxy with {x, y} ⊆ Sxy ⊆ R2 suh that eah
unit-distane preserving mapping from Sxy to C
2
preserves the distane between x
and y.
Proof. Sine 1 ∈ D2, Lemmas 4 and 5 imply that{(√
11/5
)k
·
(√
3
)l
: k, l ∈ {0, 1, 2, ...}
}
⊆ D2.
Theorem 2b. If x, y ∈ Rn (n ≥ 3) and |x− y| =
(√
2 + 2/n
)k
· (2/n)l (k, l are non-
negative integers), then there exists a nite set Sxy with {x, y} ⊆ Sxy ⊆ Rn suh that
eah unit-distane preserving mapping from Sxy to C
n
preserves the distane between
x and y.
Proof. By Lemma 2 if d ∈ Dn (n ≥ 2) then all distanes
(√
2 + 2/n
)m
· d (m =
0, 1, 2, ...) belong to Dn. By Proposition 7 for eah n ∈ {3, 4, 5, ...} there exists k(n) ∈
{0, 1, 2, ...} suh that 1/2 ≤ ρ(n) := (2/n) ·
(√
2 + 2/n
)k(n)
< 1. For ε ∈ Dn we have
e :=
(√
2 + 2/n
)k(n)
· ε ∈ Dn and d :=
√
2 + 2/n · e ∈ Dn. Therefore, by Lemma 1,
if ε ∈ Dn, then ρ(n) · ε ∈ Dn. Sine 1 ∈ Dn we onlude that all distanes ρ(n)m
(m = 0, 1, 2, ...) belong to Dn. For eah e ∈ Dn there exists m ∈ {0, 1, 2, ...} suh that
ε := ρ(n)m ≤ (4/n) · e. Applying Lemma 1 for suh ε and for d :=√2 + 2/n · e we get:
(∗) If n ∈ {3, 4, 5, ...} and e ∈ Dn, then (2/n) · e ∈ Dn.
From Lemma 2 and (∗) we obtain that for eah non-negative integers k, l we have(√
2 + 2/n
)k
· (2/n)l ∈ Dn. This ompletes the proof of Theorem 2b.
10
Remark. If n ∈ {2, 3, 4, ...} and we dene the set Dn for f : Sxy → Rn, then Dn is
equal to the set of all positive algebrai numbers, see [11℄ and [12℄.
Finally we state:
Theorem 3. Eah mapping f : Rn → Cn (n ≥ 2) preserving unit distane preserves
all distanes i.e. satises
∀x, y ∈ Rn ϕn(f(x), f(y)) = ϕn(x, y) = |x− y|2,
provided that f is ontinuous with respet to the produt topologies on Rn and Cn.
Proof. Assume that x, y ∈ Rn, x 6= y. Sine Dn ⊆ An:
(1) eah map f : Rn → Cn preserving unit distane preserves all distanes belonging
toDn i.e. for all x, y ∈ Rn if |x−y| ∈ Dn then ϕn(f(x), f(y)) = ϕn(x, y) = |x−y|2.
By Theorem 2a {(√
11/5
)k
·
(√
3
)l
: k, l ∈ {0, 1, 2, ...}
}
⊆ D2,
so by Proposition 6a D2 is a dense subset of (0,∞). By Theorem 2b for all n ≥ 3{(√
2 + 2/n
)k
· (2/n)l : k, l ∈ {0, 1, 2, ...}
}
⊆ Dn,
so by Proposition 6b for all n ≥ 3 Dn is a dense subset of (0,∞). Therefore, for all
n ≥ 2:
(2) there exists a sequene {yk} ⊆ Rn tending to y suh that for all k |x− yk| ∈ Dn.
Sine f and ϕn are ontinuous, (1) and (2) imply that
ϕn(f(x), f(y)) = lim
k→∞
ϕn(f(x), f(yk)) = lim
k→∞
ϕn(x, yk) = ϕn(x, y) = |x− y|2.
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