INTRODUCTION
Consider n observation vectors y 1 ; : : : ; y n , each of dimension p, such that the n p matrix Y = (y 1 ; : : : ; y n ) 0 follows a normal distribution with mean zero and variance-covariance matrices given by
Var(y i ) = ii and Cov(y i ; y j ) = ij : (1. 1)
The matrices ii and ij are thus p p matrices (i; j = 1; : : : ; n). We shall denote by Y the np np matrix whose (i; j)th block is ij , and write Y N(0; Y );
where Y is actually the covariance matrix of the np 1 vector vec(Y 0 ) = (y 0 1 ; : : : ; y 0 n ) 0 . Now let Q be a nonnegative de nite n n matrix. The purpose of this article is, rstly, to obtain necessary and su cient conditions under which (i) Y 0 QY follows a Wishart distribution; and, secondly, to obtain necessary and su cient conditions under which (ii) l 0 Y 0 QY l is distributed as a multiple of a chi-square distribution for every vector l. The former problem has been previously addressed in the literature, two recent references being Wong, Masaro, and Wang (1991) and Wong and Wang (1993) ; see also Pavur (1987) and Boik (1988) . (For further references to the relevant literature, refer to these articles.) The results in Pavur (1987) and Boik (1988) assume that Y is positive de nite. This condition is relaxed in Wong, Masaro, and Wang (1991) and Wong and Wang (1993) . However, their characterizations of the Wishartness of Y 0 QY appear to involve unnecessarily tedious derivations, and, more importantly, are not easily veri ed. In particular, the proof of the characterization contained in Proposition 3.1 in Wong and Wang (1993) relies on, among other things, analytic continuation of moment generating functions. Also, their characterization provides conditions under which Y 0 QY W p (m; ) for speci ed m and , i.e., the conditions are not veri able. Here W p (m; ) denotes the Wishart distribution with m degrees of freedom and scale matrix .]
Instead, we shall derive conditions under which Y 0 QY follows some Wishart distribution, without specifying m and . These quantities can indeed be computed, once it is known that Wishartness holds. The characterizations of Wishartness of Y 0 QY , given in Section 2 (Theorems 1 and 2, Corollary 1), are all derived using only elementary properties of the Wishart distribution. Corollary 1 provides an explicit and complete characterization of the class of permissible structures of Y under which the distribution of Y 0 QY is Wishart.
In Section 2 we also address the latter problem, and derive, under the assumption that Y is positive de nite, a necessary and su cient condition for property (ii) to hold (Theorem 3). The problem of extending this result to nonnegative de nite Y appears complicated and remains unsolved. Specializing to the case Q = I n , we also obtain a complete characterization of the structures of Y under which every quadratic form of Y 0 Y is distributed as a multiple of a chi-square (Corollary 2). As a bonus, this characterization suggests a simple counterexample showing that, for a random p p matrix S, Wishartness of S does not follow from the fact that every quadratic form of S is distributed as a multiple of a chi-square (Example 1). This counterexample complements the one given by Mitra (1969) , in that it is by explicit construction and, furthermore, shows that the result fails even when the random matrix S is of the form S = Y 0 Y , with Y a normally distributed random matrix. A su cient condition on the structure of Y is given under which Wishartness of Y 0 QY is guaranteed when l 0 Y 0 QY l is, for every vector l, distributed as a multiple of a chi-square (Corollary 3). Connections between some of the encountered covariance structures and group symmetry covariance models are also brie y discussed.
Usually Anderson et al. (1986) and by Mathew (1989) . In Section 3 we indicate brie y the applicability of our results to such models.
RESULTS
We shall rst prove a special case of the characterization of Wishartness of Y 0 QY . The idempotency of B = T 0 AT is equivalent to that of QA. Furthermore, rank(B) = rank(T 0 AT) = rank(QA). We have thus established the equivalence of the conditions (i) and (ii), and have also established their necessity for the Wishartness of Y 0 QY . Since all the arguments in the proof can be reversed, the su ciency part follows as well. This completes the proof of Theorem 2.
Nonnegative de nite solutions for Y can be obtained by solving either one of the matrix equations in Theorem 2, using Lemma 2.1 in Khatri and Mitra (1976) . This yields the following result: COROLLARY 1. Let Y be a random n p matrix having the normal distribution N(0; Y ), let Q be a nonnegative de nite n n matrix, and let P Q denote the orthogonal projection matrix projecting onto the range of Q. Then where the scalar multiples a ij are the elements of the matrix A. In particular, when Q = I n , the matrix A is symmetric and idempotent, and its elements a ij are constrained by a number of well-known bounds and relationships, most of which follow at once from a ii = P n j=1 a ij 2 (i = 1; : : : ; n). With suitable modi cations, this is true also for a general positive de nite Q, but the corresponding bounds and relationships involve the elements of Q as well, and are therefore less transparent.] In view of (2.14), the variance and covariance blocks of Y exhibit necessarily a strong structural uniformity, the precise form of which is inherited from the bounds on, and relationships between, the elements a ij of the matrix A. It should also be noted that, except for the standard case when the y i 's are i.i.d. N(0; I p ), the matrix Y will invariably be singular, the singularity arising from the structure of Y exhibited in (2.14).
The for every l satisfying l 0 l 6 = 0; see result 8b.2(ii) in Rao (1973) . Theorems 1 and 2 deal with random matrices of the type Y 0 QY , but with a general covariance structure Y . We shall now show that (2.15) fails, in general, under this more general setup. We shall, in fact, obtain a necessary and su cient condition for l 0 Y 0 QY l to be distributed as a multiple of a chi-square random variable for every vector l. The condition is weaker than the conditions in Theorem 2. REMARK 3. Since the block matrix Y will typically exhibit structural singularities (cf. Remark 2), it would be of interest to relax the assumption that Y be positive definite. However, even in the simplest special cases, this leads to a somewhat intractable linear-algebraic problem for which no useful necessary and su cient condition appears to be available. On the other hand, it should be noted that the condition in Theorem 3 is, of course, still su cient when Y is only assumed to be nonnegative de nite. Mitra (1969) in two ways. Firstly, the counterexample will be by explicit construction. Secondly, it will show that Wishartness does not follow even when S is a matrix quadratic form involving a normally distributed random matrix. (2.19) since Y is assumed to be positive de nite; see Corollary 1. For the case Q = I n it is therefore immediate that, assuming the covariance structure (2.18), Y is of the form (2.16) only if it is of the form (2.19). However,when Cov(y i ; y j ) 6 = Cov(y j ; y i ) for some i 6 = j, Wishartness of Y 0 Y cannot be obtained in view of (2.19) while the structure (2.16) may hold.
Although we shall not pursue this in detail here, we note that there are interesting connections between several of the above covariance structures and group symmetry covariance models. A group symmetry covariance model is a class of covariance matrices , each of which remains invariant in the usual sense G G 0 = for all G in G, a nite group of orthogonal matrices; for further details, see, e.g., Eaton (1983, Chapter 9) or Perlman (1987) and the references therein. For example, the structure (2.16), appearing in Corollary 2, amounts to requiring symmetry of the covariance matrix of the marginal distribution of every pair (y 0 i ; y 0 j ) 0 , i 6 = j, with respect to the four-element group G = f I 2p ; K 2p g, where
For obvious reasons the covariance matrix of (y 0 i ; y 0 j ) 0 is said to exhibit a complex covariance structure; for further details, see, e.g., Eaton (1983, Chapter 9) .
On the other hand the structure (2.18), assumed in Corollary 3, is general enough to contain several important group symmetry models. An example of such a model is the dihedral block symmetry model, which combines ordinary circular block symmetry Cov(y 0 which again is a special case of (2.18).
REMARK 5. Throughout we have only considered the central case, i.e., the case when the mean of Y is zero. However, the noncentral case is easily handled, the only di erence being the introduction of the appropriate noncentrality parameter. A special case of (3.1), exhibiting even further symmetry in the covariance matrix, is the multivariate linear model with exchangeable covariance structure. In this case the covariance matrix Y of vec(Y 0 ) is of the form Y = 1 n 1 0 n 1 + I n ( 0 ? 1 );
i.e., admits the structure (2.20); for further details see Mathew (1989) and the references therein. More generally, we note that the multivariate mixed and random e ects models, with balanced as well as unbalanced data, are all special cases of (3.1). Hence, Wishartness and independence of matrix quadratic forms in such models will follow from the corresponding chi-squaredness and independence results in the univariate models. The model (3.1) has been studied by Anderson et al. (1986) and by Mathew (1989) .
