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ABSTRACT. We study how the value function (minimal cost function) Vc of certain impulse control problems
depends on the intervention cost c. We consider the case when the cost of interfering with an impulse control of size
ζ∈R is given by
c+|ζ|
with c≥0,λ>0 constants, and we show (under some assumptions) that Vc is very sensitive (non-robust) to an increase
in c near c=0 in the sense that
dVc
dc
∣∣
c=0
=+∞
1. Introduction
A mathematical model is often a tradeoﬀ between
i) mathematical simplicity and tractability on one hand and
ii) accuracy in the description of the real life situation that the model claims to represent,
on the other.
In view of this, a natural requirement for a model to be good is robustness with respect to the
parameters involved. For example, if some of the values of the parameters change slightly, this
should not cause a too dramatic change in the conclusions from the model.
The purpose of this paper is to study one such robustness question in connection with a class
of impulse control problems. More precisely, we study a class of impulse control problems of
1-dimensional jump diﬀusion processes where the cost of interfering with an impulse of size
ζ ∈ R is given by
c + λ|ζ|
where c ≥ 0, λ > 0 are constants. The constant λ is called the proportional cost coeﬃcient
and the constant c is called the intervention cost. The value function/minimal cost function
corresponding to c when the jump diﬀusion starts at y is denoted by Vc(y). (See precise
deﬁnitions below.) Several authors have adressed impulse control problems with a similar type
of cost functional, see, e.g., [BL], [BØ2], [F], [HST], [JS], [LØ], [MØ], [MR1], [MR2], and [V].
For the particular impulse control problem to be studied below, it is well known that the mapping
c → Vc(y) is continuous at c = 0, see [MR1]. Continuity alone, however, is not suﬃcient for
robustness of the construction. Consider
f [x] =
{
− 1000ln[x] if x > 0
0 if x = 0
Certainly, x → f [x] is continuous at x = 0. Changing x from x = 0 to x = 110 000 , we change
the value of f [x] from 0 to more than 100. This change is in no proportion to the change in x.
In fact, from a practical point of view it may be diﬃcult to distinguish such a behaviour from
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a discontinuity. Therefore, to study robustness at c = 0 it is important to study the derivative
of the function at c = 0. In this paper we prove that
dVc(x)
dc
∣∣∣∣∣
c=0
= +∞
This result can then be interpreted as follows: A small intervention cost c > 0 will have a
dramatic eﬀect on the value function Vc(y), in the sense that the increase in Vc(y) is in no
proportion to the increase in c. This phenomenon was ﬁrst exhibited in [Ø2], in the case where
the state process is a Brownian motion. Our paper generalizes the results to a more general
class of diﬀusions - and even jump diﬀusion processes.
We now describe our setup in more detail. We want to study processes that may include jumps,
so let
(1.1) dXt = α(Xt)dt + β(Xt)dBt + h(Xt−)
∫
R
γ(y)N˜(dt, dy) X0 = x
where N˜([0, t]×U) = N([0, t]×U)− tm(U) is the compensator of the Poisson random measure
N([0, t]×U) on R+ ×R with the density measure dt×m(dy), m(dy) is a probability measure.
We make the further assumptions that h(x) ≥ 0 if x ≥ 0 and that γ(y) ≥ 0 everywhere. See [IW]
for a discussion of these concepts. We remark that if h = 0 or γ = 0, then we are considering
the classical theory without jumps.
We want to consider impulse controls ν = (τ1, τ2, . . . ; ζ1, ζ2, . . .) where we intervene at stopping
times τ1 ≤ τ2 ≤ . . . and where we change the process by quantities ζ1, ζ2, . . . ∈ Z ⊂ R at these
random times (Z is a given set of admissible impulse values), i.e., that the controlled process
Xνt satisﬁes
(1.2) Xνt = x +
∫ t
0
α(Xνr )dr +
∫ t
0
β(Xνr )dBr +
∫ t+
0
∫
R
h(Xr−)γ(y)N˜(dr, dy) +
∑
τk≤t
ζk
Now assume that with each intervention there is a ﬁxed transaction cost c > 0 and a variable
cost λ > 0 in proportion to the size of the intervention, i.e., that the total cost of the intervention
ζ ∈ Z is
(1.3) c + λ|ζ|
Put Y νt = (s+ t, X
ν
t ) when t ≥ 0, and consider y = (s, x). Let Qy,v be the probability law of Y vt
when Y v0 = y. We assume that the system has a cost rate f(y) ≥ 0 when the system is in the
state y. The total expected cost Jνc (y) associated with a particular impulse control ν, is then
(1.4) Jνc (y) = E
y
[∫ ∞
0
f(Y νt )dt +
N∑
k=1
(c + λ|ζk|)e−ρτk
]
where Ey denotes expectation w.r.t. Qy,v and the total number N of interventions may be ﬁnite
or inﬁnite. We want to ﬁnd the value function
(1.5) Vc(y) = inf
ν∈V
Jνc (y) y ∈ Rn
where V is a given set of admissible impulse controls v, see [Ø2], and to ﬁnd an optimal ν∗ ∈ V
s.t.
(1.6) Vc(y) = Jν
∗
c (y) y ∈ Rn
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In this connection the following concepts are central: From now on we will assume that Z =
(−∞, 0) and we deﬁne the intervention operator N : L(R2) → L(R2), where L(R2) is the space
of all measurable real valued functions on R2, as follows (writing ζ = −ξ)
(1.7) Nh(y) = Nh(s, x) = inf
ξ>0
{
h(s, x− ξ) + c + λξ}
Suppose that for each (s, x) there exists at least one ξ > 0 for which the inﬁmum in (1.7) is
attained. Let ξ = ξh(s, x) be a measurable selection of such ξs. Note that if we dont have
any interventions, then Yt is a jump diﬀusion process with generator A which on the space
C20 (R
2) of twice continuously diﬀerentiable functions with compact support, coincides with the
integro-diﬀerential operator L given by
(1.8)
Lφ(s, x) =
∂φ
∂s
+ α(x)
∂φ
∂x
+
1
2
β2(x)
∂2φ
∂x2
+
∫
R
(
φ(x + h(x)γ(y))− φ(x)− φ′(x)h(x)γ(y)
)
m(dy)
See [IW]. In particular, if φ(s, x) = e−ρsψ(x), then we have
Lφ(s, x) = e−ρsL0ψ(x)
where
(1.9)
L0ψ(x) :=
1
2
β(x)2ψ′′(x) + α(x)ψ′(x)− ρψ(x)
+
∫
R
(
ψ(x + h(x)γ(y))− ψ(x)− ψ′(x)h(x)γ(y)
)
m(dy)
In the following we will assume that we are given a family V of impulse controls on the form
v = (τ1, τ2, . . . , ξ1, ξ2, . . .), to be speciﬁed later. We assume that if v ∈ V, then Y vt exists for all
t a.s. (i.e., has no explosion) and
(1.10) τk →∞ a.s. as k →∞
The elements v ∈ V are called admissible impulse controls. We shall restrict ourselves to the
case when the cost rate f(s, x) is given by
f(s, x) = e−ρsx2
Hence we consider
Jvc (s, x) = E
s,x
[∫ ∞
s
e−ρt(Xvt )
2dt +
∞∑
k=1
(c + λξk)e−ρτk
]
when v = (τ1, τ2, . . . , ξ1, ξ2, . . .). Note that with such a cost rate any negative impulse value
will make matters worse if Xvt ≤ 0. Therefore we may assume that our family V of admissible
controls consists only of those v which - in addition to the above - makes no intervention if
Xvt ≤ 0.
We also need the Green measure G(z, ·) = GY v (z, ·) of the jump diﬀusion Y vt , which is deﬁned
as follows
G(z, F ) = Ez
[∫ ∞
0
XF (Y vt )dt
]
; F ⊂ R2 Borel, v ∈ V
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In other words, G(z, F ) is the expected total occupation time of Y vt in F when starting from
z ∈ R2. We will need the following results:
LEMMA 1.1
Suppose
β(x1) = 0 for some x1 ∈ R
Then
G(z,R× {x1}) = 0 for all z ∈ R2, v ∈ V
PROOF
First we recall a well known result, see, e.g., [P]: If X is a semimartingale and Xc is its continuous
martingale part, then for any f ≥ 0
∫ T
0
f(Xs)d < Xc >s=
∫ ∞
−∞
LaT (X)f(a)da
where < Xc >s is the quadratic variation process and LaT (X) is the local time of the semi-
martingale. To prove the lemma it suﬃces to prove that for any T > 0, then
∫ T
0
XR×{x1}(Y vt )dt =
∫ T
0
XR(s + t)X{x1}(Xvt )dt =
∫ T
0
X{x1}(Xvt )dt = 0
Since β(x1) = 0, we have∫ T
0
X{x1}(Xvt )dt = β−2(x1)
∫ T
0
X{x1}(Xvt )β2(x1)dt
= β−2(x1)
∫ T
0
X{x1}(Xvt )β2(Xvt )dt
= β−2(x1)
∫ T
0
X{x1}(Xvt )d < Xv,c >t dt
= β−2(x1)
∫ ∞
−∞
LaT (X
v)X{x1}(a)da = 0
LEMMA 1.2
Suppose φ ∈ C1(R2)×C2b (R2\(R×{x1})) for some x1 ∈ R and that the second order derivatives
of φ are locally bounded near x = x1. If β(x1) = 0, then the generalized Dynkin formula
(1.11) Ez [φ(Y vτ )] = φ(z) + E
z
[∫ τ
0
Lφ(Y vt )dt
]
holds for all bounded stopping times τ which are bounded above by the exit time for Y vt from
some bounded set.
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PROOF
This follows from the classical Dynkin formula for C2 functions, combined with the following
well known approximation result: Under the above assumptions there exists a sequence {φn}∞n=1
of functions φn ∈ C2(R2) such that
(i) φn → φ uniformly on compact subsets of R2 as n →∞
(ii) Lφn → Lφ uniformly on compact subsets of R2 \ (R× {x1}) as n →∞
(iii) Lφn is locally bounded near x = x1.
A proof of (a general version of) this approximation result can, e.g., be found in [Ø1], Appendix
D.
The following result is a special case of a result due to [F], Theorem III.4. It is an extension to
the jump diﬀusion case of the veriﬁcation theorem for Itoˆ diﬀusions in [BØ2]. Similar types of
veriﬁcation principles are well known in the literature, see, e.g., [BL], and [MR2].
THEOREM 1.3
(General veriﬁcation theorem)
Suppose we have found a function φ(s, x) ∈ C1(R2), such that (1.12)–(1.22) hold:
(1.12) Lφ exist a.s. G(z, ·) for all z ∈ R2
For all v ∈ V the following Dynkin formula holds:
(1.13) Ex [φ(Y vτ )] = φ(y) + E
x
[∫ τ
0
Lφ(Y vt )dt
]
for all bounded stopping times τ which are bounded above by the exit time for Y v from some
bounded set in R2.
(1.14) Lφ(y) + f(y) ≥ 0 a.s. G(z, ·) for all z ∈ R2
(1.15) φ ≤ Nφ on R2
The family
(1.16) {φ−(Y vτ−)}τ (where φ− denotes the negative part of φ)
is uniformly integrable w.r.t. Qy,v for all y ∈ R2 and all v ∈ V.
(1.17) φ(Y vt ) → 0 as t →∞, a.s. Qy,v for all (y, v) ∈ R2 × V
Deﬁne
(1.18) D = {y ∈ R2; φ(y) < Nφ(y)}
Suppose
(1.19) Lφ(y) + f(y) = 0 for all y ∈ D
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Deﬁne the impulse control
vˆ = (τˆ1, τˆ2, . . . ; ξˆ1, ξˆ2, . . .)
inductively as follows:
Put τˆ0 = 0 and then
(1.20) τˆk+1 = inf{t > τˆk; Y vˆkt ∈ D}
(1.21) ξˆk+1 = ξ
(
Y vˆkτˆk+1
)
(ξ is the measurable selection mentioned below (1.7))
where Y vˆkt is the result of applying the impulse control
vˆk := (τˆ1, . . . , τˆk; ξˆ1, . . . , ξˆk)
to Yt. Suppose vˆ ∈ V and that
(1.22) lim
k→∞
Ey
[
φ(Y vˆkτˆk )
]
= 0 for all y
Then
φ(y) = Vc(y)
and v∗ = vˆ is an optimal impulse control.
In our situation the veriﬁcation theorem can be simpliﬁed to the following:
COROLLARY 1.4
(Special veriﬁcation theorem)
Suppose we can ﬁnd real numbers x0, x1 with 0 < x0 < x1 < ∞ and a function ψ ∈ C2(R) such
that
(1.23) L0ψ(x) + x2 = 0 for all x
The equation
(1.24) ψ′(x) = λ
has exactly two solutions x = x0, x = x1.
(1.25) ψ(x1) = ψ(x0) + c + λ(x1 − x0)
(1.26) β(x1) = 0
(1.27) −ρ(ψ(x1) + λ(x− x1)) + α(x)λ + x2 ≥ 0 for all x > x1
(1.28) ψ′′(x0) > 0
Deﬁne
(1.29) Φ(x) =
{
ψ(x) for x < x1
ψ(x1) + λ(x− x1) for x ≥ x1
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and assume that the family
(1.30) {e−ρτΦ−(Xτ−)}τ (where Φ− signiﬁes the negative part of Φ)
is uniformly integrable w.r.t. Qs,x for all x ∈ R and that
(1.31) e−ρtΦ(Xvt ) → 0 as t →∞, a.s. Q(s,x),v for all (s, x, v) ∈ R2 × V
Let
(1.32) φ(s, x) = e−ρsΦ(x)
then
(1.33) φ(s, x) = inf
v∈V
Es,x
[∫ ∞
s
e−ρt(Xvt )
2dt +
N∑
k=1
(c + λξk)e−ρτk
]
and the following impulse control vˆ = (τˆ1, τˆ2, . . . ; ξˆ1, ξˆ2, . . .) is optimal:
(1.34) τˆ0 = 0 and τˆk+1 = inf{t > τˆk; X vˆkt ≥ x1}
and
(1.35) ξˆ0 =
{
x− x0 if x ≥ x1
0 otherwise
(1.36) ξˆk+1 = x1 − x0 for all k
where X vˆkt is the result of applying the impulse control
vˆk := (τˆ1, . . . , τˆk; ξˆ1, . . . , ξˆk)
to Xt.
PROOF
We verify that φ satisﬁes all the requirements of Theorem 1.3:
First note that Φ is continuous by construction. Moreover Φ ∈ C1(R) since ψ′(x1) = λ. It is
also clear that Φ ∈ C2(R \ {x1}). So by (1.26) and Lemma 1.2, we obtain (1.13). Moreover,
Lφ(s, x) + e−ρsx2 = e−ρs(L0Φ(x) + x2) = 0 for x < x1. For x > x1 consider
(1.37)
∫
Φ(x + h(x)γ(y))− Φ(x)− Φ′(x)h(x)γ(y)m(dy)
Since 0 < x1 ≤ x, then x + h(x)γ(y) ≥ x1. In this set Φ is linear, and the expression in (1.37)
is zero. Hence
L0Φ(x) + x2 = −ρ(ψ(x1) + λ(x− x1)) + α(x)λ + x2 ≥ 0
by (1.27). Hence (1.14) holds. To verify (1.15) deﬁne, for ﬁxed x,
h(ξ) = ψ(x− ξ) + c + λξ; ξ ≥ 0
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The ﬁrst order condition for a minimum of h(ξ) is that
0 = h′(ξ) = −ψ′(x− ξ) + λ
i.e.,
ψ′(x− ξ) = λ
By (1.24) this is only possible if
ξ = x− x0 or ξ = x− x1
provided these quantities are positive. By (1.28) we have
h′′(x− x0) > 0 and h′(ξ) < 0 ⇔ x− x1 < ξ < x− x0
so the minimum of h(ξ) over ξ ≥ 0 is attained at
ξ = ξˆ =
{
0 if x ≤ x0
x− x0 if x0 < x ≤ x1
Hence
(1.38) Nψ(x) =
{
ψ(x) + c if x ≤ x0
ψ(x0) + c + λ(x− x0) if x0 < x ≤ x1
Because of (1.25) we therefore have
(1.39) Nψ(x1) = ψ(x1)
Moreover, if x0 < x < x1, we have by (1.28)
(1.40)
d
dx
Nψ(x) = λ < ψ′(x)
Therefore, by (1.39) and (1.40)
(1.41) Nψ(x) > ψ(x) for x0 < x < x1
Combining (1.38) and (1.41) we obtain
(1.42) Φ(x) < NΦ(x) for x < x1
Next, assume x ≥ x1. Then if ξ ≤ x− x1, we have
(1.43)
Φ(x− ξ) + c + λξ = ψ(x1) + λ(x− ξ − x1) + c + λξ
= ψ(x1) + c + λ(x− x1) = Φ(x)
And if ξ > x− x1, we have
(1.44)
Φ(x− ξ) + c + λξ = ψ(x− ξ) + c + λξ
= ψ(x1 − (x1 − x + ξ)) + c + λ(x1 − x + ξ) + λ(x− x1)
≥ Nψ(x1) + λ(x− x1) = ψ(x1) + λ(x− x1) = Φ(x)
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From (1.43) and (1.44) we conclude that
(1.45) NΦ(x) ≥ Φ(x) for x ≥ x1
On the other hand, if we choose ξ = x− x0, we get
(1.46) Φ(x− ξ) + c + λξ = ψ(x0) + c + λ(x− x0)
Hence
(1.47) NΦ(x) = Φ(x) for x ≥ x1
Combining (1.42) and (1.47) we have proved (1.15). Moreover
(1.48) Φ(x) < NΦ(x) ⇔ x < x1
To ﬁnish the proof we note that (1.16), (1.17) are direct consequences of (1.30), (1.31). (1.19)
follows from (1.29) and (1.23). Finally, since X vˆkτk = x0, we get that
lim
k→∞
Es,x
[
e−ρτkΦ(X vˆkτk )
]
= lim
k→∞
Es,x
[
e−ρτkΦ(x0)
]
= 0
by (1.10). Hence (1.22) holds and the proof of Corollary 1.4 is complete.
2. Search strategies for candidates
Let x denote the starting point of Xt given by (1.1) and assume that there is an interval
IX = (xlower, xupper) such that the process Xt is conﬁned to IX when x ∈ IX . Here xlower and
xupper may be ﬁnite or inﬁnite. Let
(2.1)
Lφ(s, x) =
∂φ
∂s
+ α(x)
∂φ
∂x
+
1
2
β2(x)
∂2φ
∂x2
+
∫
R
(
φ(x + h(x)γ(y))− φ(x)− φ′(x)h(x)γ(y)
)
m(dy)
We let D = {(s, x)|xlower < x < x1} and we will search for a candidate φ(s, x) for the value
function among functions that solve
(2.2) Lφ(s, x) + f(s, x) = 0 (s, x) ∈ D
We restrict ourselves to the case where f(s, x) = e−ρsx2 and search for solutions of the form
φ(s, x) = e−ρsψ(x). In this case (2.2) takes the form
(2.3)
L0ψ(x) + x2 =
1
2
β(x)2ψ′′(x) + α(x)ψ′(x)− ρψ(x)
+
∫
R
(
ψ(x + h(x)γ(y))− ψ(x)− ψ′(x)h(x)γ(y)
)
m(dy) + x2
= 0
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Now let ψs(x) = J∅c (0, x), i.e., the expected total cost when we do not intervene. Since LX =
L0 + ρI is the generator of the diﬀusion X∅t , J∅c (0, x) is actually Rρ(fˆ)(x), where Rρ = (ρI −
LX)−1 is the resolvent operator of X∅t and fˆ(x) = x2. Hence
(LX − ρI)J∅c (0, ·)(x) = L0J∅c (0, ·)(x) = −x2
In other words, J∅c (0, x) is a special solution of (2.3).
To carry out the construction to follow further below in this paper, we will need to ﬁnd a
solution ψh of the corresponding homogeneous equation such that the pair (ψs, ψh) satisﬁes the
following crucial properties
Basic assumptions
A1: limx→xlower ψ(n)h (x) = 0, n = 0, 1, 2
A2: limx→xupper ψ(n)h (x) = +∞, n = 0, 1, 2
A3: ψ(n)h (x) > 0, x ∈ IX , n = 0, 1, 2
A4: ψ′s(0) ≤ 0
A5: limx→xupper ψ
′
s(x)
ψ′h(x)
= 0
A6: The function θ(x) := ψ′′s (x)ψ′′h (x) satisﬁes
a) limx→xlower θ(x) = +∞
b) limx→xupper θ(x) = 0
c) θ(x) is strictly decreasing with an inverse function θ−1 : [0, +∞] → [xlower, xupper]
d) There is a point A s.t.
(2.4) −Aψ′h(θ−1(A)) + ψ′s(θ−1(A))− λ = 0
We remark that the above properties are satisﬁed in all the examples we treat in Section 3 of
this paper.
We will restrict our search to functions of the form
(2.5) ψa(x) = −aψh(x) + ψs(x)
where a > 0 is a ﬁxed parameter to be determined. We remark that the value function φ(s, x)
must satisfy
(2.6) 0 ≤ φ(0, x) ≤ ψs(x) = J∅c (0, x)
In all the cases we consider later in this paper, one can easily verify that any solution of (2.3)
which is not of the form (2.5), will violate one or both inequalities in (2.6). Although we have
no complete proof of this, we guess that this is a general principle.
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PROPOSITION 2.1
Put x(a) = θ−1(a) and let A be as in (2.4). When the basic assumptions listed above are
satisﬁed, then for each ﬁxed a ∈ (0, A), the equation
(2.7) ψ′a(x) = λ
has exactly two solutions x0(a) and x1(a) s.t. 0 < x0(a) < x(a) < x1(a). Moreover
(2.8) lim
a→A−
x0(a) = lim
a→A−
x1(a) = x(A)
PROOF
For each a ∈ (0,+∞) put fa(x) = ψ′a(x)− λ = −aψ′h(x) + ψ′s(x)− λ. Then
(2.9) f ′a(x) = −aψ′′h(x) + ψ′′s (x) = ψ′′h(x)(θ(x)− a)
Hence since ψ′′h(x) > 0, f
′
a(x) = 0 ⇔ x = x(a). It is easy to see that if x < x(a), then f ′a(x) > 0
and if x > x(a), then f ′a(x) < 0. Next observe that by A4 and A5
(2.10) fa(0) < 0 and also lim
x→xupper
fa(x) < 0
Now consider h(a) := fa(x(a)). Then
(2.11)
d
da
h(a) = −ψ′h(x(a)) + f ′a(x(a))
d
da
x(a) = −ψ′h(x(a)) < 0
By assumption A6d), h(A) = 0. Hence h(a) > 0 ⇔ a ∈ (0, A). So for all a ∈ (0, A),
fa(x(a)) > 0. Combining this with (2.10) we see that the equation fa(x) = 0 has exactly two
solutions x0(a) and x1(a) s.t. x0(a) < x(a) < x1(a). Moreover, if we diﬀerentiate the equation
fa(x) = 0 w.r.t. a, we get
(2.12)
d
da
x0(a) =
ψ′h(x0(a))
f ′a(x0(a))
> 0 and
d
da
x1(a) =
ψ′h(x1(a))
f ′a(x1(a))
< 0
Hence the limits lima→A− x0(a) = xˆ0 and lima→A− x1(a) = xˆ1 exist. Since both limits must
satisfy the equation fA(x) = 0, which is satisﬁed if and only if x = x(A), this completes the
proof of the proposition.
LEMMA 2.2
For each a ∈ (0, A) let x0 = x0(a) and x1 = x1(a) be the two solutions of ψ′a(x) = λ given by
Proposition 2.1. Put
(2.13) g(a) := ψa(x1(a))− ψa(x0(a))− λ(x1(a)− x0(a))
Then
(2.14)
d
da
g(a) = ψh(x0(a))− ψh(x1(a)) < 0
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Moreover
(2.15) lim
a→A−
g(a) = 0 and lim
a→0+
g(a) = L > 0
We may have L = +∞.
PROOF
(2.16) g(a) = −aψh(x1) + ψs(x1) + aψh(x0)− ψs(x0)− λ(x1 − x0)
In this proof we let ′ denote diﬀerentiation w.r.t. a. Then we get
(2.17)
g′(a) = −ψh(x1)− aψ′h(x1)x′1 + ψ′s(x1)x′1
+ ψh(x0) + aψ′h(x0)x
′
0 − ψ′s(x0)x′0 − λ(x′1 − x′0)
= ψh(x0)− ψh(x1) + (−aψ′h(x1) + ψ′s(x1)− λ)x′1
− (−aψ′h(x0) + ψ′s(x0)− λ)x′0
= ψh(x0)− ψh(x1) + (ψ′a(x1)− λ)x′1 − (ψ′a(x0)− λ)x′0
= ψh(x0)− ψh(x1) < 0
The ﬁrst limit in (2.15) follows since
(2.18) lim
a→A−
x0(a) = lim
a→A−
x1(a) = x(A)
by Proposition 2.1. The second limit is then a trivial consequence of (2.14) and the ﬁrst limit.
PROPOSITION 2.3
For each a ∈ (0, A) let x0(a) and x1(a) be the two solutions of ψ′a(x) = λ given by Proposi-
tion 2.1. Then for each 0 < c < L, there exists a unique a = a(c) ∈ (0, A) s.t. the triplet
(a(c), x0(a(c)), x1(a(c))) solves the system of equations
(2.19)
ψ′a(x0) = λ
ψ′a(x1) = λ
ψa(x1) = ψa(x0) + c + λ(x1 − x0)
Moreover
(2.20) lim
c→0+
a(c) = A and lim
c→0+
x0(a(c)) = lim
c→0+
x1(a(c)) = x(A)
PROOF
The ﬁrst two equations are satisﬁed for any a ∈ (0, A), so we need only to consider the third
equation. Note that by the deﬁnition of g(a), this equation is equivalent to the statement
(2.21) g(a) = c
12
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Since x0(a) < x1(a) and ψh(x) is an increasing function, it follows from Lemma 2.2 that the
function a → g(a) is strictly decreasing from L to 0. Hence this equation has a unique solution
a = a(c) for any 0 < c < L. We put x0(c) = x0(a(c)) and x1(c) = x1(a(c)). As c → 0, then
a(c) → A. Hence by Proposition 2.1, limc→0+ x0(a(c)) = limc→0+ x1(a(c)) = x(A).
Now for each c > 0, let ψc(x) = −a(c)ψh(x) + ψs(x) where a = a(c) is the unique number given
by Proposition 2.3. Then we can prove the following result
PROPOSITION 2.4
(2.22) lim
c→0+
d
dc
ψc(x) = +∞
PROOF
We diﬀerentiate both sides of g(a(c)) = c w.r.t. c to get
(2.23)
d
dc
a(c) =
1
ψh(x0(c))− ψh(x1(c))
Hence
(2.24) lim
c→0+
d
dc
a(c) = −∞
and the proposition follows immediately from this.
For 0 < c < L, let a∗ = a(c), x∗0 = x0(a
∗) and x∗1 = x1(a
∗). With
(2.25) ψa∗(x) = −a∗ψh(x) + ψs(x)
deﬁne
(2.26) φc(s, x) =
{
e−ρsψa∗(x) for x ≤ x∗1
e−ρsψa∗(x∗0) + c + λe
−ρs(x− x∗0) for x > x∗1
THEOREM 2.5
Assume that we can ﬁnd functions ψh and ψs satisfying the conditions A1-A6, and assume that
(2.27) β(x∗1) = 0
(2.28) −ρ(ψa∗(x1) + λ(x− x1)) + α(x)λ + x2 ≥ 0 for all x > x∗1
(2.29) e−ρt(|ψs(Xt)|+ |Xt|) → 0 as t →∞ a.s. Q(s,x) for all (s, x) ∈ R2
Then φc(s, x) = Vc(s, x) is the solution to (1.31), and the following impulse control is optimal
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(2.30)
τ∗0 = 0
τ∗k+1 = inf{t > τ∗k
∣∣Xν∗t ≥ x∗1}, k = 0, 1, . . .
ζ∗0 =
{
x− x∗0 if x ≥ x∗1
0 otherwise
ζ∗k+1 = x
∗
1 − x∗0
Moreover
(2.31) lim
c→0+
d
dc
φc(s, x) = +∞
PROOF
Note that by construction, φc(s, x) satisﬁes (1.23)-(1.25) in Corollary 1.4. (1.26) and (1.27) are
clear from the assumptions. To verify (1.28), we see that
(2.32) Φ′′(x∗0) = −a∗ψ′′h(x∗0) + ψ′′s (x∗0) = ψ′′h(x∗0)(θ(x∗0)− a∗) > 0
since θ is a decreasing function with θ(x(a∗)) = a∗ and x∗0 < x(a
∗). Now if x ≥ x∗1, then
ψ−s = 0, and if x < x
∗
1 then the term −a∗φh is uniformly bounded. By (2.6) φ−s = 0, and (1.30)
follows. To verify (1.31), note that −a∗ψh(x) is uniformly bounded when x < x1 and that Φ(x)
grows linearly outside this set. Since any admissible control gives a reduction in |Xt|, (2.29) is
suﬃcient for (1.31). Hence all the conditions in Corollary 1.4 are satisﬁed.
If x ≤ x∗1, (2.31) follows from Proposition 2.4. When x > x∗1, then
φc(s, x) = e−ρs(−a∗(c)ψh(x∗0(c)) + ψs(x∗0(c)) + c + λe−ρs(x− x∗0(c)))
Hence
d
dc
φc(s, x) = −e−ρsψh(x∗0(c))
d
dc
a∗(c)
+ 1 + e−ρs(ψ′c(x
∗
0(c))− λ)
d
dc
x∗0(c)
= 1− e−ρsψh(x∗0(c))
d
dc
a∗(c)
As c → 0+, then x∗0(c) → x(A), and (2.31) follows from this since ddca∗(c) → −∞ like in the
proof of Proposition 2.4.
Remarks
In the examples we consider in Section 3, φs is a polynomial of order 2. In this case (2.29)
follows from
(2.33) e−ρtX2t → 0 as t →∞ a.s. Q(s,x) for all (s, x) ∈ R2
To simplify the veriﬁcation of (2.28) we note that since ψ′′a∗(x) < 0 when x > x
∗
1, then by
Taylors formula∫
ψa∗(x∗1 + h(x
∗
1)γ(y))− ψa∗(x∗1)− ψ′a∗(x∗1)h(x∗1)γ(y)m(dy) < 0
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Hence using that ψa∗ satisﬁes L0ψa∗(x∗1) + (x
∗
1)
2 = 0, we get
(2.34)
− ρ(ψa∗(x∗1) + λ(x− x∗1)) + α(x)λ + x2
= −ρψa∗(x∗1) + α(x1)ψ′a∗(x∗1) +
1
2
β(x1)2ψ′′a∗(x
∗
1) + (x
∗
1)
2
+
∫
ψa∗(x∗1 + h(x
∗
1)γ(y))− ψa∗(x∗1)− ψ′a∗(x∗1)h(x∗1)γ(y)m(dy)
+ (α(x)− α(x∗1))λ + (x2 − (x∗1)2)−
1
2
β(x1)2ψ′′a∗(x
∗
1)
−
∫
ψa∗(x∗1 + h(x
∗
1)γ(y))− ψa∗(x∗1)− ψ′a∗(x∗1)h(x∗1)γ(y)m(dy)
≥ (α(x)− α(x∗1))λ + (x2 − (x∗1)2)
If in addition α(x) = α · x, we see that for all x > x∗1
(2.35)
− ρ(ψa∗(x∗1) + λ(x− x∗1) + α(x)λ + x2
≥ (αx− αx∗1)λ + (x2 − (x∗1)2)
= (x− x∗1)(x + x∗1 + αλ) ≥ (x− x∗1)(2x(A) + αλ)
Hence if α(x) = α · x, then (2.28) is OK if x(A) ≥ −αλ2 .
From the calculation above it follows that if x(A) < −αλ2 and γ = 0, then (2.28) fails if c is
suﬃciently small. Hence the condition above is necessary for this case.
3. Discussion of particular cases
3.1. Brownian motion
(3.1) dXt = 0dt + 1dBt
In this case we have xlower = −∞ and xupper = +∞ and consider the diﬀerential equation
(3.2)
1
2
ψ′′ − ρψ + x2 = 0
It is easy to see that
(3.3) ψh(x) = e
√
2ρx ψs(x) =
1
ρ
x2 +
1
ρ2
Properties A1 to A5 are obvious. As for A6, we get
(3.4) θ(x) =
1
ρ2
e−
√
2ρx
Hence θ−1(a) = − 1√
2ρ
ln(ρ2a), and (2.4) takes the form
(3.5) −A
√
2ρe
√
2ρ(− 1√
2ρ
ln(ρ2A)
+
2
ρ
(− 1√
2ρ
ln(ρ2A))− λ = 0
This we can simplify to get
(3.6) A =
1
ρ2
exp
(
−1− λρ
√
2ρ
2
)
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and
(3.7) x(A) =
ρλ
2
+
1√
2ρ
In this case we can prove that L = +∞. First note that since ψs(x) = ψs(x) = 1ρx2 + 1ρ2 , then
ψ′s(0) = 0. Hence fa(0) < 0, so x0(a) > 0. Since x
′
0(a) > 0, it will follow that 0 ≤ x0(a) ≤ x(A)
for all a ∈ (0, A). On the other hand x1(a) > x(a) → +∞ as a → 0+. Now we can use that
ψ′h(x) =
√
2ρψh(x) in (2.19) to show that
(3.8) g(a) =
1
ρ
(x1(a)− x0(a))(x1(a) + x0(a)− 2x(A))
Since all terms except x1(a) are uniformly bounded, it follows that lima→0+ g(a) = L = +∞.
Hence all the basic conditions A1-A6 are satisﬁed. Since β = 1 the condition (2.27) is trivial.
Using the remarks below Theorem 2.5, we see that since α = 0, then (2.28) is OK. Brownian
motion clearly satisﬁes (2.33) which implies (2.29). Hence the conclusions in Theorem 2.5 follow
for all c > 0 in this case.
3.2. Geometric Brownian motion with jumps
(3.9) dXt = αXtdt + βXtdBt + Xt−
∫
R
γ(y)N˜(dt, dy) where γ(y) ≥ 0
We assume that
(3.10) ρ >
{
2α + β2 +
∫
γ2(y)m(dy) if α ≥ 0
α + β2 +
∫
γ2(y)m(dy) if α < 0
We always have xlower = 0 and xupper = +∞ and consider the diﬀerential equation
(3.11)
1
2
β2x2ψ′′ + αxψ′ +
∫
R
(
ψ(x + xγ(y))− ψ(x)− ψ′(x)xγ(y)
)
m(dy)− ρψ + x2 = 0
Now assume that we have a special solution of the form ψh(x) = Cx2. When we insert this in
(3.11), we get
(3.12) Cβ2x2 + 2αCx2 + Cx2
∫
R
(
(1 + γ(y))2 − 1− 2γ(y)
)
m(dy)− ρCx2 + x2 = 0
Hence, if ρ > 2α + β2 +
∫
R
γ2(y)m(dy), we ﬁnd
(3.13) C =
1
ρ− 2α− β2 − ∫
R
γ2(y)m(dy)
By Itoˆs formula,
(3.14) E[X2t ] = x
2 +
(
2α + β2 +
∫
R
γ2(y)m(dy)
) ∫ t
0
E[X2s ]ds
which gives
(3.15) E[X2t ] = x
2 exp[(2α + β2 +
∫
R
γ2(y)m(dy))t]
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So
(3.16) J∅c (s, x) =
{
+∞ if ρ ≤ 2α + β2 + ∫
R
γ2(y)m(dy)
e−ρs x
2
ρ−2α−β2−
∫
R
γ2(y)m(dy)
if ρ > 2α + β2 +
∫
R
γ2(y)m(dy)
We only consider the case where ρ > 2α + β2 +
∫
R
γ2(y)m(dy). Next we show that there exists
δ > 2 such that ψh(x) = xδ is a solution of the corresponding homogeneous equation.
(3.17)
1
2
β2x2ψ′′ + αxψ′ +
∫
R
(
ψ(x + xγ(y)))− ψ(x)− ψ′(x)xγ(y)
)
m(dy)− ρψ = 0
If we insert ψ(x) = xδ in (3.17), we obtain
(3.18)
1
2
β2δ(δ − 1)xδ + αδxδ + xδ
∫
R
(
(1 + γ(y))δ − 1− δγ(y)
)
m(dy)− ρxδ = 0
Hence it suﬃces to ﬁnd δ > 2 s.t.
(3.19) Θ(δ) :=
1
2
β2δ(δ − 1) + αδ +
∫
R
(
(1 + γ(y))δ − 1− δγ(y)
)
m(dy)− ρ = 0
Observe that if we let Φ : (−1,∞) → R be given by
(3.20) Φ(u) = (1 + u)δ − 1− δu
then Φ(0) = 0 and if δ > 1, then also
(3.21) Φ′(u) = δ(1 + u)δ−1 − 1 =
{
< 0 if u < 0
> 0 if u > 0
It follows that we always have Φ(u) ≥ 0. Then observe that
(3.22)
Θ(2) = β2 + 2α +
∫
R
(
(1 + γ(y))2 − 1− δγ(y)
)
m(dy)− ρ
= 2α + β2 +
∫
R
γ2(y)m(dy)− ρ
< 0
by our choice of ρ. Since Φ ≥ 0, it is trivial to see that limδ→+∞ Θ(δ) = +∞. Hence we can
always ﬁnd δ > 2 s.t. Θ(δ) = 0, which is (3.19).
We remark that in the classical case, i.e., with no jumps, then δ is given by the explicit expression
(3.23) δ =
β2 − 2α + √(β2 − 2α)2 + 8β2ρ
2β2
> 0
Observe that if ρ = 2α + β2, then δ = 2, hence for all parameters s.t. ρ > 2α + β2, we have
(3.24) δ > 2
We hence have produced the following candidates
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(3.25) ψh(x) = xδ ψs(x) =
x2
ρ− 2α− β2 − ∫
R
γ2(y)m(dy)
Properties A1 to A5 are again obvious. As for A6, we this time get
(3.26) θ(x) =
2
(ρ− 2α− β2 − ∫
R
γ2(y)m(dy))δ(δ − 2)x
2−δ
Hence θ−1(a) =
(
2
a(ρ−2α−β2−
∫
R
γ2(y)m(dy))δ(δ−2)
) 1
δ−2
, and one can verify that
(3.27)
A =
2
(ρ− 2α− β2 − ∫
R
γ2(y)m(dy))δ(δ − 1) ·(
2(δ − 2)
(ρ− 2α− β2 − ∫
R
γ2(y)m(dy))λ(δ − 1)
)δ−2
and
(3.28) x(A) =
λ(δ − 1)(ρ− 2α− β2 − ∫
R
γ2(y)m(dy))
2(δ − 2)
Also in this case we can prove that L = +∞. Here ψs(x) = x2
ρ−2α−β2−
∫
R
γ2(y)m(dy)
. In this case
we clearly have 0 ≤ x0(a) ≤ x(A) for all a ∈ (0, A), and also lima→0+ x1(a) = +∞. Now use
xψ′h(x) = δψh(x) in (2.19) to show
(3.29) g(a) =
δ − 2
δ(ρ− 2α− β2 − ∫
R
γ2(y)m(dy))
(x1(a)− x0(a))(x1(a) + x0(a)− 2x(A))
Then lima→0+ g(a) = L = +∞. All the basic conditions A1-A6 are satisﬁed and (2.27) is
trivial. Using the remarks below Theorem 2.5, we see that (2.28) is trivial if α ≥ 0. If α < 0, it
follows easily from (3.10) and (3.28) that x(A) > −αλ2 also in this case. Hence (2.28) follows.
To verify (2.29), note that Xt is given by the explicit expression
(3.30) Xt = X0 exp[(α− 12β
2)t + (E[Nt]−K t) + βBt + (Nt − E[Nt])]
where Nt =
∫ t+
0
∫
R
ln[1 + γ(y)]N(ds, dy) and K =
∫
R
γ(y)m(dy). Here both limits
(3.31)
Bt
t
→ 0 and Nt − E[Nt]
t
→ 0 a.s. as t →∞
We can also see that
E[Nt] =
∫ t
0
∫
R
ln[1 + γ(y)]m(dy)ds = t
∫
R
ln[1 + γ(y)]m(dy)
≤ t ln
[∫
R
1 + γ(y)m(dy)
]
= t ln[1 + K] ≤ K t
Hence E[Nt]−K t ≤ 0. Now (2.29) follows easily from (2.33), (3.19), (3.30) and (3.31). Again
all the conditions in Theorem 2.5 are satisﬁed, and the conclusions in Theorem 2.5 follow for
all c > 0.
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3.3. The Ornstein-Uhlenbeck process
(3.32) dXt = −αXtdt + βdBt
where α, β, ρ > 0. In this case we have xlower = −∞ and xupper = +∞ and consider the
diﬀerential equation
(3.33)
1
2
β2ψ′′ − αxψ′ − ρψ + x2 = 0
It is straightforward to ﬁnd ψs, and we get
(3.34) ψs(x) =
1
ρ + 2α
x2 +
β2
ρ(ρ + 2α)
To ﬁnd a homogeneous solution, i.e., to solve
(3.35)
1
2
β2ψ′′ − αxψ′ − ρψ = 0
is, however, more complicated. It is well known that solutions of (3.35) can be expressed in
terms of Kummers function M(a, b, x). This function is deﬁned through the expression
(3.36) M(a, b, x) = 1 +
a
b
x +
a(a + 1)
b(b + 1)2!
x2 + · · ·+ a(a + 1) · · · (a + n− 1)
b(b + 1) · · · (b + n− 1)n!x
n + · · ·
We will need the following properties of M(a, b, x), see [AS]
K1: w(x) = M(a, b, x) is a solution to
(3.37) xw′′ + (b− x)w′ − aw = 0
K2: M ′(a, b, x) = ab M(a + 1, b + 1, x)
K3: As x → +∞
(3.38) M(a, b, x) =
Γ(b)
Γ(a)
exxa−b(1 + O(|x|−1))
K4:
(3.39) xM(a, b + 1, x) = bM(a, b, x)− bM(a− 1, b, x)
K5:
(3.40) aM(a + 1, b, x)− (1 + a− b)M(a, b, x) = (b− 1)M(a, b + 1, z)
Using the above properties, we can prove the following proposition.
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PROPOSITION 3.1
If we put a = ρ2α , k =
α
β2 , then
(3.41) ψh(x) = M(a,
1
2
, kx2) +
2
√
αΓ[a + 12 ]
βΓ[a]
xM(a +
1
2
,
3
2
, kx2)
is a solution to (3.35) satisfying all the conditions in Theorem 2.5.
PROOF
It is well known, and in fact straightforward to verify (using K1) that
y1 = M(a,
1
2
, kx2) and y2 = xM(a +
1
2
,
3
2
, kx2)
are two linearly independent solutions to (3.35). From general theory, see, e.g., [BS], we know
that there exist a solution yh of (3.35) which satisﬁes A1-A3 when n = 0 in these statements.
Clearly yh can be expressed on the form
(3.42) yh = C1y1 + C2y2
and such a function yh is unique up to a (positive) multiplicative constant. Without loss of
generality we can then assume that C1 = 1. Using the property K3, we can see that we have
limx→−∞ yh(x) = 0 only if C2 =
2
√
αΓ[a+ 12 ]
βΓ[a] . This proves that the function given by (3.41)
satisﬁes A1-A3 when n = 0 in these statements.
We now compute ψ′h using K2, K4, and K5 to rewrite the expression.
(3.43)
ψ′h = 4akxK(a + 1,
3
2
, kx2) + C2K(a +
1
2
,
3
2
, kx2)
+ C2
2
3
(1 + 2a)kx2K(a +
3
2
,
5
2
, kx2)
= 4akxK(a + 1,
3
2
, kx2) + C2K(a +
1
2
,
3
2
, kx2)
+ C2(1 + 2a)K(a +
3
2
,
3
2
, kx2)− C2(1 + 2a)K(a + 12 ,
3
2
, kx2)
= 4akxK(a + 1,
3
2
, kx2)
+ 2C2
(
(a +
1
2
)M(a +
3
2
,
3
2
, kx2)− aM(a + 1
2
,
3
2
, kx2)
)
= 4akxK(a + 1,
3
2
, kx2) + C2K(a +
1
2
,
1
2
, kx2)
= C2
(
K(a +
1
2
,
1
2
, kx2) +
4ak
C2
xK(a + 1,
3
2
, kx2)
)
= C2
(
K(a +
1
2
,
1
2
, kx2) +
2
√
αΓ[a + 1]
βΓ[a + 12 ]
xK(a + 1,
3
2
, kx2)
)
If we inspect the expression in the brackets, this is similar to the expression (3.41), the only
diﬀerence being that a is replaced by a+ 12 . Since we in fact have proved that A1-A3, n = 0 are
OK for all such expressions, ψ′h also satisﬁes A1-A3, n = 0. Hence we have proved that A1-A3
are OK when n = 0, 1. Repeating this argument, is follows that that the statements in A1-A3
are satisﬁed for all n ∈ N.
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Since ψs(x) = C3x2+C4, the properties A4 and A6a,b,c) are immediate consequences of A1-A3.
Since limx→+∞ ψs(x) = ∞, A5 follows from A6b) by L’Hoˆpital’s rule. We proceed to verify
A6d). To this end, we note that since x(a) ≥ 0
(3.44) 0 ≤ αx(a)ψ′h(x(a)) =
1
2
β2ψ′′h(x(a))− ρψh(x(a)) ≤
1
2
β2ψ′′h(x(a))
We now use this together with the relation
(3.45)
ψ′′s (x(a))
ψ′′h(x(a))
= a
to see that
(3.46) aψ′h(x(a)) ≤ a
β2ψ′′s (x(a))
2αx(a)a
=
β2ψ′′s (x(a))
2αx(a)
Since lima→0+ ψ′s(x(a)) = +∞, it follows that
(3.47) lim
a→0+
−aψ′h(x(a)) + ψ′s(x(a))− λ = +∞
On the other hand it follows from A6a,b,c) that lima→+∞ x(a) = −∞. Hence from A5
(3.48) lim
a→+∞−aψ
′
h(x(a)) + ψ
′
s(x(a))− λ = −∞
Then from (3.47) and (3.48) we can ﬁnally conclude that there exist A > 0 s.t.
(3.49) −Aψ′h(x(A)) + ψ′s(x(A))− λ = 0
which is A6d). (2.27) is trivial. To verify (2.28), note that from (3.49) we get
ψ′s(x(A)) = λ + Aψ
′
h(x(A)) ≥ λ
Using (3.31), we get
2x(A)
ρ + 2α
≥ λ ⇒ x(A) ≥ λ
2
(ρ + 2α) ≥ λα
2
Hence by the remarks following Theorem 2.5 again, (2.28) is satisﬁed for all α ≥ 0 (Note that
we have changed the sign of α in this case, so α is always negative according to the standard
setup). (2.33) is clearly satisﬁed in this case. This implies (2.29) and so Theorem 2.5 also
applies to this situation.
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