ABSTRACT: We prove that every maximal co nitary group has size at least the cardinality of the smallest non{meager set of reals. We also provide a consistency result saying that the spectrum of possible cardinalities of maximal co nitary groups may be quite arbitrary.
In Z, Theorem 1.5], this problem was solved by: Theorem 1.4. Assume that are uncountable cardinals with cf( ) > !. Then it is consistent with ZFC that there exists a maximal co nitary group G Sym(!) such that jGj = and c = .
We shall considerably generalize this result in Sect. 3 of the present work by showing that the spectrum of possible cardinalities of maximal co nitary groups may be quite arbitrary. The argument, however, is di erent: we use a product instead of an iteration.
During the past decades, a plethora of so{called cardinal invariants of the continuum (cardinals which are de ned as the smallest size of a set of reals with certain combinatorial properties) have been investigated, and it is natural to introduce one for the combinatorial phenomenon at hand as well.
De nition 1.5. Let a g be the least such that there exists a maximal co nitary group G Sym(!) with jGj = .
Recently, quite a number of consistency results have been proved about a g . For example, Zhang Z1, Corollary 1.7] showed that a g = @ 1 in the Cohen real model so that a g < d = cov (M) is consistent. Here the dominating number d is the size of the least dominating (co nal) family in h! ! ; i where denotes as usual the eventual dominance order on ! ! given by f g i f(n) g(n) for all but nitely many n. Similarly, the unbounding number b is the minimal size of an unbounded subset of h! ! ; i. Also cov (M) (cov(N ), respectively) is the least such that there exists a family F of meager (null, resp.) sets such that S F is the set of real numbers and jFj = . More on these (and other) cardinal invariants of the continuum can be found in BJ], B] or vD]. Further consistency results which have been obtained in the past will be mentioned in Sect. 2 of the present work for they also follow from the ZFC{results presented there. One can easily prove the result corresponding to Theorem 1.4 for maximal almost disjoint families in Sym(!). The related cardinal number was suggested by S. Thomas.
De nition 1.6. Let a p be the least such that there exists a maximal almost disjoint family A in Sym(!) with jAj = .
Again one has a p = @ 1 in the Cohen real model Z1, Corollary By a much more complicated argument, O. Spinas and Y. Zhang SZ] , obtained Theorem 1.9. b a g .
The proof of Theorem 1.9 uses a rather strong combinatorial lemma (Lemma 4.1) which might be useful for other purposes. Therefore, we give a brief sketch of the argument in Sect. 4 of our work.
After Y. Zhang announced Theorem 1.9 at the Logic Colloquim 1998 in Prague, Czech Republic, J. Brendle proved stronger results (Theorems 2.2 and 2.4) which subsume Theorems 1.8 and 1.9 and which are presented in detail in the next section.
2. non (M) is a lower bound for a g and a p .
For h 2 ! ! , a function : ! ! !] <! with j (n)j h(n) for all n is called an h{slalom. A function : ! <! ! ! is said to be a predictor. If h : ! <! ! !, a function : ! <! ! !] <! with j (s)j h(s) for all s is called an h{slalom predictor. non (M) is the size of the least non{meager set of reals. It is well{known (and easy to see) that b non (M) (see e.g. BJ]).
Theorem 2.1. The following are equivalent for any cardinal .
there is g 2 ! ! such that for all f 2 F, f(n) 6 = g(n) holds for almost all n (iii) for all h 2 ! ! and all families of h{slaloms of size there is g 2 ! ! such that for all 2 , g(n) = 2 (n) for almost all n (iv) for all families of predictors of size there is g 2 ! ! such that for all 2 , g(n) 6 = (g n) holds for almost all n (v) for all h : ! <! ! ! and all families of h{slalom predictors of size there is g 2 ! ! such that for all 2 , g(n) = 2 (g n) holds for almost all n (vi) any of (ii) through (v) with the additional stipulation that g be injective.
Note. (i) to (iii) is the well{known Bartoszy nski{Miller characterization of non(M) (see 2.4.8 in BJ]). That (iv) is equivalent to any of the preceding statements has been observed by Kada K] and Scheepers S] . See also Sect. 10 in B] for closely related results.
Partial proof. Since clearly (v) =) (iv) =) (ii) and since (vi) is a strengthening of the preceding ones, it su ces to prove (iii) =) (v) with the additional stipulation that g be injective.
Let h and be given. Let h 0 (s) = maxfh(s); jsjg. De ne an h 0 {slalom predictor by (s) = ran(s). Let 0 = f g. Identify ! <! and !. By (iii) there is a predictor : ! <! ! ! such that for all 2 0 , (s) = 2 (s) holds for almost all s. Since this is true for = , choosing g(0) large enough and then de ning recursively g(n) = (g n) for n > 0 will give us an injective g. It is clear that for all 2 , g(n) = (g n) = 2 (g n) for almost all n, as required.
Theorem 2.2. a p non (M) . In fact there are functions F 0 : Sym(!) ! ! ! , F 1 : ! ! ! Sym(!) such that whenever A Sym(!), f 2 ! ! is injective with f(2n) n and f(2n+1) n+1 for all n and eventually di erent from all members of F 0 (A), then F 1 (f) is eventually di erent from all members of A.
Proof. By Theorem 2.1, it is clear that the second statement implies the rst. To prove the second statement, de ne F 0 by F 0 (x)(2n) = x(n) and F 0 (x)(2n + 1) = x ?1 (n) for all n (where x 2 Sym(!)). For injective f 2 ! ! with f(2n) n and f(2n + 1) n + 1 for all n de ne F 1 (f) recursively as follows: let n 2 ! and assume F 1 (f)(k) and F 1 (f) ?1 (k) have
It is easy to see that F 1 (f) 2 Sym(!). Now let x 2 A. Find n 0 such that F 0 (x)(n) 6 = f(n) for all n 2n 0 . Then for all n with n; F 1 (f)(n) n 0 , either
We are done in both cases.
Corollary 2.3. It is consistent that a p > maxfa; dg, where a is, as usual, the minimal size of an in nite maximal almost disjoint (mad) family in }(!) (see e.g. vD] ). Note. The consistency of a p > a is already known. It was proved by Zhang Z2, Theorem 3.6] by a nite support iteration of ccc p.o.'s. In his model one also has cov(N ) < a p Z1, Theorem 3.12]. Also note that we get, e.g., the consistency of a p > maxfd, cov(N )g as a consequence of the well{known CON(non(M) > maxfd; cov(N )g) (see BJ, 7.6 .6]).
Theorem 2.4. a g non(M).
Proof. We shall again use the function F 1 de ned in the previous proof | however we will need it also for injective partial functions s 2 ! <! with s(2n) n for 2n < jsj and s(2n + 1) n + 1 for 2n + 1 < jsj. Denote 
). If n 6 2 dom(w(F 1 (s))), the value of w(x) (s) is irrelevant.
Now let H be a co nitary group of size < non (M) . We have to show that H is not maximal. By Theorem 2.1, there is f 2 ! ! injective with f(2n) n, f(2n + 1) n + 1 for all n and such that for all w(x) with w(x) being a word from H, w(x) (f n) 6 = f(n) holds for almost all n. Let F 1 (f) be as before. We claim that G = hH;
is a co nitary group. Since all elements of G are of the form w(F 1 (f)) where w(x) is a word from H, it su ces to show that for all such words w(x) 6 = id (that is, for all words of length at least one), w(F 1 (f))(n) 6 = n holds for almost all n. This is done by induction on lg(w(x)).
Basic step. lg(w(x)) = 1. Then either w(x) = g 0 for g 0 2 Hnfidg in which case there is nothing to prove, or w(x) = x or w(x) = x ?1 . Since 1 (f n) 6 = f(n) for almost all n (where 1 is the predictor associated with the word representing the identity), F 1 (f)(n) 6 = n for almost all n as well. k (x) (f (2n 0 + 1)). By induction hypothesis, and since there are only nitely many k and for each k only nitely many n 0 for which (ii) can fail, it is clear that there is such an n . We claim that w(F 1 (f))(n) 6 = n for each n n .
Assume this were not the case and x n n with w(F 1 (f))(n) = n. For each k < P i<`j m i j with k = P i<j jm i j + k 0 , let n k = minf(F 1 (f) sgn(m j )(jm j j?k 0 ?1) ::: F 1 (f) m`? 1 g`)(n); (F 1 (f) sgn(m j )(jm j j?k 0 ) :::
Now note that by (i), there can be at most two values k 0 and k 1 for k such that n k is maximal; and if there are two they must be adjacent, i.e. k 1 = k 0 + 1 without loss. We need to consider four cases. Case 1. m j > 0, and either there are k 1 = k 0 + 1 such that n k 0 = n k 1 is maximal in which case we let k = k 1 or there is a unique k such that n k is maximal and one has n k = (F 1 (f) sgn(m j )(jm j j?k 0 ) ::: F 1 (f) m`? 1 g`)(n). Note that in the former case n k must necessarily have the same value. Also note that since we assume w(F 1 (f))(n) = n we additionally have n k = (F 1 (f) ?sgn(m j ) k 0 ::: F 1 (f) ?n 0 g ?1 0 )(n). Now, w k (x) (f (2n k + 1)) = w k (F 1 (f (2n k + 1)))(n k ) because the right-hand side is indeed de ned by maximality of n k . By de nition of n k as a minimum, we must also have f(2n k + 1) = F 1 (f) ?1 (n k ): And w(F 1 (f))(n) = n clearly entails w k (F 1 (f (2n k + 1)))(n k ) = F 1 (f) ?1 (n k ): However, by (ii), we get w k (x) (f (2n k + 1)) 6 = f(2n k + 1); a contradiction. Case 2. m j < 0, and either there are k 1 = k 0 + 1 such that n k 0 = n k 1 is maximal in which case we let k = k 0 or there is a unique k such that n k is maximal and one has n k = (F 1 (f) sgn(m j )(jm j j?k 0 ?1) ::: F 1 (f) m`? 1 g`)(n). In this case use w ?1 k (x) (f (2n k +1)) to derive a contradiction. m j > 0 and there is a unique k such that n k is maximal and one has n k = (F 1 (f) sgn(m j )(jm j j?k 0 ?1) :::
Case 4. m j < 0 and there is a unique k such that n k is maximal and one has n k = (F 1 (f) sgn(m j )(jm j j?k 0 ) ::: F 1 (f) m`? 1 g`)(n). Use w k (x) (f 2n k ).
These contradictions complete the proof of the Theorem.
Using again the random real model, we deduce the following result which was proved by di erent methods by Hrusak, Stepr ans, and Zhang HSZ] .
Corollary 2.5. It is consistent that a g > maxfa; dg.
From the well{known fact that Martin's axiom MA implies every non{meager set of reals has size c we also infer Corollary 2.6. (Zhang Z, Theorem 1.4 ]) MA implies a g = c.
3. The spectrum of cardinalities of maximal co nitary groups.
Let Spec(mcg) , the spectrum of cardinalities of maximal co nitary groups denote the set of cardinals such that there is a maximal co nitary group of size . So a g ; c 2 Spec(mcg), and Spec(mcg) is a subset of the interval a g ; c] of cardinals. What else can be said about it? In particular, the third author addressed the following question Z, Question 4.3]:
Question 3.1. Is it consistent that there exists a maximal co nitary group G such that a g < jGj < c?
It turns out the answer is positive. In fact, by modifying the analogous argument for mad families due to Blass B1, Theorem 9], one can show Theorem 3.2. Assume GCH. Let C be a closed set of uncountable cardinals with @ 1 2 C, 2 C for @ 1 jCj, and + 2 C for 2 C with cf( ) = !. Then there is a ccc p.o.
P forcing c = max (C) and Spec(mcg) = C.
Proof. As mentioned already, the proof follows closely the one of B1, Theorem 9]. However, since a maximal co nitary group is combinatorially more complicated than a mad family, the de nition of the p.o. P is more involved. Therefore, we provide its de nition, sketch brie y its main properties, and refer to Blass' work for whatever can be taken over from his proof. Here, for w = x n 0 0 ::: x n k k , we say the computation w p (i) converges (to j) and write
is de ned (and equals j). Otherwise we say the computation diverges and write w p (i) ". Proof. By clause (iv) in the de nition of P , it su ces to show that for each nite A and each abstract word w over A, E A;w = f(p; ) 2 P ; A dom(p) and w 2 dom( )g is dense. This, however, is simple: given (p 0 ; 0 ) 2 P such that | without loss | A dom(p 0 ), let dom( ) = dom( 0 ) fv; v is a subword of wg and put dom( 0 ) = 0 , and (v) = maxfmax(dom(p 0 ( )) ran(p 0 ( ))) + 1; 2 dom(p 0 )g for v 2 dom( ) n dom( 0 ). Then (p 0 ; ) 2 E A;w .
to (iv) of minimal length. Thus w p p 1 (i 0 ) # i 0 for some i 0 (with all intermediate values of the computation q 0 (w)). Clearly x occurs in w and the computation must involve i and j as intermediate values. Since p 1 and r 0 are compatible, and by (1) and (2) In general, assume that f(i) as well as f ?1 (i) have been de ned for i < n. Case 1: n = f(i) for some i < n (so f ?1 (n) is already de ned). Let f(n) = d(maxff(j); j < ng ff ?1 (j); j < ng):
Case 2: n = f ?1 (i) for some i < n (so f(n) is already de ned). Let f ?1 (n) = d(maxff(j); j < ng ff ?1 (j); j < ng):
Case 3: n 6 2 ff(i); f ?1 (i); i < ng. De ne f(n) = d(maxff(j); j < ng ff ?1 (j); j < ng); f ?1 (n) = d(maxff(j); j ng ff ?1 (j); j < ng):
It is easy to see that f is a permutation. Let O(f; n) = ff i (n); i 2 Zg denote the f{orbit of n. Note that every orbit of f is in nite and that there are in nitely many f{orbits. Hence f has no xed points. Let hG; fi be the group generated by G and f. We have to show that hG; fi is co nitary. An arbitrary member of hG; fi looks like ( ) w = g n f t n?1 : : : f t 1 g 1 ;
where g i 2 G, t i 2 Z n f0g and one or both of g 1 ; g n may be the identity. The following lemma is much stronger than what we need to prove the theorem.
Lemma 4.1. For every w as in ( ) with the property that at least one g i is not id, there exists i < ! such that for every i i we have w(i) 6 2 O(f; i).
