Abstract. The recent application of Machine Learning techniques to the Answer Set Programming (ASP) field proved to be effective. In particular, the multi-engine ASP solver me-asp is efficient: it is able to solve more instances than any other ASP system that participated to the 3rd ASP Competition on the "System Track" benchmarks. In the me-asp approach, classification methods inductively learn off-line algorithm selection policies starting from both a set of features of instances in a training set, and the solvers performance on such instances. In this paper we present an improvement to the multi-engine framework of me-asp, in which we add the capability of updating the learned policies when the original approach fails to give good predictions. An experimental analysis, conducted on training and test sets of ground instances obtained from the ones submitted to the "System Track" of the 3rd ASP Competition, shows that the policy adaptation improves the performance of me-asp when applied to test sets containing domains of instances that were not considered for training.
Introduction
Answer Set Programming [3, 8, 13, 14, 32, 36] (ASP) is a truly-declarative programming paradigm proposed in the area of non-monotonic reasoning and logic programming. The idea of ASP is to represent a given computational problem by a logic program whose answer sets correspond to solutions, and then use a system to find such solutions [27] . The language of ASP is very expressive: it can be used to solve all problems in the second level of the polynomial hierarchy [8] . Moreover, on the side of computation a number of efficient ASP systems is available, e.g., [10, 21, 23, 25, 33, 44] ; nonetheless, there is room for improvement. For instance, the recent application of Machine Learning techniques to ASP solving has contributed to push forward the state of the art. Machine-Learning-based approaches to ASP solving range from algorithm portfolios [9] , to learning heuristics orders [2] , to multi-engine solvers [31] . In particular, the latter approach is very promising; indeed, the multi-engine ASP system me-asp [30] was able to solve (see [31] ) more ground instances than any other ASP solver that participated to the 3rd ASP Competition [5] on the "System Track" benchmarks. In the multi-engine approach, classification methods inductively learn engine selection policies, starting from a set of features of instances in a training set, and the solvers performance on such instances. Basically, Machine Learning techniques are applied for inductively choosing, among a set of available ones, the "best" ASP solver on a per-instance basis. In [31] me-asp engines were selected among the ones that entered the 3rd ASP Competition, plus DLV [23] , and the learned algorithm selection policies are decided during training and are never updated. This is similar to what was done in QSAT solving [40] , and also portfolio-based ASP solvers do not modify their policies on-line; whereas, there are already approaches in ASP and QSAT [17, 41] that exploit methods for updating the policies. A consequence of using selection policies that are learned off-line in the me-asp framework is that the multi-engine solver might do suboptimal predictions when the instances in input belong to "unseen" domains (i.e., belong to family of instances that were not known or were not considered in the training phase). Despite me-asp already showed (see [31] ) good performance also on unseen domains, for the above considerations there is room for improvement in this specific setting.
In this paper we cope with this issue. In particular, we introduce a retraining procedure in the framework for multi-engine ASP solving, which has the ability of updating the learned policies when the original approach fails to give good predictions. In particular, our proposal relies on a method that classifies instances according to their "similarity" (defined by some measures computed on the features), and a policy that (i) first tries to solve the program by granting to all engines a fixed amount of time t, starting from the predicted engine; then, (iia) in case all these runs fail, grants all the remaining time to the predicted engine; or (iib) updates the policy if the program was solved by an engine different from the one predicted at the beginning. In the policy, it is critical the choice of the parameter t. We present two solutions, the first in which t is fixed, and a second solution where, instead, t is "adapted" among runs when the predicted engine fails to solve an instance. We have implemented all these ideas in the multi-engine system me-asp [30] , obtaining two variant of the system enhanced with policy adaptation, called me-asp
A and me-asp AA , respectively. In me-asp A we apply policy adaptation as was done in related literature [41, 38] , and we keep t fixed, i.e., the amount of time granted to the component engines during retraining is set at the beginning and does not change. In me-asp AA we also apply policy adaptation, but t is set in an automatic way according to an adaptive policy based on the measured running times. Moreover, we conducted an experimental analysis, considering training and test sets of ground instances taken from the ones submitted to the "System Track" of the 3rd ASP Competition [5] . The analysis focuses on settings that are challenging for me-asp, i.e., whose test sets contain a large number of domains of instances that were not considered for training. The results show the ability of the enhanced implementations to adapt the algorithm selection policy on-line, and, consequently, to improve the performance of the multi-engine system on these settings. In sum, the main contributions of this paper are:
1. The extension of the framework for multi-engine ASP solving with policy adaptation. 2. The implementation of two extended variants of the multi-engine solver measp with on-line adaptation of the engine selection policy, which differ on the treatment of a critical parameter for the adaptation policy. 3. An experimental analysis, performed on the computationally-hard benchmarks of the 3rd ASP Competition, that highlights the advantages of the new solutions when the test set contains a large number of domains that were not used for training.
The paper is structured as follows. Section 2 introduces basic concepts about ASP and classification methods. Section 3 then describes our benchmark setting in terms of dataset, solvers and hardware employed. Section 4 shows the architecture of me-asp with policy adaptation, and the choices made for its basic components. Section 5 shows the performance analysis, while Section 6 and 7 end the paper with discussion about the related work and conclusions.
Preliminaries
In this section we recall some preliminary notions concerning ASP and Machine Learning techniques for algorithm selection.
Answer Set Programming
Answer Set Programming (ASP) [3, 8, 13, 14, 32, 36 ] is a declarative programming formalism proposed in the area of non-monotonic reasoning and logic programming. The basic language construct in ASP is the rule. In particular, in ASP, a (disjunctive) rule r is of the form:
where a 1 , . . . , a n , b 1 , . . . , b m are atoms. The head of r is the disjunction a 1 ∨ . . . ∨ a n , while the conjunction b 1 , . . . , b k , not b k+1 , . . . , not b m is the body of r. An (ASP) program is a finite set of rules. An object (atom, rule, etc.) is called ground or propositional if it contains no variables. The idea of ASP is to represent a given computational problem by a logic program (set of rules) whose answer sets correspond to solutions, and then use a solver to find those solutions [27] . The formal semantics of ASP is based on an extension to the non-ground case of the stable model semantics introduced in [14] . The various systems implementing ASP support several dialects extending the original language presented in [14] with additional modeling constructs. Our system complies with ASP-Core, that is the language specification that was originally introduced in the 3rd ASP Competition [5] . Hereafter, we assume the reader is familiar with ASP, and refer the reader to [14, 3, 12] for complementary introductory material on ASP, and to [4] for the full ASP-Core specification. 
Multinomial Classification for Algorithm Selection
The results of the recent ASP competitions show that ASP solvers are not that robust, i.e., able to perform well across different problem domains. Considering hard combinatorial problems, this is a not surprising behavior: every heuristic algorithm will find problem instances that are exceptionally hard to solve, while the same instances can easily be solved by another algorithm, or by using a different heuristic. In this work, we model the problem using multinomial classification algorithms, i.e., Machine Learning techniques that allow automatic classification of a set of instances, given some sets of numeric values representing syntactic characteristics of the instances, i.e., the features. Leveraging on such kind of per-instance selection algorithm, it is possible to select in an automatic way the best algorithm among a pool of them -in our case, tools to solve ASP instances. In more detail, in multinomial classification we are given a set of patterns, i.e., input vectors X = {x 1 , . . . x k } with x i ∈ R n , and a corresponding set of labels, i.e., output values Y ∈ {1, . . . , m}, where Y is composed of values representing the m classes of the multinomial classification problem. In our modeling, the m classes are m ASP solvers. We think of the labels as generated by some unknown function f : R n → {1, . . . , m} applied to the patterns, i.e., f (x i ) = y i for i ∈ {1, . . . , k} and y i ∈ {1, . . . , m}. Given a set of patterns X and a corresponding set of labels Y , the task of a multinomial classifier c is to extrapolate f given X and Y , i.e., to construct c from X and Y so that when we are given some x ⋆ ∈ X we should ensure that c(x ⋆ ) is equal to f (x ⋆ ). This task is called training, and the pair (X, Y ) is called the training set.
Benchmark Data and Settings
In this section we report data concerning the hardware platform, benchmarks and ASP solvers employed, as well as the execution settings for reproducibility of experiments. This section is to be considered also introductory for the next section where the benchmarks herewith described are used as a basis for, e.g., features computation and classification.
Executables and Hardware Settings
We have run all the ASP solvers that entered the System Track of the 3rd ASP Competition [4] with the addition of DLV [23] (which did not participate in the competition since it is developed by the organizers of the event). In this way we have covered -to the best of our knowledge -all the state-of-the-art solutions fitting the benchmark settings. We have run: clasp [10] , claspD [6] , claspfolio [9] , idp [47] , cmodels [25] , sup [26] , Smodels [44] , and several solvers from both the lp2sat [20] and lp2diff [21] families, namely: lp2gminisat, lp2lminisat, lp2lgminisat, lp2minisat, lp2diffgz3, lp2difflgz3, lp2difflz3, and lp2diffz3. In more detail, clasp is a native ASP solver relying on conflict-driven nogood learning; claspD is an extension of clasp that is able to deal with disjunctive logic programs, while claspfolio exploits Machine Learning techniques in order to choose the best-suited execution option of clasp; idp is a finite model generator for extended first-order logic theories, which is based on MiniSatID [33] ; Smodels is one of the first robust native ASP solvers that have been made available to the community; DLV [23] is one of the first systems able to cope with disjunctive programs. cmodels exploits a SAT solver as a search engine for enumerating models, and also verifies model minimality with SAT, whenever needed; sup exploits nonclausal constraints, and can be seen as a combination of the computational ideas behind cmodels and Smodels. The lp2sat family employs several variants (indicated by the trailing g, l and lg) of a translation strategy to SAT and resorts on MiniSat [7] for actually computing the answer sets. Finally, the lp2diff family translates programs in difference logic over integers [45] and exploit Z3 [35] as underlying solver (again, g, l and lg indicate different translation strategies). DLV was run with default setting, while the remaining solvers were run on the same configuration (i.e., parameter settings) as in the competition.
Concerning the hardware employed and the execution settings, all the experiments were carried out on a cluster of Intel Xeon E31245 PCs at 3.30 GHz equipped with 64 bit Lubuntu 12.04. Unless otherwise specified, the resources granted to the solvers are 3600s of CPU time and 4GB of memory. Time measurements were carried out using the time command shipped with Lubuntu.
Dataset
The benchmarks used in this paper belong to a large and heterogeneous suite of benchmarks encoded in ASP-Core that has been submitted to the 3rd ASP Competition [5] . Such benchmarks are related to a wide range of combinatorial problems, including, e.g., planning, temporal and spatial scheduling problems, combinatorial puzzles, and graph problems, related to a number of application domains, e.g., database, information extraction and molecular biology field.
The set of benchmarks considered in this work is reported in Table 1 where they are classified according to the problem they solve, the corresponding complexity class, and the total amount of instances available. We considered only computationally-hard benchmarks, corresponding to all problems belonging to the categories NP and Beyond NP of the competition, together with StableMarriage and PartnerUnitsPolynomial, which are problems that can be solved in polynomial time but featured in the competition a natural declarative encoding making usage of disjunction and, thus, can not be solved by the grounder. Both problems are classified in this paper as NP for simplicity, even if they are not hard for this complexity class; however, note that no solver is able to detect from the provided encoding that the corresponding problem instance could be evaluated by employing a different (i.e., cheaper) strategy from the one employed for evaluating problems belonging to the NP class. For the problems (or, domains) listed in Table 1 we employ a superset of the instances actually evaluated to System Track of the competition. In particular, we considered all the instances made available (in form of facts) from the contributors of the problem submission stage of the competition, which are available from the competition website [4] . me-asp is a solver for propositional programs, thus to obtain a net measure of its performance we have first grounded all the mentioned instances by using GrinGo (v.3.0.3) [11] . Thus, we actually considered the 1540 instances (out of a total of 1583 instances) that we were able to ground with GrinGo in less than 3600s, of which 938 are NP instances. (The exceptions are 43 instances of the PackingProblem domain.) In the following, with instance we refer to a ground ASP program, which is obtained by running GrinGo on the corresponding ASP program made of non-ground encoding+facts that is available from the competition web site [4] .
Design and Architecture of me-asp with Policy Adaptation
In this section we present the architecture of a multi-engine ASP solver with policy adaptation; moreover, at the same time, we describe the key design choices behind the development and implementations of such a system. The general architecture of a multi-engine ASP solver with policy adaptation is depicted in Figure 1 . In the following we describe, in separate paragraphs, the functionality of each module and the way it was designed and implemented.
INTERFACE. It manages both the input received by the user and the output of the whole system. It also dispatches the input data to the remaining modules, as denoted by the outgoing arrows. In particular, INTERFACE collects as input (i) the ground ASP program in ASP-Core format [5] , (ii) the classifier and (iii) its inductive model. The ASP-Core program (resp., the classifier and its inductive model) are then given to the FEATURE EXTRACTION (resp., CLASSIFICATION ALGORITHMS) module.
FEATURE EXTRACTION.
This module extracts a number of syntactic features from the input program, which will be used for its classification. For each ground program, we consider only "cheap-to-compute" features, i.e., computable in linear time in the size of the program. The set of features employed by me-asp (see [31] for more details) can be divided into four groups (such a categorization is borrowed from [37] ):
• Problem size features: number of rules r, number of atoms a, ratios r/a, (r/a) 2 , (r/a) 3 and ratios reciprocal a/r, (a/r) 2 and (a/r) 3 ; • Balance features: fraction of unary, binary and ternary rules;
• "Proximity to horn" features: fraction of horn rules;
• ASP specific features: number of true and disjunctive facts, fraction of normal rules and constraints c;
plus some combinations (e.g., c/r), for a total number of 52 computed features.
The main motivations that lead to the choice of cheap-to-compute features are the following: first, we have to consider that the time spent computing the features will be integral part of our solving process: thus, in case "costly" features are considered, the risk is to spend too much time in calculating the features of a program. Second, the selected features are sufficient to obtain a robust classification process, as it is witnessed by our experiments. In order to corroborate the first point, we run preliminary experiments with claspfolio, a portfolio ASP solver that relies on some "costly" features, e.g., number of Strongly Connected Components and loops: it turned out that claspfolio feature extractor could not compute all its features for a significant number of programs in a reasonable CPU time.
1 Syntactic features have been profitably used also in related works (see e.g., [40] ). We then implemented a feature extractor tool that is able to compute the above-reported set of features. Concerning its performance, we report that it can compute all the features (in less than 3600s) for 1500 programs out of the 1540 available in our benchmarks set. The distribution of the CPU times (in seconds) for extracting features is characterized by the following five numbers: 0.002, 2.961, 4.720, 10.596, 3211.041, which represent the minimum, 25% percentile, medium, 75% percentile and maximum CPU time, respectively, needed for extracting all features of the 1500 programs. We remark that the highest CPU times correspond to processing ground programs whose size is in the order of tens of GB.
ENGINES. This is not a proper module of the architecture, but with it we refer to the final set of engines of both me-asp with policy adaptation, as depicted in Figure 1 . It is composed by five state-of-the-art ASP solvers, namely clasp [10] and its disjunctive version claspD [6] , cmodels [25] , DLV [23] , and idp [33] ; nonetheless, the architecture is modular and allows one to easily update the engines set with additional solvers. Finally, note that engines are used as "blackboxes", i.e., our proposed systems interact with them via system calls. The selection of these engines arises from the idea to collect a pool of solvers that is representative of the state-of-the-art solver (sota), i.e., the oracle that always fares the best among the available solvers. In order to do that, we have done some preliminary experiment (details reported in [31] ). This is done by selecting the solvers that are able to solve a noticeable amount of instances uniquely. This analysis revealed that, concerning NP problems, only 4 solvers out of the sixteen mentioned in Section 3 can give an effective contribution, namely clasp, cmodels, DLV, and idp. Concerning Beyond NP instances, we report that only three solvers are able to cope with such class of problems, namely claspD, cmodels, and DLV. Considering that both cmodels and DLV are involved in the previous selection, the pool of engines used in our systems is composed by the 5 solvers mentioned above.
ENGINE MANAGER AND POLICY MANAGER.
The interaction with the engines is handled by the ENGINE MANAGER. It receives from POLICY MANAGER data about the engine to fire. At the end of the engine computation, ENGINE MANAGER returns to POLICY MANAGER the result. This is the module that contains the retraining procedure. It also works as a coordinator of the other modules, and, finally, it provides the final result to INTERFACE.
Given the engines available, we need to define what is the policy to be used when the classifier fails to give a good prediction, i.e., when the predicted engine is not able solve the instance within a reasonable time. In this case a solution could be to implement a way to exploit the other engines, and adapt the policy if one of these engines indeed solves the instance. A general behavior of heuristicbased solvers that deal with hard combinatorial problems is that systems have a point at which the time taken to find solutions starts to increase dramatically. After this point, called Peter Principle Point (PPP) -see, e.g., [46] , a linear increase in the computational resources would not lead to the solution of a noticeable amount of additional problems. It is also the case for the considered ASP solvers, as we will detail in the next section.
The approach adopted in the literature [41, 38] for solving this problem is based on the PPP. In the light of this principle, a small (w.r.t. the global time limit) amount of CPU time t is granted to the predicted solver. In the case it cannot solve the instance at hand (we say it fails), all the remaining engines are run in sequence for the same time t. If the successful engine is different from the predicted one, a new pattern, labeled with the fired engine, is added to the training set, and the classification algorithm is retrained; thus, the selection policy is updated. If all solvers fail to solve the instance in the given time t, the remaining time to the timeout is all granted to the predicted engine. The value of t is empirically-determined considering the distribution of the solving times of the various engines, and in this paper we consider two different strategies, that we call classical and adaptive approaches, for determining this parameter Classical Approach. This strategy has been introduced and implemented in [41] in QSAT solving, where it is called TPE (Trust the Predicted Engine), and in [38] as one of the approaches employed in CSP solving. The idea is to set t to a fixed value determined by analyzing the distribution of solving times of the engines. We implemented this method in the me-asp A variant of our implementation. The system setup and experiments assessing its performance are described in Section 5.
Adaptive Approach. A limit of the classical approach is the fixed value of t, which is usually set by the user depending on its knowledge of the distribution of solving times. We propose here an adaptive approach that overcomes this limitation by setting t dynamically according to a policy based on the measured running times. The starting value of t is determined on the basis of the CPU times distribution of the instances in the training set, in particular, t is initially set to the 75% percentile of the execution times measured during training. Then, t is automatically updated according to the statistical confidence level of the model used for engine prediction. In detail, each predicted value in a trained model has a confidence level c. The higher c, the better should be the prediction. Having this in mind, if the engine that solved the instance is different from the predicted one, t is updated as follows: If c is higher than a threshold c h , then the value of t is increased of a fixed amount t h ; whereas if c is smaller than a threshold c l , then t is decreased of a fixed amount t l . The rational behind this choice is the following: if the multi-engine solver is not able to solve the input instance within the current t and the prediction confidence is high, it could be the case that the CPU time granted to the predicted engine is too small. On the other hand, a small value of c indicates that the engine prediction model has not a good "quality", so less CPU time has to be granted to the predicted engine, since allowing more CPU time for the retraining stage may be useful for learning to improve the predicted model. We implemented the above-described adaptive method in the me-asp AA variant of our implementation. The system setup and an experiment assessing its performance are described in Section 5.
CLASSIFICATION ALGORITHMS. This module receives as input the classifier and its inductive model (from INTERFACE) and a vector of features (from FEATURE EXTRACTION). It returns to POLICY MANAGER the name of the predicted engine.
The classifier considered in this paper is Nearest-neighbor, nn in the following. nn is a classifier yielding the label of the training instance which is closest to the given test instance, whereby closeness is evaluated using some proximity measure, e.g., Euclidean distance, and training instances are stored in order to have fast look-up, see, e.g., [1] . nn is built on top of the rapidminer library [34] , which internally implements pre-processing steps like, e.g., data normalization. The value of k (i.e., the number of neighbors) employed in our analysis was computed with a grid search in cross validation and is set to 3.
The reasons for choosing this classification method are manifold, and summarized in the following: first, it is the classification method employed in the original paper on multi-engine ASP solving [29] ; second, we already had some experience in coupling this classifier with policy adaptation methods, given that one of the authors dealt with this issue in the multi-engine QSAT solver aqme; finally, in [39] it has been shown that -in the case of QSAT problems and solvers -nn coupled with the TPE policy is the best choice w.r.t. some issues as the growing-up of the training set due to the retraining process if compared with other classification algorithms, e.g., decision trees, decision rules, and subsymbolic learning algorithms.
To give a hint of the performance of nn, in comparison with other classification methods in a multi-engine framework for ASP solving, we direct the reader to [31] , where it is possible to find such analysis within me-asp. The analysis shows that nn has good performance w.r.t. other classifiers; moreover, its good behavior is also confirmed by the experiments reported in Section 5 regarding me-asp with policy adaptation.
As mentioned in Section 2.2, in order to train our classifier, we have to select a pool of instances for training purpose, called the training set. In order to give an idea about what is the distribution of all our available instances, we depict in Figure 2 the coverage of the whole available dataset. In particular, the plot reports a two-dimensional projection obtained by means of a principal components analysis (PCA), and considering only the first two principal components (PC), which correspond to combination of features. The x-axis and the y-axis in the plots are the first and the second PCs, respectively. Each point in the plots is labeled by the best solver on the related instance. In Figure 2 we add a label denoting the problem name of the depicted instances, in order to give an idea about the "location" of each benchmark, and the fastest solver for each benchmark.
As a result of the considerations above, we designed our reference training set (ts in the following) that is composed of the 316 instances solved uniquely -without taking into account the instances evaluated in the competition -by the pool of engines previously selected. The rationale of this choice is to try to "mask" noisy information during model training to obtain a robust model. We can think about this training set as being the one designed by a domain expert that perfectly knows what are the "good" instances to be considered for each domain for training.
Then, we have trained the classifier, which according to the notation introduced in Section 2.2, even assuming that a training set is sufficient to learn f , it is still the case that different sets may yield a different f . The problem is that the resulting trained classifier may underfit the unknown pattern -i.e., its prediction is wrong-or overfit -i.e., be very accurate only when the input pattern is in the training set. Both underfitting and overfitting lead to poor generalization performance, i.e., c fails to predict f (x * ) when x * = x. However, statistical techniques can provide reasonable estimates of the generalization error. In order to test the generalization performance, we use a technique known as stratified 10-times 10-fold cross validation to estimate the generalization in terms of accuracy, i.e., the total amount of correct predictions w.r.t. the total amount of patterns. Given a training set (X, Y ), we partition X in subsets X i with i ∈ {1, . . . 10} such that X = 10 i=1 X i and X i ∩ X j = ∅ whenever i = j; we then train c (i) on the patterns X (i) = X \ X i and corresponding labels Y (i) . We repeat the process 10 times, to yield 10 different c.
In order to test the effectiveness of the policy adaptation in me-asp, the idea is to design further, challenging training sets having the following desiderata: a very limited number of instances, coming from only one problem, and such that each engine solves at least one instance uniquely, or a large amount of selected engines are sota solvers on the instances of such problem. The rationale of employing these additional training sets is to test our solution on very challenging and corner cases. On these settings we expect (i) me-asp not to perform that well, and (ii) the retraining solution of me-asp A to be beneficial. In Section 5 we will see what are the domains on which building these training sets, and the intuition about the results will be confirmed.
It was shown in [31] that me-asp can perform well -in terms of total amount of solved instances -through an appropriate design of the training set. In [31] it was also shown that changes in the training set could lead to a degradation on me-asp performance when it deals with "unseen" problems, i.e., in a situation where instances in the test set have a feature configuration that is completely unknown to the model. In practice, when a reasoning task is modeled and encoded into ASP, it is very difficult to establish in advance how the syntactic structure of the computed instances will fit to a trained model. The main goal in the design of a version of me-asp extended with policy adaptation is, thus, to improve the performance in such situations that can be challenging for the original implementation. This section is devoted to testing the benefits of an on-line policy adaptation in the case of the test set is composed of "unseen" instances -i.e., instances belonging to domains that were left unknown during training. This is a challenging experiment for me-asp, because the models are not trained on all the space of the uniquely solved instances; here, we made the settings even harder by considering a single domain in the training sets.
The first subsection is thus devoted to defining training sets that are challenging for me-asp, having the characteristics mentioned in the previous section. The following two subsections assess the performance of the two new versions of me-asp enhanced with policy adaptation, i.e., me-asp A and me-asp AA . The last subsection is devoted to the comparison with the state-of-the-art ASP solvers.
Challenging training sets for me-asp
We remind that the first test set is ts, as defined in the previous section. We can think about this training set as being the one designed by a domain expert, that knows all available domains. We expect ts to lead to robust performance, and not being that sensitive to policy adaptation, given that no unseen problem is in it. About the other sets, concerning NP problems, in our experimental setting we found two problems close to the desiderata mentioned, namely Labyrinth and Numberlink. In the case of Labyrinth, we compute a training set -ts l in the following -composed of 35 uniquely solved instances, of which 21 solved by clasp, 4 by cmodels, 7 by DLV, and 3 by idp. Concerning the problem Numberlink -ts n in the following -, it is composed of 22 uniquely solved instances, of which 19 are solved by clasp, 1 and 2 are solved by DLV and idp, respectively.
Considering Beyond NP problems, the picture is even more challenging given that we have only two problems, i.e., MinimalDiagnosis and StrategicCompanies. Moreover, in our setting we report that for each problem we have only one solver that is able to solve instances uniquely. In the first case, it is claspD-able to solve 197 instances -, while in the latter is DLV, that solves uniquely 32 StrategicCompanies instances. Accordingly, we compute two different training sets, namely ts m and ts s , related to MinimalDiagnosis and StrategicCompanies, respectively. 
Assessment of the Classical Approach
This subsection is devoted to the assessment of me-asp A , which is an extension of me-asp with the classical approach to policy adaptation (see Section 4) . To this end it first describes the tuning of the self-adaptive component, and discusses how the parameter t is determined; and, then, the performance of me-asp A is analyzed in detail.
Tuning the self-adaptive component. In Figure 3 , we plot the performance -in terms of CPU time of solved instances -for each engine of me-asp A on the instances submitted to the 3rd ASP Competition, both for NP (top-most plot) and Beyond NP (the plot in the bottom) classes. Looking at the plot, the x-axis is labeled by the total amount of solved instances, while in the y-axis it is reported the CPU cutoff time (in seconds). Each dot in the plot represents the performance of the related solver on a given instance. Concerning the top-most plot, clasp performance is represented by blue diamonds, cmodels performance is denoted by red squares, DLV by yellow triangles, idp performance is denoted by using green circles, and, finally, sota solver performance is depicted by purple stars. Considering the plot in the bottom, we represented by blue diamonds claspD instead of clasp. Looking at Figure 3 -the top-most plot -, we can see that after 60s all solvers were able to solve a noticeable amount of instances w.r.t. the total amount: clasp is able to solve 49% of its solved set of instances (287 instances out of 588), cmodels solves 41% (190 out of 459), DLV 46% (158 out of 344), and, finally, idp solves 54% of its set of solved instances (281 out of 521). Shifting the time cap to 600s, we can see that all solvers are able to solve at least 75% of their set of solved instances: clasp solves 81% of its set (477 instances out of 588), cmodels 76% (348 out of 459), DLV 83% (285 out of 344), and idp 84% (438 instances out of 521). These results let us conclude that 600s could be a good setting in order to tune the time t granted to each engine for the adaptive policy and try to exploit such mechanism in an effective way. Analogous conclusions can be drawn in the case of Beyond NP instances.
Analysis. In order to test the effectiveness of the policy adaptation on me-asp, we investigate the performance of me-asp A considering the challenging training sets previously described, namely ts l , ts n , ts m , and ts s .
We remind the reader that the compared engines were run on all the 1540 instances (938 NP, and 602 Beyond NP) grounded in less than 3600s and 4GB of memory, whereas the instances on which me-asp A was run are limited to the ones for which we were able to compute all features (i.e., 1500 instances -898 NP, and 602 Beyond NP), and the timings for multi-engine systems include both the time spent for extracting the features from the ground instances, and the time spent by the classifier.
In Tables 2 and 3 we report the experiments concerning NP and Beyond NP instances, respectively. The tables are structured as follows. The first column reports the name of the solver and (when needed) the related training set on which the inductive model is computed in a subcolumn; the second and third columns report the result of each solver in terms of total amount of solved instances (col- Table 3 . Results of me-asp, me-asp A , and their engines on the Beyond NP instances submitted to the 3rd ASP Competition.
umn "#Solved") within the time limit and mean CPU time of solved instances (column "Mean Time"). Besides the sota solver, which represents the ideal multi-engine solver in our settings, we also report more tight performance upperbounds for our approach with retraining, which are labelled performance-ub in Tables 2 and 3 . The performance-ub corresponds to the performance of the state-of-the-art solver one would obtain by considering (for all the considered engines) a time limit of 3600s − < number of engines > * 600s. 2 One can see that, in our settings, performance-ub is an upper bound for me-asp A by considering the worst case for our approach, which happens when all engines fail to solve the instance at hand within the runtime cutoff of 600s. In detail, performance-ub in Tables 2 and 3 is computed considering a time bound of 1200s for the NP instances (where four engines are used), and a time bound of 1800s for the Beyond NP instances (where three engines are used), respectively (considering null the time for computing features and classification).
Since our approach aims at maximizing the number of solved instances, and not at optimizing CPU times, we will focus the comparison on the first measure. For this reason, we do not consider here balanced measures that combine CPU time and timeouts, like PAR10 (see, e.g., [18, 22] ), since these are less appropriate for the focus of our analysis. Mean CPU times are, anyways, reported to complement the results. In the following, whenever the training set is not clear from the context, me-asp(T) (resp. me-asp A (T)) denotes me-asp (resp. me-asp A ) trained with the training set T.
Performance of me-asp. First of all we make some general observations confirming the effectiveness of the multi-engine approach in ASP. Looking at Table 2, we can see that me-asp(ts) solves more instances than the component engines, i.e., it solves 50 instances more than clasp, which is the best engine in this class, and 117 more than idp, which is the second best. Looking now at Table 3 , about Beyond NP instances, me-asp(ts) solves 595 instances, i.e., 30 more instances than claspD, which is the best engine in this class. In general one can observe that me-asp(ts) performs very close to the sota solver in terms of solved instances, which, we remind, has the ideal performance that we could expect in these instances with these engines. In sum, me-asp(ts) solves only 21 out of 1254 instances less than the sota solver, mostly from the NP class. We also report that the results of me-asp A (ts) are very close to me-asp. This confirms the intuition mentioned before, and for this reason we do not show the related numbers in the tables. Since the focus of this work is on the self-adaptive component, in the following we consider the challenging cases of training sets having a few instances.
Performance of me-asp
A on NP. Considering training set ts l , we can see in Table 2 that me-asp(ts l ) is able to perform only slightly better than its engines, still solving one instance more than clasp; but, as expected, its performance is far from the one reported for me-asp(ts). Concerning me-asp A (ts l ), we can see that the retraining procedure allows to solve 24 instances more, i.e., 25 more than clasp. The price for solving more instances is paid with an increase in solving time: about 50% of the CPU time spent by me-asp A (ts l ) is due to the policy adaptation. In the whole solving process, the retraining procedure has been called 157 times.
Looking now at performance with the training set ts n , we can see that, without policy adaptation, me-asp is not able to do better than its engines. It solves 514 instances, and it is far from the performance reported for both clasp and idp. On the other hand, me-asp A (ts n ) solves 20 instances more than its best engine and a total of 94 instances more than me-asp(ts n ). Also in this case, the CPU time elapsed for retraining is not negligible -on average is about 41% of the total amount. Indeed, the retraining procedure has been called 113 times by me-asp A (ts n ). Note also that me-asp A (ts l ) and me-asp A (ts n ) are close to performance-ub.
A on Beyond NP. Concerning the performance of me-asp A in the Beyond NP class, related to training sets ts m , and ts s , we observe from Table 3 that its performance, in terms of both total amount of solved instances and mean time, is -not surprisingly-equal to claspD and DLV, respectively. As mentioned above, this is a challenging setting given there are two problems only, and the starting training sets contain only one domain. Concerning the usage of the self-adaptive component, me-asp A (ts m ) is able to solve 4 instance more than claspD, while me-asp A (ts s ) solves 2 instances less than claspD, but the improvements w.r.t. me-asp(ts s ) is impressive, solving 169 instances more. Also in this case both me-asp A versions are close to the performance-ub.
Analysis of the performance. We report in Table 4 some detailed results concerning the number of times the component engines were called as predicted solver, and solved the instance. The table is composed of 9 columns. The first two columns report the considered solver and the related training set on which the inductive model is computed; the following five columns report the total amount of calls for each engine, e.g., "#clasp" denotes the total amount of calls to clasp. The last two columns, namely "#sota" and "#sb", report the total amount of calls to the SOTA solver, and to the second best solver -considering the CPU time -, respectively. Looking at Table 4 , we can draw some conclusions about the improvements of performance due to the policy adaptation of me-asp A w.r.t. me-asp. Concerning ts l , we can see that me-asp(ts l ) calls substantially often clasp -with the noticeable exception of 3 times, in which DLV is called -, and me-asp(ts l ) predicts the sota solver 303 times only. Comparing me-asp A (ts l ) with me-asp(ts l ), we can see that the distribution of the calls between the engines is substantially different. The self-adaptive component improves the engine selection by allowing to exploit all the components. This leads me-asp A (ts l ) to predict the sota solver 62 times more than me-asp(ts l ), and to reduce the times in which the second best is predicted. We observe a similar picture for ts n , for which me-asp A (ts n ) predicts the sota solver 125 times more than me-asp(ts n ). As a consequence, me-asp A (ts n ) solves 94 instances more than me-asp(ts n ), as reported in Table 2 . Concerning Beyond NP instances, we confirm a similar picture in the case of ts m , while the behavior seems to be different with ts s . This is why the CPU times elapsed by claspD and DLV are similar, and the second best solver is predicted more often.
On the effect of instance ordering. The results so far presented have been obtained with a lexicographic ordering (w.r.t. the names of the domains and instances as used in the competition) of the encountered instances while using the policy adaption approach. But of course different orderings could lead to different models and therefore the performance of me-asp A may change. Thus, we have performed further experiments by running two more times me-asp A with different random instance orderings. It turns out that, on the one hand, there are cases (e.g., for me-asp A (ts l )) where me-asp A solved a few less instances with the two random orderings (i.e., 10 and 6 instances less, resp.); but, on the other hand, there are cases (e.g., for me-asp A (ts s )) where me-asp A with both random orderings solved more instances (i.e., 3 instances more). Summing up the results, the overall picture is quite stable. Indeed, independently from the ordering employed, both me-asp A (ts l ) and me-asp A (ts n ) solved more instances than the me-asp versions trained with the same models, and all other systems. Improving the implementation. One technological limit of the classic approach consists in the fact that after the first t seconds the predicted solver P s is killed, and if no other solver can solve the instance in t seconds, then P s is run once more for the remaining time. This means that the computation done by P s in the first t seconds is lost. We overcame this limitation by implementing a version of me-asp A , denoted by me-asp A+ , where we "suspend" the execution of P s , that is resumed when no other system can solve the instance at hand. This enhancement removes an overhead that grows with t. In Table 5 and Table 6 we compare the performance of me-asp A+ with me-asp A . As expected, me-asp A+ can solve more instances (results range from 2 to 4 instances more than measp A ) in both NP and Beyond NP instances, and the results are confirmed in all training sets.
Assessment of the adaptive approach
This subsection is devoted to the assessment of me-asp AA , which is an extension of me-asp with the adaptive approach to policy adaptation (see Section 4) .
The implementation of the policy adaptation in me-asp AA , described in the related paragraph of Section 4, sets to t h =t l =10s the increment/decrement of t from one run to another when its value is adapted by the policy, c l =0.75 and c h =0.99. 3 The implementation of me-asp AA is based on me-asp A+ , and thus features the suspension of the predicted solver during retraining.
The performance of me-asp AA is reported in Tables 7 and 8 , that are structured as Tables 2 and 3 of the previous subsection. 4 Analyzing the tables one can notice the benefits of the adaptive approach: me-asp AA solves more instances than me-asp A (resp. me-asp A+ ) on both NP and Beyond NP problems, and for all training sets considered, up to 22 (resp. 19) instances more on NP with Table 7 . Results of me-asp, me-asp AA , and their engines on the NP instances submitted to the 3rd ASP Competition.
training set ts l . This is remarkable considering that me-asp A already performed significantly better than me-asp without policy adaption.
Comparison with the state of the art
For the sake of completeness, we conclude our analysis comparing me-asp A+ and me-asp AA with the state-of-the-art ASP solvers. In Table 9 we report the results of the solvers on NP benchmarks submitted to the System Track of the 3rd ASP Competition. The analysis includes claspfolio, i.e., the winner of the track at the competition on NP instances, and claspD, the winner of the whole System Track of the 3rd ASP Competition. Looking at the table, we can confirm the general picture described above: we can see that, on NP instances, me-asp A+ and me-asp AA solve more instances than claspfolio and claspD, and are very close to me-asp (especially me-asp AA ), which is also reported as reference. Finally, combining these results with the ones reported in Table 3 , it results that both me-asp A+ and me-asp AA outperform claspD also considering all the hard instances (i.e., both NP and Beyond NP instances) of the System Track of the 3rd ASP Competition.
We first remark that this paper is an extended and revised version of [31] . The main improvements are: (i) the introduction of a retraining technique, to update the algorithm selection policy in a multi-engine framework, when it fails to give good prediction, with both the classic and adaptive approaches; (ii) the implementation of these techniques in the me-asp multi-engine solver; (iii) an experimental analysis involving the enhanced system me-asp A and me-asp AA , that proved their effectiveness on (iv) domains on instances that are a superset of the ones in [31] , where the test set is composed of unseen instances. In addition, the related work comparison is extended in this paper, which considers also approaches with policy adaptation in hard problems.
Three main directions have been recently followed for exploiting Machine Learning in ASP solving, possibly including methods for policy adaptation.
Portfolio-based. This approach is implemented in claspfolio [9] , the winner of the 3rd ASP Competition on NP domains. It builds on ideas originally presented in [16, 24] , where it is described the concept of "algorithm portfolio" as a general method for combining existing algorithms into new ones that are preferable to any of the component algorithms. claspfolio works by selecting the most promising clasp internal configuration on the basis of both "static" and "dynamic" features of the input program, the latter being on-line features obtained by running clasp for a given amount of time. The ideas underlying claspfolio are highly related with the papers [48, 42, 16, 38, 15] , where a portfolio-based approach is applied for solving SAT, QSAT, CSP ( [16, 38] ) and planning problems, respectively. A recent paper in ASP that builds on claspfolio is [43] , where the authors present a framework where portfolio and automatic algorithm configuration approaches are combined. An automatic algorithm configuration approach, whose idea is to design methods for automatically tuning and configuring the solver parameters, see, e.g., [19] , is (partly) already employed in claspfolio for choosing the "best" clasp configuration on the basis of the computed features. [17] is another recent paper that deals with the issue of policy adaptation: the ASPeed solver presented automatically selects a scheduling of solvers for minimizing some metrics, the number of overall timeouts being the most important. It is not based on computed features; it relies on a policy for ordering solvers that is computed as a multi-criteria optimization problem provided as an ASP encoding. In [17] , the scheduled solvers are various clasp configurations. Among the other cited papers, we mentioned the approach of cpHydra [38] applied to CSP solving. This approach is not based on building an explicit model of the problem domain, but is based on cases, i.e., descriptions of past examples (problem features and solvers timings) and respective solutions adopted, then enriched with cases arising from testing. Given a test problem, the most similar cases to the present problem description are retrieved with a knn algorithm, setting k=10. Cases are updated when an instance is successfully solved. Differently from our approach, dynamic features are employed. CpHydra also computes a solvers schedule: the simplest among the options presented is similar to our TPE policy, while a more elaborated option employs a constraint program (instead of the ASP program of ASPeed).
Multi-engine. This is the approach followed in [31] , and it is at the basis of this work. Another application of multi-engine techniques to problem solving is [40] , where it is designed, implemented and experimental evaluated a multi-engine QSAT solver. [41] extends [40] by introducing a self-adaptation of the learned selection policies when the approach fails to give a good prediction. The present work imports in multi-engine ASP solving a method for policy adaptation which is similar to one employed in [41] (and [38] above), that allows a fixed amount of time to all the engines and, if all fail, grants all the remaining time (assuming there is time left) to the predicted solver. The nn classifier, used in our paper, was among the classifiers evaluated in [41] , and has other features we already discussed in Section 4, e.g., it is the classification method employed in [29] , which we remind is the first work published on multi-engine ASP solving. However, there are also some relevant differences w.r.t. [41] : (i) a specific set of ASP features to characterize ASP programs, (ii) we only rely on cheap-to-compute (i.e., computable in linear time in the size of the program) features, (iii) we test the performance of the policy adaptation in very corner-case situations in which the training set is composed of few tens (e.g., 22) instances, and (iv) we propose an adaptive policy for determining automatically the time to be granted to engines during retraining. satzilla [48] , i.e., a popular SAT solver that won several prizes in SAT competitions, can act as a multi-engine solver. The differences w.r.t. our work is that satzilla can also compute dynamic features, but do not provide any policy adaption. As a general comment, the advantage of the algorithm portfolio over a multi-engine is that it is possible, by combining algorithms, to reach a performance that is better than the one of the best engine on each instance, which is instead the upper bound for a multi-engine solver. On the other hand, an algorithm portfolio needs internal changes in the code of the engines, while the multi-engine treats the engines as a black-box. No internal modification of engines, even minor, is requested in a multi-engine system,
