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Abstract
While very deep networks can achieve great perfor-
mance, they are ill-suited to applications in resource-
constrained environments. In this paper, we introduce a
novel approach to training a given compact network from
scratch. We propose to expand each linear layer of the com-
pact network into multiple linear layers, without adding any
nonlinearity. As such, the resulting expanded network can
be compressed back to the compact one algebraically, but,
as evidenced by our experiments, consistently outperforms
it. In this context, we introduce several expansion strategies,
together with an initialization scheme, and demonstrate the
benefits of our ExpandNets on several tasks, including im-
age classification on ImageNet, object detection on PAS-
CAL VOC, and semantic segmentation on Cityscapes.
1. Introduction
With the growing availability of large-scale datasets
and advanced computational resources, deep learning has
achieved tremendous success in a variety of computer vi-
sion tasks, such as image classification [22, 15], object de-
tection [35, 33, 32] and semantic segmentation [27, 38].
Over the past few years, “Wider and deeper are better”
has become the rule of thumb to design network architec-
tures [43, 44, 15, 18]. This trend, however, raises memory-
and computation-related challenges, especially in the con-
text of constrained environments, such as embedded plat-
forms.
Deep and wide networks are well-known to be over-
parametrized, and thus a compact network, both shallow
and thin, should often be sufficient. Unfortunately, compact
networks are notoriously hard to train from scratch. As a
consequence, designing strategies to train a given compact
network has emerged as an increasingly popular research
direction. Currently, one of the most popular strategies con-
sists of transferring the knowledge of a deep teacher net-
work to the compact one of interest [16, 37, 50, 52, 30].
In this paper, we introduce an alternative approach
to training compact neural networks, complementary to
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Figure 1. ExpandNets. We study three strategies to linearly ex-
pand a compact network. The resulting expanded network can
be compressed back to the compact one algebraically, and consis-
tently outperforms training the compact network from scratch.
knowledge transfer. To this end, building upon the theory
showing that network over-parametrization improves both
optimization and generalization [5, 53, 34, 1, 2], we pro-
pose to increase the number of parameters of a given com-
pact network by incorporating additional layers. However,
instead of separating every two layers with a nonlinearity,
as commonly done in most of the deep learning literature,
we advocate introducing consecutive linear layers. In other
words, we expand each linear layer of a compact network
into a succession of multiple linear layers, without any non-
linearity in between. Since consecutive linear layers are
equivalent to a single one [42], such an expanded network,
or ExpandNet, can be algebraically compressed back to the
original compact network without any information loss.
While purely linear networks, made of successive lin-
ear layers, have been studied in [6, 42, 21, 23, 54, 5], the
focus of this research has been mostly confined to networks
without any nonlinearities, evidencing the benefits of the re-
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sulting over-parametrization on convergence speed and on
the loss landscape. By contrast, here, we show that such
an over-parametrization can be exploited to improve train-
ing of practical, nonlinear compact networks, thus allowing
them to achieve better performance on several tasks. Fur-
thermore, while existing research on purely linear networks
has been restricted to fully-connected layers, we investigate
the use of linear expansion in the context of convolutional
networks. Specifically, as illustrated by Figure 1, we intro-
duce three ways to expand a compact network: (i) replacing
a fully-connected layer with multiple ones; (ii) replacing a
k× k convolution by three convolutional layers with kernel
size 1×1, k×k and 1×1, respectively; and (iii) replacing a
k×k convolution with k > 3 by multiple 3×3 convolutions.
Our experiments demonstrate that expanding convolutions,
which has not been done before, is key to obtaining more
effective compact networks.
Furthermore, we introduce a natural initialization strat-
egy for our ExpandNets. Specifically, an ExpandNet has a
nonlinear counterpart, with an identical number of param-
eters, obtained by adding nonlinearity between every two
consecutive linear layers. We therefore propose to directly
transfer the weights of this nonlinear model to the Expand-
Net for initialization. We show that this yields a further
performance boost for the resulting compact network.
In short, our contributions are (i) a novel approach to
training given compact, nonlinear networks by expanding
their linear layers; (ii) two strategies to expand convolu-
tional layers; and (iii) an effective initialization scheme for
the resulting ExpandNets. We demonstrate the benefits of
our approach on several tasks, including image classifica-
tion on ImageNet, object detection on PASCAL VOC and
image segmentation on Cityscapes. Our ExpandNets con-
sistently outperform the corresponding compact networks.
We will make our code publicly available.
2. Related Work
Very deep neural networks currently constitute the state
of the art for many computer vision tasks. These networks,
however, are known to be heavily over-parametrized, and
making them smaller would facilitate their use in resource-
constrained environments, such as embedded platforms. As
a consequence, much research has recently been devoted to
developing more compact architectures.
Network compression constitutes one of the most popu-
lar trends in this area. In essence, it aims to reduce the size
of a pre-trained very deep network while losing as little ac-
curacy as possible, or even none at all. In this context, exist-
ing approaches can be roughly grouped into two categories:
(i) parameter pruning and sharing [25, 13, 9, 28, 31, 46, 7],
which aims to remove the least informative parameters;
and (ii) low-rank factorization [10, 40, 24, 20, 26], which
uses decomposition techniques to reduce the size of the pa-
rameter matrix/tensor in each layer. While compression is
typically performed as a post-processing step, it has been
shown that incorporating it during training could be benefi-
cial [3, 4, 47, 48]. In any event, even though network com-
pression indeed produces networks that are smaller than the
original ones, it does not provide one with the flexibility of
designing a network with a specific architecture and of a
specific size. Furthermore, it often produces networks that
are much larger than the ones we consider here, e.g., com-
pressed networks with O(1M) parameters vs O(10K) for
the SmallNets used in our experiments.
In a parallel line of research, several works have pro-
posed design strategies to reduce a network’s number of
parameters [49, 45, 17, 36, 41]. Again, while more com-
pact networks can indeed be developed with these mecha-
nisms, they impose constraints on the network architecture,
and thus do not allow one to simply train a given compact
network. Furthermore, as shown by our experiments, our
approach is complementary to these works. For example,
we can improve the results of MobileNetV2 [41] by train-
ing it using our expansion strategy.
Here, in contrast to the above-mentioned literature on
compact networks, we seek to train a given compact net-
work with an arbitrary architecture. This is also the task ad-
dressed by knowledge transfer approaches. To achieve this,
existing methods leverage the availability of a pre-trained
very deep teacher network. In [16], this is done by defin-
ing soft labels from the logits of the teacher;in [37], [52]
and [51] by transferring intermediate representations, atten-
tion maps and Gram matrices, respectively, from the teacher
to the compact network; in [30] by aligning the feature dis-
tributions of the deep and compact networks.
In this paper, we introduce an alternative strategy to train
compact networks, complementary to knowledge transfer.
Inspired by the theory showing that over-parametrization
helps training [5, 53, 34, 1, 2], we propose to expand each
linear layer in a given compact network into a succession
of multiple linear layers. Our experiments evidence that
training such expanded networks, which can then be com-
pressed back algebraically, yields better results than training
the original compact networks, thus empirically confirming
the benefits of over-parametrization.
Note that linearly over-parametrized neural networks
have been investigated both in the early neural network
days [6] and more recently [42, 21, 23, 54, 5]. These
methods, however, typically study purely linear networks,
with a focus on the convergence behavior of training in this
linear regime. For example, [5] showed that linear over-
parametrization modifies the gradient updates in a unique
way that speeds up convergence. Here, we propose to ex-
ploit the benefits of linear over-parametrization to improve
the training of compact networks. To this end, in contrast
to the above-mentioned methods which all focus on fully-
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Output Channels: N<latexit sha1_base64="XNXBshwt3l4T52yQmB9PODbkJWk=">AAAB6HicbZC7SgNBFIbPeo3xFrW0GQyCVdi10c6AFlaSgLlAsoTZydlkzOzsM jMrhCVPYGOhSDrxbWztfBsnl0ITfxj4+P9zmHNOkAiujet+Oyura+sbm7mt/PbO7t5+4eCwruNUMayxWMSqGVCNgkusGW4ENhOFNAoENoLB9SRvPKLSPJb3ZpigH9Ge5CFn1FiretcpFN2SOxVZBm8OxavP8fgdACqdwle7G7M0QmmYoFq3PDcxfkaV4UzgKN9ONSaUDWgPWxYljVD72XTQETm1TpeEsb JPGjJ1f3dkNNJ6GAW2MqKmrxeziflf1kpNeOlnXCapQclmH4WpICYmk61JlytkRgwtUKa4nZWwPlWUGXubvD2Ct7jyMtTPS57lqlcs38BMOTiGEzgDDy6gDLdQgRowQHiCF3h1Hpxn580Zz0pXnHnPEfyR8/EDgIuPqw==</latexit><latexit sha1_base64="pN/jh/w7Ycfvfl7h/obJzhXIiPk=">AAAB6HicbZA9SwNBEIbn4leMX1FLm8UgWIU7G1MGtLCSBMwHJEfY28wla/b2j t09IRz5BTYWitj6k+z8N26SKzTxhYWHd2bYmTdIBNfGdb+dwsbm1vZOcbe0t39weFQ+PmnrOFUMWywWseoGVKPgEluGG4HdRCGNAoGdYHIzr3eeUGkeywczTdCP6EjykDNqrNW8H5QrbtVdiKyDl0MFcjUG5a/+MGZphNIwQbXueW5i/Iwqw5nAWamfakwom9AR9ixKGqH2s8WiM3JhnSEJY2WfNGTh/p 7IaKT1NApsZ0TNWK/W5uZ/tV5qwpqfcZmkBiVbfhSmgpiYzK8mQ66QGTG1QJnidlfCxlRRZmw2JRuCt3ryOrSvqp7lplep3+ZxFOEMzuESPLiGOtxBA1rAAOEZXuHNeXRenHfnY9lacPKZU/gj5/MHpj2M0Q==</latexit><latexit sha1_base64="XNXBshwt3l4T52yQmB9PODbkJWk=">AAAB6HicbZC7SgNBFIbPeo3xFrW0GQyCVdi10c6AFlaSgLlAsoTZydlkzOzsM jMrhCVPYGOhSDrxbWztfBsnl0ITfxj4+P9zmHNOkAiujet+Oyura+sbm7mt/PbO7t5+4eCwruNUMayxWMSqGVCNgkusGW4ENhOFNAoENoLB9SRvPKLSPJb3ZpigH9Ge5CFn1FiretcpFN2SOxVZBm8OxavP8fgdACqdwle7G7M0QmmYoFq3PDcxfkaV4UzgKN9ONSaUDWgPWxYljVD72XTQETm1TpeEsb JPGjJ1f3dkNNJ6GAW2MqKmrxeziflf1kpNeOlnXCapQclmH4WpICYmk61JlytkRgwtUKa4nZWwPlWUGXubvD2Ct7jyMtTPS57lqlcs38BMOTiGEzgDDy6gDLdQgRowQHiCF3h1Hpxn580Zz0pXnHnPEfyR8/EDgIuPqw==</latexit><latexit sha1_base64="pN/jh/w7Ycfvfl7h/obJzhXIiPk=">AAAB6HicbZA9SwNBEIbn4leMX1FLm8UgWIU7G1MGtLCSBMwHJEfY28wla/b2j t09IRz5BTYWitj6k+z8N26SKzTxhYWHd2bYmTdIBNfGdb+dwsbm1vZOcbe0t39weFQ+PmnrOFUMWywWseoGVKPgEluGG4HdRCGNAoGdYHIzr3eeUGkeywczTdCP6EjykDNqrNW8H5QrbtVdiKyDl0MFcjUG5a/+MGZphNIwQbXueW5i/Iwqw5nAWamfakwom9AR9ixKGqH2s8WiM3JhnSEJY2WfNGTh/p 7IaKT1NApsZ0TNWK/W5uZ/tV5qwpqfcZmkBiVbfhSmgpiYzK8mQ66QGTG1QJnidlfCxlRRZmw2JRuCt3ryOrSvqp7lplep3+ZxFOEMzuESPLiGOtxBA1rAAOEZXuHNeXRenHfnY9lacPKZU/gj5/MHpj2M0Q==</latexit>
Expand Channels: P<latexit sha1_base64="koQvO5Pw9nVIQgA7T+ov3x09YMs=">AAAB6 XicbZC7SgNBFIbPxluMt6ilzWAQrMKujekMaGEZxVwgWWR2cjYZMju7zMwKYckb2FgoxkrwaWztfBsnl0ITfxj4+P9zmHNOkAiujet+O7mV1bX1j fxmYWt7Z3evuH/Q0HGqGNZZLGLVCqhGwSXWDTcCW4lCGgUCm8HgcpI3H1BpHss7M0zQj2hP8pAzaqx1S2r3xZJbdqciy+DNoXTxOR6/A4Ct/+p0Y5 ZGKA0TVOu25ybGz6gynAkcFTqpxoSyAe1h26KkEWo/m046IifW6ZIwVvZJQ6bu746MRloPo8BWRtT09WI2Mf/L2qkJK37GZZIalGz2UZgKYmIyWZt 0uUJmxNACZYrbWQnrU0WZsccp2CN4iysvQ+Os7Fm+8UrVK5gpD0dwDKfgwTlU4RpqUAcGITzCM7w4A+fJeXXeZqU5Z95zCH/kfPwA2ReP1w==</l atexit><latexit sha1_base64="uV7amWI68MzFv7HE7PGCfJuKmyo=">AAAB6 XicbVDLSgMxFL2pr1pfVZdugkVwVWbc6LKgC5dV7APaQTJppg3NZIbkjlCG/oEbF4q49Y/c+Tem7Sy09UDgcM655N4Tpkpa9LxvUlpb39jcKm9Xd nb39g+qh0dtm2SGixZPVGK6IbNCSS1aKFGJbmoEi0MlOuH4euZ3noSxMtEPOElFELOhlpHkDJ10T5uP1ZpX9+agq8QvSA0KuPxXf5DwLBYauWLW9n wvxSBnBiVXYlrpZ1akjI/ZUPQc1SwWNsjnm07pmVMGNEqMexrpXP09kbPY2kkcumTMcGSXvZn4n9fLMLoKcqnTDIXmi4+iTFFM6OxsOpBGcFQTRxg 30u1K+YgZxtGVU3El+Msnr5L2Rd13/M6vNW6KOspwAqdwDj5cQgNuoQkt4BDBM7zCGxmTF/JOPhbREilmjuEPyOcP/smM/Q==</latexit><latexit sha1_base64="koQvO5Pw9nVIQgA7T+ov3x09YMs=">AAAB6 XicbZC7SgNBFIbPxluMt6ilzWAQrMKujekMaGEZxVwgWWR2cjYZMju7zMwKYckb2FgoxkrwaWztfBsnl0ITfxj4+P9zmHNOkAiujet+O7mV1bX1j fxmYWt7Z3evuH/Q0HGqGNZZLGLVCqhGwSXWDTcCW4lCGgUCm8HgcpI3H1BpHss7M0zQj2hP8pAzaqx1S2r3xZJbdqciy+DNoXTxOR6/A4Ct/+p0Y5 ZGKA0TVOu25ybGz6gynAkcFTqpxoSyAe1h26KkEWo/m046IifW6ZIwVvZJQ6bu746MRloPo8BWRtT09WI2Mf/L2qkJK37GZZIalGz2UZgKYmIyWZt 0uUJmxNACZYrbWQnrU0WZsccp2CN4iysvQ+Os7Fm+8UrVK5gpD0dwDKfgwTlU4RpqUAcGITzCM7w4A+fJeXXeZqU5Z95zCH/kfPwA2ReP1w==</l atexit><latexit sha1_base64="uV7amWI68MzFv7HE7PGCfJuKmyo=">AAAB6 XicbVDLSgMxFL2pr1pfVZdugkVwVWbc6LKgC5dV7APaQTJppg3NZIbkjlCG/oEbF4q49Y/c+Tem7Sy09UDgcM655N4Tpkpa9LxvUlpb39jcKm9Xd nb39g+qh0dtm2SGixZPVGK6IbNCSS1aKFGJbmoEi0MlOuH4euZ3noSxMtEPOElFELOhlpHkDJ10T5uP1ZpX9+agq8QvSA0KuPxXf5DwLBYauWLW9n wvxSBnBiVXYlrpZ1akjI/ZUPQc1SwWNsjnm07pmVMGNEqMexrpXP09kbPY2kkcumTMcGSXvZn4n9fLMLoKcqnTDIXmi4+iTFFM6OxsOpBGcFQTRxg 30u1K+YgZxtGVU3El+Msnr5L2Rd13/M6vNW6KOspwAqdwDj5cQgNuoQkt4BDBM7zCGxmTF/JOPhbREilmjuEPyOcP/smM/Q==</latexit>
Input 
Channels: M<latexit sha1_base64="d1lHh/8F3cKAu35LPp/gcWI2MFc=">AAAB6 HicbZC7SgNBFIbPeo3xFrW0GQyCVdi10c6AFjZCAuYCyRJmJ2eTMbOzy8ysEJY8gY2FIunEt7G1822cXApN/GHg4//PYc45QSK4Nq777aysrq1vb Oa28ts7u3v7hYPDuo5TxbDGYhGrZkA1Ci6xZrgR2EwU0igQ2AgG15O88YhK81jem2GCfkR7koecUWOt6l2nUHRL7lRkGbw5FK8+x+N3AKh0Cl/tbs zSCKVhgmrd8tzE+BlVhjOBo3w71ZhQNqA9bFmUNELtZ9NBR+TUOl0Sxso+acjU/d2R0UjrYRTYyoiavl7MJuZ/WSs14aWfcZmkBiWbfRSmgpiYTLY mXa6QGTG0QJnidlbC+lRRZuxt8vYI3uLKy1A/L3mWq16xfAMz5eAYTuAMPLiAMtxCBWrAAOEJXuDVeXCenTdnPCtdceY9R/BHzscPfwePqg==</l atexit><latexit sha1_base64="mfcclLna2bUoGTBOgd2UiPPisag=">AAAB6 HicbZA9SwNBEIbn4leMX1FLm8UgWIU7G1MGtLAREjAfkBxhbzOXrNnbO3b3hHDkF9hYKGLrT7Lz37hJrtDEFxYe3plhZ94gEVwb1/12ChubW9s7x d3S3v7B4VH5+KSt41QxbLFYxKobUI2CS2wZbgR2E4U0CgR2gsnNvN55QqV5LB/MNEE/oiPJQ86osVbzflCuuFV3IbIOXg4VyNUYlL/6w5ilEUrDBN W657mJ8TOqDGcCZ6V+qjGhbEJH2LMoaYTazxaLzsiFdYYkjJV90pCF+3sio5HW0yiwnRE1Y71am5v/1XqpCWt+xmWSGpRs+VGYCmJiMr+aDLlCZsT UAmWK210JG1NFmbHZlGwI3urJ69C+qnqWm16lfpvHUYQzOIdL8OAa6nAHDWgBA4RneIU359F5cd6dj2VrwclnTuGPnM8fpLmM0A==</latexit><latexit sha1_base64="d1lHh/8F3cKAu35LPp/gcWI2MFc=">AAAB6 HicbZC7SgNBFIbPeo3xFrW0GQyCVdi10c6AFjZCAuYCyRJmJ2eTMbOzy8ysEJY8gY2FIunEt7G1822cXApN/GHg4//PYc45QSK4Nq777aysrq1vb Oa28ts7u3v7hYPDuo5TxbDGYhGrZkA1Ci6xZrgR2EwU0igQ2AgG15O88YhK81jem2GCfkR7koecUWOt6l2nUHRL7lRkGbw5FK8+x+N3AKh0Cl/tbs zSCKVhgmrd8tzE+BlVhjOBo3w71ZhQNqA9bFmUNELtZ9NBR+TUOl0Sxso+acjU/d2R0UjrYRTYyoiavl7MJuZ/WSs14aWfcZmkBiWbfRSmgpiYTLY mXa6QGTG0QJnidlbC+lRRZuxt8vYI3uLKy1A/L3mWq16xfAMz5eAYTuAMPLiAMtxCBWrAAOEJXuDVeXCenTdnPCtdceY9R/BHzscPfwePqg==</l atexit><latexit sha1_base64="mfcclLna2bUoGTBOgd2UiPPisag=">AAAB6 HicbZA9SwNBEIbn4leMX1FLm8UgWIU7G1MGtLAREjAfkBxhbzOXrNnbO3b3hHDkF9hYKGLrT7Lz37hJrtDEFxYe3plhZ94gEVwb1/12ChubW9s7x d3S3v7B4VH5+KSt41QxbLFYxKobUI2CS2wZbgR2E4U0CgR2gsnNvN55QqV5LB/MNEE/oiPJQ86osVbzflCuuFV3IbIOXg4VyNUYlL/6w5ilEUrDBN W657mJ8TOqDGcCZ6V+qjGhbEJH2LMoaYTazxaLzsiFdYYkjJV90pCF+3sio5HW0yiwnRE1Y71am5v/1XqpCWt+xmWSGpRs+VGYCmJiMr+aDLlCZsT UAmWK210JG1NFmbHZlGwI3urJ69C+qnqWm16lfpvHUYQzOIdL8OAa6nAHDWgBA4RneIU359F5cd6dj2VrwclnTuGPnM8fpLmM0A==</latexit> …
k
<latexit sha1_base64="zuLMCdm tTCZvV302c8q+85OoPS8=">AAAB63icbZC7SgNBFIbPeo3xFrW0GQyCV di10c6AFpYRzAWSJcxOZpMhc1lmZoWw5BVsLDRiYePD2Nr5MurkUmjiD wMf/38Oc86JEs6M9f1Pb2l5ZXVtPbeR39za3tkt7O3XjEo1oVWiuNKNCB vKmaRVyyynjURTLCJO61H/cpzX76g2TMlbO0hoKHBXspgRbJ0VQf/ru1 0o+iV/IrQIwQyKF++j0SsAVNqFj1ZHkVRQaQnHxjQDP7FhhrVlhNNhvp UammDSx13adCixoCbMJrMO0bFzOihW2j1p0cT93ZFhYcxARK5SYNsz89 nY/C9rpjY+DzMmk9RSSaYfxSlHVqHx4qjDNCWWDxxgopmbFZEe1phYd56 8O0Iwv/Ii1E5LgeOboFi+gqlycAhHcAIBnEEZrqECVSDQg3t4hCdPeA/ es/cyLV3yZj0H8Efe2w82JZHx</latexit><latexit sha1_base64="OMCS8Wc M97jhUZ0q30QXD2ibb6c=">AAAB63icbZBNSwMxEIZn61etX1WPXoJF8 FR2veixoAePFewHtKVk09k2NMkuSVYoS/+CFw+KePUPefPPqGm7B219I fDwzgyZecNEcGN9/9MrrK1vbG4Vt0s7u3v7B+XDo6aJU82wwWIR63ZIDQ qusGG5FdhONFIZCmyF4+tZvfWA2vBY3dtJgj1Jh4pHnFHrrBDGX9/9cs Wv+nORVQhyqECuer/80R3ELJWoLBPUmE7gJ7aXUW05EzgtdVODCWVjOs SOQ0Ulml4233VKzpwzIFGs3VOWzN3fExmVxkxk6DoltSOzXJuZ/9U6qY 2uehlXSWpRscVHUSqIjcnscDLgGpkVEweUae52JWxENWXWxVNyIQTLJ69 C86IaOL4LKrWbPI4inMApnEMAl1CDW6hDAxiM4BGe4cWT3pP36r0tWgt ePnMMf+S9/wBb148X</latexit><latexit sha1_base64="zuLMCdm tTCZvV302c8q+85OoPS8=">AAAB63icbZC7SgNBFIbPeo3xFrW0GQyCV di10c6AFpYRzAWSJcxOZpMhc1lmZoWw5BVsLDRiYePD2Nr5MurkUmjiD wMf/38Oc86JEs6M9f1Pb2l5ZXVtPbeR39za3tkt7O3XjEo1oVWiuNKNCB vKmaRVyyynjURTLCJO61H/cpzX76g2TMlbO0hoKHBXspgRbJ0VQf/ru1 0o+iV/IrQIwQyKF++j0SsAVNqFj1ZHkVRQaQnHxjQDP7FhhrVlhNNhvp UammDSx13adCixoCbMJrMO0bFzOihW2j1p0cT93ZFhYcxARK5SYNsz89 nY/C9rpjY+DzMmk9RSSaYfxSlHVqHx4qjDNCWWDxxgopmbFZEe1phYd56 8O0Iwv/Ii1E5LgeOboFi+gqlycAhHcAIBnEEZrqECVSDQg3t4hCdPeA/ es/cyLV3yZj0H8Efe2w82JZHx</latexit><latexit sha1_base64="OMCS8Wc M97jhUZ0q30QXD2ibb6c=">AAAB63icbZBNSwMxEIZn61etX1WPXoJF8 FR2veixoAePFewHtKVk09k2NMkuSVYoS/+CFw+KePUPefPPqGm7B219I fDwzgyZecNEcGN9/9MrrK1vbG4Vt0s7u3v7B+XDo6aJU82wwWIR63ZIDQ qusGG5FdhONFIZCmyF4+tZvfWA2vBY3dtJgj1Jh4pHnFHrrBDGX9/9cs Wv+nORVQhyqECuer/80R3ELJWoLBPUmE7gJ7aXUW05EzgtdVODCWVjOs SOQ0Ulml4233VKzpwzIFGs3VOWzN3fExmVxkxk6DoltSOzXJuZ/9U6qY 2uehlXSWpRscVHUSqIjcnscDLgGpkVEweUae52JWxENWXWxVNyIQTLJ69 C86IaOL4LKrWbPI4inMApnEMAl1CDW6hDAxiM4BGe4cWT3pP36r0tWgt ePnMMf+S9/wBb148X</latexit>
…
Expand Channels: Q
<latexit sha1_base64="Vju8q2WOolUFHoReO4nLG4gTXkU=">AAAB6 HicbZC7SgNBFIbPxluMt6ilhYNBsAq7NlpYBLSwTMBcIFnC7ORsMmZ2dpmZFcISsLexUMTWR7LzEXwLJ5dCE38Y+Pj/c5hzTpAIro3rfjm5ldW19 Y38ZmFre2d3r7h/0NBxqhjWWSxi1QqoRsEl1g03AluJQhoFApvB8HqSNx9QaR7LOzNK0I9oX/KQM2qsVat1iyW37E5FlsGbQ6ly/H31CADVbvGz04 tZGqE0TFCt256bGD+jynAmcFzopBoTyoa0j22Lkkao/Ww66JicWqdHwljZJw2Zur87MhppPYoCWxlRM9CL2cT8L2unJrz0My6T1KBks4/CVBATk8n WpMcVMiNGFihT3M5K2IAqyoy9TcEewVtceRka52XPcs0rVW5gpjwcwQmcgQcXUIFbqEIdGCA8wQu8OvfOs/PmvM9Kc8685xD+yPn4AWPBjtg=</l atexit><latexit sha1_base64="pHcyKZd8TO4Kvh6awtJFIRghENQ=">AAAB6 HicbZBNT8JAEIan+IX4hXr0spGYeCKtFz2S6MEjJBZIoCHbZQor222zuzUhDb/AiweN8epP8ua/cYEeFHyTTZ68M5OdecNUcG1c99spbWxube+Ud yt7+weHR9Xjk7ZOMsXQZ4lIVDekGgWX6BtuBHZThTQOBXbCye283nlCpXkiH8w0xSCmI8kjzqixVqs1qNbcursQWQevgBoUag6qX/1hwrIYpWGCat 3z3NQEOVWGM4GzSj/TmFI2oSPsWZQ0Rh3ki0Vn5MI6QxIlyj5pyML9PZHTWOtpHNrOmJqxXq3Nzf9qvcxEN0HOZZoZlGz5UZQJYhIyv5oMuUJmxNQ CZYrbXQkbU0WZsdlUbAje6snr0L6qe5ZbXq1xV8RRhjM4h0vw4BoacA9N8IEBwjO8wpvz6Lw4787HsrXkFDOn8EfO5w+qyYzU</latexit><latexit sha1_base64="Vju8q2WOolUFHoReO4nLG4gTXkU=">AAAB6 HicbZC7SgNBFIbPxluMt6ilhYNBsAq7NlpYBLSwTMBcIFnC7ORsMmZ2dpmZFcISsLexUMTWR7LzEXwLJ5dCE38Y+Pj/c5hzTpAIro3rfjm5ldW19 Y38ZmFre2d3r7h/0NBxqhjWWSxi1QqoRsEl1g03AluJQhoFApvB8HqSNx9QaR7LOzNK0I9oX/KQM2qsVat1iyW37E5FlsGbQ6ly/H31CADVbvGz04 tZGqE0TFCt256bGD+jynAmcFzopBoTyoa0j22Lkkao/Ww66JicWqdHwljZJw2Zur87MhppPYoCWxlRM9CL2cT8L2unJrz0My6T1KBks4/CVBATk8n WpMcVMiNGFihT3M5K2IAqyoy9TcEewVtceRka52XPcs0rVW5gpjwcwQmcgQcXUIFbqEIdGCA8wQu8OvfOs/PmvM9Kc8685xD+yPn4AWPBjtg=</l atexit><latexit sha1_base64="pHcyKZd8TO4Kvh6awtJFIRghENQ=">AAAB6 HicbZBNT8JAEIan+IX4hXr0spGYeCKtFz2S6MEjJBZIoCHbZQor222zuzUhDb/AiweN8epP8ua/cYEeFHyTTZ68M5OdecNUcG1c99spbWxube+Ud yt7+weHR9Xjk7ZOMsXQZ4lIVDekGgWX6BtuBHZThTQOBXbCye283nlCpXkiH8w0xSCmI8kjzqixVqs1qNbcursQWQevgBoUag6qX/1hwrIYpWGCat 3z3NQEOVWGM4GzSj/TmFI2oSPsWZQ0Rh3ki0Vn5MI6QxIlyj5pyML9PZHTWOtpHNrOmJqxXq3Nzf9qvcxEN0HOZZoZlGz5UZQJYhIyv5oMuUJmxNQ CZYrbXQkbU0WZsdlUbAje6snr0L6qe5ZbXq1xV8RRhjM4h0vw4BoacA9N8IEBwjO8wpvz6Lw4787HsrXkFDOn8EfO5w+qyYzU</latexit>
Expand 
Channels: P<latexit sha1_base64="koQvO5P w9nVIQgA7T+ov3x09YMs=">AAAB6XicbZC7SgNBFIbPxluMt6ilzWAQr MKujekMaGEZxVwgWWR2cjYZMju7zMwKYckb2FgoxkrwaWztfBsnl0ITf xj4+P9zmHNOkAiujet+O7mV1bX1jfxmYWt7Z3evuH/Q0HGqGNZZLGLVCq hGwSXWDTcCW4lCGgUCm8HgcpI3H1BpHss7M0zQj2hP8pAzaqx1S2r3xZ Jbdqciy+DNoXTxOR6/A4Ct/+p0Y5ZGKA0TVOu25ybGz6gynAkcFTqpxo SyAe1h26KkEWo/m046IifW6ZIwVvZJQ6bu746MRloPo8BWRtT09WI2Mf /L2qkJK37GZZIalGz2UZgKYmIyWZt0uUJmxNACZYrbWQnrU0WZsccp2CN 4iysvQ+Os7Fm+8UrVK5gpD0dwDKfgwTlU4RpqUAcGITzCM7w4A+fJeXX eZqU5Z95zCH/kfPwA2ReP1w==</latexit><latexit sha1_base64="uV7amWI 68MzFv7HE7PGCfJuKmyo=">AAAB6XicbVDLSgMxFL2pr1pfVZdugkVwV Wbc6LKgC5dV7APaQTJppg3NZIbkjlCG/oEbF4q49Y/c+Tem7Sy09UDgc M655N4Tpkpa9LxvUlpb39jcKm9Xdnb39g+qh0dtm2SGixZPVGK6IbNCSS 1aKFGJbmoEi0MlOuH4euZ3noSxMtEPOElFELOhlpHkDJ10T5uP1ZpX9+ agq8QvSA0KuPxXf5DwLBYauWLW9nwvxSBnBiVXYlrpZ1akjI/ZUPQc1S wWNsjnm07pmVMGNEqMexrpXP09kbPY2kkcumTMcGSXvZn4n9fLMLoKcq nTDIXmi4+iTFFM6OxsOpBGcFQTRxg30u1K+YgZxtGVU3El+Msnr5L2Rd1 3/M6vNW6KOspwAqdwDj5cQgNuoQkt4BDBM7zCGxmTF/JOPhbREilmjuE PyOcP/smM/Q==</latexit><latexit sha1_base64="koQvO5P w9nVIQgA7T+ov3x09YMs=">AAAB6XicbZC7SgNBFIbPxluMt6ilzWAQr MKujekMaGEZxVwgWWR2cjYZMju7zMwKYckb2FgoxkrwaWztfBsnl0ITf xj4+P9zmHNOkAiujet+O7mV1bX1jfxmYWt7Z3evuH/Q0HGqGNZZLGLVCq hGwSXWDTcCW4lCGgUCm8HgcpI3H1BpHss7M0zQj2hP8pAzaqx1S2r3xZ Jbdqciy+DNoXTxOR6/A4Ct/+p0Y5ZGKA0TVOu25ybGz6gynAkcFTqpxo SyAe1h26KkEWo/m046IifW6ZIwVvZJQ6bu746MRloPo8BWRtT09WI2Mf /L2qkJK37GZZIalGz2UZgKYmIyWZt0uUJmxNACZYrbWQnrU0WZsccp2CN 4iysvQ+Os7Fm+8UrVK5gpD0dwDKfgwTlU4RpqUAcGITzCM7w4A+fJeXX eZqU5Z95zCH/kfPwA2ReP1w==</latexit><latexit sha1_base64="uV7amWI 68MzFv7HE7PGCfJuKmyo=">AAAB6XicbVDLSgMxFL2pr1pfVZdugkVwV Wbc6LKgC5dV7APaQTJppg3NZIbkjlCG/oEbF4q49Y/c+Tem7Sy09UDgc M655N4Tpkpa9LxvUlpb39jcKm9Xdnb39g+qh0dtm2SGixZPVGK6IbNCSS 1aKFGJbmoEi0MlOuH4euZ3noSxMtEPOElFELOhlpHkDJ10T5uP1ZpX9+ agq8QvSA0KuPxXf5DwLBYauWLW9nwvxSBnBiVXYlrpZ1akjI/ZUPQc1S wWNsjnm07pmVMGNEqMexrpXP09kbPY2kkcumTMcGSXvZn4n9fLMLoKcq nTDIXmi4+iTFFM6OxsOpBGcFQTRxg30u1K+YgZxtGVU3El+Msnr5L2Rd1 3/M6vNW6KOspwAqdwDj5cQgNuoQkt4BDBM7zCGxmTF/JOPhbREilmjuE PyOcP/smM/Q==</latexit>
k
<latexit sha1_base64="zuLMCdm tTCZvV302c8q+85OoPS8=">AAAB63icbZC7SgNBFIbPeo3xFrW0GQyCV di10c6AFpYRzAWSJcxOZpMhc1lmZoWw5BVsLDRiYePD2Nr5MurkUmjiD wMf/38Oc86JEs6M9f1Pb2l5ZXVtPbeR39za3tkt7O3XjEo1oVWiuNKNCB vKmaRVyyynjURTLCJO61H/cpzX76g2TMlbO0hoKHBXspgRbJ0VQf/ru1 0o+iV/IrQIwQyKF++j0SsAVNqFj1ZHkVRQaQnHxjQDP7FhhrVlhNNhvp UammDSx13adCixoCbMJrMO0bFzOihW2j1p0cT93ZFhYcxARK5SYNsz89 nY/C9rpjY+DzMmk9RSSaYfxSlHVqHx4qjDNCWWDxxgopmbFZEe1phYd56 8O0Iwv/Ii1E5LgeOboFi+gqlycAhHcAIBnEEZrqECVSDQg3t4hCdPeA/ es/cyLV3yZj0H8Efe2w82JZHx</latexit><latexit sha1_base64="OMCS8Wc M97jhUZ0q30QXD2ibb6c=">AAAB63icbZBNSwMxEIZn61etX1WPXoJF8 FR2veixoAePFewHtKVk09k2NMkuSVYoS/+CFw+KePUPefPPqGm7B219I fDwzgyZecNEcGN9/9MrrK1vbG4Vt0s7u3v7B+XDo6aJU82wwWIR63ZIDQ qusGG5FdhONFIZCmyF4+tZvfWA2vBY3dtJgj1Jh4pHnFHrrBDGX9/9cs Wv+nORVQhyqECuer/80R3ELJWoLBPUmE7gJ7aXUW05EzgtdVODCWVjOs SOQ0Ulml4233VKzpwzIFGs3VOWzN3fExmVxkxk6DoltSOzXJuZ/9U6qY 2uehlXSWpRscVHUSqIjcnscDLgGpkVEweUae52JWxENWXWxVNyIQTLJ69 C86IaOL4LKrWbPI4inMApnEMAl1CDW6hDAxiM4BGe4cWT3pP36r0tWgt ePnMMf+S9/wBb148X</latexit><latexit sha1_base64="zuLMCdm tTCZvV302c8q+85OoPS8=">AAAB63icbZC7SgNBFIbPeo3xFrW0GQyCV di10c6AFpYRzAWSJcxOZpMhc1lmZoWw5BVsLDRiYePD2Nr5MurkUmjiD wMf/38Oc86JEs6M9f1Pb2l5ZXVtPbeR39za3tkt7O3XjEo1oVWiuNKNCB vKmaRVyyynjURTLCJO61H/cpzX76g2TMlbO0hoKHBXspgRbJ0VQf/ru1 0o+iV/IrQIwQyKF++j0SsAVNqFj1ZHkVRQaQnHxjQDP7FhhrVlhNNhvp UammDSx13adCixoCbMJrMO0bFzOihW2j1p0cT93ZFhYcxARK5SYNsz89 nY/C9rpjY+DzMmk9RSSaYfxSlHVqHx4qjDNCWWDxxgopmbFZEe1phYd56 8O0Iwv/Ii1E5LgeOboFi+gqlycAhHcAIBnEEZrqECVSDQg3t4hCdPeA/ es/cyLV3yZj0H8Efe2w82JZHx</latexit><latexit sha1_base64="OMCS8Wc M97jhUZ0q30QXD2ibb6c=">AAAB63icbZBNSwMxEIZn61etX1WPXoJF8 FR2veixoAePFewHtKVk09k2NMkuSVYoS/+CFw+KePUPefPPqGm7B219I fDwzgyZecNEcGN9/9MrrK1vbG4Vt0s7u3v7B+XDo6aJU82wwWIR63ZIDQ qusGG5FdhONFIZCmyF4+tZvfWA2vBY3dtJgj1Jh4pHnFHrrBDGX9/9cs Wv+nORVQhyqECuer/80R3ELJWoLBPUmE7gJ7aXUW05EzgtdVODCWVjOs SOQ0Ulml4233VKzpwzIFGs3VOWzN3fExmVxkxk6DoltSOzXJuZ/9U6qY 2uehlXSWpRscVHUSqIjcnscDLgGpkVEweUae52JWxENWXWxVNyIQTLJ69 C86IaOL4LKrWbPI4inMApnEMAl1CDW6hDAxiM4BGe4cWT3pP36r0tWgt ePnMMf+S9/wBb148X</latexit>
Expand 
Channels: Q
<latexit sha1_base64="Vju8q2WOolUFHoReO4nLG4gTXkU=">AAAB6 HicbZC7SgNBFIbPxluMt6ilhYNBsAq7NlpYBLSwTMBcIFnC7ORsMmZ2dpmZFcISsLexUMTWR7LzEXwLJ5dCE38Y+Pj/c5hzTpAIro3rfjm5ldW19 Y38ZmFre2d3r7h/0NBxqhjWWSxi1QqoRsEl1g03AluJQhoFApvB8HqSNx9QaR7LOzNK0I9oX/KQM2qsVat1iyW37E5FlsGbQ6ly/H31CADVbvGz04 tZGqE0TFCt256bGD+jynAmcFzopBoTyoa0j22Lkkao/Ww66JicWqdHwljZJw2Zur87MhppPYoCWxlRM9CL2cT8L2unJrz0My6T1KBks4/CVBATk8n WpMcVMiNGFihT3M5K2IAqyoy9TcEewVtceRka52XPcs0rVW5gpjwcwQmcgQcXUIFbqEIdGCA8wQu8OvfOs/PmvM9Kc8685xD+yPn4AWPBjtg=</l atexit><latexit sha1_base64="pHcyKZd8TO4Kvh6awtJFIRghENQ=">AAAB6 HicbZBNT8JAEIan+IX4hXr0spGYeCKtFz2S6MEjJBZIoCHbZQor222zuzUhDb/AiweN8epP8ua/cYEeFHyTTZ68M5OdecNUcG1c99spbWxube+Ud yt7+weHR9Xjk7ZOMsXQZ4lIVDekGgWX6BtuBHZThTQOBXbCye283nlCpXkiH8w0xSCmI8kjzqixVqs1qNbcursQWQevgBoUag6qX/1hwrIYpWGCat 3z3NQEOVWGM4GzSj/TmFI2oSPsWZQ0Rh3ki0Vn5MI6QxIlyj5pyML9PZHTWOtpHNrOmJqxXq3Nzf9qvcxEN0HOZZoZlGz5UZQJYhIyv5oMuUJmxNQ CZYrbXQkbU0WZsdlUbAje6snr0L6qe5ZbXq1xV8RRhjM4h0vw4BoacA9N8IEBwjO8wpvz6Lw4787HsrXkFDOn8EfO5w+qyYzU</latexit><latexit sha1_base64="Vju8q2WOolUFHoReO4nLG4gTXkU=">AAAB6 HicbZC7SgNBFIbPxluMt6ilhYNBsAq7NlpYBLSwTMBcIFnC7ORsMmZ2dpmZFcISsLexUMTWR7LzEXwLJ5dCE38Y+Pj/c5hzTpAIro3rfjm5ldW19 Y38ZmFre2d3r7h/0NBxqhjWWSxi1QqoRsEl1g03AluJQhoFApvB8HqSNx9QaR7LOzNK0I9oX/KQM2qsVat1iyW37E5FlsGbQ6ly/H31CADVbvGz04 tZGqE0TFCt256bGD+jynAmcFzopBoTyoa0j22Lkkao/Ww66JicWqdHwljZJw2Zur87MhppPYoCWxlRM9CL2cT8L2unJrz0My6T1KBks4/CVBATk8n WpMcVMiNGFihT3M5K2IAqyoy9TcEewVtceRka52XPcs0rVW5gpjwcwQmcgQcXUIFbqEIdGCA8wQu8OvfOs/PmvM9Kc8685xD+yPn4AWPBjtg=</l atexit><latexit sha1_base64="pHcyKZd8TO4Kvh6awtJFIRghENQ=">AAAB6 HicbZBNT8JAEIan+IX4hXr0spGYeCKtFz2S6MEjJBZIoCHbZQor222zuzUhDb/AiweN8epP8ua/cYEeFHyTTZ68M5OdecNUcG1c99spbWxube+Ud yt7+weHR9Xjk7ZOMsXQZ4lIVDekGgWX6BtuBHZThTQOBXbCye283nlCpXkiH8w0xSCmI8kjzqixVqs1qNbcursQWQevgBoUag6qX/1hwrIYpWGCat 3z3NQEOVWGM4GzSj/TmFI2oSPsWZQ0Rh3ki0Vn5MI6QxIlyj5pyML9PZHTWOtpHNrOmJqxXq3Nzf9qvcxEN0HOZZoZlGz5UZQJYhIyv5oMuUJmxNQ CZYrbXQkbU0WZsdlUbAje6snr0L6qe5ZbXq1xV8RRhjM4h0vw4BoacA9N8IEBwjO8wpvz6Lw4787HsrXkFDOn8EfO5w+qyYzU</latexit>
Output Channels: N<latexit sha1_base64="XNXBshwt3l4T52yQmB9PODbkJWk=">AAAB6 HicbZC7SgNBFIbPeo3xFrW0GQyCVdi10c6AFlaSgLlAsoTZydlkzOzsMjMrhCVPYGOhSDrxbWztfBsnl0ITfxj4+P9zmHNOkAiujet+Oyura+sbm 7mt/PbO7t5+4eCwruNUMayxWMSqGVCNgkusGW4ENhOFNAoENoLB9SRvPKLSPJb3ZpigH9Ge5CFn1FiretcpFN2SOxVZBm8OxavP8fgdACqdwle7G7 M0QmmYoFq3PDcxfkaV4UzgKN9ONSaUDWgPWxYljVD72XTQETm1TpeEsbJPGjJ1f3dkNNJ6GAW2MqKmrxeziflf1kpNeOlnXCapQclmH4WpICYmk61 JlytkRgwtUKa4nZWwPlWUGXubvD2Ct7jyMtTPS57lqlcs38BMOTiGEzgDDy6gDLdQgRowQHiCF3h1Hpxn580Zz0pXnHnPEfyR8/EDgIuPqw==</l atexit><latexit sha1_base64="pN/jh/w7Ycfvfl7h/obJzhXIiPk=">AAAB6 HicbZA9SwNBEIbn4leMX1FLm8UgWIU7G1MGtLCSBMwHJEfY28wla/b2jt09IRz5BTYWitj6k+z8N26SKzTxhYWHd2bYmTdIBNfGdb+dwsbm1vZOc be0t39weFQ+PmnrOFUMWywWseoGVKPgEluGG4HdRCGNAoGdYHIzr3eeUGkeywczTdCP6EjykDNqrNW8H5QrbtVdiKyDl0MFcjUG5a/+MGZphNIwQb XueW5i/Iwqw5nAWamfakwom9AR9ixKGqH2s8WiM3JhnSEJY2WfNGTh/p7IaKT1NApsZ0TNWK/W5uZ/tV5qwpqfcZmkBiVbfhSmgpiYzK8mQ66QGTG 1QJnidlfCxlRRZmw2JRuCt3ryOrSvqp7lplep3+ZxFOEMzuESPLiGOtxBA1rAAOEZXuHNeXRenHfnY9lacPKZU/gj5/MHpj2M0Q==</latexit><latexit sha1_base64="XNXBshwt3l4T52yQmB9PODbkJWk=">AAAB6 HicbZC7SgNBFIbPeo3xFrW0GQyCVdi10c6AFlaSgLlAsoTZydlkzOzsMjMrhCVPYGOhSDrxbWztfBsnl0ITfxj4+P9zmHNOkAiujet+Oyura+sbm 7mt/PbO7t5+4eCwruNUMayxWMSqGVCNgkusGW4ENhOFNAoENoLB9SRvPKLSPJb3ZpigH9Ge5CFn1FiretcpFN2SOxVZBm8OxavP8fgdACqdwle7G7 M0QmmYoFq3PDcxfkaV4UzgKN9ONSaUDWgPWxYljVD72XTQETm1TpeEsbJPGjJ1f3dkNNJ6GAW2MqKmrxeziflf1kpNeOlnXCapQclmH4WpICYmk61 JlytkRgwtUKa4nZWwPlWUGXubvD2Ct7jyMtTPS57lqlcs38BMOTiGEzgDDy6gDLdQgRowQHiCF3h1Hpxn580Zz0pXnHnPEfyR8/EDgIuPqw==</l atexit><latexit sha1_base64="pN/jh/w7Ycfvfl7h/obJzhXIiPk=">AAAB6 HicbZA9SwNBEIbn4leMX1FLm8UgWIU7G1MGtLCSBMwHJEfY28wla/b2jt09IRz5BTYWitj6k+z8N26SKzTxhYWHd2bYmTdIBNfGdb+dwsbm1vZOc be0t39weFQ+PmnrOFUMWywWseoGVKPgEluGG4HdRCGNAoGdYHIzr3eeUGkeywczTdCP6EjykDNqrNW8H5QrbtVdiKyDl0MFcjUG5a/+MGZphNIwQb XueW5i/Iwqw5nAWamfakwom9AR9ixKGqH2s8WiM3JhnSEJY2WfNGTh/p7IaKT1NApsZ0TNWK/W5uZ/tV5qwpqfcZmkBiVbfhSmgpiYzK8mQ66QGTG 1QJnidlfCxlRRZmw2JRuCt3ryOrSvqp7lplep3+ZxFOEMzuESPLiGOtxBA1rAAOEZXuHNeXRenHfnY9lacPKZU/gj5/MHpj2M0Q==</latexit>
…
Expand 
Channels: Pi
<latexit sha1_base64="QRRHEPZe+1OLpALYoKpodnpC/NE=">AAAB7HicbZC7SgNBFIbPxluMt6iNYDMYBKuwaxPLgBaWEdwkkCxhdnI2GTI7u 8zMCmHJM9hYKGLrW/gGVna+jZNLoYk/DHz8/znMOSdMBdfGdb+dwtr6xuZWcbu0s7u3f1A+PGrqJFMMfZaIRLVDqlFwib7hRmA7VUjjUGArHF1P89YDKs0TeW/GKQYxHUgecUaNtfxGL+eTXrniVt2ZyCp4C6jUTz4/wKrRK391+wnLYpSGCap1x3NTE+RUGc4ETkrdTGNK2YgOsGNR0hh1kM+GnZBz6/ RJlCj7pCEz93dHTmOtx3FoK2Nqhno5m5r/ZZ3MRFdBzmWaGZRs/lGUCWISMt2c9LlCZsTYAmWK21kJG1JFmbH3KdkjeMsrr0LzsupZvvMq9RuYqwincAYX4EEN6nALDfCBAYdHeIYXRzpPzqvzNi8tOIueY/gj5/0HceyQnA==</latexit><latexit sha1_base64="MZwo7dWBF+3UBb+CPOp6y0XaTT8=">AAAB7HicbZBNS8NAEIYn9avWr6pHL4tF8FQSL3os6MFjBdMW2lA220m7dLMJu xshhP4GLx4U8eoP8ua/cdvmoK0vLDy8M8POvGEquDau++1UNja3tnequ7W9/YPDo/rxSUcnmWLos0QkqhdSjYJL9A03AnupQhqHArvh9HZe7z6h0jyRjyZPMYjpWPKIM2qs5beHBZ8N6w236S5E1sEroQGl2sP612CUsCxGaZigWvc9NzVBQZXhTOCsNsg0ppRN6Rj7FiWNUQfFYtkZubDOiESJsk8asn B/TxQ01jqPQ9sZUzPRq7W5+V+tn5noJii4TDODki0/ijJBTELml5MRV8iMyC1QprjdlbAJVZQZm0/NhuCtnrwOnaumZ/nBa7TuyjiqcAbncAkeXEML7qENPjDg8Ayv8OZI58V5dz6WrRWnnDmFP3I+fwDnyo67</latexit><latexit sha1_base64="QRRHEPZe+1OLpALYoKpodnpC/NE=">AAAB7HicbZC7SgNBFIbPxluMt6iNYDMYBKuwaxPLgBaWEdwkkCxhdnI2GTI7u 8zMCmHJM9hYKGLrW/gGVna+jZNLoYk/DHz8/znMOSdMBdfGdb+dwtr6xuZWcbu0s7u3f1A+PGrqJFMMfZaIRLVDqlFwib7hRmA7VUjjUGArHF1P89YDKs0TeW/GKQYxHUgecUaNtfxGL+eTXrniVt2ZyCp4C6jUTz4/wKrRK391+wnLYpSGCap1x3NTE+RUGc4ETkrdTGNK2YgOsGNR0hh1kM+GnZBz6/ RJlCj7pCEz93dHTmOtx3FoK2Nqhno5m5r/ZZ3MRFdBzmWaGZRs/lGUCWISMt2c9LlCZsTYAmWK21kJG1JFmbH3KdkjeMsrr0LzsupZvvMq9RuYqwincAYX4EEN6nALDfCBAYdHeIYXRzpPzqvzNi8tOIueY/gj5/0HceyQnA==</latexit><latexit sha1_base64="MZwo7dWBF+3UBb+CPOp6y0XaTT8=">AAAB7HicbZBNS8NAEIYn9avWr6pHL4tF8FQSL3os6MFjBdMW2lA220m7dLMJu xshhP4GLx4U8eoP8ua/cdvmoK0vLDy8M8POvGEquDau++1UNja3tnequ7W9/YPDo/rxSUcnmWLos0QkqhdSjYJL9A03AnupQhqHArvh9HZe7z6h0jyRjyZPMYjpWPKIM2qs5beHBZ8N6w236S5E1sEroQGl2sP612CUsCxGaZigWvc9NzVBQZXhTOCsNsg0ppRN6Rj7FiWNUQfFYtkZubDOiESJsk8asn B/TxQ01jqPQ9sZUzPRq7W5+V+tn5noJii4TDODki0/ijJBTELml5MRV8iMyC1QprjdlbAJVZQZm0/NhuCtnrwOnaumZ/nBa7TuyjiqcAbncAkeXEML7qENPjDg8Ayv8OZI58V5dz6WrRWnnDmFP3I+fwDnyo67</latexit>
Output Channels: N<latexit sha1_base64="XNXBshwt3l4T52yQmB9PODbkJWk=">AAAB6HicbZC7SgNBFIbPeo3xFrW0GQyCVdi10c6AFlaSgLlAsoTZydlkzOzsM jMrhCVPYGOhSDrxbWztfBsnl0ITfxj4+P9zmHNOkAiujet+Oyura+sbm7mt/PbO7t5+4eCwruNUMayxWMSqGVCNgkusGW4ENhOFNAoENoLB9SRvPKLSPJb3ZpigH9Ge5CFn1FiretcpFN2SOxVZBm8OxavP8fgdACqdwle7G7M0QmmYoFq3PDcxfkaV4UzgKN9ONSaUDWgPWxYljVD72XTQETm1TpeEsb JPGjJ1f3dkNNJ6GAW2MqKmrxeziflf1kpNeOlnXCapQclmH4WpICYmk61JlytkRgwtUKa4nZWwPlWUGXubvD2Ct7jyMtTPS57lqlcs38BMOTiGEzgDDy6gDLdQgRowQHiCF3h1Hpxn580Zz0pXnHnPEfyR8/EDgIuPqw==</latexit><latexit sha1_base64="pN/jh/w7Ycfvfl7h/obJzhXIiPk=">AAAB6HicbZA9SwNBEIbn4leMX1FLm8UgWIU7G1MGtLCSBMwHJEfY28wla/b2j t09IRz5BTYWitj6k+z8N26SKzTxhYWHd2bYmTdIBNfGdb+dwsbm1vZOcbe0t39weFQ+PmnrOFUMWywWseoGVKPgEluGG4HdRCGNAoGdYHIzr3eeUGkeywczTdCP6EjykDNqrNW8H5QrbtVdiKyDl0MFcjUG5a/+MGZphNIwQbXueW5i/Iwqw5nAWamfakwom9AR9ixKGqH2s8WiM3JhnSEJY2WfNGTh/p 7IaKT1NApsZ0TNWK/W5uZ/tV5qwpqfcZmkBiVbfhSmgpiYzK8mQ66QGTG1QJnidlfCxlRRZmw2JRuCt3ryOrSvqp7lplep3+ZxFOEMzuESPLiGOtxBA1rAAOEZXuHNeXRenHfnY9lacPKZU/gj5/MHpj2M0Q==</latexit><latexit sha1_base64="XNXBshwt3l4T52yQmB9PODbkJWk=">AAAB6HicbZC7SgNBFIbPeo3xFrW0GQyCVdi10c6AFlaSgLlAsoTZydlkzOzsM jMrhCVPYGOhSDrxbWztfBsnl0ITfxj4+P9zmHNOkAiujet+Oyura+sbm7mt/PbO7t5+4eCwruNUMayxWMSqGVCNgkusGW4ENhOFNAoENoLB9SRvPKLSPJb3ZpigH9Ge5CFn1FiretcpFN2SOxVZBm8OxavP8fgdACqdwle7G7M0QmmYoFq3PDcxfkaV4UzgKN9ONSaUDWgPWxYljVD72XTQETm1TpeEsb JPGjJ1f3dkNNJ6GAW2MqKmrxeziflf1kpNeOlnXCapQclmH4WpICYmk61JlytkRgwtUKa4nZWwPlWUGXubvD2Ct7jyMtTPS57lqlcs38BMOTiGEzgDDy6gDLdQgRowQHiCF3h1Hpxn580Zz0pXnHnPEfyR8/EDgIuPqw==</latexit><latexit sha1_base64="pN/jh/w7Ycfvfl7h/obJzhXIiPk=">AAAB6HicbZA9SwNBEIbn4leMX1FLm8UgWIU7G1MGtLCSBMwHJEfY28wla/b2j t09IRz5BTYWitj6k+z8N26SKzTxhYWHd2bYmTdIBNfGdb+dwsbm1vZOcbe0t39weFQ+PmnrOFUMWywWseoGVKPgEluGG4HdRCGNAoGdYHIzr3eeUGkeywczTdCP6EjykDNqrNW8H5QrbtVdiKyDl0MFcjUG5a/+MGZphNIwQbXueW5i/Iwqw5nAWamfakwom9AR9ixKGqH2s8WiM3JhnSEJY2WfNGTh/p 7IaKT1NApsZ0TNWK/W5uZ/tV5qwpqfcZmkBiVbfhSmgpiYzK8mQ66QGTG1QJnidlfCxlRRZmw2JRuCt3ryOrSvqp7lplep3+ZxFOEMzuESPLiGOtxBA1rAAOEZXuHNeXRenHfnY9lacPKZU/gj5/MHpj2M0Q==</latexit>
…
Expand Channels: P2
<latexit sha1_base64="gir02Vt72b3Jjp1aUR9BMxB3fN8=">AAAB7HicbZDNSgMxFIXv+FvrX1VcuQkOgqsy040uK25cVnDaQjuUTJq2oZnMk NwRylDwDdy4UMStL+CbuPNtzLQutPVCyMc5N+TeE6VSGPS8L2dldW19Y7O0Vd7e2d3brxwcNk2SacYDlshEtyNquBSKByhQ8naqOY0jyVvR+LrwW/dcG5GoO5ykPIzpUImBYBStFDR6eW3aq7he1ZsVWQb/B9z68Yf7AACNXuWz209YFnOFTFJjOr6XYphTjYJJPi13M8NTysZ0yDsWFY25CfPZsFNyZp U+GSTaHoVkpv5+kdPYmEkc2c6Y4sgseoX4n9fJcHAZ5kKlGXLF5h8NMkkwIcXmpC80ZygnFijTws5K2IhqytDmU7Yh+IsrL0OzVvUt3/pu/arIwlYJTuAUzsGHC6jDDTQgAAYCHuEZXhzlPDmvztu8dcWZ33AEf8p5/wb5/pCs</latexit><latexit sha1_base64="LyufbeNNRkWip/uGVolOMA/J/oY=">AAAB7HicbZBNS8NAEIYn9avWr6pHL4tF8FSSXvRY8eIxgmkLbSib7aZdutmE3 YlQQsF/4MWDIl79Qd78N24/Dtr6wsLDO7PMzBtlUhh03W+ntLG5tb1T3q3s7R8cHlWPT1omzTXjAUtlqjsRNVwKxQMUKHkn05wmkeTtaHw7q7cfuTYiVQ84yXiY0KESsWAUrRX4/aIx7Vdrbt2di6yDt4QaLOX3q1+9QcryhCtkkhrT9dwMw4JqFEzyaaWXG55RNqZD3rWoaMJNWMyXnZIL6wxInGr7FJ K5+/tHQRNjJklkOxOKI7Nam5n/1bo5xtdhIVSWI1dsMSjOJcGUzC4nA6E5QzmxQJkWdlfCRlRThjafig3BWz15HVqNumf53qs1b54WcZThDM7hEjy4gibcgQ8BMBDwDK/w5ijnxXl3PhatJWcZ4Sn8kfP5A7lQjwE=</latexit><latexit sha1_base64="gir02Vt72b3Jjp1aUR9BMxB3fN8=">AAAB7HicbZDNSgMxFIXv+FvrX1VcuQkOgqsy040uK25cVnDaQjuUTJq2oZnMk NwRylDwDdy4UMStL+CbuPNtzLQutPVCyMc5N+TeE6VSGPS8L2dldW19Y7O0Vd7e2d3brxwcNk2SacYDlshEtyNquBSKByhQ8naqOY0jyVvR+LrwW/dcG5GoO5ykPIzpUImBYBStFDR6eW3aq7he1ZsVWQb/B9z68Yf7AACNXuWz209YFnOFTFJjOr6XYphTjYJJPi13M8NTysZ0yDsWFY25CfPZsFNyZp U+GSTaHoVkpv5+kdPYmEkc2c6Y4sgseoX4n9fJcHAZ5kKlGXLF5h8NMkkwIcXmpC80ZygnFijTws5K2IhqytDmU7Yh+IsrL0OzVvUt3/pu/arIwlYJTuAUzsGHC6jDDTQgAAYCHuEZXhzlPDmvztu8dcWZ33AEf8p5/wb5/pCs</latexit><latexit sha1_base64="LyufbeNNRkWip/uGVolOMA/J/oY=">AAAB7HicbZBNS8NAEIYn9avWr6pHL4tF8FSSXvRY8eIxgmkLbSib7aZdutmE3 YlQQsF/4MWDIl79Qd78N24/Dtr6wsLDO7PMzBtlUhh03W+ntLG5tb1T3q3s7R8cHlWPT1omzTXjAUtlqjsRNVwKxQMUKHkn05wmkeTtaHw7q7cfuTYiVQ84yXiY0KESsWAUrRX4/aIx7Vdrbt2di6yDt4QaLOX3q1+9QcryhCtkkhrT9dwMw4JqFEzyaaWXG55RNqZD3rWoaMJNWMyXnZIL6wxInGr7FJ K5+/tHQRNjJklkOxOKI7Nam5n/1bo5xtdhIVSWI1dsMSjOJcGUzC4nA6E5QzmxQJkWdlfCRlRThjafig3BWz15HVqNumf53qs1b54WcZThDM7hEjy4gibcgQ8BMBDwDK/w5ijnxXl3PhatJWcZ4Sn8kfP5A7lQjwE=</latexit>
Expand 
Channels: P1
<latexit sha1_base64="oXsd0m1A7vWI2MLn/Fs7KLs0Kl8=">AAAB7HicbZDNSgMxFIXv1L9a/6riyk1wEFyVGTe6rLhxWcFpC+1QMmnahmYyQ 3JHKEPBN3DjQhG3voBv4s63MdO60NYLIR/n3JB7T5RKYdDzvpzSyura+kZ5s7K1vbO7V90/aJok04wHLJGJbkfUcCkUD1Cg5O1UcxpHkrei8XXht+65NiJRdzhJeRjToRIDwShaKWj0cn/aq7pezZsVWQb/B9z60Yf7AACNXvWz209YFnOFTFJjOr6XYphTjYJJPq10M8NTysZ0yDsWFY25CfPZsFNyap U+GSTaHoVkpv5+kdPYmEkc2c6Y4sgseoX4n9fJcHAZ5kKlGXLF5h8NMkkwIcXmpC80ZygnFijTws5K2IhqytDmU7Eh+IsrL0PzvOZbvvXd+lWRha0yHMMJnIEPF1CHG2hAAAwEPMIzvDjKeXJenbd5a8mZ33AIf8p5/wb4eZCr</latexit><latexit sha1_base64="cN2dsaqBhLn4ytvp0shbN+R24Xs=">AAAB7HicbZBNSwMxEIZn61etX1WPXoJF8FR2veix4sVjBbcV2qVk02wbmmSXZ FYoS8F/4MWDIl79Qd78N6YfB219IfDwzoSZeeNMCou+/+2V1tY3NrfK25Wd3b39g+rhUcumuWE8ZKlMzUNMLZdC8xAFSv6QGU5VLHk7Ht1M6+1HbqxI9T2OMx4pOtAiEYyis8JmrwgmvWrNr/szkVUIFlCDhZq96le3n7JccY1MUms7gZ9hVFCDgkk+qXRzyzPKRnTAOw41VdxGxWzZCTlzTp8kqXFPI5 m5v38UVFk7VrHrVBSHdrk2Nf+rdXJMrqJC6CxHrtl8UJJLgimZXk76wnCGcuyAMiPcroQNqaEMXT4VF0KwfPIqtC7qgeO7oNa4fprHUYYTOIVzCOASGnALTQiBgYBneIU3T3sv3rv3MW8teYsIj+GPvM8ft8uPAA==</latexit><latexit sha1_base64="oXsd0m1A7vWI2MLn/Fs7KLs0Kl8=">AAAB7HicbZDNSgMxFIXv1L9a/6riyk1wEFyVGTe6rLhxWcFpC+1QMmnahmYyQ 3JHKEPBN3DjQhG3voBv4s63MdO60NYLIR/n3JB7T5RKYdDzvpzSyura+kZ5s7K1vbO7V90/aJok04wHLJGJbkfUcCkUD1Cg5O1UcxpHkrei8XXht+65NiJRdzhJeRjToRIDwShaKWj0cn/aq7pezZsVWQb/B9z60Yf7AACNXvWz209YFnOFTFJjOr6XYphTjYJJPq10M8NTysZ0yDsWFY25CfPZsFNyap U+GSTaHoVkpv5+kdPYmEkc2c6Y4sgseoX4n9fJcHAZ5kKlGXLF5h8NMkkwIcXmpC80ZygnFijTws5K2IhqytDmU7Eh+IsrL0PzvOZbvvXd+lWRha0yHMMJnIEPF1CHG2hAAAwEPMIzvDjKeXJenbd5a8mZ33AIf8p5/wb4eZCr</latexit><latexit sha1_base64="cN2dsaqBhLn4ytvp0shbN+R24Xs=">AAAB7HicbZBNSwMxEIZn61etX1WPXoJF8FR2veix4sVjBbcV2qVk02wbmmSXZ FYoS8F/4MWDIl79Qd78N6YfB219IfDwzoSZeeNMCou+/+2V1tY3NrfK25Wd3b39g+rhUcumuWE8ZKlMzUNMLZdC8xAFSv6QGU5VLHk7Ht1M6+1HbqxI9T2OMx4pOtAiEYyis8JmrwgmvWrNr/szkVUIFlCDhZq96le3n7JccY1MUms7gZ9hVFCDgkk+qXRzyzPKRnTAOw41VdxGxWzZCTlzTp8kqXFPI5 m5v38UVFk7VrHrVBSHdrk2Nf+rdXJMrqJC6CxHrtl8UJJLgimZXk76wnCGcuyAMiPcroQNqaEMXT4VF0KwfPIqtC7qgeO7oNa4fprHUYYTOIVzCOASGnALTQiBgYBneIU3T3sv3rv3MW8teYsIj+GPvM8ft8uPAA==</latexit>
…
Expand Channels: P1
<latexit sha1_base64="oXsd0m1A7vWI2MLn/Fs7KLs0Kl8=">AAAB7HicbZDNSgMxFIXv1L9a/6riyk1wEFyVGTe6rLhxWcFpC+1QMmnahmYyQ 3JHKEPBN3DjQhG3voBv4s63MdO60NYLIR/n3JB7T5RKYdDzvpzSyura+kZ5s7K1vbO7V90/aJok04wHLJGJbkfUcCkUD1Cg5O1UcxpHkrei8XXht+65NiJRdzhJeRjToRIDwShaKWj0cn/aq7pezZsVWQb/B9z60Yf7AACNXvWz209YFnOFTFJjOr6XYphTjYJJPq10M8NTysZ0yDsWFY25CfPZsFNyap U+GSTaHoVkpv5+kdPYmEkc2c6Y4sgseoX4n9fJcHAZ5kKlGXLF5h8NMkkwIcXmpC80ZygnFijTws5K2IhqytDmU7Eh+IsrL0PzvOZbvvXd+lWRha0yHMMJnIEPF1CHG2hAAAwEPMIzvDjKeXJenbd5a8mZ33AIf8p5/wb4eZCr</latexit><latexit sha1_base64="cN2dsaqBhLn4ytvp0shbN+R24Xs=">AAAB7HicbZBNSwMxEIZn61etX1WPXoJF8FR2veix4sVjBbcV2qVk02wbmmSXZ FYoS8F/4MWDIl79Qd78N6YfB219IfDwzoSZeeNMCou+/+2V1tY3NrfK25Wd3b39g+rhUcumuWE8ZKlMzUNMLZdC8xAFSv6QGU5VLHk7Ht1M6+1HbqxI9T2OMx4pOtAiEYyis8JmrwgmvWrNr/szkVUIFlCDhZq96le3n7JccY1MUms7gZ9hVFCDgkk+qXRzyzPKRnTAOw41VdxGxWzZCTlzTp8kqXFPI5 m5v38UVFk7VrHrVBSHdrk2Nf+rdXJMrqJC6CxHrtl8UJJLgimZXk76wnCGcuyAMiPcroQNqaEMXT4VF0KwfPIqtC7qgeO7oNa4fprHUYYTOIVzCOASGnALTQiBgYBneIU3T3sv3rv3MW8teYsIj+GPvM8ft8uPAA==</latexit><latexit sha1_base64="oXsd0m1A7vWI2MLn/Fs7KLs0Kl8=">AAAB7HicbZDNSgMxFIXv1L9a/6riyk1wEFyVGTe6rLhxWcFpC+1QMmnahmYyQ 3JHKEPBN3DjQhG3voBv4s63MdO60NYLIR/n3JB7T5RKYdDzvpzSyura+kZ5s7K1vbO7V90/aJok04wHLJGJbkfUcCkUD1Cg5O1UcxpHkrei8XXht+65NiJRdzhJeRjToRIDwShaKWj0cn/aq7pezZsVWQb/B9z60Yf7AACNXvWz209YFnOFTFJjOr6XYphTjYJJPq10M8NTysZ0yDsWFY25CfPZsFNyap U+GSTaHoVkpv5+kdPYmEkc2c6Y4sgseoX4n9fJcHAZ5kKlGXLF5h8NMkkwIcXmpC80ZygnFijTws5K2IhqytDmU7Eh+IsrL0PzvOZbvvXd+lWRha0yHMMJnIEPF1CHG2hAAAwEPMIzvDjKeXJenbd5a8mZ33AIf8p5/wb4eZCr</latexit><latexit sha1_base64="cN2dsaqBhLn4ytvp0shbN+R24Xs=">AAAB7HicbZBNSwMxEIZn61etX1WPXoJF8FR2veix4sVjBbcV2qVk02wbmmSXZ FYoS8F/4MWDIl79Qd78N6YfB219IfDwzoSZeeNMCou+/+2V1tY3NrfK25Wd3b39g+rhUcumuWE8ZKlMzUNMLZdC8xAFSv6QGU5VLHk7Ht1M6+1HbqxI9T2OMx4pOtAiEYyis8JmrwgmvWrNr/szkVUIFlCDhZq96le3n7JccY1MUms7gZ9hVFCDgkk+qXRzyzPKRnTAOw41VdxGxWzZCTlzTp8kqXFPI5 m5v38UVFk7VrHrVBSHdrk2Nf+rdXJMrqJC6CxHrtl8UJJLgimZXk76wnCGcuyAMiPcroQNqaEMXT4VF0KwfPIqtC7qgeO7oNa4fprHUYYTOIVzCOASGnALTQiBgYBneIU3T3sv3rv3MW8teYsIj+GPvM8ft8uPAA==</latexit>
Input 
Channels:M<latexit sha1_base64="x3OsQv+4y3ed8t+cJ0Sn9P3fGkI=">AAAB6XicbZC7SgNBFIbPeo3xFrW0GQyCVdi10c6AFjZCFHOBZAmzk7PJkNnZZ WZWCEvewMZCMVaCT2Nr59s4uRSa+MPAx/+fw5xzgkRwbVz321laXlldW89t5De3tnd2C3v7NR2nimGVxSJWjYBqFFxi1XAjsJEopFEgsB70L8d5/QGV5rG8N4ME/Yh2JQ85o8Zad+SmXSi6JXcisgjeDIoXn6PROwBU2oWvVidmaYTSMEG1bnpuYvyMKsOZwGG+lWpMKOvTLjYtShqh9rPJpENybJ0OCW NlnzRk4v7uyGik9SAKbGVETU/PZ2Pzv6yZmvDcz7hMUoOSTT8KU0FMTMZrkw5XyIwYWKBMcTsrYT2qKDP2OHl7BG9+5UWonZY8y7desXwFU+XgEI7gBDw4gzJcQwWqwCCER3iGF6fvPDmvztu0dMmZ9RzAHzkfP9SLj9Q=</latexit><latexit sha1_base64="qoO7Una+QMyFbEYZl3DpwZrAEEI=">AAAB6XicbZBNS8NAEIYn9avWr6hHL4tF8FQSL3os6MGLUMV+QBvKZrtpl242Y XcilNB/4MWDIl79R978N27bHLT1hYWHd2bYmTdMpTDoed9OaW19Y3OrvF3Z2d3bP3APj1omyTTjTZbIRHdCargUijdRoOSdVHMah5K3w/H1rN5+4tqIRD3iJOVBTIdKRIJRtNYDueu7Va/mzUVWwS+gCoUafferN0hYFnOFTFJjur6XYpBTjYJJPq30MsNTysZ0yLsWFY25CfL5plNyZp0BiRJtn0Iyd3 9P5DQ2ZhKHtjOmODLLtZn5X62bYXQV5EKlGXLFFh9FmSSYkNnZZCA0ZygnFijTwu5K2IhqytCGU7Eh+Msnr0LrouZbvver9ZsijjKcwCmcgw+XUIdbaEATGETwDK/w5oydF+fd+Vi0lpxi5hj+yPn8Afo9jPo=</latexit><latexit sha1_base64="x3OsQv+4y3ed8t+cJ0Sn9P3fGkI=">AAAB6XicbZC7SgNBFIbPeo3xFrW0GQyCVdi10c6AFjZCFHOBZAmzk7PJkNnZZ WZWCEvewMZCMVaCT2Nr59s4uRSa+MPAx/+fw5xzgkRwbVz321laXlldW89t5De3tnd2C3v7NR2nimGVxSJWjYBqFFxi1XAjsJEopFEgsB70L8d5/QGV5rG8N4ME/Yh2JQ85o8Zad+SmXSi6JXcisgjeDIoXn6PROwBU2oWvVidmaYTSMEG1bnpuYvyMKsOZwGG+lWpMKOvTLjYtShqh9rPJpENybJ0OCW NlnzRk4v7uyGik9SAKbGVETU/PZ2Pzv6yZmvDcz7hMUoOSTT8KU0FMTMZrkw5XyIwYWKBMcTsrYT2qKDP2OHl7BG9+5UWonZY8y7desXwFU+XgEI7gBDw4gzJcQwWqwCCER3iGF6fvPDmvztu0dMmZ9RzAHzkfP9SLj9Q=</latexit><latexit sha1_base64="qoO7Una+QMyFbEYZl3DpwZrAEEI=">AAAB6XicbZBNS8NAEIYn9avWr6hHL4tF8FQSL3os6MGLUMV+QBvKZrtpl242Y XcilNB/4MWDIl79R978N27bHLT1hYWHd2bYmTdMpTDoed9OaW19Y3OrvF3Z2d3bP3APj1omyTTjTZbIRHdCargUijdRoOSdVHMah5K3w/H1rN5+4tqIRD3iJOVBTIdKRIJRtNYDueu7Va/mzUVWwS+gCoUafferN0hYFnOFTFJjur6XYpBTjYJJPq30MsNTysZ0yLsWFY25CfL5plNyZp0BiRJtn0Iyd3 9P5DQ2ZhKHtjOmODLLtZn5X62bYXQV5EKlGXLFFh9FmSSYkNnZZCA0ZygnFijTwu5K2IhqytCGU7Eh+Msnr0LrouZbvver9ZsijjKcwCmcgw+XUIdbaEATGETwDK/w5oydF+fd+Vi0lpxi5hj+yPn8Afo9jPo=</latexit> …
…
# Layers: k 12<latexit sha1_base64="m9vW5hz+ldniW5U5J/7M4/nW+kc=">AAAB9HicbZDLSgMxFIbP1Futt6pLN8EiCGKZ6UaXBV24rGAv0A41k2ba0CQzJplCGeY53LhQxK2P4EO4811cmF4W2vpD4OM/53BO/iDmTBvX/XJyK6tr6xv5zcLW9s7uXnH/oKGjRBFaJxGPVCvAmnImad0ww2krVhSLgNNmMLya1J sjqjSL5J0Zx9QXuC9ZyAg21vI7ocIkHZ57WVrJusWSW3anQsvgzaFUPfv+uAeAWrf42elFJBFUGsKx1m3PjY2fYmUY4TQrdBJNY0yGuE/bFiUWVPvp9OgMnVinh8JI2ScNmrq/J1IstB6LwHYKbAZ6sTYx/6u1ExNe+imTcWKoJLNFYcKRidAkAdRjihLDxxYwUczeisgA2xyMzalgQ/AWv7wMjUrZs3zrlarXMFMejuAYTsGDC6jCDdSgDgQe4BGe4cUZOU/Oq/M2a80585lD+CPn/QfYspRj</latexit><latexit sha1_base64="nx2yyuDMxhy7OvQhsUPfHY9OsO4=">AAAB9HicbZA9SwNBEIbn4leMX1FLm8Ug2Bju0mgZ0MIygvmA5Ah7m7lkyd7eubsXCEd+h42FIrb+GDv/jZvkCk18YeHhnRlm9g0SwbVx3W+nsLG5tb1T3C3t7R8cHpWPT1o6ThXDJotFrDoB1Si4xKbhRmAnUUijQGA7GN/O6+0JKs 1j+WimCfoRHUoeckaNtfxeqCjLxlfeLKvN+uWKW3UXIuvg5VCBXI1++as3iFkaoTRMUK27npsYP6PKcCZwVuqlGhPKxnSIXYuSRqj9bHH0jFxYZ0DCWNknDVm4vycyGmk9jQLbGVEz0qu1uflfrZua8MbPuExSg5ItF4WpICYm8wTIgCtkRkwtUKa4vZWwEbU5GJtTyYbgrX55HVq1qmf5wavU7/I4inAG53AJHlxDHe6hAU1g8ATP8ApvzsR5cd6dj2VrwclnTuGPnM8fcZaR3g==</latexit><latexit sha1_base64="m9vW5hz+ldniW5U5J/7M4/nW+kc=">AAAB9HicbZDLSgMxFIbP1Futt6pLN8EiCGKZ6UaXBV24rGAv0A41k2ba0CQzJplCGeY53LhQxK2P4EO4811cmF4W2vpD4OM/53BO/iDmTBvX/XJyK6tr6xv5zcLW9s7uXnH/oKGjRBFaJxGPVCvAmnImad0ww2krVhSLgNNmMLya1J sjqjSL5J0Zx9QXuC9ZyAg21vI7ocIkHZ57WVrJusWSW3anQsvgzaFUPfv+uAeAWrf42elFJBFUGsKx1m3PjY2fYmUY4TQrdBJNY0yGuE/bFiUWVPvp9OgMnVinh8JI2ScNmrq/J1IstB6LwHYKbAZ6sTYx/6u1ExNe+imTcWKoJLNFYcKRidAkAdRjihLDxxYwUczeisgA2xyMzalgQ/AWv7wMjUrZs3zrlarXMFMejuAYTsGDC6jCDdSgDgQe4BGe4cUZOU/Oq/M2a80585lD+CPn/QfYspRj</latexit><latexit sha1_base64="nx2yyuDMxhy7OvQhsUPfHY9OsO4=">AAAB9HicbZA9SwNBEIbn4leMX1FLm8Ug2Bju0mgZ0MIygvmA5Ah7m7lkyd7eubsXCEd+h42FIrb+GDv/jZvkCk18YeHhnRlm9g0SwbVx3W+nsLG5tb1T3C3t7R8cHpWPT1o6ThXDJotFrDoB1Si4xKbhRmAnUUijQGA7GN/O6+0JKs 1j+WimCfoRHUoeckaNtfxeqCjLxlfeLKvN+uWKW3UXIuvg5VCBXI1++as3iFkaoTRMUK27npsYP6PKcCZwVuqlGhPKxnSIXYuSRqj9bHH0jFxYZ0DCWNknDVm4vycyGmk9jQLbGVEz0qu1uflfrZua8MbPuExSg5ItF4WpICYm8wTIgCtkRkwtUKa4vZWwEbU5GJtTyYbgrX55HVq1qmf5wavU7/I4inAG53AJHlxDHe6hAU1g8ATP8ApvzsR5cd6dj2VrwclnTuGPnM8fcZaR3g==</latexit>
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Figure 2. Expanding convolutions. We illustrate our two strategies to expand a (k × k ×M × N) convolution (k × k filters, M input
channels and N output ones), shown at the top. (Left) The first one consists of expanding it into three layers of the form (1×1×M ×P ),
(k × k × P ×Q) and (1× 1×Q×N), respectively. (Right) The second strategy applies only when k > 3. In this case, we can expand
the convolution into L = (k − 1)/2 layers of the form (3× 3× Pi−1 × Pi), where P0 = M and PL = N .
connected layers, we develop two strategies to expand con-
volutional layers, as well as an approach to initializing our
expanded networks, and empirically demonstrate their crit-
ical impact on prediction accuracy.
3. Method
Let us now introduce our approach to training compact
networks by expanding their linear layers. Below, we first
develop three expansion strategies, including two for con-
volutional layers, and then propose an initialization scheme
for the resulting ExpandNets.
3.1. ExpandNets
At the heart of our work is an approach to expanding a
given compact network so as to facilitate its training from
scratch. In particular, we propose to make use of linear ex-
pansion, such that the resulting ExpandNet is equivalent to
the original compact network and can be compressed back
to the original structure algebraically. Below, we describe
three different expansion strategies, starting with the sim-
plest case of fully-connected layers, followed by two ways
to expand convolutional layers.
Expanding fully-connected layers. The weights of a fully-
connected layer can easily be represented in matrix form.
Therefore, expanding such layers can be done in a straight-
forward manner by relying on matrix product. Specifically,
let WN×M be the parameter matrix of a fully-connected
layer with M input channels and N output ones. That is,
given an input vector x ∈ RM , the output y ∈ RN can be
obtained as
y =WN×Mx . (1)
Note that we ignore the bias, which can be taken into ac-
count by incorporating an additional channel with value 1
to x. Expanding such a fully-connected layer with an arbi-
trary number of linear layers can be achieved by observing
that its parameter matrix can be equivalently written as
WN×M =WN×P1 ×WP1×P2 × · · · ×WPL×M . (2)
While this yields an over-parametrization, expanding a
fully-connected layer in this manner does not affect the in-
herent network capacity. More importantly, this allows us to
increase not only the number of layers, but also the number
of channels by setting Pi > N,M for all i. To define these
parameters, we rely on the notion of expansion rate. Specif-
ically, for an expansion rate r, we define P1 = rM and
Pi = rN , ∀i 6= 1. Note that other strategies are possible,
e.g., Pi = riM , but ours has the advantage of preventing
the number of parameters from exploding. In practice, con-
sidering the computational complexity of fully-connected
layers, we advocate expanding each layer into only two or
three layers with a small expansion rate.
Expanding convolutional layers. The operation per-
formed by a convolutional layer can also be expressed in
matrix form, by vectorizing the input tensor and defining a
highly structured matrix whose elements are obtained from
the vectorized convolutional filters. While this representa-
tion could therefore allow us to use the same strategy as with
fully-connected layers, using arbitrary intermediate matri-
ces would ignore the convolution structure, and thus alter
the original operation performed by the layer. For a simi-
lar reason, one cannot simply expand a convolutional layer
with kernel size k × k with a series of k × k convolutions,
since, unless k = 1, the resulting receptive field size would
differ from the original one.
To overcome this, we note that 1× 1 convolutions retain
the computational benefits of convolutional layers while not
modifying the receptive field size. As illustrated in Fig-
ure 2 (left), we therefore propose to expand a k × k con-
volutional layer into 3 consecutive convolutional layers: a
1 × 1 convolution; a k × k one; and another 1 × 1 one.
This strategy still allows us to increase the number of chan-
nels in the intermediate layer. Specifically, for an original
layer with M input channels and N output ones, given an
expansion rate r, we define the number of output channels
of the first 1×1 layer as P = rM and the number of output
channels of the intermediate k × k layer as Q = rN .
Compressing an expanded convolutional layer into the
original one can still be done algebraically. To this end, one
can reason with the matrix representation of convolutions.
For an input tensor of size (S × T ×M), the matrix repre-
sentation of the original layer can be recovered as
WMV×NV =WMV×PV ×WPV×QV ×WQV×NV , (3)
where V = S · T and each intermediate matrix has a struc-
ture encoding a convolution. It can be verified that the re-
sulting matrix will also have a convolution structure, with
filter size k × k.
Expanding convolutional kernels. While 3 × 3 kernels
have become increasingly popular in very deep architec-
tures [15], larger kernel sizes are often exploited in compact
networks, so as to increase their expressiveness and their re-
ceptive fields. As illustrated in Figure 2 (right), k×k kernels
with k > 3 can be equivalently represented with a series of
L 3× 3 convolutions, where
L =
k − 1
2
. (4)
As before, the number of channels in the intermediate 3× 3
layers can be larger than that in the original k × k one, thus
allowing us to linearly over-parametrize the model. Simi-
larly to the fully-connected case, for an expansion rate r,
we set the number of output channels of the first 3 × 3
layer to P1 = rM and that of the subsequent layers to
Pi = rN . The same matrix-based strategy as before can
then be used to algebraically compress the expanded ker-
nels into the original k × k convolutional layer.
Dealing with convolution padding and strides. In mod-
ern convolutional networks, padding and strides are widely
used to retain information from the input feature map while
controlling the size of the output one. To expand a convolu-
tional layer with padding p, we propose to use padding p in
the first layer of the expanded unit while not padding the re-
maining layers. Furthermore, to handle a stride s, when ex-
panding convolutional layers, we set the stride of the middle
layer to s and of the others to 1. When expanding convolu-
tional kernels, we use a stride 1 for all layers except for the
last one whose stride is set to s. These two strategies guar-
antee that the resulting ExpandNet can be compressed back
to the original compact model without any information loss.
Overall, the strategies discussed above allow us to ex-
pand an arbitrary compact network into an equivalent
deeper and wider one. Note that these strategies can be used
independently or together. In any event, once the resulting
ExpandNet is trained, it can be compressed back to the orig-
inal compact architecture in a purely algebraic manner, that
is, at absolutely no loss of information.
3.2. Initializing ExpandNets
As will be demonstrated by our experiments, training
an ExpandNet from scratch yields consistently better re-
sults than training the original compact network. How-
ever, it has been shown in the context of deep networks
that initialization could have an important effect on the fi-
nal results [29, 14]. While designing an initialization strat-
egy specifically for compact networks is an unexplored and
challenging research direction, our ExpandNets can be ini-
tialized in a very natural manner.
To this end, we exploit the fact that an ExpandNet has
a natural nonlinear counterpart, which can be obtained by
incorporating a nonlinear activation function between each
pair of linear layers. We therefore propose to initialize the
parameters of an ExpandNet by simply training its nonlin-
ear counterpart and transferring the resulting parameters to
the ExpandNet. The initialized ExpandNet is then trained
in the standard manner. As evidenced by our experiments
below, this simple strategy typically yields an additional ac-
curacy boost to our approach.
4. Experiments
In this section, we demonstrate the benefits of our Ex-
pandNets on several tasks, including image classification,
object detection, and semantic segmentation. We then pro-
vide an ablation study to more thoroughly analyze the influ-
Layer SmallNet ExpandNet-CL/CK+FC
Conv1 7× 7× 3× 8, s1, p3
1× 1× 3× 3, s1, p3
7× 7× 3× 32, s1, p0
1× 1× 32× 8, s1, p0
3× 3× 3× 3, s1, p3
3× 3× 3× 32, s1, p0
3× 3× 32× 8, s1, p0
BN + ReLU + MaxPooling (2× 2, s2)
Conv2 7× 7× 8× 16, s1, p3
1× 1× 8× 32, s1, p3
7× 7× 32× 64, s1, p0
1× 1× 64× 16, s1, p0
3× 3× 8× 32, s1, p3
3× 3× 32× 64, s1, p0
3× 3× 64× 16, s1, p0
BN + ReLU + MaxPooling (2× 2, s2)
Conv3 7× 7× 16× 32, s1, p3
1× 1× 16× 64, s1, p3
7× 7× 64× 128, s1, p0
1× 1× 128× 32, s1, p0
3× 3× 16× 64, s1, p3
3× 3× 64× 128, s1, p0
3× 3× 128× 32, s1, p0
BN + ReLU + MaxPooling (2× 2, s2)
Fc1 512× 64
512× 2048
2048× 256
256× 64
Fc2 64× 10/100
Table 1. SmallNet architecture and corresponding ExpandNet-
CL/CK+FC. In each block, we show the operations of the Small-
Net with 7 × 7 kernels. On the right, we show the corresponding
CL and CK ExpandNets. s1 denotes a stride 1 and p3 a padding 3.
ence of our different expansion strategies and show that our
approach is complementary to knowledge transfer.
Below, we denote the expansion of fully-connected lay-
ers by a suffix FC, of convolutional layers by CL, and of
convolutional kernels by CK. When combining convolu-
tional expansions with fully-connected ones, we use the suf-
fix CL+FC or CK+FC, and add another suffix +Init to in-
dicate that we use our initialization strategy.
4.1. Image Classification
We first study the use of our approach with very small
networks on CIFAR-10 and CIFAR-100, and then turn to
the more challenging ImageNet dataset, where we show
that our method can improve the results of the compact Mo-
bileNetV2 architecture.
4.1.1 CIFAR-10 and CIFAR-100
Let us first demonstrate the impact of our method on
very small networks using the well-known CIFAR-10 and
CIFAR-100 datasets. These datasets contain 50,000 train-
ing images and 10,000 test images of 10 and 100 classes,
Model CIFAR-10 CIFAR-100
SmallNet 78.63± 0.41 46.63± 0.27
ExpandNet-FC 78.64± 0.39 46.59± 0.45
ExpandNet-CL 78.47± 0.20 46.90± 0.66
ExpandNet-CL+FC 79.11± 0.23 46.66± 0.43
ExpandNet-CL+FC+Init 79.98± 0.28 47.98± 0.48
ExpandNet-CK 80.27± 0.24 48.55± 0.51
ExpandNet-CK+FC 80.31± 0.27 48.62± 0.47
ExpandNet-CK+FC+Init 80.81± 0.27 49.82± 0.25
Table 2. Top-1 accuracy (%) of SmallNet with 7× 7 kernels vs
ExpandNets with r = 4 on CIFAR-10 and CIFAR-100. Our ap-
proach yields consistently better results than the compact network.
respectively. The images are of size 32× 32.
Experimental setup. For both datasets, we use the same
compact network as in [30]. It is composed of 3 convolu-
tional layers with 3× 3 kernels and without padding. These
3 layers have 8, 16 and 32 output channels, respectively.
Each of them is followed by a batch normalization layer, a
ReLU layer and a 2×2max pooling layer. The output of the
last layer is passed through a fully-connected layer with 64
units, followed by a logit layer with either 10 or 100 units,
so as to match the number of classes in the dataset of inter-
est. To evaluate our kernel expansion method, we also re-
port results obtained with a similar network where the 3×3
kernels were replaced by 7 × 7 ones, with a padding of 3.
The architectures of the compact network with 7 × 7 con-
volutions and its corresponding ExpandNet-CL/CK+FC are
shown in Table 1. In this set of experiments, the expand
rate r was always set to 4. We evaluate the influence of this
parameter in Section 4.4.1.
All networks, including our ExpandNets, were trained
for 150 epochs using a batch size of 128. We used standard
stochastic gradient descent (SGD) with a momentum of 0.9
and a learning rate of 0.01, divided by 10 at epochs 50 and
100. With this strategy, all networks reached convergence.
Results. We focus here on the SmallNet with 7× 7 kernels,
for which we can evaluate all our expansion strategies, in-
cluding the CK ones, and report the results obtained with
the model with 3 × 3 kernels in the supplementary mate-
rial. These results are provided in Table 2. As shown in
the top portion of the table, expanding the convolutional
layers improves over the compact network, and is further
boosted by expanding the fully-connected one and by us-
ing our initialization scheme. As can be seen in the bot-
tom portion of the table, expanding the kernels yields even
higher accuracy, with ExpandNet-CK+FC+Init yielding the
best results. These results, we believe, already evidence the
benefits of our expansion and initialization strategies on the
training of compact networks.
Model ImageNet ImageNet
(90 epochs) (400 epochs)
MobileNetV2 [41] 63.75 70.78
ExpandNet-NonLinear 70.58 74.17
ExpandNet-CL 70.73 74.85
ExpandNet-CL+Init 72.37 75.46
Table 3. Top-1 accuracy (%) of MobileNetV2 vs ExpandNets
with r = 4 on the ILSVRC2012 validation set (1-crop testing).
Our approach yields consistently better results than the original
network, and using our initialization strategy further boosts the
performance.
4.1.2 ImageNet
We now turn to the more challenging case of ImageNet and
evaluate our method on the large scale ILSVRC2012 Im-
ageNet dataset [39]. The dataset consists of 1000 classes
with 1.28 million training images and 50k validation im-
ages on which we report the top-1 accuracy. We perform
data augmentation by taking random image crops and resiz-
ing them to 224 × 224 pixels. We further perform random
horizontal flips and subtract the per-pixel mean.
Experimental setup. For this set of experiments, we make
use of the MobileNetV2 model [41], which was designed
to be compact, with only 3.4M parameters, yet achiev-
ing better results than very deep networks, such as VGG-
16 [43] with 138M parameters and GoogLeNet [44] with
6.8M. We rely on a pytorch implementation of the stan-
dard MobileNetV2, which makes use of batch normaliza-
tion after every layer. For our approach, we use our CL
strategy to expand all convolutional layers with kernel size
of 3× 3. We trained networks in 2 regimes: Short-term (as
for ResNets [15]), where we trained for 90 epochs with a
weight decay of 0.0001 and an initial learning rate of 0.1, di-
vided by 10 every 30 epochs; Long-term, where we trained
for 400 epochs with a weight decay of 0.00004 and an ini-
tial learning rate of 0.01, divided by 10 at epochs 200 and
300. In all cases, we employed SGD with a momentum of
0.9 and a batch size of 256.
Results. We compare the results of the original Mo-
bileNetV2 with those of our expanded version in Table 3.
Our expansion strategy yields a huge improvement, espe-
cially in the short-term regime, increasing the top-1 accu-
racy by 7 percentage points (pp) without initialization and
by close to 9pp with initialization. This short-term train-
ing regime could be valuable to work with limited access
to resources. Nevertheless, in the long-term regime, our ex-
pansion strategy still achieves an improvement of 4pp with-
out initialization and close to 5pp with it. Interestingly, our
linear ExpandNets even outperform their nonlinear counter-
parts in this experiment, but the nonlinear ones still provide
Model VOC2007 Test
YOLO-LITE [19] 27.34
ExpandNet-CL 30.97
Table 4. mAPs (%) of YOLO-LITE vs ExpandNets on the PAS-
CAL VOC2007 test set. As for classification, our approach yields
better results than the compact network on this detection task.
Model mIoU mRec mPrec
U-Net [38] 56.59 74.29 65.11
ExpandNet-CL 57.85 76.53 65.94
Table 5. U-Net vs ExpandNets with r = 4 on the Cityscapes
validation set. Our approach achieves better results than the orig-
inal U-Net, particularly in terms of recall.
a better starting point than random initialization.
4.2. Object Detection
Our approach is not restricted to the image classifica-
tion task. We first demonstrate its benefits in the con-
text of one-stage object detection using the PASCAL VOC
dataset [11, 12]. To this end, we trained networks on the
PASCAL VOC2007 + 2012 training and validation sets and
report the mean average precision (mAP) on the PASCAL
VOC2007 test set.
Experimental setup. We make use of YOLO-LITE [19],
which was designed to work in constrained environments.
YOLO-based networks consist of a backbone part and a
head part. In our experiments, we only expand the convo-
lutional layers in the backbone part. YOLO-LITE is a very
compact network, with only 5 convolutional layers in the
backbone, each followed by a batch normalization layer, a
leaky-ReLU layer and a 2 × 2 max pooling layer. We pro-
vide the detailed architecture in the supplementary material.
We expand all 5 convolutional layers using our CL strategy
with r = 4. We trained all networks in the standard YOLO
fashion [33, 32].
Results. The results on the PASCAL VOC 2007 test set are
reported in Table 4. They show that, as for object detec-
tion, exploiting our expansion strategy yields a better per-
formance of the compact detection models.
4.3. Semantic Segmentation
We then demonstrate the benefits of our approach on
the task of semantic segmentation using the Cityscapes
dataset [8]. Cityscapes is a large-scale dataset contain-
ing high-quality pixel-level annotations of 5000 images of
1024 × 2048, where 2975 for training, 500 for validation,
and 1525 for testing. Following the standard protocol, we
report the mean Intersection over Union (mIoU), mean re-
call (mRec) and mean precision (mPrec).
Model r Kernel size k
3 5 7 9
SmallNet 79.34± 0.42 81.25± 0.14 81.44± 0.20 80.08± 0.48
ExpandNet-FC
2 79.13± 0.47 81.26± 0.33 80.98± 0.25 80.43± 0.22
4 78.92± 0.36 81.13± 0.46 80.85± 0.24 80.13± 0.29
8 79.64± 0.41 81.21± 0.18 80.75± 0.45 80.16± 0.16
ExpandNet-CL
2 79.46± 0.21 81.50± 0.31 81.30± 0.30 80.26± 0.66
4 79.90± 0.21 81.60± 0.15 81.15± 0.36 80.62± 0.32
8 79.78± 0.20 81.75± 0.40 81.53± 0.33 80.78± 0.25
ExpandNet-CK
2 N/A 81.72± 0.31 82.19± 0.24 81.60± 0.11
4 N/A 82.34± 0.43 82.34± 0.22 81.73± 0.33
8 N/A 82.37± 0.25 82.84± 0.28 82.53± 0.30
Table 6. Small networks vs ExpandNets on CIFAR-10. We report the top-1 accuracy for the original compact networks and for different
versions of our approach. Note that our ExpandNets yield higher accuracy than the compact network in almost all cases involving expanding
convolutions cases. By contrast expanding fully-connected layers does often not help.
Model r Kernel size k
3 5 7 9
SmallNet 48.14± 0.29 50.44± 0.07 49.62± 0.50 48.70± 0.38
ExpandNet-FC
2 47.21± 0.46 48.39± 0.77 47.88± 0.41 46.36± 0.34
4 47.44± 0.66 48.92± 0.47 48.43± 0.56 46.90± 0.34
8 47.55± 0.25 49.44± 0.65 48.66± 0.49 47.15± 0.28
ExpandNet-CL
2 47.68± 0.85 50.39± 0.45 49.78± 0.33 48.68± 0.70
4 48.25± 0.13 50.68± 0.27 49.81± 0.31 48.87± 0.65
8 48.93± 0.13 50.95± 0.42 49.95± 0.37 48.85± 0.42
ExpandNet-CK
2 N/A 51.18± 0.44 51.09± 0.41 50.40± 0.35
4 N/A 52.13± 0.36 51.82± 0.67 50.62± 0.65
8 N/A 52.05± 0.59 52.48± 0.54 51.57± 0.15
Table 7. Small networks vs ExpandNets on CIFAR-100. We report the top-1 accuracy for the original compact networks and for different
versions of our approach. Note that our ExpandNets yield higher accuracy than the compact network in almost all cases involving expanding
convolutions cases. By contrast expanding fully-connected layers does often not help.
Experimental setup. For this experiment, we rely on the
U-Net [38], which is a relatively compact network consist-
ing of a contracting path and an expansive path. The con-
tracting path follows the typical architecture of a convolu-
tional network. It consists of blocks of two 3 × 3 convolu-
tions, each followed by a ReLU, and a 2 × 2 max pooling.
The number of channels in each block is 32, 64, 128, 256,
512, respectively. We apply our CL expansion strategy with
r = 4 to all convolutions in the contracting path. We train
the networks on 4 GPUs using the standard SGD optimizer
with a momentum of 0.9 and a learning rate of 1e− 8.
Results. Our results on the Cityscapes validation set are
shown in Table 5. Note that our ExpandNet also outper-
forms the original compact U-Net on this task.
4.4. Analysis of our Approach
We now provide a deeper analysis of our approach. To
this end, we first perform an ablation study evaluating the
impact of our different expansion strategy. We then illus-
trate the use of our approach in conjunction with knowledge
transfer, and finally show a use case with the larger AlexNet
architecture.
4.4.1 Ablation Study
We first evaluate the behavior of our different expansion
strategies, FC, CL and CK, separately, when varying the
expansion rate r ∈ {2, 4, 8} and the kernel size k ∈
{3, 5, 7, 9}. Compared to our previous CIFAR-10 and
CIFAR-100 experiments, we use a deeper network with an
extra convolutional layer with 64 channels, followed by a
batch normalization layer, a ReLU layer and a 2 × 2 max
pooling layer. We use SGD with a momentum of 0.9 and a
weight decay of 0.0005 for 150 epochs. The initial learning
rate was 0.01, divided by 10 at epoch 50 and 100. Further-
more, we used zero-padding to keep the size of the input and
output feature maps of each convolutional layer unchanged.
The results of these experiments are provided in Tables 6
and 7 for CIFAR-10 and CIFAR-100, respectively. We ob-
Network Transfer Top-1 Accuracy
SmallNet [30] Baseline 73.32± 0.20
SmallNet
KD 73.34± 0.31
Hint 33.71± 4.35
PKT 68.36± 0.35
ExpandNet KD 74.52± 0.37Hint 52.46± 2.43
(CL+FC) PKT 70.97± 0.70
ExpandNet KD 75.17± 0.51Hint 58.27± 3.83
(CL+FC+Init) PKT 71.65± 0.41
Table 8. Knowledge transfer from the ResNet18 on CIFAR-10.
Using ExpandNets as student networks yields consistently better
results than directly using the compact network.
serve that our different strategies to expand convolutional
layers outperform the compact network in almost all cases,
while only expanding fully-connected layers doesn’t work
well. In particular, for kernel sizes k > 3, ExpandNet-CK
yields consistently higher accuracy than the corresponding
compact network, independently of the expansion rate. For
k = 3, where ExpandNet-CK is not applicable, ExpandNet-
CL comes as an effective alternative, also consistently out-
performing the baseline.
4.4.2 Knowledge Transfer with ExpandNets
As mentioned above, our ExpandNet strategy is comple-
mentary to knowledge transfer; that is, we can apply any
typical knowledge transfer method using our ExpandNet as
student instead of the compact network directly. To demon-
strate the benefits of ExpandNets in this scenario, we there-
fore use them in conjunction with knowledge distillation
(KD) [16], hint-based transfer (Hint)[37] and probabilistic
knowledge transfer (PKT) [30].
For our set of knowledge transfer experiments, we make
use of the CIFAR-10 dataset, which is commonly used for
this task. Recall that knowledge distillation relies on a deep
teacher network to train the compact one. Following [30],
we make use of the ResNet18 as teacher. Furthermore, we
also use the same compact network with kernel size 3 × 3
and training setting as in [30]. In Table 8, we compare the
results of different knowledge transfer strategies applied to
the compact network and to our ExpandNets, without and
with our initialization scheme. Note that using our Expand-
Nets, with and without initialization, consistently outper-
forms using the compact network. Altogether, we therefore
believe that, to train a given a compact network, one should
really use both knowledge transfer and our ExpandNets to
obtain the best results.
# Channels 128 256 (Original) 512
Baseline 46.72 54.08 58.35
ExpandNet-CK 49.66 55.46 58.75
Table 9. Top-1 accuracy (%) of AlexNet vs ExpandNets with
r = 4 on the ILSVRC2012 validation set for different num-
ber of channels in the last convolutional layer. Note that, while
our expansion strategy always helps, its benefits decrease as the
original model grows.
4.4.3 Working with Larger Networks
Finally, we evaluate the use of our approach with a larger
network. To this end, we make use of AlexNet [22] on Ima-
geNet. AlexNet relies on kernels of size 11 and 5 in its first
two convolutional layers, which makes our CK expansion
strategy applicable.
We use a modified, more compact version of AlexNet,
where we replace the first fully-connected layer with a
global average pooling layer, followed by a 1000-class
fully-connected layer with softmax. To evaluate the impact
of the network size, we explore the use of different dimen-
sions, [128, 256, 512], for the final convolutional features.
We trained the resulting AlexNets and corresponding Ex-
pandNets using the short-term regime of our MobileNetV2
experiments.
As shown in Table 9, while our approach outperforms
the original AlexNet for all feature dimensions, the benefits
decrease as the feature dimension increases. This indicates
that our approach is better suited for truly compact network,
and developing similar strategies for deeper ones will be the
focus of our future research.
5. Conclusion
We have introduced an approach to training a given
compact network from scratch by exploiting over-
parametrization. Specifically, we have shown that over-
parametrizing the network linearly facilitates the training
of compact networks. Since the resulting networks are
equivalent to the original compact ones, they can be com-
pressed back at no loss of information. Our experiments
have demonstrated that our ExpandNets consistently out-
perform the original compact networks. In particular, when
applicable, our CK expansion strategy tends to yield the
best results. When it doesn’t, that is, for a kernel size of 3,
the CL one nonetheless remains highly effective. Our tech-
nique is general and can also be used in conjunction with
knowledge transfer approaches. Furthermore, our initializa-
tion scheme yields a consistent accuracy boost. This strat-
egy, however, is not the only possible one. In the future, we
will therefore aim to develop other initialization schemes
for our ExpandNets, and generally for compact networks.
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