Abstract-Supervised learning over graphs is an intrinsically difficult problem: simultaneous learning of relevant features from the complete subgraph feature set, in which enumerating all subgraph features occurring in given graphs is practically intractable due to combinatorial explosion. We show that 1) existing graph supervised learning studies, such as Adaboost, LPBoost, and LARS/LASSO, can be viewed as variations of a branch-and-bound algorithm with simple bounds, which we call Morishita-Kudo bounds; 2) We present a direct sparse optimization algorithm for generalized problems with arbitrary twice-differentiable loss functions, to which Morishita-Kudo bounds cannot be directly applied; 3) We experimentally showed that i) our direct optimization method improves the convergence rate and stability, and ii) L1-penalized logistic regression (L1-LogReg) by our method identifies a smaller subgraph set, keeping the competitive performance, iii) the learned subgraphs by L1-LogReg are more size-balanced than competing methods, which are biased to small-sized subgraphs.
INTRODUCTION
WE consider the problem of modeling the response y 2 Y to an input graph g 2 G as y % mðgÞ with a model function m from n given observations, fðg 1 ; y 1 Þ; ðg 2 ; y 2 Þ; . . . ; ðg n ; y n Þg; g i 2 G; y i 2 Y;
where G is a set of all finite-size, connected, node-and-edgediscretely-labeled, undirected graphs, and Y is a label space, i.e., a set of real numbers R for regression and a set of nominal or binary values such as fT; F g or fÀ1; 1g for classification as seen in previous work [1] , [2] , [3] , [4] . This problem arises in computer vision for images and 3D shapes [5] , [6] , [7] , [8] , in natural language processing [1] , and in bioinformatics for QSAR analysis [9] , virtual drug screening [10] , nucleotide or amino-acid sequences [11] , sugar chains or glycans [12] , [13] , RNA secondary structures [14] , protein 3D structures [15] , and biological networks [16] . For Problem (1) , the most widely-used approach would be graph kernel method. So far various types of graph kernels have been developed and used in various applications successfully [17] , [18] , [19] , [20] , [21] , [22] . However [18] showed that the all subgraph kernel over the complete subgraph feature set -all possible subgraph features occurring in the given data -is infeasible in practice. Hence, any practical graph kernel restricts the subgraph features to some limited types such as paths and trees, bounded-size subgraphs, or heuristically inspired subgraph features in individual applications. Another approach for directly generating feature vectors as 'fingerprint' comes from chemoinformatics, such as extended connectivity fingerprints (ECFP) [23] , frequent subgraphs [24] , and bounded-size graph fingerprint [25] , which also limits the subgraph types.
In contrast, a series of inspiring studies have been made for simultaneous learning of relevant features from the complete subgraph feature set [1] , [2] , [3] , [4] , [26] , [27] , [28] , where however enumerating all subgraph features occurring in given graphs is practically intractable due to combinatorial explosion. Triggered by the seminal work [1] , it has been shown that we can perform the simultaneous feature learning for Adaboost [1] , LARS/LASSO [2] , sparse PLS regression [4] , sparse PCA [28] , and LPBoost [3] .
In terms of sparse learning over the complete subgraph feature set, the contributions of this paper are the following three folds:
We show that existing graph supervised-learning approaches in the literature can be viewed as variations of the branch-and-bound algorithm with a simple bound, which we call Morishita-Kudo bounds, working for any separable target function. This can be a simple and useful criterion to define the types of optimization solvable over the the complete subgraph feature set, which is intractably large in practice. (Section 3). We present a direct optimization algorithm for the following graph version of a generalized problem with the target function with non-separable terms; This means that the previous branch-and-bound strategy with Morishita-Kudo bounds cannot be directly used:
for a linear model over all indicators of all possible subgraph x i
where L is a twice differentiable loss function and 1 > 0; 2 50, and we assume the sparsity on coefficient parameters: Most coefficients b 1 ; b 2 ; . . . are zero and a few of them are nonzero. (Section 4). We experimentally show that (i) our direct optimization improves the convergence rate and stability; (ii) L1-penalized logistic regression by our method (L1-LogReg) identifies a smaller subgraph set than competing methods (including LPBoost), keeping competitive performance; (iii) the subgraphs learned by L1-LogReg are relatively size-balanced, while those by boosting methods are biased to only small-size subgraphs, implying easier interpretability of obtained subgraphs by L1-LogReg. (Section 5).
PRELIMINARIES

Notations
IðAÞ is a binary indicator function of an event A, meaning that IðAÞ ¼ 1 if A is true; otherwise IðAÞ ¼ 0. The notation x g denotes the subgraph isomorphism that g contains a subgraph that is isomorphic to x. Hence the subgraph indicator Iðx gÞ ¼ 1 if x g; otherwise 0.
Given a set of n graphs, G n :¼ fg i g n i¼1 , we define the union of all subgraphs of g 2 G n as
It is important to note that XðG n Þ is a finite set and is equal to the complete subgraph feature set of G n as XðG n Þ ¼ fx 2 G j 9g 2 G n such that x gg:
For given XðG n Þ, we can construct an enumeration tree T ðG n Þ over XðG n Þ that is described in Section 2.2. Also we write a subtree of T ðG n Þ rooted at x 2 XðG n Þ as T ðxÞ.
For given G n and a subgraph feature x, we define the characteristic vector of x over G n as I Gn ðxÞ :¼ ðIðx g 1 Þ; Iðx g 2 Þ; . . . ; Iðx g n ÞÞ:
From the definition, I Gn ðxÞ is an n-dimensional Boolean vector, i.e., I Gn ðxÞ 2 f0; 1g n .
For an n-dimensional Boolean vector u :¼ ðu 1 ; u 2 ; . . . ; u n Þ 2 f0; 1g n , we write the index set of nonzero elements and that of zero elements as 1ðuÞ :¼ fi j u i ¼ 1g f1; 2; . . . ; ng; 0ðuÞ :¼ fi j u i ¼ 0g f1; 2; . . . ; ng:
From the definition, we have 1ðuÞ [ 0ðuÞ ¼ f1; 2; . . . ; ng and 1ðuÞ \ 0ðuÞ ¼ ? . For simplicity, we also use the same notation for the characteristic vector of x as 1ðxÞ :¼ 1ðI Gn ðxÞÞ ¼ fi j x g i ; g i 2 G n g 0ðxÞ :¼ 0ðI Gn ðxÞÞ ¼ fi j x 6 g i ; g i 2 G n g if there is no possibility of confusion.
Structuring the Search Space
For (2), the model (3) including a countably infinite number of terms can be reduced to a model over intractably large but finite set, i.e., the complete subgraph feature set XðG n Þ:
From the definition, XðG n Þ is equivalent to a set of frequent subgraphs in G n having frequency 51. This fact connects Problem (2) to the problem of enumerating all frequent subgraphs in the given set of graphs-frequent subgraph mining-that has been extensively studied in data mining. To traverse every x 2 XðG n Þ, a well-structured search space for XðG n Þ, called an enumeration tree, is commonly used in frequent pattern enumeration. Enumeration trees have two nice properties: 1) Isomorphic parent-child relationship: Smaller subgraphs are assigned to levels closer to the root, larger subgraphs to levels closer to leaves. The edge from x i to x j implies that x i and x j are different by only one edge, and smaller x i is isomorphic to the subgraph of larger x j . 2) Spanning tree: Traversal over the entire enumeration tree gives us a set of all subgraphs x j in XðG n Þ, avoiding any redundancy in checking subgraphs, meaning that the same subgraph is not checked more than once. This leads to widely-used frequent subgraph mining algorithms such as gSpan [29] and GASTON [30] . Throughout this paper, we use the enumeration tree by the gSpan algorithm as a search space for XðG n Þ.
By using our notation in Section 2.1, the above facts can be formally summarized as follows.
Lemma 1 (Enumeration Tree [31] ). Let G :¼ ðV; EÞ be a graph with a node set V ¼ XðG n Þ [ f? g and an edge set E ¼ fðx; x 0 Þ jx x 0 ; x 2 V; x 0 2 V; x and x 0 are different by only one edgeg, where ? denotes the empty graph. Then, we can construct a spanning tree T ðG n Þ rooted at ? over G, that is, an enumeration tree for XðG n Þ that has the following properties.
1) The enumeration tree covers all of x 2 XðG n Þ, where any of x 2 XðG n Þ is reachable from the root ? .
2) For a subtree T ðxÞ rooted at node x, we have x x 0 for any x 0 2 T ðxÞ.
MORISHITA-KUDO BOUNDS FOR SEPARABLE FUNCTIONS
Problem (2) is a very typical and general learning problem if we can enumerate all feature subgraphs fx i g & XðG n Þ. However XðG n Þ is intractably large to enumerate all elements in practice. Thus the issue here (in learning from graphs generally) is to efficiently obtain relevant subgraph features fx i g from such intractably large set XðG n Þ. Lemma 1 plays a central role to address this issue. The existing approaches for this issue are mainly iterative procedures which, at each iteration, search for an "optimal" subgraph from XðG n Þ in a given criterion. This single optimal-subgraph search is iterated and combined to obtain the final model. In order to perform this search over the complete subgraph feature set in a branch and bound strategy, we need a systematic way to compute the upper and lower pruning bounds for each given criterion. In existing work, these bounds have been derived independently for each specific criterion [1] , [2] , [3] , [4] .
Here we show that these specific bounds can be viewed as variations of simple and easy-to-obtain bounds, which we call Morishita-Kudo bounds. The original bounds by [1] , [32] consider only the specific objective function of Adaboost, but many existing methods for other objectives, such as [2] , [3] , [4] and the recently proposed gHSIC [33] , share the common idea. Thus we can say that most existing approaches are based on a branch-and-bound strategy with Morishita-Kudo bounds. In supplementary smaterials, which can be found on the Computer Society Digital Library at http:// doi.ieeecomputersociety.org/10.1109/2567399, we show three examples, in which previously obtained pruning bounds for specific targets can be easily derived by using Morishita-Kudo bounds than the original proofs.
At the same time we note that the objective function of Problem (2), which is thoroughly discussed in the next section, includes non-separable terms, and in particular, the 2-norm penalty term cannot be trivially handled when the complete subgraph feature set is considered.
Property of Boolean Vectors Associated With G n
We can associate the characteristic vector I Gn ðxÞ to each node x 2 T ðG n Þ as shown in Fig. 1 . For these characteristic vectors, we can observe the following result from Lemma 1, widely known as "Apriori property" in frequent pattern mining.
Lemma 2 (Apriori property [34] ). 1ðI Gn ðx 0 ÞÞ 1ðI Gn ðxÞÞ for x 0 2 T ðxÞ. For short, 1ðx 0 Þ 1ðxÞ for x 0 2 T ðxÞ.
Remark 3.
Recall that I Gn ðxÞ, previously defined as (4), is the characteristic vector, an n-dimensional Boolean vector, indicating if x is contained in each of G n . The number of 1s in the vector I Gn ðxÞ, that is j1ðI Gn ðxÞÞj, is identical to the "support" of x in G n in the standard data mining terminology.
Lemma 2 claims that when we traverse an enumeration tree down to the levels closer to leaves, from x to x 0 , the elements taking 1 in I Gn ðxÞ may change to 0, but the elements taking 0 must remain as 0 in I Gn ðx 0 Þ (Fig. 1) . Thus, the number of 1s in the characteristic vector I Gn ðxÞ at node x monotonically decreases if we proceed to any node x 0 ð xÞ closer to leaves in the enumeration tree. For example, the anti-monotone property of the support, which is a fundamental concept in frequent pattern mining, can also be obtained as a corollary of Lemma 2 as x x 0 ¼) j1ðI Gn ðxÞÞj5j1ðI Gn ðx 0 ÞÞj: We also observe the following simple facts for any arbitrary bounded real-valued function on n-dimensional Boolean vector space, f : f0; 1g n ! R.
Theorem 4 (Combinatorial bounds).
Assume that u 2 f0; 1g n is fixed. Then, for any v 2 f0; 1g n such that 1ðvÞ 1ðuÞ, we have fðuÞ5fðvÞ5fðuÞ;
where fðuÞ ¼ max a i 2f0;1g;i21ðuÞ ffða 1 ; a 2 ; . . . ; a n Þ j a j ¼ 0; j 2 0ðuÞg;
fðuÞ ¼ min a i 2f0;1g;i21ðuÞ ffða 1 ; a 2 ; . . . ; a n Þ j a j ¼ 0; j 2 0ðuÞg:
Proof. Since 1ðvÞ 1ðuÞ , 0ðuÞ 0ðvÞ, we have
for any v such that 1ðvÞ 1ðuÞ. Thus, let be v ¼ ðv 1 ; v 2 ; . . . ; v n Þ and, fixing all i 2 0ðuÞ as v i ¼ 0 and setting all remaining v i ; i 2 1ðuÞ free as ffðvÞ j 1ðvÞ 1ðuÞg ¼ ffða 1 ; a 2 ; . . . ; a n Þ j a i ¼ 0; i 2 0ðuÞg;
and taking the maximum and minimum in this set leads to the result in the theorem. Note that the above set is finite since a i 2 f0; 1g; i 2 1ðuÞ. 
Morishita-Kudo Bounds
Theorem 4 and Corollary 5 give us a general idea to obtain pruning bounds for arbitrary function f in the depth-first traversal of an enumeration tree. However, in general, it requires a combinatorial search to obtain these bounds. We present computationally tractable and useful bounds that we call Morishita-Kudo bounds for separable functions. Note that the target functions appeared in the previous studies [1] , [2] , [3] , [4] , [32] are all separable. On the other hand, non-separable cases include when the function has a term not controllable by Boolean variables such as the penalty terms of Problem (2) and also when the function has higher-order terms between Boolean variables, like mutual information.
Lemma 6 (Morishita-Kudo bounds).
Assume that a real-valued function of n-dimensional Boolean vector f : f0; 1g n ! R is separable, meaning that there exists a set of n functions f i : f0; 1g ! R; i ¼ 1; 2; . . . ; n and
Then, for given u ¼ ðu 1 ; u 2 ; . . . ; u n Þ 2 f0; 1g n , we have Thus, for separable functions, if we have some fixed u 2 f0; 1g n , then we can limit the possible range of fðvÞ for any v such that 1ðvÞ 1ðuÞ, and the upper and lower bounds for fðvÞ, i.e., fðuÞ and fðuÞ, are easy to compute just by comparing f i ð0Þ and f i ð1Þ for each i 2 1ðuÞ. Since 1ðvÞ 1ðuÞ, we have v i ¼ 0 for i 2 0ðuÞ and the amount of P i20ðuÞ f i ð0Þ is unchanged and cannot be further improved. Only elements that can differ are v i s for i 2 1ðuÞ, and therefore we have the maximum or minimum of fðvÞ for v such that 1ðvÞ 1ðuÞ.
In supplementary materials, available online, we show three examples, in which previously obtained pruning bounds for specific targets can be easily derived using Morishita-Kudo bounds than the original proofs.
LEARNING SPARSE LINEAR MODELS BY BLOCK COORDINATE GRADIENT DESCENT
We now describe a way to optimize Problem (2), searching necessary subgraph features simultaneously. Our main idea is first to make block coordinate gradient descent [35] , [36] feasible over all subgraph indicators. Then, by setting a small block size to update, Problem (2) with an intractably large number of variables becomes practically solvable. Although coordinate-descent-type optimization for solving (2) is known to be quite effective in non-graph cases [37] , but totally-corrective boosting based on column generation can be another option [3] , [38] . In this framework, adding the top-k optimal variables at each iteration, called multiple-pricing, can be also investigated. Note that this approach needs to repeatedly solve internal optimization problems, for example, linear programming for [3] , and nonlinear programming for more general loss functions. Multiple pricing leads to more constraints in the dual problem and increases this internal optimization time, and the effect is concluded as not significant when the search space is progressively expanded [3] .
Tseng-Yun Class of Block Coordinate Gradient Descent
We consider block coordinate gradient descent with small nonzero coordinate blocks to our simultaneous learning of subgraph features and parameters to be optimized [35] , [36] . This algorithm is known to be efficient [37] compared to the other methods, and also the global and linear convergence under a local error bound condition is guaranteed. Let uðtÞ be the parameter value of interest at iteration t. The block coordinate gradient descent is based on gradient descent by applying local second-order approximation at the current uðtÞ to only the smooth part fðuÞ of the objective function F ðuÞ ¼ fðuÞ þ RðuÞ as where HðtÞ 1 0 is a positive-definite matrix approximating the Hessian r 2 fðuðtÞÞ. The main idea is to solve this local minimization by block coordinate descent instead of directly optimizing the original objective function by coordinate descent, which may be viewed as a hybrid of gradient projection and coordinate descent. The coordinate block to be updated at each iteration is chosen in a Gauss-Southwell way, which can be the entire coordinates or a small block of coordinates satisfying a given condition. More precisely, this algorithm iterates the following steps to update the parameter uðtÞ until convergence:
Step
Tracing Nonzero Coefficients of Subgraph Indicators
We show the way to run the Tseng-Yun block coordinate gradient descent during our subgraph search of Problem (2). In our case, the parameter of interest uðtÞ at iteration t is uðtÞ :¼ ðb 0 ðtÞ; b 1 ðtÞ; b 2 ðtÞ; . . .Þ:
The dimension of uðtÞ is intractably huge and practically uncomputable, due to a combinatorially large number of all possible subgraphs in the given data. Each jth coordinate of uðtÞ is associated with the corresponding subgraph x j 2 XðG n Þ.
The first problem is that we cannot have even uðtÞ explicitly. Thus our strategy is to keep only the non-zero coordinate block of uðtÞ by avoiding the evaluation of zero coordinates as much as possible. We start with setting all coordinates of initial uð0Þ to zero, and hence it is enough to consider the update rule to obtain the nonzero part of uðt þ 1Þ from the nonzero part of uðtÞ.
Let us assume that we already have all nonzero coordinates of uðtÞ. Taking a look at Step 1 to Step 5 to get uðt þ 1Þ, the nonzero part of uðt þ 1Þ is detected in Step 1. Indeed, suppose that we have the nonzero part of T ðuðtÞÞ, since dðtÞ ¼ T ðuðtÞÞ À uðtÞ, we have fj j dðtÞ j 6 ¼ 0g fj j uðtÞ j 6 ¼ 0g [ fj j T ðuðtÞÞ j 6 ¼ 0g. Since uðt þ 1Þ ¼ uðtÞ þ aðtÞdðtÞ, we can also see fj j uðt þ 1Þ j 6 ¼ 0g fj j uðtÞ j 6 ¼ 0g[ fj j T ðuðtÞÞ j 6 ¼ 0g.
We thus focus on how to identify the nonzero indexes fj j T ðuðtÞÞ j 6 ¼ 0g from the current uðtÞ (Step 1). Note that Step 1 is based on coordinate descent and each ith coordinate T ðuðtÞÞ j is separately computed in a coordinate-wise manner. Also note that Step 3, 4 and 5 can be carried out only after Step 1 and 2 for all nonzero coordinates are obtained because Step 3 requires kdðtÞk 1 .
To realize
Step 1, we use the following lemma, which shows that T ðuðtÞÞ j for the j-th coordinate has the closed-form solution, which comes from the complementary slackness of primal-dual pairs in convex optimization. Proof. See the supplementary material, available online.
t u
Combined with the structured search space of XðG n Þ which is equal to the enumeration tree T ðG n Þ, Lemma 7 provides a way to examine if T ðuðtÞÞ k ¼ 0 for unseen k satisfying x k 2 T ðx j Þ: if we already know T ðuðtÞÞ k ¼ 0 for all unseen x k 2 T ðx j Þ, we can skip checking all subgraphs in the subtree below x j , i.e., x k 2 T ðx j Þ As the lemma claims, T ðuðtÞÞ k ¼ 0 is controlled by whether jb k ðtÞj4 1 or not. If we know the largest possible value b Ã j of jb k ðtÞj for any k such that x k 2 T ðx j Þ and also know that b Since for any b 
k ¼ 0 regardless of the value of HðtÞ kk . Then, provided that we have the index-to-set mapping j7 !fk j x k 2 T ðx j Þ; uðtÞ k 6 ¼ 0g;
at each j, we can also have the exact upper and lower bounds for jb ð2Þ k ðtÞj such that x k 2 T ðx j Þ. By Lemma 7 and depth-first dictionary passing (See the supplementary material, available online), we have Theorem 8. Note that this result also confirms that we can control the sparsity of uðtÞ by parameter 1 . Proof. See the supplementary material, available online.
Remark 9. If we observe maxfL j ðtÞ þ B j ðtÞ; ÀL j ðtÞ À B j ðtÞg4 1 at x j , we can conclude that there are no x k 2 T ðx j Þ such that T ðuÞ k 6 ¼ 0, and therefore prune this entire subtree T ðx j Þ in search for T ðuÞ k 6 ¼ 0. Fig. 2 shows the pseudocode for the entire procedure. Note that h and h 0 are data structures to access the set of mappings shown in (7), and also h and h 0 are processed through the depth-first dictionary passing. See the supplementary material, available online, for details.
Algorithm
NUMERICAL CASE STUDY
As a case study of our proposed framework, we take an example of L1-penalized logistic regression. Logistic regression is a fundamental model for classification, and gives a baseline understanding about the linear separability of the data. The proposed algorithm is, to our knowledge, the first exact method to directly learn logistic regression over all subgraph features under elastic-net regularization (a possibility of generalizing a boosting-based approach was already discussed [38] ).
We numerically examine the properties and performance of L1-penalized logistic regression (L1-LogReg) by using our algorithm shown in Fig. 2 , for Problem 2, 2 ¼ 0 and Lðy; mÞ ¼ ylog ð1 þ expðÀmÞÞ þ ð1 À yÞlog ð1 þ expðmÞÞ; for y 2 f0; 1g. Our results are compared to those of two existing methods mentioned in Sections 1 and 2: Adaboost [1] and LPBoost [3] . According to the example of [36] , we set 
Datasets
For systematic evaluation, we use two datasets for binary classification: a controlled random graph dataset (RAND) and a real dataset (CPDB). The full details and the results for other datasets are described in the supplementary materials, available online. RAND dataset consists of 100,000 graphs, each of which is generated by probabilistically combining small graphs from a random-graph pool. Thus we can know "ground truth" for discriminative subgraph features embedded in given (observed) graphs, and we can compare the selected subgraph features by each learning algorithm to the ground truth.
CPDB dataset is the mutagenicity data from carcinogenic potency database (CPDB) [39] , consisting of 684 graphs (mutagens: 341, nonmutagens: 343) for a binary classification task.
Evaluating Learning Curves on RAND
We first investigated the convergence property by the learning curves of the three methods on RAND. First we divided the dataset into 100 sets, each containing 1,000 graphs (500 positives and 500 negatives). We estimated the expected training error by computing each training error of model i with data set i that was used to train the model, and averaging over those 100 values obtained from 100 sets. Since all 100 sets share the same probabilistic rule behind their generation, we also estimated the expected test error by first randomly choosing 100 pairs of set i and model j (i 6 ¼ j), and computing the test error of the model i with data set j that was not used to train the model, and averaging over those 100 values obtained from 100 pairs. We used the same fixed 100 pairs for evaluating all three methods of Adaboost, LPBoost, and L1-LogReg. Fig. 3 shows the learning curves of three methods. We can see that the convergence rate of L1-LogReg was much better and stable than Adaboost and LPBoost. For example, even after only around 20 iterations, the error was almost the same as the last converged value, while Adaboost and LPBoost needed around 100 and 50, respectively, iterations for that condition. Also we can see that LPBoost accelerated the convergence rate of Adaboost. The convergence behavior of LPBoost was unstable at the beginning of iterations, which was already pointed out in the literature [40] , [41] , whereas Adaboost and L1-LogReg were more stable. LPBoost however often achieved slightly lower error than L1-LogReg and Adaboost, implying that the hinge loss function (LPBoost) fits better to the task compared to the logistic loss (L1-LogReg) or the exponential loss (Adaboost).
Evaluating Selected Subgraph Features on RAND
We compared the subgraph features selected by the three methods after convergence, i.e., the features having non-zero coefficients, keeping the number of features at the same. To do so, we carefully chose the parameter values of the three methods, i.e., 325 for Adaboost, 0.335 for LPBoost and 0.008 for L1-LogReg under RAND, resulting in around 240 features by each method. Table 1 shows the statistics of this result. Note that the test errors of the three models were comparable, i.e., around 0.17. Note that the original dataset of RAND was generated by combining 100 small graphs in a seed-graph pool, but the number of learned features in Table 1 was around 240, which is more than 100.
In Fig. 4 , we show the size distribution of subgraph features in the seed-graph pool in the left-most panel that was used to generate the data, and those of Adaboost, LPBoost, and L1-LogReg in the right three panels. Interestingly, even though the number of features (% 240) and the performance of the three methods (% 0:17) were almost similar, the selected sets of subgraph features were quite different in their sizes. We can see that compared to the original subgraphs stored in the seed-graph pool (up to size 7), all three methods chose much smaller subgraphs and tried to represent the data by combining those small subgraphs. In particular, Adaboost and LPBoost focused on selecting the subgraph features, where their size was less than and equal to three, mostly two (graphs with only two edges). By contrast, L1-LogReg had comparatively balanced size distribution. Fig. 5 shows the number of overlapped subgraph features between different methods (averaged over 100 sets). Fig. 4 might give a misleading impression that the selected features of Adaboost and LPBoost would be similar since the obtained number of features is similar. Yet they are remarkably different as we see in Fig. 5 . Fig. 5 shows that by looking more closely, LPBoost and Adaboost shared a much larger number of features than those between either of them and L1-LogReg. Table 2 shows the comparison result of the classification accuracy (ACC) for CPDB and the number of selected subgraph features and iterations. We included a standard method in chemoinformatics as a baseline, shown by glmnet in Table 2 : We first computed the fingerprint bit vector and then applied standard onenorm penalized logistic regression optimized by glmnet [42] . For fingerprints, we used four different fingerprints, FP1, FP2, FP3, and MACCS, generated by Open Babel 1 . L1-LogReg achieved accuracy comparable with the best one by Adaboost and LPBoost with a much smaller number of subgraph features. Table 3 shows the detailed statistics behind Table 2 , where "time (sec)" denotes the CPU time 2 in seconds. We also included an elastic-net penalized logistic regression (Els-LogReg) with fixed 1 and changing parameter 2 . Also in this table we show the results of inexact and fast algorithms of Fig. 2 with pruning the case in which the same characteristic vector I Gn ðxÞ is already evaluated and the size of x is larger than 3. However, in this task, the test accuracy of Els-LogReg with 2 > 0 is worse than that with 2 ¼ 0 (L1-LogReg), and decreasing as 2 increases. We see that the inexact version achieved fast results compared to the exact version, with keeping or even increasing the accuracy performance.
Evaluating Predictive Performance on CPDB
DISCUSSION
The redundancy and high correlation of subgraph features primarily come from the subgraph isomorphism. When subgraph features x i and x j are very similar, the corresponding subgraph indicators Iðx i gÞ and Iðx j gÞ would take very similar values. Moreover, the number of samples is generally far less than the number of possible subgraph features. Therefore, we can have many exactly identical column vectors that correspond to different subgraph features, which causes perfect multicollinearity.
In most practical cases, we have a particular set of subgraph features, say X, such that any x 2 X has the same characteristic vector I Gn ðxÞ. These subgraph features form an equivalence class
where any representative subgraph feature x has the same I Gn ðxÞ. Note that two graphs with very different structures can be in the same equivalence class if their subgraph features perfectly co-occur (For example, disconnected-subgraph patterns). Therefore, for given x i ; x j 2 ½x, we cannot distinguish if either of the two subgraph indicators is better than the other, just by using G n . A heuristics in terms of predictive performance is that the smallest subgraph in ½x might be good as the representative subgraph, because smaller subgraphs are expected to occur in unseen graphs with a higher probability than that of larger ones. This point should be carefully treated when we are interested in Fig. 4 . Distribution of the size of selected subgraph features (average over 100 trials). interpreting the selected set of subgraph features. We can always have many other candidates in the equivalence class that has exactly the same effect as a subgraph feature.
The existing methods such as Adaboost and LPBoost add a single best subgraph feature at each iteration with branch and bound, and thus usually ignore this problem, because they just take the first found best subgraph in ½x. On the other hand, the proposed method allows to add multiple subgraph features at each iteration. Hence we need to handle this point explicitly. In this paper, for the sake of comparison, we just take the first found subgraph x (following the other methods) and ignore the subsequently found subgraph in the same equivalence class ½x by hashing based on I Gn ðxÞ. However if we consider this problem carefully, the predictive performance of our algorithm might be improved. If needed, we can provide the entire set of equivalent class for each output.
CONCLUSIONS
In terms of sparse learning over the complete subgraph feature set, our contributions were the three points as mentioned in Introduction. We once again summarize them with the consequences and implications, as follows:
We have showed that the many existing methods can be viewed as variations of a branch-and-bound algorithm based on Morishita-Kudo bounds. We have formulated this point as a property of pseudo Boolean functions. To our knowledge, this is the first attempt to explicitly formulate the general idea that underlies all relevant work. The presented formulation in terms of Boolean variables is independent of any pattern discovery problems, and also widely applicable to other contexts. We have presented a direct optimization algorithm for solving Problem (2) over graphs (Fig. 2) . This formulation includes a wide variety of important statistical models including generalized linear models, etc. We emphasize that unlike many other relevant work, Problem (2) cannot be directly solved by Morishita-Kudo bounds. We experimentally analyzed the convergence property, the predictive performance, and the obtained subgraph features using a case study with L1-penalized logistic regression (L1-LogReg), which was optimized by our proposed algorithm. Note that L1-LogReg has not been examined by any existing work yet. Our results showed the pros and cons of our approach in detail. Furthermore, the problem of multicollinearity and the detailed difference in selected features could be found but have not been pointed out in the literature yet. Our results would warn that we need carefully "interpret" the selected features obtained by these methods. Possible future work would be to build a faster algorithm under practical situations, which would be always mandatory for supervised learning over complex data, particularly graphs. We believe that our results and findings contribute to the advance of understanding in the field of general supervised learning from graphs considering all possible subgraph features, and also restimulate the current study of this research direction. 
