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Introduction
The market risk premium is often used by academics and financial market practitioners for asset valuation purposes. The motivation of this study is to assess whether there exists any temporal patterns that better forecast the market risk premium in short time horizons. This will potentially be of fundamental importance for asset managers who invest in equity market indices and desire to make timely investment decisions about asset allocation, rebalancing of portfolios and formulating appropriate investment strategies. Moreover, it is important for risk managers who seek an indication of the premium for bearing non-diversifiable risk, in order to avoid particular scenarios and limit the damage from others. It is also useful for pension funds on exploring whether it is advantageous to invest in a particular stock or bond market.
Market risk premium refers to the excess return over the risk free rate that an investor is requesting on a market investment as a compensation for the risk he or she is undertaking.
Investing in equities is riskier for the following reasons: For one, historically stocks have been more volatile relative to other asset classes and an investor can lose a lot more money in equities in the short run. Secondly, equity holders get paid out when all the other claims on a company's cash flows and the employee's get paid first, thus, indicating that the cash flows to equity holders contain a higher probability of default.
In this study, the market risk premium time series is calculated via the historical premium approach which is a purely backward looking approach. More precisely, it is calculated as the historical differential of the total return on the benchmark stock index for a particular market and a short-term interest rate (as a proxy for the riskless rate). This historical risk premium approach also assumes that the premium is equal for all investors. For an extensive discussion on appropriate methods of calculating the market risk premium, as well as estimation and forecasting methods, refer to A. Damodaran (2013) ; Goetzmann and Ibbotson (2006) and E.
Dimson et al. (2002).
The historical premium calculation method was selected because of its convenience to be implemented in an Artificial Neural Network modeling context. The time period chosen is such that it includes pre and post crisis data so that the adaptability of the models can be tested across different market conditions.
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The remainder of the paper is organized as follows. Section 2 summarizes relevant literature. Section 3 provides an extensive description of the data and Section 4 introduces the methods used in this study. Finally, Section 5 presents the empirical results and Section 6 concludes.
Literature Review
Forecasting the market risk premium has been the subject of a long debate among finance academics. A couple of empirical studies have pointed out the weak "out-of-sample" performance of widely used regression-based predictors of risk premium (Welch and Goyal, 2006) , and unstable forecasting relationships (Lettau and Nieuwerburgh, 2008 
Data and Methodology
This section aims to provide a detailed description of the data used in this study as well as the transformations that have been made. More precisely, the market risk premium for the US financial market is defined via the historical premium approach, as following:
where: In total, 11 inputs were inserted to the network. Table 1 below shows all the inputs to neural networks as well as the lags with which they were inserted. The final inputs are also normalized. This is intended for faster approaching to global minima at error surface and can also assure faster training. In a previous version of this paper, volatility index and yield curves have also been included in the initial universe of inputs. However, they were finally dropped out due to poor forecasting accuracy results. This leads to the conclusion of no predictability link between market risk premium and volatility. In addition, the proposed model has been applied to Polish, Peruvian and Philippines datasets which were not included as well in this paper, due to poor results and lack of comparability of risk-free rates. In the case of Peru, there was a serious liquidity problem in the chosen time period that deterred an unbiased economic comparison with the market risk premia from the other countries.
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Forecasting Models
Naïve Model
The benchmark model that is usually used by the forecasting literature to predict the future is the Naïve one. This model assumes that all forecasts for the future are equal to the last observed value of the series at time . Hence, the model takes the following form:
where: is the current rate of return at time and +1 is the forecast rate of return at time + 1.
Exponential Smoothing
Single Exponential Smoothing
Exponential Smoothing assigns exponentially decreasing weights as the observations get older. Hence, recent observations are given relatively more weight in forecasting than the older observations. In simple exponential smoothing, forecasts are calculated using weighted averages where the weights decrease exponentially as observations come from the distant past. The smallest weights are given to the oldest observations. The exponential smoothing model is defined as:
where: 
Autoregressive Moving Average Model (ARMA)
In Autoregressive Moving Average models (ARMA), the current value of a time series is assumed to depend on its previous values and on previous residual values. Therefore, the model includes autoregressive and moving average components and takes the following form:
where:
 is the dependent variable at time 
Artificial Neural Networks
Artificial Neural Networks (ANNs) gained immense popularity over the recent past and are widely applied in a variety of financial time-series forecasting problems and investment decision-making. They were initially developed as a model that mimics the intelligence of a human brain to a machine (Trippi and Turban, 1992) . ANNs became quite popular due to their particular and attractive features which are enumerated below. However, ANNs exhibit some drawbacks, from a statistical point of view. An often cited one, is the fact that model parameters are difficult, if not impossible, to interpret, thus they are considered as "black box" models and built principally for pattern recognition and forecasting.
Another one concerns the risk of overfitting or under fitting the data. Overfitting occurs when the constructed model is fairly complex and may fit irregular or unpredicted noise in the data. In this case, the model will be less robust for out-of-sample forecasting. Under fitting occurs when a model is excessively simple to capture the underlying trend of the data and does not fit them well enough.
There are numerous types of Artificial Neural Network models in the literature. In this paper, three Artificial neural network models are applied, namely, the Multilayer Perceptron network (MLP), the Elman Network (EN) and the Higher Order Neural Network (HONN) in order to forecast the daily Market Risk Premium.
Multilayer Perceptron Network
A standard neural network has at least three layers. Similar to a multivariate regression, the number of nodes in the first layer, also called as input layer, corresponds to the number of explanatory variables. The number of nodes in the last layer, corresponds to the number of dependent variables. The number of nodes in the intermediate layer, or alternatively hidden layer, defines the amount of complexity that the network model is able to fit. Further, the input and hidden layers contain an additional node, which is the bias node and has a fixed value of one.
This bias node is similar to the intercept in a standard regression model. Each node in one layer is connected to the next layer. These connections, called network weights, are the model parameters in a standard regression.
The information to the network is processed as follows:
 the explanatory variables are inserted to the network via its input nodes (in this paper, that includes lagged values of total returns on sector indices and 3-month T-Bill).
 Then, information is processed to each node in the hidden layer via the network weights, as the weighted sum of its inputs. 
 is a linear function:   
The error function to be minimized is:
where t Y is the actual value and ˆt Y is the target value.
Elman Networks (EN)
Elman networks were initially developed in 1990. ENs with one or more hidden layers are feedforward networks which have the ability to learn any dynamic relationship between inputs and output arbitrarily well, given enough neurons in the hidden layer.
A simple Elman Network has activation feedback that encloses short-term memory.
These additional memory units enable the network to yield better results in comparison to simple MLPs. However, as Tenti (1996) highlights, their main disadvantage is that they require substantially more connections and more memory in simulation, than standard backpropagation networks. This results in a significant increase in computational time, during the training process. 
Higher Order Neural Network
Higher Order Neural Networks were initially presented by Giles and Maxwell (1987) .
This type of neural network (NN) architecture has been widely used in pattern recognition, nonlinear simulation, classification and prediction in computer science and engineering.
However, their financial applications remain quite limited.
The structure of a three input second-order HONN is displayed in Figure 4 below: However, since the number of inputs can become quite large for higher order architectures, orders of four and above are not frequently applied.
Training the Neural Network
The network training (which is the adjustment of its weights in such a way that the network maps the input value of the training dataset to the output/predicted value) begins with randomly selected weights and continues by applying the backpropagation of errors learning algorithm. This learning algorithm searches those weights that minimize an Error function.
Depending on the amount of nodes in the hidden layer, it is probable that the network learns the training data exactly (alternatively referred as overfitting). Therefore, the network training has to stop early (usually referred as 'early stopping'). This is done by dividing the dataset into three subsets (as shown in the First, the training set is used to optimize the model and the backpropagation learning algorithm is used to determine optimal weights from the initial random weights. Then, the test set is used to stop the training set from potential overfitting problems. More precisely, the training set optimization stops when the test set reaches at the maximum positive return. Both training and test sets refer to the insample subset and are split in such a way in order to avoid overfitting and make sure that any patterns in the data will be captured by the network model. At last, the out-of-sample subset is used to simulate future values of the time-series under study.
All NNs are trained 80 times. The best ten performing networks are selected (these demonstrate the lowest error within the insample set) for the out-of-sample forecasting task. In addition, forecasts of each network differ depending on the different architectures being tested and their initial random set of weights. Therefore, a simple average of the committee of these 10
NNs is presented as a way to eliminate possible outlier network and avoid the problem of local optima that might have arisen during the training process.
Empirical Results
The forecasting performance of the tested models is evaluated, based on a few commonly Table 4 : Out-of-Sample statistical performance for the US financial market. This leads us to the conclusion that the proposed forecast model can be used in order to indicate possible downside or upside moves in the market, form appropriate market timing strategies and decide on whether it is profitable to invest in the stock market compared to deposit your money in a riskless bank account.
In the same vein, insample performance metrics go in line with the out-of-sample ones, leading us to the conclusion that the model has good generalization capabilities. This means that since the results are similar for both insample and out-of-sample periods, it is highly likely that they will continue to be similar in the future. This also confirms the adaptive properties that neural networks have as they are learning the data which are given to them.
Therefore, both insample and out-of-sample results demonstrate the superiority of Artificial Neural Networks over simple univariate forecasting models for the tested market.
Concluding Remarks
This paper has developed, applied and compared three forecast models based on Artificial neural network architectures, in order to predict the one-day ahead Market risk premium for the US equity market, using top level sector indices and middle rates on 3-month T- 
