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RESUMEN
La secuenciación de transcritos con RNA-Seq es hoy en día una de las técnicas más populares en los estudios transcriptómicos.
Relativamente reciente, esta técnica ha permitido la secuenciación de transcritos de RNA en una escala y profundidad no
alcanzada por otras técnicas anteriores. Sin embargo, el alcance de las conclusiones que se pueden sacar depende estrictamente
de un proceso adecuado, desde el diseño experimental hasta el análisis bioinformático de los datos. Dadas las diferencias en
el proceso transcripcional de las células eucariotas y procariotas, el análisis de RNA-Seq deberá tener ciertas consideraciones
dependiendo del tipo de organismo estudiado. En esta revisión se exponen los principales factores a tener en cuenta para
lograr un análisis de RNA-Seq consistente, replicable y concluyente, enfocándose específicamente en organismos procariotas.
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ABSTRACT
RNA-Seq is nowadays the method of choice for the sequencing of transcripts and transcriptomes in the field of molecular
biology and gene expression assays. Until recently, this technique has allowed for the sequencing of RNA transcripts in an
unprecedented scale and depth never reached in previous years; nevertheless, the reach and validity of the conclusions generated
will depend strictly on an adequate experimental design and a robust analysis of the data. Given the inherent differences
between prokaryotes and eukaryotes, the RNA-Seq analysis should take into account the type of organism studied. In this
review we present the main factors to take into consideration when designing a consistent analysis for this type of data in
prokaryotes, from the experimental design to the in silico analysis of the generated data.
Keywords: analysis, experimental design, prokaryotes, RNA-Seq.
INTRODUCCIÓN
El estudio del transcriptóma de un organismo en una condición dada puede realizarse con diferentes técnicas; estas pueden
ser basadas en hibridación o secuenciación. Las técnicas basadas en hibridación, como los microarreglos, requieren el
conocimiento previo de los transcritos de interés para generar las sondas. Además de esto, introducen ruido por posibles
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hibridaciones cruzadas, inherente al proceso de diseño de
sondas, y limita el rango de detección a genes previamente
descritos (Wang et al., 2009; McClure et al., 2013). Por su lado,
las técnicas basadas en secuenciación tienen mayor alcance;
técnicas como SAGE (Serial Analysis of Gene Expression), CAGE
(Cap Analysis of Gene Expression) y MPSS (Massively Parallel
Signature Sequencing) se basan en la secuenciación de cDNA,
o librerías de ESTs con Sanger. Sin embargo, debido a que
estas técnicas son de bajo rendimiento, se requiere dirigir la
secuenciación de forma específica para producir resultados
precisos, elevando los costos significativamente (Wang et al.,
2009; Ozsolak y Milos, 2011; McClure et al., 2013).
La aparición de las plataformas de secuenciación masiva pa-
ralelizadas, o técnicas de secuenciación de nueva generación
(NGS, Next-generation sequencing), han generado la producción
de datos a gran escala. Debido a esto, los costos de secuen-
ciación se han reducido drásticamente de entre dos a tres
órdenes de magnitud en los últimos diez años (Shendure y
Ji, 2008; Tucker et al., 2009). La reducción en los costos de
NGS ha aumentado las posibilidades de estudiar cambios en
el campo transcriptómico de forma más flexible y global que
lo permitido por técnicas anteriores. El nuevo enfoque de in-
terés en el tema de la transcriptómica es la secuenciación
masiva y profunda de RNAs, cuya técnica se denomina RNA-
Seq. El principal objetivo de RNA-Seq es catalogar todos y
cada uno de los transcritos (RNA) expresados por una célula
en una condición especifica; una técnica altamente cuanti-
tativa y de alto rendimiento que ha encontrado diversas
aplicaciones en la actualidad (Hoen et al., 2008; Wang et al.,
2009; Chen et al., 2011; Ozsolak y Milos, 2011; McClure et
al., 2013; Van Verk et al., 2013). Estas técnicas basadas en
secuenciación masiva eliminan el ruido introducido por la
correcta hibridación de sondas dependiente del diseño em-
pleado, ofrecen un mayor rango dinámico de detección al
evitar la saturación por señales de fluorescencia y permiten
obtener un panorama más global de los genes activados y/o
reprimidos sin restringirse a genes previamente caracteri-
zados (Hoen et al., 2008; Bradford et al., 2010; Nookaew et
al., 2012; Soneson y Delorenzi, 2013; Van Verk et al., 2013).
Aunque el alcance del RNA-Seq es mucho mayor a técnicas
anteriormente usadas su poder informativo se ve limitado
por cuatro factores importantes: 1) el diseño del experimento
del cual se obtienen los datos a secuenciar, 2) la información
requerida sobre los datos secuenciados, 3) la calidad de la
secuenciación y 4) el análisis bioinformático de los datos
(Agarwal et al., 2010; Bradford et al., 2010; Oshlack et al.,
2010; Soneson y Delorenzi, 2013). Dada la cantidad de
información recopilada en una corrida de RNA-Seq, este
último punto puede llegar a ser abrumador si se desconoce
una metodología adecuada. En esta revisión se sigue un flujo
de trabajo para el análisis de organismos procariotas debido
a que se excluyen los pasos necesarios para analizar datos de
RNA-seq que contienen información sobre RNA producto de
splicing alternativo, exclusivo de células eucariotas. También se
entiende que el principal objetivo del análisis de RNA-Seq es
detectar genes diferencialmente expresados (DEGs); sin
embargo se incluyen recomendaciones para cumplir otros
objetivos, como la detección de RNAs no codificantes y
anotación de genes novedosos.
Diseño experimental
El diseño experimental para el análisis de RNA-Seq es un
paso de gran relevancia, porque luego de secuenciadas las
muestras cualquier error en el diseño experimental solo po-
drá corregirse reemplazando las muestras con una nueva
secuenciación, lo cual implica altos costos y extiende el tiem-
po de la investigación. El diseño experimental de un análisis
transcriptómico no está muy alejado del diseño de otros
experimentos en investigación comparativa; sin embargo
cobra gran importancia debido al origen de la variación
encontrada en los resultados. En los datos de RNA-Seq se
encuentran dos orígenes de variación: el biológico, y el téc-
nico. Si el diseño experimental no se realiza adecuadamente
se podrían confundir las variaciones técnicas con las bioló-
gicas y llegar a conclusiones erradas que ningún análisis
estadístico elaborado podría evitar (Auer y Doerge, 2010).
Una manera frecuente de controlar la variación técnica es
utilizar Barcoding. Los Barcodes son pequeños fragmentos de
secuencias específicas agregados a la secuencia original
del transcrito que sirven como etiqueta para cada muestra
de RNA, permitiendo diferenciar cada tratamiento del expe-
rimento; estas muestras luego son procesadas en la misma
reacción de secuenciación para reducir al mínimo la varia-
bilidad técnica, maximizar los recursos utilizados y, a la vez,
permitir el diseño experimental en bloques (Auer y Doerge,
2010; Strickler et al., 2012).
Capturar la variabilidad biológica entre tratamientos se logra
realizando el número de réplicas adecuadas. Sin embargo,
cuando no se conoce la variabilidad del organismo, definir
qué numero de réplicas biológicas es el adecuado resulta
difícil; el método estadístico empleado también definirá un
mínimo de réplicas a utilizar. Lo que se recomienda, en ge-
neral, es tener tres réplicas biológicas por tratamiento, es
decir tres tratamientos idénticos por separado (Anders y
Huber, 2010; Soneson y Delorenzi, 2013; Tarazona et al.,
2013). Esto permite evaluar la variabilidad biológica dentro
de cada tratamiento y entre tratamientos. No obstante,
aunque los trabajos de RNA-Seq sin réplicas biológicas son
comunes en la literatura, a medida que crecen los estudios
con esta técnica la estadística aplicada es mas estricta y los
resultados sin réplicas biológicas pueden resultar obsoletos,
sobretodo por la incapacidad de poder extrapolar los resul-
tados a una población biológica (Anders y Huber, 2010;
Auer y Doerge, 2010; Soneson y Delorenzi, 2013; Tarazona
et al., 2013).
Además de tomar en cuenta la variabilidad técnica y bioló-
gica, es importante entender que la precisión en la estima-
ción de transcritos diferencialmnete expresados está relacio-
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nada, también, con la profundidad de secuenciación; es
decir, a mayor número de datos menos varianza existirá entre
ellos. En este caso particular, los transcritos más afectados
por una baja profundidad de secuenciación serán aquellos
con bajos niveles de expresión y longitudes reducidas. Ac-
tualmente se ha propuesto que para un genoma de mamífero
se requieren 700 millones de lecturas para obtener una cuan-
tificación confiable de > 95 % de los transcritos expresados
(Bradford et al., 2010; Tarazona et al., 2011; Cai et al., 2012).
Según el consorcio de investigación ENCODE, lanzado por
el Instituto Nacional de Investigación del Genoma Humano
(NHGRI), la profundidad de secuenciación adecuada varía
dependiendo del objetivo del proyecto. Para experimentos
cuyo propósito es evaluar la similitud entre dos perfiles trans-
criptómicos, se recomienda tener treinta millones de lecturas
pareadas de una longitud mayor a treinta nucleótidos. Si el
experimento busca descubrir nuevos transcritos, o cuantifi-
carlos de forma robusta, un mínimo de 100-200 millones de
lecturas mayores a setenta pares de bases es recomendado.
Información requerida: tipos de librerías
Los datos obtenidos en el experimento serán representados
por secuencias, denominadas lecturas, y la agrupación de
estas generan librerías de secuenciación. Además de contener
lecturas, las librerías incluyen información particular de estas.
Por esta razón, resulta crucial definir el tipo de librería desea-
da previo a la secuenciación. Dependiendo del tipo de librería
se puede obtener información adicional a la expresión dife-
rencial de genes, como la anotación de genes novedosos o
la identificación de RNAs no codificantes. Adicionalmente, la
escogencia adecuada de la librería tendrá un impacto sobre
la precisión de los resultados finales. Para generar análisis de
transcriptomas completos en una condición dada es reco-
mendable la construcción de librerías paired-end tags, cono-
cidas por sus siglas en inglés como librerías tipo PET (Tabla
1). Estas librerías secuencian dos regiones por cada frag-
mento de RNA, un fragmento a partir de cada extremo, pro-
duciendo lecturas pareadas (Ruan y Ruan, 2012). Esto es
importante a la hora de realizar el ensamblaje de transcritos;
es decir, la unión de lecturas para formar transcritos hipo-
téticos. Dicho proceso se logra, normalmente, mediante la
identificación de lecturas contiguas alineadas a un genoma
de referencia. Al contar con dos lecturas por fragmento, este
tipo de librería disminuye las posibilidades de encontrar ali-
neamientos en un genoma de referencia por azar, aumen-
tando la precisión a la hora de identificar transcritos hipo-
téticos. Por otro lado, al obtener dos lecturas por fragmento
se aumenta el área de cobertura en el genoma de referencia
estudiado; por esta razón, se suele considerar que la co-
bertura de este tipo de librería es superior (Fullwood et al.,
2009). Por su lado, las librerías single-end se recomiendan
para el análisis y predicción de RNAs no codificantes (Tabla
1), los cuales son moléculas de menor longitud. En estos
casos, las librerías tipo paired-end resultan en la sobreesti-
mación de transcritos y complejizan el ensamblaje de los
mismos debido al riesgo inherente de secuenciar por du-
plicado cada transcrito.
También existe la posibilidad de generar librerías hebra-espe-
cífica (strand-specific) con información sobre la dirección de
transcripción. Este tipo de información resulta muy útil a la
hora de descubrir RNAs no codificantes, los cuales pueden ser
transcritos en sentido contrario de su blanco, anotar de forma
correcta genes novedosos (previamente no predichos por
herramientas bioinformáticas) y, asimismo, obtener niveles de
expresión más precisos debido a la capacidad de discernir
mejor a qué transcrito pertenece una secuencia en regiones
con genes superpuestos (Kapranov et al., 2007; He et al., 2008;
Parkhomchuk et al., 2009). Aunque existen varios métodos
para la construcción de una librería hebra-específica, se ha
reportado que el método dUTP, donde toda la secuenciación
se hace a partir de la primera hebra de cDNA, genera los re-
sultados más confiables (Levin et al., 2010).
El tamaño de las librerías también resulta crucial porque
determina la profundidad de secuenciación del ensayo. En
casos donde las muestras de RNA no puedan ser obtenidas
de forma pura (aislamiento a partir de tejidos hospederos),
la cantidad limitante de RNA puede ser un obstáculo para
aclanzar una profundidad de secuenciación efectiva. En estos
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casos, se suelen amplificar las librerías mediante PCR antes
de la secuenciación. No obstante, este paso previo suele
introducir ruido adicional debido a la posible generación de
dímeros de primer’s y/o la amplificación de productos ines-
pecíficos (Tang et al., 2011). Como alternativa, se puede em-
plear una ampificación lineal, utilizada en la metodología
CEL-seq (Hashimshony et al., 2012). Dicha aproximación
emplea una transcripción in vitro (IVT) a partir de cDNAs de
doble cadena con un promotor muy específico de la RNA
polimerasa T7. Esta reacción isotérmica evita los productos
inespecíficos y dímeros de primer’s de la amplificación expo-
nencial pero requiere de una mayor cantidad de muestra
inicial; por esta razón, previo a la IVT, las muestras se juntan
con códigos de barras (barcodes) específicos para sumar las
cantidades de RNA y poder, a su vez, discernir las muestras
originales. Aún así, esta metodología muestra un fuerte sesgo
hacia la detección de transcritos con altos niveles de expre-
sión y no parece ofrecer una buena cobertura del transcrip-
toma, por lo que la mejor manera de obtener suficiente RNA
a partir de muestras limitantes continúa siendo debatible
(Bhargava et al., 2014).
Secuenciación
Teniendo en cuenta la información anterior, las muestras
deben ser procesadas y enviadas a secuenciar, especificando
qué tipo de librería se requiere. La secuenciación RNA-Seq
de las muestras puede realizarse mediante cuatro tipos dife-
rentes de plataforma: Illumina, SOLiD, 454 y Ion Torrent
(Ozsolak y Milos, 2011; McClure et al., 2013). Sin embargo,
para términos prácticos de este documento se asume que los
datos fueron obtenidos a través de la plataforma de secuen-
ciación Illumina, considerada como una de las tecnologías
más dominantes en el mercado (Metzker, 2010). Para garan-
tizar una buena calidad de secuenciación, es de vital impor-
tancia obtener buenas muestras del RNA a secuenciar. Para
esto se debe lograr extraer RNA de buena calidad en las
condiciones requeridas. La calidad del RNA suele medirse
mediante dos parámetros: pureza e integridad. La pureza se
puede analizar en un espectrofotómetro, como el NanoDrop;
se espera que las medidas de absorbancia estén dentro del
rango 1,8 y 2 para asegurar unas muestras sin contami-
nación de proteínas o compuestos fenólicos, normalmente
introducidos durante el proceso de extracción. El bioanali-
zador realiza una electroforesis capilar que permite deter-
minar la integridad del RNA mediante dos tipos de lecturas:
el número de integridad del RNA (RIN) y las proporciones de
RNA ribosomal (rRNA) presentes (23S/16S). La primera se
calcula a través de un software que analiza todo el patrón
electroforético de corrida y el segundo método calcula las
proporciones de las intensidades de banda correspondientes
al rRNA (las más visibles en una electroforesis de RNA total).
RINs de buena calidad se sitúan por encima de seis, en un
rango de uno a diez, y buenas proporciones de rRNA son
iguales o superiores a uno. Luego de asegurarse que la extrac-
ción se realice de la manera adecuada, las muestras se envían
a secuenciar. Desde este punto la calidad de la secuenciación
queda en manos de la compañía secuenciadora.
Análisis bioinformático
Después del proceso de secuenciación se obtienen los datos
en forma de lecturas contenidos en archivos informáticos.
Estos archivos pueden llegar a ser muy pesados; entre más
grande sea el genoma del organismo estudiado mayor será
el tamaño de los archivos, por lo cual se recomienda tener
un clúster o un servidor para poder analizarlos de forma
eficiente. Se recomienda tener, preferiblemente, un servidor
con 16Gb de RAM o más; si no es posible, al menos 4Gb de
RAM y una capacidad de almacenamiento superior al ta-
maño de las librerías debido a que los archivos resultantes
del análisis bioinformático también suelen ser pesados (Van
Verk et al., 2013). A lo largo de esta revisión se explicarán los
pasos para analizar los datos utilizando un sistema operativo
basado en Unix (sea GNU/Linux o Mac OS X). Los datos sue-
len estar en formato .fastq. Este formato contiene las secuen-
cias de las lecturas y sus correspondientes valores de calidad
de secuenciación. Los pasos básicos en el análisis bioinfor-
mático son: (1) la preparación de las lecturas, (2) el mapeo
y ensamblaje, y (3) la identificación de genes diferencial-
mente expresados. Adicionalmente, se pueden identificar
RNAs no codificantes aunque esta revisión se enfocará en la
identificación de transcritos codificantes.
Preparando las lecturas para el análisis
Antes de centrarnos en identificar los transcritos diferencial-
mente expresados, se debe realizar una limpieza y ensamblaje
de dichos transcritos. Para ello es necesario primero res-
ponder dos preguntas: 1) ¿Cuál es el estado de la secuen-
ciación de nuestras lecturas? 2) ¿Qué información dentro de
las librerías es pertinente incluir en el análisis?
Para responder la primera pregunta se pueden visualizar las
lecturas utilizando la herramienta bioinformática FASTQC,
disponible en http://www.bioinformatics.babraham.ac.uk/
projects/fastqc/ (Van Verk et al., 2013). Esta herramienta
(Fig. 1) permite observar la calidad de las lecturas, la dis-
tribución por nucleótido, el contenido GC, las secuencias
sobrerrepresentadas, la frecuencia de k-meros y el nivel de
duplicación, entre otros. Con esta información se identifica
el estado de las lecturas y se toman medidas para optimizar
las mismas; a esto se le denomina limpieza de las lecturas.
Existen varios criterios para identificar qué limpieza se debe
realizar a las lecturas. Por ejemplo, la calidad de las lecturas
debe estar por encima de 28 (quality score) y se deben eliminar
las porciones de secuencias que incrementen la desviación
estándar de la muestra. Se deben tener en cuenta la distri-
bución y frecuencia de los nucleótidos; una inconstancia en
estas características usualmente implica la presencia de
fragmentos de los adaptadores ligados durante el proceso
de secuenciación. Muchas veces dentro del servicio de se-
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cuenciación, las compañías incluyen el servicio de limpieza
de adaptadores. Sin embargo, siempre es útil realizar este
análisis debido a que no siempre la limpieza es realizada con
los mismos estándares. Se puede decir que estos son los
principales criterios a observar, sin embargo si está intere-
sado en conocer otros criterios sugerimos visitar la página de
los desarrolladores: http://www.bioinformatics.babraham.
ac.uk/projects/fastqc/.
Para realizar dicha limpieza de lecturas se puede emplear el
programa FastX Toolkit disponible gratis en la web del La-
boratorio Hannon (http://hannonlab.cshl.edu/fastx_ toolkit/).
Para filtrar las secuencias por una calidad mínima de se-
cuenciación se debe emplear el paquete Quality Filter de
FastX Toolkit. Para eliminar regiones extremas con un conte-
nido de bases anormal se puede utilizar Trimmer (paquete
de FastX Toolkit). Después de filtrar por calidad y remover
regiones extremas con proporciones anormales de bases es
recomendable mirar los archivos nuevamente mediante
FastQC para verificar se haya mejorado la calidad y se hayan
eliminado las regiones correspondientes a los adaptadores.
Además de FastX Toolkit, existen otras herramientas bioin-
formáticas disponibles para eliminar adaptadores, filtrar
secuencias por calidad y recortar una longitud de secuencia
especificada por el usuario (Tabla 2).
Para responder qué información dentro de las librerías es per-
tinente incluir en el análisis se debe tener en cuenta que los
kit de limpieza de RNA ribosomal (rRNA) utilizados durante
la extracción no son 100 % eficientes (Giannoukos et al.,
2012). Uno de los grandes retos del analisis de RNA-Seq, so-
bretodo en procariotas, consiste en la eliminación adecuada
de este tipo de RNA que no suministra información relevante
sobre genes de interés diferencialmente expresados y suele
ser muy abundante. Por ende, es recomendable realizar una
filtración del rRNA in silico (métodos bioinformáticos). Para
eliminar las secuencias correspondientes al rRNA es recomen-
dable utilizar un alineador eficiente como Bowtie2 (Langmead
y Salzberg, 2012). Bowtie2 ahorra memoria porque com-
prime los datos utilizando una transformación de Burrows-
Wheeler, brindando una mayor eficiencia al lado de otros
alineadores como SOAP y Maq; Bowtie es 351 veces más
rápido que SOAP y 107 veces más rápido que Maq. La clave
de la transformación Burrows-Wheeler radica en su flexibili-
dad; además de reducir el tamaño, en este caso, de un geno-
ma, evita la pérdida de información asociada normalmente
con la compresión de archivos (Langmead et al., 2009). Para
eliminar el rRNA se deben indexar las secuencias de rRNA
correspondientes al organismo de estudio con el fin de su-
ministrárselo a Bowtie2 como un genoma de referencia. El
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Figura 1. A. Calidad . B. Contenido por base de las lecturas en un archivo .fastq visualizado a través del programa FastQC. 
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siguiente paso será mapear las lecturas contra este “genoma
de referencia” y eliminar todo aquello que alinee para con-
servar únicamente las lecturas que no corresponden a rRNA.
Si se tienen lecturas pareadas (PETs) es importante realizar
la limpieza por cada pareja de archivos en conjunto para
evitar eliminar lecturas de una sola pareja únicamente (ver
anexos para recomendaciones técnicas). Para obtener todos
los detalles sobre las opciones y comandos de Bowtie2 se
recomienda leer el manual del programa disponible en
http://bowtie-bio.sourceforge.net/bowtie2/manual.shtml
Mapeo y ensamblaje de transcritos
Para analizar las lecturas de forma apropiada y poder des-
cubrir genes diferencialmente expresados en un tratamiento
específico se deben seguir tres pasos (Fig. 2): 1) mapeo de
lecturas a un genoma de referencia, 2) ensamble y estimación
de las abundancias de los transcritos y 3) identificación de
transcritos diferencialmente expresados. Para realizar el ma-
peo de las lecturas a un genoma de referencia se puede uti-
lizar TopHat; esta herramienta utiliza Bowtie2 para alinear
lecturas a un genoma de referencia y ofrece las ventajas adi-
cionales de permitir ensayos strand-specific (hebra-específico)
e identificar genes novedosos por splicing alternativo, útil en
organismos eucariotas (Trapnell et al. 2009). Para el mapeo
es importante tener en cuenta que aproximadamente el 90 %
del genoma procariota es codificante (Kuo y Ochman, 2009),
por lo que el transcriptóma debería tener una alta cobertura
del genoma. 
Para ensamblar transcritos a partir de lecturas y estimar sus
abundancias se recomienda el uso de Cufflinks y Cuffmerge
(Trapnell et al., 2010) o, en caso de querer utilizar DESeq,
HTSeq-count (Tabla 3); este último puede ser descargado
desde la página de los desarrolladores http://www-huber.
embl.de/users/anders/HTSeq/doc/count.html. Es importante
resaltar que para utilizar HTSeq-count se debe tener un ar-
chivo SAM de entrada y TopHat normalmente arroja resul-
tados en formato binario BAM para ahorrar espacio (ver
anexo para mayor información sobre compatibilidad de ar-
chivos y sugerencias técnicas). Otros programas como BWA,
CLC o IDB-UD son alternativas adicionales para alinear
lecturas y ensamblar transcritos (Li y Durbin, 2009; Peng
et al., 2012).
Adicionalmente al genoma de referencia, es importante saber
si se cuenta con un genoma anotado en formato .gtf o .gff.
En caso de tener este tipo de archivo, es aconsejable suminis-
trarlo en el proceso de alineamiento y ensamble para guiar
dichos procesos y obtener los nombres anotados de los
transcritos identificados (de lo contrario Cufflinks establece
un código como nombre a cada transcrito especificando el
rango de coordenadas que cubre dentro del genoma). Ade-
más de obtener genes previamente anotados, también se
pueden identificar transcritos novedosos siempre y cuando
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Figura 2. Pasos generales en un análisis de RNA-seq para la detección de genes diferencialmente epresados (DEGs). Dentro de cada paso se resaltan
programas recomendados y sus ventajas asociadas. (Diagrama original de este artículo).
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se le permita a Cufflinks ensamblar transcritos diferentes a
los ya anotados (ver anexo para recomendaciones técnicas).
Identificación de Genes Diferencialmente Expresados
(DEGs)
Existen diversidad de programas capaces de identificar genes
diferencialmente expresados (DEGs, por sus siglas en inglés).
La selección del programa dependerá, en gran medida, del
número de réplicas biológicas disponibles en el ensayo. En
esta revisión nos enfocaremos principalmente en las ventajas
y desventajas de los programas más comúnmente utilizados
y entraremos a detallar mejor las aproximaciones paramétri-
cas y no paramétricas empleadas por DESeq (Anders y Huber,
2010), NOISeq (Tarazona et al., 2011; Tarazona et al., 2012)
y NPEBseq (Bi y Davuluri, 2013).
Antes de poder identificar DEGs se deben “normalizar” los
datos de las abundancias de los transcritos hipotéticos. El
término “normalización” suele emplearse de forma errada en
los análisis de RNA-Seq para referirse al método por el cual
se busca minimizar el ruido técnico introducido en los datos
durante el proceso de secuenciación con el fin de volverlos
comparables entre sí; no busca transformar los datos para
que sigan una distribución normal. Existen numerosos mé-
todos de normalización dentro de los cuales los más amplia-
mente utilizados son la normalización por tamaño de librería
y por longitud del fragmento o transcrito hipotético. Norma-
lizar por el tamaño de librería implica llevar a una misma
escala todas las librerías correspondientes a cada trata-
miento para evitar falsos positivos (una librería con mayor
profundidad de secuenciación tiene más probabilidad de
tener genes diferencialmente sobreexpresados respecto a otra
librería sin ser consecuencia del tratamiento). De la misma
forma, un transcrito largo tendrá mayor probabilidad de ser
secuenciado y de tener un número mayor de lecturas ali-
neadas que uno corto, implicando una mayor probabilidad
de ser detectado como un DEG (Oshlack y Wakefield, 2009;
Dillies et al., 2013). El método de normalización que emplea
ambas correcciones mencionadas se conoce como FPKM por
sus siglas en inglés (Fragments Per Kilobase Of Transcript Per
Million Mapped Reads), parecido al RPKM (Reads Per Kilobase
Of Transcript Per Million Mapped Reads). La única diferencia
entre ambas es que una utiliza fragmentos y la otra lecturas;
una librería tipo PET tiene dos lecturas por fragmento, razón
por la cuál se emplea la terminología FPKM al trabajar con
este tipo de librerías (Mortazavi et al., 2008).
También resulta útil tomar en cuenta las variaciones biológicas
naturales entre tratamientos no atribuibles a los tratamientos
en sí. Por esta razón, Robinson et al. (2010) crearon una co-
rrección para eliminar el ruido introducido por la variación
biológica entre muestras. Este tipo de normalización busca
llevar a una misma escala los valores de expresión promedio
entre las diferentes muestras bajo el supuesto que “la mayoría
de genes no se encuentran diferencialmente expresados”. Este
tipo de normalización se conoce como TMM, por sus siglas
en inglés Trimmed mean of M values, y podría ser útil si se encuen-
tran demasiados genes diferencialmente expresados al final de
un análisis. Vale la pena resaltar, sin embargo, las asunciones
en las que se basa esta normalización: solo una minoría de
genes se encuentran diferencialmente expresados y el número
de genes sobreregulados será similar al número de genes
reprimidos (Robinson y Oshlack, 2010; Dillies et al., 2013;
Soneson y Delorenzi, 2013).
Al emplear Cufflinks para ensamblar transcritos a partir de
lecturas alineadas se obtendrán abundancias normalizadas
por FPKMs para cada transcrito hipotético. HTSeq-count, por
otro lado, arroja abundancias crudas sin ningún tipo de nor-
malización por lo que no se recomienda utilizar estas abun-
dancias para detectar DEGs sin antes haberlas normalizado
(los programas para la detección de genes diferencialmente
expresados suelen tener pasos previos de normalización).
Debido al gran número de genes presentes en cada ensayo
de RNA-Seq se requiere una corrección para las múltiples
comparaciones (una por cada gen entre dos tratamientos)
con el fin de evitar falsos positivos; a medida que aumentan
las comparaciones aumenta la probabilidad de encontrar
diferencias por azar. Inicialmente, el concepto de tasa de fal-
sos descubrimientos (FDR por sus siglas en inglés), desarro-
llado por (Benjamini y Hochberg, 1995), fue ampliamente
utilizado para controlar este tipo de error. No obstante, la
mayoría de los cálculos estadísticos iniciales para determinar
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DEGs se basaban en un comportamiento normal de los
datos, idea que normalmente no se cumple. Además, es im-
portante resaltar que la matriz de datos obtenida después
de una corrida de RNA-Seq se compone de números con
valores positivos (no son números reales), por lo que una
aproximación basada en un comportamiento gaussiano no
sería apropiada (Li et al., 2012). Paralelamente, la estimación
correcta de una FDR requiere de valores p precisos y estos
valores de significancia se basan en una distribución teórica
de los datos. Por ende, si dicha distribución teórica no se
cumple, será difícil rechazar falsos positivos de forma acer-
tada. Debido a esto, se desarrollaron métodos que, en vez
de asumir una distribución normal, asumen una distribución
de Poisson (Marioni et al., 2008) o una binomial negativa
(Anders y Huber, 2010) para controlar mejor la sobre-
dispersión observada entre réplicas técnicas y biológicas,
respectivamente. Aún así, estas presunciones empleadas por
programas paramétricos como EdgeR (Robinson et al., 2010)
y DESeq (Anders y Huber, 2010) siguen asumiendo una
distribución teórica de los datos y basan sus cálculos en una
estimación de la relación existente entre media y varianza;
parámetros difíciles de estimar por separado con pocas répli-
cas biológicas. Por ende, estas técnicas pueden ser sensibles
a la variabilidad presente entre réplicas biológicas si no se
cuenta con el número adecuado (Bullard et al., 2010).
Aunque EdgeR y DESeq funcionan bajo los mismos supues-
tos, DESeq emplea una regresión local de las dispersiones
presentes en los datos que le brinda mayor flexibilidad ante
varianzas inestables; esto ha sido demostrado experimental-
mente por (Robles et al., 2012). Sin embargo, si un gen tiene
una dispersión muy elevada en el tratamiento problema y
una dispersión baja en el tratamiento de referencia, la re-
gresión trazada de dispersión será más elevada en el tra-
tamiento problema con respecto al tratamiento de referen-
cia. De la misma forma, el promedio de expresión de un gen
en un tratamiento será influenciado en gran medida por un
valor extremo en alguna réplica y un gen podría ser elegido
como un DEG a pesar de no tener un nivel de expresión si-
milar entre las réplicas biológicas utilizadas. Por ende, la
confiabilidad de DESeq y otros programas paramétricos se
reduce con pocas réplicas biológicas debido a la imprecisión
que existe a la hora de estimar los parámetros de media y va-
rianza; utilizar estos programas es recomendable únicamente
cuando se tienen tres o, preferiblemente, más de tres réplicas
biológicas por tratamiento (Soneson y Delorenzi, 2013).
Para evitar supuestos en la distribución de los datos y
disminuir la tasa de falsos positivos se pueden transformar
los datos o emplear programas no paramétricos que no
asumen una distribución establecida para los datos. Anders
et al. (2010) desarrollaron un método donde los datos son
transformados para estabilizar las varianzas y generar homo-
cedasticidad. También existe una transformación utilizada
originalmente para datos de microarreglos que ha sido em-
pleada en algunos experimentos de RNA-Seq (Smyth, 2004;
Soneson y Delorenzi, 2013). No obstante, los programas no
paramétricos han tenido gran acogida en los últimos años y
existen dos muy conocidos que han demostrado tener una
baja tasa de falsos positivos: SAMseq (Li y Tibshirani, 2011)
y NOISeq (Tarazona et al., 2011; Tarazona et al., 2012).
Recientemente, NOISeq ha tenido varias mejoras que inclu-
yen la versión NOISeqBIO diseñada para trabajar con ré-
plicas biológicas. NOISeq genera una distribución de ruido
basada en los factores de cambio existentes entre réplicas de
un mismo tratamiento. Posteriormente, los factores de cam-
bio calculados entre tratamientos son contrastados contra
la distribución de ruido para discernir entre cambios atribui-
bles a los tratamientos o al ruido existente entre réplicas
(Tarazona et al., 2011; Tarazona et al., 2012).
NOISeqBIO genera una distribución nula mediante aleatori-
zación de los datos de expresión. Esta distribución corres-
ponde a la hipótesis nula de genes invariantes entre trata-
mientos (al aleatorizar los datos se rompe cualquier tipo de
relación). Posteriormente, los factores de cambio calculados
entre tratamientos son contrastados contra los calculados
entre réplicas (ruido) y contra los calculados para la distri-
bución nula con el fin de determinar si los cambios de ex-
presión son significativos o no.
Sin embargo, el número de combinaciones posibles (permu-
taciones) para la construcción de la distribución nula de-
penderá del número de datos por gen (réplicas biológicas).
Por ende, la distribución nula puede quedar “deficiente” con
pocas réplicas biológicas. En caso de tener pocas réplicas
biológicas (menos de cuatro), NOISeqBIO agrupa los genes
con expresión similar (teniendo en cuenta todas las réplicas
biológicas disponibles) y genera clústers de genes (k) donde
cada (k) se toma como una condición y se aleatoriza con
base en el número de genes contenidos para generar una
distribución nula más robusta que se utiliza para contrastar
los factores de cambio calculados entre tratamientos sin
aleatorizar (Tarazona et al., 2011; Tarazona et al., 2012). Esta
aproximación es más robusta que la estimación de la me-
dia y la varianza empleada por programas paramétricos si se
tienen menos de cuatro o tres réplicas biológicas (Tarazona
et al., 2011; Soneson y Delorenzi, 2013). Sin embargo, en
caso de no tener réplicas, NOISeq también tiene una versión
capaz de simular un número de réplicas biológicas estable-
cida por el usuario (NOISeqSim), aunque las conclusiones
de dicho análisis no podrán ser extrapoladas a nivel pobla-
cional (Tarazona et al., 2013).
SAMseq también ha demostrado tener una tasa muy baja de
falsos positivos. No obstante, estudios previos han recalcado
que su capacidad para detectar DEGs se ve limitada al uso
de al menos cuatro réplicas biológicas por tratamiento
(Soneson y Delorenzi, 2013). La estadística no paramétrica
también ha sido combinada con la estadística bayesiana en
el pasado, aunque solo recientemente se ha implementado
para la identificación de genes diferencialmente expresados
en microarreglos (Smyth, 2004). No obstante, estos métodos
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no pueden ser aplicados directamente a datos de RNA-Seq
debido a las diferencias en la naturaleza de los datos (Auer
et al., 2012). El programa más reciente en emplear este tipo
de estadística es NPEBseq desarrollado por Yingtao Bi et al.,
(2013). La estadística bayesiana infiere un parámetro (en
este caso, la media de expresión génica) con base en una dis-
tribución a priori y la probabilidad que los datos se den bajo
dicha hipótesis/modelo (verosimilitud).
La estadística bayesiana paramétrica asume distribuciones a
priori paramétricas a diferencia de la estadística bayesiana no
paramétrica. Por otro lado, la estadística bayesiana empírica
no asume una distribución a priori; la construye con base en
la media y la varianza observada de los datos para calcular
una media estimada que se aproxime más a la media pobla-
cional (desconocida). NPEBseq emplea estadística bayesiana
empírica no paramétrica para definir genes diferencialmente
expresados y se puede descargar a través de la página web del
Instituto Wistar (http://bioinformatics.wistar.upenn.edu/
NPEBseq). Este programa prueba la hipótesis que la diferencia
en los niveles de expresión entre las condiciones A y B están
por encima de un umbral de significancia biológico definido
por el usuario (Bi y Davuluri, 2013).
Este umbral se suministra para disminuir la distancia que
separa un resultado estadísticamente significativo de uno
biológicamente significativo; es más probable secuenciar y
detectar genes con niveles de expresión elevados, dejando por
fuera genes con bajos niveles de expresión que también pue-
den estar diferencialmente expresados entre tratamientos
(McIntyre et al., 2011). Programas paramétricos basados en
la distribución normal dan predilección a genes con altos
niveles de expresión independiente de las diferencias signifi-
cativas entre tratamientos (Wu et al., 2010). No obstante, no
queda claro cómo establecer este umbral de significancia
biológica en NPEBseq para un set de datos específicos. La
ventaja que ofrece NPEBseq es que no tiene supuestos para-
métricos y es robusto incluso cuando se tiene una réplica
biológica; ventajas que también ofrece NOISeqSim (Tarazona
et al., 2011). Una ventaja adicional de NPEBseq, sin embargo,
es que permite detectar el uso diferencial de exones, o isofor-
mas, para cada gen (útil en organismos eucariotas) (Bi y
Davuluri, 2013). Vale la pena resaltar, sin embargo, que el
tiempo computacional requerido para correr NPEBseq es
mucho mayor respecto a otros programas (entre estos DESeq
y NOISeq). Asimismo, NPEBseq y DESeq están diseñados para
trabajar con abundancias de lecturas crudas porque la
robustez de su estadística depende, en gran medida, de sus
métodos de normalización; NOISeq, por otro lado, ofrece di-
ferentes métodos de normalización y no exige datos crudos
para empezar (Tabla 3).
CONCLUSIONES
La secuenciación de RNAs (RNA-Seq) brinda un panorama
global del transcriptoma de un organismo bajo una condi-
ción específica, generando datos transcriptómicos cuantifi-
cables a escalas antes no logradas. Sin embargo, la rapidez
con la que se generan los datos hoy en día no va al mismo
ritmo que los métodos disponibles para su análisis. Esta
desigualdad en el ritmo de evolución entre las técnicas y sus
métodos de análisis obligan al investigador a buscar siempre
una imagen general y amplia de todas las posibilidades den-
tro de su investigación. Las nuevas herramientas para el aná-
lisis, como RNA-seq, surgen con sus propias limitaciones y
ventajas. Por esta razón, resulta necesario conocer todos los
factores que aseguran el éxito de la técnica, ya que de esto
depende el buen uso de la misma. Para el investigador, una
visión general como esta le permite sumergirse de una ma-
nera guiada dentro de las posibilidades metodológicas para
tomar decisiones más acertadas.
En el análisis de datos de RNA-Seq en procariotas existen
diversos métodos para llegar a los resultados finales y la
escogencia de cada paso influenciará en gran medida el en-
foque y la validez de los resultados obtenidos; desde el tipo
de librería y el tratamiento de los datos crudos hasta los
programas empleados para la identificación de genes dife-
rencialmente expresados. En esta revisión se recopiló infor-
mación sobre diferentes herramientas disponibles para
realizar análisis de datos de RNA-Seq teniendo como base
un genoma de referencia, brindando información suficiente
para lograr un correcto diseño y análisis experimental de los
datos así como alternativas y comparaciones entre aproxi-
maciones estadísticas actualmente utilizadas para la iden-
tificación de DEGs.
Aunque este tipo de aplicación es reciente en el campo de la
transcriptómica, ofrece grandes ventajas respecto a los micro-
arreglos (evita el ruido introducido por el diseño de sondas,
ofrece un panorama global con un mayor rango dinámico de
detección y no se restringe a lo conocido). Debido a su efi-
ciencia, resolución y ventajas económicas conforme pasan los
años, RNA-Seq se ha convertido en la herramienta más
poderosa y versátil de la actualidad para ensayos de expresión
génica y estimación de abundancia de transcritos.
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ANEXOS
Anexo 1. Sugerencias Técnicas
Limpieza de lecturas tipo PET. Si se tienen PETs, es recomen-
dable limpiar el rRNA de cada pareja de forma conjunta para
evitar eliminar reads de una pareja únicamente. De esta
forma también se aprovecha la mayor precisión que ofrecen
dos secuencias por lectura y se evitan falsos positivos. Para
eliminar todas las lecturas pareadas que alineen contra
rRNAs indexados utilizando Bowtie2 se debe especificar el
archivo de la primera pareja con -1 <ruta del archivo>, el de
la segunda pareja con -2 <ruta del archivo> y guardando
todas las lecturas pareadas que no alineen en un solo archivo
con --un-conc <ruta destino>. El comando final sería:
bowtie2 -t -x <ruta rRNA indexado> -1 <ruta reads pareja1>
-2 <ruta reads pareja2> --un-conc <ruta archivo salida>
Analizando datos de RNA-Seq en procariotas: una revisión para no expertos
Formatos de salida en los alineamientos. Al alinear lecturas
contra un genoma de referencia se genera un archivo en
formato SAM (Sequence Alignment Map). Este archivo suele ser
muy pesado y se puede comprimir mediante código binario
en un formato más liviano conocido como BAM (para hacer
este tipo de conversión se puede emplear SAMtools dispo-
nible en http://samtools.sourceforge.net). Algunos progra-
mas encargados de ensamblar transcritos a partir de lecturas
alineadas y estimar sus abundancias utilizan archivos BAM
de entrada (Cufflinks). Otros, sin embargo, únicamente
aceptan archivos SAM (HTSeq-count). De la misma forma,
los alineadores suelen tener un formato predeterminado de
salida (TopHat produce archivos BAM). En caso de utilizar
TopHat y HTSeq-count, por ejemplo, habrá un problema de
compatibilidad y SAMtools no permite convertir un archivo
BAM en SAM. Por consiguiente, resulta útil saber qué tipo
de archivo queremos para poder especificarlo en el alineador
que estemos utilizando.
Para evitar que TopHat convierta los resultados SAM en
BAM (comportamiento predeterminado) se debe utilizar el
comando --no-convert-bam (http://tophat.cbcb.umd.edu)
a través de la terminal. También es recomendable especificar
el tipo de librería utilizada en el momento de alinear y
ensamblar las lecturas; en el caso de TopHat y Cufflinks --
library-type=fr-firststrand corresponde al método dUTP
(Trapnell et al., 2012).
Identificación de transcritos novedosos con Cufflinks. En
algunas ocasiones, además de contar con el genoma del
organismo estudiado, también se tendrá un archivo de
anotación (formato .gtf o .gff). Este archivo suele tener
información sobre los genes codificados y resulta muy útil
para la identificación de genes diferencialmente expresados
porque se puede suministrar como una guía para facilitar el
ensamble de transcritos hipotéticos. Para utilizar un archivo
de anotación (recomendado si se tiene) en Cufflinks se debe
emplear -g o -G. Si únicamente se está interesado en la
identificación de transcritos anotados, se debe suministrar
el genoma de referencia con -G a través de la terminal; -g
permite la identificación adicional de transcritos no ano-
tados, aunque existe el riesgo de asignar transcritos previa-
mente anotados como novedosos (dichos transcritos no
serán encontrados en todos los tratamientos). En caso de
tener problemas o dudas respecto al formato de anotación
(.gff3), existe una aplicación en línea para validar este tipo
de archivos (http://modencode.oicr.on.ca/cgi-bin/validate_
gff3_online). También se recomienda leer el manual de
Cufflinks disponible en la página de los desarrolladores
(http://cufflinks.cbcb.umd.edu).
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