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Abstract: We perform the Hamiltonian analysis of the specific model of the non-linear
massive gravity in Stu¨ckelberg formalism where the square root structure is replaced by
introducing auxiliary fields. Following arXiv:1203.5283 [hep-th] we show that given theory
possesses an additional primary constraint. Then we perform analysis of the consistency of
all constraints during the time development of the system and we argue for the existence of
the additional constraint. As a result the theory possesses the correct number of physical
degrees of freedom corresponding to the massive gravity.
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1. Introduction and Summary
One of the most challenging problem is to find consistent formulation of massive gravity.
The first attempt for construction of this theory is dated to the year 1939 when Fierz and
Pauli formulated its version of linear massive gravity [1] 1. However it is very non-trivial
task to find a consistent non-linear generalization of given theory and it remains as an
intriguing theoretical problem. It is also important to stress that recent discovery of dark
energy and associated cosmological constant problem has prompted investigations in the
long distance modifications of general relativity, for review, see [3].
It is natural to ask the question whether it is possible to construct theory of massive
gravity where one of the constraint equation and associated secondary constraint eliminates
the propagating scalar mode. It is remarkable that linear Fierz-Pauli theory does not suffer
from the presence of such a ghost. On the other hand it was shown by Boulware and Deser
[5] that ghosts generically reappear at the non-linear level. On the other hand it was shown
recently by de Rham and Gobadadze in [8] that it is possible to find such a formulation of
the massive gravity which is ghost free in the decoupling limit. Then it was shown in [9]
that this action that was written in the perturbative form can be resumed into fully non-
linear actions 2. The general analysis of the constraints of given theory has been performed
in [6]. It was argued there that it is possible to perform such a redefinition of the shift
function so that the resulting theory still contains the Hamiltonian constraint. Then it
was argued that the presence of this constraint allows to eliminate the scalar mode and
hence the resulting theory is the ghost free massive gravity. However this analysis was
questioned in [36] where it was argued that it is possible that this constraint is the second
class constraint so that the phase space of given theory would be odd dimensional. On
the other hand in the recent paper [37] very nice analysis of the Hamiltonian formulation
of the most general gauge fixed non-linear massive gravity actions was performed with an
important conclusion that the Hamiltonian constraints has zero Poisson brackets. Then
the requirement of the preservation of this constraint during the time evolution of the
system implies an additional constraint. As a result given theory has the right number
1For review, see [2].
2For related works, see [14, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24, 25, 26, 27, 28, 29, 30, 31, 32, 33, 34].
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of constraints for the construction of non-linear massive gravity without additional scalar
mode 3.
All these results suggest that the gauge fixed form of the non-linear massive gravity
actions could be ghost free theory. On the other hand the manifest diffeomorphism in-
variance is lacking and one would like to confirm the same result in the gauge invariant
formulation of the massive gravity action using the Stu¨ckelberg fields. In fact, it was argued
in [35] that for some special cases such a theory possesses an additional primary constraint
whose presence implies such a constraint structure of given theory that could eliminate one
additional scalar mode. The generalization of given work to the case general metric was
performed [13]. We found the Hamiltonian form of given action and determined primary
and secondary constraints of given theory. Then it was shown that due to the structure of
the non-linear massive gravity action this theory possesses one primary constraint that is a
consequence of the fact that detV AB = det(∂iφ
A∂jφ
Bgij) = 0) as was firstly shown in [44]
4. It was also shown there that this result has a crucial consequence for the structure of
the theory. On the one hand this constraint could provide a mechanism for the elimination
of an additional scalar mode however on the other hand the condition detV AB = 0 makes
the calculation of the algebra of the Hamiltonian constraints very difficult with exception
of two dimensional massive gravity.
These results suggest that it is still very instructive to analyze the non-linear mas-
sive gravity further in order to fully understand to it. For that reason we perform the
Hamiltonian analysis of the model of non-linear massive gravity action in the form that
was presented in [38, 12]. We consider this action written in manifestly diffeomorphism
invariant way using the collection of the Stu¨ckelberg fields. We perform the Hamiltonian
analysis. As in [44] we determine the primary constraint of the theory 5. We also show
that the Poisson brackets between the momentum conjugate to the auxiliary fields which
are the primary constraints and corresponding secondary constraints possesses zero eigen-
vector. Then we analyze the consistency of all these constraints with the time evolution of
the system and we argue for the existence of the additional constraint. Finally we check
again consistency of all constraints with the time evolution of the system and argue that
given system of constraints is closed with following picture. We have four first class con-
straints corresponding to the spatial diffeomorphism and Hamiltonian constraints. We also
have one first class constraint that is the particular linear combination of the momentum
conjugate to the auxiliary fields. By gauge fixing we eliminate this momentum together
with corresponding one auxiliary fields. Then togehter with 18 the second class constraints
we can completely eliminate all auxiliary fields at least in principle. Finally we have two
second class constraints that can eliminate one scalar degree of freedom with corresponding
conjugate momenta. As a result the counting of the physical degrees of freedom suggests
3For related work, see [38].
4We should stress that in the previous versions of given paper the constraint detV AB = 0 was not taken
into account and hence the wrong conclusions were reached.
5At this place we should again stress that this result is different from the conclusion that was presented
in the first version of this paper. In fact, after publication of the paper [44] we recognized that we made
crucial mistake in the analysis of the properties of the matrix V AB = gij∂iφ
A∂jφ
B .
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that we have the correct number of physical degrees of freedom of the non-linear massive
gravity. In other words we showed the consistency of this particular model of non-linear
massive gravity.
The extension of this work is as follows when we would like to extend given analysis
to the most general form of the non-linear massive gravity. This is much more difficult
task due to the necessity to introduce additional auxiliary fields. We hope to return to this
problem in future.
2. Non-Linear Massive Gravity
Let us consider following non-linear massive gravity action [9]
S =M2p
∫
d4x
√
−gˆ(4)R(gˆ)− 1
4
M2pm
2
∫
d4x
√
−gˆU(gˆ−1f) . (2.1)
Note that by definition gˆµν and fµν transform under general diffeomorphism transforma-
tions x′µ = x′µ(x) as
gˆ′µν(x′) = gˆρσ(x)
∂x′µ
∂xρ
∂x′ν
∂xσ
, f ′µν(x
′) = fρσ(x)
∂xρ
∂x′µ
∂xσ
∂x′ν
. (2.2)
Now the requirement that the combination gˆ−1f has to be diffeomorphism invariant im-
plies that the potential U has to contain the trace over space-time indices. Further, it
is convenient to parameterize the tensor fµν using four scalar fields φ
A and some fixed
auxiliary metric f¯µν(φ) so that
fµν = ∂µφ
A∂νφ
B f¯AB(φ) , (2.3)
where the metric fAB is invariant under diffeomorphism transformation x
′µ = xµ(x′) which
however transforms as a tensor under reparemetrizations of φA. In what follows we consider
f¯AB = ηAB, where ηAB = diag(−1, 1, 1, 1).
The fundamental ingredient of the non-linear massive gravity is the potential term.
The most general forms of this potential were derived in [7, 9]. Let us consider the minimal
form of the potential introduced in [9]
U(g,H) = −4
(
〈K〉2 − 〈K2〉) =
= −4

∑
n≥1
dn 〈Hn〉


2
− 8
∑
n≥2
dn 〈Hn〉 ,
(2.4)
where we now have
Hµν = gˆµν − ∂µφA∂νφBηAB , Hµν = gˆµαHαν ,
Kµν = δµν −
√
δ
µ
ν −Hµν = −
∞∑
n=1
dn(H
n)µν , dn =
(2n)!
(1− 2n)(n!)24n .
(2.5)
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and where (Hn)µν = H
µ
α1H
α1
α2 . . . H
αn−1
ν .
As was observed in [13] in order to find the Hamiltonian formulation of given action it
is more convenient to consider the potential term written as the trace over Lorentz indices
rather then the curved space ones. Explicitly, we have
U = −4(< Kˆ >2 − < Kˆ2 >) = −4(KˆAA)2 + 4KˆABKˆBA ,
(2.6)
where we defined
KˆAB = δAB −
√
δAB −AAB . (2.7)
Even if it is possible to perform the Hamiltonian analysis for general form of the potential
we now consider following potential term
Lmatt = −2M2pm2
√
gNTr
√
A . (2.8)
Following [11, 12] we introduce auxiliary fields ΦAB and rewrite the potential term into the
form
Lmatt = −M2pm2
√
gN(ΦAB + (Φ
−1)ABA
B
A) , A
B
A = gˆ
µν∂µφ
B∂νφA . (2.9)
Note that we have to presume an existence of the inverse matrix (Φ−1)AB . Then in order
to see the equivalence between (2.8) and (2.9) let us perform the variation of (2.9) with
respect to ΦAB
δAB − (Φ−1)ACACD(Φ−1)DB = 0 (2.10)
that implies
ΦABΦ
B
C = A
A
C ⇒ ΦAB =
√
AAB . (2.11)
Then inserting (2.11) into (2.9) we obtain (2.8) and hence an equivalence between these
two formulations is established.
Now we are ready to proceed to the Hamiltonian formalism of given theory. Explicitly,
we use 3 + 1 notation [39] 6 and write the four dimensional metric components as
gˆ00 = −N2 +NigijNj , gˆ0i = Ni , gˆij = gij ,
gˆ00 = − 1
N2
, gˆ0i =
N i
N2
, gˆij = gij − N
iN j
N2
.
(2.12)
Note also that 4−dimensional scalar curvature has following decomposition
(4)R = KijGijklKkl + (3)R , (2.13)
where (3)R is three-dimensional spatial curvature, Kij is extrinsic curvature defined as
Kij =
1
2N
(∂tgij −∇iNj −∇jNi) , (2.14)
6For review, see [40].
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where ∇i is covariant derivative built from the metric components gij . Note also that Gijkl
is de Witt metric defined as
Gijkl = 1
2
(gikgjl + gilgjk)− gijgkl , Gijkl = 1
2
(gikgjl + gilgjk)− 1
2
gijgkl . (2.15)
Finally note that in (2.13) we omitted terms proportional to the covariant derivatives which
induce the boundary terms that vanish for suitable chosen boundary conditions. Then in
3 + 1 formalism AAB takes the form
AAB = −∇nφA∇nφB + gij∂iφA∂jφB , ∇nφA =
1
N
(∂tφ
A −N i∂iφA) . (2.16)
Using this notation we rewrite the mass term (2.9) into the form
Lmatt = −M2pm2
√
gN(ΦABηBA − (Φ−1)AB∇nφB∇nφA + (Φ−1)ABV BA) ,
V BA = gij∂iφ
B∂jφ
A , ΦAB = ηACΦ
C
A .
(2.17)
The Hamiltonian analysis of the gravity part of the action is well known. Explicitly, the
momenta conjugate to N,N i are the primary constraints of the theory
piN (x) ≈ 0 , pii(x) ≈ 0 (2.18)
while the Hamiltonian takes the form
HGR = NHGRT +N iHGRi ,
HGRT =
1√
gM2p
piijGijklpikl −M2p
√
g(3)R ,
HGRi = −2gik∇jpijk ,
(2.19)
where piij are momenta conjugate to gij with following non-zero Poisson brackets{
gij(x), pi
kl(y)
}
=
1
2
(
δki δ
l
j + δ
l
iδ
k
j
)
δ(x − y) . (2.20)
Finally note that piN , pii have following Poisson brackets with N,N
i
{N(x), piN (y)} = δ(x − y) ,
{
N i(x), pij(y)
}
= δijδ(x− y) . (2.21)
Now we proceed to the Hamiltonian analysis of the scalar field part of the action. The
momenta conjugate ΦAB are the primary constraints
PAB =
δLmatt
δ∂tΦAB
≈ 0 , (2.22)
while the momenta conjugate to φA are related to the time derivative of φA by
pA =
δLmatt
δ∂tφA
= 2M2pm
2√g(Φ−1)AB∇nφB . (2.23)
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Note that these canonical variables have following non-zero Poisson brackets
{
ΦAB(x), PCD(y)
}
=
1
2
(δACδ
B
D + δ
A
Dδ
B
C )δ(x− y) ,
{
φA(x), pB(y)
}
= δABδ(x−y) . (2.24)
Using these variables we find that the Hamiltonian for the scalar fields takes the form
Hsc = NHscT +N iHsci +ΩABPBA , Hsci = pA∂iφA ,
HscT =
1
4
√
gM2pm
2
ΦABpBpA +M
2
pm
2√g[ΦABηBA + (Φ−1)ABV BA] .
(2.25)
Now we analyze the requirement of the preservation of the primary constraints during the
time evolution of the system. Note that the Hamiltonian is equal to
H =
∫
d3x(NHT +N iHi +ΩABPBA + uNpiN + uipii) , (2.26)
where HT = HGRT + HscT ,Hi = HGRi + Hsci and where ΩAB, uN and ui are Lagrange
multipliers corresponding to the primary constraints PAB ≈ 0, piN ≈ 0 and pii ≈ 0.
As usual the requirement of the preservation of the primary constraints piN ≈ 0, pii ≈ 0
implies following secondary constraints
HT ≈ 0 , Hi ≈ 0 . (2.27)
On the other hand the requirement of the preservation of the primary constraints PAB ≈ 0
implies following secondary ones
∂tPAB = {PAB ,H} = − N
4M2pm
2√gpApB +
+ NM2pm
2√g[−ηBA + (Φ−1)ACV CD(Φ−1)DB ] ≡ NΨAB ≈ 0
(2.28)
using{
PAB(x), (Φ
−1)CD(y)
}
= −(Φ−1)CK(y)
{
PAB(x),Φ
KL(y)
}
(Φ−1)LD(y) =
=
1
2
((Φ−1)AC(Φ
−1)BD + (Φ
−1)AD(Φ
−1)BC)(x)δ(x − y) .
(2.29)
It is very interesting to analyze the constraint ΨAB further, following [44]. Note that we
can express V AB using (2.28) as
V CD = ΦCA
(
ΨAB +
pApB
4M2pm
2√g +M
2
pm
2√gηAB
)
ΦBD . (2.30)
By definition V CD = ∂iΦ
Agij∂jφ
D ≡ (W T )Ci gijW Dj where WAi = ∂iφA is 3 × 4 matrix
and W T is its transverse. As a result all matrices on the right side have the rank 3 and
consequently V CD is the matrix of the rank 3 too. This fact however implies that V CD is
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singular matrix with vanishing determinant. Then calculating the determinant from (2.30)
we obtain (note that ΦAB is non-singular matrix by definition)
det
(
ΨAB +
pApB
4M2pm
2√g +M
2
pm
2√gηAB
)
≈ det
(
pApB
4M2pm
2√g +M
2
pm
2√gηAB
)
= 0 .
(2.31)
In other words we obtain that on the constraint surface ΨAB ≈ 0 following expression
vanishes
det
(
pApB
4M2pm
2√g +M
2
pm
2√gηAB
)
=
= M2pm
2√g
(
1
4M4pm
4g
pAp
A + 1
)
≡M2pm2
√
gC ≈ 0
(2.32)
which we denote as C ≈ 0. Note that we should interpret it as a constraint that follows
from the fact that detV AB = 0. Note also that using this result we find the eigenvector
of the matrix V AB very easily. In fact, when we multiply (2.30) from the right by uA ≡
(Φ−1)ABη
BCpC we obtain
V ABuB ≈ ΦAC
(
1
4M2pm
2√g pCpBη
BDpD +M
2
pm
2√gpC
)
=
= M2pm
2√gΦACpC
(
1
4M4pm
4g
pAp
A + 1
)
=M2pm
2√gΦACpCC ≈ 0 .
(2.33)
For further purposes it is useful to know the Poisson bracket between PAB and ΨCD
{PAB(x),ΨCD(y)} = 1
2
M2pm
2√g[((Φ−1)AC(Φ−1)BE + (Φ−1)AE(Φ−1)BC)V EF (Φ−1)FD +
+ (Φ−1)CEV
EF ((Φ−1)AF (Φ
−1)BD + (Φ
−1)AD(Φ
−1)BF )]δ(x − y) ≡
≡ △AB,CD(x)δ(x − y) .
(2.34)
Note that there are non-trivial Poisson brackets {ΨAB(x),ΨCD(y)} and {ΨAB(x),HT (y)} ≡
△AB(x,y). Fortunately their explicit forms will not be needed. Finally note that it is useful
to write the total Hamiltonian in the form
HT =
∫
d3x(NHT +ΩABPBA + ΓABΨBA +ΣC) +TS(N i) ,
TS(N
i) =
∫
d3xN i(Hi + ∂iΦABPBA) ,
(2.35)
where ΩAB,ΓAB and Σ are corresponding Lagrange multipliers. Using the smeared form
of the diffeomorphism constraint TS(N
i) we find the Poisson bracket{
TS(N
i),ΣAB
}
= −∂iN iΣAB −N i∂iΣAB . (2.36)
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Then it is easy to determine the time evolution of all constraints. Note also that the Poisson
brackets between smeared form of the Hamiltonian and diffeomorphism constraints take
the standard form
{TT (N),TT (M)} = TS((N∂jM −M∂jN)gji) ,{
TS(N
i),TS(M
j)
}
= TS(N
j∂jM
i −M j∂jN i) ,{
TS(N
i),TT (N)
}
= TT (∂kNN
k) .
(2.37)
In case of the constraints PAB and ΨAB we obtain
∂tPAB = {PAB ,HT } ≈ △AB,CDΓCD = 0 ,
∂tΨAB ≈
∫
d3x
({ΨAB, NHT (x)} + ΓCD {ΨAB,ΨCD(x)}+
+ ΩCD {ΨAB, PCD(x)}+Σ {ΨAB, C(x)}
)
= 0 .
(2.38)
The crucial point is to find the non-trivial solution of the equation
△AB,CDΓCD = 0 . (2.39)
Let us consider following ansatz
ΓAB = ΦACuCΦ
BDuD = Γ
BA , (2.40)
where uA = (Φ
−1)ABη
BCpC . Inserting this ansatz into the equation (2.39) we obtain
△AB,CDΓCD =M2pm2
√
g[uA(Φ
−1)BEV
EFuF + (Φ
−1)AEV
EFuFuB ] = 0 .
(2.41)
Let us then consider following linear combination
PM = ΦACuCΦ
BDuDPAB . (2.42)
Then we can write PAB as
PAB = P˜AB +
1
(uAuA)2
PM (Φ−1)ACu
C(Φ−1)BDu
D , (2.43)
where P˜AB obey by definition following condition
P˜AB(Φ
−1)ACu
C(Φ−1)BDu
D = 0 . (2.44)
Let us now consider the constraint
ΨM = ΨABΦ
ACuCΦ
BDuD = −M2pm2
√
gpAp
A
(
1
4M4pm
4g
pAp
A + 1
)
= −M2pm2
√
gC .
(2.45)
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using the fact that V ABuB ≈ 0. Then we see that when we split ΨAB as
ΨAB = Ψ˜AB +
1
(uAuA)2
(Φ−1)ACu
C(Φ−1)BDu
DΨM (2.46)
we find that
Ψ˜AB(Φ
−1)ACu
C(Φ−1)BDu
D = 0 . (2.47)
In other words Ψ˜AB contain 9 independent constraints. Now we see that it is natural to
consider the total Hamiltonian in the form
HT =
∫
d3x(NHT + Ω˜ABP˜BA +ΩMPM + Γ˜ABΨ˜BA +ΣC) +TS(N i) , (2.48)
where we used the split of the constraints (2.43),(2.46) and where the Lagrange multiplier
corresponding to the constraint ΨM was absorbed to the Lagrange multiplier Σ using
(2.45).
Let us now check the requirement of the preservation of all constraints using the
Hamiltonian (2.48). Note that Γ˜AB and Ω˜AB have to obey the conditions
Γ˜AB 6= (Φ−1)ACuC(Φ−1)BDuD , Ω˜ 6= (Φ−1)ACuC(Φ−1)BDuD . (2.49)
In case of the constraints PM , P˜AB we obtain
∂tP
M =
{
PM ,HT
} ≈ 0 (2.50)
using
{
PM ,ΨAB
} ≈ 0. Then we see that PM is the first class constraint of the theory. On
the other hand in case of P˜AB we find
∂tP˜AB ≈
∫
d3xΓ˜CD
{
P˜AB , Ψ˜CD
}
≈
∫
d3xΓ˜CD△AB,CD = 0 . (2.51)
Then due to the condition (2.49) we obtain that the only solution of given equation is
Γ˜CD = 0.
Now we proceed to the analysis of the time evolution of the constraint Ψ˜AB
∂tΨ˜AB ≈
∫
d3x
({
Ψ˜AB, NHT (x)
}
+ Γ˜CD
{
Ψ˜AB, Ψ˜CD(x)
}
+
+ Ω˜CD
{
Ψ˜AB , PCD(x)
}
+Σ
{
Ψ˜AB , C(x)
})
=
=
∫
d3x
({
Ψ˜AB, NHT (x)
}
− Ω˜CD△CD,AB +Σ
{
Ψ˜AB, C(x)
})
= 0 .
(2.52)
Now since again Ω˜CD have to obey (2.49) we can presume that given equation can be solved
for Ω˜CD at lest in principle. Finally we proceed to the requirement of the preservation of
the constraint C during the time evolution of the system
∂tC ≈ {C,HT } =
∫
d3x
(
N(x) {C,HT (x)}+
{
C, Ψ˜AB(x)
}
Γ˜AB(x)+
+
{
C, P˜AB(x)
}
Ω˜AB(x) + {C, PM (x)}ΩM
)
=
∫
d3x(N {C,HT }) = 0
(2.53)
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using the fact that Γ˜AB = 0 and the fact that
{
C, P˜AB
}
= {C, PM} = 0. To proceed
further we have to calculate the Poisson bracket between C and HT
{C(x),HT (y)} = − 1
4M4pm
4g3/2
gijpi
jipAp
Aδ(x − y)−
− p
A(x)
2M2pm
2g(x)
(Φ−1)AB∂yiφ
Bgij(y)∂yj δ(x − y) ,
(2.54)
using {
g(x),HGRT (y)
}
=
√
g
M2pm
2
gijpi
ji(x)δ(x − y) . (2.55)
Then when we insert (2.54) into (2.53) we obtain
∂tC = − 1
4M4pm
4g3/2
gijpi
jipAp
AN +
+∂jN
pA
2M2pm
2g
(Φ−1)AB∂iφ
Bgij +N
pA
2M2pm
2g
∂i
[√
g(Φ−1)AB∂jφ
Bgij
]
(2.56)
Observe that the expression proportional to ∂iN vanishes on the constraint surface. This
follows from the fact that when we multiply ΨAB with p
B and with pA we obtain
ΨABp
B =M2pm
2pA
√
gC +M2pm2pA(Φ−1)AC∂iφCgij∂jφD(Φ−1)DBpB ≈ 0
(2.57)
that implies
pA(Φ−1)AB∂iφ
B ≈ 0 . (2.58)
As a result (2.56) takes the form
∂tC = N
(
− 1
4M4pm
4g3/2
gijpi
jipAp
A +
pA
2M2pm
2√g g
ij∂i
[
(Φ−1)AB∂jφ
B
]) ≡ NCII = 0 .
(2.59)
We have proceed to the important result that deserves careful treatment. The issue is that
the lapse function N is the Lagrange multiplier. Then if CII would be non-zero over the
whole phase space we could certainly impose the condition N = 0. Equivalently, since the
matrix {C(x),HT (y)} is invertible on the whole phase space we have that C and HT could
be interpreted as the second class constraints. However the problem is that the matrix
{C(x),HT (y)} depends on the phase space variables and hence it can vanish at different
points of the phase space. For that reason it is not quiet right to say that this is invertible
matrix and then say that HT , C are the second class constraints. For that reason it is more
natural to interpret CII as the additional constraint. Then we still have that HT is the first
class constraint and hence we still have the theory with four first class constraints that is
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the manifestation of the fact that we have fully diffeomorphism invariant theory. On top
of that we have two constraints C, CII with following non-zero Poisson brackets
{C(x), CII(y)} = 3 (pApA)2
(4M4pm
4)2g5/2
(x)δ(x − y)−
− p
A(x)
4M4pm
4g(x)
pB(y)
gij(y)
M2pm
2√g(y)∂yi [(Φ
−1)BA∂yjδ(x − y)] .
(2.60)
Now we should check the stability of all constraints including CII . Explicitly we consider
now the extended Hamiltonian
HT =
∫
d3x(NHT + Ω˜ABP˜BA +ΩMPM + Γ˜ABΨ˜BA +ΣC +ΣIICII) +TS(N i) . (2.61)
In case of PM we find
∂tPM = {PM ,HT } ≈
∫
d3x
(
Γ˜CD
{
PM , Ψ˜CD(y)
}
+ΣII
{
PM , CII(y)
})
(2.62)
using
{
PM (x), CII(y)
}
=
{
PM (x),
1
N(y)
{C(y),TT (N)}
}
=
= − 1
N(y)
{C(y), {TT (N), PM (x)}} − 1
N(y)
{TT (N), {C(y), PM (x)}} ∼
∼ −{C(x), C(y)} = 0 .
(2.63)
In other words PM is still the first class constraint. In case of P˜AB we obtain that the
requirement of the preservation of given constraint takes the form
∂tP˜AB =
{
P˜AB ,HT
}
≈
∫
d3x
(
Γ˜CD
{
P˜AB , Ψ˜CD(y)
}
+ΣII
{
P˜AB , CII(y)
})
= 0
(2.64)
that implies that now Γ˜AB is not equal to zero. In fact, due to the restriction on the
Lagrange multipliers Γ˜CD (2.49) we now find that (2.64) can be solved for Γ˜AB at least in
principle. Further, the requirement of the preservation of the constraint C gives
∂tC = {C,HT } ≈
∫
d3x
(
N(x) {C,HT (x)}+ Γ˜AB
{
C, Ψ˜AB(x)
}
+ΣII
{C, CII(x)}) ≈
≈
∫
d3x
(
Γ˜AB
{
C, Ψ˜AB(x)
}
+ΣII
{C, CII(x)}) = 0 .
(2.65)
Now inserting Γ˜AB derived from (2.64) we find that (2.65) is the linear equation for Σ that
has trivial solution ΣII = 0. Then however (2.64) implies Γ˜AB = 0. Finally we analyze the
– 11 –
time evolution of the constraint CII
∂tCII =
{CII ,HT} =
∫
d3x
(
N(x)
{CII ,HT (x)} +Σ(x){CII , C(x)}) = 0
(2.66)
that using (2.60) we see that given equation reduces to the linear differential equation for
Σ that could be solved at least in principle. Note also that HT is preserved due to the fact
that ΣII = 0.
As a result we obtain following picture. We have theory with eight first class constraints
pN ≈ 0 , pi ≈ 0, H˜T ≈ 0 , H˜i ≈ 0 and 10 gravity degrees of freedom N,Ni, gij together with
corresponding conjugate momenta. By gauge fixing of all constraints we find four phase
space degrees of freedom corresponding to the massless gravity. We have further one first
class constraint PM ≈ 0. By gauge fixing of given constraint together with 18 second class
constraints P˜AB, Ψ˜AB and also with two second class constraints C ≈ 0 , CII ≈ 0 we can
eliminate all auxiliary degrees of freedom together with one scalar degree of freedom. As a
result we have 6 phase space degrees of freedom that together with 4 degrees of freedom of
the gravity sector correspond to the correct number of the degrees of freedom of massive
gravity. In other words we proved the non-perturbative consistency of the particular model
of the non-linear massive gravity written with the Stu¨ckelberg fields. Our result is in the
full agreement with the analysis presented in [44].
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