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In the condition of Newtonian heat transfer, A356 aluminum alloy is solidiﬁed with ran-
domly  distributed equiaxed dendrites. Ability of interdendritic liquid ﬂow is described by
permeability  parameter using Darcy’s law and this parameter is used to predict the micro-
shrinkages.  In this study the interdendritic liquid ﬂow during nucleation and grain growth
are  simulated in a 1 mm × 1 mm domain. Temperature gradient is zero in the initial con-
dition  of the unconstrained solidiﬁcation. The numerical simulation procedure includes
two  stages; ﬁrst, numerical evolution of the shape, number, size, and distribution of den-
drites  during solidiﬁcation using a novel Cellular Automation Finite Volume (CA-FV) method,
and  second, numerical determination of the micro-permeability by a Computational Fluid
Dynamics  (CFD) technique. Subsequently, the effect of Reynolds number, cooling rate and
solidiﬁcation  rate on a critical permeability range was investigated in order to predict the
micro/macro  shrinkage distribution. Results showed that it is possible to propose a math-
ematical  model to relate the Reynolds number and liquid ﬂow rate, in the creeping ﬂowrange,  on the micro-permeability during unconstrained solidiﬁcation.
© 2013 Brazilian Metallurgical, Materials and Mining Association. Published by Elsevier
between  the particles [5–7]. Analysis of permeability for Stokes.  Introduction
ucleation and grain growth occur successively during
olidiﬁcation of alloys and consequently the number, size, dis-
ribution and morphology of the grains are determined during
his  process. In the case of rapid solidiﬁcation the effect is
ore  pronounced. During solidiﬁcation, micro-defects such
s  micro-segregation, micro-porosities and micro-shrinkage
orm a porous medium (mushy zone) located in interdendritic
paces. The ability of the liquid to ﬂow into the mushy zone
s  known as permeability of interdendritic liquid. Therefore,
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micro-defects formation is affected by the permeability fac-
tor.  In a number of studies, micro/macro solidiﬁcation models
have  been simulated based on the permeability factor using
Darcy’s  law [1–4].
To  obtain an expression for the permeability as a function
of  the porosity of the porous medium, one generally consid-
ers  ﬂow through an idealized medium geometry, since it is
impractical  to solve the ﬂow equations for the complex ﬂow
Este é um artigo Open Access sob a licença de CC BY-NC-NDﬂow  through periodic arrays of cylinders was done by San-
gani  and Acrivos [8], Sparrow and Loeﬂer [9], and Larson and
Higdon  [10].
blished  by  Elsevier  Editora  Ltda.  
/j.jmrt.2013.10.011
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The pressure drop required to drive the ﬂow is a func-
tion  of Reynolds number. Several authors computed the ﬂuid
ﬂow  through periodic arrays of cylinders as the function of
Reynolds  numbers for three ranges of low, moderate, and
high  Reynolds number [11–20]. Particularly important is the
work  of Koch and Ladd [11] for modeling micro-permeability
and drag force based on Reynolds number using a Lattice-
Boltzmann formulation. Also McCartney [19] calculated the
micro-permeability in the range of low Reynolds numbers up
to  about 150 by Lattice Gas Cellular Automata (LGCA) model.
These  models have an important application in the math-
ematical  modeling of ﬂow through arrays of dendrites during
solidiﬁcation of mushy alloys. There are many  investigations
for  experimental measuring of permeability during solidiﬁ-
cation  process [21–27]. However, the experimental goal is to
measure  the permeability and the temperature of an alloy dur-
ing solidiﬁcation and to correlate the permeability with the
solid  fraction [27].
Piwonka  and Flemings [28], Apelian et al. [24], Streat
and Weinberg [21], Liu et al. [29] and Murakami et al. [23]
reported the permeability in equiaxed dendritic structures.
Ganesan and Poirier [4] and Poirier and Ocansey [25] mea-
sured  and reported the permeability as an inverse function
of  the speciﬁc area of the solid selected as the length scale in
equiaxed  microstructures based on Kozeny–Carman model.
Brown  et al. [30] developed a numerical model for the simu-
lation  of 3D ﬂow through equiaxed dendrites of an Al13Cu3Si
alloy  and determined the variation in permeability of struc-
ture  as solidiﬁcation progressed. They modeled the evolution
of  an equiaxed dendrite and calculated the permeability from
Darcy’s  law using a CFD program.  Madison et al. developed a
3-D permeability simulation for a ﬁne domain in a constrained
solidiﬁcation and evaluated the simulation results with exper-
imental  results [31].
In  spite of these valuable contributions in this ﬁeld,
determination of dendritic structural permeability and micro-
shrinkage  due to the complex microstructure of the dendrites
still  remains a challenge in both ﬁelds of mathemati-
cal and experimental methods. It appears that critical
ranges for permeability exist in which the micro-shrinkages
form.
In this paper, a numerical model has been introduced for
determination of liquid ﬂow micro-permeability through den-
dritic solid network during grain growth for either a small
section  of a droplet or a cell from solidiﬁcation front, in
1 mm
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m
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Fig. 1 – Newtonian condition, temperature dl . 2 0 1 4;3(1):55–70
the Newtonian heat transfer condition. The model includes
ﬁve  stages; ﬁrst, numerical simulation of nucleation and
growth  of the equiaxed grains using a CA-FV method, second,
numerical simulation of micro ﬂuid ﬂow for interdendritic
liquid alloys using CFD code, third, calculation of micro-
permeability based on modiﬁed Darcy’s law using the pressure
and  velocity results of the CFD code, forth, neural network
training for permeability prediction in various condition and
ﬁfth,  micro porosity prediction in 2D domain. These results
can  be used as a module in a commercial casting code in
order  to predict the micro-defects such as micro porosities,
shrinkages or micro-segregations. In fact, in solidiﬁcation
numerical simulation codes, the present model could be used
for  all meshes adjacent to the solid/liquid interface as a ﬁne
porous  boundary layer based on a critical range series of the
micro-permeability.
2.  Computation  models  and  assumptions
In the present work, two separate computation models of
the  nucleation/grain growth and the interdendritic liquid ﬂow
have  been developed and coupled for predicting the micro-
permeability and characterization of effective parameters for
a symmetric domain as a 2D section. This is achieved by
combining sub-models for each of these processes. One  is
a  computation CA-FV. The other is a micro ﬂuid ﬂow by
using  the CFD model for calculation of the interdendritic
micro-permeability. The governing equations are described
in  detail in the next sections. Signiﬁcant assumptions
are:
(1) For a ﬁne domain during solidiﬁcation a boundary layer is
introduced  at liquid/solid interface.
(2) Temperature gradient in the boundary layer is equal to
zero.
(3)  Heat transfer in the liquid interface is Newtonian.
(4) Prior to the nucleation the under-cooling throughout the
boundary  layer is constant, and after nucleation it is neg-
ative  due to the liberation of latent heat of solidiﬁcation at
solid/liquid  interface.
(5)  Nucleation in the boundary layers is fully equiaxed.
(6) The heat transfer and solidiﬁcation in transverse directionof  the boundary layer is assumed two dimensional, since
the  boundary layer around each grain is very thin.
T = Tliq – ΔT
 ΔT
T = Tliq
T 
x 
istribution around the equiaxed nuclei.
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Fig. 2 – Shape and 4 crystalline directions of a nucleus at
the  beginning of the growth.
Physical properties of the liquid and solid are assumed to
be  constant above Tliq and below Tsol, respectively. However, in
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.1.  Nucleation  and  grain  growth  code
.1.1. Governing  equations  and  solving  procedure
ucleation and grain growth code that has been developed
n  this paper is based on the CA model [32,33], which is an
nconstrained nucleation and grain growth model. The model
omprises  of: (1) Stochastic nucleation rate based on local
nder-cooling, and (2) nuclei growth based on slope of the
ocal  temperature [34,35]. However, in the present work, for
 binary alloy system in the mushy zone, it is assumed that
here  is no constitutional under-cooling during grain growth.
umber,  distribution, morphology of nuclei, and growth rate
re  controlled by thermal under-cooling and its derivative,
hich is formed by Newtonian’s heat transfer in a micro two
imensional  (2D) space. In this condition, at the beginning,
ll  liquid have the same under-cooling, i.e., the gradient of
he  under-cooling or the liquid temperature slope is equal to
ero  before nucleation. As shown in Fig. 1 once the nuclea-
ion  takes place, temperature around the nuclei is raised,
ecause of the liberation of the latent heat. Therefore, the local
emperature  gradient around the grains is negative after the
ucleation.
After  the solidiﬁcation, the microstructure of the solidiﬁed
lloy  will consist of fully equiaxed grains and no columnar
rains. Therefore, in this investigation for the A356 mushy
lloy,  initial and boundary conditions for simulation of heat
ransfer  and liquid ﬂow for a 1 mm × 1 mm domain are based
n  the unconstrained solidiﬁcation and the Newtonian’s heat
ransfer,  with no micro segregation.
i) Heat transfer equations
The  heat transfer equation for this mushy zone may  be
ritten  as:
Cp
∂T
∂t
= k∇2T + Hf
∂fs
∂t
(1)
s = 1 −
[
T − Tsol
Tliq − Tsol
]−1/(1−k0)
(2)
here , Cp and k are the density, heat capacity and thermal
onductivity, respectively; fs is solid fraction, k0 is the partition
oefﬁcient and Tsol, Tliq are solidus and liquidus temperature,
espectively. Hf(∂fs/∂t) is the latent heat term, which is a
unction  of temperature between the solidus and the liquidus,
nd  is written as follows:
Hf
∂fs
∂t
= Hf
∂fs
∂T
∂T
∂t
= Hf
[
−1
(Tliq − Tsol)(k0 − 1)
]
×
[
T − Tsol
Tliq − Tsol
](2−k0)/(k0−1′) (
∂T
∂t
)
(3)
The fraction of solid in the mushy zone is estimated by Eq.
2).  The release of latent heat in the mushy zone is calculated
y  substituting Eq. (3) into the third term of Eq. (1). Therefore
eat  transfer equation is given by:(CeqP )
∂T
∂t
= ∇ · (k∇T) (4)where CeqP can be considered a quasi-speciﬁc heat capacity
given by:
C
eq
P =
[
CP − Hf
[
−1
(Tliq − Tsol)(k0 − 1)
] [
T − Tsol
Tliq − Tsol
](2−k0)/(k0−1′)]
(5)Fig. 3 – Algorithms of Nucleation, grain growth and heat
transfer  during solidiﬁcation for the present work.
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Fig. 4 – Schematic of a staggered mesh and location of
The  Navier–Stokes and continuity equations in 2D space
are  used to simulate ﬂow of the interdendritic liquid through
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the mushy zone, coefﬁcients of heat conductivity and thermal
capacity  are presented as kmu = fLkL + fSkS, and Cmup = fLClP +
fSC
S
P [36].
(ii) Nucleation equations
When  the temperature falls below the liquidus tempera-
ture,  nucleation begins. In this condition, the fraction of nuclei
(Is) at each temperature and time are calculated from Eq. (6),
as  follows:
Is = A exp
(
BT2
liq
RH2
f
T(Tliq − T)2
)
; T < Tliq (6)
where A and B are constants and R is the ideal gas constant.
After  determining the fraction and then number of nuclei in
each  time step, by assigning a random distribution function,
nuclei  are distributed in the liquid domain. In the next step,
the  latent heat of solidiﬁcation is calculated to adjust the
temperature. It is important to note that the latent heat of
solidiﬁcation is released only when the temporary radius of
the  nucleus becomes greater than a critical radius, r*, as in
Eq.  (7).
rt≥2
(
T2
liq
H2
f
(Tliq − T)2
)
= r∗; T ≤ Tliq (7)
(iii) Grain growth equations
As  mentioned before, once stable nuclei are created, a neg-
ative  temperature gradient forms in liquid adjacent to the
grains  and equiaxed grains grow as shown in Fig. 1. The
direction of primary arms of the equiaxed dendrites depend
on  crystal structure [37]. Here, a B.C.C. crystal structure is
assumed,  in which each equiaxed dendrite has four perpen-
dicular  primary arms in 2D space, where they can grow in 48
crystalline  directions. In order to simulate the morphology of
the  grain growth, a simple shape was  used for grains based
on  Eq. (8) in polar coordinates. It should be noted, that for the
equiaxed  grains in polar coordinates, the ﬂow pattern in 3D
and  2D space are generally similar.
r = Rd + Pd cos(4( + 0)) if 0 <
Pd
Rd
< 1; (R∗) < hR∗ = Rd + Pd
(8)
Fig. 2 shows a “cloverleaf” morphology for a dendrite sec-
tion  created based on Eq. (8), where Pd is perturbation, Rd
radius of spherical nuclei prior to perturbation, and  angle
between  primary arm direction and stream line. It is notice-
able,  in Fig. 2, that solid fraction of the spherical nuclei is equal
the  cloverleaf nuclei. A function (Eq. (9)) needs to be deﬁned
for  the dendrites radius growth rate (dr), which is added to the
surface  of existing grains in each time step of solidiﬁcation
stage.rnew = rold + dr; dr =
dfs
2
∑
r
(9)vector  and scalar variables.
For a solidifying cell, as the solid fraction within the cell
becomes greater than zero, the local temperature of the par-
ticles  is obtained using the relevant phase diagram and the
under-cooling is calculated accordingly. In each solidifying
cell,  the change in solid fraction is primarily determined by
KGT  model, which calculates the maximum growth rate based
on  a given under-cooling at near absolute stability limit [35]. A
captured liquid cell by a growing neighboring cell is assigned
the  same grain orientation as its growing neighbor [38]. Fig. 3
shows  the CA-FD solution algorithm of heat transfer during
nucleation and grain growth. Finally, results of nucleation and
grain  growth simulation at each dfs, is used in the CFD code
to  simulate pressure and velocity ﬁelds and then calculate the
temporary  micro-permeability in the 1 mm × 1 mm domain.
2.2.  CFD  code
2.2.1.  Governing  equations  and  solving  procedure
(i) Fluid ﬂow equationsFig. 5 – Aluminum model for experimental validation and
location  of metallurgical samples.
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Finally, the governing equations are solved by FVM. The
numerical solution method can be considered in four steps:j m a t e r r e s t e c h
he network of equiaxed grains. By introducing the follow-
ng  dimensionless variables the Navier–Stokes and continuity
quations are presented in a non-dimensional form [39]:
∗ = x
L
,  t∗ = u∞t
L
, u∗ = u
u∞
, g∗ = L
u2∞
g,
∗ = p − p∞
∞u2∞
and Re = ∞u∞L

∂u
∂t
+ ∂p
∂x
= 1
Re
(
∂2u
∂x2
+ ∂
2u
∂y2
)
− ∂(u
2)
∂x
− ∂(uv)
∂y
+  gx (10a)
∂v
∂t
+ ∂p
∂x
= 1
Re
(
∂2v
∂x2
+ ∂
2v
∂y2
)
− ∂(uv)
∂x
− ∂(v
2)
∂y
+  gx (10b)
∂u
∂x
+ ∂v
∂y
=  0 (11)
The continuity equation is solved implicitly by using the
oisson’s  equation (Eq. (12)).
2P = 1 ∇ · V∗ (12)
t
After solving the Navier–Stokes equations, the calcu-
ated pressure and velocity ﬁelds were used to obtain the
Table 1 – Thermo-physical properties, boundary and initial con
Composition (wt%) 
Domain dimensions (mm2) 
Thermal  conductivity (J s−1 m−1 K−1) 
Heat of fusion (J kg−1) 
Kinematic viscosity (m2 s−1) 
Speciﬁc heat (J kg−1 K−1) 
Density (kg m−3) 
Transformation temperature (◦C) 
Number of cells 
Dimension of each cell (m) 
CPU time (Core2 Dou E8400) (h) 
Boundary condition at locations  2 0 1 4;3(1):55–70  59
micro-permeability of the 1 mm × 1 mm mushy zone in each
growth  sequence.
(ii)  Permeability equations
Darcy’s  law is a simple and empirical proportional rela-
tionship between the instantaneous discharge rate through
a  porous medium (V), the viscosity of the ﬂuid () and the
pressure  drop over a given distance [40].
V = −K

∇P (13)
where K is permeability. Eq. (13) is not valid at high Reynolds
number and in this study, an effective Darcy’s law equation
was  used to calculate the micro-permeability (Eq. (14)).
V = − K
fl
∇P (14)(1)  Meshing of the system, (2) Converting the differential
equations to ﬁnite difference approximation, (3) Solution of
the  ﬁnite volume approximations of momentum in order
to  calculate the velocity proﬁle and pressure gradient, and
ditions.
Si = 6
1 × 1
Kl = 91, Ks = 121
Hf = 389,187
	 = 2.3 × 10−6
Clp = 963, CSp = 1084
L = 2385, S = 2695
TL = 577 ± 3, TS = 640 ± 3
N = 4,000,000
X = Y = 5
0.5
(1): Inlet
(4): Outlet
(2) and (3): Free-slip boundaries
(5):  No-slip boundaries for internal dendrites’ surfaces
No pressure gradient condition for all boundaries
UInlet = 0.16 mm/s, VInlet = 0.
Reynolds  number (inlet) = 0.3
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1
Pressure(Pa)
fs = 1% fs = 1%
fs = 35% fs = 35%
fs = 75% fs = 75%
8.0E-04
7.0E-04
6.0E-04
5.0E-04
4.0E-04
3.0E-04
2.0E-04
1.0E-04
0.0E+00
-1.0E-04
Pressure(Pa)
Pressure(Pa)
1.0E-01
9.0E-02
8.0E-02
7.0E-02
7.0E+01
6.5E+01
6.0E+01
5.5E+01
5.0E+01
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-2.0E-02
Pressure(Pa)
8.0E-04
7.0E-04
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Fig. 6 – Simulation of the pressure ﬁelds adjacent to two different nucleus distribution with 1, 35, 75% solid fraction for A356
aluminum alloy, dQ = 100 J/s in each time step, Re = 0.1, Left: random distribution 1, Right: random distribution 2,
dimensions: x = y = 1 mm.
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dQ = 50
1
0.8
0.6
0.4
0.2
0
0 0.2 0.4 0.6
x
y
1
0.8
0.6
0.4
0.2
0
y
1
0.8
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0
y
1
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0
y
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x
0.8 1
0 0.2 0.4 0.6
x
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x
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dQ = 100
dQ = 200 dQ = 300
Pressure(Pa)
1.0E-02
8.9E-03
7.8E-03
6.7E-03
5.7E-03
4.8E-03
4.6E-03
3.5E-03
2.4E-03
1.3E-03
2.2E-04
Pressure(Pa)
5.5E-02
4.9E-02
4.4E-02
3.8E-02
3.3E-02
2.8E-02
2.7E-02
2.2E-02
1.6E-02
1.0E-02
5.0E-03
-5.7E-04
-6.1E-03
Pressure(Pa)
6.0E-02
5.4E-02
4.8E-02
4.2E-02
3.5E-02
2.9E-02
2.3E-02
1.7E-02
1.1E-02
4.6E-03
-1.6E-03
-7.8E-03
-1.4E-02
Pressure(Pa)
1.0E-02
9.0E-03
8.1E-03
7.1E-03
6.2E-03
5.2E-03
4.3E-03
3.3E-03
2.4E-03
1.4E-03
4.7E-04
-4.8E-04
Fig. 7 – Simulation of the pressure ﬁeld adjacent to 4 types of nucleus distribution for A356 aluminum alloy at low solid
fraction (fs = 0.2) and dQ equals to 50, 100, 200, 300 J/s in each time step, Re = 0.1, dimensions: x = y = 1 mm.
(
a
(
(
(4) Calculation of micro-permeability of the mushy zone by
dding  Darcy’s law in each growth sequences.
1) The computational domain is divided into a number of
cells  with X, Y dimensions, and cell dimensions are
equal  for all calculations. As shown in Fig. 4, domain is dis-
cretized  as a staggered grid. The continuity equation and
the  diffusive terms of the momentum equation are dis-
cretized  using central differencing. The donor-cell scheme
was  used to discretized the convective terms of momen-
tum  equation [41]
2)  Finite volume approximation of momentum equations
was  constructed according to Griebel et al. [42].
3)  To solve the governing equations of ﬂuid ﬂow, the projec-
tion  method was  used. The projection method uses an
auxiliary velocity (V*) to obtain a Poisson’s equation for
pressure  [42]. This equation was  solved using Successive
Over-Relaxation (SOR) methods. The momentum equationis  split into two independent equations with Eq. (15) with
no  pressure term and Eq. (16) with pressure term:
V∗ − Vn
t
+ Vn · ∇Vn = 1
Re
∇2Vn (15)
Vn+1 − V∗
t
+ ∇Pn+1 = 0 (16)
The continuity equation in time derivative form is:
∇Vn+1 = 0 (17)
The divergence of Eq. (17) takes the form:∇ · Vn+1 − ∇ · V∗
t
+ ∇2Pn+1 = 0 (18)
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dQ = 50 dQ = 100
dQ = 200 dQ = 300
Pressure(Pa)
4.3E+01
4.3E+01
4.0E+01
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Fig. 8 – Simulation of the pressure ﬁeld adjacent to 4 types of nucleus distribution for A356 aluminum alloy at high solid
fraction (fs = 0.55) and dQ equals to 50, 100, 200, 300 J/s in each time step, Re = 0.1, dimensions: x = y = 1 mm.Continuity equation, Eq. (16), requires that ∇Vn+1 to be zero,
thus:
∇2Pn+1 = 1
t
∇ · V∗ (19)
The superscripts (n) and (n + 1) denote old and new time
level,  respectively. In projection method Vn+1 domain is calcu-
lated  at each new time step.
(4) After obtaining the pressure and velocity ﬁelds, which is
called  here as the temporary micro-permeability subrou-
tine,  and using Darcy’s law, the coefﬁcient of temporary
micro-permeability is calculated in each solid fraction.
Fig.  3 describes the CFD algorithm used in the present
work. The detailed procedure is presented previously in
Ref.  [43].
All  simulations were  run using the data in Table 1 for an
A356  aluminum alloy for a 1 mm × 1 mm domain.3.  Experimental  method
A simple part was  considered for simulation and casting
(Fig.  5). A numerical model for this part was created and used
to  simulate with Pro Cast commercial simulation software.
The  code developed in this research was  applied on the numer-
ical  model. Another part was casted in metal mold. Metallo-
graphic  samples were prepared from speciﬁed position.
3.1.  Simulation  with  developed  code
For developed code ﬁrst the neural network must be trained.
So,  approximately 250 different conditions were  simulated in
micro scale. Random nucleation was  performed and perme-
ability  of domain was  calculated by CFD simulation and Darcy
law.  Calculated data was  used for training the neutral network.
The  trained neutral network module was  added in solidiﬁca-
tion  code and predicts probable defects.
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Fig. 9 – Simulation of the pressure ﬁeld for three Re numbers, 0.1, 1, and 10 for low solid fraction 0.06 (left) and high solid
fraction 0.44 (Right), respectively at cooling rate of 100 J/s in each time step, A356 aluminum alloy, dimensions: x = y = 1 mm.
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Fig. 10 – Permeability versus solid fraction for A356 aluminum alloy based on simulation results of the present CFD and
CA-FV codes during grain growth with 4 random nuclei distribution denoted with , , , and ♦; Re = 0.1 and dQ = 100 J/s in
Aluminum A356 ingot was  melted in electrical induction fur-
nace.  Mold was  milled from cast iron. Melted alloy pored ateach time step.
3.2.  Simulation  with  ProCast
Numerical model in parasolid format was  imported. Model
was  meshed by tetrahedral mesh. Preprocess setup with pre-
cast.  Aluminum A356 was  poured in metal mold and cooled
with  air convection.
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Fig. 11 – Permeability versus solid fraction of the A356
aluminum alloy based on simulation results of the present
CFD  and CA-FV codes during grain growth for three
Reynolds number 0.1, 1, and 10, and cooling of dQ = 100 J/s
in  each time step.3.3.  Casting700 ◦C in mold. After solidiﬁcation, the part was cut from
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Fig. 12 – Permeability versus solid fraction of the A356
aluminum alloy based on simulation results of the present
CFD  and CA-FV codes during grain growth with cooling
rates  between 50 and 250 J/s in each time step at creeping
ﬂow range (Re = 0.1). Dashed and solid arrows represent a
narrow and wide ﬂuctuation range in the permeability for
low  and high cooling rate, respectively.
j m a t e r r e s t e c h n o l . 2 0 1 4;3(1):55–70  65
Solid fraction
1.00E+00
1.00E-02
0 0.2 0.4 0.6 0.8
dQ = 50
dQ = 100
dQ = 200
dQ = 250
Re = 10
Critical range
Critical range
 1
1.00E-04
1.00E-06
1.00E-08
1.00E-10
1.00E-12
1.00E-14
1.00E-16
Pe
rm
e
a
bi
lity
 (m
2 )
Fig. 13 – Permeability versus solid fraction of the A356
aluminum alloy based on simulation results of the present
CFD  and CA-FV codes during grain growth with cooling
rates  between 50 and 250 J/s in each time step at creeping
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Fig. 14 – Simulation of the grains size, number and
distribution after complete solidiﬁcation of the A356
aluminum alloy for the cooling rates of 70, 100, 130, 170,
200,  and 300 J/s in each time step, for a 1 mm × 1 mmow range (Re = 10).
enterline, polished, etched and a metallography picture was
aptured  from speciﬁed a location (Fig. 5).
.  Results
he main parameters that affect the pressure ﬁeld are the
rain  distribution, cooling rate and Reynolds number, which
re  presented below.
1.  Grain distribution: because of the drag force of the nucleus
n  ﬂuid ﬂow, distribution and location of the grains affect the
ressure  ﬁeld. Fig. 6 shows the effect of grains distribution
n  the pressure ﬁeld with two random distributions for three
onstant  solid fractions, 0.1, 0.35, and 0.75 at a ﬁxed cooling
ate  of 100 J/s in each time step, and Re of 0.1.
2.  Cooling rate: Figs. 7 and 8 show the effect of four cooling
ates, 50, 100, 200 and 300 on the pressure ﬁeld for a low solid
raction  (fs = 0.2) and a high fraction solid (fs = 0.55), and Re of
.1.
3.  Reynolds number: Fig. 9 shows the effect of three Re num-
er,  0.1, 1 and 10 on the pressure ﬁelds with a cooling rate of
00  J/s in each time step for a low and high solid fraction, 0.06
nd  0.44, respectively.
Fig.  10 shows the temporary micro-permeability based
n  the solid fraction at 4 random grains distributions for
e  number 0.1 and dQ equal to 100 J/s. The results showed
hat  different distributions had no signiﬁcant effect on
he  micro-permeability during solidiﬁcation. Thereafter, the
emporary  micro-permeability was  calculated from the simu-
ation  results of pressure and velocity ﬁelds in the creeping
ow  range of Reynolds numbers of 0.1, 1 and 10. Fig. 11
hows  the effect of the Reynolds number on the temporary
icro-permeability during the solidiﬁcation of A356 alu-
inum  alloy with the cooling rate of 100 J/s in each time
tep.
Figs.  12 and 13 show the effect of temporary micro-
ermeability versus the solid fractions with a cooling rate from
0  to 250 J/s in each time step with Reynolds equal to 0.1 and
0,  respectively.domain.
Fig. 14 shows size, numbers, distribution, and morphology
of  equiaxed grains of A356 aluminum alloy after complete
solidiﬁcation at different cooling rates for a 1 mm × 1 mm
domain.
Fig.  15 shows the effect of both cooling rate and solid
fraction on the permeability in a 3 dimensional curve for
demonstration of the critical range.
Fig. 16 shows the effect of variations of cooling rates on the
surface  roughness (or dendritic morphology) for an equiaxed
grain  during grain growth.
Fig.  17 shows the comparison between two Micro and
Macro  shrinkage porosity models that developed based on the
critical  permeability in this investigation.
Fig. 18 shows the micro porosity distribution evaluated by
developed  code.
Fig.  19 shows porosity prediction by ProCast software.
Fig.  20 shows porosity prediction by Niyama criteria calcu-
lated  in ProCast software.
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Fig. 15 – Evolution of the solid/liquid interface morphology with increasing cooling rate from left to right.
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Fig. 16 – Effect of the solid fraction and the cooling rate on the permeability of A356 aluminum alloy.Fig. 21 shows metallography captured pictures.
5.  Discussion
Micro-permeability is a function of the velocity ﬁeld and pres-
sure  gradient of the liquid phase. Moreover, cooling rate,
nucleation and growth rate, distribution and morphology of
grains,  and Reynolds number affects the micro-permeability.
Many  numerical ﬂuid ﬂow and heat transfer software
and casting commercial codes generate the cooling rate
(∂T/∂t),  the temperature gradient (G = Q/k = ∂T/∂x), and solid-
iﬁcation  rate (v = ∂fs/∂t) for each computational cell. Nev-
ertheless, it is important to note that the cooling rate is
not  an independent variable and needs to be determined
by  the temperature gradient and the solidiﬁcation rate.The  cooling rate can be written as ∂T/∂t = (∂T/∂x)(∂x/∂t) = G·v.
Therefore,  if the inter-dendrite micro-permeability is deﬁned
as  a function of cooling rate, the micro-structure is related
to  the thermal history in a macro scale, therefore the forma-
tion  of micro defects could be predicted. Thus, plotting the
micro-permeability versus the cooling rate and the solidiﬁ-
cation  rate can be used as a good criterion for modeling the
micro-permeability in micro and meso-scales.
The effect of two random grain distributions was  simulated
on  the pressure and velocity ﬁeld (Fig. 6). It is evident that the
pressure  values increased nonlinearly with increasing solid
fraction  in both distributions (see Fig. 6 legend). Since, the tem-
porary  micro-permeability has an inverse relationship with
the  pressure gradient, then the temporary micro-permeability
need to have a nonlinear relationship with the solid fraction.
From  Fig. 10 it appears that there is a power law relation
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etween solid fraction and micro-permeability. The markers
n  Fig. 10 demonstrate that grains distribution did not affect
he  temporary micro-permeability.
The  cooling rate has a signiﬁcant effect on the pressure ﬁeld
nd  subsequently on the micro-permeability. It also affects the
ucleation  and solid fraction rate. This effect was  investigated
t  low and high solid fractions. Results in Figs. 7 and 8 showed
hat  at high solid fraction, pressure ﬁelds are more  sensitive to
he cooling rate in comparison with low solid fraction. More-
ver,  Figs. 12 and 13 showed the variation in the temporary
icro-permeability with the cooling rate at Reynolds num-
er  0.1 and 10, respectively. Figures showed that between 0.33
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ig. 18 – Simulation of shrinkage porosities of a casting
edge  by developed code for A356 aluminum alloy.and  0.66 solid fractions the temporary micro-permeability is
very sensitive to the cooling rates. Therefore, these results
demonstrate that the cooling rate (dq/dt) and the solidiﬁcation
rate  (dfs/dt) control the behavior of the temporary micro-
permeability (K) during unconstrained solidiﬁcation mode.
Finally,  the effect of Reynolds number on the pressure ﬁelds
(Fig.  9) and temporary micro-permeability (Fig. 11) was  inves-
tigated.  These ﬁgures showed that increasing the Re numbers
in  the creeping ﬂow range up to 10 resulted in a decrease in
the  micro-permeability. Effect of Re number on cooling rate,
and  solidiﬁcation rate on the temporary micro-permeability
can be observed from comparison between Figs. 11 and 12 for
a  low and high Re number, respectively. At Re number 0.1, and
high  cooling rate (250 J/s), critical micro-permeability started
at  0.33 solid fractions and ﬁnished at 0.60. However, at a lower
cooling  rate (50 J/s), the critical micro-permeability started at
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Fig. 19 – Shrinkage porosities of a casting wedge simulated
by  ProCast software for A356 aluminum alloy.
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Fig. 20 – Prediction of shrinkage porosities for casting
wedge by Niyama criteria calculated in ProCast software for
blue  colors contours are the parts susceptible to micro shrink-A356 aluminum alloy.
higher solid fraction (0.61) and ﬁnished at 0.68. In other words,
a  narrower range of critical micro-permeability was  observed
with  decreasing the cooling rate, especially at high Reynolds
numbers.
Fig.  14 showed the micro structure after complete solid-
iﬁcation at different cooling rates. Increasing the cooling
rate  lead to an increase in the number of nuclei and the
change  of dendrite morphology from smooth to dendritic sur-
face  (surface with high roughness) and that in turn affects
the  interdendritic micro-permeability. However, beyond a crit-
ical cooling rate of about 300 J/s, dendritic surface changes
back  to a smooth surface (surface with low roughness). This
phenomenon has been shown schematically in Fig. 16 that a
smooth cloverleaf grain transforms into rough dendrite struc-
ture  and ﬁnally into smooth dendrite cloverleaf.
Finally, the effect of temporary solid fraction (dfs) and heat
extraction rate (dQ) on the temporary micro-permeability was
modeled  as a logarithmic function (Eq. (20)). In this investi-
gation,  the temporary micro-permeability results, which was
obtained  based on the cooling and solidiﬁcation rate was
modeled  in a 3-dimensional space. The resulting equation can
be used in casting simulation software.
−log(Micro-permeability) = 8.5fs + 0.002dQ + 6 (20)
In low solid fractions (fs < 0.06) and high solid fractions
(fs > 0.78), micro-permeability behaves as an asymptotic func-
tion,  because of fl factor in Eq. (14). However between these two
solid fractions, behavior of the temporary micro-permeability
is complex. In fact this is a new micro-model that can predict
micro  porosities based on the critical permeability.As observed in Fig. 12 the critical permeability range
(marked with arrows), for formation of the micro-shrinkage,
changes by increasing of the cooling rate. It was  observed inl . 2 0 1 4;3(1):55–70
Fig.  13, that the critical range is wider at high cooling rate
than  at low cooling rate. For example in Fig. 13, at a ﬁxed
solid  fraction, 0.5, for two different cooling rates 50 and 250 J/s,
the critical permeabilities are approximately 10−10 and 10−13,
respectively. In other words, for a ﬁxed solid fraction value, the
critical  permeability is changed by 3 orders of magnitude. This
difference  is related to the morphology of equiaxed dendrites,
which  in turn is dependent on the cooling rate and the value
of  local thermal under-cooling.
Fig.  15 shows the effect of both cooling rate and solid frac-
tion  on the permeability behavior for A356 aluminum alloy.
The  signiﬁcance of the 3D curve (or Eq. (20)) is that the per-
meabilities belong to a very ﬁne domain. As a result, it can be
used for all meshes of a commercial solidiﬁcation code, which
together  forms a macro-model. Therefore during running the
commercial  codes, when solid fraction for a computational
cell becomes greater than zero, the present model, Eq. (20), is
called as a subroutine in each time step. The function of this
subroutine  is to assess the thermal history and cooling rate
for  this solid fraction. In a given cooling rate and solid frac-
tion,  calculated based on the neighboring cells, if the value of
permeability  lies within the range of critical permeability, then
this cell is susceptible to shrinkage porosity. This subroutine
is  only used for meshes in the solid–liquid interface and their
neighboring cells. In fact, there are narrow thermal bound-
ary  layers around nuclei that have Newtonian condition and
∂(T)/∂n  = 0; where “n” is the normal vector of the liquid–solid
interface. This boundary layer can be approximated by ther-
mal  characteristic length as, ır = ˛/v, where  ˛ is the thermal
diffusivity at the nuclei interfaces (see Fig. 1). Thus, in a ﬁxed
solid  fraction, the cooling rate should be denoted in order to
realize  the susceptibility of the cell to porosity. If the perme-
ability  based on Eq. (20) or Fig. 15, is positioned in the critical
range  of permeability, then the cell is susceptible to porosity;
otherwise the cell will be free of porosity. Finally, a casting
cross  sample was  simulated, once without using the micro
shrinkage subroutine, Fig. 17(a), and once using the micro
shrinkage model subroutine based on the results in Figs. 15
and  17(b). Fig. 17(b) shows a ﬁne distribution of porosity in
all  meshes of the system domain, observed as color contours,
which  is in agreement with real samples and provides a more
realistic  description of the sample than the current commer-
cial  code results.
By  casting the wedge part, it is seen that in part centerline
micro shrinkage was formed. The porosity density increased
from  down to up. While in simulation such defects are less pre-
dictable.  Most commercial software uses for prediction macro
shrinkage.  As shown in Fig. 19 ProCast shrinkage prediction
is  less than in Fig. 18 which was  predicted in this research.
Niyama criteria is really good for micro shrinkage prediction
but  it is not yet useful for a range of alloys, as shown in Fig. 20.
Also,  Niyama error in the down part of Fig. 20 is too high. By
comparing  the simulation results with metallographic cross-
section  can be stated that the results predicted by this research
method  are closer to reality. In Figs. 17(b) and 18 meshes with
red  color contours are the macro porosity defects and the lightage  porosity. The ultra-ﬁne shrinkage porosities may  not be
assumed as defects, which depend on application of casting
part  and its designer opinion. Therefore the present model
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Fig. 21 – Shrinkage porosities for A356 aluminum alloy casting wedge.
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2or predicting the Micro-Macro porosity defects can be used
o  commercial solidiﬁcation and casting codes and improves
heir  accuracy in the ﬁeld of shrinkage porosity simulation.
.  Conclusions
. In this investigation, using results obtained from coupling
the  CFD and CA-FV codes, a relationship was  developed
between solid fraction and cooling rate versus micro-
permeability, in which the constants of this equation is a
function  of Reynolds number.
.  Simulation results showed that there are ﬂuctuations in
micro-permeability in the range of 0.33–0.66, and 0.60–0.66
solid  fractions with decreasing cooling rate, in which theshift in the critical range is due to the change in Reynolds
number.
3.  Beyond a critical cooling rate, ultra ﬁne and smooth
equiaxed grains form with low perturbation on their sur-
faces,  which in turn can lead to formation of ultra ﬁne to
coarse  shrinkage porosities.
4.  The constitutive equation of the present code can be uti-
lized  in a commercial casting or solidiﬁcation software
for  predicting micro and macro shrinkage porosities with
improved  accuracy.Conﬂicts  of  interest
The authors declare no conﬂicts of interest.
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