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INTRODUCTION CHAPTER 1 
Image processing is a r a pidly expanding f i eld with c on-
tributions from a varie t y of disciplines such as elec-
trical engineering, phys ics and medicine. As a r e sult 
there has bee n little c oordinat ion i n its progress, each 
group applying methods with which it is most f ami l i ar , 
though the systems appro ach of electrical enginee r ing 
is gaining in popularity . The advantage of t a c k ling a 
field from many angles i s that the best approa ch i s 
more likely to be found in the end, but at the s ame 
time there is often a duplication of effort by the pur-
suit of methods which a ppear different super f icially , 
but in effect are equiva lent, as happened in Quantum 
Mechanics with the Schrodinger and Heisenberg analyses. 
Image processing i n its broad sense pervades many 
areas but it is convenie nt to group it into three main 
sections, vi z: image cod ing, usually for image trans-
mission over telecommuni cation links; pattern recognit-
ion for detecting the p r esence of a particular distr i -
b uti on in an image which is gener a lly corrupted to some 
e x tent by n o i se ; and ima ge res tor at .lon, whi ch aims Lo 
recover a faithful reproduction of a perfect image which 
has been degraded, and image enhancement which attempts 
to present an image in a form which will convey most 
readily the desired info rmation to the human brain a nd 
takes account of the cha racteristics of vision. 
It is the object of this thesis to investigat e some 
o f the techniques of ima ge restoration and enha n cement . 
The re a re many different media for imple me nt ing 
the v a rious processes, b ut digital comput a ti on and co-
herent o ptics are prevalent. The latter is in many ways 












quired to achieve good results, using methods which con-
ceptually are almost trivial. Its main advantages are 
that vast amounts of information can be stored on a sma ll 
area of film and processing is virtually instantaneous 
once lenses and filters have been correctly positioned on 
the optical bench. As an example, a coherent optical sys-
tem at the University of Michigan is capab l e of proces-
sing 70mm films with a resolution of 100 cycles/mm which 
allows instant Fourier transformation of about (2x70 x l00) 2 
~ 2xl08 poi nts as opposed to several hours on a fast 
digital computer. On a small scale a coherent optical 
processing system costs considerably less than a high 
speed digital computer, but large high qua l ity diffrac-
tion-limited (i.e. aberration free) systems are very 
expensive, the system at the University of Michigan 
costing $500,000. The foremost disadvantages are its 
inflexibil i ty owing to the difficulty of fabricating 
filters for anything but the simplest processing applic-
ations and its limitation to linear space-invariant 
processing . Digital computation on the other hand has 
a great advantage in that systems may be arbitrarily 
defined and manipulated and processing is exactly re-
producible . In addition once the software has been 
prepared, the system may be semi-automated so that a 
relatively untrained technician could operate the sys-
tem since his only function would be the selection of 
processes and parameters and surveillance of I/O data. 
Image processing using optical techniques had its 
origins in the experiments of Abbe and Porter, but it 
was not until the 1950's that the potential of spatial 
frequency filtering was recognized by Marechal. The 
development of lasers has increased the power and fl e xi-
bility of optical processing by providing a stro ng source 
of coherent radiation enabling interference techniq ues 
to be implemented with holographic filters. 












last decade with the wid espread availability of high 
speed digital computers with large fast memories. Clas-
sical filtering techniques inherited from optical pro-
cessing have been succes sfully effected, and more rec-
ently optimum nonrecurs i ve and recursive methods, which 
are specifically applicable to digital processing, have 
been introduced. 
This thesis has bee n devoted almost exclusively 
to digital processing t e chniques since these appear to 
have the greatest scope and future. The second chapter 
deals with various unita ry transforms and algorithms 
for eliminating r edundant calculations in their com-
putation since these are of considerable importance in 
image processing. The third and fourth chapters are 
concerned with restorat i on and enhancement techniques. 
The treatment has a theoretical bias, actual practical 
descriptions being conf i ned mainly to the Appendices 
containing some of the c omputer programs used in pro-
cessing images illustrat ing this work and brief notes 













TRANSFORMS CHAPTER 2 
0ransform techniques have two main applications in image 
processing. Firstly they can streamline and reduce the 
amount of calculation in a particular process, the most 
well-known example of wh i ch is probably convolving 
functions by taking the product of their spatial fre-
quency spectra, using the Fast Fourier Transform algor-
ithm of Cooley and Tukey 1 to calculate the necessary 
Discrete Fourier Transforms (DFT) .Secondly they can 
be used to produce a more convenient distribution of 
the information in an image; for example by concentra-
ting most of the information in one area, the Hada-
mard transform permits bandwidth reduction in image 
coding, and by resolving an image into its different 
spatial frequency components, the Fourier transform 
enables one to modify an image by adjusting the rel-
ative ampl i tudes of various spatial frequencies. 
It is convenient to write an N-point transform 
as an NxN matrix. If the NxN transform matrix is de-
noted by T, and x and y are column vectors of length 
N, then y the T transform of x, is 
y = ·TX (2.1) 
which is a one-dimensional transform. The extension to 
two dimensions for a separable transform with a sym-
metric kernel is trivial. (The Fourier, Hadamard and 
Haar transforms all satisfy this property, whereas 
the Karhunen-Loeve (or Hotelling) transform is not in 
general separable, though examples in which it is sepa-
rable are known 2 ). 
Let Y ' = { Y1 , Y2 , •••• , y N } 












with y ! = '[' x . • 
1.. 1.. 
'l'hen clea r ly 
Y' = T X 
so that Y ' is the column transform of the NxN matrix x. 
To perform the row transform of Y' we form the transpose, 
T Y' , and determine its column transform: 
YT = TY'T 
= T (T X )T 
Transposing again, we have that the two-dimensional T 
transform of X is 
( 2. 3) 
Hence to p e rform a two-dimensional transform one c a l-
culates the one-dimensional transforms of the rows 
and then the columns or v i ce ve rsa. 
Plate l shows two circles and their DFT's and Haar 
transforms (the arrays comprise 256 x256 points). Plate 2 
s hows the Hadamard transforms of the same circles. (Note 
t h at the transforms are displayed on a logarithmic s cale 
so that their high frequency components will be clearly 
visible. Plate 2 also shows the Hadamard transform o f 
a n array wi th the amplitude of the (1,1) compone nt equ a l 
to two units and the (5 , 10) and (40,50) components eac h 
equal to one unit, the remainder being zero, and a n 
optical Fourier transform which should be compared with 
the DFT of the small circle in Plate 1. The periodic 
nature of the DPT basis vectors implies that the arr ays 
are continued periodically in all directions so that 
aliasing errors often occur, as will be seen in this 
c a se . The optical diffraction pattern is of a similar 
pe riodic nature in its centre, being the optical Four-
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Top: Hadamard transforms of the circles of Pl. 1. 
Middle: Hadamard transform of array with (1~1) 
element equa l to 2 units, (5,10) and 
(40,50) elements equal to 1 unit and th e 
remainder zero. 
Bottom: Optical Fourier transform of a rectangular 












Each transform is naturally more suited to one 
app lication than anothe r, so that a particular situ-
ation will dictate the use of one in preference to 
others. In general one has to compromise between op-
timization and comput a tional e fficiency. An illustra-
tion of this i s in image coding wher e i.t is d c~; i red i o 
optimize bandwidth red uction for give n i mage qual ity : 
the Karhunen- Lo~ve transform is optimum but involves 
of the order of N2 multiplica tions a s opposed to Nl oq 2 N 
multiply and add opera tions for the FFT and Nlog 2 N 
additions for the Fast Hadamard tran sform wh ich c alcu-
late the Discrete Fourier and Hadamard trans forms ac-
c o rding to algorithms which a void redundant c a lcu lations. 
In addition the Fourier and Hadamard transfo r ms are 
invariant for different images, whereas the Karhunen-
Lo6ve tr ansform matrix is determined from the cxp~c­
tation value of the covariance matrices of the image s 
to be processed, and thus will depend on the ir prope r-
ties. 
It is clear that a decrease by a factor of N/log 2 N 
in the amount of calculation required in processing an 
image will be of considerable importance for large imag e 
arrays. As a result much effort has been spent on d e -
veloping algorithms for implementing these savings, the 
most celebrated of which is the FFT. The basic principle 
invoJ vcd is that transform mat rices ro~;se ssiny t hese 
<llgorithms may be factored into several spa r se matrice s 
( i . e . having few non-zero elements). A paper by Good 3 
laid the basis for these fast algorithms. We shall out-
line the relevant points of his paper before consider-
ing specific algorithms. 
Let the row suffix, r, of a matrix be written as 
r• = ( r• 1 , f' 2 , • • • • , r• ) , r• . = 0 , l , . . • , /, - l ; i = 1 , 2 , . . . , n , n t. 
with a similar representation for the column suffix, s . 












is defined as ~he t n xtn matrix A whose th Y' , s 
element is 
A 
Y' , s 
= .IT M( i ) 
i- = l r ., s . 
& & 
( 2. 4) 
17 
This definition may readily be extended to products in 
which the M( i ) are not nec essarily of the same order. 
It suffices to restrict t h e range of the r ., s . to 
& & 
O,l, .... , t. -1; the resultant matrix has dimension T = 
& 
IT t .• 
& 
As an example, consider t h e direct product of a 3 x 3 and 
a 2 x 2 matrix: 
[Poo P oi Po2 [ q oa qo l l p = P io P 11 p 12 Q = q 10 q 11 P20 P 21 P22 
and 
P ao q oo P ao qo i P oi q oo P oi qo1 P o2 q oo Po 2 q o i 
P ao q 10 P ao qi l Poi q 10 p 01 q I I P o 2 q I O P o 2 q i I 
P 10 q oo p 10 q 0 l P 11 q oo p I l q OI P 1 2 q oo P I 2 qo 1 
PxQ = 
p 10 q IO p 10 q 11 p 11 q 10 P 11q11 p 12 q 10 p 12 q 11 
P2 0 q 00 P 2 0 qo i P21 qoo P2 1 qo1 p 22 q 00 P22 qo i 
P2 0 q 10 P 20 q 11 P21 q io p 2I q 11 P22 q i o p 22 q 11 
Good's main result is that for any t xt matrix M 
Mln l - Bn (2. ~) } 
where 
B = M o s 1 o s2 ••••• c) 8 n- 1 
Y' , s Y' 1 , s 1"2 Y'3 Y' n n 
and (n ] indicates the nth d irect power (M( i ) = M V i 
in the theorem) ; o~ is the Kronecker delta: 0~ =O, 1: f .i , 
i (-i"' J ,7 o. = 1. If the M ~ are of o rder t . then the statement 
& & 
may be modified to 













M ( 1 ) xit x ... • .. • ..... xzt 
( ~ ) n 
It 
1 
xM x • . • •••••..•.. x I tn 
" ( n ) 
xI t2 x . • .... • .... • xM 
The matrices B and C ( i ) have at most tn+l and t . T non-
1, 
zero elements respectively, so that n applications of 
these matrices to a vector of length tn or T will re-
quire ntn+l or TEt . multiplications instead of l ~ n o r 
1,, 
T
2 in the case of an unfactored matrix. Expre ssing this 
in more familiar notation with N = tn we have tha t 
t Nlog t N will be needed compared with N 2 for an unfactored 
transform matrix. Clearly there is an enormous saving 
for large N. 
Let us now apply Good's theorem to the Hadamard 
transform to ob t ain a factorization o f t h e Ha d ama rd 
ma trix as a first step towards determining a Fast Had-
amard Transform algorithm. A Hadamard matrix c ompri s es 
l's and -l's and has orthogonal rows and columns. Now 
a Hadamard matrix of order 2n may be constructed by 
the direct product of the 2 x 2 Hadamard ma trix with 
i t self n times and consequently the f a cto riz a tion may 
be impleme nted directly from Good's theore m. 
The unordered Il a damard t r ansfo rm matrix may be 
cl e f ine cl lly 
( 2. 6) 
where r . and s. are the components of r and s as defined 
1,, 1,, 
above. The submatrix is 












Thus for n = 3 
1 1 1 1 1 1 1 1 
1 -1 1 -1 1 -1 1 -1 
1 1 -1 -1 1 1 -1 -1 
H 
1 -1 -1 1 1 -1 -1 1 = 
1 1 1 1 -1 -1 -1 -1 
1 -1 1 -1 -1 1 -1 1 
1 1 -1 -1 -1 -1 1 1 
1 -1 -1 1 -1 1 1 -1 
and 
1 1 0 0 0 0 0 0 
0 0 1 1 0 0 0 0 
0 0 0 0 1 1 0 0 
B 0 0 0 0 0 0 1 1 = 
1 -1 0 0 0 0 0 0 
0 0 1 -1 0 0 0 0 
0 0 0 0 1 -1 0 0 
0 0 0 0 0 0 1 -1 
= {M osl 082} 
rl 'S3 Y'z Y'3 
so that 
Hx = M [ 3 ] x = E 3.r, 
We cannot write down the DFT equivalent directly, 
but must introduce a few modifications. Andre ws 4 pre-
sents two examples of factorizations of DFT matrice s 
wi th a product comprising alternately Good and diago-
n a l matrices but gives no justification. Ilowever we 
can derive the form of this product fairly easily from 












Using the conventional notation (see fo r e x ample 
Brigham 5 for a neat treatment of the FFT) tha t W = e -j 2n/N, 
N = 2n and writing in binary notation 
n -1 n - 2 
k = 2 k 1+2 k 2+ ••••• +k(,) n - n- J 





0 n - n-
we have that X the DFT of x is given by 
1 . 1 l 




, ..• , k
0
) = L: /_, 






. , .. , l
0
) w 




n - 1 
wk 2 ln -1 
n -1 n - 2 n 1 = w (2 kn - 1 +2 kn - 2 + ••••. +ko )2 - l n - 1 
n n - 2 n n - 3 
= [W2 (2 kn - 1ln-1)][ W2 (2 kn - 2ln - 1 )] ••• 
n n - 1 
•••• • [ W2 (k1ln - 1 )] W2 (koln - J ) 
n -1 = w2 ( ko ln - 1 ) 
since 
k 2 n - 2.l 
Similarly the second factor W n - 2 








n - 1 n - 2 . 
= ,. ~ ~ ( Z z z ) W2 ko!n - lw2 (2 k 7 +ko ) l _ 9 
i0 t; ··· {~ _ 1 x ' n-7 ' n - 2''''• () n u 
n - i . . . . w ( 2 kn - 1 + •••. +ku ) Zo 












is denoted by x., 
J 
then we have 
n- 1 
x n (ko , kl , .. , kn - 1 ) = fo xn -1 (ko , kl, ... , lo ) wr;. kn - 1 + ... +kn ) lo 
and finally 
X ( kn - .l ' kn - P. ' .... , k 0 ) = x n (k 0 , k 1 , . ... , kn - J ) 
Note that the last line e xpresses the unscrambling o f 
the transformed vector us i ng the technique of bit r e -
versal. 
Now inspectio n of the exponents of the W's reve a l s 
that the first term may b e r e pre sente d by a Goo d matrix 
constructed from a submat r ix 
M = 
n 
while subsequent terms wi l l result in certain columns 
of the Goo d matrice s being multipli e d by lower p owe rs 
o f W. This can be accompl i shed by post-multiplica tio n 
of the Good matrices by d i agonal matrices with suit-
a b le eleme nts. Now the fi r st summation has only one 
term in the expone nt, so t hat the first Good matrix, 
G0 , requires no modificat i on. The s e cond summatio n c on-
tains the additional term 2n - 2k 0 ln - P. which wi ll result 
in co lums wh o s e binQr y r e present a tions have l' s as the 
2n - 2 
f i rst and second b its being multipli e d by W . Thi s 
may b e a ccomplished by pos t-multiplying the second Good 
matrix C
1 
by a diagonal ma trix D
1 
with the l a st 2n- 2 
2 n- 2 equal to W and the remainder unity. The third sum-
n - 3 
















so that columns with first and third bits equal to 1 
2n- J n - 3 should be multiplied by W (because of 2 k 0 ln _3 ) 
and columns with second and third bits unity are 
multiplied by w2 n-~ This is accomplished by placing 
these values in the appropriate diagonal element s of 
D
2 
• The process may be continued similarly for the 
remainder of the matrices. 
All that remains now is to determine the method 
of constructing the Good matrices from the submatrix 
M. We see from the exponents of the W's and the sub-
scripts of the data vectors that during the j th sum-
mation vector elements separated by 2n - j are combined 
so that the Good matrices are given by 
where 
G0 = M xJx •.•.••.• xI n 
C1 =I xM x •••••• • xI n 
G =I xJ x •.•. xI xM 
n-1 n 
Then the Fourier transform may be written 
/•' = G n - l D n - 1 • · • · C 1 O 1 C 0 
Note that the G. should be combined with the D. once 
~ & 
the factorization has been determined. 
We shall illustrate this process with an 8-point 












Go = [~ ~-l x [ ~ ~H~ ~] 
1 0 1 0 
0 1 0 1 x[~ ~] = w" 1 0 0 
0 1 0 w" 
1 0 0 0 1 0 0 0 
0 1 0 0 0 1 0 0 
0 0 1 0 0 0 1 0 
0 0 0 1 0 0 0 1 = 
1 0 0 0 w" 0 0 0 
0 1 0 0 0 w" 0 0 
0 0 1 0 0 0 w" 0 
0 0 0 1 0 0 0 w" 
GI = [~ ~]x[~ ~-l x [~ ~] 
1 1 0 0 
1 w" 0 0 x[~ ~] = 0 0 1 1 
0 0 1 w" 
1 0 1 0 0 0 0 0 
0 1 0 1 0 0 0 0 
1 0 w1t 0 0 0 0 0 
0 1 0 w1t 0 0 0 0 = 
0 0 0 0 1 0 1 0 
0 0 0 0 0 1 0 1 
0 0 0 0 1 0 w1t 0 
0 0 0 0 0 1 0 w'• 



















































o o o o o o 1 w1t 
1 0 0 
0 1 0 
0 0 1 
0 0 0 
0 0 0 
0 0 0 
0 0 0 
0 0 0 
1 0 0 
0 1 0 
0 0 1 
0 0 0 
0 0 0 
0 0 0 
















0 0 0 
0 0 0 
0 0 0 
0 0 0 
0 0 0 
1 0 0 
o w2 o 
















o o o o o o o w3 
wo wo wo wo wo wo wo wo 
wo w1t wo w1t wo w1t wo w1t 
wo w2 w1t wG wo w2 w1t w6 
wo w6 w1t w2 wo w6 w1t w2 
wo wi w2 w3 w1t ws w6 w1 
wo ws w2 w1 w1t wi w6 w3 
wo w3 wG wi w1t w1 w2 ws 
wo w1 w6 ws w1t w3 w2 wi 
= C2D 2 G 1 lJ 1 1.; o 












from those derived by the method given above, but that 
they are equivalent. 
'l'he factored form o f the Haar 6 ma trix (see l\ppe n-
dix a for a definition o f Haar functions) has c ertain 
similarities to the Hadamard decomposition but is not 
directly implementable from Good's theorem. Andre ws 4 
gives the factorization f or N = 8: (putting ../2 = p ) 
l l 0 0 0 0 0 0 
0 0 l l 0 0 0 0 
0 0 0 0 l 1 0 0 
Hi = 0 0 0 0 0 0 l l 
l -1 0 0 0 0 0 0 
0 0 l -1 0 0 0 0 
0 0 0 0 l -1 0 0 
0 0 0 0 0 0 l -1 
l l 0 0 0 0 0 0 
0 0 l 1 0 0 0 0 
l -1 0 0 0 0 0 0 
H2 
0 0 l -1 0 0 0 0 = 
0 0 0 0 p 0 0 0 
0 0 0 0 0 p 0 0 
0 0 0 0 0 0 p 0 
0 0 0 0 0 0 0 p 
l l 0 0 0 0 0 0 
l -1 0 0 0 0 0 0 
0 0 p 0 0 0 0 0 
H3 
0 0 0 p 0 0 0 0 = 
0 0 0 0 p 0 0 0 
0 0 0 0 0 p 0 0 
0 0 0 0 0 0 p 0 
0 0 0 0 0 0 0 p 












1 1 1 1 1 1 1 1 
1 1 1 1 -1 -1 - 1 -1 
so that H p p - () - () 0 0 0 0 = 
0 0 0 0 p p - r - p 
p2-p2 0 0 0 0 0 0 
0 0 p2-p2 0 0 0 0 
0 0 0 0 p2 - p2 0 0 
0 0 0 0 0 0 p2 - p2 
We c an see however that the i th matrix comprises a s ub-
matrix F . inserted into the top left of a diagon a l mat -
& 
rix comprising entries of /2, where 
E. 
1, 
Inspection of the matrices shows that the factorization 
allows the transform to be performed by 2(N-l) addi t ions 
and Nlog 2 N - 2(N-l) multiplications by /2 (Andrews omits 
the latter requirement). 
Another transform possessing a fast computation 
a lgorithm is the Slant transform 7 which was recently 
de signed specifically for image coding. The basis vec-
tors for this transform are staircases of various l e ngths, 
as we ll as functions of similar appearance to Walsh 
functions, though some are multilevel. The staircase 
vectors were chosen to match gradual intensity chang es 
in an image. The more closely the basis vectors ma tch 
an image, the greater will be the information compac-
tion in the transform domain, which is the reason for 
the optimum performance of the Karhunen-Loeve tr a nsform. 
The Slant transform has been found to result in a lower 
mean square error for moderate sized image blocks (s ay 
up t o 32 x32) than Fourier, Ha damard a nd Haar t r ansforms 
for given bandwidth reduction. The performance of the 
l\il rhun c n-Lo6ve lrzmsform is superior but it su ff e r s 













The transform may be generated by the following 
recursive relations 7 : 
= 
s2 = 















Q bN , aN Q 1 - - . . .. .. -
. _ ~ _' r !NL2)=z- Q_ ·_ 
Q Q 
0 
IQ 1 • 
I Q 
Q a ' 
N 
I 
- b Q 
' N 
Q 
-- - -- --
Q Q ' Q ' IN/2-
(i -i] 
-~ 
+ 4( a ) 2 ] 2 N/2 
2bNaN/2 
where I is the n x n identity matrix. 
n 
_ _ _ .,. _ _ _ 
Q 
A total of Nlog 2 N + N/2 - 2 additions and 2N - 4 mu l ti-
plications are required to compute the Slant transfo rm 





















We are now in a position to determine fast compu-
tation algorithms for the transforms mentioned above. 
The flow diagrams defining algori t hms for f as t 
transformations may be written down directly fr om the 
matrix factorization. We shall not dwell on the FFT 
algorithm as it has been extensively documented . 8 A 
subroutine implementing the FFT written by N. Br enner 
of MIT Lincoln Lab. is given in the Appendix. The two 
commonest forms are the Cooley-Tukey and Sande-Tukey 
versions. The algorithms for both may b e written either 
to produce an unordered transformed vector from a n 
ordered input vector or an ordered output vecto r from 
a pre-shuffled input vector. In both cases shuf f ling 
is achieved by interchanging elements whose bina ry 
location representations are bit-reversals of e a ch 
other. The FFT subroutine given in the Appendix is of 
the latter type. 
Let us consider the Fast Hadamard Transform. Whereas 
the DFT is ordered in frequency, the HFT may be ordered 
in s e q ue ncy , a term introduced by Harmuth 9 • Sequency is 
defined as the number of transitions from 1 to - 1 and 
v i c e vc PBa in a row of a Hadamard matrix. The Ha damard 
matrices of order · 2n constructed by the direct p roduct 
method outlined above possess all sequencies from 0 
through 2n-l. Howeve r they are not ordered in s e quency . 
Thus to obtain an algorithm which produces an o r dered 
output vector directly, without requiring a pos t -trans-
form shuffle, it is necessary to rearrange the e leme nts 
of the factored matrices, with the result that t he 
individual matrices are no longer ide ntical. Th e matrices 
fo r N = 8 after r e arr a ngement arc: 
0 0 0 0 0 0 1 1 0 0 0 0 0 0 1 1 0 
1 0 0 0 0 0 0 0 0 1 1 0 0 
1 1 0 0 0 0 1 -1 0 0 0 0 
0 
0 
1 -1 0 0 0 0 0 0 -1 1 0 0 0 
0 0 1 1 0 0 0 0 0 0 1 1 0 












0 0 0 
0 0 0 
1 -1 0 
0 0 - 1 















































0 0 0 -1 
0 
1 0 0 0 
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From this we may write down the flow graph for N = 8 by 
inspection, where solid lines indicate addition and 
dashed lines subtraction: 
x (O) X(O) 
1 1 
2 . ~o 2 









Pratt e t al . 10 have presente d an algorithm implementin g 
this graph by which calculat ions are perf ormcd accord-
ing to a sieving sequence. This seems unnecessarily 
complicated since inspection of the flow graph reveals 
a much simpler rule. Clearly for an N point transform, 
in evaluating the first transition, the first N/2 
values are sums of sequenti a l pairs while the other 
N/2 are differences. For the second transition, the 
first N/4 values are sums o f sequential pairs fol-
lowed by N/4 differences, this set of operations being 
performed twice, a nd for the i th there are N/2i sums, 
& i - 1 
followed by N/2 difference s , each set repea ted 2 
times. This is readily implemented with DO - loo ps in a 
computer program, and is the method used in the FHT 
subroutine given in the Appe ndix. As the Hadamard mat-
rix is its own inverse (exce pt for a scaling factor of 
/N ) the forward and inverse transforms are performed 
by the same program. 
'l'he f low graph for the Fust Haar Tr <rnsform i s 
similar, though multiplications by /2 are also re-
quired. The Haar matrix give n above is no t normalized 




















be done in practice by dividing each product matrix 
by 12 . log2N since N = 2 . For N = 8 the norma lized product 
is thus (putting p = 1/ /2) : 
0 0 0 0 0 0 p p 0 0 0 0 0 0 p p 0 0 
0 0 0 0 0 0 0 0 p p 0 0 0 0 0 0 p p 
l 0 0 0 0 0 p -p 0 0 0 0 0 0 0 0 0 0 
0 l 0 0 0 0 0 0 p -p 0 0 0 0 0 0 0 0 
0 0 l 0 0 0 0 0 0 0 l 0 0 0 p - p 0 0 
0 0 0 l 0 0 0 0 0 0 0 l 0 0 0 0 p - p 
0 0 0 0 l 0 0 0 0 0 0 0 l 0 0 0 0 0 
0 0 0 0 0 lJ 0 0 0 0 0 0 0 l 0 0 0 0 





2 0 2 
3 Q --0 3 
4 0 4 
5 0 0 5 
6 0 6 
7 0 7 
From this we see that at each node where a summi ng 
operat i on o c curs , division by 12 is required. Clearly 
a computational saving will result if we divide only 









the last node occurs at the 1:t h trans ition. Th e 
modified flow graph i s thus as shown at the t op of 
the next page, and is implemented by a subrout ine in 
the Appendix. As a result, only 2(N - 1 ) a ddi tions and 
N multiplications are required. 
0 0 0 
0 0 0 
p 0 0 
0 p p 
0 0 0 
0 0 0 
- p 0 0 





















The flow graph for the inverse transform may be 
written down from the f actored inverted matrix of the 
forward transform, which in practice involves trans-
posing the product mat r ices and reversing their sequence 
of application. The same reduction in multiplications 
may be achieved by premultiplying by the appropriate 









<>-------------~- - - - - -o 
A subroutine performing the inverse Haar Transform is 
given in the Appendix. 
A Hadamard transf orrn of a Picker Thyroid phantom 
and a Haar transform o f a pillbox distribution are 
shown in Pl. 24 for int erest. The latter (Pl.24d) may 
be compared with the Haar transform shown in Pl. 1, 
where the image sampling interval is decreased by a 












IMAGE RESTORATION CHAPTER 3 
This is a broad topic and coul d be split into several 
sections. However it is difficult to draw d i viding lines 
be tween the d i ff erent areas as t hey overlap to such a n 
extent~ thus it s eems pr eferabl e to trea t the s ubject 
as a whole. 
As was stated briefly in t he introductory chap-
ter, image restoration is concerned with ide ntifying 
and characterizing the degradations which an image has 
undergone (e . g . addition of noise, geometric distortion) 
and then applying an optimum compensation proce ss to 
recover a best estimate o f the pu re uncontaminate d image , 
where best is subject to some criterion, such as mini-
mization of the mean square error between the idea l 
image and the estimate. 
The degradation of an image is usually assumed to 
be linea r, both because it facilitates analysis a nd 
design of compensation processes and al so b e cause the 
approximation is good. A l inear degradation may be de-
scribed by 
00 
:J ( 7A r /) ) ::;: f f )' (;x; t U ) h ( U , /) , ,x; , !J ) d J: d !f + Yl ( /./ , I ' ) ( 3 . 1) 
- oo 
where r is the pure imag e , g the co rrupted i mage, h the 
degrading function, known as the impulse respon s e or 
point spread function and n is random noise , assume d 
to be additive. We see that in general h i s a function 
of its position of application to the pure i mage ; in 
other words differe nt areas of the image are d e graded 
in different ways. In this case the impulse r esponse 
the impulse response remains almost uncha ng ed fo r all 
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the object and image coordin ates. It is then said to 
be spac e- i nvar ian t and the impulse response simplifies 
to 
h(u,v,x, y ) = h( u - x , v - y ) ( 3. 2) 
so that g may be expressed as a convolution 
g (u, v ) = f( u ,v)*h(u , v ) + n( u , v ) ( 3. 3) 
Denoting Fourier transf orrned functions by upper case 
letters and using the fact t h at the Fourier transform 
of a convolution of two funct ions equals the product 
of their individual Fourier t ransforms, we have 
G = F' .H + N ( 3. 4) 
We shall first consider some simple examples of 
linear filtering before exami ning various restoration 
techniques which attempt to i nvert the effects of the 
impulse response, h. 
A problem in almost every image processing tech-
nique is the presence of random fluctuations superim-
posed on the image and genera lly referred to as nois e . 
In mo s t cas e s we find that t he spati a l frequency spec-
trum ( i . e . Fourier transform) of the noise is sulJ-
stantially flat for all frequencies. By this we mean 
that the spectral component amplitudes fluctuate within 
a constant range for all frequencies, though the indi-
vidual amplitudes are certainly not constant, as is the 
case for white noise. Now in general the transform of 
any image has substantially low frequency content (see 
the simulated thyroid distribution and its OFT in Pl. 3e&f 
and the less detail there is in an image the £aster its 













g = s + n ( 3. 5) 
we can obtain a better approximation to s by attenua t-
ing the high frequency components of g , while leaving 
low frequ e ncies more or less unaltere d, since b y doing 
this we are removing a considerable f raction of the 
high frequency noise (which is generally much more of-
fensive as regards the subjective image q u a l i ty for a 
human viewer) while leaving the image informatio n r e l-
a tively unchanged. Clearly however o ne has to com-
promise between smoothing (noise reduction) and decreas-
ing resolution (reducing high frequ e ncy components of 
the image). Furthermore, in this connection i t will 
obviously be preferable in general to use a smoothing 
function which d ecreases smoothly to zero with increas-
ing frequency r a ther than a pillbox, say, which wil l 
r e sult in large ripple being introduc ed into the re-
constructe d image, and also because o ne is completel y 
d iscarding t h e higher frequency info rmation instead 
of reducing its presence. 
A satisfactory smoothing functi o n for many pur-
poses is a two-dimensional Gaussian function 
whose transform 
- a11 2 j' 2 c t' 
is also a Gaussian function and thus does not introduce 
a ny ripple. The widths of the transform p a ir are clearly 
inversely proportional to one another (Pl. ja-d). We ma y 
illustrate the use of a Gaussian smo othing function 
with a pillbo x t o which noise has be e n added. (S e e P l. 4). 
The pillbox and its spectrum a r e sho wn (Pl. 4a&b ), as 
well as with the a ddition of noise linearly distributed 
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(Pl. 4c&d). The results of smoothing with the two Ga uss-
ian functions of Pl. 3 are shown. 
If one does have to truncate an image spectrum 
abruptly for some reason , a window may be applied to 
the remaining nonzero components to reduce the ripple 
amplitude introduced into the image. Examples of s u ch 
windows 11 are a cosine beZ Z , 
cos(2 nf/ f ) 
s Ii\ where f is the sampling s 
frequency of the image 
(the reciprocal of the ( a ) -· ___ ..._ __ ..,__ _ ~---
sampling interval), 
the Hanning window , 
- l.ef 
2 s - l.: f 4 s 0 kf 2 s 
~(l + cos(4 nf/ f )) s 
and a slight modification, 
the Hamming window , 
( b ) 
0 , 4 6 + 0 ' 5 4 cos ( 4 TI f If ) . - k f - J.:. f 0 ~ f s 2 s 4 s s 
There are many others 
but they have similar 
Fig . 1: (a) Co s ine beZZ ; 
(b ) Hannin g window . 
~ f 
effects and in general decrease monotonically to zer o 
over the truncated portions of the array . Whil e these 
s moothing techniques are adequate in many case s, it 
s 
i s obvious that they cannot provide an optimum estimate 
for all images since they take no account of the sta t-
istical properties of images which clearly must vary 
considerably. Wiener 1 2 derived the form of the lin~a r 
filter which will minimize the me a n s quare erro r o f 
the o ptimal estimate, s, of s where 
g = s + n ( 3 . 5) 
We shall outline its der i vation (see for example Daven-
port and Root 1 3 ) in the one-dimensional case for sim-
plicity. Extension to two dimensions is trivial. 












of the pure image, s, we want to determine a linear 
filter r in terms of the power spectra of the signal, 
s , and noise, n, which will minimize the mean square 
difference betweens ands, i .e . we must minimize 
(note: all integrals are J 
00 
unless otherwise stated) 
-oo 
f[s(x) - fr(u)g(x-u)du] 2 dx (3.6) 
We use a Lagrangian technique : since r is optimum the 
error will not be decreased if we replace r by r +\p 
where \ and p are arbitrary. 
Hence 
J[s ( x )-J(r( u )+\p(u))g(x-u)du] 2 dx-f[s(x)-Jr(u) g (x-u )du ] 2 dx~O 
Expanding and cancelling we find 
2\{Jfr( u ) g (x-u)dufp (v) g (x-v)dvdx-J s (x )fp(u) g (x - u )dudx} 
+ \ 2 ffp(u)g(x-u)dufp(v)g(x-v)dvdx > 0 
Now the second expression is nonnegative since the in-
tegrand is the square of a real func t ion, viz . 
fp(u)g(x- u )du 
Furthermore if the expression in braces is nonzero, 
by a suitable choice of \ small and positive or neg-
ative, the inequality will be violated. 
Thus we require 
f a (x)f p (u ) g (x- u )dudx = Jfr(u)g(x-u)du fp(v)g(x-v)dvd~ 
which on changing the order of integration becomes 
fp(u)fs(x)g(x-u)dxdu = ffr( u ) p ( v )fg (x -u)1( x-v )dxd1J du 
and 
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Since p is arbitrary, we require the expression in 
brackets to be identically zero for the equation to 
be satisfied in general. 
Hence 
fs( x )g (x -u)dx = fP(v)f g (x - u )g (x-v)dx dv 
Fourier transforming , we get 
so that 
R = 
* s (f) G (f ) = R (f ) I G (f) I 2 
SC * 
I GI 2 
= S( S+N)* 
(S+N) (S+N) * 
Now, assuming s and n are uncorrelated and n has 
* * . . zero mean, we have SN = S N = o (an image s canno.~ 
have zero mean since it is nonnegative; the cas~ 
s = O everywhere is of no interest) and 
R = = ( 3. 7) 
37 
where ~S and ~N are image and noise power spectra. This 
is the Wiener filter for recovering a best mean s qu a re 
estimate of a signal contaminated with add i tive noise. 
The Wiener filter for the noise-contaminated pill-
box (Pl. 4c) is shown in Pl. Sa, together with the 
Wiener filtered reconstruction (Pl. Sb). It is clear 
that there is an improvement over the images (Pl. 4e&f) 
smoothed with Gaussian functions. Note that the Wiener 
filter shown is calculated from the actual p ower s p e ct r a 
of the pure image s and noise n , so that the minimum 
error bound is attained. In practice one would have 
to make assumptions about the spectral shapes e . g . 
that the noise spectrum is flat and the signal spectrum 
















two coherent optical processing systems. 
rectilinearly scanned liver and its optical 
Fourier transform 
derastered image obtained by removing all 
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Another application of linear filtering of the 
Fourier spectrum of an i mage is interpolation. 
Schafer and Rabiner 14 have shown how to alter the 
separation of sampling points in an image. If an 
image is sampled at intervals of 6x then this is 
equivalent to multiplying the cont i nuous image by an 
a rray of delt a functions separated from each o ther by 
6x . Hence the spectrum of the s ampl e d image will b e 
a convolution of the spectrum of the continuous image 
with the transformed delta array, which effectively 
results in the spectrum being repeated at intervals 
39 
of f = l/6x. The only requirement is that the sampling s 
interval should be fine enough (the Nyquist sampling 
criterion) to ensure tha t the spectral patches do not 
overlap, which would cau se aliasing. From this we can 
see the principle of the technique: since the sampling 
interval is inversely proportional to the spectral 
patch separation, we can make the sampling intervals 
as small as we wish (i. e . interpolate) by increasing 
the spectral patch separation provided that the ori-
ginal image was adequately sampled. 
Line- and point-sampling functions are shown to-
gether with their DFT's (Pl. 5c-f). The application 
of these sampling functions to the "continuous" 
image of Pl. 3b is shown in Pl. 6a&d, together with 
the reconstructed "continuous" image (Pl. 6c) ob-
tained by zeroing all except one of the spectral 
patches (Pl. 6b&e), which it will be noticed are iden-
tical with that shown in Pl. 3a. The same process may 
be performed with coherent optics, since the image 
distribution in the spatial frequency plane of the 
first lens (see Pl. 7) is approximately the Fourier 
transform of the image in the input plane. A liver 
scan, obtained from a rectilinear scanner, and its 
spectrum are shown, together with the continuous image 












PZat e 8: 
Three other exampZes of Ziver scans whic h hav e been 
derastered in a coherent opticai system i n the s ame 























s pectra l patch o f the p e riod ic s pectrum. Note t h a t 
t he irregularities in the image due to cirrhosi s are 
much mo re readily apparent i n the continuous image. 
41 
Pl . 8 s hows othe r examples of dera stered liver scans. 
In p ractice the second optical system of Pl. 7 is 
preferable to the first since lenses invariably h ave 
defects so that the f ewer used the better as coherent 
optica l s ystems a re v e ry sensitive t o phase var iatio n s 
along the optica l path. Furthermore, in practice a 
small f iltering aperture in the spa tial frequency p l ane 
tends to smear out i nterference patterns introduced 
by defects in the front lenses, so that they are less 
offensive. Thus it is advantageous to position all 
lenses in front of the filter. 
Schafer and Rabiner's analysis is similar to the 
method illustrated in Pl. 6 : the interpolated points 
are obtained by multiplying the spectrum by a linear 
filter which removes all except one spectral patch, 
&. e . the "sampled" image is low-pass filter e d. How-
ever we may gain more insight into the process a nd 
obtain a computationally more efficient method o f 
implementing the interpolat i on by a direct a n a l ys is. 
We shall consider the case of halving the s ampling 
intervals. 
Given an N po int array x (j ) ,j=O,l, •.. , N- 1 , we 
wa nt to find a 2N point array x (j ), j =O,l, ... 2N-l, 
which is the inter polated version o f x . Since an 
image is real we sha ll cons i der only the c a s e of x rea l . 
now the DFT of a r e al a rray has a spe c trum wi t h the 
property that 
* X ( j ) = X (N-j) j=l,2, ... , ~ N-1 ( 3 . 8 ) 
which corre sponds to t he result for t h e continuous 
Fourier transfo rm. Hen ce whe n we con s t ruct t he modi f i ed 
s pectrum by doubling the spectral p a tch separation, we 
mu s t ensure tha t this condition is st i ll s a tisfied i f 












We c onstruct the modified spectrum as follows: 
" x ( k ) = X (k ) k =O I • • I \N-1 
"' X(N/2) = ~ X (N/2) 
" X (k ) = 0 k=~N+l, .. ,3N/2-l 
X(3N/2) = ~X (N/2) 
X (3N/2+ k ) = X(N/2+ k ) k=l, .. , ~ N-1 
( 3 . 9) 
Thus we have effectively "pul led" the spectral patches ' 
. . ' 
twice as far apart. The only modificatio n of the 
spectrum is the splitting of the c e ntral frequ e cy 
component X(N/2) to satisfy eq~ation (j.8). No t e 
tha t X (O) and X(N/2) are always re a l for real x 
which follows directly from the ' de f iriition of t he 
DFT: 
x (j ) = N ~ l X ( k )ei2njk/N 
k=O 
N-1 · 
X(k ) = l L x (j )ei2njk /N 
Nj=O 
Let us now evaluate x in terms of x : 
!i: (p ) 
2N-l . 2 .12 = >: X (j ) e 1 1r p,J N 
j =O 
1N-l ' 2'>/2N ·2Nl 
= /, X(j)e 1 1fJP, + ~X(N/2) {e 1 P-rnf + 
= 
j=O 
+ N~l X(j)ei2 njp /2Nei2rrNp /2N 
j =N/2+1 
N/2-1 N-1 
I. e i 1r j p /N { l /, 
j=O N Z= O 
( z ) -i2njl /N} :r. , e 
+ eirrp N~l eirr jp /N{l N~l x( l )e-i2n jl /N} 
j=N/2+1 N l =O 
( 3 . 10) 













l N-1 N/2-1 . . N 1 
L: x U ) [ l: e 1 TT J ( p- 2 Z) /N + ( _ 1) p ~ e i 1r j ( p - 2 7.) /N 
N l= O j=O j=N/2+1 
Consider p even: 
N-1 N 1 N 1 
x (p) = ! l: x (l)[ ~ einj(p -2 Z)/N + ~ ein j (p -2 Z)/N 
N l=O j=O j =N/2+1 
in(p/2-1)~-~ + e 2 N ] 
since einp/2 + ei3np/2 = e i np/2 + e-inp/2 = 2einp /2 
for p even. So 
x (p) = 
l N-1 N-1 
l: x (l) l: 
N Z=O j=O 
inj (p -2l)/N e 
l N-1 
= N l: x(l)No 2 l l =O p, 
. in jk /N by orthogonality of e ' 
= x (p /2) 
Hence the even points of the interpolated array x are 
identical with the points o f the original array x a s 
we desire. 
The case of p odd may be similarly determined 
(these are the interpolated points) 
1 N-1 N/2-1. '( 2 Z)/N S: ( P ) = !. x (Z ) [ >: e i 11 J p- , N;l in j (p -2 l )/NJ L, e 
N l =O j =O j=N/2+1 
since einp / 2 + ei 3np / 2 = O for p odd. On simplifying 
this reduces to 
x (p ) 
N-1 = 1 l: x ( l ). (-l) (p-2Z-l)/2 l+cos( n (p -2Z)/N) 













This latter result is of little practical interest 
however. We shall now show how the amount of c ompu-
tat ion for interpolation may be reduced. We h a ve seen 
above that the even points i n the interpolated array 
x correspond to the points i n the original array x . So 
for q even and p = q + 1 
x (q /2) = x (q ) 
2N-l A ·2 . /2N 
= L X(j )e 1 TIJ q (3.12) 
and 
j=O 
x ( p ) = x (q +l) = 2NL-l X(j )ei2n( q+l)j/2N 
j =O 
= 2NL-l {X(j )einj/N}ei2n j q /2N 
j=O 
Con sider 
x '( q /2) = x '( q ) 
2N-l . 2 "/2N = L X'( j )e 1 nqJ 
j =O 
wher e 
X 1 ( j ) = X ( j ) e i TI j /N 
Hence 
x '(q/2) = x'(q) = x (q+l) 
(3.13) 
(3.14) 
Thi s is in fact a verification of the Shifting Theorem 
for the DFT. Thus we see that by multiplying t h e ex~ 
tended spectrum X (.j) by ein j /N we shift the odd points 
to the even points (and vic e v e rsa) which corre s pond to 
the points of x . Hence we may determine the fac t ors by 
wh ich the original spectrum X(j) should be mult i plied 












Clearly they are 
e i rrj /N j = O, ... , ~ N-1 
~(ei n /2+e-in/2) = 0 J = ~ N (3.15) 
e in( j +N)/N = -e 
i n j /N 
j = ~N+l, ... ,N-1 
Hence if it is desired to interpolate an array x , one 
determines the DFT, X, multiplies by the given factors 
and inverse transforms. The array will now comprise 
the interpolated points. This involves an N point DFT 
(Nlog 2N complex multiplications), N complex multi-
plications for filtering and an inverse DFT (Nlog 2N 
complex multiplications), a total of 2Nlog 2N + N. If 
the 2N point array is formed then Nlog 2N + 2Nlog 22N 
= 3Nlog 2N + 2N complex multiplications are required. 
Thus the modified method results in a saving of about 
30%. However if one desires to form an interpolated 
array from a filtered spectrum, then both the stan-
dard points and the interpolated points will have to 
be determined. In this case the method requires 
Nlog 2N + N + Nlog 2N = 2Nlog 2N + N compared to 2Nlog 22N 
= 2Nlog 2N +2N complex multiplications, so that the 
savings are small, and hardly worthwhile unless optimum 
efficiency is essential. 
Let us now consider var ious techniques for res-
toring an image whose degradation may be described by 
equation (3.3). We shall mention methods of proce ssing 
space-variant degradations at a later stage. 
The imaging system transfer function H, the Fourier 
t ransform of the impul s e response h , genera l l y de-
creases in amplitude fairly rapidly with freq uency s o 
that it is approximately zero at high frequencies. 












equation (3.4) by H giving 
A G 
F = N ( 3. 16) 
H H 
one may expect that F will be a very poor approximation 
to F, in fact it will probably be far worse than G, 
since, as was mentioned above, the noise spectrum tends 
to be flat so that dividing by a function tendi ng to 
zero will amplify high frequency noise components 
enormously, completely swamping the image information. 
I n practice then one tries to restore low frequencies 
accurately while attenuating high frequencies a s a 
compromise between smoothing and restoration. As 
with optimum smoothing described above, we may deter-
mine the optimum linear filter for ob t aining a best 
mean square approximation J to f. Comparing (3.4), (3.5) 
and (3.7) we see that S must be replaced by F. H in 
( 3. 7) . Hence 
Thus the Wiener filter becomes 
Ii' = 
= 
¢F IH L:_ 
<PF I HI 2 + <PN 
This recovers a best estimate of S = F. H while we 
require F = S/fl. Hence the required filter is 
R 
R' = = H* (3.17) 
H 











ideal system inverse H-
1 
, though naturally the opera-
tions are performed simultaneously by the filter. 
Inspection of the Wiener fi l ter shows that in regions 
where the system transfer f unction H is small or the 
noise spectrum is large comp ared with the signal, the 
filter tends to zero. Hence it places most weight on 
those parts of the image spe ctrum which contain the 
highest proportion of pure signal spectrum. While 
many different restoring filters and techniques have 
been proposed, they are more or less equivalent in 
effect, as one would expect. Once again computation 
and convenience will determine which method should be 
used in a given situation. 
47 
An effective iteration technique has been des-
cribed by Iinuma 15 and Iinuma and Nagai 16 for image 
restoration of radioisotope imaging systems. The two 
papers describe equivalent processes, the former us-
ing multiplication in the frequency domain and the 
latter an iterative deconvolution in the space domain, 
so that the two methods are in fact Fourier transforms 
of each other. We shall consider the frequency domain 
approach as it is superior in general ( for example 
one may simultaneously smooth the image or utilize other 
spectral filters). 
The process is based on the following identity 
l l = ---
H 1-(l-H) 
00 
'/, = E (1-H) 
i =O 
(3.18) 
Now this expression will converge only for O<H< 2. For 
H+O, the series diverges to infinity as does the 
closed form. For ll = 2 the s e ries oscillates. Iinuma 
makes no mention of this though clearly the method will 
fail if H does not satisfy t hese conditions. Since 
we assume energy conservation in the imaging system, 
the impulse response must hav e unit area, so that the 












the bounds on H stated above indicates that t h e method 
may only be used in cases where H is nonnegative with 
no part exceeding twice the DC value. Thus it could 
not be used for restoring defocussed images o r linear 
motion blur for example, where negative values occur. 
One might note in passing that a nonnegative i mpulse 
response always has a spectrum whose upper b ound is 
t he DC v a lue since 
I H (f) I = IJ ~ooh ( x )e-i2rrxfdx l 
< !l h (x )e-i2 rrxf ldx 
= 
= f h (x )dx since h > 0 -
= H (O) 
Thus usually the only restriction on a transfer func-
tion is that it should be nonnegative, which i s clea rly 
satisfied by a Gaussian function. 
Writing f. a s the approximation to F obta ined f r om 
.th J 
the J iteration using (3.18) we have that 
" J (1-H) i F . = G L: 
J i =O 
(3.19) 
thus o b t a ining the recursive formula 
" " F . = G + (1- H)F. l 
J J -
( 3. 20 ) 
with 
" 
FO = G 




R. = L: (1-H) 
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The first four R . ( i =l, .. , 4) functions are plotted in 
Fig. 2. The spat~ al domain Gaussian function is 0,252e-x 2 /S 
where 128,:;,x,:;,128. The factor 0,252 normalizes t he area 
under the function to unity to produce a spectrum with 
H (O) = 1. It will be seen that the R. converge to 
1,, 
- 1 R = R = l/H. 
00 
Now if one performs this iterative restora tion on 
an unsmoothed image the resulting images obtain ed 
at each stage of the procedure will exhibit i n creasing 
no i se content as the high frequencies (almost e ntirely 
noise) are amplified by the R . . Thus the image should 
1,, 
first be smoothed , a Gaussian function being s a tis-
factory. Iinuma tried several different smoothi ng func-
tions but made no mention of the fact that per f orming 
the restoration on a smoothed image, without modi-
fying the effective sysbem transfer function H, will 
result in the iter ation converging to an incorr ect 
inverse at low frequencies, which seems to be a re-
markable oversight. (We know that the iteration will 
not converge to the inverse at high frequencie s -
that was the object of smooth ing: to reduce amp lifica-
t ion of noise). Fig. 3 shows the result of using a 
smoothing function of e-x
2
/l,S with the same i mpulse 
- x 2 /5 r esponse as in Fig . 2, viz . e . We see that the 
iteration converges to R' - l rather than the de s ired 
H- 1 , where 
( 3 .22) 
- x 2/ a - an2f2 
Since the Fourier transform of e is e , it 
i s clear that, if a smoothing function of e-x
2
/ b is 
- x 2 / a to be used, t he impulse response e should be 
modified to 
- x 2/( a+b ) e ( 3 .23) 















! R'-1 I 


















after smoothing and using this function as H', will 
converge to 
= 
= -1 H 
This is illustrated in Fig. 4 where the same s moothing 
function e-x
2
/l,S is used, but the response function 




l 615 • Now the iter-
ation converges to R- 1 • Fig. 5 shows the restor ation 
functions for a smoothing function e-x
2
1215 and a 
modified response e-x
2
/(S+2 ,S) = e-x 2 /7,5. 
This restoration technique has be n used t o pro-
cess images obtained from a Gamma Camera at the Dept. 
of Nuclear Medicine at Groote Schuur Hospital. The 
images are obtained as 64x64 digitized arrays which 
are written onto magnetic tape by their PDP computer. 
The tape is then read onto disc at the UCT Computer 
Centre. A program for converting the PDP forma t ted 
data to Univac format is given in the Appendix. 
To obtain an estimate of the impulse respo nse of 
the system, a small radioactive source was plac ed about 
8cm from the Gamma Camera and the distribution recorded. 
The central count distribution is given in Fig. 6. 
Since the distribution is Gaussian to a good approx-
imation, it was decided to use a Gaussian function as 
the processing impulse response, and h (r) wa s em-
pirically determined to be e-r
2
/
3 ,s. This is s u ffi-
ciently accurate as tests with different values in-
dicated that the process is insensitive to small 
variations in the factor of the exponent. 
Plates 9 through 23 show a variety of different 
scintigrams which have been proces sed by the iterative 
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2 2 5 11 6 
5 3 3 2 8 1 1 
1 2 6 6 4 8 4 5 4 
2 4 5 11 12 14 16 9 8 3 2 
1 7 J 10 26 30 31 24 14 11 3 1 0 
3 2 4 8 12 48 71 66 60 35 11 9 5 1 1 
1 4 6 7 9 23 47 122 109 94 53 20 9 6 1 5 5 
3 5 3 6 10 38 83 172 231 150 86 32 17 5 1 2 1 
4 2 6 5 20 46 75 248 324 221 117 53 18 5 2 2 1 
1 4 5 7 15 34 100 191 238 217 89 58 19 7 5 4 5 
2 1 6 3 22 20 53 105 149 143 73 40 13 4 8 5 2 
4 4 3 11 8 25 67 84 86 58 24 12 7 3 2 
1 2 6 9 22 41 39 55 29 14 9 3 0 
1 o• 5 12 13 20 13 20 13 3 2 
4 6 1 9 6 5 8 10 5 
4 4 6 2 6 1 6 
4 5 6 1 6 
Fig 6: Gamma Camera Coun t Distribution for Point Source . 
was used. 
The two-colour plots, k nown as anagZyphn , provide 
a pseudo-three-dimensional i mage .when viewed through 
















Fig ?: Explanation of anaglyph. 
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because the brain interprets the displacements of the 
lines as parallax, so that it assumes that there is one 
line at the height of intersection of the rays joining 
the lines to the eyes of the observer, as shown in Fig 7. 
The greater the line displacement, the higher the resul-
ting image will appear. 
The main point of interest in the restoration pic-
tures is the increase in resolution with the number of 
iterations. In passing we may mention the "wrap-around" 
effect associated with the DFT owing to its per iodic 
nature. Inspection of the processed images reve als that 
this is noticeable in cases where activities on oppo-
site edges of an image differ: after processing the 
distribution is continuous across the boundary, i.e. 
the lower and higher activities have been increased 
and decreased respectively. The error extends half the 
width of the impulse response, which is usually narrow. 
The effect is seldom troublesome since an image is 
usually formed with the object of interest in i ts cen-
tral region. However if it is necessary to avo i d wrap-
around, the image may be placed in a larger arr ay com-
prising the original image with its edge values ex-
tended a distance half the width of the impulse res-
ponse. 
The thyroid and lung restorations are mos t suc-
cessful. The author prefers the anaglyphs to t he iso-
metric displays as all parts of the image are equally 
visible and they are less susceptible to produc ing 
unwanted optical illusions (one may note that t he 
three-dimensional image produced by an anaglyph i s 
an optical illusion!) 
The advantage of using an iteration proces s in 
practice is that a sequence of partially restor ed 
images is obtained from which one may select the image 
which displays most clearly the desired information, 
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Figure 8: Convergence of Iterative Restoration on P/A Lung Scintigram 















which are excessively noisy. The speed with which noise 
becomes too dominant will depend on how smooth the ini-
tial image is (after smoothing). However the process 
is costly owing to the large amount of computation re-
quired. Thus one should have a criterion for deter-
mining when to terminate the proceps. Iinuma proposed 
two means of monitoring the process which give a meas-
ure of the difference between successive iteration 
imageg; in other words they indicate how much an image 
differs from the hypothetical image to which the se-
quence is converging. When the difference is small 
enough, the process may be automatically terminated. 
The two inequalities, which in practice give very 
similar results as would be expected, are 
N2 
- t" )2 < L f:-n = :10 (3.24) 
and 
N2 
L (fn+1 - fn )2/fo < N 2 (3.25) 
In processing the images shown, (3.25) was modified to 
N2 
L (fn+1 - fn ) /lfo ~ N 2 (3.26) 
since this represents the mean difference in standard 
deviations which is appropriate for scintigrams since 
radioactive sources have a Poisson distribution with 
the result that noise fluctuations are likely to have 
an amplitude of the order of a standard deviation 
(the square root of the activity count at a point) so 
that variations considerably less than a standard de-
viation are not significant. Fig. 8 shows the rate of 
convergence (i. e . values assumed by (3.26), normalized 
to unity for the first iteration) for different smooth-
ing functions and impulse responses when processing the 













no smoothing, a smoothing function of e and a smooth-
. . - x 2 /2 . 
ing function e respec tively, all for an impulse res-
-x2 /3 5 
ponse of e ' • The convergence is very slow without 
smoothing, and the result i ng images are very noisy. The 
upper graphs show the resu lt of varying the im~ulse res-
-x /2 ponse, while using a smoo t hing function of e . As 
one would expect, the conv ergence is fastest for the 
- x 2 /3 narr owest r espon se vi z . e . However, this conceals 
the fact that t he most accurate restoration will be 
- x 2 /5 5 provided by the impulse r e sponse of e ' for reasons 
given above dur ing the exp lanation of the modification 
required to compensate the impulse response for smooth-
ing. 
One objection to the iterative technique is that 
it uses more computer time by producing a sequence of 
images rather than one. However one can see that the 
convergence is rapid for the first 2 or 3 iterations. 
Furthermore, inspection of the processed images in-
dicates that by the fourth or fifth iteration, the 
iteration has more or less converged so that there is 
little if anything to be gained by further iteration. 
Thus one could in fact either determine the fifth image 
directly, using R
5 
or possibly use R
3 
and then iter-






• Clearly then the 
process can be as economical as any other. Further 
reductions in computation may be accomplished by modi-
fying the FFT subroutine to utilize the fact that the 
spectrum of a real function satisfies equation (3.8), 
so that only half the spectrum need be calculated. In 
addition the spectrum is modified by a real symmetric 
filter so that once again only half the spectrum need 
be filtered. 
Another restoration t e chnique is known as den-
sity shifting and is a spatial domain convolution 17 • 
The advantage of a convolutional process is that the 












varied as a function of the image intensity for example. 
The principle behind the process is that during image 
formation the intensity distribution is "smeared out" 
so to form an approximate inversion, the most likely 
origin of the activity at each point in the image is 
determined, and the activity shifted to the probable 
source. 
This may be expressed as 
( x' , Y ' ) 
= JJ(u,v)f(u',v)h(x- u,y-v)dudv 
!ff(u,v)h(x-u,y-v)dudv 
(3.27) 
where (x' ,y' ) is the point to which the activity at 
(x ,y) is to be moved; i.e. (x' , y' ) is the most likely 
origin of the activity at (x,y); alternatively (x' ,y') 
is the centroid of the image weighted by the impulse 
response cent red on (x,y). 
The lung, Picker thyroid phantom and one of the 
two skull scintigrams have been processed by this method 
-x 2 /3 5 using a fixed impulse response e ' • After density 
-x2 
shifting the images are smoothed with e • (See Pl. 
lOf, 12e, 2lb&c, 23b,c&d, and 26). 
In practice one uses the discrete equivalent of 
(3.27): 
N N 
I E (k,Z)f(k,l)h(i-k,j-l) 
( ., ., ) k=O l=O ~ ,J = ~~~~~~~~~~~~~~~ 
N N 




The expression on the right is evaluated and truncated 
to produce integer values (i' ,j' ). The term (~,~) is 
added to accomplish rounding rather than truncation. 
Pizer proposes a method of variable filtering where 
to reduce the amount of computation the impulse response 
is approximated by a positive disc surrounded by a neg-












(a) pu~e image 
(b) degraded image 
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(c) restored (b) 
(d) worse degradation of (a) I 
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(e) restored (d) 












depends on the count density in the neighbourhood. A 
formula for determining the smallest radius to achieve 
a given signal to noise ratio is given, as well as the 
weighting factors for the disc and annulus. The dis-
advantages of density shifting are that it cannot pro-
vide an exact restoration even in the absence of noise 
and it is designed specifically for a Gaussian impulse 
response, thus limiting its scope. Pi zer claims that 
the method effectively recovers reso l ution without 
producing artifacts. This is doubtful however as il-
lustrated by Fig. 9 and Pl. 24a&b for two-dimensional 
filtering. Fig. 9 shows two degraded distr i butions of 
a rectangu l ar box with their restorations achieved by 
density sh i fting. In Pl. 24a irregularities are present 
as in the one-dimensional case, though they are not so 
pronounced . Overshoot is still evident after smoothing. 
The spikes and overshoot are unacceptable. Inspection 
of the density shifted Picker thyroid phantom images 
(Pl. lOf and 23b) indicates similar overshoot and an-
omalous effects on steep slopes which are also apparent 
in the right side of the density shifted lung image 
(Pl. 12e). The density shifted images have to be "smeared 
out" to remove artifacts such as these, thus reducing 
resolution again. Thus its reliability and accuracy in 
general are dubious, though the restored images shown 
here using density shifting appear to be of good quality. 
The filters above have all involved point-by-point 
operations , e.g. equation (3~4) may be written as N 2 
equations 
G. . = F . . H. . + N . . 
~ J ~ J ~J ~J 
i, j =O,l, . .. ,N-1 
so that these symbols represent array s rather than mat-
ri c es. However the techniques above have matrix equi-
valents. Expressing equation (3.1) in matrix form we 
have 
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where g, f, n are N2 xl column vectors and H is an N2 xN2 
matrix. Then the equivalent matrix form of the iterative 
restoration technique given above is 





( 3. 30) 
where I is the identity matrix. This is a space domain 
operation; consequently H may be space-variant. If H 
is space-invariant then it is block circulant and may 
be diagonalized by the DFT 18 , allowing transform domain 
computation with its saving in calculation. 
Another restoration technique is called constrained 
least squares filtering. The frequency domain filter is 
given by 
R = (3.31) 
IHl 2 + Ylcl 2 
or in matrix notation (sp ace domain) the process may be 
written 18 
(3.32) 
This is derived by requir ing that II Cfll 2 should be mini-
mized subject to 11 g-HJ' 11 2 = 11 n II 2 where the 11 II' s are 
vector norms. y is the reciprocal of the Langrangian 
multiplier A used in determining the minimizing func-
tion above, and c is the constraint. As an example, if 
c is the tridiagonal matr ix 
-2 1 
1 -2 1 0 
1 -2 1 
c = (3.33) 
0 












then the second order differences of f are minimized. 
This could be used to reduce the noise content of the 
computed f . Hunt's method of implementing constrained 
least squares restoration involved forming extended 
column matrices of f, g, and n and a block circulant 
matrix H. These are transformed, a value of y is chosen, 
f estimated and the residual (g-Hf) calculated. A dif-
ferent y is chosen and the corresponding J and residual 
determined. This allows the prediction of a better y, 
by a Newton-Raphson-like procedure, which is used in 
the next iteration. The y satisfying the constraint 
above was found typically in 4 - 7 iterations by Hunt, 
and could be used to get the best constrained least 
squares estimate f. 
Clemente et aZ. ~ introduce the additional con-
straint that the total value of the distribution should 
remain constant. Thus the solution becomes 
(3.34) 
where µ is another Langrangian multiplier, introduced 
because of the additional constraint that the total 
activity should equal s, and w is a vector with appro-
priate weigh ts for quadrature. If a simple summation 
is used then the elements of w are all unity. Since 
one knows t h at an image distribution must be nonnega-
tive, one could also introduce the constraint that 
the elements of 1 should be nonnegative~. However ad-
ditional constraints will naturally increase the com-
plexity and quantity of calculation so that in most 
cases it would not be worthwhile. 
Equation (3.32) has a similar form to the gen-
eralized Wiener filter. If ~ and ~f are the noise and 
signal covar iance matrices respectively 











where E{ } denotes the e xpectation value, then the 
generalized Wiener filter is 21 
(3.36) 
whic h fo r g =a + n , i.e. H =I, reduces to the form 
give n by Pratt 22 
- 1 
1' = ¢ ( ¢ +¢ ) 
B s n 
(3.37) 
Pratt's method of implemen ting the generalized Wiener 
filter (3 . 37 ) for noise r e duction is to transform the 
vector g and filter 1' (for a one-dimensional filtering 
operation; extension to t wo dimensions is simple) 
G = Tg 
R = TP T*T 
65 
and obtain the optimal es t imate 8 of -s . from the inverse 
transform of t he product: 
But for a unitary transfor m T*T = -1 T , so that 
and 
A 
S = P g 
so it seems rather pointle ss to transform the quantities 
in the first place. The t o tal number of operations are 22 
N2 for the i dentity trans f orm, 2N 2 + N for the Karhunen-
Loeve transfor m (since the filter matrix R is diagonal-
ized by the Karhunen-Loeve transform) and N2 + 2Nlog 2 N 
for the Fourier and Hadama rd transforms. However the 












by setting all except the largest elements to zero (these 
occur on and near t h e diagonal) . Thus the Hadamard trans-
form may become competitive with the identity trans-
form since Pratt states that the former concentrates the 
large values more effectively along the diagonal. He pro-
vides examples of images processed by division into 16xl6 
submatrices which are then Wiener filtered using the Had-
amard transform. 
Another restoration method based on the assumption 
that an image is a probability distribution has been 
described by Richardson 23 • It makes use of Bayes' theo-
rem which states that 
= P (gk I ii ) P (fi) 
L p ( gk I f. ) p ( f. ) 
j J J 
.. 
(3.39) 
where P(aJb) is the probability of an event a occurring, 
given that event b has occurred. In an image restoration 
context this may be interpreted as the probability of 
an activity f at point i of the image given the value 
of the activity g at k of the degraded image. 
By manipulating equation (3.39), Richardson obtains 
the iteration equations 
with 
f(i,j+l) = f(i,j)l: h(k-i+l)g(k) 
kz:h (k-l+l)f(Z,j) 
l 
f(i,l) = l: h(k-i+l)g(k) 
k l:h(k-l+l) 
i 
( 3. 40) 
for a one-dimensional process. The two-dimensional forms 
are the same except that summation occurs over two sub-
scripts instead of one. Richardson presents examples of 
restored images which had been degraded by an impulse 












He claims that the process produces better quality res-
torations t h a n a least squares process, though one should 
bear in mind that his technique requires much more com-
putation. 
Nah i and Assefi 2 ~ have presented a method of re-
cursiv e filtering using Ka lman filtering~~ techniques. 
An i mage i s r epre sented a s a one-dimensional function 
obtained by pos i tioning the r ows sequentially. The auto-
corre lation f un c tion o f t his representation is thus of 
a periodic nature. A difference equation model is con-
structed with a solution whose autocorrelation function 
is approximately the determined autocorrelation func-
tion and a recursive form of the model is utilized to 
implement the estimator enabling one-step predictions 
of the image. In practice the estimate is performed in 
both di r ections along the function and the mean taken 
as the final estimate . The model assumes that the image 
is corrupted wi th additive white noise. 
Habibi 2 7 has proposed a two-dimensional version of 
the above recur sive technique which has advantages of 
eliminating the nonstationa ry effects of raster scan-
ning, and of reduced comput ation. It depends however on 
the existence of a separab l e autocorrelation function 
for the image. It has been found experimentally that a 
good approximation for the autocorrelation function for 
many images is given by 
(3.41) 
which satisfies the separability requirement. 
A further improvement has been described by Jain 
and Angel 28 • The advantages of their method are that 
the filter is isotropic, i n contrast with those of Nahi 
and Habibi, and it allows f ast implementation of the 
filter, whose estimate is c lose to that of the optimal 












Let us consider one more example of space-invariant 
restoration before mentioning techniques for tackling 
space-variant systems. Linear motion blur may be ex-
pressed by (3.3) with h a symmetric rectangular func-
tion whose width equals the length of the blurring motion. 
Thus the transfer function is sinc(u). Now an attempt 
at inverting this degradation by simple division by H 
wou l d fai l owing t o the p resence o f zeroes. A Wiener 
filter could be used, v i z. 
R = sinu (3.42) 
where B = ¢n /¢f and is often taken as constant or some 
smooth monotonically vary i ng function, depending on the 
estimate of signal and noise spectra. For a long blur, 
the sin fun c tions will oscillate rapidly so that it is 
most unlikely that a good restoration will be achieved 
even if noise levels are comparatively low. Sondhi 21 
has mentioned an alternative approach using differenti-
ation: for n = 0 in (3.3) we find for a blur in the x 
direction t h at 
g (x ) = f~00h(x-u)f(u)du 
f 
x+a 
= f (u)du 
x-a 
for a blur of length 2a . Differentiating with respect 
to x gives 
g ' (x ) = f(x+a) - f( x - a ) (3.43) 
He then gives the following discrete version 












However (3.44) is not str i ctly correct for we can easily 
show that the exact restor ation in discrete form is ac-
complished by using not g ' but a difference between suc-
cessive pairs of elements of g : 
Let 
g(j ) = ~f (i)h (j-i ) 
1.-
j +n 
= . L, t,.) 
J -nV.-
if h (i ) = 1 for 1.- = j -n, •••• ,j+n 
Thus 
j+n 
g (j) - g(j- 1) = L, f ( i ) 
j-n 
= f ( j +n ) 
j-l +n 
L: f ( i ) 
j - 1 -n 
- f ( j -1-n) (3.45) 
If the width of the nonzero part of f is less than 2a 
then f (x +a ) and f (x-a) will be completely separate and 
f may be recovered directly. Even if they overlap they 
may be recovered by the r e cursive formula above, pro-
vided that at least one nonoverla pping point is known 
at one end of the blur. I n practice however the presence 
of noise would make such a restoration difficult. 
We shall consider the processing of a nonove rlapping 
case, and analyse the blur in continuous space, since it 
is equivalent to the discrete approach provided that we 
make the necessary changes indicated above. Consider 
equation (3.43). We know that f (x ) is nonnegative within 
a region 2B < 2a say and zero elsewhere. We may assume 
without loss of generality that the nonnegative p~rt of 
f extends equal distances to either side of the or igin, 
i . e . from - B to +B. Thus in the interval (-00 ,-B- a ) I a' 
is zero and g is zero; in [- B- a , B-a], g ' = f > O and 












g' = o and g = g ; in [a-8,a+8], g' = -f and g is mono-max 
tonic decreasing from g to O, and finally g = O in max 
(a +8, 00 ). Defining 
¢1 (x ) = g (x+a) 
x in [-8,8] 
¢2 (x) = g(x-a) 
we see that 
¢1 (x) = Ix f (x) dx + g(-a-8) 
-8 
<P2 ( x) = Ix-f(x)dx + g(a-8) 
-8 
thus 
<P1 (x) = Ix f (x)dx 
-8 
<P2 (x) = gmax - Ix f (x)dx 
-8 
and so 
¢2 (x ) = gmax - ¢1 (x) (3.46) 
We shall now describe the method adopted in restor-
ing a linear motion blurred photograph of the moon. See 
Fig. 10 and 11. Fig. 10 is a profile of the digitized 
image near the top end of the blur, while Fig. 11 is 
in the centre, so that its actual maximum is much greater 
although they have been scaled to the same height in the 
graphs. Note the presence of mains ripple, especially 
in Fig. 10 where the S/N ratio is much lower. All pro-
cessing was done row by row unless otherwise stated. A 
row was Fourier transformed with the FFT and the 26th 












(a) unprocessed profile 
(b) spectrum of (a) 
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Plat e 25: 
Demonstration of restoration of an image degrade d 
by li nA ar mo t io n blur. 
Top: clear image of moon. 
Middle: blurred image of moon formed by tak ing a 
four-minute time exposure. 
Bottom: restored image obtained by digitizing t he 














were set to zero. (The rows comprised 512 points of 
which the first 400 were used.) Then the spectrum was 
multiplied by a Gaussian function, the DFT of e-x
2
14 , 
and inverse transformed. The third and fourth graphs in 
each figure are the image with the mains hum spectral 
components zeroed, before and after smoothing. Note 
how wtll the end slopes have been smoothed. The mean 
of the central high region was determined and all parts 
of the image greater than 0,95 or less than 0,05 of 
the mean were set equal to the appropriate bound. This 
was to remove the effects of noise and spikes, several 
of which were present in the image. As shown above, all 
the information is situated in the (ideally) monotonic-
ally increasing and decreasing ends of the blur. Thus 
the only information lost by the truncation will be at 
the top and bottom of the· slopes, which will result in 
truncation of the left and right sides of the deblurred 
image, by about 5%. At this stage the right side of the 
blur was subtracted from the upper bound so that it 
should be identical with the left slope (equation 3.46) 
and shifted left until the square difference was mini-
mized. This was performed for all rows and the mean 
shift determined. (The scatter was approximately 2 points 
either side of the mean.) Using this shift the mean 
difference between adjacent points of the two slopes 
was determined and stored in rows of 256 points. The 
resulting two-dimensional image was smoothed in the 
frequency domain (horizontally and vertically) with the 
same smoothing function as before viz. e-r
2
/
4 , and 
scaled for printing in the microdensitometer. A clear 
photograph of the moon, as well as the blurred and res-
tored images are shown in Pl. 25. 
Space-variant degradations cannot be processed 
directly using Fourier inverse techniques since space-











lationship. There are thre e main techniques for accom-
plishing restoration in s u ch situations. The first is 
to attempt a deconvolution in the spatial domain with 
a variable impulse respons e. The main disadvantage is 
the enormous amount of dat a that must be stored (h is 
75 
N4 for an NxN image in general though if h is narrow, 
say MxM t hen its storage r equi r ements reduce t o M2 N~). 
I f h var i es fairly slowly over an image then the image 
may be subdivided into are as i n each of wh i ch h is 
substantially constant so that space-invariant tech-
niques may be used. The third method involves det-
ermining a coordinate transformation which will distort 
the image in such a way a s to make h space-invariant, 
and after inverting h, the inverse coordinate transform-
ation is applied. An example illustrating this method 
is presented by Huang and Robbins 29 : an image obtained 
from an optical system wi t h coma can be shown to have 
the property that the tran sformed image is the product 
of the transformed impulse response h and ideal image 
f provided that the images are expressed in cylindrical 
coordinates (r ,8) and the transformation consists of 
a Fourier transform with r espect to the angular variable 
e and a Mellin transform with respect to the radial vari-




s-l g (r)r ds (3.47) 
Putting r = AeP, s = j2nf, so that r]; = p]:00 , equa-
tion (3.47) becomes 
Af oo g(ep)ej2 nfpd p 
-00 
(3.48) 
which we recognize as a Fourier transform. Hence we are 
now effectively performing a two-dimensional Fourier trans-
form; in other words by compressing the radial dim-












duced to a space-invariant system. Having inverted the 
effects of h, by Wiener filtering for example, the re-
stored image is obtained by expanding radially on an 
exponential scale. Sawchuck has presented a more gen-
eral analysis of the use of coordinate transformations 
in reducing a space-variant system to space- invariance 30 31 
A technique for determining geometrical distortions 
has been published by Lillestrand:2 It concerns the de-
termination of positional deviations of one image rela-
tive to another so that their details may be aligned 
accurately after which a difference image is formed. 
This has an application in change detection using side 
looking radar images for example. One image is divided 
into a column of small squares which are shifted until 
the statistical correlation coefficient 
p = L: {Cl.£-Zf) (bi -b) 
/L:(a.~~) 2 L:(b.-F) 2 
1, 1, 
is minimized, where a. and b . are corresponding points 
1, 1, 
in the subregions of images A and B. This allows the 
determination of a displacement vector for aligning 
each square. Having completed one column (the alignment 
of all squares in a column is performed in parallel to 
increase speed) the process is repeated for the next, 
and so on. Thus the required geometrical distortion to 
transform one image into another is completely speci-
fied. 
Finally let us consider the processing of multi-
plicative images e.g. multiplicative noise 
g = a .n (3.49) 
Then by taking the logarithm of the image 












g' = s' + n' ( 3. 50) 
which is identical in fo r m with (3.5) and may be pro-
cessed similarly to obtain ~' so that 
"' s = e 8 (3.51) 
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Oppenheim et aZ. 33 have used this method in images 
which may be regarded as the product of a low frequency 
illumination i and high frequency reflectance r 
f = i.r (3.52) 
Thus by taking the logarithm of the image the two com-
ponents may be separated and filtered independently, 
assuming that their spectral bands do not overlap very 
much, which is usually a valid assumption for the rea-
son given above. However this technique l~es equally in 
the field of image enhancement and will be mentioned 
again in the next chapter. 
In this chapter we have dealt exclusively with 
digital techniques with the exception of raster removal. 
It is possible however to implement some inverse filters 
in a coherent optical system. The filters are in general 
required to perform phase as well as amplitude modifi-
cations on an image spectrum, and may be constructed 
holographically or by digital ~eans 3 ~ the two main methods 
of implementing the latter being due to Lohmann and Lee. 
In both cases the filter is divided into an array of 
rectangles, in each of which a transmission aperture 
whose area is proportional to the magnitude of the fil-
ter function at that point and whose position in the 
rectangle is chosen to make the path difference rel-












the first order diffraction patch correspond to the de-
sired phase. In Lohmann's method, the aperture is shift-
ed the desired distance in the rectangle. In Lee's meth-
od the rectangle is divided into four areas, the first 
and third corresponding to positive and negative real 
values, the second and fourth to positive and negative 
imaginary values. The transmision apertures are placed 
in the appropriate areas, at most one of the real and 
one of the imaginary areas. Thus Lohmann's method is 
analogous to writing a complex number as rei e whereas 
Lee's method corresponds to (a+jb) notation. A program 
was written to draw Lee holograms on a Calcomp plotter. 
Three examples, viz. a square, a one-dimensional dif-
ferentiation filter and a two-dimensional differenti-
ation filter, are shown in Pl. 31. As mentioned before 
it was considered more worthwhile to use digital tech-
niques owing to their greater flexibility and superior 
performance in general, so that o p tical processing has 
been glossed over. Articles by Stroke 35 and vander 
Lugt 36 describe some optical techniques. 
In concluding this chapter we may mention the use 
made of so-called a priori and a po st er i ori informat i on 
available in attempting to implement restoration tech-
niques. A pri ori knowledge is obtained without ref-
erence to the degraded image, for example the impulse 
response of an imaging system determined by measurements 
on the system, the presence of motion blur or defocus-
sing during image formation, geometrical distortions as 
a result of camera tilt, the statistics of the type of 
noise that will be present in an image (e .g. film 
grain in photography or quantum fluctuations in scinti-
graphy) , and the fact that images are nonnegative and 
imaging systems approximately energy conserving. A 
poster i or i knowledge on the other hand is gleaned from 
the image itself. Examples could be the estimation of 












image which are known to be point sources in the idea l 
image, the determination of the length of motion blur 
by direct measurements on an image or by deduction from 
the periodicity of the logarithm of the Fourier trans-
form of an image in the direction of blurring (cep-
strum analysis) , an estimation of noise from f luctu-
ations in areas of the image which should be s mooth, or 
from regions of the spect rum where the image spectral 
amplitudes should be smal l or zero. Clearly each situ-
ation will require special attention if an optimum res-
toration is desired. The recovery of a deblurred imag e 
of the moon presented earlier in the chapter illustrates 
some of these points. One can see that the variety of 
modifications that can be incorporated into standard 
techniques by taking advantage of a pr i or i and a pos -
terio r i information is limited only by the ingenuity 
and perceptiveness of the person involved. 
Obviously a generalized process (primarily a pr&or& 
though algorithms could be developed to enable the 
processing system to evaluate certain information from 
the image being processed) could be developed for a 
given type of degradation permitting automatic restor-
a tion of images of that particular kind. This would be 
essential in a routine utility environment such as a 
hospital whe re a technician would monitor a system, in-












IMAGE ENHANCEMENT CHAPTER 4 
While the aim of image restoration is clear and well 
defined, image enhancement is a rather nebulous con-
cept, mainly because it is so dependent on the p a rti -
c ular situation in which it is to b e applied - e nhance-
ment processes in two different cases might be invers es 
of each other. In an attempt to define it we could s a y 
that image enhancement involves modifying an image dis-
tribution so as to present the desired image informa-
tion in such a way that the viewer will interpret it 
correctly and glean most relevant information. Thus 
in some cases e. g . commercial TV pictures, the enhanced 
image will generally appear very similar to the re-
stored image from which it is derived, whereas an X- r ay 
image might be considerably modified to present only 
certain aspects of the image such as the outlines of an 
object. In diagnostic applications such as the latter, 
an enhancement process should remove as much irreleva nt 
information as possible, which is merely a distraction, 
to facilitate and speed up the diagnostician's work. 
In setting about enhancing a n image then, th e 
t ;rn k is l o decide what image inf ornlilt i o n is r c qu i 1-c d, 
how it can be presented most clearly and finally how 
this form should be modified to compensate for non-
linearities in vision so that the brain will actually 
visualize the enhanced image exactly as the desired form. 
Let us first consider some of the properties of 
huma n vision. One of the most well known char a cteris-
tics is sensitivity to contrast. A grey object surrounded 
by black will appear much lighter tha n the same ob ject 
with a white background. Thus if it is desired that 
both should appear to be the .same shade of grey, then 











Similarly the brain is much more sensitive to rapid 
intensity changes than to slow variations. As a result 
the average shade of an image may vary by as much as 
50% without being noticeable 37 • A phenomenon directly 
as s ociated with these properties is the Mach effect 
(see Pl. 26). At the boundaries between the grey scale 
rectangles, there is a sharp discontinuity so that the 
l i ght edg e appears lighter than it actually is and 
(a ) actua l profi le (b) obs e r ve d profil e 
Fig . 12: Mach effect (see Pl. 27) 
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vic e v er s a (see Fig. 12). However the centres of adjac-
ent rectangles appear to be of very similar shades of 
grey since the eye is relatively insensitive to con-
trast changes over the larger distance. Hence if it 
is desired that the grey scale should be seen as rect-
angles of uniform density then the contrast at the 
(a) ac tua l profile (b ) obser ved pro f ile 
Fig. 13: Pr o f i le of Fig. 1 2 after c ompen sa tio n f oP non -
line ar i t ie s of the v isual s ystem. 
edges should be reduced i. e . the corners of the density 
profile should be rounded (Stockham 38 has publishe d p ic-
tures illustrating this) . Hence low frequency variations 













Top: grey scale 
Middle: lung and Piaker thyroid images after five 
restoring iterations. 
























local contrast to be increased. This is beautifully il-
lustrated by pictures in the paper by Oppenheim et a l. 33 
Related to this is the fact that edges are important -
reduction of contrast at edges results in a "fuzzy" 
picture. 
Another related effect is that of estimating the 
apparent brightness of a fairly uniform area by the 
contrast o r stre ngth o f its borders 3 7 • An illustration 
of this is how well a r elatively comp lex picture may 
be represented by a simpl e outline drawing. 
The sensitivity of h uman vision as a function of 
spatial frequency has been determined by Lowry and 
De Palma 39 , and the respon se was shown to peak in the 
middle frequency range, i . e. the eye is insensitive to 
low frequencies, and at h i gh frequencies, when the 
resolution limit is approached, the response must nat-
urally decrease as well. 
Temporal sensitivity is really not relevant to a 
discussion of static images, but it is of interest to 
note that the response curve has a similar shape to that 
for spatial f r equencies, and peaks at 5 - 15Hz, with 
a gain of up to lOdB over the very low frequ~ncy re-
sponse. 
Schreiber also mentions the visibility of noise 
in an image. The most important characteristics are 
that noise is less visible if it is randomly distri-
buted or if it occurs in a reas of an image which have 
a large amount of detail , and that its presence dras-
tically reduces contrast a nd consequently sharpness in 
images. 
Having gained some insight into the requirements 
for enhancing an image we may now consider various tech-
niques for accomplishing the desired results. It should 
be emphasized that the scope for developing and utiliz-
ing different methods is enormous. 












filtering, mentioned above (equation (3.51 ) ). Since the 
illuminance component i is essentially low frequency, 
while the reflectance component r is determined largely 
by detail in an image and consequently mainly in the 
medium to high frequency range, the spectrum of the 
logarithm of the image separates the two components com-
paratively successfully. As a result the illumination 
component may be attenuated without affecting detail in 
an image and the processed image has greater local con-
trast so t h at it appears crisper. Furthermore by remov-
ing low frequency intens i ty variations to which the eye 
is insensitive, the remaining cont rast variations are 
expanded to make full use of the grey scale range so 
that image information is more readily assimilated. 
Another nonlinear p r ocess which may be used to 
increase image contrast has been proposed by Andrews e t 
a l . 40 It involves transforming an image f by a Fourier 
or Hadamard transform, whose magnitude is then raised 
to a fractional power, while preserving phase (eie for 
the Fourier transform, eijn for t h e Hadamard since ±1 
are the only possible values for the phase . of a real 
function). This may be written as 
a in (O,l) 
This has been carried out on the lung and Picker thy-
roid images, obtained at the fifth stage of the itera-
tive restoration technique (see Pl. 28) for a = ~' ~, 
and %. For a = %, the contrast is considerably enhanced 
while preserving the basic structure of the image. For 
a = ~' and to an even greater extent for a = ~, the images 
become unrecognizable. However it is interesting to note 
that large variations in the original image appear as 
bright spots i n the processed image so that the latter 
is useful for locating variations which may then be 
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Nonlinearly processed l ung and Picker thyroid images 
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are of clinical significance. 
An intensity distribution histogram may be deter-
mined for any image. It displays the relative occurrence 
of each shade of grey in the image concerned. Now if 
the distribution is constant, then the same use is made 
of each band of the grey scale so that the dynamic 
range is used more efficiently and is likely to lead 
to a superior image in general. Let us determine the 
form of the mapping function which will equalize an 
arbitrary distribution. 




d 1 (.x) 
X 1 X2 
Fi g. 14: De termination of mapping function to equa li ze 
histogram distribution. 
Let d1 (x) be the unnormalized distribution of an image 
f, d2 (y) be the equalized distribution of the processed 
image f', and y = m(x) be the function mapping d 1 into 












correspond to the interval [O,l]. Then x,y are in fO,l]. 
Let the total area off (and consequently f') be A, so 
that 
Then d 2 (x) =A . 
Consider the cross-hatched areas of d 1 and d 2 • These 
must be equal since every point in the first is mapped 
into the second. 
Hence 
d 2 (y i) f:...y ::: di (xi) !:J.x 
and 
f:...y = y 2 - y l 
and thus 
d 2 (x ) m' (x) f:...x ::: di (x) f:...x 
and 
Am' (x) = di (x) 
so that 
lf x m(x) = - d 1 (x)dx 
A o 
Thus the required mapping function is the normalized 
integral of the unprocessed intensity distribution his-












(a) unprocessed distribution 
(b) magnified plot of (a) 
(c) mapping function for equalizing distribution of (a) and (b) 
(d) equalized distribution obtained by mapping (a) through (c) 
(e) magnified plot of (d) 

















(a) unprocessed distribution 
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(c) mappiny function for equalizing distribution of (a) and (b) 
L.~~-------------
(d) equalized distribution 
---- -~~~  
(e) magnified plot of (d) 












(a) unprocessed distribution 
(b) magnified plot of (a) 
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(c) square mapping function 
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(d) result of mapping (a) through (c) 
(e) magnified plot of (d) 













(a) unprocessed distribution 
(b) magnified plot of (a) 
(c) square mapping function 
(d) result of mapping (a) through (c) 
(e) magnified plot of (d) 













for the lung and Picker thyroid phantom images ob-
tained from 5 iterations in the restoration technique 
discussed in the previous chapter. The images after 
histogram equalization are shown in Pl. 29. Note that 
the lowest 2% of the images {black background) was left 
unaltered since it contained no information bytcovered 
a considerable area of the image. If it had been in-
cluded in the mapping the remaining levels would have 
been compressed into the bright region of the grey 
scale with an attendant loss of contrast and infor-
mation. It will be noted that the histograms in both 
cases are heavily biased towards darker areas of the 
grey scale, and that the mapping function resembles a 
square root function {Fig. 17 and 18). Now since the 
histograms are skewed towards the dark regions, an equal-
ization process must necessarily expand the lower range 
of the distribution so that contra st wil l be improved 
in dark areas but reduced in light areas . This effect 
is even more pronounced with a square root mapping func-
tion as it is much steeper in the dark shades, resulting 
i n greater expansion {Pl. 29). A square mapping function 
{Fig. 19 and 20) on the other hand compresses lower shades 
into a sma l l range while contrast in light areas is in-
creased as shown in Pl. 29. Thus the choi ce of mapping 
function wi ll be governed by the region of the grey scale 
in which increased contrast is most desi r ed. For example, 
Fi g. 21 : Ma pp in g fu ncti o n t o im pY' ove co n t Y'as t 1:n midr•ange 






















Modification of grey scale distribution histograms 
for lung and Picker thyroid images restored with 
five iterations. 
Top: equalizing mapping function 
Middle: square root mapping function 













the mapping function shown in Fig. 21 would result in 
improved contrast in midrange greys. 
While on the subject of contrast, it may be mentioned 
that the use of colour displays increases the available 
dynamic range of a display by a factor of several hundred 
so that it appears to offer considerable scope in image 
enhancement. 
A technique related to that of contrast improvement 
is edge enhancement. In both methods low spatial frequency 
amplitudes are reduced. Edge enhancement is usually a 
more drastic procedure where the spectrum is multiplied 
by a ramp (differentiation) or the low frequencies may 
be removed altogether. This is illustrated in Pl. 30. 
A square and its OFT are shown together with the edge 
enhanced image obtained by removing low frequency lobes. 
The same may be accomplished optically. The square in 
the top left of the bottom photograph has been high-pass 
filtered to produce the edge enhanced images. The cutoff 
frequency of the filter for the right image is higher 
than that for the left so that the edges and ripple 
are finer. For interest the result of low-pass filtering 
is illustrated by the top right image. A brief summary 
o f optical contrast enhancement techniques is presented 
by Lipson~ 1 and covers phase contrast techniques (r· . u· 
Zernicke) and Schlieren systems, which may be analysed 
by utilizing the fact that the real and i n1aginary com-
ponents of the filtered image are Hilbert transforms of 
each other. 
Finally we may consider various methods of displaying 
processed images, for the most superbly enhanced image 
distribution in the world is worthless if there is no 
suitable means of displaying it. As noted above, outlines 
are very important in the human visual system, which is 
why line drawings can convey image concepts so success-
fully in spite of their simplicity. By being able to 
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Pla -te 31: 
Digitally constructed holograms us&ng Le e 's me thod . 
Top: spectrum of a square distribution 
Middle: two-dimcns -iona l di j'f epe n tiat?: ng filter• 












compare magnitudes and orientations in slo~ly varying 
regions of an image than in a continuous transition through 
shades of grey. This may be accomplished in a continuous 
image by running through the grey scale several times 
so that a pseudo-contour display is formed 44 • 
Three different formats are used in this thesis: 
isometric line drawings, plain contour plots and ana-
g lyphs , a nd c ont inu ous photographs . For displaying a 
true- to-life image, a continuous photograph is essential, 
but for representing distributions the other forms serve 
adequately in many instanc es and have the advantage of 
facility of production on an X-Y plotter. The isometric 
displays are sensitive to local variations and conse-
quently very poor at displaying a noisy image clearly. 
The y do not show up very s l ow smooth variations a s in-
spection of the Gaussian function of Pl. 3b will show 
- it appears much flatter than it actually is. Further-
more, by forming an oblique view, features in some parts 
of an image will be more visible than others and dis-
t o rtions are inevitable so that such a display should not 
be used where comparative studies of a quantitive nature 
are required. Contour plots on the other hand do not 
produce distortions, though a plain contour display does 
no t convey a qualitative impression as readily as the 
isometric plots, and although anaglyphs can provide 
beautiful displays, some viewers experience difficulty 
in visualizing them. In addition very rapid large am-
plitude fluctuations in an image may be difficult to 
v isualize (Pl. 27). It appears that a continuous grey 
scale picture has the greatest potential for displaying 
a wide variety of images in a form which can do them 
justice. The recent use of pseudo-colour offers great 
scope for increasing the quality and range of processed 
i mu.ges . The main difficul t y is finding a suitable method 
of forming such continuous image displays - a micro-











It would be difficult to provide an exhaustive 
treatment of the subject of image enhancement for the 
reasons given at the beginning of the chapter. However 
the discussion has covered the most important concepts 
and indicated the objectives, requirements and scope 













CONCLUSION CHAPTER 5 
The basic concepts of image restoration and enhancement 
have been presented and the power, flexibility and scope 
of digita l techniques in this field should have become 
apparent to the reader. To convey a clearer conceptual 
understanding of the subject, restoration and enhance-
ment have been dealt with separate l y, but one should 
bear in mi nd that in a practical s i tuation many of 
the processes may be combined when de t ermining the op-
timum procedure in a given situation so t h at having 
gained an insight into the field one should not com-
partmenta l ize the different areas but rather view them 
as a whole. 
The use of unitary transforms in increasing ef-
ficiency and facility in image processing has been 
shown and at the moment the most outstanding appear to 
be the Fourier, Hadamard and slant transforms. 
With regard to restoration, Wiener filtering 
produces good results relatively easily p r ovided that 
image and noise statistics are fairly well characterized. 
The iteration technique is well suited to processing 
scintigr<1phic tmagcs since little if any knowledge of 
the nois e statistics of a particular image are require d, 
so tha t a s tandard process may be used with very little 
variation for a wide variety of scintigrams. In addition 
by providing a sequence of partially restored images, 
one is likely to be able to select one very close to 
the optimal res t oration, in fact it is qu i te probable 
that it would be superior to one obtained by Wiener fil-
tering with inadequately characterized statistics. Den-
sity shifting has been shown to function satisfactorily 
but its we a knesses have been indicated. It appears th a t 












prevalent in the future as they may be implemented ef-
ficiently and can also cope with space-variant situa-
tions. Although Kalman filtering theory is based on the 
assumption of additive white noise, its recursive im-
plementations outlined in Chapter 3 appear very success-
ful. 
Modification of grey scale distribution histograms 
and con trast improv ement u s ing nonlinear filtering tech-
niques are the most important enhancement processes, 
though, as has been emphasized, there is enormous scope 
for developing ad hoc processes to improve the quality 
of a particular image. 
Distributions which do not fluctuate too rapidly 
ma y be very satisfactorily displayed with isometric plots 
or anaglyphs, but in genera l to obtain a high quality 
image, a continuous grey, or better still, colour dis-
play must be resorted to. 
While the techniques d iscussed in this thesis are 
very interesting academically, one should bear in mind 
that the ultimate goal should be to develop automatic 
image processing systems that are commercially viable. 
In this connection parallel processing using recursive 
fi ltering t o provide real-time proces sing will probably 
be the most feasible solution for accomplishing res-
toration. For enhancement, pattern recognition and arti-
ficial intelligence systems would be desirable for char-
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APPENDIX A: HAAR FUNCTIONS 
.. 
The Haar functions are orthogonal and complete on the 
interval [O,l], and are defined by the following: 6 
<Po(s) = 1 0 < s < 1 - --
<P1 ( s ) = 1 0 < s = 
< ~ 
= -1 ~ < s < 1 -
<P (J)( s ) = 12 and <P( 2) (s) = 0 0 < s < \ 2 2 -
= -12 = 0 \ < s < \ 
= 0 = 12 ~ < s < % 
= 0 = -12 % < s < 1 = 
Dividing [O,l] into 2n equal subintervals and denoting 




<P n = 0 in the 
= /( 2n-Z) 
= -/( 2n-1) 
= 0 
J 
, f ' ((, 
intervals 
.(1).(2) .( 2k - 2) 
'/.. , i. , ••••• , i. 




. ( 2k ) 
'/.. 
n 
.( 2k+l) .( 2n ) 











APPENDIX B: A NOTE ON THE MICRODENSITOMETER 
A microdensitometer was built to digitize images, from 
either transparent 
negatives or opaque 
prints, and to 
print them after 
p rocessing. It was 








--0-----+----D -< -: r? 
of up to 
25cmx25cm 
ph ot o-
t r ansis t o r 
with a resolution of 0,25mm in 
both directions. The 
drum rotates at 
approximately lrev/sec 
resulting in a sampling 
frequency of lkHz. 
Fi g . 22: Opt ical s yst em 'ln th e 
micro dens i t ome t er. 
The microdensitometer was linked to a Varian corn-
107 
puter during operation. In read mode (digitizing an 
i mage) either the xternal or internal light source is 
switched on (see control panel shown in Pl. 32) depend -
ing on whether a print or a negative i s t o b e s c anned . 
A disc with zebra crossing on its circumference provides 
sampling interrupts for the computer. The light sources 
are focussed on the same point on the cylindrical drum 
and the rays continue by reflection or transmission t o 
a phototransistor (Fig. 22). The amplified signal is 
digitized by the Varian's A/D converter and written 
directly on to magnetic tape. In order to print an image, 
a negative is wrapped around the drum and exposed during 
scanning by an LED. Data a r e output from the computer' s 
D/A, interrupted by the same synchronizing pulses as in 















Top: microdensitometer control panel 

























matte paper introduced least noise during image digi-
tization. Agfapan 400 Professional 4"x5" negatives were 
used for printing images. A grey scale was printed and 
found to be adequately linear in the range 50 - 500 
where O is ground and 2047 corresponds to +lOV, the maxi-
mum output voltage of the Varian's D/A converter. A. 
computer program was written by D. Fraser to convert 
Varian formatted data to Univac format so that the data 
could be processed in UCT's Univac computer. A program 
to convert the data back to Varian format was written by 













APPENDIX G. SOME COMPUTER PHOGRAMS 
One-dimensional Fast Fourier Transform subroutine 111 
One-dimensional Fast Hadamard Transform subroutine 113 
Two-dimensional FHT subroutine 115 
One-dimensional Fast Haar Transform subroutine (forward) 116 
One-dimensional Fast Haa.:r Transform subroutine (inver:,;e) 117 
Program for generating 2-D Gaussian function 
Program and subroutines for iterat:Lve restoration 
Program fer converting PDP to Univac format 
Program for converting Varian to Uni.vac · format 
Program for converting Univac to Varian format 
Prog-ra'TI for performing rest.oration by density shifting 
Program for density histcgram modification 
Program for interpolating a 64x64 matrix to 256x256 
Pr0gram for plotting a binary Lee ho logr arn 






















Subroutine FOURl - this performs a one-dimensional Fast 
Fourier transform of a complex array and was written by 
N. Brenner of MIT Lincoln Lab. 
DATA is the complex array to be transformed and comprises 
the real and imaginary values of the complex points in 
alternate locations. 
N is the number of complex points, so that DA'rA will have 
2N values. 
ISIGN determines the sign of the exponent: -1 for a for-




































WSTPR=-2.*SINTH*SINTH i . 
WSTPI=SIN(THETA) I • 
WR=l. I 
WI=O. 
DO 90 Il=l, IPl, IPO I 




DATA(I2B)=DATA(I2A)-TEMPR I DATA(I2B+l)•DATA(I2A+l)-TEMPI 



















Subroutine HADMDl - this performs a one-dimensional Fast 
Hadamard transform. 
ARRAY is the array to be transformed. 
N is the number of points (real) • 
NORM is an option for normalizing the transform. When per-
forming a two-dimensional transform, it is convenient to 
normalize only when operating in one of the two dimensions 
and is obviously more efficient. If NORM = O no normal-






IF(N.LT.4)GO TO 60 
10 DO 30 I=l,N,NN 
K=I 
MM=I+M-1 











IF(NN.LT.4)GO TO 75 
M=M/2 
DO 50 I=l,N,NN 
K=I 
MM=I+M-1 






























IF(NN.GT.2)GO TO 10 
DO 70 I=l,N 
TEMP(I)=ARRAY(I) 

























Subroutine HADMD2 - this performs a two-dimensional Fast 
Hadamard transform and calls SUBROUTINE HADMDl. 
ARRAY is the square array to be transformed. 
N is the dimension of the array (NxN) • 
Note that a two-dimensional Haar transform may be per-
formed by replacing calls to HADMDl by HARFOR or HARINV 
for forward and inverse Haar transforms respectively. 
SUBROUTINE HADMD2(ARRAY,N) 
DIMENSION ARRAY(64,64)DATA(64) 
DO 30 I=l,N 
DO 10 J=l,N 
10 DATA(J}=ARRAY(I,J) 
CALL HADMDl(DATA,N,O) 
DO 20 J=l,N 
20 ARRAY(I,J)=DATA(J) 
30 CONTINUE 
DO 60 J=l,N 
DO 40 I=l,N 
40 DATA(I)=ARRAY(I,J) 
CALL HADMDl(DATA,N,1) 
















Subroutine HARFOR -this performs a forward Fast Haar 
transform. ( 1-D) 
ARRAY is the array to be transformed. 
H is the number of points in the array. 














DO 30 I=Nl,L 
ARRAY(I)=(TEMP(K)-TEMP(K+l))/R2N 
30 K=K+2 
























'\ ,.·. < 
117 
Subroutine HARINV - this performs an inverse. one-dimen-
sional Fast Haar transform. 
ARRAY is the array to be transformed. 








10 DO 20 I=M,L 
20 ARRAY(I)=ARRAY(I)/R2N 
NN=NN/2 




GO TO 10 
30 ARRAY(l)=ARRAY(l)/R2N 
NN=N/2 






























IF(M.LT.NN)GO TO 50 
DO 90 I=l,NN 
90 TEMP(I)=ARRAY(I) 

















This program generates a two-dimensional Gaussian function 
in a 65x65 matrix. The function is written to file unit 20 
in format 5X,5El4.5. The only data required is the factqr 





DO 10 I=l,33 





DO 20 I=l,33 
DO 20 J=l,32 
K=66-J 
20 ARRAY(I,K)=ARRAY(I,J) 
DO 30 J=l,65 

















This is the main program for performing iterative res-
toration in the frequency domain. It calls subroutines 
AMPTUD, DEVITN, FOURl, ITERTN, MULTPY, SCALE and TRANSF. 
Data required: 
N - array size (64) 
NTIMES - number of iterations to be performed 
NOPT - O if the image array is real, 1 if imaginary 
NREMEM - the iteration images (in order) which are re-
quired to be written to file. The ith image is written 
to file number i+l5 
R - restoring filter function (complex) 
SMOOTH - smoothing function (complex) 













FORMAT(' ARRAY ',5El4.5) 










GO TO 250 
200 READ(8,20)((G(I,J),J=l,NN),I=l,N) 
250 CALL SCALE(G,N,NN,50.) 
DO 280 I=l,N 





















DO 285 I=l,N 




DO 310 K=l,NTIMES 
L=K+l5 
CALL ITERTN(G, GN ,N, R) 
DO 290 I=l,N 




IF(NREMEM(l).NE.K)GO TO 305 
DO 293 I=2,NTIMES 
293 NREMEM(I-l)=NREMEM(I) 
DO 300 I=l,N 

























DO 100 I=l,N 












10 FORMAT(' NORM SQUARE DIFF =',F16.5,'; MEAN DIFF IN 






DO 100 I=l,N 






























DO 100 I=l,64 





Subroutine MULTPY - multiplies two square complex matrices 
SUBROUTINE MULTPY(ARRAY1,ARRAY2,N) 
DIMENSION ARRAY1(64,128) ,ARRAY2(64,128) 
M=2*N-1 
DO 100 I=l,N 










DO 100 I=l,M 
DO 100 J=l,N 
100 IF(BIG.LT.ABS(ARRAY(I,J)))BIG=ABS(ARRAY(I,J)) 
BIG=AMAX/BIG 
DO 200 I=l,M 


















IF(NOPT.EQ.l)GO TO 200 
DO 100 I=l,N u 




200 DO 250 I=l,N 
DO 230 J=l,NN 
230 DATA(J)=ARRAY(I,J) 
CALL FOURl(DATA,N,ISIGN) 




DO 350 J=l,M,2 























This program converts data in PDP format to Univac.format. 
DIMENSION IDATA(2740),JDATA(4098),ARRAY(65,65) 
10 FORMAT('l',T50, 'CONTENTS OF TAPE BLOCK NUMBER',I3/T50,32('*')) 
20 FORMAT(/ ' LINE ' , !:! , ' : ' ) 
30 FORMAT(l6I7) 
40 FORMAT('ARAY ',5El4.5) 
50 FORMAT(I2) 
READ(8,SO)NFLS 
CALL NTRAN (19, 8,NFLS,22) 
CALL NTRAN(l9,2,2740,IDATA,L,22) 
J=l 














DO 110 I=l,64 
K=65-I 






















This program converts Varian formatted data to Univac for~at, 
and is a co=rected version of one written by D. Fraser. 
Data required: 
NEOF - number of EOF' s to be skipp.sd on tape 
NSK!P - number of blocks to be skipped 
NSIZE - block size (256) 
NBLOK - number of blocks of 
or 576 Varian words) 
size NSIZE. (256 Univac words! 
LOCl - associated variable for DA file (1). 
12 i.s the logical number for the ta.pe file; 13 for the DA: 
disc file. I 
DIMENSION IBUF(256),NDATA(576),IDATA(2048) 


















DO 100 I=l,NBLOK 
CALL NTRAN(ITAPE,IRD,NSIZE,IBUF,ITST,IEND) 
IF(ITST.LT.O)GO TO 50 
IF(ITST.NE.NSIZE)WRITE(5,1005)ITST 
1005 .FORMAT(/' WORDS READ < 256, ='14/) 










































GO TO (10,20,30,40),IG 
10 WRITE(S,1010)! 
1010 FORMAT(/' TRANS INCOMPL READING BLOCK '14/) 
GO TO 300 
20 WR.ITE(S,1020)! 
1020 FORMAT.(/' EOF FOUND READING BLOCK '14/) 
GO TO 300 
30 WRITE(5,1030)I 
1030 FORMAT(/' DEVICE ERROR READING BLOCK '14/) 














1040 FORJv'iAT(/' TRANS. ABORTED, PRREV ERROR, READING BLOCK '14/) 
GO TO 300 
200 J=INSTAT(J) 
WRITE(S,llOO)J,NW 
1100 FORMAT(/' ERROR '<)12, 1 IN DISC WRITE 'I4/) 
300 WRITE(5,1060)NW 
1060 FORMAT(/IS,' BLOCKS OF 2048 WRITTEN TO 13' /) 













This program converts Univac formacted data to Varian format. 
Data required is the same as that ::_~or the previous program. 
DIMENSION IBUF (256), NDATA(57E 1), IDATA(2048) 
















DO 100 I=l,NBLOK 
N=N+NTOT 













· FLD (16, 16, IBUF (L+ l))=FLD (20, 16, NDATA(K+2)) 



























CALL NTRAN (!TAPE, HIT, NSIZE, IBUF, ITST, IEND) 
IF(ITST.LT.O)GO TO 50 
IF(ITST.NE.NSIZE)WRITE(S,lOOS)ITST 
1005 FORMAT(/ ' . WORDS WRITTEN < 256; =' I4 /) 
100 CONTINUE 
GO TO 300 
50 IG=-ITST 
GO TO (10,20,30,L!O),IG 
·10 WRITEt5,1010)I 
1010 FORMAT(/' TRANS INCOMPL WRITING ELOCK 'I4/) 
GO TO 300 
20 WRITE(5,1020)I 
1020 FORMAT.(/' EOF FOUND WRITING BLOCK '14/) 
GO TO 300. 
30 WP~ITE.(5, 1030) I 
1030 FOR.."fAT (/' DEVICE ERROR WRITING BLOCK 'I4/) 
GO TO 300 
40 WRITE(5,104Q)I 
1040 FORi'L\T(/' TRANS ABORTED, PRREV ERROR, WRITING BLOCK 
GO TO 300 
200 J=INSTAT(J) 
WRITE(S,llOO)J,NW 





















1060 FORMAT (/I5, 1 BLOCKS OF 2048 READ FROM 13' /) 
WRITE (5, 1070) I 
107(1 FORMAT(/I5,' BLOCKS OF 576 WRITTEN TO TAPE') 
CALL NTRAN(IT.A.PE, IRW, IEND) 
STOP 
END 













This program restores an image by performing density shiftTng. 
It call subroutines AMPTUD, MULTPY, SCALE, FOURl, and TRAN~F. 
Data required: 
N - array size (64) 
Nl - size of approximate PSR function (15) 
PICIN - image to be restored 
RSPONS - PSR function 
SMOOTH - complex smoothing function. 
DIMENSION PICIN(64,64),PICOUT(64,128),RSPONS(3l,31) 
DIMENSION SMOOTH(64,128) 
10 FORMAT (2I2) 
20 FORMAT(5X,5E14.5) 











DO 100 I=l,N 
DO 100 J=l,N 
100 PICOUT(I,J)=O. 
00 200 I=l,N 
Il=I-N_DIF 
I2=I+NDIF 




































150 . SUML2=SUML2+TEMP*FLOAT(L) 





GO TO 170 
160 INEW=I 










































~-~ . ·.:.. 
135 
., 
This program modifies the density histogram of an image. In 
the version presented here, the eqnalizing function is de-
termined and stored in array AR. If a different type of 
modification is required, then AR ~:hould be suitably de-
fined. 
Data required: 




5 FORMAT (' 1') 
10 FORMAT(5X,5E14.5) 
20 FORMAT(lOIS) 
READ(S, 10) ((ARRAY (I,J) ,J=l~64), X, I=l, 64) 
BIG=O . 
. DO 100 I=l,64 
DO 100 J=l,64 
100 IF(BIG.LT.ARRAY(I,J))BIG=ARRAY(I,J) 
BIG=450./BIG 
DO 110 I=l,64 






DO 120 1=9,450 
120 lNT(l+l)=INT(I)+IND(I) 
BlG=442./FLOAT(INT(451)) 
DO 130 1=10,451 
130 AR(I)=FLOAT(INT(I))*BlG+S. 
X=O. 

























CALL PLOT ( 6 • , 0 . , 2) 
BlG=O. 
















DO 146 1=25,451 
146 lF(BIG.LT.TPLOT(l))BlG=TPLOT(l) 
DO 147 1=25,451 . ' 
I 
147 TPLOT(l)=TPLOT(l)/BlG : 
X=DEL*24. . 
CALL PLOT(X,TPLOT(25),3) 
DO 148 1=26,451 
X=X+DEL 




























DO 171 I=l,451 
171 TPLOT(I)=TPLOT(I)*BIG 
X=DEL 
CALL PLOT(O. ,-5. ,-3) 
CALL PLOT(6.,0. ,2) 
CALL PLOT(O.,TPLOT(l),3) 
DO 172 1=2, 451 
CALL PLOT(X,TPLOT(I),2) . 
'. 172 X=X+DEL 
CALL PLOT(O. ,-1.5,-3) 
CALL PLOT(6.,0.,2) 
BlG=O. 
DO 174 1=25,451 
174 IF(BIG.LT.TPLOT(l))BlG=TPLOT(I) 




DO 176 1=26,451 
X=X+DEL 
176 CALL PLOT(X,TPLOT(I),2) 
CALL PLOT(0.,4.,-3) \ 
CALL PLOT(6.,0.,2) 
X=DEL 



















DO 300 I=l,64 
DO .300 J=l,64 






















'!his program interpolates a 64x64 matrix to form a 256x256 
matrix for display on the microdensitometer. The first 4 
terms of Bessel's central difference interpolation formula 
are used. 
Data required: 
ARRAY - 64x64 array to be interpolated 
. DIMENSION ARRAY(256,64),IDATA(2048),TEMP(256),T(64) 





DO 20 I=l,64 
DO 20 J=l,64 
20 IF(BIG.LT.ARRAY(I,J))BIG=ARRAY(I,J). 
BIG=450./BIG 
DO 30 I=l,64 
DO 30 J=l,64 
. 30 ARRAY'(I, J)=BIG*ARRAY (I ,J) 
DO 40 J=l,64 
DO 35 I=l,64 
35 T(I)=ARRAY(I,J) 
CALL EXPAN 
DO 40 I=l,256 
40 ARRAX(I,J)=TEMP(I) 
DO 70 I=0,255,8 
M=-256 
DO 60 K=l,8. 
L=I+K 
M=M-1-256 
DO 45 J=l,64 
45 T(J)=ARR.AY(L,J) 
CALL EXPAN 





















200 WRITE (5, 1) 
1 FORMAT(' ERROR') 
STOP 
SUBROUTINE EXPAN 
·TEMP (l)=T (1) 
TT=T(2)-T(l) 
TEMP (2)=T (l)+'i'T /4. 




































This program plots a binary Lee hologram from a complex ar~·.3.y. 
Data required: 
NTIME - maximum plotting time in minutes 
FACT - scale factor for plotting (unity gives 25" square plot) 
ARRAY - complex array. 
DIMENSION ARRAY(65,130),IBUF(lOOO) 
5 FORMAT (I3, F4. O) 
10 FORMAT(2(E26.5,E14.5)) 




















DO 300 J=l,N 
K=2*J 
Kl=K-1 



























IF(ABS(AR).LT.O.OOOOl)GO TO 20 • 
IF(AR.LT.O.)GO TO 10 
YY=Y+.375 
CALL RECPLT(X,YY,AR) 

























IF(A.LT.l.)GO TO 10 
A=A/8~ 
DEL=.125 


























This program produces an isometric display of a 65x65 dis-
tribution. 
Data required: 
NOPT - if o then array displayed in given form; if 1 the~ 
the arr~y is shifted half a period, which is used for did-
playing DFT's in more familiar form. 
NLINE - if O then lines are drawn in both dimensions; if 1 
then only horizontal lines are drawn 
AMAX - maximum displacement of horizontal lines (typical]y 
1. O to 2. 0) 
CHAR - a title of up to 48 characters 








15 . FORMAT ( 8A6) 
20 FORMAT(SX,SE14.5) 







IF(NOPT.EQ.l)GO TO 30 
READ(8,20)((ARRAY(I,J),J=l,65),I=l,65} 
GO TO 60 
30 READ (8, 20) ((TEMP (I ,J) ,J=l, 65), I==l, 65) 
DO 40 I=l,32 





















ARRAY ( 65, 65) =ARRAY (1, 1) 
60 GRIDY=GRIDX*0.86603 
BIG=O. 
DO 70 I=l,65 
DO 70 J==l,65 
70 IF (BIG. LT. fu.~RAY (I ,J)) BIG= ARRAY (I ,J) 
BIG=AMAX/BIG 
DO 80 I=l,65 
DELTAY=FLOAT(65-I)*GRIDY 
DO 80 J=l,65 
80 ARRAY(I,J)=ARRAY(I,J)*BIG+DELTAY 
DO 90 J=l,65 
M=2*J-1 
90 HMAX(M)=ARRAY(65,J) 
DO 91 J=2,128,2 
91 HMAX(J)= (HMAX(J+ l)+HMA.X(J-1)) /2. 
DO 92 J=l,65 
92 NPEN(65,J)=2 
DO 14Q I=64,l,-1 
L=I+l 
DO 95 J=l,129 
95 HTEMP(J)=HMAX(J) 
DO 120 J=l,64 
K=2*J 
IF(ARRAY(I,J) .GE.HKl\.X(K))GO TO 100 
NPEN(I,J)=3 
HMAX(K-l)=HMAX(K) 







DO 130 J=2,128,2 
H=(HMA.X(J-l)+HMAX(J+l))/2. 
















IF(NPEN(I,J).NE.2)GO TO 1360 
IF(NPEN(L,J).LE.2)GO TO 1330 
X=ARRAY(I,J)-HTEMP(2*J) 
IF(ABS(X).LT.0.00l)GO TO 1310 
A=(HTEMP(2*J-l)-ARRAY(L,J))/X 
IF(A.LT.O.)GO TO 1310 
FRACl=A/ (1.+A) 
GO TO 1320 
1310 FRACl=l. 
1320 NPEN(I,J)=l 
1330 IF(J.EQ.l)GO TO 1450 
IF(NPEN(I,J-1).LE.2)GO TO 1450 
IF(J.EQ.65)GO TO 1340 
HHl=(ARRAY(I,J)+ARRAY(I,J-1))/2. 
HH2=(ARRAY(L,J)+ARRAY(L,J-l))/2. 
IF(HH1.LT.ARRAY(L,J).AND.HH2.GT.ARRAY(I,J-l))G0 TO 1340 
X=ARRAY(I,J)-HTEMP(2*J) 
IF(ABS(X).LT.O.OOl)GO TO 1340 
A=(HTEMP(2*J-2)-ARRAY(I,J-1))/X 
IF (A:LT. 0.) GO TO 1340 
FRAC2=A/ (1.+A) 
GO TO 1350 
1340 FRAC2=1. 
1350 NPEN(I,J)=NPEN(I,J)-2 
GO TO' 1450 
1360 IF(NPEN(L,J).GT.2)GO TO 1390 
IF(I.EQ.64)GO TO 1390 
H=(ARRAY(L,J)+ARRAY(L,J+l))/2. 
IF(ARRAY(I,J).LE.H)GO TO 1390 
H=(HTEMP1(2*J+l)+HTEMP1(2*J-l))/2. 
X=HTEMP1(2*J+l)-ARRAY(I,J) 


















IF(A.LT.O.)GO TO 1370 
FRACl=A/ (1. +A) 
GO TO 1380 
1370 FRACl=l. 
1380 NPEN(I,J)=4 





IF(HHl. LT .HTEMP (2~~J-l) )X=2*HTEMP (2*J-l)-HTEMP (2*J-2)-ARRAY(I ,J) 
IF(ABS(X).LT.O.OOl)GO TO 1400 
A=(ARRAY(I,J-l)-HTEMP(2*J-2))/X 
IF(A.LT.0.)GO TO 1400 




1450. TEMP (I ,J)=lOOO. *FLOAT (I:FIX(lOO. *FRAC2)) 
TEMP(I,J)=TEMP(I,J)+FLOAT(IFIX(lOO.*FRACl)) 
1500 CONTINUE 






CALL· SYMBOL (1., 8., .14, CHAR, 90., 48) 
CALL PLOT(5.,8.,-3) 





















IF(NPEN(l,J).NE.2)GO TO 1600 
ROW(l ,N)=DINCX · 
ROW(2, N)=ARRAY (I ,J) 
IPEN(N)=2 
N=N+l 
GO TO 170 





GO TO 170 













1620 IF(NPEN(I,J) .LT .S)GO .TO. 170 
FRAC2=TEMP(I,J)/100000. 








IF(MOD(I,2).EQ.O)GO TO 175 
DO 171 K=l,N 
171 CALL PLOT (ROW (1, K) , ROW (2, K), IPEN (K)) 












DO 176 K=l,NN 
176 IF(IPEN(K).NE.IPEN(K+l))IPE1i(K)=IPEN(K+l) 
IPEN(N)=3 
DO 177 K=N,1,-1 






CALL PLOT (XP ,0. , 2) 




IF(NLINE.EQ.l)GO TO 250 







DO 200 !=64,1,-1 
DELTAX=DELTAX+GRIDX/2. 
IF(NPEN(I,J).NE.2)GO TO 1700 
ROW(l,N)=DELTAX 
ROW (2, N) =ARRAY (I, J) 
IPEN(N)=2 
N=N+l 
GO TO 200 · 































GO TO 200 











IF(MOD(J,2).EQ;O)GO TO 210 
DO 205 K=l,N 
205 CALL PLOT(ROW(l,K),ROW(2,K),IPEN(K)) 
GO TO 230 
210 NN=N-1 
DO 215 K=l,NN 
215 If(IPEN(K).NE.IPEN(K+l))IPEN(K)=IPEN(K+l) 
IPEN(N)=3 
DO 220 K=N,1,-1 
220 CALL PLOT(ROW(l,K),ROW(2,K),IPEN(K)) 
230 CONTINUE 
250 CALL PLOT(30.,-20.,999) 
STOP 
END 
