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        Societies depend on the proper functioning and resilience of critical infrastructure systems including 
those for drinking water and wastewater, but these systems are vulnerable to natural and anthropogenic 
stressors. For example, wastewater systems are especially susceptible to extreme weather events while 
drinking water systems are vulnerable to diminished source water quality — both of which can disrupt 
proper functioning. Climate change and human development, economic problems, and pollution further 
challenge water system resilience. Despite the criticality of these systems and known vulnerabilities, little 
scholarship exists that aims to interrogate their resilience. This dissertation attempts to narrow this gap in 
the literature by: (1) investigating the sensitivity of reservoir water quality and wastewater system 
resilience to climate variability and change; (2) developing adaptation strategies to help improve 
wastewater system resilience; and, (3) advancing knowledge of historical and potential future reservoir 
water quality changes. This dissertation evaluates wastewater system resilience and reservoir water 
quality in Connecticut because climate induced increases in air temperature, extreme precipitation, and 
frequency of large storms stress water system functioning in the Northeast, U.S. and many other north 
temperate regions around the world.  
        Wastewater system resilience is assessed from a social sciences perspective using concepts of 
adaptive capacity and adaptive management. Results suggest human dimensions are important for 
building wastewater system resilience and that systems with managers who build and deploy diverse 
generic and specific adaptive capacities within an adaptive management framework are most resilient to 
storms. For drinking water systems, observations from six Connecticut reservoirs over sixteen years from 
2003-2018 indicate: (1) thermal stability is increasing; (2) surface water temperature is increasing; (3)  
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bottom water temperature is decreasing; and, (4) surface and average water dissolved oxygen is 
increasing. Future projections suggest extreme high surface water temperatures and thermal stability will 
increase significantly by midcentury (2041-2070). Toxic cyanobacteria blooms may occur more often in 
the future under these extreme conditions, especially in reservoirs where eutrophication and harmful algal 
blooms are already a concern. This research aids in understanding, predicting, and informing appropriate 
strategies for managing water quality and wastewater systems under a warming climate. 
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1 Introduction 
Wastewater and drinking water systems provide services vital to human health and the health of 
environmental ecosystems. However, they are sensitive to climate variability and change including 
extreme weather, global warming, sea level rise; and anthropogenic stressors such as population growth, 
development, economic problems, pollution, and human decisions (Kundzewicz et al., 2008; Guikema et 
al., 2015; Arnell et al., 2015). Despite the importance of reservoir water quality, wastewater system 
functioning, and these known vulnerabilities, little scholarship exists that interrogates their resilience. 
Resilience here is defined as the capacity of a water system to prepare for, cope with, recover from, and 
change to reduce vulnerability to stress, especially the impacts from extreme events and future climate 
change (IPCC, 2007; Francis & Bekera, 2014). This dissertation attempts to narrow this gap in the 
literature by: (1) investigating the sensitivity of reservoir water quality and wastewater system resilience 
to climate variability and change; (2) developing adaptation strategies to help improve wastewater system 
resilience; and, (3) advancing knowledge of historical water quality trends and methods for modelling the 
dynamic response of freshwater quality to future climate change.  
The future of reservoir water quality and wastewater system resilience in Connecticut is examined 
because air temperature, extreme precipitation, and frequency of large storms are expected to increase 
faster in the Northeast than in any other region in the U.S., making water systems in this geographical 
area particularly vulnerable to climate change (Lynch et al, 2016; Karmalkar & Bradley, 2017; Seth et al., 
2019). Changes in the economy, development, aging infrastructure, and an uncertain regulatory 
environment further exacerbate these vulnerabilities. This dissertation addresses the following questions: 
(1) What factors are important for improving wastewater system resilience to severe weather events and 
future climate change? (2) Has surface, average, or bottom water quality of select Connecticut reservoirs 
changed in recent decades? (3) Has air temperature and wind speed near lakes changed in recent 
decades and how are these changes affecting reservoir water quality? And, (4) How might future climate 
warming affect future water temperature, thermal stability, and cyanobacteria productivity by 
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midcentury? This dissertation aims to advance fundamental knowledge as well as provide useful 
information to guide water management and policy including informing appropriate strategies for 
building the resilience of vulnerable water and wastewater systems to climate change and anthropogenic 
stressors. 
1.1 Motivation and Scope 
Chapter 2 addresses the 1st research question. Given wastewater systems are vulnerable to severe 
weather events and climate change, there is a pressing need to advance understanding of what wastewater 
systems do to build resilience in practice, especially how human systems help build resiliency (or not). 
Scholars have increasingly focused on understanding water, power, and transportation infrastructure 
resiliency, however much of the scientific focus is on how hard adaptation actions improve resiliency 
(e.g., digging impoundments, raising equipment). A few prior studies suggest having high generic 
adaptive capacity (e.g., education, funding, knowledge, learning, information, skills, and leadership), high 
specific adaptive capacity (hard and soft adaptations associated with managing, reducing, and responding 
to climatic threats), and adaptive management is important for resilience (Folke et al., 2002; Yohe & Tol, 
2002; Berkhout et al., 2006; Hess et al., 2012; Rudberg et al., 2012). However these concepts have not yet 
been applied to managing wastewater systems to improve resilience. Chapter 2 of this dissertation begins 
to fill this gap by assessing wastewater system resilience from a social sciences perspective using 
concepts of adaptive capacity and adaptive management. 
Chapter 3 addresses research questions 2 and 3. Warming air temperatures (Karmalkar & Bradley, 
2017), accelerating sea level rise (IPCC, 2007), changing wind patterns (Siver et al., 2018; Karnauskas et 
al., 2018), and more frequent extreme precipitation and storms (Horton et al., 2014; Wuebbles et al., 
2017), are linked with deteriorating surface water quality and water infrastructure (Kundzewicz et al., 
2008; Arnell et al., 2015). Understanding long-term changes in lake water quality is essential for 
protecting public health and the health of environmental ecosystems, and for enhancing resiliency of the 
water sector. Prior work suggests climate warming is deteriorating water quality by increasing water 
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temperature, thermal stability, and algal productivity in lakes. However, impacts of long-term changes in 
wind speed on lake water quality are less well known. Chapter 3 begins to address this gap by quantifying 
relationships between long-term changes in air temperature and wind speed and water quality trends from 
2003-2018 in five Connecticut drinking water reservoirs. Water quality parameters evaluated in this 
chapter includes thermal stability and surface, average, and bottom water temperature, dissolved oxygen, 
specific conductivity, pH, and turbidity. 
Chapter 4 addresses the 4th and final research question. Here, lake-specific empirical models are 
developed to assess possible future changes in water temperature and thermal stability in six Connecticut 
reservoirs. Historical (1971-2000) and future (2041-2070) changes are driven by air temperature 
projections from General Circulation Models (GCMs), under Representative Concentration Pathway 
(RCP) 8.5. Additionally, observed relationships between water temperature, thermal stability, and 
cyanobacteria biomass are evaluated and used to understand how future changes in lake conditions may 
affect the occurrence of cyanobacteria blooms in drinking water reservoirs. 
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2 Marshaling Adaptive Capacities Within an Adaptive Management Framework to Enhance the 
Resiliency of Wastewater Systems 
This chapter contains a brief summary of the published manuscript:  
Mullin, C. A., & Kirchhoff, C. J. (2018). Marshaling Adaptive Capacities within an Adaptive  
Management Framework to Enhance the Resiliency of Wastewater Systems. Journal of the American 
Water Resources Association, 55(4), 906-919. https://doi.org/10.1111/1752-1688.12709 
2.1 Introduction and Literature Review 
Past storms including Alfred, Sandy, and Irene exposed the vulnerability of wastewater infrastructure 
and inflicted billions of dollars in damage in the Northeastern U.S. (Baylis et al., 2016). Wastewater 
treatment plants and associated collection systems are particularly vulnerable to storms because they tend 
to be in low lying areas and near water, where flooding may: (1) overload collection systems; (2) damage 
pump stations and electrical systems; (3) make the treatment plant inaccessible; and (4) put staff lives at 
risk. All of which hinder the ability of the system to treat wastewater to a sufficient level to protect public 
and environmental health. When infrastructure is flooded, and after water recedes, facilities may need 
rebuilding, processes may have to be restarted, etc. These recovery efforts are not instantaneous nor 
cheap. Given these vulnerabilities, there is a pressing need to advance understanding of what wastewater 
systems do to build resilience, especially how human systems help build resilience. Resilient 
infrastructure systems can reorganize, learn, and successfully adapt to stress or changing circumstances 
and maintain their desired state even after significant disruption (Folke et al., 2005; Pahl-Wostl, 2007; 
Nelson et al., 2008; Pahl-Wostl, 2009). In this study, adaptive capacity and adaptive management are 
assessed as measures of wastewater system resiliency using data from interviews with wastewater system 
managers. This work contributes to filling an important gap in the literature by advancing understanding 
of the human dimensions of infrastructure resilience but also helps to advance resilience in the wastewater 
sector in practice. 
Over the past several decades, scholars have increasingly focused on building water, power, and 
transportation infrastructure resiliency through hard adaptation actions (e.g., digging impoundments, 
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raising equipment) (Reed et al., 2009; Eisenack et al., 2011; Ouyang et al., 2012; Mugume et al., 2015; 
Falco & Webb, 2015; Therrien et al., 2015; Bhamidipati, 2015; Mostafavi & Inman, 2016; Lin & Bie, 
2016; Donovan & Work, 2017; Panteli & Mancarella, 2017; Shin et al., 2018). Hard adaptations can be 
temporary (i.e., adaptation actions implemented right before a storm hits aimed at increasing the 
wastewater system’s ability to cope with and reduce impacts from that storm) or permanent. Soft 
adaptations (e.g., making changes to address behavioral, social, economic, and governance factors) that 
also influence wastewater system performance and resilience are rarely considered (Juan-García et al., 
2017). Of the studies that do exist, most are modeling-based or are literature reviews that provide 
frameworks or guidance on what wastewater systems should do to increase resilience (Butler et al., 2017; 
Schoen et al., 2015). To my knowledge, only one published empirical case study examines what systems 
are actually doing in practice to increase resilience (see Rudberg et al., 2012). 
Building on prior scholarship, the concepts of generic and specific adaptive capacities (Folke et al., 
2002; Yohe & Tol, 2002; Berkhout et al., 2006; Hess et al., 2012; Rudberg et al., 2012), and adaptive 
management are used to assess the resilience of wastewater systems and how human dimensions 
influence wastewater system resilience. Having high adaptive capacity increases resilience by enhancing 
a system’s ability to anticipate disturbances and reduce impacts, to take advantage of opportunities or 
cope with consequences, to recover more quickly, and to make adaptive changes (IPCC, 2007). In 
addition to having high adaptive capacity, prior research suggests more adaptive (i.e., learning-based) 
management approaches which foster ongoing learning, proactivity, and transformation are better suited 
for sustaining resilience and reducing risk over time than traditional top down management (reactive, 
inflexible, and complacent), especially in response to climate change (Pahl-Wostl, 2007; Hess et al., 
2012; Kirchhoff & Dilling, 2016). Although application of adaptive management concepts has expanded 
in recent years, to my knowledge, adaptive management has not yet been applied to managing 
infrastructure systems to improve resilience. Here, the following research questions are investigated: (1) 
How have wastewater systems been impacted by past storms and how do these impacts affect resilience? 
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(2) What kinds of generic adaptive capacities improve resilience? (3) What kinds of specific adaptive 
capacities are managers implementing and how do these capacities influence resilience? And, (4) How 
do adaptive capacity and adaptive management interrelate to foster resilience? 
2.2 Data Collection and Analysis 
Data from 31 focused qualitative interviews with wastewater system managers were used to 
understand impacts and responses from past storms and their implications for adapting to future climate 
change. The interviews addressed a range of topics and included questions about wastewater system 
characteristics (i.e., funding, size of system, location); the nature and severity of past storm impacts, what 
helped or hindered their emergency preparedness, response, and recovery; risk perceptions regarding 
climate change (i.e., future severe weather, sea level rise); the types of adaptive decisions and actions 
made (if any); what helped or hindered implementing adaptive decisions (e.g., availability of science, 
political support, leadership, adequate funding, see Moser & Ekstrom, 2010); and what factors have the 
strongest impact on resiliency. The interviewees were recruited from a random stratified (i.e., stratified by 
inland vs. coastal location, impacted vs. not impacted, and made changes vs. did not make changes) 
sample of 86 survey respondents (for more information on the survey, see Kirchhoff & Watson, 2019). 
All interviewees are wastewater professionals comparable in age and education. The interview protocol 
was pilot tested with four wastewater managers not included in the final sample in July and August 2016, 
after which refinements were made to the protocol before initiating interviews for the study (for more 
information on the interview protocol, see Supporting Information in Mullin & Kirchhoff, 2018). 
Interviews were recorded and transcribed.  
Interview data was sorted into selective categories and themes (i.e., both predetermined and 
emergent) using a combination of both inductive (i.e., grounded theory) and deductive qualitative 
methodologies (Creswell, 2007). Qualitative data analysis software NVIVO 11 (QSR International) was 
used to code the interview transcripts. The following adaptive capacities were coded: (1) skilled staff (i.e., 
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flexible, dependable, knowledgeable, well trained, and resourceful); (2) good asset management (i.e., 
proactive and ongoing maintenance, repair and replacement; monitoring and assessment; prevention of 
mechanical failures; and continual improvements); (3) good leadership (i.e., facilitates ongoing learning 
and change, proactivity, trust building, and useful connections); (4) sufficient funding (i.e., for both day-
to-day and emergency operations); (5) soft adaptations: effective emergency preparedness, response and 
recovery; (6) hard adaptations: temporary or permanent adaptations to increase resiliency; and (7) 
adaptive management (i.e., continuous organizational learning, experimental adaptation, and 
transformation). 1-4 are generic adaptive capacities and 5-6 are specific adaptive capacities. Temporary 
storm resiliency interventions coded in category 6 include hard adaptation actions implemented right 
before a storm aimed at increasing the wastewater system’s ability to cope with and reduce impacts from 
that particular storm. These are typically removed after the event passes. Permanent resiliency 
interventions coded in category 6 are hard adaptations that remain in place and are intended to reduce 
potential impacts and help the wastewater system cope with consequences and/or recover more quickly 
from future storm events. The degree of historical impacts, the amount and diversity of adaptations, and 
wastewater system characteristics (i.e., funding availability, type and size of system, location) were 
considered and controlled for in the analysis of wastewater system resiliency.  
2.3 Results and Discussion 
Approximately half (i.e., 15 out of 31) of the wastewater system managers said their systems are 
located in a flood zone next to a river, tidal basin, or coastal area; and that their systems were significantly 
impacted by storm surge, tidal, coastal, or river flooding during past storms such as Alfred, Irene, and/or 
Sandy. Results suggest the degree of historical impacts experienced by a wastewater system is positively 
correlated with the amount of adaptations made. Meaning that resilience strategies, learning, innovation, 
and change increase in response to experience with extreme weather events. 
Results also suggest the most resilient wastewater systems are those with high adaptive capacities that 
employ an adaptive management approach and make ongoing adaptation investments over time. Greater 
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amounts of generic adaptive capacities (i.e., skilled staff and good leadership) help smooth both day‐to‐
day and emergency operations and provide a foundation for adaptive management. In turn, adaptive 
management helps managers: (1) build additional generic adaptive capacities; and, (2) develop and 
employ greater amounts and diversity of specific adaptive capacities (i.e., soft and/or hard adaptations). 
Having a diversity of specific adaptive capacities is especially important for enhancing and sustaining 
resiliency. Adaptive management also enables managers to better understand their system's 
vulnerabilities, how those vulnerabilities change over time, and what specific actions may reduce those 
vulnerabilities. Finally, my work suggests wastewater system resilience critically depends on the 
capacities of the human systems for building resilience as much as or more so than relying only on 
physical infrastructure resilience.  
Current literature on infrastructure resilience emphasizes structural resilience of the physical 
infrastructure, including the ability of the wastewater treatment processes to withstand higher or lower 
temperatures and flows, or the ability of wastewater system equipment and structures to withstand 
flooding (Juan-García et al., 2017). My findings suggest that resilience of the physical infrastructure is 
only one aspect of resilience, and that wastewater system resilience depends equally (or more so) on the 
capacity for resilience that the human systems that manage the physical system possess. That is, the most 
resilient wastewater systems are able to marshal, build, and deploy generic and specific adaptive 
capacities within an adaptive management framework to build resilience (see Fig. 1).  
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Fig. 1: An adaptive management framework provides a means to learn from disturbances and to marshal adaptive 
capacities to make informed adaptations to reduce vulnerability. Adaptive management in turn depends on the 
amount and diversity of underlying adaptive capacities (i.e., generic and specific) needed for resilience, which is the 
capacity to prepare, cope, and recover (originally published in Mullin & Kirchhoff, 2018). 
Physical infrastructure resilience is an important contribution of overall wastewater system resilience, but 
it is embedded in and amplified by the adaptive capacities and adaptive decisions managers make as part 
of an adaptive management approach. 
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3 Assessing the sensitivity of reservoir water quality to changes in air temperature and wind 
speed in Connecticut, U.S.A. 
3.1 Introduction 
Drinking water systems rely on surface water sources that are vulnerable to declining water quality 
driven by climate change and anthropogenic factors. For example, prior studies have shown climate 
warming is affecting large lakes around the world by increasing surface water temperature and promoting 
earlier onset and longer periods of thermal stratification (Magnuson et al., 1997; King et al., 1998; 
Dobiesz & Lester, 2009), but less is known about changes in smaller lakes. Anthropogenic inputs of 
nutrients into water resources also impact lakes by changing global biogeochemical cycles and increasing 
the global supply of nutrients (Blenckner, 2005; Descy et al., 2017). Together, these changes have been 
linked to greater biological productivity, toxic algal blooms, and higher extent and duration of anoxia 
during the summer months in lakes (Foley et al., 2011; Chapra et al., 2017; Tan et al., 2018). Finally, 
while higher air temperatures may reduce lake water quality, the impacts of long-term changes in wind 
speed on lake water quality are less well known, especially in shallow lakes which are likely to respond to 
changing wind speed more dramatically than larger lakes (Deng et al., 2018). This study begins to fill 
these gaps by quantifying observed changes in thermal stability, water temperature, dissolved oxygen, 
turbidity, pH, and specific conductivity in five southeastern Connecticut lakes using data from 2003-
2018. In addition to determining trends, long-term relationships between observed monthly water quality 
measurements and lagged wind speed and air temperature averages during the same time period are 
assessed for each study lake. To represent the effects of climate change, model-based historical (1971-
2000) and future (2041-2070) air temperature and wind speed corresponding to each lake is projected 
using GCMs under RCP 8.5.  
Rising air temperatures affect lake water temperature and thermal stability. For example, Siver et al. 
(2018) analyzed data from 1985-2015 in Candlewood Lake, Connecticut, and found both rising air 
temperatures and declining April-August average wind speed (31%) drove decreases in bottom water 
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temperature and stronger thermal stability during the summer. Rising air temperatures, declining wind 
speed, and stronger thermal stability are also linked to bottom water dissolved oxygen depletion 
(Hutchinson, 1957; Foley et al., 2011). This likely occurs because strong thermal stability in summer 
isolates bottom water dissolved oxygen and temperature from access to atmospheric oxygen and heating. 
Moreover, bottom water dissolved oxygen is used for microbial respiration (i.e., algal decomposition), 
and in eutrophic systems this typically leads to a reduction in summer bottom water dissolved oxygen 
(Foley et al., 2011).  
Long-term changes in turbidity and pH in lakes are not well understood, nor are the potential drivers 
of changes in these parameters. Turbidity measures water clarity based on the light scattering effects of 
suspended particulate matter in water; the higher the turbidity the less light is able to penetrate water. 
Historically, soil erosion from arable land has been linked to higher turbidity in streams (Braskerud, 
2001). Additionally, increasing wind speed is positively correlated with higher water turbidity due to 
sediment resuspension (Bever et al., 2018). Increasing algae in lakes leads to increases in turbidity as well 
(Scheffer, 1998). For pH, natural factors are more likely to affect long-term changes than anthropogenic 
factors (Khatri & Tyagi, 2015). CO2 oversaturation, which reduces water pH levels and alkalinity, has 
been documented in surface waters (Stets et al., 2017). Moreover, soluble iron, phosphorus, and 
manganese are positively correlated with CO2 oversaturation and lower pH in lakes and soils (Kortelainen 
et al., 2013). CO2 oversaturation contributes to an imbalance in ΔCO2:ΔO2 stoichiometry in many rivers 
and streams though the level of imbalance depends on the buffering capacity of individual systems (Stets 
et al., 2017). In addition to CO2 oversaturation, anaerobic metabolism, acidification, and rooted plant 
respiration may contribute to this imbalance (Stets et al., 2017).  
Specific conductivity (i.e., electrical conductivity) of freshwater is determined by the major ions 
calcium, sodium, and chloride and should remain relatively constant in lakes unless there is an input of 
dissolved ions, such as from agricultural or coal mining runoff or winter road salting activities (Granato & 
Smith, 1999). Anthropogenic salinization of streams is well established (Kaushal et al., 2005; Cañedo-
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Argüelles et al., 2016; Timpano et al., 2018; Kelly et al., 2019) while salinization of lakes is less well 
documented. Prior studies suggest surface coal mining (e.g., mountain top removal) (Cormier et al., 2013; 
Timpano et al., 2018) and road salting activities during winter (Perera et al., 2013) are increasing the 
specific conductivity of northeastern U.S. streams. Specific conductivity has been found to increase as a 
function of the amount of impervious surface in watersheds (Kaushal et al., 2005), and Perera et al. 
(2013) suggests that up to 40% of the chloride applied to roads may enter streams and lakes and lead to a 
gradual increase in specific conductivity. Salinization of freshwaters deteriorates drinking water quality 
(Ramakrishna & Viraraghavan, 2005; Kaushal et al., 2005), and is an urgent ecological issue (Cañedo-
Argüelles et al., 2013) harming benthic macroinvertebrates, fish, salamander, and aquatic insects (Perera 
et al., 2013; Timpano et al., 2018). 
Drinking water managers often take water temperature, dissolved oxygen, pH, specific conductivity, 
and turbidity depth profile measurements in reservoirs once per month or more frequently for monitoring 
purposes. Long-term time series including these parameters may provide valuable insights into how 
climate change or other factors may be affecting water quality. This study uses long-term reservoir water 
quality depth profiles provided by the South Central Connecticut Regional Water Authority to investigate 
the extent to which water quality in five small reservoirs is affected by long-term changes in air 
temperature and wind velocity over sixteen years from 2003-2018. This research focuses on Connecticut 
reservoirs as a case study because air temperature in the Northeast is increasing faster than any other 
region in the contiguous U.S. (Karmalkar & Bradley, 2017), with Connecticut showing significant 
increasing trends in annual temperature (+0.3 °F per decade since 1895) (Lynch et al, 2016; CTPCSAR, 
2019). In this study, we aim to answer the following questions: (1) Has surface, average, or bottom water 
quality of select Connecticut reservoirs changed in recent decades? (2) How has air temperature and 
wind speed near lakes changed? And, (3) how do changing air temperature and wind speed affect 
reservoir water quality? 
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3.2 Methods 
Reservoir depth profile data 
The South Central Connecticut Regional Water Authority provided in situ water quality depth profile 
data for five reservoirs – Lake Whitney, Lake Dawson, Lake Watrous, Lake Gaillard, and Lake 
Saltonstall. Data includes surface, average, and bottom water temperature (°C), dissolved oxygen (% 
SAT), pH, specific conductivity (nS cm-1), turbidity (NTU), and total RTRM (unitless). In addition, we 
use vertical water temperature profile data to compute total RTRM (Birge & Juday, 1914; Kortmann et 
al., 1982) (Eq. 1). 
total RTRM = ∑
Density of the Upper Layer −Density of the Lower Layer
Density at 5°C −Density at 4°C
𝑏𝑜𝑡𝑡𝑜𝑚
𝑠𝑢𝑟𝑓𝑎𝑐𝑒                       (1) 
Measurements for Lake Whitney, Lake Dawson, Lake Watrous, and Lake Gaillard were taken over a 
16-year period from 2003-2018, while measurements in Lake Saltonstall were taken over a slightly 
shorter 14-year period from 2005-2018. Depth profile measurements were taken at one sampling point in 
each lake, once monthly from April-October, using a submersible multiparameter water quality probe 
every 1 meter, beginning at the reservoir surface and ending just above the reservoir bottom, except for 
Lake Saltonstall. The max sampling depth in Lake Saltonstall was 12 m which is short of the average 
depth of 13.2 m. However, we estimate that the sampling point likely represents the lake well given the 
portion of the lake included up to 12 m represents approximately 91% of the lake volume. 
Wind speed and air temperature data 
Observed and statistically downscaled (i.e., 1/24th degree resolution, approximately 4km) daily air 
temperature and wind speed data over forty years from 1/1/1979-12/31/2018 is obtained from the 
gridMET dataset (publicly available at http://www.climatologylab.org/gridmet.html; Abatzoglou, 2013). 
The gridMET data for each reservoir is taken from the grid cell where the reservoir is located. Daily mean 
air temperature is calculated by taking the average of the daily max and min air temperature. Daily mean 
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wind speed at 10m height used to assess long-term changes in wind speed and is calculated from the 
eastward and northward wind vectors, u (wind speed from the west) and v (wind speed from the south).  
To represent the effects of climate change, model-based historical (1971-2000) and future (2041-
2070) max and min air temperature, and wind velocity from the west and east direction, corresponding to 
each lake are taken from MACAv2-METDATA dataset (publicly available at 
https://climate.northwestknowledge.net/MACA/data_csv.php; Abatzoglou & Brown, 2012). MACAv2-
METDATA is a statistically downscaled climate database produced by applying the Multivariate 
Adaptive Constructed Analogs (MACA) approach (Abatzoglou & Brown, 2012) to 20 Coupled Model 
Inter-Comparison Project Phase 5 (CMIP5) GCMs, using gridMET as the training data. RCP 8.5 was 
chosen for this analysis because greenhouse gas emissions have followed this scenario over the past 
decade (Sanford et al., 2014). HadGEM2-CC365 from the UK Met Office, CCSM4 from NCAR (U.S.), 
and GFDL-ESM2M from NOAA GFDL (U.S.) are used for analysis because they closely track available 
observations and capture a range of temperature sensitivity for Connecticut (Seth et al., 2019). Sensitivity 
is based on the expected time it will take for surface air temperature to reach a 2 °C increase relative to 
2000 under RCP 8.5 based on the model projections (Miao et al., 2014). Models where it takes longer to 
reach the threshold 2 °C increase are considered less temperature sensitive. CCSM4 and GFDL-ESM2M 
have low-medium temperature sensitivity for Connecticut, while HadGEM2-CC365 has medium-high 
temperature sensitivity for Connecticut.  
Evaluating the significance of long-term trends 
Unique time series regression models are developed to assess changes in surface (upper 2m of the 
water column), average (total water column), and bottom (lower 2m of the water column) water quality 
trends in the study reservoirs; including water temperature, dissolved oxygen, pH, specific conductivity, 
and turbidity. Changes in total RTRM are also evaluated. The significance of trends depend on the noise 
of the data which depends on the variability (both natural and analytical), autocorrelation (seasonal and 
interannual cycles), and the length of the data period (Tiao et al., 1990, Weatherhead et al., 1998, Henson 
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et al., 2016; Staniec & Vlahos, 2017). Water quality trends are evaluated using an approach which isolates 
long-term trends from autocorrelation in data and noise due to natural variability. Prior work by Staniec 
and Vlahos (2017) found that less time is required to verify linear trends using three 4-month bins 
(February-May, June-September, and October-January) compared to six 2-month bins, four 3-months, 
two 6-month bins, or one 12-month bin. Using 4-month binned averages helps to reduce the amount of 
noise in the time series associated with seasonal cycling (Staniec & Vlahos, 2017). This method requires 
equal temporal intervals between datapoints. Because only data from April-October is available, we use 
October data as a proxy for the October-January bins, and April-May data as a proxy for the February-
May bins. We recognize that the October-January bin may have high uncertainty because October is a 
turnover month, meaning that water quality measurements taken in October may vary greatly depending 
on the exact sampling date and year, however this did appear to have greatly impacted our assessment of 
annual trends. We assess long-term trends using these proxies for the 4-month binned averages (February-
May, June-September, and October-January).  
Building on this method further, we developed multiple regression linear time series models which 
can account for seasonal variation in the magnitude (slope) of trends. We fit two multiple regression 
models (varying intercepts and slopes) for each variable and conduct a Likelihood Ratio Test to select the 
most reasonable model (see: Eq. 2 and 3).  
?̂?𝑖,𝜔(𝑡) =  µ0𝐷 +  µ1𝐹 +  µ2𝐴 + 𝜔𝑋(𝑡)  +  N(t)                                       (2) 
?̂?𝑖,𝜔(𝑡) =  µ0𝐷 +  µ1𝐹 +  µ2𝐴 + 𝜔0𝑋(𝑡)  +  𝜔1𝑋(𝑡)  + 𝜔2𝑋(𝑡) + 𝑁(𝑡)                    (3) 
Here, ?̂?𝑖,,𝜔(𝑡) is the time series data (e.g., parameter at time t), 𝜔 is the magnitude (slope) of the trend, 
𝑋(𝑡) is time, and 𝑁(𝑡) is the noise of the data which depends on the variability (both natural and 
analytical), autocorrelation (seasonal and interannual cycles), and the length of the data period (Tiao et 
al., 1990, Weatherhead et al., 1998, Henson et al., 2016; Staniec & Vlahos, 2017). In Eq. 2, the same 
(average) slope is used for each seasonal bin but the October-January (µ0𝑑), February-May (µ1𝑓), and 
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June-September (µ2𝐴) y-intercepts are allowed to vary. In Eq. 3, the y-intercepts and slope values (𝜔𝑖) 
are allowed to vary for each seasonal bin.  
        A Likelihood Ratio Test is conducted to compare the models. The Likelihood Ratio Test is based on 
the F test (Fotheringham et al., 2002, p. 94). If the test is significant (P ≤ 0.05), this suggests Eq. 3, the 
model with varying seasonal slopes, is the better model and should be used to assess trends for that 
parameter. If the test is not significant, then Eq. 2, the annual model, is the better model. A Student’s t-
test is used to test for significance of the magnitude of the trend (Caldwell et al., 2014) consistent with 
prior studies (Decremer et al., 2014; Levine & Berliner, 1999). Significant trends are those with 95% 
confidence (P ≤ 0.05) or better (P ≤ 0.01 or P ≤ 0.001).  
Evaluating observed relationships and projecting future change in wind speed and air temperature  
        The relationship between monthly surface, average, and bottom water quality data from April-
October for each reservoir and daily observed and statistically downscaled air temperature and wind 
speed from the gridMET dataset is assessed using linear regression. Specifically, the relationship between 
the 1-365 day antecedent air temperature and wind speed averages and each water quality parameter is 
evaluated to find the average that has the strongest linear relationship (i.e., highest R2) with the water 
quality parameter on the next day (see Fig. 2).  
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Fig. 2: Graphic showing methodology used to determine the relationship between air temperature (T) and wind 
speed with water quality parameters. Here, the relationship between air temperature (A-C) and wind speed (D-F) 
and total Relative Thermal Resistance to Mixing (RTRM) are shown as an example. 
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The information provided by R2 and the slope of the regression indicates the strength and sign (positive or 
negative) of the correlation.  
        Historical (1971-2000) and future (2041-2070) air temperature and wind speed are projected under 
RCP 8.5 using downscaled climate data averaged from the 3 GCMs described earlier (CCSM4, GFDL-
ESM2M, and HadGEM2-CC365). Monthly average air temperature and wind speed across all lakes 
during the historical and future climate periods are compared and a 2-tailed t-test is conducted to compare 
the means for each month. Again, significant changes are those with 95% confidence (P ≤ 0.05) or better 
(P ≤ 0.01 or P ≤ 0.001). 
3.3 Results 
Reservoir water quality trends & air temperature and wind induced impacts 
        Model coefficients, Likelihood Ratio Test results, and significance test results based on the Student’s 
t-test for each parameter and lake are included in Appendix 6.1, Supporting Material, Table 1. Results 
suggest the simpler linear trend model (Eq. 2), using the same slope for each bin, is appropriate in most 
cases. However the more complicated model (Eq. 3), using different slopes for each bin, is a better fit for 
surface, average, and bottom temperature trends in Lake Dawson, and for surface dissolved oxygen trends 
in Lake Saltonstall. For all other lakes and parameters, Eq. 2 is used to evaluate trends. Results from the 
regression between air temperature and wind speed with each water quality parameter including R2, the 
number of days used in the best fit air temperature and wind speed averages, slope, intercept, standard 
error, significance F, and Pearson Correlation Coefficients for each lake and parameter are reported in 
Appendix 6.1, Supporting Material, Tables 2a and 2b.  
        Water temperature – Annual surface water temperature in Lake Whitney, Lake Watrous, Lake 
Gaillard, and Lake Saltonstall is increasing by 0.05 to 0.11 °C yr-1 (total increase of approximately 0.77 to 
1.69 °C from 2003-2018), though this trend is only significant in Lake Gaillard (P ≤ 0.01), where surface 
temperature is increasing by 0.113 °C yr-1 (total increase of 1.69 °C from 2003-2018). Annual average 
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water temperature is decreasing in Lake Whitney and Lake Watrous, and increasing in Lake Gaillard and 
Lake Saltonstall, though none of these trends are significant. Annual bottom water temperature is 
decreasing in Lake Whitney, Lake Watrous, Lake Gaillard, and Lake Saltonstall by -0.05 to -0.10 °C yr-1 
(total decrease of approximately -0.75 to -1.35 °C from 2003-2018), and the trend is significant in Lake 
Gaillard and Lake Saltonstall (P ≤ 0.05), where bottom temperature is decreasing by -0.05 °C yr-1 and -
0.10 °C yr-1, respectively. In Lake Dawson, Eq. 3 is used to assess annual surface, average, and bottom 
temperature trends. February-May and June-September surface and average water temperature is 
increasing, though increases in February-May are occurring over 3 times faster compared to increases in 
February-May, and only February-May trends are significant (P ≤ 0.01). February-May surface and 
average water temperature is increasing rapidly by 0.37 °C yr-1 and 0.27 °C yr-1 (total increase of 5.49 and 
4.01 °C from 2003-2018), respectively. On the contrary, surface, average, and bottom temperature trends 
in January-October are all decreasing significantly by -0.202 °C yr-1, -0.239 °C yr-1, and -0.314 °C yr-1 (P 
≤ 0.01), respectively. This is a total decrease of -3.03 °C, -3.58 °C, and -4.71 °C over sixteen years from 
2003-2018.  
        Across lakes, surface, average, and bottom water temperature increase with persistent high air 
temperatures and decrease with persistent high wind speeds. Surface water temperature responds to 
changes in air temperature over the shortest period of time (8-21 days), followed by average water 
temperature (25-48 days), and bottom water temperature (69-233 days). Surface and average water 
temperature are also influenced by wind speed but over a longer period of time compared to air 
temperature. Surface water temperature responds to changes in average wind speed over 38-50 days while 
average water temperature responds to changes in average wind speed over 50-65 days. Both surface 
water temperature and average water temperature are highly correlated with antecedent mean air 
temperature averages and antecedent mean wind speed averages (R2 = 0.91 ± 0.03), however air 
temperature is the most influential parameter determining water temperature. The range of R2 values for 
bottom water temperature estimates using antecedent mean air temperature averages and antecedent mean 
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wind speed averages is high, ranging from 0.29-0.65, depending on the lake. This suggests other factors 
in addition to air temperature and wind speed may be more important for determining bottom water 
temperature in lakes than they are for determining surface or average temperature. On average, simple 
linear regression indicates that 36 ± 11 day antecedent air temperature averages can predict surface water 
temperature on a given day with an R2 of 0.91 ± 0.03. Similarly, 60 ± 6 day antecedent wind speed 
averages can predict average water temperature on a given day with an R2 of 0.79 ± 0.05. 
        Thermal stability – Annual total RTRM is increasing in all lakes by approximately 2.59 to 3.71 yr-1 
(total increase of approximately 39 to 56), and increases are significant in 4 out of 5 lakes (all except Lake 
Saltonstall). 8 ± 4 day antecedent air temperature averages are positively correlated with total RTRM with 
an R2 between 0.69-0.90 depending on the lake, indicating persistent high air temperature over a week or 
so leads to higher total RTRM. For wind speed, 25 ± 7 day antecedent wind speed averages are negatively 
correlated with total RTRM with an R2 between 0.38 to 0.72 across lakes, meaning persistent high wind 
speed over a month or so leads to lower total RTRM.  
        Dissolved oxygen – Lake Whitney, Lake Dawson, Lake Watrous, and Lake Gaillard are experiencing 
significant increases in annual surface dissolved oxygen of 1.44 to 1.74 % SAT yr-1 (P ≤ 0.05), and are 
becoming supersaturated with oxygen (i.e., greater than 100 % SAT) more often over time. In Lake 
Saltonstall, February-May and October-January surface dissolved oxygen is increasing by 2.5 % SAT yr-1 
and 1.2 % SAT yr-1, respectively (both significant, P ≤ 0.05), and June-September surface dissolved 
oxygen is increasing by 2.7 % SAT yr-1. Additionally, annual average dissolved oxygen is increasing in 
all five lakes by 1.46 % SAT yr-1, 1.24 % SAT yr-1, 0.72 % SAT yr-1, 0.85 % SAT yr-1, and 0.73 % SAT 
yr-1 in Lake Saltonstall, Lake Watrous, Lake Whitney, Lake Gaillard, and Lake Dawson, respectively (all 
significant with 95% confidence or higher). This is a total increase in dissolved oxygen of 15-35 % SAT 
at the surface and 11-19 % SAT on average, depending on the lake and time of year. Changes in annual 
bottom dissolved oxygen are not significant, suggesting a longer study period is needed to evaluate 
bottom dissolved oxygen trends.  
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        Persistent high air temperature over 13-78 days leads to lower average dissolved oxygen across all 
study lakes (R2 between 0.33-0.73, depending on the lake). Similarly, persistent high air temperature over 
11-106 days leads to lower bottom dissolved oxygen across lakes (R2 between 0.45-0.84, depending on 
the lake). On the other hand, persistent high wind speed over a longer period of time (39-127 days) leads 
to higher average and bottom dissolved oxygen with an R2 of 0.33-0.77 across all five lakes. Persistent 
average air temperature is a slightly better predictor of bottom water dissolved oxygen (R2 between 0.45-
0.84), compared to persistent average wind speed (R2 between 0.35-0.77). At the lake surface, these 
relationships between wind speed and air temperature are reversed in 4 out of 5 lakes, meaning that 
persistent higher air temperatures are associated with higher dissolved oxygen (R2 ≤ 0.02) and persistent 
high wind speeds are associated with lower dissolved oxygen at the surface (R2 between 0.04-0.28). 
While these relationships are not as strong, this result suggests other factors in addition to air temperature 
and wind speed are very important for determining surface dissolved oxygen trends.  
        Turbidity – Annual surface turbidity is decreasing in all lakes by -0.46 to -0.19 NTU yr-1, and this 
trend is only significant in Lake Whitney and Lake Saltonstall (P ≤0.05), where annual surface turbidity is 
decreasing by -0.19 NTU yr-1 and -0.12 NTU yr-1, respectively. This equates to a total decrease in surface 
turbidity of -2.82 NTU and -1.56 NTU over sixteen years in Lake Whitney (2003-2018) and fourteen 
years (2005-2018) in Lake Saltonstall. Annual average turbidity is also decreasing in all lakes by -0.03 
NTU yr-1 to -0.10 NTU yr-1, though this decrease is only significant in Lake Dawson and Lake Saltonstall 
(P ≤0.05), where annual average turbidity is decreasing by -0.10 NTU yr-1 in both. This equates to a total 
decrease in average turbidity of -1.32 NTU and -1.34 NTU over sixteen years in Lake Gaillard (2003-
2018) and fourteen years (2005-2018) in Lake Saltonstall. Changes in bottom turbidity are more variable 
across lakes in that bottom turbidity is increasing in Lake Whitney and Lake Saltonstall, and decreasing in 
Lake Dawson, Lake Watrous, and Lake Gaillard. However, bottom water turbidity trends are only 
significant in Lake Gaillard (P ≤0.05), where bottom turbidity is decreasing by -0.11 NTU yr-1. This 
equates to a total decrease in bottom turbidity of -1.64 NTU over sixteen years in Lake Gaillard.  
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        The relationship between antecedent air temperature and wind speed averages and surface turbidity 
are not very strong, but highest in Lake Dawson and Lake Gaillard. In Lake Dawson and Lake Gaillard 
higher air temperature and lower wind speed over 3-4 days and 9-36 days respectively, corresponds with 
lower turbidity. In Lake Whitney, this relationship is opposite. 
        pH – Annual surface pH is decreasing by -0.01 to -0.03 yr-1 in all lakes (significant in Lake Dawson 
and Lake Saltonstall, P ≤ 0.01) except Lake Watrous, where annual surface pH is increasing by 0.008 yr-1 
(not significant). In Lake Dawson and Lake Saltonstall, this equates to a total decrease in annual surface 
pH of -0.45 and -0.42 respectively over the 16-year study period. Annual average pH is decreasing in 
Lake Whitney, Lake Dawson, and Lake Saltonstall by -0.14 to -0.27 yr-1 (only significant in Lake 
Saltonstall, P ≤ 0.05). In Lake Saltonstall this equates to a total decrease in annual average pH of -0.36 
over the 16-year study period. In contrast, annual average pH in Lake Watrous and Lake Gaillard is 
increasing (not significant). Annual bottom pH trends are similar to average pH trends in that bottom pH 
is decreasing in Lake Whitney, Lake Dawson, and Lake Saltonstall and increasing in Lake Watrous and 
Lake Gaillard, however no bottom pH trends are significant.  
        Linear regression between pH and air temperature or wind speed averages are not as strong as they 
are for water temperature, total RTRM, or dissolved oxygen (all R2 ≤ 0.37). Nevertheless, Pearson 
Correlation results suggest air temperature and wind speed have an equal and opposite effect on surface, 
average, and bottom water pH. Meaning persistent high air temperatures lead to lower surface, average, 
and bottom pH, while persistent high wind speeds lead to higher surface, average, and bottom pH across 
lakes. However this is not the case in Lake Whitney and Lake Saltonstall, where persistent high air 
temperature over 4-5 days leads to higher surface pH (Pearson Correlation Coefficient ≥ 0.40) and 
persistent high wind speed over 10-16 days leads to lower surface pH (Pearson Correlation Coefficient ≥ 
0.40) in Lake Whitney and Lake Saltonstall.  
         Specific Conductivity – Annual specific conductivity is increasing significantly in all lakes (P ≤ 
0.001) by 2.53 nS cm-1 yr-1 to 11.56 nS cm-1 yr-1 at the surface, 2.39 nS cm-1 yr-1 to 11.58 nS cm-1 yr-1 on 
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average, and 2.50 nS cm-1 yr-1 to 13.05 nS cm-1 yr-1 at the bottom. Changes in surface, average, and 
bottom specific conductivity are similar within a given lake but rates of change vary across lakes. 
Average specific conductivity has increased by 173.40 nS cm-1 and 141.70 nS cm-1 total over the past 
sixteen years (2003-2018) in Lake Whitney and fourteen years (2005-2018) in Lake Saltonstall. The 
increase is less in Lake Dawson and Lake Watrous, where the average specific conductivity has increased 
by 83.52 cm-1 and 67.83 cm-1 over the last sixteen years (2003-2018), respectively. The increase is even 
less in Lake Gaillard, where average specific conductivity has increased by 35.90 cm-1 from 2003-2018. 
In summary, changes in Lake Whitney and Lake Saltonstall are approximately twice that of Lake Dawson 
and Lake Watrous, and over 3 times that of Lake Gaillard. All changes in specific conductivity are 
significant with 95% confidence or higher.  
        There is a slight positive relationship between specific conductivity and antecedent air temperature 
over a long time period, meaning a higher 135-365 day antecedent air temperature average is correlated 
with higher surface, average, and bottom water specific conductivity (i.e., correlation between 0.28 and 
0.57 depending on the lake). The relationship between antecedent wind speed averages and specific 
conductivity is not as clear across lakes.  
Historical trends and future projections of air temperature and wind speed 
         Historical trends – The significance of historical air temperature and wind speed trends are assessed 
similarly to water quality trends. Results suggest the simpler linear trend model (Eq. 2), using the same 
slope for each bin, is appropriate for assessing historical air temperature and wind speed trends. Model 
coefficients, Likelihood Ratio Test results, and significance test results based on the Student’s t-test for 
air temperature and wind speed trends are also included in Appendix 6.1, Supporting Material, Table 1. 
Air temperature at each reservoir location is increasing by 0.008 °C yr-1 to 0.017 °C yr-1 across lakes, 
though this increase is only significant at Lake Watrous and Lake Gaillard (P ≤ 0.05). This is a total 
increase of 0.54 °C and 0.66 °C over forty years at Lake Watrous and Lake Gaillard, respectively. 
Furthermore, assuming a linear trend, this is a total increase of 0.11 °C to 0.25 °C over sixteen years 
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depending on the lake. Annual wind speed is increasing significantly by 0.005 m s-1 yr-1 to 0.006 m s-1 yr-1 
at all lakes (P ≤ 0.001). This is a total increase of 0.19 to 0.30 m s-1 over forty years, or 0.07-0.08 m s-1 
over sixteen years. A deeper look at the monthly scale suggests observed air temperature is increasing 
significantly year-round, while wind speed is increasing significantly in October across lakes.  
         Future climate model projections – Past and future climate model projections under RCP 8.5 (i.e., 
the average of HadGEM2-CC365, CCSM4, and GFDL-ESM2M) are used to assess future changes in air 
temperature and wind speed. Results from this assessment are included in Appendix 6.1, Supporting 
Material, Table 3. According to the climate model projections, air temperature is increasing significantly 
during all months (P ≤ 0.001). Air temperature is expected to increase by 2.5 °C to 3.7 °C total over the 
70-year period from 2041-2070 to 1971-2000, which is an increase of 0.036 °C yr-1 to 0.053 °C yr-1 
depending on the lake. Wind speed changes are more variable throughout the year, with: (1) January, 
April, May, June, October, November, and December wind speed decreasing; (2) February, March, July, 
and August wind speed increasing; and, (3) no changes in wind speed in September. On average annual 
wind speed is expected to decrease by -0.05 m s-1 total over the 70-year period from 2041-2070 to 1971-
2000 across lakes, which is a decrease of -0.0007 m s-1 yr-1. However only changes in April, May, June, 
July, and October are significant (P ≤ 0.05), with April-June and October wind speed decreasing by -0.10 
m s-1 to -0.22 m s-1 total over the 70-year period and July wind speed increasing by 0.09 m s-1 over the 
same period.  
3.4 Discussion 
Higher air temperatures are likely responsible for the increase in annual thermal stability (i.e., total 
RTRM) and annual surface water temperature, especially during the spring and summer months; while 
increasing thermal stability associated with higher air temperatures likely combine to cause decreases in 
annual bottom water temperature. Persistent high air temperatures over a week or so lead to higher 
thermal stability across the study lakes, while persistent high wind speeds over approximately one month 
leads to lower thermal stability across all lakes. Also, water temperature increases with increasing average 
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air temperature over approximately one month and decreases with increasing average wind speed over 
approximately two months across all lakes. Air temperature impacts surface water temperature in the 
shortest amount of time compared to average and bottom water temperature. Air temperature impacts 
both water temperature and thermal stability over a shorter amount of time than wind speed, suggesting 
increases in air temperature may have more of an impact on thermal stability and surface water 
temperature than wind speed.  
In 4 out of 5 lakes, seasonal differences in water temperature trends were not significant. However, in 
Lake Dawson, February-May and June-September surface water temperature is increasing significantly, 
with February-May average water temperature increasing over 3 times faster than increases in June-
September. Also, in Lake Dawson average water temperature in October-January is decreasing 
significantly by about the same amount as February-May water temperature is increasing. These seasonal 
differences provide insights that may help explain long-term changes occurring in all of the study lakes. 
This suggests spring and summer surface and average water temperature may be increasing fast as a result 
of higher air temperatures and resulting increases in thermal stability. Earlier thermal stability would lead 
to reduced lake mixing early in the season, which would separate cool winter bottom waters from warmer 
surface water temperatures early in the year. Therefore, a fast increase in surface water temperature and 
total RTRM in spring may explain the increase in annual surface water temperature and decrease in 
bottom water temperature observed in the study lakes. Future projections of air temperature suggest air 
temperatures will continue to increase and cause increases in surface water temperature and thermal 
stability in the future. Changes occurring during the fall months are less clear, though decreasing October-
January average water temperature in Lake Dawson suggests the fall turnover may actually be occurring 
earlier.  
Impacts of future changes in wind speed on thermal stability and temperature are not clear due to 
discrepancies between observed trends and future projections of wind speed. Observed annual wind speed 
is increasing, however future projections of wind speed suggest wind speed will decline, especially in the 
spring months from April-May and in October. Regional variation in wind speed trends may explain 
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some of this inconsistency. For example, Siver et al. (2018) suggests April-August average wind speed 
declined 31% from 1985-2015 at Candlewood Lake, Connecticut which is located approximately 72 km 
northwest of the study lakes and further from the coastline. Therefore, it is possible changes in wind 
speed further south and closer to the coastline (i.e., where the study reservoirs are located) differ from 
inland changes in wind speed. On a much larger scale, the North Atlantic Oscillation (NAO) index (i.e., 
normalized sea-level pressure difference between the Azores and Iceland) quantifies large-scale 
atmospheric variability over the North Atlantic (Hurrell, 1995; Sarafanov, 2009), and interdecadal 
changes in the NAO index may impact westerly winds and storms, with stronger winds and storms 
occurring when the NAO index is high. The NAO index appears to have been relatively high over the 
study period from 2003-2018 (Hurrell & Phillips, 2018), and may have contributed to the higher observed 
wind speeds and dissolved oxygen. It is also possible the NAO index has a larger influence on lakes 
closer to the coast and may be partially responsible for regional inconsistencies. The future wind speed 
projections are consistent with Karnauskas et al. (2018) who found northern mid-latitude wind velocity 
may be declining as the climate warms due to large-scale reductions in air temperature differences 
between regions. However the future wind speed projections are likely uncertain due to the moderately 
complex land in the Northeast (e.g., high variation in elevation), and uncertainty in the vertical mixing 
strength of wind in the atmosphere (Hu et al., 2010; Frediani et al., 2016). Because of the potential 
influence of NAO and climate warming on wind speed, additional analysis and years of data are needed to 
determine weather future wind speeds will follow the historical trajectory (increase) or the climate model 
projections (decrease) in the future.   
Theoretically, increases in wind speed throughout the year should combat increases in thermal 
stability and should lead to more uniform water temperature trends. Therefore it is unclear how the 
observed increases in wind speed may be influencing the observed changes water temperature and 
thermal stability. If the future projections of wind speed are accurate, then declining spring wind speed 
combined with higher air temperatures could lead to even faster rates of increase in total RTRM in the 
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study lakes in the future. Lower spring wind speed would lead to even higher summer thermal stability 
since changes in average wind speed over 1-2 months greatly affects thermal stability. Prior work by 
Siver et al. (2018) supports the theory that bottom water temperatures may be declining due to decreases 
in spring wind speed and associated increases in thermal stability. Palmer et al. (2014) also found bottom 
water temperature is decreasing in Wisconsin lakes.  
While this research found bottom water temperatures are declining due to higher air temperatures and 
resulting increases in thermal stability, other scholars are predicting future warming of bottom waters 
(Butcher et al., 2015; Komatsu et al., 2007). For example, Butcher et al. (2015) suggests bottom water 
temperatures will increase about 33% based on a study of modulated thermal responses in 33 lakes across 
the U.S., while Komatsu et al. (2007) predicts bottom water temperature will increase in the Shimajigawa 
reservoir located in western Japan by 2.8 °C by the 2090s, compared to the 1990s. The contrasting vision 
of bottom water temperature may be because these studies evaluated annual trends but did not fully 
consider future changes in thermal stability. Alternatively lakes in different geographic locations and of 
varying shapes and sizes may be affected differently by these changes.  
Results suggest annual surface and average dissolved oxygen is increasing significantly across all 
lakes possibly due to the higher wind speeds observed across the year. Generally, we found lower air 
temperatures and higher wind speeds are associated with higher average dissolved oxygen across the 
study lakes. Increased atmospheric aeration due to high wind speed may directly put oxygen and CO2 into 
the water (Schippers et al., 2004). This result is consistent with Palmer et al. (2014) who found average 
dissolved oxygen is increasing in Wisconsin lakes. However, changes in bottom water dissolved oxygen 
are inconclusive. Other studies found declining bottom dissolved oxygen levels in lakes due to rising air 
temperatures, declining wind speed, and stronger thermal stability (e.g., Hutchinson, 1957; Foley et al., 
2011; Schmidtko et al., 2017). Here, decreases in bottom water temperature are likely counteracting 
expected decreases in bottom dissolved oxygen. It is also possible bottom water respiration is decreasing 
due to reduced algal productivity as suggested by the observed decrease in annual turbidity.  
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While we would expect dissolved oxygen to decrease with increasing water temperature, we found 
the opposite effect at the lake surface where higher air temperatures are associated with higher surface 
dissolved oxygen. This may be occurring because biology may be a stronger factor affecting dissolved 
oxygen at the lake surface. Prior work suggested a productivity increase of 50% in eutrophic freshwater 
systems is expected with a 50% increase in atmospheric CO2 (Schippers et al., 2004). Supersaturation of 
dissolved oxygen in water can only occur when primary production exceeds respiration, therefore the 
observed increase in surface dissolved oxygen supersaturation during summer may be indicative of 
increasing biological productivity. Both increases in wind speed and increased biological productivity in 
combination with increasing surface water temperatures may be driving annual surface and average 
dissolved oxygen upward in these freshwater lakes. Although we did not find a significant bottom water 
dissolved oxygen trend, solubility of oxygen decreases with increasing conductivity, which means these 
reservoirs may be more at risk of hypoxic conditions in the bottom waters as specific conductivity 
continues to rise. Without long-term chlorophyll-a data, it is unclear whether the increase in dissolved 
oxygen is due to increases in wind speed alone or if changes in biological productivity also increase 
dissolved oxygen. Nevertheless, if these trends persist into the future, higher air temperature and higher 
wind speed may lead to even greater increases in surface and average dissolved oxygen. However future 
projections of wind speed suggest April, May, June, July, and October wind speed may decline. Therefore 
future changes in dissolved oxygen are uncertain because future decreases in wind speed may reduce or 
reverse this increasing trend over time.   
Annual surface and average turbidity are decreasing in the study lakes indicating improved water 
clarity. On one hand, turbidity is decreasing most during the summer months suggesting higher total 
RTRM and reduced lake mixing in summer may be contributing to reduced sediment resuspension and 
lower turbidity. On the other hand, improved water clarity may mean there is reduced algal growth. This 
would support the theory that dissolved oxygen is increasing mainly due to increasing wind speed rather 
than increasing biological productivity. However the study lakes are becoming supersaturated with 
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oxygen at the surface more often during the summer which counteracts this idea. Additional research is 
needed to understand long-term changes in biological activity occurring in the reservoirs.  
Oxygen and CO2 oversaturation could also explain the reduction in pH observed in 4 out of 5 study 
reservoirs (Stets et al., 2017). Lower lake pH levels may create problems for water treatment such as an 
increase in soluble iron, phosphorus, and manganese. Changes in pH would be greater in individual lakes 
with lower buffering capacity and this capacity may continue to decrease over time as pH declines (Stets 
et al., 2017). 
Specific conductivity is increasing in all of the study lakes. Lake Whitney and Lake Saltonstall have 
higher amounts of impervious land cover (roads, buildings, etc.) in their watershed, and these two 
reservoirs also have higher water specific conductivity and have experienced the highest increase in 
specific conductivity over time. High levels of impervious surface in watersheds where road salt is 
applied to roadways is associated with high salinization rates in streams and in underlying aquifers that 
provide input to lakes (Kaushal et al., 2005; Perera et al., 2013). While little prior research exists on 
elevated chloride levels in Connecticut surface waters, a Connecticut Transportation Institute report 
(2015) mentions that sodium concentrations in raw intake water frequently exceed 28 mg L-1 in Lake 
Whitney and Mianus Reservoir in Connecticut. Prolonged chloride concentrations in the hundreds of mg 
L-1 have also been observed in heavily urbanized areas in Toronto and Baltimore (Health Canada, 2001; 
Kaushal et al., 2005). Kohlraush’s Law and the total capacity of each lake was used to determine how 
much salt would have needed to be applied to cause the observed increase in average specific 
conductivity (35.9-173.7 nS cm-1). If attributed entirely to addition of NaCl, the change in average 
specific conductivity in the study reservoirs could have been caused by an increase of 80-200 mg of NaCl 
per liter of water, depending on the lake. Theoretically 113-2994 pounds of dissolved road salt added to 
each of the lakes could account for this increase in average water specific conductivity observed. With 
approximately 200 pounds of salt and sand applied per lane mile, and an estimated 280,000-560,000 tons 
total used on Connecticut roads during snow and ice conditions (Connecticut Transportation Institute, 
2015), it is very likely winter road salt is causing the observed increase in specific conductivity. Kaushal 
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et al. (2005) found that if salinity continues to increase at the present rate, many surface waters in the 
northeastern U.S. will not be suitable for human consumption or freshwater life by the end of next 
century.  
3.6 Conclusion 
In this study, long-term changes in thermal stability and surface, average, and bottom water 
temperature, dissolved oxygen, specific conductivity, pH, and turbidity are evaluated from 2003-2018 in 
four Connecticut drinking water reservoirs and from 2005-2018 in a fifth reservoir. In addition, the 
importance of changes in wind speed and air temperature on each water quality parameter is assessed over 
the same time period for each lake. Finally, future changes in air temperature and wind speed are 
projected out to midcentury (2041-2070) using General Circulation Model averages under RCP 8.5 to 
provide insights into possible future changes.   
Surface water temperatures are increasing, bottom water temperatures are decreasing, and thermal 
stability is increasing in the study lakes mainly as a result of increasing air temperatures. Surface water 
temperature may be increasing faster in February-May, while average water temperature may be 
decreasing in October-January, suggesting spring stratification and the fall turnover may both be 
occurring earlier in the year. A faster rise in surface water temperature and thermal stability in spring may 
explain the increase in annual surface water temperature and decrease in annual bottom water temperature 
observed in most of the study lakes.  
There is a strong relationship between persistent high air temperatures occurring over 1-2 weeks and 
increases in thermal stability on the following day. Consequently, it is likely rising air temperature and 
subsequent increases in thermal stability are driving surface water temperature up and bottom water 
temperature down. These changes are not likely driven by the observed increases in annual wind speed 
because higher wind speeds over 2-5 weeks are linked to lower thermal stability. Future projections 
suggest air temperature will continue to increase while spring wind speed is expected to decline by 
midcentury. If these future projections are accurate, then the decline in spring wind speed combined with 
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higher air temperatures will likely lead to even greater increases in surface water temperature, decreases 
in bottom water temperature, and increases in thermal stability in the study lakes in the future. 
Annual surface and average dissolved oxygen levels are significantly increasing in all five study 
reservoirs, with surface dissolved oxygen increasing at a faster rate than average dissolved oxygen. The 
observed increase in surface and average dissolved oxygen in the reservoirs is likely due to a combination 
of increased atmospheric aeration due to higher wind speeds and higher biological productivity associated 
with higher air temperatures. All lakes are becoming supersaturated with oxygen more often in the 
summer which suggests biology may be a significant factor affecting dissolved oxygen at the lake surface 
during the summer. Future changes in dissolved oxygen may continue on the current trajectory or may be 
offset by projected future decreases in spring wind speed.  
Changes in specific conductivity, pH, and turbidity are not greatly affected by climate, yet some of 
these parameters are changing over time for other reasons. Annual surface, average, and bottom specific 
conductivity is increasing significantly in all five lakes, and the two reservoirs with the highest percentage 
of impervious surfaces in their watershed are experiencing the greatest increase. These increases are 
consistent with what would be expected if increases are driven by road salt application and subsequent 
runoff and shallow aquifer inputs into lakes. Gradual salinization of reservoirs due to winter road salt 
application may have profound impacts on drinking water quality and treatment over time including the 
mobilization of iron, phosphorus, manganese, radium, and radon. The additional financial costs and 
potential human health impacts of road salt application are not currently accounted for, nor are the 
impacts on biology. Surface pH is decreasing in 4 out of 5 lakes possibly as a result of CO2 
oversaturation. Changes in pH are greater in individual lakes with lower buffering capacity and this 
capacity may continue to decrease over time as pH declines, possibly leading to faster reduction in pH in 
some lakes in the future. In addition, surface and average turbidity is decreasing across all five lakes, 
possibly as a result of higher annual thermal stability and associated decreased vertical lake mixing and 
sediment resuspension or reduction in biological activity. 
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Overall, this research quantifies historical trends and provides insights into future changes in reservoir 
water quality in Connecticut. Whole lake dynamics are not fully represented by discrete monthly vertical 
profile samples, suggesting that additional information would be gained by future studies observing 
changes in the water quality parameters at higher temporal and spatial resolution. Missing winter data 
made it difficult to parse out seasonal changes in quality, therefore it is especially important for future 
studies to include full winter data if possible. Despite these limitations, many of the observed annual 
water quality trends have high certainty (i.e., 95% confidence). The observed changes in quality may have 
large impacts on reservoir water quality and treatment in the future. Studies should attempt to understand 
the costs and benefits of the changes brought to light and their associated impacts on drinking water 
treatment processes. For instance, future studies should aim to draw a more direct link between road salt 
usage, higher sodium and chloride levels in drinking water reservoirs, and the economic impacts of 
associated decreases in raw water quality. Findings may be generalizable to other freshwater reservoirs in 
Connecticut, the Northeast U.S., and north temperate regions broadly.  
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4 Future projections of lake temperature, thermal stability, and implications for cyanobacteria 
blooms in Connecticut, U.S.A. reservoirs amidst a warming climate 
4.1 Introduction 
Global warming induced changes in lake surface water temperature and thermal stability threaten the 
quality of freshwater resources around the world (Adrian et al., 1995; Magnuson et al., 1997; Arhonditsis 
et al., 2004), including reservoirs used for drinking water supply (Delpla et al., 2011). Studies of 
historical trends have shown lake surface water temperatures are warming, thermal stability is increasing, 
and lakes are becoming stratified earlier in the year (see Chapter 3). Warmer surface water temperatures 
and stronger thermal stability are also linked to higher biological growth (Downing & Duarte, 2009; 
Descy et al., 2017), and cyanobacteria blooms (Paerl & Huisman, 2009; Wagner & Adrian, 2009; Rigosi 
et al., 2014; Persaud et al., 2015). Scholars have begun to examine climate change impacts on surface 
water temperature and algal productivity, especially in moderate sized and large temperate lakes (King et 
al., 1998; Dobiesz & Lester, 2009; Piccolroaz, 2016; Deng et al., 2018). Yet few studies evaluate impacts 
on small temperate lakes, and to our knowledge no prior studies have assessed future changes in lake 
thermal stability using air temperature projections from state-of-the-art GCMs. This study addresses this 
gap in understanding by: (1) developing empirical models for predicting daily surface, average, and 
bottom water temperature, and thermal stability using daily air temperature; (2) evaluating future changes 
in water temperature and thermal stability driven with statistically downscaled historical (1971-2000) and 
future (2041-2070) air temperature projections from GCMs; and, (3) providing insights into how climate 
induced changes in water temperature and thermal stability may affect the prevalence of cyanobacteria 
blooms in the future. 
Climate impacts on lakes vary depending on geographic location (Livingstone & Dokulil, 2001), 
catchment features including lake shoreline and watershed characteristics (Kratz et al., 1997), lake 
morphometry (Magnuson et al., 1990), and lake history (Blenckner, 2005). North temperate lakes are 
potentially more vulnerable to climate warming than lakes in other geographic locations, because 
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increases in air temperature over past centuries have been greatest in northern latitudes (Giorgi et al., 
2005). However, prior research indicates climate warming induced impacts on thermal stability may vary 
depending on differences in lake morphology (i.e., surface area, surface shape, underwater form and 
depth, and shoreline irregularity), even in lakes that are located in the same geographic area (Fee et al., 
1996; Blenckner, 2005). Biological responses are complex and are more likely to vary across lakes in the 
same geographical area. Lake history may also affect how lakes respond to climate forcings (Blenckner, 
2005). For example, historical land use in the catchment area can contribute nutrients to lakes and 
promote harmful algal blooms. Blooms may continue for many years even if nutrient loads have declined 
via internal nutrient recycling from sediments (Ahlgren, 1976). Lakes affected by historical nutrient 
loading may become eutrophic under climate warming due to internal release of phosphorus from 
sediments (Hamilton et al., 2002). Finally, lakes impacted by other human disturbances such as 
acidification (e.g., from road salt application) may respond differently to climate induced changes than 
lakes with a different history (Blenckner, 2005). 
A study of 235 globally distributed lakes from 1985-2009 found lake surface water temperature is 
warming by approximately 0.34 °C per decade on average (O’Reilly et al., 2015). Summer surface water 
temperatures in large north temperature lakes (e.g., the Laurentian Great Lakes) are increasing at a faster 
rate compared to the global average (Schneider & Hook, 2010; O’Reilly et al., 2015). Winter surface 
water temperatures are also increasing and leading to more frequent ice-free days from February-April in 
small, north temperate lakes (Mishra et al., 2011). Prior studies on historical changes in lakes also indicate 
lakes are becoming thermally stratified earlier in the year, and that stratified conditions are lasting longer. 
For example, Siver et al. (2018) assessed changes in thermal stability in a Connecticut lake between 1985-
2015 and found that the strength of summer thermal stability is increasing. Elsewhere, stratified 
conditions are emerging 28 ± 6 days earlier in Lake Blelham, Tarn, England (Foley et al., 2011), 16 days 
earlier in Lake Washington, U.S. (Winder & Schindler, 2004), and 3 weeks earlier in Lake Heiligensee, 
Germany (Adrian et al., 1995). Prior research based on 26 lakes around the world from 1970-2010 
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suggests that lake morphometry (average depth, surface area, and volume) and average lake temperature 
affect lake thermal stability, and deeper lakes with higher average water temperatures are more likely to 
experience large changes in thermal stability over time (Kraemer et al., 2015).  
Warm, calm, lake conditions during summer months are ideal for cyanobacteria growth (Elliott et al., 
2006; Jöhnk et al., 2008; Paerl & Huisman, 2008), and cyanotoxin production in freshwater lakes (Huber 
et al., 2012; Taranu et al., 2012; Bosse et al., 2019). Prior studies found warm water temperatures coupled 
with persistent thermal stability during the summer months correlated with cyanobacteria bloom 
formation and maximum biomass in two moderately sized temperate lakes [i.e., Brandy Lake, Canada 
(Persaud et al, 2015); and Müggelsee Lake, Germany (Wagner & Adrian, 2009)]. Recent research also 
suggests cyanotoxins in lakes are increasing with rising regional temperatures due to associated increases 
in the dominance of toxin-producing cyanobacteria (Pilon et al., 2019). Studies suggest surface water 
temperatures above 25 °C may trigger cyanobacteria blooms if nutrient levels are also high (Yasarer & 
Sturm, 2016). However, optimal growth rates for toxin producing Microcystis aeruginosa are between 
28–29 °C (Thomas & Litchman, 2016), and production of microcystin-LR is highest at approximately 26 
°C (Crettaz et al., 2017). Another study of multiple cyanobacteria species found slightly higher 
temperatures (30.6 ± 2.3 °C) were associated with optimal growth rates on average (Nalley et al., 2018), 
which for north temperate regions may only occur during the summer (Robarts & Zohary, 1987).  
Cyanotoxins may be harmful to humans and animals if ingested, inhaled, or contacted directly by skin 
(Zanchett & Oliveira-Filho, 2013; Trevino-Garrison et al., 2015). Consequently, scientists and health 
organizations around the world are concerned with protecting the health of the public, animals (including 
pets), and lake ecosystems from cyanotoxins. But protecting people and animals from cyanotoxins is not 
straightforward. For example, not all cyanobacteria species produce toxins, and different species produce 
toxins with variable health affects (Hudon et al., 2016). Research also suggests that cyanotoxins can be 
present (or absent) among low to high density algal blooms (Subbiah et al., 2019). This means that 
cyanobacteria may produce toxins exceeding the threshold levels for drinking water at low, moderate or 
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high cell counts (WHO, 2003; O’Keeffe, 2019). A further complication is that algal species and toxin data 
are often not available and that current toxicological data is insufficient to set specific guidelines for all 
known cyanotoxins (Ibelings et al., 2014; Farrer et al., 2015), despite at least 46 strains of cyanobacteria 
with known toxic effects in vertebrates (Sivonen & Jones, 1999). 
At this time, typically the World Health Organization (WHO, 2003) guidelines that relate 
cyanobacteria biomass (cells mL-1) to toxin risk are used to inform drinking water guidelines and 
regulations. According to their guidelines, if Microcystis-dominated algal blooms are present, then a 
density of 100,000 cells mL-l and 20,000 cells mL-l of cyanobacteria biomass is equivalent to 
approximately 20 ppb and 2-4 ppb of Microcystin-LR, respectively (Pilotto et al., 1997; Sivonen & Jones, 
1999). In addition, the U.S. Environmental Protection Agency suggests a toxin guideline of 14 ppm to 
prevent adverse human health effects from human exposure to microcystin-LR (EPA 1989, 1997, 2003). 
Based on these prior studies, the Massachusetts Department of Public Health (MDPH) estimated a cell 
count of 70,000 cells mL-1 would correspond to a toxin level of approximately 14 ppb of toxin in 
Microcystis-dominated algal blooms (MDPH, 2014). While these guidelines were developed based on 
exposure to microcystin-LR, they can be used to provide a conservative risk level estimate for any 
cyanotoxin (Graham et al., 2009; Ibelings et al., 2014; MDPH, 2014).  
Herein, we address the following research questions: (1) What is the relationship between air 
temperature, water temperature, and thermal stability in Connecticut reservoirs? (2) How may climate 
warming affect water temperature and thermal stability by midcentury? And, (3) How might future 
changes in lake water temperature and thermal stability affect the occurrence of cyanobacteria blooms? 
To answer these questions, we use data from six small, temperate reservoirs in Connecticut to evaluate 
observed relationships between air temperature, water temperature, and thermal stability over a 16-year 
period from 2003-2018 and water temperature, thermal stability, and cyanobacteria blooms over a 8-year 
period from 2011-2018. We use downscaled, GCM-projected climate forcing to assess potential future 
changes in water temperature and thermal stability. Finally, we examine how future increase of water 
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temperature and thermal stability may affect the occurrence of high-risk cyanobacteria blooms in the 
study reservoirs. We focus on Connecticut reservoirs as a case study because: (1) Connecticut shows 
significant increasing trends in annual air temperature (0.54 °C per decade) since 1895 (Seth et al., 2019; 
Lynch et al., 2016); (2) Connecticut is situated in the Northeast where air temperatures are increasing 
faster than any other region in the contiguous U.S. (Karmalkar & Bradley, 2017); and, (3) studies show 
the Northeast U.S. will likely experience the largest increases in harmful cyanobacteria bloom occurrence 
due to both increasing water temperature and nutrient loading (Chapra et al., 2017).  
4.2   Methods 
Case study reservoirs 
        The six Southeastern Connecticut reservoirs included in this study – Lake Whitney, Lake Dawson, 
Lake Glen, Lake Watrous, Lake Gaillard, and Lake Saltonstall – are small to moderately sized with 
varying watershed land cover. All are man-made reservoirs except for Lake Saltonstall. 4 out of 6 
reservoirs are in highly forested areas (Glen, Watrous, Dawson, Gaillard), one is in a more highly 
urbanized area (Whitney), and one is in a mixed suburban and forested area (Saltonstall). Figure 3 shows 
the location of the study lakes and surrounding land cover while Table 1 summarizes watershed 
characteristics, morphometric and physical lake characteristics.  
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Fig. 3: Location of study reservoirs and watersheds with color-coded land cover. Watersheds are outlined in red and 
open water is highlighted light blue. Sampling locations in each reservoir are marked with a black circle. Publicly 
available United States Geological Survey Gap national land cover data derived from 2011 imagery (USGS, 2011) 
and watershed boundary shapefiles were used to estimate watershed land cover for each reservoir. The ‘Developed 
and Other Human Use’ land cover (highlighted yellow) also includes agricultural land, developed vegetation, and 
recently disturbed or modified land. The ‘Forest and Natural’ land cover (highlighted green), also includes 
woodland, introduced and semi natural vegetation, and nonvascular and sparse vascular rock vegetation. For more 
information on the land cover definitions see, USGS (2011). Latitudes and longitudes were recorded in decimal 
degrees in North American Datum of 1983. This map was created using ArcMap version 10.4.1 (ESRI Inc., 
Redlands, CA).   
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Table 1:  Relevant reservoir characteristics and percent watershed land cover types are presented. Total capacity 
is the total reservoir volume at the spillway elevation. Developed watershed land cover includes agricultural land, 
developed vegetation, and recently disturbed or modified land. Natural land cover includes forest, woodland, 
introduced and semi natural vegetation, and nonvascular and sparse vascular rock vegetation. For more 
information on the watershed land cover definitions see, USGS (2011). 
Lake Whitney Dawson Glen Watrous Gaillard Saltonstall  
Average 
Depth (m) 
4.7 4.7 5.6 5.8 13.1 13.2 
Max Depth 
(m) 
9 11 13 13 29 36 
Max Sampling 
Depth (m) 
9 11 9 12 22 
8 (site A), 12 
(site B) 
Total Capacity 
(m3) 
3,353,873 1,332,464 594,309 2,460,517 59,203,812 20,819,755 
Surface Area 
(m2) 
720,341 284,494 105,218 424,920 4,512,249 1,578,275 
Watershed 
Area (m2) 
95,121,459  2,091,258 4,333,622  8,832,604 20,603,862  6,682,491  
Residence 
Time1 (yrs.) 
0.06 ± 0.01 1.06 ± 0.30 0.23 ± 0.06 0.46 ± 0.13 5.02 ± 0.97 6.03 ± 1.69 
Watershed 
Land Cover 
(%) 
49% developed, 
50% natural, 
1% water 
13% developed, 
72% natural, 
15% water 
14% developed, 
84% natural, 
2% water 
14% developed, 
81% natural, 
5% water 
6% developed, 
72% natural, 
22% water 
21% developed, 
54% natural, 
25% water 
1Residence times were computed by dividing the total capacity of the reservoir by the annual inflow, assuming 
reservoirs are filled to their max capacity at the spillway elevation. We estimate annual inflow assuming 50% of 
the average annual precipitation over the watershed each year from 1998 to 2016 is runoff/streamflow into the 
reservoir. Annual precipitation is calculated from observed daily and monthly precipitation data from gauges 
throughout the region supplied by the South Central Connecticut Regional Water Authority. Finally, we assume 
all stream diversions are open.  
Data and statistical analyses 
The South Central Connecticut Regional Water Authority provided long-term, in situ depth profile 
data including water temperature and phycocyanin fluorescence (an indicator of cyanobacteria biomass) 
for the six study reservoirs. Profile measurements were taken monthly from April to October each year 
using a submersible multiparameter water quality sonde. All measurements were taken at one sample 
location in each reservoir except for Lake Saltonstall, which has two sampling sites (Fig. 3). 
Measurements begin at the water surface (0m) and end 1m above the reservoir bottom. Water temperature 
measurements were taken over a 16-year period from 2003-2018 in all but Lake Saltonstall B where 
measurements were taken over a slightly shorter, 14-year period from 2005-2018. Cyanobacteria biomass 
data is available for an 8-year period from 2011-2018, with 2011 corresponding to the year the 
submersible probe for measuring phycocyanin fluorescence was added. The device makes reliable 
estimates for cyanobacteria biomass (R2  = 0.73-0.83) in vivo in units of cells mL-1 (Izydorczyk et al., 
2005; Brient et al., 2008; Janex-Habibi et al., 2011; Zamyadi et al., 2012), compared to the International 
40 
 
Organization for Standardization method (R2 = 0.97, p < 0.05, between methods) (Gregor and Maršálek, 
2004). Cyanobacteria biomass estimates are generally insensitive to interference from chlorophyll-a, 
turbidity, and dissolved organics, but humic substances (solid organic compounds) or very dense algal 
blooms can cause overestimation (Gregor & Maršálek, 2004). A few high bottom water cyanobacteria 
measurements greater than 4 standard deviations away from the mean were discovered during data 
cleaning. These measurements, likely caused by sediment resuspension when the sonde was bounced off 
the lake bottom before measurement (Gregor & Maršálek, 2004), were removed before analysis.  
Here, we use a combination of laboratory data indicating species information, and cyanobacteria 
biomass cell counts to consider risks posed by any common, toxic, blooming cyanobacteria species. 
Specifically, total cyanobacteria biomass consisting of less than 20,000 cells mL-1 is considered low-risk, 
between 20,000-70,000 cells mL-1 is considered moderate-risk, and over 70,000 cells mL-1 is considered 
high-risk. We compute the depth integrated total cyanobacteria biomass, integrated every 1m beginning at 
the surface and ending 1m above the reservoir bottom, to assess general risk posed by high amounts of 
cyanobacteria biomass in reservoirs. We do this to provide a more conservative risk level estimate 
because cyanobacteria blooms may occur at any water depth. For this analysis, we define surface water 
temperature as the integrated water temperature from the lake surface down 2m (i.e., average temperature 
of depths ~0, ~1.0, and ~2.0m). We define bottom water temperature as the bottom 2m of the depth 
profile. Average water temperature is the average temperature integrated over the whole depth profile.  
A well-established measure of lake thermal stability (Birge, 1910; Birge & Juday, 1914; Kortmann et 
al., 1982), Relative Thermal Resistance to Mixing (RTRM), was used to quantify thermal stratification in 
the study lakes. RTRM is a dimensionless value which quantifies the strength of density differences 
between layers of the water column based on the vertical temperature gradient, which is a function of 
thermal stability in the water column (Eq. 4).  
RTRM =
Density of the Upper Layer −Density of the Lower Layer
Density at 5°C −Density at 4°C
                             (4)  
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Total RTRM indicates the total water column stability (additive), while max RTRM identifies the location 
and intensity of the thermocline (steepest density gradient).  
Statistical analyses are used to identify environmental conditions (surface water temperature, average 
water temperature, bottom water temperature, total RTRM, and max RTRM values) that correlate with 
total cyanobacteria biomass over the observed period in each of the six study lakes. Laboratory sample 
data from 2014-2018 compliment the cyanobacteria biomass data and indicate which species of toxin-
producing cyanobacteria were present and dominating in the study reservoirs during past blooms. Species 
information is included here even though we lack toxin data, because potentially any amount of 
cyanobacteria can be a risk for toxins if toxin producing cyanobacteria are present, and any amount of 
toxin can be a health risk (Zanchett & Oliveira-Filho, 2013). 
Sixteen years (2003-2018) of downscaled, daily max and min air temperature data corresponding to 
the grid cell where each reservoir is located is taken from the gridMET dataset (publicly available at 
http://www.climatologylab.org/gridmet.html; Abatzoglou, 2013). The gridMET data has a spatial 
resolution of 1/24th degree (approximately 4km). Model-based historical and future air temperature 
corresponding to each lake are taken from MACAv2-METDATA (Abatzoglou & Brown, 2012). 
MACAv2-METDATA is a statistically downscaled climate database produced by applying the 
Multivariate Adaptive Constructed Analogs (MACA) approach (Abatzoglou & Brown, 2012) to 20 
Coupled Model Inter-Comparison Project Phase 5 (CMIP5) GCMs, using gridMET as the training data. 
RCP 8.5 was chosen for this analysis because greenhouse gas emissions over the past decade have 
followed the high radiative forcing scenario (Sanford et al., 2014). 3 out of the 20 CMIP5 GCMs were 
chosen for further analysis including: (1) HadGEM2-CC365 from the UK Met Office; (2) CCSM4 from 
NCAR (U.S.); and, (3) GFDL-ESM2M from NOAA GFDL (U.S.). These 3 GCMs were chosen because 
they closely track available observations and capture a range of temperature sensitivity for Connecticut 
(Seth et al., 2019). Sensitivity is based on the expected time it will take for surface air temperature to 
reach a 2 °C increase relative to 2000 under RCP 8.5 based on the model projections (Miao et al., 2014). 
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Models where it takes longer to reach the threshold 2 °C increase are considered less temperature 
sensitive. CCSM4 and GFDL-ESM2M have low-medium temperature sensitivity for Connecticut, while 
HadGEM2-CC365 has medium-high temperature sensitivity for Connecticut. 
Model development and validation 
Empirical linear and 2nd order polynomial regression models based on observed relationships between 
air temperature averages and surface water temperature, total RTRM, and max RTRM over the study 
period were developed to predict daily water temperature, total RTRM, and max RTRM using air 
temperature alone. All monthly water temperature measurements available over this time period are 
included in the model development, and although there are a few missing months, this did not affect our 
analysis. This is consistent with Piccolroaz (2016), who used the empirical relationship between daily air 
temperature and inconsistent monthly surface water temperature observations to predict daily surface 
water temperature. While winter data from November-March is not available, we tested the effect of 
including representative winter month data for Lake Gaillard and found no significant change in the 
model results with winter data included. However, we did find lakes respond differently to changes in 
climate and must be assessed individually (Blenckner, 2005; O’Reilly et al., 2015). Thus, lake-specific 
empirical models were developed to predict water temperature and RTRM at each reservoir at the daily 
timescale. Models were developed through data driven calibration of monthly water temperature from the 
observational dataset with daily observed air temperature data from the gridMET dataset. The 1-365 day 
air temperature maximum (tmax), minimum (tmin), and average (tavg) from the days before, were evaluated 
to determine the best predictor of surface water temperature on the preceding day.  
Ultimately, we derived a linear regression equation for each lake where: tw is water temperature, ta,i is 
average air temperature, i quantifies the number of days averaged for the prediction, and A and B are 
constants (Eq. 5). 
tw = 𝐵 × ta,i + 𝐴                                                                   (5) 
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Unique, best fit models for each lake were also developed to predict daily total and max RTRM from 
surface water temperature. These empirical models are based on monthly observed relationships between 
surface water temperature, total RTRM, and max RTRM over the study period at each reservoir. We 
derived a 2nd order polynomial equation for each lake where: tw = surface water temperature; r = total or 
max RTRM, depending on which is being predicted; and A, B, and C are constants (Eq. 6). 
r = C × tw2 + B × tw + A                                                           (6) 
The best predictive models for surface water temperature, average water temperature, bottom water 
temperature, total RTRM, and max RTRM for each lake were selected based on the root mean square 
error (RMSE) and mean bias (MB) leave-one-out cross validation estimates and R2. Model accuracy was 
also evaluated by comparing measurements to predicted values (residual = measured - predicted).  
4.3   Results and Discussion 
Relationships between air temperature, water temperature, and thermal stability in small, north temperate 
reservoirs 
        Using sixteen years of observed daily average air temperature and monthly water temperature for 
calibration, unique, optimized, empirical models were developed for each reservoir to predict daily 
surface, average, and bottom water temperature, and daily total and max RTRM (Table 2). 
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Table 2: Surface water temperature (T), average water T, bottom water T, total Relative Thermal Resistance to Mixing (RTRM), and max RTRM 
models derived for each lake are presented along with their respective R2, leave-one-out cross validation root mean square error (RMSE), and 
mean bias (MB) estimates. Here, tw = water temperature, rt = total RTRM, rm = max RTRM, and tavg,i = average air T, with i quantifying the 
number of days averaged for the prediction. 
Lake Model Whitney Dawson Glen Watrous Gaillard Saltonstall A Saltonstall B 
Air temperature to 
Surface Water T 
tw = 0.94 × 
tavg,9 + 2.99 
tw = 1.06 × 
tavg,8 + 1.72 
tw = 0.96 × 
tavg,15 + 3.02 
tw = 1.07 × 
tavg,15 + 1.97 
tw = 1.10 × 
tavg,19 + 1.20 
tw = 1.08 × 
tavg,13 + 1.16 
tw = 1.09 × 
tavg,13 + 0.89 
R2 0.95 0.95 0.90 0.95 0.96 0.95 0.95 
RMSE 1.2 1.3 1.6 1.3 1.3 1.4 1.4 
MB -0.002 -0.004 -0.0043 -0.002 -0.001 -0.003 -0.004 
Air T to Average 
Water T 
tw = 0.54 × 
tavg,26 + 6.11 
tw = 0.73 × 
tavg,25 + 4.37 
tw = 0.84 × 
tavg,43 + 2.15 
tw = 0.71 × 
tavg,47 + 4.61 
tw = 0.52 × 
tavg,48 + 4.99 
tw = 0.91 × 
tavg,25 + 2.13 
tw = 0.60 × 
tavg,36 + 4.66 
R2 0.90 0.89 0.92 0.87 0.93 0.95 0.94 
RMSE 1.0 1.5 1.5 1.7 0.9 1.1 0.9 
MB -0.002 -0.002 0.001 3.74E-04 -0.003 -0.003 -0.002 
Air T to Bottom 
Water T 
tw = -0.01 × 
tavg,81
2 + 0.36 × 
tavg,81 + 7.45 
y = 0.002 × 
tavg,69
2 + 0.33 × 
tavg,69
 + 7.24 
tw = 0.02 × 
tavg,66
2 + 0.19 × 
tavg,66 + 4.06 
tw = 0.01 × 
tavg,85
2 + 0.21 × 
tavg,85 + 6.47 
tw = -0.02 × 
tavg,67
2 + 0.58 × 
tavg,67 + 4.30 
tw = 0.02 × 
tavg,67
2 - 0.03 × 
tavg,67 + 8.40 
tw = 0.01 × 
tavg,233
2 -0.02 × 
tavg,233 + 7.59 
R2 0.44 0.48 0.84 0.66 0.53 0.79 0.42 
RMSE 1.4 2.8 2.3 2.6 1.0 2.1 1.2 
MB -0.006 -0.004 0.002 -0.005 -0.001 -0.005 2.69E-04 
Surface Water T to 
Total RTRM 
rt = 0.89 × tw
2 
- 9.56 × tw + 
17.49 
rt = 0.98 × tw
2 
- 16.39 × tw + 
73.88 
rt = 0.43 × tw
2 
- 2.66 × tw + 
15.82 
rt = 0.95 × tw
2 
- 16.59 × tw + 
88.65 
rt = 0.78 × tw
2 
- 5.64 × tw + 
1.69 
rt = 1.25 × tw
2 - 
29.28 × tw + 
183.56 
rt = 0.75 × tw
2 
- 4.10 × tw - 
17.03 
R2 0.97 0.82 0.43 0.74 0.99 0.70 0.99 
RMSE 19.4 59.5 79.2 68 12.2 71.5 14.9 
MB 0.03 -0.11 -0.009 -0.05 0.02 0.003 0.03 
Surface Water T to 
Max RTRM 
rm = 0.15 × tw
2 
+ 0.66 × tw - 
16.09 
rm = 0.22 × tw
2 
- 1.60 × tw + 
1.01 
rm = 0.21 × tw
2 
- 2.98 × tw + 
19.09 
rm = 0.45 × tw
2 
- 9.25 × tw + 
54.19 
rm = 0.02 × tw
2 
+ 5.36 × tw - 
41.91 
rm = 0.69 × tw
2 
- 16.33 × tw + 
101.46 
rm = 0.18 × tw
2 
+ 4.34 × tw - 
59.50 
R2 0.84 0.61 0.41 0.60 0.73 0.62 0.72 
RMSE 14.7 32.2 30.4 38.7 25.3 45.8 43.2 
MB 0.01 -0.02 -0.01 -0.05 0.04 -0.06 -0.05 
Depending on the lake, the 8-19 day, 25-48 day, and 66-233 day average air temperature from the days or 
weeks before the prediction were used to predict surface, average, and bottom water temperature 
respectively on the subsequent day. Surface water temperature in Lake Whitney and Lake Dawson, the 
two shallowest lakes with the smallest average depth, are most affected by average air temperatures from 
the week before (8-9 days), while the other four lakes are most affected by average air temperatures from 
a little over two weeks before (13-19 days). This variation supports previous findings that climate 
warming may have different impacts on lake water temperature depending on lake morphology, even for 
those located in the same geographical area (Fee et al., 1996; Blenckner, 2005).   
        Overall, the average air temperature to surface and average water temperature empirical models 
provide good performance for temperature predictions across reservoirs (RMSE between 0.9-1.7 °C) 
(Table 2). There is a strong correlation between predicted and measured surface water temperature values 
and the residuals are evenly spaced, indicating high model accuracy (Appendix 6.2, Supporting Material, 
Figs. 1 and 2). In Lake Whitney, Lake Dawson, and Lake Saltonstall A, the 25-26 day average air 
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temperature was most highly correlated with average water temperature on the preceding day, while the 
36-48 day average air temperature was more highly correlated with average water temperature in Lake 
Glen, Lake Watrous, Lake Gaillard, and Lake Saltonstall B. Again, it is not surprising that the two 
smallest reservoirs are more affected by more recent air temperatures (25-26 days) compared to the larger 
lakes (36-48 days); however, it is somewhat surprising that the two sampling locations in Lake Saltonstall 
respond so differently. Site A corresponds with a shallow location closer to the shoreline in Lake 
Saltonstall, while site B corresponds with a deeper location closer to the center of the lake.    
        The range of bottom water temperatures experienced by the study lakes varies greatly, and lakes 
which experienced a higher range of bottom water temperatures have higher model accuracy for bottom 
water temperature predictions (Appendix 6.2, Supporting Material, Fig. 3). There is no clear relationship 
between the range of bottom water temperatures experienced by each lake and average lake depth. Lake 
Whitney, Lake Saltonstall B, and Lake Gaillard experience only low water temperatures over the study 
period, ranging from approximately 2-15 °C. Lake Glen, Lake Saltonstall A, Lake Dawson, and Lake 
Watrous experienced higher temperatures during the study period, ranging from approximately 2-25 °C. 
Lake Dawson and Lake Watrous also have lower R2 values relative to Lake Glen and Saltonstall A, likely 
due to slight underprediction of bottom water temperatures at higher temperatures (above approximately 
15 °C) in these lakes. In Lake Whitney, Lake Dawson, Lake Glen, Lake Gaillard, and Lake Saltonstall A, 
the 66-81 day average air temperature was most highly correlated with bottom water temperature on the 
preceding day, while the 233 day average air temperature was most highly correlated with bottom water 
temperature in Lake Saltonstall B. Differences between the two sampling locations in Lake Saltonstall 
may be explained again by their proximity to the lake shoreline and max depth at the sampling location; 
site A is located closer to the lake shoreline and in a shallower location compared to Lake Saltonstall site 
B, therefore it experienced higher max bottom water temperatures. The max depth at site B is 
approximately 36m (Table 1), which is much deeper than all of the other reservoirs likely because Lake 
Saltonstall is the only natural lake. The sample max depth at site B is only 12m, however it is clear that 
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the bottom water temperatures in Lake Saltonstall (below at least 12m) remain cool even during the 
summer, and are most affected by average air temperatures over half a year (233 days). 
         The total and max RTRM models provide good performance for some reservoirs, but not all (R2  
between 0.41-0.99). For Lake Whitney, Lake Gaillard, and Lake Saltonstall B, there is a strong 
correlation between predicted and measured total RTRM values and the residuals are evenly spaced, 
indicating high model accuracy (Appendix 6.2, Supporting Material, Fig. 4). Total RTRM is directly 
correlated with surface water temperatures on any given day in these 3 lakes. These 3 lakes are also the 
lakes which experienced only cool bottom water temperatures (2-15 °C) over the study period, indicating 
there is also a clear relationship between higher lake thermal stability and cooler bottom water 
temperatures in Lake Whitney, Lake Gaillard and Lake Saltonstall B. The total RTRM model for Lake 
Saltonstall A, Lake Watrous, and Lake Dawson have slightly lower R2 values due to the higher RMSE of 
predictions for these two lakes (Table 2). Lake Glen’s surface water temperature to total RTRM model is 
the least accurate, mostly because it slightly underpredicts total RTRM at higher RTRM values (above 
200). Higher variation and inaccuracy of total RTRM predictions corresponds to higher variation and 
inaccuracy of bottom water temperature predictions and vice versa in all of the study lakes.  
        Lake Whitney and Lake Gaillard, followed closely by Lake Saltonstall B, have the strongest 
relationship between lake surface water temperature on a given day and max RTRM. However, the range 
of max RTRM values experienced by the study lakes varies and lakes which experienced a higher range 
of max RTRM values have lower model accuracy for max RTRM predictions (Appendix 6.2, Supporting 
Material, Fig. 5). This is likely due to underprediction of max RTRM at high max RTRM measurements 
(above 100).  
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Future projections of water temperature and thermal stability  
        Water temperature and RTRM are projected to be significantly warmer across the year and at the 
monthly timescale at midcentury, compared to the historical period (Table 3, Fig. 4).  
Table 3: 30-year historical (1971-2000) and future (2041-2070) mean monthly water temperature (T) and total and max Relative Thermal Resistance to Mixing 
(RTRM) projections averaged over all six reservoirs are presented. A 2-sided paired t-test is used to evaluate the significance of long-term changes in monthly 
and annual means over the 70-year period. Projected changes in water T and total RTRM) are based on the General Circulation Model averages under 
Representative Concentration Pathway 8.5. Significant differences in the means for historical and future are indicated with asterisks on the total change. 
Standard deviations across lakes for each month are reported. 
  Surface Water T (°C) Average Water T (°C) Bottom Water T (°C) Total RTRM Max RTRM 
Calendar 
Month 
Time 
Period 
Mean Change Mean Change Mean Change Mean Change Mean Change 
Jan. Historical 0.3 ± 1.2 
***3.6 
4.0 ± 1.0 
***2.4 
7.3 ± 0.4 
***1.0 
63.4 ± 16.1 
***-30.5 
10.2 ± 4.0 
***-5.9  Future 3.9 ± 1.5 6.4 ± 1.1 8.3 ± 0.5 32.9 ± 10.3 4.3 ± 2.0 
Feb. Historical 1.1 ± 1.3 
***2.5 
3.2 ± 0.9 
***2.0 
6.5 ± 0.2 
***0.9 
53.4 ± 15.3 
***-19.5 
7.9 ± 3.6 
***-3.5  Future 3.6 ± 1.7 5.3 ± 1.1 7.5 ± 0.4 33.9 ± 11 4.4 ± 2.1 
Mar. Historical 5.2 ± 1.2 
***2.5 
5.3 ± 1.1 
***1.7 
6.6 ± 0.2 
***0.8 
25.4 ± 4.5 
**-3.3 
3.2 ± 1.2 
**1.6  Future 7.7 ± 1.3 7.0 ± 1.2 7.4 ± 0.4 22.1 ± 3.3 4.8 ± 2.0 
Apr. Historical 10.4 ± 0.6 
***3.0 
8.5 ± 1.2 
***1.9 
7.4 ± 0.4 
***0.8 
30.9 ± 4.9 
***26.5 
10.6 ± 2.2 ***11.7 
 Future 13.4 ± 1.2 10.4 ± 1.4 8.2 ± 0.5 57.4 ± 14.9 22.3 ± 6.0  
May Historical 16.4 ± 0.8 
***2.8 
12.4 ± 1.2 
***1.9 
8.8 ± 0.5 
***0.9 
96.3 ± 13.8 
***52.2 
38.1 ± 5.3 
***19.8  Future 19.2 ± 0.9 14.4 ± 1.3 9.6 ± 0.6 148.5 ± 20.9 57.9 ± 7.7 
Jun. Historical 21.7 ± 0.7 
***2.7 
16.1 ±1.1 
***1.8 
10.5 ± 0.5 
***1.0 
205.6 ± 19.4 
***78.3 
79.3 ± 7.1 
***28.3  Future 24.4 ± 0.9 17.9 ± 1.2 11.4 ± 0.6 283.9 ± 28 107.6 ± 10.1 
Jul. Historical 25.3 ± 0.6 
***3.3 
19.0 ± 0.8 
***2.1 
12.1 ± 0.5 
***1.1 
309.8 ± 19 
***115.3 
117.1 ± 6.8 
***40.9  Future 28.6 ± 1.0 21.1 ± 1.0 13.2 ± 0.6 425.1 ± 37.4 158 ± 13.2 
Aug. Historical 25.7 ± 0.6 
***3.6 
20.1 ± 0.4 
***2.4 
13.3 ± 0.3 
***1.3 
319.3 ± 19.5 
***130.3 
120.6 ± 7.0 
***46  Future 29.3 ± 0.9 22.5 ± 0.7 14.6 ± 0.5 449.6 ± 36 166.6 ± 12.6 
Sep. Historical 21.8 ± 0.7 
***3.5 
18.5 ± 0.9 
***2.4 
13.3 ± 0.3 
***1.4 
209.2 ± 18.3 
***102.4 
80.8 ± 6.7 
***36.9  Future 25.3 ± 1.2 20.9 ± 1.1 14.7 ± 0.4 311.6 ± 34.1 117.7 ± 12.2 
Oct. Historical 15.6 ± 0.7 
***3.2 
14.8 ± 1.3 
***2.2 
12.2 ± 0.5 
***1.3 
85 ± 10.6 
***57.8 
34 ± 4.1 
***22.1  Future 18.8 ± 1.1 17.1 ± 1.5 13.5 ± 0.6 142.8 ± 21.7 56.1 ± 8.1 
Nov. Historical 9.6 ± 0.9 
***3.1 
10.7 ± 1.2 
***2.1 
10.4 ± 0.5 
***1.2 
26.7 ± 4.5 
***24.5 
8.6 ± 2.4 
***11.3  Future 12.7 ± 1.3 12.8 ± 1.4 11.6 ± 0.7 51.2 ± 13.2 19.9 ± 5.6 
Dec. Historical 4.2 ± 1.2 
***3.4 
7.0 ± 1.2 
***2.2 
8.7 ± 0.5 
***1.1 
30.3 ± 7.9 
***-6.8 
3.7 ± 1.5 
**1.6  Future 7.6 ± 1.3 9.2 ± 1.3 9.8 ± 0.6 23.5 ± 3.9 5.3 ± 2.0 
Annual Historical 13.2 ± 9.1 
***3.1 
11.7 ± 5.9 
***2.1 
9.8 ± 2.5 
***1.1 
121.9 ± 119.6 
***44.4 
43.1 ± 53.4 
***17.8  Future 16.3 ± 9.2 13.8 ± 6.0 10.9 ± 2.7 166.3 ± 167.6 60.9 ± 67.7 
*p≤0.05, **p≤0.01, ***p≤0.001. The standard errors reported here is are one standard deviation uncertainties calculated for the 30-year monthly means. 
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Fig. 4: Histogram of the annual distribution of temperature and Relative Thermal Resistance to Mixing (RTRM) 
(i.e., the frequency of days with certain surface water temperature and RTRM ranges) during the reference period 
(1971-2000) and midcentury period (2041-2070). The data shown here is a multi-model (i.e., HadGEM2-CC365, 
CCSM4, GFDL-ESM2M) ensemble of water temperature and thermal stability under Representative Concentration 
Pathway 8.5.  
Mean annual total RTRM and max RTRM are expected to increase from April-November across lakes by 
midcentury, with the most significant increases in July-September (Table 3) while thermal stability is 
projected to occur two-four weeks earlier. These findings are consistent with Siver et al. (2018), who 
found that the strength of summer thermal stability is increasing in Candlewood Lake, Connecticut and 
with Adrian et al. (1995), Winder & Schindler (2004), and Foley et al. (2011) who found earlier onset of 
thermal stability in their study lakes. In addition to occurring earlier, results show thermal stability is 
projected to last two-four weeks longer by midcentury. Fig. 4 shows that the distribution of temperature 
and RTRM is moving towards the right, meaning that cooler temperature and lower RTRM values are 
decreasing over time while annual water temperature and RTRM is increasing.  
        On average across reservoirs, mean annual surface, average, and bottom water temperatures are 
expected to increase by approximately 0.44 °C, 0.30 °C, and 0.16 °C per decade from now until 2070 
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(Table 3). We expect lake surface water temperatures in small Connecticut reservoirs to increase at a 
faster rate than the global lake average (i.e., 0.34 °C per decade). This is consistent with other north 
temperate lakes including all of the Laurentian Great Lakes which are all also warming faster than the 
global lake average (Schneider & Hook, 2010; O’Reilly et al., 2015). Here, surface water temperature is 
increasing at a slightly slower rate than near-surface air temperatures in Connecticut which are increasing 
0.54 °C per decade (Seth et al., 2019; Lynch et al., 2016). Significant increases in surface water 
temperature occur year-round, with an average annual increase of 3.1 °C expected on average across lakes 
by midcentury. This rate of increase in surface water temperature by midcentury is slightly higher than 
increases expected for larger north temperate U.S. lakes. For example, Piccolroaz et al. (2018) used 
climate forcing from GCMs to simulate lake surface temperature warming during the summer months up 
to 2.9 °C under RCP 8.5 at Lake Tahoe by the end of the 21st century.  
        While most prior studies focus only on climate warming of surface water temperatures, because our 
data included vertical lake profile measurements, we were able to examine average and bottom water 
temperatures. In addition to surface water warming, we found that climate warming is increasing average 
and bottom water temperatures too, though at a slower rate. Mishra et al. (2011) found increasing air 
temperatures are increasing the number of ice-free days in north temperate lakes by 0.2-2.0 days per 
decade, depending on the lake. Our results indicate significant increases in surface, average, and bottom 
water temperature year-round, with a concomitant decrease in total and max RTRM in January and 
February likely indicating lakes will be more well mixed in the winter. Ice free days will likely decrease 
in the study reservoirs as well with both rising winter water temperatures and better lake mixing, 
especially in January and February.  
Correlating future changes in lake water temperature and thermal stability with the occurrence of 
cyanobacteria blooms 
        Toxin producing cyanobacteria species Aphanizomenon and Anabaena, common in temperate 
regions, did appear in the laboratory samples as a dominate species in all of the study reservoirs at some 
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point from 2014-2017, while Microcystis only dominated in one laboratory sample taken during the same 
time period (i.e., low risk < 20,000 cell mL-1). Microcystis, Aphanizomenon, and Anabaena can produce 
microcystin-LR (Chen et al., 2007; Lyon-Colbert et al., 2018). Aphanizomenon is also known to produce 
significant levels of cylindrospermopsin and saxitoxin (Lyon-Colbert et al., 2018), algal toxins that can 
also be harmful to human health (Schmale et al., 2019). Subbiah et al. (2019) detected higher amounts of 
these specific algal toxins in a large southwest U.S. reservoir (2015-2017) during times when water 
temperatures were highest. Despite the presence of these algal species no cyanotoxins were measured in 
detectable amounts in the reservoirs (Personal Communication with the South Central Connecticut 
Regional Water Authority).  
        Generally, higher lake surface water temperatures, higher total RTRM values, and lower bottom 
water temperatures were moderately correlated with higher amounts of cyanobacteria biomass across 
lakes (Appendix 6.2, Supporting Material, Table 1). A two-sample t-test assuming unequal variances 
indicated there is no significant difference in bottom water temperature across the low, moderate and 
high-risk bins (Appendix 6.2, Supporting Material, Table 2). However, there is a significant difference in 
mean surface water temperature, mean average water temperature, and mean total RTRM between high 
and low risk bins, and high and moderate risk bins. There is only a significant difference in max RTRM 
between the high and low risk bins. High-risk cyanobacteria blooms typically occurred when surface 
water temperature and total RTRM was highest during the year, which typically co-occurs at different 
times from July-September.  
        From 2011-2018 across all lakes, high-risk cyanobacteria blooms, exceeding 70,000 cells mL-1, 
occurred in 4.54% of samples (Appendix 6.2, Supporting Material, Table 3). 15 out of the 20 high-risk 
blooms occurred in Lake Whitney, 2 in Lake Saltonstall, and 3 in Lake Watrous. Furthermore, Lake 
Watrous, Lake Whitney, and Lake Saltonstall each experienced high or moderate-risk cyanobacteria 
blooms during 3 ± 1 out of the 7 months sampled per year on average. The other 3 reservoirs, Lake 
Gaillard, Lake Dawson, and Lake Glen, experienced moderate risk cyanobacteria blooms for 1 ± 0.2 
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months out of the 7 months sampled per year on average. Generally, high-risk blooms occurred when 
surface water temperatures were 25-26 °C in Lake Whitney and Lake Saltonstall, and 18 °C in Lake 
Watrous. High-risk blooms in Lake Watrous correspond with significantly lower surface water 
temperatures compared to the other two reservoirs, likely due to artificial aeration that occurs in Lake 
Watrous and not the other two lakes. Lake Watrous had an aeration system installed in 2003, which was 
replaced by a Layer Aeration system in 2016. The original system mixed the whole water column, while 
the new system uses a detailed heat budget based on total and max RTRM to inform the depth-discrete 
mixing treatment, which strategically redistributes heat in the water column and manipulates the location 
of the thermocline. The high-risk blooms in Lake Watrous occurred in 2001 (2) and 2016 (1), before the 
new Layer Aeration system was installed in 2016. The uniformity in surface (18.1 °C), average (17.8 °C), 
and bottom (17.2 °C) water temperature in Lake Watrous on average during the 3 blooms indicates the 
original layer aeration system was used but not able to prevent high-risk blooms from occurring. Average 
water temperature in all 3 lakes was 18.2 ± 1.4 °C when the high-risk blooms occurred, indicating average 
water temperature may be a better indicator of high-risk blooms across lakes than lake surface water 
temperature. 
        The higher amounts of human development (e.g., agriculture and impermeable surfaces) in Lake 
Whitney’s and Lake Saltonstall’s watersheds are associated with higher amounts of algal nutrients (i.e., 
nitrogen and phosphorus) entering these lakes from runoff (Lacher et al., 2019). This historical land use in 
the watershed area provided nutrients to these lakes and may explain why Lake Saltonstall and Lake 
Whitney are historically more susceptible to high-risk cyanobacteria blooms (Ahlgren, 1976). Beyond 
catchment characteristics and watershed land cover, lake morphology may play a role here, especially 
surface area to average depth ratios and irregular shorelines (Blenckner, 2005). Lake Saltonstall, Lake 
Whitney, and Lake Watrous have long, jagged lake shorelines relative to the other study lakes, and as a 
result these reservoirs have more shallow areas relative to other lakes, which would allow these areas to 
mix more easily and warm more quickly (Mason et al., 2016). We found evidence of this occurring when 
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we compared the two sampling sites in Lake Saltonstall. Site A is located closer to the lake shoreline and 
in a shallower location compared to Lake Saltonstall site B. As a result, site A warmed more easily and is 
more well mixed than site A, as indicated by higher max bottom water temperatures and more variable 
total RTRM responses to changes in air temperature. At site B, the bottom water temperatures in Lake 
Saltonstall (below at least 12m) remain cool even during the summer, indicating strong thermal stability 
at this location. Furthermore, Lake Whitney may be most susceptible to cyanobacteria blooms compared 
to the other study reservoirs because is the shallowest reservoir but has the largest and most developed 
watershed area. Lake Whitney is also prone to internal nutrient loading from sediments which will likely 
be amplified by climate warming (Ahlgren, 1976). Lake Whitney also has the fastest residence time 
which may contribute to bloom susceptibility.  
        Figure 5 includes the observed relationships between water temperature, thermal stability, and 
cyanobacteria biomass in the six study reservoirs from 2011-2018.  
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Fig. 5: Relationships between water temperature, thermal stability, and cyanobacteria biomass in six Connecticut 
reservoirs from 2011-2018. The amounts of cyanobacteria biomass associated with low, moderate, and high-risk 
shown here are adapted from the World Health Organization (2003) and the Massachusetts Department of Public 
Health (2019) guidelines which are based on toxin risk. Mean surface water temperature (23.7 ± 3.1), mean average 
water temperature (18.2 ± 1.4), mean bottom water temperature (11.8 ± 3.1), mean total RTRM (282 ± 131), and 
mean max RTRM (90 ± 63) correlating with high-risk levels of cyanobacteria biomass across lakes were calculated, 
along with their standard deviations, and are included here. The gray bands do not indicate a strength of relationship 
but are included to help visualize the associations between each parameter and high-risk levels of cyanobacteria 
biomass (Appendix 6.2, Supporting Material, Table 3). 
Specific temperature and RTRM ranges appear to be associated with high-risk levels of cyanobacteria 
biomass. Specifically, we found surface, average, and bottom water temperatures between 20.6-26.8 °C, 
16.8-19.6 °C, and 8.7-14.9 °C, respectively, total RTRM between 151-413, and max RTRM between 27-
153, corresponded with high-risk blooms across lakes (cyanobacteria biomass > 70,000 cells mL-1). Some 
of these ranges are large due to the high standard deviations on the mean values that are associated with 
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high-risk blooms for each parameter, which has to do with high variation across lakes, especially in total 
and max RTRM values.  
        The co-occurrence of specific temperatures and RTRM ranges appears to be what is important for 
determining the magnitude of a cyanobacteria bloom, not just exceeding a certain water temperature or 
RTRM value. Therefore, the co-occurrence of certain water temperature and thermal stability ranges may 
be more important for predicting high-risk blooms across lakes than each parameter on its own. For 
example, bottom water temperatures must remain below approximately 11.8 ± 3.1 °C, while at the same 
time average water temperature exceeds 18.2 ± 1.4 °C, and surface water temperature exceeds 23.7 ± 3.1 
°C. In thinking about future bloom potential, if there is a narrow or longer window of time when these 
temperatures are occurring, then blooms may increase or decrease depending on varying vertical 
temperature changes. In the next section, these ranges are used to assess how future changes in water 
temperature and RTRM might affect future cyanobacteria blooms.  
Changes in specific water temperature and thermal stability ranges that may affect cyanobacteria blooms  
        Here, we evaluate future changes in the annual frequency of days where water temperatures are 
within a certain range (i.e., surface, average, and bottom water temperatures between 20.6-26.8 °C, 16.8-
19.6 °C, and 8.7-14.9 °C, respectively), or above a certain threshold (e.g., 15 °C, 20 °C, 25 °C, and 30 
°C). In addition, we evaluate future changes in the annual frequency of days where total RTRM is 
between 151-413, over 413, and over 475; and max RTRM is between 27-153, over 153, and over 200. 
These specific ranges were chosen because they are generally associated with higher amounts of 
cyanobacteria biomass across lakes (Fig. 5). Mean annual frequency of days where water temperature and 
RTRM values are within a certain range, or above a certain threshold during the historical period 
compared to the future period are reported in Supporting Material, Table 4. At the lake specific level, 
there will be significant changes in the future water temperature, total RTRM, and max RTRM ranges that 
corresponded with high-risk blooms historically. Generally, future projections indicate surface, average, 
and bottom water temperatures in these specific ranges are decreasing in most lakes. This is especially 
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true for surface water temperatures between 20.6-26.8 °C. Changes in average and bottom temperature 
vary more at the lake-specific level. However, in most cases decreases in these ranges go hand and hand 
with increases in even higher temperature and RTRM thresholds. 
        Future projections indicate surface water temperatures between 20.6-26.8 °C will decrease by 26 ± 8 
days yr-1, from 94 ± 3 days yr-1 across lakes during the reference period to 68 ± 10 days in the future, with 
little variability across lakes. However, surface waters temperatures above 25 °C and 30 °C are expected 
to increase by 48 ± 7 and 18 ± 11 days yr-1, respectively, across lakes. Therefore, milder temperatures are 
decreasing while extreme high surface water temperatures are expected to increase. However, extreme 
surface water temperatures above 30 °C are beyond the range of max temperatures observed over the 
study period, and evaporative cooling at these higher temperatures may affect the linear relationship 
between future air temperatures and future surface water temperatures. Nevertheless, if realized, these 
extreme surface temperatures will have profound implications for water quality.  
        Average water temperatures are also increasing. All lakes except Lake Gaillard indicate average 
water temperatures between 16.8-19.6 °C will decrease by 14 ± 10 days by midcentury. In Lake Gaillard 
they are expected to increase by 70 days yr-1. However, the five lakes which are expected to experience a 
decrease in days when average water temperatures are between 16.8-19.6 °C are all also expected to 
experience an increase of 38 ± 18 days yr-1 where average water temperatures exceed a higher average 
temperature of 20 °C. None of the lakes experienced average water temperatures above 25 °C historically, 
and none are expected to experience significant increases in average water temperatures above this 
threshold in the future except for Lake Saltonstall A, which is expected to experience an additional 58 
days yr-1 when average water temperature exceeds 25 °C by midcentury. Lake Saltonstall A is located 
close of the shore, therefore average water temperatures in near-shore areas may be warming at a faster 
rate than areas closer to the center of the lake. This finding is consistent with Mason et al. (2016) who 
found surface water temperatures in near-shore areas in the Laurentian Great Lakes are warming more 
quickly than more central areas. 
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        Bottom water temperatures between 8.7-14.9 °C are expected to decrease, remain about the same, or 
increase depending on the lake, though the lakes that are expected to experience decreases in these 
temperatures are the same lakes that are likely to experience large increases in bottom water temperatures 
exceeding 15 °C or higher. Specifically, days when bottom water temperatures are between 8.7-14.9 °C 
are expected to decrease in Lake Glen and Lake Watrous, remain about the same in Lake Dawson, and 
increase in Lake Whitney and Lake Saltonstall. In Lake Glen and Lake Watrous, the two lakes where 
temperatures between 8.7-14.9 °C are expected to decrease, temperatures above 15 °C are expected to 
increase by 38 and 51 days yr-1 respectively. Lake Whitney, Lake Gaillard, and Lake Saltonstall B did not 
experience bottom water temperatures above 15 °C during the historical period are at not expected to in 
the future. Also, Lake Gaillard did not experience any days where bottom water temperatures were 
between 8.7-14.9 °C in the past and is not expected to in the future. However the bottom water 
temperature model for Lake Gaillard, Lake Whitney, and Lake Saltonstall B slightly underpredicts bottom 
water temperatures at higher temperatures.  
        At the lake specific level, days when total RTRM measurements are between 151-413 are expected 
to increase some lakes and decrease in others, though in lakes where measurements in this range are 
decreasing the number of days where total RTRM measurements will exceed 413 are expected to 
increase. Lake Saltonstall B is the only exception here, where both days when total RTRM measurements 
are between 151-413 and days above 413 are both projected to decrease. Specifically, total RTRM 
between 151-413 is expected to increase by 8-48 days in Lake Glen, Lake Watrous, Lake, Gaillard, and 
Lake Saltonstall A, and decrease by 8-60 days in Lake Whitney, Lake Dawson, and Lake Saltonstall B. 
However, in Lake Whitney and Lake Dawson, days where total RTRM exceeds 413 and 475 are expected 
to increase by 83-108 days and 51-69 days yr-1, respectively, indicating a significant increase in total 
RTRM in these lakes. Lake Gaillard and Lake Saltonstall A are also expected to experience an increase in 
days (i.e., 51 and 18 days yr-1, respectively) where total RTRM exceeds 413. Lake Gaillard is also 
expected to experience very high total RTRM above 475 for an additional 11 days yr-1 by midcentury. 
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        Max RTRM is also expected to increase significantly in all lakes by midcentury. Though days with 
max RTRM measurements between 27-15, which corresponded with high-risk amount of cyanobacteria 
biomass historically, are decreasing in most lakes except for Lake Saltonstall A and B. Lake Saltonstall B 
did not experience any days where max RTRM is above 153 or 200 historically and is not expected to in 
the future. However in the other five lakes and in Lake Saltonstall A, days where max RTRM is above 
153 and 200 are expected to increase by 45 ± 14 yr-1 and 36 ± 18 days yr-1, respectively across lakes.  
4.4   Conclusions 
         In this study, we project water temperature and thermal stability out to midcentury in six 
southeastern Connecticut lakes to assess long-term changes in lake water quality, including possible 
changes in cyanobacteria bloom risks. Lake specific, empirical models were derived to predict daily 
surface water temperature (R2 between 0.90-0.96), average water temperature (R2 between 0.87-0.95), 
bottom water temperature (R2 between 0.42-0.84), total RTRM (R2 between 0.43-0.99), and max RTRM 
(R2 between 0.41-0.84). These models were derived using sixteen years of daily air temperature, and 
monthly in situ depth profile water temperature measurements. Future changes in water temperature and 
thermal stability are driven with statistically downscaled historical (1971-2000) and future (2041-2070) 
air temperature projections from 3 GCMs (i.e., HadGEM2-CC365, CCSM4, GFDL-ESM2M).  
        When calibrating the models, we found climate warming affects surface water temperatures 
differently depending on lake morphology, even those located in the same geographical area. For 
example, surface water temperatures in very shallow lakes (i.e., average depth approximately 5m) are 
most affected by average air temperatures averaged over 1 week before, while slightly deeper lakes 
(average depth approximately 6m or higher) are most affected by average air temperatures averaged over 
2-3 weeks before. Average lake temperature and bottom water temperature respond to changes in air 
temperature over a longer period of time (i.e., 30 days or more) compared to surface water temperatures. 
Bottom water temperatures are affected by past average air temperatures over the longest period of time 
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(i.e., approximately 2-6 months). The proximity of the sample location to the lake shoreline and the max 
depth at the sampling location impacted average and bottom water temperature responses to past average 
air temperatures. While there is also no clear relationship between the range of bottom water temperatures 
experienced by each lake and average lake depth, we did find there is a strong relationship between high 
thermal stability and cooler bottom water temperatures. Specifically, the 3 lakes which experienced only 
cool water temperatures historically, also experienced strong thermal stability responses to past average 
air temperatures. Lower RMSE of total RTRM predictions corresponded to lower RMSE of bottom water 
temperature predictions and vice versa in all of the study lakes.  
        Across lakes, model results suggest that increasing air temperatures will lead to significant increases 
in monthly surface water temperature, average water temperature, and bottom water temperature by 
midcentury across the year. Surface water temperatures are increasing fastest (0.44 °C per decade), 
followed by average water temperatures (0.30 °C per decade), and then bottom water temperatures (0.16 
°C per decade). Expected increases in surface water temperature per decade are higher than the global 
average and are also slightly higher than increases expected for large north temperate lakes. This indicates 
small lakes in Connecticut are warming faster than the global average, and faster than much larger lakes 
nearby. However, expected increases in surface water temperature are slightly less than expected 
increases in regional air temperature. Additionally, total and max RTRM is increasing from April-
November, with the most significant decreases in lake mixing expected from July-September. Thermal 
stability is projected to begin 2-4 weeks earlier and last 2-4 weeks longer by midcentury. Moreover, ice 
free days will likely decrease in the study reservoirs during the winter as a result of increases in water 
temperature and lake mixing during January and February 
        Historically, high-risk cyanobacteria blooms occurred in 3 out of 6 of the study lakes during the 
July-September months. Higher lake surface water temperatures, higher total RTRM values, and lower 
bottom water temperatures were moderately correlated with higher amounts of cyanobacteria biomass. 
These 3 lakes have low surface area to perimeter ratios and more irregularly shaped shorelines relative to 
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the other study lakes. Our results suggest shallow, near-shore areas warm at a faster rate, therefore we 
speculate lake surface and shoreline shape may be important for promoting cyanobacteria blooms. Future 
studies focused on understanding how differences in lake shorelines, specifically perimeter to surface area 
ratios, affect lake vulnerability to high-risk cyanobacteria blooms would be beneficial. Lake history may 
also play a role in lake vulnerability to cyanobacteria blooms. 2 out of 3 lakes that experience high-risk 
cyanobacteria blooms historically are located in areas with high amounts of human development in their 
watersheds. Higher development in a lake watershed is associated with higher amounts of algal nutrients 
in lakes, therefore reducing nutrient inputs into these reservoirs may be especially important for 
mitigating the frequency and severity of future blooms in vulnerable reservoirs.  
        Generally, specific water temperature and RTRM ranges that corresponded with high-risk amounts 
of cyanobacterial biomass historically are expected to decrease in the future, while more extreme 
temperatures and RTRM values are expected to increase. Therefore, it is unclear how future changes in 
water temperature and thermal stability will affect the occurrence of high-risk cyanobacteria blooms in 
the study lakes. We anticipate that future increases in surface water temperature and thermal stability will 
increase biological growth and shift phytoplankton community composition to favor cyanobacteria 
species more often over time in reservoirs where cyanobacteria blooms are already a concern, provided 
nutrient levels are sufficient to support growth. We also suspect that lakes which historically experience 
moderate risk blooms may be more susceptible to high-risk blooms in the future.  
        Somewhat concerning, Aphanizomenon, Anabaena, and Microcystis appeared in the laboratory 
samples as dominate species in all of the study reservoirs at some point. All have the ability to produce 
microcystin-LR, and Aphanizomenon is known to produce significant levels of cylindrospermopsin and 
saxitoxin. These toxins are harmful to human health and are expected to increase with rising regional air 
temperatures. Given these species dominate at times in these Connecticut reservoirs, and likely other 
north temperate reservoirs, it would be beneficial for future studies to evaluate what specific water 
temperatures are associated with production of cylindrospermopsin and saxitoxin. Also, increased 
60 
 
monitoring of these cyanotoxins in addition to microcystin may be warranted, especially in Connecticut 
and in other north temperate regions where air temperatures are increasing faster than in other parts of the 
country. It is important to keep in mind that species of cyanobacteria that dominated historically may not 
be the same species that dominate in the future. As water temperatures begin to exceed historical 
temperature ranges, different cyanobacteria species, including those that grow best at more extreme 
temperatures may dominate more often in the future. 
   Beyond cyanobacteria blooms, future increases in water temperature and thermal stability may lead 
to other water quality issues. For example, strong thermal stability is linked to hypoxia, which is 
problematic for drinking water management as increased frequency or severity of hypoxic conditions may 
enhance sediment release of manganese and phosphorus (algal nutrients), which are difficult to remove in 
water treatment. More work is needed to better understand and characterize risks posed by increased 
water temperature and thermal stability to lake ecosystems, drinking water sources, and recreational lake 
activities as the climate continues to change. Understanding water temperature and thermal stability 
changes on a local scale is vital for informing future water management for water utilities, including 
scenario planning and adaptation strategies (e.g., artificial mixing, or adding and connecting water 
sources and infrastructure). This study may provide useful information for understanding and informing 
strategies for managing drinking water reservoirs under a warming climate.  
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5  Research Summary, Future Suggestions, and Concluding Remarks 
5.1   Research Summary 
        Societies depend on the proper functioning and resilience of critical infrastructure systems including 
those for drinking water and wastewater, yet these systems are vulnerable to extreme weather, pollution, 
population growth, and human decisions. To date, little scholarship exists that interrogates how these 
stressors combine to impact reservoir water quality, wastewater system resilience, and water resource 
management broadly. To bridge this gap, this dissertation addressed the following questions: (1) What 
factors are important for improving wastewater system resilience to severe weather events and future 
climate change? (2) Has surface, average, or bottom water quality of select Connecticut reservoirs 
changed in recent decades? (3) Has air temperature and wind speed near lakes changed in recent 
decades and how are these changes affecting reservoir water quality? And, (4) How might future climate 
warming affect future water temperature, thermal stability, and cyanobacteria productivity by 
midcentury? The future of reservoir water quality and wastewater system resilience in Connecticut is 
evaluated because air temperature, extreme precipitation, and frequency of large storms are increasing in 
the Northeast.  
        Chapter 2 addresses the 1st research question. Approximately half of the wastewater system 
managers interviewed stated their systems are located areas vulnerable to flooding (i.e., next to a river, 
tidal basin, or coastal area). Most of these systems were significantly impacted by storm surge and/or 
tidal, coastal, or river flooding during past storms (e.g., Winter Storm Alfred, Hurricane Irene, and 
Superstorm Sandy). Interview results suggest that systems more impacted by past storms tend to be more 
resilient to future storms because these past experiences drive learning, innovation, and adaptation. 
Results also suggest the most resilient wastewater systems are those with high adaptive capacities that 
employ an adaptive management approach to make ongoing adaptation investments over time. Greater 
amounts of generic adaptive capacities (i.e., skilled staff and good leadership) help smooth both day‐to‐
day and emergency operations and provide a foundation for adaptive management. In turn, adaptive 
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management helps managers both build more generic adaptive capacities, and develop and employ greater 
amounts and diversity of specific adaptive capacities (i.e., soft and/or hard adaptations) that are especially 
important for enhancing and sustaining resiliency. Adaptive management also enables managers to better 
understand their system's vulnerabilities, how those vulnerabilities change over time, and what specific 
actions may reduce those vulnerabilities. Finally, my work suggests wastewater system resilience 
critically depends on the capacities of the human systems for building resilience as much as or more so 
than relying only on physical infrastructure resilience. This research contributes to filling an important 
gap in the literature by advancing our understanding of the human dimensions of infrastructure resilience 
and has practical implications for advancing resilience in the wastewater sector. 
         Chapter 3 addresses the 2nd and 3rd research questions. Long-term changes in thermal stability, and 
surface, average, and bottom water temperature, dissolved oxygen, turbidity, pH, and specific 
conductivity and are evaluated from 2003-2018 in five Connecticut drinking water reservoirs. Changes in 
wind speed and air temperature evaluated over the same period, and future air temperature and wind 
speed are assessed using GCMs under RCP 8.5. Relationships between air temperature, wind speed, and 
each water quality parameter are evaluated to determine if climate change may be the main driver of 
water quality changes. Prior literature was used to inform other potential drivers of change (i.e., both 
natural and anthropogenic) for parameters that were not largely impacted by changing wind speed and air 
temperature. Results suggest higher air temperatures are driving higher surface water temperatures, cooler 
bottom water temperatures, and stronger thermal stability in the study reservoirs. Persistent high air 
temperatures over 1-2 weeks are correlated strongly with high thermal stability, while persistent high 
wind speed over 2-5 weeks is correlated with low thermal stability. Significant increases in surface and 
average dissolved oxygen were also observed and are likely caused by a combination of increasing annual 
wind speed and higher biological productivity associated with higher air temperatures. Results suggest 
changes in specific conductivity, pH, and turbidity are not greatly associated with changes in air 
temperature and wind speed. However, decreasing surface and average turbidity across lakes may be a 
result of higher annual thermal stability and associated decreases in vertical lake mixing and sediment 
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resuspension. Annual specific conductivity is increasing significantly across lakes, likely as a result of 
road salting during the winter months and subsequent runoff from impervious surfaces in the lake 
watersheds into nearby streams or into the reservoirs directly. Surface pH is decreasing in most study 
lakes, however a longer study period is needed to confirm this trend and understand potential drivers of 
pH change. Increases in surface water temperature, thermal stability, and specific conductivity pose the 
highest threat to reservoir water quality, while decreases in bottom water temperature, increases in 
dissolved oxygen, and decreases in turbidity may have a positive impact.  
        Chapter 4 addresses the final research question. Here, lake-specific empirical models were developed 
and used to predict future (2041-2070) water temperature and thermal stability in six Connecticut 
reservoirs using air temperature projections from GCMs under RCP 8.5. In addition, observed 
relationships between the occurrence of high-risk cyanobacteria blooms, defined as those exceeding 
70,000 cells mL-1, and corresponding values of water temperature and RTRM (i.e., thermal stability) were 
established. High-risk amounts of cyanobacteria biomass historically occurred in 3 out of 6 reservoirs and 
corresponded with specific high water temperature and RTRM ranges. These observed relationships were 
used to evaluate how future changes in lake conditions may affect the occurrence of future cyanobacteria 
blooms. On average across lakes, future projections suggest that surface, average, and bottom water 
temperature may continue to increase by 0.44°C, 0.30 °C, and 0.16 °C per decade, respectively. 
Moreover, future projections indicate the most significant increases in thermal stability may occur from 
July-September. Conversely, lake mixing during January and February is expected to decrease as water 
temperatures warm, which may increase the number of ice-free days in winter. Small reservoirs in 
Connecticut are warming faster than global lakes on average, but it is unclear how future changes in water 
temperature and thermal stability will affect the occurrence of high-risk cyanobacteria blooms. Lake 
conditions that corresponded with high-risk blooms historically (e.g. surface water temperature of 23.7 ± 
23.1, average water temperature of 18.2 ± 1.4, total RTRM of 282 ± 131) will likely decrease in the 
future, while days with more extreme high water temperatures and high RTRM are expected to increase. 
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Higher extreme surface water temperatures may promote the growth of toxic cyanobacteria species which 
tend to prefer more extreme temperatures, especially in reservoirs where cyanobacteria blooms are 
already a concern.  
5.2   Future research suggestions 
        Future studies should further test and refine this research to advance water management and to 
develop solutions to address the resiliency and water quality concerns discussed herein. For wastewater 
systems, the adaptive management framework proposed in Chapter 2 may help systems develop solutions 
to increase resiliency and reduce impacts from severe weather events. But to be useful, this framework 
must be applied and rigorously tested among a broader sample of wastewater systems and across 
infrastructure domains. For drinking water systems, key findings from chapters 3 and 4 may provide 
useful knowledge and inform appropriate actions that water managers and decision makers can take to 
improve resilience and ensure water systems can provide safe, clean drinking water under a changing 
climate. Many conventional drinking water treatment systems cannot remove cyanotoxins and upgrades 
are expensive, therefore smart solutions are needed to increase water system resilience to increasing toxic 
cyanobacteria blooms in Connecticut and other north temperate regions broadly. Increased water quality 
monitoring may help to determine lake specific solutions. For instance, aeration systems that provide 
depth discrete vertical mixing, carbon filtration systems to remove toxins, riparian buffering systems to 
reduce nutrient inputs, and physical removal of legacy nutrients from sediments, and policies to reduce 
nutrient inputs from agriculture and wastewater are all potential management solutions that may help to 
reduce lake vulnerability to cyanobacteria blooms and other water quality concerns.  
While findings from chapters 2-4 may be generalizable to other drinking and wastewater systems 
in north temperate regions, more work is needed to broaden the geographic study range and further 
improve the generalizability of this research. Finally, future research should attempt to build on the 
frameworks and tools developed and further enhance our understanding of climate change impacts on 
drinking water reservoirs and wastewater systems. 
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5.3   Concluding remarks 
        This dissertation assesses climate change impacts on wastewater system resilience and drinking 
water quality. Findings may aid in understanding, predicting, and informing appropriate strategies for 
managing these systems under a changing climate. Chapter 2 contributes to filling an important gap in the 
literature by advancing our understanding of the human dimensions of infrastructure resilience, while 
Chapters 3 and 4 enhance understanding of climate change impacts on small drinking water reservoirs, 
including how future increase of air temperature may affect midcentury water temperature, thermal 
stability, and cyanobacteria blooms in small reservoirs. Beyond advancing science, Chapter 2 proposes an 
adaptive management framework that may help to enhance wastewater system adaptation and resilience 
in practice. Furthermore, Chapters 3 and 4 produce novel statistical time series and empirical prediction 
models to investigate the dynamic responses of freshwater quality to a variable and changing climate. 
Finally, this dissertation interrogates drinking water reservoir and wastewater system resilience with the 
goal of providing useful information to help water managers ensure high quality, reliable, drinking water 
supplies, and undisrupted wastewater treatment, even in a changing climate. Ongoing relationships with 
state, regional, and local drinking water managers, climate change experts, and decision makers will be 
leveraged to broadly disseminate study findings and tools that may have applications for state, regional, 
and local drinking water planning and management.  
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6 Appendices 
6.1  Chapter 3 - Supporting Material 
Supporting Material, Table 1: Linear trend analysis results for each lake and parameter. If the Likelihood Ratio Test is significant (P ≤ 0.05, 95 % 
confidence), then the seasonal model (Eq. 3) is used, and in all other cases Model 1 (Eq. 2) is used. Linear trends for Lake Whitney, Dawson, Watrous, 
and Gaillard are evaluated from 2003-2018, while linear trends for Lake Saltonstall are assessed over a slightly shorter period from 2005-2018. Air 
temperature and wind speed is assessed over a longer period from January 1979 to December 2018. The total change noted is calculated from the 
annual slope and is dependent on the total number of years of data available for each lake. The significance of linear trends for each lake and for each 
parameter are determined using a Student’s t-test, where if P (>|t|) is ≤ 0.05, then the trend is determined significant with 95% confidence. The model 
standard error is included.  
Water Quality 
Parameter Lake 
Time 
Period 
Likelihood 
Ratio Test 
(P-value) Eq.  
Slope  
(change yr-1) 
Standard 
Error t -value P (>|t|)  
Total 
change 
Surface Water 
Temperature 
(°C) 
Whitney 2003-2018 0.92 2 0.090 0.068 1.32 0.19 1.44 
Dawson 2003-2018 0.001 3 (Feb.-May) 0.37 0.11 3.29 **0.002 5.92 
   3 (Jun.-Sep.) 0.11 0.15 -1.69 0.099 1.76 
   3 (Oct.-Jan.) -0.20 0.15 -3.77 ***5.0e-4 -3.2 
Watrous 2003-2018 0.09 2 0.051 0.069 0.74 0.464 0.816 
Gaillard 2003-2018 0.85 2 0.11 0.042 2.66 *0.011 1.76 
Saltonstall 2005-2018 0.79 2 0.054 0.071 0.76 0.451 0.756 
Average Water 
Temperature 
(°C) 
Whitney 2003-2018 0.59 2 -0.0017 0.051 -0.03 0.97 -0.0272 
Dawson 2003-2018 0.003 3 (Feb.-May) 0.27 0.11 2.41 *0.020 4.32 
   3 (Jun.-Sep.) 0.012 0.15 -1.71 0.095 0.192 
   3 (Oct.-Jan.) -0.24 0.15 -3.38 **0.002 -3.84 
Watrous 2003-2018 0.35 2 -0.041 0.063 -0.65 0.52 -0.656 
Gaillard 2003-2018 0.73 2 0.028 0.027 1.03 0.31 0.448 
Saltonstall 2005-2018 0.85 2 0.024 0.047 0.51 0.61 0.336 
Bottom Water 
Temperature 
(°C) 
Whitney 2003-2018 0.41 2 -0.090 0.047 -1.92 0.062 -1.44 
Dawson 2003-2018 0.02 3 (Feb.-May) 0.21 0.15 1.48 0.15 3.36 
   3 (Jun.-Sep.) -0.049 0.20 -1.35 0.19 -0.784 
   3 (Oct.-Jan.) -0.31 0.20 -2.69 **0.010 -4.96 
Watrous 2003-2018 0.53 2 -0.087 0.071 -1.22 0.23 -1.392 
Gaillard 2003-2018 0.80 2 -0.050 0.025 -1.97 *0.054 -0.8 
Saltonstall 2005-2018 0.30 2 -0.10 0.035 -2.89 **0.006 -1.4 
Total Relative 
Thermal 
Resistance to 
Mixing (RTRM) 
Whitney 2003-2018 0.99 2 2.59 1.42 1.82 0.076 41.44 
Dawson 2003-2018 0.79 2 3.71 1.48 2.50 *0.016 59.36 
Watrous 2003-2018 0.09 2 2.84 1.29 2.20 *0.033 45.44 
Gaillard 2003-2018 0.82 2 3.13 0.88 3.54 ***0.001 50.08 
Saltonstall 2005-2018 0.69 2 1.69 1.39 1.22 0.23 23.66 
Surface Water 
Dissolved 
Oxygen (% SAT) 
Whitney 2003-2018 0.27 2 1.52 0.39 3.88 ***4.0e-4 24.32 
Dawson 2003-2018 0.29 2 1.59 0.22 7.09 ***1.1e-8 25.44 
Watrous 2003-2018 0.69 2 1.74 0.23 7.58 ***1.9e-9 27.84 
Gaillard 2003-2018 0.81 2 1.44 0.20 7.36 ***4.0e-9 23.04 
Saltonstall 2005-2018 0.05 3 (Feb.-May) 2.52 0.50 5.00 ***1.5e-5 35.28 
   3 (Jun.-Sep.) 2.72 0.71 0.28 0.78 38.08 
   3 (Oct.-Jan.) 1.17 0.71 -1.89 0.067 16.38 
Average Water 
Dissolved 
Oxygen (% SAT) 
Whitney 2003-2018 0.22 2 0.72 0.33 2.21 *0.033 11.52 
Dawson 2003-2018 0.21 2 0.73 0.26 2.84 **0.007 11.68 
Watrous 2003-2018 0.54 2 1.24 0.20 6.26 ***1.5e-7 19.84 
Gaillard 2003-2018 0.23 2 0.85 0.21 4.08 ***1.9e-4 13.6 
Saltonstall 2005-2018 0.11 2 1.46 0.29 5.08 ***1.1e-5 20.44 
Bottom Water 
Dissolved 
Oxygen (% SAT) 
Whitney 2003-2018 0.37 2 -0.11 0.53 -0.21 0.84 -1.76 
Dawson 2003-2018 0.49 2 -0.29 0.56 -0.51 0.61 -4.64 
Watrous 2003-2018 0.36 2 0.73 0.44 1.68 0.10 11.68 
Gaillard 2003-2018 0.39 2 0.31 0.32 0.98 0.33 4.96 
Saltonstall 2005-2018 0.09 2 0.053 0.47 0.11 0.91 0.742 
Surface pH 
Whitney 2003-2018 0.52 2 -0.013 0.014 -0.97 0.34 -0.208 
Dawson 2003-2018 0.50 2 -0.030 0.0099 -3.05 **0.004 -0.48 
Watrous 2003-2018 0.25 2 0.0084 0.012 0.69 0.49 0.1344 
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Gaillard 2003-2018 0.66 2 -0.011 0.013 -0.88 0.38 -0.176 
Saltonstall 2005-2018 0.41 2 -0.032 0.012 -2.78 **0.0083 -0.448 
Average pH 
Whitney 2003-2018 0.45 2 -0.014 0.014 -0.97 0.34 -0.224 
Dawson 2003-2018 0.41 2 -0.018 0.012 -1.48 0.15 -0.288 
Watrous 2003-2018 0.11 2 0.0092 0.012 0.74 0.47 0.1472 
Gaillard 2003-2018 0.82 2 0.0037 0.012 0.30 0.76 0.0592 
Saltonstall 2005-2018 0.48 2 -0.027 0.013 -2.04 *0.048 -0.378 
Bottom pH 
Whitney 2003-2018 0.49 2 -0.032 0.026 -1.23 0.22 -0.512 
Dawson 2003-2018 0.58 2 -0.014 0.019 -0.71 0.48 -0.224 
Watrous 2003-2018 0.23 2 0.0054 0.015 0.36 0.72 0.0864 
Gaillard 2003-2018 0.83 2 0.0053 0.016 0.34 0.74 0.0848 
Saltonstall 2005-2018 0.39 2 -0.034 0.020 -1.73 0.093 -0.476 
Surface Turbidity 
(NTU) 
Whitney 2003-2018 0.85 2 -0.19 0.083 -2.27 *0.028 -3.04 
Dawson 2003-2018 0.39 2 -0.066 0.036 -1.82 0.075 -1.056 
Watrous 2003-2018 0.43 2 -0.046 0.058 -0.79 0.44 -0.736 
Gaillard 2003-2018 0.61 2 -0.059 0.039 -1.52 0.14 -0.944 
Saltonstall 2005-2018 0.70 2 -0.12 0.045 -2.68 *0.011 -1.68 
Average 
Turbidity (NTU) 
Whitney 2003-2018 0.66 2 -0.10 0.085 -1.23 0.23 -1.6 
Dawson 2003-2018 0.22 2 -0.045 0.033 -1.34 0.19 -0.72 
Watrous 2003-2018 0.32 2 -0.029 0.051 -0.56 0.58 -0.464 
Gaillard 2003-2018 0.87 2 -0.088 0.037 -2.36 *0.023 -1.408 
Saltonstall 2005-2018 0.62 2 -0.10 0.042 -2.45 *0.019 -1.4 
Bottom Turbidity 
(NTU) 
Whitney 2003-2018 0.51 2 0.062 0.19 0.33 0.74 0.992 
Dawson 2003-2018 0.14 2 -0.025 0.037 -0.67 0.51 -0.4 
Watrous 2003-2018 0.33 2 -0.025 0.047 -0.53 0.60 -0.4 
Gaillard 2003-2018 0.86 2 -0.11 0.042 -2.59 *0.013 -1.76 
Saltonstall 2005-2018 0.02 3 (Feb.-May) -0.22 0.083 -2.65 *0.012 -3.08 
   3 (Jun.-Sep.) -0.20 0.12 0.18 0.856 -2.8 
   3 (Oct.-Jan.) 0.065 0.12 2.43 *0.020 0.91 
Surface Specific 
Conductivity 
(nS cm-1) 
Whitney 2003-2018 0.08 2 11.56 1.12 10.31 ***3.4e-13 184.96 
Dawson 2003-2018 0.64 2 5.39 0.43 12.40 ***1.3e-15 86.24 
Watrous 2003-2018 0.89 2 4.59 0.37 12.51 ***6.4e-16 73.44 
Gaillard 2003-2018 0.93 2 2.53 0.19 13.61 ***<2e-16 40.48 
Saltonstall 2005-2018 0.96 2 10.90 0.67 16.38 ***<2e-16 152.6 
Average Specific 
Conductivity 
(nS cm-1) 
Whitney 2003-2018 0.47 2 11.58 1.52 7.63 ***1.6e-9 185.28 
Dawson 2003-2018 0.63 2 5.57 0.44 12.55 ***8.5e-16 89.12 
Watrous 2003-2018 0.97 2 4.52 0.38 11.93 ***3.1e-15 72.32 
Gaillard 2003-2018 0.74 2 2.39 0.18 12.96 ***<2e-16 38.24 
Saltonstall 2005-2018 0.88 2 10.90 0.66 16.59 ***<2e-16 152.6 
Bottom Specific 
Conductivity 
(nS cm-1) 
Whitney 2003-2018 0.77 2 13.045 3.19 4.08 ***1.9e-4 208.72 
Dawson 2003-2018 0.63 2 5.97 0.51 11.81 ***6.2e-15 95.52 
Watrous 2003-2018 1.00 2 4.57 0.69 6.61 ***4.7e-8 73.12 
Gaillard 2003-2018 0.31 2 2.50 0.22 11.59 ***8.2e-15 40 
Saltonstall 2005-2018 0.78 2 10.91 0.68 16.02 ***<2e-16 152.74 
Air Temperature 
(°C) 
Whitney 1979-2018 0.79 2 0.0123 0.0068 1.82 0.07 0.492 
Dawson 1979-2018 0.78 2 0.0129 0.0067 1.92 0.06 0.516 
Watrous 1979-2018 0.76 2 0.0138 0.0067 2.06 *0.04 0.552 
Gaillard 1979-2018 0.71 2 0.0169 0.0068 2.50 *0.01 0.676 
Saltonstall 1979-2018 0.69 2 0.0076 0.0069 1.10 0.27 0.304 
Wind Speed 
(m s-1) 
Whitney 1979-2018 0.22 2 0.0055 0.0019 2.99 **0.003 0.22 
Dawson 1979-2018 0.25 2 0.0048 0.0018 2.71 **0.008 0.192 
Watrous 1979-2018 0.24 2 0.0048 0.0018 2.70 **0.008 0.192 
Gaillard 1979-2018 0.24 2 0.0048 0.0018 2.70 **0.008 0.192 
Saltonstall 1979-2018 0.23 2 0.0054 0.0019 2.88 **0.005 0.216 
Significance codes: P ≤ ***0.001, P ≤ **0.01, P ≤ *0.05      
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Supporting Material, Table 2a: Observed correlation (R2) between the 2-365 day lagged mean air temperature averages and water quality 
parameter predictions on the subsequent day in five Connecticut lakes. 
Air Temperature 
Water Quality 
Parameter Lake R2 Days Slope Intercept 
Standard 
Error Significance F 
Pearson 
Correlation 
Surface Water 
Temperature 
(°C) 
Whitney (n=113) 0.94 8 0.93 3.10 1.3 ***<0.001 0.97 
Dawson (n=118) 0.95 8 1.04 1.94 1.3 ***<0.001 0.97 
Watrous (n=130) 0.95 14 1.05 2.03 1.3 ***<0.001 0.97 
Gaillard (n=164) 0.96 21 1.06 1.79 1.3 ***<0.001 0.98 
Saltonstall (n=104) 0.95 13 1.07 1.26 1.4 ***<0.001 0.97 
Average Water 
Temperature 
(°C) 
Whitney (n=112) 0.9 26 0.54 6.11 1.0 ***<0.001 0.95 
Dawson (n=118) 0.89 25 0.73 4.38 1.5 ***<0.001 0.94 
Watrous (n=129) 0.87 47 0.71 4.61 1.7 ***<0.001 0.93 
Gaillard (n=163) 0.93 48 0.52 5.00 0.9 ***<0.001 0.96 
Saltonstall (n=103) 0.94 36 0.6 4.66 0.9 ***<0.001 0.97 
Bottom Water 
Temperature 
(°C) 
Whitney (n=113) 0.42 94 0.16 8.46 1.4 ***<0.001 0.65 
Dawson (n=118) 0.48 69 0.39 6.96 2.8 ***<0.001 0.69 
Watrous (n=128) 0.65 97 0.51 5.63 2.3 ***<0.001 0.81 
Gaillard (n=163) 0.29 102 0.11 6.78 1.2 ***<0.001 0.54 
Saltonstall (n=104) 0.41 233 0.23 6.36 1.2 ***<0.001 0.64 
Total RTRM 
Whitney (n=113) 0.90 6 21.45 -181.89 41 <0.001 0.95 
Dawson (n=116) 0.77 7 21.71 -201.35 65 <0.001 0.88 
Watrous (n=130) 0.69 5 19.6 -163.45 74 <0.001 0.83 
Gaillard (n=155) 0.92 15 24.53 -196.02 39 <0.001 0.96 
Saltonstall (n=104) 0.94 9 24.64 -208.94 36 <0.001 0.97 
Surface Water 
Dissolved 
Oxygen (% 
SAT) 
Whitney (n=113) 0.23 3 1.88 60.27 19.83 ***<0.001 0.48 
Dawson (n=118) 0.16 365 4.94 38.33 9.80 ***<0.001 0.40 
Watrous (n=130) 0.15 365 5.57 34.89 11.06 ***<0.001 0.39 
Gaillard (n=160) 0.18 1 0.67 81.93 9.24 ***<0.001 0.42 
Saltonstall (n=105) 0.17 4 1.12 79.08 14.56 ***<0.001 0.41 
Average Water 
Dissolved 
Oxygen (% 
SAT) 
Whitney (n=113) 0.60 47 -2.27 93.57 11.16 ***<0.001 -0.77 
Dawson (n=118) 0.54 13 -2.12 106.99 10.93 ***<0.001 -0.73 
Watrous (n=130) 0.33 18 -1.30 97.40 10.27 ***<0.001 -0.57 
Gaillard (n=160) 0.73 78 -2.10 100.75 8.45 ***<0.001 -0.85 
Saltonstall (n=105) 0.50 52 -1.98 103.9 11.82 ***<0.001 -0.71 
Bottom Water 
Dissolved 
Oxygen (% 
SAT) 
Whitney (n=113) 0.74 30 -3.89 90.02 12.99 ***<0.001 -0.86 
Dawson (n=118) 0.7 11 -4.85 128.05 17.89 ***<0.001 -0.84 
Watrous (n=128) 0.45 18 -2.93 104.81 17.86 ***<0.001 -0.67 
Gaillard (n=159) 0.74 106 -3.48 97.87 14.43 ***<0.001 -0.86 
Saltonstall (n=105) 0.84 46 -4.73 115.87 11.8 ***<0.001 -0.92 
Surface pH 
Whitney (n=113) 0.17 4 0.04 7.24 0.51 ***<0.001 0.41 
Dawson (n=118) 0.07 211 -0.02 7.87 0.38 **0.003 -0.26 
Watrous (n=130) 0.07 194 -0.02 7.81 0.44 **0.003 -0.26 
Gaillard (n=164) 0.02 153 -0.01 7.96 0.51 *0.045 -0.14 
Saltonstall (n=105) 0.37 5 0.05 7.76 0.40 ***<0.001 0.61 
Average pH 
Whitney (n=113) 0.04 5 0.02 7.26 0.52 *0.02 0.2 
Dawson (n=118) 0.05 5 -0.02 7.63 0.40 *0.02 -0.22 
Watrous (n=130) 0.07 60 -0.02 7.45 0.41 **0.003 -0.26 
Gaillard (n=164) 0.18 49 -0.03 7.71 0.43 ***<0.001 -0.42 
Saltonstall (n=105) 0.13 296 -0.08 9.1 0.39 ***<0.001 -0.36 
Bottom pH 
Whitney (n=113) 0.02 94 0.02 7.18 0.93 0.18 0.14 
Dawson (n=118) 0.06 5 -0.03 7.64 0.67 **0.007 -0.24 
Watrous (n=128) 0.06 10 -0.03 7.29 0.57 **0.005 -0.24 
Gaillard (n=163) 0.21 46 -0.04 7.49 0.52 ***<0.001 -0.46 
Saltonstall (n=105) 0.04 365 -0.17 9.75 0.63 *0.04 -0.2 
Whitney (n=113) 0.07 91 0.17 1.4 4.34 **0.004 0.26 
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Surface 
Turbidity 
(NTU) 
Dawson (n=118) 0.15 4 -0.07 2.04 1.02 ***<0.001 -0.39 
Watrous (n=130) 0.1 7 -0.08 2.51 1.40 ***<0.001 -0.32 
Gaillard (n=160) 0.14 9 -0.08 2.27 1.22 <0.001 -0.37 
Saltonstall (n=105) 0.03 220 -0.07 2.87 1.87 0.09 -0.17 
Average 
Turbidity 
(NTU) 
Whitney (n=113) 0.14 110 0.16 2.29 2.80 ***<0.001 0.37 
Dawson (n=118) 0.02 5 -0.03 1.58 1.07 0.11 -0.14 
Watrous (n=130) 0.11 211 0.10 0.75 1.47 ***<0.001 0.33 
Gaillard (n=160) 0.08 9 -0.06 2.1 1.17 ***<0.001 -0.28 
Saltonstall (n=105) 0.04 281 -0.11 3.53 1.28 *0.05 -0.2 
Bottom 
Turbidity 
(NTU) 
Whitney (n=113) 0.1 104 0.25 2.96 5.24 ***<0.001 0.32 
Dawson (n=118) 0.05 110 0.05 0.89 1.55 **0.01 0.22 
Watrous (n=128) 0.22 64 0.20 -0.44 2.46 ***<0.001 0.47 
Gaillard (n=159) 0.06 204 0.08 0.86 1.91 **0.003 0.24 
Saltonstall (n=105) 0.02 101 0.04 2.59 2.15 0.18 0.14 
Surface 
Specific 
Conductivity 
(mS cm-1) 
Whitney (n=113) 0.14 365 0.028 -0.05 0.06 ***<0.001 0.37 
Dawson (n=118) 0.13 365 0.013 -0.01 0.03 <0.001 0.36 
Watrous (n=130) 0.08 365 0.0086 0.02 0.02 <0.001 0.28 
Gaillard (n=164) 0.31 365 0.0088 -0.02 0.01 ***<0.001 0.56 
Saltonstall (n=105) 0.07 361 0.020 0.07 0.05 **0.006 0.26 
Average 
Specific 
Conductivity 
(mS cm-1) 
Whitney (n=113) 0.11 151 0.0036 0.23 0.07 ***<0.001 0.33 
Dawson (n=118) 0.13 365 0.0129 -0.01 0.03 <0.001 0.36 
Watrous (n=130) 0.09 365 0.0088 0.02 0.02 ***<0.001 0.30 
Gaillard (n=164) 0.31 365 0.0084 -0.02 0.01 ***<0.001 0.56 
Saltonstall (n=105) 0.07 365 0.0166 0.07 0.05 **0.005 0.26 
Bottom Specific 
Conductivity 
(mS cm-1) 
Whitney (n=113) 0.10 135 0.0059 0.24 0.13 ***<0.001 0.32 
Dawson (n=118) 0.16 150 0.0020 0.11 0.03 ***<0.001 0.40 
Watrous (n=128) 0.12 148 0.0012 0.10 0.02 ***<0.001 0.35 
Gaillard (n=163) 0.32 365 0.0087 -0.02 0.01 ***<0.001 0.57 
Saltonstall (n=105) 0.07 365 0.0163 0.08 0.05 ***<0.001 0.26 
Significance codes: P ≤ ***0.001, P ≤ **0.01, P ≤ *0.05 
 
 
Supporting Material, Table 2b: Observed correlation (R2) between the 2-365 day lagged mean wind speed averages and water quality parameter 
predictions on the subsequent day in five Connecticut lakes.       
Wind Speed 
Water Quality 
Parameter Lake R2 Days Slope Intercept 
Standard 
Error 
Significance 
F 
Pearson 
Correlation 
Surface Water 
Temperature (°C)    
Whitney (n=113) 0.74 43 -6.91 48.41 2.71 ***<0.001 -0.86 
Dawson (n=118) 0.68 38 -8.05 -52.74 3.41 ***<0.001 -0.82 
Watrous (n=130) 0.67 38 -8.09 52.64 3.37 ***<0.001 -0.82 
Gaillard (n=164) 0.78 43 -8.66 54.94 3.11 ***<0.001 -0.88 
Saltonstall (n=104) 0.78 50 -7.95 53.64  2.87 ***<0.001 -0.88 
Average Water 
Temperature (°C) 
Whitney (n=112) 0.77 50 -4.2 33.4 1.52 ***<0.001 -0.88 
Dawson (n=118) 0.73 60 -5.9 41.1 2.31 ***<0.001 -0.85 
Watrous (n=129) 0.75 59 -6.3 41.9 2.31 ***<0.001 -0.87 
Gaillard (n=163) 0.85 65 -4.8 33.5 1.35 ***<0.001 -0.92 
Saltonstall (n=103) 0.84 65 -4.9 36.1 1.38 ***<0.001 -0.92 
Bottom Water 
Temperature (°C)  
Whitney (n=113) 0.4 127 -1.52 17.80 1.38 ***<0.001 -0.63 
Dawson (n=118) 0.44 101 -3.78 29.20 2.86 ***<0.001 -0.66 
Watrous (n=128) 0.62 101 -5.19 34.95 2.79 ***<0.001 -0.79 
Gaillard (n=163) 0.34 140 -1.26 13.87 1.15 ***<0.001 -0.58 
Saltonstall (n=104) 0.41 233 -2.03 18.83 1.17 ***<0.001 -0.64 
Total RTRM Whitney (n=113) 0.66 32 -149.12 819.37 73.4 <0.001 -0.81 
Dawson (n=116) 0.41 17 -136.24 725.75 102.6 <0.001 -0.64 
Watrous (n=130) 0.38 19 -135.73 708.40 105 <0.001 -0.62 
Gaillard (n=155) 0.69 32 -169.21 908.68 80.5 <0.001 -0.83 
Saltonstall (n=104) 0.72 25 -166.95 931.62 75.5 <0.001 -0.85 
Whitney (n=113) 0.28 7 -13.11 148.10 19.2 ***<0.001 -0.53 
Dawson (n=118) 0.04 362 -15.66 164.21 10.45 *0.02 -0.20 
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Surface Water 
Dissolved Oxygen (% 
SAT) 
Watrous (n=130) 0.05 363 -18.26 178.87 11.67 **0.01 -0.22 
Gaillard (n=160) 0.24 248 13.26 30.23 8.93 ***<0.001 0.49 
Saltonstall (n=105) 0.15 7 -6.65 126.97  14.73 ***<0.001 -0.39 
Average Water 
Dissolved Oxygen (% 
SAT) 
Whitney (n=113) 0.56 82 18.68 -25.72 11.76 ***<0.001 0.75 
Dawson (n=118) 0.44 39 17.21 0.34 12.11 ***<0.001 0.66 
Watrous (n=130) 0.33 41 12.01 26.85 10.2 ***<0.001 0.57 
Gaillard (n=160) 0.72 109 21.09 -22.15 8.53 ***<0.001 0.85 
Saltonstall (n=105) 0.47 66 17.13 -2.97 12.17 ***<0.001 0.69 
Bottom Water 
Dissolved Oxygen 
(%SAT) 
Whitney (n=113) 0.69 50 32.3 -113.35 14.22 ***<0.001 0.83 
Dawson (n=118) 0.5 39 37.2 -107.11 14.82 ***<0.001 0.71 
Watrous (n=128) 0.35 41 23.7 -40.42 19.41 ***<0.001 0.59 
Gaillard (n=159) 0.73 127 37.1 -113.83 14.82 ***<0.001 0.85 
Saltonstall (n=105) 0.77 65 39.6 -134.68 14.27 ***<0.001 0.88 
Surface pH Whitney (n=113) 0.15 16 -0.28 9.14 0.52 ***<0.001 -0.39 
Dawson (n=118) 0.09 238 0.32 6.16 0.38 ***<0.001 0.30 
Watrous (n=130) 0.06 193 0.21 6.66 0.44 **0.003 0.24 
Gaillard (n=164) 0.04 298 0.46 5.64 0.51 **0.015 0.20 
Saltonstall (n=105) 0.37 10 -0.34 10.12 0.39 ***<0.001 -0.61 
Average pH Whitney (n=113) 0.05 345 0.72 4.07 0.52 *0.02 0.22 
Dawson (n=118) 0.09 2 0.10 6.96 0.4 ***<0.001 0.30 
Watrous (n=130) 0.08 65 0.19 6.41 0.4 ***0.001 0.28 
Gaillard (n=164) 0.22 55 0.33 5.84 0.42 ***<0.001 0.47 
Saltonstall (n=105) 0.13 291 0.58 5.37 0.39 ***<0.001 0.36 
Bottom pH Whitney (n=113) 0.03 1 0.1 7.03 0.92 0.08 0.17 
Dawson (n=118) 0.07 2 0.14 6.56 0.66 **0.004 0.26 
Watrous (n=128) 0.05 40 0.21 5.99 0.57 **0.01 0.22 
Gaillard (n=163) 0.25 53 0.44 4.99 0.5 ***<0.001 0.50 
Saltonstall (n=105) 0.05 358 0.91 3.3 0.62 *0.02 0.22 
Surface Turbidity 
(NTU) 
Whitney (n=113) 0.09 118 -1.78 11.99 4.31 **0.002 -0.30 
Dawson (n=118) 0.19 3 0.42 -0.93 0.99 ***<0.001 0.44 
Watrous (n=130) 0.07 30 0.64 -1.51 1.42 **0.003 0.26 
Gaillard (n=160) 0.12 36 0.66 -1.84 1.71 ***<0.001 0.35 
Saltonstall (n=105) 0.04 365 -2.40 13.80 1.86 *0.04 -0.20 
Average Turbidity 
(NTU) 
Whitney (n=113) 0.17 124 -1.66 12.07 2.77 ***<0.001 -0.41 
Dawson (n=118) 0.1 3 0.29 -0.1 1.03 ***<0.001 0.32 
Watrous (n=130) 0.1 179 -0.80 5.42 1.48 ***<0.001 -0.32 
Gaillard (n=160) 0.05 292 -1.19 6.76 1.19 **0.004 -0.22 
Saltonstall (n=105) 0.03 286 0.75 -1.3 1.29 0.1 0.17 
Bottom Turbidity 
(NTU) 
Whitney (n=113) 0.1 109 -2.41 17.26 5.25 <0.001 -0.32 
Dawson (n=118) 0.08 112 -0.68 4.51 1.52 0.001 -0.28 
Watrous (n=128) 0.21 69 -1.94 10.73 2.47 <0.001 -0.46 
Gaillard (n=159) 0.1 218 -1.30 7.79 1.86 <0.001 -0.32 
Saltonstall (n=105) 0.02 365 1.91 -6.06 2.15 0.15 0.14 
Surface Specific 
Conductivity (mS cm-
1) 
Whitney (n=113) 0.05 6 -0.02 0.3212 0.0642 *0.02 -0.22 
Dawson (n=118) 0.07 246 -0.02 0.2323 0.029 **0.003 -0.26 
Watrous (n=130) 0.06 316 -0.03 0.2659 0.0239 **0.004 -0.24 
Gaillard (n=164) 0.01 8 0 0.0672 0.013 0.18 0.10 
Saltonstall (n=105) 0.01 4 0.01 0.2383 0.0474 0.24 0.10 
Average Specific 
Conductivity (mS cm-
1) 
Whitney (n=113) 0.1 142 -0.03 0.4246 0.07 ***<0.001 -0.32 
Dawson (n=118) 0.09 214 -0.02 0.2187 0.03 ***0.001 -0.30 
Watrous (n=130) 0.08 246 -0.02 0.1959 0.02 ***0.001 -0.28 
Gaillard (n=164) 0.02 8 0 0.0657 0.01 0.09 0.14 
Saltonstall (n=105) 0.01 2 0 0.2480 0.05 0.33 0.10 
Bottom Specific 
Conductivity (mS cm-
1) 
Whitney (n=113) 0.13 141 -0.06 ***0.61 0.12 ***<0.001 -0.36 
Dawson (n=118) 0.11 175 -0.02 ***0.22 0.03 ***<0.001 -0.33 
Watrous (n=128) 0.11 246 -0.02 ***0.22 0.02 ***<0.001 -0.33 
Gaillard (n=163) 0.02 8 0.002 ***0.06 0.01 0.06 0.14 
Saltonstall (n=105) 0.01 360 -0.03 **0.41 0.05 0.32  -0.10 
Significance codes: P ≤ ***0.001, P ≤ **0.01, P ≤ *0.05 
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Supporting Material, Table 3: Historical and future average mean air temperature and wind speed averaged over five Connecticut lakes. The 
historical and future 30-year averages are the average monthly air temperature and wind speed projections from 3 General Circulation Models 
(HadGEM2-CC365, CCSM4, and GFDL-ESM2M) under Representative Concentration Pathway 8.5. 
Month 
Historical 30-
year Avg.  
Mean Air 
temperature 
(°C)  
(1971-2000) 
Future 30-
year Avg. 
Mean Air 
temperatur
e (°C)  
(2041-
2070) 
Change 
yr-1 
(°C) 
Total 
Change 
over 
the 70-
year 
period  
(°C) 
P, 2-tailed t-
test 
Historical 
30-year 
Avg. Mean 
Wind Speed  
(m s-1) 
(1971-
2000) 
Future 30-
year Avg. 
Mean Wind 
Speed  
(m s-1) 
(2041-2070) 
Change 
yr-1 
(m s-1) 
Total 
Change 
over the 
70-year 
period  
(m s-1) 
P, 2-
tailed t-
test 
Jan. -1.9 ± 3.1 1.8 ± 2.8 0.053 3.7  <0.001 *** 5.66 ± 1.25 5.57 ± 1.21 -0.0013 -0.09 0.27 
Feb. -0.1 ± 2.6 2.5 ± 3.0 0.037 2.6  <0.001 *** 5.47 ± 1.21 5.60 ± 1.28 0.0019 0.13 0.13 
Mar. 4.0 ± 2.6 6.5 ± 2.7 0.036 2.5  <0.001 *** 5.31 ± 1.23 5.32 ± 1.27 0.0001 0.01 0.89 
Apr. 9.4 ± 2.4 12.3 ± 2.6 0.041 2.9  <0.001 *** 4.66 ± 0.99 4.53 ± 0.94 -0.0019 -0.13 0.01 ** 
May. 15.1 ± 2.3 17.7 ± 2.3 0.037 2.6  <0.001 *** 4.02 ± 0.85 3.85 ± 0.80 -0.0024 -0.17 0.00 *** 
Jun. 20.0 ± 2.1 22.8 ± 2.2 0.040 2.8  <0.001 *** 3.66 ± 0.73 3.56 ± 0.67 -0.0014 -0.10 0.04 * 
Jul. 23.0 ± 1.6 26.4 ± 1.8 0.049 3.4  <0.001 *** 3.43 ± 0.63 3.52 ± 0.63 0.0013 0.09 0.05 * 
Aug. 22.4 ± 1.7 26.0 ± 1.8 0.051 3.6  <0.001 *** 3.41 ± 0.65 3.43 ± 0.65 0.0003 0.02 0.63 
Sep. 18.2 ± 2.2 21.6 ± 2.4 0.049 3.4  <0.001 *** 3.86 ± 0.83 3.86 ± 0.85 0 0 0.92 
Oct. 11.9 ± 2.6 15.0 ± 2.9 0.044 3.1  <0.001 *** 4.70 ± 1.10 4.48 ± 1.10 -0.0031 -0.22 0.00 *** 
Nov. 6.4 ± 2.6 9.5 ± 2.9 0.044 3.1  <0.001 *** 5.26 ± 1.26 5.25 ± 1.29 -0.0001 -0.01 0.95 
Dec. 1.2 ± 2.8 4.8 ± 2.8 0.051 3.6  <0.001 *** 5.67 ± 1.28 5.59 ± 1.24 -0.0011 -0.08 0.28 
Annual 10.9 ± 8.9 14.0 ± 9.0 0.044 3.1  <0.001 *** 4.59 ± 1.35 4.54 ± 1.35 -0.0007 -0.05 0.05 * 
Significance codes: P ≤ ***0.001, P ≤ **0.01, P ≤ *0.05 
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6.2  – Supporting Material 
 
Supporting Material, Figure 1: Air temperature to surface water temperature predictive model accuracy for each lake. Residuals (residual = 
measured - predicted) are the leave-one-out cross validation estimates. There is a strong correlation between predicted and measured surface 
water temperature values. The residuals are evenly spaced and fall close to the R2=1 line, indicating high model accuracy. 
73 
 
 
Supporting Material, Figure 2: Lagged air temperature to average water temperature predictive model accuracy for each lake. Residuals 
(residual = measured - predicted) are the leave-one-out cross validation estimates. There is a strong correlation between predicted and measured 
average water temperature values. The residuals are evenly spaced and fall close to the R2=1 line, indicating high model accuracy. 
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Supporting Material, Figure 3: Lagged air temperature to bottom water temperature empirical model accuracy for each lake. Residuals 
(residual = measured - predicted) are the leave-one-out cross validation estimates. The range of bottom water temperatures experience by each 
lake vary greatly. 
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Supporting Material Figure 4: Surface water temperature to total RTRM empirical model accuracy for each lake. Residuals (residual = 
measured - predicted) are the leave-one-out cross validation estimates. There is a strong correlation between predicted and measured total RTRM 
values in Lake Whitney, Lake Gaillard, and Lake Saltonstall B. For these 3 lakes, the residuals are evenly spaced and fall close to the R2=1 line, 
indicating high model accuracy. For Lake Saltonstall A and Lake Watrous, the residuals are evenly spaced but fall further away from the R2=1 
line, which is consistent with the slightly lower R2 value for these lake models (Table 2). Lake Glen’s surface water temperature to total RTRM 
model is the least accurate, mostly because it slightly under predicts total RTRM at high RTRM values (above 200). 
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Supporting Material Figure 5: Surface water temperature to max RTRM predictive model accuracy for each lake. Residuals (residual = 
measured - predicted) are the leave-one-out cross validation estimates. 
Supporting Material, Table 1: Correlation between low, moderate, and high-risk levels of cyanobacterial biomass, water temperature 
(T), Relative Thermal Resistance to Mixing measurements (RTRM). 
Mean Total Cyanobacteria Biomass (cells mL-1) 
Mean Surface 
Water T 
Mean Average 
Water T 
Mean Bottom 
Water T 
Mean Total 
RTRM 
Mean Max 
RTRM 
All available data  (n=438) 0.14 0.15 0.01 0.15 0.10 
Low Risk ≤ 20,000  (n=309) 0.01 0.08 0.06 -0.02 0.05 
Moderate Risk = 20,000-70,000  (n=109) 0.14 0.16 0.04 0.11 0.12 
High Risk ≥ 70,000  (n=20) 0.37 0.14 -0.44 0.38 0.26 
 
Supporting Material, Table 2: Results from two-sample t-tests assuming unequal variances for water temperature and total Relative Thermal 
Resistance to Mixing (RTRM) ranges associated with low, moderate and high-risk blooms. Total cyanobacteria biomass consisting of less than 
20,000 cells mL-1 is considered low-risk, between 20,000-70,000 cells mL-1 is considered moderate-risk, and over 70,000 cells mL-1 is 
considered high-risk. 
Parameter Low vs. High Risk Bins Moderate vs. High Risk Bins Low vs. Moderate Risk Bins 
Surface Water T Low High Moderate High   Low Moderate 
Mean 19.7 23.7 19.3 23.7 19.7 19.3 
Variance 37.0 8.0 28.7 8.0 37.0 28.7 
Observations 311 20 110 20 311 110 
Hypothesized Mean Difference 0   0   0   
df 32   48   215   
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t Stat -5.55   -5.35   0.56   
P(T<=t) one-tail 1.99E-06   1.23E-06   0.290   
t Critical one-tail 1.69   1.68   1.65   
P(T<=t) two-tail 3.99E-06   2.46E-06   0.570   
t Critical two-tail 2.04   2.01   1.97   
Average Water T Low High Moderate High   Low Moderate 
Mean 15.5 18.2 16.0 18.2 15.5 16.0 
Variance 21.5 1.8 16.8 1.8 21.5 16.8 
Observations 311 20 110 20 311 110 
Hypothesized Mean Difference 0   0   0   
df 58   93   214   
t Stat -6.95   -4.53   -1.12   
P(T<=t) one-tail 1.80E-09   8.60E-06   0.132   
t Critical one-tail 1.67   1.66   1.65   
P(T<=t) two-tail 3.60E-09   1.72E-05   0.263   
t Critical two-tail 2.00   1.99   1.97   
Bottom Water T Low High Moderate High   Low Moderate 
Mean 11.5 11.8 11.7 11.8 11.5 11.7 
Variance 21.1 7.7 18.9 7.7 21.1 18.9 
Observations 311 20 110 20 311 110 
Hypothesized Mean Difference 0   0   0   
df 26   38   201   
t Stat -0.46   -0.15   -0.40   
P(T<=t) one-tail 0.325   0.441   0.344   
t Critical one-tail 1.71   1.69   1.65   
P(T<=t) two-tail 0.649   0.881   0.687   
t Critical two-tail 2.06   2.02   1.97   
Total RTRM Low High Moderate High   Low Moderate 
Mean 179 282 166 282 179 166 
Variance 18058 13659 16218 13659 18058 16218 
Observations 311 20 110 20 311 110 
Hypothesized Mean Difference 0   0   0   
df 22   28   201   
t Stat -3.79   -4.02   0.89   
P(T<=t) one-tail 5.06E-04   1.99E-04   0.187   
t Critical one-tail 1.72   1.70   1.65   
P(T<=t) two-tail 0.001   3.98E-04   0.374   
t Critical two-tail 2.07   2.05   1.97   
Max RTRM Low High Moderate High   Low Moderate 
Mean 69 90 72 90 69 72 
Variance 3569 2521 3871 2521 3569 3871 
Observations 311 20 110 20 311 110 
Hypothesized Mean Difference 0   0   0   
df 23   31   185   
t Stat -1.81   -1.40   -0.51   
P(T<=t) one-tail 0.042   0.086   0.306   
t Critical one-tail 1.71   1.70   1.65   
P(T<=t) two-tail 0.083   0.171   0.612   
t Critical two-tail 2.07   2.04   1.97   
Total Cyanobacteria Biomass 
(cells mL-1) Low High Moderate High   Low Moderate 
Mean 10541 123228 33647 123228 10541 33647 
Variance 25516449 2464073702 132966946 2464073702 25516449 132966946 
Observations 311 20 110 20 311 110 
Hypothesized Mean Difference 0   0   0   
df 19   19   124   
t Stat -10.15   -8.03   -20.34   
P(T<=t) one-tail 2.07E-09   7.91E-08   1.29E-41   
t Critical one-tail 1.73   1.73   1.66   
P(T<=t) two-tail 4.15E-09   1.58E-07   2.59E-41   
t Critical two-tail 2.09   2.09   1.98   
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Supporting Material, Table 3: Water temperature and thermal stability values correlating with risk levels from exposure to cyanobacteria. The 
percentage of samples for each lake are categorized by low, moderate, or high health risk according to the Massachusetts Department of Health 
guidelines for human recreational exposure to cyanobacteria biomass in recreational lakes based on World Health Organization risk and EPA 
(2003) papers which associate cell counts with toxin risks and probability of adverse health effects (Sivonen & Jones, 1999). The specific 
values included in this table are the mean values for each parameter and associated standard deviations, that corresponding with low, moderate, 
and high-risk cyanobacteria blooms. This table does not indicate significance. 
Lake Measure (means) 
Low Risk Moderate Risk  High Risk 
 <20,000 cells mL-1 20,000-70,000 cells mL-1 >70,000 cells mL-1 
Whitney (n=55) Percentage of Samples 36.36% 36.36% 27.27% 
Total Cyanobacteria 8554 ± 2458 38189 ± 6874 118497 ± 39413 
Surface Water T 14.6 ± 2.5 20.1 ± 1.3 24.5 ± 1.6 
Average Water T 11.9 ± 2.2 16.7 ± 1.2 18.1 ± 0.7 
Bottom Water T 9.0 ± 2.4 11.9 ± 1.3 10.8 ± 0.8 
Total RTRM 92 ± 42 189 ± 31 324 ± 52 
Max RTRM 28 ± 13 68 ± 14 88 ± 23 
Dawson (n=59) Percentage of Samples 89.83% 10.17% - 
Total Cyanobacteria 9423 ± 2180 26254 ± 7182 - 
Surface Water T 20.9 ± 2.7 23.4 ± 2.6 - 
Average Water T 17.6 2.9 18.9 ± 0.4 - 
Bottom Water T 14.3 3.7 14.0 ± 4.1 - 
Total RTRM 174 ± 50 235 ± 158 - 
Max RTRM 73 ± 37 80 ± 52 - 
Glen (n=61) Percentage of Samples 85.25% 14.75% - 
Total Cyanobacteria 9176 ± 3089 26254 ± 1620 - 
Surface Water T 19.5 ± 1.3 19.0 ± 2.1 - 
Average Water T 16.0 ± 1.9 17.9 ± 2.5 - 
Bottom Water T 13.5 ± 2.7 17.0 ± 3.0 - 
Total RTRM 128 ± 40 52 ± 24 - 
Max RTRM 49 ± 15 25 ± 16 - 
Watrous (n=68) Percentage of Samples 73.53% 22.06% 4.41% 
Total Cyanobacteria 11614 ± 1878 31903 ± 6455 78122 ± 223 
Surface Water T 21.5 ± 2.3 19.7 ± 1.5 18.1 ± 0.8 
Average Water T 16.4 ± 1.9 17.2 2.8 17.8 ± 0.4 
Bottom Water T 12.5 ± 2.3 15.1 4.2 17.2 ± 0.2 
Total RTRM 218 ± 55 123 ± 66 32 ± 35 
Max RTRM 86 ± 34 54 ± 24 13 ± 16 
Gaillard (n=86) Percentage of Samples 93.02% 6.98% - 
Total Cyanobacteria 11834 ± 2306 28109 ± 8906 - 
Surface Water T 19.3 ± 1.8 12.0 ± 2.3 - 
Average Water T 13.8 ± 0.7 8.7 ± 0.7 - 
Bottom Water T 8.6 ± 0.8 6.5 ± 0.3 - 
Total RTRM 208 ± 46 67 ± 43 - 
Max RTRM 69 ± 11 19 ± 12 - 
Saltonstall A (n=55) Percentage of Samples 63.64% 34.55% 1.82% 
Total Cyanobacteria 11752 ± 3337 35233 ± 4174 100136 
Surface Water T 19.0 ± 3.5 18.2 ± 3.4 25.9 
Average Water T 17.7 ± 3.2 16.5 ± 3.3 22.2 
Bottom Water T 14.9 ± 3.2 13.9 ± 3.2 15.9 
Total RTRM 113 ± 67 118 ± 39 292 
Max RTRM 70 ± 45 56 ± 27 199 
Saltonstall B (n=54) Percentage of Samples 37.04% 61.11% 1.85% 
Total Cyanobacteria 15672 ± 3855 35627 ± 8967 108833 
Surface Water T 16.6 ± 6.2 19.1 ± 2.5 26.2 
Average Water T 13.1 ± 4.0 14.8 ± 1.9 17.9 
Bottom Water T 8.6 ± 2.5 8.7 ± 1.1 8.7 
Total RTRM 155 ± 137 195 ± 59 409 
Max RTRM 70 ± 64 88 ± 43 203 
Across Lakes (n=438) Percentage of Samples 70.52% 24.94% 4.54% 
Total Cyanobacteria (y) 10,541 ± 3350 33,647 ± 7,615 123,228 ± 34,548 
Surface Water T 19.7 ± 3.7 19.3 ± 3.2 23.7 ± 3.1 
Average Water T 15.5 ± 3.2 16.0 ± 3.3 18.2 ± 1.4 
Bottom Water T 11.5 ± 3.6 11.7 ± 4.0 11.8 ± 3.1 
Total RTRM 179 ± 77 166 ± 81 282 ± 131 
Max RTRM 69 ± 37 72 ± 36 90 ± 63 
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Supporting Material, Table 4: Projected change in the number of days per year where water temperature (T) and Relative Thermal Resistance to Mixing 
(RTRM) values are within a certain range, or above a certain threshold. The change reported is the difference between the average number of days per year during 
the historical period (1971-2000) and the average number of days during the future period (2041-2070). Positive numbers indicate an increase in the number of 
days per year in the future and vice versa. The standard deviation of the change across lakes is reported. 
Parameter 
Range Time Period 
Whitney 
(days yr-1) 
Dawson 
(days yr-1) 
Glen  
(days yr-1) 
Watrous 
(days yr-1) 
Gaillard 
(days yr-1) 
Saltonstall A 
(days yr-1) 
Saltonstall B 
(days yr-1) 
Average 
Across Lakes 
(days yr-1) 
S
u
rf
ac
e 
W
at
er
 T
 (
°C
) 
20.6-26.8 
1971-2000 99 93 95 96 95 91 90 94 ± 3 
2041-2070 79 64 84 64 62 61 60 68 ± 10 
Change -20 -29 -11 -32 -33 -30 -30 -26 ± 8 
≥ 25 
1971-2000 26 48 16 46 48 56 56 43 ± 15 
2041-2070 81 93 77 93 93 97 97 90 ± 8 
Change 54 45 60 47 45 41 41 48 ± 7 
≥ 30 
1971-2000 0 0 0 0 0 0 0 0 ± 0 
2041-2070 4 22 2 20 21 28 29 18 ± 11 
Change 4 22 2 20 21 28 29 18 ± 11 
A
v
er
ag
e 
W
at
er
 T
 (
°C
) 
16.8-19.6 
1971-2000 87 49 48 57 15 34 84 53 ± 26 
2041-2070 64 40 37 44 85 33 57 51 ± 18 
Change -23 -9 -10 -13 70 -1 -27 -2 ± 33 
≥ 20 
1971-2000 0 57 50 40 0 92 0 34 ± 36 
2041-2070 44 100 96 90 0 124 48 72 ± 43 
Change 44 43 46 50 0 32 48 38 ± 18 
≥ 25 
1971-2000 0 0 0 0 0 0 0 0 ± 0 
2041-2070 0 2 3 0 0 58 0 9 ± 22 
Change 0 2 3 0 0 57 0 9 ± 21 
B
o
tt
o
m
 W
at
er
 T
 (
°C
) 
8.7-14.9 
1971-2000 264 189 90 156 0 160 193 150 ± 84 
2041-2070 313 189 82 140 0 171 262 165 ± 105 
Change 49 1 -8 -16 0 11 68 15 ± 32 
≥ 15 
1971-2000 0 59 80 48 0 95 0 40 ± 41 
2041-2070 0 101 118 99 0 130 0 64 ± 61 
Change 0 42 38 51 0 34 0 24 ± 23 
≥ 20 
1971-2000 0 0 0 0 0 0 0 0 ± 0 
2041-2070 0 0 53 0 0 53 0 15 ± 26 
Change 0 0 53 0 0 53 0 15 ± 26 
T
o
ta
l 
R
T
R
M
 
151-413 
1971-2000 219 118 188 170 164 151 231 177 ± 39 
2041-2070 159 110 201 217 172 177 180 174 ± 34 
Change -60 -8 13 48 8 27 -51 -3 ± 40 
≥ 413 
1971-2000 32 70 0 0 0 0 1 15 ± 27 
2041-2070 83 108 0 2 51 18 0 37 ± 44 
Change 51 38 0 2 51 18 -1 23 ± 24 
≥ 475 
1971-2000 1 8 0 0 0 0 0 1 ± 3 
2041-2070 51 69 0 0 11 0 0 19 ± 29 
Change 50 61 0 0 11 0 0 17 ± 27 
M
ax
 R
T
R
M
 
27-153 
1971-2000 129 111 124 124 112 89 113 115 ± 13 
2041-2070 97 97 106 91 103 97 125 102 ± 11 
Change -32 -14 -18 -33 -9 9 12 -12 ± 18 
≥ 153 
1971-2000 0 40 9 1 0 0 0 7 ± 15 
2041-2070 35 88 46 73 34 41 0 46 ± 29 
Change 35 48 37 72 34 41 0 38 ± 21 
≥ 200 
1971-2000 0 17 1 0 0 0 0 3 ± 6 
2041-2070 23 76 29 58 19 27 0 33 ± 26 
Change 23 59 28 58 19 27 0 31 ± 21 
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