The Basso, Beattie and Bresnahan (BBB) locomotor rating scale is widely used to test behavioral consequences of spinal cord injury (SCI) to the rat. Sensitivity of this rating scale can differentiate hind limb locomotor skills over a wide range of injury severities. While the 21-point BBB scale is ordinal in nature, the present discussion recommends the use of parametric statistics to evaluate the locomotor results. Specifically, it defines appropriate statistical analysis of these data in order to facilitate interpretation of results between laboratories and to provide a common methodology for the correct interpretation of SCI behavioral data.
INTRODUCTION D EVELOPME NT OF THERAPEUTIC TREATMENT REGIMES
that effectively restore lost locomotor function is one of the primary aims of a vast majority of the current research in experimental spinal cord injury (SCI). In order to properly assess behavioral outcomes following experimental SCI, a standardized locomotor rating scale was devised for testing rats in an open field. The Basso, Beattie and Bresnahan (BBB) locomotor rating scale (Basso et al., 1995) was originally developed to assess mildly and moderately injured animals, and later tested on more severely injured rats (Basso et al., 1996a) . The sensitivity of the behavioral assessment could differentiate among the various injury severities and between a severely injured animal and those with a transected spinal cord. The rating scale was subsequently used in the Multicenter Animal Spinal Cord Injury Study (MASCIS) (Basso et al., 1996b) and is currently used extensively throughout the neurotrauma literature.
In the standard BBB paradigm, animals are first pretrained to locomote in an open field that consists of a plastic pool approximately 90 cm in diameter with 7-10-cm-high walls. Two independent examiners study the locomotor ability of the test subject for approximately 4 consecutive min, and rate the subjects locomotion using a 21-point scale (Basso et al., 1995) . Following a surgical or chemical perturbation, the rats are subsequently tested beginning as early as 1 day posttreatment, with repeated testing routinely extending to 6-9 weeks posttreatment. Typically the injured animals are tested only once a week. The BBB locomotor scale has a very wide range consisting of no observable hindlimb movement (BBB score of 0), to consistent plantar stepping and coordinated limb movement, consistent toe clearance, parallel paw position throughout the step cycle, consistent trunk stability, and the tail consistently up (BBB score of 21) . This rating scheme is an ordinal scale that has both a floor and ceiling effect. Subjects cannot perform worse than zero nor higher than 21. The scale also has the property that the interval between the scores is not uniform, such that progress during certain portions of the scale can occur very rapidly. It is also important to consider the fact that animals demonstrating a BBB score of 6 are not twice as impaired as an animal with a score of 12, and many animals are capable of manifesting multiple BBB levels of improvement within the first 2 weeks following SCI.
Since the first presentation of data showing differences in locomotor skills there have appeared at least 14 different studies (1998) (1999) (2000) (2001) in the Journal of Neurotrauma utilizing this behavioral task following SCI. However, there has been little agreement as to the statistical methodology employed to assess group differences. Both parametric (one-way and two-way analysis of variance) and nonparametric (Kruskal-Wallis and Mann-Whitney U) statistical tests have been utilized. Graphing of the data has consisted of group mean or median data with standard deviation or standard error of the mean error bars. In some instances no data are graphed and means are only presented in the text, while in other studies no statistical analysis is presented for the BBB locomotor data.
Because of the BBB's wide use and importance in assessing functional outcome, the present manuscript attempts to provide a guideline for the testing and probing of group differences on the BBB locomotor task to promote consistency, communication and comparison of data between studies and laboratories.
MATERIALS AND METHODS
A group of hypothetical data was constructed based upon a series of 14 SCI studies that appeared in the Journal of Neurotrauma between 1998 and 2001. Eight of the 14 studies had more than two groups. The average number of subjects per group in each of these studies was 10, although the range was 6 to 15. In almost every case the same set of subjects was followed over time in order to assess possible changes in locomotor behavior. In all cases involving two or more groups, a treatment group was compared to a control group. Thus a hypothetical data set was constructed with a control group (Cont) and three different treatment groups (A,B,C). Fictional scores were generated based upon a moderate injury level with locomotor changes assessed on a weekly basis over 42 days (seven postinjury assessments). The data are meant to be representative of the type of data one might acquire using the BBB locomotor scale. Ten independent subjects were assigned to each of the four groups.
Overview of Research Design
A total of 40 subjects underwent experimental manipulation resulting in changes in locomotor ability. Four groups of subjects were given different treatments (Cont, A, B, C) and their motor behavior was observed on seven occasions (once per week) corresponding to days 2, 7, 14, 21, 28, 35, and 42 posttreatment. All subjects were judged prior to manipulation to locomote in an identical fashion and received a score of 21 on the BBB locomotor scale.
Dependent Measure
The dependent measure in this study is a rating made by observers regarding the degree of motor behavior in subjects who have a change in locomotor ability, perhaps as a result of damage to the spinal cord. The rating is made on an ordinal scale; that is, the scale does not have equal intervals between the points. For instance, it is easier to increase one's score when it is relatively high than when it is relatively low. The descriptive data for the groups is shown in Table 1 .
Parametric versus Nonparametric Tests
Nonparametric or distribution-free tests are frequently suggested for use with ordinal data. Ordinal data consists of data that can be ordered but does not have specific numeric values between each rank. This recommendation is based largely on the properties of the distribution that occurs with ordinal data that consist of data points that are ranked in order from highest to lowest. When data are ranked this way, the resultant distribution of scores is rectangular in shape. This is because each possible score occurs exactly once (i.e., only one score is ranked first, one is ranked second, and so on) and the histogram displaying the data set shows a set of frequency bars all at the same height (each bar represents a frequency of 1). In this case the assumption of normality (that the distribution of data points is approximately normal) on which many parametric tests rely is violated (Aron and Aron, 1999) . Parametric statistics are based on two population parameters, the mean and standard deviation, which completely define a normal distribution.
In the case of locomotor behavior, the data are not truly ordinal as described above. More than one score can achieve the same rank on the task. That is, more than one subject may score a "16" during the behavioral observation. The data collected during these observations pro-SCHEFF ET AL. duce a distribution unlike the rectangular distribution of ordinal scores described above. In fact, the data points given to the subjects using this behavioral task in the present case approximate normality on most of the data collection occasions (Fig. 1) . The exceptions, at days 2 and 7, are positively skewed, not rectangular. The most common parametric statistic used to test multiple group differences is the analysis of variance (ANOVA). It should be noted that the ANOVA in particular is robust in its ability to handle violations of the normality assumption with little effects on the validity of the analysis (Howell, 2002) .
The ANOVA is based on other assumptions that must be addressed. The assumption of homogeneity of variance holds that the variance of scores for each population is equal. However, violations of this assumption are not critical as long as (1) the largest variance is no more than four times larger than the smallest variance, and (2) the sample sizes are approximately equal (Howell, 1999) . The assumption of sphericity holds that the variance of means in any level of the between-subjects factor is equal to the variance of means in every other level of that factor. However, the ANOVA is, again, very robust when this assumption is violated (Howell, 2002) .
Analytic Strategy
Because the dependent measure in these data does not present a major violation to the assumptions on which the ANOVA is based, this parametric analysis is recommended. In the current experimental design, the treatment is varied for four groups with no overlap. "Group" is therefore a between-subjects factor. Because each group (and each animal) contributes a score on the dependent measure on seven occasions, "time" is a within-subjects factor. The appropriate analysis becomes a 4 (groups Cont, A, B, and C) 3 7 (time at days 2, 7, 14, 21, 28, 35, and 42) mixed factorial ANOVA. The term "mixed" is used to indicate that the design includes both betweensubjects and within-subjects (in this case, "repeated measures") independent variables. The results and subsequent follow-up analyses are described below.
RESULTS

Analysis of Variance
The means and standard deviations for the results on the behavioral measure for the groups over time are shown in Table 1 . Standard deviations are reported here BBB STATISTICAL ANALYSIS rather than standard error of the mean so that the deviations of the individual scores from their respective group means can be assessed without the influence of sample size. The standard deviation is also reported to facilitate the calculation of effect sizes to be discussed shortly. Figure 2 graphically displays these same data. Table 2 shows a full analysis of variance (ANOVA) summary 
FIG. 2.
Line graph plotting changes in BBB locomotor behavior as a function of time posttreatment. Each point represents the group mean. For the control and drug C group, the standard deviation has also been plotted. group means when collapsed across the seven times of measurement. The main effect for time indicates that at least one difference exists on the measure between means for the time of measurement collapsed across group. The interaction between group and time indicates that the effects shown over time on the measure differed depending on which group the rats were in. To examine these results with more precision, further data analysis is needed.
Simple Effects
Simple effects examine the possible differences of all of the levels of one independent variable at only one level of the other independent variable. For instance, comparison of all four of the groups at only the first time of measurement (day 2) would be a simple effect. This comparison is important to establish whether or not the different treatments had a significant effect immediately following the perturbation.
Calculation of a simple effect requires an ANOVA to be conducted on only those means that are relevant to the analysis. In this example, a one-way ANOVA is used to examine the differences between groups (the betweensubjects factor) using the behavior measure scores at day 2 only. The ANOVA summary is shown in Table 3 . The results of this analysis should not be reported directly. Instead, an F value must be calculated using the omnibus mean square (MS) error value for the between-subjects factor that was yielded in the original ANOVA (Howell, 2002) . The MS is simply the sum of squares (SS) divided by the degrees of freedom (df ). The F value should be reported as above with the appropriate df for the numerator (the ANOVA for selected means) and the denominator (the omnibus ANOVA), and compared to tabled critical values. The calculation is illustrated below: 
Post hoc Comparisons
Simple effects analyses showed that means for the treatment groups were significantly different at the day 14 observation, F(3,36) 5 4.31, p , .01. To examine the specific differences between the groups, Bonferroni post hoc t tests were calculated. Because all possible comparisons among the four groups are assessed, there will be six total comparisons. Recall that the df for the MS error term of the omnibus ANOVA is equal to 36 for the between-subjects factor. Therefore the critical value of t that is considered significant for these comparisons (at One ignores the negative sign, which simply indicates that the second mean was greater than the first. Because, this value is greater in absolute value than the critical value (2.78), the difference is significant. To report the results: Bonferroni post hoc tests showed that the subjects in treatment C demonstrated significantly different motor activity on day 14 than did the control group. No other differences between the treatment groups were significant on day 14.
Effect Sizes
One strategy that is useful to display the magnitude of a difference in terms that can be compared across studies and to objective standards is the calculation of effect sizes. Because many studies that use animal models employ relatively small sample sizes, the resultant loss of statistical power can increase the likelihood that a true effect is not detected by the statistical test (i.e., Type II error). For this reason, the calculation of effect sizes to show the magnitude of differences between means should be employed (Wilkinson, 1999) . The calculation allows the magnitude of even nonsignificant effects to be assessed. One must remember that effect size estimation is subject to sampling error and therefore, effect size in the sample is likely to be different from the population, whether or not the sample generates statistically reliable results.
The effect size calculation for Cohen's d statistic is recommended due to its simplicity of calculation and its popularity (Wilkinson, 1999) . The calculation is shown below, using the example of the group means of the con- . 0
trol and treatment C groups at day 14 that were shown above to be significantly different.
d
The sign of the effect size again indicates only that the second mean was greater than the first mean. Interpretation of the absolute value of d shows the difference between the means in the number of pooled standard deviations (S p ) between the means. The S p between two groups is the square root of the pooled variance of the two groups. This pooled variance is calculated by multiplying each group's variance by its own degrees of freedom, adding these products together, and dividing the resultant value by the combined degrees of freedom of the two groups. As such, Cohen's d value can be compared to objective guidelines (Cohen, 1988) to determine its magnitude. These guidelines are 0.20 (for small effects), 0.50 (for medium effects), and 0.80 (for large effects). The effect calculated above is objectively very large, indicating that there is a 1.90 pooled standard deviation difference between the means of the control and treatment C groups.
Power
Another advantage yielded by the calculation of effect sizes is that it allows for the calculation of power. Power is the probability that a study will successfully identify an effect that truly exists. An acceptable level of power for most experimental studies is .80 (i.e., the probability of finding the predicted effect is 80%, provided the effect truly exists). One factor that directly influences a study's power is the size of the sample used in the study. Given the same effect size, a study with a larger sample size will have a greater chance of finding a true effect (i.e., have more power) than a study with a smaller sample size.
The effect size calculation described above can be used to determine the power of the study. Cohen's (1988) conventions for small, medium, and large effect sizes can be used before any data are collected to estimate the power of a study. The formula for the calculation of power will
SCHEFF ET AL. Forty rats divided into four treatment groups of n 5 10 were each given scores for motor activity.
differ for each statistical test, but each formula will incorporate an effect size, a value representing the desired power level (e.g., for a power level of 80%), and the requisite sample size. This formula allows investigators to determine how many more participants are required to find a significant effect given the effect size produced by the study so far. For illustrative purposes, consider the example of a one-sample t test which has a very simple formula for the calculation of power: d 5 d Ïn. In the formula, d is the term used to evaluate power, "d " is the effect size (described above), and n is the sample size. Algebraic transformation of the formula to solve for sample size yields: n 5 (d/d) 2 . This formula allows for the calculation of the sample size needed to find a significant effect for the one-sample t test. For a power of 80% at a 5 0.05, d 5 2.80 for the one-sample t test. Provided that a researcher has found an effect size of d 5 .68 in a study with a sample size of 8 animals, the formula can be used to determine how many more animals need to be run in the study for the effect to be significant at the 0.05 level: n 5 (2.80/0.68) 2 5 16.96 . This shows that 17 animals need to be run to insure that power is equal to at least 0.80. Given that eight animals have already been run in the study, nine more animals should produce a significant effect. This use of the power formula shows how research plans can be designed specifically given the results of preliminary analyses. It is a capital mistake to continue to add small groups of subjects until statistically reliable results are obtained. Following collection of preliminary results, determination of sample size based upon power analysis indicates the number of subjects to be tested to attain reliability if the effect actually exists. It should be noted that the formula used to calculate power and subsequent sample sizes is different for various statistical analyses. Numerous computer software programs exist that easily perform these computations, such as G Power (Erdfelder et al., 1996) , and may be used by researchers to simplify this process.
DISCUSSION
The BBB locomotor rating scale has become a commonly used tool to assess functional recovery following SCI in the rat. Its popularity can be attributed to the clearly defined criteria used to assess locomotor behavior and the simplicity of the testing apparatus. However, the analysis of the quantitative data has presented researchers with some complexity. The present analysis suggests the use of parametric statistics, those based upon a normal distribution. The graphs in Figure 1 show that the population at each day post injury display a normal distribution. Only when samples drawn from the population do not at least approximate the normal distribution do parametric statistic lead to misleading interpretations of the data. The hypothetical data used for discussion, based upon previously published papers, was analyzed with a mixed factorial ANOVA. Simple effects were described with a one-way ANOVA (using the omnibus error term in the calculation of F) while specific differences between group means were revealed with a Bonferroni t statistic.
The ANOVA demonstrated a significant main effect for treatment group and also for the main effect for time.
To fully report these results in the text, it is extremely important to list the appropriate F values with the corresponding degrees of freedom (df) for both the effect and the appropriate error term along with the p values. It should be noted that the ANOVA summary table does not need to be reported in research articles. Its inclusion in this hypothetical study is to illustrate the full results to clarify their interpretation and use in subsequent analyses. The importance of reporting the F value and the df is to provide the reader with details of the analysis so they can adequately assess the reliability of the results. In some cases, all animals are not included in the analysis and this would be clear from this presentation of the statistical findings. It also allows the reader to assess the appropriateness of the statistical analysis. The F test allows the experimenter to determine whether or not there is a significant difference between the means of the groups. It does not indicate where the difference may lie, requiring in the present mixed factorial experiment the necessity to employ the test of simple effects.
Simple Effects
Researchers should be judicious in selecting the simple effects they calculate. It is tempting to run all possible simple effects and to interpret any significant results that the analyses produce. Figure 2 graphically displays the different group means as a function of time after initiation of treatment. Because simple effects analyses could examine the group differences at each of the seven times of measurement (i.e., all of the groups at only time 1, all of the groups at only time 2), and could also examine the differences over time for each of the four groups (i.e., only group 1 at all of the times 1-7, only group 2 at all of the times 1-7), there are 11 possible analyses. Assuming that the alpha level (a) is set at 0.05 for each analysis, then running every simple effects analysis produces a familywise error rate of close to (11)(0.05) 5 0.55 (Howell, 2002) . This indicates that a significant simple effect will emerge by chance alone approximately half of the time if all the possible analyses are conducted. This is much too high an error rate.
BBB STATISTICAL ANALYSIS
For this reason, some suggestions are offered regarding the selection of simple effects to run. First, calculate the simple effects that are of the most theoretical importance. In the present study, it may be most important to show differences in treatment at the second occasion of motor behavior assessment because this would indicate the greater efficacy of one or more spinal cord treatments to produce short-term improvements relative to the others. Accordingly, a Bonferroni-type correction should be used to control the familywise error rate. This correction requires a change in the alpha value at which results are considered to be significant. Rather than evaluating all results of the simple effects (and the post hoc comparisons which will be discussed shortly) at the traditional a of 0.05, a new a value will be produced by dividing the 0.05 by the number of comparisons that are desired. If a researcher would like to conduct three simple effects, then the alpha level used to determine significance would become 0.05/3 5 0.017. This will motivate researchers to run only those analyses that are most important, because analyses that are of lesser interest will reduce the likelihood that significant results are obtained. However, with any number of analyses, this correction insures that the familywise error rate does not exceed 0.05 (Rosenthal and Rosnow, 1991).
In the present data analysis there may have been an a priori reason to believe that a difference would exist at day 14 or 42 of testing. A priori, or planned comparisons are usually based upon theory or prior results and planned in advance of the experiment. These comparisons should be few in number and be logical extensions of the experimental design. It is methodologically wrong to decide upon simple effects testing based upon graphical display of the data, although this is perhaps the most common practice.
Post Hoc Tests
After running the omnibus ANOVA and simple effects, it is likely that the most relevant comparisons have yet to be made. It is often of most interest to examine the differences between individual "cells" of the factorial. These comparisons are frequently determined after the data are graphed and the experimenter observes group means that appear far apart. These comparisons are called a posteriori tests. Several methods of multiple comparisons exist. Of these, the Bonferroni t test or statistic is recommended because, as explained above, it effectively controls the familywise error rate. However, if there are many comparisons to be made, this statistic is overly conservative. One advantage of the Bonferroni t test is that it can be calculated when the previous analysis failed to yield a significant F value (Howell, 2002) . The calculation for the Bonferroni t test is essentially the same as for a standard t test. The differences are that (1) the appropriate MS error value from the omnibus ANOVA is used in place of the variances of each sample being compared in its calculation, and (2) the correction for alpha described above is applied (tables of the critical values following this alpha correction are available in many statistics textbooks to simplify this process) (Howell, 2002) .
Several other methods for making post hoc comparisons exist. The Fisher's least significant difference (Fisher's LSD) test, is a multiple comparison technique that is widely used. Comparably, the Fisher's LSD statistic does an extremely poor job controlling the incidence of Type I errors, and is therefore too liberal for experimental SCI research. The Newman-Keuls (Student Newman-Keuls ), is similar to the t test. Its sampling distribution reflects a more sophisticated model for multiple comparisons. Although it tends to over-detect significant differences it does control the error rate quite well when a fixed number of means are to be compared. Another test that effectively controls the familywise error rate of the post hoc comparisons is the Tukey's honestly significant difference (Tukey's HSD). The Tukey's HSD is an attractive option for many researchers because it creates groups of subsets of means. Means within a particular subset are not significantly different, but are significantly different from the means within a different subset. The ease of report and interpretation of Tukey's HSD combined with the benefit of controlling the Type I error rate make this test a viable alternative to Bonferroni's t test. Although it is similar to the Newman Keuls, it tends to under detect significant differences. Since it is extremely important to only pursue those treatments that have a robust effect, a more conservative approach would be recommended when considering a post hoc test in SCI research.
It is a common misconception that the sample size per group needs to be equal when employing post hoc comparisons. While this may be an ideal situation, tests can still be valid if the ns do not differ greatly. In many cases the harmonic mean (Howell, 2002 ) is employed. If statistical software is used for the post hoc analysis, it is wise to determine if the harmonic mean is employed when sample size differs between groups.
The standard deviation (SD) and the standard error of the mean (SEM 5 SD/ÏN) are often confused. Many investigators report the SEM simply because it is smaller than the SD and makes data points look more clustered when graphed. In fact these two statistical values are actually measures of two very different parameters. The SD is a measurement of the variability in the population, while the SEM shows the uncertainty in the estimate of SCHEFF ET AL. the mean. In SCI experiments, the reader is actually interested on how a drug or treatment affects the population and thus the data should always display the SD and not the SEM. A standard deviation is essentially more laboratory friendly, allowing researchers from different laboratories to better understand what was actually observed in the reporting laboratory. Visually, one can detect whether or not a replication of the experiment was within range of prior observations.
Significance versus Importance
Often statistical analyses uncover some surprising significant differences between groups. What is meant by the term "significant" is that there is a difference that is probably not due to chance. That is, the independent variable actually influences the dependent variable. An alpha level of 0.05 means that if the experiment were carried out again in the exact same fashion, 95% of the time the same results would emerge, that is, rejection of the null hypothesis. The more statistical tests that are applied to the data, the greater the probability that a difference will be forthcoming by chance alone. One must be extremely cautious concerning the difference between "significant" and "important." A statistically significant result does not imply that the effect is an important one. In the present hypothetical data, a difference observed at day 14 does not necessarily indicate that greater rate of recovery for the Drug C group compared to Cont. It simply indicates that these groups show a difference at that examination time provided the proper statistical constraints were observed. Significance and importance are entirely different issues and investigators should carefully weigh this difference when interpreting the data. Often a difference that appears logically out of place may result from either chance or failure to adequately protect against a Type I error. When interpreting statistical data, it is extremely wise to pay close attention to the power analysis.
How does one interpret statistical difference at different parts of the BBB locomotor scale? Neither the original paper describing the BBB locomotor rating scale (Basso et al., 1995) nor the subsequent paper describing an expanded injury scenario (Basso et al., 1996a) provides any clear information on what nervous system mechanisms may underlie a specific locomotor behavior. It is quite possible that some local spinal cord circuits might give rise to some of the behaviors while presumably myelinated long fibers tracts are responsible for others. While the differences at different points in the scale are not necessarily equivalent, positive differences always indicate improvement. The present suggested analytical technique allows for these improvements to be assessed for statistical significance. While there have been some attempts in the literature at creating a subscoring system for certain regions of the BBB locomotor scale (Lankhorst et al., 1999) , it is primarily up to each individual researcher to assign meaningfulness based upon the conditions involved in the specific experiment at hand. It may be the case that in a particular injury paradigm a statistically significant difference between 10 and 12 is extremely important, whereas in other experiments only differences that are in the range of 14 to 16 have any meaningfulness. It is the consistency and analytical strategy that is proposed here that may aid in the theoretical discussions of the meaningfulness of such rating scale differences.
We have the following recommendations for the presentation of statistical results for BBB locomotor rating scale. Following an ANOVA, the F score with the appropriate degrees of freedom and level of significance for all main effects and interactions should be reported in the following way: e.g., F(3,36) 5 8.56, p 5 0.001. The effect size should be stated in the manner: e.g., d 5 1.90. Such a statement would give the reader a greater appreciation of the magnitude of the differences. A clear statement of the type of post hoc analysis used to determine the difference between specific means should be stated along with the appropriate level of alpha (e.g., 0.05) and where appropriate the difference between means necessary to obtain that difference. We would maintain that investigators choose to be more conservative in their choice of post hoc statistics in order that only those difference that are strongly revealed can be identified as appropriate avenues for further investigation in SCI experiments.
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