Abstract. The lattice cohomology of a plumbed 3-manifold M associated with a connected negative definite plumbing graph is an important tool in the study of topological properties of M and in the comparison of the topological properties with analytic ones, whenever M is realized as complex analytic singularity link. By definition, its computation is based on the (Riemann-Roch) weights of the lattice points of Z s , where s is the number of vertices of the plumbing graph. The present article reduces the rank of this lattice to the number of 'bad' vertices of the graph. (Usually the geometry/topology of M is codified exactly by these 'bad' vertices via surgery or other constructions. Their number measures how far is the plumbing graph from a rational one, or, how far is M from an L-space.)
1. Introduction 1.1. Let M be a plumbed 3-manifold given by a connected negative definite plumbing graph. It is well-known that M can be considered as the link of a normal surface singularity as well. In this article we will assume that M is a rational homology sphere.
The second author in [11, 16] associated with such an M (and any fixed spin c -structure s of M ) a graded Z[U ]-module H * (M, s), called the lattice cohomology of M . The construction was strongly influenced by the Artin-Laufer program of normal surface singularities (targeting topological characterization of certain analytic invariants), cf. [20, 11, 16] , and by the work of Ozsváth and Szabó on Heegaard-Floer theory, especially [26] (see also their long list of papers in the subject).
The lattice cohomology is purely combinatorial. Conjecturally it contains all the information about the Heegaard-Floer homology of M , cf. [16] . (The conjecture was verified for several families, cf. [11, 24, 29, 31] .) Recently Ozsváth, Stipsicz and Szabó in [29] established a spectral sequence starting form the lattice cohomology and converging to the Heegaard-Floer homology. Moreover, they considered the relative version (for knots in M ) as well [30, 31] . A different version of the relative lattice cohomology associated with local plane curve singularities was identified with the motivic Poincaré series of such germs [7] .
Furthermore, in [17] the second author proved that the normalized Euler characteristic of the lattice cohomology (similarly as of the Heegaard-Floer homology) coincides with the normalized Seiberg-Witten invariant of the link M . This provides a new combinatorial formula for the Seiberg-Witten invariants.
From the analytic point of view, the ranks of the lattice cohomology modules and their Euler characteristic have subtle connection with certain analytic invariants of analytic realizations of M as singularity links [11, 16, 17] . At Euler characteristic level, Nicolaescu and the second author predicted the coincidence of the equivariant geometric genus with the Seiberg-Witten invariants of the link (under certain restrictions on the singularity type). This was proposed as an extension of the Casson Invariant Conjecture of Neumann-Wahl [25] , formulated for germs with integral homology sphere links. The conjectured identities were verified for important families of singularities, e.g. for splice quotient singularities [23, 2] . The connections continue at cohomology level as well. For example, the existence of the nontrivial higher lattice cohomologies explain conceptually the failure in the pathological cases of the above 'Seiberg-Witten invariant conjecture', see [20, 21, 22, 23] and [10] for counterexamples. For further details the reader is invited to consult [11, 16] .
1.2. Usually, the explicit computation of the lattice cohomology is very hard. A priori, it is based on the computation of the weights of all lattice points (of a certain Z s ) and on the description of those 'regions', where the weights are less than N for any integer N . The rank of the lattice which appears in the construction is very 'large': it is the number of vertices of the corresponding plumbing/resolution graph G of M . (The weight is provided by a Riemann-Roch formula.)
In order to decrease the computational complexity and also to establish the conceptual properties of the lattice cohomology, one develops the theory in two directions. First, one finds (surgery) exact sequences (proper to any cohomology theory), see e.g. [18] . Or, one tries to decrease the rank of the lattice and simplify the graded cohomological complexes in such a way that the new presentation contains essentially no superfluous data, focusing exactly on the geometry of the 3-manifold. This is what we propose in the present article.
The main result is the Reduction Theorem (for the precise form see 3.3.3), which reduces the rank of the lattice to ν, the number of 'bad' vertices of the plumbing graph G. (For the definition of 'bad' vertices see 1.3 in this introduction or 3.2.) This number is definitely much smaller than the total number of vertices (usually it is even smaller than the number of nodes of the graph). It provides a 'filtration' of negative definite plumbing graphs/manifolds, which measures how far the graph stays from a rational graph. (For more details see 1.3.) 1.3. Let us explain the role of the Reduction Theorem by the following parallelism. The following problem is very natural and important: for any CW complex X find a (minimal) sub-complex K such that K ⊂ X is a homotopy equivalence. A modified cohomological version is the following. Fix a cohomology theory H * , and let X as before. Then find a (minimal) sub-complex i : K ֒→ S such that i * : H * (X) → H * (K) is an ismorphism. Definitely, this procedure demands the understanding of the intrinsic properties of X.
In our case, we consider the lattice cohomology H * which associates to any lattice and weight function (L, w) the module H * (L, w). The pair (L, w) will be associated with a plumbed 3-manifold M (constructed from the graph whose intersection lattice is L) and with a fixed spin c -structure of M . Our Reduction Theorem finds a (minimal and functorial) weighted sublattice (L, w) with the same cohomology. Doing this we necessarily find the essential geometric properties of the lattice from the point of view of H * . Here is the precise statement.
L is the lattice generated by the 'bad' vertices. Their definition is the following. A graph has no bad vertices if it is rational (cf. 3.2, this property of singularity links can be compared with the property of being an L-space in the sense of Heegaard Floer theory, cf. [11] ). Otherwise, if one has to decrease the Euler number of (at most) ν vertices of the graph to get a rational graph, we say that these vertices are the 'bad' ones. We will write L ≥0 for the first quadrant of L. For any fixed spin c -structure s, and for any lattice point i ∈ L ≥0 we determine a very special universal point x(i) in L (cf. 3.1.1) and we set w(i) := w(x(i)). Then the lattice cohomology of the pair (M, s), H * (L, w), can be recovered by the isomorphism Reduction Theorem: H * (L, w) = H * (L ≥0 , w).
1.4. We wish to emphasize again that the reduction to 'bad' vertices is not just a technical procedure. Usually, the key information about the structure of the 3-manifold is coded by them. Let us support this statement by some examples.
A star-shaped graph (the plumbing graph of a Seifert 3-manifold) has at most one bad vertex, namely the central one. In this case, the sequence w(x(i)) (i ∈ Z ≥0 ) can be determined from the Seifert invariants, and these weights are closely related with Pinkham's computation in [32] of the geometric genus and of the Poincaré series of weighted homogeneous singularities (the natural analytic realizations of Seifert manifolds as singularity links), see e.g. [21, 11] or Example 5.3.7 here. As a consequence, the geometric genus coincides with the normalized Seiberg-Witten invariant of the link. In fact, the output of the Reduction Theorem at the level of series (cf. 1.5) is exactly the Poincaré series associated with the analytic C * -action.
Another example: let K be the connected sum of ν irreducible algebraic knots
Then the minimal number of bad vertices is exactly ν, and the weights w(x(i)) are determined from the semigroups of the knot components K i (see e.g. [24] , where the Reduction Theorem was already applied).
Even the 'naive case of all nodes' has strong consequences in certain situations. (If the graph is minimal good, then decreasing the Euler numbers of all the nodes we get a minimal rational graph, hence the set of nodes can be regarded as a set of bad vertices.) Now, if we consider the graph/link of a hypersurface singularity with non-degenerate Newton principal part, then by toric resolution the nodes correspond to the faces of the Newton diagram. Hence, this choice of the bad vertices establishes the connection with the combinatorics of the source toric object, the Newton diagram.
1.5. The effects of the reduction appear not only at the level of the cohomology modules. The lattice cohomology has subtle connections with a certain multivariable Poincaré series (defined combinatorially from the graph, which resonates and sometimes equals the multivariable Poincaré series associated with the divisorial filtration indexed by all the divisors in the resolution, provided by certain analytic realizations) [15, 17, 19] . For example, the Seiberg-Witten invariant appears as the 'periodic constant' of this series [17, 2, 23] . (We review these facts in Section 5.) The number of variables of this series is again the number of vertices of the plumbing graph. One of the applications of the Reduction Theorem (and its proof) is that if we eliminate all the variables except those corresponding to the 'bad' vertices, the new reduced series still contains all the information about the Seiberg-Witten invariants, see Theorem 5.3.1.
The reduction recovers the vanishing of the reduced lattice cohomology for rational graphs, proved in [16, §4] . (This corresponds to the L-space property of the link.) More generally, it implies the vanishing H q (M ) = 0 whenever q ≥ ν. An alternative proof of this fact can be found in [18] , based on surgery exact sequences. This vanishing is sharp. Consider e.g. the connected sum K of ν copies of the (2, 3)-torus knot, and take the (−d)-surgery of the 3-sphere S 3 along K, for some d ∈ Z >0 . Then the minimal number of bad vertices is ν, and
. The second author in [11, 13] associated with (L, w) a set of graded roots as well (as a refinement of the 0-th order lattice cohomology H 0 (L, w)). Without saying anything more about them, we note that the proof of the Reduction Theorem guarantees that under the reduction procedure the roots stay stable as well.
1.6. The organization of the note is the following: Section 2 contains some generalities about the plumbing graphs and reviews the construction and different interpretations of the lattice cohomology. The next section defines the 'special' cycles x(i), the family of 'bad' vertices and provides several technical preliminary results about the generalized Laufer computation sequences. (For the original sequences introduced by Laufer, see [8, 9] . The present generalizations have their origin in [11, 16] , where the case of 'almost rational graphs' was treated, i.e. the ν=1 case.) At the end of this section we state the Reduction Theorem 3.3.3. The proof is given in Section 4. It starts with several simplification steps. The 'original' and 'reduced' cohomology groups are compared by a projection, and the isomorphism is guaranteed by a Leray type argument, namely by the fact, that all the fiber of the projection are non-empty and contractible. Even the proof of the non-emptiness is rather hard. The contraction is done in several steps, and is guided by high generalizations of properties of computation sequences. Section 5 contains the corresponding consequences regarding the Poincaré series and their connection with the Seiberg-Witten invariants.
The last section contains a concrete explicit example.
2. Review of the lattice cohomology 2.1. Generalities about plumbing graphs. We consider a connected negative definite plumbing graph G. It can be realized as the resolution graph of some normal surface singularity (X, 0), and the link M of (X, 0) can be considered as the plumbed 3-manifold associated with G. In the sequel we assume that M is a rational homology sphere, or, equivalently, G is a tree and all the genus decorations are zero. For more details regarding this section, see e.g. [11, 12, 14, 16] . Let X be the smooth 4-manifold with boundary M obtained either by plumbing disc bundles along G, or via a resolution π : X → X of (X, 0) with resolution graph G. Then L = H 2 ( X, Z) is generated by {E j } j∈J , the cores of the plumbing construction (or the irreducible components of the exceptional divisor E := π −1 (0) of π). L is a lattice via the negative definite intersection form
Clearly, the E * j are the columns of −I −1 , and is known that (2.1.1) all the entries of E * j are strict positive.
The set of characteristic elements are defined as
The unique rational cycle k can ∈ L ′ which satisfies the system of adjunction relations
There is a natural action of L on Char given by l * k := k + 2l; its orbits are of type k + 2L.
Obviously, H acts freely and transitively on the set of orbits by [l ′ ] * (k + 2L) := k + 2l ′ + 2L. The first Chern class realizes an identification between the spin c -structures Spin c ( X) on X and Char ⊆ L ′ . Spin c ( X) is an L ′ torsor compatible with the above action of L ′ on Char.
All the spin c -structures on M are obtained by the restriction Spin c ( X) → Spin c (M ), Spin c (M ) is an H torsor, and the actions are compatible with the factorization L ′ → H. Hence, one has an identification of Spin c (M ) with the set of L-orbits of Char, and this identification is compatible with the action of H on both sets. In this way, any spin cstructure of M will be represented by an orbit [k] := k + 2L ⊆ Char (see [6] Lattice cohomology associated with Z s and a system of weights [16] . We fix a free Z-module, with a fixed basis {E j } s j=1 , denoted by Z s . It is also convenient to fix a total ordering of the index set J , which in the sequel will be denoted by {1, . . . , s}. Using the pair (Z s , {E j } j ) and a system of weights, in the next paragraphs we determine a cochain complex whose cohomology is our central object.
2.3.1. The cochain complex. Z s ⊗ R has a natural cellular decomposition into cubes. The set of zero-dimensional cubes is provided by the lattice points Z s . Any l ∈ Z s and subset I ⊆ J of cardinality q define a q-dimensional cube, denoted by (l, I) (or only by q ) which has its vertices in the lattice points (l + j∈I ′ E j ) I ′ , where I ′ runs over all subsets of I. On each such cube we fix an orientation. This can be determined, e.g., by the order (E j 1 , . . . , E jq ), where j 1 < · · · < j q , of the involved base elements {E j } j∈I . The set of oriented q-dimensional cubes defined in this way is denoted by Q q (0 ≤ q ≤ s).
Let C q be the free Z-module generated by oriented cubes q ∈ Q q . Clearly, for each q ∈ Q q , the oriented boundary ∂ q has the form k ε k k q−1 for some ε k ∈ {−1, +1}, where the (q − 1)-cubes { k q−1 } k are the oriented faces of q . Clearly ∂ • ∂ = 0, and the homology of the chain complex (C * , ∂) is just the homology of R s . A more interesting (co)homology is obtained via a set of weight functions.
Definition.
A set of functions w q : Q q → Z (0 ≤ q ≤ s) is called a set of compatible weight functions if the following hold:
(a) for any integer k ∈ Z, the set w
) is finite; (b) for any q ∈ Q q and for any of its faces q−1 ∈ Q q−1 one has w q ( q ) ≥ w q−1 ( q−1 ). Example 2.3.3. Assume that some w 0 : Q 0 → Z satisfies (a). For any q ≥ 1 set
Then {w q } q is a set of compatible weight functions.
In the presence of a set of compatible weight functions {w q } q , one sets
, and it has a Z-grading: φ ∈ F q is homogeneous of degree d ∈ Z if for each q ∈ Q q with φ( q ) = 0, φ( q ) is a homogeneous element of T + 0 of degree d − 2 · w( q ). (In the sequel sometimes we will omit the index q of w q .)
Next, one defines δ w : F q → F q+1 . For this, fix φ ∈ F q and we show how δ w φ acts on a cube q+1 ∈ Q q+1 . First write 
). In such a case, we write H * ([0, ∞) s , w) or H * (R, w) for the corresponding lattice cohomologies.
2.4.
The S * -realization. A more geometric realization of the modules H * is the following. For each N ∈ Z, define S N = S N (w) ⊆ R s as the union of all the cubes q (of any dimension) with w( q ) ≤ N . Clearly, S N = ∅, whenever N < m w . For any q ≥ 0, set
Moreover, for q = 0, the fixed base-point l w ∈ S mw provides an augmentation H 0 (S N , Z) = Z⊕ H 0 (S N , Z), hence an augmentation of the graded Z[U ]-modules
There exists a graded Z[U ]-module isomorphism, compatible with the augmentations, between H * (R s , w) and S * (R s , w). Similar statement is valid for
From now on we denote both realizations with the same symbol H * , no matter which one we use.
2.5. The lattice cohomology associated with a plumbing graph. Let G be a negative definite plumbing graph as in 2.1. Let s be the number of vertices. Then we can associate to L = Z s the free Z-module C q generated by oriented cubes q ∈ Q q , as in 2.3.1.
To any k ∈ Char we associate weight functions {w q } q as follows. First, we define χ k : L → Z by χ k (l) = −(l, l + k)/2; and we also write m k := min { χ k (l) : l ∈ L}. Then the weight functions are defined as in 2.3.3 via w 0 := χ k . The associated lattice cohomologies will be denoted by H * (G, k) and
It is proved in [16] that H * red (G, k) is finitely generated over Z. Remark 2.5.1. Although each k provides a different cohomology module, there are only
Therefore, the transformation x → x ′ := x − l realizes the following identification:
2.6. The distinguished representatives k r . We fix a spin c -structure
Among all the characteristic elements in [k] we will choose a very special one. Consider the (Lipman, or anti-nef) cone 
The classes k r generalize the canonical cycle for different spin c -structures. Their importance will be transparent below, see also [11, 16, 13] for different applications. The next properties are proved in [16] :
2.7. Notation. In the sequel we denote χ kcan by χ can .
3. The lattice reduction 3.1. Computation sequences. The goal of the present section is to show that the lattice cohomology of the lattice L (or any rectangle of it) can be reduced to a considerably smaller rank lattice with properly chosen weight functions. In this subsection we introduce the needed generalizations and we state the main theorem.
The idea of the Reduction Theorem is present already in [11] .
The new lattice of rank ν will be associated with a set of 'bad' vertices, and the 'new weights' will be determined via the 'old weights' of certain distinguished 'universal cycles' of L (determined by the bad vertices). The construction and main properties of these cycles are closely related with generalized Laufer-type computational sequences of L. (For Laufer's original computational sequences see e.g. [8, 9] .) In particular, in several paragraphs we will analyze properties of these sequences and of these universal cycles.
We start with their definition.
3.1.1. The definition of the lattice points x(i 1 , . . . , i ν ). Suppose we have a family of distinguished vertices J := {j k } ν k=1 ⊆ J (usually chosen by a certain geometric property). Then split the set of vertices J into the disjoint union J ⊔ J * . Furthermore, let {m j (x)} j denote the coefficients of a rational cycle x, that is x = j∈J m j (x)E j .
In order to simplify the notation we set i := (i 1 , . . . , i j , . . . , i ν ) ∈ Z ν ; for any j ∈ J we write 1 j ∈ Z ν for the vector with all entries zero except at place j where it is 1, and for any I ⊆ J we define 1 I = j∈I 1 j . Similarly, for any I ⊆ J set E I = j∈I E j .
Then the cycles x(i) = x(i 1 , . . . , i ν ) are defined via the next Proposition.
and J ⊆ J as above. For any i ∈ (Z ≥0 ) ν there exists a unique cycle x(i) ∈ L satisfying the following properties:
Proof. The proof is similar to the proof of [11, Lemma 7.6] , valid for ν = 1 (or to the existence of the Artin's cycle which corresponds to ν = 0 and the canonical class).
First we verify the existence of an element x ∈ L with (a)-(b). By (the proof of) [11, 7.3] 
Next, we verify that there is a unique minimal element with (a)-(b). This follows from the fact that if x 1 and x 2 satisfy (a)-(b), then x := min{x 1 , x 2 } does too. Indeed, for any j ∈ J * , at least for one index n ∈ {1, 2} one has E j ∈ |x n − x|.
. This ends (ii) and shows (i) too. For (iii) notice that (
for any j ∈ J * , hence the result follows from the minimality property (c) applied for x(i).
These cycles satisfy the following universal property as well.
, then there is a 'generalized Laufer computation sequence' connecting x with x(i). More precisely, one constructs a sequence {x n } t n=0 as follows. Set x 0 = x. Assume that x n is already constructed. If for some j ∈ J * one has (
, where j(n) is such an index. If x n satisfies 3.1.2(b), then stop and set t = n. Then this procedure stops after finite steps and x t is exactly x(i).
Moreover, along the computation sequence χ kr (x n+1 ) ≤ χ kr (x n ) for any 0 ≤ n < t.
Proof. We show by induction that x n ≤ x(i) for any 0 ≤ n ≤ t; then the minimality property (c) of x(i) will finish the argument. For n = 0 this is clear. Assume it is true for x n . Then we have to verify that
Finally, notice that (
. Note that the generalized computation sequence usually is not unique, one can make several choices for j(n) at each step n.
If the choice of the distinguished vertices J is guided by some specific geometric feature, then the cycles x(i) will inherit further properties (see next subsection).
3.2.
Graphs with 'bad' vertices. In [16] is proved that the reduced lattice cohomology of a rational graph (see the definition below) is trivial; in particular, the lattice cohomology measures how 'non-rational' the graph is. Any graph can be transformed into a rational graph by decreasing the decorations of the vertices. Indeed, if all the Euler decorations of a graph G are sufficiently negative (e.g. (E j , E) ≤ 0 for any j), then G is rational. This shows that the condition in Definition 3.2.2 below can be realized.
Recall that a normal surface singularity is rational if its geometric genus is zero. This vanishing property was characterized combinatorially by Artin in terms of the graph [1] :
Definition 3.2.2. A connected negative definite graph is rational if it is the resolution graph of a rational singularity, that is, if it satisfies Artin's criterion (3.2.1). We say that a graph has ν bad vertices if one can find a subset of vertices {j k } ν k=1 , called bad vertices, such that replacing their decorations e j := (E j , E j ) by some more negative integers e ′ j ≤ e j we get a rational graph, cf. [11, 16, 18, 26] . A possible set of bad vertices can be chosen in many different ways, it is not determined uniquely even if its minimal with this property. In fact, usually we will work with non necessarily minimal sets.
In the sequel we fix a (non-necessarily minimal) set J of bad vertices (hence, by decreasing their decorations one gets a rational graph). Next, we start to list some additional properties satisfied by the cycles x(i) associated with J , provided by this extra 'badness' assumption. The first is an addendum of Lemma 3.1.3.
Proof. Write x = x(i)−y 1 +y 2 with y 1 ≥ 0, y 2 ≥ 0, both y i supported on J * , and
, y 2 ) ≥ 0 by definition of x(i), and χ kr (y 2 ) ≥ 0 since y 2 is supported on a rational subgraph (cf. [11, (6. 3)]). On the other hand, by 3.
The computation sequence of Lemma 3.1.3 is a generalization of Laufer's computation sequence targeting Artin's fundamental cycle z min , the minimal non-zero cycle of S ′ ∩ L [8] . In fact, for rational graphs, the algorithm is more precise. For further references we cite it here:
3.2.4. Laufer's Criterion of Rationality [8] . Let {z n } T n=0 be the computation sequence (similar as above with [k] = [k can ]) connecting z 0 = E j (for some j ∈ J ) and the Artin's fundamental cycle z T = z min . (This means that z n+1 = z n + E j(n) for some j(n), where (z n , E j(n) ) > 0.) Then the graph is rational if and only if at every step 0 ≤ n < T one has (E j(n) , z n ) = 1. The same statement is true for a sequence connecting z 0 = E I with z min for any connected E I .
(Both statement can be reinterpreted by the identity χ can (E I ) = χ can (z min ) = 1.)
In some of the applications regarding the cycles x(i) we do not really need their precise forms, rather the values χ kr (x(i)). These can be computed inductively thanks to the following.
Proposition 3.2.5. For any k r ∈ Char, i ∈ (Z ≥0 ) ν and j ∈ J one has
Proof. We consider the computation sequence {x n } t n=0 connecting x(i) + E j and x(i + 1 j ) and we prove that (x n + l ′
[k] , E j(n) ) is exactly 1 for any 0 ≤ n < t. Indeed, we take z n := x n − x(i) for 0 ≤ n ≤ t and one verifies that {z n } t n=0 is the beginning of a Laufer sequence {z n } T n=0 (with t ≤ T ) connecting E j with z min (as in 3.2.4). This follows from
Moreover, the values (z n , E j(n) ) will stay unmodified for every n if we replace our graph G with the rational graph G by decreasing the decorations of the bad vertices. Therefore, by Laufer's Criterion 3.2.4, (z n , E j(n) ) = 1 in G, hence consequently in G too. This shows that
The next technical result about computation sequences is crucial in the proof of the main result.
(I) For any subset s ′ ⊆ s(i, J ) one can find a generalized Laufer computation sequence {x n } t n=0 as in Lemma 3.1.3 connecting
Moreover, there exists a computation sequence {x n } t n=0 as in Lemma 3.1.3 connecting x 0 = x(i) + E J with x t = x(i) + E J∪ s such that χ kr (x n+1 ) ≤ χ kr (x n ) for any 0 ≤ n < t.
(III) For any cycle l * > 0 with support |l * | ⊆ J * \ s(i, J ), there exists a computation sequence {x n } t n=0 of type x n+1 = x n + E j(n) (for n < t), x 0 = x(i) + E J∪s(i,J) and
We will use the following notation: for any x ≥ x(i) + E J we write x for the support |x − x(i) − E J |. Note that Lemma 3.1.3 guarantees the existence of a computation sequence connecting x(i) + E J∪s ′ with x(i + 1 J ). We consider such a sequence {x n } t n=0 constructed in such a way that in the procedure of choices of j(n)'s at the first steps we try to increase x n as much as possible. More precisely, for any 0 ≤ n < t 1 , the index j(n) ∈ J * is chosen as follows:
Assume that this stops for n = t 1 , that is, for n = t 1 there is no index j(n) ∈ J * which would satisfy (3.2.8). We claim that x t 1 = x(i + 1 J ) = s(i, J ), hence t s = t 1 satisfies part (a) of the proposition.
Indeed, assume that this is not the case. Then we continue the construction of the sequence, and let t 2 + 1 be the first index when x increases again, that is x n = x t 1 for t 1 ≤ n ≤ t 2 and x t 2 +1 = x t 1 ∪ {j * } = x t 1 for some j * ∈ J * . Hence j * = j(t 2 ).
Since
. Since x t 2 − x(i) and x t 1 − x(i) have the same support, which does not contain j * , this strict inequality can happen only if (x t 1 − x(i), E j * ) > 0. By the same argument, in fact, there exists a connected component C of the reduced cycle
Next, we analyze the restriction of the sequence z n :
is supported by C then it does not intersect any other components of x t 1 − x(i), hence (z n | C , E j(n) ) > 0 too. Let us consider that subsequencez * of z n | C which is obtained from z n | C by eliminating those steps from the computation sequence of {x n } t 2 n=t 1 which correspond to elements j(n) not supported by C. Then the sequence starts with E C , ends with (x t 2 − x(i))| C , it is the beginning of a Laufer sequence connecting the connected E C with the fundamental cycle of C, but at the step t 2 one has (z t 2 | C , E j(t 2 ) ) ≥ 2, cf. (3.2.9).
Note also that the sequence z n | C is reduced along J, hence along the procedure we do not add any base element from J, hence if we decrease the self-intersections of these vertices we will not modify the Laufer data along the sequence. Hence, we can assume that C is supported by a rational graph. But this contradicts the existence ofz * , cf. 3.2.4.
Part (b) uses the same argument. We fix a connected component of x ts − x(i). Since in the Laufer steps the components do not interact, we can even assume that the support of x ts − x(i) is connected. Then x n − x(i) for n ≥ t s is part of the computations sequence connecting the reduced connected x ts − x(i) to its fundamental cycle. Since we may assume that C is rational (since the steps do not involve J), along the sequence we must have (x n − x(i), E j(n) ) = 1 by 3.2.4. This happens only if (
(II) Assume that s ⊆ s(i, J ), and set s ′ := s ∩ s(i, J ) and ∆s := s \ s(i, J ). Take a computation sequence {x n } t n=0 as in (I) connecting x(i)+E J∪s ′ with x(i+1 J ). Since χ kr (x n ) is non-increasing, cf. 3.
) ≤ 0 too, since j(n) ∈ ∆s. Since {x n + E ∆s } n connects x(i) + E J∪ s with x(i + 1 J ) + E ∆s , we get
This together with assumption (3.2.7) and Lemma 3.2.3 guarantee that, in fact,
On the other hand,
, where the last inequality follows from the definition of x(i + 1 J ). Since χ can (E ∆s ) is the number of connected components of E ∆s , it is strictly positive, a fact which contradicts (3.2.10).
For the second part we construct a computation sequence as in (I), applied for s ′ = 0, in such a way that first we choose only the j(n)'s from s. We claim that in this way we fill in all s. Indeed, assume that this procedure stops at the level of x m ; that is,
where the last inequality follows from (3.2.11). Since χ can (E ∆ s ) > 0, the assumption (3.2.7) imply χ kr (x m ) < χ kr (x(i + 1 J )), a fact which contradicts Lemma 3.2.3.
(III) The statement follows by induction from the following fact: if l * > 0, |l * | ⊆ J * \ s(i, J ), then there exists j ∈ |l * | so that
, by the proof of part (I) (namely, the choice of t s = t 1 ), or by the definition of s(i, J ). Therefore, (E j , l * − E j ) ≥ 2, or, (E j , l * + k can ) ≥ 0 for all j. Summing up over the coefficients of l * , we get (l * , l * + k can ) ≥ 0, which contradicts (3.2.1) since the subgraph generated by |l * | is rational.
3.3. The lattice reduction. Now we are ready to formulate the main result of this section: in the definition of the lattice cohomology we wish to replace the (cubes of the) lattice L with cubes of a smaller rank free Z-module associated with the bad vertices. 
Note that via Lemma 2.6.2, (3.3.4) is equivalent to the isomorphism:
Corollary 3.3.6. Fix ν ≥ 1. If a graph G has ν bad vertices then H q (G, k) = 0 for any q ≥ ν and k ∈ Char.
Proof. Theorems 3.3.3 and 2.4.1 provide an isomorphism H * (G) = ⊕ N H * (S N , Z). But S N is a compact cubical subcomplex of R ν , hence the vanishing follows.
The statement of Corollary 3.3.6 was proved in [11] for ν = 1, and in general in [18] using surgery exact sequences of lattice cohomology.
4. The proof of Reduction Theorem 4.1. Notations, assumption. In this section we abbreviate k r into k, w[k] into w.
Assume that there exists a pair j, j ′ ∈ J , j = j ′ , such that (E j , E j ′ ) = 1. Then we can blow up the intersection point E j ∩ E j ′ . We have to observe two facts. First, the lattice cohomology H * (G, k) is stable with respect to this blow up [16, 18] . Second, the 'strict transform' of the set J can serve as a new set of bad vertices and the right hand side of (3.3.4) stays stable as well. Therefore, by additional blow ups, we can assume that (E j , E j ′ ) = 0 for every pair j, j ′ ∈ J , j = j ′ . 
Generalities about contractions.
In the sequel we fix a cube (i, I) from S N and we start to prove (4.2.3). For any such cube (i, I) we also consider the inverse image φ −1 (i, I) consisting of the union of all cubes (l, I) of [0, ∞) s with φ(l, I) ⊆ (i, I) (not necessarily from S N ). We can also consider (φ| S N ) −1 (i, I), the union of cubes (l, I) from S N with φ(l, I) ⊆ (i, I). Clearly,
Note that φ −1 (i, I) is the product of the cube (i, I) with [0, ∞) s−ν . Our goal is to contract this 'fiber direction space' [0, ∞) s−ν in such a way that along the contraction χ k does not increase, and the contraction preserves the subspaces φ * N (i, I) and (φ| S N ) −1 (i, I) as well. The cycles supported on J * ('fiber direction') will be denoted by l * = j∈J * m j E j . For any pair l * 1 and l * 2 with l * 1 ≤ l * 2 we consider the real s-dimensional rectangle R (i,I) (l * 1 , l * 2 ), the product of a rectangle in the (s − ν)-dimensional space with the cube (i, I): it is the convex closure of the lattice points, which have the form
We extend this notation allowing l * 2 to have all its entries ∞. Note that the lattice points x(i) + E J + l * , being in [0, ∞) s , are effective, hence the relevant l * satisfies l * ≥ l * 1,min := −x(i) + j∈J i j E j (the projection of −x(i) on the J * -components). In particular, R (i,I) (l * 1,min , ∞) = φ −1 (i, I) ⊆ [0, ∞) s , and we can assume that l * 1 and l * 2 satisfy l * 1,min ≤ l * 1 ≤ l * 2 ≤ ∞. Note also that l * 1,min ≤ 0. We start to discuss the existence of a contraction c : R (i,I) (l * 1 , l * 2 + E j ) → R (i,I) (l * 1 , l * 2 ) for some j ∈ J * , acting in the direction of the J * -coordinates and having the property that χ k will not increase along it. The map c is defined as follows. If a lattice point l is in
Otherwise l has the form l = x(i) + E J + l * + E j for some l * with l * 1 ≤ l * ≤ l * 2 and m j (l * ) = m j (l * 2 ). Then set c(l) = l − E j . The next criterion guarantees that χ k does not increase along this contraction. Lemma 4.3.1. Assume that for some l * 2 and j ∈ J * one has
Then, for any l * with l * 1 ≤ l * ≤ l * 2 and m j (l * ) = m j (l * 2 ), and for every J ⊆ I, one also has
The following lemma generalizes results of [16, § 3.2] , where the case ν = 1 is treated.
Lemma 4.3.2.
Assume that for some fixed l * 2 there exists an infinite sequence of cycles {x * n } n≥0 , x * n = j∈J * m j,n E j , with
for any n ≥ 0. (c) for any fixed j the sequence m j,n tends to infinity as n tends to infinity; Then there exists a contraction of
Proof. Use Lemma 4.3.1 and induction over n.
Symmetrically, by similar proof, one has the following statements too. (I) For any fixed l * 1 and j ∈ J * with l
, then for any l * with l * 1 ≤ l * ≤ l * 2 and m j (l * ) = m j (l * 1 ), and for every J ⊆ I, one also has
such that χ k does non increase along the contraction.
(II) Assume that there exists a sequence of cycles {x * n } t n=0 with x * 0 = l * 1,min and x * t = l * 1 such that for any 0 ≤ n < t one has (a)
. Then there exists a contraction of R (i,I) (l * 1,min , l * 2 ) to R (i,I) (l * 1 , l * 2 ) along which χ k is nonincreasing.
4.4.
Contractions. In this subsection we apply the results of the previous subsection 4.3 in order to contract the triple (φ −1 (i, I), (φ| S N ) −1 (i, I), φ * N (i, I)). First we show the existence of a sequence of cycles {x * n } t n=0 with x * 0 = l * 1,min and x * t = 0 which satisfies the assumptions of Lemma 4.3.3(II). This follows inductively from the following lemma.
Lemma 4.4.1. For any x * with l * 1,min ≤ x * < 0 and supported on J * there exists at least one index j ∈ |x * | such that
On the other hand, for j ∈ J * \ |x * | one has (E j , x * ) ≤ 0 and (E j ,
This contradicts the minimality of x(i) in 3.1.2(c).
In particular, Lemma 4.3.3(II) applies for l * 1 = 0 and any l * 2 ≥ 0 (including ∞). Next, we search for a convenient small cycle l * 2 for which Lemma 4.3.2 applies as well. First we show that l * 2 = ∞ can be replaced by x(i + 1 I ) − x(i) − E I . Lemma 4.4.3. There exists a sequence as in Lemma 4.3.2 with x * 0 = x(i + 1 I ) − x(i) − E I . Proof. First we show the existence of some l * 2 , with all its coefficient very large, which can be connected by a computation sequence to ∞ with properties (a)-(b)-(c) of 4.3.2. For this, consider the full subgraph supported by J * . Since it is negative definite, it supports an effective cycle Z * such that (Z * , E j ) < 0 for any j ∈ J * . Consider any sequence {x * n } t n=0 , x * n+1 = x * n + E j(n) , such that x * 0 = 0 and x * t = Z * . Then, there exists ℓ 0 ≥ 1 sufficiently large such that for any ℓ ≥ ℓ 0 and n one has
. Hence the sequence {ℓZ + x n } ℓ≥ℓ 0 , 0≤n≤t connects l * 2 = ℓ 0 Z * with ∞ with the required properties.
Next, we connect x(i+1 I )−x(i)−E I with this l * 2 via a sequence which satisfies (a)-(b)-(c) of Lemma 4.3.2. Its existence follows from the following statement:
For any l * > 0 supported by J * there exists at least one index j ∈ |l * | such that
Indeed, assume the opposite. Then (E j , l * ) ≥ E 2 j +2 for any j ∈ |l * |. Hence (E j , l * +k can ) ≥ 0, or χ can (l * ) ≤ 0, which contradict the rationality of the subgraph supported by J * .
Finally, by Proposition 3.2.6(I) (applied for I = J and s ′ = s(i, J )), the newly determined 'upper' bound l * 2 = x(i + 1 I ) − x(i) − E I can be pushed down further to its support s(i, I). 
Note that this last space Φ * N (i, I) is now rather 'small': it is contained in the cube (x(i), I ∪ s(i, I)). Nevertheless, the N -filtration of this cube can be rather complicated!
The statement of the above corollary means that if Φ * N (i, I) is empty if and only if φ * N (i, I) is empty, and when they are not empty then they have the same homotopy type. Therefore, via (4. 
The non-emptiness follows from the following statement. Proof. The proof is long, it fills all this subsection 4.5. It is an induction over the cardinality of J , respectively of I. At start we reformulate it by keeping only the necessary combinatorial data, and we also perform three reductions to simplify the involved combinatorial complexity. We will also write s := s(i, I) for the wished cycle.
4.5.4. Starting the reformulation. Define (cf. Proposition 3.2.6(I))
N (G) is the smallest integer N for which (4.5.1) is valid; hence it is enough to prove Theorem 4.5.2 only for N = N (G). Note that N (G) depends on (i, I), though in its notation this is not emphasized. In fact, even the weight χ k (x(i)) -and partly the cycle x(i), cf. 4.5.8, -are irrelevant in the sense that it is enough to treat a relative version of the statement. Indeed, we can consider only the value ∆N (G) := N (G) − χ k (x(i)), which equals (use the last term of (4.5.5)):
Then, cf. (4.5.3), we have to find s ⊆ s(i, I ), such that for any J ⊆ I one has (4.5.7)
. Note also that for a reduced cycle Z of G (as E J∪s(i,J) or E J∪ s ), χ can (Z) is the number of components of Z, which sometimes will also be denoted by #(Z).
It is convenient to set the following notation. For any vertex j and J ⊆ J set
By definition of x(i), one has σ j > 0 for any j ∈ J * . Note also that the information needed in (4.5.6) and (4.5.7) about x(i)+l ′
[k] can be totally codified by the integers σ j . This permits to reformulate the statement of the Paragraph 4.5.4 into the following version: 4.5.8. Final Reformulation. Let G be a connected graph (e.g. a plumbing graph whose Euler decorations are deleted), with J = J ⊔ J * , such that any two vertices of J are not adjacent, and with additional decorations {σ j } j∈J where σ j > 0 for j ∈ J * . Fix I ⊆ J . For each J ⊆ I we define s(J) as the minimal support in J * such that for any j ∈ J * \ s(J ) one has σ j (J ∪ s(J )) > 0. [Clearly, s(J) corresponds to s(i, J ) in the original version, see also 3.2.6.]
The 'modified' Laufer algorithm to find s(J ) (transcribed in the language of σ j 's) is the following. We construct the sequence of supports {s n } t n=0 by the next principle: s 0 = ∅, and if s n is already constructed and there exists some j(n) ∈ J * \ s n such that
then take s n+1 := s n ∪ j(n); otherwise stop, and set t = n. [This again follows from the fact that (E j , x(i) + E J∪sn + l ′ Before we formulate the reductions, we list some additional properties of this setup.
(P1)
We analyze how the numerical invariants are modified along the computation sequence {s n } t n=0 of 4.5.8. Note that if (4.5.9) occurs, since σ j(n) > 0, j(n) should be adjacent to J ∪ s n . If it is adjacent to only one vertex of J ∪ s n , then necessarily σ j(n) = 1. Furthermore, in any situation, #(E J∪sn ) is decreasing by (E j(n) , E J∪sn ) − 1. Therefore, the sequence a n (J) := #(E J∪sn ) + j∈J∪sn (σ j − 1) is modified during this step by
(P2) For any J ⊆ I and vertex j ∈ I \ J one has
The proof runs as follows. Let {s n } t n=0 be the computation sequence for s(J ). It can be considered as the first part of a sequence for s(J ∪ j) too; let {s n } t ′ n=t+1 be its continuation for s(J ∪ j). The coefficients a n (J ) and a n (J ∪ j) for n ≤ t can be compared. Indeed, a 0 (J ∪ j) = a 0 (J ) + σ j , and, similarly as in (P1), a t (J ∪ j) = a t (J ) + σ j − (E j , E s(J ) ), which is the right hand side of the above identity (since a t (J) = ∆(J; G)).
Next, we show that a n (J ∪ j) is constant for any further value n ≥ t. First take n = t. Then σ j(t) − (E j(t) , E J∪s(J) ) > 0 (since s(J ) is completed), but σ j(t) − (E j(t) , E J ∪s(J)∪j ) ≤ 0 (since s(J ∪ j) is not completed). Hence (E j , E j(t) ) = 1 and (using (P1) too)
In general, set s j n := s n \s(J), e.g. s j t = ∅. At every step, by induction, E j∪s j n is connected, hence (E j(n) , E j∪s j n ) can be at most one (since the graph contains no loops). Hence, σ j(n) − (E j(n) , E J∪s(J) ) > 0, and
(P3) Fix a vertex j ∈ I with σ j ≥ 1, and assume that for all realizations of ∆N (G) as ∆(J, G) (as in (4.5.10)) one has J ∋ j. Let G −1 be the graph obtained from G by replacing the decoration σ j by σ j − 1. We claim that (4.5.13)
Indeed, since {σ j } j∈J * is unmodified, the support s(J ) for any J is the same determined in 14. Assume that σ j ≤ 0 for some j ∈ I = J , and consider the graph G \ j obtained from G by deleting the vertex j and its adjacent edges. Note the following facts:
• The maximum ∆N (G) in (4.5.10) can be realized by a subset J which does not contain j. In fact, for any J with j ∈ J one has ∆(J ∪ j; G) ≤ ∆(J; G). Indeed, using the notations from 4.5.12, a 0 (J ∪ j) ≤ a 0 (J ); the sequence s n associated with J is good as the beginning of the sequence of J ∪ j, and during this inductive steps a n (J ∪ j) drops more than a n (J); and finally, if the sequence of J ∪ j is longer, then its a n -values decrease even more (cf. 4.5.12).
• All the supports of type s(J ) definitely are included in G \ j (since are subsets of J * ).
• If we find for each component of G \ j some s satisfying the statements of the theorem for that component, then their union solves the problem for G as well.
Therefore, having G with some σ j ≤ 0, we can delete j and continue to search for s for G \ j: that support will work for G as well.
If we delete all vertices with σ j ≤ 0 (j ∈ I) then we arrive to a situation when σ j > 0 for any j ∈ I, hence, a posteriori, σ j > 0 for any j ∈ J .
Note that the wished reformulated statement from 4.5.8, even for all σ j = 1, when the problem depends purely on the shape of the graph, is far to be trivial. 
We claim that a solution s for G − provides a solution for G too. Indeed, for any J ⊆ I, the supports s G (J ) and s G − (J) generated in G, respectively in G − satisfy the following.
J ∪ s G (J) can be obtained from J ∪ s G − (J) by gluing some subtrees of G \ G − along some elements of J. These subtrees are maximal among those connected subgraphs of G (supported in J * \ J (G − )) with all σ j = 1 and adjacent to G − . In particular, J ∪ s G − (J ) ⊆ J ∪ s G (J ), and their topological realizations are homotopy equivalent; σ j = 1 for any j ∈ s G (J ) \ s G − (J ); and the integers #E J∪s(J ) computed for G and G − are the same.
Therefore, ∆N (G) = ∆N (G − ), and a solution s for G − is a solution for G too. Hence, we can assume that G = G − .
This ends the possible reductions/preparations and we start the inductive argument.
The induction.
The proof is based on inductive argument over σ j -decorated graphs (with I = J , σ j > 0 and G = G − ), where we will consider subgraphs (with induced decorations σ j ), and eventually we will decrease the decorations {σ j } j∈J .
If I is empty then ∆N (G) = 0; if I contains exactly one element j 0 , then by (4.5.16) G = {j 0 } and by (4.5.10) ∆N (G) = σ j 0 . In both cases s = ∅ answers the problem. 4.5.18. The inductive step is based on the following picture. Recall that G agrees with the smallest connected subgraph generated by J . Let j 0 ∈ J be one of its end-vertices (that is, a vertex which has only one adjacent vertex in G). Denote that connected component of G \ J which is adjacent to j 0 by G * 0 . If G \ J = G * 0 then all the vertices from J are adjacent to G * 0 and J = I is exactly the set of end-vertices of G. Then one verifies (use 4.5.12(P2)) that
• ∆(J; G) is increasing function in J, hence ∆N (G) = ∆(I, G), and
• #(E J∪s(I) ) = #(E I∪s(I) ), hence (4.5.11) holds for s = s(I).
Next, assume that G \ J = G * 0 . We may also assume (by a good choice of j 0 ) that there is only one vertex j of J which is simultaneously adjacent to G * 0 and to some other component of G \ J . Let {j 0 , j 1 , . . . , j k , j} be the elements of J which are adjacent to G * 0 . Then j 0 , j 1 , . . . , j k are end-vertices of G. Let G ′ be obtained from G be deleting G * 0 , {j 0 , j 1 , . . . , j k } and all their adjacent edges.
Here is the schematic picture of G, where the vertices from J * are not emphasized:
. . . Assume that some j ℓ (1 ≤ ℓ ≤ k) is not in J. Then again by ∆(J ∪ j ℓ , G) ≤ ∆(J, G) and 4.5.12(P2) we get that σ j ℓ = 1 and j ℓ is adjacent to s(J). In particular, ∆(J ∪ j ℓ , G) = ∆(J, G), and we can replace J by J ∪ j ℓ . Hence, for uniform treatment, in such a situation we can always assume that
Let s * 0 be the support generated by {j 1 , . . . , j k } via the (reformulated) Laufer's algorithm 4.5.8; then s * 0 ⊆ G * 0 . We will need another fact too. Let J ′ be a subset of J (G ′ ). Then
that is, the ∆-invariants of J ′ in G ′ and in G are the same. Indeed, if j ∈ J ′ , then the identity is clear since J ′ generates the same supports s(
Otherwise, s(J ′ , G) is the union of s(J ′ , G ′ ) with the maximal element of those connected subgraph of G * 0 which are adjacent to j and σ j = 1 for all their vertices j. Now, our discussion bifurcates into two cases: whether j is adjacent to s * 0 or not. I. The case when j is not adjacent to s * 0 . We start with the following general statement, valid for any J ⊆ I, which does not contain j 0 but it contains {j 1 , . . . , j k }. For such J, whenever j is not adjacent to s * 0 one has:
where J ∩ G ′ stands for J ∩ J (G ′ ). For its proof run first the Laufer algorithm for the vertices {j 1 , . . . , j k } getting s * 0 , then add the remaining vertices from J ∩ G ′ and continue the algorithm. I.a. Assume that ∆N (G ′ ) can be realized by some J ′ in G ′ which does not contain j.
Then, we can apply the above statements for J = J ′ ∪ {j 1 , . . . , j k }. Note that the Laufer algorithm runs in two independent regions cut by j, namely in G * 0 and in G ′ \ j. Hence (4.5.20) guarantees that j 0 is adjacent to s * 0 . Furthermore, if s(G ′ ) is a support answering the problem for G ′ , then s = s(G ′ ) ∪ s * 0 is a solution for G. Note also that in this case s * 0 coincides with the collection of components of
Let G ′ −1 be the graph obtained from G ′ by replacing the decoration σ j by σ j − 1. Then, by 4.5.12(P3), we get
By induction, one can find a support s(G ′ −1 ) which solves the problem for G ′ −1 . Let st be the connected (minimal) string in G * 0 adjacent to both j and j 0 (connecting them). 
In the next paragraphs we will list some additional properties of s and J.
In particular, the weight of the cube
There exists a computation sequence {x n } t n=0 with x 0 = x(i) + E J and
(ii) There exists a computation sequence {y n } t ′ n=0 with y 0 = x(i) + E J + E s and
(c) Using the notation σ j (J) from 4.5.8, one has:
Proof. Note that
≤ N (G).
(1) follows from the definition of N (G) and the choice of J, (2) from Lemma 3.2.3, and (3) from Theorem 4.5.2 applied for N = N (G). This proves (a). Identity (a) together with Proposition 3.2.6(II) imply that s ⊆ s(i, J ). Then there exists a computation sequence connecting x(i) + E J with x(i) + E J + E s by 3.2.6(II), a sequence connecting x(i) + E J + E s with x(i) + E J + E s(i, J) by 3.2.6(I), and finally, from
.6(III). This ends part (b).
Part (c) follows from (a) and equation (4.6.1) applied for J \{j} (case j ∈ J), respectively J ∪ {j} (case j ∈ J), and from the assumption 4.1, which guarantees (E j , E J \{j} ) = 0. 
). Our goal is to construct a deformation retract from Φ * N (i, I) to this cube (acting in the fiber direction). This will be more complicated than the 'standard' retractions 4.3.1-4.3.2-4.3.3. (Note that the point x(i) + E s + E J is not a χ k -minimal point of Φ * N (i, I), it is maximal point in the direction J and a minimal point in the direction J * .)
To start with, we consider the connected components {G α } α∈A of s, and the connected components {C β } β∈B of s(i, I) \ s. During the contraction the supports G α should be 'added' and the supports C β should be 'deleted'. According to this, it is performed in several steps, during one step either we add one G α -type component, or we delete one C β -type component. At each step the fact that which type is performed, or which G α /C β is manipulated is decided by a technical 'selection procedure'. This is the subject of the next Proposition, which will be applied at any situation when the components {G α } α∈A ′ still should be added and the components {C β } β∈B ′ still should be deleted: it chooses an element of A ′ ∪ B ′ . The technical properties associated with the corresponding cases will guarantee that the contraction stays below level N of χ k .
Below, for any subset J ′ ⊆ J and i ∈ J * we write J ′ i := {j ∈ J ′ : (E i , E j ) = 1}. 
Proof. Fix some α ∈ A ′ and assume that it does not satisfy (i). Then there exists i α ∈ |G α | and j α ∈ J iα such that σ jα (( s\i)∪∪ β∈B ′ C β ) ≤ 0. Note that σ jα ( s\i) = σ jα ( s)+(E jα , E iα ) > 0 by 4.6.2(c). These two combined prove the existence of some β ∈ B ′ and i β ∈ |C β | with (E jα , E i β ) = 1.
Symmetrically, if for some β ∈ B ′ (ii) is not true, then there exists i β ∈ |C β | and j β ∈ I i β \ J with σ j β (( s∪i β )\∪ α∈A ′ G α ) ≥ 0. Since by 4.6.2(c) we have σ j β ( s∪i β ) = σ j β ( s)− (E j β , E i β ) < 0, we get the existence of some α ∈ A ′ and i α ∈ |G α | with (E j β , E iα ) = 1. Now the proof runs as follows. Start with any α ∈ A ′ . If it satisfy (i) we are done. Otherwise, as in the first paragraph, we get a β, such that G α and C β are connected by a length two path having the middle vertex in J. If this β satisfy (ii) we stop, otherwise we get by the second paragraph an α ′ such that C β and G α ′ are connected by a length two path whose middle vertex is not in J. Since the graph G has no cycles, α ′ = α. Then we continue the procedure with α ′ . Either it satisfies (i) or G α ′ is connected with some C β ′ with β ′ = β. Continuing in this way, all the involved α indices, respectively all the β indices are pairwise distinct because of the non-existence of a cycle in the graph. Since A ′ ∪ B ′ is finite, the procedure must stop.
). We will drop the symbol (i, I) from the notation Φ * N (i, I): we write simply Φ * N . On the other hand, for any pair
, the cube on which we wish to contract Φ * N . If the Selection Procedure chooses some α ′ ∈ A ′ then we have to construct a deformation retract
Otherwise, if some β ′ ∈ B ′ is chosen then we have to construct a deformation retract
Their composition (in the selected order) provides the wished deformation retract Φ * N → Φ * N ( s, s). The two types of contractions have some asymmetries, hence we will provide the details for both of them.
The construction of c α ′ .
Let |G α ′ | = {j 1 , . . . , j t }. By the properties of J, cf. 4.6.2(b), we have a computation sequence with χ k non-increasing from x(i) + E J to x(i) + E J∪ s . Since the components {G α } α do not interact, we can permute elements belonging to different components G α , hence we may assume that the first part completed the components ∪ α ∈A ′ G α , then we complete G α ′ and the order {j 1 , . . . , j t } is imposed by the computation sequence. Therefore, for any 1 ≤ n ≤ t,
The contraction c α ′ will be a composition c α ′ ,t • · · · • c α ′ ,1 , where c α ′ ,n corresponds to the completion of the cycles with E jn (1 ≤ n ≤ t):
Note that for any l * as above with |l * | ∋ j n , the inequality (4.7.2) implies
Fix such an l * with |l * | ∋ j n . Then, for any J ⊆ I, we have to prove
Set J(l * ) := {j ∈ I : σ j (|l * |) > 0}. We claim that if (4.7.5) is valid for J(l * ) then it is valid for every J ⊆ I. This follows from the next identity whose second term is ≤ 0 by the definition of J(l * ).
On the other hand, using Selection Procedure (and its notations) we get J jn ⊆ J(l * ). Indeed, by the choice of α ′ in 4.6.4(i), for j n ∈ |G α ′ | and for any j ∈ J jn one has σ j ( s\j n ∪∪ β∈B ′ C β ) > 0. Then σ j (|l * |) > 0 by the support condition (4.7.3). Then J jn ⊆ J(l * ) implies:
≤ 0.
(1) follows from J jn ⊆ J(l * ), (2) from (E jn , E J jn ) = (E jn , E J ), and (3) from (4.7.4). Therefore,
)\s(i, J )). The Laufer computation sequence given by 3.2.6(I) connecting
gives an ordering on V 1 = {j 1 , . . . , j ts } with the property (4.7.9) σ jn ( J ∪ {j 1 , . . . , j n−1 }) = 0 for every 1 ≤ n ≤ t s . Similarly, applying 3.2.6(III) for E s(i,I)\s(i, J ) we have an ordering on V 2 = {j ts+1 , . . . , j t } such that (4.7.10) σ jn ( J ∪ {j 1 , . . . , j n−1 }) ≥ 0 for every t s + 1 ≤ n ≤ t.
The contraction c β ′ will be c β ′ ,1 • . . .
• c β ′ ,t , where c β ′ ,n corresponds to the deletion of the cycles with E jn (1 ≤ n ≤ t), i.e.
defined in the following way. Write x = x(i) + E J + l * with (4.7.11)
Fix such an l * with j n ∈ |l * |, then we have to prove
for any J ⊆ I. In this case the inequalities (4.7.9) and (4.7.10) implies (4.7.13)
Here we set J(l * ) := {j ∈ I : σ j (|l * |) ≥ 0}. Then if (4.7.12) is valid for J(l * ) then it is so for any J ⊆ I. Indeed,
by the definition of J(l * ). By the selection of β ′ via 4.6.4(ii), for j n ∈ |C ′ β | and for any
Finally, from (4.7.13) we can deduce the inequality
5. Application. Series and the Seiberg-Witten invariants. In [17] is proved that the normalized Euler characteristics of the lattice cohomology also agrees with the Seiberg-Witten invariant (note that the weight function of [17] is shifted compared with the present one; see the comment after 5.2.2 as well). This reads as follows. Since the rational Lipman cone S ′ is Z ≥0 E * j j , definition (5.2.1) shows that Z(t) is supported in S ′ , hence Z l ′ (t) is supported in (l ′ + L) ∩ S ′ .
Z is also called the combinatorial Poincaré series. This is motivated by the following fact, for details see [3, 4, 15, 19] . We may consider the equivariant divisorial Hilbert series H(t) of a normal surface singularity (X, 0) with fixed resolution graph G. The key point connecting H(t) with the topology of the link M and the graph G is introducing the series P(t) = −H(t) · j (1 − t
. Then Z(t) is the topological candidate for P(t). They agree for several singularities, e.g. for splice quotients (see [19] ), which contain all the rational, minimally elliptic or weighted homogeneous singularities. Motivated by analytic properties of P (see e.g. [19] ), the second author proved that Z(t) also codifies the SeibergWitten invariants of the link M , and it is related in a subtle way with the weight function of the lattice complex. We recall these facts next. = χ kr (l) + eu(H * (G, k r ).
Hence, the truncated summation from the left hand side admits a multivariable Hilbert polynomial, where the non-free part is provided by the quadratic weight function χ kr (l), while the free term is eu(H * (G, k r ), the expression which appears in Theorem 5.1.1 as well.
[In [17] w(k) is defined as −(k 2 + |J |)/8 for k ∈ Char. If k = k r + 2l then w(k) = χ kr (l) − (k 2 r + |J |)/8. The last constant can be neglected in the sum of (1) since I⊆J (−1) |I| = 0. The sum in (2) is finite since Z is supported in Z ≥0 E * j j and all the entries of E * j are strict positive, cf. (2.1.1).]
Our next goal is to show that the series introduced above, but now with reduced variables, still preserves all these properties; namely, it can be recovered from the reduced weighted cubes and it contains all the information about the Seiberg-Witten invariant.
5.3. Definition. The reduced zeta function. Recall that J = J ⊔ J * , where J is an index set containing all the bad vertices. Let φ : L → L be the projection to the Jcoordinates. We also write t = {t j } j∈J for the monomial variables associated with L, and t i = j∈J t i j j for i = (i 1 , . . . , i ν ) ∈ L. Therefore, t l ′ | t j =1, ∀ j∈J * = t φ(l ′ ) . For any h ∈ H set Z h (t) := Z h (t)| t j =1, ∀j∈J * .
[We warn the reader that the reduced 'non-decomposed' series Z(t)| t j =1, ∀j∈J * usually does not contain sufficient information to reobtain each term Z h (t) (h ∈ H) from it.] Fix one l ′ [k] , and write Z l ′
[k]
(t) = i∈L p i+φ(l ′ ) .
(2) There exists i 0 ∈ S (characterized in the next Lemma 5.3.3) such that for any i ∈ i 0 +S
Here w(i) is a quasi-polynomial (cf. 5.3.6), and eu(H * (L, w[k])) equals eu(H * (G, k r )).
Proof. along which χ can is non-increasing (see e.g. 2.6.2 and 4.3.2). This also implies that after reduction enough to look at φ(R(0, −k can )) = R(0, (14, 14) ), since φ(−k can ) = (14, 14) . We consider the picture below, illustrating the weighted lattice structure of R(0, (14, 14) ). 
