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Entanglement entropy and correlations in loop quantum gravity
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Black hole entropy is one of the few windows toward the quantum aspects of gravitation and its
study over the years have highlighted the holographic nature of gravity. At the non-perturbative level
in quantum gravity, promising explanations are being explored in terms of the entanglement entropy
between regions of space. In the context of loop quantum gravity, this translates into the analysis of
the correlations between regions of the spin network states defining the quantum state of geometry
of space. In this paper, we explore a class of states, motivated by results in condensed matter
physics, satisfying an area law for entanglement entropy and having non-trivial correlations. We
highlight that entanglement comes from holonomy operators acting on loops crossing the boundary
of the region.
I. INTRODUCTION
One of the most fascinating prediction of General Rel-
ativity, Einstein’s classical theory of gravitation, is the
existence of black holes, a region of space-time where
nothing not even light can escape. Seen originally as a
simple non-physical curiosity, the mathematical theory
of black holes is now a fully grown subject. A stationary
black hole appears in fact to be quite a simple object de-
fined entirely by its mass, angular momentum and charge
(although this must be put in contrast with the recent
work underlining the existence of classical hairs for black
holes in relation to gravity’s soft modes [1–4]). Moreover,
a straight analogy can be drawn between black holes dy-
namics predicted by Einstein’s equation and thermody-
namics. In particular, a notion of entropy is associated
to a black hole [5] which, in presence of quantum fields, is
related to the area of the event horizon by the Hawking
formula [6] and has lead to the holographic principle re-
lating geometric quantities and entropy in quantum grav-
ity [7].
In the context of loop quantum gravity (see [8–10]),
black hole entropy was mainly studied from the isolated
horizon concept which assumes boundary conditions at
the classical level [11]. From a purely quantum perspec-
tive, this classical input should be removed. Instead, the
quantum route is to compute an entanglement entropy
between a bipartite partition of the spin network state
into an inside/outside regions. For instance, in the 3d
Riemannian BF formulation of gravity, such an entan-
glement (after a suitable regularization) satisfies an holo-
graphic behavior for the flat state [12] (see also [13, 14]
for a more general treatment in loop gravity and lattice
gauge theory beyond the flat state). Those calculations
have strong similarities with those in some spin models
like the toric code model useful for quantum computation
purposes [15–17]. Here we would like to push further this
similarities and propose to study a class of test states hav-
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ing holographic properties and non trivial correlations.
A very active line of research in this direction is ten-
sor network renormalisation techniques applied to the
context of the AdS/CFT correspondence for quantum
gravity. Indeed tensor network states turned out to be
a tremendously efficient ansatz to study holography in
quantum gravity [18], especially when looking at the
holographic entanglement entropy [19, 20]. In partic-
ular, multi-scale entanglement renormalization ansatz
(MERA) [21] are especially promising as they appear to
be variational ansatz of conformal field theory ground
states and allow for a lattice realization of the AdS/CFT
correspondence [22–24]. Moreover, they have opened a
fecund interaction between quantum gravity, quantum
information and quantum computing.
Here, going in a similar direction although without us-
ing the MERA tools, our goal is to better understand
the structure of correlations in loop quantum gravity (the
interested reader can nevertheless find in [25] a first ap-
plication of tensor network techniques to loop quantum
gravity and spin network states). The motivation be-
hind our study is twofold. The first one is to have a
clearer understanding of the physical states solving all
the constraints of canonical quantum general relativity.
It is expected they should have non trivial correlations
mapping to the two points correlation functions of gravi-
tons at the classical limit and that they should satisfy
an area law. We will introduce an ansatz for quantum
states as superpositions of loop states with loops of ar-
bitrary sizes with weights scaling for instance with the
loop area, their perimeter and their number. The sec-
ond motivation is related to the definition and action of
the Hamiltonian constraint of the theory which is still
under active research. Identifying quantum states, with
well-behaved correlations (both holographic and admit-
ting nice 2-point correlations) would give great insights
toward the proper form and action of the quantum dy-
namic implementing Einstein equation. Our work can be
seen as complementary to the study of entanglement on
spin network states built from local Hamiltonian as in
condensed matter models developed in [26–28].
The present paper is structured as follows. Section II
2reviews the basic features of the toric code model that
is then used to define the proper class of spin network
states. The entanglement entropy between a partition
(the system is a closed region) of the spin network is
evaluated and we show that it scales as the number of
degrees of freedom of the boundary in Section IV. Loops
crossing the boundary are seen to be at the origin of this
entanglement. Section V discusses a necessary general-
ization for the correlations to be non trivial and for the
entanglement entropy to scale as the area.
II. THE TORIC CODE MODEL
The toric code model is a topological model of spin
1/2 living on the links of a general 2D lattice. The any-
onic structure of the excitations makes it useful for fault-
tolerant quantum computation [15, 16]. This model can
be shown to be equivalent to a BF theory on the discrete
group Z2, a highly interesting fact since gravity can be
formulated as a (constrained) BF theory.
Considering a bipartite partition of the lattice, it was
found that the entanglement entropy between those re-
gions were proportional to the boundary area (plus a
topological term) which is reminiscent of the holographic
principle. We will review here the basic results useful for
our following discussion on spin network states.
Let’s define ns and np the number of vertex and pla-
quettes respectively. The dynamic of the model is con-
structed with the vertex operators As =
⊗
j∈s σ
x
j , tensor
product of Pauli matrices with the vertex s as a source,
and plaquette operators Bp =
⊗
j∈∂p σ
z
j , tensor product
of Pauli matrices around the plaquette p. The Hamilto-
nian is then
H = −
ns∑
s=1
As −
np∑
p=1
Bp (1)
We stress here the fact that the plaquette and vertex op-
erators are subject to a particular constraint
∏
pBp =∏
sAs = 1. Every term commute with all the others
which makes it easier to find the ground state(s) |ψ0〉 of
the system by looking at the fundamental of each oper-
ators (states diagonalizing all the operators with highest
eigenvalues)
As|ψ0〉 = Bp|ψ0〉 = |ψ0〉 (2)
The lowest energy state of the vertex operators can be
seen as gas of loops. It implements the Gauss law enforc-
ing gauge invariance at each vertex. Taking into account
the plaquette operators, which deform smoothly a loop
into another, the ground state |ψ0〉 of the system is a
superposition of all those loops with equal weights and
imposes the flatness of the Z2 holonomy. Denoting by A
the group generated by the vertex operators, we have
|ψ0〉 = 1√
2ns−1
∑
g∈A
g|0〉 (3)
In fact, because a plaquette operator only smoothly de-
form a loop, the fundamental subspace is degenerate,
with dimension 22g for an orientable genus g surface.
This degeneracy is at the heart of the topological char-
acter of this model which cannot be lifted by local per-
turbations.
To cast thing in the proper form useful for generaliz-
ing to gravity (for the SU(2) group), we write explic-
itly the expanded form of the ground states in terms
of loops. Written in terms of projector (1+Bp) /
√
2,
|ψ0〉 = 1√
2np+1
∏
p (1+Bp) |0〉, the loop expansion is
straightforward. It simply suffices to expand the prod-
uct of operators. Thanks to the fact that σ2i = 1, the
product of two plaquette operators Bp1 and Bp2 shar-
ing one link is equivalent to an operator on the disjoint
union of the plaquettes B∂(p1∪p2). We have finally the
loop superposition form
|ψ0〉 = 1√
2np−1
∑
C
⊗
L∈C
|1e∈L, 0e6∈L〉 (4)
Here the set C is the set of all configuration of non inter-
secting loops having no links in common.
As mentioned above, one of the interesting result of
the toric code model is the area scaling law of the entan-
glement entropy for the ground state between a bipartite
partition of the lattice [16]. Consider a region S and its
exterior E, the global system being in a ground state,
see Fig.1. The reduced density matrix of the region S is
needed to obtain the entropy. The loop structure coming
from the state (4) is composed of three kinds of loops,
those contained completely in S or E and those belong-
ing to both. We then have the following result (with a
detailled proof in annex B): the entanglement entropy as-
sociated to a given region S whose (contractible) frontier
possesses nSE degrees of freedom in the ground state is
S = nSE − 1 (5)
This entropy is proportional to the number of degrees of
freedom on the boundary and scales as the area. The
minus one is a topological contribution and is model de-
pendent in some sense [17].
What we intend to do now is the study in the context
of loop quantum gravity the class of wavefunction hav-
ing the same loop structure as the one for the toric code
model and study the entanglement entropy and correla-
tions they contain.
III. DEFINITION AND PROPERTIES
A. The loop decomposition
The holographic principle is one of the few accepted
feature every quantum theory of gravity should have.
Simply stated, it says that volume degrees of freedom of a
region of spacetime are encoded on some degrees of free-
dom on the boundary [7]. We saw that the entanglement
3entropy of the toric code model has this same behavior.
The purpose here is then quite simple: we want to adapt
the ground state structure of this model for the spin net-
work state on a given random 2d lattice with edge degrees
of freedom fixed to the fundamental spin 1/2 excitation
(this condition can be relaxed by choosing any spin j).
SE
E
S
FIG. 1. Illustration of one possible loop structure appearing in
the superposition defining the Kitaev state motivated by the
ground state structure of the toric code model. Three kind of
loops are distinguished when a subsystem is chosen and only
loops crossing the boundary give a non zero entanglement.
The natural SU(2) gauge invariant object in loop quan-
tum gravity is the holonomy, here χ1/2
(∏
e∈L ge
)
for a
given loop L and group element ge ∈ SU(2) for each edge.
We thus define by analogy the state which has the same
loop structure than (4). In fact, canonical model of sta-
tistical physics such as the Ising model or O(N) models,
hints toward adding new amplitude contribution like a
perimeter P (C) contribution γP (C) or/and a number of
loops N(C) contribution βN(C). So the natural general
states we are interested in are given by the wave func-
tion
ψα,β,γ(ge) =
∑
C
αA(C)βN(C)γP (C)
∏
L∈C
χ1/2
( →∏
e∈L
ge
)
(6)
A given configuration C is composed of non intersecting
loops L having no links in common while A(C), N(C) and
P (C) are respectively the total area, the number of loop
and the perimeter of the configuration and α, β, γ ∈ C
are complex amplitudes.
Our goal is to study this class of states, the scaling law
of the entanglement entropy between a partition of the
spin network and then the correlation two point func-
tions between spins of different edges. We start with
the simple case β = γ = 1 and see that the entropy
scales as expected with the number of degrees of freedom
of the boundary. However, the correlations will appear
to be topological, motivating the introduction of a more
general class of states with amplitudes function of the
perimeter of the loops or their number.
In fact, we could have first thought of a simpler state
constructed as a product of all holonomies of each pla-
quette (with a potential contribution from a boundary
for a finite size graph) as
ψ(ge) =
∏
p
χ1/2
( →∏
e∈p
ge
)
χ1/2
( →∏
e∈∂
ge
)
At first sight, it would appear that such a state would
display some non trivial correlations. However this is
not the case both for the holonomy and spin two point
functions in the infinite size limit. We won”t dwell on
this state in the core of this paper, see annex A for more
details.
B. Behavior under coarse-graining
The state ψα,β,γ have very nice properties under some
coarse-graining procedures due the very particular loop
structure we chose. For a graph Γ, one procedure is to
simply eliminate a link e0 constructing the new graph
Γ \ e0 and another is to pinch the link to a node defining
the pinched graph Γ− e0.
From the wave function ψΓα,β,γ , the pure elimination of
a link is done by a simple average. Here, since the loops
composing the state are always non overlapping, the in-
tegration over e0 amounts to remove all loops containing
it. ∫
SU(2)
ψΓα,β,γ (ge0 , ge) dge0 = ψ
Γ\e0
α,β,γ(ge) (7)
Thus the coarse-grained state corresponds exactly to the
state on the coarse-grained graph Γ \ e0. We have a sta-
bility under this coarse-graining procedure.
hS hEhb
hb = 1
hS hE
FIG. 2. The pinch coarse-graining method is an invariant
procedure only for the case γ = 1, meaning the state doesn’t
contain perimeter information.
The second method is to pinch the link. This is done
by imposing the holonomy on e0 to be equal to the iden-
tity. The coarse-grained state is ψΓα,β,γ(ge)
∣∣∣
ge0=1
. For a
given loop containing e0, pinching the link doesn’t change
the area or the number of loops, but only its perimeter.
Separating configuration containing the link e0 or not,
forming respectively the sets C0 and C \ e0, we have
ψΓα,β,γ(ge)
∣∣
ge0=1
=
∑
C\e0
αA(C)γP (C)
∏
L∈C
βχ1/2
( →∏
e∈L
ge
)
+ γ
∑
C0
αA(C)γP (C)
∏
L∈C
βχ1/2
( →∏
e∈L
ge
)
4The invariance under coarse-graining is recovered at the
condition that γ = 1, meaning that the perimeter of the
loops doesn’t matter: ψΓα,β,γ(ge)
∣∣∣
ge0=1
= ψΓ−e0α,β,γ(ge).
IV. ENTANGLEMENT ENTROPY
A. Entanglement entropy
The next step is to compute the entanglement (Von
Neuman) entropy S = tr (ρS ln ρS) between a bipartite
partition of the graph. The system S of interest will be
a bounded connected region and the rest of the graph
forms the environment E whose degrees of freedom are
traced out. The boundary group elements will be by
convention incorporated into the system and won’t be
traced over. For simplicity, we will restrict the evaluation
of the entropy for β = γ = 1.
To compute the entropy of S, we need its reduced den-
sity matrix defined as
ρS(g˜e, ge) =
∫
ψα(g˜e∈S , he/∈S)ψα(he/∈S , ge∈S) dhe/∈S
(8)
The method to evaluate the entropy S = − tr (ρS ln ρS) is
based on the replica trick [29]. Computing the successive
power of the reduced density matrix ρnS , n ∈ N, we then
obtain the entropy by S = − ∂ tr ρnS∂n
∣∣∣
n=1
.
The first step is to compute the reduced density ma-
trix. Denoting respectively CS, CE and CSE the loops
belonging to S, E or both, we have (see annex B 2)
ρS(g, g
′) =
NE(α)
N (α)
∑
CS∪CSE
C′S∪CSE
αA(C
′
S∪CSE)αA(CS∪CSE) ×
∏
LS∈CS
L′S∈C′S
χ1/2 (LS(g))χ1/2 (L′S(g′))
∏
LSE∈CSE
(
1
2
χ1/2 (LSE(g, g′))
)
(9)
with N (α) the norm and NE(α) =
∑
CE |α|2A(CE) the
factor coming out of the partial trace on the environ-
ment. We see that two contributions appear, one with
only loops in S and another coming from loops cross-
ing the boundary. This last term is responsible for the
entanglement between S and E.
Figure 3 shows an example of a configuration appear-
ing in the reduced density matrix. To understand simply
the form of ρS , let’s imagine we have only two loops con-
figuration, one copy for the bra and ket of the density
matrix. Each configuration is composed of non over-
lapping and non intersecting loops. Nonetheless, each
copy can overlap since their are independent. Now,
tracing out the E degrees of freedom imposes that the
parts in E from each copies to be exactly the same,
otherwise the average gives zero. Complications come
from loop crossing the boundary. The average of the E
part of crossing loops gives a contribution of the from∫
SU(2) χ1/2(gh)χ1/2(g
′h) dh = 12χ1/2(gg
′−1). This is at
the origin of the boundary holonomies in (9). Now con-
sidering again all the allowed configurations, we see that
for a given bulk/boundary plaquette choice like in Fig.3,
their is a huge redundancy coming from the E plaquettes.
After the partial trace, this leads to the overall NE(α)
prefactor.
The next step is to compute the successive power and
take the trace. At the end a simple formula remains,
tr ρnS(g, g
′) =
(NE(α)
N (α)
)n
Nn−1S (α)
∑
CS∪CSE
|αA(CS∪CSE)|2n
(4n−1)#CSE
FIG. 3. Illustration of one possible loop structure after the
partial trace over the environment has been performed. The
reduced density matrix is not factorized anymore and a non
trivial boundary contribution leads to entanglement.
Appendix B presents the detailed calculations. The en-
tropy of the region S is then directly obtained by differ-
entiation and we have that the leading order term scales
as the area of the boundary of the region. The entangle-
ment entropy is given finally by
S = nSEf(|α|2) + 2 ln 2
(1 + |α|2)nSE
∑
CSE
#LSE |α|2A(LSE)
(10)
with nSE the number of degrees of freedom at the bound-
ary and f(|α|2) = ln (1 + |α|2) − |α|21+|α|2 ln (|α|2). This
formula is quite general and is valid for an arbitrary graph
5as long as the loop structure of the spin network state is
the same.
B. Boundary degrees of freedom - Purification
We came to understand that the entanglement in the
subsystem S prepared in the state (9) can be traced back
to loops crossing the boundary. In fact, we can under-
stand the state (9) as resulting from tracing out addi-
tional boundary degrees of freedom. This idea goes in
the same spirit as recent studies on local subsystems in
gauge theories and gravity [3, 4].
To purify the state, consider at each puncture a new
degree of freedom, for instance a new fictitious edge. We
work in the extended Hilbert space HS ⊗H⊗Ne with He
the Hilbert space associated to the new edge, N the total
number of puncture and HS the Hilbert space of the sys-
tem. We then construct a pure state as superposition of
loops in the bulk and paths joining pairs of punctures, see
for instance FIG.3. For a path P , we use the holonomy
(properly oriented)
χ1/2 (P) = χ1/2(hsbgShtb) (11)
with hsb,tb associated to the pair of boundary degrees of
freedom, the source and target of the path respectively.
The reduced density matrix (9) can then be purified by
considering the state |ψSB〉 (B for boundary) with wave-
function
ψSB(g) =
∑
C
αA(C)βN(C)γP (C)
∏
L∈C
χ1/2 (L)
∏
P∈C
χ1/2 (P)
(12)
Then ρS = tr (|ψSB〉〈ψSB|). We have purified the re-
duced density matrix of the system. One could argue
that their are many ways to purify a quantum state and
could question its relevance here. After all the original
state (6) is a perfectly valid purification. What is re-
ally interesting here is the method. We can think of the
local subsystem on its own by doubling the boundary
degrees of freedom and construct pure state in an ex-
tended Hilbert space. The physical state is recovered by
tracing out the additional boundary degrees of freedom.
This match exactly the results of [3] by a direct analy-
sis of the reduced density matrix of a sub-region of the
spin network state. Naturally we here have no partic-
ular information on those additional degrees of freedom
and they should be determined by a proper analysis of
boundary terms in the classical and quantum theory.
This elementary discussion illustrates simply the fact
that the extended Hilbert space method can been seen
from a quantum information perspective as a clever way
to purify a state of a local region and consequently why
it has something to say about entanglement, correlations
and entropy.
C. On correlations
This holographic behavior is a good sign for this class
of states to be good candidates for physical states so-
lutions of the Hamiltonian constraint of loop quantum
gravity. What’s more, for physical solutions, we expect
the correlations between geometrical observables to be
non trivial. This is where the limit β = γ = 1 fails.
Indeed, the spin (or holonomies) two points correlation
functions are topological in the sense that they do not
depend on the graph distance between the edges.
Let’s look for instance at the spin two points func-
tions 〈jˆejˆe′〉 − 〈jˆe〉〈jˆe′ 〉. This spin operator is defined
by its action on a spin network state with the help
of the Peter-Weyl theorem (jˆeψ)(g, ge) =
∑
je
(2je +
1)je
∫
χje(geh
−1)ψ(g, h) dh. The method to evaluate the
averages goes as follows. First we have only the spin 1/2
component of the average that gives a non zero contribu-
tion, so that we have
〈jˆe〉 =
∫
SU(2)
χ1/2(geh
−1
e )ψα(g, he)ψα(ge, g) dgdhedge
N (α)
=
∑
C,C′
αA(C)α¯A(C
′)
∫
SU(2)
χ1/2(geh
−1
e )
×
∏
L∈C
χ1/2 (he, g)
∏
L′∈C′
χ1/2 (ge, g) dgdhedge
We integrate over ge. If ge /∈ C′ the in-
tegral gives zero. Otherwise we have simply∫
SU(2)χ1/2(geh
−1
e )χ1/2 (geh) dge =
1
2χ1/2(hhe) ; substi-
tute he for ge with a factor one half. Finally, denoting
by C′e a configuration of loops containing the link e
〈jˆe〉 = 1
2N (α)
∑
C,C′e
αA(C)α¯A(C
′
e) (13)
∏
L∈C,L′e∈C′e
∫
SU(2)
χ1/2
( →∏
e∈L
ge
)
χ1/2

 →∏
e∈L′e
ge

 dge
︸ ︷︷ ︸
=0 unless L=L′e
=
1
2N (α)
∑
Ce
|α|A(2Ce) = |α|
2(
1 + |α|2
)2 (14)
The explicit evaluation of 〈jˆejˆe′〉 follows the same steps.
Distinguishing the two cases when the spins belong to
the same loop or not, see FIG.4, we have respectively
〈jˆejˆe′〉 = 14 |α|
2
(1+|α|2)2
and 〈jˆejˆe′ 〉 = |α|
4
(1+|α|2)4
. In both
cases, the correlation 〈jˆe jˆe′〉 = 〈jˆe〉〈jˆe′ 〉 is not in any
way a function of the distance between the edges which
is particularly clear when the edges don’t belong to the
same loop where the correlation is strictly zero.
From the structure of state, we should have naively ex-
pected the correlations to scale in some way as the graph
distance between the edges e and e′. This is in fact not
6e
e′
e
e′
FIG. 4. Trivial correlations arise because their is no distinc-
tion between configurations presented is the figure.
the case since the averages counts every loops meeting the
edges in a democratic way (both configuration in FIG.4
give the same correlations). Introducing a contribution
to the amplitude proportional for instance to the num-
ber of loops can be a solution to this issue. The limit
β = γ = 1 has thus to be reconsidered to account for non
trivial correlations.
D. Example
hS hEhb
FIG. 5. Illustrative example for the evaluation of the entan-
glement entropy for a two loops state.
As an illustrative example, consider a two loops state
whose wave function is ψ(hS , hb, hE) = 1 + αχ(hShb) +
αχ(hEh
−1
b ) + α
2χ(hShE). The reduced density matrix,
obtained by taking two copies of the state and tracing
out over the environment has the form
ρS(hb, hS, h
′
b, h
′
S) =
∫
ψ∗(h′S , h
′
b, hE)ψ(hS , b, hE) dhE
= 1 + αχ(hShb) + αχ(h
′
Sh
′
b) + |α|2χ(hShb)χ(h′Sh′b)
+
|α|2
2
[
χ(hbh
′−1
b ) + αχ(hbh
′−1
S ) + αχ(hSh
′−1
b )
+ |α|2χ(hSh′−1S )
]
(15)
The computation of the successive power of the reduced
density matrix and the trace in then straightforward. We
have tr ρnS(g, g
′) = (
1+|α|2)n
N (α)
(
1 + |α|
2n
4n−1
)
and the entan-
glement entropy follows formula (10).
V. FINDING NON TRIVIAL CORRELATIONS
A. Distinguishing loops
We saw in the last section why correlations were trivial
for the restricted state studied for entanglement entropy.
This was coming from the fact that their was non distinc-
tion between loops passing through both links or not, see
Figure 4. To understand how the solution comes about,
let’s look first at a simpler state constructed as the su-
perposition of single loop holonomy
ψ(ge) =
∑
L
αA(L)χ1/2
( →∏
e∈L
ge
)
(16)
This term is the first non trivial term of 6 in an expansion
of β (for γ = 1). The spin two points correlation function
is straightforwardly evaluated as
〈jˆejˆe′ 〉 =
∫
χ1/2
(
geh
−1
e
)
χ1/2
(
ge′h
−1
e′
)
ψ(he, he′ , g)ψ(ge, ge′ , g) dgdhe,e′dge,e′
=
1
4
N (e, e′)
N (17)
with N (e, e′) = ∑Lee′ |α|A(Lee′ ) is a sum over all loops
passing through both edge e and e′. Now in this case, the
correlations will scale non trivially on the minimal area
between the edges since we must consider loops passing
through both links at the same time. Here is the main
difference between this state and the previous one.
We can go even further and analyze the entanglement
entropy of a local region for this state. In fact, the com-
putation is completely similar to the one presented in
IV. However, the entanglement entropy doesn’t follow an
area law, doesn’t even scale as a function of the bound-
ary degrees of freedom. Indeed, the area scaling came
from the term ln
(
N
NSNE
)
and the multiplicative nature
of N = NSNENSE whereas for 16, N is additive. Thus
the same contribution ln
(
N
NSNE
)
is not only a function
of the boundary degrees of freedom.
B. The proposal
The previous discussions show that two ingredients are
necessary to obtain states with non trivial correlations
and an entanglement entropy for a localized region to
scale as the area of the boundary (at least to be a function
of boundary degrees of freedom). Area law entanglement
entropy came from the loop structure of the toric code
model, more precisely all configurations of non intersect-
ing and overlapping loops enter the superposition. Non
trivial correlations came on the other hand from the fact
that a clear distinction between loops passing by both
edges e and e′ and those that do not was made. The so-
lution presents itself when we come back to our original
state (6) with amplitude scaling as the area and the num-
ber of loops (we omit the perimeter contribution since it
can obstruct coarse-graining invariance),
ψα,β(ge) =
∑
C
αA(C)
∏
L∈C
(
βχ1/2
( →∏
e∈L
ge
))
(18)
The two requirements are here met. The β factor cor-
responds exactly to a number of loops contribution.
7It is straightforward to generalize the following discus-
sion to an arbitrary superposition of holonomies f(g) =∑∞
j=1/2 pjχj(g); the formal expressions remains the same
as before.
Let’s review its features. Concerning correlations, we
can now distinguish a dominant term in the two points
function. Indeed, what rendered the correlations topo-
logical initially was that their was no distinction between
the cases when the edges e and e′ belong to the same loop
or different ones. With the additional β contribution, we
can now pinpoint a dominant term which is the one with
minimal area and only one loop connecting the edges.
Denoting by Lx and Ly the horizontal and vertical graph
e′
e
FIG. 6. Set of possible minimal paths (not all drawn) joining
the edges e and e′ in red.
distance respectively connecting two given links e and e′,
the number of such minimal loops is
(
Amin
Ly
)
. Thus, the
dominant contribution to the spin correlations is
〈jˆejˆe′ 〉 = 1
4
|β|2|α|2Amin
(
Amin
Ly
)
+ o(|β|2, |α|2Amin) (19)
=
N→+∞
1
4
|β|2(2|α|2)Amin e
− (Lx−Ly)
2
2Amin√
Aminpi/2
(20)
The correlations are now non topological. The correla-
tions are maximum when the number of minimal paths
joining the edges is maximal. This can be seen as en-
tropic competition between the number of paths linking
the edges e and e′ and an energetic term |α|2Amin . The
more connected the edges are the more correlated they
are. In the light of the distance from correlation point
of view [30, 31], the edges get closer when more different
minimal paths of the graph exist.
The entropy can be obtained following the same steps
as in Section IV by computing the successive power of the
reduced density matrix and by employing the replica for-
mula for the Von Neumann entropy. We have in the end
an entanglement entropy function only of the boundary
degrees of freedom,
S = ln(NSE(α, β)) − 1N (α, β)
∑
CSE
[
A(CSE) ln
(|α2|)
+ N(CSE) ln
( |β|2
4
)]
|α|2A(CSE)|β|2N(CSE) (21)
In the special case where α = 1 and |β| = 2, we have a
very simple expression for the entanglement entropy,
S = ln(NSE(α, β)) (22)
So in the end, we see that the state (18) is a good candi-
date to be a physical state, at least mirrors some features
the true physical solution of the Hamiltonian constraint
might be, since it as correlations that are function of some
measure of distance in the graph through the minimal
area and as an area law scaling entanglement entropy.
VI. CONCLUSION
In this paper, we introduced a class of states in
loop quantum gravity whose entanglement entropy for a
bounded region scales as the area of the boundary (num-
ber of degrees of freedom) and whose correlation func-
tions between distant spins are non trivial. Its structure
is motivated by a condensed matter model, Kitaev’s toric
code model, where the ground state can be seen as a gas
of loops on the lattice. Our ansatz mimics this struc-
ture, being defined as a superposition of non intersecting
loops of arbitrary size. To each configuration, an ampli-
tude function of the area, the perimeter or the number
of loops is considered.
We showed that indeed the entanglement entropy of a
region scales as the area of its boundary using the replica
trick method. The source of entanglement is seen to be
exclusively due to loops crossing the boundary and the
fact that the entanglement depends only on boundary de-
grees of freedom depends on the configuration structure.
This analysis serves also to illustrate extended Hilbert
space ideas coming from research on local subsystems in
gauge and gravity theories by seeing it as a clever way to
purify a state. On the side of the correlations, their non
triviality come from the fact that some loops are distinct
from the other . What’s more, we showed that corre-
lations grow as the number of minimal path joining the
two spins is larger.
The idea behind those kind of investigations is to have
a clearer understanding of the physical states of quantum
gravity solving, ideally, all the constraints of the theory.
From there we could infer the structure of the Hamil-
tonian constraints they are solution of pointing then to-
ward the structure of the true quantum Hamiltonian con-
straint. Indeed, constructing a good Hamiltonian con-
straint is still under active research and we expect those
retro-engineering studies to open new perspectives.
At the end of the day, the goal would be to weave the
standard loop quantum gravity techniques for designing
quantum states of geometry by the action of holonomy
operators and volume excitations with the MERA vision
of local unitaries and (dis-)entangling operations, in order
to understand the structure of (local) holographic states
in (loop) quantum gravity.
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Appendix A: A first naive approach
We start our analysis of correlations on the simplest state on an oriented finite size regular square lattice. This
state |ψ〉 called in the following loop state is defined through its wave-function in the following way:
ψ(ge) =
∏
p
χ1/2
( →∏
e∈p
ge
)
χ1/2
( →∏
e∈∂
ge
)
(A1)
9This state is constructed with spin 1/2 holonomies of each loop which are np in number in the bulk and a boundary
term. Each spin of the bulk, living on a link of the graph, belongs to two holonomies. Only spin 0 and 1 are thus
allowed in the bulk. On the contrary, a boundary spin belongs to only one holonomy and thus can only be a spin 1/2.
Up to now, this state is unnormalized. Its norm is 〈ψ|ψ〉 = 1 + 1
3np−1
. As the number of loops tends to infinity, the
state becomes normalized.
Let us now study the correlations structure of this state. First of all, we study the holonomy correlations. The
average value of the holonomy χj(gp) over the loop state is
〈χj(gp)〉 =
δj2
1
3np−1
+ δj1
(
1 + 2
3np−1
)
+ δj0
(
1 + 1
3np−1
)
〈ψ|ψ〉
→
np→+∞
δj0 + δj1 (A2)
As the number of loops tends to infinity, the average value of the holonomy is one for spin 1 and 0, zero for any other
value which is quite pleasing following the structure of the state. For the correlations, we have to distinguish between
adjacent loops and distant loops. The large np limit reads
〈χj(gp)χk(gp′)〉 =
{ 〈χj(gp)〉〈χk(gp′)〉 if 〈p, p′〉
(2δj0 + δj1) (2δk0 + δk1) if not
(A3)
Holonomies of distant loops are thus completely decorrelated. For adjacent loops, the two points function is slightly
modified. The loop state appears to be completely topological with respect to holonomies.
We proceed by the analysis of the spin correlation function. First of all, we precise the action of the spin operator of
a given link e on a given wave function ψ(g). Thanks to the Peter-Weyl theorem, we have, denoting by djE = 2jE+1,
(
jˆeψ
)
(g, ge) =
∑
je
djeje
∫
SU(2)
χje(geh
−1)ψ(g, h)dh (A4)
For the particular state we are considering, only the spin 0 and 1 contribute. For the average value of the spin on a
given link e, only the spin 1 part gives a non zero contribution. In the large np limit, we have
〈ψ|jˆe|ψ〉 = 3
4
(A5)
This result can be understood quite easily as the probability to have a spin 1 on the link e , being the ratio between
the dimension of the spin 1 Hilbert space and the dimension of the total Hilbert space comprising spin 0 and 1. As
for the two points function, we are exactly in the same situation as we were for the holonomies. We have
〈ψ|jˆe jˆe′ |ψ〉 = 〈ψ|jˆe|ψ〉〈ψ|jˆe′ |ψ〉 (A6)
except for spins belonging to the same loop in which case the correlations are a simple constant for every situations.
Once again the conclusion is that the loop state state is topological.
Thus, such a simple state is not a good candidate for our purpose. The problem seems to come from the fact that
only spins belonging to the same loop see each other. This suggests the idea to construct a state with more extended
loops and a more complex structure. Having also in mind that a state of the gravitational field should satisfy the
holographic principle, a particular model used in condensed matter and quantum information, the toric code model,
will allow us to shed some lights on a possible good loop structure.
Appendix B: Proofs
1. Entanglement in toric code model
Proposition: The entanglement entropy associated to a given region S whose (contractible) frontier
possesses nSE degrees of freedom in the ground state is
S = nSE − 1
10
Proof. The reduced density matrix of S is obtained by tracing out the E degrees of freedom. The most transparent
way to do so is to really distinguish the loops belonging to S, E or both, as illustrated on fig.7. The respective sets
are denoted CS , CE and CSE respectively. Then
SE
E
S
FIG. 7.
ρS =
∑
C,C′
⊗ γ∈C
γ′∈C′
|1e∈S, 0e6∈S〉〈1e′∈S , 0e′ 6∈S |
∏
〈1e∈E , 0e6∈E |1e′∈E, 0e′ 6∈E〉
=
4
2np+1
(∑
CE
1
) ∑
CS ,C′SCSE
⊗ γ∈CS∪CSE
γ′∈C′S∪CSE
|1e∈γ , 0e6∈γ〉〈1e∈γ′ , 0e6∈γ′ |
=
2nE
2np−1
∑
CS∪CSE
C′S∪CSE
⊗ γ∈CS∪CSE
γ′∈C′S∪CSE
|1e∈γ , 0e6∈γ〉〈1e∈γ′ , 0e6∈γ′ | (B1)
The sets (CS , CE , CSE) are defined in the core of the paper. We first check that the trace of this density matrix is
equal to one.
tr ρS =
2nE
2np−1

 ∑
CS ,CSE
1

 (B2)
The counting is done by choosing k plaquettes among S or the boundary without choosing choosing the whole set
of plaquette of the boundary (such a choice is equivalent to choosing loops that belong only to S and/or E). Thus∑
CS,CSE 1 =
∑
k
(
nS+nSE−1
k
)
= 2nS+nSE−1. We this wa conclude that the reduced density matrix trace to unity.
To determine the entropy, the method is to look at the squared density matrix. Explicitly we have
ρ2S =
(
2nE
2np−1
)2 ∑
CS∪CSE
C′S∪CSE
∑
γ˜∈C˜S∪C˜SE
γ˜∈C˜′S∪C˜SE
⊗ γ∈CS∪CSE
γ˜′∈C˜′S∪C˜SE
|1e∈γ , 0e6∈γ〉〈1e∈γ˜′ , 0e6∈γ˜′|
∏
γ′∈C′S∪CSE
γ˜∈C˜S∪C˜SE
〈γ′ ∈ C′S ∪ CSE |γ′ ∈ C˜S ∪ C˜SE〉
︸ ︷︷ ︸
δ(C′S−C˜S)δ(CSE−C˜SE)
=
(
2nE
2np−1
)2(∑
CS
1
) ∑
CS∪CSE
C′S∪CSE
⊗ γ∈CS∪CSE
γ′∈C′S∪CSE
|1e∈γ , 0e6∈γ〉〈1e∈γ′ , 0e6∈γ′ | = 2
nE+nS
2np−1
ρS =
1
2nSE−1
ρS (B3)

2. Entanglement Kitaev state
Proof. We consider a bipartite partition S, E of the lattice and we want to evaluate the entanglement entropy between
those two regions. We’ll make the assumption that the boundary of S is given by contractible loop on the dual lattice
for more simplicity.
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The full density matrix reads
ρSE =
1
N (α)
∑
C,C′
αA(C
′)αA(C)
∏
L∈C,L′∈C′
χ1/2 (L)χ1/2 (L′) (B4)
with N (α) the (squared) norm of the state Once again, we distinguish the loops belonging to S, E or both, writing
respectively CS , CE and CSE . The reduced density matrix for S is obtained by tracing out the E degrees of freedom.
So
ρS =
1
N (α)
∑
C,C′
αA(C
′)αA(C)
∏
LS ,L′S
χ1/2 (LS)χ1/2 (L′S)
∫ ∏
LE ,L′E
χ1/2 (LE)χ1/2 (L′E) dge∈E
×
∫ ∏
LSE,L′SE
χ1/2 (LSE)χ1/2 (L′SE) dge∈E
(B5)
This last integral is the one that creates entanglement between the bulk and the exterior region. The integration over
E gives rise to loops crossing the boundary of the region. The first integral can be done straightforwardly and along
with the area contribution gives an overall factor from the environment NE(α). We then have the final form of the
reduced density matrix
ρS(g, g
′) =
NE(α)
N (α)
∑
CS∪CSE
C′S∪CSE
αA(C
′
S∪CSE)αA(CS∪CSE)
∏
LS∈CS
L′S∈C′S
χ1/2 (LS(g))χ1/2 (L′S(g′))
∏
LSE∈CSE
(
1
2
χ1/2 (LSE(g, g′))
)
(B6)
To be more precise, CSE is the set of loops in S passing on (an even number of) punctures of the boundary. From the
very construction of the state and the trace procedure the sets satisfy CS ∩ CSE = ∅ and C′S ∩ CSE = ∅.
First of all, we can check that its trace is equal to one
tr ρS =
NE(α)
N (α)
∑
CS∪CSE
C′S∪CSE
αA(C
′
S∪CSE)αA(CS∪CSE)
∏
LS∈CS
L′S∈C′S
δ (LS − L′S)
∏
LSE∈CSE
(
1
2
2
)
=
NE(α)
N (α)
∑
CS ,CSE
|α|2A(CS)+2A(CSE)
=
NE(α)
N (α)
nS+nSE∑
k=0
(
nS + nSE
k
)
= 1 (B7)
In order to calculate the entropy, we use the replica trick. We need then to evaluate tr ρnS . Let’s look at the square
of the reduced density matrix first,
ρ2S(g, g
′) =
(NE(α)
N (α)
)2 ∑
CS∪CSE,C′S∪CSE
C˜S∪C˜SE,C˜′S∪C˜SE
αA(C
′
S∪CSE)αA(CS∪CSE)αA(C˜
′
S∪C˜SE)αA(C˜S∪C˜SE)
×
∏
χ1/2 (LS(g))
[∫
χ1/2 (L′S(h))χ1/2
(
L˜S(h)
)
dh
]
χ1/2
(
L˜′S(g′)
)
×
∏[1
4
∫
χ1/2 (LSE(g, h))χ1/2 (LSE(h, g′)) dh
]
=
(NE(α)
N (α)
)2
NS(α)
∑
CS∪CSE
C′S∪CSE
αA(C
′
S∪CSE)αA(CS∪CSE)|α|2A(CSE)
∏
LS∈CS
L′S∈C′S
χ1/2 (LS(g))χ1/2 (L′S(g′))
×
∏
LSE∈CSE
(
1
23
χ1/2 (LSE(g, g′))
)
(B8)
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By recursion we then obtain simply
ρnS(g, g
′) =
(NE(α)
N (α)
)n
Nn−1S (α)
∑
CS∪CSE
C′S∪CSE
αA(C
′
S∪CSE)αA(CS∪CSE)|α|2(n−1)A(CSE)
∏
LS∈CS
L′S∈C′S
χ1/2 (LS(g))χ1/2 (L′S(g′))
×
∏
LSE∈CSE
(
1
22n−1
χ1/2 (LSE(g, g′))
)
(B9)
tr ρnS(g, g
′) =
(NE(α)
N (α)
)n
Nn−1S (α)
∑
CS∪CSE
|αA(CS∪CSE)|2n
(4n−1)#CSE
(B10)
Now using the replica trick S = − ∂ tr ρnS∂n
∣∣∣
n=1
the entanglement entropy of the system S is
Sα = nSEf(|α|2) + 2 ln 2
(1 + |α|2)nSE
∑
CSE
#LSE |α|2A(LSE) (B11)
with f(|α|2) = ln (1 + |α|2)− |α|21+|α|2 ln (|α|2).

