Two widely used criteria for evaluating the effectiveness of information retrieval systems are, respectively, the recall and the precision. Since the determination of these measures is dependent on a distinction between documents which are relevant on the one hand, and documents which are not relevant on the other to a given query set, it has sometimes been claimed that an accurate, generally valid evaluation cannot be based on recall and precision.
Introduction
Over the last few years, the interest in the design of automatic information handling systems has steadily increased. At the same time, it has become necessary to devote a good deal of attention to the evaluation of information systems in an attempt to identify those III-2 factors which contribute to system effectiveness. Many criteria can be used in such an evaluation process; furthermore, the factors which may be most appropriate in one circumstance may not be in another. In particular, different effectiveness indicators might be generated depending on whether one's viewpoint is the user's, the manager's, or the operator's. The manager, for example, may be most concerned about system costs, whereas the operator may be interested primarily in the characteristics of the equipment used in the process. The user, however, is not normally interested in the equipment, and may be only peripherally concerned with costs. He does, however, want to make certain that the system is responsive to user needs.
Many recent efforts at retrieval system evaluation have been based mainly on user criteria, and while several possible criteria are available -including, for example, the type of presentation of the output, the amount of user effort needed during a search, the time lag between submission of a query and the presentation of search results, and the coverage of the collection being searched -it is generally agreed that the two most important user-oriented measures are the ability of the system to retrieve wanted and at the same time to reject unwanted information. As a result, several of the more recent evaluation studies have used a test methodology based mainly on the computation of the recall and precision values applicable to a set of test queries [1, 2, 3] .
Recall and precision are defined, respectively, as the proportion of relevant material actually retrieved, and the proportion of retrieved material actually relevant. In an ideal system, it may be assumed that everything relevant to a user's query is in fact retrieved (thus producing a recall of 1) while everything not relevant is rejected (producing a precision of 1), In real life, conditions are not so perfect, and it is generally not possible to achieve at the same time both a high recall and a high precision.
In order to generate recall and precision values, it is necessary first to differentiate retrieved from non-retrieved documents, and second to separate documents termed relevant to a query from those termed nonrelevant. The second of these partitions must obviously depend on a personal judgment either by the author of a given query, or by a system operator, or an outside expert. In any case, once a decision is reached about the relevance of each document to each query, it is possible by examining the set of retrieved and nonretrieved documents to compute unique recall and precision values. Unfortunately, relevance assessments tend to vary depending on who renders the judgment, and the recall and precision values obtained by using these assessments may then turn out to be inherently unstable. This question is further investigated in the remainder of this study.
The Relevance Problem
In a recent study of the relevance judging process, Cuadra and Katter recognize four main types of variables which potentially affect the outcome of a relevance judgment [4] : First, the type of document being judged, including its subject matter, level of difficulty, level of condensation, style, and so on; next the conditions under which the judgments must be rendered, that is the time available, the order of III-4 presentation and size of the document set, the type of task specification, and so on; then, the statement specifying the information requirement which determines relevance; and, finally, the type of judge used to render the judgments, that is, his experience, background, attitude, and so on. These variables are summarized in the chart of Fig. 1 .
Additional variables may enter into the process if the judgment to be rendered is not expressible as a simple yes/no decision.
Because of the obvious complexity of the judgment process, numerous authors have stated that stable relevance judgments cannot possibly be obtained from individual informants. Fairthorne, for example, has suggested that individual relevance judgments should be replaced by global judgments representing a consensus of ideas by several independent judges [5] . O'Connor and Doyle have pointed out that the expression of a user's information need can take many different forms, and that it is not possible in consequence simply to claim that "document A is relevant to query B" without appropriate qualifying statements [6, 7, 8] . Taube has drawn the conclusion that recall and precision are not concepts which can be properly defined or used in retrieval systems evaluation [9] .
A number of studies have also been conducted to show that different sets of relevance judgments are actually obtained under different judgmental conditions. Thus, distinctions are made between "motivated" and "unmotivated" judges [10] , and between judgments based on an examination of full compared with partial document excerpts [11] . Furthermore, in the two most extensive studies of the judgment process by Cuadra and Katter [4, 12] and Rees [13, 14] respectively, a III-6 large number of factors are varied and the effect on the resulting relevance judgments is observed.
The conclusion is sometimes drawn from studies such as the preceding that the existing methodology in systems evaluation must be revised, and that evaluation results based on recall and precision are unreliable and must be viewed with great caution. Cuadra and Katter state in particular [4] :
"the first and most obvious implication is that one cannot legitimately view 'precision' and 'recall' scores as precise and stable bases for comparison between systems or systems components, unless ... (appropriatecontrols are introduced) 11 Rees voices similar misgivings in a somewhat different context [13] :
"the lack of replication (that is experimental control permitting duplication of the experiments) of the results of either the SMART [3] or the Cranfield studies [1] must necessarily introduce a note of caution to the existence of 'rules' and generalizability of results".
While these sentiments appear at first to be perfectly justified, since the subjectiveness and variability of individual relevance judgments cannot obviously be contested, the jump which is necessary to reach the conclusion that recall and precision results are unreliable because relevance judgments are unstable has never been adequately proved or substantiated. Indeed, there exists some evidence that such a conclusion cannot be drawn from the available evidence. Giuliano and Jones, for example, made a small study using a panel of three relevance judges. Their findings are summarized as follows [2] : "for purposes of comparing retrieval performance curves for two or more search options, it does not appear to matter much whether the curves are for any one of the single judges, or whether they are the averaged curves for a panel of three judges; the differences are primarily ones of scale, and the relative positions of the curves for the different search options tend to be the same in all cases".
Rees and Schultz also find that the judgmental groups used in their study agree substantially as to the relative positioning (I.e. ordering in decreasing order of relevance to a search request) of the documents, although the judges tend to assign to the documents different numerical ratings [14] . These questions are further examined in an experiment to be described in the remaining sections of this study.
The Experiment
The evaluation procedures incorporated into the SMART document retrieval system lend themselves to a pairwise comparison of the effectiveness of two or more processing methods. Specifically, a number of evaluation parameters are computed for each of the processing methods under investigation. A comparison of the corresponding measures for two or more methods can then be used to produce a ranking of the methods in decreasing order of retrieval effectiveness.
The following evaluation measures are generated by the SMART system for each processing run [3] : a) a recall-precision graph reflecting the average precision value at ten discrete recall points Table I .
Each query was expected to represent a real information need, and had to be expressed in grammatically correct, and hopefully unambiguous English. As usual for queries processed by the SMART system, positive formulations were required, and the queries were to be generated independently from the document collection; in particular, no "source" document was to be used for the formulation of any of the queries.
Following receipt of the query formulations from each of the eight authors, the texts of the document abstracts comprising the collection were distributed, and each author was asked to assess the relevance of each document abstract with respect to each of his six queries. Dichotomous relevance judgments were to be used, asserting either the relevance or the nonrelevance of each item for each, query.
Furthermore, the relevance criterion to be used was a strict one, in the sense that relevance of a document was to be specified only "if it is directly stated in the abstract as printed, or can be directly deduced from the printed abstract, that the document contains information on the topic asked for in the query".
Since each query presumably represented an information need, an abstract would thus be called relevant if the author felt that given the abstract he would with great probability wish to consult the complete document.
After receipt of the relevance judgments from each of the authors (the A judgments), a second, independent set of relevance judgments (the B judgments) was obtained by asking each person in the test group to III-ll judge for relevance six additional queries originated by six different people, not including himself. The same relevance criteria were used for the second relevance judgments as for the original ones, the only difference being that the A judgments were rendered by query authors, whereas the B judgments are nonauthor judgments. In order to preserve independence, the B judges were not informed of the A judgments previously obtained, nor was there any interaction between assessors either before or during the judging process.
For each of the 48 queries, a set of four different document sets thus became available, each consisting of the items termed relevant by a different set of people as follows:
A set: relevance assessed by query author;
B set: relevance assessed by outside subject expert;
C set: relevance asserted by either A or B assessor; D set: relevance asserted by both A and B.
The situation is summarized in Table 2 .
A measure of agreement in the relevance judgments can be obtained for the query set from the material of Table 3 . For each query, the number of items is given for sets A and B, respectively, as well as the total number of distinct items (set C), and the total number of items common to both sets A and B (set D). Each query number listed in Table 3 is coded in such a way that the number ij is assigned to the query authored by person i, with the second (B) relevance judgment being obtained from person j.
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Positive Criteria for Query Formulation Table 2 111-14 by dividing the total number of common items by the total number of distinct items (A0B)/(AUB). The numeric values are given in column 6
of Table 3 . An average agreement score is given for each author in column 7 of Table 3 , This score is seen to vary from a high of 0.53
for author 6 to a low of 0.11 for author 8. The overall agreement for all 8 authors is seen to be slightly higher than thirty percent (0.3074). This figure is believed to be typical of the consistency obtainable under independent conditions from different assessors.
It also agrees with comparable figures contained elsewhere in the literature.
It remains to show how such a relatively low consistency level is reflected in the evaluation output. This is described further in the next section.
Experimental Results
Three of the principal automatic language analysis procedures incorporated into the SMART system are used with the Ispra collection under study. The methods known as word form, word stem, and thesaurus, respectively, may be described as follows: Table 4 111 While it is clear from the output of Fig. 2 that the SMART evaluation output does not vary witlx variations in the relevance judgments, it may be of interest to examine the data in somewhat more detail. Table 4 contains the numeric values corresponding to the curves of Fig. 2, The average precision is given for each of five recall points for the four curves of Fig. 2 . In addition, the numeric precision difference is given at these same recall points between the A and B curves (in column 4 of Table 4) , and between the C and D curves (in column 7 of the table).
It may be seen that the maximum difference between the averaged A and B output occurs for the word form process at very low recall (precision difference of 0.06). The normal precision difference for the two sets of relevance judgments is about 1 to 2 percent. For the thesaurus run, which exhibits the best performance, the maximum precision difference is only 0.015 at low recall, with a normal difference of less than one percent.
From the output of Table 4 and Fig. 2 Table 5 111-22 same order, no matter which of the four sets of relevance judgments is used, but also that the actual performance differences resulting from differences between author and nonauthor judgments are negligible. This point can also be made by looking at the individual performance differences for each of the 8 query authors as shown in Table 5 . Table 5 exhibits the average rank recall (in Table 5 (a)) and average normalized precision (Table 5 (b)) for the six queries originated by each of the eight authors. In each case, the average obtained by using the author relevance judgments is shown (case A), followed by the average for the same six queries using the nonauthor judgments, followed finally by the difference of the measures between A and B. It may be seen once again that the processing methods are ranked identically by 7 out of 8 authors from the best method tthesaurus) to the worst (word form). Only for the queries of author 6 (nos. 61-68X does the word stem process produce slightly better results than the thesaurus method; however, the word form process is inferior even for that author.
When the B relevance judgments are used, the same ranking is again obtained for 7 out of 8 query sets. For queries 61-68, the word stem process is again superior to the thesaurus, while for queries 31-37 and 51-58, the B judgments produce approximately equal performance for word stem and thesaurus. The differences in rank recall and normalized precision obtained for the two sets of relevance judgments (A and B) are shown in row 3 of Table 5 for each dictionary. The differences are again exceedingly small.
In the next section, performance results are given for individual queries, and an attempt is made to explain why the relatively large 111-23 differences in the relevance judgments do not lead to substantial differences in the performance parameters.
Judgment Consistency and Performance Measures
In order to explain why the average recall and precision data previously exhibited are relatively insensitive to differences in the relevance assessments, it is necessary to look at the performance characteristics for some individual queries.
Consider first the data of Table 6 giving normalized recall and normalized precision figures averaged over the 48 queries for the four sets of relevance assessments. It may be seen that with the sole exception of the word form normalized recall, the highest performance is obtained in each case using the D judgments followed by B, A, and finally C. The D judgments, however, represent the agreement in the relevance assessments between authors and nonauthors, and the corresponding relevance sets are therefore produced under reasonably stringent conditions (at least two independent people must agree before an item is termed relevant). On the other hand, the C judgments are produced by relatively free criteria, since an item is called relevant if either one of two independent judges calls it relevant. It appears then from the output of Table 6 , that the D judgments which are designed to select those documents most certainly relevant to each query, also select those documents most efficiently retrieved by the computer system. That is, the query-document pairs which are most closely and unarguably related are exactly the pairs on which the retrieval performance is best. This result is confirmed by the output of Table 7 , where those ,
where NP and NR are normalized precision and normalized recall, respectively.
The 48 queries are then arranged into three groups for performance Cthe top 12, the middle 24 and the bottom 12), and into three groups for relevance judgment consistency. Table 7 shows how relevance consistency correlates with performance.
It may be seen that performance is best for those queries with the best relevance consistency. Indeed, 9 of the 12 queries in each top group are also in the other top group. Contrariwise, not a single query from the bottom 12 in judgment consistency is in the top 12 for performance, and vice versa, not a single query from the bottom 12 in performance is in the top 12 for judgment consistency.
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The performance indicators of Table 7 are further subdivided into queries for which the B judgments provide the better performance and those for which the A judgments are superior. In the former case, the nonauthor judgments proved more useful than the author judgments, indicating possibly that these queries are ambiguous or poorly formulated.
It may be seen from the table that this is the case for a total of 5+7+9 = 21 queries out of 48, of which 9 are ranked in the bottom 12
for performance.
It is now possible to explain why the recall-precision output is basically invariant for the collection under study, even though the agreement among relevance judgments is relatively low: a). on the one hand, the performance is best for those queries with the best consistency in the relevance judgments; b) on the other hand, the recall and precision measures are most sensitive to documents (both, relevant and irrelevant) retrieved early in the search, that is, documents with low rank.
The conclusion is then obvious that although there may be a considerable difference in the document sets termed relevant by different judges, there is in fact a considerable amount of agreement for those documents which appear most similar to the queries and which are retrieved early in the search process, (assuming retrieval is in decreasing correlation order with the queries). Since it is precisely these documents which largely determine retrieval performance, it is not surprising to find that the evaluation output is substantially invariant for the different 111-28 sets of relevance judgments.
The situation is illustrated by a typical query (number 12) in Fig. 3 . The first row of Table 3 shows that for this particular query, the number of relevant items identified by A was 17, while the B judge identified 18 relevant documents. The total number of distinct relevant items was 26 of which 9 were chosen in common by the A and B judges.
The agreement score is 0.3462. The ranks of all 26 relevant documents are given in Fig. 3(a) , with the common items being shown underlined. It may be seen that of the 8 relevant items with the lowest rank (from rank 1 to rank 25) there was agreement between the judges for 6 items;
on the other hand, of the 8 relevant items retrieved with highest rank (ranks 178 to 832) there was not a single agreement between the A and B judges. The two recall-precision graphs for query 12 are shown in Fig. 3(b) ; they are seen to be remarkably similar, reflecting the fact that for the top 25 documents retrieved, the differences in relevance judgments between the A and B judges are very small indeed.
In conclusion, it can be stated that, if the relevance assessments obtained from the query authors used in the present study are typical of what can be expected from general user populations of retrieval systems, then the resulting average recall-precision figures appear to be stable indicators of system performance which do in fact reflect actual retrieval effectiveness.
Machine Search Effectiveness
It has been said elsewhere [17] that the retrieval effectiveness obtained with the automatic text processing methods incorporated into the 111-29
SMART system appears to be roughly equivalent to the effectiveness obtainable with presently operating manual, or semi-automatic retrieval systems. It may be of interest to ask how this presently achievable performance compares with the performance of the best possible imaginable delegated search system. The differences between present performance and such an optimum delegated search system may then give an indication of the amount of improvement in performance which may eventually result from future developments.
It is not completely unreasonable to assume that the best possible delegated search system is one where a subject expert completely reads through an entire document collection and ranks each document in decreasing similarity order with a given search query. Such a system, which for obvious reasons is not operationally implementable, should in theory be superior to any search system based on indexing or on other reduced document representation. The set of B searchers used in the present experiment can then be assumed to constitute such an ideal search system, since they in fact were asked to search through the complete document collection for each query.
A comparison has been made between the amount of material "retrieved" by the B searcher (that is the number of documents termed relevant by B), and the number of relevant items retrieved by the machine search using the same cut-off as the B searcher. In both cases, relevance is determined by using the author (A) judgments as criteria.
Specifically, "optimum recall" and "optimum precision" figures are The output of Table 8 shows that the overall machine search results are about 25 percent lower on the average than the ' B 1 results.
For some query sets (for example 41-48, and 71-78), the results are approximately equivalent, and for five queries out of the set of 48, the machine performance is in fact better than that of the B searcher.
It is seen in Table 8 Comparison of Optimum with Machine (Thesaurus) Performance Table 8 
