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Abstract. Extreme multi-label text classification (XMTC) aims at tag-
ging a document with most relevant labels from an extremely large-scale
label set. It is a challenging problem especially for the tail labels because
there are only few training documents to build classifier. This paper is
motivated to better explore the semantic relationship between each doc-
ument and extreme labels by taking advantage of both document content
and label correlation. Our objective is to establish an explicit label-aware
representation for each document with a hybrid attention deep neural
network model(LAHA). LAHA consists of three parts. The first part
adopts a multi-label self-attention mechanism to detect the contribution
of each word to labels. The second part exploits the label structure and
document content to determine the semantic connection between words
and labels in a same latent space. An adaptive fusion strategy is designed
in the third part to obtain the final label-aware document representation
so that the essence of previous two parts can be sufficiently integrated.
Extensive experiments have been conducted on five benchmark datasets
by comparing with the state-of-the-art methods. The results show the
superiority of our proposed LAHA method, especially on the tail labels.
Keywords: Extreme Multi-label Text Classification · Deep Neural Net-
work · Attention · Tail Label · Lable-aware Document Representation.
1 Introduction
Extreme multi-label text classification(XMTC) aims at automatically tagging a
document with most relevant labels from an extremely large label set. For in-
stance, there are millions of categories on Wikipedia and one might wish to build
a classifier that can annotate a given message with the subset of most relevant
categories [8]. XMTC has become increasingly important due to the boom of
big data, while it becomes significantly challenging because it has to simultane-
ously handle massive documents, features and labels. Thus it is emergency to
develop effective extreme multi-label classifer for various real-applications such
as product categorization in e-commerce, news annotation and etc.
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Multi-label text classification, unlike the traditional multi-class classifica-
tion, allows for the co-existence of more than one labels for a single document.
Meanwhile, there may be a large number of ’tail labels’ with very few positive
documents in XMTC tasks. To tackle the aforementioned issues, researchers pay
much attention on two facets: 1) how to represent label so that the correlation
among labels can be accurately mined, and 2) how to represent document so
that the dependency among text can be sufficiently captured. Recently, state-of-
the-art extreme multi-label learning methods have been proposed in each facet.
Among them, tree-based and embedding-based methods become popular to find
the label correlation as they can obtain notable accuracy improvement by con-
structing a hierarchy structure [17] or learning a low-dimensional latent space
[8]. Deep learning-based methods (e.g., convolutional neural network [5]) have
achieved great success to represent text data. These methods usually charac-
terize one document with the same representation on all labels. In this case,
the probability of document belonging to a class is determined by their over-
all matching score regardless of the label-aware semantic information. Recent
works, AttentionXML [6] and EXAM [7], turn attention to this issue with the
aid of attentive neural network. However, they only focus on document or label
content but ignoring the label structure among extreme labels which has been
proved very important in extreme multi-label learning [8].
To solve the above-mentioned problems, we introduce a Label-Aware docu-
ment representation model via a Hybrid Attention neural network (LAHA) by
considering both document content and label structure. LAHA consists of three
parts. The first part aims at detecting the importance of each word to all labels
via a self-attention bidirectional LSTM neural network. The second part tries to
explore the semantic connection between words and labels in a latent space. Here
the word embedding is obtained by the bidirectional LSTM neural network. The
label embedding is determined from the label co-exist graph so that the label
structure can be sufficiently maintained in the same latent space with words’.
Based on these two embeddings, we introduce an interaction-attention mecha-
nism to explicitly compute the semantic relation between the words and labels.
The last part is to represent each document along each label via an adaptive
fusion strategy. The goal of fusion strategy is to adaptively extract proper infor-
mation from the previous two parts so that the final document representation
has discriminative ability to construct classifier.
The proposed XMTC model LAHA has been evaluated on five benchmark
datasets and get competitive results, we summarize the major contributions.
– LAHA is the first work to construct label-aware document representation by
simultaneously considering document content and label structure.
– The hybrid attention mechanism is firstly designed to adaptively extract the
semantic relation between each document and all labels for XMTC.
– The performance of LAHA was thoroughly investigated on widely-used bench-
mark datasets, indicating the advantage over the baselines.
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– The code and hyper-parameter settings are released1 to facilitate other re-
searchers.
2 Related Work
Significant progress has been made for XMTC. They can be roughly categorized
into two categories: embedding-based and tree-based methods. Recently, due
to the powerful ability of representation, deep learning technology has been
introduced to effectively represent document for XMTC tasks. Next, we will
briefly review them.
2.1 Embedding-based Methods
Embedding-based methods aim at reducing the huge label space to a low di-
mensional space while preserving the label correlation as much as possible, and
then compressed label embedding are decompressed for prediction. Various ap-
proaches have been presented such as compressed sensing [18], output codes [19],
Singular Value Decomposition [20], landmark labels [21], Bloom filters [22], etc.
To efficiently handle large-scale label set, these embedding-based methods usu-
ally assume that the label matrix is low-rank. However, such methods have been
proved unable to deliver high prediction accuracies as the low rank assumption is
violated in most real world applications [8]. SLEEC [8] can be taken as the most
representative embedding-based method due to its significant accuracy and com-
putationally efficiency. Its main idea is to learn a small ensemble of local distance
preserving embeddings. Specifically, SLEEC divides the training data set into
several clusters, and in each cluster it detects embedding vectors by capturing
non-linear label correlation and preserving the pairwise distance between labels.
The k-nearest neighbors search is used to do prediction only in the cluster into
which the test document is fallen. Later, Zhang et al. [14] adopted deep neural
network for non-linear modeling the label embedding. Although these methods
perform well, they play a heavy price in terms of prediction accuracy due to the
loss of information during the compression and decompression phases.
2.2 Tree-based Methods
Tree-based methods introduce a tree structure to divide the documents recur-
sively at each non-leaf node, so that documents in each leaf node share similar
label distribution. The most representative method FastXML [17] implements
this process by optimizing the normalized discounted cumulative gain (nDCG)-
based ranking loss function. Then, a base classifier is trained at each leaf node
which only focuses on a few active labels. To enhance the robustness of predic-
tions, an ensemble of multiple induced trees are learned. The main advantage of
tree-based methods is that the prediction time complexity is typically sublinear
in the training-set size and would be logarithmic if the induced tree is balanced.
1 https://github.com/HX-idiot/Hybrid Attention XML
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A recent extension work of FastXML is PfastreXML [9], which adopted a
propensity scored objective function instead of nDCG-based loss which is more
friendly to tail labels. Parabel [10] is another tree-based method, which con-
structs balanced trees partitioning labels rather than instances. These tree-based
methods represent document via bag-of-words, where the words are treated as
independent features, which will ignore the semantic dependency among words.
2.3 Deep Learning-based Methods
To capture semantic dependency among words, researchers adopted deep learn-
ing models in text classification task due to its strong ability of representation.
The popular deep models include CNN [26], GRU [25], RNN [12], LSTM [13], Bi-
LSTM [27], BERT [29] and several combination networks [23,28]. Even though
they have achieved great success in traditional NLP tasks, few work is designed
for XMTC.
XML-CNN [5] can be taken as the first and most representative work us-
ing deep learning model in XMTC. It takes advantage of CNN, dynamic max-
pooling and bottle-neck layer to build the deep model. Due to the limited win-
dow size, XML-CNN can not capture the long-distance dependency among text.
Later, GRU and Bi-LSTM language models are adopted in AttentionXML [6] and
EXAM [7] to effectively represent document for XMTC. Meanwhile, these two
methods consider the difference of one document represesntation along different
labels. AttentionXML [6] adopts self-attention mechanism [15], while EXAM [7]
exploits the label content information to calculate the relations between words
and classes. Although AttentionXML obtains promising performance, it ignores
the label structure which has been proved very important in embedding-based
and tree-based multi-label learning methods.
Therefore, in this paper, we propose a new XMTC deep model with hy-
brid attention to build label-aware document representation, which sufficiently
exploits both document content and label structure.
3 LAHA model
In this section, we introduce the proposed deep model (LAHA) to handle XMTC
tasks. The overall structure of LAHA is shown in Fig. 1). Our goal is to build a
multi-label learning model from the training documents with a large-size label
set. Let D = {(x1,y1), ..., (xN,yN)} be the given raw training document set
containing total N documents and belonging to k labels. Each document has
n tokens (or words) and each word is represented via a d-dimensional deep
semantic dense vector acquired from word2vec technique, et ∈ Rd (t = 1, ..., n).
yi ⊆ {0, 1}k is the corresponding label vector, and yij = 1 iff the j-th label is
turned on for the i-th document xi = (e1, ..., en).
3.1 Feature Embedding
To build the proposed LAHA multi-label text classifier, the raw text data is
preprocessed via word embedding technique so that each word is represented
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Fig. 1. The architecture of LAHA. The solid green box indicates the self-attention
process, the dashed red box represents interaction-attention process, and the dotted
blue box indicates attention fusion to integrate self-attention and interaction-attention.
as a low-dimensional dense vector. The extreme labels are embedded into dense
vectors from the label co-exist graph so that the label correlation and local
structure can be sufficiently captured.
Word Embedding Once having the d-dimensional word vector et ∈ Rd for
each word (t = 1, ..., n), the whole document can be taken as a sequence of
words (e1, ..., en) as the input of LAHA. In order to capture the bi-directional
contextual information, we adopt Bi-LSTM [27] to learn the word embedding
for each input document. So the whole output of Bi-LSTM can be obtained by
H = (H(f);H(b)) with H(f) = (
−→
h1, ...,
−→
hn) ∈ Rr×n; H(b) = (←−h1, ...,←−hn) ∈ Rr×n (1)
where
−→
ht ∈ Rr and ←−ht ∈ Rr are the forward and backward word context
representations respectively. The whole document is taken as a matrix H ∈
R2r×n.
Label Embedding To better extract label correlation information, we firstly
build a label co-exist graph from the training data where each labels are repre-
sented by nodes. There will be an edge connecting the i-th label and the j-th
label if they share at least one document [14]. Our goal is to represent the ex-
treme labels in a low-dimensional latent space so that two nearby labels in the
graph have similar representation, i.e., the local structure among labels are pre-
served as much as possible. Thus, the popular and powerful node2vec [16] is
adopted here because it has ability to explore the labels’ diverse neighborhoods
by a flexible biased random walk procedure in a breadth-first sampling as well
as depth-first sampling fashion. Finally, each label will be represented by a r-
dimensional dense vector, i.e., li ∈ Rr for the i-th label (i = 1, ..., k) and the
whole label set can be described by L = (l1, l2, ..., lk) ∈ Rr×k.
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3.2 Hybrid Attention Mechanism
Hybrid attention mechanism aims at better representing each document by tak-
ing advantage of both document content and label structure. It is composed of
self-attention mechanism on document content and interaction-attention mech-
anism to exploit document content and label structure.
Self-attention (SA) has been successful used in text mining tasks such as
relation extraction [30]. In multi-label data, since one document may be tagged
by more than one labels, each document should have the most relative context
to its corresponding labels. That is, the words in one document make different
contributions to each label. To focus on different aspects of document, thus, we
introduce self-attention mechanism (SA) [15] on the output of Bi-LSTM (H).
The attention score A(S) ∈ Rn×k is calculated by
T = tanh(Ws1H); A
(S) = softmax(Ws2T ) (2)
where Ws1 ∈ Rda×2r and Ws2 ∈ Rk×da are parameters to be trained. A(S)j ∈ Rn
is the attention scores of words along the j-th label. To efficiently handle extreme
multi-label data, we adopt negative sampling strategy [11] to update Ws2 and
computer A
(S)
j , so that all positive labels and a random small subset of negative
labels are considered. Then, we can obtain the linear combination of context
words for each label through self-attention mechanism as C
(S)
j = HA
(S)
j , which
can be taken as the representation of the input document along the j-th lable.
The whole matrix C(S) ∈ R2r×k is the label-aware document represenation under
the self-attention mechanism.
Interaction-attention (IA) aims to determine the semantic connection be-
tween words and labels in a latent space. With the help of word embedding
and label embedding technique, all words and labels are represented in the r-
dimensional latent space as H = (H(f);H(b)) and L respectively. To conve-
niently align the latent space of words and that of labels, a bridge mapping
marix Wq ∈ Rr×r is trained via Q = WqL. Similar to SA, we can do negative
sampling on L to produce L∗ ∈ Rr×k∗ that is extracted from L according to
sampled indices, and just use L∗ for the following computation.
Inspired by the interaction mechanism [7], we take Q ∈ Rr×k as the attention
querys for each label, and use H to construct the key-value pairs in terms of
forward and backward information for each word. Then, the interactive matching
score M (I) ∈ Rn×k
M (I) =
[
H(f)
T
H(b)
T
] [
Q
Q
]
(3)
To make sure the attention weight value fall into the range of [0, 1], we normalize
M (I) to obtain the interaction-attention weight A(I) =
(
A
(I)
tj
)
t={1,...,n},j={1,...,k}
as follows.
A
(I)
tj = e
M
(I)
tj /
n∑
i=1
eM
(I)
ij (4)
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Similar to self-attention mechanism, the label-aware document representation
can be calculated by linear combining the label’s context words as C
(I)
j = HA
(I)
j ,
which can be taken as the representation of the input document along the j-th
lable. The whole matrix C(I) ∈ R2r×k is the label-aware document represenation
under the interaction-attention mechanism.
3.3 Attention Fusion (FA)
The above C(S) and C(I) are label-aware document representation. The former
focuses on document content, while the latter prefers to the label structure.
In order to take advantage of these two parts, an attention fusion strategy is
designed here to adaptively extract proper information from these two compo-
nents and build accurate label-aware document representation. More specifically,
a fully connected layer is used to transform the input (C(S) and C(I)) to weights
α ∈ Rk×1 and β ∈ Rk×1 via
α = σ(F1(C
(S))); β = σ(F2(C
(I))) (5)
where σ is sigmoid function to ensure the weights falling into (0, 1). Among
them, αj and βj indicates the importances of self-attention and interaction-
attetion to final representation along the j-th label respectively. Therefore, we
normalize them as αj = αj/(αj + βj) and βj = 1 − αj . With the aid of fusion
weights, we can get the final label-aware representation of input document along
the j-th label
Cj = αj × C(S)j + βj × C(I)j . (6)
The whole matrix C ∈ R2r×k is the final label-aware document represenation.
3.4 Prediction Layer
Once having C ∈ R2r×k, we can build the classifier via a fully connected and
output layer. The final predictions are obtained by yˆ = σ(Wo(f(WfC))) where
Wf ∈ Rr×2r,Wo ∈ R1×r, f is the activation function ReLU, and σ is adopted
to ensure that the output value can be taken as a probability. In this case, the
binary cross-entropy loss can be used as loss function which has been proved
suitable for XMTC tasks [5] .
Lloss = − 1
N
N∑
i=1
k∑
j=1
[yij log(yˆij) + (1− yij)log(1− yˆij)] (7)
where N is the number of training documents. The ground truth yij = 1 if the
i-th document belongs to the j-th class, otherwise yij = 0.
4 Experiments
In this section, we evaluate the proposed LAHA on five benchmark datasets
by comparing with the state-of-the-art extreme multi-label learning methods in
terms of widely used metrics.
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Table 1. Summary of experimental datasets. N is the number of training documents,
M is the number of testing documents, D is the number of features, L is the number of
class labels, Lˆ is the average number of labels per document, Nˆ is the average number
of documents per label.
datsets N M D L Lˆ Nˆ
AAPD [1] 54,840 1,000 69,399 54 2.41 2444.0
Kan-Shan Cup 2 2,799,967 200,000 411,721 1,999 2.3 3513.1
EUR-Lex [2] 11,585 3,865 171,120 3,956 5.3 15.6
Amazon-12K [4] 490,310 152,981 135,895 12,277 5.4 214.5
Wiki-30K [3] 12,959 5,992 100,819 29,947 18.7 8.1
4.1 Datasets
A series of experiments were carried out on five multi-label datasets with label
sizes from 54 to 29,947.The dataset statistics are summarized in Table 1.
4.2 Methodology
Baseline Algorithms The proposed LAHA is a deep neural network model,
thus the recent deep learning-based XMTC methods (XML-CNN [5] and At-
tentionXML [6]) are selected as baselines. Meanwhile, the existing powerful
SLEEC [8] (an embedding-based method) and PfastreXML [9] (a tree-based
method) are used as baselines because they obtained the best performance in
each type as shown in the Extreme Classification Repository 2.
Parameter Settings For all the five datasets, we adopt Glove(300-dimension) [11]
as word embedding. The number of Bi-LSTM hidden units is set to r = 256. For
the self-attention mechanism, da = 256. In the prediction layer, ReLU is adopted
as non-linear activation function. The whole deep model is trained using Adam
with the initial learning rate (0.001) and the batch size (64).
Evaluation Metrics In XMTC tasks, rank-based evaluation metrics are pop-
ular used to evaluate model performance, including Precision at τ (P@τ) and
normalized Discounted Cumulative Gain at τ (nDCG@τ). Both of them have
been widely used in XMTC tasks. They are defined as
P@τ =
1
τ
∑
l∈rτ (yˆ)
yl; nDCG@τ =
∑
l∈rτ (yˆ) yl/ log(l + 1)∑min(τ,||y||0)
l=1 1/ log(l + 1)
(8)
where y ∈ {0, 1}k is the ground truth label vector of a document and rτ (yˆ)
is the label indexes of top τ highest scores of current prediction result. ‖ y ‖0
counts the number of relevant labels in the ground truth label vector y. Larger
P@τ and nDCG@τ indicates better performance.
2 http://manikvarma.org/downloads/XC/XMLRepository.html.
2 https://biendata.com/competition/zhihu/
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4.3 Ablation Test of LAHA
In this section, we firstly demonstrate the effect of each component on LAHA. To
reach this goal, we do ablation test for self-attention mechanism (SA), interaction-
attention mechanism (IA) and attention fusion mechanism (FA) respectively
with two datasets: one sparse dataset EUR-lex and one dense dataset AAPD.
(a) ablation test on EUR-Lex (b) ablation test on AAPD
Fig. 2. Ablation test on EUR-Lex and AAPD. SA=self-attention, IA=interaction-
attention, FA=attention fusion, LAHA=SA+IA+FA.
(a) EUR-Lex (b) AAPD
Fig. 3. Weight distributions for two components on EUR-Lex and AAPD. x-axis indi-
cates the range of weight from 0 to 1 with 0.1 gap. y-axis indicates the frequency that
the specific range occurs in current label group.
Fig.2 lists the results on these two datasets in terms of P@τ (τ = {1, 3, 5}). It
can be seen that SA performs well on dense dataset (AAPD). However, neither
SA nor IA can obtain good result on sparse dataset (EUR-Lex ). Fortunately,
combining SA and IA improves the prediction performance (SA+IA gets better
performance than SA and IA). SA prefers to extract the useful content informa-
tion when constructing the label-aware document representation, but SA ignores
the label structure during the learning process. IA implements this by using the
label embedding learnt from the label co-exist graph. However, in real applica-
tion, such graph may contain noisy information (say in dense data). Therefore,
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coupling with both attention components does really helpful for final perfor-
mance because they can benefit each other on different datasets.
To adaptively extract proper information to learn the final label-aware doc-
ument representation, the attention fusion mechanism is introduced in LAHA.
Fig.3 lists the distribution of weights on SA and IA. It can be seen that for
sparse data (EUR-Lex ), the interaction-attention plays much more important
role than self-attention on learning process, vice verse for dense dataset (AAPD).
This result further clarifies that IA mechanism can leverage the label structure
to improve the prediction performance for sparse data. On the other hand, in
AAPD, each label has sufficient documents, i.e., SA mechanism can sufficiently
capture the label-aware document information and perform well. That is why
larger weights are assigned to SA on dense data. Similar trend can be found on
other datasets, which are omitted due to the page limitation.
(a) G1(F ≤ 5) (b) G2(5 < F ≤ 50) (c) G3(50 < F ≤ 764)
Fig. 4. Comparing XML-CNN, AttentionXML and LAHA on different label groups of
sparse data(EUR-Lex ) in terms of P@τ (τ = {1, 3, 5}). F is frequency of label occurring
in training set.
4.4 Comparison with Deep Methods on Sparse Datasets
In order to explore the effect of LAHA on sparse datasets, we further divide
labels into three groups according to their occurring frequencies. Fig.4 shows
the prediction performance obtained by three deep methods. Obviously, label
prediction in G1 is much harder than in other two groups due to the lack of
training documents. All methods become better from G1 to G3, which is rea-
sonable since G3 contains more training documents than G1. LAHA has an
overall improvement for all groups compared with two baselines. This result fur-
ther demonstrates the superiority of the proposed hybrid attention mechanism
on XMTC with large-scale tail labels. Similar phenomena can be found on other
sparse datasets, which are omitted due to the page limitation.
To further investigate the attention-based methods, we visualize the atten-
tion weights on the original document using heat map, as shown in Fig.5. This
example document belongs to 28 labels named as autism, children, childhood,
disease, asperger, social norm, health, neurology, abnormal and etc. From the
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(a) The words with largest label-aware attention weights output by At-
tentionXML (word→{labels}) are: autism→{autism}; cure others→{disease};
disorder→{abnormal}; social communication, approach others→{social norm};
children→{children, childhood}.
(b) The words with largest label-aware attention weights output by LAHA
(word→{labels}) are: autism→{autism}; disorder→{abnormal}; child life, in-
fancy childhood, children→{children, childhood}; diagnostic, genetic factor,
lack intuition→{disease}; synapses connect organize→{neurology}; asperger
syndrome→{asperger}; social communication→{social norm}; security→{disease,
health}.
Fig. 5. Heat map of label-aware attention weights obtained by (a) AttentionXML and
(b) LAHA on an example document from Wiki30K.
attention weights, we can see that AttentionXML only captures few key words
for few related labels. As expected, LAHA focuses on the related information
as much as possible due to the capacity making full use of label structure and
document content.
4.5 Comparison Results and Discussion
In this section, the proposed LAHA is evaluated on five benchmark datasets by
comparing with four baselines in terms of P@τ and nDCG@τ (τ = {1, 3, 5}).
Table 2 shows the averaged performance of all test documents. According to the
formula (8), we know P@1 = nDCG@1, thus only nDCG@3 and nDCG@5 are
listed. In each line, the best result is marked in bold, and the second best is
underlined.
From Table 2, we can make a number of observations about these results.
Firstly, LAHA outperforms the traditional powerful embedding-based and tree-
based methods in most cases, while slightly underperforms the embedding-based
method SLEEC on EUR-Lex and Wiki-30K. From Table 1, we can see there are
only 11,585 and 12,959 training documents in these two datasets, in this case,
the deep model may be not sufficiently trained. Second, LAHA is consistently
superior to the state-of-the-art deep XMTC methods. The main reason is that
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Table 2. Comparing LAHA with four baselines in terms of various metrics on five
benchmark datasets.
Datasets Metric SLEEC PfastreXML XML-CNN AttentionXML LAHA
AAPD
P@1 81.96% 82.35% 76.25% 83.02% 84.48%
P@3 57.48% 58.01% 54.34% 58.72% 60.72%
P@5 38.99% 40.13% 37.84% 40.56% 41.19%
nDCG@3 77.65% 78.26% 72.01% 78.01% 80.11%
nDCG@5 81.59% 82.03% 76.40% 82.31% 83.70%
Kan-Shan Cup
P@1 51.41% 52.29% 49.68% 53.69% 54.38%
P@3 32.81% 32.99% 32.27% 34.10% 34.60%
P@5 24.29% 24.58% 24.17% 25.16% 25.88%
nDCG@3 49.32% 49.96% 46.65% 51.03% 51.70%
nDCG@5 49.74% 50.11% 49.60% 53.96% 54.65%
EUR-Lex
P@1 75.18% 73.03% 70.94% 71.89% 74.95%
P@3 61.67% 60.39% 56.02% 57.74% 61.48%
P@5 50.23% 49.69% 45.36% 47.35% 50.71%
nDCG@3 63.79% 62.51% 59.68% 61.29% 64.89%
nDCG@5 58.03% 57.72% 53.82% 56.71% 59.28%
Amazon-12K
P@1 93.49% 93.95% 93.15% 93.75% 94.87%
P@3 78.01% 78.33% 76.11% 78.36% 79.16%
P@5 62.09% 62.77% 60.51% 62.14% 63.16%
nDCG@3 86.89% 88.41% 86.75% 87.62% 89.13%
nDCG@5 84.53% 86.23% 84.01% 86.06% 87.57%
Wiki-30K
P@1 85.26% 82.81% 82.90% 81.98% 84.18%
P@3 73.91% 68.48% 67.46% 67.27% 73.14%
P@5 62.55% 59.93% 57.09% 56.43% 62.87%
nDCG@3 76.01% 72.15% 71.04% 70.77% 75.64%
nDCG@5 68.27% 63.83% 62.92% 62.35% 67.82%
Win times 6 0 0 0 19
LAHA has ability to sufficiently determine the label-aware document represen-
tation while XML-CNN does not. Even though AttentionXML tries to find the
relation between each pair of document and label, it only focuses on document
content, which will degrade its performance on tail labels due to lack of infor-
mation. Fortunately, LAHA addresses this issue by simultaneously considering
label structure via a hybrid attention mechanism.
5 Conclusions and Future Work
In this paper, a new XMTC method, LAHA, is proposed. LAHA utilizes self-
attention and interaction-attention to extract the semantic relation between
words and labels, and an attenton fusion to construct the label-aware document
representation. Extensive experiments on five benchmark datasets prove the su-
periority of LAHA by comparing with the state-of-the-art XMTC methods. In a
nutshell, the novelty of LAHA lies in its providing a label-aware document rep-
resentation that captures both document content and label structure, and has
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better discriminative ability than baselines. In real applications, more contents
can be collected such as label content, which is proved to be helpful in XMTC [7].
We therefore plan to extend the current model with such information.
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