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Resumen: La aplicacio´n de los me´todos de agrupamiento de textos considera la
decisio´n cr´ıtica sobre cua´les te´rminos sera´n usados para representar a cada instancia
de la coleccio´n. Abordamos el agrupamiento de resu´menes de textos de un dominio
espec´ıfico. As´ı, el problema se complica porque hay pocos elementos que pueden
usarse en la seleccio´n de te´rminos, y se tratan textos muy parecidos. Nuestro enfoque
ha sido utilizar los te´rminos cuya frecuencia esta´ en una vecindad del llamado punto
de transicio´n; la frecuencia que divide al vocabulario del texto en te´rminos de alta y
baja frecuencia. En las pruebas se utilizo´ una variante del me´todo vecino ma´s cercano
sobre una coleccio´n de resu´menes del evento CICLing-2002. Evaluamos nuestros
resultados con el esta´ndar dado en el mismo evento y observamos un alto ı´ndice de
desempen˜o con el me´todo de seleccio´n de te´rminos que proponemos.
Palabras clave: seleccio´n de te´rminos, agrupamiento, resumen.
Abstract: Nowadays a wide variety of clustering methods exist. The critical decision
of what keywords will be used in the representation of the collection is considered
in those methods. In this paper we deal with the problem of clustering a set of
short texts from an specific domain. Thus, the problem become to be more complex
because of the small number of terms that can be used in term selection process;
besides, all texts of the collection are very similar. Our approach uses a neighborhood
of terms around of the named transition point (frequency that divides vocabulary
in terms of high and low frequency). In our tests over a collection of abstracts from
CICLing-2002, a modified method of Nearest Neighbour (NN) was used. We used
a Gold Standard for the evaluation, observing a high performance for the proposed
method.
Keywords: term selection, clustering, abstract.
1. Introduccio´n
Los algoritmos de agrupamiento son uti-
lizados principalmente con fines de clasifi-
cacio´n. En la Recuperacio´n de Informacio´n
(RI) se tiene la finalidad de analizar grandes
colecciones de documentos, subdividie´ndolas
en grupos que posean documentos similares.
Un enfoque bien conocido para el Agru-
pamiento de Textos (AT), consiste en rep-
resentar dichos textos por medio de un vec-
tor compuesto de un conjunto de te´rminos
(palabras clave) y, a partir de ellos, usar al-
guna funcio´n de similitud para generar gru-
pos de textos similares (Manning y Schu¨tze,
∗ Este trabajo fue parcialmente apoyado por BUAP-
VIEP # III9-ING/G.
1999). Es necesario emplear me´todos de se-
leccio´n de te´rminos ı´ndice para conseguir la
representacio´n de los textos. En los algorit-
mos de agrupamiento supervisado, el con-
junto de te´rminos se construye a partir de
un conjunto de instancias de entrenamiento
que pertenecen al mismo domino. En caso de
que el dominio sea desconocido, pueden em-
plearse te´cnicas de agrupamiento no super-
visado. En este caso, el conjunto se construye
directamente a partir de la misma coleccio´n
de textos. Se sigue, por ejemplo, el modelo
de espacio vectorial para la representacio´n
de textos; esto es, la asignacio´n de un peso
a cada uno de los te´rminos del conjunto u-
sado en la representacio´n de los documentos,
por ejemplo con la ponderacio´n cla´sica tf ·idf
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(Salton y Buckley, 1988); esto es, el peso de
un te´rmino, para un determinado documen-
to, esta´ en funcio´n directa de su frecuencia
de aparicio´n en el documento (tf), y en fun-
cio´n inversa del nu´mero de documentos que
lo utilizan (idf).
El modelo de espacio vectorial no es sola-
mente usado para agrupar documentos con
un alto nu´mero de palabras, sino tambie´n
para agrupar documentos cortos (alrededor
de 50 a 100 palabras), por ejemplo, noticias,
o informacio´n sobre publicidad, resu´menes de
art´ıculos cient´ıficos, patentes, etc. Los docu-
mentos de este tipo son los ma´s interesantes,
ya que la mayor´ıa de bibliotecas digitales, y
otros almacenes basados en el web que ponen
a disposicio´n documentos cient´ıficos y de in-
formacio´n te´cnica, actualmente proporcionan
acceso libre u´nicamente a los resu´menes y no
al texto completo de los documentos. Sin em-
bargo dichas colecciones de documentos im-
ponen retos importantes. Si suponemos que
la coleccio´n contiene textos pertenecientes
a dominios diferentes, tales como deportes,
pol´ıtica, etc; entonces e´stos tendra´n pocos o
ningu´n te´rmino en comu´n en sus vocabula-
rios. En este caso, el taman˜o de los docu-
mentos no es importante para los algoritmos
de agrupamiento, ya que cualquier proce-
dimiento de agrupamiento dividira´ tales tex-
tos en grupos (considerados como domi-
nios) bien definidos (Dhillon, Guan, y Ko-
gan, 2002); los documentos sera´n mapead-
os a subespacios de te´rminos completamente
disjuntos dentro del espacio total de la cole-
ccio´n. Cuando trabajamos con textos de un
solo dominio, la situacio´n es bastante diferen-
te al caso anterior. Los grupos a identificar
tienen una gran cantidad de te´rminos en la
interseccio´n de sus vocabularios, y la diferen-
cia entre estos grupos no solamente consiste
del conjunto de te´rminos ı´ndice sino tambie´n
de su proporcio´n.
En este trabajo abordamos el problema
de agrupamiento de textos cortos, usando
el concepto de punto de transicio´n, una fre-
cuencia intermedia del vocabulario de un tex-
to. Teo´ricamente, alrededor de esta frecuen-
cia se encuentran las frecuencias de palabras
con mayor contenido sema´ntico del texto.
Por ello, se tiene confianza en que este en-
foque permita elegir “mejores” te´rminos que
otros me´todos de seleccio´n. Particularmente,
la sencillez del me´todo que sera´ presentado,
no supervisado y sin el apoyo de fuentes de
conocimiento externas, ofrece ventajas sobre
otros me´todos, a la vez que reduce el nu´mero
de te´rminos.
En las secciones que restan en este do-
cumento, se presentan algunos trabajos rela-
cionados con el tema de agrupamiento de tex-
tos y seleccio´n de te´rminos, una breve funda-
mentacio´n del punto de transicio´n, los me´to-
dos de seleccio´n de te´rminos que sera´n utiliza-
dos, la descripcio´n del experimento llevado a
cabo, y las conclusiones.
2. Trabajos relacionados
Existen muy pocos trabajos relacionados
con el agrupamiento de textos cortos. Los tra-
bajos presentados por Hynek et al. (Hynek
y Rohlikm, 2000) y Zizka et al. (Zizka y
Bourek, 2002) usan me´todos supervisados
que obtienen excelentes resultados, sin em-
bargo requieren un conjunto de textos para
el proceso de entrenamiento. En nuestro ca-
so, como en el presentado por Mikhail et al.
(Mikhail, Gelbukh, y Rosso, 2005), se usa un
me´todo no supervisado, de tal manera que se
desconoce de antemano la cantidad de grupos
a generar, as´ı como las categor´ıas de e´stos.
Makagonov et al. (Makagonov, Alexandrov,
y Sboychakov, 2000) consideraron el proble-
ma de agrupamiento de resu´menes, sin em-
bargo, en su trabajo, la coleccio´n de docu-
mentos usada conten´ıa textos pertenecientes
a dominios fa´cilmente distinguibles, y adema´s
el nu´mero de dominios era conocido de ante-
mano.
Makagonov et al. (Makagonov, Alexan-
drov, y Gelbukh, 2004) usaron criterios
fuertes para la seleccio´n de te´rminos y una
medida combinada de cercan´ıa entre los do-
cumentos (medidas del coseno y polinomial).
Estos criterios pueden dar mayor confiabi-
lidad a los te´rminos con frecuencias absolu-
tas bajas de ocurrencia en los resu´menes; la
medida combinada puede acercar los resulta-
dos a la opinio´n del experto. Sin embargo,
ambas te´cnicas no son totalmente confiables
ya que no son justificadas adecuadamente,
adema´s de haberse probado sobre situaciones
en donde se conoce de antemano el nu´mero
de grupos a generar.
Es importante remarcar que los me´todos
para encontrar te´rminos ı´ndice pueden ser,
tambie´n supervisados o no. Un trabajo en es-
ta direccio´n es (Kerner, Gross, y Masa, 2005).
En e´l se presenta un conjunto de me´todos
supervisados y no supervisados para encon-
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trar frases clave de un texto. En este traba-
jo, como es de suponerse, los supervisados son
mejores pero, adema´s, se parte de los textos
completos, y no solamente de los resu´menes.
Mikhail et al. (Mikhail, Gelbukh, y Rosso,
2005), proponen un me´todo basado en
fuentes de conocimiento externas (corpus
general balanceado) para la seleccio´n de
te´rminos en documentos cortos y, posterior-
mente, usan algoritmos de agrupamiento no
supervisados para generar grupos, particular-
mente, el algoritmo de agrupamiento Major-
Clust.
Liu et al. (Liu et al., 2003) evaluaron al-
gunos me´todos de seleccio´n de te´rminos para
agrupamiento de textos aplicado a una sub-
coleccio´n de Reuteres 21578. Sen˜alan la difi-
cultad de realizar una buena seleccio´n para
el caso de los me´todos de seleccio´n no su-
pervisados, y proponen una te´cnica iterativa
para elegir te´rminos.
3. El punto de transicio´n
El punto de transicio´n (PT) es una conse-
cuencia de las observaciones de George Kins-
ley Zipf, quie´n formulo´ la ley de frecuencias
de palabras de un texto (Ley de Zipf), la cual
establece que el producto del rango por la
frecuencia de una palabra es constante (Zipf,
1949). Esta regularidad estad´ıstica proviene
de la tensio´n entre dos fuerzas inherentes
a los lenguajes naturales: unificacio´n y di-
versificacio´n. La primera conduce a emplear
te´rminos de ı´ndole general, mientras que la
segunda al uso de te´rminos espec´ıficos. Los
te´rminos ligados a la primera fuerza estable-
cen nexos con el entorno del texto, y los de la
segunda detallan su contenido. Esto sugiere
que las palabras que caracterizan un texto no
sean ni las ma´s frecuentes ni las menos fre-
cuentes, sino las que se encuentran en una fre-
cuencia media de ocurrencia dentro del texto
(Luhn, 1958).
Algunos autores, llevaron a cabo experi-
mentos con las ideas anteriores; la indizacio´n
automa´tica de textos, y la identificacio´n de
palabras clave de un texto (Urbizaga´stegui,
1999). A partir de la ley de ocurrencia de
palabras con baja frecuencia propuesta por
Booth (Booth, 1967), fue posible derivar una
fo´rmula para localizar la frecuencia que di-
vide en dos al vocabulario de un texto: las
palabras de baja, y alta frecuencia; justa-
mente, el llamado punto de transicio´n. La
fo´rmula para calcular el PT es:
PT =
√
1 + 8× I1 − 1
2
, (1)
donde I1 representa el nu´mero de palabras
con frecuencia 1. De acuerdo con la carac-
terizacio´n de las frecuencias medias (Booth,
1967), el PT puede localizarse, en el vocabu-
lario de un texto, identificando la frecuencia
ma´s baja, de las altas, que no se repita. Este
me´todo es particularmente u´til para textos
cortos; en la obtencio´n del extracto de un tex-
to (Bueno, Pinto, y Jime´nez-Salazar, 2005),
y la identificacio´n de las palabras clave de un
texto (Pinto y Pe´rez, 2004).
Ha habido algunas aplicaciones que reve-
lan la utilidad del PT. Espec´ıficamente, en el
corte de la seleccio´n de te´rminos por los me´to-
dos cla´sicos de seleccio´n (Moyotl y Jime´nez,
2004), y la seleccio´n de te´rminos para ca-
tegorizacio´n de textos (Moyotl-Herna´ndez y
Jime´nez-Salazar, 2005).
Debido a que un resumen reu´ne las carac-
ter´ısticas de cualquier texto, el problema de
frecuencia baja de los te´rminos, decisivo en
la representacio´n para procesamiento, puede
atenuarse considerando que se cumplen las
leyes derivadas de la de Zipf. En esencia, esta
hipo´tesis es la que se pretende reforzar en el
presente trabajo.
4. Eleccio´n de te´rminos ı´ndice
En numerosas tareas de procesamiento de
texto (CT, RI, y AT, entre otras) es nece-
sario representar los textos usando los te´rmi-
nos contenidos en ellos. Sin embargo, suele
hacerse una reduccio´n de estos te´rminos, de-
bido a la gran cantidad de te´rminos que ocur-
ren en una coleccio´n; adema´s de que el empleo
de todos los te´rminos vicia el procedimiento,
sea e´ste de clasificacio´n, resumen, etc. As´ı, se
usan variados me´todos para elegir los te´rmi-
nos que representara´n a los textos; es decir
los te´rminos ı´ndice. La seleccio´n se hace con
base en una puntuacio´n que el me´todo asigna
a cada te´rmino: se toma un porcentaje del to-
tal de te´rminos de los textos con la ma´s alta
puntuacio´n.
Los me´todos de seleccio´n pueden ser su-
pervisados o no supervisados; esto es, los
supervisados utilizan informacio´n acerca de
los te´rminos que tienen mayor capacidad
para determinar una clase, segu´n la coleccio´n
de entrenamiento (Sebastiani, 2002). Dos de
los me´todos supervisados ma´s efectivos son:
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CHI, que mide la independencia entre la clase
de un texto y un te´rmino contenido en el
texto; e IG cuya puntuacio´n representa la
carencia de informacio´n que provee un te´rmi-
no para predecir la clase del texto en el que
ocurre. En este trabajo utilizaremos me´todos
no supervisados puesto que resulta ma´s u´til
para el tipo de problema que se pretende re-
solver. Consideremos una coleccio´n de textos
D = {T1, . . . , Tk}. Tres son los me´todos que
abordaremos:
Frecuencia entre documentos (DF).
Asigna a cada te´rmino t el valor dft, que
es el nu´mero de textos de D en los que
ocurre t. Se supone que los te´rminos
raros (baja frecuencia) dif´ıcilmente
ocurrira´n en otro texto y, por tanto, no
tienen capacidad para predecir la clase
de un texto.
Fuerza de enlace (TS). La puntuacio´n
que se da a un te´rmino t esta´ definida
por:
tst = Pr(t ∈ Ti|t ∈ Tj),
donde sim(Ti, Tj) > β, y β es un umbral
que debe ajustarse observando la matriz
de similitudes entre los textos. Con base
en su defincio´n, puede decirse que un va-
lor alto de tst significa que t contribuyo´ a
que, al menos, dos documentos fueran
ma´s similares que el umbral β.
Punto de transicio´n (PT). Los te´rminos
reciben un valor alto entre ma´s cerca
este´ su frecuencia del PT. Una forma de
hacerlo es calcular el inverso de la dis-
tancia entre la frecuencia del te´rmino y
el PT:
idtpt =
1
|PT − fr(t)|+ 1 ,
donde fr(t) es la frecuencia local, (en
el texto, y no en la coleccio´n); esto es,
los te´rminos reciben una puntuacio´n en
cada texto.
DF es un me´todo muy simple pero efectivo,
por ejemplo, en categorizacio´n de textos (CT)
compite con los cla´sicos supervisados CHI e
IG.
Tambie´n el me´todo PT tiene un ca´lculo
simple, y puede usarse de diversas formas.
En especial para CT se ha visto mejor de-
sempen˜o con PTdf , o PT global; esto es, se
considera dft, en lugar de la frecuencia local
de los te´rminos en cada texto de la coleccio´n.
Los me´todos DF y PT esta´n en la clase de
complejidad lineal con respecto al nu´mero de
te´rminos de la coleccio´n.
El me´todo TS (Term Strength) es muy dis-
pendioso en su ca´lculo, pues requiere calcu-
lar la matriz de similitudes entre documen-
tos; cuadra´tico en el nu´mero de textos. Pero
se reportan resultados de AT cercanos a los
me´todos supervisados (Liu et al., 2003).
4.1. Enriquecimiento de te´rminos
ı´ndice
Es comu´n enriquecer los te´rminos ı´ndice,
por ejemplo, incluyendo sus sino´nimos. Es-
ta idea se emplea en diversos contextos; por
ejemplo, en RI se refiere a la expansio´n de
consultas. La expansio´n de un te´rmino t
an˜ade te´rminos relacionados con t. El fin es
detectar textos relevantes a la consulta me-
diante los te´rminos relacionados (Voorhees,
1994). La expansio´n habra´ de apoyarse en
una fuente que disponga los te´rminos rela-
cionados para cada te´rmino, un thesaurus.
Aunque se dispone de ricas fuentes de infor-
macio´n le´xica, como WordNet, e´stas son de
cara´cter general y no abarcan dominios espe-
cializados.
Empleamos una te´cnica basada en la pro-
puesta de Hindle (Hindle, 1990) que apoya
los me´todos de construccio´n de thesauri. Se
dice que dos te´rminos son vecinos cercanos
cuando uno de ellos coocurre con el otro en-
tre los de mayor frecuencia, y viceversa. En
estos me´todos es comu´n utilizar una medi-
da de asociacio´n como la informacio´n mutua.
Sin embargo, estas medidas se usan en textos
grandes, y por ello nos limitamos a utilizar
solamente la frecuencia de los te´rminos.
A cada uno de los te´rminos del vocabulario
de una coleccio´n de textos se asocia una lista
de te´rminos que coocurren frecuentemente en
las oraciones de la coleccio´n. Si consideramos
que los te´rminos ı´ndice representan a cada
texto, entonces los te´rminos asociados a los
ı´ndice representara´n de una manera ma´s rica
a los textos.
La lista de asociacio´n para cada te´rmino
ı´ndice se calcula como sigue. Para cada te´rmi-
no, x, en el vocabulario de la coleccio´n su lista
es:
L(x) = {(y, k)|k = #Ctx(x, y)},
donde Ctx(x, y) es el conjunto:
{O|(existe Tj ∈ D) ∧ (O ∈ Tj) ∧ (x, y ∈ O)},
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i.e. Ctx(x, y) es el conjunto de contextos
(tomados como oraciones) en los que coocur-
ren x e y para alguna oracio´n de un texto de
la coleccio´n.
Denotemos con T ′ los te´rminos ı´ndice de
T . Consideramos para cada te´rmino ı´ndice t
(t ∈ T ′) su lista de asociaciones, L(x), or-
denada por la segunda componente de sus
miembros: [(y1, k1), (y2, k2), . . .], ki ≥ ki+1
(1 ≤ i ≤ #L(x) − 1). En e´sta se realiza un
recorte de las parejas con dfy = 1, debido a
que son te´rminos que no contribuyen al agru-
pamiento as´ı como los te´rminos con frecuen-
cias muy altas1.
Sea L′(x) la lista de palabras asociadas al
te´rmino x despue´s de la eliminacio´n de te´rmi-
nos con frecuencias extremales. La expansio´n
del conjunto de te´rminos ı´ndice T ′ es:
T ′′ =
⋃
x∈T ′
{y|(y, k) ∈ L′(x)}.
T ′′ es, entonces, una manera alternativa de
representar el texto T .
5. Experimento
Ya que nos propusimos averiguar el de-
sempen˜o del PT en la seleccio´n de te´rminos
ı´ndice, elegimos dos me´todos no supervisados
para confrontar los resultados basados en el
PT. Estos me´todos fueron DF y TS.
5.1. Coleccio´n de prueba
Una manera de medir la calidad de los
grupos generados es trave´s del llamado gold
standard, el cual consiste en el agrupamiento
manual de textos completos. De esta manera
podemos determinar la utilidad de los grupos
generados.
Se utilizo´ una coleccio´n de prueba forma-
da por 48 resu´menes de textos del dominio
Lingu¨´ıstica Computacional y Procesamiento
de Textos, correspondiente al evento CiCLing
2002. Los textos de la coleccio´n esta´n repar-
tidos en 4 clases:
1. Lingu¨´ıstica (sema´ntica, sintaxis, mor-
folog´ıa y parsing).
1En este trabajo se descartaron las palabras cuya
frecuencia fuera mayor o igual al PTdf calculado en
la coleccio´n: paper, present, y use. Claramente ve-
mos que estas palabras son iniciales comunes de los
resu´menes. Adema´s, los me´todos de seleccio´n hara´n
el trabajo de eliminar al menos un buen nu´mero de
palabras de baja frecuencia.
2. Ambigu¨edad (WSD, ana´fora, etique-
tamiento, y spelling ).
3. Le´xico (le´xico, corpus, y generacio´n de
texto).
4. Procesamiento de texto (recuperacio´n
de informacio´n, resumen automa´tico, y
clasificacio´n de textos).
Despue´s de eliminar las palabras cerradas y
aplicar un algoritmo de Porter para truncar
el resto, el nu´mero total de te´rminos de la
coleccio´n fue 956, y cada texto contuvo 70.4
te´rminos en promedio.
5.2. Me´todo
Consideramos en nuestro experimento una
coleccio´n de textos D = {T1, . . . , Tk} con vo-
cabulario VD. Los textos se encuentran clasi-
ficados en m clases C = {C1, . . . , Cm}, for-
mando una particio´n de D; D = ∪iCi y
Ci ∩i6=j Cj = ∅. Nuestro objetivo es obte-
ner un agrupamiento de D; i.e. una parti-
cio´n, G = {G1, . . . , Gn} lo “ma´s parecida” a
C. As´ı, es necesario conocer C, el gold stan-
dard, para evaluar los resultados.
Los te´rminos ı´ndice de un texto se de-
terminaron siguiendo los me´todos presenta-
dos en la seccio´n 4. Denotaremos con Qp(D)
el conjunto formado con p% de te´rminos
ı´ndice determinados por el me´todo Q sobre
la coleccio´n D. Si nuestro me´todo es DF ,
DF10(D) comprendera´ el diez por ciento de
los te´rminos t con mayor valor dft en la colec-
cio´n D. Cada texto sera´ representado por sus
te´rminos ı´ndice filtrando su vocabulario con
Qp(D); tomado T como conjunto de te´rmi-
nos, sus ı´ndices son: T ′ = T ∩Qp(D).
Una vez representado cada texto por sus
te´rminos ı´ndice se aplica el algoritmo star
(Shin y Han, 2003), el cual inicia construyen-
do la matriz de similitudes entre todas las
instancias por agrupar. Utilizamos, en esta
etapa, un umbral cano´nico definido como el
promedio de las similitudes. En el siguiente
paso se realiza una iteracio´n, en tanto existan
instancias que rebasen el umbral, se elige el
par de textos con ma´xima similitud para for-
mar el grupo en curso. Enseguida, se an˜aden
al grupo en curso todas las instancias cuya
similitud sea mayor que el umbral. Elimi-
nadas las instancias agrupadas, se repite el
proceso para formar otro grupo. En nuestro
experimento usamos la funcio´n de similitud
de Jaccard (Manning y Schu¨tze, 1999).
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5.3. Medidas de desempen˜o
Con el propo´sito de conocer cua´l me´to-
do, y en que´ condiciones, realizaba un
mejor agrupamiento, utilizamos la medida
F (Rijsbergen, 1979), muy empleada en RI.
Para un agrupamiento {G1, . . . , Gm} y clases
{C1, . . . , Cn} se define, en primer lugar, Fij ,
1 ≤ i ≤ m, 1 ≤ j ≤ n, como:
Fij =
2 · Pij ·Eij
Pij + Eij
, (2)
donde Pij (pureza), y Eij (pureza inversa) se
definen como
Pij =
No. de textos del grupo i en la clase j
No. de textos en la clase j
,
y
Eij =
No. de textos del grupo i en la clase j
No. de textos en el grupo i
.
Con los valores Fij se calcula el desempen˜o
global del agrupamiento:
F =
∑
1≤i≤m
|Gi|
|D| ma´x1≤j≤n Fij , (3)
5.4. Pruebas
Una prueba inicial fue necesaria para ajus-
tar un factor que permite cambiar el umbral.
Tomando 20 % de los te´rminos de cada me´to-
do de seleccio´n, y variando este factor entre
10−4 hasta 10, se eligio´ como mejor factor:
0.1; esto es, el umbral usado fue 0.1 veces el
umbral cano´nico.
Se efectuo´ la prueba de elegir diferentes
porcentajes de te´rminos con cada me´todo
de seleccio´n: PTi(D), DFi(D) y TSi(D)
(i = 20, 30, 40, 50, 60), y la eficacia del agru-
pamiento se midio´ con F . Adema´s de los va-
lores F , en el cuadro 1 se presenta el nu´mero
de grupos obtenidos con la seleccio´n de te´rmi-
nos efectuada. Puede observarse que, en to-
dos los porcentajes el me´todo PT supera a
los dema´s y alcanza su ma´ximo con 40 % de
los te´rminos ma´s cercanos al PT.
Al aplicar los me´todos DF o TS, el por-
centaje de te´rminos se toma del vocabulario
de toda la coleccio´n, mientras que el me´todo
PT elige los te´rminos directamente de cada
texto. As´ı, la cantidad de te´rminos tomada
por PT es diferente. En el cuadro 2 se mues-
tra la cantidad de te´rminos para cada uno
de los porcentajes aludidos en el cuadro 1.
% PT/#G DF/#G TS/#G
20 0,4267/13 0,4044/3 0,3716/13
30 0,4397/11 0,4309/4 0,4217/11
40 0,6038/7 0,4309/4 0,4353/12
50 0,5941/7 0,4309/4 0,4701/12
60 0,4948/3 0,4041/4 0,4071/10
Cuadro 1: Medidas F para diferentes por-
centajes de te´rminos ordenados por tres
me´todos de seleccio´n.
Claramente, la cantidad de te´rminos selec-
cionados por PT es menor que los elegidos
por los me´todos DF y TS.
% #Term. #T. PT
20 191 133
30 286 181
40 382 263
50 478 274
Cuadro 2: Cantidad de te´rminos elegidos por
PT con respecto a porcentajes del vocabu-
lario.
Una prueba ma´s fue analizar el compor-
tamiento de los me´todos tratando de incluir
te´rminos relacionados con los te´rminos de ca-
da uno de los conjuntos elegidos por los me´to-
dos de seleccio´n. Con la misma estructura que
el cuadro 1, en el cuadro 3 se presenta la me-
dida F para esta prueba. Aunque con una
base tan pobre para obtener te´rminos rela-
cionados, como fueron los mismos resu´menes,
se observa, nuevamente, que el me´todo basa-
do en el punto de transicio´n rebasa a los
dema´s, excepto cuando se toma el 60 % de
los te´rminos.
% PT/#G DF/#G TS/#G
20 0,5805/4 0,4386/4 0,3670/7
30 0,5805/4 0,4275/3 0,4590/5
40 0,5580/3 0,4309/3 0,3903/5
50 0,5580/3 0,3945/4 0,5151/3
60 0,4231/2 0,3945/4 0,4383/4
Cuadro 3: Medidas F para diferentes por-
centajes de te´rminos ordenados por tres
me´todos de seleccio´n usando lista de asocia-
ciones.
El enriquecimiento provee una
“suavizacio´n” de la representacio´n; i.e.
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al tomar ma´s te´rminos se sigue cumpliendo
el objetivo de representar el texto. Sin
embargo, cuando los te´rminos no son ade-
cuados se observa inestabilidad, variacio´n no
monoto´nica del ı´ndice F (ver F para DF y
TS).
Se realizo´, adema´s, una evaluacio´n con
una clasificacio´n standard diferente (toma-
da de la estructura que tiene la memoria
del evento CICLing-2002) compuesta de dos
clases: Lingu¨´ıstica Computacional y Proce-
samiento de Textos. Se reitero´ la ventaja que
tiene PT sobre los otros dos me´todos. Adi-
cionalmente, se observo´ un valor F = 0,8725
usando PT con lista de asociacio´n de te´rmi-
nos.
6. Conclusiones
Se confirmo´, con una coleccio´n de tex-
tos cortos, que los te´rminos con frecuencia
de ocurrencia media obtenidos a trave´s del
punto de transicio´n, representan mejor a los
textos, espec´ıficamente en la tarea de agru-
pamiento. La sencillez para determinar el PT
anima a continuar la experimentacio´n, no
so´lo en AT sino, adema´s, en las vastas aplica-
ciones del procesamiento automa´tico de tex-
tos. Adema´s, al enriquecer los te´rminos con
listas de asociacio´n se observa mayor estabi-
lidad con los te´rminos seleccionados por PT.
Es necesario, por supuesto, reforzar las
hipo´tesis sobre el PT con una variedad hete-
roge´nea de colecciones, y continuar estudian-
do las propiedades del PT, particularmente,
el contenido sema´ntico de los te´rminos en una
vecindad de esta frecuencia.
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