INTRODUCTION
To study economic evolution we need a clear answer to the question: 'What evolves?'. If we only want to cover limited aspects of the overall process of economic evolution, adequate answers to the question are 'technologies', 'strategies' or 'routines'. But for researchers who want to cover larger parts of the history of economic evolution it is helpful to try out the more general answer that what evolves is 'knowledge'. Unfortunately, this answer is very imprecise and it also leaves open serious ontological and methodological problems (Potts, 2000, pp. 58-60) . So Boulding's (1978, p. 33 ) more cautious 'glimmering' of an answer seems more appropriate: 'what evolves is something very much like knowledge'. This answer gives some direction for research, but it also emphasises the urgent need for a further specification.
Not all types of knowledge show the same degree of evolution. In this respect there is a radical difference between the basic knowledge about how to behave economically and the concrete knowledge about how to produce and exchange particular economic goods. The former type of knowledge seems to be pretty universal for Homo sapiens, so it is not the basic economising knowledge that shows permanent evolution. A more likely candidate for evolvable knowledge is found in close relation to the concrete economic activities of production and exchange. Here we do not, however, find knowledge at the Platonic level of abstraction, where it is clearly separated from the workers and their activities. To emphasise this fact we shall introduce the concept of 'knowledges', i.e. bodies of knowledge that are created and learnt for performing the different activities in the system of economic activities. Thus we take the 'fundamentalist' view of Metcalfe (2001a, p. 568 ) and many others: it is only individuals that know and their knowing is directly or indirectly motivated by their economic activities. According to this view the core area of study are special purpose knowledges that are applicable for particular economic activities. In this and several other respects the concept of knowledges clearly relates to Adam Smith's (1976) analysis of the division of labour.
The next question is: 'How do knowledges evolve?'. Here Smith's answer seems to be that knowledges evolve as an automatic consequence of the changing division of labour and that this evolution is a major cause of productivity growth.
An alternative and probably better answer implies some degree of decoupling between the change in division of labour and the change in knowledges. The simplest specification of this decoupling would be that the labour time spent in a particular economic activity will increase the activity-specific knowledge in a stochastic manner. This means that firms that are equally engaged in two activities will not have exactly the same knowledges about these activities. Thus they will for random reasons have clues about how to specialise. A further decoupling may be obtained by allowing for the different allocations of knowledge-improving labour towards the different knowledge areas. Although the improvement of an area of knowledge will ultimately have to be related to the corresponding productive activity, this more radical decoupling will potentially speed up the diversification of knowledges in the economic system.
In the long run, knowledges evolve both by deepening and widening. In each knowledge area there is a deepening that is reflected in the improved productivity of workers engaged in the related economic activity. The speed of this deepening depends on the number of productive workers and/or research workers in the area. This deepening takes place over the whole set of economic activities and the related knowledges. But this set may also widen to include new elements (and shrink due to the deletion of old elements). Here the gradual differentiation of final demand due to increased incomes plays a crucial role, but this topic will not be covered in the present paper. Instead we shall only consider the widening that is related to intraindustrial division of labour-both within and between firms. In the simplest case the final good is produced by an open-ended series of intermediate goods. In this setting a firm may improve its competitive position both by deepening its knowledge on an existing intermediate good and by creating a new intermediate good, which is then offered to other firms. However, as soon as the new good is created, other firms may also engage in the related knowledge deepening and production.
The study of the evolution of knowledges raises fundamental problems for both theorising and measurement. These problems may to some extent be confronted by theoretical studies on evolutionary epistemology and by basic reflections on measurement issues. But there is little hope of resolving the problems in a purely bottom-up manner by starting from the theory of cognition and moving toward macroscopic economic evolution. There is also a need for playing the 'phenotypic gambit' (Grafen, 1984) . This strategy is less secure in evolutionary economics than in evolutionary biology, where there it is well supported by heritability studies. However, in economics it is important to avoid the hopeless search for a full specification of the underlying knowledges. Instead we study the consequences of economic behaviours-not least productivities-that are assumed to be based on differential knowledges. This strategy has the advantage of specifying the kind of knowledges that we are looking for. Furthermore, it allows an abstract confrontation with some of the problems of the measurement of knowledges-including the knowledge-input problem, the knowledge-investment problem, the quality-improvement problem and the obsolescence problem (Aghion and Howitt, 1998, pp. 437-441) .
In order to attack directly the problem of the evolution of knowledges it is useful to start from a model of a pure labour economy. In such an economy final output is ultimately produced by labour alone. But labour is not necessarily used only for the direct production of final output. It is also be used for the improvement of knowledges, and it may be used in the production of intermediate goods that are used in the production of final output. Thus a model of a pure labour economy analyses the division of human time across a set of activities that are directly or indirectly related to the production of final output. In an evolving labour economy this division of human time is not due to any grand design in the style of Plato's Republic. Instead we have to study the emerging divisions of labour and knowledges by means of 'population thinking' (Mayr, 1976; Metcalfe, 2001b) . Although such a form of thinking is embodied in any realistic notion of economic competition, it has been surprisingly difficult to apply it in a systematic manner. The easiest task has been to handle what may be called intra-population thinking, where we appreciate the heterogeneity of knowledges within a welldefined population and study the resulting competitive process. But to handle the evolving division of labour we also have to master the emergence of new specialities-i.e. we have to apply intra-to-inter-population thinking. Furthermore, we have to deal systematically with the coevolution of specialities by means of inter-population thinking. More generally, the study of the evolving division of human time requires a multi-level analysis of overall economic evolution. The pure labour economy is the simplest possible context in which we may try out different kinds of population thinking.
Any society may be viewed as a pure labour economy. Thus we may analyse the division of labour and knowledge in an ant colony or in a group of stone-age humans. But in the present paper we shall not try to operate at such a level of generality. Instead we shall assume that we have already reached a monetary economy, where firms operate in at least a market for final output and a market for labour. This simple economy may be viewed in two ways. First, it may be modelled as an unstructured production economy. In such uni-activity models each firm has a given level of knowledges that is normally shared by all its employees. Second, we may add the production of knowledges. Since knowledge production may be performed in different ways, we have to develop oligo-activity models for the study of this situation. However, in both uni-activity models and oligo-activity models we basically operate with a single population of firms. But this analytical situation changes drastically when we move to multi-activity models in which firms are engaged in the production of a number of intermediate goods as well as in the production of the final good. If firms in such a multiactivity setting engage in knowledge production, then they will in some way or another generate productivity differentials that can be exploited by specialising in and exchange of intermediate goods. At the same time firms face difficult questions about their specialisation profile-both with respect to production of goods and production of knowledges.
The suggested family of multi-activity models of economic evolution has several similarities with models developed within the mainstream of endogenous growth theory that treat the emergence of novelty as the driver of the growth process. In e.g. Romer (1990) and Aghion and Howitt (1998) novelty is largely modelled as new sectors in which monopolists produce intermediate goods. Thus an increasing number of specialised inputs are supplied to the final goods sector, and thereby the whole economy obtains an increase in productivity. In this way an increasingly heterogeneous set of firms create growth, but these firms do not constitute a population. Instead there is one population in the final goods sector, where all firms are identical, and an increasing number of intermediate good producing 'populations', which each consists of one firm. So we are facing interpopulation diversity but no intra-population variance. Furthermore, these firms have rational expectations in the sense that they know the probability of obtaining an innovation and are able to calculate the optimal R&D effort (given that they are risk neutral).
Both the lack of population thinking in new growth theory and its assumption of substantive rationality exclude any analysis of the evolutionary process that in real economic life generates much of the observed economic growth. On this background it seems premature when Romer (1993, p. 559) suggests 'a natural division of labour in future research' between 'mainstream theorists and appreciative theorists' (p. 556). The former provide 'simple abstract models', while the latter provide 'aggregative statistical analysis and in-depth case studies' (p. 559). While Romer's diagnosis about the deficiencies of the formal tools of appreciative theorists of economic evolution might be correct, his prescription has a big problem. It ignores the fact that the supposed suppliers of evidence-Romer mentions David, Fagerberg, Mokyr, Nelson (1993) , and Rosenberg-are dealing with heterogeneous populations of boundedly rational agents that are not adequately formalised by the new growth theorists (cf. Andersen, 1999, pp. 34-37) .
The present paper is squarely based in population thinking. The formalisation of this kind of thinking is by no means easy-as pointed out by e.g. Metcalfe (2001b) and Saviotti (2001) . So the paper suggests a double strategy. One the one hand, the paper deals with formal tools and basic model specifications that implements the different aspects of population thinking in the context of economic evolution. On the other hand, it draws on simulation exercises that explore different aspects of the evolution of knowledges and specialisations in a pure labour economy. Both strategies are necessary, but to relate to Romer's challenge, it might be remarked that formal tools have an underestimated descriptive function. We really need tools that help us to become population thinkers. Here the paper emphasises a formula for the decomposition of short-term evolutionary change that is surprisingly powerful. This is the formula of George R. Price (1970; 1972) that has recently started to spread into evolutionary economics from its stronghold in the analysis of social evolution in evolutionary biology. The application of Price's formula helps us to think clearly about the selection processes that form the backbone of economic evolution, but it also elucidates innovation processes and their consequences. Furthermore, it eases the move from single-level population thinking to multi-level thinking. So Price's formula is a major tool for the analysis of many aspects of the evolving division of human time.
UNI-ACTIVITY MODELS

Background and specification
The task of all the models of the present paper is to depict the macro phenomenon of economic evolution. In the basic models only one homogeneous good is produced, so economic growth is easily measured as growth in the per capita production of the good. In the simplified uni-activity setting output is produced by only two factors of production: labour and knowledge (that determines labour productivity). In the simplest case growth is obtained because firms with aboveaverage productivity increase their share of total employment. Thus the favoured firms over time supply a larger and larger proportion of the output of the economy. Through this simple selection process both average productivity and total output is increased.
The basic assumption of the whole model family is that because firms have limited information and are boundedly rational, they have to apply the limited knowledges that often take the form of routines for productive activities and market-related decision making. The starting point is to specify the routines that are related to the transformation of labour input to final output. In other words, we consider production-related knowledges as defining routines of production. To each particular production routine there corresponds a particular productivity level. Thus we may represent a given production routine by a real-valued productivity that for a given firm is defined by † A = Q /L . In contrast to most models that deal with economic evolution, the present model family is designed to cover whole economies. The reason for this is not primarily that the results can immediately be interpreted in relation to theories of economic growth. The main purpose of the whole-economy approach is to define a robust test bed for different evolutionary mechanisms. If we choose a partialeconomy test bed, then we will have to specify the relationship to the rest of the economy by means of more or less arbitrary parameters-as it is the case the Nelson-Winter models of Schumpeterian competition (Nelson and Winter, 1982, Chs 12-14) . This problem is removed by the whole-economy approach. Here we, of course, have to define explicitly the available factors of production as well as the price system that regulates the allocation of factors and goods, but we will have fewer and more fundamental parameters than in the case of partial-economy models.
The elements of the economic system of the uni-activity model are households and firms that are held together by two markets: an output market and a labour market. The final good is sold and bought in a simple output market that takes place at end of each period. In the market place households spend all the income that they have obtained during the period. Firms supply their maximum output-given their employment and their productivity. The output price is determined so that it clears the market. Labour provides a homogeneous service, so there is no difference between newly hired employees and long-term employees. The labour services are sold and bought in a market that takes place at the end of each period. Households earn their income for the next period by supplying a fixed amount of labour at a fixed wage rate that is set to unity. Thus each employee receives an income of one monetary unit in each period. Firms employ labour on one-period contracts, which imply that wages are paid after one period of employment. In practice the labour market concerns only workers that are moving between firms. A worker that is fired from a shrinking firm is immediately available for employment in an expanding firm. † i, the change †
Thus the change of employment depends on the relation between the firm's productivity and the mean productivity. This behaviour of the individual firms implies that there is no aggregate change of the economy's employment ( † DL = 0). Given this result, it is easy to find the rate of change of the firm's employment share. It is determined by the difference between a firm's employment change and the zero change of aggregate employment. Thus †
This is the well-known replicator dynamic equation. Since the dynamics of the uni-activity model is governed by a system of such equations, the population shows a distance-from-mean dynamics (Metcalfe, 1998, Ch. 2; Hofbauer and Sigmund, 1998, Part 2) . If for a particular firm productivity is equal to the mean, then this firm has an unchanged employment share. If its productivity is higher than the mean, it increases its employment share. If the productivity is less than the mean, the employment share decreases. Over time the expanding high productivity firms will influence the mean in an upward direction. In the long run mean productivity will become equal to that of the firm with the highest productivity. The rest of the firms will have shrunk to zero employment.
This expansion of the study of uni-activity models into the long run is, however, dependent on the assumption of fixed productivities. But such an assumption was not made in the above description. Here it was just made clear that we have not yet included an endogenous source of productivity change. But such change may come from exogenous sources. So it is not wise to introduce too readily the assumption that for all firms † DA i = 0 .
Price's general formula for evolutionary change
Since the uni-activity models of the present paper are just the starting point for further and more complex studies, it is useful to study them by means of general tools for evolutionary economic analysis. Here replicator dynamics is just one of several more or less equivalent ways of formalising evolutionary change (Hofbauer and Sigmund, 1998; Page and Nowak, 2002) . Each of these formalisms serves to highlight aspects of the evolutionary process. But formalisms that emphasise the statistical aspects of the process are especially important to promote population thinking. So we shall apply one such formalism in our analysis of the uni-activity models.
The basic result on the selection process in a model that shows replicator dynamics was obtained by Fisher (1999, p. 46) , who summarises it by the statement that '[t]he rate of increase of fitness of any species is equal to the genetic variance in fitness'. This theorem only concerns the only selection process, so it is actually a special version of a much broader population thinking that also includes innovation processes. Even though this innovation process was excluded from the above specification of a uni-activity model, we shall include it in the following general analysis. Here we apply a formalisation of the Fisher principle that was made by Price (1970; 1972 ).
Price's contribution is mainly based on a deep and novel analysis of generalised processes of selection (cf. Price, 1995) . On this background he made a general decomposition of the evolutionary change that included not only the effect of selection but also the effect of causes that increase variation. Frank (1995; 1997; Metcalfe's (1998, Ch. 2; 2001b) contributions to theoretical evolutionary economics, but it has also some truth for Nelson and Winter's (1982) pioneering contributions to evolutionary economics.
While we by means of replicator dynamics study the change of employment shares, Price's equation focus directly on the change of mean productivity † A = s i A i Â . The task is to decompose change in this mean productivity into two effects. The first of these effects is the selection effect. Here selection is understood as the differential change in employment that is caused by differences in productivities. The second effect is often somewhat more difficult to handle, but in the present case we may consider it as an innovation effect. Price's decomposition states that † Total change = Selection effect + Innovation effect.
Such a decomposition of evolutionary change has obvious advantages, but it cannot be understood without a little formal analysis. To decompose evolutionary change we study the firms in two periods, where we denote variable values for the first period with their ordinary names and variable values for the second period by adding primes. Thus our basic task is to decompose † DA = ¢ A -A .
To perform this decomposition we need to define a new firm-level variable that corresponds to a clear concept of selection. This is the firm's reproduction coefficient of labour † r i . If we multiply the first-period employment of a firm by its reproduction coefficient, we obtain the size in the next period. Thus we have the new employment † ¢ L i = r i L i . Given this variable, we define selection as differential reproduction coefficients. Since there is no change in aggregate employment in the uni-activity models, we have that † r = 1, so that † ¢ s i = s i r i . To study the selection effect we need basic population-level statistics. Here it is useful to start from the regression coefficient of reproduction on productivity, which is denoted † b r,A . This regression coefficient shows the degree to which selection exploits differential productivities. Normally we deal with partial regression coefficients, but in the present discussion we shall operate as if productivity is the only determinant of the reproduction coefficient. Thus its meaning can be caught by considering the linear relationship † r i = a + b r,A A i + error.
The next population variable is the variance of the productivities †
The variance describes the differences that selection operates on. If † Var(A) = 0 , selection cannot produce any change of mean productivity. Given non-zero values of both the regression coefficient and the variance, we have a contribution to observed change of mean productivity.
The information on the regression coefficient and the variance may be replaced by the covariance between reproduction coefficients and productivities †
This study of the innovation effect starts from firm-level change in productivity †
The effect of this change on mean productivity is dependent on the firms' employment shares in the second period, so we need to introduce the reproduction coefficients (since † ¢ s i = s i r i ). The total size of the effect is the mean or the expected value of all the firm-level contributions to the innovation effect †
Given the specifications of the selection effect and the innovation effect, we can readily understand to different versions of Price's decomposition of evolutionary change in the uni-activity model. Price's equation states that mean productivity change
This is the general version of Price's equation that may be used for the decomposition of any kind of evolutionary change. In the uni-activity models equation (1.1) may be significantly simplified. First we note that since there is no change in aggregate employment in the uni-activity models, we have that † r = 1. Furthermore, we have that the individual reproduction coefficients †
Thus Price's equation for the uni-activity models becomes
The uni-activity model version of Price's equation demonstrates that the selection effect is simply the variance of the productivities divided by mean productivity. This demonstrates that a very simple selection mechanism is engrained in the uni-activity models. Similarly, the innovation effect is simply the employment-share weighted mean of the productivity times productivity change, divided by mean productivity. If we assume that there is no firm-level productivity change, we have found a version of Fisher's theorem for the uniactivity models. This is close to the result obtained by Nelson and Winter (1982, p. 243) . However, the application of Price's equation for such a narrow purpose is just the beginning of a much larger research agenda. For those who want to follow this agenda, it is useful to know that Price's equation is an identity that can be derived fairly easily (see e.g. Frank, 1995; Gintis, 2000, pp. 267-268) .
Developing the uni-activity models
The application of Price's formula to the basic uni-activity model demonstrates that the assumption of no productivity change is just one of several possibilities. In this case it is crucial to introduce variance from the very beginning. In figure 1.1.A we see a simulation that starts from productivities that are drawn randomly from a normal distribution with a mean productivity of 0.16. Given four firms that initially have even employment shares, two of then start to increase their employment shares since they have above-average productivities. At the same time mean productivity is also growing, so after some time the second-best firm becomes a below-mean performer and its employment share begins to fall. In the end all employment is concentrated in the best-performing firm.
This story is dependent on a constant number of firms, but in the pure labour economy it is easy to introduce entry and exit. The exit process is not very important for the dynamics of the model (and the assumptions of the model secure that low performing firms are always able to pay the employees that are left). So the real issue is entry. Within the logic of uni-activity models the best way of introducing entry is through spin-offs from or fissions of existing firms. Thus the new firms may inherit the productivity level of the mother firms. If fissions take place in the productivity, then we are able to avoid monopoly. But there is no change in the dynamics of mean productivity. Actually, the logic of Price's decomposition requires us to treat spin-offs as parts of their mother firms. 
(B) In each period productivity increases by draws from a random distribution with a mean equal to the present productivity level of the firm. (C) A continuation of the simulation of panel B that demonstrates that no lock-in situation has yet emerged.
Another version of uni-activity models is used in figure 1.1.B, where we turn to the case of a truncated random walk in the productivities. This means that each firm will in each period have a small but random upward move in its productivity, no matter whether the firm has a large or a very small market share. This means that all productivities move upward in a way so that the distance between the firms would show a random walk. In figure 1.1.B we see the turbulence of market share, but also that one firm appears to take over in the end. But as the random walk was defined there will sooner or later some a sequence of random numbers for another firm that will bring it up in front. In figure 1.1.C we actually see a succession of near-monopoly positions in the industry. This warns us against telling 'just-so stories' about phenomena that are fully of a stochastic nature and where firms probabilistically are exactly alike. Thus the results are like in Arthur's (1994) random walk case. However, the basic selection dynamics is still working forcefully, and in the long run the probability of a revival of very small firms moves toward zero. The next issue is whether we can find an equivalent to Arthur's case of lock in because of increasing returns. The production function shows constant returns to scale, but large firms make more efficient use of productivity changes than small ones. No matter whether a given increase in productivity is applied in a large or a small firm, its effect covers all employees in the next period. Thus the most effective use of a productivity change is to apply it in a firm with a market share of 1.
This dynamic can be analysed by means of the model-specific version of Price's equation (1.2). One aspect of the random-walk process is to introduce new variety and thus allow for a renewed selection effect. However, most of the time variance is close to zero, so mean productivity change is largely due to the innovation effect, i.e. †
. Even before the model shows a full lock in to a monopoly situation, we see most of the time that only one firm has a significant employment share. So it is practically only productivity change in that firm that accounts for the innovation effect.
Since we have a pure labour model, the dynamics may be followed at the level of the main employment of each individual worker. This is in figure 1.2 done by considering the economic system from the viewpoint of the households of the economy. We assume that there are 5 firms and 100 households in the economy. Each household supplies one worker that has a primary attachment to one firm (a few households have a secondary employment in another firm). Initially all firms have 20 employees. When one expanding firm has a net demand of a full employee, an employee changes primary employment to this firm from the firm that is closest to firing a full employee. The selection among its employees takes place on a first-in-first-out basis. The whole simulation is based on the assumption that firms have fixed productivities, which are drawn from a normal distribution. In figure 1.2 households are placed on a two-dimensional lattice and their primary employment is depicted by the colour of the primary employer. The first 20 households are initially employed by the black firm, the next 20 by the dark grey firm, and so on for the medium-grey firm, the light-grey firm and the nearwhite firm. The intensity of colouring reflects the productivity of firms, so the black firm has the highest productivity and the near-white firm has the lowest productivity. After two periods the first employee moves employment from the near-white to the black firm (panel A). After 10 periods (panel B) both the lightgrey and the near-white firm have dismissed employees. The receivers are the black firm (4 new employees) and the dark-grey firm (2 new employees). After 30 periods (panel C) the medium-grey firm has also dismissed 2 employees. Thus the working of the replicator dynamics is pretty obvious. Panels D, E and F of figure 1.2 follow the further development of the selection process. In panel D the dark-grey firm has just begun to dismiss employees. During the previous development it has received 6 new employees, but now the black firm receives one of its employees according to the first-hired-first-fired principle. It is clear that this principle makes it easy to follow both gross and net movements of employees. Let us call the rows of the lattice R1, ..., R10 and the columns of the lattice C1, ..., C10. Thus the households of the initial employees of the dark-grey firm were R3C1 to R4C10. The fired employee comes from household R3C1, but still we can see the households of the employees that were previously hired by the firm, e.g. R5C2 and R9C4. This possibility of following both net and gross movements will in the end disappear, but the simulation has-even after 200 periods-not moved far enough to demonstrate the effect for the dark-grey firm. Instead we see how the shrinking firms gradually become unable to employ a full employee. After 125 periods (panel E) the near-white firm have no full employees and after 200 periods (panel F) the light-grey firm has also disappeared from the scene of primary employments.
The use of a lattice for depicting the dynamic process immediately suggests a whole series of possible uni-activity models. Such models are based on the fact that the computer keeps track of the movements of individual employees and it is not difficult to add further information on these employees. One characteristic of employees is their personal productivity. As we shall see in the next section Price's equation allows a two-level decomposition of productivity change, so it may be used for exploring selection at both the economy level and the firm level. Presently, we may just note that an individual worker's productivity may increase from the level of the firing firm to the level of the hiring firm during a learning period, and this learning may influence the design of the model. Even at the lattice level such learning effects would be obvious. The reason is that they suggest that firms that follow the first-hired-first-fired principle will perform worse that firms that follow the last-hired-first-fired principle. The learning mechanism would also function as a brake on the expansion of high-productivity firms. The reason is that the newly hired employees will not only have a productivity that is lower than the average productivity of the firm but also a productivity that is below the economy average.
OLIGO-ACTIVITY MODELS
Basic specification
The uni-activity models did not include any endogenous mechanism of productivity change. In the more interesting case firms improve their individual productivities-and thus the average productivity-by means of imitative and innovative activities. In this case it also becomes more interesting that the firms may merge and split up. To be more specific, we shall assume that firms improve their productivity by means of R&D work. Thus each of the firms needs a research intensity decision routine (or rule of thumb), which relates research efforts to its level of employment. It also needs related rules of how to divide research into subactivities (e.g. innovative research and imitative research). The structure of oligo-activity models is summarised in figure 1.3, where we see the model from the viewpoint of a particular firm. Much of the model structure is the same as in the uni-activity models. The firm produces the good by means of labour and knowledge, which is equally available to all employees. We have already seen that selection process uses up its own fuel, i.e. the employmentshare weighted productivity differentials. So if we observe a case of continuing evolutionary change, we infer that the system includes a mechanism that generates new variety in pace with the variety reduction due to the selection mechanism. In evolutionary economic models it is customary to identify this variety creating mechanism with R&D, but this is mainly for convenience since formal R&D is just one of several contributors to variety creation. Therefore, it is important to note that oligo-activity models are designed to function as test beds for different 'regimes' of variety creation.
Let us, however, assume that the firm divides its stock of employees † L i into two activities, production and research, according to a fixed decision parameter †
, produce output according to the firm's labour productivity and a full-capacity utilisation rule, i.e.
Thus it obtains the profit †
The activity of the firm's research workers, † x determines directly the probability that an R&D success is obtained by method †
x. The core method in the present paper is cumulative knowledge. In this case the outcome of a success is basically drawn from a normal distribution with mean determined by the firm's present productivity † A i and standard deviation as a constant † s . To ensure scaleindependent research outcomes, we in the normal distribution set the mean to † ln(A i ) and then use the inverse exponential function to find the result.
Innovation-based dynamics
The consequences of introducing R&D in the family of oligo-activity models may be discussed in relation to Price's equation. The introduction of research workers implies that the model-specific simplification in equation (1.2) is not fully correct. The problem can readily be seen if we set the research intensity of one of the firms close to 1. This firm may for a while make significant progress with respect to productivity. However, as long as we do not assume huge research productivity, selection works strongly against this firm because there are much too few production workers to exploit its productivity gains. Thus the individual reproduction coefficients are more complex than before. As a consequence we have to apply the general version of Price's equation (1.1). However, our assumptions for the oligo-activity models imply that the mean reproduction coefficient is still zero.
Let us first consider how the research intensity influences the selection effect. This is simply the mean productivity change that is obtained between two points of time based on the given productivities. So if the productivity leaders spend more on research than the other firms, then the selection process is slowed down. The reason is that they earn less money that they could otherwise have done, so they expand less and consequently contribute less to productivity growth than they could otherwise have done. This effect of their research activity may, however, be counterbalanced by their contribution to the innovation effect. Furthermore, the productivity gains are potential sources for their long-run success.
Instead of formally analysing the effects of R&D work, we shall presently explore them by means of simple simulations. These simulations are made in continuation of those that were recorded in figure 1.2. This we study the dynamics of the productivities and employment shares of four firms under different R&D conditions. So let us consider the results recorded in figure 1.4. In figure 1 .4.D we see the result of a simulation of the usual four firms where there is a gradual removal of firms from the progress of productivities to the fixed-productivity state that we saw in the treatment of replicator dynamics. There are two interrelated reasons for this result. First, firms use a fixed share of their labour force for research, so a large firm will spend more than a small firm and this has a larger probability of success (contrary to the random walk case). Second, as mentioned above the large firm applies its research results more efficiently than a smaller firm. As time progresses weak firms become smaller and smaller, and their probabilities of innovative success move toward zero. The movement of the employment shares demonstrate that in the beginning of this process it is impossible to predict who is going to become the monopolist. Thus we see that the firm marked with the dashed line has a period of market share leadership before the firm with the thick line takes over.
The two last simulations represent attempts to avoid the march toward monopoly. In the case of figure 1.4.E we have made a distinction between two firms that have no R&D expenses while the two others perform research. Initially the firms without R&D produce more, obtain a higher profit, and grow at the expense of the firms with research. One of the R&D firms is lucky to obtain an innovation while the other R&D firm disappears more quickly than the firms without research. It is not difficult to make simulation setups where all R&D firms disappears, but then empirical fact of evolution also disappears from the simulation.
The last simulation (figure 1.4.F) represents yet another way of weakening the dominant firm, namely by making it very easy to imitate the position of the leading firm. This means that all firms follow a narrow band of productivity growth, until they drop out-one after one. The reason is that both innovation and imitation requires resources to perform imitations, so in the end we still see that one firm takes over. So even if imitating firms obtain the productivity of the leading firm, they do not become better by imitation alone. Instead they succumb after periods of 'bad luck'.
The study of the simulation results brings out clearly a simple message. Even when we do our best to protect against the movement toward monopoly, we cannot avoid it. This unrealistic result may be called the monopoly paradox of evolutionary modelling. There are two reasons for the result. First, we are operating in a simplistic selection environment, where there are no niches that may serve as a (temporary) refuge. Second, the movement to is heavily based on the characteristics of R&D.
Two-level evolution in oligo-activity models
Until now we have used Price's formula for studying situations where it was useful but not strictly necessary. However, Price's decomposition may also deal with more structured populations than an industry in which every firm competes directly against any other firm. Actually, Price's formula has found a primary area of use for the study of more structured populations-both in evolutionary biology and, more recently, in economics among evolutionary game theorists (Gintis, 2000, Ch. 11) . In both areas it has allowed the introduction of group-level selection to explain such issues as the evolution of 'altruistic' behaviour. One example may be an economy that is structured into districts (indexed by † j) that consist of firms (indexed by † ji). Another example is an economy consisting of firms (indexed by † j) that consist of employees (indexed by † ji). To explore the functioning of such groups we shall start by expressing Price's equation for the group level of the population-like industrial districts. To emphasise that we are operating at this level, we add group subscripts to the variables at the right hand side of the equation. Furthermore, we multiply both sides of equation (1.1) 
Â
Given this interpretation, we may return to equation (1.3) and observe that the left hand side ( † r DA ) says the same as the right hand side's product in the expectation term ( † r j DA j )-except for the group subscript. Since Price's formula is general, it can also be used to decompose this product. Thus we have that †
Here we see how productivity change within a district (or any other group) can be decomposed into a selection effect and an innovation effect. By inserting this result into equation (1.3), we obtain the two-level Price equation
(1.4)
According to this equation we study change of mean productivity at the economy level in terms of three effects. First, there is selection between the districts of the economy. Here we can either directly use the covariance between district reproduction coefficients and district productivities or use the formulation with the regression coefficient and the variance of district productivities. Second, there is the expected value of the intra-district selection effects. If the mean of these effects is important, it is due to the fact that there are differences in the selection process in different districts. Third, there is the expected value of the innovation effects-first over firms and then over districts. By means of districtlevel selection systems and externalities from firm-level innovative activities we may try to give meaning to the last two effects. However, to explore more fully the multi-level process of evolution it is necessary to move beyond the limits of the oligo-activity models.
TOWARD MULTI-ACTIVITY MODELS
Motivation and structure
In the preceding sections we have explored formal intra-population thinking and stretched it to its limits. But the analysis of evolutionary processes also requires that we are able to handle the emergence of new specialities and the interaction between different industries. Thus we have to add intra-to-inter population thinking and inter-population thinking. Unfortunately, these forms of thinking are more complex and less supported by formal tools than intra-population thinking. But this caveat should not lead to an abandonment of the study of crucial forms of economic evolution. Instead we should confront these forms of evolution, and thereby we might even find that some of the more narrow tools are of great help. This has been demonstrated by e.g. Saviotti (1996; within the tradition of replicator dynamic analysis. In relation to the present paper it should be remarked that the complementary tradition based on Price's formula has also been able to exploit its generality to handle aspects of surprisingly difficult issues.
There seems to be two major strategies for moving beyond intra-population thinking. The first strategy is to turn directly to the diversity of the market environment (Andersen, 2002) . The second strategy is to start from the inner diversity of the firms or households (Andersen, 2001) . We shall apply the second strategy by starting from multi-activity firms, so the task is to explain why and how individual activities become outsourced and coordinated by more-or-less clear-cut market mechanisms. Here we relate to the traditions in industrial economics and growth theory that can be traced back to the Smith-inspired ideas of Marshall (1949) and Young (1928) . In this tradition there is an intense interest in the close relationship between the internal economies of firms and the external economies that arises from inter-firm specialisation with respect to production and knowledge creation. To obtain a quick and concrete picture of these relationships, it is helpful to quote Young's (1928) description of his favourite example: the disintegration of the printing trade.
The successors of the early printers, it has often been observed, are not only the printers of today, with their own specialized establishments, but also the producers of wood pulp, of various kinds of paper, of inks and their different ingredients, of typemetal and of type, the group of industries concerned with the technical parts of the producing of illustrations and the manufacturers of specialized tools and machines for use in printing and in these various auxiliary industries. The list could be extended, both by enumerating other industries which are directly ancillary to the present printing trades and by going back to industries which, while supplying the industries which supply the printing trades, also supply other industries, concerned with preliminary stages in the making of final products other than printed books and newspapers.
This story is Young's answer to the monopoly paradox that arose from Marshall's (1949) allowance into his system of economies of scale. There is no real paradox as long as we allow into our models the indefinite divisibility of production activities. This divisibility often makes a small well-focussed firm more productive than a large firm with a broad scope of activities. Although concentration is a real process, the trend is broken by the evolution of markets for more and more intermediate goods that slowly undermine many of the industrial giants. Even in relation to such models one might, however, ask whether the limits of divisibility will be met 'at the end of the road'. In a Smithian context Richardson's (1975, p. 357) answer is 'that the end of the road may never be reached. ... For just as one set of activities was separable into a number of components, so each of these in turn become the field for a further division of labour.' The opening up of these possibilities is part of the evolutionary process itself: 'the very process of adaption, by increasing productivity and therefore market size, ensures that the adaptation is no longer appropriate to the opportunities it has itself created.' (Richardson, 1975, p. 358) Although there are clear needs for multi-activity generalisations of the uniactivity and oligo-activity models, it is be no means simple to design such models.
A major obstacle is the tendency of modelling to become too ambitious with respect to the handling of many interdependencies between the different production activities and knowledge areas. But in an evolutionary model even the simplest attempts of handling emerging production chains and emerging knowledge chains tend to become too complex for most analytical purposes (cf. the suggestions by Andersen, 1996a; 1996b) . To move forward it seems necessary to start from a radical simplification of the input-output structure of production and knowledge creation, but we need to stick to the heterogeneity principle. Thus we cannot follow the otherwise very interesting approach of Arrow et al. (1998) and Yang (2001) . Instead the present paper follows a kind of disintegration approach, whose basic structure is shown in figure 1 .5-seen from the viewpoint of an individual firm. The starting point is simple oligo-activity models. As we have already seen each firm have only one production activity and one R&D activity (combining process innovation and process imitation). To obtain multiple activities we can simply think of these activities as being simple aggregates of m sub-activities. Thus we have m production activities and m related R&D activities. The R&D activities function as in the oligo-activity models. The only difference is that an individual innovation concerns only one of the activities, so the size of the productivity increase has to be m times as large to give the same overall productivity effect as in the oligo-activity models.
The generalisation to m production activities (indexed by † j) is slightly more complex. The problem is how the different production activities should relate to the production of final output. The solution chosen in the multi-activity models is to have one production activity that combines † If the size of an innovation is m times that of oligo-activity models, the firm obtains the same aggregate productivity gain as before. So multiactivity models may look as an unnecessary complication of oligo-activity models. There is, however, one crucial difference: Even though two multi-activity firms have exactly the same aggregate productivity, they need not and will not in practice be equal with respect to their productivity profile. The reason is, of course, that for stochastic reasons two firms will not have improved the same productivities to the same degree. So even two firms with the same overall productivities might gain from trade. Therefore, intermediate goods markets may emerge endogenously in multi-activity models-simply because of the stochastic process of activity-specific productivity change.
The make-or-buy decisions and the sell-or-use decisions of firms in multiactivity models are, in principle, quite simple. The potential seller of an intermediate good sets a supply price that covers its costs times a mark-up factor. The potential buyer compares the supply price with its reservation price (determined by its unit costs). If both parties gain from the exchange, a contract is made and the intermediate goods are supplied just in time for the finalisation of the final output in the period under consideration. This looks pretty straightforward, but from a modelling point things are more complex since we have to specify precisely how the system of intermediate good markets is functioning. It is, however, not difficult to specify an algorithm for the functioning of the intermediate markets. In multi-activity models it is assumed that the intermediate market with the largest differences between supply prices and reservation prices comes first. Within each market it is assumed that the supplier with the lowest price comes first and serves as many as possible of the customers (from the end with the highest reservation prices) before the next cheapest supplier enters. In this way a precise market process takes place.
To control the degree of trade in multi-activity models, there is added an extra feature that is not normally dealt with in evolutionary models: transaction costs. These costs are modelled in the simplest possible way (cf. Yang, 2001, pp. 131-132) : if the supplier has costs that would give † x ij units for in-house use, the purchasing firm only receives † X ij = (1-k)x ij units of the good. If the transaction costs parameter † k is close to 1, it is practically impossible to obtain productivity differences large enough to motivate exchange. If † k is close to 0, even relatively modest productivity differences will lead to exchange.
The core issues of multi-activity models are connected to R&D. As long as all firms are self-sufficient with respect to intermediate goods, the firm's choice of R&D specialisation is fairly easy. But as soon as exchange emerges, the problem of R&D specialisation becomes pretty complex for the boundedly rational decision makers of multi-activity models. The reason is that the firm cannot be sure whether it in the future will uphold its position with respect to sales and purchases of intermediate goods. Therefore, the question is whether the firm should strengthen its given positions by a narrow R&D specialisation or whether it is better to spread its researchers over a larger set of activities. In other words, multi-activity models are test beds for a large set of strategies of R&D specialisation. In close connecting to these R&D strategies are the pricing strategies for the suppliers of intermediate goods. The dynamic problem concerns the sharing of the ever-changing gains from exchange of intermediate goods. If the supplier gets a too large part of the gains, its customers will do relatively badly in the dynamic process of labour accumulation, and this will in turn influence the profits of suppliers with high mark-ups. Another dynamical trade-off concerns the fact that a successful supplier may outgrow its chosen intermediate good market. In this case the successful firm has to take up other production activities, and this works best if R&D has prepared for the firm's path of expansion.
An additional difficulty for firms in multi-activity models is that there is a possibility for a type of R&D whose results increase the number of intermediate goods. This so-called structural R&D results at first in an increase in the decomposition of the firm's production activities. This increased decomposition is made in a productivity-neutral way, so that it makes little sense for autarkic firms to engage in structural research. However, in an economy with exchange of intermediate goods, it may be very profitable to perform structural innovations since the first innovator will have a productivity advantage in that area (although there is a spill-over to other firms so that they can easily reorganise their production). It is especially firms that have relatively strong positions in many knowledge areas that can easily benefit from decomposition since the initial productivity in the new area is influenced by the firm's general level of productivity.
Exchange
A major issue of multi-activity models concerns the distribution of labour across the different activities. We may, for instance, ask how labour is distributed between final good production and the production of the intermediate goods that are used as inputs in the production of the final good. We may also ask for the relation between in-house production of intermediate goods and intermediate goods produced for the market. The possibility of making such questions indicates that multi-activity models have not only introduced a simple input-output structure but has also endogenised the borderline between the 'sectors' of production. In this way multi-activity models differ from other sectoral models of the Nelson-Winter model family, like the two-sector model by Chiaromonte and Dosi (1993) and the multi-sectoral model of Verspagen (1993, Ch. 7) .
Within the framework of the present paper it is impossible to give a full analysis of multi-activity models. Instead we shall explore some of the basic characteristics of the models, and here it is convenient to start from the distinction between the final good market and the intermediate good markets. The main thing to understand is that these markets are radically different. This difference will both be discussed in general and illustrated by a simple multi-activity computer simulation with 20 firms that are engaged in both a final good activity and one intermediate good activity. To simplify further, we let the evolution take place in a situation where transaction costs are so high that there is no trade. Then we stop the simulation and ask what will happen if transaction costs at that point of time is reduced to zero. The results are presented in figure 1.6.
Figure 1.6: Two types of markets at two stages of development: (A) the final good market #1 and (B) a potential intermediate good market #2. The horizontal axis shows quantities and the vertical axis shows prices. Thick lines deal with demand and the medium lines with supply. The thin lines of (A) shows the market price under the conditions of no intermediate good trade, a capacity-determined supply, and a market clearing through a price set by demand with unitary elasticity. Panels (B) show the room that is available for mutually profitable trade for the intermediate good.
The final good market is depicted in figure 1.6.A. It is modelled just as in uniactivity and oligo-activity models. This means that firms produce as much as their capacities allow, while the consumers pays a given amount of money (all their income) for this output. Thus the final good market shows unitary elasticity of demand. This price function is the same in both subfigures-the thick curve. The simulation has been started with stochastically distributed productivities across the 20 firms that all have the same employment of labour. For each firm we find the aggregate productivity, i.e. how much output are produced by one worker-given that this worker also has to take care of the necessary intermediate input and the related R&D. Then we find the aggregate unit costs, which is simply the inverse of the productivity. These unit costs have to be compared with the market price for the final good. For this purpose we construct a long-term supply schedule by taking the firms in ascending order according to their unit costs. The first horizontal part of the supply curves in figure 1.6 represent the firm with the lowest unit costs and its length is the capacity of this firm. Then comes the second firm, and so on to the twentieth firm.
Frontiers of Evolutionary Economics, Vol 2
The supply curve that we have constructed does not influence output in the short run. This output is simply the sum of the capacities of all the firms. This means that in figure 1.6.A, firms produce about 15.6 units of output at a price about 6.4-as indicated by the thin lines. This price divides firms into two classes. Those that have unit costs below 6.4 will have positive profits and thus they will expand their labour force. Those that have unit costs above 6.4 will have negative profits, and contract their labour force. Even if unit costs were fixed, we would thus over time see a movement of the supply schedule so that the profitable firms would expand their capacity and increase aggregate output, so that marginal firms would become unprofitable. This is one of the reasons for the shift of the supply schedule from the left to the right panel of figure 1.6.A. In the right panel where we see (1) that the price is lowered, (2) that the profitable firms have obtained large capacities, and (3) that many of the unprofitable firms have contracted to a negligible capacity. There is, however, another reason for the shift, which is obvious from the fact that the profitable firms have significantly lowered their unit costs. This is, of course, that the firms have been performing innovations. Since the larger firms have larger-scale R&D activities, they also show the largest productivity advances.
The potential intermediate good market of figure 1.6.B has a rather different interpretation. Here we are not yet dealing with a functioning market but rather with the possibilities for such a market. The thick lines represent the potential demand schedules. In the left panel we have firms with fairly equal capacities, so the size of their potential demanded quantities do not differ much. There is, however, substantial differences between the costs they can spare by getting rid of the labour they uses for the intermediate good activity. Thus their reservation prices range from about 4.4 to 2.2. The quantities that are potentially demanded is determined by the quantity of the final good produced in the last period. Since there has not yet been opened up for intermediate trade, all firms are represented on the demand side. Similarly, all firms are potential suppliers of the intermediate good. If they become fully specialised in intermediate production, they use their whole labour force (except the researchers) for this purpose and they can supply their whole production. Therefore, the overall size of the potential supply is-in the two-activity case-about the double of the demand. It is, however, obvious from the figure that only three firms can enter into mutually profitable exchanges with the potential buyers.
Because of labour accumulation and R&D, the demand schedule and the supply schedule will change over time. This is even the case if no trade was introduced in the early stage. The right panel of figure 1.6.B depicts a later stage where the firms' behaviour has not yet been coordinated and disciplined by an intermediate good market. Thus it is production and innovation for the final good market that have created the new schedules. On the potential demand side we see that the highest reservation prices comes from firms that, because of their low aggregate productivity, have been reduced to a very small size. There are, however, some profitable firms that have their strength in the final good activity rather than in the intermediate good activity, so that they represent a significant demand. On the supply side, there are three firms that can go into mutually profitable exchanges.
R&D specialisation
The discussion of exchange in multi-activity models has demonstrated the crucial importance of productivity differentials. Like in the classical theory of international trade, there is simply no exchange of intermediate goods unless there are substantial differences in the demand schedules and supply schedules. The problem is then how these differences arise. In the previous section the differences were produced somewhat artificially. It was simply assumed that the firms randomly chose whether to innovate in the final good activity or the intermediate good activity. There are, however, reasons to believe that this choice will not be made randomly. This is the issue dealt with in figure 1.7. In the figure we assume that each firm has to produce one unit of each of three intermediate goods and to add a fixed amount of labour to produce one unit of the final good. In this setting we follow a succession of three major innovations that are performed according to two different strategies of R&D specialisation. The first strategy is to emphasise the productivity strengths of the firm and thus to continue to innovate with respect to a (randomly obtained) stronghold. This specialist strategy is called the 'top strategy' in the first row of figure 1.7. The second strategy is to obtain a more or less equilibrated enhancement of the productivities. This generalist strategy is called the 'bottom strategy' in the second row of the figure. In both cases the labour shares in the different activities are depicted by pie charts with different shades of grey for each of the four activities, while the area of each pie is the unit labour costs.
The effects of the two strategies become immediately clear from the figure. The top strategy serves to innovate in the activity where least labour is spared by each innovation, while the bottom strategy at any point of time focuses on the activity in which most labour can be spared for each innovation. Thus the rule of R&D allocation seems to be clear: focus on the costly areas of production and ignore any tendency to make a follow-up of past successes. A somewhat less efficient strategy, which is however much better than the top strategy and much easier than the bottom strategy, is to allocate researchers in exactly the same proportions as the production workers. These rules are, of course, dependent on the specifications of multi-activity models, but they provide good rules of thumb for process innovations.
Unfortunately, there is one problem with these nice rules. This problem is that if they were followed strictly, and if innovations could take place in sufficiently small increments, the strategies would undermine the possibility of moving from autarky to trade in intermediate goods. Instead we recognise easily that the top strategy is the best and fastest way of promoting the emergence of trade. The shift from the bottom strategy or the production-oriented strategy to the top strategy is, however, not easy-neither at an early stage of development or for large and complex firms. One problem is that rules of thumb become deeply ingrained in organisations and larger social structures. To see this it is useful (and realistic) to think of a large firm whose many different activities are taking place in organisationally separate departments and plants. Each of these departments have their specialised activity in the production of an intermediate good or an intermediate services. The easiest way of upholding an organisational truce (cf. Nelson and Winter, 1982, pp. 107 ff.) between these departments is to have a more or less balanced productivity advance for all departments. This is the major background for what looks like a slowly improving 'circular flow' (p. 98) of large firms. But the result of the resultant all-round R&D strategy is that these firms become poorly suited for participating in intermediate goods exchange. Thus we seem to have found an endogenous reason for the limits of the march toward monopoly and decreasing diversity.
In developing countries there are further reasons for the discouraging results of the specialising top strategy. Here we not only find vested interests against major changes but also a well-founded scepticism against intermediate supplies that are not adapted to the circumstances and that might not be sufficiently sustainable. Furthermore, there are high and oscillating transaction costs. So under such conditions it is wise to uphold a broad (although not advanced) in-house competence in many production activities. Unfortunately, this wisdom often leads to vicious circles. In such a context, multi-activity models give no easy suggestions. On the contrary, it demonstrates that the emergence of economically coordinated R&D strategies takes place through a difficult and turbulent process.
As soon as we operate in terms of two-level population thinking, we recognise the source of the difficulties. The problem is that the intra-firm selection environment is not necessarily in correspondence with the inter-firm selection environment. This problem will, of course, be overcome if each firm specialises in a single activity: in this case there is no internal selection taking place within firms and thus no conflict. However, the set of economic activities is not fixed. As soon as a firm appears to be fully specialised, it starts to decompose its chosen activity into sub-activities. Since this suggests the possibility of outsourcing, the difficulties of R&D specialisation emerge in a new form. Thus we really need a three-level analysis of evolutionary change.
The evolving multi-sectoral economy
Multi-activity models can be interpreted as multi-sectoral growth models with (1) a household sector that sells labour and buys final goods, (2) a final good sector that buys labour and intermediate goods and sells final goods and (3) a set of intermediate good sectors that buy labour and sell intermediate goods. But because multi-activity models take their starting point in multi-activity firms and exclude any fixed sector boundaries, they represent a rather special kind of multisectoral growth models. However, even for such a fuzzy models Price's formula allows us to single out any sector for further analysis. The most obvious help is provided for the handling of intermediate goods sectors. The untraditional problem is that each of these sectors is in principle represented by all the firms of the economy. The reason is that all of them are able to produce all intermediate goods-but often with ridiculously low productivity. The evolution of the social division of labour implies that firms move from self-sufficiency to specialisation with respect to each intermediate good. Furthermore, there may at a given point of time be firms that produce an intermediate good for their own use, while other firms have entered a stage of full specialisation. But this is really no problem for our analysis.
Let us first consider Price's equation (1.1). Now we are dealing with mean productivity change with respect to the † jth intermediate goods sector. This is simply the change in the sector's employment-share weighted mean productivity †
Before exchange has emerged in this sector, all producers of final output are engaged in this area of production. Thus the reproduction coefficients are only weakly related to the productivities in this sector. This situation changes drastically with the emergence of a market for the intermediate good. Now the reproduction coefficients of the specialised firms are much more narrowly connected to their productivities in their speciality. Therefore, they tend to focus their research, and thus the innovation effect increases significantly. The consequence of their focus for the selection effect is more ambivalent. During a transition period an increased variance emerges, so the increased regression coefficient has fuel to work on. This transition period may, however, be fairly short. Low productivity firms quickly shift from make to buy, and competition among specialised suppliers means yet another decrease of variance. It is, however, obvious that Price's formula gives us the discipline to analyse clearly all the stages.
The two-level Price equation (1.4) may provide further help in structuring the problems. Thus we may distinguish between the group of firms that that produces the intermediate good for its own use and the group of specialised suppliers. But this equation also forces us to define precisely the selection levels of the economic system. As long as there is only a well-developed market for final goods, each firm is selected according to the mean of its activity-specific productivities. Thus inter-firm selection concerns the firm as a whole, while intra-firm selection deals with individual activities. As soon as intermediate goods markets emerge, market selection works on (some of) the intra-firm activities, but this is also an area for intra-firm selection. So conflicts may emerge. The conflict we discussed in the previous section concerns the innovation effect of equation (1.4). When exchange has emerged, the generalist strategy implies relatively small productivity changes with respect to intermediate good † j, while the specialist strategy secures a larger innovation effect because research is focussed.
Quite another issue concerns the handling of what may be called the paradox of Leontief technology. It is obvious the description that multi-activity models build squarely on Leontief technology. We can also construct simple and evolving input-output tables from simulation runs with multi-activity models. But nevertheless multi-activity models do not show the kind of 'knife-edge' problems that otherwise characterise this realistic type of technology. The reason is, of course, that no firm is entirely dependent on the intermediate supplies of other firms. For instance, if supplies are vanishing because of a sudden increase in transaction costs, production will go on through a changed division of labour between and within firms. The firm may even continue for some time (in a shrinking manner) if it is pushed out on the intermediate good markets and performs badly with respect to the final good. These properties would be even more prominent if we added some flexibility in the wage level for a firm's labour force. But it must be underlined that the tractability of multi-activity models is heavily dependent on simplifying assumptions and not least those that relate to the labour market and the homogeneity of wages, labour qualifications, etc.
When we study the long-term evolution of the multi-sectoral economy, it becomes clear that it does not provide a full-blown solution to the paradox of Leontief technology. The problems of multi-activity models become most clear if we somehow (e.g. by limiting the efficiency of the R&D strategies of large firms, by introducing frequent fissions of firms, etc.) obtain a relatively stable selection environment. In such an environment we will see many full specialisations in particular activities (so-called corner solutions), so that highly specialised R&D strategies will become profitable. This means that each firm becomes highly inefficient in producing outside its current activity portfolio. So if supplies of a particular input for some reason are discontinued, the firm will suffer a major setback and disappear quickly (unless all the other firms have the same problem).
Luckily there are several reasons why this scenario is rather unlikely. The most important is that life as an intermediate good supplier can be quite harsh. Even a position in the lucky end of the supply schedule (cf. Figure1.6.B) is by no means a steady one. First, because of the potentially substantial profits, the strongest firm can outperform the other suppliers and in the end grow so large that it has to take up an additional activity. To be prepared for this eventuality means to apply an R&D strategy that goes beyond the core competence. Second, the potentially quite profitable ability to introduce new intermediate goods presupposes a broad range of competencies. This gives a certain advantage to large firms with a wide scope of activities. Third, there is always the risk that another firm makes a huge productivity increase that in relatively short time pushes a firm out of its stronghold and into other activities. This gives yet another reason for a fairly broad R&D strategy.
Any systematic treatment of these and other issues of the evolving multisectoral economy presuppose both analytical work and simple and systematic computer simulation exercises. Both these tasks bring us beyond the limits of the present paper. Similarly, we cannot discuss the emergence of an institutional framework that structures and stabilises economic life (Nelson, 2001) . But the suggested type of model might serve as a test bed for both evolutionary institutional analysis and for the deeper issues of the history specificity of economic evolution (Dopfer, 2001) . Actually, the present multi-activity models have not primarily been developed as solutions to a number of issues that seem to be intrinsic to the Nelson-Winter tradition of studying industrial dynamics. Their major advantage is probably found when we turn to broader and more interdisciplinary issues.
DISCUSSION AND CONCLUSIONS
This paper started with a sketchy account for knowledges and their evolution, and on this background it emphasised the need of including these issues in an evolutionary framework that relates to the models of Schumpeterian competition in the tradition that was pioneered by Nelson and Winter. The modelling framework of the paper emphasises that knowledges and the related specialisations of production do not emerge from scratch. Instead knowledges evolve largely through a gradual process of deepening and widening of existing knowledges. To be more specific, the evolution of knowledges is depicted as going hand in hand with with the changing allocation of labour and the increased specialisation of the economy. Such an account is definitely in contrast to Schumpeter vision of economic development that did not did not see evolution as a gradual branching process. On the contrary, Schumpeter (1934, p. 216) asks: 'does this whole development, which we have been describing proceed in unbroken continuity, is it similar to the gradual organic growth of a tree? Experience answers in the negative.' Instead the account may be seen as a return to the ideas of the division of labour and the related evolution of knowledges that can be traced from Adam Smith via Marshall to Young and modern theorists. Take, for instance, the famous discussions of the long-term evolution from more or less autarkic family farming to the modern industrial farming supported by manufacturing industries and services. During this evolution ever more subtasks of the original farms have branched out to separate activities. Thus the scope of knowledges of individual firms has become radically narrowed down while the depth of their knowledges has increased enormously. It is this and similar stories that are supported by the paper's concepts and models.
Although there is thus an obvious contrast to the Schumpeterian vision, Schumpeter has nevertheless directly and indirectly inspired the modelling framework. To understand this inspiration it is helpful to consider the Schumpeterian pattern of evolution through disruptive entrepreneurs as a complement rather than an alternative to the Marshallian pattern of the knowledge-based branching of economic activities-both in industrial districts and in the economy as a whole (Andersen, 1996a) . This complementarily becomes clear when we recognise that Schumpeter often placed the Marshallian pattern in the so-called circular flow of economic life. Thus his circular flow is far more than a Walrasian system that has been transformed to routine behaviour. It is rather a way of removing all more-or-less automatically functioning economic processes from attention in order to focus on a kind of innovative economic behaviour that is not at all automatic. To the extent that economic evolution is such an automatic process, it is thus not a part of the core of Schumpeterian analysis. But here two comments are important. First, such automatic evolution is still-even according to Schumpeter-a part of economic life. Second, there are important parts of the division-of-labour-like economic evolution that is not at all automatic and which includes difficult innovative interventions.
Schumpeterian ideas have largely entered the paper's modelling framework through the Nelson-Winter tradition. According to this tradition R&D is a separate activity that may be taken as a first approximation to the difficult topic of entrepreneurship. In the present paper further approximations were included-like fissions of firms, the problems related to the creation of new markets, and the quite difficult problems of a research specialisation strategy in a very unstable system of intermediate goods production. But it must be admitted that these aspects of the modelling framework were somewhat deemphasised in order to allow for a quick description of core aspects of the presented models. In the future it will be important to return to the more disruptive parts of especially the multiactivity model of a pure labour economy. In this connection it will also be important to analyse the interaction between radical and incremental innovators in this model.
The stepwise development of the paper's modelling framework started with a pure labour economy in which only a single final good is produced and gradually included more complex issues. Although the paper's family of models has close connections with Nelson-Winter models, there are also several novelties. First, the paper focuses on growth models-that may later be specialised to cover partial processes of industrial dynamics. Second, the concentration on labour and knowledge led to an explicit treatment of research as one of the firm's activities in line with the production activity/activities. Third, the concentration of labour led to a certain emphasis on organisational issues, e.g. in the question of how new firms emerge. In Nelson-Winter models this emergence has a parametric character while pure labour models suggest quite another solution: new firms emerge by fissions of old firms. Fourth, the models got rid of some of the other parameters of Nelson-Winter models-thus obtaining a higher degree of endogenisation of the elements of the evolutionary process. The design of the pure labour models as general rather than partial coordination models plays an important role in this result. Fifth, the relative simplicity of the models suggested that Nelson and Winter's split between specialised formal models and complex simulation models is not always necessary. It was especially emphasised that Price's equation for the decomposition of evolutionary change helps us both to handle descriptive issues and to recognise the possibility of deriving mathematical theorems for our models. Sixth, the models make it relatively easy to perform computer simulations and related analytical work in order to explore the conditions for the creation of knowledge as well as imitative behaviour.
The basic function of the paper's uni-activity models and oligo-activity models was to provide stepping stones in the construction of multi-activity models of the evolution of a pure labour economy. Given these models, the core analytical step in the construction of multi-activity models was really quite simple: Instead of considering all the activities of a firm as an aggregate for which innovations and imitations are performed in a single step, multi-activity models split up this aggregate activity into a number of sub-activities that have their own productivities and their related R&D activities. This decomposition was the starting point of a number of extensions. First, the fact that the productivities for the production activities can be improved individually makes in practice each firm unique because of stochastic events. Second, the existence of multiple activities led the paper into a discussion of how these activities are related. The multiactivity solution is to have a production function for the final good activity that includes labour, knowledges, and intermediate goods. Third, the multi-activity approach not only suggested the existence of specialised R&D activities in relation to each production activity but also the existence of structural R&D that serves to decompose the existing activities of the firm. This allows an endogenous evolution of an economic system that starts with the single-activity firms and gradually creates a more and more complex system. Fourth, the multi-activity models include the endogenous emergence of intermediate good markets based on spontaneously emerging productivity differentials. These differences function like the dynamics comparative advantages of international trade theory. Fifth, the issue of trade in intermediate goods suggested a renewed discussion of the problem of R&D specialisation. It was shown that for autarkic firms it is rational to use a variant of the generalist R&D strategy. However, this strategy function as a brake on the emergence of productivity differentials sufficiently large to allow for widespread exchange in intermediate goods. Therefore, alternative, more or less specialised R&D strategies become important parts of the long-term evolution of knowledges and specialisation.
The multiform set of issues included in the paper has not allowed any systematic coverage of the underlying forms of population thinking. In the introduction it was suggested that this kind of thinking is not only crucial for evolutionary analysis but that it is also more multiform than normally recognised. Thus evolutionary economists not only need the fairly well established intrapopulation thinking. In addition we need intra-to-inter-population thinking as well as coevolutionary inter-population thinking. All these types of thinking have to some extent been included in the paper, but it is obvious that both the discussion and the formal tools have largely supported intra-population thinking. However, an important theme of the paper was Price's formula for the decomposition of evolutionary change is surprisingly powerful in supporting manifold tasks of evolutionary analysis. So although it apparently is a natural extension of the statistically oriented intra-population thinking in the tradition of R. A. Fisher, it may also help to transcend this tradition. The reason is partly that Price's formula avoids making strong assumptions about the kind of evolutionary processes that can be covered. This means that the formula is not sufficient to define a long-term path of evolutionary change. But this limitation should be seen as its strength rather than its weakness. For instance, it is far too easy to forget about the web of inter-population links when a system of replicator equations is projected into the long run. Price's formula helps us to be more modest by pointing to the many assumptions underlying such long-run dynamics. Presently, the major task for our understanding of the evolution of the division of human time is, probably, to deepen our analysis of its shorter-term aspects.
