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Abstract
We define multiple-paths Schramm-Loewner evolution (SLEκ) in multiply connected do-
mains when κ ≤ 4 and prove that in annuli, the partition function is smooth. Moreover, we give
up-to-constant estimates for the partition function of bi-chordal annulus SLEκ measure and we
establish a connection between this measure and two-sided SLEκ in the unit disk.
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1 Introduction
The Schramm-Loewner evolution (SLEκ) is a one parameter family of measures on planar curves
discovered by Oded Schramm [20]. It was created as a candidate for the scaling limit of measures on
lattice paths arising in statistical physics. It is a family of probability measures µ#D(z, w) indexed
by domains D ⊂ C and points z, w that can be boundary or interior points. They are supported
on curves γ : (0, tγ)→ D with γ(0+) = z, γ(tγ−) = w. Here z ∈ ∂D and w can be in D or ∂D. He
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made the following two assumptions based on the conjectured behavior of the scaling limit of the
lattice paths.
• Conformal Invariance. If f : D → f(D) is a conformal transformation, then the push
forward f ◦ µ#D(z, w) of the measure is the same as µ#f(D)(f(z), f(w)).
• Domain Markov property. In the measure µ#D(z, w), given an initial segment of the path
γ(s), 0 ≤ s ≤ t, the distribution of the remainder of the path is µ#
D˜
(γ(t), w). where D˜ is the
connected component of D \ γ[0, t] with γ(t) and w on its boundary.
If such a family of measures exists, D is simply connected, and z ∈ ∂D, then D˜ is also simply
connected and we can find f : D → D˜ with f(z) = γ(t), f(w) = w. Hence, the measure µ#
D˜
(γ(t), w)
is the same as f ◦µ#D(z, w). This observation was the starting point for Schramm’s construction and
he showed that there exists a one-parameter family of measures on curves (modulo reparametriza-
tion) satisfying these conditions. If w ∈ ∂D this is called chordal SLEκ and if w ∈ D this is called
radial SLEκ. See [14] for the basic facts about SLEκ including the following.
• If 0 < κ ≤ 4, µ#D(z, w) is a measure on simple (non self-intersecting) curves with γ(0, tγ) ⊂ D.
• If 4 < κ < 8, then µ#D(z, w) is a measure on intersecting curves in D with γ(0, tγ) ∩ ∂D 6= ∅.
• If κ ≥ 8, this gives a measure on plane filling curves with γ(0, tγ) ∩ ∂D 6= ∅.
This paper will be concerned mostly with the κ ≤ 4 case and let us assume that for the
rest of this introduction. Let us also be a little more precise about the parametrization of the
curves. The measure µ#D(z, w) can be given in terms of naturally parametrized curves [17] where
the parametrization is chosen so that the (1+ κ8 )-Minkowski content of γ[0, t] is t. Under conformal
transformations, the parametrization changes appropriately: the time to traverse f ◦ γ[0, t] is∫ t
0
|f ′(γ(s))|α ds, α = 1 + κ
8
.
This choice of parametrization has the property that parametrization of a curve γ does not depend
on the domain D in which lives; this is useful when comparing µ#D(z, w) with µ
#
D˜
(z, w) with D˜ ⊂ D.
This is not the most convenient parametrization when analyzing SLEκ in a fixed domain D; here
capacity parametrizations as originally chosen by Schramm are more convenient. The capacity
parametrizations do not have the independence of domain property. While we use the natural
parametrization in our definitions, in our analyses we will use capacity parametrizations. It follows
from the definition of SLEκ and the strong Markov property for Brownian motion, that it satisfies
the “strong” domain Markov property, i.e., the t in the definition can be chosen to be a stopping
time.
If we restrict to the κ ≤ 4 case, then the boundary perturbation or generalized restriction
property, which we now describe, shows that if D′ ⊂ D and D,D′ agree in neighborhoods of D′, D
then µ#D′(z, w) µ#D(z, w). This is more nicely expressed if we consider SLEκ as a measure that is
not necessarily a probability measure. Let us fix some constants now that will be used throughout
this paper,
a =
2
κ
, b =
6− κ
2κ
, b˜ =
b(κ− 2)
4
, c =
(6− κ)(3κ− 8)
2κ
. (1)
The measures µD(z, w) are defined if z, w are analytic boundary points (or w ∈ D). They satisfy
the conformal covariance property
f ◦ µD(z, w) = |f ′(z)|b |f ′(w)|b′ µf(D)(f(z), f(w)), (2)
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where b′ = b if w ∈ ∂D and b′ = b˜ if w ∈ D. This assumes that f(z), f(w) are also nice boundary
points in f(D) (or w ∈ f(D)). The total masses can be determined by making the arbitrary choices
‖µH(0, 1)‖ = 1, ‖µD(1, 0)‖ = 1,
and using the implicit scaling rule from (2). Here H,D denote the upper half plane and unit disk,
respectively. We need to review the Brownian loop measure as first introduced in [12]. A loop
` ⊂ C can be described by a triple (z, t, ¯`), where z is the root z = `(0), t is the time duration of
the loop and ¯`(s) := (`(ts)− z)/√t is a loop of time duration 1. The Brownian loop measure mC
is the measure induced on unrooted loops by
Area× 1
2pit2
dt× Brownian bridge distribution
on triples (z, t, ¯`). For a domain D, mD is restriction of mC to the loops in D. We can now state
the generalized restriction or boundary perturbation rules.
• If D′ ⊂ D and D and D′ agree in neighborhoods of z, w, then µD′(z, w)  µD(z, w) with
Radon-Nikodym derivative
1{γ ⊂ D′} exp
{c
2
mD(γ,D \D′)
}
. (3)
Here γ = γ(0, tγ) and mD(γ,D\D′) denotes the Brownian loop measure of loops in D that intersect
both γ and D \D′.
The chordal version of the boundary restriction property is a combination of results in [11,
12, 13]. In this case for simply connected domains ‖µD(z, w)‖ = HD(z, w)b where HD(z, w) is the
boundary Poisson kernel normalized so that HH(0, 1) = 1 (we use this normalization throughout
this paper). As we were preparing with the paper, we could not find the radial version proved in
the literature so we have included a version here (the κ = 8/3, c = 0 radial case was done in [11]).
In this case, the total mass ‖µD(z, w)‖ is not given by a power of the Poisson kernel except for
κ = 2 for which b˜ = 0.
The definition of SLEκ uses the domain Markov property; it describes the evolution of the
path in terms of the path up to that point. One can similarly ask for the distribution of the
path given other parts of the path other than an initial segment. For chordal SLEκ, one can
first consider the distribution given a final segment. This is closely related to the reversibility of
SLEκ first proved by Zhan [22]. Roughly speaking it was shown how to grow a chordal SLEκ path
simultaneously at the starting point and the terminal point until they meet. If one stops this at
a stopping time, the distribution of the remainder of the path is SLEκ in the remaining domain
between the two endpoints.
A similar question can be asked for radial SLE. The definition gives the conditional distribu-
tion given an initial segment. The distribution given a final segment is a little trickier since a simply
connected domain slit by an interior segment is no longer simply connected but rather conformally
equivalent to an annulus. One would like to extend the domain Markov property to state that the
distribution of the remainder of the curve given a terminal segment is SLE in the annulus. This
leads to the general question of defining SLE in annuli, and more generally, in multiply connected
domains.
Several authors have studied SLEκ in multiply connected domains using different methods.
Bauer and Friedrich ([1, 2]) used a generalization of the Loewner equation for multiply connected
domains to describe the driving function of SLEκ. Zhan’s approach in [23] was similar, in that
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he used a generalization of Loewner equation to define annulus SLEκ. In addition to conformal
invariance and Markov property, he required SLEκ to be reversible and used that to uniquely
determine the driving function. These articles are based on the work of Komatu [9] in 1950, who
formulated a generalization of the Loewner equation in multiply connected domains.
Our approach goes back to [10] where it was conjectured that SLEκ (either chordal or radial)
is the scaling limit of a measure on self-avoiding paths weighted by the measure of random walk
loops that can be added. This conjecture comes from the boundary perturbation rule for SLEκ
involving the Brownian loop measure. In [15], it was suggested to use this boundary perturbation
rule as the definition of SLEκ in all domains for κ ≤ 4; see section 2.2. It is not difficult to show
that it is well defined, but other issues arise as we will see. Finiteness of the measure for general
domains is still open for 8/3 < κ ≤ 4 (c > 0). If the partition function is finite and signficantly
smooth, one can describe the probability measure by running SLEκ and tilting by the normalized
partition function. The Girsanov theorem then gives the drift of the driving function in terms of a
logarithmic derivative of the partition function. This analysis requires the partition function to be
sufficiently smooth and this does not follow immediately from the definition in [15]. In the case of
the annulus, it was shown there that the annulus SLE with finite partition function is well defined
and sufficiently smooth, and that the corresponding probability measure on paths is the same as
discovered by Zhan in [23]. The distribution of the (reversal of the) terminal part of radial SLEκ
is absolutely continuous with respect to whole plane SLEκ see [6].
Instead of growing a SLEκ curve from one point to another, one might be interested in the
simultaneous growth from the two ends, which invites the study of SLEκ measures on multiple
path
γ = (γ1, . . . , γn).
Unlike SLEκ measures on single curves, conformal invariance and domain Markov property do not
uniquely specify the measure when 2 ≤ n. In [3, 4], Dube´dat characterized multiple-paths SLEκ in
simply connected domains using a commutation relation for certain differential operators related
to the driving functions. He also gave a discussion about multiply connected domains, but did not
give a complete classification. In [10], the process was required to satisfy the restriction property in
addition to the domain Markov property and conformal invariance and a global construction was
given using the Brownian loop measure for κ ≤ 4.
A similar question concerns chordal SLEκ conditioned to go through an interior point. For
ease, let us consider SLEκ connecting two boundary points of the unit disk conditioned to go
through the origin. While this is conditioning on an event of probability zero, it is not difficult to
make sense of this for 0 < κ < 8 as SLEκ tilted by the partition function. The process is called
two-sided radial SLEκ since the intuition is of a pair of paths starting at the initial and terminal
points, both going to the interior point with an interaction term. The precise definition looks at
one path, tilts by the Green’s function until it hits the interior point, and then continues as a
chordal SLEκ for the remainder. This process motivates the results of the paper. In particular, we
are interested in the distribution of the process given an interior segment. In other words, if η is
a curve in D going through the origin, what is the distribution of chordal SLEκ from z to w in D
conditioned that it contains η? The answer should be a pair of SLEκ paths in the annulus D \ η.
The purpose of this paper is to make this idea precise.
As mentioned before, partition function of chordal SLEκ in simply connected domains is
given by an exponent of the Poisson kernel. In annuli, the partition function has been proved to be
smooth and is described by a particular differential equation ([15, 23]). For multiple-paths SLEκ
in simply connected domains, Dube´dat [4] proved that partition function can be described as a
family of Euler integrals taken on a specific set of cycles. In [19], Peltola and Wu used technique
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from partial differential equations such as Ho¨rmander’s theorem to show that the partition function
satisfies a particular PDE when κ ≤ 4. By only using techniques from probability, it was directly
proved in [8] that the partition function is smooth and satisfies the same PDE as in [4, 19] when
κ < 4.
Our definition of multiple-paths SLEκ in multiply connected domains is similar to the ap-
proach of [8, 10] in simply connected domains. That is, we define it to be the measure absolutely
continuous with respect to the product of chordal SLEκ measures with a particular Radon-Nikodym
derivative involving the Brownian loop measure. To that end, we build on the definition of annulus
SLEκ in [15]. We find this definition to be the most natural one because it provides a clear con-
sistency with SLEκ in simply connected domains. We prove the following theorem regarding the
partition function of this process.
Theorem 1. Define Ar = {z ∈ D; |z| > e−r} and let 0 ≤ u1, . . . , un < 2pi, 0 ≤ w1, . . . , wn < 2pi be
distinct numbers. Let u¯ = (eiu1 , . . . , eiun), w¯ = (e−r+iw1 , . . . , e−r+iwn). Let ΨAr(u¯, w¯) denote the
partition function of multiple-paths SLEκ connecting e
iuj to e−r+iwj for 1 ≤ j ≤ n. If κ ≤ 4, then
ΨAr(u¯, w¯) is a smooth function of r, u1, . . . , un, w1, . . . , wn.
Even though we will only prove the smoothness for n crossing paths, other cases can be proved
in a similar manner and we will omit the details here.
In this work, we give a construction of two-sided SLEκ by describing a Radon-Nikodym
derivative with respect to the product of two independent radial SLEκ measures. This allows us to
grow the curves from the endpoints z, w at the same time. We will use this construction to prove
the following.
Theorem 2. The distribution of bi-chordal SLEκ in Ar := {z ∈ D; |z| > e−r} is absolutely con-
tinuous with respect to the distribution of two-sided SLEκ grown simultaneously from the endpoints
and stopped before reaching the boundary. Moreover, we can estimate the Radon-Nikodym derivative
up to multiplicative constants.
We finish this introduction by giving an outline of this paper. In section 2, we establish
our notation, give a brief review of chordal SLEκ in multiply connected domains and define the
multiple-paths (chordal) SLEκ measure in multiply connected domains. The definitions here are
not difficult but rely on the descriptions of SLEκ as a nonprobability measure. The particular
case of the annulus is discussed. Although the annulus Loewner equation will be used in analyzing
this, it is not part of the definition. This defines the partition function for the single path and
multiple-path SLEκ measures.
Section 3.1 contains a number of deterministic estimates about Brownian motion. This section
can be skipped on a first reading and referred to when needed. The next subsection reviews the
version of the annulus Loewner equation we will use. This section is deterministic — given a curve
in the annulus, what is the Loewner equation that conformal map satisfies. There is a little work
to be done here since the conformal map onto an annulus is only defined up to a rotation. We
finish this section by deriving the equation for the probability measure µ#Ar(u¯, w¯) in terms of the
annulus Loewner equation with a driving function equal to Brownian motion with a drift. This is
not the definition; rather it is a derivation using the previous definition.
We prove that the partition function is smooth in section 4. The main idea of the proof is to
define appropriate martingales and apply the Itoˆ’s formula using the Ho¨rmander’s theorem. Finally,
section 5 consists of a number of results about two-sided SLEκ and bi-chordal annulus SLEκ. In
particular, we show that two-sided SLEκ can be constructed by weighting two independent radial
SLEκ by an appropriate martingale. In addition, we derive asymptotic estimates for the partition
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function of bi-chordal annulus SLEκ. We use that to show two-sided SLEκ can be approximated
by bi-chordal annulus SLEκ and prove Theorem 2.
2 Preliminaries and Definitions
2.1 Notation
In this article, unless mentioned otherwise, we will use the following notation.
• Notation. We denote the unit disk by D and the upper-half plane by H. For r > 0, define
Cr = {z ∈ C; |z| = e−r}, Dr = e−r D,
Ar = {z ∈ C; e−r < |z| < 1}, Sr = {z ∈ H : Im(z) < r}.
Define
ψ(z) = eiz
which is a many-to-one (covering) map from Sr onto Ar.
If K1,K2 ⊂ D, then we denote by mD(K1,K2) the Brownian loop measure of loops in D
that intersect both K1,K2. Suppose γ : (0, tγ) → Ar is a simple curve with γ(0+) = u¯ ∈
C0, γ(tγ−) = w¯ ∈ Cr. We will write γt for γ((0, t]). For any t < tγ , there exists a unique
0 < r(t) ≤ r and a conformal transformation h¯t such that
h¯t : Ar \ γt → Ar(t), h¯t(Cr) = Cr(t). (4)
(e.g., see [14] for a proof). It is easy to see that the function h¯t is unique up to a rotation.
We will uniquely specify our choice of rotation in section 3.2.
Choose 0 ≤ u,w < 2pi such that ψ(u) = u¯, ψ(w + ir) = w¯. For θ ∈ R, we let sin2(θ) =
sin(|θ|/2). Let ηt ⊂ Sr be the unique continuous curve satisfying γt = ψ ◦ ηt, η(0) = u and let
η˜t =
⋃
k∈Z
[ηt + 2kpi]. (5)
Define
Sr,t = Sr \ η˜t
and note that the transformation h¯t can be raised to the covering space Sr,t to yield a con-
formal transformation
ht : Sr,t → Sr(t), ψ ◦ ht = h¯t ◦ ψ. (6)
Similarly to h¯t, the function ht is unique up to a translation. However, regardless of the
choice of translations, ht(z)− z is 2pi-periodic.
Let g¯t : D \ γt → D be the unique conformal transformation with g¯t(0) = 0, g¯′t(0) > 0 and let
ξ¯t = g¯t(γ(t)).
Let U¯t = h¯t(γ(t)) and define φ¯t to be the unique conformal transformation satisfying
h¯t = φ¯t ◦ g¯t, φ¯t(ξ¯t) = U¯t. (7)
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Similarly to h¯t, we can raise g¯t to the covering space H \ η˜t to get a conformal transformation
g˜t : H \ η˜t → H,
such that ξt = g˜t(η(t)) is continuous and ξ0 = u, ψ(ξt) = ξ¯t. Define the conformal transfor-
mation φt with
ht = φt ◦ g˜t.
We let gt : H \ ηt → H be the unique conformal transformation with gt(z) = z + o(1) as
z → ∞. We say γt has the radial parametrization if g¯′t(0) = at/2 for any t < tγ and γt has
the annulus parametrization if r(t) = r − t.
• Poisson kernel and excursion measure. Let D′ ⊂ D be domains in C. Assume z ∈ D
and w ∈ ∂D ∩ ∂D′ is an analytic boundary point of D, D′ with dist(w,D \D′) > 0. That is,
there exists an analytic function f : D → C such that f(0) = z and f(D) ∩ D = f(H ∩ D).
We denote by HD(z, w) the Poisson kernel in D normalized so that HD(0, 1) = 1/2. Define
QD(z, w;D
′) =
HD′(z, w)
HD(z, w)
.
In other words, QD(z, w;D
′) is the probability that an h-process started from z and condi-
tioned to exit D at w does not hit D \ D′. If w′ ∈ ∂D ∩ ∂D′ is another analytic boundary
point with dist(w′, D \D′) > 0, then
HD(w
′, w) := ∂nw′HD(w
′, w),
where ∂nw′ denotes the inward normal derivative at w
′. Similarly, we will write
QD(w
′, w;D′) =
HD′(w
′, w)
HD(w′, w)
,
which is the probability that a Brownian excursion from w′ to w in D does not intersect
D \ D′. Suppose f : D → f(D) is a conformal transformation such that f(w), f(w′) are
analytic boundary points of f(D). Since the Poisson kernel satisfies the conformal convariance
property, QD is conformally invariant and
QD(z, w;D
′) = Qf(D)(f(z), f(w); f(D′)),
QD(w
′, w;D′) = Qf(D)(f(w′), f(w); f(D′)).
Suppose Bt is a Brownian motion and τD is the firs time it exits D. Let V1, V2 ⊂ ∂D be
segments of the boundary and assume V1 is smooth. For any z ∈ D, define
ρ(z;V2) := Pz[BτD ∈ V2].
With an abuse of notation, for z ∈ V1 we let ρD(z;V2) denote the probability that a Brownian
excursion starting from z exits D at V2. In other words
ρD(z;V2) = ∂nzPz[BτD ∈ V2],
where nz denotes the inward normal derivative at z. Let f : D → D˜ be a conformal transfor-
mation such that f(z) is an analytic boundary point. Using conformal invariance of Brownian
motion, we have
ρD(z;V2) = |f ′(z)|ρD˜(f(z); f(V2)). (8)
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The excursion measure between V1, V2 is defined by
ED(V1, V2) =
∫
V1
ρD(z;V2)|dz|.
(Excursion measure is normally defined as a measure induced by Brownian motion on curves
connecting two points on the boundary. What we call the excursion measure is the total mass
of the aforementioned measure). If V1, V2 are both smooth, then we can write
ED(V1, V2) = 1
pi
∫
V1
∫
V2
HD(w1, w2)|dw2||dw1|.
Using conformal covariance of the Poisson kernel, we can see that if f : D → D˜ is a conformal
transformation such that f(V1), f(V2) are smooth, then
ED(V1, V2) = Ef(D)(f(V1), f(V2)).
This equality can be used to define ED(V1, V2) even if V1, V2 are rough. Note that
EAr(C0, Cr) =
∫
C0
ρAr(z;Cr)|dz| =
∫
C0
1
r
|dz| = 2pi
r
.
Therefore, by conformal invariance of the excursion measure, r(t) = 2pi/EAr\γt(C0 ∪ γt, Cr),
where r(t) is defined in (4).
• SLEκ Measures. We use µD(w,w′) to denote the SLEκ measure from w to w′ in D. This
is considered as a measure with partition function ΨD(w,w
′) = ‖µD(w,w′)‖ satisfying
ΨD(w,w
′) = |f ′(w)|b |f ′(w′)|b Ψf(D)(f(w), f(w′)). (9)
If D is a simply connected domain, then ΨD(w,w
′) = HD(w′, w)b. While (9) holds even if
D is not simply connected, it is no longer true that ΨD(w,w
′) = HD(w′, w)b for multiply
connected domains.
• Half-plane capacity. Suppose K is a compact subset of H such that H \ K is simply
connected. The half-plane capacity of K is defined as
hcap(K) = lim
y→∞ yE
iy[Im[Bτ ]],
where τ is the first time a Brownian motion Bt exits H \K. If 0 ∈ K and d = diam[K], then
for all |z| > 2d,
Ez[Im[Bτ ]] = Im[−1/z] hcap(K) [1 + O(d/|z|)]. (10)
Suppose γt ⊂ H is a simple curve with γ(0+) = 0. Let V ⊂ H be a neighborhood of 0 and
assume Φ is a conformal transformation defined on V with Φ(V ) ⊂ H and Φ(R ∩ V¯ ) ⊂ R.
Then at t = 0,
∂thcap[Φ(γt)] = Φ
′(0)2 ∂thcap[γt]. (11)
See [14] for a detailed discussion about the half-plane capacity.
• Convention. For a function of the form ft(z), we use the dot derivative f˙t(z) to denote the
derivative with respect to t and we use f ′t(z) to denote the derivative with respect to z.
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2.2 SLEκ in multiply connected domains
In this subsection, we briefly review SLEκ measures in multiply connected domains, as discussed
in [15]. Assume κ ≤ 4 and let z, w be analytic boundary points of a domain D ⊂ C. Let µD(z, w)
denote the chordal SLEκ measure from z to w in D which is defined for simply connected D and
we now extend to the multiply connected case. If D is a (possibly multiply connected) domain and
D′ ⊂ D is simply connected, define µD(z, w;D′) by
dµD(z, w;D
′)
dµD′(z, w)
(γ) = 1{γ ⊂ D′} exp
{
−c
2
mD(γ,D \D′)
}
.
The measure µD(z, w) is defined to be the unique measure on continuous curves γ connecting z, w
in D such that for every simply connected domain D′ ⊂ D, µD(z, w) restricted to the curves γ ⊂ D′
is µD(z, w;D
′). It is not hard to show that µD(z, w) satisfies the domain Markov property and
conformal covariance. Moreover, if D˜ ⊂ D is another domain that agrees with D in neighborhoods
of z, w, then (3) holds:
dµD˜(z, w)
dµD(z, w)
(γ) = 1{γ ⊂ D˜} exp
{c
2
mD(γ,D2 \D1)
}
. (12)
In addition, if κ ≤ 8/3, then ΨD(z, w) < ∞ for any multiply connected domain D. It is still
unknown if ΨD(z, w) < ∞ for 8/3 < κ ≤ 4 for all multiply connected domains. However, this is
known in the case of annulus SLEκ which we discuss now.
Let u¯ ∈ C0 and w¯ ∈ Cr and for ease assume u¯ = 1, w¯ = e−r+iθ. If γ is a simple curve from 1
to w¯ in Ar, then as in section 2.1, let η be the continuous curve in Sr from 0 to θ + 2pik + ir for
some integer k such that ψ ◦ η = γ. We write
µAr(1, w¯) =
∑
k∈Z
ψ ◦ νSr(0, θ + 2pik + ir),
for measures νSr(0, x+ ir) that are absolutely continuous with respect to µSr(0, x+ ir) with Radon-
Nikodym derivative
I(η) exp
{c
2
[m∗Sr(η)− mˆr]
}
.
Here,
• I(η) is the indicator function that η does not hit any of its 2pik translates, that is, ψ ◦ η is
simple;
• mˆr is the measure of loops in Ar of nonzero winding number (these are the loops in Ar that
are not of the form ψ ◦ ` for a loop in Sr);
• m∗Sr(η) is the measure of loops in Sr that intersect η but intersect a 2kpi translate of η before
the intersection (this takes care of the multiple counting of loops when one takes ψ ◦ ` for
loops in Sr). The time ordering of the curve η is used to determine “before”.
Using this comparison, it can be shown that ΨAr(u¯, w¯) <∞ for all κ ≤ 4 and that the function is
C2 (actually more) in u¯, w¯ and C1 in Ar when the curve has a capacity parametrization.
Let u¯ ∈ C0 and w¯ ∈ Cr. Then there exist positive constants c∗, q such that as r →∞,
ΨAr(u¯, w¯) = c∗ r
c/2 e(b−b˜)r
[
1 + O(e−qr)
]
. (13)
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(See Theorem 7.6 in [15]). In particular, the aymptotics are independent of u¯, w¯, as would be
expected. Suppose γt ⊂ Ar is a simple curve with γ(0+) = u¯. Then
dµAr(u¯, w¯)
dµD(u¯, 0)
(γt) =
|g¯′t(w¯)b|
g¯′t(0)b˜
exp
{c
2
mD(γt, Cr)
}
ΨAr(t)(U¯t, h¯t(w¯)). (14)
By using the last formula and (13), we can see that if γt has the radial parametrization (so that
g¯′t(0) = at/2), then
dµAr(u¯, w¯)
dµD(u¯, 0)
(γt) = c∗ rc/2 e(b−b˜)r
[
1 + O(e−q(r−at/2))
]
. (15)
2.3 Defining multiple-paths SLEκ
Suppose z = (z1, z2, . . . , zn) and w = (w1, w2, . . . , wn) are distinct analytic boundary points of a
domain D. For 1 ≤ j ≤ n, let γj be a SLEκ path from zj to wj in D with corresponding SLEκ
measure µD(z
j , wj). Recall that
ΨD(z
j , wj) = ‖µD(zj , wj)‖.
For a measure µ, we will use µ# to represent the probability measure µ/‖µ‖, given that ‖µ‖ <∞.
We define multiple-paths SLEκ measure in D similar to [8, 10].
Definition 1. For κ ≤ 4, we define µD(z,w) to be the measure on n-tuple of paths γ = (γ1, . . . , γn)
that is absolutely continuous with respect to the product measure µprod(z,w) := µD(z
1, w1)× . . . ×
µD(z
n, wn) with Radon-Nikodym derivative
Y (γ) = I(γ) exp
c2
n∑
j=2
m[Kj(γ)]
 .
Here I(γ) is the indicator function of the event that for all i 6= j, γi ∩ γj = ∅ and m[Kj(γ)] is
the Brownian loop measure of loops that intersect at least j of the paths. As before, the partition
function of the measure µD(z,w) is the total mass
ΨD(z,w) = ‖µD(z,w)‖.
Note that µD(z,w) = 0 if there exists k such that z
k, wk are not on the boundary of the same
connected component of
D \
⋃
j 6=k
γj .
Moreover, it is clear from the definition that if σ : {1, 2, . . . , n} → {1, 2, . . . , n} is a permutation,
then Y (γ) = Y (γσ) and ΨAr(z,w) = ΨAr(z
σ,wσ).
Let γ = (γ ′, γn), z′ = (z1, z2, . . . , zn−1), w′ = (w1, w2, . . . , wn−1), and
Dk = D \
k−1⋃
j=1
γj .
Lemma 1. We have
n∑
j=2
m[Kj(γ)] =
n∑
j=2
mD
(
γj , γ1 ∪ · · · ∪ γj−1) . (16)
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Proof. We can see that
n∑
j=2
m[Kj(γ)] =
n−1∑
j=2
m[Kj(γ
′)] +mD(γn, γ1 ∪ · · · ∪ γn−1)
(This is straightforward. See Lemma 1 in [8] for a proof). The proof follows from this and
induction.
The right-hand side of (16) was used in [15] to define multiple-paths SLEκ measure. The last
lemma shows that the two definitions are equivalent. Suppose z1, . . . , zn ∈ C0 and w1, . . . , wn ∈ Cr.
The following important properties can be seen from Lemma 1. Similar properties were stated in
[10] for multiple-paths SLEκ in simply connected domains.
• Marginal Measure: Let µ′Ar(z′,w′) be the marginal measure on γ ′ induced by µAr(z,w).
Then
dµ′Ar(z
′,w′)
dµAr(z
′,w′)
(γ ′) = HDn(z
n, wn)b.
More generally, if k < n and µ′Ar((z
1, . . . , zk−1), (w1, . . . , wk−1)) is the marginal measure on
(γ1, . . . , γk−1) induced by µAr(z,w), then
dµ′Ar((z
1, . . . , zk−1), (w1, . . . , wk−1))
dµAr((z
1, . . . , zk−1), (w1, . . . , wk−1))
(γ1, . . . , γk−1) = ΨDk((z
k, . . . , zn), (wk, . . . , wn)).
• Conditional distribution: Given γ ′, the conditional distribution of γn is µ#Dn(zn, wn).
More generally, conditioned on (γ1, γ2, . . . , γk−1), the probability distribution of (γk, . . . , γn)
is µ#Dk((z
k, . . . , zn), (wk, . . . , wn)).
Let
Ψ˜Ar(z,w) =
ΨAr(z,w)∏n
j=1 ΨAr(z
j , wj)
.
We will write Eprod for the expectation with respect to the product measure µ#prod. Using (12), it
is easy to see that
Eprod
[
Y (γ)
∣∣γ ′] = Y (γ ′)HDn(zn, wn)b
ΨAr(z
n, wn)
. (17)
Here, we are using the fact that Dn is simply connected and ΨDn(z
n, wn) = HDn(z
n, wn)b. Let
m∗(r) be the Brownian loop measure of the loops in Ar with nonzero winding number. One can
see that 0 < m∗(r) < r/6 (e.g. Proposition 3.11 in [15]). Since Dn ⊂ Ar is simply connected,
dµDn(z
n, wn)
dµAr(z
n, wn)
(γn) = 1{γn ⊂ Dn} exp
{c
2
mAr(γ, Ar \Dn)
}
.
If κ ≤ 8/3, then c ≤ 0 and
HDn(z
n, wn)b = ΨDn(z
n, wn) ≤ e c2m∗(r)ΨAr(zn, wn).
In this case, we can use (17) to see
Ψ˜Ar(z,w) = Eprod
[
Eprod
[
Y (γ)
∣∣γ ′]] ≤ e c2m∗(r)Ψ˜Ar(z′,w′) ≤ e(n−1) c2m∗(r) ≤ 1.
We still do not know if this holds for 8/3 < κ ≤ 4.
11
3 Single-Path Results
In this section, we prove the necessary estimates for our main results in the next two sections. We
start with proving a number of deterministic estimates. The main tools are the Koebe-1/4 theorem
and the distortion estimates. Parts of these results already appear in the literature (e.g. in [14, 15]),
but we prove them here for completeness. Next, we derive a version of the annulus Loewner equation
motivated by the corresponding choices is simply connected domains. Our approach is similar to
[1, 2], but our choices for uniquely determining h¯t in (4) are different. This version of the annulus
Loewner equation is also used in the study of annulus SLEκ in [15, 23]. Finally, we give a proof
for (14).
3.1 Conformal transformations
Lemma 2. Let z′ ∈ C0, z ∈ Cr, z¯ ∈ Ar. Then
HAr(z¯, z
′) =
r + log |z¯|
2r
+O(|z¯|),
HAr(z¯, z) =
−er log |z¯|
2r
+O(|z¯|−1),
HAr(z
′, z) = er
[
1
2r
+ O(e−r)
]
.
Proof. By symmetry, it is enough to prove the lemma for z′ = 1. Note that
HAr(1, z) =
1
pi
∫
Cr−1
HAr∩Dr−1(z, v)HAr(v, 1) |dv|. (18)
If v ∈ Cr−1, we can see from the strong Markov property that
HAr(v, 1) = HD(v, 1)−
1
pi
∫
Cr
HAr(v, w)HD(w, 1) |dw|.
Using the exact form of the Poisson kernel in D, we can see that for any w ∈ D
HD(w, 1) =
1
2
[1 + O(|w|)].
Therefore,
HAr(v, 1) =
1
2
[1 + O(e−r)]− 1
2pi
[1 + O(e−r)]
∫
Cr
HAr(v, w)|dw|
=
1
2
[1 + O(e−r)]− r − 1
2r
[1 + O(e−r)]
=
1
2r
+ O(e−r).
Similarly,
HAr(z¯, 1) =
1
2
[1 + O(|z¯|)] + log |z¯|
2r
[1 + O(e−r)] =
r + log |z¯|
2r
+O(|z¯|),
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which proves the first equality in the statement of the lemma. The second equality follows from
this and the transformation z 7→ e−r/z. Using (18),
HAr(1, z) =
[
1
2r
+ O(e−r)
]
1
pi
∫
Cr−1
HAr∩Dr−1(z, v)|dv|
=
[
1
2r
+ O(e−r)
]
EAr∩Dr−1(z, Cr−1)
= er
[
1
2r
+ O(e−r)
]
,
which proves the last estimate.
Lemma 3. Suppose γ : (0, tγ) ∈ D \ {0} is a simple curve with γ(0+) = 1. Let Φ be a conformal
transformation in a neighborhood of 1 that locally maps D to H and C0 to R. Let Bt be a complex
Brownian motion and define τt to be the first time Bt exits D \ γt. Then at t = 0,
∂tE0[log |Bτt |] = −∂t log g¯′t(0) =
−1
2|Φ′(1)|2∂thcap[Φ(γt)].
Proof. By Schwarz lemma, ft(z) = log(g¯t(z)/z) is a well-defined bounded analytic function on D\γt
with ft(0) = log g¯
′
t(0) ∈ R. Hence, Re[ft(z)] is a bounded harmonic function and
Re[ft(z)] = Ez [Re[ft(Bτt)]] = −Ez[log |Bτt |].
In particular,
log g¯′t(0) = −E0[log |Bτt |].
Note that φ(z) = i(1 − z)/(1 + z) is a conformal transformation from D to H with φ(0) = i. Let
γ˜t = φ(γt) and define gt : H\ηt → H to be the unique conformal transformation with gt(z) = z+o(1)
as z →∞. Let
φt(z) =
z − Re[gt(i)]
Im[gt(i)]
,
be a conformal transformation φt : H→ H satisfying φt ◦ gt(i) = i. Then
g¯′t(0) = |∂z φ−1 ◦ φt ◦ gt ◦ φ(0)| =
g′t(i)
Im[gt(i)]
. (19)
If |z| > 2rt, then (10) and the fact that Im[z − gt(z)] is a bounded harmonic function imply that
Im[z]− Im[gt(z)] = Im[−1/z] hcap[ηt] [1 + O(rt/|z|)] . (20)
Let ft(z) = gt(z)− z − hcap[ηt]/z and vt(z) = Im[ft(z)]. Using (20), we can see that there exists a
constant c such that for every |z| > 3 rt/2,
|vt(z)| ≤ c rt hcap[ηt] |z|−2.
By the mean value property of harmonic functions we can see that for |z| > 2rt,
|f ′t(z)| = |g′t(z)− 1 + hcap[ηt]/z2| ≤ c rt hcap[ηt] |z|−3.
It follows from this and (20) that for small enough t,
Im[gt(i)] = 1− hcap[ηt] + O(rthcap[ηt]),
|g′t(i)| =1 + hcap[ηt] + O(rthcap[ηt]).
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Substituting these into (19) gives
g¯′t(0) = 1 + hcap[ηt] [2 + O(hcap[ηt])] .
In addition, (11) implies that at t = 0,
∂thcap[Φ(γt)] = (Φ ◦ φ−1)′(0)2 ∂thcap[ηt],
from which the result follows.
Lemma 4. Suppose D ⊂ D is a simply connected domain with Cr ⊂ D. Let K = D \ D and
rˆ = 2pi/EAr∩D(Cr, ∂D). Define g : D → D to be the unique conformal transformation with g(0) =
0, g′(0) > 0. Then
rˆ = r − log g′(0) + O(e−r+log g′(0)), (21)
and
mD(K,Cr) = log(r/rˆ) + O(e
−rˆ).
Proof. Let s = log(4 g′(0)) and note that by Koebe-1/4 theorem, Cs ⊂ D. Without the loss of
generality, assume s < r. Distortion theorem for the transformation g restricted to Ds implies that
there exists a constant c such that for any |w| ≤ e−r,
|g′(w)− g′(0)| ≤ cg′(0)e−r+s.
By taking integral of this we get
|g(w)− w g′(0)| ≤ c|w| g′(0) e−r+s,
from which (21) follows.
For x ∈ Ct, let ΓAt(x,K) be the bubble measure of loops rooted at x that intersect K (That is,
the measure induced by Brownian excursions rooted at x in At restricted to the loops that intersect
k. See [12] or Section 5.5 in [14] for more details). Then
mD(K,Cr) =
1
pi
∫ ∞
r
∫ 2pi
0
e−2t ΓAt(e
−t+iθ,K) dθ dt. (22)
For z ∈ Ar, the probability that a Brownian motion starting at z exits Ar at C0 is 1 + log |z|/t.
Using this and the strong Markov property for Brownian motion, we can see that
2pi
t
= EAt(Ct, C0) =
∫
∂D
[
1 +
log |z|
t
]
EAt∩D(Ct, dz)
= EAt∩D(Ct, ∂D) +
∫
D∩∂D
log |z|
t
EAt∩D(Ct, dz).
Using equation (21), we can write
EAt∩D(Ct, ∂D) =
∫
∂D
EAt∩D(Ct, dz) =
2pi
t− log g′(0)
[
1 + O(e−t+log g
′(0))
]
.
Therefore, ∫
D∩∂D
− log |z|
t
EAt∩D(Ct, dz) =
2pi
t− log g′(0) −
2pi
t
+ O
(
e−t+log g′(0)
t− log g′(0)
)
.
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Let V ⊂ ∂D and recall that for any z ∈ D, ρD(z;V ) denotes the probability that a Brownian
motion starting at z exits D at V . Since Cs ⊂ D, for any w ∈ Ct we have
EAt∩D(Ct, V ) =
1
pi
∫
Ct
∫
Cs
HAt∩Ds(v, u) ρD(u;V ) |du| |dv|
=
[
1 + O
(
(t− s)e−t+s)]
pi
∫
Ct
∫
Cs
HAt∩Ds(w, u) ρD(u;V ) |du| |dv|
= e−t EAt∩D(w, V ) [1 + O
(
(t− s)e−t+s)],
where the second equality follows from Lemma 2.
Using this, Lemma 2 and the fact that dist(0, ∂D) > 4 g′(0), we can see that for w ∈ Ct,
ΓAt(w,K) =
∫
D∩∂D
HAt(z, w) EAt∩D(w, dz)
=
e2t
2pi
[
1 + O
(
(t− s)e−t+s)] ∫
D∩∂D
− log |z|
2t
EAt∩D(Ct, dz)
=
e2t
2
[
1 + O
(
(t− s)e−t+s)] [ 1
t− log g′(0) −
1
t
+ O
(
e−t+log g′(0)
t− log g′(0)
)]
.
Plugging this into (22), we get
mD(K,Cr) = log
(
r
r − log g′(0)
)
+ O(e−r+s).
The result follows from this and (21).
Lemma 5. Suppose D ⊂ D is a simply connected domain such that D\D ⊂ Ar and let K = D∩Ar.
Define f : K → Arˆ to be a conformal transformation satisfying f(Cr) = Crˆ and let g : D → D be
the unique conformal transformation with g(0) = 0, g′(0) > 0. Then for z ∈ Cr,
|f ′(z)| = er−rˆ
[
1 +O
(
e−rˆ
)]
= g′(0)
[
1 +O
(
e−rˆ
)]
,
where the error term is independent of z.
Proof. By conformal invariance of the excursion measure,
2pi
rˆ
= EArˆ(C0, Crˆ) = Eg(K)(C0, g(Cr)) = EK(∂D,Cr). (23)
For z ∈ Cr, recall that ρK(z; ∂D) is the probability that a Brownian excursion starting from z exits
K at ∂D. Using (23) gives us
2pi
rˆ
=
∫
Cr
ρK(z; ∂D)|dz|.
Equation (8) indicates that
ρK(z; ∂D) = |f ′(z)| e
rˆ
rˆ
. (24)
If s = r − 1, we can write
ρK(z; ∂D) =
1
pi
∫
Cr−1
HDr−1∩Ar(z, w) ρK(w; ∂D) |dw|.
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If we prove that uniformly over w ∈ Cr−1,
ρK(w; ∂D) =
1
rˆ
[
1 + O(e−rˆ)
]
, (25)
then
ρK(z; ∂D) =
1
rˆ
[
1 + O(e−rˆ)
] 1
pi
∫
Cr−1
HDr−1∩Ar(z, w) |dw|
=
1
rˆ
[
1 + O(e−rˆ)
]
EDr−1∩Ar(z, Cr−1)
=
er
rˆ
[
1 + O(e−rˆ)
]
,
and the first equality in the statement of the lemma follows from (24).
To show (25), let s = log(4g′(0)). Koebe-1/4 theorem implies that Cs ⊂ D. It follows from
the distortion estimates for the transformation g restricted to Ds that there exists a constant c such
that for all |w| = e−r+1,
|g′(w)− g′(0)| ≤ c g′(0)e−r+s,
|g(w)− w g′(0)| ≤ c g′(0)e−2r+s,
|g(w)| = g′(0) e−r+1 [1 + O(e−r+s)] .
Using this and (21), we get
ρK(w; ∂D) = ρArˆ(f(w);C0) = 1 +
log |f(w)|
rˆ
=
1
rˆ
[
1 + O(e−rˆ)
]
.
The second equality in the statement of the lemma follows from (21).
Corollary 6. Suppose D ⊂ D is a simply connected domain containing the origin. Let K = D \ D¯
and choose rˆ such that there exists a conformal transformation f : K → Arˆ satisfying f(C0) = C0.
Then for z ∈ C0,
|f ′(z)| =
[
1 +O(e−rˆ)
]
.
Proof. Since 0 ∈ D, we can find 0 < r <∞ such that Cr ⊂ D. Let
g1(z) =
e−r
z
, g2(z) =
e−rˆ
z
,
and define fˆ = g2 ◦ f ◦ g1 to be a conformal transformation from g1(D) onto Arˆ with fˆ(Cr) = Crˆ.
The result follows from the chain rule and Lemma 5.
Corollary 7. Recall the assumptions of Lemma 5. Let θ ∈ [0, 2pi) and define the function Θ(θ) :=
arg f(e−r+iθ). Then
Θ′(θ) = 1 + O(e−rˆ).
Proof. Define the function ϕ : C0 → C0 with ϕ(w) = erˆf(e−r w). Using Lemma 5,
|ϕ′(w)| = 1 + O(e−rˆ).
If w = eiθ, then Θ(θ) = argϕ(w) and |ϕ′(w)| = |∂w argϕ(w)|. Therefore,
Θ′(θ) = ∂θ argϕ(eiθ) = ieiθ ∂w argϕ(w)
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and
|Θ′(θ)| = |∂w argϕ(w)| = |ϕ′(w)| = 1 + O(e−rˆ).
Since f(Cr) = Crˆ, we have Θ
′(θ) > 0 and the result follows.
Lemma 8. Suppose γt ⊂ Ar is a simple curve with γ(0+) ∈ C0. If γt has the radial parametrization,
then
r˙(t) = −aφ¯
′
t(ξ¯t)
2
2
.
Proof. We first prove the lemma for the derivative at t = 0. Since EAr\γt(C0 ∪ γt, Cr) = 2pi/r(t),
we have
∂tEAr\γt(C0 ∪ γt, Cr) = r˙(t)
−2pi
r2
. (26)
Since for all z ∈ Ar \ γt,
ρAr\γt(z; C0 ∪ γt) = ρAr(t)(h¯(z); C0),
we can write
EAr\γt(C0 ∪ γt, Cr) =
∫
Cr
∂nz
(
1 +
log |h¯t(z)|
r(t)
)
|dz|,
where nz denotes the inward normal derivative. Suppose τt is the first time a Brownian motion Bt
exits Ar \ γt and σt is the first time Bt exits D \ γt. Since log |h¯t(z)|− log |z| is a bounded harmonic
function on Ar \ γt, we have
log |h¯t(z)| − log |z| = (r − r(t))ρAr\γt(z; Cr)− Ez[log |Bτt |; τt = σt]
= −(r − r(t)) log |h¯t(z)|
r(t)
− Ez[log |Bτt |; τt = σt].
Hence,
rEAr\γt(C0 ∪ γt, Cr) = 2pi −
∫
Cr
∂nzEz[log |Bτt |; τt = σt]|dz|. (27)
Assume t is small enough so that diam[γt] < 1/10 and therefore γt ⊂ A1. By conditioning on the
first time the Brownian motion hits C1 we get∫
Cr
∂nzEz[log |Bτt |; τr = σt] |dz| =
e
r − 1
∫
C1
Ez[log |Bτt |; τt = σt]|dz|,
=
2pi
r − 1 E[log |Bτt |; σt = τt].
Here, E denotes the expectation with respect to a Brownian motion starting uniformly on C1. Note
that
E[log |Bτt |; σt = τt] = E[log |Bσt |]− E[log |Bσt |; τt < σt].
Let dt = 2 diam[γt] and note that for small enough t, γt ∩Ddt = ∅. If Ts denotes the first time that
a Brownian motion started uniformly on C1 exits Ds, then
E[log |Bσt |; τt < Tdt ] ≤ E[log |Bσt |; τt < σt] ≤ E[log |Bσt |; τt < T0].
Conditioned on τt < Tdt (or conditioned on τt < T0), Bτt is uniformly distributed on Cr. Moreover,
P[τt < Tdt ] =
1
r
[1 + O(dt)], P[τt < T0] =
1
r
.
17
Therefore,
E[log |Bσt |; τt < σt] =
1
r
E[log |Bσt |] [1 + O(dt)].
and
E[log |Bτt |; σt = τt] = E[log |Bσt |]
[
r − 1
r
+ O(dt)
]
.
It follows from (26) and (27) that at t = 0,
r˙(t) =
−r2
2pi
∂tEAr\γt(C0 ∪ γt, Cr) = ∂tE[log |Bσt |] = ∂tE0[log |Bσt |].
Now the proof for t = 0 follows from this and Lemma 3. Using (11), we can see that at s = 0,
∂shcap[ht(ηt+s)] = |φ¯t(ξ¯t)|2 ∂shcap[g˜t(ηt+s)],
from which we conclude the proof for all t ≥ 0.
3.2 Annulus Loewner equation
Let γt ⊂ Ar, γ(0+) = u¯ be a simple curve with the annulus parametrization. Let h¯t : Ar\γt → Ar−t
and ht : Sr,t → Sr−t be as in section 2.1. Using conformal invariance, one can see that for z ∈ Sr,
HSr(z, 0) = −
pi
2r
Im
[
coth
(pi z
2r
)]
.
For z0 ∈ R define
H¯Sr(z, 0) :=HAr(e
iz, 1) =
∑
k∈Z
HSr(z, 2kpi),
HSr(z, 0) :=−
pi
2r
coth
(pi z
2r
)
,
H¯Sr(z, 0) :=
PP∑
HSr(z, 2kpi) = HSr(z, 0) +
∞∑
k=1
[HSr(z, 2kpi) +HSr(z, −2kpi)] ,
H¯Sr(z, z0) := H¯Sr(z − z0, 0), HSr(z, z0) := HSr(z − z0, 0), H¯Sr(z, z0) := H¯Sr(z − z0, 0).
We had to be a little careful with the definition of H¯Sr(z, 0) because the real parts are not absolutely
convergent. While H¯Sr(z, 0) is a 2pi-periodic function, it is not hard to see that
H¯Sr(z + 2pi, 0) = H¯Sr(z, 0) +
pi
r
.
Lemma 9. Suppose Dt ⊂ Sr is a half disk of radius dt centered at the origin. If x ∈ S¯r, x 6= 0, θ ∈
(0, pi), then
HSr\Dt(x, dte
iθ) = 2HSr(x, 0) sin θ[1 + O(dt)],
where the error term is independent of θ.
Proof. We prove the lemma for the case x ∈ R. The case x ∈ Sr can be proved in a similar way.
Define ft : H \Dt → H with ft(z) = z + d2t /z. Then
HSr\Dt(x, dte
iθ) = |f ′(x)| |f ′(dteiθ)|Hft(Sr\Dt)(ft(x), 2dt cos θ)
= 2 sin θHft(Sr\Dt)(ft(x), 2dt cos θ) [1 + O(d
2
t )].
18
Note that Sr−d2t /r ⊂ ft(Sr \Dt) ⊂ Sr. Therefore,
Hft(Sr\Dt)(ft(x), 2dt cos θ) = HSr(ft(x), 2dt cos θ)[1 + O(d
2
t )] = HSr(x, 0)[1 + O(dt)].
Lemma 10. Let T be the first time a Brownian motion B exits Sr,t. Then for any z ∈ Sr,
Ez[Im[BT ]1{BT ∈ η˜}] = hcap[ηt] H¯Sr(z, u) [1 + O(dt)],
as t→ 0. Moreover, for any  > 0, the error term is uniform on {z; ∀k ∈ Z, |z − 2kpi| > }.
Proof. Without the loss of generality we assume u = 0, u¯ = 1. Define dt = 10 diam[ηt] and let
Ct ⊂ Sr be a half circle of radius dt centered at the origin. Let Dt denote the unbounded connected
component of Sr \Ct. Let τ be the first time the Brownian motion exits Sr \ηt. Define the function
f on Dt with
f(w) = Ew [Im[Bτ ]1{Bτ ∈ ηt}] .
If t is small enough so that z ∈ Dt, then
f(z) =
1
pi
∫
Ct
HDt(z, w)f(w)|dw|. (28)
Using Lemma 9, for w ∈ Ct we have
HDt(z, w) = 2 sin θwHSr(z, 0) [1 + O(dt)],
where θw = arg w. Let σ be the first time the Brownian motion exits H \ ηt and define f˜(w) =
Ew[Im[Bσ]]. Note that
f˜(w)− f(w) = Ew[Im[Bσ] 1{τ < σ}].
Since w ∈ Ct, it follows from (10) that
Ew[Im[Bσ] 1{τ < σ}] = hcap[ηt]O(dt).
Moreover,
2
pi
∫
Ct
sin θw f˜(w) |dw| = hcap[ηt].
Therefore, (28) implies that
Ez[Im[Bτ ]1{Bτ ∈ ηt}] = HSr(z, 0)hcap[ηt][1 + O(dt)].
Since this is true for any z ∈ Sr, we have
Ez[Im[BT ]1{Bτ ∈ η˜t}] = hcap[ηt][1 + O(dt)]
∑
k∈Z
HSr(z, 2kpi)
+ O(hcap[ηt]
2)
∑
k∈Z
∑
k′ 6=k
HSr(z, 2kpi)HSr(2kpi, 2k
′pi).
Since the double sum is finite for any z ∈ Sr, the result follows.
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Lemma 11. Suppose γt has annulus parametrization. If U¯t = h¯t(γ(t)), Ut = ht(η(t)), then for any
z ∈ Sr,t
∂tIm[ht(z)] = − Im[ht(z)]
r − t − 2H¯Sr−t(ht(z), Ut). (29)
Moreover, if there exists w ∈ Sr such that w 6∈ η˜ and Re[ht(w)] is differentiable with respect to t
for all t < r, then
∂tht(z) = −ht(z)
r − t − 2H¯Sr−t(ht(z), Ut) + βt,
for some βt independent of z.
Proof. It suffices to prove this for t = 0. The function
It(z) = Im[z − ht(z)]
is a bounded harmonic function on Sr,t. Considering the values of It(z) at the boundaries, we have
It(z) = tPz[Bτ ∈ R+ ir] + Ez [Im[Bτ ]1{Bτ ∈ η˜t}]
= t
Im[ht(z)]
r − t + E
z [Im[Bτ ]1{Bτ ∈ η˜t}] , (30)
where η˜t is defined in (5) and τ is the first time Brownian motion B exits Sr,t. It follows from
Lemma 8 that under the annulus parametrization,
∂t hcap[ηt]|t=0 = 2.
Equation (29) follows from this, Lemma 10 and (30).
To see the second equality in the statement of the lemma, define
ft(z) =
r ht(z)
r − t − z + hcap[ηt]H¯Sr(z, u),
and let vt(z) = Im[ft(z)]. Then by using Lemma 10 and (30) we can see that for any  > 0, there
exists a constant c∗ such that for all {z ∈ Sr; ∀k, |z − 2kpi − u| > },
|vt(z)| < c∗ dt hcap[ηt] H¯Sr(z, u).
Since vt(z) is harmonic, there exists c = c(z) such that
|∇vt(z)| < cdt hcap[ηt] H¯Sr(z, u).
Therefore,
|f ′t(z)| = |∇vt(z)| < cdt hcap[ηt] H¯Sr(z, u).
Define ak = w + 2kpi and let k
∗ = arg mink |z − ak|. Since H¯Sr(z, u) is uniformly bounded on
{z ∈ Sr; ∀k, |z− 2kpi− u| > } and ht(z), H¯Sr(z, 0) are quasi-periodic functions, for some constant
C
|ft(z)− ft(w) + ft(w)− ft(ak∗)| = |ft(z)− ft(w)− 2k
∗ tpi
r − t −
k∗pi
r
hcap[ηt]|
< C dt hcap[ηt].
Since ft(w) is differentiable with respect to t, we get
∂tft(z) = lim
t↓0
ft(z)
t
= ∂tft(w).
Therefore, ht(z) is differentiable with respect to t and the second equality follows.
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Lemma 12. For any continuous path γ with the annulus parametrization, there exists a collection
of transformations ht : Sr,t → Sr−t such that
∂tht(z) = −ht(z)− Ut
r − t − 2H¯Sr−t(ht(z), Ut).
Proof. Choose w ∈ Sr such that w 6∈ η˜. Let h∗t : Sr,t → Sr−t be a conformal transformation and
let U∗t = h∗t (η(t)). We can assume h∗t (w) is differentiable with respect to t (otherwise, we consider
h∗t (w) + ct for an appropriate ct ∈ R). Define
ht(z) = h
∗
t (z)− Re[h∗t (w)] +
∫ t
0
U∗s − Re[h∗s(w)]
r − s − 2 Re[H¯Sr−s(h
∗
s(w), U
∗
s )] ds.
Note that this is well defined for all t < r because H¯Sr−s(h∗s(w), U∗s ) is a continuous function of s.
Using Lemma 11, we have
∂th
∗
t (z) = ∂th
∗
t (w) +
h∗t (w)− h∗t (z)
r − t − 2[H¯Sr−t(h
∗
t (z), Ut)− H¯Sr−t(h∗t (w), Ut)].
Therefore,
∂tRe[ht(z)] = −Re[h
∗
t (z)]− U∗t
r − t − 2 H¯Sr−t(h
∗
t (z), U
∗
t ).
Using this, the result follows from the fact that ht(z)− Ut = h∗t (z)− U∗t and (29).
In [9, 2], ht(z) is specified by requiring h¯t(e
−r) = e−(r−t) and βt is determined according to
this condition. Instead, we have uniquely specified ht(z) by requiring βt = Ut/(r− t) and h0(z) = z
in Lemma 12. This is equivalent to requiring that
∂tRe[ht(z)] = 0, for {z ∈ Sr,t; ∃k ∈ Z Re[ht(z)] = Ut + 2kpi},
which is analogous to the usual conditions for chordal Loewner equation in H. We summarize our
discussion with the following proposition.
Proposition 1. For z ∈ Sr, z¯ = eiz, x ∈ R define
Hr(z) = −z
r
− 2H¯Sr(z, 0), (31)
HRr (x) = Re[Hr(x+ ir)] = −
x
r
+
pi
r
PP∑
k
tanh
(
pi(x+ 2kpi)
2r
)
,
H¯r(z¯) = iHr(z).
Then
∂tht(z) = Hr−t(ht(z)− Ut), h0(z) = z,
∂tRe[ht(x+ ir)] = H
R
r−t(Re[ht(x+ ir)]− Ut),
∂th¯t(z) = h¯t(z)H¯r−t(h¯t(z)/U¯t), h¯0(z) = z. (32)
Proof. This is an straightforward consequence of Lemma 12.
The function Hr(z) has several interesting properties.
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• Hr(z) is an odd elliptic function. In other words, it is a meromorphic doubly periodic function
in C, with periods 2pi, 2ir.
• Let Γ(r) be the measure of Brownian bubbles in D that are rooted at 1 and intersect D \Ar.
Since D and Ar have smooth boundaries, we can write
Γ(r) =
1
pi
∫
Cr
HAr(1, w)HD(w, 1)|dw|.
(The constant 1/pi in the last equation is because of our choice of normalization for the Poisson
kernel. It is normalized so that HD(0, 1) = 1/2.) Starting from the definition (31), one can
show that
Hr(z) =
2
z
+ z
(
2Γ(r)− 1
r
− 1
6
)
+ O(|z|3), z → 0. (33)
See Lemma 3.16 in [15] for more details. It follows that Hr(z) is analytic on C \ {2kpi +
i2mr; k,m ∈ Z} and has poles of degree 1 at points {2kpi + i2mr; k,m ∈ Z}.
• Let ℘ be the Weierstrass elliptic function with periods 2pi, i2r. Then
∂zHr(z) = −2℘(z) + ζr,
where ζr is a constant depending on r [21].
3.3 Comparing annulus SLEκ to radial SLEκ
Suppose with respect to a probability space (Ω,F ,P), γt is a radial SLEκ path from u¯ to 0 in D.
We assume γt has the radial parametrization log g¯
′
t(0) = at/2. With respect to P, ξt is a Brownian
motion and ξ¯t = g¯t(γ(t)) = e
iξt . Denote by µD(u¯, 0) the distribution of γt and let µAr(u¯, w¯) be the
distribution of SLEκ from u¯ to w¯ in Ar. Recall our notation in section 2.1 and let W¯t = h¯t(w¯).
The following result is stated in section 7.2 of [15]. Here, we give a proof with more details.
Proposition 2. Let τr = inf{t; γt ∩ Cr 6= ∅} and suppose t < τr. Then
dµAr(u¯, w¯)
dµD(u¯, 0)
(γt) =
|h¯′t(w¯)|b|φ¯′t(ξ¯t)|b
g¯′t(0)b˜
exp {mD(Cr, γt)}ΨAr(t)(U¯t, W¯t). (34)
Proof. Let D ⊂ Ar be a simply connected domain that agrees with Ar in neighborhoods of u¯, w¯.
Let Dt = h¯t(D \ γt) and ΨAr(t)(U¯t, W¯t; Dt) = ||µAr(t)(U¯t, W¯t; Dt)||. It is easy to see that
dµAr(u¯, w¯; D)
dµAr(u¯, w¯)
(γt) = 1{γt ⊂ D}
ΨAr(t)(U¯t, W¯t;Dt)
ΨAr(t)(U¯t, W¯t)
.
By the definition of SLEκ in Ar,
dµAr(u¯, w¯; D)
dµD(u¯, w¯)
(γt) = exp
{
−c
2
mAr(γt, Ar \D)
}
1{γt ⊂ D}
ΨAr(t)(U¯t, W¯t;Dt)
ΨDt(U¯t, W¯t)
.
Let |z¯| = 1 be another analytic boundary point of D and let Z¯t = h¯t(z¯). Since D is simply
connected, we have
dµD(u¯, w¯)
dµD(u¯, z¯)
(γt) =
|h¯′t(w¯)|b ΨDt(U¯t, W¯t)
|h¯′t(z¯)|b ΨDt(U¯t, Z¯t)
.
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Moreover, by comparing chordal SLEκ in D and D we get
dµD(u¯, z¯)
dµD(u¯, z¯)
(γt) = exp
{c
2
mD(γt,D \D)
}
1{γt ⊂ D}
Ψg¯t(D\γt)(ξ¯t, g¯t(w¯))
ΨD(ξ¯t, g¯t(z¯))
.
Finally, comparing chordal and radial SLEκ in D gives
dµD(u¯, z¯)
dµD(u¯, 0)
(γt) =
|g¯′t(z¯)|b ΨD(ξ¯t, g¯t(z¯))
g¯′t(0)b˜
.
Note that
ΨDt(U¯t, Z¯t) = |φ¯′t(ξ¯t)|−b |φ¯′t(g¯t(z¯))|−b Ψg¯t(D\γt)(ξ¯t, g¯t(z¯))
and
mD(γt,D \D) = mAr(γt, Ar \D) +mD(γt, Cr).
Therefore,
dµAr(u¯, w¯; D)
dµD(u¯, 0)
(γt) =
|h¯′t(w¯)|b|φ¯′t(ξ¯t)|b
g¯′t(0)b˜
exp
{c
2
mD(γt, Cr)
}
1{γt ⊂ D}ΨAr(t)(U¯t, W¯t;Dt).
The result follows since this is true for any simply connected domain D.
Lemma 13. For s > 0, x ∈ R, define
Ls(x) = −κ∂xΨAs(ψ(x), e
−s)
ΨAs(ψ(x), e
−s)
.
If γt has the distribution of SLEκ from u¯ to w¯ in Ar, then
dUt = Lr−t(Wt − Ut)dt+
√
κdBt, (35)
where Bt is a Brownian motion.
Proof. Let Mt denote the Radon-Nikodym derivative given in the statement of Proposition 2 and
note that |φ¯′t(ξ¯t)| = φ′t(ξt). With respect to P, Mt is a martingale and
dMt = Mt
[
b
φ′′t (ξt)
φ′t(ξt)
+ iφ′t(ξt)φ¯t(ξ¯t)
∂1ΨAr(t)(U¯t, W¯t)
ΨAr(t)(U¯t, W¯t)
]
dξt.
Here, ∂1 denotes the derivative with respect to the first argument. Using the Girsanov’s theorem,
there exists a probability measure P′ such that
dξt =
[
b
φ′′t (ξt)
φ′t(ξt)
+ iφ′t(ξt)φ¯t(ξ¯t)
∂1ΨAr(t)(U¯t, W¯t)
ΨAr(t)(U¯t, W¯t)
]
dt+ dBt, (36)
where Bt is a standard Brownian motion with respect to P′.
For z ∈ Sr,t, the transformation g˜t satisfies the radial Loewner equation
∂tg˜t(z) =
a
2
cot
(
g˜t(z)− ξt
2
)
.
By using the chain rule we get
∂tht(z) = φ˙t(g˜t(z)) + φ
′
t(g˜t(z))∂tg˜t(z).
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Hence,
−r˙(t)Hr(t)(ht(z)− Ut)−
a
2
φ′t(g˜t(z)) cot
(
g˜t(z)− ξt
2
)
= φ˙t(g˜t(z)).
From Lemma 8 we know r˙(t) = −aφ′t(ξt)2/2. Moreover, cot(z) = 1/z + O(|z|) as z → 0. By using
equation (33) we can see that
φ˙t(ξt) = −3a
2
φ′′t (ξt) = −(
1
2
+ b)φ′′t (ξt).
Therefore, (36) implies that
dUt = dφt(ξt) = −bφ′′t (ξt)dt+ φ′t(ξt)dξt
=
[
iφ′t(ξt)
2φ¯t(ξ¯t)
∂1ΨAr(t)(U¯t, W¯t)
ΨAr(t)(U¯t, W¯t)
]
dt+ φ′t(ξt)dBt.
We can use Lemma 8 one more time to see that with annulus parametrization the last equation
can be written as
dUt = iκU¯t
∂1ΨAr−t(U¯t, W¯t)
ΨAr−t(U¯t, W¯t)
dt+
√
κdBt.
From conformal covaraince of the partition function, we get ΨAr−t(U¯t, W¯t) = ΨAr−t(ψ(Wt −
Ut), e
−r+t). Moreover,
∂(Wt−Ut)ΨAr−t(ψ(Wt − Ut), e−r+t) = iψ(Wt − Ut) ∂1ΨAr−t(ψ(Wt − Ut), e−r+t)
and
∂1ΨAr−t(U¯t, W¯t) = −ψ(Wt − 2Ut) ∂1ΨAr−t(ψ(Wt − Ut), e−r+t),
which completes the proof.
It is not hard to verify that for x ∈ (−pi, pi), ΨAr(ψ(x), e−r) is an even function that is
decreasing in |x|. Hence, Lr(x) is an odd function with Lr(x) ≥ 0 for x ∈ [0, pi). For more details
see section 5 of [15].
4 Proof of Theorem 1
4.1 The case with two paths
We consider the measure on paths (γ, γ′), where γ, γ′ are SLEκ paths from |u¯| = 1 to |w¯| = e−r
and from |u¯′| = 1 to |w¯′| = e−r, respectively. Let u¯ = (u¯, u¯′), w¯ = (w¯, w¯′). By (17), the partition
function can be written as
ΨAr (u¯, w¯) = ΨAr
(
(u, u′), (w,w′)
)
= ΨAr(u¯, w¯)E
[
HAr\γ(u¯
′, w¯′)b
]
,
where E denotes the expectation with respect to the distribution of γ. Recall the function ψ(z) = eiz
and choose 0 ≤ u, u′, w, w′ < 2pi such that
u¯ = ψ(u), u¯′ = ψ(u′), w¯ = ψ(w + ir), w¯′ = ψ(w′ + ir).
Consider the function
V (r,u,w) =
ΨAr(u¯, w¯)
ΨAr(u¯, w¯)HAr(u¯
′, w¯′)b
= E
[
QAr(u¯
′, w¯′;Ar \ γ)b
]
. (37)
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We will show that V is a smooth function of r, u, u′, w, w′. It is clear that V (r,u,w) can be written
as a function of r, (u′ − u), (w − u), (w′ − u). However, it is easier to prove the smoothness if we
consider it as V (r,u,w).
Let ηt ⊂ Sr be the unique continuous curve satisfying ψ(ηt) = γt, η(0+) = u. Define
h¯t, g¯t, ht, gt, etc. for γt as in section 2.1. Define,
Ut = ht(η(t)), U
′
t = ht(u
′), Wt = ht(w + ir), W ′t = ht(w
′ + ir),
U¯t = h¯t(γ(t)), U¯
′
t = h¯t(u¯
′), W¯t = h¯t(w¯), W¯ ′t = h¯t(w¯
′).
Note that for t < τr, we can write HAr\γt(u¯
′, w¯′) in terms of the Poisson kernel in the covering
space Sr,t,
HAr\γt(u¯
′, w¯′) = er
∑
k∈Z
HSr,t(u
′, w′ + 2kpi).
For now, suppose γt has the radial parametrization.
Lemma 14. Suppose t < τr and let z ∈ R, z′ ∈ R+ ir and Zt = ht(z), Z ′t = ht(z′). Then
∂t logQSr(z, z
′;Sr,t) = 2 r˙(t)F(r(t), Zt − Ut, Z ′t − Ut), (38)
where Ut = ht(η(t)), r(t) are defined in (4) and
F(r, z, z′) :=
∑
k∈Z
HSr(z, 2kpi)HSr(2kpi, z
′)
HSr(z, z
′)
.
Proof. We only need to prove the claim for the right derivative with respect to t since the right-
hand side of (38) is continuous in t. Moreover, we only need to prove the claim for the derivative
at t = 0 because
∂t logQSr(z, z
′;Sr,t) = lim
s↓0
1
s
logQSr,t(z, z
′;Sr,t+s)
= lim
s↓0
1
s
logQSr(t)
(
Zt, Z
′
t;Sr(t) \ ht ◦ η˜ (t, t+ s)
)
.
First, note that by using (11) and Lemma 8 we get
lim
s↓0
1
s
hcap [ht ◦ η (t, t+ s)] = aφ′t(ξt)2 = −2r˙(t).
At t = 0 we have
∂t logQSr(z, z
′;Sr,t) = ∂tQSr(z, z
′;Sr,t) = −∂t[1−QSr(z, z′;Sr,t)].
The term 1−QSr(z, z′;Sr,t) is the probability that a Brownian excursion from z to z′ in Sr hits η˜t.
We first calculate the probability that the Brownian excursion hits ηt. We can write
1−QSr(z, z′;Sr \ ηt) =
Ez[HSr(Bτ , z
′)1{Bτ ∈ ηt}]
HSr(z, z
′)
,
where Bs is a Brownian excursion in H started from z and τ is the first time Bs exits Sr \ ηt. Let
D ⊂ Sr be a half disk centered at u such that z 6∈ D¯. Assume t is small enough so that ηt ⊂ D and
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let dt = 2diam[ηt]. Using the exact form of the Poisson kernel in D, we can see that if Bτ ∈ ηt,
then for any w ∈ ∂D ∩H,
HD(Bτ , w) = Im(Bτ )HD(u,w)[1 +O(dt)].
Using this, we get
HSr(Bτ , z
′) 1{Bτ ∈ ηt} = Im(Bτ )HSr(u, z′) 1{Bτ ∈ ηt} [1 +O(dt)].
Let f(w) be the unique bounded harmonic function on Sr \ηt with boundary condition Im(w)1{w ∈
ηt}. Similarly to Lemma 10, we can show that
Ez[f(Bτ )] = hcap[ηt]HSr(z, u)[1 +O(dt)]. (39)
To see this, suppose Dt ⊂ Sr is a half disk of radius dt centered at u and let w ∈ Sr ∩ ∂Dt. Lemma
9 implies that
HSr\D¯t(z, w) = 2 sin θwHSr(z, u)[1 +O(dt)],
where θw = argw. Using this, we get
Ez[f(Bτ )] =
1
pi
HSr(z, u)[1 +O(dt)]
∫
Sr∩∂Dt
2 sin θwE
w[f(Bτ )]|dw|. (40)
Let σ be the first time Bs exits H \ ηt. Note that τ ≤ σ and for w ∈ Sr ∩ ∂Dt,
Ew[f(Bτ )] = E
w[Im(Bσ)]− Ew[Im(Bσ)1{τ < σ}],
Ew[Im(Bσ)1{τ < σ}] = O(dt)hcap[ηt],
1
pi
∫
Sr∩∂Dt
2 sin θwE
w[Im(Bσ)]|dw| = hcap[ηt].
Plugging this into (40) proves (39). Therefore we can see that at t = 0, for any k ∈ Z
∂t[1−QSr(z, z′;Sr \ ηt + 2kpi)] = a
HSr(z, u+ 2kpi)HSr(u+ 2kpi, z
′)
HSr(z, z
′)
.
One can use a similar argument to see that the probability of the Brownian excursion hitting at
least two copies of ηt is of order O(hcap[ηt]
2). Therefore,
1−QSr(z, z′;Sr,t) =
∞∑
k=−∞
[
1−QSr(z, z′;Sr \ ηt + 2kpi)
]
+ O(hcap[ηt]
2),
and
∂t[1−QSr(z, z′;Sr,t)] = ∂t
∑
k∈Z
[1−QSr(z, z′;Sr \ ηt + 2kpi)].
The result for general t follows from this and Lemma 8.
If γt has the annulus parametrization, then τr = r and for any t < r we can write (38) as
∂t logQSr(z, z
′;Sr,t) = −2 F(r − t, ht(z)− Ut, ht(z′)− Ut). (41)
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Proposition 3. For s > 0, z, z′ ∈ R, define
A(s, z, z′) =
HAs(ψ(z), 1)HAs(1, ψ(z
′ + is))
HAs(ψ(z), ψ(z
′ + is))
.
If γt has the annulus parametrization, then for all t < r,
∂t logQAr(u¯
′, w¯′;Ar \ γt) = −2A(r − t, U ′t − Ut,W ′t − Ut). (42)
Proof. We only need to prove the claim for the right derivative and t = 0, since the right-hand side
of (42) is continuous in t and
lim
s↓0
1
s
[logQAr(u¯
′, w¯′;Ar \ γt+s)− logQAr(u¯′, w¯′;Ar \ γt)] = ∂s logQAr−t(U¯ ′t , W¯ ′t ;Ar−t \ γ¯s)|s=0,
where γ¯s = ht ◦ γ(t, t+ s] is a SLEκ curve in Ar−t starting from U¯t.
At t = 0 we have
∂t logQAr(u¯
′, w¯′;Ar \ γt) = ∂t logHAr(u¯′, w¯′;Ar \ γt) (43)
=
∂tHAr\γt(u¯
′, w¯′)
HAr(u¯
′, w¯′)
.
By using (41) we get
∂tHAr\γt(u¯
′, w¯′) = ∂t er
∑
k′∈Z
HSr,t(u
′, w′ + 2k′pi)
= −2 er
∑
k′∈Z
∑
k∈Z
HSr(u
′ − u, 2kpi)HSr(2kpi,w′ + 2k′pi − u)
= −2
∑
k∈Z
HSr(u
′ − u, 2kpi)
∑
k′∈Z
erHSr(2kpi,w
′ + 2k′pi − u)
= −2HAr(1, w¯′/u¯)
∑
k∈Z
HSr(u
′ − u, 2kpi)
= −2HAr(1, w¯′/u¯)HAr(u¯′/u¯, 1).
The result follows from this and (43).
Before we prove our main result, we recall the Ho¨rmander’s theorem. Let Ω ⊂ Rn be an open
set. A linear differential operator L with C∞ coefficients on Ω is called hypoelliptic if for every
distribution u on Ω, u is C∞ when Lu is C∞. Assume X0, X1, . . . , Xk are first order homogeneous
differential operators with C∞ coefficients on Ω. Let
L =
k∑
j=1
X2j +X0 + c,
where c is a smooth function on Ω. In [7], Ho¨rmander established a characterization of hypoelliptic
second order differential operators with C∞ coefficients. In particular, he proved the following
theorem.
Theorem 3. If at all points in Ω the rank of the Lie algebra generated by the vector fields
X0, X1, . . . , Xk equals n, then L is hypoelliptic.
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We say L satisfies the Ho¨rmander’s condition if it satisfies the requirements of Theorem 3.
Having this result, we prove the smoothness of V .
Proposition 4. If u = (u, u′), w = (w,w′), then V (r,u,w) is a positive smooth function satisfying
∂rV = −2bA(r, u′ − u,w′ − u)V + Lr(w − u)∂uV +Hr(u′ − u)∂u′V (44)
+HRr (w − u)∂wV +HRr (w′ − u)∂w′V +
κ
2
∂uuV = 0.
Proof. For t < r, we have
QAr(u¯
′, w¯′;Ar \ γt) = exp
{∫ t
0
∂t logQAr(u¯
′, w¯′;Ar \ γs)ds
}
.
This is also true for t = r because QAr(u¯
′, w¯′;Ar \γt) is continuous at t = r. Proposition 3 indicates
that
V (r,u,w) = E
[
exp
{
−2b
∫ r
0
A(r − s, U ′s − Us,W ′s − Us)ds
}]
.
If Ft denotes the σ-algebra generated by γt, then
Mt := E
[
exp
{
−2b
∫ r
0
A(r − s, U ′s − Us,W ′s − Us)ds
}∣∣∣∣Ft]
= exp
{
−2b
∫ t
0
A(r − s, U ′s − Us,W ′s − Us)ds
}
V (r − t, Ut, U ′t ,Wt,W ′t)
is a martingale. Recall that as in Proposition 1, HRt (z) = Re[Ht(z + it)] for z ∈ R. Using Lemma
13 and Proposition 1,
dUt = Lr−t(Wt − Ut)dt+
√
κdBt,
dU ′t = Hr−t(U
′
t − Ut)dt,
dWt = H
R
r−t(Wt − Ut)dt,
dW ′t = H
R
r−t(W
′
t − Ut)dt.
Consider the process
Zt =
(
r − t, QAr(u′, w′;Ar \ γt), Ut, U ′t , Wt, W ′t
)
.
This is a diffusion process with infinitesimal generator
Aφ(z) = −2bA ∂z2φ− ∂z1φ+ Lz1(z5 − z3)∂z3φ+ Hz1(z4 − z3)∂z4φ (45)
+ HRz1(z5 − z3)∂z5φ+ HRz1(z6 − z3)∂z6φ+
κ
2
∂z3z3 ,
for any C2 function φ ∈ DA and suitable z = (z1, . . . , z6) ∈ R6. Here, DA is the domain of the
generator A and we write A in short for A(z1, z4− z3, z6− z3). Using the Fokker–Planck equation,
we can see that (45) holds for any φ ∈ DA as long as the derivatives are interpreted in the weak
sense. Let
f(z) = zb2 V (z1, z3, z4, z5, z6).
28
Since Mt = f(Zt) is a martingale, we have E(f(Zt))−f(Z0) = 0 for all Z0 and t ≤ r. In particular,
f ∈ DA and Af = 0. Therefore, at least in the weak sense LV = 0 for all r, u, u′, w′, w, where
L = −2bA(r, u′ − u,w′ − u)− ∂r + Lr(w − u)∂u + Hr(u′ − u)∂u′
+ HRr (w − u)∂w + HRr (w′ − u)∂w′ +
κ
2
∂uu.
We now prove that L satisfies the Ho¨rmander’s condition, from which we conclude L is hypoelliptic
and V is a smooth function using Theorem 3. Note that
L = 1
2
A21 +A0 + C,
where
A1 =
√
κ∂u
A0 =− ∂r + Lr(w − u)∂u + Hr(u′ − u)∂u′ + HRr (w − u)∂w + HRr (w′ − u)∂w′
C = −2bA(r, u′ − u,w′ − u).
We will show that the Lie algebra generated by the vector fields
A0, A1, [A1, A0], [A1, [A1, A0]], . . . (46)
has rank 5 for every r, u, u′, w, w′ satisfying r > 0, u 6= u′, w 6= w′. It is not hard to see that for
every n ∈ N, the (n+ 2)-th term in (46) can be written as
[∂u(n)Lr(w − u)]∂u + [∂u(n)Hr(u′ − u)]∂u′ + [∂u(n)HRr (w − u)]∂w + [∂u(n)HRr (w′ − u)]∂w′ ,
where ∂u(n) denotes the n-th derivative with respect to u. Among the vector fields given in (46), A0
is the only vector field with nonzero coefficient for ∂r. Also in A1, only ∂u has nonzero coefficient.
Therefore, it is enough to show that the span of the vector fields ∂u′ , ∂w, ∂w′ is a subspace of the
span of
[A1, A0], [A1, [A1, A0]], [A1, [A1, [A1, A0]]], . . . .
For a fixed r > 0, define the functions f0(z) = Hr(z), f1(z) = Hr(z + ir). Note that f
′
1(z) =
∂zH
R
r (z) for z ∈ R, since Im[Hr(z + ir)] = 1. We want to show that for all 0 < z1 < 2pi and
0 ≤ z2 < z3 < 2pi, there exist three linearly independent vectors among
vk := (f
(k)
0 (z1), f
(k)
1 (z2), f
(k)
1 (z3)), k ≥ 1.
Suppose the claim is not true and there exist constants aj , j ∈ {1, 2, 3} such that they are not all
equal to 0 and a1f
(k)
0 (z1) + a2f
(k)
1 (z2) + a3f
(k)
1 (z3) = 0 for all k ≥ 1. If
f˜() := a1f0(z1 + ) + a2f1(z2 + ) + a3f1(z3 + ),
then f˜ (k)(0) = 0 for all k ≥ 1. Let
0 := min{z1, (2pi − z1), |z2 + ir|, |z2 + ir − 2pi|, |z3 + ir|, |z3 + ir − 2pi|}
and let B0(0) be the open ball of radius 0 around the origin. Since Hr(z) is an elliptic function
with periods 2pi, 2ir and poles at 2kpi + i2mr, the function f˜() is analytic on B0(0). Therefore,
for some constant c, f˜ ≡ c on B0(0). But this is a contradiction because f˜ is continuous and there
exists  ∈ ∂B0(0) such that f˜() =∞.
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4.2 The case n > 2
In this section we explain how the proof of Proposition 4 can be extended to the case n > 2.
Let 0 ≤ u1, . . . , un < 2pi and 0 ≤ w1, . . . , wn < 2pi be distinct numbers and for 1 ≤ j ≤ n,
define u¯j = ψ(uj), w¯j = ψ(ir + wj) as before. Let u = (u1, . . . , un), w = (w1, . . . , wn) and
u¯ = (u¯1, . . . , u¯n), w¯ = (w¯1, . . . , w¯n). For 1 ≤ j ≤ n, let γj be a continuous path connecting u¯j to
w¯j in Ar and let γ = (γ
1, . . . , γn). Define
V (r, u, w) =
ΨAr(u¯, w¯)
ΨAr(u¯
1, w¯1)
∏n
j=2HAr(u¯
j , w¯j)b
=
∏n
j=2 ΨAr(u¯
j , w¯j)∏n
j=2HAr(u¯
j , w¯j)b
E[Y (γ)],
where E denotes the expectation with respect to µ#Ar(u¯
1, w¯1)× . . .× µ#Ar(u¯n, w¯n).
Lemma 15. Let mt denote the Brownian loop measures of loops in Ar \ γ1t and let m = m0. Let
u¯t = (γ
1(t), u¯2, . . . , u¯n) and define γt to be n-tuples of paths connecting u¯t to w¯ in Ar \ γt. Then
n∑
j=2
m[Kj(γ)] =
n∑
j=2
mt[Kj(γt)] +
n∑
j=2
m(γ1t , γ
j).
Proof. We prove this by induction. It is easy to see that the claim is true for n = 2. Assuming the
claim holds for n− 1, we prove it for n. Let γ = (γ ′, γn) and γt = (γ ′t, γn). Using Lemma 1,
n∑
j=2
m[Kj(γ)] =
n−1∑
j=2
m[Kj(γ
′)] +m(γ1t , γ
n) +mt(γ
′
t, γ
n).
Hence, by the induction hypothesis for n− 1,
n∑
j=2
m[Kj(γ)] =
n−1∑
j=2
mt[Kj(γ
′
t)] +
n∑
j=2
m(γ1t , γ
j) +mt(γ
′
t, γ
n).
Using Lemma 1 one more time gives the result.
Proof of Theorem 1. Since ΨAr(u¯
j , w¯j), HAr(u¯
j , w¯j) are smooth, it is enough to to prove that V
is smooth and this can be proved in a similar way to Proposition 4. Suppose γ1t has the annulus
parametrization. Let h¯t : Ar \ γ1t → Ar−t be our usual conformal transformation. Let U jt =
ht(u
j), W jt = Re[ht(ir + w
j)], Ut = (U
1
t , . . . , U
n
t ), Wt = (Wt, . . . ,W
n
t ) and U¯
j
t = h¯(u¯
j), W¯ jt =
h¯(w¯j). Using Lemma 15 and equations (12), (9), we can see that
Mt :=
∏n
j=2 ΨAr(u¯
j , w¯j)∏n
j=2HAr(u¯
j , w¯j)b
E[Y (γ)|γ1t ]
=
∏n
j=2 ΨAr(u¯
j , w¯j)∏n
j=2HAr(u¯
j , w¯j)b
∏n
j=2 ΨAr\γ1t (u¯
j , w¯j)∏n
j=2 ΨAr(u¯
j , w¯j)
E[Y (γt)|γ1t ]
=
∏n
j=2 ΨAr\γ1t (u¯
j , w¯j)∏n
j=2HAr(u¯
j , w¯j)b
∏n
j=2HAr−t(U¯
j
t , W¯
j
t )
b∏n
j=2 ΨAr−t(U¯
j
t , W¯
j
t )
V (r − t,Ut, Wt)
=
n∏
j=2
QAr(u¯
j , w¯j ;Ar \ γ1t )b V (r − t,Ut, Wt),
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is a martingale. At least in the weak sense, Mt satisfies a differential equation related to the
infinitesimal generator of the process
(r − t, QAr(u2, w2;Ar \ γ1t ), . . . , QAr(un, wn;Ar \ γ1t ),Ut,Wt).
Proposition 3 gives the time derivative of QAr(u¯
j , w¯j ;Ar \ γ1t ). The derivatives of V (r− t,Ut,Wt)
can be described using Proposition 1. Using these, we can see that if
A1 =
√
κ∂u1 ,
A0 = −∂r + Lr(w1 − u1)∂u1 +
n∑
j=2
Hr(u
j − u1)∂uj +
n∑
j=1
HRr (w
j − u1)∂wj ,
C = −2b
∑
j=2
A(r, uj − u1, wj − u1),
L = 1
2
A21 +A0 + C,
then LV = 0 for all r > 0 and distinct u,w. Verifying the Ho¨rmander’s conditions can be done as
in the proof of Proposition 4.
5 Two-Sided Measures
In this section, we start with reviewing the boundary perturbation property for radial SLEκ. This
is similar to the same property for chordal SLEκ described in [11, 13]. Similar to the chordal case,
this allows for obtaining radial SLEκ in a smaller domain by a change of measure.
Next, we construct two-sided SLEκ using two independent radial SLEκ and a change of
measure. Finally, we make a connection between two-sided SLEκ in D and bi-chordal annulus
SLEκ. In particular, we show that before reaching the boundary, the two measures are absolutely
continuous and we give an estimate for the Radon-Nikodym derivative.
5.1 Boundary perturbation for radial SLEκ
Suppose D ⊂ D is a simply connected domain such that 0 ∈ D and D agrees with D in a neighbor-
hood of 1. Let K = D \D. Let G¯ : D → D be the unique conformal transformation with G¯(0) = 0
and G¯′(0) > 0. Let γt be a radial SLEκ from 1 to 0 in D (continuity at 0 is shown in [16]) and
let g¯t : D \ γt → D be the unique conformal transformation satisfying g¯t(0) = 0, g¯′t(0) > 0. Let
γ¯t = G¯(γt), define ϕ¯t : D\γ¯t → D to be the conformal transformation satisfying ϕt(0) = 0, ϕ′t(0) > 0
and let Φ¯t := ϕ¯t ◦ G¯ ◦ g¯−1t . Let gt be the unique conformal transformation that is continuous in t
and satisfies
g¯t(e
iz) = eigt(z), g0(z) = z.
Define G, ϕt, Φt in a similar way for G¯, ϕ¯t, Φ¯t (see figure 1). As before, let ψ(z) = e
iz. Let Ut be
the continuous process satisfying ψ(Ut) = g¯t(γ(t)), U0 = 0. If γt has the radial parameterization,
then we know that g¯t satisfies the radial Loewner equation
∂tg¯t(z) =
a
2
g¯t(z)
eiUt + g¯t(z)
eiUt − g¯t(z) , g¯0(z) = z,
for any z ∈ D \ γt. Equivalently, if cot2(z) := cot(z/2), then
∂tgt(z) =
a
2
cot2 (gt(z)− Ut) , g0(z) = z.
If γt does not have radial parameterization, then the term a/2 is substituted with ∂t log g¯
′
t(0).
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Figure 1: Shaded area in unit disk on the top left represents K = D \D.
Lemma 16. The Brownian loop measure of loops with nonzero winding number in D that intersect
D \D is
log G¯′(0)
6
.
Proof. Using conformal invariance and infinitesimal perturbations it is not hard to see that the
measure must be a linear function of log G¯′(0). One can compute the constant using the Brownian
bubble measure; see corollary 3.12 in [15].
Lemma 17. Let γt ⊂ D be a curve with γ(0+) ∈ ∂D such that log g¯′t(0) = at/2 and γ(t) → 0 as
t→∞. If τr = inf{t : γt ∩ Cr 6= ∅}, then
lim
t→∞ Φ¯
′
t(0) = 1, limr→∞Φ
′
τr(Uτr) = 1.
Proof. For the first limit, note that the Schwarz lemma implies that
1 ≤ Φ¯′t(0) ≤
1
dist(0, g¯t(K))
.
Hence it suffices to show that the harmonic measure of g¯t(K) from 0 in D \ g¯t(K) tends to zero.
But this is the same as the harmonic measure of K from 0 in D \ γt and this goes to 0 monotically
by the Beurling estimate.
To prove the second equality, we need the following fact (see Lemma 2.6 in [16] for more
details and a proof). Choose d such that e−d ≤ dist(0,K) and let r > d. There exists a unique
open connected arc η(0, 1) ⊂ Cd such that η(0+), η(1−) ∈ γτr and η(0, 1) disconnects K from 0
in D \ γτr . Consider the disjoint union C0 = l1 ∪ l2 ∪ l3 ∪ {ψ(Uτr)}, where l3 is the unique closed
connected arc with endpoints g¯τr(η(0+)), g¯τr(η(1−)) and l1, l2 are open connected arcs. Then
diam[g¯τr ◦ η(0, 1)] ≤ c0 e−(r−d)/2 min{|l1|, |l2|},
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where | · | denotes length and c0 is an absolute constant. Let K¯r = g¯τr(K). Since η(0, 1) disconnects
K from 0 in D \ γτr , the curve g¯τr ◦ η(0, 1) disconnects K¯r from 0 in D. Therefore, for large enough
r,
diam(K¯r) ≤ ce−(r−d)/2 min{|l1|, |l2|}, min{|l1|, |l2|} ≤ pi dist(ψ(Uτr), K¯r), (47)
where c is an absolute constant. Note that Φ′τr(ψ(Uτr)) is the probability that a Brownian motion
from 0 to ψ(Uτr) in D does not hit K¯r. One can verify that for some constant c∗,
1− Φ′τr(Uτr) ≤ c∗diam(K¯r)2dist(Uτr , K¯r)−2.
To see this let σ be the first time Brownian motion B starting from the origin exits D \ K¯r. Then
1− Φ′τr(Uτr) =
E[HD(Bσ, Uτr)1{Bσ ∈ D}]
HD(0, Uτr)
.
Moreover,
P[Bσ ∈ D] = O(diam(K¯r)).
Using the exact form of Poisson kernel in D, there exists a constat c such that for any w ∈ K¯r,
HD(w,Uτr) < c
diam(K¯r)
dist(ψ(Uτr), K¯r)
2
.
The result follows from this and equation (47).
Proposition 5. Suppose γt is a radial SLEκ from 1 to 0 in D. Let τ = inf{t; γt 6⊂ D} and denote
by Ut the continuous process satisfying e
iUt = g¯t(γ(t)), U0 = 0. Then
Mt = 1{t < τ} Φ′t(Ut)b Φ¯′t(0)b˜ exp
{c
2
mD(γt,K)
}
, b˜ =
b
6
+
c
12
, (48)
is a uniformly integrable martingale and
dµD(1, 0)
dµD(1, 0)
(γt) = Mt.
Moreover,
M∞ := lim
t→∞Mt = 1{γ ⊂ D} exp
{c
2
mD(γ,D \D)
}
.
The proof follows the outline of boundary perturbation for chordal SLEκ with one extra
consideration.
• Use stochastic calculus to find an appropriate local martingale.
• Identify some of the terms in the martingale as Brownian loop terms. For the radial case one
separates the loops of zero winding number from those of nonzero winding number.
• Use Girsanov theorem to see that the process obtained by tilting by the local martingale is
the same as SLEκ in the smaller domain and use this to conclude that the martingale is
uniformly integrable.
What the proof will show is that radial SLEκ in D is radial SLEκ in D “weighted locally by
Φ′t(Ut)b” Indeed the local martingale Mt can be viewed as Ct Φ′t(Ut)b where Ct is the differentiable
process needed to make it a local martingale.
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Proof. Assume γt is a radial SLEκ with respect to a probability space (Ω,F ,P). With respect to
this probability space, Ut is a standard Brownian motion. If t < τ , then we can see from Lemma 8
that
log ϕ¯′t(0) =
a
2
∫ t
0
Φ′s(Us)
2 ds. (49)
Note that if ht := g
−1
t , then Φt = ϕt ◦ G ◦ ht. Using this, the chain rule and the radial Loewner
equation, we can see that
Φ˙t(z) = ϕ˙t(G ◦ ht(z)) + ϕ′t(G ◦ ht(z))G′(ht(z)) h˙t(z),
=
aΦ′t(Ut)2
2
cot2(Φt(z)− U∗t ) + Φ′t(z) g′t(ht(z)) h˙t(z),
=
aΦ′t(Ut)2
2
cot2(Φt(z)− U∗t )−
aΦ′t(z)
2
cot2(z − Ut).
Taking limit as z → Ut gives
Φ˙t(Ut) = −3aΦ′′t (Ut)/2. (50)
Moreover, we can take derivative (with respect to z) of the right-hand-side of the equation above
and let z → Ut to get
Φ˙′t(Ut) =
a
2
[
Φ′′t (Ut)2
2Φ′t(Ut)
− 4Φ
′′′
t (Ut)
3
]
. (51)
Therefore, an application of the Itoˆ’s formula gives
dU∗t = dΦt(Ut) = −bΦ′′t (Ut) dt+ Φ′t(Ut) dUt. (52)
If γt is a SLEκ in D, then γ¯t is a (time change of) SLEκ in D and U∗t is a Brownian motion (with
an appropriate time change). Let Zt = Φ
′
t(Ut)
b. Using the Itoˆ’s formula and (51), we get
dZt
Zt
=
[
ac
12
SΦt(Ut) +
ab
12
(1− Φ′t(Ut)2)
]
dt+ b
Φ′′t (Ut)
Φ′t(Ut)
dUt.
Here, S denotes the Schwarzian derivative
Sf(z) =
f ′′′(z)
f ′(z)
− 3f
′′(z)2
2f ′(z)2
.
So far we have done straightforward stochastic calculus. Now we view these quantities in terms
of Brownian loops that intersect both K and γt. We recall (see [12] or [14, Proposition 5.22]), that
if K ′ ⊂ H and γ is a chordal SLE starting at the origin, then the measure of loops that intersect
both K ′ and γt is −SΦ(0)at/6 + o(t) where Φ : H \K ′ → H is a conformal transformation. Using
this we can see that if K = D \D, then
mˆD(γt,K) := −a
6
∫ t
0
SΦs(Us)ds
is the Brownian loop measure of loops in D that have zero winding number and intersect both γt
and K (having zero winding number means that it is an image under ψ of a loop in H). By using
Lemma 16 and an straightforward inclusion-exclusion argument we can see that the Brownian loop
measure of loops with nonzero winding number that intersect both γt and K is
1
6
[log G¯′(0)− log Φ¯′t(0)] =
a
12
∫ t
0
(1− Φ′s(Us)2)ds.
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Here for the second equality, we have used (49) and the fact Φ¯t ◦ g¯t = ϕ¯t ◦ G¯. Therefore, for t < τ ,[
ac
12
SΦt(Ut) +
ab
12
(1− Φ′t(Ut)2)
]
= −c
2
mD(γt, K) + b˜ [log Φ¯
′
t(0)− log G¯′(0)]
and
Mt = Φ
′
t(Ut)
b Φ¯′t(0)
b˜ exp
{c
2
mD(γt,K)
}
, t < τ,
is a local martingale satisfying
dMt = b
Φ′′t (Ut)
Φ′t(Ut)
Mt dUt, M0 = G
′(0)b G¯′(0)b˜.
Let τn = min(n, inf{t; dist(γt,K) < e−n}). It is easy to see that for all n ∈ Z+, the local martingale
Mt∧τn is uniformly bounded and hence is a martingale.
Let Pˆn be the probability measure obtained from weighting P by Mτn/M0. With respect to
Pˆn, equation (52) becomes
dU∗t = Φ
′
t(Ut) dWt, t < τn,
where Wt is a standard Brownian motion. That is, with respect to Pˆn the curve γt≤τn has the
distribution of (a time change of) radial SLEκ from 1 to 0 in D. Let Pˆ = Pˆ∞ denote the probability
measure obtained from applying the Kolmogorov extension theorem to the consistent measures Pˆn.
Since τn ↑ τ , with respect to Pˆ and for any t < τ the curve γt has the distribution of radial
SLEκ in D. Since radial SLEκ≤4 in D stays at a positive distance from K and goes to 0, we have
mD(γ∞,K) <∞. It follows from this and Lemma 17 that with Pˆ-probability one Mτ = M∞ <∞.
From this, we get
dPˆ
dP
=
Mτ
M0
(e.g. see Theorem 5.3.3 in [5]). Since κ ≤ 4, we have Mτ = 0 in case τ <∞. If τ =∞, the result
follows from Lemma 17.
5.2 Two-sided SLEκ
Suppose γ1t , γ
2
s are two independent radial SLEκ in D, as shown in figure 2 each parametrized by
its own capacity. Define τ = inf{t : γ1t ∩ γ2t 6= ∅} to be the first time the curves intersect. Let
t, s < τ and define the following (see Figure 2).
• Let g¯t : D \ γ1t → D be the unique conformal transformation satisfying g¯t(0) = 0, g¯′t(0) > 0.
• Let gt be the conformal transformation that is continuous in t and
g¯t(e
iz) = eigt(z), g0(z) = z.
• Let γ¯2t,s = g¯t(γ2s ).
• Similarly to g¯t, gt, define the conformal transformations G¯s, Gs for γ2s and let γ¯1t,s = Gs(γ1t ).
• Define Φ¯t,s = eiΦt,s and φ¯t,s = eiφt,s as in the figure and let
g¯t,s = Φ¯t,s ◦ g¯t = φ¯t,s ◦ G¯s.
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Figure 2: Two-sided SLEκ
• We assume γ1t , γ2t each have independent radial parametrizations so that log g¯′t(0) = at/2,
log G¯′s(0) = as/2.
• Let Ut, Xs, U∗t,s, X∗t,s be as indicated by Figure 2. Under this parametrization, Ut, Xs are
independent standard Brownian motions with respect to a probability space (Ω,F ,P).
• We will write Φt, ϕt, U∗t , X∗t , Zt, etc. for Φt,t, ϕt,t, U∗t,t, X∗t,t, Zt,t, etc..
• Let
Zt,s = Φ
′
t,s(Ut)
b ϕ′t,s(Xs)
b, (53)
Θt = X
∗
t − U∗t . (54)
We will now consider a process that can be called “locally independent SLEκ”. It is the process
such that given γ1t and γ
2
s , the paths are moving like independent radial SLEκ paths in D\(γ1t ∪γ2s ).
In analogy to the boundary perturbation case, we can describe the process as independent SLEκ
paths “weighted locally by Zt,s”. To make this precise, we first find an appropriate compensator
to make this a local martingale.
Lemma 18. The Brownian loop measure of loops in D that intersect both γ1t and γ2s and have
nonzero winding number is
log G¯′s(0)− log Φ¯′t,s(0)
6
=
log g¯′t(0)− log ϕ¯′t,s(0)
6
.
Proof. This follows from Lemma 16 and an easy inclusion-exclusion argument.
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Lemma 19. Assume t < τ , Ut, Xt are independent standard Brownian motions, and let Kt =
Φ′t(Ut)2 + ϕ′t(Xt)2. Then
Mt = ZtΦ¯
′
t(0)
b˜e−b˜at/2 exp
{
c
2
mD(γ
1
t , γ
2
t ) +
ab
4
∫ t
0
Kr
sin2(Θr)2
dr
}
,
is a local martingale satisfying
dMt = bMt
[
Φ′′t (Ut)
Φ′t(Ut)
dUt +
ϕ′′t (Xt)
ϕ′t(Xt)
dXt
]
.
Here, b˜ is the interior scaling exponent defined in (1).
Proof. The Itoˆ’s formula and similar calculations as in the last section give
dΦ′t,s(Ut)b
Φ′t,s(Ut)b
=
[
ac
12
SΦt,s(Ut) +
ab
12
(1− Φ′t,s(Ut)2)
]
dt− abϕ
′
t,s(Xs)
2
4 sin2(U∗t,s −X∗t,s)2
ds+ b
Φ′′t,s(Ut)
Φ′t,s(Ut)
dUt.
Here, sin2(x) = sin(|x|/2). We can derive a similar formula for ϕ′t,s(Xs)b. Using the two formulas
and the independence of Ut, Xt, we have
dZt
Zt
=
[
ac
12
S Φt(Ut) +
ab
12
(1− Φ′t(Ut)2)−
abΦ′t(Ut)2
4 sin2(Θt)2
]
dt
+
[
ac
12
S ϕt(Xt) +
ab
12
(1− ϕ′t(Xt)2)−
abϕ′t(Xt)2
4 sin2(Θt)2
]
dt
+ b
Φ′′t (Ut)
Φ′t(Ut)
dUt + b
ϕ′′t (Xt)
ϕ′t(Xt)
dXt.
Here, we are also using the fact that Φ′t,s(Ut), ϕ′t,s(Xs) are C1 in t, s. Note that
m1(t) :=
−a
6
∫ t
0
S Φ′r(Ur)dr
is the Brownian loop measure of loops l in D that have the following properties:
• Winding number of l is zero.
• l intersects both γ1t and γ2t .
• If T ≤ t is the first time l intersects γ1t , then l ∩ γ2T 6= ∅.
The term
m2(t) := −a
6
∫ t
0
Sϕr(Xr)dr
has a similar interpretation for γ2t . Hence, mˆD(γ
1
t , γ
2
t ) := m1(t) + m2(t) is the Brownian loop
measure of loops in D that have zero winding number and intersect γ1t , γ2t (we are using the fact
that measure of the loops hitting γ1t , γ
2
t at the same time is zero). Moreover,
a
12
∫ t
0
(1− Φ′r(Ur)2)dr
is the Brownian loop measure of loops l in D with the following properties:
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• l has nonzero winding number.
• l intersects both γ1t and γ2t .
• l intersects γ1 first, that is, if s ≤ t is the smallest time with γ1(s) ∈ l, then l ∩ γ2s 6= ∅.
To see this, let m˜1(t) be the measure of loops having the properties above. Using Lemma 18 and
(49), the Brownian loop measure of loops in D \ γ1t that intersect both γ2t and γ1(t, t+ ) is
a
12
[
−
∫ 
0
Φ′t+r,t(Ut+r)
2dr
]
.
Moreover, the Brownian measure of loops in D \ {γ1t ∪ γ2t } that intersect both γ1(t, t + ) and
γ2(t, t+ ) is O(2). Therefore,
∂tm˜1(t) =
a(1− Φ′t(Ut)2)
12
,
and by integrating the claim follows. Using a similar argument for γ2t , we can see that
m˜D(γ
1
t , γ
2
t ) =
a
12
[∫ t
0
(1− Φ′r(Ur)2)dr +
∫ t
0
(1− ϕ′r(Xr)2)dr
]
(55)
is the Brownian loop measure of loops that intersect both γ1t and γ
2
t and have nonzero winding
number. Note that ab/12 = ab˜/2− ac/24. It follows from (55) and Lemma 18 that
ab
12
[∫ t
0
(
2− Φ′r(Ur)2 − ϕ′r(Xr)2
)
dr
]
= −c
2
m˜D(γ
1
t , γ
2
t ) +
b˜at
2
− b˜ Φ¯′t(0).
Therefore,
Mt = ZtΦ¯
′
t(0)
b˜e−b˜at/2 exp
{
c
2
mD(γ
1
t , γ
2
t ) +
ab
4
∫ t
0
Kr
sin2(Θr)2
dr
}
is a local martingale satisfying the claim.
Let
τn = inf{t; dist(γ1t , γ2t ) ≤ e−n)}
and recall that τ = τ∞. Although Mt∧τ is only a supermartingale (positive local martingale), one
can see that Mt∧τn is actually a martingale. To see this, note that Zt ≤ 1, Kt ≤ 2, Φ¯′t(0) ≤ eat/2
and mD(γ
1
t , γ
2
t ) is uniformly bounded for all t ≤ τn. Let P∗ be the probability measure obtained
from weighting P by Mt∧τn . Using the radial Loewner equation and equations (49), (50), we can
see that
dU∗t,s = −bΦ′′t,s(Ut) dt+
a
2
ϕ′t,s(Xs)
2 cot2
(
U∗t,s −X∗t,s
)
ds+ Φ′t,s(Ut) dUt,
dX∗t,s = −b ϕ′′t,s(Xs) ds+
a
2
Φ′t,s(Ut)
2 cot2
(
X∗t,s − U∗t,s
)
ds+ ϕ′t,s(Xs)dXs.
Using the Girsanov’s theorem and the Itoˆ’s formula, we have
dΘt =
a
2
Kt cot2(Θt)dt+
√
KtdWt,
where Wt is a Brownian motion with respect to P∗. By comparing to a radial Bessel process, we
can see that with P∗-probability one, sin2(Θt) > 0 for all times t <∞. Therefore, Mt∧τn <∞ with
P∗-probability one and the claim follows.
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The curves γ1t , γ
2
t have interesting distributions under the measure P∗. Fix t > 0 and assume
 > 0 is small. With respect to measure P, the curve γ1(t, t+ ) grows like radial SLEκ from γ1(t)
to 0 in D \ γ1t . Equivalently, g¯t(γ1(t, t+ )) has the distribution of radial SLEκ from Ut to 0 in D.
According to Proposition 5, weighing this process by Φ′t(Ut)b yields a radial SLEκ from γ1(t) to 0
in D \ {γ2t ∪ γ1t }. Similarly, weighing γ2(t, t + ) by ϕ′t(Xt)2 gives radial SLEκ from γ2(t) to 0 in
D \ {γ2t ∪ γ1t }. Therefore under the probability measure P∗, at each time t the curves γ1t , γ2t grow
like independent radial SLEκ in D \ {γ2t ∪ γ1t }. We can call this process locally independent SLEκ.
The calculation above was straightforward but a little complicated. It is easier to view locally
independent SLEκ in a slightly different parametrization. Let us suppose that (γ
1
t , γ
2
t ) are curves
as above but with a different parametrization that is absolutely continuous with respect to the
individual capacities. We replace the sixth bullet with
• We assume that the parametrization is such that log g¯′t,t(0) = at and
log g¯′t+δ,t(0) = at+
aδ
2
+ o(δ), δ ↓ 0.
That is, each curve increases its capacity at rate a/2 where the capacity is measured in
D \ (γ1t ∪ γ2t ). Then in this new parametrization,
∂tgt,t(z) =
a
2
cot2(gt,t(z)− U∗t ) +
a
2
cot2(gt,t(z)−X∗t ).
where
dU∗t =
a
2
cot2(U
∗
t −X∗t ) dt+ dB1t ,
dX∗t =
a
2
cot2(X
∗
t − U∗t ) dt+ dB2t .
We note that the above equations are the same as one would get if one started with indepen-
dent Brownian motions B1t , B
2
t and then tilted by the local martingale Nt = Ct | sin2(Xt−Ut)|a
where Ct is a C
1 compensator.
Before taking our next steps, we briefly recall the definition of two-sided SLEκ. Roughly
speaking two-sided SLEκ from u¯ = e
iU0 to x¯ = eiX0 is chordal SLEκ conditioned to go through
the origin. it can be defined precisely as chordal SLEκ weighted by the Green’s function, which
is proportional to sin2(gt(X0) − Ut)4a−1. Equivalently, it can be considered as radial SLEκ from
u¯ to 0 weighted by sin2(gt(X0) − Ut)a. After reaching the origin (say at time T ), the rest of the
process has the distribution of chordal SLEκ from 0 to x¯ in D \ γT (see [16] for more details).
Straightforward calculation using the Itoˆ’s formula show that
sin2 (gt(X0)− Ut)a g′t(X0)be3a
2t/8 (56)
is a martingale and tilting radial SLEκ by this martingale gives two-sided SLEκ.
We consider weighting the measure P∗ by sin2(Θt)a. Straightforward calculation using the
Itoˆ’s formula shows that
Nt = sin2(Θt)
a exp
{
3a2
8
∫ t
0
Kr dr − ab
4
∫ t
0
Kr
sin2(Θr)2
dr
}
is a local martingale satisfying
dNt =
a
2
Nt cot2 (Θt)
√
Kt dWt.
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Since Kr ≤ 2 for any r, Nt∧τ is actually a martingale. Let Pˆ be the probability measure obtained
from weighting P∗ by Nt. Equivalently, Pˆ is the probability measure obtained from weighting P by
Ot := MtNt. Using Lemma 18 and equation (55), we can see that
Ot = Zt sin2(Θt)
a Φ¯′t(0)
(b˜+3a/4) exp
{
c
2
mD(γ
1
t , γ
2
t ) +
3a2t
8
− ab˜t
2
}
. (57)
Using the Girsanov’s theorem, we can see that there exists a Brownian motion Bt such that with
respect to the measure Pˆ,
dΘt = aKt cot2 (Θt) dt+
√
Kt dBt.
Proposition 6. Let u¯ = eiU0 , x¯ = eiX0 and define the measure νt(u¯, x¯) with
d νt(u¯, x¯)
dµD(u¯, 0)× µD(x¯, 0)(γ
1
t , γ
2
t ) = Ot 1{t < τ},
where Ot is defined in (57). Then with respect to the measure νt(u¯, x¯),
• Marginal distribution of γ1t is two-sided SLEκ from u¯ to x¯.
• Marginal distribution of γ2t is two-sided SLEκ from x¯ to u¯.
• Conditional on γ1t , the process γ2t has the distribution of two-sided SLEκ from x¯ to γ1(t) in
D \ γ1t .
• Conditional on γ2t , the process γ1t has the distribution of two-sided SLEκ from u¯ to γ2(t) in
D \ γ2t .
Proof. It suffices to show that marginal measure induced on γ2t by νt(u¯, x¯) is two-sided SLEκ and
conditioned on γ2t , the distribution of γ
1
t is two-sided SLEκ from x¯ to γ
2(t) in D \ γ2t . This is
because the local martingale given in (57) is symmetric with respect to γ1t , γ
2
t .
From Proposition 5 we know that weighting µD(u¯, 0) by
G′t(U0)
−b Φ¯′t(0)
b˜Φ′t(Ut)
be−ab˜t/2 exp
{c
2
mD(γ
1
t , γ
2
t )
}
1{t < τ}
gives µD\γ2t (u¯, 0) on paths up to time t. Moreover, we can see from an appropriate time change of
(56) that weighting µD\γ2t (u¯, 0) by
ϕ¯′t(0)
3a/4 ϕ′t(Xt)
b sin2(Θt)
a
gives two-sided SLEκ from u¯ to γ
2(t) in D \ γ2t . Let E, Eˆ be expectations with respect to
µD(u¯, 0), µD\γ2t (u¯, 0). Then using the fact that ϕ¯
′
t(0) = Φ¯
′
t(0) and that the process given in (56) is
a martingale, we get
E[Ot] = Eˆ
[
G′t(Ut)
bϕ′t(Xt)
b ϕ¯′t(0)
3a/4 sin2(Θt)
a e3a
2t/8
]
= sin2(Xt −Gt(U0))aG′t(Ut)b e3a
t/8.
The proof follows from comparing this to (56).
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5.3 Bi-chordal annulus SLEκ
In this section, we derive asymptotic estimates for the partition function of bi-chordal annulus
SLEκ. Let u¯, x¯ ∈ C0 be distinct boundary points of D and let γt ⊂ D be a simple curve with
γ(0) = u¯. Define g¯t, gt to be our usual transformations for γt and choose 0 ≤ u, x < 2pi such that
u¯ = ψ(u), x¯ = ψ(x).
Lemma 20. Suppose κ < 8 and γt is a radial SLEκ from u¯ to 0 in D with radial parametrization.
Then there exist constants C, β > 0 such that for all t > 1,
E
[
HD\γt(0, x¯)
b
]
= C sin2(x− u)ae−3a2t/8[1 +O(e−βt)].
As before, sin2(θ) = sin(|θ|/2).
Proof. Although we will only use this lemma when κ ≤ 4, we will prove it here for κ < 8. Let Ut, Xt
be the unique t-continuous processes satisfying U0 = u, X0 = x and g¯t(γ(t)) = ψ(Ut), g¯t(x¯) =
ψ(Xt). Let Θt = Xt − Ut and define σ = inf{t; sin2(Θt) = 0} be the first time that Θt ∈ {0, 2pi}.
Since γt is a radial SLEκ, Ut = −Bt is a standard Brownian motion and
dΘt =
a
2
cot2(Θt)dt+ dBt, t < σ,
where as before cot2(θ) = cot(θ/2). Note that when κ ≤ 4, with probability one σ = ∞ and the
last equation is well-defined for all times t. As discussed in (56), let
Mt = sin2 (Θt)
a g′t(x)
be3a
2t/8 (58)
be a martingale satisfying
dMt =
a
2
cot2(Θt)MtdBt.
Let Pˆ be the probability measure obtained from using the Girsanov theorem with the martingale
Mt. Under the probability measure Pˆ, there exists a Brownian motion Wt such that
dΘt = a cot2(Θt)dt+ dWt. (59)
Since κ < 8, we have 2a > 1/2. Comparing this to a radial Bessel process, we can see that with
Pˆ-probability one σ =∞. Since HD\γt(0, x¯) = g′t(x) we can write
E
[
HD\γt(0, x¯)
b
]
= E
[
g′t(x)
b; t < σ
]
= E
[
Mt sin2(Θt)
−ae−3a
2t/8; t < σ
]
= M0 e
−3a2t/8 Eˆ
[
sin2(Θt)
−a; t < σ
]
= sin2(Θ0)
ae−3a
2t/8 Eˆ
[
sin2(Θt)
−a] .
The last equation holds because Pˆ{σ = ∞} = 1. It only remains to compute Eˆ [sin2(Θt)−a]. The
function
f(x) = c4a sin2(x)
4a, c4a =
[∫ 2pi
0
sin2(x)
4adx
]−1
satisfies the adjoint equation of (59) and therefore is the invariant density of Θt. Let f˜t(θ, x) be the
transition density of Θt starting at Θ0 = θ. It follows from the properties of radial Bessel processes
(see section 4 of [18]) that there exists β > 0 such that for all θ, x and t > 1,
f˜t(θ, x) = f(x)[1 +O(e
−βt)].
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Therefore,
E
[
HD\γt(0, x¯)
b
]
= C sin2(Θ0)
ae−3a
2t/8[1 +O(e−βt)],
where
C = c4a
∫ 2pi
0
sin2(x)
3adx.
Lemma 21. For every 0 > 0 and r0 > pi, there exists c0 > 0 such that the following holds. Assume
0 ≤ u, x, w, y < 2pi and pi < r < r0. Let
 = min{|u− x+ 2kpi|, |w − y + 2mpi|; m, k ∈ {−1, 0, 1}}.
Recall the partition function V defined in (37). If  > 0, then V (r, (u, x), (w, y)) > c0.
Proof. Assume u = 0 and let γt be a SLEκ curve from 1 to w¯ = ψ(w + ir) in Ar with annulus
parametrization. We can assume 0 < x, 0 ≤ w ≤ pi and w < y < 2pi + w, since the other cases can
be proved in a similar way. Let x¯ = ψ(x), y¯ = ψ(y + ir). From the definition,
V (r, (u, x), (w, y)) = E
[
QAr(x¯, y¯; γr)
b
]
,
where E denotes the expectation with respect to the distribution of γt. The goal is to show that
there exist p∗ > 0 and c∗ > 0 such that QAr(x¯, y¯; γr) > c∗ with probability at least p∗.
Let ηt ⊂ Sr be the unique continuous curve starting from 0, ending at w + 2kpi + ir and
satisfying γt = ψ(ηt) for 0 ≤ t ≤ r. Here, k is uniquely determined by the winding number of
γ. Let Dw denote the parallelogram created by the intersections of R, R + ir, the line connecting
0/2, w + 0/2 + ir and the line connecting −0/2, w − 0/2 + ir. First, there exists p1 > 0 such
that for all 0 ≤ w ≤ pi, the probability that γr ⊂ Dw is at least p1. This is because uniformly over
0 ≤ w ≤ pi and pi ≤ r ≤ r0, there is a positive probability that the winding number of SLEκ from
u¯ to w¯ in Ar is zero and therefore, η(r) = w + ir. Given this, the distribution of ηt is absolutely
continuous with respect to the distribution of a chordal SLEκ from 0 to w+ ir in Sr. The Radon-
Nikodym is bounded if ηr ⊂ Dw. Moreover, there exists p0 > 0 such that for all 0 ≤ w ≤ pi and
pi ≤ r ≤ r0, the probability that chordal SLEκ from 0 to w + ir in Sr does not exit Dw is at least
p0. To see this, let fw : Sr → H be a conformal transformation with fw(w + ir) = ∞, fw(0) = 0.
The domain fw(Dw) is a simply connect subdomain of H and H \ fw(Dw) is bounded. Note that if
η∗t is a chordal SLEκ from 0 to∞ in H, then |η∗(t)| → ∞ as t→∞. Hence, for each w ∈ [0, pi], the
SLEκ curve η
∗ has a positive probability of staying in fw(Dw) (see [14] for a proof). In addition,
we can see that this probability is a continuous function of w. From this, the claim follows.
Let Kw denote the connected component of Sr \ {Dw ∪ Dw + 2pi} that has x, y + ir on its
boundary. Then there exists a constant c1 > 0 such that for all γr ⊂ ψ(Dw), 0 ≤ w ≤ pi, 0 ≤ x ≤
2pi − 0 and w + 0 ≤ y ≤ w + 0 + 2pi,
QAr(x¯, y¯; γr) ≥ c1QSr(x, y + ir; Kw).
Finally, there exists a constant c2 such that
HKw(x, y + ir) > c2.
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Lemma 22. Let γt ⊂ Ar be a simple curve with γ(0+) = 1, |g¯′t(0)| = eat/2, t ≤ 2(r−4)a and let
x¯ ∈ C0, y¯ ∈ Cr. If rt = r − at/2, then
QAr(y¯, x¯; γt) =
2r
rt
HD\γt(0, x¯)
[
1 + O
(
rte
−rt)] .
Proof. We can write
HD\γt(0, x¯) =
1
pi
∫
Cr
GD\γt(0, z¯)HAr\γt(z¯, x¯) |dz¯|. (60)
Here, GD\γt(0, z¯) denotes the Brownian Green’s function in D \ γt. Using the distortion estimates
(in a similar way to the proof of Lemma 5), we can see that for every z¯ ∈ Cr,
|rt + log |g¯t(z¯)|| = O(e−rt).
Therefore,
GD\γt(0, z¯) =
rt
2
+ O(e−rt),
HAr\γt(z¯, x¯) = HAr\γt(y¯, x¯)
[
1 + O(rte
−rt)
]
,
where the second equality follows from Lemma 2. Using this and (60) we get
HD\γt(0, x¯) = rt e
−rHAr\γt(x¯, y¯)
[
1 + O(rte
−rt)
]
.
Finally, from Lemma 2 we know that
HAr(x¯, y¯) =
er
2r
[
1 + O(re−r)
]
.
Proposition 7. Let V (r, (u, x), (w, y)) be as in (37). There exist constants 0 < c∗, r∗ < ∞ such
that for all 0 ≤ u, x, w, y < 2pi and r > r∗,
V (r, (u, x), (w, y)) ≤ c∗ rb e−3ar/4 sin2(x− u)a.
Furthermore, for any  > 0, there exists a constant c > 0 such that if min{|y − w + 2kpi|; k ∈
{−1, 0, 1}} > , then
c r
b e−3ar/4 sin2(x− u)a ≤ V (r, (u, x), (w, y)).
Proof. Suppose γt is a SLEκ curve from u¯ to w¯ and let Ft be the σ-algebra generated by γt. We
assume γt has radial parametrization and let τ be the hitting time of Cr. Let h¯t : Ar\γt → Ar(t), ht :
Sr,t → Sr(t) be as in section 3.2. As before, let U¯t = h¯(γ(t)), X¯t = h¯t(x¯), W¯t = h¯t(w¯), Y¯t = h¯t(y¯)
and Ut = ht(η(t)), Xt = ht(x), Wt = Re[ht(w + ir)], Yt = Re[ht(y + ir)]. Define
xt = min{|Ut −Xt + 2kpi|; m, k ∈ {−1, 0, 1}},
yt = min{|Wt − Yt + 2mpi|; m, k ∈ {−1, 0, 1}},
t = min{xt , yt }.
For a fixed t < τ , let γˆ = h¯t(γ(t, τ)). We can write
V (r, (u, x), (w, y)) = E
[
QAr(x¯, y¯; γτ )
b
]
= E
[
QAr(x¯, y¯; γt)
bE
[
QAr(t)(X¯t, Y¯t; γˆ)
b
∣∣∣Ft]] .
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Here, r(t) is as in (4) and conditioned on Ft, γˆ is a SLEκ from U¯t to W¯t in Ar(t). Using (15) and
Corollary 7, we can find a constant s0 > 5 such that if t =
2(r−s0)
a , then for all z ∈ Cr,∣∣∂z arg h¯t(z)− 1∣∣ < 1
2
(61)
and ∣∣∣∣∣dµ
#
Ar
(u¯, w¯)
dµ#D (u¯, 0)
(γt)− 1
∣∣∣∣∣ < 12 . (62)
Koebe-1/4 theorem implies that |s0 − r(t)| ≤ ln(4) and Cr−2 ⊂ D \ γt. Using Lemma 21, we can
see that there exists c0 = c0/2 such that 1 > c0 > 0 and
c01
{
t >
0
2
}
< E
[
QAr(t)(X¯t, Y¯t; γˆ)
b
∣∣∣Ft] < 1. (63)
Let P¯ be a probability measure under which γt is a radial SLEκ and let E¯ denote the expectation
with respect to P¯. Using Lemma 22 and (62), there exists a constant c such that
1
c
≤ V (r, (u, x), (w, y))
rb E¯
[
HD\γt(0, x¯)b 1{2t > 0}
] ≤ c.
Let gs, ξs be as in section 2.1 and define X˜s = gs(x). Equation (61) implies that 
y
t > 0/2 and
therefore
1
{
t >
0
2
}
= 1
{
xt >
0
2
}
.
Let
˜t = min{|X˜t − ξt + 2kpi|; k ∈ {−1, 0, 1}}.
Considering our choice of t, Corollary 6 implies
{˜t > 0} ⊂
{
xt >
0
2
}
.
Let Θs = X˜s − ξs and note that
dΘs =
a
2
cot2(Θs)ds+ dBs,
where Bs is a standard Brownian motion with respect to P¯. Consider the martingale
Ms = sin2 (Θs)
aHD\γt(0, x¯)
be3a
2t/8
defined in (58). Let E˜ be the expectation with respect to the probability measure obtained from
weighing P¯ by Ms. It follows from the Girsanov’s theorem that with respect to the new measure,
there exists a Brownian motion B˜s such that
dΘs = a cot2(Θs)ds+ dB˜s.
Using properties of radial Bessel processes in a similar way to the proof of Lemma 20, we can see
that
f(x) = c4a sin2(x)
4a, c4a =
[∫ 2pi
0
sin2(x)
4adx
]−1
,
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is the invariant density of Θs. Moreover, there exists 0 < c
∗
0 <∞ such that if f˜s(θ, x) denotes the
density of Θs starting at Θ0 = θ, then for all θ, x and s > 1
1
c∗0
f˜s(θ, x) ≤ f(x) ≤ c∗0 f˜s(θ, x). (64)
See section 4 of [18] for more details. Note that,
E¯
[
HD\γt(0, x¯)
b 1{˜t > 0}
]
= sin2(x− u)a e−3a2t/8 E¯
[
Mt
M0
sin2(Θt)
−a1{˜t > 0}
]
= sin2(x− u)a e−3a2t/8 E˜
[
sin2(Θt)
−a1{˜t > 0}
]
.
Now we can use (64) to see that there exists a constant c0 > 0 such that for large enough t
1
c0
< E˜
[
sin2(Θt)
−a1{˜t > 0}
]
< c0.
Hence, there exist constants c1, c2 > 0 such that
c1 ≤ V (r, (u, x), (w, y))
rb e−3ar/4 sin2(x− u)a
≤ c2.
Finally, because only the lower bound in (63) depends on 0, we can see c2 in the last inequality
does not depend on 0.
Corollary 23. There exist constants 0 < c∗, r∗ < ∞ such that for all 0 ≤ u, x, w, y < 2pi and
r > r∗,
V (r, (u, x), (w, y)) ≤ c∗ rb e−3ar/4 sin2(y − w)a.
Furthermore, for any  > 0, there exists a constant c > 0 such that if min{|x − u + 2kpi|; k ∈
{−1, 0, 1}} > 0, then
c r
b e−3ar/4 sin2(y − w)a ≤ V (r, (u, x), (w, y)).
Proof. This follows from Proposition 7, reversibility of SLEκ and the fact that f(z) = −er/z is a
conformal transformation mapping Ar to itself.
Proposition 8. Let V (r, (u, x), (w, y)) be as in (37). Then uniformly over all 0 ≤ u, x, w, y < 2pi,
V (r, (u, x), (w, y))  rb e−3ar/4 sin2(x− u)a sin2(w − y)a.
In other words, there exist constants c∗, r∗ > 0 such that for all 0 ≤ u, x, w, y < 2pi and r > r∗,
1
c∗
≤ V (r, (u, x), (w, y))
rb e−3ar/4 sin2(x− u)a sin2(w − y)a
≤ c∗.
Proof. Fix 1/2 > 0 > 1/3 and let γt be a SLEκ curve from u¯ to w¯ in Ar. Define
yt = min{|Yt −Wt + 2kpi|; k ∈ {−1, 0, 1}},
xt = min{|Xt − Ut + 2kpi|; k ∈ {−1, 0, 1}}.
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If y0 > 0, the result follows from Proposition 7. So we assume 
y
0 ≤ 0. It follows from (15) and
Corollary 7 that for sufficiently large r and t = r/a,∣∣∣∣∣dµ
#
Ar
(u¯, w¯)
dµ#D (u¯, 0)
(γt)− 1
∣∣∣∣∣ ≤ 12 (65)
and
1
2
<
yt
y0
< 2. (66)
Define τ to be the hitting time of Cr by γ and let t = r/2. Recall that r(t) is the unique number
satisfying h¯t(Ar \ γt) = Ar(t). Let γˆ = h¯t(γ(t, τ)) and denote by Ft the sigma-algebra generated by
γt. We can write
V (r, (u, x), (w, y)) = E
[
QAr(x¯, y¯; γτ )
b
]
= E
[
QAr(x¯, y¯; γt)
bE
[
QAr(t)(X¯t, Y¯t; γˆ)
b
∣∣∣Ft]] .
Conditioned on Ft, γˆ is a SLEκ from U¯t to W¯t in Ar(t). It follows from (66) and Corollary 23 that
there exists a constant c = c(0) such that
1
c
1{xt > 20} ≤
Eγ˜
[
QAr(t)(X¯t, Y¯t; γ˜)
b
∣∣∣Ft]
r(t)b e−3ar(t)/4 sin2(y − w)a
≤ c.
Moreover, lemmas 20, 22 and equation (65) give
E
[
QAr(x¯, y¯; γt)
b
]
≤ c
(
r
r − at/2
)b
e−3a
2t/8 sin2(x− u)a.
We can see from an argument similar to the proof of Lemma 20 that
1
c
(
r
r − at/2
)b
e−3a
2t/8 sin2(x− u)a ≤ E
[
QAr(x¯, y¯; γt)
b1{xt > 20}
]
.
Moreover, Koebe-1/4 theorem implies that
|r − at/2− r(t)| ≤ log(4),
from which the result follows.
Theorem 4. There exist constants 0 < c∗, r∗ <∞ such that for all 0 ≤ u, x, w, y < 2pi, r > r∗,
1
c∗
≤ ΨAr((u¯, x¯), (w¯, y¯))
rc/2 sin2(x− u)a sin2(w − y)a er(2b−b˜−3a/4)
≤ c∗.
Proof. Recall that
ΨAr((u¯, x¯), (w¯, y¯)) = HAr(x¯, y¯)
b ΨAr(u¯, w¯)V (r, (u, x), (w, y)).
Using this, the result follows from Proposition 8, Lemma 2 and (13).
For 0 ≤ u, x, w, y < 2pi, r > 0, let γ1t , γ2t be SLEκ curves from u¯ = ψ(u) to w¯ = ψ(w+ ir) and
from x¯ = ψ(x) to y¯ = ψ(y + ir) in Ar with radial parametrization.
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Corollary 24. Suppose κ = 8/3. There exist constants 0 < c∗, r∗ < ∞ such that for all 0 ≤
u, x, w, y < 2pi, r > r∗,
1
c∗
≤ P
[
γ1 ∩ γ2 = ∅]
e−11r/24 sin2(x− u)a sin2(y − w)a
≤ c∗.
Proof. This is an straightforward consequence of (13) and Theorem 4.
Theorem 5. There exist constants 0 < c∗, r∗ <∞ such that the following holds. Suppose νt(u¯, x¯)
is the measure defined in Proposition 6 and let γt = (γ
1
t , γ
2
t ). For all 0 ≤ u, x, w, y < 2pi, r > r∗
and t < 2(r−r∗)a , if
Mt :=
dµAr((u¯, x¯), (w¯, y¯))
dνt(u¯, x¯)
(γt),
then
1
c∗
≤ Mt
rc/2 sin2(w − y)a er(2b−b˜−3a/4)
≤ c∗.
Proof. Let γ = (γ1, γ2) and define
R :=
dµAr((u¯, x¯), (w¯, y¯))
dµAr(u¯, w¯)× µAr(x¯, y¯)
(γ) = e
c
2
mAr (γ
1,γ2)1{γ1 ∩ γ2 = ∅}.
For i ∈ {1, 2}, let τi be the time γi hits Cr. For t < min{τ1, τ2}, define the conformal transformations
h¯1t : Ar \ γ1t → Ar1(t), h¯2t : Ar \ γ2t → Ar2(t) and let γ˜2t = h¯1t (γ2t ), γ˜1t = h¯2t (γ1t ). In addition, define
the conformal transformations h˜1t : Ar2(t) \ γ˜1t → Ar(t), h˜2t : Ar1(t) \ γ˜2t → Ar(t). Let
U¯t = h¯
1
t (γ
1(t)), X¯t = h¯
2
t (γ
2(t)), W¯t = h¯
1
t (w¯), Y¯t = h¯
2
t (y¯),
U˜t = h˜
2
t (U¯t), X˜t = h˜
1
t (X¯t), W˜t = h˜
2
t (W¯t), Y˜t = h˜
1
t (Y¯t).
Note that
mAr(γ
1, γ2) = mAr(γ
1
t , γ
2
t ) +mAr\γ1t (γ
1(t, τ1), γ
2
t ) +mAr\γ2t (γ
1
t , γ
2(t, τ2))
+mAr\{γ1t ∪γ2t }(γ
1(t, τ1), γ
2(t, τ2))
and {
γ1 ∩ γ2 = ∅} = {γ1t ∩ γ2t = ∅} ∩ {γ1t ∩ γ2(t, τ2) = ∅} ∩ {γ1(t, τ1) ∩ γ2t = ∅}
∩ {γ1(t, τ1) ∩ γ2(t, τ2) = ∅} .
If
R1 = exp
{c
2
mAr\γ1t (γ
1(t, τ1), γ
2
t )
}
1{γ1(t, τ1) ∩ γ2t = ∅},
R2 = exp
{c
2
mAr\γ2t
(
γ1t , γ
2(t, τ2)
)}
1{γ1t ∩ γ2(t, τ2) = ∅},
R1,2 = exp
{c
2
mAr\{γ1t ∪γ2t }
(
γ1(t, τ1), γ
2(t, τ2
)}
1{γ1(t, τ1) ∩ γ2(t, τ2) = ∅},
then
R = R1R2R1,2 exp
{c
2
mAr(γ
1
t , γ
2
t )
}
1{γ1t ∩ γ2t = ∅}.
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Let Ft = σ(γ1t , γ2t ) be the σ-algebra generated by the curves up to time t and denote by E the
expectation with respect to the product measure µ#Ar(u¯, w¯)×µ
#
Ar
(x¯, y¯). Conditioning on Ft, equation
(12) implies that γ1(t, τ1) weighted by R1 has the distribution of SLEκ from γ
1(t) to w¯ in Ar \{γ1t ∪
γ2t }. Similarly, γ2(t, τ2) weighted by R2 has the distribution of SLEκ from γ2(t) to y¯ in Ar\{γ1t ∪γ2t }.
If E1,E2 denote the expectations with respect to µ#Ar(u¯, w¯), µ
#
Ar
(x¯, y¯), then equations (9), (12) give
us
E1[R1|Ft] =
|h˜2 ′t (U¯t)|b|h˜2 ′t (W¯t)|b ΨAr(t)(U˜t, W˜t)
ΨAr1(t)(U¯t, W¯t)
,
E2[R2|Ft] =
|h˜1 ′t (X¯t)|b|h˜1 ′t (Y¯t)|b ΨAr(t)(X˜t, Y˜t)
ΨAr2(t)(X¯t, Y¯t)
.
Using this and definition 1, we get
Nt = E[R | Ft] = ΨAr(t)((U˜t, X˜t), (W˜t, Y˜t)) exp
{c
2
mAr(γ
1
t , γ
2
t )
}
1{γ1t ∩ γ2t = ∅} (67)
× |h˜
2 ′
t (U¯t)|b|h˜2 ′t (W¯t)|b |h˜1 ′t (X¯t)|b|h˜1 ′t (Y¯t)|b
ΨAr1(t)(U¯t, W¯t)ΨAr2(t)(X¯t, Y¯t)
.
From Lemma 4 we have
r1(t) = r − at
2
+ O
(
e−r+at/2
)
, r2(t) = r − at
2
+ O
(
e−r+at/2
)
. (68)
Lemma 5 implies that
|h˜2 ′t (W¯t)| = er1(t)−r(t)
[
1 +O(e−r(t))
]
, |h˜1 ′t (Y¯t)| = er2(t)−r(t)
[
1 +O(e−r(t))
]
.
Let Θt, Zt be as in (54), (53) (also see Figure 2). Using Corollary 6, we can see that
|h˜2 ′t (U¯t)|b |h˜1 ′t (X¯t)|b = Zt
[
1 + O(e−r(t))
]
.
Let Ut, Xt,Wt, Yt be the unique continuous processes satisfying U˜t = ψ(Ut), X˜t = ψ(Xt), W˜t =
ψ(Wt + ir(t)), Y˜t = ψ(Yt + ir(t)) and U0 = u, X0 = x, W0 = w, Y0 = y. Corollaries 6, 7 imply that
for large enough r∗,
1
2
<
sin2(Wt − Yt)
sin2(w − y) < 2,
1
2
<
sin2(Xt − Ut)
sin2(Θt)
< 2.
It is not hard to see that
EAr\γ1t (Cr, C0 ∪ γ
1
t ) + EAr\γ2t (Cr, C0 ∪ γ
2
t ) ≥ EAr\{γ1t ∪γ2t }(Cr, C0 ∪ {γ
1
t ∪ γ2t }).
Considering this, we can use Koebe-1/4 theorem to see that (68)
4pi
r − at/2− log(4) ≥
2pi
r(t)
and
r(t) ≥ r − at/2− log(4)
2
>
r∗
2
− 1.
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Therefore, we can use Theorem 4 to see
ΨAr(t)((U˜t, X˜t), (W˜t, Y˜t))  r(t)c/2 er(t) (−3a/4+2b−b˜) sin2(Θt)a sin2(y − w)a.
By (13) and (68),
1
ΨAr1(t)(U¯t, W¯t) ΨAr2(t)(X¯t, Y¯t)
=
(
1
r1(t) r2(t)
)c/2
e(at−2r) (b−b˜)
[
1 + O
(
e−q(r−at/2)
)]
,
for some constant q. Plugging all these estimates into (67) gives
Nt 
(
r(t)
r1(t)r2(t)
)c/2
exp
{c
2
mAr(γ
1
t , γ
2
t )
}
1{γ1t ∩ γ2t = ∅}Zt (69)
× e2rb˜−b˜at−r(t)(b˜+3a/4) sin2(Θt)a sin2(y − w)a.
Let
M1t :=
dµAr(u¯, w¯)
dµD(u¯, 0)
(γ1t ), M
2
t :=
dµAr(u¯
′, y¯)
dµD(x¯, 0)
(γ2t ).
Define Mˆt to be the martingale satisfying
dµAr((u¯, x¯), (w¯, y¯))
dµD(u¯, 0)× µD(x¯, 0)(γt) = Mˆt.
That is, Mˆt = M
1
t M
2
t Nt. Using (15), there exist constants 0 < cˆ, q <∞ such that
M1t = cˆ r
c/2e(b−b˜)r
[
1 + O
(
e−q(r−at/2)
)]
, M2t = cˆ r
c/2e(b−b˜)r
[
1 + O
(
e−q(r−at/2)
)]
.
Using (67) and (69), we get
Mˆt 
(
r2 r(t)
r1(t)r2(t)
)c/2
exp
{c
2
mAr(γ
1
t , γ
2
t )
}
1{γ1t ∩ γ2t = ∅}Zt
× e2rb−b˜at−r(t)(b˜+3a/4) sin2(Θt)a sin2(y − w)a.
By using Lemma 5 we can see that
Ot  exp
{c
2
mD(γ
1
t , γ
2
t )
}
1{γ1t ∩ γ2t = ∅}Zt sin2(Θt)a e(r−at/2−r(t))(b˜+3a/4)+at/2(3a/4−b˜).
It follows from Lemma 4 that
mD(γ
1
t , γ
2
t )−mAr(γ1t , γ2t ) = log
r
r1(t)
+ log
r
r2(t)
− log r
r(t)
+ O(e−r(t)).
Therefore,
Mt =
Mˆt
Ot
 rc/2 er(2b−b˜−3a/4) sin2(y − w)a.
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