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Let (II,) be a counting process on Iw+ with the property that for any t, T with 0s t s T the distribution 
of ZIT given the past 9, is Pascal (negative binomial) with one parameter being II, + 1 and the probability 
parameter depending only on t and T. Does such a process exist? If so, how is it characterized? Finally, 
what is the most convenient way to model such a process? These questions are motivated by the 
distinguished role of the Pascal distribution in finding explicit solutions of optimal selection problems 
based on relative ranks. We answer them completely. 
Yule processes * mixed Poisson processes * record processes * martingales 
1. Introduction 
We consider in this paper three counting processes: 
(i) The Yule process, defined to be the continuous time Markov chain on 
N={1,2,... } whose Q-matrix has non-zero entries 
9i,i+ 1 = -qi,i = z~ i E N. 
Let (KL0 be such a process with Y. = 1. 
(ii) The Poisson process with randomized rate: if (N,)tZO is a homogeneous 
Poisson process with rate 1, and V is an independent negative exponential random 
variable of mean 1, we let 
R = %(&I) 
denote the Poisson process with rate randomized by V. 
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(iii) The Pascal process defined as follows. 
Let (I;lt)r==o be a counting process with the distributional prescription that for all 
T>OandallO~t~T, 
P(&=nlS,)= ; ( > f (5t(T))=~+‘(1-5,(T))“-“l (1.1) 
where 9, = ~({fl.~: s4 t}), &= 0 and where O<&(T) < 1 for all O< t < T and 
E,(f) = 1 for all t > 0. 
The first two processes are more familiar than the third, so let us briefly indicate 
the reason for interest in the latter, which arises naturally in the context of optimal 
selection strategies based on relative ranks, when the number N of options is 
unknown. In particular, the example we are about to discuss proves that Pascal 
processes exist. 
Let X1,X2,.. . , XN be continuous i.i.d. random variables with values in [0, T] 
and common c.d.f. F, where N is an N-valued random variable independent of the 
X,‘s. Let N(T) = N and 
N(t)=#{X,: Xi<t}, Ost< T, 
and focus our interest on the posterior distribution 
P(N=+J 
where 9, denotes the p-algebra generated by {N(s): s s t}. This posterior distribu- 
tion depends clearly on the prior {P( N = n)},=o,,,... and on F, but the ‘history- 
dependence’ reduces itself to the parameter t and the observation N(t) (because 
of the i.i.d. assumption). A straightforward application of Bayes formulae yields then 
P(N=@Q= 
( ) 
N;t) (F(t))N”‘(l-F(t))“-N(‘)P(N= n) 
&,, ( N;r))(F(r)) 
,v(l)(I-F(t))k-N(I)P(N=k)’ 
(1.2) 
If we choose a geometric prior, P( N = n) = q”p say, it is easy to check that the 
right-hand side of (1.2) becomes 
( > N;t) (l-(l-F(t))q)N’~‘+‘(q-qF(t))“-N(f), (1.3) 
i.e. the described Pascal distribution with parameters N(t)+ 1 and c,(T) = 
(1 - (1 - F( t))q) = p - qF( t). Furthermore one can show that there is only one other 
prior producing (in this model) a Pascal posterior, namely the improper prior 
P( N = n) = 1 for all n (Bruss and Samuels, 1990, Section 2.4). So much for an 
example of a specific model, where Pascal posteriors arise, but what are the processes 
with this distributional prescription? The answer is important in the field of optimal 
selection strategies based on relative ranks, where Pascal posteriors for an unknown 
number of options N present the only case where the optimal strategy is, for all 
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loss functions, quasi-stationary, which means that the expected loss by stopping at 
time t on some relative rank r depends on 9, only through r and t. 
2. Results 
Our main results of this paper answer this question, namely: 
Theorem 1. The processes ( Y, - l)ra,,, ( fi,),zo and the Pascal process with &(T) = 
exp( -( T - t)) are the same. 
The Pascal process with t,(T) = exp( -( T - t)) will be called the standard Pascal 
process. The next result completes the characterization, namely 
Lemma 1. Every Pascal process can be reduced to a standard Pascal process by a 
deterministic time change, and every strictly-increasing continuous deterministic time 
change of a standard Pascal process is again a Pascal process. 
The equivalence of ( Y, - l),SO and (fi,) raO seems also to be new, and is of interest 
on its own; the helpful comments of an anonymous referee led us to this result. 
The fact that the Markov chain Y, - 1 can be modelled by a homogeneous Poisson 
process, a deterministic time change and a single randomization is indeed remark- 
able. We shall prove this by showing that the martingale representations of both 
processes are equivalent. 
Our final results deal with those distinguished properties of Pascal processes 
which are, as we mentioned, very useful in optimal choice problems. Let Xi, X2, . . _ 
be a sequence of continuous i.i.d. random variables and consider temporarily the 
bivariate process ( Tk, X,),,,,, ,..., where Tk denotes the kth occurrence time of a 
Pascal process. Call Tk a j-record time, if X, is thejth largest among X, , X2, . . _ , X, 
(see e.g. Nevzorov, 1988; for preliminary work see RCnyi, 1962). Here 1 <j G k. 
Collect all j-record times in a point process (R:),,,. Then we have the following 
surprising result. 
Theorem 2. The record-times processes (R:),,,, 1 c j s k + 1, of a Pascal process are 
i.i.d. on (Tk, 001. 
Our proof will be based on the equivalence of the standard Pascal process and 
the mixed Poisson process with randomized V- exp( l), and on Ignatov’s theorem. 
Finally, we will prove the following extension of Theorem 2. 
Theorem 3. The record-times processes (R:),%, , 16 j =S k + 1, of a Pascal process are, 
on ( Tk, a), i.i.d. inhomogeneous Poisson processes with intensity function h(t) 
satisfying 
7 
A(s) ds = -ln(&( T)). 
f 
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3. Proofs 
Proof of Theorem 1. Let ( Y,),aO be a Yule process with initial state YO = 1 and 
parameter p = 1, as defined in Karlin and Taylor (1975, p. 123). Set fll = Y, - 1, then 
by (1.7) (p. 123) n is a standard Pascal process. 
In order to show that ( Y, - l),zO and ( fi,),z, as defined in (ii) are equivalent, we 
use the basic equation of filtering (see e.g. Rogers and Williams, 1987, Section V18). 
Let 9, be the filtration generated by fi, and V, and let %J be the filtration generated 
by fi alone. Then 
I?* - e’V ds is a (%,)-martingale (3.1) 
and thus 
I 
, 
&, - E(e”VI $) ds is a (%,)-martingale. (3.2) 
0 
The nice interpretation is that we see fi and are trying to make inferences about 
the unknown parameter V. 
Now 
P(VEdyIfi,=k)= 
P(&==klV~dy)P(V~dy) 
JR+ P( I+, = k 1 V) dP( V) (3.3) 
where the conditional law of I?, given V=y is Poisson with parameter 
I 
I 
P(f) = e”y ds = y(e’ - 1). (3.4) 
0 
Using (3.4) in (3.3) and substituting w = v e’ in the integral on the right-hand side 
of (3.3) shows quickly that 
P( V E dy 15, = k) = (yk ePexp(‘) ecck+‘)/ k!) dy 
from which we obtain similarly, by integration 
E(VI%t)=(fit+l)e-‘. 
Thus, by equation (3.2), 
fi,- 
I 
’ (l+fiJ ds is a ($)-martingale 
0 
which is to say that 
(&)rzo is a Yule process, 
and the proof is complete. 0 
Proof of Lemma 1. The right-hand side of (1.1) is the probability that the (I& + 1)st 
success in a sequence of independent Bernoulli trials with success probability &(T) 
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each is obtained at the (n + 1)st trial, so that lTT counts the number of trials before 
this last success, in other words 
E(17T19,)=s-l. f (3.5) 
Now define 2, = l7, + 1, and use the trivial identity 
E(Z,ISr)=E(E(Z,19,,)19,), Ost~usT, 
together with (3.5) which yields 
E(-G- 1st;) = Z,/&(T) = Z/(L(~k(~)). (3.6) 
These equalities imply that for all 0 < t s u s T, 
5,(T) =4(u) * L(T) (3.7) 
or equivalently that there exists some increasing function h : [w++ [w+ with 
&(T)=exp{Wt)-h(T)}. (3.8) 
It follows from (3.5) that limTc, &(T) = &(t) = 1 for all t, so that h is right continuous. 
Moreover, since l7 is a counting process, P (for some t, AZ& > 1) = 0, which implies 
that lim,,,&( T) = 1, and h is left continuous, whence h is continuous. Consequently 
h-’ is well-defined, h(h-‘( t)) = t, and the first statement of Lemma 1 is proved. The 
second follows easily. q 
Proof of Theorem 2. To be quite explicit about the statement of Theorem 2, we 
shall prove that for each t > 0, conditional on { Tk < t}, the restrictions to (t, 00) of 
R’, 1 <j< k+ 1, are i.i.d. Let X,, X,, . . . be continuous i.i.d. random variables with 
a common c.d.f. F concentrated on R+, F(x) < 1 for all x. Further let N’, N2, . . . 
be the record processes of this sequence; the N’ are i.i.d. point processes by Ignatov’s 
theorem and they are Poisson processes if F is exponential. Fixing O< a < 6, let 
T = inf{n E N: X,, > b}. Set fi”‘, k*, . . . to be the point processes of records which 
occur at or before time T (so effectively we discard X,,, , XT+Z, . . . ). Fix k and define 
A = {there are at least k of the Xi in (a, CO), 1 s is T} 
(3.9) 
Notice that A is an event determined by the restrictions of N’, N*, . . . to (a, 00). 
This is because we can reconstruct the sequence of X-values in excess of a just 
from Nil(_)-start by setting down the N’-values in ascending order (see Figure 
l), and now look at the N2-values. From the size of the first N2-value we can 
decide whereabout in the sequence of N’-values to insert it: indeed, if y is the first 
N2-value, and x2 < y <x3 we know that the 2-record value y must have occurred 
between the times of occurrence of the l-record values x3 and x4. Proceeding this 
way we can reconstruct the sequence of X-values in (a, 00). 
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%I --- --- _+___ _ - - 
x3------_+_~--_-___ 
Y --- ----7 ---- l i 
x2 --- _+_ - ___; 
x,__+__-_’ z=rIx I !A 
Fig. 1. PI’-values in excess of a. 
Now let f be any Bore1 function of ~T’ltO,ol, . . . , kklr,,+,. Then 
-w(w,,+~ . . ) fikl[O,&J = -w(N’l[O,&?,, . . .? ~klro,al)L) (3.10) 
because, when event A happens, $lrO,a] = Nilto,,, for j = 1,. . . , k. By Ignatov’s 
theorem, the latter equals 
Thus conditional on A, the processes %TjlLO,al, j = 1, . . . , k, are i.i.d. with the law of 
N’lto,,,. This result, which is interesting in its own right, will accomplish the proof 
by recalling that a Pascal process is a Poisson process with exponentially mixed rate. 
To continue the proof, we consider a planar Poisson process on (-a, co) x (-CO, 0) 
with expectation measure equal to Lebesgue measure. (Think of (--8,~) as being 
the time axis and (-CO, 0) as the space of qualities.) Now let V be an exponential 
random variable with parameter E, say, and discard all points whose quality does 
not exceed -V. Using the well-known property of exponentially distributed spacings 
in Poisson processes, V has a simple geometric interpretation (see Figure 2). It is 
the highest-quality point to appear in the time interval (--E, 0). Reflecting in y = 
--E -x, which leaves the probabilistic structure of the planar Poisson process 
unaffected, yields the following situation (see Figure 3). 
Fig. 2. 
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Fig. 3. 
V is the first time point with 
quality value in (0, E). Conditionally on there being at least k points in [0, V) x 
(-t, e), the restrictions to (-a, -t) of the j-record processes, j = 1, . . . , k+ 1, are 
i.i.d. with the unconditional law, by the earlier argument. This completes the 
proof. 0 
Proof of Theorem 3. Since all Pascal processes are obtained from a standard Pascal 
process by a deterministic time change, it is sufficient to prove the theorem for one 
Pascal process; we shall use the Pascal process which arises in the proof of Theorem 
2, taking E = 1. 
Look again at Figure 2. The times T1 < T2 <. . . in (0, CO) at which there are points 
of the planar Poisson process in (0,~) x (- V, 0) are the points of a counting process 
NV,, where N is a standard Poisson process, and V is independent of N with an 
exponential distribution of mean 1. Thus if N’ is a standard Pascal process, then 
( Nvt)tzo has the same law as ( N(og(,+l)),zO, whence (NV,),*” is a Pascal process for 
which &(T) = (l+ t)/(l+ T). 
In the proof of Theorem 2, we saw that the record-time processes R’, 1 s j G k-t 1, 
restricted to ( Tk, ~0) had the same law as the l-record process R’, so we have just 
got to find the law of R’. But if we fix 0 < t < T, and consider Figure 3, we see that 
the distribution of record times between t and T is the same as the distribution of 
record values between -T and t in Figure 3. This last is easy to compute, because 
the values of points which fall into (0,~) x (-T, E) are independent uniformly 
distributed in (- T, E), and are mapped by g(x) = log( e + T) - log( e -x) to exponen- 
tial random variables of mean 1. Trivially, the record process of a sequence of 
independent exponentials of mean 1 is a standard Poisson process, so the number 
of record values in (g(-T), g(-t)) is a Poisson with mean g(-t) - g(- T) = 
-W(l+ t)l(l+ T)) = -log 5,(T), as required. This completes the proof. 0 
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Remark. Since the three classes of processes considered in this paper are only 
defined in terms of their distribution, we have proved their equivalence in distribu- 
tion, which is strictly all that is possible. But we have also exhibited a specific 
construction (on the sample space of the Poisson point process in the quarter plane), 
which allows all three to be realized as the same process. We are grateful to the 
referee for bringing this interesting observation to our attention. 
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