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CHAPTER 1
Introduction
The goal of this work is to develop, in a systematic way and in a full natural
generality, the foundations of a theory of functions of free1 noncommuting vari-
ables. This theory offers a unified treatment for many free noncommutative objects
appearing in various branches of mathematics.
Analytic functions of d noncommuting variables originate in the pioneering
work of J. L. Taylor on noncommutative spectral theory [99, 100]. The underlying
idea is that a function of d noncommuting variables is a function on d-tuples of
square matrices of all sizes that respects simultaneous intertwinings (or equivalently
— as we will show — direct sums and simultaneous similarities). Taylor showed
that such functions admit a good differential (more precisely, difference-differential)
calculus, all the way to the noncommutative counterpart of the classical (Brook)
Taylor formula. Of course a d-tuple of matrices (say over C) is the same thing as
a matrix over Cd, so we can view a noncommutative function as defined on square
matrices of all sizes over a given vector space. This puts noncommutative function
theory in the framework of operator spaces [37, 78, 79]. Also, noncommutative
functions equipped with the difference-differential operator form an infinitesimal
bialgebra [90, 3]. 2 The theory has been pushed forward by Voiculescu [105, 106,
107], with an eye towards applications in free probability [102, 103, 104, 108]. We
mention also the work of Hadwin [46] and Hadwin–Kaonga–Mathes [47], of Popescu
[85, 86, 88, 89], of Helton–Klep–McCullough [55, 51, 52, 53], and of Muhly–Solel
[69, 71]. The (already non-trivial) case of functions of a single noncommutative
variable3 was considered by Schanuel [93] (see also Schanuel–Zame [94]) and by
Niemiec [76].
In a purely algebraic setting, polynomials and rational functions in d noncom-
muting indeterminates and their evaluations on d-tuples of matrices of an arbitrary
fixed size (over a commutative ring R) are central objects in the theory of polyno-
mial and rational identities; see, e.g., [91, 41]. A deep and detailed study of the
ring of noncommutative polynomials and the skew field of noncommutative rational
1We consider only the case of free noncommuting variables, namely a free algebra or more
generally the tensor algebra of a module; we will therefore say simply “noncommutative” instead
of “free noncommutative”.
2 More precisely, to use our terminology, we have to consider noncommutative functions with
values in the noncommutative space over an algebra with a directional noncommutative difference-
differential operator as a comultiplication, and it is a topological version of the bialgebra concept
where the range of the comultiplication is a completed tensor product. See Section 2.3.4 for the
Leibnitz rule, and Section 3.4 for the coassociativity of the comultiplication. We will not pursue
the infinitesimal bialgrebra viewpoint explicitly.
3 See Remark 5.11.
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functions has been pursued in the work of P. M. Cohn [29, 31]. The noncommuta-
tive difference-differential operator in the setting of noncommutative polynomials
is well known as the universal derivation on the free algebra, see [67, 25, 33].
In systems and control, noncommutative rational functions and formal power
series appear naturally as recognizable formal power series of the theory of automata
and formal languages [66, 95, 96, 38, 39, 40, 26] and as transfer functions of mul-
tidimensional systems with evolution along the free monoid [20, 15, 17, 16, 8, 18].
In particular, transfer functions of conservative noncommutative multidimensional
systems are characterized as formal power series whose values on a certain class of
d-tuples of operators are contractive (matrix evaluations actually suffice — see [9]).
Such classes of formal power series appear as the noncommutative generalization of
the classical Schur class of contractive analytic functions on the unit disc [2, 48, 14]
in the operator model theory for row contractions and more general noncommut-
ing operator tuples [81, 82, 83, 84, 87] and in the representation theory of the
Cuntz algebra [27, 32], see also the generalized Hardy algebras associated to a
W ∗-correspondence [68, 70, 12].
Coming from a different direction, it turns out that most optimization problems
appearing in systems and control are dimension-independent, i.e., the natural vari-
ables are matrices, and the problem involves rational expressions in these matrix
variables which have therefore the same form independent of matrix sizes; see [50].
This leads to exploring such techniques as Linear Matrix Inequalities (LMIs) — see,
e.g., [74, 73, 98] — in the context of noncommutative convexity and noncommu-
tative real semialgebraic geometry, where one considers polynomials and rational
functions in d noncommuting indeterminates evaluated on d-tuples of matrices over
R [49, 56, 59, 58, 54, 57].
A key feature of noncommutative functions that we establish in this work is very
strong analyticity under very mild assumptions. In an algebraic setting, this means
that a noncommutative function which is polynomial in matrix entries when it is
evaluated on n× n matrices, n = 1, 2, . . ., of bounded degree, is a noncommutative
polynomial. In an analytic setting, local boundedness implies the existence of a
convergent noncommutative power series expansion.
Difference-differential calculus for noncommutative rational functions, its rela-
tion to matrix evaluations, and applications were considered in [64, 65].
Recent papers [80, 21, 22] used the results of the present work on noncom-
mutative function theory to study noncommutative infinite divisibility and limit
theorems in operator-valued free probability. For instance, in the scalar-valued
case a measure is free infinitely divisible if and only if its so-called R-transform
has positive imaginary part on the complex upper half-plane ([23], see also [75] —
this is the free analogue of the classical Levi–Hinc¸in Theorem). One of the main
results of [80] is a similar statement in the operator-valued case except that the
R-transform of an operator-valued distribution is a noncommutative function.
In a recent paper [1], a general fixed point theorem for noncommutative func-
tions has been proved, and, in particular, the corresponding variation of the Banach
contraction mapping theorem has been obtained. This result was applied then to
prove the existence and uniqueness theorem for ODEs in noncommutative spaces.
In addition, a noncommutative version of the principle of nested closed sets has
been established.
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The recent papers [5, 6, 7] made further progress in noncommutative function
theory. Specifically, [5] established an analogue of the realization theorem of [10]
and [13] for noncommutative functions on a domain defined by a matrix noncom-
mutative polynomial (the result was originally established for special cases in [17]
in the framework of noncommutative power series, see Section 1.3.5 below for a
further discussion). [5] used this realization result to establish noncommutative
analogues of the Oka–Weil approximation theorem and of the Carleson corona the-
orem. [6] applied these ideas to a noncommutative version of the Nevanlinna–Pick
interpolation problem, and [7] gave an application to symmetric functions of two
noncommuting variables.
We proceed now to give some motivating examples of noncommutative func-
tions followed by their definition; we then discuss the difference-differential calculus
and present some of the main results of the theory, and we finish the introduction
with a detailed overview. We postpone a review of and a comparison to some of
the earlier work on the subject to the short chapter at the end of the book.
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1.1. Noncommutative (nc) functions: examples and genesis
Let R be a unital commutative ring, and let R〈x1, . . . , xd〉 be the ring of nc
polynomials (the free associative algebra) over R. Here x1, . . . , xd are nc indeter-
minates, and f ∈ R〈x1, . . . , xd〉 is of the form
(1.1) f =
∑
w∈Gd
fwx
w,
where Gd denotes the free monoid on d generators (letters) g1, . . . , gd with identity
∅ (the empty word), fw ∈ R, xw are nc monomials in x1, . . . , xd (xw = xj1 · · ·xjm
for w = gj1 · · · gjm ∈ Gd and x∅ = 1), and the sum is finite. f can be evaluated
in an obvious way on d-tuples of square matrices of all sizes over R: for X =
(X1, . . . , Xd) ∈ (Rn×n)d,
(1.2) f(X) =
∑
w∈Gd
fwX
w =
∑
w∈Gd
Xwfw ∈ Rn×n.
We can also consider nc formal power series or nc rational functions. The ring
R〈〈x1, . . . , xd〉〉 of nc formal power series over R is the (formal) completion of the
ring of nc polynomials; f ∈ R〈〈x1, . . . , xd〉〉 is of the same form as in (1.1), except
that the sum is in general infinite. There are two settings in which we can define
the evaluation of f on d-tuples of square matrices:
• Assume that X = (X1, . . . , Xd) ∈ (Rn×n)d is a jointly nilpotent d-tuple,
i.e., Xw = 0 for all w ∈ Gd with |w| ≥ k for some k, where |w| denotes the
length of the word w; when R = K is a field, this simply means that X
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is jointly similar to a d-tuple of strictly upper triangular matrices. Then
we can define f(X) as in (1.2), since the sum is actually finite.
• Assume that R = K is the field of real or complex numbers and that f
has a positive nc multiradius of convergence, i.e., there exists a d-tuple
ρ = (ρ1, . . . , ρd) of strictly positive numbers such that
limsup
k→∞
k
√∑
|w|=k
|fw|ρw ≤ 1.
Then we can define f(X) as in (1.2), where the infinite series converges
absolutely and uniformly on any nc polydisc
∞∐
n=1
{
X ∈ (Kn×n)d : ‖Xj‖ < rj , j = 1, . . . , d}
of multiradius r = (r1, . . . , rd) with rj < ρj , j = 1, . . . , d.
The skew field of nc rational functions over a field K is the universal skew
field of fractions of the ring of nc polynomials over K. This involves some non-
trivial details since unlike the commutative case, a nc rational function does not
admit a canonical coprime fraction representation; see [11, 24, 28, 30] for some of
the original constructions, and [91, Chapter 8] and [29, 31] for good expositions
and background. The following quick description follows [64, 65], to which we
refer for both details and further references. We first define (scalar) nc rational
expressions by starting with nc polynomials and then applying successive arithmetic
operations — addition, multiplication, and inversion. A nc rational expression r
can be evaluated on a d-tuple X of n × n matrices in its domain of regularity,
dom r, which is defined as the set of all d-tuples of square matrices of all sizes such
that all the inverses involved in the calculation of r(X) exist. (We assume that
dom r 6= ∅, in other words, when forming nc rational expressions we never invert
an expression that is nowhere invertible.) Two nc rational expressions r1 and r2
are called equivalent if dom r1 ∩ dom r2 6= ∅ and r1(Z) = r2(Z) for all d-tuples
Z ∈ dom r1 ∩ dom r2. We define a nc rational function r to be an equivalence class
of nc rational expressions; notice that it has a well-defined evaluation on
⋃
r∈r dom r
(in fact, on a somewhat larger set called the extended domain of regularity of r ).
We notice that in all these cases the evaluation of a formal algebraic object f
(a nc polynomial, formal power series, or rational function) on d-tuples of matrices
possesses two key properties.
• f respects direct sums : f(X ⊕ Y ) = f(X)⊕ f(Y ), where
X ⊕ Y = (X1 ⊕ Y1, . . . , Xd ⊕ Yd) =
([
X1 0
0 Y1
]
, . . . ,
[
Xd 0
0 Yd
])
(we assume here that X = (X1, . . . , Xd), Y = (Y1, . . . , Yd) are such that
f(X), f(Y ) are both defined).
• f respects simultaneous similarities : f(TXT−1) = Tf(X)T−1, where
TXT−1 = (TX1T−1, . . . , TXdT−1)
(we assume here that X = (X1, . . . , Xd) and T are such that f(X) and
f(TXT−1) are both defined).
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More generally, one can consider a p×q matrix nc polynomial f with coefficients
fw ∈ Kp×q and with evaluation
(1.3) f(X) =
∑
w∈Gd
Xw ⊗ fw ∈ Kn×n ⊗Kp×q ∼= Knp×nq
for X ∈ (Kn×n)d, and similarly for nc formal power series with matrix coefficients
and matrix nc rational functions.4 It is still true that the evaluation of f on matrices
respects direct sums and simultaneous similarities (where for similarities we replace
Tf(X)T−1 by (T ⊗ Ip)f(X)(T ⊗ Iq)−1). In the case K = C or K = R, one can also
consider operator nc polynomials and formal power series.
Quasideterminants [44, 45, 42] and nc symmetric functions [43] are important
examples of nc rational functions, whereas formal Baker–Campbell–Hausdorff series
[36] are an important example of nc formal power series. Let us also mention here
nc continued fractions [109].
1.2. NC sets, nc functions, and nc difference-differential calculus
Both for the sake of potential applications and for the sake of developing the
theory in its natural generality, it turns out that the proper setting for the theory
of nc functions is that of matrices of all sizes over a given vector space or a given
module. In the special case when the module is Rd, n×n matrices over Rd can be
identified with d-tuples of n× n matrices over R, and we recover nc functions of d
variables, key examples of which appeared in Section 1.1.
Let M be a module over a unital commutative ring R; we call
Mnc =
∞∐
n=1
Mn×n
the nc space over M. A subset Ω ⊆ Mnc is called a nc set if it is closed under
direct sums, i.e., we have
X ⊕ Y =
[
X 0
0 Y
]
∈ Ωn+m
for all n,m ∈ N and all X ∈ Ωn, Y ∈ Ωm, where we denote Ωn = Ω ∩Mn×n. NC
sets are the only reasonable domains for nc functions, but additional conditions on
the domain are needed for the development of the nc difference-differential calculus.
Essentially, we need the domain to be closed under formation of upper-triangular
block matrices with an arbitrary upper corner block, but this is too stringent a
requirement (e.g., this is false for nc polydiscs or nc balls — see Section 1.2.3
below). The proper notion turns out to be as follows: a nc set Ω ⊆ Mnc is called
right admissible 5 if for all X ∈ Ωn, Y ∈ Ωm and all Z ∈ Mn×m there exists an
invertible r ∈ R such that [
X rZ
0 Y
]
∈ Ωn+m.
Our primary examples of right admissible nc sets are as follows:
4Notice that, unlike in [64] and [65], we write the coefficients fw on the right.
5“Upper admissible” could have been a more appropriate terminology, however we stick with
“right admissible” since it is related to the right difference-differential operator, see below. A
similar comment applies to the analogous notion of “left admissible” which could have been called
“lower admissible”.
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1.2.1. The set Ω = Nilp(M) of nilpotent matrices over a module M. Here
X ∈ Mn×n is called nilpotent if X⊙k = 0 for some k, where X⊙k denotes the
power of X as a matrix over the tensor algebra
T(M) =
∞⊕
j=0
M⊗j
ofM (this is often called the “faux” product in operator space theory, whenM = V
is an operator space); in the case where R = K is a field, this means that there
exists an invertible T ∈ Kn×n such that TXT−1 is strictly upper triangular.
1.2.2. Assume that V is a Banach space (so K = C or K = R) and that
so are the spaces Vn×n, n = 2, 3, . . .. We usually need the topologies on Vn×n to
be compatible in the following sense: we require that the corresponding system of
matrix norms ‖ · ‖n is admissible, i.e., for every n,m ∈ N there exist C1(n,m),
C′1(n,m) > 0 such that for all X ∈ Vn×n and Y ∈ Vm×m,
(1.4) C1(n,m)
−1max{‖X‖n, ‖Y ‖m} ≤ ‖X ⊕ Y ‖n+m
≤ C′1(n,m)max{‖X‖n, ‖Y ‖m},
and for every n ∈ N there exists C2(n) > 0 such that for all X ∈ Vn×n and
S, T ∈ Kn×n,
(1.5) ‖SXT ‖n ≤ C2(n)‖S‖ ‖X‖n‖T ‖,
where ‖ · ‖ denotes the operator norm of Kn×n with respect to the standard Eu-
clidean norm of Kn. If Ω ⊆ Vnc is open in the sense that Ωn ⊆ Vn×n is open for all
n, then Ω is right admissible.
1.2.3. Assume that V is an operator space, see, e.g., [37, 78, 79, 92]. Recall
that this means (by Ruan’s Theorem) that there exists a system of norms ‖ · ‖n on
Vn×n, n = 1, 2, . . ., satisfying
‖X ⊕ Y ‖n+m = max{‖X‖n, ‖Y ‖m} for all X ∈ Vn×n, Y ∈ Vm×m,(1.6)
and
‖TXS‖n ≤ ‖T ‖‖X‖n‖S‖ for all X ∈ Vn×n, T, S ∈ Cn×n.(1.7)
Clearly, this system of norms is admissible, with the constants in (1.4) and (1.5)
satisfying
C1(n,m) = C
′
1(n,m) = C2(n) = 1, n,m ∈ N.
For Y ∈ Vs×s and r > 0, define a nc ball centered at Y of radius r as
Bnc(Y, r) =
∞∐
m=1
B
( m⊕
α=1
Y, r
)
=
∞∐
m=1
{
X ∈ Vsm×sm :
∥∥∥X − m⊕
α=1
Y
∥∥∥
sm
< r
}
.
NC balls form a basis for a topology on Vnc, that we call the uniformly-open topology,
which is weaker than the disjoint union topology of Section 1.2.2. In particular,
every uniformly-open nc set is right admissible.
LetM and N be modules over a unital commutative ring R, and let Ω ⊆Mnc
be a nc set. A function f : Ω→ Nnc with f(Ωn) ⊆ Nn×n is called a nc function if:
• f respects direct sums : f(X⊕Y ) = f(X)⊕f(Y ) for all X ∈ Ωn, Y ∈ Ωm.
• f respects similarities : f(TXT−1) = Tf(X)T−1 for all X ∈ Ωn and
invertible T ∈ Rn×n such that TXT−1 ∈ Ωn.
1.2. NC SETS, NC FUNCTIONS, AND NC DIFFERENCE-DIFFERENTIAL CALCULUS 7
It turns out that these two conditions are equivalent to a single one: f respects
intertwinings, namely if XS = SY then f(X)S = Sf(Y ), where X ∈ Ωn, Y ∈ Ωm,
and S ∈ Rn×m. This condition originates in the pioneering work of Taylor [100].
We denote the module of nc functions on Ω with values in Nnc by T (Ω;Nnc).
The main idea behind the nc difference-differential calculus is to evaluate a nc
function on block upper triangular matrices. Let f be a nc function on a right
admissible nc set Ω ⊆ Mnc with values in Nnc. Let X ∈ Ωn, Y ∈ Ωm, and
Z ∈ Mn×m, and let r ∈ R be invertible and such that
[
X rZ
0 Y
]
∈ Ωn+m. Then it
turns out that
f
([
X rZ
0 Y
])
=
[
f(X) ∆Rf(X,Y )(rZ)
0 f(Y )
]
,
where the mapping Z 7→ ∆Rf(X,Y )(Z) from Mn×m to Nn×m is R-linear.
We will call ∆ = ∆R the right nc difference-differential operator. (The left
nc difference-differential operator ∆L can be defined analogously via evaluations
on block lower triangular matrices.) Its main property is that for all n,m ∈ N,
X ∈ Ωn, Y ∈ Ωm, and S ∈ Rm×n one has
(1.8) Sf(X)− f(Y )S = ∆f(Y,X)(SX − Y S).
In particular, when n = m and S = In, we have the following formula of finite
differences:
(1.9) f(X)− f(Y ) = ∆f(Y,X)(X − Y ) (= ∆f(X,Y )(X − Y )).
Thus, the linear mapping ∆f(Y, Y )(·) plays the role of a nc differential.
Let R = K be a field of real or complex numbers. Setting X = Y + tZ (with
t ∈ K), we obtain from (1.9) that
f(Y + tZ)− f(Y ) = t∆f(Y, Y + tZ)(Z).
Under appropriate continuity conditions, it follows that ∆f(Y, Y )(Z) is the direc-
tional derivative of f at Y in the direction Z.
In the case of M = Rd, (1.9) turns into
(1.10) f(X)− f(Y ) =
d∑
i=1
∆if(Y,X)(Xi − Yi), X, Y ∈ Ωn,
where ∆if(Y,X)(C) = ∆f(Y,X)(0, . . . , 0, C, 0, . . . , 0), and C ∈ Rn×n is at the
i-th position. The linear mapping ∆if(Y, Y )(·) plays the role of an i-th partial nc
differential at the point Y .
For M0, M1, N0, N1 modules over a unital commutative ring R, and Ω(0) ⊆
M0,nc, Ω(1) ⊆M1,nc nc sets, we define a nc function of order 1 to be a function f on
Ω(0) × Ω(1) so that for X0 ∈ Ω(0)n0 and X1 ∈ Ω(1)n1 , f(X0, X1) : N1n0×n1 → N0n0×n1
is a linear mapping, and so that f respects, in a natural way, direct sums and
similarities in each argument. A typical nc function of order 1 is f(X,Y )(Z) =
f0(X)(Zf1(Y )), where f0 ∈ T (Ω(0);N0,nc) and f1 ∈ T (Ω(1);N ∗1,nc). We denote the
class of nc functions of order 1 by T 1(Ω(0),Ω(1);N0,nc,N1,nc).
It turns out that for f ∈ T (Ω;Nnc) one has ∆f ∈ T 1(Ω,Ω;Nnc,Mnc). More
generally, one can define nc functions of order k,
T k(Ω(0), . . . ,Ω(k);N0,nc, . . . ,Nk,nc),
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where Ω(0) ⊆ M0,nc, . . . , Ω(k) ⊆ Mk,nc, to be functions of k + 1 arguments in
Ω
(0)
n0 , . . . ,Ω
(k)
nk whose values are k-linear mappings
N1n0×n1 × · · · × Nknk−1×nk −→ N0n0×nk ,
and that respect, in a natural way, direct sums and similarities in each argument.
There is a difference-differential operator ∆: T k → T k+1, so that by iteration
we obtain for f ∈ T (Ω;Nnc) that ∆ℓf ∈ T ℓ(Ω, . . . ,Ω;Mnc,Nnc, . . . ,Nnc). (We
view usual nc functions as nc functions of order 0: T (Ω;Nnc) = T 0(Ω;Nnc).)
Rather than using iterations, we can also calculate ∆ℓf(X0, . . . , Xℓ)(Z1, . . . , Zℓ)
directly, by evaluating f on a block matrix havingX0, . . . , Xℓ on the main diagonal,
Z1, . . . , Zℓ just above the main diagonal, and all the other block entries zero, and
taking the (1, ℓ+ 1)-th block entry.
The difference-differential operators ∆ (and ∆i) are obviously linear. They also
satisfy a version of the chain rule (for a composition of nc functions), and — in the
case when a product operation is defined — a version of the Leibnitz rule.
Using these higher order difference-differential operators, iterating the first or-
der finite difference formula (1.9), and using the fact that direct sums are respected,
leads to the following nc counterpart of the classical Taylor formula (see, e.g., [97]
for the commutative multivariable version), that we call the Taylor–Taylor formula
(or simply the TT formula), in honor of Brook Taylor and of Joseph L. Taylor. Let
f : Ω→ Nnc be a nc function on a right admissible nc set Ω ⊆Mnc, let s ∈ N, and
let Y ∈ Ωs; then for all m ∈ N, X ∈ Ωms, and N = 0, 1, . . . one has
(1.11) f(X) =
N∑
ℓ=0
(
X −
m⊕
α=1
Y
)⊙s ℓ
∆ℓf(Y, . . . , Y︸ ︷︷ ︸
ℓ+1 times
)
+
(
X −
m⊕
α=1
Y
)⊙sN+1
∆N+1f(Y, . . . , Y︸ ︷︷ ︸
N+1 times
, X).
Here (X −⊕mα=1 Y )⊙s ℓ denotes the ℓ-th power of X −⊕mα=1 Y viewed as a m ×
m matrix over the tensor algebra T(Ms×s); this power is a m × m matrix over
(Ms×s)⊗ℓ, to which the mapping ∆ℓf(Y, . . . , Y ) viewed as a linear mapping on
(Ms×s)⊗ℓ is applied entrywise, yielding a m×m matrix over N s×s, i.e., an element
of Nms×ms. The remainder term has a similar meaning.
The TT formula (1.11) makes it natural to consider the infinite TT series of f
around Y ∈ Ωs,
(1.12)
∞∑
ℓ=0
(
X −
m⊕
α=1
Y
)⊙s ℓ
∆ℓf(Y, . . . , Y ).
In the case M = Rd and Y = µ ∈ Kd is a scalar point (so s = 1), (1.12) can be
rewritten as an ordinary nc power series using the d-tuple of partial nc difference-
differential operators ∆ = (∆1, . . . ,∆d) (with an obvious abuse of notation),
(1.13)
∑
w∈Gd
(X − µIm)w∆w⊤f(µ, . . . , µ),
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where ∆w
⊤
= ∆iℓ · · ·∆i1 for a word w = gi1 · · · giℓ ∈ Gd. There is a version of
(1.13) for a general matrix center Y :
(1.14)
∑
w∈Gd
(
X −
m⊕
α=1
Y
)⊙sw
∆w
⊤
f(Y, . . . , Y ).
For f ∈ T (Ω;Nnc) and Y ∈ Ωs, the sequence of ℓ-linear mappings fℓ :=
∆ℓf(Y, . . . , Y ) : (Ms×s)ℓ → N s×s, ℓ = 0, 1, . . ., satisfies the following conditions:
(1.15) Sf0 − f0S = f1(SY − Y S),
and for ℓ = 1, . . .,
(1.16) Sfℓ(Z
1, . . . , Zℓ)− fℓ(SZ1, Z2, . . . , Zℓ) = fℓ+1(SY − Y S, Z1, . . . , Zℓ),
(1.17) fℓ(Z
1, . . . , Zj−1, ZjS,Zj+1, . . . , Zℓ)− fℓ(Z1, . . . , Zj, SZj+1, Zj+2, . . . , Zℓ)
= fℓ+1(Z
1, . . . , Zj , SY − Y S, Zj+1, . . . , Zℓ),
(1.18) fℓ(Z
1, . . . , Zℓ−1, ZℓS)− fℓ(Z1, . . . , Zℓ)S = fℓ+1(Z1, . . . , Zℓ, SY − Y S),
for every S ∈ Rs×s. (Notice, that in the case s = 1, conditions (1.15)–(1.18) are
trivial.) Conversely, given a sequence of ℓ-linear mappings fℓ : (Ms×s)ℓ → N s×s,
ℓ = 0, 1, . . ., satisfying conditions (1.15)–(1.18), the sum of the series
(1.19) f(X) =
∞∑
ℓ=0
(
X −
m⊕
α=1
Y
)⊙s ℓ
fℓ,
whenever it makes sense, defines a nc function. Similar direct and inverse statement
can also be formulated in the case where M = Rd for the series along Gd.
1.3. Applications of the Taylor–Taylor formula
The Taylor–Taylor formula is the main tool for the study of local behavior of
nc functions. Here are some sample results.
1.3.1. Any nc function on Nilpd(R) := Nilp(Rd) (the set of jointly nilpotent
d-tuples of matrices over a unital commutative ring R) is given by a nc power series
f(X) =
∑
w∈Gd
Xw∆w
⊤
f(0, . . . , 0),
where the sum is finite. More generally, let Y ∈ (Rs×s)d. Denote by Nilpd(R, Y )
the set of d-tuples of sm × sm matrices over R, m = 1, 2, . . ., such that X −⊕m
α=1 Y ∈ Nilpd(R). Then any nc function on Nilpd(R, Y ) can be written as in
(1.14) where, again, the sum is finite.
1.3.2. Let K be an infinite field, and let f be a nc function on (Kd)nc such that
for every n each matrix entry of f(X1, . . . , Xd) is a polynomial in matrix entries of
X1, . . . , Xd of a uniformly (in n) bounded degree. Then f is a nc polynomial.
The condition of uniform boundedness of the degrees is necessary. However,
we can get a sharp result without this condition as well: namely, f belongs to the
completion of the ring of nc polynomials with respect to the decreasing sequence
of ideals {In}∞n=1, where In denotes the ideal of identities [91] for n× n matrices
(over K and in d variables).
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1.3.3. Let K = C, let V and W be Banach spaces equipped with admissible
systems of matrix norms over V and overW — see Section 1.2.2, and let Ω ⊆ Vnc be
an open nc set. If a nc function f on Ω is locally bounded, then it is analytic, i.e.,
f |Ωn is an analytic function on Ωn ⊆ Vn×n with values inWn×n (see, e.g., [61, 72]
for the general theory of analytic functions between Banach spaces), and the TT
series (1.12) converges to f locally uniformly. More precisely, if f is bounded
on B(
⊕m
α=1 Y, δ), then the series (1.12) converges absolutely and uniformly on
B(
⊕m
α=1 Y, r) for all r < δ. In the case V = Cd and W = C, analyticity simply
means that for every n each matrix entry of f(X1, . . . , Xd) is an analytic function
of the matrix entries of X1, . . . , Xd; in this case it is enough to require that for
every n, f |Ωn is locally bounded on slices, that is, for any fixed d-tuples of matrices
X = (X1, . . . , Xd) ∈ Ωs and Z = (Z1, . . . , Zd) ∈ (Cs×s)d, f(X + tZ) is bounded for
all t : |t| < ǫ, with some ǫ > 0. In fact, if a nc function f : Ω → Wnc (for a general
vector space V and a Banach space W as before) is locally bounded on slices, then
f is Gaˆteaux differentiable and its TT series converges.
1.3.4. Let V andW be operator spaces, and let Ω ⊆ Vnc be a uniformly-open
nc set (see Section 1.2.3). If a nc function f on Ω is locally bounded in the uniformly-
open topology, then the TT series (1.12) converges to f locally uniformly in that
topology. More precisely, if f is bounded on Bnc(Y, δ), then the series converges
absolutely and uniformly on Bnc(Y, r) for all r < δ. f is called a uniformly analytic
nc function.
In the case where V = Cd with some operator space structure given by a se-
quence of norms ‖ · ‖n, it is further true that the series (1.13) — without grouping
together terms of the same degree into homogeneous nc polynomials — converges
absolutely and uniformly on somewhat smaller sets, namely on every open nc dia-
mond about Y ,
♦nc(Y, r) :=
∞∐
m=1
{
X ∈ Ωsm :
d∑
j=1
‖ej‖1
∥∥∥Xj − m⊕
α=1
Yj
∥∥∥ < r}
with r < δ; here e1, . . . , ed denote the standard basis for Cd.
1.3.5. TT series expansions allow us to reformulate some results that were
originally established for nc power series as results about nc functions. This in-
cludes, in particular, realizations of nc power series as transfer functions of noncom-
mutative multidimensional systems (systems with evolution along the free monoid
Gd
6). These systems were first studied in [20] in the conservative infinite-dimensional
setting, in the context of operator model theory for row contractions due mostly
to Popescu [81, 82, 83, 84] and of representation theory of the Cuntz algebra
[27, 32]. A comprehensive study of nc realization theory, in both finite-dimensional
and infinite-dimensional setting, appears in [15, 17, 16]; these papers give a unified
framework of structured nc multidimensional linear systems for different kinds of
realization formulae. We also mention the paper [18] where an even more general
class of nc systems (given though in a frequency domain) was described and the
corresponding dilation theory was developed.
We give (a somewhat imprecise version of) the main conservative realization
theorem from [17] restated as a theorem about nc functions. Let Q1, . . . , Qd be p×q
6 Referred to often as systems with evolution along the free semigroup.
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complex matrices with a certain additional structure that comes from a bipartite
graph. Let U and Y be Hilbert spaces, and let L(U ,Y) be the space of bounded
linear operators from U to Y. The corresponding nc Schur–Agler class consists
of contraction-valued f ∈ T (Bnc(0, 1);L(U ,Y)nc), where Bnc(0, 1) ⊆ (Cd)nc, and
Cd is equipped with the operator space structure defined by the system of matrix
norms
‖X‖n = ‖Q(X)‖L(Cn⊗Cq,Cn⊗Cp),
where Q(X) := X1 ⊗Q1 + · · ·+Xd ⊗Qd. Then the following are equivalent:
(1) f is in the nc Schur–Agler class.
(2) There exists an Agler decomposition
ICn⊗Y − f(X)f(Y )∗ = H(X)(ICn⊗Cp⊗G − (Q(X)⊗ IG)(Q(Y )∗ ⊗ IG))H(Y )∗
for an auxiliary Hilbert space G and someH ∈ T (Bnc(0, 1);L(Cp⊗G,Y)nc)
which is bounded on every nc ball Bnc(0, r) of radius r < 1.
(3) There exists a conservative realization:
f(X) = In ⊗D + (In ⊗ C)(ICn⊗Cp⊗G −Q(X)(In ⊗A))−1Q(X)(In ⊗B).
Here the colligation matrix[
A B
C D
]
:
[
Cp ⊗ G
U
]
→
[
Cq ⊗ G
Y
]
is unitary.
(The statement in [17] is considerably more precise in identifying the state spaces
Cp⊗G andCq⊗G of the unitary colligation in terms of the bipartite graph generating
the matrices Q1, . . . , Qd.) This is the nc version of the commutative multidimen-
sional realization theorem of [10] and [13] for the linear nc function Q defining the
domain of f , which in turn generalizes Agler’s seminal result on the polydisc [4], see
also [19]. Such generalized transfer-function realizations occur also in the context
of the generalized Hardy algebras of Muhly–Solel (elements of which are viewed
as functions on the unit ball of representations of the algebra—see [68, 70, 12])
and of the generalized Schur–Agler class associated with an admissible class of test
functions (see [34, 35]).
We note that the formulation of the realization theorem for the nc Schur–
Agler class given above suggests generalizations to an arbitrary finite- or infinite-
dimensional operator space (instead of Cd equipped with the system of norms as-
sociated with the linear nc function Q) and to more general nc domains (a nc
counterpart of the commutative domains of [10] and [13], where the defining nc
function Q is a nc polynomial). In the finite-dimensional case such a generalization
has been carried out recently in [5]; we refer to both this paper and [6, 7] for
applications.
1.4. An overview
In Chapter 2, we introduce nc functions and their difference-differential cal-
culus. In Section 2.1, we define nc spaces, nc sets, and nc functions, and prove
that respecting direct sums and similarities is equivalent to respecting intertwin-
ings (Proposition 2.1). In Section 2.2, we introduce the right and left difference-
differential operators ∆R and ∆L via evaluation of nc functions on block upper
triangular matrices and then taking the upper right (left) corner block of the value,
and show that ∆Rf(X,Y )(Z) and ∆Lf(X,Y )(Z) are linear in Z (Propositions 2.4
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and 2.6). We proceed to formulate basic nc calculus rules in Section 2.3 and to
establish the first-order finite difference formulae in Section 2.4. Then we prove in
Section 2.5 that ∆Rf(X,Y )(Z) and ∆Lf(X,Y )(Z) respect direct sums and similar-
ities in X and in Y (in the terminology of Chapter 3, ∆Rf and ∆Lf are nc functions
of order 1). We conclude Chapter 2 by discussing in Section 2.6 directional and (in
the special case M = Rd) partial nc difference-differential operators.
In Chapter 3, we first introduce higher order nc functions, and then extend the
difference-differential operators to these functions, which leads to a higher order
calculus for ordinary and higher order nc functions. In Section 3.1, we define nc
functions of order k and introduce the classes T k of those functions (so that the
original nc functions belong to the class T 0). The values of nc functions of order
k are k-linear mappings of matrices over modules, which can also be interpreted
as elements of tensor products of k + 1 matrix modules (Remarks 3.4 and 3.5).
This allows us to define a natural mapping T k ⊗T ℓ → T k+ℓ+1, k, ℓ = 0, 1, . . ., and
consequently — a mapping from the tensor product of k + 1 classes T 0 (perhaps
over different operator spaces) to T k (Remark 3.6) and interpret a higher order
nc function in terms of nc functions of order 0. We then extend in Section 3.2
the right difference-differential operator ∆R to a mapping of classes T k → T k+1,
k = 0, 1, . . .. In this definition, the last argument of f(X0, . . . , Xk), where f is a
nc function of order k, is taken in the form of a block matrix Xk =
[
Xk′ Z
0 Xk′′
]
,
and then we take the upper right corner block of the matrix value. The extended
operator ∆R is also linear as a function of Z (Propositions 3.8 and 3.9). Starting
from this point, we concentrate on the right version of calculus, since the left version
can be developed analogously or simply obtained from the right one by symmetry.
The iterated operator ∆ℓR : T k → T k+ℓ can also be computed directly, by
evaluating a nc function on block upper bidiagonal matrices and then taking the
upper right corner block of its matrix value (Therems 3.11 and 3.12). The definition
of the extended operator ∆R becomes more transparent when we interpret higher
order nc functions using tensor products of nc functions of order 0 (Remark 3.17).
We can also take Xj in f(X0, . . . , Xk) in the block upper triangular form,
which leads to operators j∆R : T k → T k+1, j = 0, 1, . . . (so that ∆R = k∆R), that
also extend the original operator ∆R : T 0 → T 1 (Remark 3.18). In Section 3.3, we
establish the first order difference formulae for higher order nc functions (Theorem
3.19) and its generalized version for the case of matricesX and Y where we evaluate
the higher order nc function in these formulae, of possibly different size (Theorem
3.20). Similar formulae are valid for operators j∆R (Remark 3.22).
In Section 3.4, we show that for a nc function f ∈ T k which is k times integrable,
i.e., can be represented as ∆kRg with g ∈ T 0, one has i∆R j∆Rf = j∆R i∆Rf , for
all i, j = 0, . . . , k. Finally, we discuss in Section 3.5 higher order directional nc
difference-differential operators; in particular, when the underlying module is Rd,
we discuss higher order partial difference-differential operators ∆wR, w ∈ Gd.
In Chapter 4, we establish the Taylor–Taylor formula (Theorem 4.1 or more
general Theorem 4.2; in the case M = Rd — Corollary 4.4 and, in tensor product
interpretation of ∆w
⊤
R f , Theorem 4.6). We show in Remark 4.3 that the coefficients
in the TT formula, the multilinear mappings fℓ = ∆Rf(Y, . . . , Y ), ℓ = 0, 1, . . .,
satisfy conditions (1.15)–(1.18) that we mentioned in Section 1.2. The counterpart
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of these condition for the sequence fw = ∆
w⊤
R f(Y, . . . , Y ), w ∈ Gd, in the case
M = Rd is established in Remark 4.5.
As a first application of the TT formula, we describe in Chapter 5 nc functions
on the set Nilp(M) (or, more generally, on Nilp(M;Y )) of nilpotent matrices (or
nilpotent matrices about Y ) over a moduleM— see Section 1.2.1 for the definition.
In Section 5.1 we show that every such a nc function is a sum of its TT series
(Theorems 5.2, 5.4, 5.6, and 5.8). Then we show that the coefficients of a nc power
series representing the nc function are uniquely determined. In fact, this series
is unique and is equal to the corresponding TT series (Theorems 5.9 and 5.10).
In Section 5.2 we show that, conversely, given a sequence of multilinear mappings
fℓ : (Ms×s)ℓ → N s×s, ℓ = 0, 1, . . ., satisfying conditions (1.15)–(1.18), the sum
of the nc power series
∑∞
ℓ=0(X −
⊕m
α=1 Y )
⊙sℓfℓ is a nc function on Nilp(M;Y )
with values in Nnc (Theorem 5.13), and a version of this result, Theorem 5.15, for
the case M = Rd and a sequence of multilinear mappings fw : (Ms×s)ℓ → N s×s,
w ∈ Gd, satisfying the conditions analogous to (1.15)–(1.18). These results are
algebraic in their nature, since the sum of the corresponding series is finite at every
point of Nilp(M;Y ).
In Chapter 6, we give some other algebraic applications of the TT formula. We
prove that a nc function on (Kd)nc, with K an infinite field, which is polynomial in
matrix entries when evaluated on n× n matrices, n = 1, 2, . . ., of bounded degree,
is necessarily a nc polynomial (Theorem 6.1). The degree boundedness condition
is essential and cannot be omitted (Example 6.3). However, if we do not require
this condition, then the following is true: an arbitrary nc function on (Kd)nc, which
is polynomial of degree Mn in matrix entries when evaluated on n × n matrices,
is a sum of a nc polynomial and an infinite series of homogeneous polynomials fj
vanishing on all d-tuples of n × n matrices for j > Mn (Theorem 6.4). We also
obtain a generalization of Theorem 6.1 to nc functions on (much more general) nc
spaces, which are polynomial on slices (Theorem 6.8).
In Chapter 7 we study analytic nc functions and the convergence of their TT
series. We consider three different topologies on a nc space Vnc (over a complex vec-
tor space V), or three types of convergence of nc power series, and, correspondingly,
three types of analyticity of nc functions: finitely open topology and analyticity on
slices, norm topology and analyticity on n×n matrices over V for every n = 1, 2, . . .,
and uniformly-open topology and uniform (in n) analyticity. The main feature of
analytic nc functions established in Chapter 7 is that local boundedness implies
analyticity, in each of the three settings. In the first part of Section 7.1, we intro-
duce the finitely open topology on Vnc and prove that a nc function which is locally
bounded on slices is analytic on slices and discuss the convergence of the corre-
sponding TT series (Theorem 7.2). In the second part of Section 7.1, we show that
a nc function which is locally bounded (with respect to the norm topology on Vn×n,
for every n) is analytic, with the TT series convergent uniformly and absolutely on
certain open complete circular nc sets about the center Y ∈ Ωs (Theorem 7.4) or
on open balls centered at Y (Corollary 7.5). We also establish the uniqueness of the
convergent nc power series expansions, in both of the above topologies (Theorem
7.9). In Section 7.2, we introduce and study the uniformly-open topology on a nc
space Vnc over an operator space V . In Section 7.3, we show that a uniformly locally
bounded nc function is uniformly analytic, and its TT series converges uniformly
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and absolutely on certain uniformly-open complete circular nc sets about Y (The-
orem 7.21) or on certain uniformly-open matrix circular nc sets (Theorem 7.23) or
on uniformly-open nc balls (Corollary 7.26). We also prove a version of this result
for the case V = Cd and the TT series convergent along Gd (Theorem 7.29 and
Corollary 7.31). In Section 7.4 we introduce and study analytic higher order nc
functions, also in the three different settings. The main results are analogous to
those in Sections 7.1 and 7.3.
In Chapter 8, we study the convergence of nc power series in the three different
topologies, as in Chapter 7, to an (analytic in the corresponding sense) nc function.
The results are the converse of the results of Sections 7.1 and 7.3. We discuss the
convergence of nc power series in the finitely open topology (resp., in the norm
topology and in the uniformly-open topology) in Section 8.1 (resp., 8.2 and 8.3). In
each topology, we have Cauchy–Hadamard type estimates for radii of convergence
and sharp estimates for the size of convergence domains of various shapes. We
also characterize the maximal nc sets where the sum of the series is an analytic on
slices (resp., analytic and uniformly analytic) nc function and give many examples
illustrating the differences between various types of convergence domains.
In Chapter 9, we define and study so-called direct summands extensions of
nc sets and nc functions. If a nc set Ω is invariant under similarities, then one
can extend Ω to a larger nc set, Ωd.s.e., which contains, together with a matrix
which is decomposable into a direct sum of matrices, every direct summand of the
decomposition. This extension preserves many properties of Ω (Proposition 9.1).
We then can extend a nc function f on Ω to a nc function fd.s.e. on Ωd.s.e., which
inherits most important properties of f , in particular, analyticity (Proposition 9.2).
Similarly, we define and establish the properties of the direct summands extensions
of higher order nc functions (Proposition 9.3). We also define and study direct
summands extensions of sequences fℓ, ℓ = 0, 1, . . . (resp., fw, w ∈ Gd) of multilinear
mappings satisfying conditions (1.15)–(1.18) (resp., their counterparts in the case
M = Rd) in Proposition 9.4 (resp., in Proposition 9.6).
As we mentioned in Section 1.2, we need a nc set Ω to be right (left) admissible
in order to define right (left) difference-differential operators via evaluations of nc
functions f on Ω at block upper (lower) triangular matrices. However, for a (say,
upper) block triangular matrix
[
X Z
0 Y
]
we need to scale Z, so that
[
X rZ
0 Y
]
∈ Ω.
Then we can define ∆Rf(X,Y )(rZ) and extend this definition to arbitrary Z by
linearity of ∆Rf(X,Y )(·). Although the properties of ∆R (∆L) can be established
using these scalings, this creates cumbersome technicalities in the proofs. To bypass
those technicalities, we define the so-called similarity invariant envelope Ω˜ of Ω,
which is the smallest nc set containing Ω and invariant under similarities. Then
it turns out that Ω˜ is also invariant under formation of block triangular matrices
(Proposition A.2). Our next step is to extend a nc function f on Ω to a nc function
f˜ on Ω˜. Such an extension is unique (Proposition A.3). A similar extension is
constructed for higher order nc functions (Proposition A.5). It turns out that
(∆Rf˜)|Ω×Ω = ∆Rf (Remark 2.5), which allows us to prove various statements
about the difference-differential operators throughout the monograph assuming,
without loss of generality, that the underlying nc set Ω is similarity invariant.
The results on similarity invariant envelopes and the corresponding extensions of
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nc functions are presented in Appendix A, which is written in collaboration with
Shibananda Biswas.

CHAPTER 2
NC functions and their difference-differential
calculus
2.1. Definition of nc functions
Let R be a commutative ring with identity. ForM a module over R, we define
the nc space over M
Mnc =
∞∐
n=1
Mn×n.
For X ∈Mn×n and Y ∈Mm×m we define their direct sum
X ⊕ Y =
[
X 0
0 Y
]
∈ M(n+m)×(n+m).
Notice that matrices over R act from the right and from the left on matrices over
M by the standard rules of matrix multiplication and by the action of R onM: if
X ∈Mp×q and T ∈ Rr×p, S ∈ Rq×s, then
TX ∈ Mr×q, XS ∈ Mp×s.
A subset Ω ⊆ Mnc is called a nc set if it is closed under direct sums; explicitly,
denoting Ωn = Ω ∩Mn×n, we have X ⊕ Y ∈ Ωn+m for all X ∈ Ωn, Y ∈ Ωm. We
will sometimes use the convention that Mn×0, M0×n, and Ω0 = M0×0 consist
each of a single (zero) element, the empty matrix “of appropriate size”, and that
X ⊕ Y = Y ⊕X = X ∈ Ωn for n ∈ N, X ∈ Ωn, and Y ∈ Ω0.
In the case ofM = Rd, we identify matrices overM with d-tuples of matrices
over R: (Rd)p×q ∼= (Rp×q)d .
Under this identification, for d-tuples X = (X1, . . . , Xd) ∈ (Rn×n)d and Y =
(Y1, . . . , Yd) ∈ (Rm×m)d,
X ⊕ Y =
([
X1 0
0 Y1
]
, . . . ,
[
Xd 0
0 Yd
])
∈
(
R(n+m)×(n+m)
)d
;
and for a d-tuple X = (X1, . . . , Xd) ∈ (Rp×q)d and matrices T ∈ Rr×p, S ∈ Rq×s,
TX = (TX1, . . . , TXd) ∈
(Rr×q)d , XS = (X1S, . . . , XdS) ∈ (Rp×s)d .
Let M and N be modules over R, and let Ω ⊆ Mnc be a nc set. A mapping
f : Ω→ Nnc, with f(Ωn) ⊆ Nn×n, n = 0, 1, . . ., is called a nc function if f satisfies
the following two conditions:
• f respects direct sums :
(2.1) f(X ⊕ Y ) = f(X)⊕ f(Y )
for all X,Y ∈ Ω.
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• f respects similarities : if X ∈ Ωn and S ∈ Rn×n is invertible with
SXS−1 ∈ Ωn, then
(2.2) f(SXS−1) = Sf(X)S−1.
The two conditions in the definition of a nc function can be actually replaced
by a single one.
Proposition 2.1. A mapping f : Ω→ Nnc, with f(Ωn) ⊆ Nn×n, n = 0, 1, . . .,
respects direct sums and similarities if and only if it respects intertwinings: for any
X ∈ Ωn, Y ∈ Ωm, and T ∈ Rn×m, one has
(2.3) XT = TY =⇒ f(X)T = Tf(Y ).
Condition (2.3) was used by J. L. Taylor in [100].
Proof of Proposition 2.1. Assume that f respects direct sums and simi-
larities. If X ∈ Ωn, Y ∈ Ωm, and T ∈ Rn×m are such that XT = TY , then[
X 0
0 Y
]
=
[
In −T
0 Im
] [
X 0
0 Y
] [
In T
0 Im
]
.
Since [
In −T
0 Im
]
=
[
In T
0 Im
]−1
,
we can apply first (2.2) and then (2.1) to get[
f(X) 0
0 f(Y )
]
=
[
In −T
0 Im
] [
f(X) 0
0 f(Y )
] [
In T
0 Im
]
.
Equating the (1, 2) block entries on the two sides of this equality, we get 0 =
f(X)T − Tf(Y ), i.e., (2.3) holds.
Conversely, assume that f respects intertwinings. It is then clear that f respects
similarities. To prove that f respects direct sums, let X ∈ Ωn, Y ∈ Ωm. Obviously,[
X 0
0 Y
] [
In
0
]
=
[
In
0
]
X.
Therefore
(2.4) f
([
X 0
0 Y
])[
In
0
]
=
[
In
0
]
f(X).
Denote
f
([
X 0
0 Y
])
=
[
A B
C D
]
.
Then (2.4) becomes [
A
C
]
=
[
f(X)
0
]
.
In the same way the identity[
X 0
0 Y
] [
0
Im
]
=
[
0
Im
]
Y
implies that [
B
D
]
=
[
0
f(Y )
]
.
Thus A = f(X), B = 0, C = 0, D = f(Y ), i.e., (2.1) holds. 
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2.2. NC difference-differential operators
Our next goal is to introduce right and left difference-differential operators,
∆R and ∆L, on nc functions. This will be done by evaluating a nc function f on
block upper (respectively, lower) triangular matrices. The idea is to show that, for
X ∈ Ωn and Y ∈ Ωm,
(2.5) f
([
X Z
0 Y
])
=
[
f(X) ∆Rf(X,Y )(Z)
0 f(Y )
]
.
Here Z 7→ ∆Rf(X,Y )(Z) is a R-linear operator fromMn×m to Nn×m which plays
the role of a right nc difference operator when Y 6= X , and of a right nc differential
operator when Y = X . Analogously,
(2.6) f
([
X 0
Z Y
])
=
[
f(X) 0
∆Lf(X,Y )(Z) f(Y )
]
,
where Z 7→ ∆Lf(X,Y )(Z) is aR-linear operator fromMm×n toNm×n which plays
the role of a left nc difference operator when Y 6= X , and of a left nc differential
operator when Y = X . The assumption that
[
X Z
0 Y
]
∈ Ωn+m for all X ∈ Ωn,
Y ∈ Ωm, and Z ∈ Mn×m (respectively, that
[
X 0
Z Y
]
∈ Ωn+m for all X ∈ Ωn,
Y ∈ Ωm, and Z ∈Mm×n) would be however too strong, and we will proceed with
a weaker assumption on a nc set Ω, which is naturally suggested by the following
proposition.
Proposition 2.2. Let f be a nc function on a nc set Ω. Let X ∈ Ωn, Y ∈ Ωm,
and Z ∈ Mn×m be such that
[
X Z
0 Y
]
∈ Ωn+m. Then (2.5) holds, where the off-
diagonal block entry ∆Rf(X,Y )(Z) is determined uniquely by (2.5) and has the
following property. If r ∈ R is such that
[
X rZ
0 Y
]
∈ Ωn+m, then
(2.7) ∆Rf(X,Y )(rZ) = r∆Rf(X,Y )(Z).
Proof. Denote
f
([
X Z
0 Y
])
=
[
A ∆Rf(X,Y )(Z)
C D
]
.
We have [
X Z
0 Y
] [
In
0
]
=
[
In
0
]
X.
By Proposition 2.1,
f
([
X Z
0 Y
])[
In
0
]
=
[
In
0
]
f(X).
This implies that A = f(X) and C = 0. We have also
Y
[
0 Im
]
=
[
0 Im
] [X Z
0 Y
]
.
By Proposition 2.1,
f(Y )
[
0 Im
]
=
[
0 Im
]
f
([
X Z
0 Y
])
,
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which implies that D = f(Y ) and that again C = 0. Thus, (2.5) holds.
Next, we have [
rIn 0
0 Im
] [
X Z
0 Y
]
=
[
X rZ
0 Y
] [
rIn 0
0 Im
]
.
By Proposition 2.1,[
rIn 0
0 Im
]
f
([
X Z
0 Y
])
= f
([
X rZ
0 Y
])[
rIn 0
0 Im
]
,
which is by (2.5) equivalent to[
rIn 0
0 Im
] [
f(X) ∆f(X,Y )(Z)
0 f(Y )
]
=
[
f(X) ∆f(X,Y )(rZ)
0 f(Y )
] [
rIn 0
0 Im
]
.
Writing out the (1, 2) block in the product matrix on both sides of this equality,
we obtain (2.7). 
The “left” counterpart of Proposition 2.2 (which has a similar proof) is the
following.
Proposition 2.3. Let f be a nc function on a nc set Ω. Let X ∈ Ωn, Y ∈ Ωm,
and Z ∈ Mm×n be such that
[
X 0
Z Y
]
∈ Ωn+m. Then (2.6) holds, where the off-
diagonal block entry ∆Lf(X,Y )(Z) is determined uniquely by (2.6) and has the
following property. If r ∈ R is such that
[
X 0
rZ Y
]
∈ Ωn+m, then
(2.8) ∆Lf(X,Y )(rZ) = r∆Lf(X,Y )(Z).
We will say that the nc set Ω ⊆Mnc is right admissible if for everyX ∈ Ωn, Y ∈
Ωm, and Z ∈ Mn×m there exists an invertible r ∈ R such that
[
X rZ
0 Y
]
∈ Ωn+m.
We will say that the nc set Ω ⊆Mnc is left admissible if for every X ∈ Ωn, Y ∈ Ωm,
and Z ∈Mm×n there exists an invertible r ∈ R such that
[
X 0
rZ Y
]
∈ Ωn+m.
Let the nc set Ω be right admissible, and let f be a nc function on Ω. Then
for every X ∈ Ωn, Y ∈ Ωm, and Z ∈ Mn×m, and for an invertible r ∈ R such that[
X rZ
0 Y
]
∈ Ωn+m we define first ∆Rf(X,Y )(rZ) as the (1, 2) block of the matrix
f
([
X rZ
0 Y
])
(see (2.5)), and then define
(2.9) ∆Rf(X,Y )(Z) = r
−1∆Rf(X,Y )(rZ).
Similarly, let the nc set Ω be left admissible, and let f be a nc function on Ω.
Then for every X ∈ Ωn, Y ∈ Ωm, and Z ∈ Mm×n, and for an invertible r ∈ R
such that
[
X 0
rZ Y
]
∈ Ωn+m we define first ∆Lf(X,Y )(rZ) as the (2, 1) block of
the matrix f
([
X 0
rZ Y
])
(see (2.6)), and then define
(2.10) ∆Lf(X,Y )(Z) = r
−1∆Lf(X,Y )(rZ).
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By Proposition 2.2 (respectively, by Proposition 2.3), the right-hand side of
(2.9) (respectively, of (2.10)) is independent of r, hence the left-hand side is defined
unambiguously. Moreover, we obtain the following.
Proposition 2.4. Let f be a nc function on a nc set Ω. The mappings Z 7→
∆Rf(X,Y )(Z) and Z 7→ ∆Lf(X,Y )(Z) are homogeneous as operators acting from
Mn×m to Nn×m and from Mm×n to Nm×n, respectively. In other words, if Ω is
right admissible then for every X ∈ Ωn, Y ∈ Ωm, and Z ∈ Mn×m, and every
r ∈ R, (2.7) holds; respectively, if Ω is left admissible then for every X ∈ Ωn,
Y ∈ Ωm, and Z ∈Mm×n, and every r ∈ R, (2.8) holds.
Proof. Let us prove one of these homogeneity properties — the proof of the
other one is analogous. Let Ω be right admissible, X ∈ Ωn, Y ∈ Ωm, Z ∈ Mn×m,
and r ∈ R. Then there exist invertible r1, r2 ∈ R such that
[
X r1Z
0 Y
]
∈ Ωn+m
and
[
X r2rZ
0 Y
]
∈ Ωn+m. Then
∆Rf(X,Y )(Z) = r
−1
1 ∆Rf(X,Y )(r1Z)
and
∆Rf(X,Y )(rZ) = r
−1
2 ∆Rf(X,Y )(r2rZ).
Moreover, by Proposition 2.2,
∆Rf(X,Y )(r2rZ) = r2rr
−1
1 ∆Rf(X,Y )(r1Z).
These three equalities imply (2.7). 
Remark 2.5. The proof of Proposition 2.4 can be simplified with a use of the
similarity invariant envelope Ω˜ of a right (resp., left) admissible nc set Ω and the
canonical extension f˜ : Ω˜ → Nnc of a nc function f : Ω → Nnc; see Appendix A
for the definitions. We will show this for a right admissible nc set Ω. By Propo-
sition A.2,
[
X˜ Z
0 Y˜
]
∈ Ω˜n+m for all X˜ ∈ Ω˜n, Y˜ ∈ Ω˜m, and Z ∈ Mn×m, and by
Proposition A.3, f˜ is a nc function. Therefore, a formula analogous to (2.5) de-
fines ∆Rf˜(X˜, Y˜ )(Z) for all n,m ∈ N, X˜ ∈ Ω˜n, Y˜ ∈ Ω˜m, and Z ∈ Mn×m, and by
Proposition 2.2 applied to f˜ , one has
∆Rf˜(X˜, Y˜ )(rZ) = r∆Rf˜(X˜, Y˜ )(Z)
for every r ∈ R. In particular, if X ∈ Ωn, Y ∈ Ωm, Z ∈ Mn×m, and r ∈ R is such
that
[
X rZ
0 Y
]
∈ Ωn+m, then
∆Rf(X,Y )(rZ) = ∆Rf˜(X,Y )(rZ) = r∆Rf˜(X,Y )(Z).
If, in addition, r is invertible, then from (2.9) we obtain
(2.11) ∆Rf(X,Y )(Z) = ∆Rf˜(X,Y )(Z).
Consequently, the mapping Z 7→ ∆Rf(X,Y )(Z) is homogeneous, and the statement
of Proposition 2.4 for a right admissible nc set Ω follows. An analogous argument
works for a left admissible nc set Ω.
We see that the homogeneity of the mapping Z 7→ ∆Rf(X,Y )(Z) follows di-
rectly from the homogeneity of the mapping Z 7→ ∆Rf˜(X˜, Y˜ )(Z), and the proof for
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the latter is less involved, since it does not require manipulating with appropriate
invertible elements r ∈ R so that the relevant block triangular matrices get into
the nc set Ω. In the sequel, we will often use similarity envelopes of nc sets and
canonical extensions of nc functions to simplify the proofs.
Proposition 2.6. Let f be a nc function on a nc set Ω. The mappings
Z 7→ ∆Rf(X,Y )(Z) and Z 7→ ∆Lf(X,Y )(Z) are additive as operators acting
from Mn×m to Nn×m and from Mm×n to Nm×n, respectively. In other words, if
Ω is right admissible, then for every X ∈ Ωn, Y ∈ Ωm, and ZI , ZII ∈Mn×m,
(2.12) ∆Rf(X,Y )(ZI + ZII) = ∆Rf(X,Y )(ZI) + ∆Rf(X,Y )(ZII);
respectively, if Ω is left admissible then for every X ∈ Ωn, Y ∈ Ωm, and ZI , ZII ∈
Mm×n,
(2.13) ∆Lf(X,Y )(ZI + ZII) = ∆Lf(X,Y )(ZI) + ∆Lf(X,Y )(ZII).
Proof. Let us prove one of these additivity properties — the proof of the other
one is analogous. Let Ω be right admissible, X ∈ Ωn, Y ∈ Ωm, ZI , ZII ∈ Mn×m.
By (2.11), we may assume, without loss of generality, that Ω is similarity invariant,
i.e., Ω˜ = Ω; see Remark 2.5 and Appendix A. Then, by Proposition A.2,[
X ZI
0 Y
]
∈ Ωn+m,
[
X ZII
0 Y
]
∈ Ωn+m,
[
X ZI + ZII
0 Y
]
∈ Ωn+m,
and X 0 ZI0 X ZII
0 0 Y
 ∈ Ω2n+m
(for the latter, we use the fact that if X ∈ Ωn then
[
X 0
0 X
]
∈ Ω2n). We have
[
In 0 0
0 0 Im
]X 0 ZI0 X ZII
0 0 Y
 = [X ZI
0 Y
] [
In 0 0
0 0 Im
]
.
By Proposition 2.1,[
In 0 0
0 0 Im
]
f
X 0 ZI0 X ZII
0 0 Y
 = f ([X ZI
0 Y
])[
In 0 0
0 0 Im
]
.
Clearly, we have
f
X 0 ZI0 X ZII
0 0 Y
 =
f(X) 0 A0 f(X) B
0 0 f(Y )
 ,
with some matrices A and B, and also we have
f
([
X ZI
0 Y
])
=
[
f(X) ∆Rf(X,Y )(ZI)
0 f(Y )
]
.
Therefore,[
In 0 0
0 0 Im
]f(X) 0 A0 f(X) B
0 0 f(Y )
 = [f(X) ∆Rf(X,Y )(ZI)
0 f(Y )
] [
In 0 0
0 0 Im
]
.
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Comparing the (1, 3) block entries in a product matrix on both sides, we get
A = ∆Rf(X,Y )(ZI).
Similarly, we proceed with the intertwining[
0 In 0
0 0 Im
]X 0 ZI0 X ZII
0 0 Y
 = [X ZII
0 Y
] [
0 In 0
0 0 Im
]
.
By Proposition 2.1,[
0 In 0
0 0 Im
]
f
X 0 ZI0 X ZII
0 0 Y
 = f ([X ZII
0 Y
])[
0 In 0
0 0 Im
]
,
or equivalently,[
0 In 0
0 0 Im
]f(X) 0 A0 f(X) B
0 0 f(Y )
 = [f(X) ∆Rf(X,Y )(ZII)
0 f(Y )
] [
0 In 0
0 0 Im
]
.
Comparing the (1, 3) block entries in a product matrix on both sides, we get
B = ∆Rf(X,Y )(ZII).
Next, we use the intertwining relation[
In In 0
0 0 Im
]X 0 ZI0 X ZII
0 0 Y
 = [X ZI + ZII
0 Y
] [
In In 0
0 0 Im
]
.
By Proposition 2.1,[
In In 0
0 0 Im
]
f
X 0 ZI0 X ZII
0 0 Y
 = f ([X ZI + ZII
0 Y
])[
In In 0
0 0 Im
]
,
or equivalently,[
In In 0
0 0 Im
]f(X) 0 ∆Rf(X,Y )(ZI)0 f(X) ∆Rf(X,Y )(ZII)
0 0 f(Y )

=
[
f(X) ∆Rf(X,Y )(ZI + ZII)
0 f(Y )
] [
In In 0
0 0 Im
]
.
Comparing the (1, 3) block entries in a product matrix on both sides, we get
∆Rf(X,Y )(ZI) + ∆Rf(X,Y )(ZII) = ∆Rf(X,Y )(ZI + ZII),
i.e., (2.12) is true. 
The transposition of matrices induces naturally a transposition operation on nc
functions and enables us to relate right and left nc difference-differential operators.
Proposition 2.7. (1) If Ω ⊆Mnc is a nc set, then so is
Ω⊤ := {X⊤ : X ∈ Ω} ⊆Mnc.
(2) If f : Ω → Nnc is a nc function, then so is f⊤ : Ω⊤ → Nnc, where
f⊤(X) := f
(
X⊤
)⊤
.
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(3) If Ω is right (respectively, left) admissible, then Ω⊤ is left (respectively,
right) admissible. In this case,
∆Lf
⊤(X,Y )(Z) =
(
∆Rf
(
X⊤, Y ⊤
) (
Z⊤
))⊤
(respectively, ∆Rf
⊤(X,Y )(Z) =
(
∆Lf
(
X⊤, Y ⊤
) (
Z⊤
))⊤
).
The proof is straightforward. Proposition 2.7 allows us to deduce results for
∆L from the corresponding results for ∆R and vice versa, using a transposition
argument.
In the case where a nc set Ω is both right and left admissible, there is also a
simple symmetry relation between right and left nc difference-differential operators.
Proposition 2.8. Let f : Ω → Nnc be a nc function on a nc set Ω ⊆ Mnc
which is both right and left admissible. Then
∆Rf(X,Y )(Z) = ∆Lf(Y,X)(Z)
for all n,m ∈ N, X ∈ Ωn, Y ∈ Ωm, and Z ∈Mn×m.
Proof. By (2.11) and its left analogue, we may assume, without loss of gen-
erality, that Ω is similarity invariant, i.e., Ω˜ = Ω; see Remark 2.5 and Appendix
A. Then by Proposition A.2, for arbitrary n,m ∈ N, X ∈ Ωn, Y ∈ Ωm, and
Z ∈ Mn×m one has [
X Z
0 Y
]
,
[
Y 0
Z X
]
∈ Ωn+m.
Clearly, [
X Z
0 Y
] [
0 In
Im 0
]
=
[
0 In
Im 0
] [
Y 0
Z X
]
.
By Proposition 2.1,
f
([
X Z
0 Y
])[
0 In
Im 0
]
=
[
0 In
Im 0
]
f
([
Y 0
Z X
])
,
i.e., [
f(X) ∆Rf(X,Y )(Z)
0 f(Y )
] [
0 In
Im 0
]
=
[
0 In
Im 0
] [
f(Y ) 0
∆Lf(Y,X)(Z) f(X)
]
.
Comparing the (1,1) block entries in the matrix products on the left-hand side and
on the right-hand side, we obtain
∆Rf(X,Y )(Z) = ∆Lf(Y,X)(Z).

2.3. Basic rules of nc difference-differential calculus
We proceed to identify basic building blocks which allow one to compute ∆Rf
and ∆Lf much as in the classical commutative calculus; here and below, whenever
it does not cause confusion, we often write ∆Rf and ∆Lf without arguments.
2.3.1. If f : Mnc → Nnc is a constant nc function, i.e., there is a c ∈ N
such that f(X) = cIn (= diag[c, . . . , c]) for all n ∈ N and all X ∈ Mn×n, then
∆Rf(X,Y )(Z) = 0 and ∆Lf(X,Y )(Z) = 0 for all X,Y, Z of appropriate sizes.
Proof. Trivial. 
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2.3.2. If f, g : Ω→ Nnc are nc functions on a right (respectively, left) admis-
sible nc set Ω ⊆Mnc and a, b ∈ R, then ∆R(af+bg) = a∆Rf+b∆Rg (respectively,
∆L(af + bg) = a∆Lf + b∆Lg).
Proof. Trivial. 
2.3.3. Let l : M → N be a R-linear mapping. We extend l to a linear
mapping from Mn×m to Nn×m, n,m ∈ N by l([µij ]) = [l(µij)]. Then l is a nc
function from Mnc to Nnc, and ∆Rl(X,Y )(Z) = l(Z) and ∆Ll(X,Y )(Z) = l(Z)
for all X,Y, Z of appropriate sizes. In particular, if lj : (Rd)nc → Rnc is the j-th
coordinate nc function, i.e.,
lj(X) = lj(X1, . . . , Xd) = Xj ,
then ∆Rlj(X,Y )(Z) = Zj and ∆Llj(X,Y )(Z) = Zj for all d-tuples X,Y, Z of
matrices over R of appropriate sizes.
Proof. Trivial. 
2.3.4. Let f : Ω→ Nnc, g : Ω→ Onc be nc functions on a right (respectively,
left) admissible nc set Ω ⊆ Mnc. Assume that we are given a product operation
(x, y) 7→ x · y on N ×O with values in a module P over R which is left and right
distributive and commutes with the action of R (i.e., we are given a R-linear map
from N ⊗RO to P). We extend the product operation to matrices over N and over
O of appropriate sizes. It is easy to check that f · g : Ω→ Pnc is a nc function.
Then
∆R(f · g)(X,Y )(Z) = f(X) ·∆Rg(X,Y )(Z) + ∆Rf(X,Y )(Z) · g(Y )
for all n,m ∈ N, X ∈ Ωn, Y ∈ Ωm, and Z ∈ Mn×m (respectively,
∆L(f · g)(X,Y )(Z) = ∆Lf(X,Y )(Z) · g(X) + f(Y ) ·∆Lg(X,Y )(Z)
for all n,m ∈ N, X ∈ Ωn, Y ∈ Ωm, and Z ∈ Mm×n).
Proof. We shall now give a proof of the first equality. By (2.11), we may
assume, without loss of generality, that Ω is similarity invariant, i.e., Ω˜ = Ω; see
Remark 2.5 and Appendix A. Then by Proposition A.2, for arbitrary X ∈ Ωn,
Y ∈ Ωm, and Z ∈Mn×m one has
[
X Z
0 Y
]
∈ Ωn+m. On one hand,
(2.14) (f · g)
([
X Z
0 Y
])
=
[
(f · g)(X) ∆R(f · g)(X,Y )(Z)
0 (f · g)(Y )
]
.
On the other hand,
(2.15) f
([
X Z
0 Y
])
· g
([
X Z
0 Y
])
=
[
f(X) ∆Rf(X,Y )(Z)
0 f(Y )
]
·
[
g(X) ∆Rg(X,Y )(Z)
0 g(Y )
]
=
[
f(X) · g(X) f(X) ·∆Rg(X,Y )(Z) + ∆Rf(X,Y )(Z) · g(Y )
0 f(Y ) · g(Y )
]
.
Comparing the (1, 2) blocks on the right hand sides of (2.14) and (2.15), we obtain
the required formula for ∆R(f · g)(X,Y )(Z).
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The formula for ∆L(f · g)(X,Y )(Z) is proved analogously. In the case where Ω
is both right and left admissible, we can also use a symmetry argument (Proposition
2.8). 
Remark 2.9. We can define also an opposite product operation (y, x) 7→ y ·opx
on O×N with values in P by y ·opx := x ·y (i.e., we are using the canonical isomor-
phism N⊗RO ∼= O⊗RN ). Extending the product operation “·op” to matrices over
O and overN of appropriate sizes, we clearly have (X ·Y )⊤ = X⊤ ·opY ⊤, hence also
(f ·g)⊤ = f⊤ ·op g⊤. In particular, we can use Proposition 2.7 to derive the formula
for ∆L(f · g)(X,Y )(Z) from the formula for ∆R
(
f⊤ ·op g⊤
) (
X⊤, Y ⊤
) (
Z⊤
)
.
2.3.5. Let f : Ω→ Anc be a nc function on a right (respectively, left) admis-
sible nc set Ω ⊆Mnc, where A is a unital algebra over R. Let
Ωinv :=
∞∐
n=1
{X ∈ Ωn : f(X) is invertible in An×n}.
Then Ωinv is a right (respectively, left) admissible nc set, f−1 : Ωinv → Anc defined
by f−1(X) := f(X)−1 is a nc function, and
∆Rf
−1(X,Y )(Z) = −f(X)−1∆Rf(X,Y )(Z)f(Y )−1
for all n,m ∈ N, X ∈ Ωinvn , Y ∈ Ωinvm , and Z ∈ An×m (respectively,
∆Lf
−1(X,Y )(Z) = −f(Y )−1∆Lf(X,Y )(Z)f(X)−1
for all n,m ∈ N, X ∈ Ωinvn , Y ∈ Ωinvm , and Z ∈ Am×n).
Proof. Observe that Ωinv is a nc set since f respects direct sums.
We show next that if Ω is right admissible, then so is Ωinv. Recall first that
a block upper triangular matrix
[
A C
0 B
]
is invertible if and only if both A and B
are invertible, and in this case
(2.16)
[
A C
0 B
]−1
=
[
A−1 −A−1CB−1
0 B−1
]
.
Now, let X ∈ Ωinvn ⊆ Ωn, Y ∈ Ωinvm ⊆ Ωm, and Z ∈ Mn×m. Then there exists an
invertible r ∈ R such that
[
X rZ
0 Y
]
∈ Ωn+m. We have
f
([
X rZ
0 Y
])
=
[
f(X) ∆Rf(X,Y )(rZ)
0 f(Y )
]
.
Since f(X) and f(Y ) are invertible, so is the right-hand side. Therefore,
[
X rZ
0 Y
]
∈
Ωinvn+m, and Ω
inv is right admissible.
By (2.16),
∆Rf
−1(X,Y )(rZ) = −f(X)−1∆Rf(X,Y )(rZ)f(Y )−1,
which implies the required formula for ∆Rf
−1(X,Y )(Z) by linearity.
The “left” statements can be proved analogously, or can be deduced from the
“right” statements by a transposition argument (see Proposition 2.7) using the fact
that
(
f−1
)⊤
=
(
f⊤
)−1
. In the case where Ω is both right and left admissible, we
can also use a symmetry argument (Proposition 2.8).
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Alternatively, we could also use equality (2.11) and its left analogue, and Propo-
sition A.2 which guarantees that the similarity envelope Ω˜ of the right (resp., left)
admissible nc set Ω is right (resp., left) admissible; see Remark 2.5 and Appendix
A. Then, similar to the argument in the proof above, so is Ω˜inv = Ω˜inv, and then
the rest of the proof above works with r = 1. 
2.3.6. Let f : Ω→ Nnc and g : Λ→ Onc be nc functions on right (respectively,
left) admissible nc sets Ω ⊆ Mnc and Λ ⊆ Nnc, such that f(Ω) ⊆ Λ. Then the
composition g ◦ f : Ω→ Onc is a nc function, and
∆R(g ◦ f)(X,Y )(Z) = ∆Rg(f(X), f(Y ))(∆Rf(X,Y )(Z))
for all n,m ∈ N, X ∈ Ωn, Y ∈ Ωm, and Z ∈ Mn×m (respectively,
∆L(g ◦ f)(X,Y )(Z) = ∆Lg(f(X), f(Y ))(∆Lf(X,Y )(Z))
for all n,m ∈ N, X ∈ Ωn, Y ∈ Ωm, and Z ∈ Mm×n).
Proof. It is easy to see that g ◦ f is a nc function.
By (2.11) applied to f , g, and g ◦ f , we may assume, without loss of generality,
that Ω is similarity invariant, i.e., Ω˜ = Ω; see Remark 2.5 and Appendix A. Then,
by Proposition A.2, for arbitrary n,m ∈ N, X ∈ Ωn, Y ∈ Ωm, and Z ∈ Mn×m one
has
[
X Z
0 Y
]
∈ Ωn+m. On one hand,
(2.17) (g ◦ f)
([
X Z
0 Y
])
=
[
(g ◦ f)(X) ∆R(g ◦ f)(X,Y )(Z)
0 (g ◦ f)(Y )
]
.
On the other hand,
(2.18) g
(
f
([
X Z
0 Y
]))
= g
([
f(X) ∆Rf(X,Y )(Z)
0 f(Y )
])
=
[
g(f(X)) ∆Rg(f(X), f(Y ))(∆Rf(X,Y )(Z))
0 g(f(Y ))
]
.
Comparing the (1, 2) blocks on the right hand sides of (2.17) and (2.18), we obtain
the required formula for ∆R(g ◦ f)(X,Y )(Z).
The formula for ∆L(g ◦ f)(X,Y )(Z) can be proved analogously, or by a trans-
position argument, or (when Ω is both right and left admissible) by a symmetry
argument. 
2.4. First order difference formulae
We establish now formulae which justify the claim made in Section 2.2 that
∆R and ∆L play the role of nc finite difference operators of the first order. We will
see in the sequel that these formulae are nc analogues of zeroth order Brook Taylor
expansions.
Theorem 2.10. Let f : Ω→ Nnc be a nc function on a right admissible nc set
Ω. Then for all n ∈ N, and arbitrary X,Y ∈ Ωn,
f(X)− f(Y ) = ∆Rf(Y,X)(X − Y )(2.19)
and
f(X)− f(Y ) = ∆Rf(X,Y )(X − Y ).(2.20)
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Analogously, let f : Ω → Nnc be a nc function on a left admissible nc set Ω.
Then for all n ∈ N, and arbitrary X,Y ∈ Ωn,
f(X)− f(Y ) = ∆Lf(Y,X)(X − Y )(2.21)
and
f(X)− f(Y ) = ∆Lf(X,Y )(X − Y ).(2.22)
In fact, Theorem 2.10 is a special case of the following more general finite
difference formulae.
Theorem 2.11. Let f : Ω→ Nnc be a nc function on a right admissible nc set
Ω. Then for all n,m ∈ N, and arbitrary X ∈ Ωn, Y ∈ Ωm and S ∈ Rm×n,
(2.23) Sf(X)− f(Y )S = ∆Rf(Y,X)(SX − Y S).
Analogously, let f : Ω → Nnc be a nc function on a left admissible nc set Ω.
Then for all n,m ∈ N, and arbitrary X ∈ Ωn, Y ∈ Ωm and S ∈ Rm×n,
(2.24) Sf(X)− f(Y )S = ∆Lf(X,Y )(SX − Y S).
Proof. We prove the “right” statement first. By (2.11) and Proposition A.3,
we may assume, without loss of generality, that Ω is similarity invariant, i.e., Ω˜ = Ω;
see Remark 2.5 and Appendix A. Then, by Proposition A.2, for arbitrary n,m ∈ N,
X ∈ Ωn, Y ∈ Ωm, and S ∈ Rm×n one has
[
Y SX − Y S
0 X
]
∈ Ωm+n. Clearly,[
Y SX − Y S
0 X
] [
S
In
]
=
[
S
In
]
X.
Therefore,
f
([
Y SX − Y S
0 X
])[
S
In
]
=
[
S
In
]
f(X),
i.e., [
f(Y ) ∆Rf(Y,X)(SX − Y S)
0 f(X)
] [
S
In
]
=
[
S
In
]
f(X).
Comparing the (1,1) block entries in the matrix products in the right-hand side
and in the left-hand side, we obtain
f(Y )S +∆Rf(Y,X)(SX − Y S)) = Sf(X),
which yields (2.23).
The “left” statements can be proved analogously using the intertwining[
S −Im
] [ X 0
SX − Y S Y
]
= Y
[
S −Im
]
,
or by a transposition argument, or (in the case where Ω is both right and left
admissible) by a symmetry argument. 
Remark 2.12. (2.19) and (2.20) in Theorem 2.10 are both obtained from (2.23)
by writing X − Y = X · In − In · Y and X − Y = In ·X − Y · In respectively. We
note that (2.19) and (2.20) are obtained from each other by interchanging X and
Y . In particular, we have
∆Rf(Y,X)(X − Y ) = ∆Rf(X,Y )(X − Y ).
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This follows also directly from the intertwining[
Y X − Y
0 X
] [
In 0
In In
]
=
[
In 0
In In
] [
X X − Y
0 Y
]
,
using, if necessary, the similarity envelope Ω˜ of the nc set Ω and the canonical
extension f˜ of the nc function f by comparing the (1,1) block entries in the ma-
trix products. Notice that comparing the (1,2) block entries yields (2.19), and
comparing the (2,1) block entries yields (2.20).
An analogous remark applies to (2.21) and (2.22), and the resulting equality
∆Lf(Y,X)(X − Y ) = ∆Lf(X,Y )(X − Y ).
Remark 2.13. Clearly, each of the formulae (2.23) and (2.24) generalizes the
condition (2.3).
Remark 2.14. Let R = R or R = C. Setting X = Y + tZ (with t ∈ R or
t ∈ C), we obtain from Theorem 2.10 that
f(Y + tZ)− f(Y ) = t∆Rf(Y, Y + tZ)(Z).
Under appropriate continuity conditions, it follows that ∆Rf(Y, Y )(Z) is the direc-
tional derivative of f at Y in the direction Z, i.e., ∆Rf(Y, Y ) is the differential of
f at Y .
2.5. Properties of ∆Rf(X,Y ) and ∆Lf(X,Y ) as functions of X and Y
A nc function f possesses certain key properties: it respects direct sums, sim-
ilarities, and intertwinings. We will show now that these properties are inherited,
in an appropriate form, by ∆Rf(X,Y )(·) and by ∆Lf(X,Y )(·) as functions of X
and Y .
Proposition 2.15. Let f : Ω→ Nnc be a nc function on a right admissible nc
set Ω ⊆Mnc. Then:
(1X)
∆Rf (X
′ ⊕X ′′, Y ) (col [Z ′, Z ′′]) = col [∆Rf (X ′, Y ) (Z ′) ,∆Rf (X ′′, Y ) (Z ′′)]
for n′, n′′,m ∈ N, X ′ ∈ Ωn′ , X ′′ ∈ Ωn′′ , Y ∈ Ωm, Z ′ ∈ Mn′×m, Z ′′ ∈ Mn′′×m;
(1Y)
∆Rf (X,Y
′ ⊕ Y ′′) (row [Z ′, Z ′′]) = row [∆Rf (X,Y ′) (Z ′) ,∆Rf (X,Y ′′) (Z ′′)]
for n,m′,m′′ ∈ N, X ∈ Ωn, Y ′ ∈ Ωm′ , Y ′′ ∈ Ωm′′ , Z ′ ∈Mn×m′ , Z ′′ ∈ Mn×m′′ ;
(2X) ∆Rf
(
TXT−1, Y
)
(TZ) = T ∆Rf(X,Y )(Z)
for n,m ∈ N, X ∈ Ωn, Y ∈ Ωm, Z ∈ Mn×m, and an invertible T ∈ Rn×n such
TXT−1 ∈ Ωn;
(2Y) ∆Rf
(
X,SY S−1
) (
ZS−1
)
= ∆Rf(X,Y )(Z)S
−1
for n,m ∈ N, X ∈ Ωn, Y ∈ Ωm, Z ∈ Mn×m, and an invertible S ∈ Rm×m such
that SY S−1 ∈ Ωm;
(3X) If TX = X˜T then T ∆Rf(X,Y )(Z) = ∆Rf(X˜, Y )(TZ)
for n, n˜,m ∈ N, X ∈ Ωn, X˜ ∈ Ωn˜, Y ∈ Ωm, Z ∈ Mn×m, and T ∈ Rn˜×n;
(3Y) If Y S = SY˜ then ∆Rf(X,Y )(Z)S = ∆Rf(X, Y˜ )(ZS)
for n,m, m˜ ∈ N, X ∈ Ωn, Y ∈ Ωm, Y˜ ∈ Ωm˜, Z ∈Mn×m, and S ∈ Rm×m˜.
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Proof. By (2.11), we may assume, without loss of generality, that Ω is simi-
larity invariant, i.e., Ω˜ = Ω; see Remark 2.5 and Appendix A. Then, by Proposition
A.2, for arbitrary n′, n′′,m ∈ N, X ′ ∈ Ωn′ , X ′′ ∈ Ωn′′ , Y ∈ Ωm, Z ′ ∈ Rn′×m, and
Z ′′ ∈ Rn′′×m,[
X ′ Z ′
0 Y
]
∈ Ωn′+m,
[
X ′′ Z ′′
0 Y
]
∈ Ωn′′+m,
X ′ 0 Z ′0 X ′′ Z ′′
0 0 Y
 ∈ Ωn′+n′′+m.
We have
In′ 0 0
0 0 Im
0 In′′ 0
0 0 Im

X ′ 0 Z ′0 X ′′ Z ′′
0 0 Y
 =

X ′ Z ′ 0 0
0 Y 0 0
0 0 X ′′ Z ′′
0 0 0 Y


In′ 0 0
0 0 Im
0 In′′ 0
0 0 Im
 .
By Proposition 2.1,
In′ 0 0
0 0 Im
0 In′′ 0
0 0 Im
 f
X ′ 0 Z ′0 X ′′ Z ′′
0 0 Y

= f


X ′ Z ′ 0 0
0 Y 0 0
0 0 X ′′ Z ′′
0 0 0 Y



In′ 0 0
0 0 Im
0 In′′ 0
0 0 Im
 ,
i.e.,
In′ 0 0
0 0 Im
0 In′′ 0
0 0 Im

f(X ′)0 0f(X ′′) ∆Rf(X ′ ⊕X ′′, Y )(col[Z ′, Z ′′])
0 0 f(Y )

=

f(X ′) ∆Rf(X ′, Y )(Z ′) 0 0
0 f(Y ) 0 0
0 0 f(X ′′) ∆Rf(X ′′, Y )(Z ′′)
0 0 0 f(Y )


In′ 0 0
0 0 Im
0 In′′ 0
0 0 Im
 .
Comparing the columns formed by the (1,3) and the (3,3) block entries in the matrix
products in the left-hand side and in the right-hand side, we obtain (1X).
The statement (1Y) is proved analogously, using the intertwiningX Z ′ Z ′′0 Y ′ 0
0 0 Y ′′
In 0 In 00 Im′ 0 0
0 0 0 Im′′
 =
In 0 In 00 Im′ 0 0
0 0 0 Im′′


X Z ′ 0 0
0 Y ′ 0 0
0 0 X Z ′′
0 0 0 Y ′′
 .
Next, for arbitrary n,m ∈ N, X ∈ Ωn, Y ∈ Ωm, Z ∈Mn×m, and an invertible
T ∈ Rn×n we have
[
X Z
0 Y
]
,
[
TXT−1 TZ
0 Y
]
∈ Ωn+m. Clearly,[
TXT−1 TZ
0 Y
]
=
[
T 0
0 Im
] [
X Z
0 Y
] [
T 0
0 Im
]−1
.
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Then
f
([
TXT−1 TZ
0 Y
])
=
[
T 0
0 Im
]
f
([
X Z
0 Y
])[
T 0
0 Im
]−1
,
i.e.,[
f
(
TXT−1
)
∆Rf
(
TXT−1, Y
)
(TZ)
0 f(Y )
]
=
[
T 0
0 Im
] [
f(X) ∆Rf(X,Y )(Z)
0 f(Y )
] [
T 0
0 Im
]−1
.
Comparing the (1,2) block entries in the matrix products in the left-hand side and
in the right-hand side, we obtain (2X). The statement (2Y) is obtained analogously,
using the similarity[
X ZS−1
0 SY S−1
]
=
[
In 0
0 S
] [
X Z
0 Y
] [
In 0
0 S
]−1
.
The statements (3X) and (3Y) are obtained using the intertwinings[
T 0
0 Im
] [
X Z
0 Y
]
=
[
X˜ TZ
0 Y
] [
T 0
0 Im
]
and [
X Z
0 Y
] [
In 0
0 S
]
=
[
In 0
0 S
] [
X ZS
0 Y˜
]
.

Remark 2.16. Much as in Proposition 2.1, the respect of intertwinings ((3X)
& (3Y)) is equivalent to the respect of direct sums ((1X) & (1Y)) together with
the respect of similarities ((2X) & (2Y)). We will show this equivalence later in
Proposition 3.1.
Combining the X and the Y properties in Proposition 2.15, one obtains an
equivalent joint formulation.
Proposition 2.17. Let f : Ω→ Nnc be a nc function on a right admissible nc
set Ω ⊆Mnc. Then:
(2.25) ∆Rf (X
′ ⊕X ′′, Y ′ ⊕ Y ′′)
([
Z ′,′ Z ′,′′
Z ′′,′ Z ′′,′′
])
=
[
∆Rf (X
′, Y ′) (Z ′,′) ∆Rf (X ′, Y ′′) (Z ′,′′)
∆Rf (X
′′, Y ′) (Z ′′,′) ∆Rf (X ′′, Y ′′) (Z ′′,′′)
]
for n′,m′ ∈ N, n′′,m′′ ∈ Z+, X ′ ∈ Ωn′ , X ′′ ∈ Ωn′′ , Y ′ ∈ Ωm′ , Y ′′ ∈ Ωm′′ ,[
Z ′,′ Z ′,′′
Z ′′,′ Z ′′,′′
]
∈ M(n′+n′′)×(m′+m′′), with block entries of appropriate sizes, and if
either n′′ or m′′ is 0 then the corresponding block entry is void;
(2.26) ∆Rf
(
TXT−1, SY S−1
) (
TZS−1
)
= T ∆Rf(X,Y )(Z)S
−1
for n,m ∈ N, X ∈ Ωn, Y ∈ Ωm, Z ∈Mn×m, and invertible T ∈ Rn×n, S ∈ Rm×m
such that TXT−1 ∈ Ωn, SY S−1 ∈ Ωm;
(2.27) TX = X˜T, Y S = SY˜ =⇒ T ∆Rf(X,Y )(Z)S = ∆Rf
(
X˜, Y˜
)
(TZS)
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for n, n˜,m, m˜ ∈ N, X ∈ Ωn, X˜ ∈ Ωn˜, Y ∈ Ωm, Y˜ ∈ Ωm˜, Z ∈ Mn×m, and
T ∈ Rn˜×n, S ∈ Rm×m˜.
In fact, Proposition 2.17 is a special case of Proposition 3.2, which will be
proved later.
The “left” counterparts of Propositions 2.15 and 2.17 are as follows. They can
either be proved analogously or deduced from the corresponding “right” statements
by a transposition argument, or (in the case where the nc set Ω is both right and
left admissible) by a symmetry argument.
Proposition 2.18. Let f : Ω → Nnc be a nc function on a left admissible nc
set Ω ⊆Mnc. Then:
(1X) ∆Lf(X
′ ⊕X ′′, Y )(row[Z ′, Z ′′]) = row[∆Lf(X ′, Y )(Z ′),∆Lf(X ′′, Y )(Z ′′)]
for n′, n′′,m ∈ N, X ′ ∈ Ωn′ , X ′′ ∈ Ωn′′ , Y ∈ Ωm, Z ′ ∈ Mm×n′ , Z ′′ ∈ Mm×n′′ ;
(1Y) ∆Lf(X,Y
′ ⊕ Y ′′)(col[Z ′, Z ′′]) = col[∆Lf(X,Y ′)(Z ′),∆Lf(X,Y ′′)(Z ′′)]
for n,m′,m′′ ∈ N, X ∈ Ωn, Y ′ ∈ Ωm′ , Y ′′ ∈ Ωm′′ , Z ′ ∈Mm′×n, Z ′′ ∈ Mm′′×n;
(2X) ∆Lf
(
TXT−1, Y
) (
ZT−1
)
= ∆Lf(X,Y )(Z)T
−1
for n,m ∈ N, X ∈ Ωn, Y ∈ Ωm, Z ∈ Mm×n, and an invertible T ∈ Rn×n such
TXT−1 ∈ Ωn;
(2Y) ∆Lf
(
X,SY S−1
)
(SZ) = S∆Lf(X,Y )(Z)
for n,m ∈ N, X ∈ Ωn, Y ∈ Ωm, Z ∈ Mm×n, and an invertible S ∈ Rm×m such
that SY S−1 ∈ Ωm;
(3X) If XT = T X˜ then ∆Lf(X,Y )(Z)T = ∆Lf(X˜, Y )(ZT )
for n, n˜,m ∈ N, X ∈ Ωn, X˜ ∈ Ωn˜, Y ∈ Ωm, Z ∈ Mm×n, and T ∈ Rn×n˜;
(3Y) If SY = Y˜ S then S∆Lf(X,Y )(Z) = ∆Lf(X, Y˜ )(SZ)
for n,m, m˜ ∈ N, X ∈ Ωn, Y ∈ Ωm, Y˜ ∈ Ωm˜, Z ∈Mm×n, and S ∈ Rm˜×m.
Proposition 2.19. Let f : Ω → Nnc be a nc function on a left admissible nc
set Ω ⊆Mnc. Then:
(2.28) ∆Lf(X
′ ⊕X ′′, Y ′ ⊕ Y ′′)
([
Z ′,′ Z ′,′′
Z ′′,′ Z ′′,′′
])
=
[
∆Lf(X
′, Y ′)(Z ′,′) ∆Lf(X ′′, Y ′)(Z ′,′′)
∆Lf(X
′, Y ′′)(Z ′′,′) ∆Lf(X ′′, Y ′′)(Z ′′,′′)
]
for n′,m′ ∈ N, n′′,m′′ ∈ Z+, X ′ ∈ Ωn′ , X ′′ ∈ Ωn′′ , Y ′ ∈ Ωm′ , Y ′′ ∈ Ωm′′ ,[
Z ′,′ Z ′,′′
Z ′′,′ Z ′′,′′
]
∈ M(m′+m′′)×(n′+n′′), with block entries of appropriate sizes, and if
either n′′ or m′′ is 0 then the corresponding block entry is void;
(2.29) ∆Lf
(
TXT−1, SY S−1
) (
SZT−1
)
= S∆Lf(X,Y )(Z)T
−1
for n,m ∈ N, X ∈ Ωn, Y ∈ Ωm, Z ∈Mm×n, and invertible T ∈ Rn×n, S ∈ Rm×m
such that TXT−1 ∈ Ωn, SY S−1 ∈ Ωm;
(2.30) XT = T X˜, SY = Y˜ S =⇒ S∆Lf(X,Y )(Z)T = ∆Lf(X˜, Y˜ )(SZT )
for n, n˜,m, m˜ ∈ N, X ∈ Ωn, X˜ ∈ Ωn˜, Y ∈ Ωm, Y˜ ∈ Ωm˜, Z ∈ Mm×n, and
T ∈ Rn×n˜, S ∈ Rm˜×m.
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2.6. Directional nc difference-differential operators
Alongside the full difference-differential operators introduced above, we will also
consider their directional versions. Let Ω ⊆Mnc be a right (resp., left) admissible
nc set, and let f : Ω → Nnc be a nc function. Given µ ∈ M, we define for all
n,m ∈ N, X ∈ Ωn, Y ∈ Ωm the linear mapping ∆R,µf(X,Y ) : Rn×m → Nn×m
(resp., ∆L,µf(X,Y ) : Rm×n → Nm×n) by
(2.31) ∆R,µf(X,Y )(A) = ∆Rf(X,Y )(Aµ)
and, respectively,
(2.32) ∆L,µf(X,Y )(A) = ∆Lf(X,Y )(Aµ).
Here for a matrix A over R and µ ∈M, the product Aµ is a matrix overM of the
same size and (Aµ)ij = Aijµ for all i and j.
In the special case where M = Rd, we define the j-th right (resp.,left) partial
nc difference-differential operator by ∆R,j = ∆R,ej (resp., ∆L,j = ∆L,ej ) where ej
is the j-th standard basis vector in Rd, j = 1, . . . , d. By linearity, we have
(2.33) ∆Rf(X,Y )(Z) =
d∑
j=1
∆R,jf(X,Y )(Zj)
and
(2.34) ∆Lf(X,Y )(Z) =
d∑
j=1
∆L,jf(X,Y )(Zj).
For the basic rules of nc calculus, 2.3.1, 2.3.2, 2.3.4, and 2.3.5 have exactly the
same form for the directional nc difference-differential operators. In the setting of
2.3.3,
∆R,µl(X,Y )(A) = Al(µ) and ∆L,µl(X,Y )(A) = Al(µ);
in particular, in the case where M = Rd we have
∆R,ilj(X,Y )(A) = δijA and ∆L,ilj(X,Y )(A) = δijA.
A version of 2.3.6 for the right and left partial nc difference-differential operators
in the case where M = Rd and N = Rℓ is
∆R,i(g ◦ f)(X,Y )(A) =
ℓ∑
j=1
∆R,jg(f(X), f(Y ))(∆R,ifj(X,Y )(A))
and
∆L,i(g ◦ f)(X,Y )(A) =
ℓ∑
j=1
∆L,jg(f(X), f(Y ))(∆L,ifj(X,Y )(A))
for i = 1, . . . , d, where f(X) = f1(X)e1 + · · · + fℓ(X)eℓ with the component nc
functions fj : Ω→Rnc.
The first order difference formulae of Theorem 2.10 in the case whereM = Rd
can be written in terms of partial nc difference-differential operators. It follows
from (2.19)–(2.20) and (2.33) that
f(X)− f(Y ) =
d∑
j=1
∆R,jf(X,Y )(Xj − Yj) =
d∑
j=1
∆R,jf(Y,X)(Xj − Yj).
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Similarly, it follows from (2.21)–(2.22) and (2.34) that
f(X)− f(Y ) =
d∑
j=1
∆L,jf(X,Y )(Xj − Yj) =
d∑
j=1
∆L,jf(Y,X)(Xj − Yj).
For the properties of ∆R,µf(X,Y ) and ∆L,µf(X,Y ) as functions of X and Y ,
all the statements of Section 2.5 have exactly the same form.
CHAPTER 3
Higher order nc functions and their
difference-differential calculus
Our next goal is to define higher order differentials of a nc function (more
precisely, higher order nc difference-differential operators). As we saw in Chapter
2, for a nc function f on a nc set Ω ⊆ Mnc to a nc space Nnc, ∆Rf(X,Y )(·) is
a function of two arguments X ∈ Ωn and Y ∈ Ωm (for all n and m) with values
linear mappings Mn×m → Nn×m. We also saw that ∆Rf(X,Y )(·) respects (in an
appropriate way) direct sums, similarities, and intertwinings. This motivates the
appearance of classes T k = T k(Ω(0), . . . ,Ω(k);N0,nc, . . . ,Nk,nc) of nc functions of
order k (k = 0, 1, . . .) together with the right nc difference-differential operators
∆R : T k(Ω(0), . . . ,Ω(k);N0,nc, . . . ,Nk,nc)
→ T k+1(Ω(0), . . . ,Ω(k),Ω(k);N0,nc, . . . ,Nk,nc,Mk,nc).
A nc function of order k is a function of k+ 1 arguments, in nc sets Ω(0) ⊆M0,nc,
. . . , Ω(k) ⊆ Mk,nc, with values certain k-linear mappings, which respects (in an
appropriate way) direct sums, similarities, and intertwinings. Higher order nc
difference-differential operators will be obtained by iterating ∆R.
(From now on, we will concentrate on right nc difference-differential operators.
Of course, one can construct an analogous “left” theory.)
3.1. Higher order nc functions
Let M0, . . . , Mk, N0, . . . , Nk be modules over ring R. Let Ω(j) ⊆ Mj,nc be
a nc set, j = 0, . . . , k. We consider functions f on Ω(0) × · · · × Ω(k) with
f(Ω(0)n0 , . . . ,Ω
(k)
nk
) ⊆ homR
(N1n0×n1 ⊗ · · · ⊗ Nknk−1×nk ,N0n0×nk) .
In other words, for X0 ∈ Ω(0)n0 , . . . , Xk ∈ Ω(k)nk , f
(
X0, . . . , Xk
)
is a k-linear mapping
over R from N1n0×n1 × · · · × Nknk−1×nk to N0n0×nk . We will call such a function
f a nc function of order k if f satisfies the following two conditions:
• f respects direct sums : if n0, . . . , nk ∈ N, X0 ∈ Ω(0)n0 , . . . , Xk ∈ Ω(k)nk ,
Z1 ∈ N1n0×n1 , . . . , Zk ∈ Nknk−1×nk , then
(1X0) f(X0 ′ ⊕X0 ′′, X1, . . . , Xk)(col [Z1 ′, Z1 ′′], Z2, . . . , Zk)
= col [f(X0 ′, X1, . . . , Xk)(Z1 ′, Z2, . . . , Zk),
f(X0 ′′, X1, . . . , Xk)(Z1 ′′, Z2, . . . , Zk)]
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for n′0, n′′0 ∈ N, X0 ′ ∈Ω(0)n′0 , X
0 ′′ ∈Ω(0)n′′0 , Z
1 ′ ∈N1n
′
0×n1 , Z1 ′′ ∈N1n
′′
0×n1 ,
where Z2, . . . , Zk do not show up when k = 1;
(1Xj) f(X0, . . . , Xj−1, Xj ′ ⊕Xj ′′, Xj+1, . . . , Xk)
(Z1, . . . , Zj−1, row [Zj ′, Zj ′′], col [Z(j+1) ′, Z(j+1) ′′], Zj+2, . . . , Zk)
= f(X0, . . . , Xj−1, Xj ′, Xj+1, . . . , Xk)
(Z1, . . . , Zj−1, Zj ′, Z(j+1) ′, Zj+2, . . . , Zk
+ f(X0, . . . , Xj−1, Xj ′′, Xj+1, . . . , Xk)
(Z1, . . . , Zj−1, Zj ′′, Z(j+1) ′′, Zj+2, . . . , Zk)
for every j ∈ {1, . . . , k − 1}, and for n′j , n′′j ∈ N, Xj ′ ∈ Ω(j)n′
j
, Xj ′′ ∈
Ω
(j)
n′′
j
, Zj ′ ∈ Njnj−1×n
′
j , Zj ′′ ∈ Njnj−1×n
′′
j , Z(j+1) ′ ∈ (Nj+1)n
′
j×nj+1 ,
Z(j+1) ′′ ∈ (Nj+1)n
′′
j ×nj+1 , where Z1, . . . , Zj−1 do not show up for j = 1,
and Zj+2, . . . , Zk do not show up for j = k − 1;
(1Xk) f(X0, . . . , Xk−1, Xk ′ ⊕Xk ′′)(Z1, . . . , Zk−1, row [Zk ′, Zk ′′])
= row [f(X0, . . . , Xk−1, Xk ′)(Z1, . . . , Zk−1, Zk ′,
f(X0, . . . , Xk−1, Xk ′′)(Z1, . . . , Zk−1, Zk ′′)]
for n′k, n
′′
k ∈ N, Xk ′ ∈ Ω(k)n′
k
, Xk ′′ ∈ Ω(k)n′′
k
, Zk ′ ∈ Nknk−1×n
′
k , Zk ′′ ∈
Nknk−1×n
′′
k , where Z1, . . . , Zk−1 do not show up when k = 1.
• f respects similarities : if n0, . . . , nk ∈ N, X0 ∈ Ω(0)n0 , . . . , Xk ∈ Ω(k)nk ,
Z1 ∈ N1n0×n1 , . . . , Zk ∈ Nknk−1×nk , then
(2X0) f(S0X
0S−10 , X
1, . . . , Xk)(S0Z
1, Z2, . . . , Zk)
= S0f(X
0, . . . , Xk)(Z1, . . . , Zk)
for an invertible S0 ∈ Rn0×n0 such that S0X0S−10 ∈Ω(0)n0 , where Z2, . . . , Zk
do not show up when k = 1;
(2Xj) f(X0, . . . , Xj−1, SjXjS−1j , X
j+1, . . . , Xk)
(Z1, . . . , Zj−1, ZjS−1j , SjZ
j+1, Zj+2, . . . , Zk)
= f(X0, . . . , Xk)(Z1, . . . , Zk)
for every j ∈ {1, . . . , k − 1} and an invertible Sj ∈ Rnj×nj such that
SjX
jS−1j ∈ Ω(j)nj , where Z1, . . . , Zj−1 do not show up for j = 1, and
Zj+2, . . . , Zk do not show up for j = k − 1;
(2Xk) f(X0, . . . , Xk−1, SkXkS−1k )(Z
1, . . . , Zk−1, ZkS−1k )
= f(X0, . . . , Xk)(Z1, . . . , Zk)S−1k
for an invertible Sk ∈ Rnk×nk such that SkXkS−1k ∈ Ω(k)nk , where Z1, . . . ,
Zk−1 do not show up when k = 1.
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We define nc functions of order zero to be simply nc functions as in Section 2.1.
We denote by T k = T k(Ω(0), . . . ,Ω(k);N0,nc, . . . ,Nk,nc) the class of nc functions of
order k, k = 0, 1, . . .. In the case where M0 = · · · = Mk =: M and Ω(0) = · · · =
Ω(k) =: Ω, we will write T k = T k(Ω;N0,nc, . . . ,Nk,nc). We will provide later a
slightly different interpretation of nc functions of order k using tensor products
rather than multilinear mappings for their values, which shows why the definition
of higher order nc functions is natural and generalizes nc functions of order zero.
Similarly to the class T 0 (see Proposition 2.1), the two conditions in the defi-
nition of a nc function of order k can be replaced by a single one.
Proposition 3.1. Let Ω(j) ⊆Mj,nc, j = 0, . . . , k, be nc sets. A function f on
Ω(0) × · · · × Ω(k) with
f(Ω(0)n0 , . . . ,Ω
(k)
nk ) ⊆ homR(N1n0×n1 ⊗ · · · ⊗ Nknk−1×nk ,N0n0×nk)
respects direct sums and similarities, i.e., f ∈ T k(Ω(0), . . . ,Ω(k);N0,nc, . . . ,Nk,nc),
if and only if f respects intertwinings: if n0, . . . , nk ∈ N, X0 ∈ Ω(0)n0 , . . . , Xk ∈
Ω
(k)
nk , Z
1 ∈ N1n0×n1 , . . . , Zk ∈ Nknk−1×nk , then:
(3X0) if T0X
0 = X˜0T0, then
T0f(X
0, . . . , Xk)(Z1, . . . , Zk) = f(X˜0, X1, . . . , Xk)(T0Z
1, Z2, . . . , Zk)
for n˜0 ∈ N, X˜0 ∈ Ω(0)n˜0 , and T0 ∈ Rn˜0×n0 , where Z2, . . . , Zk do not show up when
k = 1;
(3Xj) if TjX
j = X˜jTj , then
f(X0, . . . , Xk)(Z1, . . . , Zj−1, Z˜jTj , Zj+1, Zj+2, . . . , Zk)
= f(X0, . . . , Xj−1, X˜j , Xj+1, . . . , Xk)(Z1, . . . , Zj−1, Z˜j , TjZj+1, Zj+2, . . . , Zk)
for every j ∈ {1, . . . , k − 1}, and for n˜j ∈ N, X˜j ∈ Ω(j)n˜j , Z˜j ∈ Njnj−1×n˜j , Tj ∈
Rn˜j×nj , where Z1, . . . , Zj−1 do not show up for j = 1, and Zj+2, . . . , Zk do not
show up for j = k − 1;
(3Xk) if XkTk = TkX˜
k, then
f(X0, . . . , Xk)(Z1, . . . , Zk)Tk = f(X
0, . . . , Xk−1, X˜k)(Z1, . . . , Zk−1, ZkTk)
for n˜k ∈ N, X˜k ∈ Ω(k)n˜k , and Tk ∈ Rnk×n˜k , where Z1, . . . , Zk−1 do not show up
when k = 1.
Moreover, conditions (1X0) and (2X0) in the definition of a nc function of
order k together are equivalent to condition (3X0), and similarly, (1Xj) & (2Xj)
⇐⇒ (3Xj) (j = 1, . . . , k − 1), (1Xk) & (2Xk) ⇐⇒ (3Xk).
Proof. We will provide a detailed proof of (1X0) & (2X0) ⇐⇒ (3X0). Other
equivalences in the proposition can be proved analogously.
Assume first that conditions (1X0) and (2X0) in the definition of a nc function
of order k are fulfilled. Let n0, n˜0, n1, . . . , nk ∈ N, X0 ∈ Ω(0)n0 , X˜0 ∈ Ω(0)n˜0 , X1 ∈
Ω
(1)
n1 , . . . , X
k ∈ Ω(k)nk , Z1 ∈ N1n0×n1 , Z˜1 ∈ N1n˜0×n1 , Z2 ∈ N2n1×n2 , . . . , Zk ∈
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Nknk−1×nk , and let T0 ∈ Rn˜0×n0 be such that T0X0 = X˜0T0. By (1X0), one has
f(X0 ⊕ X˜0, X1, . . . , Xk)(col [Z1, Z˜1], Z2, . . . , Zk)
= col [f(X0, . . . , Xk)(Z1, . . . , Zk), f(X˜0, X1, . . . , Xk)(Z˜1, Z2, . . . , Zk)].
On the other hand, using the identity[
X0 0
0 X˜0
]
=
[
In0 0
T0 In˜0
] [
X0 0
0 X˜0
] [
In0 0
−T0 In˜0
]
,
and conditions (1X0) and (2X0), we obtain
f(X0 ⊕ X˜0, X1, . . . , Xk)(col [Z1, Z˜1], Z2, . . . , Zk)
= f
([
In0 0
T0 In˜0
] [
X0 0
0 X˜0
] [
In0 0
−T0 In˜0
]
, X1, . . . , Xk
)
([
In0 0
T0 In˜0
] [
In0 0
−T0 In˜0
]
col[Z1, Z˜1], Z2, . . . , Zk
)
=
[
In0 0
T0 In˜0
]
f(X0 ⊕ X˜0, X1, . . . , Xk)(col, [Z1,−T0Z1 + Z˜1], Z2, . . . , Zk)
=
[
In0 0
T0 In˜0
]
col [f(X0, . . . , Xk)(Z1, . . . , Zk),
f(X˜0, X1, . . . , Xk)(−T0Z1 + Z˜1, Z2, . . . , Zk)]
= col [f(X0, . . . , Xk)(Z1, . . . , Zk),
T0f(X
0, . . . , Xk)(Z1, . . . , Zk) + f(X˜0, . . . , Xk)(−T0Z1 + Z˜1, Z2, . . . , Zk)].
The comparison of the (2,1) blocks in the two block column expressions for
f(X0 ⊕ X˜0, X1, . . . , Xk)(col [Z1, Z˜1], Z2, . . . , Zk)
gives
f(X˜0, X1, . . . , Xk)(Z˜1, Z2, . . . , Zk)
= T0f(X
0, . . . , Xk)(Z1, . . . , Zk) + f(X˜0, X1, . . . , Xk)(−T0Z1 + Z˜1, Z2, . . . , Zk).
Using linearity in Z1 of f(X0, . . . , Xk)(Z1, . . . , Zk), we obtain
0 = T0f(X
0, . . . , Xk)(Z1, . . . , Zk)− f(X˜0, X1, . . . , Xk)(T0Z1, Z2, . . . , Zk),
and (3X0) follows.
Conversely, assume that (3X0) holds. Let n′0, n
′′
0 , n1, . . . , nk ∈ N, X0′ ∈ Ω(0)n′0 ,
X0′′ ∈ Ω(0)n′′0 , X
1 ∈ Ω(1)n1 , . . . , Xk ∈ Ω(k)nk , Z1′ ∈ N1n
′
0×n1 , Z1′′ ∈ N1n
′′
0×n1 , Z2 ∈
N2n1×n2 , . . . , Zk ∈ Nknk−1×nk . The intertwinings
col [In′0 , 0]X
0′ = (X0′ ⊕X0′′) col [In′0 , 0]
and
col [0, In′′0 ]X
0′′ = (X0′ ⊕X0′′) col [0, In′′0 ]
imply, respectively,
col [In′0 , 0]f(X
0′, X1, . . . , Xk)(Z1′, Z2, . . . , Zk)
= f(X0′ ⊕X0′′, X1, . . . , Xk)(col [In′0 , 0]Z1′, Z2, . . . , Zk)
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and
col [0, In′′0 ]f(X
0′′, X1, . . . , Xk)(Z1′′, Z2, . . . , Zk)
= f(X0′ ⊕X0′′, X1, . . . , Xk)(col [0, In′′0 ]Z1′′, Z2, . . . , Zk).
Summing up these two equalities, we obtain (1X0) by linearity.
If n0 ∈ N, X0 ∈ Ω(0)n0 , Z1 ∈ N1n0×n1 , and S0 ∈ Rn0×n0 is invertible, then, in
virtue of (3X0), the intertwining S0X
0 =
(
S0X
0S−10
)
S0 implies (2X
0). 
Similarly to Proposition 2.17, each of the conditions of respecting direct sums,
similarities and intertwinings admits an equivalent joint formulation.
Proposition 3.2. (1) Conditions (1X0), (1Xj) for j = 1, . . . , k− 1, and
(1Xk) are equivalent to
(3.1) f(X0′ ⊕X0′′, . . . , Xk′ ⊕Xk′′)
([
Z1′,′ Z1′,′′
Z1′′,′ Z1′′,′′
]
, . . . ,
[
Zk′,′ Zk′,′′
Zk′′,′ Zk′′,′′
])
=
[
f ′,′ f ′,′′
f ′′,′ f ′′,′′
]
,
where, for α, β ∈ {′,′′ },
(3.2) fα,β =
∑
α0,...,αk∈{′,′′} : α0=α,αk=β
f(X0α0 , . . . , Xkαk)(Z1α0,α1 , . . . , Zkαk−1,αk).
Here n′j ∈ N, n′′j ∈ Z+, Xjα ∈ Ω(j)nα
j
for j = 0, . . . , k, α ∈ {′,′′ }, Zjα,β ∈
Njn
α
j−1×nβj for j = 1, . . . , k, α, β ∈ {′,′′ }, the block entry fα,β is void if
either nα0 or n
β
k is 0, and a summand in (3.2) is 0 if at least one of n
αj
j ,
j = 1, . . . , k − 1, is 0.
(2) Conditions (2X0), (2Xj) for j = 1, . . . , k− 1, and (2Xk) are equivalent to
(3.3) f(S0X
0S−10 , . . . , SkX
kS−1k )(S0Z
1S−11 , . . . , Sk−1Z
kS−1k )
= S0f(X
0, . . . , Xk)(Z1, . . . , Zk)S−1k
for nj ∈ N, Xj ∈ Ω(j)nj , and invertible Sj ∈ Rnj×nj such that SjXjS−1j ∈
Ω
(j)
nj , j = 0, . . . , k, and for Z
j ∈ Njnj−1×nj , j = 1, . . . , k.
(3) Conditions (3X0), (3Xj) for j = 1, . . . , k− 1, and (3Xk) are equivalent to
(3.4) If TjX
j = X˜jTj, j = 0, . . . , k, then
T0f(X
0, . . . , Xk)(Z1T1, . . . , Z
kTk)
= f(X˜0, . . . , X˜k)(T0Z
1, . . . , Tk−1Zk)Tk
for nj , n˜j ∈ N, Xj ∈ Ω(j)nj , X˜j ∈ Ω(j)n˜j , Tj ∈ Rn˜j×nj , j = 0, . . . , k, and for
Zj ∈ Njnj−1×n˜j , j = 1, . . . , k.
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Proof. (1). Suppose that (1X0)–(1Xk) hold. Then
f(X0′ ⊕X0′′, . . . , Xk′ ⊕Xk′′)
([
Z1′,′ Z1′,′′
Z1′′,′ Z1′′,′′
]
, . . . ,
[
Zk′,′ Zk′,′′
Zk′′,′ Zk′′,′′
])
= col
α0∈{′,′′}
[
f(X0α0 , X1′ ⊕X1′′, . . . , Xk′ ⊕Xk′′)(
row [Z1α0,′, Z1α0,′′],
[
Z2′,′ Z2′,′′
Z2′′,′ Z2′′,′′
]
, . . . ,
[
Zk′,′ Zk′,′′
Zk′′,′ Zk′′,′′
]) ]
= col
α0∈{′,′′}
[ ∑
α1∈{′,′′}
f(X0α0 , X1α1 , X2′ ⊕X2′′, . . . , Xk′ ⊕Xk′′)
(
Z1α0,α1 , row [Z2α1,′, Z2α1,′′],
[
Z3′,′ Z3′,′′
Z3′′,′ Z3′′,′′
]
, . . . ,
[
Zk′,′ Zk′,′′
Zk′′,′ Zk′′,′′
]) ]
= col
α0∈{′,′′}
[ ∑
α1,α2∈{′,′′}
f(X0α0 , X1α1 , X2α2 , X3′ ⊕X3′′, . . . , Xk′ ⊕Xk′′)
(
Z1α0,α1 , Z2α1,α2 , row[Z3α2,′, Z3α2,′′],
[
Z4′,′ Z4′,′′
Z4′′,′ Z4′′,′′
]
, . . . ,
[
Zk′,′ Zk′,′′
Zk′′,′ Zk′′,′′
]) ]
= . . . = col
α0∈{′,′′}
[ ∑
α1,...,αk−1∈{′,′′}
f(X0α0 , . . . , X(k−1)αk−1 , Xk′ ⊕Xk′′)
(Z1α0,α1 , . . . , Z(k−1)αk−2,αk−1 , row [Zkαk−1,′, Zkαk−1,′′])
]
= col
α0∈{′,′′}
[ ∑
α1,...,αk−1∈{′,′′}
row
αk∈{′,′′}
[f(X0α0 , . . . , Xkαk)(Z1α0,α1 , . . . , Zkαk−1,αk)]
]
=
[
f ′,′ f ′,′′
f ′′,′ f ′′,′′
]
,
where fαβ are as in (3.2).
Conversely, if (3.1) holds, then each of (1X0)–(1Xk) is obtained as a special
case when all n′′j ’s but one equal 0.
(2). Suppose that (2X0)–(2Xk) hold. Then
f(S0X
0S−10 , . . . , SkX
kS−1k )(S0Z
1S−11 , . . . , Sk−1Z
kS−1k )
= S0f(X
0, S1X
1S−11 , . . . , SkX
kS−1k )(Z
1S−11 , S1Z
2S−12 , . . . , Sk−1Z
kS−1k )
= S0f(X
0, X1, S2X
2S−12 , . . . , SkX
kS−1k )(Z
1, Z2S−12 , S2Z
3S−13 , . . . , Sk−1Z
kS−1k )
= . . . = S0f(X
0, . . . , Xk−1, SkXkS−1k )(Z
1, . . . , Zk−1, ZkS−1k )
= S0f(X
0, . . . , Xk)(Z1, . . . , Zk)S−1k .
Conversely, if (3.3) holds, then each of (2X0)–(2Xk) is obtained as a special
case when Sj = Inj for all j’s but one.
(3). Suppose that (3X0)–(3Xk) hold, and TjX
j = X˜jTj , j = 0, . . . , k. Then
T0f(X
0, . . . , Xk)(Z1T1, . . . , Z
kTk)
= f(X˜0, X1, . . . , Xk)(T0Z
1T1, Z
2T2, . . . , Z
kTk)
= f(X˜0, X˜1, X2, . . . , Xk)(T0Z
1, T1Z
2T2, Z
3T3, . . . , Z
kTk)
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= . . . = f(X˜0, . . . , X˜k−1, Xk)(T0Z1, . . . , Tk−2Zk−1, Tk−1ZkTk)
= f(X˜0, . . . , X˜k)(T0Z
1, . . . , Tk−1Zk)Tk.
Conversely, if (3.4) holds, then each of (3X0)–(3Xk) is obtained as a special
case when n˜j = nj and Tj = Inj for all j’s but one. 
Formulae (3.1)–(3.2) admit a generalization to the case of direct sums of more
than two summands as follows. Let
Xj =
mj⊕
α=1
Xjα, Zj = [Zjα,β ]α=1,...,mj−1, β=1,...,mj ,
where nαj ∈ Z+, Xjα ∈ Ω(j)nα
j
for j = 0, . . . , k, α = 1, . . . ,mj; Z
jα,β ∈ Njn
α
j−1×nβj for
j = 1, . . . , k, α = 1, . . . ,mj−1, β = 1, . . . ,mj. Then
(3.5) f(X0, . . . , Xk)(Z1, . . . , Zk) = [fα,β]α=1,...,m0, β=1,...,mk ,
where
(3.6) fα,β =
∑
αj=1,...,mj : α0=α,αk=β
f(X0α0 , . . . , Xkαk)(Z1α0,α1 , . . . , Zkαk−1,αk).
Here the block entry fα,β is void if either nα0 or n
β
k is 0, and a summand in (3.6) is
0 if at least one of n
αj
j , j = 1, . . . , k − 1, is 0. The proof is similar to the proof of
Proposition 3.2(1).
The case where for each j the diagonal blocksXjα are all equal will be of special
importance (see Chapter 4). Some notations are in order. For Zj ∈ Njnj−1×nj ,
nj = mjsj , j = 1, . . . , k, we define
Z1s0,s2⊙s1 · · · sk−2,sk⊙sk−1 Zk ∈
(N1s0×s1 ⊗ · · · ⊗ Nksk−1×sk)m0×mk
viewing Zj as a mj−1×mj matrix over Njsj−1×sj and applying the standard rules
of matrix multiplication, i.e.,
(3.7)
(Z1s0,s2⊙s1 · · · sk−2,sk⊙sk−1Zk)α,β =
∑
αj=1,...,mj : α0=α,αk=β
Z1α0,α1⊗· · ·⊗Zkαk−1,αk ,
where Zj = [Zjα,β ]α=1,...,mj−1, β=1,...,mj . This is an iteration of a product of ma-
trices over two modules that are endowed with a product operation into a third
module, as in 2.3.4. In case two factors have square blocks (necessarily of the
same size), we omit the left subscript indices, i.e., we write Z1 ⊙s Z2 instead of
Z1s,s⊙sZ2. For s = 1 we omit the right subscript, i.e., we write Z1s0,s2⊙Z2 instead
of Z1s0,s2⊙1 Z2, and we write Z1 ⊙ · · · ⊙ Zk instead of Z1 ⊙1 · · · ⊙1 Zk; see, e.g.,
[79, Page 86] or [78, Page 240].
Proposition 3.3. Let f ∈ T k(Ω(0), . . . ,Ω(k);N0,nc, . . . ,Nk,nc) and nj = mjsj,
j = 0, . . . , k.
(1) For Y j ∈ Ω(j)sj , Xj =
⊕mj
α=1 Y
j, j = 0, . . . , k, and for Zj ∈ Njnj−1×nj ,
j = 1, . . . , k,
(3.8) f(X0, . . . , Xk)(Z1, . . . , Zk) = Z1s0,s2⊙s1 · · · sk−2,sk⊙sk−1 Zkf(Y 0, . . . , Y k).
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Here the linear mapping
f(Y 0, . . . , Y k) : N1s0×s1 ⊗ · · · ⊗ Nksk−1×sk −→ N0s0×sk
is acting on the matrix Z1s0,s2⊙s1 · · · sk−2,sk⊙sk−1 Zk entrywise.
(2) For Y j ∈ Ω(j)sj , Xj =
⊕mj
α=1 Y
j, j = 0, . . . , k − 1, Xk ∈ Ω(k)nk , and for
Zj ∈ Njnj−1×nj , j = 1, . . . , k,
(3.9)
f(X0, . . . , Xk)(Z1, . . . , Zk) = Z1s0,s2⊙s1 · · · sk−2,sk⊙sk−1 Zkf(Y 0, . . . , Y k−1, Xk).
Here the linear mapping
f(Y 0, . . . , Y k−1, Xk) : N1s0×s1 ⊗ · · · ⊗ (Nk−1)sk−2×sk−1 ⊗Nksk−1×mksk
∼= (N1s0×s1 ⊗ · · · ⊗ Nksk−1×sk)1×mk −→ N0s0×mksk ∼= (N0s0×sk)1×mk
is acting on the rows of the matrix Z1s0,s2⊙s1 · · · sk−2,sk⊙sk−1 Zk; i.e.,
f(Y 0, . . . , Y k−1, Xk) is a mk ×mk matrix of linear mappings
N1s0×s1 ⊗ · · · ⊗ Nksk−1×sk −→ N0s0×sk
that multiplies the matrix Z1s0,s2⊙s1 · · · sk−2,sk⊙sk−1 Zk on the right.
Proof. Follows immediately from (3.5)–(3.6). 
Remark 3.4. We notice that there is a natural mapping
(3.10) N0n0×n0 ⊗N ∗1 n1×n1 ⊗ · · · ⊗ N ∗k nk×nk
−→ homR
(N1n0×n1 ⊗ · · · ⊗ Nknk−1×nk ,N0n0×nk)
for k a positive integer, defined on an elementary tensor Y 0 ⊗ Y 1 ⊗ · · · ⊗ Y k by
(3.11) (Z1, . . . , Zk) 7−→ Y 0(Z1Y 1) · · · (ZkY k),
with ZjY j ∈ Rnj−1×nj for Zj ∈ Njnj−1×nj , j = 1, . . . , k. If the modules N1, . . . ,
Nk are free and of finite rank over R and the module N0 is free (in particular,
when R is a field and N1, . . . , Nk are finite-dimensional vector spaces), the natural
mapping (3.10)–(3.11) is easily seen to be an isomorphism.
Remark 3.5. In the case where the natural mapping (3.10)–(3.11) is an iso-
morphism, we can view a nc function of order k as a function f on Ω(0)×· · ·×Ω(k)
with
(3.12) f(Ω(0)n0 , . . . ,Ω
(k)
nk ) ⊆ N0n0×n0 ⊗N ∗1 n1×n1 ⊗ · · · ⊗ N ∗k nk×nk .
Direct sums and similarities on N0n0×n0 , N ∗1 n1×n1 , . . . , N ∗k nk×nk induce i-th fac-
tor direct sums and similarities on N0n0×n0 ⊗ N ∗1 n1×n1 ⊗ · · · ⊗ N ∗k nk×nk for the
corresponding i = 0, . . . , k. With this interpretation, conditions (1X0)–(1Xk) and
(2X0)–(2Xk) mean that direct sums and similarities in each argument of f result
in direct sums and similarities in the corresponding factor in the value of f . This
explains the form of the conditions of respecting direct sums and similarities in the
definition of nc functions of order k and also puts the cases k = 0 and k > 0 on an
equal footing.
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Remark 3.6. There is also a natural mapping
(3.13) T k(Ω(0), . . . ,Ω(k);N0,nc, . . . ,Nk,nc)
⊗ T ℓ(Ω(k+1), . . . ,Ω(k+ℓ+1);L∗0,nc,L1,nc, . . . ,Lℓ,nc)
−→ T k+ℓ+1(Ω(0), . . . ,Ω(k+ℓ+1);N0,nc, . . . ,Nk,nc,L0,nc, . . . ,Lℓ,nc)
defined on elementary tensors as
f ⊗ g 7−→ h,
where
(3.14) h(X0, . . . , Xk, U0, . . . , U ℓ) = f(X0, . . . , Xk)⊗ g(U0, . . . , U ℓ),
interpreting the values of higher order nc functions as elements of tensor products
(see Remark 3.5), or
(3.15) h(X0, . . . , Xk, U0, . . . , U ℓ)(Z1, . . . , Zk,W 0,W 1, . . . ,W ℓ)
= f(X0, . . . , Xk)(Z1, . . . , Zk)
(
W 0g(U0, . . . , U ℓ)(W 1, . . . ,W ℓ)
)
,
interpreting the values of higher order nc functions as multilinear mappings. Here
X0 ∈ Ω(0)n0 , . . . , Xk ∈ Ω(k)nk , U0 ∈ Ω(k+1)m0 , . . . , U ℓ ∈ Ω(k+ℓ+1)mℓ , Z1 ∈ N1n0×n1 , . . . ,
Zk ∈ Nknk−1×nk , W 0 ∈ L0nk×m0 , W 1 ∈ L1m0×m1 , . . . , W ℓ ∈ Lℓmℓ−1×mℓ .
Iterating this construction, we obtain a natural mapping
(3.16) T 0(Ω(0);N0,nc)⊗ T 0(Ω(1);N ∗1,nc)⊗ · · · ⊗ T 0(Ω(k);N ∗k,nc)
−→ T k(Ω(0), . . . ,Ω(k);N0,nc, . . . ,Nk,nc),
defined on elementary tensors as
f0 ⊗ · · · ⊗ fk 7−→ h,
where
(3.17) h(X0, X1, . . . , Xk) = f0(X0)⊗ f1(X1)⊗ · · · ⊗ fk(Xk),
interpreting the values of higher order nc functions as elements of tensor products,
or
(3.18) h(X0, X1, . . . , Xk)(Z1, . . . , Zk) = f0(X0)
(
Z1f1(X1)
)
· · ·
(
Zkfk(Xk)
)
,
interpreting the values of higher order nc functions as multilinear mappings. Here
X0 ∈ Ω(0)n0 , . . . , Xk ∈ Ω(k)nk , Z1 ∈ N1n0×n1 , . . . , Zk ∈ Nknk−1×nk .
It is clear that the natural mappings (3.13)&(3.14) (or (3.13)&(3.15)) and,
in particular, (3.16)&(3.17) (or (3.16)&(3.18)) are embeddings; we will sometimes
abuse the notation writing h = f ⊗ g and h = f0 ⊗ · · · ⊗ fk for (3.14) (or (3.15))
and (3.17) (or (3.18)), respectively.
3.2. Higher order nc difference-differential operators
Proposition 2.15 tells exactly that, for f ∈ T 0, one has ∆Rf ∈ T 1. We will
extend ∆R to an operator from T k to T k+1 for all k. Similarly to the case k = 0,
it will be done by evaluating a nc function of order k (> 0) on a (k + 1)-tuple of
square matrices with one of the arguments block upper triangular. We start with
the following analogue of Proposition 2.2. It will be shown later, using the tensor
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product interpretation of the values of higher order nc functions, that this is indeed
a natural analogue.
Proposition 3.7. Let Mj, Nj be modules, and let Ω(j) ⊆ Mj,nc be a nc
set, j = 0, . . . , k. Let f ∈ T k(Ω(0), . . . ,Ω(k);N0,nc, . . . ,Nk,nc). Let X0 ∈ Ω(0)n0 ,
. . . , Xk−1 ∈ Ω(k−1)nk−1 , Xk′ ∈ Ω(k)n′
k
, Xk′′ ∈ Ω(k)n′′
k
, Z1 ∈ N1n0×n1 , . . . , Zk−1 ∈
(Nk−1)nk−2×nk−1 , Zk′ ∈ Nknk−1×n
′
k , Zk′′ ∈ Nknk−1×n
′′
k . Let Z ∈ Mkn
′
k×n′′k be
such that
[
Xk′ Z
0 Xk′′
]
∈ Ω(k)n′
k
+n′′
k
. Then
(3.19) f
(
X0, . . . , Xk−1,
[
Xk′ Z
0 Xk′′
])
(Z1, . . . , Zk−1, row [Zk′, Zk′′])
= row
[
f(X0, . . . , Xk−1, Xk′)(Z1, . . . , Zk−1, Zk′),
∆Rf(X
0, . . . , Xk−1, Xk′, Xk′′)(Z1, . . . , Zk−1, Zk′, Z)
+ f(X0, . . . , Xk−1, Xk′′)(Z1, . . . , Zk−1, Zk′′)
]
.
Here ∆Rf = (X
0, . . . , Xk−1, Xk′, Xk′′)(Z1, . . . , Zk−1, Zk′, Z) is determined unique-
ly by (3.19), is independent of Zk′′, and has the following property. If r ∈ R is
such that
[
Xk′ rZ
0 Xk′′
]
∈ Ω(k)n′
k
+n′′
k
, then
(3.20) ∆Rf(X
0, . . . , Xk−1, Xk′, Xk′′)(Z1, . . . , Zk−1, Zk′, rZ)
= r∆Rf(X
0, . . . , Xk−1, Xk′, Xk′′)(Z1, . . . , Zk−1, Zk′, Z).
For k = 1, the matrices Z1, . . . , Zk−1 do not show up in (3.19) and (3.20).
Proof. Denote
f
(
X0, . . . , Xk−1,
[
Xk′ Z
0 Xk′′
]) (
Z1, . . . , Zk−1, row
[
Zk′, Zk′′
])
=: row[A,B],
where A ∈ N0n0×n
′
k , B ∈ N0n0×n
′′
k . We have[
Xk′ Z
0 Xk′′
] [
In′
k
0
]
=
[
In′
k
0
]
Xk′.
By (3Xk),
A = f(X0, . . . , Xk−1, Xk′)(Z1, . . . , Zk−1, Zk′).
We have also
Xk′′
[
0 In′′
k
]
=
[
0 In′′
k
] [Xk′ Z
0 Xk′′
]
.
By (3Xk) and the additivity of
f(X0, . . . , Xk−1, Xk′)(Z1, . . . , Zk−1, Zk)
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as a function of Zk,
row [0, f(X0, . . . , Xk−1, Xk′′)(Z1, . . . , Zk−1, Zk′′)]
= f
(
X0, . . . , Xk−1,
[
Xk′ Z
0 Xk′′
])
(Z1, . . . , Zk−1, row [0, Zk′′])
= row [A,B]− f
(
X0, . . . , Xk−1,
[
Xk′ Z
0 Xk′′
])
(Z1, . . . , Zk−1, row [Zk′, 0]),
which implies that
B = f
(
X0, . . . , Xk−1,
[
Xk′ Z
0 Xk′′
])
(Z1, . . . , Zk−1, row [Zk′, 0])
[
0
In′′
k
]
+ f(X0, . . . , Xk−1, Xk′′)(Z1, . . . , Zk−1, Zk′′).
Therefore, we obtain (3.19) with
(3.21) ∆Rf
(
X0, . . . , Xk−1, Xk′, Xk′′
) (
Z1, . . . , Zk−1, Zk′, Z
)
= f
(
X0, . . . , Xk−1,
[
Xk′ Z
0 Xk′′
]) (
Z1, . . . , Zk−1, row
[
Zk′, 0
]) [ 0
In′′
k
]
.
We observe that (3.21) implies that for any r ∈ R one has
(3.22) ∆Rf(X
0, . . . , Xk−1, Xk′, Xk′′)(Z1, . . . , Zk−1, rZk′, Z)
= r∆Rf(X
0, . . . , Xk−1, Xk′, Xk′′)(Z1, . . . , Zk−1, Zk′, Z).
Next, for r ∈ R such that
[
Xk′ rZ
0 Xk′′
]
∈ Ω(k)n′
k
+n′′
k
we have[
Xk′ rZ
0 Xk′′
] [
rIn′
k
0
0 In′′
k
]
=
[
rIn′
k
0
0 In′′
k
] [
Xk′ Z
0 Xk′′
]
.
By (3Xk),
f
(
X0, . . . , Xk−1,
[
Xk′ rZ
0 Xk′′
])
(Z1, . . . , Zk−1, row [Zk′, Zk′′])
[
rIn′
k
0
0 In′′
k
]
= f
(
X0, . . . , Xk−1,
[
Xk′ Z
0 Xk′′
])
(Z1, . . . , Zk−1, row [rZk′, Zk′′]).
Multiplying both parts on the right by
[
0
In′′
k
]
and subtracting
f(X0, . . . , Xk−1, Xk′′)(Z1, . . . , Zk−1, Zk′′),
we obtain in virtue of (3.19) that
∆Rf(X
0, . . . , Xk−1, Xk′, Xk′′)(Z1, . . . , Zk−1, Zk′, rZ)
= ∆Rf(X
0, . . . , Xk−1, Xk′, Xk′′) = (Z1, . . . , Zk−1, rZk′, Z).
Then applying (3.22) we obtain (3.20). 
Assume now that the nc set Ω(k) ⊆Mk,nc is right admissible, and let
f ∈ T k(Ω(0), . . . ,Ω(k);N0,nc, . . . ,Nk,nc).
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Then for every X0 ∈ Ω(0)n0 , . . . , Xk−1 ∈ Ω(k−1)nk−1 , Xk′ ∈ Ω(k)n′
k
, Xk′′ ∈ Ω(k)n′′
k
, Z1 ∈
N1n0×n1 , . . . , Zk−1 ∈ (Nk−1)nk−2×nk−1 , Zk′ ∈ Nknk−1×n
′
k , Z ∈ Mkn
′
k×n′′k , and for
an invertible r ∈ R such that
[
Xk′ rZ
0 Xk′′
]
∈ Ω(k)n′
k
+n′′
k
, we define first
∆Rf(X
0, . . . , Xk−1, Xk′, Xk′′)(Z1, . . . , Zk−1, Zk′, rZ)
by (3.19), with Z replaced by rZ (for an arbitrary choice of Zk′′ ∈ Nknk−1×n
′′
k ),
and then define
(3.23) ∆Rf(X
0, . . . , Xk−1, Xk′, Xk′′)(Z1, . . . , Zk−1, Zk′, Z)
= r−1∆Rf(X0, . . . , Xk−1, Xk′, Xk′′)(Z1, . . . , Zk−1, Zk′, rZ).
By Proposition 3.7, the right-hand side of (3.23) is independent of r, hence the
left-hand side is defined unambiguously. Using Proposition A.5, we can establish a
higher order version of (2.11),
(3.24) ∆Rf(X
0, . . . , Xk−1, Xk′, Xk′′)(Z1, . . . , Zk−1, Zk′, Z)
= ∆Rf˜(X
0, . . . , Xk−1, Xk′, Xk′′)(Z1, . . . , Zk−1, Zk′, Z).
We have the following analogue of Proposition 2.4, with essentially the same proof.
Proposition 3.8. Let f ∈ T k(Ω(0), . . . ,Ω(k);N0,nc, . . . ,Nk,nc), with Ω(k) ⊆
Mk,nc a right admissible nc set. The mapping
Z 7−→ ∆Rf(X0, . . . , Xk−1, Xk′, Xk′′)(Z1, . . . , Zk−1, Zk′, Z)
is homogeneous as an operator from Mkn
′
k×n′′k to N0n0×n
′′
k , i.e., (3.20) holds for
every X0 ∈ Ω(0)n0 , . . . , Xk−1 ∈ Ω(k−1)nk−1 , Xk′ ∈ Ω(k)n′
k
, Xk′′ ∈ Ω(k)n′′
k
, Z1 ∈ N1n0×n1 ,
. . . , Zk−1 ∈ (Nk−1)nk−2×nk−1 , Zk′ ∈ Nknk−1×n
′
k , Z ∈Mkn
′
k×n′′k , and every r ∈ R.
We proceed with establishing an analogue of Proposition 2.6.
Proposition 3.9. Let f ∈ T k(Ω(0), . . . ,Ω(k);N0,nc, . . . ,Nk,nc), with Ω(k) ⊆
Mk,nc a right admissible nc set. The mapping
Z 7−→ ∆Rf(X0, . . . , Xk−1, Xk′, Xk′′)(Z1, . . . , Zk−1, Zk′, Z)
is additive as an operator from Mkn
′
k×n′′k to N0n0×n
′′
k , i.e.,
(3.25) ∆Rf(X
0, . . . , Xk−1, Xk′, Xk′′)(Z1, . . . , Zk−1, Zk′, ZI + ZII)
= ∆Rf(X
0, . . . , Xk−1, Xk′, Xk′′)(Z1, . . . , Zk−1, Zk′, ZI)
+ ∆Rf(X
0, . . . , Xk−1, Xk′, Xk′′)(Z1, . . . , Zk−1, Zk′, ZII)
for every X0 ∈ Ω(0)n0 , . . . , Xk−1 ∈ Ω(k−1)nk−1 , Xk′ ∈ Ω(k)n′
k
, Xk′′ ∈ Ω(k)n′′
k
, Z1 ∈ N1n0×n1 ,
. . . , Zk−1 ∈ (Nk−1)nk−2×nk−1 , Zk′ ∈ Nknk−1×n
′
k , and ZI , ZII ∈Mkn
′
k×n′′k .
Proof. Let X0 ∈ Ω(0)n0 , . . . , Xk−1 ∈ Ω(k−1)nk−1 , Xk′ ∈ Ω(k)n′
k
, Xk′′ ∈ Ω(k)n′′
k
, Z1 ∈
N1n0×n1 , . . . , Zk−1 ∈ (Nk−1)nk−2×nk−1 , Zk′ ∈ Nknk−1×n
′
k , and ZI , ZII ∈ Mkn
′
k×n′′k
be arbitrary. By (3.24), we may assume, without loss of generality, that Ω(k) is
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similarity invariant, i.e., Ω˜(k) = Ω(k); see Remark 2.5 and Appendix A. Then by
Proposition A.2,[
Xk′ ZI
0 Xk′′
]
∈ Ω(k)n′
k
+n′′
k
,
[
Xk′ ZII
0 Xk′′
]
∈ Ω(k)n′
k
+n′′
k
,
[
Xk′ (ZI + ZII)
0 Xk′′
]
∈ Ω(k)n′
k
+n′′
k
,
and Xk′ 0 ZI0 Xk′ ZII
0 0 Xk′′
 ∈ Ω(k)2n′
k
+n′′
k
(for the latter, we use the fact that if Xk′ ∈ Ω(k)n′
k
then
[
Xk′ 0
0 Xk′
]
∈ Ω(k)2n′
k
). We
have [
Xk′ ZI
0 Xk′′
] [
In′
k
0 0
0 0 In′′
k
]
=
[
In′
k
0 0
0 0 In′′
k
]Xk′ 0 ZI0 Xk′ ZII
0 0 Xk′′
 .
By (3Xk),
f
(
X0, . . . , Xk−1,
[
Xk′ ZI
0 Xk′′
])
(Z1, . . . , Zk−1, row [Zk′, 0])
[
In′
k
0 0
0 0 In′′
k
]
= f
X0, . . . , Xk−1,
Xk′ 0 ZI0 Xk′ ZII
0 0 Xk′′
 (Z1, . . . , Zk−1, row [Zk′, 0, 0]).
Multiplying both parts by col[0, 0, In′′
k
] and taking into account (3.21), we obtain
(3.26) ∆Rf(X
0, . . . , Xk−1, Xk′, Xk′′)(Z1, . . . , Zk−1, Zk′, ZI)
= ∆Rf(X
0, . . . , Xk−1, Xk′ ⊕Xk′, Xk′′)(Z1, . . . , Zk−1, row [Zk′, 0], col [ZI , ZII ]).
Similarly, using the intertwining relation[
Xk′ ZII
0 Xk′′
] [
0 In′
k
0
0 0 In′′
k
]
=
[
0 In′
k
0
0 0 In′′
k
]Xk′ 0 ZI0 Xk′ ZII
0 0 Xk′′
 ,
we obtain
(3.27) ∆Rf(X
0, . . . , Xk−1, Xk′, Xk′′)(Z1, . . . , Zk−1, Zk′, ZII)
=∆Rf(X
0, . . . , Xk−1, Xk′ ⊕Xk′, Xk′′)(Z1, . . . , Zk−1, row [0, Zk′], col [ZI , ZII ]).
Next, using the intertwining relation[
Xk′ ZI + ZII
0 Xk′′
] [
In′
k
In′
k
0
0 0 In′′
k
]
=
[
In′
k
In′
k
0
0 0 In′′
k
]Xk′ 0 ZI0 Xk′ ZII
0 0 Xk′′
 ,
we obtain
(3.28) ∆Rf(X
0, . . . , Xk−1, Xk′, Xk′′)(Z1, . . . , Zk−1, Zk′, ZI + ZII)
=∆Rf(X
0, . . . , Xk−1, Xk′⊕Xk′, Xk′′)(Z1, . . . , Zk−1, row [Zk′, Zk′], col [ZI , ZII ]).
We observe that (3.21) implies the additivity of
∆Rf(X
0, . . . , Xk−1, Xk′, Xk′′)(Z1, . . . , Zk−1, Zk′, Z)
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as a function of Zk′. Therefore, the sum of the right-hand sides of (3.26) and (3.27)
equals the right-hand side of (3.28), and (3.25) follows. 
Theorem 3.10. Let f ∈ T k(Ω(0), . . . ,Ω(k);N0,nc, . . . ,Nk,nc), where Ω(k) ⊆
Mk,nc is a right admissible nc set. For every X0 ∈ Ω(0)n0 , . . . , Xk ∈ Ω(k)nk , Xk+1 ∈
Ω
(k)
nk+1 , the mapping
(Z1, . . . , Zk+1) 7−→ ∆Rf(X0, . . . , Xk+1)(Z1, . . . , Zk+1)
from N1n0×n1 × · · · ×Nknk−1×nk ×Mknk×nk+1 to N0n0×nk+1 is (k+1)-linear over
R. Furthermore, ∆Rf ∈ T k+1(Ω(0), . . . ,Ω(k),Ω(k);N0,nc, . . . ,Nk,nc,Mk,nc).
Proof. The fact that ∆Rf
(
X0, . . . , Xk+1
) (
Z1, . . . , Zk+1
)
is linear as a func-
tion of Zj , for every j = 1, . . . , k, follows from (3.21). The linearity in Zk+1
follows from Propositions 3.8 and 3.9. We also observe that (3.21) implies that
the function ∆Rf
(
X0, . . . , Xk+1
) (
Z1, . . . , Zk+1
)
respects direct sums and similar-
ities in variables X0, . . . , Xk−1. Thus, it only remains to show that the function
∆Rf
(
X0, . . . , Xk+1
) (
Z1, . . . , Zk+1
)
respects direct sums and similarities, or equiv-
alently (by Proposition 3.1), respects intertwinings, in variables Xk and Xk+1.
Let X0 ∈ Ω(0)n0 , . . . , Xk ∈ Ω(k)nk , Xk+1 ∈ Ω(k)nk+1 , X˜k ∈ Ω(k)n˜k , X˜k+1 ∈ Ω
(k)
n˜k+1
, Z1 ∈
N1n0×n1 , . . . , Zk−1 ∈ (Nk−1)nk−2×nk−1 , Zk ∈ Nknk−1×n˜k , and Zk+1 ∈Mknk×n˜k+1
be arbitrary, and let Tk ∈ Rn˜k×nk and Tk+1 ∈ Rn˜k+1×nk+1 satisfy the identities
TkX
k = X˜kTk and Tk+1X
k+1 = X˜k+1Tk+1. By (3.24), we may assume, without
loss of generality, that Ω(k) is similarity invariant, i.e., Ω˜(k) = Ω(k); see Remark 2.5
and Appendix A. Then by Proposition A.2,[
Xk Zk+1Tk+1
0 Xk+1
]
∈ Ω(k)nk+nk+1 ,
[
X˜k+1 TkZ
k+1
0 X˜k+1
]
∈ Ω(k)n˜k+n˜k+1 .
We have [
Tk 0
0 Tk+1
] [
Xk Zk+1Tk+1
0 Xk+1
]
=
[
X˜k+1 TkZ
k+1
0 X˜k+1
][
Tk 0
0 Tk+1
]
.
Using (3.21) and applying (3Xk) to f , we obtain
∆Rf(X
0, . . . , Xk−1, X˜k, X˜k+1)(Z1, . . . , Zk, TkZk+1)Tk+1
= f
(
X0, . . . , Xk−1,
[
X˜k TkZ
k+1
0 X˜k+1
])
(Z1, . . . , Zk−1, row [Zk, 0])
[
0
Ink+1
]
Tk+1
= f
(
X0, . . . , Xk−1,
[
X˜k TkZ
k+1
0 X˜k+1
]) (
Z1, . . . , Zk−1, row[Zk, 0]
) [Tk 0
0 Tk+1
]
×
[
0
Ink+1
]
= f
(
X0, . . . , Xk−1,
[
Xk Zk+1Tk+1
0 Xk+1
])(
Z1, . . . , Zk−1, row[Zk, 0]
[
Tk 0
0 Tk+1
])
×
[
0
Ink+1
]
= f(X0, . . . , Xk+1)(Z1, . . . , Zk−1, ZkTk, Zk+1Tk+1),
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which is a special case of (3Xk) applied to ∆Rf . 
We have therefore the right nc difference-differential operator
∆R : T k(Ω(0), . . . ,Ω(k);N0,nc, . . . ,Nk,nc)
−→ T k+1(Ω(0), . . . ,Ω(k),Ω(k);N0,nc, . . . ,Nk,nc,Mk,nc),
for k = 0, 1, . . .. Iterating this operator ℓ times, we obtain the ℓ-th order right nc
difference-differential operator
∆ℓR : T k(Ω(0), . . . ,Ω(k);N0,nc, . . . ,Nk,nc)
−→ T k+ℓ(Ω(0), . . . ,Ω(k),Ω(k), . . . ,Ω(k)︸ ︷︷ ︸
ℓ times
;N0,nc, . . . ,Nk,nc,Mk,nc, . . . ,Mk,nc︸ ︷︷ ︸
ℓ times
),
for k = 0, 1, . . .. According to our definition, ∆ℓRf is calculated iteratively by
evaluating nc functions of increasing orders on 2×2 block upper triangular matrices
at each step. It turns out that ∆ℓRf can also be calculated in a single step by
evaluating f on (ℓ + 1) × (ℓ + 1) block upper bidiagonal matrices. We formulate
the result separately for the case k = 0 and for the case k > 0.
Theorem 3.11. Let f ∈ T 0(Ω;Nnc), with Ω ⊆Mnc a right admissible nc set.
For every X0 ∈ Ωn0 , . . . , Xℓ ∈ Ωnℓ , Z1 ∈Mn0×n1 , . . . , Zℓ ∈Mnℓ−1×nℓ such that
X0 Z1 0 · · · 0
0 X1
. . .
. . .
...
...
. . .
. . .
. . . 0
...
. . . Xℓ−1 Zℓ
0 · · · · · · 0 Xℓ

∈ Ωn0+···+nℓ ,
one has
(3.29) f




X0 Z1 0 · · · 0
0 X1
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
. 0
.
.
.
.
.
. Xℓ−1 Zℓ
0 · · · · · · 0 Xℓ




=


f(X0) ∆Rf(X
0, X1)(Z1) · · · · · · ∆ℓRf(X
0, . . . , Xℓ)(Z1, . . . , Zℓ)
0 f(X1)
.
.
. ∆ℓ−1R f(X
1, . . . , Xℓ)(Z2, . . . , Zℓ)
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
. f(Xℓ−1) ∆Rf(X
ℓ−1, Xℓ)(Zℓ)
0 · · · · · · 0 f(Xℓ)


.
Theorem 3.12. Let f ∈ T k(Ω(0), . . . ,Ω(k);N0,nc, . . . ,Nk,nc), where Ω(k) ⊆
Mk,nc is a right admissible nc set, k > 0. For every X0 ∈ Ω(0)n0 , . . . , Xk−1 ∈
Ω
(k−1)
nk−1 , X
k,0 ∈ Ω(k)nk,0 , . . . , Xk,ℓ ∈ Ω(k)nk,ℓ , Zk+1,1 ∈ Mknk,0×nk,1 , . . . , Zk+1,ℓ ∈
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Mknk,ℓ−1×nk,ℓ such that
Xk,0 Zk+1,1 0 · · · 0
0 Xk,1
. . .
. . .
...
...
. . .
. . .
. . . 0
...
. . . Xk,ℓ−1 Zk+1,ℓ
0 · · · · · · 0 Xk,ℓ

∈ Ω(k)nk,0+···+nk,ℓ ,
one has
(3.30) f

X0, . . . , Xk−1,

Xk,0 Zk+1,1 0 · · · 0
0 Xk,1
. . .
. . .
...
...
. . .
. . .
. . . 0
...
. . . Xk,ℓ−1 Zk+1,ℓ
0 · · · · · · 0 Xk,ℓ


(Z1, . . . , Zk−1, row [Zk,0, . . . , Zk,ℓ])
= row
0≤j≤ℓ
[ j∑
i=0
∆j−iR f(X
0, . . . , Xk−1, Xk,i, . . . , Xk,j)
(Z1, . . . , Zk−1, Zk,i, Zk+1,i+1, . . . , Zk+1,j)
]
for all Z1 ∈ N1n0×n1 , . . . , Zk−1 ∈ (Nk−1)nk−2×nk−1 , Zk,0 ∈ Nknk−1×nk,0 , . . . ,
Zk,ℓ ∈ Nknk−1×nk,ℓ .
Remark 3.13. In the special case where Zk,1 = 0, . . . , Zk,ℓ = 0, the right-hand
side of (3.30) becomes
row [ f(X0, . . . , Xk−1, Xk,0)(Z1, . . . , Zk−1, Zk,0),
∆Rf(X
0, . . . , Xk−1, Xk,0, Xk,1)(Z1, . . . , Zk−1, Zk,0, Zk+1,1), . . . ,
∆ℓRf(X
0, . . . , Xk−1, Xk,0, . . . , Xk,ℓ)(Z1, . . . , Zk−1, Zk,0, Zk+1,1, . . . , Zk+1,ℓ)
]
.
For the proofs of Theorems 3.11 and 3.12, we will need the following lemma.
Lemma 3.14. Let Ω ⊆Mnc be similarity invariant, i.e., Ω˜ = Ω; see Appendix
A. Then for all n0, . . . , nℓ, X
0 ∈ Ωn0 , . . . , Xℓ ∈ Ωnℓ , Z1 ∈ Mn0×n1 , . . . ,
Zℓ ∈ Mnℓ−1×nℓ one has
Xj Zj+1 0 · · · 0
0 Xj+1
. . .
. . .
...
...
. . .
. . .
. . . 0
...
. . . Xℓ−1 Zℓ
0 · · · · · · 0 Xℓ

∈ Ωnj+···+nℓ , j = 0, . . . , ℓ− 1.
Proof. Induction on ℓ, using Proposition A.2. 
Proof of Theorem 3.11. By (3.24), we may assume, without loss of gen-
erality, that Ω is similarity invariant, i.e., Ω˜ = Ω; see Remark 2.5 and Appendix
A. We will prove the statement by induction on ℓ. For ℓ = 0, the two sides of
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(3.29) are identical. For ℓ = 1, (3.29) coincides with (2.5) up to notation. Suppose
now that the statement is true for ℓ = m, with some m ∈ N. Let X0 ∈ Ωn0 ,
. . . , Xm+1 ∈ Ωnm+1 , Z1 ∈ Mn0×n1 , . . . , Zm+1 ∈ Mnm×nm+1 . Using induction
hypothesis, Lemma 3.14, and (3.19), we obtain
f




X0 Z1 0 · · · · · · 0
0 X1
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
. Xm−1 Zm 0
0 · · · · · · 0 Xm Zm+1
0 · · · · · · · · · 0 Xm+1




=


f(X0) · · · · · · ∆mR f
(
X0, . . . ,Xm−1,
[
Xm Zm+1
0 Xm+1
] )
(Z1, . . . , Zm−1, row[Zm, 0])
0
.
.
.
.
.
.
.
.
.
.
.
. f(Xm−1)
.
.
.
0 · · · 0 f
( [
Xm Zm+1
0 Xm+1
] )


=


f(X0) ∆Rf(X
0,X1)(Z1) · · · ∆m+1
R
f
(
X0, . . . ,Xm+1
)
(Z1, . . . , Zm+1)
0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
. f(Xm) ∆Rf(X
m, Xm+1)(Zm+1)
0 · · · 0 f(Xm+1)


Thus, we have (3.29) for ℓ = m+ 1. 
Proof of Theorem 3.12. By (3.24), we may assume, without loss of gener-
ality, that Ω(k) is similarity invariant, i.e., Ω˜(k) = Ω(k); see Remark 2.5 and Appen-
dix A. We will prove the statement by induction on ℓ. For ℓ = 0, the two sides of
(3.30) are identical. For ℓ = 1, (3.30) coincides with (3.19) up to notation. Suppose
now that the statement is true for all k > 0 and ℓ = m, with somem ∈ N. Let k > 0
be fixed. Let X0 ∈ Ω(0)n0 , . . . , Xk−1 ∈ Ω(k−1)nk−1 , Xk,0 ∈ Ω(k)nk,0 , . . . , Xk,m+1 ∈ Ω(k)nk,m+1 ,
Zk+1,1 ∈ Mknk,0×nk,1 , . . . , Zk+1,m+1 ∈ Mknk,m×nk,m+1 , Z1 ∈ N1n0×n1 , . . . ,
Zk−1 ∈ (Nk−1)nk−2×nk−1 , Zk,0 ∈ Nknk−1×nk,0 , . . . , Zk,m+1 ∈ Nknk−1×nk,m+1 . By
Lemma 3.14,

Xk,j Zk+1,j+1 0 · · · 0
0 Xk,j+1
. . .
. . .
...
...
. . .
. . .
. . . 0
...
. . . Xk,m Zk+1,m+1
0 · · · · · · 0 Xk,m+1

∈ Ω(k)nk,j+···+nk,m+1
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for each j = 0, . . . ,m. By (3.19), we have
f

X0, . . . , Xk−1,

Xk,0 Zk+1,1 0 · · · 0
0 Xk,1
. . .
. . .
...
...
. . .
. . .
. . . 0
...
. . . Xk,m Zk+1,m+1
0 · · · · · · 0 Xk,m+1


(Z1, . . . , Zk−1, row [Zk,0, . . . , Zk,m+1])
= row
[
f(X0, . . . , Xk−1, Xk,0)(Z1, . . . , Zk−1, Zk,0),
∆Rf

X0, . . . , Xk−1,

Xk,1 Zk+1,2 0 · · · 0
0 Xk,2
. . .
. . .
...
...
. . .
. . .
. . . 0
...
. . . Xk,m Zk+1,m+1
0 · · · · · · 0 Xk,m+1


(Z1, . . . , Zk−1, Zk,0, row [Zk+1,1, 0, . . . , 0])
+ f

X0, . . . , Xk−1,

Xk,1 Zk+1,2 0 · · · 0
0 Xk,2
. . .
. . .
...
...
. . .
. . .
. . . 0
...
. . . Xk,m Zk+1,m+1
0 · · · · · · 0 Xk,m+1


(Z1, . . . , Zk−1, row [Zk,1, . . . , Zk,m+1])
]
.
Applying the induction assumption to the right-hand side of the latter (see also
Remark 3.13), we obtain
f

X0, . . . , Xk−1,

Xk,0 Zk+1,1 0 · · · 0
0 Xk,1
. . .
. . .
...
...
. . .
. . .
. . . 0
...
. . . Xk,m Zk+1,m+1
0 · · · · · · 0 Xk,m+1


(Z1, . . . , Zk−1, row [Zk,0, . . . , Zk,m+1])
= row
[
f(X0, . . . , Xk−1, Xk,0)(Z1, . . . , Zk−1, Zk,0),
∆Rf(X
0, . . . , Xk−1, Xk,0, Xk,1)(Z1, . . . , Zk−1, Zk,0, Zk+1,1)
+ f(X0, . . . , Xk−1, Xk,1)(Z1, . . . , Zk−1, Zk,1),
∆2Rf(X
0, . . . , Xk−1, Xk,0, Xk,1, Xk,2)(Z1, . . . , Zk−1, Zk,0, Zk+1,1, Zk+1,2)
+ ∆Rf(X
0, . . . , Xk−1, Xk,1, Xk,2)(Z1, . . . , Zk−1, Zk,1, Zk+1,2)
+ f(X0, . . . , Xk−1, Xk,2)(Z1, . . . , Zk−1, Zk,2),
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. . . ,
∆m+1R (X
0, . . . , Xk−1, Xk,0, . . . , Xk,m+1)(Z1, . . . , Zk−1, Zk,0, Zk+1,1, . . . , Zk+1,m+1)
+
m∑
i=0
∆m−iR f(X
0, . . . , Xk−1, Xk,i+1, . . . , Xk,m+1)
(Z1, . . . , Zk−1, Zk,i+1, Zk+1,i+2, . . . , Zk+1,m+1)
]
= row
0≤j≤m+1
[ j∑
i=0
∆j−iR f(X
0, . . . , Xk−1, Xk,i, . . . , Xk,j)
(Z1, . . . , Zk−1, Zk,i, Zk+1,i+1, . . . , Zk+1,j)
]
.
Thus the statement is true also for ℓ = m+ 1. 
Remark 3.15. It follows from Theorem 3.11 (and Lemma 3.14) that if Ω′ a
right admissible nc subset of Ω and X0, . . . , Xℓ ∈ Ω′, then ∆ℓRf(X0, . . . , Xℓ) is
determined by f |Ω′ .
Remark 3.16. Using the tensor product interpretation of the values of a nc
function f of order k (see Remark 3.5), we can view the definition of ∆Rf as follows.
Let nk = n
′
k + n
′′
k. Then we have the 2× 2 block matrix decomposition of nk × nk
matrices over N ∗k :
N ∗k nk×nk = N ∗k n
′
k×n′k ⊕N ∗k n
′
k×n′′k ⊕N ∗k n
′′
k×n′k ⊕N ∗k n
′′
k×n′′k .
This decomposition induces the corresponding decomposition of
N0n0×n0 ⊗N ∗1 n1×n1 ⊗ · · · ⊗ N ∗k nk×nk ,
and
f
(
X0, . . . , Xk−1,
[
Xk′ Z
0 Xk′′
])
= f(X0, . . . , Xk−1, Xk′)
+ ∆Rf(X
0, . . . , Xk−1, Xk′, Xk′′)(·, . . . , ·, Z) + f(X0, . . . , Xk−1, Xk′′),
where
f(X0, . . . , Xk−1, Xk′) ∈ N0n0×n0 ⊗N ∗1 n1×n1 ⊗ · · · ⊗ (N ∗k−1)nk−1×nk−1 ⊗N ∗k n
′
k×n′k ,
∆Rf(X
0, . . . , Xk−1, Xk′, Xk′′)(·, . . . , ·, Z)
∈ N0n0×n0 ⊗N ∗1 n1×n1 ⊗ · · · ⊗ (N ∗k−1)nk−1×nk−1 ⊗N ∗k n
′
k×n′′k ,
f(X0, . . . , Xk−1, Xk′′) ∈ N0n0×n0 ⊗N ∗1 n1×n1 ⊗ · · · ⊗ (N ∗k−1)nk−1×nk−1 ⊗N ∗k n
′′
k×n′′k
(this is equivalent to (3.19) when using the multilinear mapping interpretation of
the values of f). Furthermore, the mapping
Mkn
′
k×n′′k −→ N0n0×n0 ⊗N ∗1 n1×n1 ⊗ · · · ⊗ (N ∗k−1)nk−1×nk−1 ⊗N ∗k n
′
k×n′′k ,(3.31)
Z 7−→ ∆Rf(X0, . . . , Xk−1, Xk′, Xk′′)(·, . . . , ·, Z)(3.32)
is linear (this is equivalent to Propositions 3.8 and 3.9). We have a special case of
the natural isomorphism (3.10)–(3.11),
N ∗k n
′
k×n′k ⊗M∗kn
′′
k×n′′k ∼−→ homR
(
Mkn
′
k×n′′k ,N ∗k n
′
k×n′′k
)
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(we assume here that the module Mk is free and of finite rank, in addition to
our previous assumptions that the modules N1, . . . , Nk are free and of finite rank
and that the module N0 is free). Tensoring with N0n0×n0 ⊗ N ∗1 n1×n1 ⊗ · · · ⊗
(N ∗k−1)nk−1×nk−1 yields a natural isomorphism
N0n0×n0 ⊗N ∗1 n1×n1 · · · ⊗ (N ∗k−1)nk−1×nk−1 ⊗N ∗k n
′
k×n′k ⊗M∗kn
′′
k×n′′k
∼−→ homR
(
Mkn
′
k×n′′k ,N0n0×n0⊗N ∗1 n1×n1⊗· · ·⊗(N ∗k−1)nk−1×nk−1⊗N ∗k n
′
k×n′′k
)
.
It follows from (3.31)–(3.32) that
∆Rf(X
0, . . . , Xk−1, Xk′, Xk′′)
∈ N0n0×n0 ⊗N ∗1 n1×n1 ⊗ · · · ⊗ (N ∗k−1)nk−1×nk−1 ⊗N ∗k n
′
k×n′k ⊗M∗kn
′′
k×n′′k ,
which is equivalent to the first part of Theorem 3.10.
Remark 3.17. It follows from the definition of ∆R that its action on a tensor
product of (possibly, higher order) nc functions (see Remark 3.6) boils down to its
action on the last factor:
(3.33) ∆R(f ⊗ g) = f ⊗∆Rg,
where
f ∈ T k(Ω(0), . . . ,Ω(k);N0,nc, . . . ,Nk,nc),
g ∈ T ℓ(Ω(k+1), . . . ,Ω(k+ℓ);L∗0,nc,L1,nc, . . . ,Lℓ,nc),
and
(3.34) ∆R(f
0 ⊗ · · · ⊗ fk−1 ⊗ fk) = f0 ⊗ · · · ⊗ fk−1 ⊗∆Rfk,
where f0 ∈ T 0(Ω(0);N0,nc), f1 ∈ T 0(Ω(1);N ∗1,nc), . . . , fk ∈ T 0(Ω(k);N ∗k,nc).
Remark 3.18. More generally, we can define a difference-differential operator
j∆R by evaluating an nc function of order k on a (k + 1)-tuple of square matrices
with the (j + 1)-th argument upper triangular, j = 0, . . . , k. Hence, ∆R = k∆R.
To define 0∆Rf for f ∈ T k(Ω(0), . . . ,Ω(k);N0,nc, . . . ,Nk,nc), where Ω(0) ⊆M0,nc is
a right admissible nc set, let X0′ ∈ Ω(0)n′0 , X
0′′ ∈ Ω(0)n′′0 , X
1 ∈ Ω(1)n1 , . . . , Xk ∈ Ω(k)nk ,
Z1′ ∈ N1n
′
0×n1 , Z1′′ ∈ N1n
′′
0×n1 , Z2 ∈ N2n1×n2 . . . , Zk ∈ Nknk−1×nk . Let Z ∈
M0n
′
0×n′′0 be such that
[
X0′ Z
0 X0′′
]
∈ Ω(0)n′0+n′′0 . Then, similarly to Proposition 3.7,
(3.35) f
([
X0′ Z
0 X0′′
]
, X1, . . . , Xk
)
(col [Z1′, Z1′′], Z2, . . . , Zk)
= col
[
f(X0′, X1, . . . , Xk)(Z1′, Z2, . . . , Zk)
+ 0∆Rf(X
0′, X0′′, X1, . . . , Xk)(Z,Z1′′, Z2, . . . , Zk),
f(X0′′, X1, . . . , Xk)(Z1′′, Z2, . . . , Zk)
]
.
Here 0∆Rf(X
0′, X0′′, X1, . . . , Xk)(Z,Z1′′, Z2, . . . , Zk) is determined uniquely by
(3.35), is independent of Z1′ and is homogeneous in Z whenever
[
X0′ Z
0 X0′′
]
∈
Ω
(0)
n′0+n
′′
0
. We can define 0∆Rf(X
0′, X0′′, X1, . . . , Xk)(Z,Z1′′, Z2, . . . , Zk) for all Z ∈
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M0n
′
0×n′′0 by homogeneity analogously to (3.23). Similarly to Proposition 3.9, it is
linear in Z; similarly to Theorem 3.10,
0∆Rf ∈ T k+1(Ω(0),Ω(0),Ω(1), . . . ,Ω(k);N0,nc,M0,nc,N1,nc, . . . ,Nk,nc).
To define j∆Rf , 1 ≤ j ≤ k − 1, we assume now that Ω(j) is a right ad-
missible nc set. Let X0 ∈ Ω(0)n0 , . . . , Xj−1 ∈ Ω(j−1)nj−1 , Xj′ ∈ Ω(j)n′
j
, Xj′′ ∈ Ω(j)n′′
j
,
Xj+1 ∈ Ω(j+1)nj+1 , . . . , Xk ∈ Ω(k)nk , Z1 ∈ N1n0×n1 , . . . , Zj−1 ∈ (Nj−1)nj−2×nj−1 , Zj′ ∈
Njnj−1×n
′
j , Zj′′ ∈ Njnj−1×n
′′
j , Zj+1′ ∈ (Nj+1)n
′
j×nj+1 , Zj+1′′ ∈ (Nj+1)n
′′
j ×nj+1 ,
Zj+2 ∈ (Nj+2)nj+1×nj+2 , . . . , Zk ∈ Nknk−1×nk . Let Z ∈ Mjn
′
j×n′′j be such that[
Xj′ Z
0 Xj′′
]
∈ Ω(j)n′
j
+n′′
j
. Then, similarly to Proposition 3.7,
(3.36) f
(
X0, . . . , Xj−1,
[
Xj′ Z
0 Xj′′
]
, Xj+1, . . . , Xk
)
(Z1, . . . , Zj−1, row [Zj′, Zj′′], col [Zj+1′, Zj+1′′], Zj+2, . . . , Zk)
= f(X0, . . . , Xj−1, Xj′, Xj+1, . . . , Xk)(Z1, . . . , Zj−1, Zj′, Zj+1′, Zj+2, . . . , Zk)
+ j∆Rf(X
0, . . . , Xj−1, Xj′, Xj′′, Xj+1, . . . , Xk)
(Z1, . . . , Zj−1, Zj′, Z, Zj+1′′, Zj+2, . . . , Zk)
+ f(X0, . . . , Xj−1, Xj′′, Xj+1, . . . , Xk)(Z1, . . . , Zj−1, Zj′′, Zj+1′′, Zj+2, . . . , Zk).
Here
j∆Rf(X
0, . . . , Xj−1, Xj′, Xj′′, Xj+1, . . . , Xk)
(Z1, . . . , Zj−1, Zj′, Z, Zj+1′′, Zj+2, . . . , Zk)
is determined uniquely by (3.36), is independent of Zj′′ and Zj+1′ and is homoge-
neous in Z whenever
[
Xj′ Z
0 Xj′′
]
∈ Ω(j)n′
j
+n′′
j
. We can define
j∆Rf(X
0, . . . , Xj−1, Xj′, Xj′′, Xj+1, . . . , Xk)
(Z1, . . . , Zj−1, Zj′, Z, Zj+1′′, Zj+2, . . . , Zk)
for all Z ∈ Mjn
′
j×n′′j by homogeneity analogously to (3.23). Similarly to Proposi-
tion 3.9, it is linear in Z; similarly to Theorem 3.10,
j∆Rf ∈ T k+1(Ω(0), . . . ,Ω(j−1),Ω(j),Ω(j),Ω(j+1), . . . ,Ω(k);
N0,nc, . . . ,Nj,nc,Mj,nc,Nj+1,nc, . . . ,Nk,nc).
Using Proposition A.5, we can establish a j-analogue of (3.24),
(3.37) j∆Rf(X
0, . . . , Xj−1, Xj′, Xj′′, Xj+1, . . . , Xk)
(Z1, . . . , Zj−1, Zj′, Z, Zj+1′′, Zj+2, . . . , Zk)
= j∆Rf˜(X
0, . . . , Xj−1, Xj′, Xj′′, Xj+1, . . . , Xk)
(Z1, . . . , Zj−1, Zj′, Z, Zj+1′′, Zj+2, . . . , Zk)
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One can also formulate the definition of j∆Rf , 0 ≤ j ≤ k, equivalently, using
the tensor product interpretation of the values of the nc function f of order k,
similarly to Remark 3.16.
Analogously to Remark 3.17, it follows from the definition of j∆R that its
action on a tensor product of (possibly, higher order) nc functions boils down to its
action on one of the factors:
(3.38) j∆R(f ⊗ g) =
{
j∆R(f)⊗ g, 0 ≤ j ≤ k,
f ⊗ j−k−1∆R(g), k + 1 ≤ j ≤ k + ℓ+ 1,
where
f ∈ T k(Ω(0), . . . ,Ω(k);N0,nc, . . . ,Nk,nc),
g ∈ T ℓ(Ω(k+1), . . . ,Ω(k+ℓ);L∗0,nc, . . . ,Lℓ,nc),
and
(3.39)
j∆R(f
0⊗· · ·⊗f j−1⊗f j⊗f j+1⊗· · ·⊗fk) = (f0⊗· · ·⊗f j−1⊗∆Rf j⊗f j+1⊗· · ·⊗fk).
3.3. First order difference formulae for higher order nc functions
We establish now the analogue of Theorem 2.10 for higher order nc functions.
An iterative use of this result will lead us in Chapter 4 to a nc analogue of Brook
Taylor expansion.
Theorem 3.19. Let f ∈ T k(Ω(0), . . . ,Ω(k);N0,nc, . . . ,Nk,nc), where Ω(k) ⊆
Mk,nc is a right admissible nc set. Then for all n0, . . . , nk ∈ N, and arbitrary
X0 ∈ Ω(0)n0 , . . . , Xk−1 ∈ Ω(k−1)nk−1 , X,Y ∈ Ω(k)nk , Z1 ∈ N1n0×n1 , . . . , Zk ∈ Nknk−1×nk ,
(3.40) f(X0, . . . , Xk−1, X)(Z1, . . . , Zk)− f(X0, . . . , Xk−1, Y )(Z1, . . . , Zk)
= ∆Rf(X
0, . . . , Xk−1, Y,X)(Z1, . . . , Zk, X − Y )
and
(3.41) f(X0, . . . , Xk−1, X)(Z1, . . . , Zk)− f(X0, . . . , Xk−1, Y )(Z1, . . . , Zk)
= ∆Rf(X
0, . . . , Xk−1, X, Y )(Z1, . . . , Zk, X − Y ).
As with Theorem 2.10, it is a consequence of the following more general result.
Theorem 3.20. Let f ∈ T k(Ω(0), . . . ,Ω(k);N0,nc, . . . ,Nk,nc), where Ω(k) ⊆
Mk,nc is a right admissible nc set. Then for all n0, . . . , nk−1 ∈ N and arbitrary
X0 ∈ Ω(0)n0 , . . . , Xk−1 ∈ Ω(k−1)nk−1 , X ∈ Ω(k)n , Y ∈ Ω(k)m , Z1 ∈ N1n0×n1 , . . . , Zk−1 ∈
(Nk−1)nk−2×nk−1 , Zk ∈ Nknk−1×m, S ∈ Rm×n,
(3.42) f(X0, . . . , Xk−1, X)(Z1, . . . , ZkS)− f(X0, . . . , Xk−1, Y )(Z1, . . . , Zk)S
= ∆Rf(X
0, . . . , Xk−1, Y,X)(Z1, . . . , Zk, SX − Y S).
Proof. By (3.24), we may assume, without loss of generality, that Ω(k) is sim-
ilarity invariant, i.e., Ω˜(k) = Ω(k); see Remark 2.5 and Appendix A. By Proposition
A.2, [
Y SX − Y S
0 X
]
∈ Ω(k)m+n.
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We have [
Y SX − Y S
0 X
] [
S
In
]
=
[
S
In
]
X.
By (3Xk),
f
(
X0, . . . , Xk−1,
[
Y SX − Y S
0 X
])
(Z1, . . . , Zk−1, row [Zk, 0])
[
S
In
]
= f(X0, . . . , Xk−1, X)(Z1, . . . , Zk−1, ZkS).
By Proposition 3.7, the left-hand side is equal to
row [f(X0, . . . , Xk−1, Y )(Z1, . . . , Zk),
∆Rf(X
0, . . . , Xk−1, Y,X)(Z1, . . . , Zk, SX − Y S)] col [S, In]
= f(X0, . . . , Xk−1, Y )(Z1, . . . , Zk)S
+∆Rf(X
0, . . . , Xk−1, Y,X)(Z1, . . . , Zk, SX − Y S),
hence (3.42) follows. 
Remark 3.21. Let R = R or R = C. Setting X = Y + tZ (with t ∈ R or
t ∈ C) in Theorem 3.19, we obtain
f(X0, . . . , Xk−1, Y + tZ)(Z1, . . . , Zk)− f(X0, . . . , Xk−1, Y )(Z1, . . . , Zk)
= t∆Rf(X
0, . . . , Xk−1, Y, Y + tZ)(Z1, . . . , Zk, Z).
Under appropriate continuity conditions, it follows that
∆Rf(X
0, . . . , Xk−1, Y, Y )(Z1, . . . , Zk, Z)
is the directional derivative of
f(X0, . . . , Xk−1, ·)(Z1, . . . , Zk)
at Y in the direction Z, i.e.,
∆Rf(X
0, . . . , Xk−1, Y, Y )(Z1, . . . , Zk, ·)
is the differential of
f(X0, . . . , Xk−1, ·)(Z1, . . . , Zk)
at Y .
Remark 3.22. Using the difference-differential operators j∆R (see Remark
3.18), we can establish first order difference formulae for higher order nc functions
(cf. Theorem 3.19) with respect to the j-th variable: for j = 0, . . . , k,
(3.43) f(X0, . . . , Xj−1, X,Xj+1, . . . , Xk)(Z1, . . . , Zk)
− f(X0, . . . , Xj−1, Y,Xj+1, . . . , Xk)(Z1, . . . , Zk)
= j∆Rf(X
0, . . . , Xj−1, Y,X,Xj+1, . . . , Xk)(Z1, . . . , Zj, X − Y, Zj+1, . . . , Zk)
and
(3.44) f(X0, . . . , Xj−1, X,Xj+1, . . . , Xk)(Z1, . . . , Zk)
− f(X0, . . . , Xj−1, Y,Xj+1, . . . , Xk)(Z1, . . . , Zk)
= j∆Rf(X
0, . . . , Xj−1, X, Y,Xj+1, . . . , Xk)(Z1, . . . , Zj, X − Y, Zj+1, . . . , Zk).
583. HIGHER ORDER NC FUNCTIONS AND THEIR DIFFERENCE-DIFFERENTIAL CALCULUS
More generally (cf. 3.20), we have
(3.45) Sf(X,X1, . . . , Xk)(Z1, . . . , Zk)− f(Y,X1, . . . , Xk)(SZ1, Z2, . . . , Zk)
= 0∆Rf(Y,X,X
1, . . . , Xk)(SX − Y S, Z1, . . . , Zk)
and, for 0 < j < k,
(3.46) f(X0, . . . , Xj−1, X,Xj+1, . . . , Xk)(Z1, . . . , Zj−1, ZjS,Zj+1, . . . , Zk)
− f(X0, . . . , Xj−1, Y,Xj+1, . . . , Xk)(Z1, . . . , Zj, SZj+1, Zj+2, . . . , Zk)
= j∆Rf(X
0, . . . , Xj−1, Y,X,Xj+1, . . . , Xk)(Z1, . . . , Zj, SX−Y S, Zj+1, . . . , Zk).
The proof is similar to the proof of Theorem 3.20, except that we use (3X0) together
with (3.35) (in the case of (3.45)) or (3Xj) together with (3.36) (in the case of
(3.46)) instead of using (3Xk) together with (3.19). We can also use the similarity
invariant envelope Ω˜(j) of the corresponding right admissible nc set Ω(j), and the
equality (3.37).
Remark 3.23. Clearly, the formulae (3.45), (3.46), and (3.42) generalize (3X0),
(3Xj), and (3Xk), respectively.
3.4. NC integrability
We derive now necessary conditions for a higher order nc function to be inte-
grable, i.e., to be the result of applying a higher order difference-differential operator
to a nc function (or to a higher order nc function of a lower order).
Theorem 3.24. Let f ∈ T k(Ω;Nnc,Mnc, . . . ,Mnc), with Ω ⊆ Mnc a right
admissible nc set. If there exists a nc function g ∈ T 0(Ω;Nnc) such that f = ∆kRg,
then
(3.47) i∆Rf = j∆Rf, i, j = 0, . . . , k.
Corollary 3.25. For every g ∈ T 0(Ω;Nnc), ℓ ∈ N, and js ∈ N with 0 ≤ js ≤
s, s = 1, . . . , ℓ, one has
(3.48) jℓ∆R · · · j1∆Rg = ∆ℓRg.
Proof of Theorem 3.24. It clearly suffices to show that j∆R∆
k
Rg = ∆
k+1
R g
for 0 ≤ j < k. We prove this for 0 < j < k (the proof for the case where j = 0
is analogous, using (3.35) instead of (3.36)). By (3.37), we may assume, without
loss of generality, that Ω is similarity invariant, i.e., Ω˜ = Ω; see Remark 2.5 and
Appendix A. Let X0 ∈ Ωn0 , . . . , Xj−1 ∈ Ωnj−1 , Xj′ ∈ Ωn′j , Xj′′ ∈ Ωn′′j , Xj+1 ∈
Ωnj+1 , . . . , X
k ∈ Ωnk , Z1 ∈ Mn0×n1 , . . . , Zj−1 ∈ Mnj−2×nj−1 , Zj′ ∈ Mnj−1×n
′
j ,
Z ∈ Mn′j×n′′j , Zj+1′′ ∈ Mn′′j ×nj+1 , Zj+2 ∈ Mnj+1×nj+2 , . . . , Zk ∈ Mnk−1×nk . By
Proposition A.2,
[
Xj′ Z
0 Xj′′
]
∈ Ωn′
j
+n′′
j
. According to (3.36),
(3.49) j∆R∆
k
Rg(X
0, . . . , Xj−1, Xj′, Xj′′, Xj+1, . . . , Xk)
(Z1, . . . , Zj−1, Zj′, Z, Zj+1′′, Zj+2, . . . , Zk)
= ∆kRg(X
0, . . . , Xj−1,
[
Xj′ Z
0 Xj′′
]
, Xj+1, . . . , Xk)
(Z1, . . . , Zj−1, row[Zj′, 0], col[0, Zj+1′′], Zj+2, . . . , Zk).
3.5. HIGHER ORDER DIRECTIONAL NC DIFFERENCE-DIFFERENTIAL OPERATORS 59
By (3.29), this is equal to the (1, k + 1) block entry of the (k + 1)× (k + 1) block
matrix
f


X0 Z1 0 · · · · · · · · · · · · · · · 0
0 X1
. . .
. . .
...
...
. . .
. . . Zj−1
. . .
...
...
. . . Xj−1
[
Zj′ 0
] . . . ...
...
. . .
[
Xj′ Z
0 Xj′′
] [
0
Zj+1′′
]
. . .
...
...
. . . Xj+1 Zj+2
. . .
...
...
. . .
. . .
. . . 0
...
. . . Xk−1 Zk
0 · · · · · · · · · · · · · · · · · · 0 Xk


,
where the evaluation of f at the block bidiagonal matrix above is well defined,
since by Lemma 3.14 that matrix belongs to Ωn0+···+nj−1+n′j+n′′j +nj+1+···+nk . We
consider
[
Zj′ 0
]
,
[
Xj′ Z
0 Xj′′
]
, and
[
0
Zj+1′′
]
as single blocks. If we view this block
matrix as a (k+2)× (k+2) block matrix, removing the brackets from those blocks,
then the expression in (3.49) becomes the (1, k+ 2) block entry, which by (3.29) is
equal to
∆k+1R g(X
0, . . . , Xj−1, Xj′, Xj′′, Xj+1, . . . , Xk)
(Z1, . . . , Zj−1, Zj′, Z, Zj+1′′, Zj+2, . . . , Zk).

3.5. Higher order directional nc difference-differential operators
Similarly to Section 2.6, we will also consider a directional version of higher
order difference-differential operators. It is introduced by iterating directional nc
difference-differential operators on higher order nc functions.
Let Ω(j) ⊆ Mj,nc, j = 0, . . . , k, be nc sets, and let Ω(k) ⊆ Mk,nc be right
admissible. Let f ∈ T k(Ω(0), . . . ,Ω(k);N0,nc, . . . ,Nk,nc). Given µ ∈ Mk, we define
for all n0, . . . , nk+1 ∈ N, X0 ∈ Ω(0)n0 , . . . , Xk ∈ Ω(k), Xk+1 ∈ Ω(k)nk+1 the (k+1)-linear
mapping
∆R,µf(X
0, . . . , Xk+1) : N1n0×n1 × · · · × Nknk−1×nk ×Rnk×nk+1 −→ N0n0×nk+1
by
(3.50) ∆R,µf(X
0, . . . , Xk+1)(Z1, . . . , Zk, A)
= ∆Rf(X
0, . . . , Xk+1)(Z1, . . . , Zk, Aµ).
Furthermore, ∆R,µf ∈ T k+1(Ω(0), . . . ,Ω(k),Ω(k);N0,nc, . . . ,Nk,nc,Rnc).
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In the special case of Mk = Rd, we define the j-th right partial nc difference-
differential operator by ∆R,j = ∆R,ej . By linearity, we have
(3.51) ∆Rf(X
0, . . . , Xk+1)(Z1, . . . , Zk+1)
=
d∑
j=1
∆R,jf(X
0, . . . , Xk+1)(Z1, . . . , Zk, Zk+1j ).
It follows that the first order difference formulae of Theorem 3.19 can be written
in this case in terms of partial nc difference-differential operators:
f(X0, . . . , Xk−1, X)(Z1, . . . , Zk)− f(X0, . . . , Xk−1, Y )(Z1, . . . , Zk)
=
d∑
j=1
∆R,jf(X
0, . . . , Xk−1, Y,X)(Z1, . . . , Zk, Xj − Yj)
=
d∑
j=1
∆R,jf(X
0, . . . , Xk−1, X, Y )(Z1, . . . , Zk, Xj − Yj).
Given µ1, . . . , µℓ ∈ Mk, we define the corresponding ℓ-th order directional nc
difference-differential operators
∆ℓR,µ1,...,µℓ = ∆R,µℓ · · ·∆R,µ1 : T k(Ω(0), . . . ,Ω(k);N0,nc, . . . ,Nk,nc)
−→ T k+ℓ(Ω(0), . . . ,Ω(k),Ω(k), . . . ,Ω(k)︸ ︷︷ ︸
ℓ times
;N0,nc, . . . ,Nk,nc,Rnc, . . . ,Rnc︸ ︷︷ ︸
ℓ times
).
More explicitly, using (3.21) and induction on ℓ, one obtains
∆ℓR,µ1,...,µℓf(X
0, . . . , Xk+ℓ)(Z1, . . . , Zk, A1, . . . , Aℓ)
= ∆ℓRf(X
0, . . . , Xk+ℓ)(Z1, . . . , Zk, A1µ1, . . . , Aℓµℓ).
In the tensor product interpretation of the values of nc functions (see Remark 3.5),
we have
∆ℓRf(X
0, . . . , Xk+ℓ)
∈ N0n0×n0 ⊗N ∗1 n1×n1 ⊗ · · · ⊗ N ∗k nk×nk ⊗M∗knk+1×nk+1 ⊗ · · · ⊗M∗knk+ℓ×nk+ℓ ,
∆ℓR,µ1,...,µℓf(X
0, . . . , Xk+ℓ)
∈ N0n0×n0 ⊗N ∗1 n1×n1 ⊗ · · · ⊗ N ∗k nk×nk ⊗Rnk+1×nk+1 ⊗ · · · ⊗ Rnk+ℓ×nk+ℓ ,
and
∆ℓR,µ1,...,µℓf(X
0, . . . , Xk+ℓ)
= (In0 ⊗ · · · ⊗ Ink ⊗ Ink+1µ1 ⊗ · · · ⊗ Ink+ℓµℓ)∆ℓRf(X0, . . . , Xk+ℓ).
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Setting Z1 = A1µ1, . . . , Zℓ = Aℓµℓ in Theorem 3.11, we can rewrite (3.29) as
(3.52) f




X0 A1µ1 0 · · · 0
0 X1
. . .
. . .
...
...
. . .
. . .
. . . 0
...
. . . Xℓ−1 Aℓµℓ
0 · · · · · · 0 Xℓ




=


f(X0) ∆R,µ1f(X
0, X1)(A1) · · · · · · ∆ℓ
R,µ1,...,µℓ
f(X0, . . . , Xℓ)(A1, . . . , Aℓ)
0 f(X1)
. . .
...
...
. . .
. . .
. . .
...
...
. . .
. . . ∆R,µℓf(X
ℓ−1, Xℓ)(Aℓ)
0 · · · · · · 0 f(Xℓ)


.
There is a similar version of Theorem 3.12 in terms of higher order directional nc
difference-differential operators.
In the special case whereM = Rd, we define the ℓ-th order partial nc difference-
differential operator corresponding to a word w = gi1 · · · giℓ ∈ Gd by
∆wR = ∆
ℓ
R,ei1 ,...,eiℓ
= ∆R,iℓ · · ·∆R,i1 ;
see Section 1.1 for the definition of the free monoid Gd and nc multipowers. (Notice
that we can interpret ∆wR as a nc multipower if we abuse the notation by letting
∆R denote the d-tuple (∆R,1, . . . ,∆R,d) of first order partial difference-differential
operators as well as the first order full difference-differential operator.)
By multilinearity we have, for f ∈ T k,
(3.53) ∆ℓRf(X
0, . . . , Xk+ℓ)(Z1, . . . , Zk+ℓ)
=
∑
w=gi1 ···giℓ
∆w
⊤
R f(X
0, . . . , Xk+ℓ)(Z1, . . . , Zk, Zk+1i1 , . . . , Z
k+ℓ
iℓ
),
where the summation is over all the words of length ℓ (notice the transposition of
words: for w = gi1 · · · giℓ we use the notation w⊤ = giℓ · · · gi1).
Setting Z1 = A1ei1 , . . . , Z
ℓ = Aℓeiℓ in Theorem 3.11, i.e., choosing µ
1 = ei1 ,
. . . , µℓ = eiℓ in (3.52), we obtain
(3.54) f




X0 A1ei1 0 · · · 0
0 X1
. . .
. . .
...
...
. . .
. . .
. . . 0
...
. . . Xℓ−1 Aℓeiℓ
0 · · · · · · 0 Xℓ




=


f(X0) ∆
gi1
R f(X
0, X1)(A1) · · · · · · ∆
giℓ
···gi1
R f(X
0, . . . , Xℓ)(A1, . . . , Aℓ)
0 f(X1)
. . .
...
...
. . .
. . .
. . .
...
...
. . .
. . . ∆
giℓ
R f(X
ℓ−1, Xℓ)(Aℓ)
0 · · · · · · 0 f(Xℓ)


.
623. HIGHER ORDER NC FUNCTIONS AND THEIR DIFFERENCE-DIFFERENTIAL CALCULUS
CHAPTER 4
The Taylor–Taylor formula
We use now the calculus of higher order nc difference-differential operators to
derive a nc analogue of the Brook Taylor expansion, which we call the TT (Taylor–
Taylor) expansion in honour of Brook Taylor and Joseph L. Taylor.
Theorem 4.1. Let f ∈ T 0(Ω;Nnc) with Ω ⊆ Mnc a right admissible nc set,
n ∈ N, and Y ∈ Ωn. Then for each N ∈ N and arbitrary X ∈ Ωn,
(4.1) f(X) =
N∑
ℓ=0
∆ℓRf(Y, . . . , Y︸ ︷︷ ︸
ℓ+1 times
)(X − Y, . . . , X − Y︸ ︷︷ ︸
ℓ times
)
+ ∆N+1R f(Y, . . . , Y︸ ︷︷ ︸
N+1 times
, X)(X − Y, . . . , X − Y︸ ︷︷ ︸
N+1 times
).
Proof. Using Theorems 2.10 and 3.19, we obtain
f(X) = f(Y ) + ∆Rf(Y,X)(X − Y )
= f(Y ) + ∆Rf(Y, Y )(X − Y ) + ∆2Rf(Y, Y,X)(X − Y,X − Y )
= . . .
= f(Y ) + ∆Rf(Y, Y )(X − Y ) + · · ·+∆NR f(Y, . . . , Y︸ ︷︷ ︸
N+1 times
)(X − Y, . . . , X − Y︸ ︷︷ ︸
N times
)
+ ∆N+1R f(Y, . . . , Y︸ ︷︷ ︸
N+1 times
, X)(X − Y, . . . , X − Y︸ ︷︷ ︸
N+1 times
).

It is possible to obtain a version of a power expansion centered at a matrix
Y ∈ Ωs valid in matrix dimensions which are multiples of s. For X ∈ Mn×n and
n = sm we denote
X⊙sℓ := X ⊙s · · · ⊙s X︸ ︷︷ ︸
ℓ times
,
where we use the notation introduced prior to Proposition 3.3. Notice that X⊙sℓ
is the ℓ-th power of X viewed as a m×m matrix over T(Ms×s). Here
T(L) :=
∞⊕
ℓ=0
L⊗ℓ
denotes the tensor algebra over a module L over R. We also write X⊙ℓ instead of
X⊙1ℓ, thus omitting the subscript in case s = 1.
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Theorem 4.2. Let f ∈ T 0(Ω;Nnc) with Ω ⊆ Mnc a right admissible nc set,
and Y ∈ Ωs. Then for each N ∈ N and arbitrary m ∈ N and X ∈ Ωms,
(4.2) f(X) =
N∑
ℓ=0
(
X −
m⊕
α=1
Y
)⊙sℓ
∆ℓRf(Y, . . . , Y︸ ︷︷ ︸
ℓ+1 times
)
+
(
X −
m⊕
α=1
Y
)⊙sN+1
∆N+1R f(Y, . . . , Y︸ ︷︷ ︸
N+1 times
, X).
In particular, if µ ∈ Ω1 then for each N ∈ N and arbitrary m ∈ N and X ∈ Ωm,
(4.3) f(X) =
N∑
ℓ=0
(X − Imµ)⊙ℓ∆ℓRf(µ, . . . , µ︸ ︷︷ ︸
ℓ+1 times
)
+ (X − Imµ)⊙N+1∆N+1R f( µ, . . . , µ︸ ︷︷ ︸
N+1 times
, X).
Proof. The first statement is immediate from Theorem 4.1 and Proposition
3.3. The second statement is a special case of the first one when s = 1. 
Remark 4.3. It follows from (3.45), (3.46), (3.42), and (3.48) that the multi-
linear mappings fℓ := ∆
ℓ
Rf(Y, . . . , Y ) : (Ms×s)ℓ → N s×s, satisfy
(4.4) Sf0 − f0S = f1(SY − Y S),
and for ℓ = 1, . . .,
(4.5) Sfℓ(Z
1, . . . , Zℓ)− fℓ(SZ1, Z2, . . . , Zℓ) = fℓ+1(SY − Y S, Z1, . . . , Zℓ),
(4.6) fℓ(Z
1, . . . , Zj−1, ZjS,Zj+1, . . . , Zℓ)− fℓ(Z1, . . . , Zj , SZj+1, Zj+2, . . . , Zℓ)
= fℓ+1(Z
1, . . . , Zj , SY − Y S, Zj+1, . . . , Zℓ),
(4.7) fℓ(Z
1, . . . , Zℓ−1, ZℓS)− fℓ(Z1, . . . , Zℓ)S = fℓ+1(Z1, . . . , Zℓ, SY − Y S),
for every S ∈ Rs×s.
We next specialize Theorem 4.2 to the case where M = Rd, using higher
order partial nc difference-differential operators. For X ∈ (Rn×n)d, n = sm, and
w = gi1 · · · giℓ we denote
(4.8) X⊙sw := Xi1 ⊙s · · · ⊙s Xiℓ .
Notice that X⊙sw is the w-th nc power of X viewed as a d-tuple of m×m matrices
over T(Rs×s). We also write X⊙w instead of X⊙1w, thus omitting the subscript in
case s = 1. Notice that
(4.9) Z⊙sℓ =
∑
w=g1···giℓ
(Z⊙sw)ei1 ⊗ · · · ⊗ eiℓ ,
for every ℓ,m ∈ N, and Z ∈ (Rsm×sm)d, where ei, i = 1, . . . , d, is the standard
basis for Rd. One also has
(4.10) ∆ℓRf(Y, . . . , Y )(Z
1, . . . , Zℓ) =
∑
w=gi1 ...giℓ
∆w
⊤
R f(Y, . . . , Y )(Z
1
i1 , . . . , Z
ℓ
iℓ
)
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(see (3.53) with k = 0) and, similarly,
(4.11) Z⊙sℓ∆ℓRf(Y, . . . , Y ) =
∑
w=g1···giℓ
Z⊙sw∆w
⊤
R f(Y, . . . , Y )
for a nc function f on a nc set Ω ⊆ (Rd)nc with values in Nnc, and every Y ∈ Ωs,
Z1, . . . , Zℓ ∈ (Rs×s)d, and Z ∈ (Rsm×sm)d. Theorem 4.2 implies the following.
Corollary 4.4. Let f ∈ T 0(Ω;Nnc) with Ω ⊆ (Rd)nc a right admissible nc
set, m ∈ N, and Y ∈ Ωs. Then for each N ∈ N and arbitrary X ∈ Ωsm,
(4.12) f(X) =
N∑
ℓ=0
∑
|w|=ℓ
(
X −
m⊕
α=1
Y
)⊙sw
∆w
⊤
R f(Y, . . . , Y︸ ︷︷ ︸
ℓ+1 times
)
+
∑
|w|=N+1
(
X −
m⊕
α=1
Y
)⊙sw
∆w
⊤
R f(Y, . . . , Y︸ ︷︷ ︸
N+1 times
, X).
In particular, for s = 1 and µ ∈ Ω1, we obtain a genuine nc power expansion
(4.13) f(X) =
N∑
ℓ=0
∑
|w|=ℓ
(X − Imµ)w∆w⊤R f(µ, . . . , µ︸ ︷︷ ︸
ℓ+1 times
)
+
∑
|w|=N+1
(X − Imµ)w∆w⊤R f( µ, . . . , µ︸ ︷︷ ︸
N+1 times
, X).
Here we identify the ℓ-linear mapping ∆w
⊤
R f(µ, . . . , µ) : R× · · · ×R → N with the
vector ∆w
⊤
R f(µ, . . . , µ)(1, . . . , 1) ∈ N , and the m×m matrix ∆w
⊤
R f(µ, . . . , µ,X) of
(N+1)-linear mappings R×· · ·×R → N (see formula (3.9) in Proposition 3.3) with
the m×m matrix over N whose i-th row is equal to ∆w⊤R f(µ, . . . , µ,X)(1, . . . , 1, e⊤i )
where ei is the i-th standard basis vector of Rm.
Remark 4.5. Specializing Remark 4.3 to the case ofM = Rd and using (4.10),
we obtain that the multilinear forms fw = ∆
w⊤
R f(Y, . . . , Y ), w ∈ Gd, satisfy the
conditions
(4.14) Sf∅ − f∅S =
d∑
k=1
fgk(SYk − YkS),
and for w = gi1 · · · giℓ 6= ∅,
(4.15) Sfw(A
1, . . . , Aℓ)− fw(SA1, A2, . . . , Aℓ) =
d∑
k=1
fgkw(SYk−YkS,A1, . . . , Aℓ),
(4.16)
fw(A
1, . . . , Aj−1, AjS,Aj+1, . . . , Aℓ)− fw(A1, . . . , Aj , SAj+1, Aj+2, . . . , Aℓ)
=
d∑
k=1
fgi1 ···gij gkgij+1 ···giℓ (A
1, . . . , Aj , SYk − YkS,Aj+1, . . . , Aℓ),
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(4.17) fw(A
1, . . . , Aℓ−1, AℓS)− fw(A1, . . . , Aℓ)S
=
d∑
k=1
fwgk(A
1, . . . , Aℓ, SYk − YkS),
for all S,A1, . . . , Aℓ ∈ Rs×s.
We proceed to rewrite the TT formula (4.12) in a more concrete fashion. Using
the tensor product interpretation for the values of higher order nc functions (see
Remark 3.5 — we assume that the module N is free),
∆w
⊤
R f(Y, . . . , Y︸ ︷︷ ︸
ℓ+1 times
) ∈ N s×s ⊗Rs×s ⊗ · · · ⊗ Rs×s︸ ︷︷ ︸
ℓ times
and therefore
(4.18) ∆w
⊤
R f(Y, . . . , Y︸ ︷︷ ︸
ℓ+1 times
) = Aw,(0) ⊗Aw,(1) ⊗ · · · ⊗Aw,(ℓ).
Here we use an analogue of the sumless Sweedler notation familiar in the theory of
coalgebras [60],
(4.19) Aw,(0) ⊗Aw,(1) ⊗ · · · ⊗Aw,(ℓ) =
∑
j
A
(j)
w,(0) ⊗A(j)w,(1) ⊗ · · · ⊗A(j)w,(ℓ),
with a finite sum (having at most (s2)
ℓ
terms) and A
(j)
w,(0) ∈ N s×s, A(j)w,(1), . . . ,
A
(j)
w,(ℓ) ∈ Rs×s. According to (3.11),
(4.20) ∆w
⊤
R f(Y, . . . , Y︸ ︷︷ ︸
ℓ+1 times
)(Xi1 − Yi1 , . . . , Xiℓ − Yiℓ)
= (Aw,(0) ⊗Aw,(1) ⊗ · · · ⊗Aw,(ℓ)) ⋆ (X − Y )[w],
where we introduce the notation
(4.21) (Cw,(0) ⊗ Cw,(1) ⊗ · · · ⊗ Cw,(ℓ)) ⋆ Z [w]
=
∑
j
C
(j)
w,(0)
(
Zi1C
(j)
w,(1)
)
· · ·
(
ZiℓC
(j)
w,(ℓ)
)
,
where Cw,(0) ⊗ Cw,(1) ⊗ · · · ⊗ Cw,(ℓ) ∈ N s×s ⊗ Rs×s ⊗ · · · ⊗ Rs×s︸ ︷︷ ︸
ℓ times
in the sumless
Sweedler notation, and Z ∈ (Rn×n)d. Recall that for Z ∈ (Rsm×sm)d, w =
gi1 · · · giℓ ∈ Gd, and 1 ≤ i, k ≤ m we have
(Z⊙sw)ik =
∑
1≤j1,...,jℓ−1≤m
(Zi1)ii1 ⊗ (Zi2)j1j2 ⊗ · · · ⊗ (Ziℓ−1)jℓ−2jℓ−1 ⊗ (Ziℓ)jℓ−1k.
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Therefore,(
Z⊙sw∆w
⊤
R f(Y, . . . , Y︸ ︷︷ ︸
ℓ+1 times
)
)
ik
=
∑
1≤j1,...,jℓ−1≤m
∆w
⊤
R f(Y, . . . , Y︸ ︷︷ ︸
ℓ+1 times
)
(
(Zi1)ii1 , (Zi2)j1j2 , . . . , (Ziℓ−1)jℓ−2jℓ−1 , (Ziℓ)jℓ−1k
)
=
∑
j
∑
1≤j1,...,jℓ−1≤m
A
(j)
w,(0)
(
(Zi1)ii1A
(j)
w,(1)
)(
(Zi2)j1j2A
(j)
w,(2)
)
· · ·
(
(Ziℓ−1)jℓ−2jℓ−1A
(j)
w,(ℓ−1)
)(
(Ziℓ)jℓ−1kA
(j)
w,(ℓ)
)
=
((( m⊕
α=1
Aw,(0)
)
⊗ · · · ⊗
( m⊕
α=1
Aw,(ℓ)
))
⋆ Z [w]
)
ik
for every Z ∈ (Rsm×sm)d, so that
(4.22)
(
X −
m⊕
α=1
Y
)⊙sw
∆w
⊤
R f(Y, . . . , Y︸ ︷︷ ︸
ℓ+1 times
)
=
(( m⊕
α=1
Aw,(0)
)
⊗ · · · ⊗
( m⊕
α=1
Aw,(ℓ)
))
⋆
(
X −
m⊕
α=1
Y
)[w]
for every X ∈ (Rsm×sm)d.
Analogously, for the remainder of the TT formula (4.12) (the sum over words
of length N + 1) we have
∆w
⊤
R f(Y, . . . , Y︸ ︷︷ ︸
N+1 times
, X) ∈ Nn×n ⊗Rn×n ⊗ · · · ⊗ Rn×n︸ ︷︷ ︸
N+1 times
and therefore
(4.23) ∆w
⊤
R f(Y, . . . , Y︸ ︷︷ ︸
N+1 times
, X) = Bw,(0) ⊗Bw,(1) ⊗ · · · ⊗Bw,(N+1)
and
(4.24)
(
X −
m⊕
α=1
Y
)⊙sw
∆w
⊤
R f(Y, . . . , Y︸ ︷︷ ︸
N+1 times
, X)
=
(( m⊕
α=1
Bw,(0)
)
⊗ · · · ⊗
( m⊕
α=1
Bw,(N)
)
⊗Bw,(N+1)
)
⋆
(
X −
m⊕
α=1
Y
)[w]
for every X ∈ (Rsm×sm)d. Notice that while the “TT coefficients” Aw,(0)⊗Aw,(1)⊗
· · ·⊗Aw,(ℓ) depend only on the center point Y , the “remainder coefficients” Bw,(0)⊗
Bw,(1) ⊗ · · · ⊗Bw,(N+1) depend on both Y and X .
Thus, we obtain the TT formula in the form of “nc pseudo-power” expansion,
which is a generalization of nc power expansion (4.13) for the case of s = 1 to the
case of general s.
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Theorem 4.6. Let f ∈ T 0(Ω;Nnc) with Ω ⊆ (Rd)nc a right admissible nc set,
and Y ∈ Ωs. Then for each N ∈ N, an arbitrary m ∈ N, and X ∈ Ωsm,
(4.25) f(X) =
N∑
ℓ=0
∑
|w|=ℓ
(( m⊕
α=1
Aw,(0)
)
⊗ · · · ⊗
( m⊕
α=1
Aw,(ℓ)
))
⋆
(
X −
m⊕
α=1
Y
)[w]
+
∑
|w|=N+1
(( m⊕
α=1
Bw,(0)
)
⊗ · · · ⊗
( m⊕
α=1
Bw,(N)
)
⊗Bw,(N+1)
)
⋆
(
X −
m⊕
α=1
Y
)[w]
.
Here Aw,(0)⊗· · ·⊗Aw,(ℓ) = ∆w⊤R f(Y, . . . , Y︸ ︷︷ ︸
ℓ+1 times
) and Bw,(0)⊗· · ·⊗Bw,(N)⊗Bw,(N+1) =
∆w
⊤
R f(Y, . . . , Y︸ ︷︷ ︸
N+1 times
, X) with the tensor product interpretation for the values of ∆w
⊤
R f
(Remark 3.5), the sumless Sweedler notation (4.19), and the pseudo-power notation
(4.21).
CHAPTER 5
NC functions on nilpotent matrices
As the first application of the TT formula, we will now describe nc functions on
nilpotent matrices as sums of their TT series. Conversely, we will see that the sum
of nc power series evaluated on nilpotent matrices defines a nc function, provided
the coefficients of the series satisfy the conditions listed in Remarks 4.3 and 4.5.
5.1. From nc functions to nc power series
The TT formula (4.3) allows us to describe nc functions on nilpotent matrices
over M as sums of nc power series. Let n, κ ∈ N. Define the set Nilp(M;n, κ) of
n× n matrices X over M which are nilpotent of rank at most κ, i.e., X⊙ℓ = 0 for
all ℓ ≥ κ. Define also the set Nilp(M;n) = ⋃∞κ=1Nilp(M;n, κ) of nilpotent n × n
matrices over M and the set Nilp(M) = ∐∞n=1Nilp(M;n) of nilpotent matrices
overM. Notice that Ω = Nilp(M) ⊆Mnc is a right (as well as left) admissible nc
set, and Ωn = Nilp(M;n), n = 1, 2, . . ..
In the special case ofM = Rd, the set Nilpd(R;n, κ) := Nilp(Rd;n, κ) consists
of d-tuples X of n× n matrices over R which are jointly nilpotent of rank at most
κ, i.e., Xw = 0 for all w ∈ Gd such that |w| ≥ κ; see (4.9). We also have the set
Nilpd(R;n) := Nilp(Rd;n) of jointly nilpotent d-tuples of n × n matrices over R
and the set Nilpd(R) := Nilp(Rd) of jointly nilpotent d-tuples of matrices over R.
Remark 5.1. In the case where R = K is a field, a matrix X ∈ Nilp(M;n) is
similar to a strictly upper triangular matrix. Indeed, consider a finite-dimensional
subspace of M spanned by the entries of X and choose its basis υ1, . . . , υd; we
can then write X = A1υ1 + · · · + Adυd, where (A1, . . . , Ad) ∈ Nilpd(K;n). The
Lie subalgebra of Kn×n generated by A1, . . . , Ad consists of nilpotent matrices.
By Engel’s theorem (see, e.g., [63, Sections 3.2, 3.3]), the matrices A1, . . . , Ad
are jointly similar to strictly upper triangular matrices. Hence, X is similar to a
strictly upper triangular matrix.
Theorem 5.2. Let f ∈ T 0(Nilp(M);Nnc). Then for all X ∈ Nilp(M)
(5.1) f(X) =
∞∑
ℓ=0
X⊙ℓ∆ℓRf( 0, . . . , 0︸ ︷︷ ︸
ℓ+1 times
),
where the sum has finitely many nonzero terms.
Proof. Let X ∈ Nilp(M;n, κ) for some positive integers n and κ. Then the
TT formula (4.3) centered at µ = 0 for N > κ becomes
f(X) =
κ−1∑
ℓ=0
X⊙ℓ∆ℓRf( 0, . . . , 0︸ ︷︷ ︸
ℓ+1 times
).

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Remark 5.3. It follows from (5.1) that f(X) − Inf(0) ∈ Nilp(N ;n) for X ∈
Nilp(M;n). Alternatively (cf. Remark 5.1), if X is strictly upper triangular, then
f(X) is upper triangular with all diagonal entries equal to f(0).
In the special case of M = Rd, we can use (4.13) instead of (4.3) to obtain:
Theorem 5.4. Let f ∈ T 0(Nilpd(R);Nnc). Then for all X ∈ Nilpd(R)
(5.2) f(X) =
∑
w∈Gd
Xw∆w
⊤
R f( 0, . . . , 0︸ ︷︷ ︸
|w|+1 times
),
where the sum has finitely many nonzero terms.
We proceed now to generalize Theorems 5.2 and 5.4 to the case of an arbitrary
center. For Y ∈Ms×s, we define the set Nilp(M, Y ; sm, κ) of sm×sm matrices X
overM which are nilpotent about Y of rank at most κ, i.e., (X −⊕mα=1 Y )⊙sℓ = 0
for all ℓ ≥ κ. We also define the set Nilp(M, Y ; sm) = ⋃∞κ=1Nilp(M, Y ; sm, κ) and
the set Nilp(M, Y ) =∐∞m=1Nilp(M, Y ; sm). Notice that Nilp(M, Y ) is a right (as
well as left) admissible nc set.
In the special case of M = Rd, the set Nilpd(R, Y ; sm, κ) := Nilp(Rd; sm, κ)
consists of d-tuples X of sm × sm matrices over R which are jointly nilpotent
about Y of rank at most κ, i.e., (X −⊕mα=1 Y )⊙sw = 0 for all w ∈ Gd such
that |w| ≥ κ. We also have the sets Nilpd(R, Y ; sm) := Nilp(Rd, Y ; sm) and
Nilpd(R, Y ) := Nilp(Rd, Y ).
Remark 5.5. Clearly, we have X ∈ Nilp(M, Y ; sm, κ) if and only if X −⊕m
α=1 Y ∈ Nilp(Ms×s;m,κ). It follows from Remark 5.1 that when R = K is a
field, X ∈ Nilp(M, Y ; sm) is similar, with a similarity matrix of the form S ⊗ Is ∈
Ksm×sm, to an s× s-block upper triangular matrix with all diagonal blocks equal
to Y .
We have the following analogue of Theorems 5.2, with exactly the same proof.
Theorem 5.6. Let Y ∈ Ms×s and f ∈ T 0(Nilp(M, Y );Nnc). Then for all
X ∈ Nilp(M, Y ; sm)
(5.3) f(X) =
∞∑
ℓ=0
(
X −
m⊕
α=1
Y
)⊙sℓ
∆ℓRf(Y, . . . , Y︸ ︷︷ ︸
ℓ+1 times
),
where the sum has finitely many nonzero terms.
Remark 5.7. It follows from (5.3) that we have f(X) ∈ Nilp(N , f(Y )) for X ∈
Nilp(M, Y ). Alternatively (cf. Remark 5.5), if X is s × s-block upper triangular
with all diagonal blocks equal to Y , then f(X) is s× s-block upper triangular with
all diagonal entries equal to f(Y ).
In the special case ofM = Rd, we have the following analogue of Theorem 5.4.
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Theorem 5.8. Let Y ∈ (Rs×s)d and f ∈ T 0(Nilpd(R, Y );Nnc). Then for all
X ∈ Nilpd(R, Y ; sm)
(5.4) f(X) =
∑
w∈Gd
(
X −
m⊕
α=1
Y
)⊙sw
∆w
⊤
R f( Y, . . . , Y︸ ︷︷ ︸
|w|+1 times
)
=
N∑
ℓ=0
∑
|w|=ℓ
(( m⊕
α=1
Aw,(0)
)
⊗ · · · ⊗
( m⊕
α=1
Aw,(ℓ)
))
⋆
(
X −
m⊕
α=1
Y
)[w]
,
where Aw,(0)⊗· · ·⊗Aw,(ℓ) = ∆w⊤R f(Y, . . . , Y︸ ︷︷ ︸
ℓ+1 times
) with the tensor product interpretation
for the values of ∆w
⊤
R f (Remark 3.5), the sumless Sweedler notation (4.19), and
the pseudo-power notation (4.21), and the sum has finitely many nonzero terms.
We establish now the uniqueness of nc power expansions for nc functions on
nilpotent matrices.
Theorem 5.9. Let Y ∈Ms×s, f ∈ T 0(Nilp(M, Y );Nnc), and assume that
f(X) =
∞∑
ℓ=0
(
X −
m⊕
α=1
Y
)⊙sℓ
fℓ
for all m ∈ N, X ∈ Nilp(M, Y ; sm), and some ℓ-linear mappings fℓ : (Ms×s)ℓ →
N s×s, ℓ = 0, 1, . . . (where the sum has finitely many nonzero terms). Then fℓ =
∆ℓRf(Y, . . . , Y ) for all ℓ.
Proof. By Theorem 5.6, it suffices to show that the coefficients fℓ are uniquely
determined by the nc function f . For any fixed ℓ and any Z1, . . . , Zℓ ∈Ms×s,
f


Y Z1 0 · · · 0
...
. . .
. . .
. . .
...
...
. . .
. . . 0
...
. . . Zℓ
0 · · · · · · · · · Y


=

f0 f1(Z
1) · · · · · · fℓ(Z1, . . . , Zℓ)
0 f0
. . .
...
...
. . .
. . .
. . .
...
...
. . .
. . . f1(Z
ℓ)
0 · · · · · · 0 f0

.
The (1, ℓ + 1) entry of the matrix on the right-hand side, i.e., the value of fℓ on
arbitrary ℓ matrices in Ms×s is uniquely determined by f . (To argue somewhat
differently, we see directly that fℓ = ∆
ℓ
Rf(Y, . . . , Y ) because of (3.29).) 
There is also a version of Theorem 5.9 in the special case of M = Rd for the
coefficients of nc power series along Gd, as in (5.4).
Theorem 5.10. Let Y ∈Ms×s, f ∈ T 0(Nilpd(R, Y );Nnc), and assume that
f(X) =
∑
w∈Gd
(
X −
m⊕
α=1
Y
)⊙sw
fw
for all m ∈ N, X ∈ Nilpd(R, Y ; sm), and some ℓ-linear mappings fw : (Rs×s)|w| →
N s×s, w ∈ Gd (where the sum has finitely many nonzero terms). Then fw =
∆w
⊤
R f(Y, . . . , Y ) for all w.
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Proof. We define ℓ-linear mappings fℓ :
(
(Rs×s)d
)ℓ
→ N s×s by
(5.5) fℓ(Z
1, . . . , Zℓ) =
∑
w=gi1 ···giℓ∈Gd
fw(Z
1
i1 , . . . , Z
ℓ
iℓ),
so that for every m ∈ N and Z ∈ (Rsm×sm)d,
(5.6) Z⊙sℓfℓ =
∑
|w|=ℓ
Z⊙swfw.
Clearly,
(5.7) fw(A
1, . . . , Aℓ) = fℓ(A
1ei1 , . . . , A
ℓeiℓ) for every w = gi1 · · · giℓ .
The result now follows from Theorem 5.9 and the definition of ∆w
⊤
R f . 
Remark 5.11. A simple corollary of Theorem 5.6 or 5.8 is a fairly explicit
description of nc functions from Knc to Wnc for a field K and a vector space W
over K. More precisely, let Λn be the set of all X ∈ Kn×n such that all the roots
of the characteristic polynomial of X are in K, let Λ =
∐∞
n=1 Λn (clearly, Λ ⊆ Knc
is a nc set), and let f : Λ→Wnc be a nc function. For any X ∈ Λn, there exists an
invertible matrix T ∈ Kn×n so that
(5.8) X = T−1
(⊕
λ
Xλ
)
T,
where the summation is over all the distinct eigenvalues λ of X with algebraic
multiplicities nλ and Xλ ∈ Nilp1(K, λ;nλ) (if we want we can take Xλ to be a
direct sum of Jordan cells with eigenvalue λ). It follows that
(5.9) f(X) = T−1
(⊕
λ
nλ∑
ℓ=0
(Xλ − Inλλ)ℓ∆ℓRf(λ, . . . , λ)
)
T.
Conversely, given any functions fℓ : K → W , ℓ = 0, 1, . . ., we can define for any
matrix X ∈ Λn as above
(5.10) f(X) = T−1
(⊕
λ
nλ∑
ℓ=0
(Xλ − Inλλ)ℓfℓ(λ)
)
T.
It is seen immediately that the right hand side is well defined independently of the
representation (5.8) of X , and that if XS = SY then f(X)S = Sf(Y ); therefore
(5.10) defines a nc function f : Λ → Wnc, and it follows from Theorem 5.9 or 5.10
that ∆ℓRf(λ, . . . , λ) = fℓ(λ).
5.2. From nc power series to nc functions
In this chapter, we consider the sum of power series of the form
(5.11)
∞∑
ℓ=0
(
X −
m⊕
α=1
Y
)⊙sℓ
fℓ
on nilpotent matrices X about Y (so that the sum has finitely many nonzero
terms). Here Y ∈ Ms×s is a given center; X ∈ Nilp(M, Y ; sm), m = 1, 2, . . .;
fℓ : (Ms×s)ℓ → N s×s, ℓ = 0, 1, . . ., is a given sequence of ℓ-linear mappings, i.e.,
a linear mapping f : T(Ms×s) → N s×s; and conditions (4.4)–(4.7) are satisfied.
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Notice that the latter conditions are trivially satisfied for any sequence fℓ in the
case of s = 1.
The necessity of conditions (4.4)–(4.7) on the coefficients fℓ for the sum of the
series to be a nc function on Nilp(M, Y ) follows from Theorem 5.6 and Remark
4.3. It turns out that these conditions are also sufficient; this will essentially follow
from the following lemma.
Lemma 5.12. Let M and N be modules over a ring R. Let Y ∈ Ms×s, and
let fℓ : (Ms×s)ℓ → N s×s, ℓ = 0, 1, . . ., be a sequence of ℓ-linear mappings satisfying
(4.4)–(4.7). Let X ∈ Msm×sm, X˜ ∈Msm˜×sm˜, and S ∈ Rsm˜×sm satisfy SX = X˜S.
Then
(5.12) S
(
N∑
ℓ=0
(
X −
m⊕
ν=1
Y
)⊙sℓ
fℓ
)
−
(
N∑
ℓ=0
(
X˜ −
m˜⊕
ν=1
Y
)⊙sℓ
fℓ
)
S
=
N∑
k=0
((
X˜ −
m˜⊕
ν=1
Y
)⊙sk ⊙s (S m⊕
ν=1
Y −
m˜⊕
ν=1
Y S
)
⊙s
(
X −
m⊕
ν=1
Y
)⊙s(N−k))
fN+1.
Proof. In what follows, we view X , X˜, and S as block matrices of sizesm×m,
m˜× m˜, and m˜×m, respectively, with s× s blocks. Since SX = X˜S, we have
m∑
β=1
SαβXβγ =
m˜∑
β˜=1
X˜αβ˜Sβ˜γ , α = 1, . . . , m˜, γ = 1, . . . ,m.
Denote
L = S
(
N∑
ℓ=0
(
X −
m⊕
ν=1
Y
)⊙sℓ
fℓ
)
, L˜ =
(
N∑
ℓ=0
(
X˜ −
m˜⊕
ν=1
Y
)⊙sℓ
fℓ
)
S.
Then
Lαγ =
m∑
β0=1
Sαβ0
N∑
ℓ=0
[(
X −
m⊕
ν=1
Y
)⊙sℓ
fℓ
]
β0γ
= Sαγf0 +
N∑
ℓ=1
m∑
β0,β1,...,βℓ−1=1
Sαβ0fℓ(Xβ0β1 − δβ0β1Y, . . . , Xβℓ−2βℓ−1 − δβℓ−2βℓ−1Y,
Xβℓ−1γ − δβℓ−1γY ),
L˜αγ =
m˜∑
β˜0=1
N∑
ℓ=0
[(
X˜ −
m˜⊕
ν=1
Y
)⊙sℓ
fℓ
]
αβ˜0
Sβ˜0γ
= f0Sαγ +
N∑
ℓ=1
m˜∑
β˜0,β˜1,...,β˜ℓ−1=1
fℓ(X˜αβ˜0 − δαβ˜0Y, X˜β˜0β˜1 − δβ˜0β˜1Y, . . . ,
X˜β˜ℓ−2β˜ℓ−1 − δβ˜ℓ−2β˜ℓ−1Y )Sβ˜ℓ−1γ ,
where δij is the Kronecker symbol and f0 ∈ Ws×s. Applying (4.4) and (4.5), we
obtain that
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Lαγ = f0Sαγ + f1(SαγY − Y Sαγ) +
m∑
β0=1
f1(Sαβ0Xβ0γ − Sαβ0δβ0γY )
+
N∑
ℓ=2
m∑
β0,β1,...,βℓ−1=1
fℓ(Sαβ0Xβ0β1 − Sαβ0δβ0β1Y,Xβ1β2 − δβ1β2Y, . . . ,
Xβℓ−2βℓ−1 − δβℓ−2βℓ−1Y,Xβℓ−1γ − δβℓ−1γY )
+
N∑
ℓ=1
m∑
β0,β1,...,βℓ−1=1
fℓ+1(Sαβ0Y − Y Sαβ0 , Xβ0β1 − δβ0β1Y, . . . ,
Xβℓ−2βℓ−1 − δβℓ−2βℓ−1Y,Xβℓ−1γ − δβℓ−1γY ).
Using the assumption that SX = X˜S and the multilinearity of the mappings fℓ,
we obtain that
Lαγ = f0Sαγ + f1(SαγY )− f1(Y Sαγ) +
m˜∑
β˜0=1
f1(X˜αβ˜0Sβ˜0γ)− f1(SαγY )
+
N∑
ℓ=2
m˜∑
β˜0=1
m∑
β1,...,βℓ−1=1
fℓ(X˜αβ˜0Sβ˜0β1 , Xβ1β2 − δβ1β2Y, . . . , Xβℓ−2βℓ−1 − δβℓ−2βℓ−1Y,
Xβℓ−1γ − δβℓ−1γY )
−
N∑
ℓ=2
m∑
β1,...,βℓ−1=1
fℓ(Sαβ1Y,Xβ1β2 − δβ1β2Y, . . . , Xβℓ−2βℓ−1 − δβℓ−2βℓ−1Y,
Xβℓ−1γ − δβℓ−1γY )
+
N∑
ℓ=1
m∑
β0,β1,...,βℓ−1=1
fℓ+1(Sαβ0Y,Xβ0β1 − δβ0β1Y, . . . , Xβℓ−2βℓ−1 − δβℓ−2βℓ−1Y,
Xβℓ−1γ − δβℓ−1γY )
−
N∑
ℓ=1
m∑
β0,β1,...,βℓ−1=1
fℓ+1(Y Sαβ0 , Xβ0β1 − δβ0β1Y, . . . , Xβℓ−2βℓ−1 − δβℓ−2βℓ−1Y,
Xβℓ−1γ − δβℓ−1γY ).
After obvious cancellations and using the multilinearity of fℓ again, we obtain
Lαγ = f0Sαγ +
m˜∑
β˜0=1
f1((X˜αβ˜0 − δαβ˜0Y )Sβ˜0γ)
+
N∑
ℓ=2
m˜∑
β˜0=1
m∑
β1,...,βℓ−1=1
fℓ((X˜αβ˜0 − δαβ˜0Y )Sβ˜0β1 , Xβ1β2 − δβ1β2Y, . . . ,
Xβℓ−2βℓ−1 − δβℓ−2βℓ−1Y,Xβℓ−1γ − δβℓ−1γY )
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+
m∑
β0,β1,...,βN−1=1
fN+1(Sαβ0Y−Y Sαβ0 , Xβ0β1−δβ0β1Y, . . . , XβN−2βN−1−δβN−2βN−1Y,
XβN−1γ − δβN−1γY ).
Using (4.7) and (4.6), we obtain
Lαγ = f0Sαγ
+
m˜∑
β˜0=1
f1(X˜αβ˜0 − δαβ˜0Y )Sβ˜0γ +
m˜∑
β˜0=1
f2(X˜αβ˜0 − δαβ˜0Y, Sβ˜0γY − Y Sβ˜0γ)
+
m˜∑
β˜0=1
m∑
β1=1
f2(X˜αβ˜0 − δαβ˜0Y, Sβ˜0β1(Xβ1γ − δβ1γY ))
+
N∑
ℓ=3
m˜∑
β˜0=1
m∑
β1,...,βℓ−1=1
fℓ(X˜αβ˜0 − δαβ˜0Y, Sβ˜0β1(Xβ1β2 − δβ1β2Y ),
Xβ2β3 − δβ2β3Y, . . . , Xβℓ−2βℓ−1 − δβℓ−2βℓ−1Y,Xβℓ−1γ − δβℓ−1γY )
+
N∑
ℓ=2
m˜∑
β˜0=1
m∑
β1,...,βℓ−1=1
fℓ+1(X˜αβ˜0 − δαβ˜0Y, Sβ˜0β1Y − Y Sβ˜0β1 , Xβ1β2 − δβ1β2Y, . . . ,
Xβℓ−2βℓ−1 − δβℓ−2βℓ−1Y,Xβℓ−1γ − δβℓ−1γY )
+
m∑
β0,β1,...,βN−1=1
fN+1(Sαβ0Y − Y Sαβ0 , Xβ0β1 − δβ0β1Y, . . . ,
XβN−2βN−1 − δβN−2βN−1Y,XβN−1γ − δβN−1γY ).
Using SX = X˜S and the multilinearity of the mappings fℓ, we obtain that
Lαγ = f0Sαγ +
m˜∑
β˜0=1
f1(X˜αβ˜0 − δαβ˜0Y )Sβ˜0γ
+
m˜∑
β˜0=1
f2(X˜αβ˜0 − δαβ˜0Y, Sβ˜0γY )−
m˜∑
β˜0=1
f2(X˜αβ˜0 − δαβ˜0Y, Y Sβ˜0γ)
+
m˜∑
β˜0,β˜1=1
f2(X˜αβ˜0 − δαβ˜0Y, X˜β˜0β˜1Sβ˜1γ)−
m˜∑
β˜0=1
f2(X˜αβ˜0 − δαβ˜0Y, Sβ˜0γY )
+
N∑
ℓ=3
m˜∑
β˜0,β˜1=1
m∑
β2,...,βℓ−1=1
fℓ(X˜αβ˜0 − δαβ˜0Y, X˜β˜0β˜1Sβ˜1β2 , Xβ2β3 − δβ2β3Y, . . . ,
Xβℓ−2βℓ−1 − δβℓ−2βℓ−1Y,Xβℓ−1γ − δβℓ−1γY )
−
N∑
ℓ=3
m˜∑
β˜0=1
m∑
β2,...,βℓ−1=1
fℓ(X˜αβ˜0 − δαβ˜0Y, Sβ˜0β2Y,Xβ2β3 − δβ2β3Y, . . . ,
Xβℓ−2βℓ−1 − δβℓ−2βℓ−1Y,Xβℓ−1γ − δβℓ−1γY )
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+
N∑
ℓ=2
m˜∑
β˜0=1
m∑
β1,...,βℓ−1=1
fℓ+1(X˜αβ˜0 − δαβ˜0Y, Sβ˜0β1Y,Xβ1β2 − δβ1β2Y, . . . ,
Xβℓ−2βℓ−1 − δβℓ−2βℓ−1Y,Xβℓ−1γ − δβℓ−1γY )
−
N∑
ℓ=2
m˜∑
β˜0=1
m∑
β1,...,βℓ−1=1
fℓ+1(X˜αβ˜0 − δαβ˜0Y, Y Sβ˜0β1 , Xβ1β2 − δβ1β2Y, . . . ,
Xβℓ−2βℓ−1 − δβℓ−2βℓ−1Y,Xβℓ−1γ − δβℓ−1γY )
+
m∑
β0,β1,...,βN−1=1
fN+1(Sαβ0Y − Y Sαβ0 , Xβ0β1 − δβ0β1Y, . . . ,
XβN−2βN−1 − δβN−2βN−1Y,XβN−1γ − δβN−1γY ).
After obvious cancellations and using the multilinearity of fℓ again, we obtain
Lαγ = f0Sαγ +
m˜∑
β˜0=1
f1(X˜αβ˜0 − δαβ˜0Y )Sβ˜0γ
+
m˜∑
β˜0,β˜1=1
f2(X˜αβ˜0 − δαβ˜0Y, (X˜β˜0β˜1 − δβ˜0β˜1Y )Sβ˜1γ)
+
N∑
ℓ=3
m˜∑
β˜0,β˜1=1
m∑
β2,...,βℓ−1=1
fℓ(X˜αβ˜0 − δαβ˜0Y, (X˜β˜0β˜1 − δβ˜0β˜1Y )Sβ˜1β2 , Xβ2β3 − δβ2β3Y,
. . . , Xβℓ−2βℓ−1 − δβℓ−2βℓ−1Y,Xβℓ−1γ − δβℓ−1γY )
+
m∑
β0,β1,...,βN−1=1
fN+1(Sαβ0Y−Y Sαβ0 , Xβ0β1−δβ0β1Y, . . . , XβN−2βN−1−δβN−2βN−1Y,
XβN−1γ − δβN−1γY )
+
m˜∑
β˜0=1
m∑
β1,...,βN−1=1
fN+1(X˜αβ˜0 − δαβ˜0Y, Sβ˜0β1Y − Y Sβ˜0β1 , Xβ1β2 − δβ1β2Y, . . . ,
XβN−2βN−1 − δβN−2βN−1Y,XβN−1γ − δβN−1γY ).
Continuing this argument, we obtain that
Lαγ = f0Sαγ +
N∑
ℓ=1
m˜∑
β˜0,β˜1,...,β˜ℓ−1=1
fℓ(X˜αβ˜0 − δαβ˜0Y, X˜β˜0β˜1 − δβ˜0β˜1Y, . . . ,
X˜β˜ℓ−2β˜ℓ−1 − δβ˜ℓ−2β˜ℓ−1Y )Sβ˜ℓ−1γ
+
N∑
k=0
m˜∑
β˜0,...,β˜k−1=1
m∑
βk,...,βN−1=1
fN+1(X˜αβ˜0 − δαβ˜0Y, X˜β˜0β˜1 − δβ˜0β˜1Y, . . . ,
X˜β˜k−2β˜k−1 − δβ˜k−2β˜k−1Y, Sβ˜k−1βkY − Y Sβ˜k−1βk , Xβkβk+1 − δβkβk+1Y, . . . ,
XβN−2βN−1 − δβN−2βN−1Y,XβN−1γ − δβN−1γY )
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=
[
L˜+
N∑
k=0
(
X˜−
m˜⊕
ν=1
Y
)⊙sk⊙s(S m⊕
ν=1
Y−
m˜⊕
ν=1
Y S
)
⊙s
(
X−
m⊕
ν=1
Y
)⊙sN−k
fN+1
]
αγ
.

Theorem 5.13. The sum f of the series (5.11) is a nc function on Nilp(M, Y )
with values in Nnc.
Remark 5.14. By Theorem 5.9, the coefficients fℓ (i.e., the linear mapping
f : T(Ms×s) → N s×s) are uniquely determined by the sum of the corresponding
series, which is why we use the same notation for both the nc function and the
linear mapping.
Proof of Theorem 5.13. Let
X ∈ Nilp(M, Y ; sm, κ), X˜ ∈ Nilp(M, Y ; sm˜, κ˜),
and S ∈ Rsm˜×sm. Let N ≥ κ+ κ˜. Then
f(X) =
N∑
ℓ=0
(
X −
m⊕
α=1
Y
)⊙sℓ
fℓ, f(X˜) =
N∑
ℓ=0
(
X˜ −
m˜⊕
α=1
Y
)⊙sℓ
fℓ.
By Lemma 5.12, Sf(X)− f(X)S = 0, since for every k : 0 ≤ k ≤ N either k ≥ κ˜
or N − k ≥ κ, hence the right-hand side of (5.12) vanishes. Thus, f respects
intertwinings, i.e., is a nc function. 
In the special caseM = Rd, we can consider instead of (5.11) a nc power series
along Gd, i.e., a series of the form
(5.13)
∑
w∈Gd
(
X −
m⊕
α=1
Y
)⊙sw
fw
on jointly nilpotent d-tuples of matrices X about Y (so that the sum has finitely
many nonzero terms). Here Y ∈ (Rs×s)d is a given center; X ∈ Nilpd(R, Y ; sm),
m = 1, 2, . . .; fw : (Rs×s)|w| → N s×s, w ∈ Gd, is a given sequence of |w|-linear
mappings; and conditions (4.14)–(4.17) are satisfied. The series (5.13) can be al-
ternatively written as∑
w∈Gd
(( m⊕
α=1
Aw,(0)
)
⊗
( m⊕
α=1
Aw,(1)
)
⊗ · · · ⊗
( m⊕
α=1
Aw,(|w|)
))
⋆
(
X −
m⊕
α=1
Y
)[w]
.
Here
fw = Aw,(0) ⊗Aw,(1) ⊗ · · · ⊗Aw,(|w|) ∈ N s×s ⊗Rs×s ⊗ · · · ⊗ Rs×s︸ ︷︷ ︸
|w| times
,
with the tensor product interpretation for the multilinear mappings fw (Remark
3.4), the sumless Sweedler notation (4.19), and the pseudo-power notation (4.21).
Notice that conditions (4.14)–(4.17) are trivially satisfied for any sequence fw in
the case of s = 1. In this case, (5.13) is a genuine nc power series∑
w∈G
(X − Imµ)wfw,
where Y = µ ∈ Rd and fw ∈ N .
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We define a sequence of ℓ-linear mappings fℓ :
(
(Rs×s)d
)ℓ
→ N s×s, ℓ =
0, 1, . . ., by (5.5), so that (5.6) and (5.7) hold. Hence, the sum of a series of the
form (5.13) coincides with the sum of the corresponding series of the form (5.11).
Similarly to Remark 4.5, conditions (4.14)–(4.17) on the multilinear mappings fw
are equivalent to conditions (4.4)–(4.7) on the multilinear mappings fℓ. Therefore,
Theorem 5.13 implies that:
Theorem 5.15. The sum f of the series (5.13) is a nc function on Nilpd(R, Y )
with values in Nnc.
CHAPTER 6
NC polynomials vs. polynomials in matrix entries
Let
(6.1) p =
∑
w∈Gd : |w|≤L
pwx
w ∈ N〈x1, . . . , xd〉
be a nc polynomial of degree L in x1, . . . , xd with coefficients in a module N over
a ring R. Evaluating p on d-tuples X = (X1, . . . , Xd) ∈ (Rn×n)d,
(6.2) p(X) =
∑
w∈Gd : |w|≤L
Xwpw ∈ Nn×n, n = 1, 2, . . . ,
defines a nc function on (Rd)nc with values in Nnc. Notice that the nc polynomial p
is determined by this nc function uniquely: at least when the module N is free, this
follows from the absence of identities for n×n matrices over R (i.e., nc polynomials
vanishing on n× n matrices over R) for all n = 1, 2, . . . — see [91, Example 1.4.4
and Theorem 1.4.5, page 22], and also follows from Theorem 5.10 by restricting a nc
polynomial to Nilpd(R). We will often identify the two nc objects, (6.1) and (6.2),
and use the same notation for both. We observe that for every n, the nc function
p is a polynomial in dn2 commuting variables (Xi)jk, i = 1, . . . , d; j, k = 1, . . . , n,
of degree at most L with values in Nn×n.
Theorem 6.1. Let f be a nc function on (Kd)nc, where K is an infinite field,
with values in Nnc (so that N is a vector space over K). Assume that for each
n, f(X1, . . . , Xd) is a polynomial function in dn
2 commuting variables (Xi)jk, i =
1, . . . , d; j, k = 1, . . . , n, with values in Nn×n. Assume also that the degrees of these
polynomial functions of the commuting variables (Xi)jk are bounded. Then f is a
nc polynomial with coefficients in N .
Proof. First, we observe that for every n ∈ N and ℓ ∈ N, the function
∆ℓRf(X
0, . . . , Xℓ)(Z1, . . . , Zℓ)
is a polynomial in the commuting variables
(Xαi )jk, (Z
β
i )jk : α = 0, . . . , ℓ, β = 1, . . . , ℓ; i = 1, . . . , d; j, k = 1, . . . , n,
with the coefficients in Nn×n. This follows immediately from (3.29).
Second, the TT formula (4.1) implies that
(6.3) f(Y + tZ) =
N∑
ℓ=0
tℓ∆ℓRf(Y, . . . , Y )(Z, . . . , Z)
+ tN+1∆N+1R f(Y, . . . , Y, Y + tZ)(Z, . . . , Z)
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for n ∈ N, Y, Z ∈ (Kn×n)d, t ∈ K, and for N = 0, 1, . . .. For fixed n, Y , and Z,
both fY,Z(t) := f(Y + tZ) and ∆
N+1
R (Y, . . . , Y, Y + tZ)(Z, . . . , Z) are polynomials
in t with coefficients in Nn×n.
Let L be the maximal degree of f(X1, . . . , Xd) as a polynomial function in dn
2
commuting variables (Xi)jk, i = 1, . . . , d; j, k = 1, . . . , n, as n varies from 1 to ∞.
Then for any fixed n, Y , and Z, the degree of the polynomial fY,Z(t) is at most L.
Therefore, for N = L the remainder term in (6.3) vanishes identically as a function
of t, and
fY,Z(t) =
L∑
ℓ=0
tℓ∆ℓRf(Y, . . . , Y )(Z, . . . , Z).
Setting t = 1 and X = Y + Z (so that f(X) = fY,Z(1)), we obtain
(6.4) f(X) =
L∑
ℓ=0
∆ℓRf(Y, . . . , Y︸ ︷︷ ︸
ℓ+1 times
)(X − Y, . . . , X − Y︸ ︷︷ ︸
ℓ times
).
Notice that this is a (uniformly in n) finite version of the TT formula (4.1). In
particular, setting Y = 0 and using (4.10), we obtain
(6.5) f(X) =
∑
|w|≤L
Xw∆w
⊤
R f( 0, . . . , 0︸ ︷︷ ︸
|w|+1 times
)
(cf. (5.2)). Therefore, f is a nc polynomial with coefficients in N . 
Remark 6.2. Notice that if K is a field of characteristic zero, then by (6.3)
and the classical single-variable Taylor formula, for all ℓ : 0 ≤ ℓ ≤ML one has
(6.6) ∆ℓRf(Y, . . . , Y )(Z, . . . , Z) =
1
ℓ!
dℓfY,Z
dtℓ
∣∣∣∣
t=0
.
The following example shows that the assumption of boundedness of degrees
in Theorem 6.1 cannot be omitted.
Example 6.3. Suppose that we have a sequence of homogeneous polynomials
pn ∈ K〈x1, x2〉 of strictly increasing degrees αn such that pn vanishes on (Kn×n)2.
For example, we may take
pn =
∑
π∈Sn+1
sign(π)x
π(1)−1
1 x2 · · ·xπ(n+1)−11 x2
as in [91] or [41], where Sn+1 is the symmetric group on n+1 elements, and sign(π)
is the sign of the permutation π; clearly, αn =
(n+1)(n+2)
2 in this case. Define a nc
function f : (K2)nc → Knc by
f(X1, X2) =
∞∑
k=1
pk(X1, X2),
where the sum is well defined: for n ∈ N and (X1, X2) ∈ (Kn×n)2 the terms
pk(X1, X2), k ≥ n, all vanish. Clearly, for all n, f(X1, X2) is a polynomial function
in 2n2 commuting variables (X1)jk, (X2)jk, j, k = 1, . . . , n, with coefficients in
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Kn×n. However, f is not a nc polynomial. Indeed, suppose that f = q, where
q ∈ K〈x1, x2〉. Let deg q = L, and let
q =
L∑
j=0
qj ,
with qj ∈ K〈x1, x2〉 homogeneous of degree j. Define a sequence of homogeneous
polynomials
hj =
{
pk, j = αk for some k ∈ N,
0, otherwise,
of degree j. Then we can write
f(X1, X2) =
∞∑
j=0
hj(X1, X2) =
αn−1∑
j=0
hj(X1, X2)
for (X1, X2) ∈ (Kn×n)2. Comparing
f(tX1, tX2) =
∞∑
j=0
hj(X1, X2) t
j
with
q(tX1, tX2) =
L∑
j=0
qj(X1, X2) t
j
as polynomials in t ∈ K for fixed (X1, X2), we conclude that hj(X1, X2) = 0 for all
j > L. By the absence of polynomial identities for matrices of all sizes, hj = 0 for
all j > L. Since the sequence {αn} is strictly increasing, this is a contradiction.
We will show now that Example 6.3 reflects the general situation: any nc
function on (Kd)nc which, for each matrix size, is a polynomial in matrix entries,
can be written as a sum of a nc polynomial and an infinite series of nc polynomials
vanishing on matrices of increasing sizes.
Theorem 6.4. Let f be a nc function on (Kd)nc, where K is an infinite field,
with values in Nnc (so that N is a vector space over K). Assume that for each n,
f(X1, . . . , Xd) is a polynomial function of degree Ln in dn
2 commuting variables
(Xi)jk, i = 1, . . . , d; j, k = 1, . . . , n, with values in Nn×n. Then there exists a
unique sequence of homogeneous nc polynomials fj ∈ N〈x1, . . . , xd〉 of degree j,
j = 0, 1, . . . , such that for all n ∈ N,
• fj vanishes on (Kn×n)d for all j > Ln,
• if Ln > −∞ (where we use the usual convention deg 0 = −∞) then fLn
does not vanish identically on (Kn×n)d,
and for X ∈ (Kn×n)d ,
(6.7) f(X) =
∞∑
j=0
fj(X) =
Ln∑
j=0
fj(X).
Remark 6.5. Since n × n matrices can be embedded into (n + 1) × (n + 1)
matrices by adding zero row and column, the sequence of degrees {Ln} is non-
decreasing. It eventually stabilizes at some L if and only if it is bounded, in which
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case we see that fj , j > L, vanish on (Kn×n)
d
for all n; this means that f is a nc
polynomial, i.e., Theorem 6.1 follows from Theorem 6.4.
Remark 6.6. The expansion (6.7) can be written in the form
(6.8) f(X) =
L1∑
j=0
fj(X) +
∞∑
k=1
Lk+1∑
j=Lk+1
fj(X).
Here the k-th term in the infinite series is a nc polynomial of degree Lk+1 which
vanishes on
(
Kk×k
)d
and does not vanish identically on
(
K(k+1)×(k+1)
)d
.
Remark 6.7. Applying Theorem 6.4 to the nc function f in Example 6.3, we
see that fj = hj , j = 0, 1, . . . . If the polynomials pn are chosen so that for each
n, pn does not vanish identically on
(
K(n+1)×(n+1)
)d
then Ln = αn−1, n = 2, 3,
. . . (and L1 = −∞).
Proof of Theorem 6.4. The proof is similar to that of Theorem 6.1. We
first obtain, exactly as in the proof of Theorem 6.1, that for any fixed n, Y , and Z,
the degree of the polynomial fY,Z(t) is at most Ln. Therefore, we have
fY,Z(t) =
Ln∑
ℓ=0
tℓ∆ℓRf(Y, . . . , Y )(Z, . . . , Z).
Setting t = 1 and X = Y + Z (so that f(X) = fY,Z(1)), we obtain
(6.9) f(X) =
Ln∑
ℓ=0
∆ℓRf(Y, . . . , Y︸ ︷︷ ︸
ℓ+1 times
)(X − Y, . . . , X − Y︸ ︷︷ ︸
ℓ times
).
Notice that for each n, this is a finite version of the TT formula (4.1). In particular,
setting Y = 0 and using (4.10), we obtain that
(6.10) f(X) =
Ln∑
ℓ=0
∆ℓRf( 0, . . . , 0︸ ︷︷ ︸
ℓ+1 times
)(X, . . . , X︸ ︷︷ ︸
ℓ times
) =
Ln∑
ℓ=0
∑
|w|=ℓ
Xw∆w
⊤
R f(0, . . . , 0︸ ︷︷ ︸
l+1 times
).
This yields the expansion (6.7) with
(6.11) fj =
∑
|w|=j
∆w
⊤
R f( 0, . . . , 0︸ ︷︷ ︸
j+1 times
)xw .
The fact that fj vanishes on (Kn×n)
d
for all j > Ln and the fact that fLMn
does not vanish identically on (Kn×n)d follow from the assumption on the degree of
f(X1, . . . , Xd) as a polynomial function of matrix entries (Xi)ab, i = 1, . . . , d; a, b =
1, . . . , n. Finally, nc polynomials fj in the expansion (6.7) are determined uniquely,
because their evaluations fj(X) are the homogeneous components of degree j of
f(X) viewed as a polynomial in the entries of the matrices Xi. 
A nc function f : (Kd)nc → Nnc, for N a vector space over a field K, will be
called locally polynomial if for each n, f(X1, . . . , Xd) is a polynomial function in
dn2 commuting variables (Xi)jk, i = 1, . . . , d; j, k = 1, . . . , n, with values in Nn×n.
We denote the K-vector space of locally polynomial nc functions from Kdnc to Nnc
by Nloc〈x1, . . . , xd〉; it is obviously a module over the K-algebra Kloc〈x1, . . . , xd〉.
For each n, we define a submodule J nN ⊆ Nloc〈x1, . . . , xd〉 consisting of locally
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polynomial nc functions vanishing on (Kn×n)d. The submodules J nN , n = 1, 2, . . .,
form a decreasing sequence with zero intersection. In particular, we obtain a de-
creasing sequence of ideals J n
K
, n = 1, 2, . . ., with zero intersection in the algebra
Kloc〈x1, . . . , xd〉. Taking the ideals J nK as a fundamental system of neighbour-
hoods of zero makes Kloc〈x1, . . . , xd〉 into a topological ring. Analogously, taking
the submodules J nN as a fundamental system of neighbourhoods of zero makes
Nloc〈x1, . . . , xd〉 into a topological module over the topological ringKloc〈x1, . . . , xd〉.
Formulae (6.7) and (6.11) mean that the TT series of f ∈ Nloc〈x1, . . . , xd〉 converges
to f in this topology as a series of homogeneous polynomials; therefore, the space
N〈x1, . . . , xd〉 of nc polynomials is dense in the space Nloc〈x1, . . . , xd〉 of locally
polynomial nc functions. In fact, Nloc〈x1, . . . , xd〉 is complete as a topological
module — it is a completion of N〈x1, . . . , xd〉; we leave the proof to the reader as
an easy exercise.
We can extend Theorem 6.1 to the setting of arbitrary (possibly, infinite-
dimensional) vector spaces over an infinite field K. LetM and N be vector spaces
over K. A nc function f : Mnc → Nnc is said to be polynomial on slices if f |Mn×n
is polynomial on slices of some degree Ln for every n = 1, 2, . . .; i.e., for every
Y, Z ∈Mn×n, fY,Z(t) = f(Y + tZ) is a single-variable polynomial with coefficients
in Nn×n of degree at most Ln, and deg fY,Z = Ln for some Y, Z ∈ Mn×n (for the
case K = C, see [61, Section 26.2] or [72, Section 1]).
A nc polynomial overM with coefficients in N is a finite formal sum
(6.12) p =
L∑
ℓ=0
pℓ,
where pℓ : M× · · · ×M → N are ℓ-linear mappings; we say that p is of degree L
if pL 6= 0. We can evaluate p on X ∈Mn×n by
(6.13) p(X) =
L∑
ℓ=0
X⊙ℓpℓ ∈ Nn×n, n = 1, 2, . . . ,
yielding a nc function on Mnc with values in Nnc. Restricting this nc function
to Nilp(M), we deduce from Theorem 5.9 that the coefficients pℓ are uniquely
determined by p, so that we can identify the nc polynomial (6.12) with the nc
function (6.13) and use the same notation for both. Notice that a nc polynomial over
Kd can be identified with a nc polynomial (6.1) in d noncommuting indeterminates,
as in (4.9), (5.5)–(5.7) (with s = 1).
If p is a nc polynomial over M of degree L, then the nc function p on Mnc is
polynomial on slices, with maxn∈N Ln = L. As in the special case M = Kd, the
converse is also true; the proof is identical, up to notations, to that of Theorem 6.1.
Theorem 6.8. Let f : Mnc → Nnc be a nc function which is polynomial on
slices. Assume that the degrees Ln of f |Mn×n, n = 1, 2, . . ., are bounded. Then f
is a nc polynomial over M with coefficients in N .
There is an analogous generalization of Theorem 6.4 — we leave the details to
the reader.

CHAPTER 7
NC analyticity and convergence of TT series
In this section we discuss analyticity of nc functions and convergence of TT se-
ries. It turns out that very mild boundedness assumptions imply analyticity. There
are two essentially different settings: one where the boundedness assumptions hold
in every matrix dimension separately, and one where the boundedness assumptions
hold uniformly for all matrix dimensions. We assume in this section that the ground
ring R is the field C; many results have analogues for the field R, see Remarks 7.11,
7.35, and 7.56.
7.1. Analytic nc functions
In this section we will use the theory of analytic functions from vectors to
vectors; our basic reference is [61, Chapter III, 3.16–3.19 and Chapter XXVI], see
also [72].
Let V be a vector space over C. A set Ω ⊆ Vnc is called finitely open if for
every n ∈ N the set Ωn ⊆ Vn×n is finitely open, i.e., the intersection of Ωn with any
finite-dimensional subspace U of Vn×n is open in the Euclidean topology of U . We
notice that a finitely open nc set Ω is right and left admissible. Indeed, if X ∈ Ωn,
Y ∈ Ωm, Z ∈ Vn×m, and W ∈ Vm×n, then the sets
Ωn+m ∩ span
{[
X 0
0 Y
]
,
[
0 Z
0 0
]}
and
Ωn+m ∩ span
{[
X 0
0 Y
]
,
[
0 0
W 0
]}
are open in the corresponding two-dimensional vector spaces and contain
[
X 0
0 Y
]
,
thus
[
X tZ
0 Y
]
,
[
X 0
tW Y
]
∈ Ωn+m for all sufficiently small t ∈ C.
Let W be a Banach space over C. An admissible system of matrix norms over
W is a sequence of norms ‖ · ‖n on Wn×n, n = 1, 2, . . ., satisfying the following two
conditions:
• For every n,m ∈ N there exist C1(n,m), C′1(n,m) > 0 such that for all
X ∈ Wn×n and Y ∈ Wm×m,
(7.1) C1(n,m)
−1max{‖X‖n, ‖Y ‖m} ≤ ‖X ⊕ Y ‖n+m
≤ C′1(n,m)max{‖X‖n, ‖Y ‖m}.
• For every n ∈ N there exists C2(n) > 0 such that for all X ∈ Wn×n and
S, T ∈ Cn×n,
(7.2) ‖SXT ‖n ≤ C2(n)‖S‖ ‖X‖n‖T ‖,
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where ‖·‖ denotes the operator norm of Cn×n with respect to the standard
Euclidean norm of Cn.
Proposition 7.1. The conditions (7.1)–(7.2) are equivalent to the boundedness
of the injections
(7.3) ιij : W −→Wn×n, w 7−→ Eijw,
and of the projections
(7.4) πij : Wn×n −→W , W = [wi′j′ ]i′,j′=1,...,n 7−→ wij ,
for all n ∈ N and all i, j = 1, . . . , n; here Eij ∈ Cn×n has the (i, j)-th entry 1
and all the other entries 0. Moreover, the conditions (7.1)–(7.2) imply that for any
s ∈ N, the block injections
(7.5) ιsij : Ws×s −→Wns×ns ∼=
(Ws×s)n×n, W 7−→ Eij ⊗W,
and the block projections
πsij : Wns×ns ∼=
(Ws×s)n×n −→ Ws×s,(7.6)
W = [([wab]a,b=1,...,s)i′j′ ]i′,j′=1,...,n 7−→ ([wab]a,b=1,...,s)ij =Wij ,
are bounded.
Proof. Let s, n ∈ N and W ∈ Ws×s. Using (7.1) and (7.2), we obtain
‖ιsij(W )‖ns = ‖Eij ⊗W‖ns = ‖(Pi1 ⊗ Is)(E11 ⊗W )(P1j ⊗ Is‖ns
≤ C2(ns)‖E11 ⊗W‖ns = C2(ns)‖W ⊕ 0(ns−s)×(ns−s)‖ns
≤ C2(ns)C′1(s, ns− s)‖W‖s.
Here Pij = In − Eii − Ejj + Eij + Eji ∈ Cn×n is a permutation matrix (i 6= j).
Therefore the block injections ιsij (in particular, the injections ιij) are bounded.
Next, let s, n ∈ N and W ∈ Wns×ns ∼= (Ws×s)n×n. Using (7.1) and (7.2), we
obtain
‖(πsij(W )‖s = ‖Wij‖s ≤ C1(s, ns− s)‖Wij ⊕ 0(ns−s)×(ns−s)‖ns
= C1(s, ns− s)‖(E1i ⊗ IWs×s)W (Ej1 ⊗ IWs×s)‖ns
≤ C1(s, ns− s)C2(ns)‖W‖ns.
Therefore the block projections πsij (in particular, the projections πij) are bounded.
7.1. ANALYTIC NC FUNCTIONS 87
Assume now that the injections (7.3) and the projections (7.4) are all bounded.
Let n,m ∈ N and X ∈ Wn×n, Y ∈ Wm×m. Then we obtain
‖X ⊕ Y ‖n+m =
∥∥∥ n∑
i,j=1
ιij(xij) +
m∑
i,j=1
ιn+i,n+j(yij)
∥∥∥
n+m
≤
n∑
i,j=1
‖ιij(xij)‖n+m +
m∑
i,j=1
‖ιn+i,n+j(yij)‖n+m
≤
n∑
i,j=1
‖ιij‖ · ‖xij‖1 +
m∑
i,j=1
‖ιn+i,n+j‖ · ‖yij‖1
=
n∑
i,j=1
‖ιij‖ · ‖πij(X)‖1 +
m∑
i,j=1
‖ιn+i,n+j‖ · ‖πij(Y )‖1
≤
( n∑
i,j=1
‖ιij‖ · ‖πij‖+
m∑
i,j=1
‖ιn+i,n+j‖ · ‖πij‖
)
max{‖X‖n, ‖Y ‖m}
and
max{‖X‖n, ‖Y ‖m} ≤ max
{∥∥∥ n∑
i,j=1
ιij(xij)
∥∥∥
n
,
∥∥∥ m∑
i,j=1
ιij(yij)
∥∥∥
m
}
≤ max
{ n∑
i,j=1
‖ιij‖ · ‖xij‖1,
m∑
i,j=1
‖ιij‖ · ‖yij‖1
}
= max
{ n∑
i,j=1
‖ιij‖ · ‖πij(X ⊕ Y )‖1,
m∑
i,j=1
‖ιij‖ · ‖πn+i,n+j(X ⊕ Y )‖1
}
≤ max
{ n∑
i,j=1
‖ιij‖ · ‖πij‖,
m∑
i,j=1
‖ιij‖ · ‖πn+i,n+j‖
}
‖X ⊕ Y ‖n+m.
Therefore, (7.1) follows.
Assume again that the injections (7.3) and the projections (7.4) are all bounded.
Let n ∈ N, X ∈ Wn×n, and S, T ∈ Cn×n. Then
‖SXT ‖n =
∥∥∥ n∑
i,j=1
ιij((SXT )ij)
∥∥∥
n
=
∥∥∥ n∑
i,j=1
ιij
( n∑
k,ℓ=1
sikxkℓtℓj
)∥∥∥
n
≤
n∑
i,j,k,ℓ=1
‖ιij‖ · |sik| · ‖xkℓ‖1 · |tℓj | =
n∑
i,j,k,ℓ=1
‖ιij‖ · |sik| · ‖πkℓ(X)‖1 · |tℓj |
≤
( n∑
i,j=1
‖ιij‖
)( n∑
k,ℓ=1
‖πkℓ‖
)(
max
i,k=1,...,n
|sik|
)
‖X‖n
(
max
ℓ,j=1,...,n
|tℓj |
)
≤
( n∑
i,j=1
‖ιij‖
)( n∑
k,ℓ=1
‖πkℓ‖
)
‖S‖‖X‖n‖T ‖,
i.e., (7.2) holds. 
Proposition 7.1 means that a sequence of norms ‖·‖n onWn×n is an admissible
system of matrix norms overW if and only if Wn×n is homeomorphic to the direct
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product of n2 copies of W for each n. In particular, any two admissible systems
of matrix norms over W yield equivalent norms on Wn×n for each n, and for any
admissible system of matrix norms over W the spaces Wn×n are all complete.
Let V be a vector space, let Ω ⊆ Vnc be a finitely open nc set, and let W be a
Banach space with an admissible system of matrix norms over W . A nc function
f : Ω→Wnc is called locally bounded on slices if for every n ∈ N the function f |Ωn
is locally bounded on slices, i.e., for every X ∈ Ωn and Z ∈ Vn×n there exists ǫ > 0
such that f(X + tZ) is bounded for |t| < ǫ. A nc function f : Ω → Wnc is called
Gaˆteaux (G-) differentiable if for every n ∈ N the function f |Ωn is G-differentiable,
i.e., for every X ∈ Ωn and Z ∈ Vn×n the G-derivative of f at X in direction Z,
δf(X)(Z) = lim
t→0
f(X + tZ)− f(X)
t
=
d
dt
f(X + tZ)
∣∣∣
t=0
,
exists. It follows that f is analytic on slices, i.e., for every X ∈ Ωn and Z ∈ Vn×n,
f(X+tZ) is an analytic function of t in a neighbourhood of 0. By Hartogs’ theorem
[97, Page 28], f is analytic on U ∩ Ωn as a function of several complex variables
for every n and every finite-dimensional subspace U of Vn×n. We also note that
δf(X) : Vn×n →Wn×n is a linear operator [61, Theorem 26.3.2].
Let X be a vector space, and let Y ∈ X . A set Υ ⊆ X is called complete
circular (or a c-star about Y in the terminology of [61, Definition 3.16.1]) if for
every X ∈ Υ we have that Y + t(X − Y ) ∈ Υ for all t ∈ C with |t| ≤ 1.
Theorem 7.2. Let a nc function f : Ω → Wnc be locally bounded on slices.
Then
(1) f is G-differentiable.
(2) For every n ∈ N, Y ∈ Ωn, Z ∈ Vn×n, and each N ∈ N,
1
N !
dN
dtN
f(Y + tZ)
∣∣∣
t=0
= ∆NR f(Y, . . . , Y︸ ︷︷ ︸
N+1 times
)(Z, . . . , Z︸ ︷︷ ︸
N times
).
(3) For every n ∈ N and Y ∈ Ωn, let
Υ(Y ) = {X ∈ Ωn : Y + t(X − Y ) ∈ Ωn for all t ∈ C with |t| ≤ 1}.
Then Υ(Y ) is the maximal complete circular set about Y contained in Ωn
and is finitely open. For every X ∈ Υ(Y ),
(7.7) f(X) =
∞∑
ℓ=0
∆ℓRf(Y, . . . , Y︸ ︷︷ ︸
ℓ+1 times
)(X − Y, . . . , X − Y︸ ︷︷ ︸
ℓ times
),
where the series converges absolutely.
(4) The series in (7.7) converges uniformly on compact subsets of U ∩ Υ(Y )
for every finite-dimensional subspace U of Vn×n. Moreover, for every such
compact set K there exists a finitely open complete circular set ΥK about
Y , K ⊆ ΥK ⊆ Υ(Y ) such that
(7.8)
∞∑
ℓ=0
sup
X∈ΥK
‖∆ℓRf(Y, . . . , Y︸ ︷︷ ︸
ℓ+1 times
)(X − Y, . . . , X − Y︸ ︷︷ ︸
ℓ times
)‖n <∞.
Proof. (1),(2). Let n,N ∈ N, Y ∈ Ωn, and Z ∈ Vn×n be fixed. Since the nc
set Ω is finitely open, Y ⊕ . . .⊕ Y︸ ︷︷ ︸
N+2 times
∈ Ωn(N+2) and there exists r > 0 such that the
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(N + 2)× (N + 2) matrix over Vn×n,
Y rZ 0 . . . 0
0
. . .
. . .
. . .
...
...
. . .
. . .
. . . 0
...
. . .
. . . rZ
0 . . . . . . 0 Y

,
belongs to Ωn(N+2). Since Ωn(N+2) is finitely open and f is locally bounded on
slices, there exists ǫ1 > 0 such that
Y rZ 0 . . . 0
0
. . .
. . .
. . .
...
...
. . .
. . .
. . . 0
...
. . . Y rZ
0 . . . . . . 0 Y + trZ

∈ Ωn(N+2)
and
f


Y rZ 0 . . . 0
0
. . .
. . .
. . .
...
...
. . .
. . .
. . . 0
...
. . . Y rZ
0 . . . . . . 0 Y + trZ


is bounded for t ∈ C : |t| < ǫ1. Since the Banach space W is equipped with an
admissible system of matrix norms overW , by Theorem 3.11, ∆N+1R f(Y, . . . , Y, Y +
trZ)(rZ, . . . , rZ) is bounded for t ∈ C : |t| < ǫ1. Next, since Ωn is finitely open,
there exists ǫ2 > 0 such that Y + trZ ∈ Ωn for all t ∈ C : |t| < ǫ2. According to the
TT formula (4.1), we have for ǫ = min{ǫ1, ǫ2} and |t| < ǫ that
f(Y + trZ) =
N∑
ℓ=0
∆ℓRf(Y, . . . , Y )(trZ, . . . , trZ)
+ ∆N+1R f(Y, . . . , Y, Y + trZ)(trZ, . . . , trZ),
or, for |t| < ǫr, that
(7.9) f(Y + tZ) =
N∑
ℓ=0
tℓ∆ℓRf(Y, . . . , Y )(Z, . . . , Z)
+ tN+1∆N+1R f(Y, . . . , Y, Y + tZ)(Z, . . . , Z).
Since ∆N+1R f(Y, . . . , Y, Y + tZ)(Z, . . . , Z) is bounded for |t| < ǫr, f(Y + tZ) is N
times differentiable as a function of t at t = 0, and the equality in part (2) holds.
Clearly, part (1) follows as the special case of (2) where N = 1.
(3). The fact that Υ(Y ) is the maximal complete circular set about Y contained
in Ωn is immediate from the definition of Υ(Y ).
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The fact that Υ(Y ) is finitely open is obtained as follows. Let U be a finite-
dimensional subspace of Vn×n. Then
U ∩Υ(Y ) = {X ∈ U ∩Ωn : Y + t(X − Y ) ∈ Ωn for all t ∈ C with |t| ≤ 1}.
Suppose that we are given a norm ‖ ·‖ on the space span{Y }+U . (Since this space
is finite-dimensional, all norms on it are equivalent.) Let X ∈ U ∩ Υ(Y ). Then
for every t ∈ D there is an open ball Bt centered at Y + t(X − Y ) in the space
span{Y } + U which is contained in the open set (span{Y } + U) ∩ Ωn. Since the
set S := {Y + t(X − Y ) : |t| ≤ 1} is compact in span{Y } + U , there exists a finite
number of balls Btk , k = 1, . . . ,m, which covers S. Let Rk be the radius of Btk .
Since for every t ∈ D there is a k : 1 ≤ k ≤ m such that Y + t(X − Y ) ∈ Btk , we
have that
φ(t) := max
1≤k≤m
{Rk − |t− tk|‖X − Y ‖} > 0.
Clearly, the function φ is continuous on D, hence
R := min
t∈D
φ(t) > 0.
Then for every t ∈ D there is k0 : 1 ≤ k0 ≤ m such that
Rk0 − |t− tk0 |‖X − Y ‖ = φ(t).
Therefore, we have
Y + t(X+Z −Y ) = Y + tk0(X −Y )+ (t− tk0 )(X −Y )+ tZ ∈ (span{Y }+U)∩Ωn
for every Z ∈ span{Y }+ U with ‖Z‖ < R, since
‖(t− tk0)(X − Y ) + tZ‖ ≤ |t− tk0 |‖X − Y ‖+ |t|‖Z‖ < Rk0
and Y +t(X+Z−Y ) ∈ Btk0 . In particular, Y +t(X+Z−Y ) ∈ (span{Y }+U)∩Ωn
is true for every t ∈ D and Z ∈ U with ‖Z‖ < R. (Clearly, the induced norm on U
is equivalent to any other norm on U .) Therefore, X+Z ∈ U ∩Υ(Y ). We conclude
that the set U ∩Υ(Y ) is open in U and thus the set Υ(Y ) is finitely open.
It follows from parts (1) and (2) that for every X ∈ Υ(Y ) the function f(Y +
t(X−Y )) is analytic in t on the closed disk {t ∈ C : |t| ≤ 1} (see the remark on the
analyticity on slices preceding this theorem), and
f(Y + t(X − Y )) =
∞∑
ℓ=0
tℓ∆ℓRf(Y, . . . , Y )(X − Y, . . . , X − Y ), |t| ≤ 1,
where the series converges absolutely. In particular, this is true for t = 1, which
yields the last statement in part (3).
(4). Let U be a finite-dimensional subspace of Vn×n. Then, clearly, (span{Y }+
U) ∩ Υ(Y ) is a complete circular set about Y , which is open in span{Y } + U . By
part (1), f is G-differentiable in Ω, and in particular in (span{Y } + U) ∩ Υ(Y ).
By the remark preceding this theorem, f is analytic in (span{Y } + U) ∩ Υ(Y ) as
a function of several complex variables. More precisely, if we pick up some basis
{Ej}j=1,...,d in span{Y }+ U and write X − Y =
∑d
j=1 zjEj , then g(z) := f(X) is
an analytic function in several complex variables, z = (z1, . . . , zd), in a complete
circular domain with center z = 0. Since ∆ℓRf(Y, . . . , Y ) is a ℓ-linear form, the series
in (7.7) in z-coordinates coincides with the series of homogeneous polynomials in the
Taylor expansion of g(z). By [97, Theorem I.3.3], this series converges uniformly
on any compact subset KY of (span{Y } + U) ∩ Υ(Y ). In particular, it converges
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uniformly on the compact set K := KY ∩ U (unless the latter set is empty). On
the other hand, given any compact subset K of U ∩ Υ(Y ), there exists δ > 0 such
that the set
KY := {X + sY : X ∈ K, s ∈ C, |s| ≤ δ}
is contained in (span{Y } + U) ∩Υ(Y ). Clearly, KY is compact and K = KY ∩ U .
Therefore we can conclude that the series in (7.7) converges uniformly on compact
subsets of U ∩Υ(Y ).
The second statement in part (4) follows from [61, Theorem 26.3.8]. 
Remark 7.3. The fact that the G-differential δf(X) : Vn×n →Wn×n is a lin-
ear operator follows also from Theorem 7.2(2) forN = 1, since δf(X)=∆Rf(X,X).
More generally, one defines the N -th G-differential δNf(X) : Vn×n →Wn×n by
δNf(X)(Z) =
dN
dtN
f(X + tZ)
∣∣∣
t=0
.
It is known [61, Theorem 26.3.5] that δNf(X)(Z) is a homogeneous polynomial of
degree N in Z, that is, δNf(X)(αZ + βW ) is a homogeneous polynomial of degree
N in two complex variables α and β for any Z and W . We observe that this also
follows from Theorem 7.2(2), since
(7.10)
1
N !
δNf(X) = ∆NR f(X, . . . , X︸ ︷︷ ︸
N+1 times
).
Let V be a Banach space equipped with an admissible system of matrix norms
over V . We will say that a set Ω ⊆ Vnc is open if for every n ∈ N and Y ∈ Ωn there
exists δn > 0 such that the open ball
B(Y, δn) := {X ∈ Vn×n : ‖X − Y ‖n < δn}
is contained in Ωn. Clearly, an open set is finitely open.
Let V and W be Banach spaces equipped with admissible systems of matrix
norms over V and over W , and let Ω ⊆ Vnc be an open nc set. A nc function
f : Ω→Wnc is called locally bounded if for every n ∈ N the function f |Ωn is locally
bounded, i.e., for every Y ∈ Ωn there exists δn > 0 such that f is bounded on
B(Y, δn). Clearly, a locally bounded nc function is locally bounded on slices.
Let Ω ⊆ Vnc be an open nc set. A nc function f : Ω → Wnc is called Fre´chet
(F-) differentiable if for every n ∈ N the function f |Ωn is F-differentiable, i.e., f |Ωn
is G-differentiable and for any X ∈ Ωn the linear operator δf(X) : Vn×n →Wn×n
is bounded. It was shown by Zorn in [110] that in this case
lim
‖Z‖n→0
‖f(X + Z)− f(X)− δf(X)(Z)‖n
‖Z‖n = 0
for all X ∈ Ωn. A nc function f : Ω→Wnc is called analytic if for every n ∈ N the
function f |Ωn is analytic, i.e., f |Ωn is locally bounded and G-differentiable. By [61,
Theorem 3.17.1], in this case f |Ωn is also continuous and F-differentiable. It follows
that an analytic nc function f : Ω→Wnc is continuous (i.e., all its restrictions f |Ωn
are continuous) and F-differentiable.
Theorem 7.4. Let a nc function f : Ω → Wnc be locally bounded. Then, in
addition to the conclusions of Theorem 7.2, f is analytic. Let n ∈ N, Y ∈ Ωn, and
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let Υ be an open complete circular set about Y such that Υ ⊆ Ωn and f is bounded
on Υ. For every ǫ > 0, the TT series in (7.7) converges uniformly on the set
Υǫ := {X ∈ Υ: Y + (1 + ǫ)(X − Y ) ∈ Υ}.
Moreover,
(7.11)
∞∑
ℓ=0
sup
X∈Υǫ
‖∆ℓRf(Y, . . . , Y︸ ︷︷ ︸
ℓ+1 times
)(X − Y, . . . , X − Y︸ ︷︷ ︸
ℓ times
)‖n <∞.
Proof. Since f is locally bounded, f is also locally bounded on slices. By
Theorem 7.2, f is G-differentiable. Therefore f is analytic.
Assume that ‖f(X)‖n ≤ M for some M > 0 and all X ∈ Υ. Then for any
Z ∈ Vn×n with Y + Z ∈ Υ the function f(Y + tZ) is analytic in t on the closed
disk {t ∈ C : |t| ≤ 1}, and the Cauchy inequalities
1
N !
∥∥∥∥ dNdtN f(Y + tZ)∣∣∣t=0
∥∥∥∥
n
≤M
hold for every N ∈ N. By Theorem 7.2(2) and the homogeneity of degree N in Z
of ∆NR f(Y, . . . , Y )(Z, . . . , Z), we obtain the following estimate for all X ∈ Υǫ:
‖∆NRf(Y, . . . , Y )(X − Y, . . . , X − Y )‖n ≤
M
(1 + ǫ)N
.
This implies the convergence of the series in (7.11), and hence the uniform conver-
gence of the TT series in (7.7). 
We notice an important special case of Theorem 7.4.
Corollary 7.5. Let a nc function f : Ω→Wnc be locally bounded. For every
n ∈ N and Y ∈ Ωn, let δn = sup{r > 0: f is bounded on B(Y, r)}. Then the TT
series in (7.7) converges absolutely and uniformly on every open ball B(Y, r) (
B(Y, δn). Moreover,
(7.12)
∞∑
ℓ=0
sup
X∈B(Y,r)
‖∆ℓRf(Y, . . . , Y︸ ︷︷ ︸
ℓ+1 times
)(X − Y, . . . , X − Y︸ ︷︷ ︸
ℓ times
)‖n <∞.
Corollary 7.6. Let Ω ⊆ Vnc be an open nc set. Then a nc function f: Ω →
Wnc is locally bounded if and only if f is continuous if and only if f is F-differenti-
able if and only if f is analytic.
Remark 7.7. The fact that δf(X) : Vn×n →Wn×n is a bounded linear oper-
ator for any X ∈ Ωn (and thus f is F-differentiable) follows also from the equal-
ity δf(X) = ∆Rf(X,X). Indeed, ∆Rf(X,X)(Z) is the (1, 2) block entry of the
matrix f
([
X Z
0 X
])
. Since f is locally bounded, there exists δ > 0 such that
f
([
X Z
0 X
])
is bounded when ‖Z‖n < δ. But then so is ∆Rf(X,X)(Z), since
the system of matrix norms over W is admissible. More generally, it is known [61,
Theorems 26.3.5 and 26.3.6] that the N -th G-differential δNf(X) : Vn×n →Wn×n
is a bounded homogeneous polynomial of degree N , i.e.,
‖δNf(X)(Z)‖n ≤ C‖Z‖Nn
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for some C > 0. This also follows from (7.10), since ∆NR f(X, . . . , X)(Z, . . . , Z) is
the (1, N + 1) block entry of the (N + 1)× (N + 1) matrix
f


X Z 0 . . . 0
0
. . .
. . .
. . .
...
...
. . .
. . .
. . . 0
...
. . .
. . . Z
0 . . . . . . 0 X


,
see Theorem 3.11. It follows from the proof of Theorem 7.4 that, moreover, there
exist positive constants K and ρ such that
(7.13) ‖∆NR f(X, . . . , X)(Z, . . . , Z)‖n ≤ KρN‖Z‖Nn .
The convergence results, Theorems 7.2 and 7.4, allow us to write infinite nc
power expansions centered at a matrix Y ∈ Ωs valid in matrix dimensions which
are multiples of s, as in Theorem 4.2.
Theorem 7.8. Suppose that V is a vector space over C, Ω ⊆ Vnc is a finitely
open nc set, and W is a Banach space with an admissible system of matrix norms
over W. Let f : Ω → Wnc be a nc function which is locally bounded on slices, and
let Y ∈ Ωs. Then for an arbitrary m ∈ N,
(7.14) f(X) =
∞∑
ℓ=0
(
X −
m⊕
α=1
Y
)⊙sℓ
∆ℓRf(Y, . . . , Y︸ ︷︷ ︸
ℓ+1 times
),
where the series converges absolutely and uniformly on compact subsets of U ∩
Υ(
⊕m
α=1 Y ) for any finite-dimensional subspace U of Vsm×sm. Here Υ(
⊕m
α=1 Y ) is
the maximal complete circular set about
⊕m
α=1 Y contained in Ωsm, as in Theorem
4.2(3). (Notice that
∐∞
m=1Υ
(⊕m
α=1 Y
)
is a nc set.)
If, furthermore, V is a Banach space with an admissible system of matrix norms
over V, Ω is an open nc set, and f is locally bounded, then the TT series in (7.14)
converges uniformly on Υǫ for every ǫ > 0 and every Υ an open complete circular
set about
⊕m
α=1 Y contained in Ωsm and such that f is bounded on Υ, where Υǫ is
defined as in Theorem 7.4. As a special case, the TT series converges uniformly on
every open ball B(
⊕m
α=1 Y, r) ( B(
⊕m
α=1 Y, δsm), where B(
⊕m
α=1 Y, δsm) is defined
as in Corollary 7.5.
In particular, if µ ∈ Ω1 then (7.14) becomes
(7.15) f(X) =
∞∑
ℓ=0
(X − Imµ)⊙ℓ∆ℓRf(µ, . . . , µ︸ ︷︷ ︸
ℓ+1 times
).
We have the following uniqueness theorem for convergent nc power expansion
of a nc function.
Theorem 7.9. Suppose that V is a vector space over C, Ω ⊆ Vnc is a finitely
open nc set, and W is a Banach space with an admissible system of matrix norms
over W. Let f : Ω → Wnc be a G-differentiable nc function and Y ∈ Ωs. Suppose
that
f(X) =
∞∑
ℓ=0
(
X −
m⊕
α=1
Y
)⊙sℓ
fℓ,
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for X ∈ Γsm, m = 1, 2, . . ., where Γ is a finitely open subset of Ω which contains⊕m
α=1 Y for every m = 1, 2, . . ., and fℓ : (Vs×s)ℓ → Ws×s is a ℓ-linear mapping,
ℓ = 0, 1, . . .. Then
fℓ = ∆
ℓ
Rf(Y, . . . , Y︸ ︷︷ ︸
ℓ+1 times
).
Proof. Since Γ is finitely open, for every Z1, . . . , Zℓ ∈ Vs×s there exists a
real r > 0 such that
X =

Y rZ1 0 . . . 0
0
. . .
. . .
. . .
...
...
. . .
. . .
. . . 0
...
. . .
. . . rZℓ
0 . . . . . . 0 Y

∈ Γℓ+1.
As in the proof of Theorem 5.9, we see that fℓ(rZ
1, . . . , rZℓ), and thus
fℓ(Z
1, . . . , Zℓ) = r−ℓfℓ(rZ1, . . . , rZℓ),
is uniquely determined by f(X). On the other hand, if r > 0 is sufficiently small,
we have X ∈ Υ(⊕ℓ+1α=1 Y ) and the series (7.14) converges—see Theorem 7.2 and
Theorem 7.8. Then we have by (3.29) that
fℓ(Z
1, . . . , Zℓ) = ∆ℓRf(Y, . . . , Y )(Z
1, . . . , Zℓ).

In the case where the space V is finite-dimensional, so that we may assume
without loss of generality that V = Cd (equipped with any admissible system of
matrix norms), we can expand each term of the convergent TT series using higher
order partial nc difference-differential operators, as in Corollary 4.4 and Theorem
4.6. We notice that in this case a finitely open nc set is the same as an open nc set,
and a G-differentiable nc function is the same as a F-differentiable nc function.
Theorem 7.10. Suppose that Ω ⊆ (Cd)nc is an open nc set, andW is a Banach
space with an admissible system of matrix norms over W. Let f : Ω→Wnc be a nc
function which is locally bounded on slices. Then f is analytic, and for any s ∈ N,
Y ∈ Ωs, and arbitrary m ∈ N,
(7.16) f(X) =
∞∑
ℓ=0
(
X −
m⊕
α=1
Y
)⊙sℓ
∆ℓRf(Y, . . . , Y︸ ︷︷ ︸
ℓ+1 times
)
=
∞∑
ℓ=0
∑
|w|=ℓ
(
m⊕
α=1
Aw,(0) ⊗ · · · ⊗
m⊕
α=1
Aw,(ℓ)
)
⋆
(
X −
m⊕
α=1
Y
)[w] ,
where the series converges absolutely and uniformly on compact subsets of the set
Υ(
⊕m
α=1 Y ). Here Υ(
⊕m
α=1 Y ) is the maximal complete circular set about
⊕m
α=1 Y
contained in Ωsm, as in Theorem 4.2(3),
Aw,(0) ⊗ · · · ⊗Aw,(ℓ) = ∆w
⊤
R f(Y, . . . , Y︸ ︷︷ ︸
ℓ+1 times
),
7.1. ANALYTIC NC FUNCTIONS 95
with the tensor product interpretation for the values of ∆w
⊤
R f (Remark 3.5), the
sumless Sweedler notation (4.19), and the pseudo-power notation (4.21).
In particular, if µ ∈ Ω1 and Y = µ, then (7.16) becomes
(7.17) f(X) =
∞∑
ℓ=0
( ∑
|w|=ℓ
(X − Imµ)w∆w⊤R f(µ, . . . , µ︸ ︷︷ ︸
ℓ+1 times
)
)
.
Remark 7.11. The results of this section are of a mixed nature: noncommu-
tative and complex analytic. Therefore, they admit only partial analogues in the
real case. Let V be a vector space over R, let Ω ⊆ Vnc be a finitely open nc set,
and let W be a Banach space over R with an admissible system of matrix norms
overW . (All the notions above are defined exactly as in the complex case.) If a nc
function f : Ω→Wnc is locally bounded on slices then, similar to Theorem 7.2(1),
f is G-differentiable. Moreover, similar to Theorem 7.2(2), f(Y + tZ) is infinitely
many times differentiable at 0 as a function of t ∈ R for every n ∈ N, Y ∈ Ωn, and
Z ∈ Vn×n, and
1
N !
dN
dtN
f(Y + tZ)
∣∣∣
t=0
= ∆NR f(Y, . . . , Y )(Z, . . . , Z), N = 1, 2, . . . ,
holds.
It does not follow that f(Y + tZ) is analytic at 0 as a function of t ∈ R, i.e.,
one cannot guarantee the convergence of the TT series of f as in (7.7). It also does
not follow that f is infinitely many times differentiable on U ∩ Ωn as a function of
several real variables, for a finite-dimensional subspace U of Vn×n.
If, in addition, f is locally bounded in Ω on affine finite-dimensional subspaces,
i.e., if for every n,M ∈ N, Y ∈ Ωn, and Z1, . . . , ZM ∈ Vn×n there exists ǫ > 0 such
that f(Y + t1Z1+ · · ·+ tMZM ) is bounded on the set {t ∈ R : max1≤j≤M |tj | < ǫ},
then f(Y + t1Z1 + · · · + tMZM ) is infinitely many times differentiable at 0 as a
function of t1, . . . , tM ∈ R, and the identity
(7.18)
1
k!
∂|k|
∂tk11 · · · ∂tkMM
f(Y + t1Z1 + · · ·+ tMZM )
∣∣∣
t1=···=tM=0
=
∑
π
∆
|k|
R f(Y, . . . , Y )(Zπ(1), . . . , Zπ(N))
holds. Here k = (k1, . . . , kM ) is an arbitrary M -tuple of nonnegative integers,
|k| := k1 + · · ·+ kM , k! := k1! · · · kM !,
and π runs over the set of all permutations with repetitions of the set {1, . . . ,M},
where the element j appears exactly kj times. The identity (7.18) is of course also
true in the complex case, and in both real and complex cases its proof is an obvious
modification of the proof of part (2) of Theorem 7.2.
If f is real analytic on slices, i.e., if f(Y + tZ) is analytic at 0 as a function of
t ∈ R for every n ∈ N, Y ∈ Ωn, and Z ∈ Vn×n then the TT series of f , as in (7.7) or
as in (7.14) (in particular, (7.15)), converges absolutely in some neighborhood of 0 in
every slice. In the case where V = Rd, if f is real analytic, i.e., f |Ωn is real analytic
for each n ∈ N, one can write the TT series expansions of f about Y ∈ Ωn, as in
(7.16) (in particular, (7.17)), with the series converging absolutely and uniformly
on compact subsets of Υ(Y ) = {X ∈ Ωn : Y + t(X − Y ) ∈ Ωn for all t ∈ [−1, 1]}.
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7.2. Uniformly-open topology over an operator space
Recall that a Banach space W over C equipped with an admissible system of
matrix norms such that (7.1) and (7.2) hold with C1 = C
′
1 = C2 = 1 independent
of n and m, is an operator space; see [37, 79, 78]. Let W be an operator space.
For Y ∈ Ws×s and r > 0, define a nc ball centered at Y of radius r as
Bnc(Y, r) =
∞∐
m=1
B
( m⊕
α=1
Y, r
)
=
∞∐
m=1
{
X ∈ Wsm×sm :
∥∥∥X − m⊕
α=1
Y
∥∥∥
sm
< r
}
.
Proposition 7.12. Let Y ∈ Ws×s and r > 0. For any X ∈ Bnc(Y, r) there is
a ρ > 0 such that Bnc(X, ρ) ⊆ Bnc(Y, r). Hence, nc balls form a basis for a topology
on Wnc. This topology will be called the uniformly-open topology.
Proof. LetX ∈ Bnc(Y, r)sm = B(
⊕m
α=1 Y, r), i.e., δ := ‖X−
⊕m
α=1 Y ‖sm < r.
Set ρ := r−δ. Let Z ∈ Bnc(X, ρ)smn = B(
⊕n
β=1X, ρ). Then, by (7.1) with C
′
1 = 1,
we have∥∥∥Z − mn⊕
α=1
Y
∥∥∥
smn
≤
∥∥∥Z − n⊕
β=1
X
∥∥∥
smn
+
∥∥∥ n⊕
β=1
X −
mn⊕
α=1
Y
∥∥∥
smn
=
∥∥∥Z − n⊕
β=1
X
∥∥
smn
+
∥∥∥ n⊕
β=1
(
X −
m⊕
α=1
Y
)∥∥∥
smn
≤
∥∥∥Z − n⊕
β=1
X
∥∥∥
smn
+
∥∥∥X − m⊕
α=1
Y
∥∥∥
sm
< ρ+ δ = r,
i.e., Z ∈ Bnc(Y, r)smn, which proves the first statement.
Let Y 1 ∈ Ws1×s1 , Y 2 ∈ Ws2×s2 , and r1, r2 > 0 be such that Bnc(Y 1, r1) ∩
Bnc(Y
2, r2) 6= ∅. Let m be the smallest common multiple of s1 and s2 for which
Bnc(Y
1, r1)m ∩Bnc(Y 2, r2)m 6= ∅. If X ∈ Bnc(Y 1, r1)m ∩Bnc(Y 2, r2)m. Setting
ρ := min
{
r1 −
∥∥∥X − m/s1⊕
α=1
Y 1
∥∥∥
m
, r2 −
∥∥∥X − m/s2⊕
α=1
Y 2
∥∥∥
m
}
and using the same argument as in the preceding paragraph, we obtain that
Bnc(X, ρ) ⊆ Bnc(Y 1, r1) ∩Bnc(Y 2, r2).
Thus, nc balls form a basis for a topology on Wnc. 
Remark 7.13. Notice that multiplication by a scalar as a mapping C×Wnc →
Wnc is continuous in the uniformly-open topology .
Open sets in the uniformly-open topology onWnc will be called uniformly open.
The uniformly-open topology is never Hausdorff: the points
⊕m
α=1 Y and
⊕m′
β=1 Y ,
m 6= m′, cannot be separated by nc balls. However, the following Hausdorff-like
property holds: if X ∈ Wn×n and X ′ ∈ Wn′×n′ are such that there does not exist
Y ∈ Wnc for which X =
⊕m
α=1 Y and X
′ =
⊕m′
β=1 Y for some m and m
′, then there
exist δ and δ′ such that Bnc(X, δ) ∩Bnc(X ′, δ′) = ∅. One can choose δ and δ′ such
that δ + δ′ <
∥∥∥⊕Mα=1X −⊕M ′β=1X ′∥∥∥
Mn
, where Mn = M ′n′ is the least common
multiple of n and n′. We only have to show that the norm above is non-zero in this
case.
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Proposition 7.14. For X ∈ Wn×n and X ′ ∈ Wn′×n′ , one has∥∥∥ M⊕
α=1
X −
M ′⊕
β=1
X ′
∥∥∥
Mn
= 0
if and only if there exists Y ∈ Wnc for which X =
⊕m
α=1 Y and X
′ =
⊕m′
β=1 Y .
Proof. The “if” part is obvious. Suppose
(X :=)
M⊕
α=1
X =
M ′⊕
β=1
X ′.
For the purpose of this proof, let us use the convention that the rows and columns
of a N ×N matrix Z overW are enumerated from 0 to N − 1. Define the diagonal
shift S which acts on such matrices as follows:
(SZ)ij = Z(i−1) mod N,(j−1) mod N , i, j = 0, . . . , N − 1.
Clearly, the inverse shift is given by
(S−1Z)ij = Z(i+1) mod N,(j+1) mod N , i, j = 0, . . . , N − 1.
Clearly, we have S±nX = X and S±n
′
X = X, where N =Mn. Let d = gcd(n, n′).
Since there exist k, k′ ∈ Z such that d = kn+ k′n′ (see, e.g., [101, Problem 1.1]),
we obtain that SdX = X . Therefore, all d×d blocks on the main block diagonal of
the matrix X are equal, say Y . Since every other d × d-block NW-to-SE diagonal
of X has at least one zero block, it must have all zero blocks. We conclude that
X =
⊕Mn/d
γ=1 Y , and therefore X =
⊕m
α=1 Y and X
′ =
⊕m′
β=1 Y , with m = n/d and
m′ = n′/d. The proof is complete. 
Alternatively, the closure of X ∈ Wn×n, clos{X}, consists of all X ′ =⊕m′β=1 Y ,
m′ = 1, 2, . . ., where Y ∈ Ws×s is such that n = sm and X = ⊕mα=1 Y , with
Y not representable as a direct sum of matrices over W — such Y is unique by
Proposition 7.14; the quotient topology on Ŵnc :=Wnc/∼ where X ∼ X ′ whenever
X =
⊕m
α=1 Y and X
′ =
⊕m′
β=1 Y for some Y ∈ Wnc is Hausdorff.
Let M be a module. For a set Ω ⊆Mnc, the radical of Ω is the set
radΩ :=
{
Y ∈Mnc :
m⊕
α=1
Y ∈ Ω for some m ∈ N
}
.
We will say that Ω ⊆Mnc is a radical set if radΩ = Ω.
Proposition 7.15. For a set Ω ⊆Mnc, one has
(7.19) r˜adΩ ⊆ rad Ω˜,
where Ω˜ and r˜adΩ are defined by (A.1). In particular, if Ω is similarity invariant,
then so is radΩ. If Ω is furthermore a nc set, then so is radΩ. If Ω is furthermore
right admissible, then so is radΩ.
Proof. If Y ∈ r˜adΩ, then SY S−1 ∈ radΩ for every invertible matrix over R
of the same size as Y , i.e.,
m⊕
α=1
SY S−1 =
( m⊕
α=1
S
)( m⊕
α=1
Y
)( m⊕
α=1
S
)−1
∈ Ω
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for some m ∈ N. Therefore,⊕mα=1 Y ∈ Ω˜ and thus Y ∈ rad Ω˜. The inclusion (7.19)
follows.
In particular, if Ω˜ = Ω, we obtain r˜adΩ ⊆ radΩ. Together with the obvious
inclusion r˜adΩ ⊇ radΩ, this implies the equality r˜adΩ = radΩ, i.e., radΩ is
similarity invariant.
Let Y, Y ′ ∈ radΩ. Then ⊕mα=1 Y ∈ Ω and ⊕m′α=1 Y ′ ∈ Ω for some m and
m′. If Ω is a nc set, then
⊕lcm(m,m′)
α=1 Y ⊕
⊕lcm(mm′)
β=1 Y
′ ∈ Ω. Since Ω is similarity
invariant, the permutation of blocks gives that
⊕lcm(m,m′)
α=1 (Y ⊕Y ′) ∈ Ω, and hence
Y ⊕ Y ′ ∈ radΩ. We conclude that radΩ is a nc set in this case.
Suppose that Ω is a right admissible similarity invariant nc set. Let Y ∈
(radΩ)n, Y
′ ∈ (radΩ)n′ , Z ∈ Rn×n′ . Then
⊕m
α=1 Y ∈ Ωnm and
⊕m′
α=1 Y
′ ∈ Ωn′m′
for some m and m′. Moreover,
⊕lcm(m,m′)
α=1 Y ∈ Ωlcm(m,m′)n and
⊕lcm(m,′m′)′
α=1 Y
′ ∈
Ωlcm(m,m′)n′ . By Proposition A.2,
lcm(m,m′)⊕
α=1
Y
lcm(m,m′)⊕
α=1
Z
0
lcm(m,m′)⊕
α=1
Y ′
 ∈ Ω(n+n′)lcm(m,m′).
Since Ω is similarity invariant, the permutation of blocks gives that
lcm(m,m′)⊕
α=1
[
Y Z
0 Y ′
]
∈ Ω(n+n′)lcm(m,m′).
Therefore,
[
Y Z
0 Y ′
]
∈ radΩ. This implies that the nc set radΩ is right admissible.

We note that inclusion (7.19) can be proper, even in the case of nc sets. This
example also shows that Ω˜ is not necessarily radical, even if Ω is.
Example 7.16. Let Ω ⊆ Cnc be a nc set consisting of matrices
⊕m
α=1 Y ,
m = 1, 2, . . ., with Y = diag[0, 1, 1, 0] ∈ C4×4. Clearly, the set Ω is radical. Its
similarity invariant envelope, Ω˜, consists of diagonalizable square matrices over C
with eigenvalues 0 and 1 of the same even multiplicity. In particular, Ω˜ contains
the matrix diag[0, 1, 0, 1] ∈ C4×4, so that the matrix diag[0, 1] ∈ C2×2 belongs to
rad Ω˜. Thus, r˜adΩ = Ω˜ is a proper subset of rad Ω˜.
We also note that radΩ is not necessarily a nc set, even if Ω is.
Example 7.17. Let Ω ⊆ Cnc be a nc set consisting of matrices 02×2, I2 ∈ Ω2
and all their direct sums, in any possible order. Then 1×1 matrices 0 and 1 belong
to radΩ, however their direct sum, 0⊕ 1 = diag[0, 1] does not.
LetW be an operator space. We now define another topology onWnc by means
of the pseudometric τ : Wnc ×Wnc → R+:
(7.20) τ(X,X ′) :=
∥∥∥ lcm(n,n′)/n⊕
α=1
X −
lcm(n,n′)/n′⊕
β=1
X ′
∥∥∥
lcm(n,n′)
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for every n, n′ ∈ N, X ∈ Wn×n, and X ′ ∈ Wn′×n′ . We will call this topology
a τ-topology, and the corresponding open sets τ-open. τ-balls centered at points
Y ∈ Wnc of radii δ > 0,
Bτ (Y, δ) := {X ∈ Wnc : τ(X,Y ) < δ},
form a base for the τ -topology. Notice that τ -balls, and thus τ -open sets, are
radical.
Proposition 7.18. Let W be an operator space.
(1) For every s ∈ N, Y ∈ Ws×s, and δ > 0, one has
(7.21) Bnc(Y, δ) = Bτ (Y, δ) ∩
∞∐
m=1
Wsm×sm.
(2) If Ω ⊆ Wnc is a uniformly-open set, then rad Ω is the smallest τ-open set
that contains Ω.
(3) Ω ⊆ Wnc is a τ-open set if and only if Ω is uniformly-open and radical.
Proof. (1) follows from the definition of τ -balls.
(2) It follows from (7.21) that rad Bnc(Y, δ) = Bτ (Y, δ). Then
rad Ω = rad
⋃
Y ∈Ω
Bnc(Y, δY ) =
⋃
Y ∈Ω
rad Bnc(Y, δY ) =
⋃
Y ∈Ω
Bτ (Y, δY ),
where δY is any positive real number such that Bnc(Y, δY ) ⊆ Ω. Therefore, rad Ω
is τ -open. Since any τ -open set is radical, if such a set contains Ω, then it must
contain rad Ω as well. We conclude that rad Ω is the smallest τ -open set that
contains Ω.
(3) Part (2) implies that if Ω is uniformly-open and radical, i.e., rad Ω = Ω,
then Ω is τ -open. The converse is obvious. 
By part (1) of Proposition 7.18 that the τ -topology on Wnc is weaker than
the uniformly-open topology. However, two points of Wnc cannot be separated
by two nc balls if and only if they cannot be separated by two τ -balls. Indeed,
Proposition 7.14 says that X ∼ X ′ if and only if τ(X,X ′) = 0. Therefore, the
quotient spaces of Wnc with respect to the equivalence ∼ and the τ -equivalence
coincide as sets. Since the pre-image of any set in the quotient set Ŵnc under the
quotient map is radical, the corresponding quotient topologies on Ŵnc coincide. In
fact, Ŵnc is a metric space with respect to the quotient metric τ̂ which is defined
by τ̂(X̂, X̂ ′) := τ(X,X ′) for any representatives X and X ′ of the cosets X̂ and X̂ ′,
respectively (the definition is correct due to the properties of the system of norms
‖ · ‖n on matrices over an operator space). The quotient topology on Ŵnc is the
metric topology with respect to the metric τ̂ .
7.3. Uniformly analytic nc functions
Let V and W be Banach spaces equipped with admissible systems of matrix
norms. A linear mapping φ : V → W is called completely bounded if
‖φ‖cb := sup
n∈N
‖ idCn×n ⊗φ‖Vn×n→Wn×n <∞,
completely contractive if ‖φ‖cb ≤ 1, and completely isometric if idCn×n ⊗φ is an
isometry for every n ∈ N.
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Proposition 7.19. If W is a Banach space equipped with an admissible system
of matrix norms ‖ · ‖n such that (7.1) and (7.2) hold with C1, C′1, and C2 indepen-
dent of n and m, then the injections (7.3) and the projections (7.4) are uniformly
completely bounded, i.e., for every n ∈ N and i, j = 1, . . . , n, the mappings ιij and
πij are completely bounded. Moreover,
‖ιij‖cb ≤ C′1C22 , ‖πij‖cb ≤ C1C22 .
If W is an operator space, then all ιij are complete isometries and all πij are
complete coisometries.
Proof. It follows from the proof of Proposition 7.1 that ‖ιsij‖ ≤ C′1C2 and
‖πsij‖ ≤ C1C2 for all n, i, j, s. We have, for any n, i, j, s and W ∈ Ws×s, that
‖(idCs×s ⊗ιij)(W )‖sn =
∥∥∥( idCs×s ⊗ιij)( s∑
a,b=1
Eabwab
)∥∥∥
sn
=
∥∥∥ s∑
a,b=1
Eab ⊗ ιij(wab)
∥∥∥
sn
=
∥∥∥ s∑
a,b=1
Eab ⊗ (Eijwab)
∥∥∥
sn
=
∥∥∥ s∑
a,b=1
(Eab ⊗ Eij)wab
∥∥∥
sn
=
∥∥∥ s∑
a,b=1
P (s, n)(Eij ⊗ Eab)P (s, n)⊤wab
∥∥∥
sn
=
∥∥∥ s∑
a,b=1
P (s, n)(Eij ⊗ Eabwab)P (s, n)⊤
∥∥∥
sn
= ‖P (s, n)(Eij ⊗W )P (s, n)⊤‖sn
≤ C2‖Eij ⊗W‖sn = C2‖ιsij(W )‖sn ≤ C2‖ιsij‖‖W‖s.
Here we use the sn× sn permutation matrices P (s, n) = [ETij ]i=1,...,s; j=1,...,n which
allow us to change the order of factors in tensor products:
(7.22) A⊗B = P (r, p)(B ⊗ A)P (m, q)⊤
for any A ∈ Cr×m and B ∈ Cp×q. See [62, Pages 259–261]. We conclude from the
calculation above that
‖ιij‖cb ≤ C2 sup
s∈N
‖ιsij‖ ≤ C′1C22 .
Suppose now that
W = [([wi′j′ ]i′,j′=1,...,n)ab]a,b=1,...,s ∈
(Wn×n)s×s ∼= Cs×s ⊗Wn×n.
Then
W˜ := P (n, s)WP (n, s)⊤ = [([w˜ab]a,b=1,...,s)i′j′ ]i′,j′=1,...,n
∈ (Ws×s)n×n ∼= Cn×n ⊗Ws×s,
where
(w˜ab)i′j′ = (wi′j′)ab, a, b = 1 . . . , s; i
′, j′ = 1, . . . , n.
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We have
‖(idCs×s ⊗πij)(W )‖s =
∥∥∥( idCs×s ⊗πij)( s∑
a,b=1
n∑
i′,j′=1
Eab ⊗ Ei′j′(wi′j′ )ab
)∥∥∥
s
=
∥∥∥ s∑
a,b=1
Eab(wij)ab
∥∥∥
s
=
∥∥∥ s∑
a,b=1
Eab(w˜ab)ij)
∥∥∥
s
= ‖W˜ij‖s = ‖πsij(W˜ )‖s
≤ ‖πsij‖ ‖W˜‖sn ≤ C2‖πsij‖ ‖W‖sn.
Therefore,
‖πij‖cb ≤ C2 sup
s∈N
‖πsij‖ ≤ C1C22 .
In the case of operator spaces, it follows that all the operators ιij and πij are
complete contractions. Moreover, since πijιij = IW , we conclude that all ιij are
complete isometries, and all πij are complete coisometries. 
Let V ,W be operator spaces, and let Ω ⊆ Vnc be a uniformly open nc set. A nc
function f : Ω→Wnc is called uniformly locally bounded if for any s ∈ N and Y ∈ Ωs
there exists a r > 0 such that Bnc(Y, r) ⊆ Ω and f is bounded on Bnc(Y, r), i.e.,
there is a M > 0 such that ‖f(X)‖sm ≤M for all m ∈ N and X ∈ Bnc(Y, r)sm. A
function f : Ω→Wnc is called uniformly analytic if f is uniformly locally bounded
and analytic, i.e., f is uniformly locally bounded and G-differentiable. Later on (see
Example 8.14), we will present an example of analytic (in fact, entire) nc function
which is not uniformly analytic in any neighborhood of 01×1.
Proposition 7.20. Let Ω ⊆ Vnc be a uniformly open nc set. If a nc function
f : Ω→Wnc is continuous with respect to the uniformly-open topologies on Vnc and
Wnc, then f is uniformly locally bounded.
Proof. Given s ∈ N and Y ∈ Ωs, there exists a nc ball Bnc(Y, r) ⊆ Ω such
that ‖f(X)− f(⊕mα=1 Y )‖sm < 1 for all m ∈ N and X ∈ Bnc(Y, r)sm. Then
‖f(X)‖sm <
∥∥∥f( m⊕
α=1
Y
)∥∥∥
sm
+ 1 =
∥∥∥ m⊕
α=1
f(Y )
∥∥∥
sm
+ 1 ≤ ‖f(Y )‖s + 1.

Let l : V → W be a linear mapping of operator spaces. We extend l to a nc
function l˜ : Vnc → Wnc such that ln := l˜|Vn×n is the linear mapping from Vn×n to
Wn×n defined by ln([vij ]) = [l(vij)], n ∈ N, i.e., ln = idCn×n ⊗l. Then it is clear
that l˜ is uniformly locally bounded if and only if l˜ is continuous with respect to
the uniformly-open topologies if and only if l is completely bounded. We will see
shortly (Corollary 7.28) that the first equivalence is true for arbitrary nc functions.
We will present two versions of the main result on the uniform convergence of
the TT series in the uniformly-open topology on two different types of domains.
The proof of the first theorem (like that of Theorem 7.4) is of a mixed nature:
noncommutative and complex analytic. The second theorem admits a purely non-
commutative proof; in particular, it admits an analogue in the real case, see Remark
7.35 below.
Let X be a vector space over C and let Y ∈ X s×s. A nc set Υnc ⊆ Xnc is called
complete circular about Y if for every m ∈ N the set (Υnc)sm = Υnc ∩ X sm×sm is
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complete circular about
⊕m
α=1 Y (see the paragraph preceding Theorem 7.2). For
any ǫ > 0, we define
(7.23) Υnc,ǫ :=
∞∐
m=1
{
X ∈ (Υnc)sm :
m⊕
α=1
Y + (1 + ǫ)
(
X −
m⊕
α=1
Y
)
∈ (Υnc)sm
}
.
It is easily seen that if Υnc is a uniformly open complete circular nc set about Y ,
then so is Υnc,ǫ, and
⋃
ǫ>0Υnc,ǫ = Υnc.
Theorem 7.21. Let a nc function f : Ω → Wnc be uniformly locally bounded.
Let s ∈ N, Y ∈ Ωs, and let Υnc be a uniformly open complete circular nc set about
Y such that Υnc ⊆ Ω and f is bounded Υnc. Then, for every ǫ > 0, m ∈ N, and
X ∈ (Υnc,ǫ)sm,
(7.24) f(X) =
∞∑
ℓ=0
(
X −
m⊕
α=1
Y
)⊙sℓ
∆ℓRf
(
Y, . . . , Y︸ ︷︷ ︸
ℓ+1 times
)
,
where the series converges absolutely and uniformly on Υnc,ǫ. Moreover,
(7.25)
∞∑
ℓ=0
sup
m∈N,X∈(Υnc,ǫ)sm
∥∥∥(X − m⊕
α=1
Y
)⊙sℓ
∆ℓRf
(
Y, . . . , Y︸ ︷︷ ︸
ℓ+1 times
)∥∥∥
sm
<∞.
Proof. Let s ∈ N and Y ∈ Ωs be fixed. Let Υnc be a uniformly open complete
circular set about Y on which f is bounded, say by M . Given ǫ > 0, m ∈ N, and
X ∈ (Υnc,ǫ)sm, as in the proof of Theorem 7.4 we have that
(7.26)
∥∥∥(X − m⊕
α=1
Y
)⊙sℓ
∆ℓRf
(
Y, . . . , Y︸ ︷︷ ︸
ℓ+1 times
)∥∥∥
sm
=
∥∥∥∆ℓRf( m⊕
α=1
Y, . . . ,
m⊕
α=1
Y︸ ︷︷ ︸
ℓ+1 times
)(
X −
m⊕
α=1
Y, . . . , X −
m⊕
α=1
Y︸ ︷︷ ︸
ℓ times
)∥∥∥
sm
≤ M
(1 + ǫ)ℓ
,
but in this case the constant M is independent on m. Therefore (7.25) holds and
the TT series in (7.24) converges absolutely and uniformly on Υnc,ǫ. The fact that
the sum of the series equals f(X) follows from Theorem 7.2. 
Let X be a vector space over C and let Y ∈ X s×s. A nc set Υnc ⊆ Xnc is called
matrix circular about Y if for every m ∈ N, X ∈ (Υnc)sm, and unitary matrices
U, V ∈ Cm×m we have
m⊕
α=1
Y + (U ⊗ Is)
(
X −
m⊕
α=1
Y
)
(V ⊗ Is) ∈ (Υnc)sm.
For any ǫ > 0, we define Υnc,ǫ as in (7.23). It is easily seen that if Υnc is a uniformly
open matrix circular nc set about Y , then so is Υnc,ǫ.
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Lemma 7.22. Let Υnc ⊆ Xnc be a matrix circular nc set about Y ∈ X s×s.
Then, for every m,N ∈ N, X ∈ (Υnc)sm, and ζ, η ∈ C with |ζ|2 + |η|2 = 1,
(7.27) A :=

m⊕
α=1
Y X −
m⊕
α=1
Y 0 . . . 0
0
. . .
. . .
. . .
...
...
. . .
. . .
. . . 0
...
. . .
. . . X −
m⊕
α=1
Y
0 . . . . . . 0
m⊕
α=1
Y

∈ (Υnc)sm(N+1)
and
(7.28)
B :=


m⊕
α=1
Y X −
m⊕
α=1
Y 0 . . . 0
0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
. X −
m⊕
α=1
Y 0
.
.
.
.
.
.
m⊕
α=1
Y ζ
(
X −
m⊕
α=1
Y
)
0 . . . . . . 0
m⊕
α=1
Y + η
(
X −
m⊕
α=1
Y
)


∈ (Υnc)sm(N+2).
Proof. We observe that


0 . . . . . . 0 Im
Im
. . .
... 0
0
. . .
. . .
...
...
...
. . .
. . . 0
...
0 . . . 0 Im 0

⊗ Is

A− m(N+1)⊕
α=1
Y

=

0 0 . . . 0
0 X −
m⊕
α=1
Y
. . .
...
...
. . .
. . . 0
0 . . . 0 X −
m⊕
α=1
Y

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and

0 . . . . . . 0 −ηIm ζIm
Im
. . .
... 0 0
0
. . .
. . .
...
...
...
...
. . .
. . . 0
...
...
...
. . . Im 0 0
0 . . . . . . 0 ζIm ηIm

⊗ Is

B − m(N+2)⊕
α=1
Y

=

0 0 . . . 0
0 X −
m⊕
α=1
Y
. . .
...
...
. . .
. . . 0
0 . . . 0 X −
m⊕
α=1
Y

,
with square matrices of size sm(N + 1) in the first equality and sm(N + 2) in the
second equality. Hence the result follows. 
Theorem 7.23. Let a nc function f : Ω → Wnc be uniformly locally bounded.
Let s ∈ N, Y ∈ Ωs, and let Υnc be a uniformly open matrix circular nc set about Y
that is contained in Ω and on which f is bounded. Then, for every ǫ > 0, (7.24) is
true, with the TT series converging absolutely and uniformly, on Υnc,ǫ and (7.25)
holds.
Proof. Let Υnc be a uniformly open matrix circular nc set about Y , with the
norm of f bounded on Υnc, say by M > 0. For ǫ > 0, m ∈ N, and X ∈ (Υnc,ǫ)sm,
we have
(7.29)
∥∥∥∆ℓRf(
m⊕
α=1
Y, . . . ,
m⊕
α=1
Y
︸ ︷︷ ︸
ℓ+1 times
)(
X −
m⊕
α=1
Y, . . . ,X −
m⊕
α=1
Y
︸ ︷︷ ︸
ℓ times
)∥∥∥
sm
=(1 + ǫ)−ℓ
∥∥∥∆ℓRf(
m⊕
α=1
Y, . . . ,
m⊕
α=1
Y
︸ ︷︷ ︸
ℓ+1 times
)(
(1 + ǫ)
(
X −
m⊕
α=1
Y
)
, . . . , (1 + ǫ)
(
X −
m⊕
α=1
Y
)
︸ ︷︷ ︸
ℓ times
)∥∥∥
sm
=(1+ǫ)−ℓ
∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥
π1,ℓ+1f




m⊕
α=1
Y (1 + ǫ)(X −
m⊕
α=1
Y ) 0 . . . 0
0
. . .
. . .
. . .
...
...
. . .
. . .
. . . 0
...
. . .
. . . (1 + ǫ)(X −
m⊕
α=1
Y )
0 . . . . . . 0
m⊕
α=1
Y




∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥
sm
≤
M
(1 + ǫ)ℓ
,
7.3. UNIFORMLY ANALYTIC NC FUNCTIONS 105
which implies that (7.25) holds and the TT series in (7.24) converges absolutely
and uniformly on Υnc,ǫ. Here we used the fact that
(7.30)


m⊕
α=1
Y (1 + ǫ)(X −
m⊕
α=1
Y ) 0 . . . 0
0
. . .
. . .
. . .
...
...
. . .
. . .
. . . 0
...
. . .
. . . (1 + ǫ)(X −
m⊕
α=1
Y )
0 . . . . . . 0
m⊕
α=1
Y


∈ (Υnc)sm(ℓ+1)
by (7.27), with X replaced by
m⊕
α=1
Y + (1 + ǫ)(X −
m⊕
α=1
Y ) and N replaced by ℓ.
It remains to prove that the sum of the series equals f(X), i.e., that the re-
mainder term in the TT formula (see (4.1) and (4.2)),
∆N+1R f
( m⊕
α=1
Y, . . . ,
m⊕
α=1
Y︸ ︷︷ ︸
N+1 times
, X
)((
X −
m⊕
α=1
Y
)
, . . . ,
(
X −
m⊕
α=1
Y
)
︸ ︷︷ ︸
N+1 times
)
=
(
X −
m⊕
α=1
Y
)⊙s(N+1)
∆N+1R f
(
Y, . . . , Y︸ ︷︷ ︸, X
N+1 times
)
,
tends to 0 as N →∞. We have
∥∥∥∆N+1R f
( m⊕
α=1
Y, . . . ,
m⊕
α=1
Y
︸ ︷︷ ︸
N+1 times
, X
)((
X −
m⊕
α=1
Y
)
, . . . ,
(
X −
m⊕
α=1
Y
)
︸ ︷︷ ︸
N+1 times
)∥∥∥
sm
=
1
δ(1 + ǫ)N
∥∥∥∆N+1R f
( m⊕
α=1
Y, . . . ,
m⊕
α=1
Y
︸ ︷︷ ︸
N+1 times
, X
)
(
(1 + ǫ)
(
X −
m⊕
α=1
Y
)
, . . . , (1 + ǫ)
(
X −
m⊕
α=1
Y
)
︸ ︷︷ ︸
N times
, δ
(
X −
m⊕
α=1
Y
))∥∥∥
sm
=
1
δ(1 + ǫ)N
·
∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥
π1,N+2f




m⊕
α=1
Y (1 + ǫ)(X −
m⊕
α=1
Y ) 0 . . . 0
0
. . .
. . .
. . .
...
...
. . .
. . . (1 + ǫ)(X −
m⊕
α=1
Y ) 0
...
. . .
m⊕
α=1
Y δ(X −
m⊕
α=1
Y )
0 . . . . . . 0 X




∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥
sm
≤
M
δ(1 + ǫ)N
−→ 0
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as N →∞. The last inequality holds with δ = √ǫ2 + 2ǫ; indeed, for this choice of
δ we have
(7.31)

m⊕
α=1
Y (1 + ǫ)(X −
m⊕
α=1
Y ) 0 . . . 0
0
. . .
. . .
. . .
...
...
. . .
. . . (1 + ǫ)(X −
m⊕
α=1
Y ) 0
...
. . .
m⊕
α=1
Y δ(X −
m⊕
α=1
Y )
0 . . . . . . 0 X


∈ (Υnc)sm(N+2)
by (7.28) with X replaced by
m⊕
α=1
Y + (1 + ǫ)(X −
m⊕
α=1
Y ), ζ = δ1+ǫ , η =
1
1+ǫ . 
Remark 7.24. Notice that Theorem 7.23 holds under a weaker assumption
that Υnc is a uniformly open nc set satisfying (7.27) and (7.28).
Remark 7.25. Notice that in the proof of Theorem 7.23 we actually established
the following result. Let Υnc be a uniformly open nc set, which contains Y , is
contained in Ω, and on which f is bounded. Then, for every ǫ > 0, (7.24) holds,
with the series converging absolutely and uniformly, on the set of all X ∈ Ω such
that
• (7.30) holds for all ℓ ∈ N;
• there exists δ > 0 such that (7.31) holds for all N ∈ N.
This gives even weaker assumptions on a domain where the TT series in (7.24)
converges absolutely and uniformly.
We notice an important special case of the two previous theorems for the uni-
form convergence on open nc balls — clearly, nc balls are both complete circular
and matrix circular.
Corollary 7.26. Let a nc function f : Ω→Wnc be uniformly locally bounded.
For every s ∈ N, Y ∈ Ωs, let δ := sup{r > 0: f is bounded on Bnc(Y, r)}. Then
(7.24) holds, with the TT series converging absolutely and uniformly, on every open
nc ball Bnc(Y, r) with r < δ. Moreover,
(7.32)
∞∑
ℓ=0
sup
m∈N,X∈Bnc(Y,r)sm
∥∥∥(X − m⊕
α=1
Y
)⊙sℓ
∆ℓRf
(
Y, . . . , Y︸ ︷︷ ︸
ℓ+1 times
)∥∥∥
sm
<∞.
Remark 7.27. In the case where Y = µ ∈ Ω1, Theorems 7.21 and 7.23, and
Corollary 7.26, give results on the absolute and uniform convergence of the TT
series (7.15) centered at a scalar point.
Corollary 7.28. Let Ω ⊆ Vnc be a uniformly open nc set. Then a nc function
f : Ω→Wnc is uniformly locally bounded if and only if f is continuous with respect
to the uniformly-open topologies on Vnc and Wnc if and only if f is uniformly
analytic.
Proof. If f is uniformly locally bounded, then f is also locally bounded on
slices, thus by Theorem 7.2 f is G-differentiable. Therefore f is uniformly analytic.
Taking into account Proposition 7.20, it remains to show that if f is uniformly
locally bounded then f is continuous with respect to the uniformly-open topologies.
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Let the norm of f be bounded by M > 0 on a nc ball Bnc(Y, r1) centered at
Y ∈ Vs×s. Then, using the estimate (7.26) or (7.29) with ǫ = r1−rr for r < r1, we
obtain for X ∈ Bnc(Y, r)sm, m ∈ N, that∥∥∥f(X)− f( m⊕
α=1
Y
)∥∥∥
sm
≤M
∞∑
ℓ=1
( r
r1
)ℓ
=
Mr
r1 − r .
Hence, for any given η > 0 there exists r < r1 such that for every m ∈ N and
X ∈ Bnc(Y, r)sm we have ∥∥∥f(X)− f( m⊕
α=1
Y
)∥∥∥
sm
< η.
In other words, f is continuous at Y with respect to the uniformly-open topologies.

We consider now the case where the space V is finite dimensional, so that we can
assume without loss of generality that V = Cd with some operator space structure.
Notice that any two operator space structures on Cd are completely isomorphic,
i.e., the identity mapping of Cd is completely bounded both ways (see, e.g., [79,
Proposition 1.10(iii)], thus the uniformly-open topology on (Cd)nc is uniquely de-
termined. We can expand each term of the convergent TT series (of polylinear
forms) using higher order nc difference-differential operators as in (4.12), (7.16),
and (7.17), and consider the question of the convergence along the free monoid Gd.
This is a stronger notion of convergence, since we do not group together all the
terms corresponding to the words of a given length. To define this convergence,
we need to specify an order on Gd; however, we will mostly deal with absolute
convergence along Gd, so that the choice of the order does not matter.
Let Υnc ⊆ (Cd)nc be a matrix circular nc set about Y = (Y1, . . . , Yd) ∈ (Cs×s)d,
and let ρ = (ρ1, . . . , ρd) be a d-tuple of positive real numbers with
∑d
j=1 ρj < 1.
We define
Υnc,ρ :=
∞∐
m=1
{
X ∈ (Υnc)sm :
m⊕
α=1
Y +
1
ρj
(
0, . . . , 0, Xj −
m⊕
α=1
Yj︸ ︷︷ ︸
j−th place
, 0, . . . , 0
)
∈ (Υnc)sm
(7.33)
for all j = 1, . . . , d
}
.(7.34)
If Υnc is a uniformly open matrix circular nc set about Y , then so is Υnc,ρ; the
fact that Υnc,ρ is uniformly open follows from the fact that the linear mapping
Z 7→ Zjej on (Cs×s)d is completely bounded as a finite-rank mapping of operator
spaces, see [79, Proposition 1.10(iii)].
Theorem 7.29. Suppose that Ω ⊆ (Cd)nc is a uniformly open nc set, W is an
operator space, f : Ω → Wnc is a nc function which is uniformly locally bounded,
s ∈ N, Y ∈ Ωs. Let Υnc be a uniformly open matrix circular nc set about Y that
is contained in Ω and on which f is bounded. Then, for every ρ = (ρ1, . . . , ρd) ∈
108 7. NC ANALYTICITY AND CONVERGENCE OF TT SERIES
(R+ \ {0})d with
∑d
j=1 ρj < 1, m ∈ N, and X ∈ (Υnc,ρ)sm,
(7.35) f(X) =
∑
w∈Gd
(
X −
m⊕
α=1
Y
)
∆w
⊤
R f( Y, . . . , Y︸ ︷︷ ︸
|w|+1 times
)
=
∑
w∈Gd
(( m⊕
α=1
Aw,(0)
)
⊗
( m⊕
α=1
Aw,(1)
)
⊗· · ·⊗
( m⊕
α=1
Aw,(|w|)
))
⋆
(
X−
m⊕
α=1
Y
)[w]
,
where the series converges absolutely and uniformly on Υnc,ρ. Moreover,
(7.36)∑
w∈Gd
sup
m∈N, X∈(Υnc,ρ)sm
∥∥∥∥∥
(( m⊕
α=1
Aw,(0)
)
⊗
( m⊕
α=1
Aw,(1)
)
⊗ · · · ⊗
( m⊕
α=1
Aw,(|w|)
))
⋆
(
X −
m⊕
α=1
Y
)[w]∥∥∥∥∥
sm
<∞.
Here Aw,(0) ⊗ Aw,(1) ⊗ · · · ⊗ Aw,(|w|) = ∆w⊤R f( Y, . . . , Y︸ ︷︷ ︸
|w|+1 times
), with the tensor product
interpretation for the values of ∆w
⊤
R f (Remark 3.5), the sumless Sweedler notation
(4.19), and the pseudo-power notation (4.21).
Proof. Let Υnc be a uniformly open matrix circular nc set about Y such that
the norm of f is bounded, say byM > 0, on Υnc. For ρ = (ρ1, . . . , ρd)∈(R+ \{0})d
with
∑d
j=1 ρj < 1, m ∈ N, and X ∈ (Υnc,ρ)sm, we obtain, using (3.54), that
∑
|w|=ℓ
∥∥∥∆w⊤R f(
m⊕
α=1
Y, . . . ,
m⊕
α=1
Y
︸ ︷︷ ︸
ℓ+1 times
)(
Xi1 −
m⊕
α=1
Yi1 , . . . , Xiℓ −
m⊕
α=1
Yiℓ
)∥∥∥
sm
=
∑
|w|=ℓ
ρ
w
∥∥∥∆w⊤R f(
m⊕
α=1
Y, . . . ,
m⊕
α=1
Y
︸ ︷︷ ︸
ℓ+1 times
)( 1
ρi1
(
Xi1 −
m⊕
α=1
Yi1
)
, . . . ,
1
ρiℓ
(
Xiℓ −
m⊕
α=1
Yiℓ
))∥∥∥
sm
=
∑
|w|=ℓ
ρ
w
·
∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥
π1,ℓ+1f




m⊕
α=1
Y 1
ρi1
(Xi1 −
m⊕
α=1
Yi1)ei1 0 . . . 0
0
. . .
. . .
. . .
...
...
. . .
. . .
. . . 0
...
. . .
. . . 1
ρiℓ
(Xiℓ −
m⊕
α=1
Yiℓ)eiℓ
0 . . . . . . 0
m⊕
α=1
Y




∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥
sm
≤M
∑
|w|=ℓ
ρ
w = M
( d∑
j=1
ρj
)ℓ
,
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which implies that (7.36) holds and the TT series in (7.35) converges absolutely
and uniformly on Υnc,ρ. Here we used the fact that
(7.37)
m⊕
α=1
Y 1ρi1
(Xi1 −
m⊕
α=1
Yi1)ei1 0 . . . 0
0
. . .
. . .
. . .
...
...
. . .
. . .
. . . 0
...
. . .
. . . 1
ρiℓ
(Xiℓ −
m⊕
α=1
Yiℓ)eiℓ
0 . . . . . . 0
m⊕
α=1
Y

∈ (Υnc)sm(ℓ+1),
which is obtained using the same argument as in the proof of (7.27) in Lemma 7.22.
In order to show that the sum of the (absolutely convergent) TT series in (7.35)
equals f(X), we observe that its sum must coincide with the sum of the TT series in
(7.24) which is obtained by grouping together the terms corresponding to the words
of the same length. But the remark made in the paragraph preceding Lemma 7.22,
together with Theorem 7.23, means that the TT series (7.24) converges to f(X)
everywhere in Υnc. 
Remark 7.30. Notice that in the proof of Theorem 7.29 we actually established
the following result. Let Υnc be a uniformly open nc set, which contains Y , is
contained in Ω, and on which f is bounded. Then, for every ρ = (ρ1, . . . , ρd) ∈
(R+ \ {0})d with
∑d
j=1 ρj < 1, (7.35) holds, with the series converging absolutely
and uniformly, on the set of all X ∈ Ω such that (7.37) holds for all ℓ ∈ N and
such that the TT series in (7.24), which is obtained by grouping together the terms
corresponding to the words of the same length, converges to f(X). This gives a
weaker assumption on a domain where the TT series in (7.35) converges absolutely
and uniformly.
Unlike in the setting of Theorem 7.21 or of Theorem 7.23, it may happen that
for a uniformly open matrix circular nc set Υnc we have
⋃
ρ
Υnc,ρ ( Υnc, i.e., we
cannot guarantee the absolute convergence along Gd of the TT series in (7.35) on
all of Υnc. We elucidate the situation in the special case of open nc balls.
Corollary 7.31. Let a nc function f : Ω→Wnc be uniformly locally bounded.
For every s ∈ N, Y ∈ Ωs, let δ := sup{r > 0: f is bounded on Bnc(Y, r)}. Then
(7.35) holds, with the TT series converging absolutely and uniformly, on every open
nc diamond about Y
(7.38) ♦nc(Y, r) :=
∞∐
m=1
{
X ∈ Ωsm :
d∑
j=1
‖ej‖1
∥∥∥Xj − m⊕
α=1
Yj
∥∥∥ < r}
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with r < δ. Moreover,
(7.39)∑
w∈Gd
sup
m∈N, X∈♦nc(Y,r)sm
∥∥∥∥∥
(( m⊕
α=1
Aw,(0)
)
⊗
( m⊕
α=1
Aw,(1)
)
⊗ · · · ⊗
( m⊕
α=1
Aw,(|w|)
))
⋆
(
X −
m⊕
α=1
Y
)[w]∥∥∥∥∥
sm
<∞.
Proof. We first observe that for any n ∈ N, A ∈ Cn×n, and j = 1, . . . , d, we
have ‖Aej‖n = ‖ej‖1‖A‖, since span{ej} is a one-dimensional subspace in Cd and
therefore there is only one operator space structure on span ej, up to a constant
factor ‖ej‖1; see [79, Proposition 1.10(ii)].
Let r be given such that 0 < r < δ. Let r′ be a real number with r < r′ < δ,
and let the norm of f be bounded byM > 0 on Bnc(Y, r
′). Given X ∈ ♦nc(Y, r)sm,
one can find ρ = (ρ1, . . . , ρd) with
ρj >
1
r′
‖ej‖1
∥∥∥Xj − m⊕
α=1
Y
∥∥∥, j = 1, . . . , d,
such that
∑d
j=1 ρj <
r
r′ . Since open nc balls are uniformly open and matrix circular
nc sets, so is Υnc := Bnc(Y, r
′). For X and ρ as above, we observe that X ∈ Υnc,ρ.
Therefore, (7.35) holds with the series absolutely convergent. Using the estimate
in the proof of Theorem 7.29 we obtain that∑
|w|=ℓ
∥∥∥∆w⊤R f( m⊕
α=1
Y, . . . ,
m⊕
α=1
Y︸ ︷︷ ︸
ℓ+1 times
)(
Xi1 −
m⊕
α=1
Yi1 , . . . , Xiℓ −
m⊕
α=1
Yiℓ
)∥∥∥
sm
≤M
( r
r′
)ℓ
.
Since the right-hand side is independent of ρ, m, and X , (7.39) follows. 
Remark 7.32. Since
⋃
0<r<δ ♦nc(Y, r) = ♦nc(Y, δ), the TT series in (7.35)
converges absolutely along Gd on the nc diamond ♦nc(Y, δ).
Remark 7.33. It is clear that open nc diamonds are uniformly open and that,
for all Y and r, ♦nc(Y, r) ⊆ Bnc(Y, r). This inclusion is always proper. The
equality would occur if and only if for all m ∈ N and X ∈ (Csm×sm)d one has
‖X‖sm =
∑d
j=1 ‖ej‖1 ‖Xj‖. Indeed, we have X =
∑d
j=1Xjej and ‖X‖sm ≤∑d
j=1 ‖Xjej‖sm =
∑d
j=1 ‖ej‖1 ‖Xj‖ for all m and X , so that the inequality is
always an equality if and only if ♦nc(Y, r) = Bnc(Y, r) for some, and hence for all,
Y ∈ (Cs×s)d and r. However ∑dj=1 αj ‖Xj‖ with some positive coefficients αj is
not an operator space norm on ((Cd)
s×s
)nc.
Remark 7.34. Instead of considering operator spaces, we can consider Banach
spaces equipped with admissible systems of matrix norms such that (7.1) and (7.2)
hold with constants C1, C
′
1, and C2 independent of n and m, as in Proposition
7.19. We have to require C′1 = 1 to ensure that Proposition 7.12 holds, i.e., the
nc balls form a base for a topology on the corresponding nc space. In this case,
we can still consider uniformly locally bounded nc functions and Proposition 7.20,
Theorem 7.21, Corollary 7.26, and Corollary 7.28 remain true. The condition C1 =
1 is natural to ensure the Hausdorff-like property of the uniformly-open topology,
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see Proposition 7.14 together with the paragraph that precedes it. The condition
C2 = 1 is essential for the proofs of Theorem 7.23, Theorem 7.29, and Corollary
7.31 (in particular, it guarantees that nc balls are matrix circular nc sets).
Remark 7.35. The results of this section, unlike those of Section 7.1 — see
Remark 7.11, are of a purely noncommutative nature (except for Theorem 7.21).
Therefore, they admit full analogues in the real case. An operator space over R is
a Banach space over R equipped with an admissible system of matrix norms such
that the real analogues of (7.1) and (7.2) hold with C1 = C
′
1 = C2 = 1 independent
of n and m (see [92]). Theorem 7.23 and Corollaries 7.26, 7.28 are true for the case
where V and W are operator spaces over R, with all the notions defined exactly
as in the complex case. Also, Theorem 7.29 and Corollary 7.31 are true with Cd
replaced by Rd and W an operator space over R.
7.4. Analytic and uniformly analytic higher order nc functions
We will discuss now analyticity of higher order nc functions in various settings.
Our main goal here is to prove analogues of Theorem 3.10 for the corresponding
classes of higher order nc functions.
Let W be a Banach space over C. An admissible system of rectangular matrix
norms over W is a doubly-indexed sequence of norms ‖ · ‖n,m on Wn×m, n,m =
1, 2, . . ., satisfying the following condition: for every n, p, q,m ∈ N there exists
C(n, p, q,m) > 0 such that for all X ∈ Wp×q, S ∈ Cn×p, and T ∈ Cq×m,
(7.40) ‖SXT ‖n,m ≤ C(n, p, q,m)‖S‖ ‖X‖p,q‖T ‖,
where ‖ · ‖ denotes the operator norm of rectangular matrices over C with respect
to the standard Euclidean norms; cf. (7.2). Next we show that (7.40) implies the
analogue of (7.1) for rectangular matrices,
(7.41) C1(n,m, r, s)
−1max{‖X‖n,m, ‖Y ‖r,s} ≤ ‖X ⊕ Y ‖n+r,m+s
≤ C′1(n,m, r, s)max{‖X‖n,m, ‖Y ‖r,s},
for every n,m, r, s ∈ N, X ∈ Wn×m, Y ∈ Wr×s and some positive constants
C1(n,m, r, s) and C
′
1(n,m, r, s).
Proposition 7.36. Let W be a Banach space equipped with an admissible sys-
tem of rectangular matrix norms over W, i.e., (7.40) holds. Then (7.41) holds for
every n,m, r, s ∈ N, X ∈ Wn×m, and Y ∈ Wr×s with
C1(n,m, r, s) = max{C(n, n+ r,m+ s,m), C(r, n+ r,m+ s, s)},
C′1(n,m, r, s) = C(n+ r, n,m,m+ s) + C(n+ r, r, s,m+ s).
Proof. Let X ∈ Wn×m and Y ∈ Wr×s. Then
‖X ⊕ Y ‖n+r,m+s = ‖(X ⊕ 0r×s) + (0n×m ⊕ Y )‖n+r,m+s
≤
∥∥∥ [ In
0r×n
]
X
[
Im 0m×s
]
+
[
0n×r
Ir
]
Y
[
0s×m Is
] ∥∥∥
≤
(
C(n+ r, n,m,m+ s) + C(n+ r, r, s,m+ s)
)
max{‖X‖n,m, ‖Y ‖r,s}
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and
max{‖X‖n,m, ‖Y ‖r,s}
= max
{∥∥∥ [In 0n×r] [ X 0n×s0r×m Y
] [
Im
0s×m
] ∥∥∥
n,m
,∥∥∥ [0r×n Ir] [ X 0n×s0r×m Y
] [
0m×s
Is
] ∥∥∥
r,s
}
≤ max{C(n, n+ r,m+ s,m), C(r, n+ r,m+ s, s)}‖X ⊕ Y ‖n+r,m+s.

Clearly, an admissible system of rectangular matrix norms over W induces an
admissible system of (square) matrix norms overW . Notice that ifW is an operator
space, then an admissible system of rectangular matrix norms overW is unique and
one can choose
C(n, p, q,m) = C1(n, p, q,m) = C
′
1(n, p, q,m) = 1
for every n, p, q,m ∈ N [78, Exercises 13.1 and 13.2].
We can also introduce rectangular block injections and projections as follows.
Let R be a unital commutative ring, let M be a module over R, and let s, s1, . . . ,
sm ∈ N be such that s = s1 + · · ·+ sm. Set
Ei := col [0s1×si , . . . , 0si−1×si , Isi , 0si+1×si+1 , · · · , 0sm×si ] ∈ Rs×si , i = 1, . . . ,m.
The rectangular block injections are defined by
(7.42) ι
(s1,...,sm)
ij : Msi×sj →Ms×s, ι(s1,...,sm)ij : Z 7→ EiZE⊤j , i, j = 1, . . . ,m,
and the rectangular block projections are defined by
(7.43)
π
(s1,...,sm)
ij : Ms×s →Msi×sj , π(s1,...,sm)ij : Z 7→ E⊤i ZEj , i, j = 1, . . . ,m,
The following analogue of Proposition 7.1, in conjunction with Proposition 7.36,
holds.
Proposition 7.37. Condition (7.40) (valid for all n, p, q, m ∈ N, X ∈ Wp×q,
S ∈ Cn×p, and T ∈ Cq×m) is equivalent to the boundedness of the rectangular block
injections ι
(s1,...,sm)
ij and rectangular block projections π
(s1,...,sm)
ij , m ∈ N, s1, . . . ,
sm ∈ N, i, j = 1, . . . ,m. In particular,
(7.44) ‖ι(s1,...,sm)ij ‖ ≤ C(s, si, sj , s), ‖π(s1,...,sm)ij ‖ ≤ C(si, s, s, sj).
Proof. If (7.40) holds for all n, p, q, m ∈ N, X ∈ Wp×q, S ∈ Cn×p, and
T ∈ Cq×m, then (7.44) follows immediately from (7.42) and (7.43), thus ι(s1,...,sm)ij
and π
(s1,...,sm)
ij are bounded.
The converse direction can be shown analogously to that of Proposition 7.1. 
We also have the following analogue of Proposition 7.19.
Proposition 7.38. If W is a Banach space equipped with an admissible system
of rectangular matrix norms over W such that (7.40) holds with C independent of
n, p, q, and m, then the rectangular block injections (7.42) and the rectangular
block projections (7.43) are uniformly completely bounded, i.e., for every m ∈ N
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and s1, . . . , sm ∈ N, the mappings ι(s1,...,sm)ij and π(s1,...,sm)ij are completely bounded.
Moreover,
(7.45) ‖ι(s1,...,sm)ij ‖cb ≤ C, ‖π(s1,...,sm)ij ‖cb ≤ C.
If W is an operator space, then all ι(s1,...,sm)ij are complete isometries and all
π
(s1,...,sm)
ij are complete coisometries.
Proof. Let n,m ∈ N, 1 ≤ i, j ≤ m, s1, . . . , sm ∈ N, W = (wab)a,b=1,...,n ∈
(Wsi×sj )n×n ∼= Wsin×sjn. For a, b = 1, . . . , n, let Eab ∈ Cn×n be defined by
(Eab)αβ = δ(a,b),(α,β), α, β = 1, . . . , n. Then
‖(idCn×n ⊗ι(s1,...,sm)ij )(W )‖(s1+···+sm)n
=
∥∥∥(idCn×n ⊗ι(s1,...,sm)ij )( n∑
a,b=1
Eab ⊗ wab
)∥∥∥
(s1+···+sm)n
=
∥∥∥ n∑
a,b=1
Eab ⊗ ι(s1,...,sm)ij (wab)
∥∥∥
(s1+···+sm)n
=
∥∥∥ n∑
a,b=1
Eab ⊗ EiwabE⊤j
∥∥∥
(s1+···+sm)n
= ‖(In ⊗ Ei)W (In ⊗ E⊤j )‖(s1+···+sm)n ≤ C‖W‖sin,sjn.
This proves the first inequality in (7.45).
Suppose now that
W =(wab)a,b=1,...,n ∈
(
W(s1+···+sm)×(s1+···+sm)
)n×n∼=W(s1+···+sm)n×(s1+···+sm)n.
Then
‖(idCn×n ⊗π(s1,...,sm)ij )(W )‖sin,sjn
=
∥∥∥(idCn×n ⊗π(s1,...,sm)ij )( n∑
a,b=1
Eab ⊗ wab
)∥∥∥
sin,sjn
=
∥∥∥ n∑
a,b=1
Eab ⊗ π(s1,...,sm)ij (wab)
∥∥∥
sin,sjn
=
∥∥∥ n∑
a,b=1
Eab ⊗ E⊤i wabEj
∥∥∥
sin,sjn
= ‖(In ⊗ E⊤i )W (In ⊗ Ej)‖sin,sjn ≤ C‖W‖(s1+···+sm)n.
This proves the second inequality in (7.45).
IfW is an operator space, we obtain that the operators ι(s1,...,sm)ij and π(s1,...,sm)ij
are complete contractions. Moreover, since π
(s1,...,sm)
ij ι
(s1,...,sm)
ij = idWsi×sj , all
ι
(s1,...,sm)
ij are complete isometries and all π
(s1,...,sm)
ij are complete coisometries. 
Let V0, . . . , Vk, W1, . . . , Wk be vector spaces over C, let Ω(j) ⊆ Vj,nc,
j = 0, . . . , k, be finitely open nc sets, and let W0 be a Banach space with an
admissible system of rectangular matrix norms over W0. A higher order nc func-
tion f ∈ T k(Ω(0), . . . ,Ω(k);W0,nc, . . . ,Wk,nc) is called W -locally bounded on slices
if for every n0, . . . , nk ∈ N, Y 0 ∈ Ω(0)n0 , . . . , Y k ∈ Ω(k)nk , Z0 ∈ V0n0×n0 , . . . ,
Zk ∈ Vknk×nk , W 1 ∈ W1n0×n1 , . . . , W k ∈ Wknk−1×nk there exists ǫ > 0 such that
f(Y 0 + tZ0, . . . , Y k + tZk)(W 1, . . . ,W k) is bounded in W0n0×nk for |t| < ǫ, i.e.,
the function f |
Ω
(0)
n0
×···×Ω(k)nk
is locally bounded on slices for every fixedW 1, . . . , W k.
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A higher order nc function f ∈ T k(Ω(0), . . . ,Ω(k);W0,nc, . . . ,Wk,nc) is called W -
Gaˆteaux (GW -) differentiable if for every n0, . . . , nk ∈ N, Y 0 ∈ Ω(0)n0 , . . . , Y k ∈ Ω(k)nk ,
Z0 ∈ V0n0×n0 , . . . , Zk ∈ Vknk×nk , W 1 ∈ W1n0×n1 , . . . , W k ∈ Wknk−1×nk the G-
derivative,
(7.46)
lim
t→0
f(Y 0 + tZ0, . . . , Y k + tZk)(W 1, . . . ,W k)− f(Y 0, . . . , Y k)(W 1, . . . ,W k)
t
=
d
dt
f(Y 0 + tZ0, . . . , Y k + tZk)(W 1, . . . ,W k)
∣∣∣
t=0
,
exists, i.e., the function f |
Ω
(0)
n0
×···×Ω(k)nk
is G-differentiable for every fixed W 1, . . . ,
W k. It follows that f is W -analytic on slices, i.e., for every Y 0 ∈ Ω(0)n0 , . . . , Y k ∈
Ω
(k)
nk , Z
0 ∈ V0n0×n0 , . . . , Zk ∈ Vknk×nk , W 1 ∈ W1n0×n1 , . . . , W k ∈ Wknk−1×nk ,
f(Y 0+ tZ0, . . . , Y k+ tZk)(W 1, . . . ,W k) is an analytic function of t in a neighbour-
hood of 0. By Hartogs’ theorem [97, Page 28], f is analytic on
(U0 ∩ Ω(0)n0 )× · · · × (Uk ∩Ω(k)nk )× Y1 × · · · × Yk
as a function of several complex variables for every n0, . . . , nk ∈ N and for all finite-
dimensional subspaces U0 ⊆ V0n0×n0 , . . . , Uk ⊆ Vknk×nk , Y1 ⊆ W1n0×n1 , . . . ,
Yk ⊆ Wknk−1×nk .
Theorem 7.39. Suppose that f ∈ T k(Ω(0), . . . ,Ω(k);W0,nc, . . . ,Wk,nc) is W -
locally bounded on slices. Then so is
∆Rf ∈ T k+1(Ω(0), . . . ,Ω(k),Ω(k);W0,nc, . . . ,Wk,nc,Vk,nc).
Proof. Let n0, . . . , nk+1 ∈ N, Y 0 ∈ Ω(0)n0 , . . . , Y k ∈ Ω(k)nk , Y k+1 ∈ Ω(k)nk+1 ,
Z0 ∈ V0n0×n0 , . . . , Zk ∈ Vknk×nk , Zk+1 ∈ Vknk+1×nk+1 , W 1 ∈ W1n0×n1 , . . . ,
W k+1 ∈ (Wk+1)nk×nk+1 . Since Ω(k) ⊆ Vk,nc is a right admissible nc set, there
exists r > 0 such that
[
Y k rW k+1
0 Y k+1
]
∈ Ω(k)nk+nk+1 . Since Ω(k) is finitely open,
there exists ǫ1 > 0 such that
[
Y k + tZk rW k+1
0 Y k+1 + tZk+1
]
∈ Ωnk+nk+1 for all t with
|t| < ǫ1. Since f is W -locally bounded on slices, there exists ǫ2 > 0 such that
f
(
Y 0 + tZ0, . . . , Y k−1 + tZk−1,
[
Y k + tZk rW k+1
0 Y k+1 + tZk+1
])
(W 1, . . . ,W k−1, row[W k, 0])
is bounded for |t| < ǫ2. Therefore, using (3.19), we obtain that
∆Rf(Y
0 + tZ0, . . . , Y k+1 + tZk+1)(W 1, . . . ,W k+1)
= r−1f
(
Y 0 + tZ0, . . . , Y k−1 + tZk−1,
[
Y k + tZk rW k+1
0 Y k+1 + tZk+1
])
(W 1, . . . ,W k−1, row[W k, 0])
[
0
Ink+1
]
is bounded for |t| < min{ǫ1, ǫ2}. We conclude that ∆Rf is W -locally bounded on
slices. Notice that we used here the fact that W0,nc is equipped with an admissible
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system of rectangular matrix norms (more precisely, the fact that the block projec-
tion implemented by the multiplication with
[
0
Ink+1
]
on the right is bounded). 
Remark 7.40. An analogue of Theorem 7.39 also holds, with an analogous
proof, for j∆Rf , see Remark 3.18.
Theorem 7.41. Suppose that f ∈ T k(Ω(0), . . . ,Ω(k);W0,nc, . . . ,Wk,nc) is W -
locally bounded on slices. Then f is GW -differentiable.
Proof. We will first show that f is W -continuous on slices, i.e.,
lim
t→0
f(Y 0 + tZ0, . . . , Y k + tZk)(W 1, . . . ,W k) = f(Y 0, . . . , Y k)(W 1, . . . ,W k),
for all n0, . . . , nk ∈ N, Y 0 ∈ Ω(0)n0 , . . . , Y k ∈ Ω(k)nk , Z0 ∈ V0n0×n0 , . . . , Zk ∈ Vknk×nk ,
W 1 ∈ W1n0×n1 , . . . , W k ∈ Wknk−1×nk . We have, by (3.44),
(7.47) f(Y 0 + tZ0, . . . , Y k + tZk)(W 1, . . . ,W k)− f(Y 0, . . . , Y k)(W 1, . . . ,W k)
=
k∑
j=0
(
f(Y 0 + tZ0, . . . , Y j + tZj, Y j+1, . . . , Y k)(W 1, . . . ,W k)
−f(Y 0 + tZ0, . . . , Y j−1 + tZj−1, Y j , . . . , Y k)(W 1, . . . ,W k))
= t
k∑
j=0
j∆Rf(Y
0 + tZ0, . . . , Y j−1 + tZj−1, Y j + tZj , Y j , Y j+1, . . . , Y k)
(W 1, . . . ,W j−1, Zj,W j ,W j+1, . . . ,W k)→ 0
as t→ 0 because the latter sum is bounded for small t, see Remark 7.40.
Since j∆Rf isW -continuous on slices by Remark 7.40 again and the paragraph
above, it follows from (7.47) that f is GW -differentiable and
(7.48)
d
dt
f(Y 0 + tZ0, . . . , Y k + tZk)(W 1, . . . ,W k)
∣∣∣
t=0
=
k∑
j=0
j∆Rf(Y
0, . . . , Y j−1, Y j , Y j , Y j+1, . . . , Y k)
(W 1, . . . ,W j−1,W j, Zj ,W j+1, . . . ,W k).

The converse of Theorem 7.41 is clear. We denote by
T kGW = T kGW (Ω(0), . . . ,Ω(k);W0,nc, . . . ,Wk,nc)
the subclass of T k(Ω(0), . . . ,Ω(k);W0,nc, . . . ,Wk,nc) consisting of nc functions of
order k that are GW -differentiable.
The following statement is an obvious corollary of Theorems 7.39 and 7.41.
Corollary 7.42. Let f ∈ T kGW (Ω(0), . . . ,Ω(k);W0,nc, . . . ,Wk,nc). Then
∆Rf ∈ T k+1GW (Ω(0), . . . ,Ω(k),Ω(k);W0,nc, . . . ,Wk,nc,Vk,nc).
Remark 7.43. An analogue of Corollary 7.42 also holds for j∆Rf , see Remarks
3.18 and 7.40.
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We recall that a k-linear mapping ω : W1 × · · · × Wk → W0, where W0, . . . ,
Wk are Banach spaces, is called bounded if
‖ω‖Lk := sup
‖w1‖=...=‖wk‖=1
‖ω(w1, . . . , wk)‖ <∞;
we denote by Lk(W1 × · · · × Wk,W0) the Banach space of such bounded k-linear
mappings. Let V0, . . . , Vk, W0, . . . , Wk be Banach spaces over C equipped with
admissible systems of rectangular matrix norms, and let Ω(j) ⊆ Vj,nc, j = 0, . . . , k,
be open nc sets. A higher order nc function f ∈ T k(Ω(0), . . . ,Ω(k);W0,nc, . . . ,Wk,nc)
is called locally bounded if for every n0, . . . , nk ∈ N the function f |Ω(0)n0×···×Ω(k)nk has
values in Lk(W1n0×n1×· · ·×Wknk−1×nk ,W0n0×nk) and is locally bounded, i.e., for
every Y 0 ∈ Ω(0)n0 , . . . , Y k ∈ Ω(k)nk there exists δ > 0 such that ‖f(X0, . . . , Xk)‖Lk is
bounded for X0 ∈ B(Y 0, δ), . . . , Xk ∈ B(Y k, δ). Clearly, a locally bounded higher
order nc function is W -locally bounded on slices.
A higher order nc function f ∈ T k(Ω(0), . . . ,Ω(k);W0,nc, . . . ,Wk,nc) is called
G-differentiable if for every n0, . . . , nk ∈ N the function f |Ω(0)n0×···×Ω(k)nk has values
in Lk(W1n0×n1 × · · · ×Wknk−1×nk ,W0n0×nk) and is G-differentiable, i.e., for every
Y 0 ∈ Ω(0)n0 , . . . , Y k ∈ Ω(k)nk , Z0 ∈ V0n0×n0 , . . . , Zk ∈ V)knk×nk , the G-derivative
(7.49)
δf(Y 0, . . . , Y k)(Z0, . . . , Zk) = lim
t→0
f(Y 0 + tZ0, . . . , Y k + tZk)− f(Y 0, . . . , Y k)
t
=
d
dt
f(Y 0 + tZ0, . . . , Y k + tZk)
∣∣∣
t=0
exists in the norm of Lk(W1n0×n1 × · · · × Wknk−1×nk ,W0n0×nk). Clearly, a G-
differentiable higher order nc function is GW -differentiable — compare (7.49) and
(7.46).
A higher order nc function f ∈ T k(Ω(0), . . . ,Ω(k);W0,nc, . . . ,Wk,nc) is called
Fre´chet (F-) differentiable if for every n0, . . . , nk ∈ N the function f |Ω(0)n0×···×Ω(k)nk
has values in Lk(W1n0×n1×· · ·×Wknk−1×nk ,W0n0×nk) and is F-differentiable, i.e.,
f |
Ω
(0)
n0
×···×Ω(k)nk
is G-differentiable and for any Y 0 ∈ Ω(0)n0 , . . . , Y k ∈ Ω(k)nk the linear
operator
δf(Y 0, . . . , Y k) : V0n0×n0 ⊕ · · · ⊕ Vknk×nk
→ Lk(W1n0×n1 × · · · ×Wknk−1×nk ,W0n0×nk)
is bounded.
A higher order nc function f ∈ T k(Ω(0), . . . ,Ω(k);W0,nc, . . . ,Wk,nc) is called an-
alytic if f is locally bounded and G-differentiable. Clearly, an analytic higher order
nc function is W -analytic. If f ∈ T k(Ω(0), . . . ,Ω(k);W0,nc, . . . ,Wk,nc) is analytic,
then by [61, Theorem 3.17.1] f |
Ω
(0)
n0
×···×Ω(k)nk
is also continuous and F-differentiable.
It follows that an analytic higher order nc function f is continuous (i.e., all its
restrictions f |
Ω
(0)
n0
×···×Ω(k)nk
are continuous) and F-differentiable.
Theorem 7.44. If f ∈ T k(Ω(0), . . . ,Ω(k);W0,nc, . . . ,Wk,nc) is locally bounded,
then so is ∆Rf ∈ T k+1(Ω(0), . . . ,Ω(k),Ω(k);W0,nc, . . . ,Wk,nc,Vk,nc).
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Proof. Let n0, . . . , nk+1 ∈ N, and let Y 0 ∈ Ω(0)n0 , . . . , Y k ∈ Ω(k)nk , Y k+1 ∈
Ω
(k)
nk+1 . Since f is locally bounded, there exists δ > 0 such that
‖f(X0, . . . , Xk−1, X)‖Lk
= sup
‖W 1‖n0,n1=...=‖Wk−1‖nk−2,nk−1=‖W‖nk−1,nk+nk+1=1
‖f(X0, . . . , Xk−1, X)
(W 1, . . . ,W k−1,W )‖n0,nk+nk+1
is bounded for all X0 ∈ B(Y 0, δ), . . . , Xk−1 ∈ B(Y k−1, δ), X ∈ B(Y k ⊕ Y k+1, δ).
Since [
Xk δ2W
k+1
0 Xk+1
]
∈ B(Y k ⊕ Y k+1, δ)
whenever Xk ∈ B(Y k, δ2 ), Xk+1 ∈ B(Y k+1, δ2 ), and W k+1 ∈ Vknk×nk+1 with
‖W k+1‖nk,nk+1 = 1, we obtain that∥∥∥∥f (X0, . . . , Xk−1, [Xk δ2W k+10 Xk+1
])
(W 1, . . . ,W k−1, row[W k, 0])
∥∥∥∥
n0,nk+nk+1
is bounded for X0 ∈ B(Y 0, δ2 ), . . . , Xk+1 ∈ B(Y k+1, δ2 ), ‖W 1‖n0,n1 = . . . =
‖W k+1‖nk,nk+1 = 1. Here we used the boundedness of the block injection
W k ∈ Wknk−1×nk 7−→ row[W k, 0] ∈ Wknk−1×(nk+nk+1).
Therefore,
‖∆Rf(X0, . . . , Xk+1)‖Lk+1
= sup
‖W 1‖n0,n1=...=‖Wk+1‖nk,nk+1=1
‖∆Rf(X0, . . . , Xk+1)(W 1, . . . ,W k+1)‖n0,nk+1
=
2
δ
sup
‖W 1‖n0,n1=...=‖Wk+1‖nk,nk+1=1
∥∥∥f (X0, . . . , Xk−1, [Xk δ2W k+1
0 Xk+1
])
(W 1, . . . ,W k−1, row[W k, 0])
[
0
Ink+1
] ∥∥∥
n0,nk+1
is bounded for X0 ∈ B(Y 0, δ2 ), . . . , Xk+1 ∈ B(Y k+1, δ2 ). Here we used the bound-
edness of the block projection implemented by the multiplication with
[
0
Ink+1
]
on
the right. 
Remark 7.45. An analogue of Theorem 7.44 also holds, with an analogous
proof, for j∆Rf , see Remark 3.18.
Theorem 7.46. If f ∈ T k(Ω(0), . . . ,Ω(k);W0,nc, . . . ,Wk,nc) is locally bounded,
then f is analytic.
Proof. We will first show that f is continuous on slices, i.e.,
lim
t→0
‖f(Y 0 + tZ0, . . . , Y k + tZk)− f(Y 0, . . . , Y k)‖Lk = 0
for all n0, . . . , nk ∈ N, Y 0 ∈ Ω(0)n0 , . . . , Y k ∈ Ω(k)nk , Z0 ∈ V0n0×n0 , . . . , Zk ∈ Vknk×nk .
Indeed, the convergence in (7.47) is uniform on the set of W 1 ∈ W1n0×n1 , . . . ,
W k ∈ Wknk−1×nk satisfying ‖W 1‖n0,n1 = . . . = ‖W k‖nk−1,nk = 1 because the last
sum in (7.47) is uniformly bounded on this set for small t, see Remark 7.45.
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Since j∆Rf is continuous on slices by Remark 7.45 again and the paragraph
above, (7.47) implies that f is G-differentiable and δf(Y 0, . . . , Y k)(Z0, . . . , Zk) is
calculated by (7.48) where the limit is uniform on the set of W 1 ∈ W1n0×n1 , . . . ,
W k ∈ Wknk−1×nk satisfying ‖W 1‖n0,n1 = . . . = ‖W k‖nk−1,nk = 1. We conclude
that f is analytic. 
It follows from Theorem 7.46 that a higher order nc function f is locally
bounded if and only if f is continuous if and only if f is F-differentiable if and
only if f is analytic. We denote by T kan = T kan(Ω(0), . . . ,Ω(k);W0,nc, . . . ,Wk,nc) the
subclass of T k(Ω(0), . . . ,Ω(k);W0,nc, . . . ,Wk,nc) consisting of nc functions of order
k that are analytic.
The following statement is an obvious corollary of Theorems 7.44 and 7.46.
Corollary 7.47. Let f ∈ T kan(Ω(0), . . . ,Ω(k);W0,nc, . . . ,Wk,nc). Then
∆Rf ∈ T k+1an (Ω(0), . . . ,Ω(k),Ω(k);W0,nc, . . . ,Wk,nc,Vk,nc).
Remark 7.48. An analogue of Corollary 7.47 also holds for j∆Rf , see Remarks
3.18 and 7.45.
Let W0, . . . , Wk be Banach spaces equipped with admissible systems of rect-
angular matrix norms, and let ω : W1× · · ·×Wk →W0 be a k-linear mapping. For
every n0, n1, . . . , nk ∈ N we define a k-linear mapping ω(n0,...,nk) : W1n0×n1 ×· · ·×
Wknk−1×nk →W0n0×nk by
(7.50) ω(n0,...,nk)(W 1, . . . ,W k) = (W 1 ⊙ · · · ⊙W k)ω,
where we use the notation (3.7) and ω acts on the matrix
W 1 ⊙ · · · ⊙W k ∈ (W1 ⊗ · · · ⊗Wk)n0×nk
on the right entrywise, cf. (3.8). The k-linear mapping ω is called completely
bounded (in the sense of Christensen and Sinclair, see, e.g., [78, Chapter 17]) if
‖ω‖Lk
cb
:= sup
n0,...,nk∈N
‖ω(n0,...,nk)‖Lk <∞.
We denote by Lkcb(W1×· · ·×Wk,W0) the Banach space of such completely bounded
k-linear mappings.
Recall [78, Page 185, Exercise 13.2] that an operator spaceWnc is equipped with
a unique admissible system of rectangular matrix norms such that the analogues for
rectangular matrices of (7.1) and of (7.2) (i.e., (7.40)) hold with all the constants
equal to 1 independently of matrix sizes. We notice (see, e.g., [78, Chapter 17] or
[79, Chapter 5]) that ifW0, . . . ,Wk are operator spaces, then ‖ω‖Lkcb coincides with
the completely bounded norm of ω viewed as a linear mappingW1⊗· · ·⊗Wk →W0,
where the vector spaces (W1 ⊗ · · · ⊗Wk)n0×nk , n0, nk ∈ N, are endowed with the
Haagerup norm, ‖ · ‖H,n0,nk :
(7.51) ‖W‖H,n0,nk
= inf{‖W 1‖n0,n1 · · · ‖W k‖nk−1,nk : n1, . . . , nk−1 ∈ N, W =W 1 ⊙ · · · ⊙W k}.
Proposition 7.49. Let V and W be operator spaces, and let ω : Vk →W be a
k-linear mapping. Then
(7.52) ‖ω‖Lk
cb
= sup{‖W⊙kω‖n : n ∈ N,W ∈ Vn×n, ‖W‖n = 1}.
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Proof. The inequality “≥” is obvious. In order to show that “≤” holds as
well, let n0, . . . , nk ∈ N, W 1 ∈ Vn0×n1 , . . . , W k ∈ Vnk−1×nk be arbitrary. Set
W˜ =

0n0×n0 W 1 0n0×n2 . . . 0n0×nk
...
. . .
. . .
. . .
...
...
. . .
. . . 0nk−2×nk
...
. . . W k
0nk×n0 . . . . . . . . . 0nk×nk

∈ V(n0+···+nk)×(n0+···+nk).
Then
‖(W 1 ⊙ · · · ⊙W k)ω‖n0×nk
=
∥∥∥∥∥∥∥∥∥∥

0n0×n0 . . . 0n0×nk−1 (W
1 ⊙ · · · ⊙W k)ω
...
. . . 0n1×nk
...
. . .
...
0nk×n0 . . . . . . 0nk×nk

∥∥∥∥∥∥∥∥∥∥
n0+···+nk
= ‖W˜⊙kω‖n0+···+nk
is not greater than the right-hand side of (7.52). Taking the supremum of ‖(W 1 ⊙
· · · ⊙ W k)ω‖n0×nk over all n0, . . . , nk ∈ N, and all W 1 ∈ Vn0×n1 , . . . , W k ∈
Vnk−1×nk of norm 1, we obtain the desired inequality “≤” in (7.52). 
Remark 7.50. Proposition 7.49 tells us that the evaluation on the diagonal
is an isometric isomorphism from the space Lkcb(V × · · · × V ,W) to the space of
bounded nc homogeneous polynomials of degree k on Vnc with values in Wnc and
the supremum norm on Bnc(0, 1), see the comments in the end of Chapter 6. This
is a nc analogue of the well-known relation between bounded homogeneous poly-
nomials and bounded symmetric multilinear forms on Banach spaces, where the
isomorphism however is not isometric, see [61, Section 26.2] and [72, Section 2].
Let V0, . . . ,Vk,W0, . . . ,Wk be operator spaces, and let Ω(j) ⊆ Vj,nc, j =
0, . . . , k, be uniformly open nc sets. We call a higher order nc function f ∈
T k(Ω(0), . . . ,Ω(k);W0,nc, . . . ,Wk,nc) uniformly locally completely bounded if for ev-
ery n0, . . . , nk ∈ N the function f |Ω(0)n0×···×Ω(k)nk has values in
Lkcb(W1n0×n1 × · · · ×Wknk−1×nk ,W0n0×nk)
and f is locally bounded in the uniformly open topology, i.e., for every Y 0 ∈ Ω(0)n0 ,
. . . , Y k ∈ Ω(k)nk there exists δ > 0 such that ‖f(X0, . . . , Xk)‖Lkcb is bounded for
X0 ∈ Bnc(Y 0, δ), . . . , Xk ∈ Bnc(Y k, δ). (Notice that p × q matrices over an
operator space W form an operator space in its own right.)
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For φ ∈ Lkcb(W1s0×s1 × · · · × Wksk−1×sk ,W0s0×sk) and r > 0, define a nc ball
centered at φ of radius r as
Bnc(φ, r)
=
∞∐
m0,...,mk=1
{
ψ ∈ Lkcb(W1s0m0×s1m1 × · · · ×Wksk−1mk−1×skmk ,W0s0m0×skmk) :
‖ψ − φ(m0,...,mk)‖Lkcb < r
}
.
Notice that here, for W 1 ∈ W1s0m0×s1m1 , . . . , W k ∈ Wksk−1mk−1×skmk ,
φ(m0,...,mk)(W 1, . . . ,W k) := (W 1s0,s2 ⊙s1 · · ·sk−2,sk ⊙sk−1 W k)φ,
see (3.7) and (7.50). Analogously to Proposition 7.12, nc balls form a basis for a
topology on
∞∐
n0,...,nk=1
Lkcb(W1n0×n1 × · · · ×Wknk−1×nk ,W0n0×nk),
which will be called the uniformly-open topology. Analogously to Proposition 7.20,
if a higher order nc function f ∈ T k(Ω(0), . . . ,Ω(k);W0,nc, . . . ,Wk,nc) is continuous
with respect to the product topology on
V0,nc × · · · × Vk,nc︸ ︷︷ ︸
k+1 times
(of the uniformly-open topologies on Vj,nc) and the uniformly-open topology on
∞∐
n0,...,nk=1
Lkcb(W1n0×n1 × · · · ×Wknk−1×nk ,W0n0×nk),
then f is uniformly locally completely bounded.
A higher order nc function f ∈ T k(Ω(0), . . . ,Ω(k);W0,nc, . . . ,Wk,nc) is called
completely bounded Gaˆteaux (Gcb-) differentiable if for every n0, . . . , nk ∈ N the
function f |
Ω
(0)
n0
×···×Ω(k)nk
has values in Lkcb(W1n0×n1 × · · · × Wknk−1×nk ,W0n0×nk)
and is G-differentiable, i.e., for every Y 0 ∈ Ω(0)n0 , . . . , Y k ∈ Ω(k)nk , Z0 ∈ V0n0×n0 , . . . ,
Zk ∈ Vknk×nk , the G-derivative (7.49) exists in the norm of
Lkcb(W1n0×n1 × · · · ×Wknk−1×nk ,W0n0×nk).
A higher order nc function f ∈ T k(Ω;W0,nc, . . . ,Wk,nc) is called uniformly
completely bounded (uniformly cb-) analytic if f is uniformly locally completely
bounded and Gcb-differentiable.
Theorem 7.51. If f ∈ T k(Ω(0), . . . ,Ω(k);W0,nc, . . . ,Wk,nc) is uniformly locally
completely bounded, then so is
∆Rf ∈ T k+1(Ω(0), . . . ,Ω(k),Ω(k);W0,nc, . . . ,Wk,nc,Vk,nc).
Proof. Let s0, . . . , sk+1 ∈ N, and let Y 0 ∈ Ω(0)s0 , . . . , Y k ∈ Ω(k)sk , Y k+1 ∈ Ω(k)sk+1 .
Since f is uniformly locally completely bounded, there exists δ > 0 such that
(7.53) ‖(f(X0, . . . , Xk−1, X))(n0,...,nk−1,n)(W 1, . . . ,W k−1,W )‖s0m0n0,(sk+sk+1)mn
is bounded for all m0, . . . , mk−1, m, n0, . . . , nk−1, n ∈ N, X0 ∈ Bnc(Y 0, δ)s0m0 ,
. . . , Xk−1 ∈ Bnc(Y k−1, δ)sk−1mk−1 , X ∈ Bnc(Y k ⊕ Y k+1, δ)(sk+sk+1)m, W 1 ∈
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W1s0m0n0×s1m1n1 , . . . , W k−1 ∈ (Wk−1)sk−2mk−2nk−2×sk−1mk−1nk−1 , and
W ∈ Wksk−1mk−1nk−1×(sk+sk+1)mn, with
‖W 1‖s0m0n0,s1m1n1 = . . . = ‖W k−1‖sk−2mk−2nk−2,sk−1mk−1nk−1
= ‖W‖sk−1mk−1nk−1,(sk+sk+1)mn = 1.
By definition, (7.53) is equal to
‖(W 1s0m0,s2m2 ⊙s1m1 · · ·sk−3mk−3,sk−1mk−1 ⊙sk−2mk−2 W k−1
sk−2mk−2,(sk+sk+1)m ⊙sk−1mk−1 W )f(X0, . . . , Xk−1, X)‖s0m0n0,(sk+sk+1)mn.
Using (3.8), we rewrite this as∥∥∥f( n0⊕
α=1
X0, . . . ,
nk−1⊕
α=1
Xk−1,
n⊕
α=1
X
)
(W 1, . . . ,W k−1,W )
∥∥∥
s0m0n0,(sk+sk+1)mn
.
Since
nk⊕
α=1
Xk δ2W
k+1 0
0
nk+1⊕
α=1
Xk+1 0
0 0
|mk+1nk+1−mknk|⊕
α=1
Y

∈ Bnc(Y k ⊕ Y k+1, δ)(sk+sk+1)max{mknk,mk+1nk+1}
after a permutation of block rows and columns whenever Xk ∈ Bnc(Y k, δ2 )skmk ,
Xk+1 ∈ Bnc(Y k+1, δ2 )sk+1mk+1 , and W k+1 ∈ Vskmknk×sk+1mk+1nk+1 with
‖W k+1‖skmknk,sk+1mk+1nk+1 = 1, where
(7.54) Y =
{
Y k if mknk < mk+1nk+1,
Y k+1 if mknk > mk+1nk+1,
we obtain that
∥∥∥f

n0⊕
α=1
X0, . . . ,
nk−1⊕
α=1
Xk−1,

nk⊕
α=1
Xk δ2W
k+1 0
0
nk+1⊕
α=1
Xk+1 0
0 0
|mk+1nk+1−mknk|⊕
α=1
Y


(W 1, . . . ,W k−1, row[W k, 0, 0])
∥∥∥
s0m0n0,(sk+sk+1)max{mknk,mk+1nk+1}
is bounded for all m0, . . . , mk+1, n0, . . . , nk+1 ∈ N, X0 ∈ Bnc(Y 0, δ2 )s0m0 ,
. . . , Xk+1 ∈ Bnc(Y k+1, δ2 )sk+1mk+1 , and W 1 ∈ W1s0m0n0×s1m1n1 , . . . , W k+1 ∈
(Wk+1)skmknk×sk+1mk+1nk+1 , with
‖W 1‖s0m0n0,s1m1n1 = . . . = ‖W k+1‖skmknk,sk+1mk+1nk+1 = 1.
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Here we used the isometricity of the block injection
W k ∈ Wksk−1mk−1nk−1×skmknk 7−→ row[W k, 0, 0]
∈ Wksk−1mk−1nk−1×(sk+sk+1)max{mknk,mk+1nk+1}.
Therefore,
∥∥∥∆Rf( n0⊕
α=1
X0, . . . ,
nk+1⊕
α=1
Xk+1
)
(W 1, . . . ,W k+1)
∥∥∥
s0m0n0,sk+1mk+1nk+1
=
2
δ
∥∥∥f

n0⊕
α=1
X0, . . . ,
nk−1⊕
α=1
Xk−1,

nk⊕
α=1
Xk δ2W
k+1 0
0
nk+1⊕
α=1
Xk+1 0
0 0
|mk+1nk+1−mknk|⊕
α=1
Y


(W 1, . . . ,W k−1, row[W k, 0, 0])
 0Isk+1mk+1nk+1
0
∥∥∥
s0m0n0,sk+1mk+1nk+1
is bounded for all m0, . . . , mk+1, n0, . . . , nk+1 ∈ N, X0 ∈ Bnc(Y 0, δ2 )s0m0 ,
. . . , Xk+1 ∈ Bnc(Y k+1, δ2 )sk+1mk+1 , and W 1 ∈ W1s0m0n0×s1m1n1 , . . . , W k+1 ∈
(Wk+1)skmknk×sk+1mk+1nk+1 , with
‖W 1‖s0m0n0,s1m1n1 = . . . = ‖W k+1‖skmknk,sk+1mk+1nk+1 = 1.
Here we used the contractivity of the block projection implemented by the multi-
plication with  0Isk+1mk+1nk+1
0

on the right.
Applying the same argument as in the beginning of the proof, for ∆Rf in the
place of f , we obtain
‖(∆Rf(X0, . . . , Xk+1))(n0,...,nk+1)(W 1, . . . ,W k+1)‖s0m0n0,sk+1mk+1nk+1
=
∥∥∥∆Rf( n0⊕
α=1
X0, . . . ,
nk+1⊕
α=1
Xk+1
)
(W 1, . . . ,W k+1)
∥∥∥
s0m0n0,sk+1mk+1nk+1
,
which by the result of the preceding paragraph implies the uniform local complete
boundedness of ∆Rf . 
Remark 7.52. An analogue of Theorem 7.51 also holds, with an analogous
proof, for j∆Rf , see Remark 3.18.
Theorem 7.53. If f ∈ T k(Ω(0), . . . ,Ω(k);W0,nc, . . . ,Wk,nc) is uniformly lo-
cally completely bounded, then f is continuous with respect to the uniformly-open
topologies and is uniformly cb analytic.
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Proof. Let s0, . . . , sk+1 ∈ N, and let Y 0 ∈ Ω(0)s0 , . . . , Y k ∈ Ω(k)sk , Y k+1 ∈ Ω(k)sk+1 .
Since f is uniformly locally completely bounded, according to Remark 7.52 so are
j∆Rf , j = 0, . . . , k. Therefore, there exist δ > 0 and C > 0 such that
‖(j∆Rf(X0, . . . , Xk+1))(n0,...,nk+1)(W 1, . . . ,W k+1)‖s0m0n0,sk+1mk+1nk+1
=
∥∥∥j∆Rf( n0⊕
α=1
X0, . . . ,
nk+1⊕
α=1
Xk+1
)
(W 1, . . . ,W k+1)
∥∥∥
s0m0n0,sk+1mk+1nk+1
≤ C
for j = 0, . . . , k, and for allm0, . . . , mk+1, n0, . . . , nk+1 ∈ N, X0 ∈ Bnc(Y 0, δ)s0m0 ,
. . . , Xk+1 ∈ Bnc(Y k+1, δ)sk+1mk+1 , and W 1 ∈ W1s0m0n0×s1m1n1 , . . . , W k+1 ∈
(Wk+1)skmknk×sk+1mk+1nk+1 , with
‖W 1‖s0m0n0,s1m1n1 = . . . = ‖W k+1‖skmknk,sk+1mk+1nk+1 = 1.
We have by (3.43) (cf. (7.47))
∥∥∥f( n0⊕
α=1
X0, . . . ,
nk⊕
α=1
Xk
)
(W 1, . . . ,W k)
− f
(m0n0⊕
α=1
Y 0, . . . ,
mknk⊕
α=1
Y k
)
(W 1, . . . ,W k)
∥∥∥
s0m0n0,skmknk
=
∥∥∥ k∑
j=0
(
f
( n0⊕
α=1
X0, . . . ,
nj⊕
α=1
Xj,
mj+1nj+1⊕
α=1
Y j+1, . . . ,
mknk⊕
α=1
Y k
)
(W 1, . . . ,W k)
− f
( n0⊕
α=1
X0, . . . ,
nj−1⊕
α=1
Xj−1,
mjnj⊕
α=1
Y j , . . . ,
mknk⊕
α=1
Y k
)
(W 1, . . . ,W k)
)∥∥∥
s0m0n0,skmknk
=
∥∥∥ k∑
j=0
j∆Rf
( n0⊕
α=1
X0, . . . ,
nj⊕
α=1
Xj,
mjnj⊕
α=1
Y j , . . . ,
mknk⊕
α=1
Y k
)
(
W 1, . . . ,W j−1,
nj⊕
α=1
Xj −
mjnj⊕
α=1
Y j,W j , . . . ,W k
)∥∥∥
s0m0n0,skmknk
≤ C
k∑
j=0
∥∥∥Xj − mj⊕
α=1
Y j‖sjmj
for allm0, . . . ,mk, n0, . . . , nk ∈ N, X0 ∈ Bnc(Y 0, δ)s0m0 , . . . , Xk∈Bnc(Y k, δ)skmk ,
and W 1 ∈ W1s0m0n0×s1m1n1 , . . . , W k ∈ (Wk)sk−1mk−1nk−1×skmknk , with
‖W 1‖s0m0n0,s1m1n1 = . . . = ‖W k‖sk−1mk−1nk−1,skmknk = 1.
Given ǫ > 0, we set η = min{δ, ǫC(k+1)} and obtain that
∥∥∥f( n0⊕
α=1
X0, . . . ,
nk⊕
α=1
Xk
)
(W 1, . . . ,W k)
− f
(m0n0⊕
α=1
Y 0, . . . ,
mknk⊕
α=1
Y k
)
(W 1, . . . ,W k)
∥∥∥
s0m0n0,skmknk
< ǫ
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for allm0, . . . ,mk, n0, . . . , nk ∈ N,X0 ∈ Bnc(Y 0, η)s0m0 , . . . , Xk∈Bnc(Y k, η)skmk ,
and W 1 ∈ W1s0m0n0×s1m1n1 , . . . , W k ∈ Wksk−1mk−1nk−1×skmknk , with
‖W 1‖s0m0n0,s1m1n1 = . . . = ‖W k‖sk−1mk−1nk−1,skmknk = 1.
Thus f is continuous with respect to the uniformly-open topologies.
By Remark 7.52, j∆Rf is uniformly locally completely bounded for j = 0,
. . . , k. Applying the first part of this theorem to j∆Rf , we obtain that j∆Rf is
continuous with respect to the uniformly-open topologies. Let s0, . . . , sk+1 ∈ N,
and let Y 0 ∈ Ω(0)s0 , . . . , Y k ∈ Ω(k)sk . By (7.47) we have
(7.55) f
( n0⊕
α=1
Y 0 + t
n0⊕
α=1
Z0, . . . ,
nk⊕
α=1
Y k + t
nk⊕
α=1
Zk
)
(W 1, . . . ,W k)
− f
( n0⊕
α=1
Y 0, . . . ,
nk⊕
α=1
Y k
)
(W 1, . . . ,W k)
= t
k∑
j=0
j∆Rf
( n0⊕
α=1
Y 0 + t
n0⊕
α=1
Z0, . . . ,
nj⊕
α=1
Y j + t
nj⊕
α=1
Zj ,
nj⊕
α=1
Y j , . . . ,
nk⊕
α=1
Y k
)
(
W 1, . . . ,W j ,
nj⊕
α=1
Zj ,W j+1, . . . ,W k
)
for any n0, . . . , nk ∈ N, Z0 ∈ V0s0×s0 . . . , Zk ∈ Vksk×sk , and W 1 ∈ W1s0n0×s1n1 ,
. . . , W k ∈ Wksk−1nk−1×sknk , with
‖W 1‖s0n0,s1n1 = . . . = ‖W k‖sk−1nk−1,sknk = 1,
and t small enough. Dividing both parts of (7.55) by t and letting t→ 0, we obtain
(cf. (7.48))
d
dt
f
( n0⊕
α=1
Y 0 + t
n0⊕
α=1
Z0, . . . ,
nk⊕
α=1
Y k + t
nk⊕
α=1
Zk
)
(W 1, . . . ,W k)
∣∣∣
t=0
=
k∑
j=0
j∆Rf
( n0⊕
α=1
Y 0, . . . ,
nj−1⊕
α=1
Y j−1,
nj⊕
α=1
Y j ,
nj⊕
α=1
Y j ,
nj+1⊕
α=1
Y j+1, . . . ,
nk⊕
α=1
Y k
)
(
W 1, . . . ,W j−1,
nj⊕
α=1
Zj ,W j+1, . . . ,W k
)
where the limit is uniform in n0, . . . , nk ∈ N, and in W 1 ∈ W1s0n0×s1n1 , . . . ,
W k ∈ Wksk−1nk−1×sknk , with
‖W 1‖s0n0,s1n1 = . . . = ‖W k‖sk−1nk−1,sknk = 1.
Therefore, the G-derivative
δf(Y 0, . . . , Y k)(Z0, . . . , Zk) =
d
dt
f
(
Y 0 + tZ0, . . . , Y k + tZk
) ∣∣∣
t=0
(see (7.49)) exists in the norm of
Lkcb(W1s0×s1 × · · · ×Wksk−1×sk ,W0s0×sk),
i.e., f is Gcb-differentiable. Since f is also uniformly locally completely bounded,
we conclude that f is uniformly cb analytic. 
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It follows from Theorem 7.53 that a higher order nc function f is uniformly
locally completely bounded if and only if f is continuous with respect to the
uniformly-open topologies if and only if f is uniformly cb analytic. We denote
by
T kuan = T kuan(Ω(0), . . . ,Ω(k);W0,nc, . . . ,Wk,nc)
the subclass of T k(Ω(0), . . . ,Ω(k);W0,nc, . . . ,Wk,nc) consisting of nc functions of
order k that are uniformly cb analytic.
The following statement is an obvious corollary of Theorems 7.51 and 7.53.
Corollary 7.54. Let f ∈ T kuan(Ω(0), . . . ,Ω(k);W0,nc, . . . ,Wk,nc). Then
∆Rf ∈ T k+1uan (Ω(0), . . . ,Ω(k),Ω(k);W0,nc, . . . ,Wk,nc,Vk,nc).
Remark 7.55. An analogue of Corollary 7.54 also holds for j∆Rf , see Remarks
3.18 and 7.52.
Remark 7.56. The results of this section admit analogues in the real case
— compare Remarks 7.11 and 7.35. Theorem 7.39, Remark 7.40, Theorem 7.41,
Corollary 7.42, and Remark 7.43 are true for the case where V0, . . . , Vk, W1,
. . . , Wk are vector spaces over R and W0 is a Banach space over R equipped
with an admissible system of rectangular matrix norms (all the notions are defined
exactly as in the complex case). If f ∈ T k(Ω(0), . . . ,Ω(k);W0,nc, . . . ,Wk,nc) is GW -
differentiable, it does not necessarily follow that f is W -analytic on slices, nor that
f is infinitely many times differentiable on
(7.56) (U0 ∩ Ω(0)n0 )× · · · × (Uk ∩Ω(k)nk )× Y1 × · · · × Yk
as a function of several real variables for every n0, . . . , nk ∈ N and for all finite-
dimensional subspaces U0 ⊆ V0n0×n0 , . . . , Uk ⊆ Vknk×nk , Y1 ⊆ Wn0×n1 , . . . ,
Yk ⊆ Wnk−1×nk . Assume in addition that f is W -locally bounded on affine finite-
dimensional subspaces, i.e., that f |
Ω
(0)
n0
×···×Ω(k)nk
is locally bounded on affine finite-
dimensional subspaces, similarly to Remark 7.11, for every fixed W1, . . . , Wk.
Then ∆Rf ∈ T k+1(Ω(0), . . . ,Ω(k),Ω(k);W0,nc, . . . ,Wk,nc,Vk,nc) is also W -locally
bounded on affine finite-dimensional subspaces and f is infinitely many times dif-
ferentiable on the sets (7.56) — the proof is similar to the proofs of Theorems 7.39
and 7.41.
Theorem 7.44 and Remark 7.45 are true for the case where V0, . . . , Vk, W0,
. . . , Wk are Banach spaces over R equipped with an admissible system of rect-
angular matrix norms. The analogue of Theorem 7.41 is the following: if f ∈
T k(Ω(0), . . . ,Ω(k);W0,nc, . . . ,Wk,nc) is locally bounded, then f is G-differentiable,
and furthermore, f is infinitely many times differentiable on (U0 ∩ Ω(0)n0 ) × · · · ×
(Uk ∩ Ω(k)nk ) as a function of several real variables for every n0, . . . , nk ∈ N and for
all finite-dimensional subspaces U0 ⊆ V0n0×n0 , . . . , Uk ⊆ Vknk×nk , the derivative
being taken in the norm of Lk(W1n0×n1 × · · · ×Wknk−1×nk ,W0n0×nk).
Theorem 7.51, Remark 7.52, Theorem 7.53, Corollary 7.54, and Remark 7.55
are true for the case where V0, . . . , Vk, W0, . . . , Wk are operator spaces over R.

CHAPTER 8
Convergence of nc power series
In this chapter, we shall study the convergence of power series of the form
(8.1)
∞∑
ℓ=0
(
X −
m⊕
α=1
Y
)⊙sℓ
fℓ
to a nc function. Here V and W are vector spaces over C; Y ∈ Vs×s is a given
center; X ∈ Vsm×sm, m = 1, 2, . . .; fℓ : (Vs×s)ℓ → Ws×s, ℓ = 0, 1, . . ., is a given
sequence of ℓ-linear mappings, i.e., a linear mapping f : T(Vs×s) → Ws×s; and
conditions (4.4)–(4.7) are satisfied. Notice that for s = 1 these conditions are
trivially satisfied for any sequence fℓ of linear mappings. We shall be interested
in the growth conditions on the coefficients fℓ under which the sum in (8.1) is an
analytic or a uniformly analytic nc function. The results of this section are the
converse of the results of Sections 7.1 and 7.3, much as the results of Section 5.2 is
the converse of the results of Section 5.1 where we evaluate power series on nilpotent
matrices, so that no questions of convergence arise.
8.1. Finitely open topology
Let V be a vector space over C, let W be a Banach space over C equipped with
an admissible system of matrix norms (see Section 7.1), and let f : T(Vs×s)→Ws×s
be a linear mapping. Notice that, for Z ∈ Vsm×sm,
Z⊙sℓfℓ = f
(m,...,m)
ℓ (Z, . . . , Z)
(see (7.50)) is a homogeneous polynomial of degree ℓ on Vsm×sm with values in
Wsm×sm and the series (8.1) is a power series on Vsm×sm centered at ⊕mα=1 Y
with values in Wsm×sm as in [61, Chapter 26] and [72, Chapter 1].
If the series (8.1) converges on a finitely open nc set containing Y , then it
follows from Theorem 7.9 and Remark 4.3 that conditions (4.4)–(4.7) are necessary
for the sum of the series (8.1) to be a nc function. We will show in Theorem 8.2
below that these conditions are also sufficient, using the following lemma.
Lemma 8.1. Let M be a module over a ring R, A ∈ Mm×m, B ∈ Mm×m˜,
A˜ ∈Mm˜×m˜. Then for any ℓ ∈ N,
(8.2)
[
A B
0 A˜
]⊙ℓ
=
[
A⊙ℓ
∑ℓ−1
k=0 A
⊙k ⊙B ⊙ C⊙(ℓ−1−k)
0 C⊙ℓ
]
.
Proof. A trivial induction. 
For all m = 1, 2, . . . and all Z ∈ Vsm×sm, we introduce the quantities
(8.3) µ(Z) = lim sup
ℓ→∞
ℓ
√
‖Z⊙sℓfℓ‖sm, ρ(Z) = µ(Z)−1,
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and
(8.4) ρfin(Z) = lim inf
W
fin→Z
ρ(W ),
where W
fin→ Z means that the lower limit is taken in the finitely open topology on
Vsm×sm. It is clear that the function ρ(·) is positive-homogeneous of degree −1, i.e.,
satisfies ρ(λZ) = 1|λ|ρ(Z) for every nonzero λ ∈ C. Since the multiplication by λ is
continuous in the finitely open topology, ρfin(·) is positive-homogeneous of degree
−1 as well.
Theorem 8.2. 1. The convergence set, Υnc ⊆ Vnc, for the series (8.1) is
a nc set which is complete circular about Y , so that the sum of the series (8.1),
f : Υnc →Wnc is a well defined mapping. We have
(8.5)
∞∐
m=1
{
X ∈ Vsm×sm : ρ
(
X −
m⊕
α=1
Y
)
> 1
}
⊆ Υnc
⊆
∞∐
m=1
{
X ∈ Vsm×sm : ρ
(
X −
m⊕
α=1
Y
)
≥ 1
}
.
The set
(8.6) Υnc,fin =
∞∐
m=1
{
X ∈ Vsm×sm : ρfin
(
X −
m⊕
α=1
Y
)
> 1
}
is the interior of Υnc in the finitely open topology on Vnc.
2. For each m, (Υnc,fin)sm is nonempty if and only if it contains
⊕m
α=1 Y . In
this case,
• ρfin(0sm×sm) =∞ and ρfin(Z) > 0 for every Z ∈ Vsm×sm,
• (Υnc,fin)sm is a complete circular set about
⊕m
α=1 Y ,
• the series (8.1) converges absolutely on (Υnc,fin)sm, and
• f |(Υnc,fin)sm is G-differentiable.
3. For every m ∈ N and X ∈ (Υnc,fin)sm there exists a finitely open complete
circular set Υfin,X about
⊕m
α=1 Y which contains X and such that
(8.7)
∞∑
ℓ=0
sup
W∈Υfin,X
∥∥∥(W − m⊕
α=1
Y
)⊙sℓ
fℓ
∥∥∥
sm
<∞.
4. For any finitely open nc set Γ ⊆ Υnc,fin, f |Γ is a G-differentiable nc function.
Let
(8.8)
Υnc,fin−G := {X ∈ Υnc,fin : ∃Γ, a finitely open nc set, such that X ∈ Γ ⊆ Υnc,fin}.
Then Υnc,fin−G is nonempty if and only if there exists a nonempty finitely open nc
set U ⊆ Vnc such that inf
Z∈U
ρ(Z) > 0. We have Y ∈ Υnc,fin−G if and only if there
exists a finitely open nc neighborhood U of Y such that inf
X∈U
ρ(X −⊕mXα=1 Y ) > 0;
here mX is the size of a block matrix X with s× s blocks.
Remark 8.3. It follows that if Y ∈ Υnc,fin−G, then the restriction of f to a
finitely open nc neighborhood of Y is a G-differentiable nc function, and according
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to Theorem 7.9 one has
fℓ = ∆
ℓ
Rf(Y, . . . , Y︸ ︷︷ ︸
ℓ+1 times
), ℓ = 0, 1, . . . .
In particular, the coefficients fℓ (i.e., the original linear mapping f) are uniquely de-
termined by the corresponding nc function, which is why we used the same notation
for both the nc function and the linear mapping.
Proof of Theorem 8.2. 1. The statement on Υnc is straightforward. The
inclusions in (8.5) follow from the classical Cauchy–Hadamard theorem since, for a
fixed Z, ρ(Z) is the radius of convergence of the series
(8.9)
∞∑
ℓ=0
Z⊙sℓfℓλℓ
as a series in λ ∈ C. Next we observe that, by the construction, ρfin(Z) is a lower
semicontinuous function of Z in the finitely open topology on Vnc. This implies that
Υnc,fin is a finitely open set. Clearly, ρfin(Z) ≤ ρ(Z), therefore, again by the classical
Cauchy–Hadamard theorem, the series (8.1) converges absolutely on Υnc,fin. On
the other hand, if Z /∈ Υnc,fin, i.e., if ρfin(Z) ≤ 1, then by the positive-homogeneity
of degree −1 of ρfin(·) we have that ρfin((1 + ǫ)Z) ≤ 11+ǫ for an arbitrary ǫ > 0.
Therefore, in every finitely open neighborhood of (1 + ǫ)Z there is a point W such
that ρ(W ) < 1. This means that (1 + ǫ)Z is not in the interior in the finitely open
topology on Vnc of the convergence set for the series (8.1), and then so is Z. Thus
we obtain that Υnc,fin is the interior of Υnc in the finitely open topology on Vnc.
2. Let m ∈ N be fixed. If ⊕mα=1 Y ∈ (Υnc,fin)sm, then clearly (Υnc,fin)sm 6= ∅.
Conversely, if (Υnc,fin)sm, which is the interior of (Υnc)sm in the finitely open
topology on Vsm×sm, is nonempty, then by [61, Theorem 26.5.9] (see also [61,
Theorem 26.5.2])
⊕m
α=1 Y is an interior point of (Υnc)sm in this topology, i.e.,
ρfin(0sm×sm) > 1. Moreover, by the positive-homogeneity of degree −1 and lower
semicontinuity of ρfin(·) we have that ρfin(Z) > 0 for every Z ∈ Vsm×sm and
that ρfin(0sm×sm) = ∞. From now on, assume (Υnc,fin)sm 6= ∅. By the positive-
homogeneity of ρfin(·) the set (Υnc,fin)sm is a complete circular set about
⊕m
α=1 Y ,
for every m ∈ N (see also [61, Theorem 26.5.9]). By [61, Theorem 26.5.6] (see
also [61, Theorem 26.5.3 and Theorem 26.5.4]) the sum of the series (8.1) is
G-differentiable on (Υnc,fin)sm. The absolute convergence of the series (8.1) on
(Υnc,fin)sm has been proved in the preceding paragraph. We also can prove this
using Hartogs’ theorem on the convergence in homogeneous polynomials [97, The-
orem I.3.3].
3. This statement for any fixed m and X follows from [61, Theorem 26.3.8]
(cf. Theorem 7.2(4)).
4. It is clear that f((Υnc)sm) ⊆ Wsm×sm. Let X ∈ (Υnc)sm, X˜ ∈ (Υnc)sm˜,
and S ∈ Csm˜×sm be such that SX = X˜S. Taking the limit as N → ∞ in (5.12)
(see Lemma 5.12) and using Lemma 8.1, we see that Sf(X) = f(X˜)S if and only
if the general term of the series (8.1) evaluated at
[
X˜ S
⊕m
ν=1 Y −
⊕m˜
ν˜=1 Y S
0 X
]
converges to 0. For X, X˜ ∈ Γ where Γ ⊆ Υnc,fin is a finitely open nc set, we have
that
[
X˜ ǫ(S
⊕m
ν=1 Y −
⊕m˜
ν˜=1 Y S)
0 X
]
∈ Γ for ǫ > 0 small enough, so that the series
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(8.1) converges at this point and a fortiori its general term converges to 0; therefore
Sf(X) = f(X˜)S. We conclude that f |Γ is a nc function. It is a G-differentiable nc
function by part 2 of the theorem.
Next, if Υnc,fin−G 6= ∅, then there exists a nonempty finitely open nc set Γ ⊆
Υnc,fin, i.e., ρfin(W ) > 1 for every W ∈ Γ. We have
inf
W∈Γ
ρ(W ) ≥ inf
W∈Γ
ρfin(W ) ≥ 1 > 0.
Conversely, if U ⊆ Vnc is a nonempty finitely open nc set so that ρ0 := inf
W∈U
ρ(W ) >
0, then for any positive ǫ < ρ0 the set (ρ0 − ǫ)U ⊆ Vnc is also a nonempty finitely
open nc set and inf
W∈(ρ0−ǫ)U
ρ(W ) = ρ0ρ0−ǫ . Therefore for any Z ∈ (ρ0 − ǫ)U we have
ρfin(Z) = lim inf
fin
W→Z
ρ(W ) ≥ ρ0
ρ0 − ǫ > 1,
and thus the finitely open nc set (ρ0− ǫ)U is contained in Υnc,fin. We conclude that
Υnc,fin−G 6= ∅.
If Y ∈ Υnc,fin−G, then there exists a finitely open nc neighborhood Γ of Y such
that Γ ⊆ Υnc,fin. Then, as we have shown in the preceding paragraph, inf
X∈Γ
ρ(X −⊕mX
α=1 Y ) > 0. Conversely, if there exists a finitely open nc neighborhood U of
Y such that ρ0 := inf
X∈U
ρ(X −⊕mXα=1 Y ) > 0, then arguing as in the preceding
paragraph we obtain that, for ǫ > 0 small enough, the set Γ consisting of X ∈ Υnc
for which there is a X˜ ∈ U satisfying X −⊕mXα=1 Y = (ρ0 − ǫ)(X˜ −⊕mXα=1 Y ), is a
subset of Υnc,fin. Since Γ is a finitely open nc neighborhood of Y , we conclude that
Y ∈ Υnc,fin−G. 
Remark 8.4. In the case s = 1, f is a nc function on Υnc. This is clear from
the form of the series (8.1). It also follows from the proof of part 4 of Theorem 8.2
since in this case S
⊕m
ν=1 Y −
⊕m˜
ν˜=1 Y S = 0.
The following example demonstrates the possibility that Y = 01×1∈Υnc,fin−G(
Υnc,fin.
Example 8.5. Consider the series
∞∑
ℓ=0
Zℓ1(Z1Z2 − Z2Z1).
Here V = C2, W = C, with the Euclidean topologies on Vn×n = (C2)n×n ∼=
(Cn×n)2 and Wn×n = Cn×n. If Z = (Z1, Z2) ∈ (Cn×n)2 satisfies Z1Z2 = Z2Z1 (in
particular, it is always the case when n = 1), then ρ(Z) = ∞. If z = (z1, z2) ∈
V1×1 = C2, then we have ρfin(z) = ρ(z) = ∞ and therefore (Υnc,fin)1 = C2.
If Z = z ⊕ z ∈ V2×2 and z1 6= 0, then of course we have ρ(Z) = ∞, however
ρfin(Z) =
1
|z1| . To show the latter, we first calculate, for any fixed ǫ > 0,
µ
([
z1 ǫ
0 z1
]
,
[
z2 0
ǫ z2
])
= lim sup
ℓ→∞
ℓ+2
√√√√∥∥∥∥∥
[
z1 ǫ
0 z1
]ℓ [
ǫ2 0
0 −ǫ2
]∥∥∥∥∥
= lim sup
ℓ→∞
ℓ+2
√∥∥∥∥[ǫ2zℓ1 −ℓǫ3zℓ−110 −ǫ2zℓ1
]∥∥∥∥ = lim sup
ℓ→∞
ℓ+2
√
ǫ2|z1|ℓ−1
∥∥∥∥[z1 −ℓǫ0 −z1
]∥∥∥∥ = |z1|.
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Hence
ρfin(Z) ≤ lim
ǫ→0
ρ
([
z1 ǫ
0 z1
]
,
[
z2 0
ǫ z2
])
=
1
|z1| .
On the other hand, for any M,N ∈ C2×2 we have
µ(z1I2 +M, z2I2 +N) = lim sup
ℓ→∞
ℓ+2
√
‖(z1I2 +M)ℓ(MN −NM)‖
≤ ‖z1I2 +M‖ lim
ℓ→0
ℓ+2
√
‖MN −NM‖ ≤ ‖z1I2 +M‖,
and for M small enough we have ρ(z1I2 +M, z2I2 +N) ≥ 1‖z1I2+M‖ . Hence
ρfin(Z) ≥ 1|z1| .
We conclude that ρfin(Z) =
1
|z1| . If |z1| > 1, we have that z = (z1, z2) ∈ Υnc,fin,
however Z = z ⊕ z /∈ Υnc,fin. Thus the set Υnc,fin is not a nc set. On the other
hand, the subset Γ ( Υnc,fin consisting of pairs of matrices Z = (Z1, Z2) satisfying
‖Z1‖ < 1 (with the operator norm ‖ · ‖) is clearly a uniformly-open (and therefore
finitely open) nc set, the series
∑∞
ℓ=0 Z
ℓ
1(Z1Z2 − Z2Z1) converges absolutely on Γ,
and its sum f : Γ→ Cnc is a G-differentiable nc function.
The next example shows that it is also possible that (Υnc,fin)1·m 6= ∅, i.e.,⊕m
α=1 Y = 01·m×1·m ∈ Υnc,fin for all m ∈ N, however Y = 01×1 /∈ Υnc,fin−G (in
fact, we have 01·m×1·m /∈ Υnc,fin−G for all m ∈ N).
Example 8.6. Let pn be the homogeneous polynomial in two noncommuting
variables of degree αn =
(n+1)(n+2)
2 , n = 1, 2, . . ., from Example 6.3. We remind
the reader that pn vanishes on all pairs of n× n matrices. Consider the series
∞∑
j=2
j−1∑
k=1
(kZ1)
αj−αk−j+kpk(Z1, Z2).
We note that the total degrees of the homogeneous polynomials in this series strictly
increase. Indeed, for any fixed j we have
deg
(
(kx1)
αj−αk−j+kpk
)
= αj − j + k
increasing as k changes from 1 to j− 1. On the other hand, for any fixed j we have
αj − j + (j − 1) = αj − 1 < αj+1 − j = αj+1 − (j + 1) + 1,
i.e., the degree increases when we pass from the last term in the j-th sum to the
first term in the j + 1-th sum. Similarly to Example 8.5, we have V = C2, W = C,
with the Euclidean topologies on Vn×n = (C2)n×n ∼= (Cn×n)2 and Wn×n = Cn×n,
and (Υnc,fin)1 = C2. Let z = (z1, z2) ∈ V1×1 = C2 be such that z1 6= 0. Define
Z(k) =
⊕k
j=1 z ∈ Vk×k. Arguing as in Example 8.5 and using the subsequence
of homogeneous polynomials (kx1)
αj−αk−j+kpk, j = 2, 3, . . ., we can easily show
that ρfin(Z(k)) =
1
k|z1| . Therefore, there is no finitely open nc neighborhood of
0m×m, for any m, where the series converges (otherwise |z1| < 1k for all k, which is
impossible).
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8.2. Norm topology
Let V and W be Banach spaces over C equipped with admissible systems of
matrix norms, and let fℓ : (Vs×s)ℓ →Ws×s, ℓ = 0, 1, . . ., be a sequence of bounded
ℓ-linear mappings. It follows that, for all m0, . . . , mk ∈ N, f (m0,...,mk)ℓ is also a
sequence of bounded ℓ-linear mappings. Therefore, for Z ∈ Vsm×sm,
Z⊙sℓfℓ = f
(m,...,m)
ℓ (Z, . . . , Z)
is a bounded homogeneous polynomial of degree ℓ on Vsm×sm with values in
Wsm×sm and the series (8.1) is a F-power series (a power series of bounded homo-
geneous polynomials) on Vsm×sm centered at ⊕mα=1 Y with values in Wsm×sm as
in [61, Chapter 26] and [72, Chapter 1].
We introduce the quantities
(8.10) ρnorm(Z) = lim inf
W→Z
ρ(W )
(cf. (8.4)),
(8.11) µm = lim sup
ℓ→∞
ℓ
√
sup
‖Z‖sm=1
‖Z⊙sℓfℓ‖sm, ρm = µ−1m .
Analogously to ρfin(·), the function ρnorm(·) is positive-homogeneous of degree −1.
We notice that the expression under the ℓ-th root is the norm of the homogeneous
polynomial Z⊙sℓfℓ, see [61, Definition 26.2.4] and [72, Definition 2.1].
Proposition 8.7. The following inequalities hold:
(8.12)
1
e
lim sup
ℓ→∞
ℓ
√
‖fℓ‖ ≤ µ1 ≤ K1µm ≤ mK1K2 lim sup
ℓ→∞
ℓ
√
‖fℓ‖,
where
K1 = min
1≤i≤m
‖ιsii‖, K2 = max
1≤i,j≤m
‖πsij‖;
block injections, ιsij , and block projections, π
s
ij , are defined in (7.5) and (7.6).
Notice that we also have estimates for K1 and K2 from the proof of Proposition
7.1 via the constants in (7.1) and (7.2) which determine the admissible system of
norms on Vn×n and Wn×n, n = 1, 2, . . .:
K1 ≤ C2(sm)C′1(s, sm− s), K2 ≤ C1(s, sm− s)C2(sm),
and that in the case where V and W are operator spaces one has K1 = K2 = 1.
Proof of Proposition 8.7. The leftmost inequality in (8.12) follows from
the estimate
‖fℓ‖ = sup
‖Z1‖s=···=‖Zℓ‖s=1
‖(Z1 ⊗ · · · ⊗ Zℓ)fℓ‖s ≤ ℓ
ℓ
ℓ!
sup
‖Z‖s=1
‖Z⊗ℓfℓ‖s
(see [72, Theorem 2.2]) by taking the ℓ-th root of both parts, then lim supℓ→∞, and
then applying the Stirling formula. The second inequality in (8.12) follows from
the estimate
sup
‖Z‖s=1
‖Z⊗ℓfℓ‖s = sup
‖Z‖s=1
‖πsii
(
(ιsiiZ)
⊙sℓfℓ
) ‖s ≤ ‖πsii‖‖ιsii‖ℓ sup
‖W‖sm=1
‖W⊙sℓfℓ‖sm
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by taking the ℓ-th root of both parts, then lim supℓ→∞, and then min1≤i≤m. The
last inequality in (8.12) follows from the estimate
sup
‖Z‖sm=1
‖Z⊙sℓfℓ‖sm = sup
‖Z‖sm=1
∥∥∥ ∑
1≤i,j≤m
ιsij(Z
⊙sℓfℓ)ij
∥∥∥
sm
≤
∑
1≤i,j≤m
‖ιsij‖ sup
‖Z‖sm=1
‖(Z⊙sℓfℓ)ij‖s
=
∑
1≤i,k1,...,kℓ−1,j≤m
‖ιsij‖ sup
‖Z‖sm=1
‖(πsik1Z⊗πsk1k2Z⊗· · ·⊗πskℓ−2kℓ−1Z⊗πskℓ−1jZ)fℓ‖s
≤
∑
1≤i,k1,...,kℓ−1,j≤m
‖ιsij‖‖πsik1‖‖πsk1k2‖ · · · ‖πskℓ−2kℓ−1‖‖πskℓ−1j‖‖fℓ‖s
≤ mℓ+1Kℓ2 sup
1≤i,j≤m
‖ιsij‖ ‖fℓ‖
by taking the ℓ-th root, then lim supℓ→∞, and then multiplying by K1. 
We recall that Υnc ⊆ Vnc denotes the convergence set for the series (8.1), and
f denote the sum of the series.
Theorem 8.8. 1. The set
(8.13) Υnc,norm =
∞∐
m=1
{
X ∈ Vsm×sm : ρnorm
(
X −
m⊕
α=1
Y
)
> 1
}
is contained in Υnc,fin and is the interior of Υnc in the norm topology on Vnc, i.e.,
in the topology on Vnc defined in the paragraph next to Remark 7.3.
2. For each m, (Υnc,norm)sm is nonempty if and only if it contains
⊕m
α=1 Y .
In this case,
• ρnorm(0sm×sm) =∞ and ρnorm(Z) > 0 for every Z ∈ Vsm×sm,
• (Υnc,norm)sm is a complete circular set about
⊕m
α=1 Y , and
• f |(Υnc,norm)sm is analytic.
3. For every m ∈ N and X ∈ (Υnc,norm)sm there exists an open complete
circular set Υnorm,X about
⊕m
α=1 Y which contains X and such that
(8.14)
∞∑
ℓ=0
sup
W∈Υnorm,X
∥∥∥(W − m⊕
α=1
Y
)⊙sℓ
fℓ
∥∥∥
sm
<∞.
4. For any open nc set Γ ⊆ Υnc,norm, f |Γ is an analytic nc function. Let
(8.15)
Υnc,norm−an := {X ∈ Υnc,norm : ∃Γ, an open nc set, such that X ∈ Γ ⊆ Υnc,norm}.
Then Υnc,norm−an is nonempty if and only if there exists a nonempty open nc set
U ⊆ Vnc such that inf
Z∈U
ρ(Z) > 0. We have Y ∈ Υnc,norm−an if and only if there
exists an open nc neighborhood of Y such that inf
X∈U
ρ(X −⊕mXα=1 Y ) > 0; here mX
is the size of a block matrix X with s× s blocks.
5. The series (8.1) converges uniformly on every ball B(
⊕m
α=1 Y, δ) with δ <
ρm, moreover
(8.16)
∞∑
ℓ=0
sup
X∈B(⊕m
α=1 Y,δ)
∥∥∥(X − m⊕
α=1
Y
)⊙sℓ
fℓ
∥∥∥
sm
<∞.
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The series (8.1) fails to converge uniformly on every ball B(
⊕m
α=1 Y, δ) with δ >
ρm. The set (Υnc,norm)sm is nonempty if and only if ρm > 0 if and only if
inf{ρ(W ) : W ∈ Vsm×sm, ‖W‖sm = 1} > 0.
Proof. 1. We first observe that the finitely open topology on Vnc is stronger
than the norm topology, hence ρnorm(Z) ≤ ρfin(Z) for any Z, and Υnc,norm ⊆
Υnc,fin. Next we observe that the function ρnorm(·) is lower semicontinuous in the
norm topology and recall that ρnorm(·) is also positive-homogeneous of degree −1.
The rest of the proof of part 1 is analogous to the proof of part 1 of Theorem 8.2.
2. Let m ∈ N be fixed. If⊕mα=1 Y ∈ (Υnc,norm)sm, then clearly (Υnc,norm)sm 6=
∅. Conversely, if (Υnc,norm)sm, which is the interior of (Υnc)sm in the norm topology
on Vsm×sm, is nonempty, then by [61, Theorem 26.6.1] ⊕mα=1 Y is an interior
point of (Υnc)sm in this topology and (Υnc,norm)sm is a complete circular set about⊕m
α=1 Y . Then ρnorm(0sm×sm) > 1. Moreover, by the positive-homogeneity of
degree −1 and lower semicontinuiuty of ρnorm(·) we have that ρnorm(Z) > 0 for
every Z ∈ Vsm×sm and that ρnorm(0sm×sm) = ∞. The analyticity of f |(Υnorm)sm
follows from [61, Theorem 26.6.4].
3. This statement for any fixed m and X follows from [61, Theorem 26.6.5]
(cf. Theorem 7.4).
4. Since an open set is finitely open, f |Γ is a nc function by Theorem 8.2, part
4. It is an analytic nc function by part 2 of the present theorem. The remaining
statements can be proved analogously to the proof of part 4 of Theorem 8.2.
5. Let δ < ρm. Then for any ǫ > 0 there exists L > 0 such that
sup
‖W‖sm=1
‖W⊙sℓfℓ‖sm < (µm + ǫ)ℓ
for all ℓ > L. Choosing ǫ < δ−1 − µm, we obtain that, for all ℓ > L,
sup
W∈B(0sm×sm,δ)
‖W⊙sℓfℓ‖sm < δℓ(µm + ǫ)ℓ.
Since δ(µm+ ǫ) < 1, the series (8.1) converges absolutely and uniformly on the ball
B(0sm×sm, δ), and
∞∑
ℓ=0
sup
W∈B(0sm×sm,δ)
‖W⊙sℓfℓ‖sm
<
L∑
ℓ=0
sup
W∈B(0sm×sm,δ)
‖W⊙sℓfℓ‖sm +
∞∑
ℓ=L+1
δℓ(µm + ǫ)
ℓ <∞,
i.e., (8.16) holds by setting X =W +
⊕m
α=1 Y .
Now let δ > ρm be fixed. Choose any ǫ with 0 < ǫ < µm − δ−1. Then for any
L > 0 there exists ℓ > L such that
sup
‖W‖sm=1
‖W⊙sℓfℓ‖sm > (µm − ǫ)ℓ.
For any such ℓ there exists Z ∈ Vsm×sm with ‖Z‖sm = (µm − ǫ)−1 < δ such that
‖Z⊙sℓfℓ‖sm > (µm − ǫ)ℓ‖Z‖ℓsm = 1.
Hence the sequence Z⊙sℓfℓ, ℓ = 1, 2, . . ., does not converge to 0sm×sm uniformly
on the ball B(0sm×sm, δ). We conclude that the series (8.1) does not converge
uniformly on B(
⊕m
α=1 Y, δ).
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If (Υnc,norm)sm 6= ∅, i.e., the interior of Υnc in the norm topology is nonempty,
then by [61, Theorem 26.6.2] the series (8.1) converges uniformly on B(
⊕m
α=1 Y, δ)
for sufficiently small δ, hence ρm > 0. Since ρm ≤ ρ(W ) for every W ∈ Vsm×sm
with ‖W‖sm = 1, we have that ρm > 0 implies inf{ρ(W ) : W ∈ Vsm×sm, ‖W‖sm =
1} > 0. Finally, if α = inf{ρ(W ) : W ∈ Vsm×sm, ‖W‖sm = 1} > 0, then by positive-
homogeneity of degree −1 of both ρ(·) and ρnorm(·) we have that ρnorm(Z) ≥ α for
any Z ∈ Vsm×sm with ‖Z‖sm = 1 and that ρnorm(0sm×sm) =∞. The latter implies
by part 2 that (Υnc,norm)sm 6= ∅. This completes the proof of the last statement of
the theorem. 
Remark 8.9. Since the finitely open and the norm topologies coincide for finite-
dimensional spaces, Examples 8.5 and 8.6 also show that Υnc,norm is not necessarily
a nc set, and that a (norm-open) nc neighborhood of Y , which is contained in
Υnc,norm, may or may not exist.
8.3. Uniformly-open topology
Let V and W be operator spaces over C, and let fℓ : (Vs×s)ℓ → Ws×s, ℓ =
0, 1, . . ., be a sequence of completely bounded ℓ-linear mappings. We introduce the
quantities
(8.17) ρunif(Z) = lim inf
W
unif→ Z
ρ(W )
(cf. (8.4) and (8.10)), where W
unif→ Z means that the lower limit is taken in the
uniformly-open topology on Vnc,
µunif−normal(Z) = lim
δ→0
lim sup
ℓ→∞
ℓ
√
sup
W∈Bnc(Z,δ)
‖W⊙sℓfℓ‖,
ρunif−normal(Z) = µunif−normal(Z)−1,
(8.18)
where ‖W⊙sℓfℓ‖ = ‖W⊙sℓfℓ‖sm for W ∈ Vsm×sm, and
(8.19) µcb = lim sup
ℓ→∞
ℓ
√
‖fℓ‖Lℓcb , ρcb = µ
−1
cb .
We notice that the limit lim
δ→0
in (8.18) exists as a limit of a monotone function
(decreasing as δ ↓ 0) bounded from below by 0. Analogously to ρfin(·) and ρnorm(·),
the functions ρunif(·) and ρunif−normal(·) are positive-homogeneous of degree −1, cf.
Remark 7.13.
We will need the following lemma [61, Lemma 26.5.1]; we provide its proof for
completeness.
Lemma 8.10. Let V be a vector space over C, W a Banach space over C, and
let Γ ⊆ V be a complete circular set about 0. Suppose that ω : Vk →W is a k-linear
mapping and that X ∈ V. Then
sup
W∈ ⋃
ζ∈D
(ζX+Γ)
‖ω(W, . . . ,W )‖ = sup
W∈X+Γ
‖ω(W, . . . ,W )‖,
where D = {ζ ∈ C : |ζ| ≤ 1} is the closed unit disk, X + Γ := {X + Z : Z ∈ Γ} is a
complete circular set about X and
⋃
ζ∈D
(ζX + Γ) is a complete circular set about 0.
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Proof. Fix an arbitrary Z0 ∈ Γ. Consider the function
φ : D→W , φ : ζ 7→ ω(ζX + Z0, . . . , ζX + Z0).
Clearly, φ is a polynomial and hence φ is analytic. By the maximum principle, there
exists ζ0 with |ζ0| = 1 such that ‖φ(ζ0)‖ = maxζ∈D ‖φ(ζ)‖. By the homogeneity (of
degree k) of ω,
‖ω(ζ0X + Z0, . . . , ζ0X + Z0)‖ = ‖ω(X + ζ−10 Z0, . . . , X + ζ−10 Z0)‖
≤ sup
Z∈Γ
‖ω(X + Z, . . . , X + Z)‖
since Γ is completely circular about 0. This proves the lemma. 
Theorem 8.11. 1. The set
(8.20) Υnc,unif =
∞∐
m=1
{
X ∈ Vsm×sm : ρunif
(
X −
m⊕
α=1
Y
)
> 1
}
is contained in Υnc,norm ⊆ Υnc,fin and is the interior of Υnc in the uniformly-open
topology on Vnc.
2. The set
(8.21) Υnc,unif−normal =
∞∐
m=1
{
X ∈ Vsm×sm : ρunif−normal
(
X −
m⊕
α=1
Y
)
> 1
}
is a uniformly-open subset of Υnc,unif ⊆ Υnc,norm ⊆ Υnc,fin and
Υnc,unif−normal =
{
X ∈ Υnc,unif : ∃δ > 0
such that sup
ℓ∈N
sup
W∈Bnc(X,δ)
∥∥∥(W − mW⊕
α=1
Y
)⊙sℓ
fℓ
∥∥∥
smW
<∞
}
(8.22)
=
{
X ∈ Υnc,unif : ∃δ > 0
such that
∞∑
ℓ=0
sup
W∈Bnc(X,δ)
∥∥∥(W − mW⊕
α=1
Y
)⊙sℓ
fℓ
∥∥∥
smW
<∞
}
;(8.23)
here mW is the size of a block matrix W with s × s blocks. Υnc,unif−normal is
nonempty if and only if it contains Y . In this case,
• ρunif−normal(0s×s) =∞ and ρunif−normal(Z) > 0 for every Z ∈ (Vs×s)nc,
• Υnc,unif−normal is complete circular about Y (i.e., (Υnc,unif−normal)sm is a
complete circular set about
⊕m
α=1 Y for every m ∈ N).
3. For every m ∈ N and X ∈ (Υnc,unif−normal)sm there exists a uniformly-open
complete circular set Υnc,X about
⊕m
α=1 Y , which contains X and such that
(8.24)
∞∑
ℓ=0
sup
W∈Υnc,X
∥∥∥(W − mW⊕
α=1
Y
)⊙sℓ
fℓ
∥∥∥
smW
<∞.
4. For any uniformly-open nc set Γ ⊆ Υnc,unif−normal, f |Γ is a uniformly
analytic nc function.
5. The series (8.1) converges uniformly on every nc ball Bnc(Y, δ) with δ < ρcb,
moreover
(8.25)
∞∑
ℓ=0
sup
W∈Bnc(Y,δ)
∥∥∥(W − mW⊕
α=1
Y
)⊙sℓ
fℓ
∥∥∥
smW
<∞.
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The series (8.1) fails to converge uniformly on every nc ball Bnc(Y, δ) with δ > ρcb.
The set Υnc,unif−normal is nonempty if and only if ρcb > 0.
Remark 8.12. It is an open question whether Υnc,unif is nonempty if and only
if ρunif(0s×s) > 0. If ρunif(0s×s) > 0, then similarly to Theorems 8.2 and 8.8,
ρunif(0s×s) =∞ and Υnc,unif is a complete circular set about Y .
Proof of Theorem 8.11. 1. We first observe that the norm topology on Vnc
is stronger than the uniformly-open topology, hence ρunif(Z) ≤ ρnorm(Z) for any Z
and Υnc,unif ⊆ Υnc,norm. The proof of part 1 is analogous to the proof of part 1 of
Theorems 8.2 and 8.8.
2&3. We first show that ρunif−normal(·) is lower semicontinuous in the uniformly-
open topology on Vnc. Let
κ := lim sup
W
unif→ Z
µunif−normal(W ) = lim sup
W
unif→ Z
lim
δ→0
lim sup
ℓ→∞
ℓ
√
sup
W˜∈Bnc(W,δ)
‖W˜⊙sℓfℓ‖.
Then for an arbitrary ǫ > 0 there is a sequence Wn
unif→ Z such that
lim
δ→0
lim sup
ℓ→∞
ℓ
√
sup
W˜∈Bnc(Wn,δ)
‖W˜⊙sℓfℓ‖ > κ− ǫ, n = 1, 2, . . . .
Clearly, there exists N ∈ N such that Wn ∈ Bnc(Z, δ) for all n ≥ N . Therefore,
µunif−normal(Z) = lim
δ→0
lim sup
ℓ→∞
ℓ
√
sup
W˜∈Bnc(Z,2δ)
‖W˜⊙sℓfℓ‖
≥ lim
δ→0
lim sup
ℓ→∞
ℓ
√
sup
W˜∈Bnc(Wn,δ)
‖W˜⊙sℓfℓ‖ > κ− ǫ, n ≥ N.
Since ǫ can be chosen arbitrarily small, we obtain that
µunif−normal(Z) ≥ κ = lim sup
W
unif→ Z
µunif−normal(W ),
i.e., µunif−normal(·) is upper semicontinuous, and thus ρunif−normal(·) is lower semi-
continuous, in the uniformly-open topology on Vnc. This implies also that the set
Υnc,unif−normal is uniformly-open.
Since clearly ρunif−normal(Z) ≤ ρ(Z) for any Z, by the lower semicontinuity
of ρunif−normal(·) we obtain that ρunif−normal(Z) ≤ ρunif(Z) for any Z and hence
Υnc,unif−normal ⊆ Υnc,unif.
Let X ∈ Υnc,unif−normal. Then
µunif−normal
(
X−
mX⊕
α=1
Y
)
= lim
δ→0
lim sup
ℓ→∞
ℓ
√√√√ sup
W∈Bnc(X,δ)
∥∥∥(W − mW⊕
α=1
Y
)⊙sℓ
fℓ
∥∥∥
smW
< 1.
Hence, there exists δ > 0 such that
lim sup
ℓ→∞
ℓ
√√√√ sup
W∈Bnc(X,δ)
∥∥∥(W − mW⊕
α=1
Y
)⊙sℓ
fℓ
∥∥∥
smW
< 1.
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This implies that the sequence
sup
W∈Bnc(X,δ)
∥∥∥(W − mW⊕
α=1
Y
)⊙sℓ
fℓ
∥∥∥
smW
, ℓ = 1, 2, . . . ,
is bounded, moreover there exists C > 0 and η : 0 < η < 1 such that
sup
W∈Bnc(X,δ)
∥∥∥(W − mW⊕
α=1
Y
)⊙sℓ
fℓ
∥∥∥
smW
≤ Cηℓ, ℓ = 1, 2, . . . .
Consequently,
∞∑
ℓ=0
sup
W∈Bnc(X,δ)
∥∥∥(W − mW⊕
α=1
Y
)⊙sℓ
fℓ
∥∥∥
smW
<∞.
Conversely, if X ∈ Υnc,unif is such that for some δ > 0 the series
∞∑
ℓ=0
sup
W∈Bnc(X,δ)
∥∥∥∥∥∥
(
W −
mW⊕
α=1
Y
)⊙sℓ
fℓ
∥∥∥∥∥∥
smW
converges, then the series
∞∑
ℓ=0
λℓ sup
W∈Bnc(X,δ)
∥∥∥(W − mW⊕
α=1
Y
)⊙sℓ
fℓ
∥∥∥
smW
as a series in λ converges uniformly and absolutely on the closed unit disk D, and
thus its radius of convergencelim sup
ℓ→∞
ℓ
√√√√ sup
W∈Bnc(X,δ)
∥∥∥(W − mW⊕
α=1
Y
)⊙sℓ
fℓ
∥∥∥
smW
−1 > 1.
Since the left-hand side is increasing as δ ↓ 0, we have that
ρunif−normal
(
X −
mX⊕
α=1
Y
)
=
 lim
δ→0
lim sup
ℓ→∞
ℓ
√√√√ sup
W∈Bnc(X,δ)
∥∥∥(W − mW⊕
α=1
Y
)⊙sℓ
fℓ
∥∥∥
smW
−1 > 1,
i.e., X ∈ Υnc,unif−normal. This proves equalities (8.22) and (8.23).
Next, if Y ∈ Υnc,unif−normal, then clearly Υnc,unif−normal 6= ∅. Conversely,
assume that X ∈ (Υnc,unif−normal)sm for some m ∈ N. Then by (8.23) there exists
a nc ball Bnc(X, δ) such that
∞∑
ℓ=0
sup
W∈Bnc(X,δ)
∥∥∥(W − mW⊕
α=1
Y
)⊙sℓ
fℓ
∥∥∥
smW
<∞.
By Lemma 8.10 this inequality holds with the suprema over Bnc(X, δ) replaced by
the suprema over
Υnc,X :=
⋃
ζ∈D
Bnc
(
m⊕
α=1
Y + ζ
(
X −
m⊕
α=1
Y
)
, δ
)
.
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This implies part 3 of the theorem, with Υnc,X as above. In particular, we obtain
that
⊕m
α=1 Y ∈ Υnc,unif−normal. We claim ρunif−normal(
⊕m
j=1W ) = ρunif−normal(W )
for every k ∈ N and W ∈ Vsk×sk which yields Y ∈ Υnc,unif−normal. Indeed, this
follows from the equality∥∥∥( m⊕
j=1
W
)⊙sℓ
fℓ
∥∥∥
skm
= ‖W⊙sℓfℓ‖sk
and the definition of ρunif−normal(·).
The remaining statements of part 2 (i.e., the ones under the bullets) follow
from the positive-homogeneity and lower semicontinuity of ρunif−normal(·).
4. Since a uniformly-open nc set is a finitely open nc set, f |Γ is a G-differentiable
nc function by Theorem 8.2, part 4. It follows from (8.23) that f |Γ is locally
uniformly bounded. We conclude that f |Γ is a uniformly analytic nc function.
5. If ρcb > δ > 0, then we have
µcb = lim sup
ℓ→∞
ℓ
√
‖fℓ‖Lℓcb <∞
and there exists C > 0 such that
‖fℓ‖Lℓcb ≤ Cµ
ℓ
cb, ℓ = 0, 1, . . . .
Therefore
∞∑
ℓ=0
sup
W∈Bnc(0s×s,δ)
‖W⊙sℓfℓ‖ =
∞∑
ℓ=0
sup
‖W‖=δ
‖W⊙sℓfℓ‖
=
∞∑
ℓ=0
δℓ sup
‖W‖=1
‖W⊙sℓfℓ‖ =
∞∑
ℓ=0
δℓ‖fℓ‖Lℓcb ≤ C
∞∑
ℓ=0
δℓµℓcb <∞,
which is equivalent to (8.25); here we used Proposition 7.49 and the inequality
δµcb < 1. In particular, the series (8.1) converges absolutely and uniformly on
Bnc(Y, δ), so that Y ∈ Υnc,unif−normal and thus Υnc,unif−normal 6= ∅.
Now suppose δ > ρcb. Then for any ǫ : 0 < ǫ < µcb−δ−1 and L > 0 there exists
ℓ > L such that ‖fℓ‖Lℓcb > (µcb − ǫ)ℓ. For any such ℓ there exists W ∈ (Vs×s)nc
with ‖W‖ = (µcb − ǫ)−1 < δ such that
‖W⊙sℓfℓ‖ > (µcb − ǫ)ℓ‖W‖ = 1.
Hence the sequence ‖W⊙sℓfℓ‖, ℓ = 0, 1, . . ., does not converge to 0 uniformly on
Bnc(0s×s, δ), and the series (8.1) does not converge uniformly on Bnc(Y, δ).
Finally, if Υnc,unif−normal 6= ∅, then by part 2 we have that Y ∈ Υnc,unif−normal.
Therefore, again by part 2, there exists δ > 0 such that the series (8.1) converges
absolutely and uniformly on Bnc(Y, δ). This implies that ρcb ≥ δ > 0. The proof is
complete. 
The following example demonstrates a possibility that 0 = ρunif(Z) < ρnorm(Z)
for some Z and thus Υnc,unif ( Υnc,norm. We also have in this example that
0 = ρcb < ρm for every fixed m ∈ N.
Example 8.13. It was shown in [77] (see also [79, Chapter 3]) that for every
p = 3, 4, . . . there exist kp ∈ N (with kp increasing as p increases) and a linear
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mapping φp : Cp → Ckp×kp such that maxζ∈Dp ‖φp(ζ)‖ = 1 and
(8.26) sup
n∈N,Zp1,...,Zpp∈Cn×n : ‖Zp1‖=...=‖Zpp‖=1
‖(idCn×n ⊗φp)(Zp1, . . . , Zpp)‖
= ‖(id
C
kp×kp ⊗φp)(Z0p1, . . . , Z0pp)‖ =
√
p
2
for some Z0p1, . . . , Z
0
pp ∈ Ckp×kp of norm 1, where ‖ · ‖ denotes the operator norm
with respect to the standard Euclidean norms. Moreover,
(8.27) ‖(id
C
kp×kp ⊗φp)(Z0p1, . . . , Z0pp)ℓ‖ =
(√
p
2
)ℓ
, ℓ = 1, 2, . . . .
Let V be a Banach space consisting of bounded double-indexed sequences of complex
numbers z = (zpq)p=3,4,...; q=1,...,p with the norm ‖z‖∞ = supp,q |zpq|. One can
identify n × n matrices over V with sequences of n × n matrices over C, Z =
(Zpq)p=3,4,...; q=1,...,p. Then multiplication of such a Z on the right (on the left)
with a n × n matrix over C is defined as simultaneous right (left) multiplication
with this matrix for all components Zpq. It is easy to see that the norms on Vn×n
defined by ‖Z‖∞,n = supp,q ‖Zpq‖ for n = 1, 2, . . . determine an operator space
structure on V . Let W be a Banach space consisting of block-diagonal infinite
matrices (infinite direct sums) W =
⊕∞
p=3Wp with Wp ∈ Ckp×kp and with the
norm ‖W‖∞ = supp ‖Wp‖. One can identify n × n matrices over W with direct
sums of n × n matrices over Ckp×kp , W = ⊕∞p=3Wp. Multiplication of such a
W on the right (on the left) with a n × n matrix S over C is then reduced to
the simultaneous right (left) multiplication with this matrix for all diagonal (block)
entriesWp as follows: (WS)p =Wp(S⊗Ikp) (resp., (SW )p = (S⊗Ikp)Wp. It is easy
to see that the norms on Wn×n defined by ‖W‖∞,n = supp ‖Wp‖ for n = 1, 2, . . .
determine an operator space structure on W . For each ℓ = 3, 4, . . . we define a
linear mapping φ(ℓ) : V → W by
φ(ℓ)(z) = φ3(z31, z32, z33)⊕ · · · ⊕ φℓ(zℓ1, . . . , zℓℓ)⊕ 0kℓ+1×kℓ+1 ⊕ 0kℓ+2×kℓ+2 ⊕ · · ·
and a ℓ-linear mapping fℓ : Vℓ →W by
fℓ(z
1, . . . , zℓ) = φ(ℓ)(z1) · · ·φ(ℓ)(zℓ),
so that
fℓ(z, . . . , z) = φ
(ℓ)(z)ℓ.
The mappings φ(ℓ) and fℓ are extended to n × n matrices over V in the standard
way. Then by Proposition 7.49 and the equalities (8.26), (8.27) we have
‖fℓ‖Lℓ
cb
= sup
n∈N,Z∈Vn×n : ‖Z‖∞,n=1
‖Z⊙ℓfℓ‖∞,n
= sup
n∈N,Z∈Vn×n : ‖Z‖∞,n=1
‖fℓ(Z, . . . , Z)‖∞,n
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= sup
n∈N,Z∈Vn×n : ‖Z‖∞,n=1
‖φ(ℓ)(Z)ℓ‖∞,n
= sup
n∈N,Zℓ1,...,Zℓℓ∈Cn×n : ‖Zℓ1‖=...=‖Zℓℓ‖=1
‖(idCn×n ⊗φℓ)(Zℓ1, . . . , Zℓℓ)ℓ‖
=
(√
ℓ
2
)ℓ
,
hence the ℓ-linear mappings fℓ, ℓ = 3, 4, . . ., are completely bounded. Now, consider
the power series
∞∑
ℓ=3
Z⊙ℓfℓ.
We have for every fixed m ∈ N and Z = (Zpq)p=3,4,...;q=1,...,p ∈ Vm×m with
‖Z‖∞,m = 1 that
µ(Z) = lim sup
ℓ→∞
ℓ
√
‖Z⊙ℓfℓ‖∞,m ≤ lim sup
ℓ→∞
‖φ(ℓ)(Z)‖
≤ m2 lim sup
ℓ→∞
max
p=3,...,ℓ
max
1≤i,j≤m
‖φp(Zijp1, . . . , Zijpp)‖ ≤ m2,
where Zijpq is the (i, j)-th entry of the matrix Zpq. Therefore ρ(Z) ≥ m−2 for every
Z ∈ Vm×m with ‖Z‖∞,m = 1. It is easy to see that by the homogeneity of degree
−1 we also have ρnorm(Z) ≥ m−2 for every Z ∈ Vm×m with ‖Z‖∞,m = 1. This
implies that ρnorm(Z) > 0 for every Z ∈ Vnc and hence ρnorm(0m×m) =∞ for every
m ∈ N. We also obtain that ρm ≥ m−2 for every m ∈ N.
Define the sequence Zj = (Zjpq)p=3,4,...;q=1,...,p ∈ Vkj×kj , j = 3, 4, . . ., by
Zjpq =
{
0kj×kj for p 6= j,
1
4
√
j
Z0jq for p = j, 1 ≤ q ≤ j.
Then
lim
j→∞
‖Zj‖∞,kj = lim
j→∞
1
4
√
j
= 0,
however
lim
j→∞
µ(Zj) = lim
j→∞
lim sup
ℓ→∞
ℓ
√
‖(Zj)⊙ℓfℓ‖∞,kj
= lim
j→∞
1
4
√
j
lim sup
ℓ→∞
ℓ
√
‖(id
C
kj×kj ⊗φj)(Z0j1, . . . , Z0jj)ℓ‖∞,kj = limj→∞
1
4
√
j
√
j
2
=∞.
Thus
ρunif(01×1) = lim
j→∞
ρ(Zj) = 0.
Note that we can show analogously that ρunif(Z) = 0 when Z 6= 0. E.g., for
z = (zpq)p=3,4,...;q=1,...,p with any z3,q 6= 0, q = 1, 2, 3, and zpq = 0 for all p > 3 and
all q, we can define a sequence z ⊗ Ikj + Zj with Zj as above and verify that
ρunif(z) = lim
j→∞
ρ(z ⊗ Ikj + Zj) = 0.
Finally, we observe that
ρcb =
(
lim sup
ℓ→∞
ℓ
√
‖fℓ‖Lℓcb
)−1
=
(
lim sup
ℓ→∞
√
ℓ
2
)−1
= 0.
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Thus all the statements formulated in the paragraph preceding this example are
true.
In the next exampl we demonstrate the possibility that 0 = ρunif−normal(01×1)<
ρunif(01×1) and thus ∅ = Υnc,unif−normal ( Υnc,unif. The sum of the nc power series
in this example is an entire (i.e., analytic everywhere and bounded on every ball of
n × n matrices, n = 1, 2, . . .) nc function which is not uniformly analytic at 01×1,
that is, not uniformly analytic in any uniformly-open nc neighborhood of 01×1.
Example 8.14. Let V = C2 with the norm ‖(z1, z2)‖ = max{|z1|, |z2|} and
W = C. We identify n × n matrices over V = C2 with pairs of matrices over
C. It is clear that the norms on Vn×n, n = 1, 2, . . ., defined by ‖(Z1, Z2)‖n =
max{‖Z1‖, ‖Z2‖} and componentwise multiplication of pairs (Z1, Z2) of matrices
over C on the left (on the right) with a matrix over C determine the operator space
structure on V . The canonical (i.e., with ‖1‖1 = 1) operator space structure on
W = C is uniquely determined. Consider the power series
∞∑
k=1
Z⊙αkfαk =
∞∑
k=1
ckpk(Z1, Z2) =
∞∑
k=1
ck
∑
π∈Sk+1
sign(π)Z
π(1)−1
1 Z2 · · ·Zπ(k+1)−11 Z2
with positive constants ck which will be defined later and αk = deg pk =
(k+1)(k+2)
2
(see Example 6.3 for more details on the polynomials pk). The αk-linear mappings
fαk are completely bounded. Indeed, by Proposition 7.49 we have
‖fαk‖Lαkcb = sup
n∈N, Z=(Z1,Z2)∈(Cn×n)2 : max{‖Z1‖,‖Z2‖}=1
ck‖pk(Z1, Z2)‖n
≤ ck(k + 1)! <∞.
Since the polynomials pk vanish identically on pairs of k×k matrices, for every fixed
n ∈ N and any Z = (Z1, Z2) ∈ (Cn×n)2 the series contains only the powers smaller
than αn and thus converges uniformly on (Cn×n)2. Therefore, ρ(Z) =∞ for every
Z ∈ Vnc. We also have ρunif(Z) = ∞ for every Z ∈ Vnc and Υnc,unif = Vnc. On
the other hand, any nonzero polynomial p in two noncommuting indeterminates is
not identically zero on pairs of square matrices of sufficiently large size due to the
absence of polynomial identities for matrices of all sizes — see [91, Example 1.4.4
and Theorem 1.4.5, page 22]. Therefore
sup
n∈N, Z=(Z1,Z2)∈(Cn×n)2 : max{‖Z1‖,‖Z2‖}=1
‖pk(Z1, Z2)‖n 6= 0.
Define
ck = k
αk
(
sup
n∈N, Z=(Z1,Z2)∈(Cn×n)2 : max{‖Z1‖,‖Z2‖}=1
‖pk(Z1, Z2)‖n
)−1
.
Then
‖fαk‖Lαk
cb
= kαk .
For any δ > 0 we have
sup
ℓ∈N
sup
W∈Bnc(01×1,δ)
‖W⊙ℓfℓ‖
= sup
k∈N
ckδ
αkkαk sup
n∈N, Z=(Z1,Z2)∈(Cn×n)2 : max{‖Z1‖,‖Z2‖}=1
‖pk(Z1, Z2)‖n
= sup
k∈N
(δk)αk =∞.
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Then by part 2 of Theorem 8.11 we have that 01×1 /∈ Υnc,unif−normal and thus
Υnc,unif−normal = ∅. Alternatively, we can compute
µunif−normal(01×1) = lim
δ→0
lim sup
ℓ→0
ℓ
√
sup
W∈Bnc(01×1,δ)
‖W⊙ℓfℓ‖ = lim
δ→0
lim
k→∞
δk =∞,
and thus ρunif−normal(01×1) = 0. By Remark 8.3 and Theorem 7.21, the sum of the
series, f(Z) =
∑∞
k=1 Z
⊙αkfαk is not uniformly analytic at 01×1.
Remark 8.15. It is not too difficult to modify Example 8.14 by changing the
coefficients ck so that Υnc,unif−normal ( Υnc,unif = (C2)nc contains a nc ball centered
at 01×1 of a given finite radius.
We consider now the case where V = Cd with some operator space structure
and we expand each term of the power series (8.1) obtaining a series along the free
monoid Gd. Our results will be the converse of Theorem 7.29. In other words, we
shall consider the convergence of power series of the form
(8.28)
∑
w∈Gd
(
X −
m⊕
α=1
Y
)⊙sw
fw.
Here Y = (Y1, . . . , Yd) ∈ (Cs×s)d is a given center; X = (X1, . . . , Xd) ∈ (Csm×sm)d,
m = 1, 2, . . .; Z⊙sw for w = gi1 · · · giℓ and Z = (Z1, . . . , Zd) ∈ (Csm×sm)d is defined
in (4.8); fw : (Cs×s)ℓ → Ws×s, w ∈ Gd, ℓ = |w|, is a given sequence of ℓ-linear
mappings (here C and, hence, Cs×s are equipped with the canonical operator space
structure); and conditions (4.14)–(4.17) are satisfied. The series (8.28) can be
alternatively written as∑
w∈Gd
(( m⊕
α=1
Aw,(0)
)
⊗
( m⊕
α=1
Aw,(1)
)
⊗ · · · ⊗
( m⊕
α=1
Aw,(|w|)
))
⋆ Z [w].
Here
fw = Aw,(0) ⊗Aw,(1) ⊗ · · · ⊗Aw,(|w|) ∈ Ws×s ⊗ Cs×s ⊗ · · · ⊗ Cs×s︸ ︷︷ ︸
|w| times
,
with the tensor product interpretation for the multilinear mappings fw (Remark
3.4), the sumless Sweedler notation (4.19), and the pseudo-power notation (4.21).
In the case s = 1, the series (8.28) becomes∑
w∈Gd
Zwfw,
with fw ∈ W ; more precisely, we identify the ℓ-linear mapping fw : Cℓ → W with
the vector fw(1, . . . , 1) ∈ W , and
(8.29) ‖Zwfw‖m = ‖Zw‖‖fw‖1
for every m ∈ N and Z ∈ (Cm×m)d (see [79, Proposition 1.10(ii)]), so that
(8.30) ‖fw‖Lℓcb = ‖fw‖1.
We associate with the series (8.28) the series (8.1) where the ℓ-linear mappings
fℓ : ((Cs×s)
d
)ℓ →Ws×s are defined by (5.5), so that (5.6) and (5.7) hold. Similarly
to Remark 4.5, conditions (4.14)–(4.17) on the linear mappings fw are easily seen
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to be equivalent to conditions (4.4)–(4.7) on the linear mappings fℓ. Notice that
the completely bounded norms of fℓ and of fw for all w with |w| = ℓ are related by
(8.31) ‖fℓ‖Lℓcb ≤
∑
|w|=ℓ
Cw1 ‖fw‖Lℓcb ,
where C1 = (‖π1‖cb, . . . , ‖πd‖cb) for the i-th coordinate mapping πi : Cd → C, and
(8.32) ‖fw‖Lℓcb ≤ C
w
2 ‖fℓ‖Lℓcb ,
where C2 = (‖e1‖1, . . . , ‖ed‖1).
Let X be a vector space over C with a direct sum decomposition X =⊕dj=1 Xj ,
and let Y = (Y1, . . . , Yd) ∈ X . A set Υ ⊆ X is called complete Reinhardt-like about
Y if for everyX = (X1, . . . , Xd) ∈ Υ and every t = (t1, . . . , td) ∈ Cd with |tj | ≤ 1 for
all j, one has Y +t◦(X−Y ) ∈ Υ, where t◦(X−Y ) := (t1(X1−Y1), . . . , td(Xd−Yd)).
Clearly, a complete Reinhardt-like set is complete circular. In the case of d = 1
we recover the definition of complete circular set. In the case where X = Cd and
Xj = Cej , j = 1, . . . , d, we recover the usual definition of complete Reinhardt set
[97, Page 8].
The following is an analogue of Lemma 8.10 for complete Reinhardt-like sets.
Lemma 8.16. Let X be a vector space over C with the direct sum decomposition
X = ⊕dj=1 Xj, let W be a Banach space over C, and let Γ ⊆ X be a complete
Reinhardt-like set about 0. Suppose that ω : X k → W is a k-linear mapping whose
restriction to the set
diag[X k] = {(W, . . . ,W︸ ︷︷ ︸
k times
) : W = (W1, . . . ,Wd) ∈ X}
is homogeneous in Wj of degree kj (so that k1 + · · · + kd = k), and suppose that
X = (X1, . . . , Xd) ∈ X . Then
sup
W∈ ⋃
t∈Dd
(t◦X+Γ)
‖ω(W, . . . ,W )‖ = sup
W∈X+Γ
‖ω(W, . . . ,W )‖,
where Dd = D
d
= {t = (t1, . . . , td) ∈ Cd : |tj | ≤ 1} is the closed unit polydisk,
X+Γ := {X+Z : Z ∈ Γ} is a complete Reinhardt-like set about X and ⋃
t∈Dd
(t◦X+Γ)
is a complete Reinhardt-like set about 0.
Proof. Fix an arbitrary Z0 ∈ Γ. Consider the function
φ : Dd →W , φ : t 7→ ω(t ◦X + Z0, . . . , t ◦X + Z0).
Clearly, φ is a polynomial in t1, . . . , td and hence φ is analytic. By the maxi-
mum principle, there exists t0 with |t0j | = 1, j = 1, . . . , d, such that ‖φ(t0)‖ =
max
t∈Dd ‖φ(t)‖. By the simultaneous homogeneity of ω,
‖ω(t0 ◦X + Z0, . . . , t0 ◦X + Z0)‖ = ‖ω(X + (t0)−1 ◦ Z0, . . . , X + (t0)−1 ◦ Z0)‖
≤ sup
Z∈Γ
‖ω(X + Z, . . . , X + Z)‖,
where (t0)−1 = ((t01)
−1, . . . , (t0d)
−1), since Γ is complete Reinhardt-like about 0.
This proves the lemma. 
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We shall be mostly interested in the case where X = (Cn×n)d and Xj = Cn×nej.
A nc set Υnc ⊆ (Cd)nc is called complete Reinhardt-like about Y ∈ (Cs×s)d if
(Υnc)sm ⊆ (Csm×sm)d is complete Reinhardt-like about
⊕m
α=1 Y for every m ∈ N.
For Y = (Y1, . . . , Yd) ∈ (Cs×s)d and r = (r1, . . . , rd) a d-tuple of positive
extended real numbers (i.e., 0 < rj ≤ ∞, j = 1, . . . , d), define the nc polydisk
centered at Y of multiradius r
(Dd)nc(Y, r)
=
{
Z = (Z1, . . . , Zd) ∈
∞∐
m=1
(
Csm×sm
)d
:
∥∥∥Zj − m⊕
α=1
Yj
∥∥∥
sm
< rj , j = 1, . . . , d
}
.
Clearly, (Dd)nc(Y, r) is a complete Reinhardt-like nc set about Y .
For r = (r1, . . . , rd) a d-tuple of nonnegative real numbers, we define
(8.33) µ(r) = lim sup
ℓ→∞
ℓ
√ ∑
w∈Gd : |w|=ℓ
rw‖fw‖Lℓcb .
Lemma 8.17. The function µ(·) is continuous on d-tuples of strictly positive
real numbers.
Proof. Let r0 = (r01 , . . . , r
0
d) ∈ Rd+ with r0j > 0 for all j = 1, . . . , d. Let ǫ > 0.
Then for all d-tuples r of positive real numbers satisfying 1− ǫ < r
0
j
rj
< 1 + ǫ for all
j = 1, . . . , d we have
(1− ǫ)µ(r) = µ((1 − ǫ)r) ≤ µ(r0) ≤ µ((1 + ǫ)r) = (1 + ǫ)µ(r),
since the function µ(·) is nondecreasing in each argument and homogeneous of
degree one. Therefore lim
r→r0 µ(r) = µ(r0), i.e., µ(·) is continuous at r0. 
We call nonnegative extended real numbers ρ1, . . . , ρd associated radii of nor-
mal convergence of the series (8.28) if µ(r) ≤ 1 for every r = (r1, . . . , rd) with
rj ≤ ρj , j = 1, . . . , d, and for every d-tuple r′ = (r′1, . . . , r′d) of nonnegative ex-
tended real numbers with r′j ≥ ρj so that strict inequality occurs for at least one
j, there exists a d-tuple r = (r1, . . . , rd) of nonnegative real numbers rj ≤ r′j ,
j = 1, . . . , d, such that µ(r) > 1.
Theorem 8.18. 1. The set of absolute convergence of the series (8.28),
(8.34) Υfree,abs =
∞∐
m=1
{
X ∈ (Csm×sm)d : ∑
w∈Gd
∥∥∥(X − m⊕
α=1
Y
)⊙sw
fw
∥∥∥
sm
<∞
}
⊆ Υnc ⊆ (Cd)nc,
is a nc set which is complete Reinhardt-like about Y . Here Υnc is the convergence
set (see Theorem 8.2) of the corresponding series (8.1); see (5.5) and (5.6).
2. The set
(8.35) Υfree,unif−normal =
{
X ∈ Υfree,abs : ∃δ > 0 such that∑
w∈Gd
sup
W∈Bnc(X,δ)
∥∥∥(W − mW⊕
α=1
Y
)⊙sw
fw
∥∥∥
smW
<∞
}
⊆ Υnc,unif−normal
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(see Theorem 8.11 for the definition of the set Υnc,unif−normal; here mW is the size
of a block matrix W with s× s blocks) is a uniformly-open subset of Υfree,abs which
is nonempty if and only if it contains Y . In this case, Υfree,unif−normal is complete
Reinhardt-like about Y (i.e., (Υfree,unif−normal)sm is a complete Reinhardt-like set
about
⊕m
α=1 Y for every m ∈ N).
3. For every m ∈ N and X ∈ (Υfree,unif−normal)sm there exists a uniformly-open
complete Reinhardt-like set Υfree,X about
⊕m
α=1 Y , which contains X and such that
(8.36)
∑
w∈Gd
sup
W∈Υfree,X
∥∥∥(W − mW⊕
α=1
Y
)⊙sw
fw
∥∥∥
smW
<∞.
4. Let ρ = (ρ1, . . . , ρd) be a d-tuple of associated radii of normal convergence
of the series (8.28). Then the series converges absolutely on every nc polydisk
(Dd)nc(Y, r) with rj < ρj for all j = 1, . . . , d, moreover
(8.37)
∑
w∈Gd
sup
W∈(Dd)nc(Y,r)
∥∥∥(W − mW⊕
α=1
Y
)⊙sw
fw
∥∥∥
smW
<∞.
For every r with rj ≥ ρj for all j = 1, . . . , d, so that strict inequality occurs for
at least one j, (8.37) fails. In the case s = 1, there exists Z ∈ (Dd)nc(Y, r) such
that the series (8.28) does not converge absolutely at Z. The set Υfree,unif−normal is
nonempty if and only if there exists a d-tuple of strictly positive associated radii of
normal convergence of the series (8.28).
Proof of Theorem 8.18. 1. The statements in this part are straightfor-
ward.
2 & 3. The inclusion in (8.35) and the fact that Υfree,unif−normal is a uniformly-
open subset of Υfree,abs are obvious.
Clearly, if Y ∈ Υfree,unif−normal, then Υfree,unif−normal is nonempty. Conversely,
suppose there exist m ∈ N and X ∈ (Υfree,unif−normal)sm. Then there exists δ > 0
such that
(8.38)
∑
w∈Gd
sup
W∈Bnc(X,δ)
∥∥∥(W − mW⊕
α=1
Y
)⊙sw
fw
∥∥∥
smW
<∞.
There exists a nc polydisk (Dd)nc(X,ρ) contained in Bnc(X, δ), e.g., one can set
ρj =
δ
d‖ej‖1 , j = 1, . . . , d, and then for W ∈ (Dd)nc(X,ρ)smk one has
∥∥∥W − k⊕
α=1
X
∥∥∥
smk
≤
d∑
j=1
∥∥∥Wj − k⊕
α=1
Xj
∥∥∥
smk
‖ej‖1 < δ,
i.e., W ∈ Bnc(X, δ)smk. Since Γ = (Dd)nc (
⊕m
α=1 Y,ρ) is a complete Reinhardt-like
nc set about
⊕m
α=1 Y , it follows from Lemma 8.16 that the inequality in (8.38)
holds with the suprema over Bnc(X, δ) replaced by the suprema over
Υfree,X :=
⋃
t∈Dd
(Dd)nc
(
m⊕
α=1
Y + t ◦
(
X −
m⊕
α=1
Y
)
,ρ
)
.
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This implies part 3 of the theorem with Υfree,X as above. In particular,
⊕m
α=1 Y ∈
Υfree,unif−normal and∑
w∈Gd
sup
W∈Bnc(
⊕
m
α=1 Y,δ)
∥∥∥(W − mW⊕
α=1
Y
)⊙sw
fw
∥∥∥
smW
<∞.
By picking up only W ∈ Bnc (
⊕m
α=1 Y, δ) of the form W =
⊕m
α=1 V , where V ∈
Bnc(Y, δ), we obtain that∑
w∈Gd
sup
V ∈Bnc(Y,δ)
∥∥∥(V − mV⊕
α=1
Y
)⊙sw
fw
∥∥∥
smV
<∞,
i.e., Y ∈ Υfree,unif−normal.
Since Y ∈ Υfree,unif−normal and since the union of complete Reinhardt-like sets
about
⊕m
α=1 Y for all m ∈ N is a complete Reinhardt-like set about Y , the set
Υfree,unif−normal =
⋃
X∈Υfree,unif−normal
Υfree,X
is a complete Reinhardt-like set about Y . This completes the proof of part 2.
4. Let ρ = (ρ1, . . . , ρd) be a d-tuple of associated radii of absolute convergence
of the series (8.28), and let r = (r1, . . . , rd) be a d-tuple of positive real numbers
such that rj < ρj . Then there exists ǫ > 0 small enough, so that r˜j = rj(1+ǫ) < ρj ,
j = 1, . . . , d. Then for r˜ = (r˜1, . . . , r˜d) we have µ(r˜) ≤ 1. Since the function µ(·) is
homogeneous of degree 1, we have
µ(r) =
µ(r˜)
1 + ǫ
≤ 1
1 + ǫ
.
Hence there exists ℓ0 ∈ N such that
ℓ
√∑
|w|=ℓ
rw‖fw‖Lℓcb <
1 + 0.5ǫ
1 + ǫ
< 1
for all ℓ > ℓ0. This implies that the series (8.28) converges absolutely on the nc
polydisk (Dd)nc(Y, r), moreover∑
w∈Gd
sup
W∈(Dd)nc(Y,r)
∥∥∥(W − mW⊕
α=1
Y
)⊙sw
fw
∥∥∥
smW
=
∞∑
ℓ=0
∑
|w|=ℓ
rw‖fw‖Lℓcb
<
ℓ0∑
ℓ=0
∑
|w|=ℓ
rw‖fw‖Lℓcb +
∞∑
ℓ=ℓ0+1
(
1 + 0.5ǫ
1 + ǫ
)ℓ
<∞.
Now suppose that r = (r1, . . . , rd) is a d-tuple of positive extended real numbers
with rj ≥ ρj for all j and ri > ρi for some i. Then there exists a d-tuple r˜ =
(r˜1, . . . , r˜d) of positive real numbers with r˜j < rj such that µ(r˜) > 1. Then there
exists ǫ > 0 such that µ(r˜) > 1 + ǫ. Hence
(8.39)
∑
|w|=ℓ
r˜w‖fw‖Lℓ
cb
> (1 + 0.5ǫ)ℓ > 1 + 0.5ℓǫ
for infinitely many ℓ ∈ N. Let S ⊆ N be the (infinite) set of all such ℓ’s. For any
ℓ ∈ S and w ∈ Gd with |w| = ℓ, using an argument similar to the one in Proposition
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7.49 we obtain that
‖fw‖Lℓ
cb
= sup{‖W⊙swfw‖sm :(8.40)
m ∈ N, W ∈ (Csm×sm)d, ‖Wj‖sm ≤ 1, j = 1, . . . , d}.
Therefore, there exist mw ∈ N and Ww ∈ (Dd)nc(0s×s, r˜)smw such that
‖W⊙sww fw‖smw > r˜w‖fw‖Lℓcb −
0.5ℓǫ
dℓ
.
Set m(ℓ) =
∑
|w|=ℓmw and W (ℓ) =
⊕
|w|=ℓ
(
Ww +
⊕mw
α=1 Y
)
. Then W (ℓ) ∈
(Dd)nc(Y, r˜)sm(ℓ) and∑
|w|=ℓ
∥∥∥(W (ℓ)− m(ℓ)⊕
α=1
Y
)⊙sw
fw‖sm(ℓ) >
∑
|w|=ℓ
r˜w‖fw‖Lℓcb − 0.5ℓǫ > 1.
Thus for r˜, and hence for r, (8.37) fails.
Now, let s = 1. Choosing r˜ ∈ (Dd)nc(01×1, r)1 as in the preceding paragraph,
we obtain from (8.29), (8.30), and (8.39), that∑
w∈Gd
‖r˜wfw‖1 =
∑
w∈Gd
r˜w‖fw‖L|w|cb =∞,
i.e., the series (8.28) does not converge absolutely at Z = r˜+ Y .
For the proof of the last statement, first suppose that ρ = (ρ1, . . . , ρd) is a d-
tuple of strictly positive associated radii of normal convergence of the series (8.28).
We have Bnc(Y, δ) ⊆ (Dd)nc(Y, (δ, . . . , δ)) ⊆ (Dd)nc(Y,ρ) for any positive real δ <
min
1≤j≤d
ρj , where for the first inclusion we used the fact that the block projections
πsij are completely contractive. By the (already proven) first statement of part 4,
(8.37) holds with r = (δ, . . . , δ). Then
(8.41)
∑
w∈Gd
sup
W∈Bnc(Y,δ)
∥∥∥(W − mW⊕
α=1
Y
)⊙sw
fw
∥∥∥
smW
<∞,
i.e., Y ∈ Υfree,unif−normal. Conversely, if Υfree,unif−normal is nonempty, then by part
2 of the theorem we have that Y ∈ Υfree,unif−normal. The latter means that (8.41)
holds for some δ > 0. Then there exists a polydisk (Dd)nc(Y, r0) contained in
Bnc(Y, δ), say for r
0
j =
δ
d‖ej‖1 , j = 1, . . . , d, so that (8.37) holds with r
0 in the place
of r. Clearly, in this case µ(r0) ≤ 1. Let
ρ1 = sup{r1 ≥ r01 : µ(r1, r02 , . . . , r0d) ≤ 1}.
Then for any positive real number r1 ≤ ρ1 we have µ(r1, r02 , . . . , r0d) ≤ 1 (in the case
of ρ1 <∞ this is a consequence of Lemma 8.17). Let
ρ2 = sup{r2 ≥ r02 : µ(r1, r2, r03, . . . , r0d) ≤ 1 for every r1 < ρ1}.
Then for any positive real numbers r1≤ρ1 and r2≤ρ2 we have µ(r1, r2, r03 , . . . , r0d)≤
1 (here we use Lemma 8.17 again in the case of ρ1 <∞ and/or ρ2 <∞). Continuing
this construction in an obvious way, we define ρ3, . . . , ρd−1, and finally,
ρd = sup{rd ≥ r0d : µ(r1, . . . , rd−1, rd) ≤ 1 for every r1 < ρ1, . . . , rd−1 < ρd−1}.
Then for any d-tuple r = (r1, . . . , rd) of positive real numbers rj ≤ ρj we have
µ(r) ≤ 1 (we use Lemma 8.17 again when ρj are finite). It is clear that ρ =
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(ρ1, . . . , ρd) is a d-tuple of strictly positive associated radii of normal convergence
of the series (8.28). 
Remark 8.19. It follows from the homogeneity and monotonicity of µ(·) that
we have the following trichotomy:
(1) µ(r) = ∞ for some, and hence for all, d-tuples r of strictly positive real
numbers; thus there is no strictly positive associated radii of normal con-
vergence of the series (8.28).
(2) 0 < µ(r) < ∞ for some, and hence for all, d-tuples r of strictly positive
real numbers; the argument in the last paragraph of the proof of Theorem
8.18 shows that there exists a d-tuple of strictly positive associated radii
of normal convergence of (8.28) not all of which equal ∞.
(3) µ(r) = 0 for some, and hence for all, d-tuples r of strictly positive real
numbers; thus the only d-tuple of associated radii of normal convergence
of (8.28) is (∞, . . . ,∞).
Remark 8.20. There exists a d-tuple of strictly positive associated radii of
normal convergence of the series (8.28) if and only if ρcb > 0 — see (8.19). One
direction is obvious since Υfree,unif−normal ⊆ Υnc,unif−normal. The other direction
follows by applying Theorem 7.29 (or Corollary 7.31) to the nc function f which
is uniformly analytic on Υnc,unif−normal. The statement also follows by direct esti-
mates. We obtain from (8.31), (8.32), (8.33), and (8.19) that
µ(r) ≤ (r ·C2)µcb =
( d∑
j=1
rj‖ej‖1
)
µcb,(8.42)
µcb ≤ µ(C1).(8.43)
These inequalities imply that µcb < ∞ if and only if µ(r) < ∞ for some d-tuple r
of strictly positive real numbers. Clearly, µcb < ∞ is equivalent to ρcb > 0, and
the conclusion follows from Remark 8.19.
For power series in several complex variables, the classical Abel lemma states
that if the terms of the series at a point µ = (µ1, . . . , µd) are bounded, then the
series converges absolutely and locally normally in the polydisk with multiradius
(|µ1|, . . . , |µd|) — see [97, Page 19]. We proceed to establish a noncommutative
counterpart of this statement.
For Y = (Y1, . . . , Yd) ∈ (Cs×s)d and r = (r1, . . . , rd) a d-tuple of positive
extended real numbers, define the nc diamond centered at Y of multiradius r
(♦d)nc(Y, r) :=
∞∐
m=1
{
Z = (Z1, . . . , Zd) ∈
(
Csm×sm
)d
:
d∑
j=1
‖Zj −
⊕m
α=1 Yj‖
rj
< 1
}
.
Notice that ♦nc(Y, r) = (♦d)nc(Y, r) with r =
(
r
‖e1‖1 , . . . ,
r
‖ed‖1
)
— see (7.38).
Theorem 8.21. 1. Suppose there exist µ = (µ1, . . . , µd) ∈ Cd with all µj 6= 0
and C > 0 such that |µw|‖fw‖L|w|cb ≤ C for every w ∈ Gd (in the case s = 1 this
means that the terms of the series (8.28) at Y + µ are bounded). Then the series
(8.28) converges absolutely on every nc diamond (♦d)nc(Y, r) with rj < |µj | for all
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j = 1, . . . , d. Moreover,
(8.44)
∑
w∈Gd
sup
W∈(♦d)nc(Y,r)
∥∥∥(W − mW⊕
α=1
Y
)⊙sw
fw
∥∥∥
smW
<∞;
here mW is the size of a block matrix W with s× s blocks.
2. Assume there exist m ∈ N and X = (X1, . . . , Xd) ∈ (Csm×sm)d such that
the terms of the series (8.28) are bounded on some uniformly-open neighborhood of
X, i.e., there exist δ > 0 and C > 0 such that ‖(W −⊕mWα=1 Y )⊙swfw‖smW ≤ C
for every W ∈ Bnc(X, δ) and w ∈ Gd. Then the set Υfree,unif−normal is nonempty.
Proof. 1. We may assume that 0 < rj < (1 − ǫ)|µj | for some ǫ > 0 and for
all j = 1, . . . , d. Then
∑
w∈Gd
sup
W∈(♦d)nc(0s×s,r)
‖W⊙swfw‖ =
∞∑
ℓ=0
∑
|w|=ℓ
sup
W∈(♦d)nc(0s×s,r)
‖W⊙swfw‖
=
∞∑
ℓ=0
∑
|w|=ℓ
sup
W∈(♦d)nc(0s×s,r)
(‖W1‖
r1
, . . . ,
‖Wd‖
rd
)w
rw‖fw‖Lℓcb
<
∞∑
ℓ=0
(1− ǫ)ℓ
∑
|w|=ℓ
sup
W∈(♦d)nc(0s×s,r)
(‖W1‖
r1
, . . . ,
‖Wd‖
rd
)w
|µw|‖fw‖Lℓcb
≤ C
∞∑
ℓ=0
(1− ǫ)ℓ
∑
|w|=ℓ
sup
W∈(♦d)nc(0s×s,r)
(‖W1‖
r1
, . . . ,
‖Wd‖
rd
)w
.
For any fixed ℓ and any w ∈ Gd with |w| = ℓ there exists Ww ∈ (♦d)nc(0s×s, r)
such that
sup
W∈(♦d)nc(0s×s,r)
(‖W1‖
r1
, . . . ,
‖Wd‖
rd
)w
≤ (1 + ǫ)ℓ
(‖(Ww)1‖
r1
, . . . ,
‖(Ww)d‖
rd
)w
.
Define W (ℓ) =
⊕
|w|=ℓWw ∈ (♦d)nc(0s×s, r). Clearly,(‖(Ww)1‖
r1
, . . . ,
‖(Ww)d‖
rd
)w
≤
(‖W (ℓ)1‖
r1
, . . . ,
‖W (ℓ)d‖
rd
)w
.
Therefore,∑
w∈Gd
sup
W∈(♦d)nc(0s×s,r)
‖W⊙swfw‖
≤ C
∞∑
ℓ=0
(1− ǫ2)ℓ
∑
|w|=ℓ
(‖W (ℓ)1‖
r1
, . . . ,
‖W (ℓ)d‖
rd
)w
= C
∞∑
ℓ=0
(1− ǫ2)ℓ
( d∑
j=1
‖W (ℓ)j‖
rj
)ℓ
< C
∞∑
ℓ=0
(1− ǫ2)ℓ = C
ǫ2
<∞,
i.e., (8.44) holds. In the case s = 1 we have by (8.29) and (8.30) that
‖fw(µ1, . . . , µd)‖1 = |µw|‖fw‖L|w|cb ≤ C, w ∈ Gd.
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2. By Lemma 8.10, the inequality
sup
W∈Bnc(X,δ)
∥∥∥(W − mW⊕
α=1
Y
)⊙sw
fw
∥∥∥
smW
≤ C, w ∈ Gd,
holds with the suprema over Bnc(X, δ) replaced by the suprema over⋃
ζ∈D
Bnc
(
m⊕
α=1
Y + ζ
(
X −
m⊕
α=1
Y
)
, δ
)
.
In particular, taking ζ = 0 we obtain that
sup
W∈Bnc(
⊕
m
α=1 Y,δ)
∥∥∥(W − mW⊕
α=1
Y
)⊙sw
fw
∥∥∥
smW
≤ C, w ∈ Gd.
By picking up only W ∈ Bnc
(⊕m
α=1 Y, δ
)
of the form W =
⊕m
α=1 V , where V ∈
Bnc(Y, δ), we obtain that
sup
V ∈Bnc(Y,δ)
∥∥∥(V − mV⊕
α=1
)⊙sw
fw
∥∥∥
smV
≤ C, w ∈ Gd.
As in the proof of Theorem 8.18, we can find a nc polydisk (Dd)nc(Y,ρ) which is
contained in Bnc(Y, δ), with ρj =
δ
d‖ej‖1 , j = 1, . . . , d. Then
ρ
w‖fw‖L|w|cb = supW∈(Dd)nc(Y,ρ)
(∥∥∥V1−mV⊕
α=1
Y1
∥∥∥
smV
, . . . ,
∥∥∥Vd−mV⊕
α=1
Yd
∥∥∥
smV
)w
‖fw‖L|w|cb
= sup
V ∈(Dd)nc(Y,ρ)
∥∥∥(V − mV⊕
α=1
Y
)⊙sw
fw‖smV ≤ C, w ∈ Gd.
By part 1 of the theorem for µ = ρ and every r = (r1, . . . , rd) with 0 < rj < µj ,
j = 1, . . . , d, (8.44) holds. Clearly, the nc diamond (♦d)nc(Y, r) is open in the
uniformly-open topology on (Cd)nc. In particular, Y is its interior point. Indeed,
Bnc(Y,
1
d min1≤j≤d rj) ⊆ (♦d)nc(Y, r). Therefore, we obtain that∑
w∈Gd
sup
W∈Bnc(Y, 1d min1≤j≤d rj)
∥∥∥(W − mW⊕
α=1
Y
)⊙sw
fw
∥∥∥
smW
<∞,
i.e., Y ∈ Υfree,unif−normal. 
Remark 8.22. It follows from Theorem 8.21, part 1, that one can formulate
an analogue of Theorem 8.18, part 4, for nc diamonds rather than nc polydisks,
replacing (8.33) by
(8.45) µ♦(r) = lim sup
ℓ→∞
ℓ
√
max
w∈Gd : |w|=ℓ
rw‖fw‖Lℓcb
and defining the corresponding associated radii of normal convergence.
For power series in several complex variables, the union of polydiscs of (abso-
lute) convergence equals the interior of the set of locally normal convergence equals
the interior of the set of absolute convergence equals the interior of the set of con-
vergence. On the other hand, the interior of the set of convergence of a power series
in several complex variables may be strictly contained in the interior of the set of
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convergence of the corresponding series of homogeneous polynomials — consider,
e.g., the power series
∑∞
n=0(z1 + z2)
n.
In the noncommutative setting we have, for the series (8.28), the following
sequence of inclusions:
(8.46)⋃
ρ
(Dd)nc(0s×s,ρ) ⊆ Υfree,unif−normal ⊆ IntΥfree,abs ⊆ IntΥfree,≺ ⊆ Υnc,unif.
Here the union is taken over all d-tuples ρ = (ρ1, . . . , ρd) of strictly positive asso-
ciated radii of normal convergence, Int denotes the interior in the uniformly-open
topology, Υfree,≺ is the convergence set of the series (8.28) with respect to some
order ≺ on the free monoid Gd which is compatible with the word length (i.e.,
w ≺ w′ =⇒ |w| < |w′|), and Υnc,unif = IntΥnc (see Theorem 8.11).
We will calculate various sets appearing in (8.46) for several examples. We
need the following lemma (where rspec(Z) denotes the spectral radius of a matrix
Z).
Lemma 8.23.
lim
δ→0
lim sup
ℓ→∞
ℓ
√
sup
W∈Bnc(Z,δ)
‖W ℓ‖ = lim
δ→0
lim inf
ℓ→∞ ℓ
√
sup
W∈Bnc(Z,δ)
‖W ℓ‖ = rspec(Z).
Proof. Suppose Z ∈ Cs×s and let ǫ > 0. Using the lower semicontinuity of
the spectral radius for elements of L(ℓ2) [61, page 167], we obtain that there exists
δ > 0 such that
rspec(X) < rspec
( ∞⊕
α=1
Z
)
+ ǫ = rspec(Z) + ǫ
for everyX ∈ L(ℓ2) with ‖X−⊕∞α=1 Z‖ < δ. It follows that rspec(W ) < rspec(Z)+ǫ
for every W ∈ Bnc(Z, δ) (by taking X =
⊕∞
β=1W ). Set
Mℓ := sup
W∈Bnc(Z,δ)
‖W ℓ‖, ℓ ∈ N.
Then for any fixed ℓ we have Mℓ ≤ (‖Z‖ + δ)ℓ < ∞. Next, for every fixed ℓ one
can find Wℓ ∈ Bnc(Z, δ) such that ‖W ℓℓ ‖ ≥ Mℓ2 . Set X :=
⊕∞
ℓ=1Wℓ ∈ L(ℓ2). Since
rspec(X) = supℓ rspec(Wℓ) and rspec(Wℓ) < rspec(Z) + ǫ, we have
rspec(Z) + ǫ ≥ rspec(X) = lim
ℓ→∞
ℓ
√
‖Xℓ‖ ≥ lim sup
ℓ→∞
ℓ
√
‖W ℓℓ ‖ ≥ lim sup
ℓ→∞
ℓ
√
Mℓ
2
= lim sup
ℓ→∞
ℓ
√
Mℓ = lim sup
ℓ→∞
ℓ
√
sup
W∈Bnc(Z,δ)
‖W ℓ‖ ≥ lim
δ→0
lim inf
ℓ→∞ ℓ
√
sup
W∈Bnc(Z,δ)
‖W ℓ‖
≥ lim
ℓ→∞
ℓ
√
‖Zℓ‖ = rspec(Z).
We conclude that
lim
δ→0
lim sup
ℓ→∞
ℓ
√
sup
W∈Bnc(Z,δ)
‖W ℓ‖ = lim
δ→0
lim inf
ℓ→∞ ℓ
√
sup
W∈Bnc(Z,δ)
‖W ℓ‖ = rspec(Z)
as required. 
The following two examples show that the first inclusion in (8.46) can be proper.
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Example 8.24. Let d = 1 and s = 1, i.e., (8.1) and (8.28) both collapse to
(8.47)
∞∑
ℓ=0
Zℓfℓ,
where Z ∈ Cm×m, m = 1, 2, . . ., for a given sequence of vectors fℓ ∈ W . Let ρ =(
lim supℓ→∞
ℓ
√‖fℓ‖)−1 be the (unique associated) radius of normal convergence;
of course, ρ = ρcb = ρm for all m. Then clearly
ρ(Z) =
ρ
rspec(Z)
,
with the convention that the fraction equals ∞ when the denominator is zero,
irrespectively of the numerator. It follows from Lemma 8.23 that if ρ and rspec(Z)
are not both zero, then we have also
ρunif−normal(Z) =
ρ
rspec(Z)
.
Indeed,
ρ(Z) ≥ ρunif−normal(Z) = 1
lim
δ→0
lim sup
ℓ→∞
ℓ
√
sup
W∈Bnc(Z,δ)
‖W ℓfℓ‖
=
1
lim
δ→0
lim sup
ℓ→∞
ℓ
√
sup
W∈Bnc(Z,δ)
‖W ℓ‖‖fℓ‖
≥ 1
lim
δ→0
lim sup
ℓ→∞
ℓ
√
sup
W∈Bnc(Z,δ)
‖W ℓ‖ lim sup
ℓ→∞
ℓ
√‖fℓ‖ = ρrspec(Z) = ρ(Z),
which implies the required equality. It follows that
Υnc,unif−normal = Υnc,unif = Υnc,norm = {Z ∈ Cnc : rspec(Z) < ρ} .
Of course, Υfree,unif−normal = Υnc,unif−normal; except for the cases ρ = 0 and ρ =∞
this is a much bigger set than
(D1)nc(01×1,ρ) = {Z ∈ Cnc : ‖Z‖ < ρ} .
Example 8.25. Consider the series
∞∑
n=0
(Z1Z2)
n.
We have
µ(r) = lim sup
n→∞
2n
√
rn1 r
n
2 =
√
r1r2.
It follows that a pair ρ = (ρ1, ρ2) of strictly positive extended real numbers is a
pair of associated radii of normal convergence of the series if and only if ρ1ρ2 = 1,
and ⋃
ρ
(D2)nc(01×1,ρ) =
{
(Z1, Z2) ∈ (C2)nc : ‖Z1Z2‖ < 1
}
.
It is clear that the convergence set of this series is
Υnc = {(Z1, Z2) ∈ (C2)nc : rspec(Z1Z2) < 1},
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and ρ(Z) = (rspec(Z1Z2))
−1. It follows from Lemma 8.23 that
ρ(Z) ≥ ρunif−normal(Z) =
(
lim
δ→0
lim sup
ℓ→∞
ℓ
√
sup
(W1,W2)∈Bnc(Z,δ)
‖(W1W2)ℓ‖
)−1
≥
(
lim
δ→0
lim sup
ℓ→∞
ℓ
√
sup
(W )∈Bnc(Z1Z2,δ)
‖W ℓ‖
)−1
= (rspec(Z1Z2))
−1 = ρ(Z),
and therefore
Υnc,unif−normal = Υnc,unif = Υnc,norm = {(Z1, Z2) ∈ (C2)nc : rspec(Z1Z2) < 1}.
Since each homogeneous polynomial in the series has only one term, the convergence
of this series along the free monoid is the same as its convergence as a series of
homogeneous polynomials, so that Υfree,unif−normal = Υnc,unif−normal. Similarly to
the previous example, the second set in (8.46) is much bigger than the first one.
The following two examples show that the last inclusion in (8.46) may be proper.
The first example also shows that, unlike in the classical Abel lemma, the conver-
gence of the series (8.28) at a point µ = (µ1, . . . , µd) ∈ Cd does not imply its
convergence on the nc polydisk of multiradius (|µ1|, . . . , |µd|). The second example
also shows that the TT series along Gd of a uniformly analytic nc function does not
necessarily converge on a nc polydisk when the nc function is bounded there — cf.
Theorem 7.29 and Corollary 7.31.
Example 8.26. Let d > 1 and let us consider “nc geometric series”
(8.48)
∑
w∈Gd
Zw,
where Z ∈ Cm×m, m = 1, 2, . . . (i.e., s = 1, W = C, and fw = 1 for all w ∈ Gd).
Notice that ∑
w∈Gd, |w|=ℓ
Zw = (Z1 + · · ·+ Zd)ℓ,
therefore
Υnc =
{
(Z1, . . . , Zd) ∈ (Cd)nc : rspec(Z1 + · · ·+ Zd) < 1
}
and ρ(Z) = (rspec(Z1 + · · · + Zd))−1. Similarly to Example 8.25, it follows from
Lemma 8.23 that
(8.49) Υnc,unif−normal = Υnc,unif = Υnc,norm
=
{
(Z1, . . . , Zd) ∈ (Cd)nc : rspec(Z1 + · · ·+ Zd) < 1
}
as well. Notice that the set Υfree,prec is properly contained in (8.49) for any order
≺ on Gd which is compatible with the word length — because rspec(Zw) < 1 for
every w ∈ Gd is a necessary condition for the convergence of the series (8.48), and
there are plenty of d-tuples of matrices in (8.49) which violate this condition.
Next, for a d-tuple r = (r1, . . . , rd) of nonnegative real numbers, µ(r) = r1 +
· · · + rd. Therefore a d-tuple ρ = (ρ1, . . . , ρd) of strictly positive extended real
numbers is a d-tuple of associated radii of normal convergence if and only if ρ1 +
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· · ·+ ρd = 1, so that
(8.50)
⋃
ρ
(Dd)nc(01×1,ρ) =
{
Z ∈ (Cd)nc : ‖Z1‖+ · · ·+ ‖Zd‖ < 1
}
= (♦d)nc(01×1, (1, . . . , 1)).
On the other hand, for a d-tuple r = (r1, . . . , rd) of nonnegative real numbers,
µ♦(r) = maxj rj . Therefore a d-tuple ρ = (ρ1, . . . , ρd) of strictly positive extended
real numbers is a d-tuple of associated radii of normal convergence in the sense of
diamonds — see Remark 8.22 — if and only if ρ1 = · · · = ρd = 1, so that the set
(8.50) coincides with
⋃
ρ
(♦d)nc(01×1,ρ) where the union is taken over all d-tuples
ρ = (ρ1, . . . , ρd) of of strictly positive associated radii of normal convergence in the
sense of diamonds.
Clearly, Z ∈ Υfree,≺ if and only if Z ∈ Υnc, i.e., rspec(Z1 + · · ·+ Zd) < 1, and
lim
w1w2,|w1|=|w2|→∞
∑
w1ww2
Zw = 0.
Let d = 2 and let ζ ∈ C, 1
2
< |ζ| < 1. It folows that (ζ,−ζ) ∈ Υfree,≺ if and only if
(8.51) lim
w1w2,|w1|=|w2|→∞
ζ|w1|
∑
w1ww2
(−1)|w|2 = 0,
where |w|2 denotes the number of times the letter g2 appears in the word w. Notice
that the number of words of length ℓ with |w|2 even is the same as the number
of words of length ℓ with |w|2 odd and equals 2ℓ−1. Thus if we choose the order
≺ so that all the words of a given length with |w|2 even preceed all the words of
the same length with |w|2 odd, then (8.51) fails. On the other hand, if we choose
the order ≺ so that words with |w|2 even and words with |w|2 odd interlace, then
(8.51) holds. Therefore, (ζ,−ζ) /∈ Υfree,≺ or (ζ,−ζ) ∈ Υfree,≺, depending on the
choice of ≺. Furthemore, in the case where (ζ,−ζ) ∈ Υfree,≺ the series does not
converge on (D2)nc(01×1, (|ζ|, |ζ|)), e.g., it does not converge at the point (ǫζ, ǫζ)
for 12|ζ| < ǫ < 1.
Example 8.27. Consider
f(Z) = (I −Z(Z)⊗A)−1 = (I − Z1(P1A)− Z2(P2A))−1,
where
A =
[
a11 a12
a21 a22
]
, P1 =
[
1 0
0 0
]
, P2 =
[
0 0
0 1
]
are 2× 2 matrices over C, and Z(Z) =
[
Z1 0
0 Z2
]
= Z1⊗P1+Z2⊗P2 is a 2n× 2n
matrix over C for every n ∈ N and Z ∈ Cn×n. It is easy to see that f is a uniformly
analytic nc function on the uniformly-open nc set{
Z ∈ (C2)nc : det(I −Z(Z)⊗A) 6= 0
}
.
From now on, we assume that ‖A‖ < 1, so that f is bounded by (1 − ‖A‖)−1
on (D2)nc(01×1, (1, . . . , 1)). The TT series of f at 01×1 is
∞∑
ℓ=0
(Z(Z)⊗A)ℓ.
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For this series, it is clear that
Υnc =
{
Z ∈ (C2)nc : rspec(Z(Z)⊗A) < 1
}
and ρ(Z) = (rspec(Z(Z)⊗A))−1. Using Lemma 8.23, we obtain that
Υnc,unif−normal = Υnc,unif = Υnc,norm =
{
Z ∈ (C2)nc : rspec(Z(Z)⊗A) < 1
}
as well.
We consider now the corresponding series along G2. The (i, j)-th entry of the
sum is given by
δij +
∞∑
ℓ=0
∑
1≤i1,...,iℓ−1≤2
aii1ai1i2 · · ·aiℓ−1jZiZi1 · · ·Ziℓ−1 ,
for all i, j = 1, 2. For (z1, z2) ∈ C2, the series converges absolutely if and only if
the series
(8.52)
∞∑
ℓ=0
([|z1| 0
0 |z2|
] [|a11| |a12|
|a21| |a22|
])ℓ
converges. We choose A with ‖A‖ < 1 and rspec
[|a11| |a12|
|a21| |a22|
]
> 1, e.g.,
A =
1− ǫ√
2
[
1 −1
1 1
]
,
with ǫ > 0 small enough. Then for |z1|, |z2| < 1 sufficiently close to 1, the series
(8.52) diverges.
CHAPTER 9
Direct summands extensions of nc sets and nc
functions
In this chapter, we consider a natural extension of a similarity invariant nc set
Ω to a larger nc set, Ωd.s.e. which contains all direct summands of matrices from
Ω, and the corresponding extension of nc functions on Ω to nc functions on Ωd.s.e..
Clearly, Ωd.s.e. includes not only Ω, but also the set radΩ which was introduced in
Section 7.2—see the paragraph preceding Proposition 7.15.
Let M be a module over a commutative unital ring R, and let Ω ⊆Mnc be a
similarity invariant nc set. We define the direct summands extension of Ω by
(9.1) Ωd.s.e. := {X ∈ Mnc : X ⊕ Y ∈ Ω for some Y ∈Mnc}.
Since Ω is invariant under similarities, in particular, when a similarity matrix is a
permutation of rows (columns), X ∈ Ωd.s.e. if and only if Y 1 ⊕ X ⊕ Y 2 ∈ Ω for
some Y 1, Y 2 ∈ Mnc.
Proposition 9.1. Let Ω ⊆Mnc be a similarity invariant nc set. Then
(1) Ωd.s.e. is a radical similarity invariant nc set;
(2) If Ω is right (resp., left) admissible, then so is Ωd.s.e.;
(3) If Ω is finitely open (resp., open, uniformly-open), then so is Ωd.s.e.; more-
over, if Ω is uniformly-open, then Ωd.s.e. is τ-open (see Section 7.2 for the
definition of the pseudometric τ).
Proof. (1) If X1, X2 ∈ Ωd.s.e., then X1⊕ Y 1 ∈ Ω and X2⊕ Y 2 ∈ Ω for some
Y 1, Y 2 ∈Mnc. Since Ω is a nc set, X1 ⊕ Y 1 ⊕X2 ⊕ Y 2 ∈ Ω. Since Ω is similarity
invariant, and the matrix X1⊕ Y 1⊕X2⊕ Y 2 is similar, with the similarity matrix
being a permutation, to X1 ⊕X2 ⊕ Y 1 ⊕ Y 2, the latter belongs to Ω. Therefore,
X1 ⊕X2 ∈ Ωd.s.e., and we conclude that Ωd.s.e. is a nc set.
Let X ∈ (Ωd.s.e.)n and let S ∈ Rn×n be invertible. Then X ⊕ Y ∈ Ωn+m for
some m ∈ N and Y ∈Mm×m, and since Ω is similarity invariant,
SXS−1 ⊕ Y = (S ⊕ Im)(X ⊕ Y )(S ⊕ Im)−1 ∈ Ωn+m.
Therefore, SXS−1 ∈ (Ωd.s.e.)n, and we conclude that Ωd.s.e. is similarity invariant.
Suppose that Y ∈ rad Ωd.s.e.. Then X =
⊕m
α=1 Y ∈ Ωd.s.e. for some m ∈ N.
Therefore, X ⊕ Z ∈ Ω for some Z ∈ Mnc, i.e.,
Y ⊕
(m−1⊕
α=1
Y
)
⊕ Z ∈ Ω.
Hence, Y ∈ Ωd.s.e.. This proves the inclusion rad Ωd.s.e. ⊆ Ωd.s.e.. Together with
the obvious inclusion rad Ωd.s.e. ⊇ Ωd.s.e., this implies that rad Ωd.s.e. = Ωd.s.e., i.e.,
the set Ωd.s.e. is radical.
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(2) Suppose that Ω is right admissible. Let X1 ∈ (Ωd.s.e.)n1 , X2 ∈ (Ωd.s.e.)n2 ,
and Z ∈ Mn1×n2 . Then there exist m1,m2 ∈ N and Y 1 ∈ Mm1×m1 , Y 2 ∈
Mm2×m2 such that X1 ⊕ Y 1 ∈ Ωn1+m1 and X2 ⊕ Y 2 ∈ Ωn2+m2 . Since Ω is a
similarity invariant right admissible nc set, by Proposition A.2,
X1 0 Z 0
0 Y 1 0 0
0 0 X2 0
0 0 0 Y 2
 ∈ Ωn1+m1+n2+m2 .
The latter matrix is similar, with the similarity matrix being a permutation, to
X1 Z 0 0
0 X2 0 0
0 0 Y 1 0
0 0 0 Y 2
 ,
which therefore also belongs to Ωn1+m1+n2+m2 = Ωn1+n2+m1+m2 . Hence,[
X1 Z
0 X2
]
∈ (Ωd.s.e.)n1+n2 ,
and we conclude that Ωd.s.e. is right admissible.
The statement for a left admissible Ω is proved analogously.
(3) LetM = V be a vector space over C, and let the nc set Ω ⊆ Vnc be finitely
open. Let X ∈ (Ωd.s.e.)n. Then there exist m ∈ N and Y ∈ Vm×m such that
X ⊕ Y ∈ Ωn+m. Let U be a finite-dimensional subspace of Vn×n which contains
X . Then the space U ⊕ span{Y } := {U ⊕ αY : U ∈ U , α ∈ C} is finite-dimensional
and contains Y . Since Ωn+m is finitely open, there exists an open neighborhood Γ
of X ⊕ Y in U ⊕ span{Y } which is contained in Ωn+m. Moreover, one can choose
such a neighborhood of the form Γ = Φ⊕Ψ where Φ is an open neighborhood of X
in U , and Ψ is an open neighborhood of Y in span{Y }. Since for every U ∈ Φ and
W ∈ Ψ one has U ⊕W ∈ Γ ⊆ Ωn+m, we have that Φ ⊆ (Ωd.s.e.)n. We conclude
that Ωd.s.e. is finitely open.
Let M = V be a Banach space equipped with an admissible system of matrix
norms over V , and let the nc set Ω ⊆ Vnc be open. Let X ∈ (Ωd.s.e.)n. Then
there exist m ∈ N and Y ∈ Vm×m such that X ⊕ Y ∈ Ωn+m. Let ǫ > 0 be such
that B(X ⊕ Y, ǫ) ⊆ Ωn+m. Set δ := C′1(n,m)−1ǫ (see (7.1) where C′1(n,m) is
introduced). Then for every U ∈ B(X, δ) one has U ⊕ Y ∈ B(X ⊕ Y, ǫ) ⊆ Ωn+m,
hence U ∈ (Ωd.s.e.)n. We conclude that Ωd.s.e. is open.
Let M = V be an operator space, and let the nc set Ω ⊆ Vnc be uniformly-
open. Let X ∈ (Ωd.s.e.)n. Then there exist m ∈ N and Y ∈ Vm×m such that
X ⊕ Y ∈ Ωn+m. Let ǫ > 0 be such that Bnc(X ⊕ Y, ǫ) ⊆ Ω. Let Z ∈ Bnc(X, ǫ)nk,
and let U ∈ R(n+m)k×(n+m)k be a permutation matrix such that
(9.2) U
( k⊕
α=1
(X ⊕ Y )
)
U−1 =
( k⊕
α=1
X
)
⊕
( k⊕
β=1
Y
)
.
Since Ω is a similarity invariant nc set, this matrix belongs to Ω(n+m)k. Since U is
unitary,
(9.3) U−1
(
Z ⊕
k⊕
β=1
Y
)
U ∈ Bnc(X ⊕ Y, ǫ) ⊆ Ω(n+m)k,
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and since Ω is similarity invariant, Z ⊕⊕kβ=1 Y ∈ Ω(n+m)k. Therefore, Z ∈
(Ωd.s.e.)nk. This proves that Bnc(X, ǫ) ⊆ Ωd.s.e., and we conclude that Ωd.s.e. is
uniformly-open. 
We define next a direct summands extension fd.s.e. of a nc function f .
Proposition 9.2. Let M, N be modules over a unital commutative ring R,
let Ω ⊆Mnc be a similarity invariant nc set, and let f : Ω→ Nnc be a nc function.
Then
(1) There exists a uniquely determined direct summands extension of f , i.e.,
a nc function fd.s.e. : Ωd.s.e. → Nnc such that fd.s.e.|Ω = f ;
(2) If R = K is an infinite field, Ω = ∐∞m=1Msm×sm and f |Msm×sm is
polynomial on slices for every m ∈ N, then Ωd.s.e. = Mnc and fd.s.e.
is polynomial on slices; if, furthermore, the degrees of f |Msm×sm, m =
1, 2, . . ., are bounded, then so are the degrees of fd.s.e.|Mn×n, n = 1, 2, . . .,
so that fd.s.e. is a nc polynomial over M;
(3) If M = V is a vector space over C, N = W is a Banach space equipped
with an admissible system of matrix norms over W, Ω ⊆ Vnc is a finitely
open nc set, and f is G-differentiable on Ω, then fd.s.e. is G-differentiable
on Ωd.s.e.; moreover, if X ∈ (Ωd.s.e.)n, Z ∈ Vn×n, and X ⊕ Y ∈ Ωn+m,
then
δf(X ⊕ Y )(Z ⊕ 0m×m) = δfd.s.e.(X)(Z)⊕ fd.s.e.(Y );
(4) IfM = V and N =W are Banach spaces equipped with admissible systems
of matrix norms over V and over W, Ω ⊆ Vnc is an open nc set, and f is
analytic on Ω, then fd.s.e. is analytic on Ωd.s.e.;
(5) If M = V and N = W are operator spaces, Ω ⊆ Vnc is a uniformly-open
nc set, and f is uniformly analytic on Ω, then fd.s.e. is uniformly analytic
on Ωd.s.e..
Proof. (1) Let X ∈ (Ωd.s.e.)n. Then there exist m ∈ N and Y ∈ Mm×m
such that X ⊕ Y ∈ Ωn+m. The matrix µIn ⊕ νIm ∈ R(n+m)×(n+m), with arbitrary
distinct µ, ν ∈ R, commutes with X ⊕ Y . Hence, µIn ⊕ νIm commutes with
f(X ⊕ Y ). This is possible only if f(X ⊕ Y ) = A⊕ B, with some A ∈ Nn×n and
B ∈ Nm×m. We will show now that A is independent of Y , i.e., is determined by
f and X only. Suppose X ⊕ Y ′ ∈ Ωn+m′ for some m′ ∈ N and Y ′ ∈ Mm′×m′ .
Then, using the same argument as above, we conclude that f(X ⊕ Y ′) = A′ ⊕ B′,
for some A′ ∈ Nn×n and B′ ∈ Nm′×m′ . Since
(X ⊕ Y )(In ⊕ 0m×m′) = (In ⊕ 0m×m′)(X ⊕ Y ′),
we must have
(A⊕B)(In ⊕ 0m×m′) = (In ⊕ 0m×m′)(A′ ⊕B′),
so that A = A′. We define fd.s.e.(X) := A. On the other hand, since Ω is similarity
invariant, we have that Y ∈ (Ωd.s.e.)m. An analogous argument then shows that B
is uniquely determined by f and Y , and we define fd.s.e.(Y ) := B.
The mapping fd.s.e. : Ωd.s.e. → Nnc is correctly defined. Indeed, by the similar-
ity invariance of Ω, if X ⊕ Y ∈ Ω and f(X ⊕ Y ) = A ⊕ B, then Y ⊕X ∈ Ω and
f(Y ⊕X) = B ⊕A.
Clearly, fd.s.e.((Ωd.s.e.)n) ⊆ Nn×n for every n ∈ N. Since, by Proposition
9.1, Ωd.s.e. is a nc set, we have for arbitrary X ∈ (Ωd.s.e.)n and X ′ ∈ (Ωd.s.e.)n′
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that X ⊕ X ′ ∈ (Ωd.s.e.)n+n′ and X ⊕ X ′ ⊕ Y ∈ Ωn+n′+m, with some m ∈ N and
Y ∈ Mm×m. Using the similarity invariance of Ω, we observe that
f(X ⊕X ′ ⊕ Y ) = fd.s.e.(X)⊕ fd.s.e.(X ′)⊕ fd.s.e.(Y ) = fd.s.e.(X ⊕X ′)⊕ fd.s.e.(Y ),
thus fd.s.e.(X ⊕X ′) = fd.s.e.(X)⊕ fd.s.e.(X ′), i.e., fd.s.e. respects direct sums.
IfX ∈ (Ωd.s.e.)n and S ∈ Rn×n is invertible, then, by Proposition 9.1, SXS−1 ∈
(Ωd.s.e.)n. We have X ⊕ Y ∈ Ωn+m for some m ∈ N and Y ∈ Mm×m. Since Ω is
similarity invariant, we also have that
SXS−1 ⊕ Y = (S ⊕ Im)(X ⊕ Y )(S ⊕ Im)−1 ∈ Ωn+m.
Then
fd.s.e.(SXS
−1)⊕ fd.s.e.(Y ) = f(SXS−1 ⊕ Y )
= f
(
(S ⊕ Im)(X ⊕ Y )(S ⊕ Im)−1
)
= (S ⊕ Im)f(X ⊕ Y )(S ⊕ Im)−1
= (S ⊕ Im)(fd.s.e.(X)⊕ fd.s.e.(Y ))(S ⊕ Im)−1 = Sfd.s.e.(X)S−1 ⊕ fd.s.e.(Y ),
thus fd.s.e.(SXS
−1) = Sfd.s.e.(X)S−1, i.e., fd.s.e. respects similarities.
We conclude that fd.s.e. is a nc function. By the construction, fd.s.e. extends f
to Ωd.s.e. and such an extended nc function is unique.
(2) It is obvious that Ωd.s.e. =Mnc. Let X ∈Mn×n. Then X ⊕ Y ∈Msm×sm
for some m ∈ N and Y ∈ M(sm−n)×(sm−n). Since f |Msm×sm is polynomial on slices
of some finite degree Msm, one has that, for an arbitrary Z ∈ Mn×n,
fX⊕Y,Z⊕0(sm−n)×(sm−n)(t) = f((X + tZ)⊕ Y ) = fd.s.e.(X + tZ)⊕ fd.s.e.(Y )
is a polynomial in t of degree at most Msm. Then so is (fd.s.e.)X,Z(t) = fd.s.e.(X +
tZ), and therefore, fd.s.e. is polynomial on slices. If, in addition, the degreesMsm of
f |Msm×sm , m = 1, 2, . . ., are bounded, then the degrees of fd.s.e.|Mn×n , n = 1, 2, . . .,
are bounded by the same constant. By Theorem 6.8, f |d.s.e. is a nc polynomial over
M with coefficients in N .
(3) Let X ∈ (Ωd.s.e.)n and Z ∈ Vn×n. Then X ⊕ Y ∈ Ωn+m for some m ∈ N
and Y ∈ Vm×m. Since Ω is finitely open, so is Ωd.s.e. by Proposition 9.1. Then
both X + tZ ∈ (Ωd.s.e.)n and (X + tZ)⊕ Y ∈ Ωn+m for a sufficiently small scalar
t. Since f is G-differentiable at X ⊕ Y , we have
δf(X ⊕ Y )(Z ⊕ 0m×m) = lim
t→0
f((X ⊕ Y ) + t(Z ⊕ 0m×m))− f(X ⊕ Y )
t
= lim
t→0
f((X + tZ)⊕ Y )− f(X ⊕ Y )
t
= lim
t→0
(fd.s.e.(X + tZ)⊕ fd.s.e.(Y ))− (fd.s.e.(X)⊕ fd.s.e.(Y ))
t
= lim
t→0
(fd.s.e.(X + tZ)− fd.s.e.(X))⊕ fd.s.e.(Y )
t
= lim
t→0
fd.s.e.(X + tZ)− fd.s.e.(X)
t
⊕ fd.s.e.(Y )
= δfd.s.e.(X)(Z)⊕ fd.s.e.(Y ),
i.e., δfd.s.e.(X)(Z) exists and is determined by δf(X ⊕ Y )(Z ⊕ 0m×m). Clearly,
δfd.s.e.(X)(Z) is independent of the choice of Y , since it is unique as a limit. We
conclude that fd.s.e. is G-differentiable on Ωd.s.e..
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(4) It suffices to show, either by the result of part (4) and the definition of an
analytic nc function or by Theorem 7.4, that fd.s.e. is locally bounded on Ωd.s.e..
Let X ∈ (Ωd.s.e.)n. Then X ⊕ Y ∈ Ωn+m for some m ∈ N and Y ∈ Vm×m. Since
Ωn+m is open and f is locally bounded on Ωn+m, there exists a constant K > 0
such that ‖f(W )‖n+m ≤ K for every W in some open ball B(X ⊕ Y, ǫ) ⊆ Ωn+m.
By Proposition 9.1, (Ωd.s.e.)n is open. Let δ < C
′
1(n,m)
−1ǫ be such that B(X, δ) ⊆
(Ωd.s.e.)n, where C
′
1(n,m) = C
′
1(V ;n,m) is the constant on the right-hand side of
(7.1) for V . Let Z ∈ B(X, δ) be arbitrary. Then Z ⊕ Y ∈ B(X ⊕ Y, ǫ) and
‖fd.s.e.(Z)‖n ≤ max{‖fd.s.e.(Z)‖n, ‖fd.s.e.(Y )‖m}
≤ C1(n,m)‖fd.s.e.(Z)⊕ fd.s.e.(Y )‖n+m
= C1(n,m)‖f(Z ⊕ Y )‖n+m ≤ C1(n,m)K,
where C1(n,m) = C1(W ;n,m) is the constant on the left-hand side of (7.1) for W .
Thus, fd.s.e. is locally bounded on Ωd.s.e..
(5) It suffices to show, either by the result of part (4) and the definition of a
uniformly analytic nc function or by Corollary 7.28, that fd.s.e. is uniformly locally
bounded on Ωd.s.e.. Let X ∈ (Ωd.s.e.)n. Then X ⊕ Y ∈ Ωn+m for some m ∈ N and
Y ∈ Vm×m. Since Ω is uniformly-open and f is uniformly locally bounded on Ω,
there exists a constant K > 0 such that ‖f(W )‖nW ≤ K for every W in some open
nc ball Bnc(X ⊕ Y, ǫ) ⊆ Ω (here nW is the size of the matrix W ). By Proposition
9.1, Ωd.s.e. is uniformly-open. Moreover, the argument in the proof of Proposition
9.1 implies that Bnc(X, ǫ) ⊆ Ωd.s.e.: for an arbitrary Z ∈ Bnc(X, ǫ)nk, one has (9.3)
with the permutation matrix U defined by (9.2). By the properties of operator
space norms,
‖fd.s.e.(Z)‖nk ≤
∥∥∥fd.s.e.(Z)⊕ k⊕
β=1
fd.s.e.(Y )
∥∥∥
nk
=
∥∥∥f(Z ⊕ k⊕
β=1
Y
)∥∥∥
nk
=
∥∥∥U−1f(Z ⊕ k⊕
β=1
Y
)
U
∥∥∥
nk
=
∥∥∥f(U−1(Z ⊕ k⊕
β=1
Y
)
U
)∥∥∥
nk
≤ K.
We conclude that fd.s.e. is uniformly locally bounded on Ωd.s.e.. 
Proposition 9.2 can be extended to higher order nc functions as follows.
Proposition 9.3. Let M0, . . . , Mk, N0, . . . , Nk be modules over a commu-
tative unital ring R, let Ω(0) ⊆ M0,nc, . . . , Ω(k) ⊆ Mk,nc be similarity invariant
nc sets, and let f ∈ T k(Ω(0), . . . ,Ω(k);N0,nc, . . . ,Nk,nc). Then
(1) There exists a uniquely determined direct summands extension of f , i.e.,
a nc function of order k, fd.s.e. ∈ T k(Ω(0)d.s.e., . . . ,Ω(k)d.s.e.;N0,nc, . . . ,Nk,nc),
such that fd.s.e.|Ω(0)×···×Ω(k) = f ;
(2) IfM0 = V0, . . . , Mk = Vk are vector spaces over C, N0 =W0, . . . , Nk =
Wk are Banach spaces equipped with admissible systems of rectangular
matrix norms over W0, . . . , Wk, Ω(0) ⊆ V0,nc, . . . , Ω(k) ⊆ Vk,nc are
finitely open nc sets, and f is GW -differentiable on Ω
(0)×· · ·×Ω(k), then
fd.s.e. is GW -differentiable on Ω
(0)
d.s.e. × · · · × Ω(k)d.s.e.; moreover, if X0 ∈
(Ω
(0)
d.s.e.)n0 , . . . , X
k ∈ (Ω(k)d.s.e.)nk , Z0 ∈ V0n0×n0 , . . . , Zk ∈ Vknk×nk ,
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W 1 ∈ W1n0×n1 , . . . , W k ∈ Wknk−1×nk , and X0 ⊕ Y 0 ∈ Ω(0)n0+m0 , . . . ,
Xk ⊕ Y k ∈ Ω(k)nk+mk , then
d
dt
f
(
(X0 ⊕ Y 0) + t(Z0 ⊕ 0m0×m0), . . . , (Xk ⊕ Y k) + t(Zk ⊕ 0mk×mk)
)
(W 1 ⊕ 0m0×m1 , . . . ,W k ⊕ 0mk−1×mk)
∣∣∣
t=0
=
d
dt
fd.s.e.(X
0 + tZ0, . . . , Xk + tZk)(W 1, . . . ,W k)
∣∣∣
t=0
⊕ 0m0×mk ;
(3) If M0 = V0, . . . , Mk = Vk, N0 = W0, . . . , Nk = Wk are Banach
spaces equipped with admissible systems of rectangular matrix norms over
V0, . . . , Vk, W0, . . . , Wk, Ω(0) ⊆ V0,nc, . . . , Ω(k) ⊆ Vk,nc are open nc
sets, and f is analytic on Ω(0) × · · · × Ω(k), then fd.s.e. is analytic on
Ω
(0)
d.s.e. × · · · × Ω(k)d.s.e.;
(4) If M0 = V0, . . . , Mk = Vk, N0 = W0, . . . , Nk = Wk are operator
spaces, Ω(0) ⊆ V0,nc, . . . , Ω(k) ⊆ Vk,nc are uniformly-open nc sets, and f
is uniformly analytic on Ω(0)×· · ·×Ω(k), then fd.s.e. is uniformly analytic
on Ω
(0)
d.s.e. × · · · × Ω(k)d.s.e..
We omit the proof which is essentially similar to that of Proposition 9.2.
Our next goal is to define the direct summands extension of a sequence of
ℓ-linear mappings fℓ : (Ms×s)ℓ → N s×s, ℓ = 0, 1, . . . satisfying conditions (4.4)–
(4.7).
Proposition 9.4. Let M and N be modules over a commutative unital ring
R, let s1, . . . , sm ∈ N be such that s = s1 + · · · + sm, let Y = Y11 ⊕ · · · ⊕ Ymm ∈
Ms×s, with Yii ∈ Msi×si , i = 1, . . . ,m, and let a sequence of ℓ-linear mappings
fℓ : (Ms×s)ℓ → N s×s, ℓ = 0, 1, . . . satisfy (4.4)–(4.7). Then
(1) With respect to the corresponding block decomposition of s× s matrices,
(9.4) fd.s.e.0;α,β := (f0)αβ ∈ N sα×sβ , α, β = 1, . . . ,m,
satisfy fd.s.e.0;α,β = 0 if α 6= β,
(9.5) fℓ(Z
1, . . . , Zℓ)αβ =
∑
1≤α1,...,αℓ−1≤m
fd.s.e.ℓ;α0,...,αℓ(Z
1
α0α1 , . . . , Z
ℓ
αℓ−1αℓ
),
where α0 = α, αℓ = β, α, β = 1, . . . ,m, ℓ = 1, 2, . . . ,
with uniquely determined ℓ-linear mappings
fd.s.e.ℓ;α0,...,αℓ : Msα0×sα1 × · · · ×Msαℓ−1×sαℓ → N sα0×sαℓ
satisfying
(9.6) Sfd.s.e.0;β,β − fd.s.e.0;α,αS = fd.s.e.1;α,β (SYββ − YααS), S ∈ Rsα×sβ ,
and for ℓ = 1, 2, . . .,
(9.7) Sfd.s.e.ℓ;γ,α1,...,αℓ(W
1, . . . ,W ℓ)− fd.s.e.ℓ;α0,...,αℓ(SW 1,W 2, . . . ,W ℓ)
= fd.s.e.ℓ+1;α0,γ,α1,...,αℓ(SYγγ − Yα0α0S,W 1, . . . ,W ℓ), S ∈ Rsα0×γ ,
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(9.8) fd.s.e.ℓ;α0,...,αj−1,γ,αj+1,...,αℓ(W
1, . . . ,W j−1,W jS,W j+1, . . . ,W ℓ)
− fd.s.e.ℓ;α0,...,αℓ(W 1, . . . ,W j , SW j+1,W j+2, . . . ,W ℓ)
= fd.s.e.ℓ+1;α0,...,αj,γ,αj+1,...,αℓ(W
1, . . . ,W j , SYγγ − YαjαjS,W j+1, . . . ,W ℓ),
S ∈ Rsαj×γ ,
(9.9) fd.s.e.ℓ;α0,...,αℓ−1,γ(W
1, . . . ,W ℓ−1,W ℓS)− fd.s.e.ℓ;α0,...,αℓ(W 1, . . . ,W ℓ)S
= fd.s.e.ℓ+1;α0,...,αℓ,γ(W
1, . . . ,W ℓ, SYγγ − YαℓαℓS), S ∈ Rαℓ×γ .
In particular, conditions (9.6)–(9.9) for fd.s.e.ℓ;α,...,α, ℓ = 0, 1, . . ., with a fixed
α, coincide with (4.4)–(4.7) for s replaced by sα and Y replaced by Yαα;
(2) If s1 = . . . = sm and Y11 = · · · = Ymm, then the mappings fd.s.e.ℓ;α0,...,αℓ ,
1 ≤ α0, . . . , αℓ ≤ m, coincide for every fixed ℓ;
(3) If R = C, M = V and N =W are Banach spaces equipped with admissi-
ble systems of rectangular matrix norms over V and W, and the ℓ-linear
mappings fℓ are bounded, then so are f
d.s.e.
ℓ;α0,...,αℓ
;
(4) If R = C,M = V and N =W are Banach spaces equipped with admissible
systems of rectangular matrix norms over V and W, (7.40) hold for V
and W with the constants CV and CW which are independent of n, p, q,
and m, and the ℓ-linear mappings fℓ are completely bounded, then so are
fd.s.e.ℓ;α0,...,αℓ , and
(9.10) ‖fd.s.e.ℓ;α0,...,αℓ‖Lℓcb ≤ C
W(CV )ℓ‖fℓ‖Lℓcb ;
in particular, if V and W are operator spaces, then
(9.11) ‖fd.s.e.ℓ;α0,...,αℓ‖Lℓcb ≤ ‖fℓ‖Lℓcb .
Proof. (1) Let S = EαE
⊤
α ∈ Rs×s. Since SY = Y S, we obtain from (4.4)
that (Sf0)αβ = (f0S)αβ , i.e., (f0)αβ = (f0)ααδαβ , hence (f0)αβ = 0 if α 6= β.
For any α, β = 1, . . . ,m, and for an arbitrary S ∈ Rsα×sβ , we set T = EαSE⊤β .
Define the linear mapping fd.s.e.1;α,β : Msα×sβ → N sα×sβ by
fd.s.e.1;α,β (W ) := f1(EαWE
⊤
β )αβ .
Then (4.4) with T in the place of S implies
Sfd.s.e.0;β,β − fd.s.e.0;α,αS = S(f0)ββ − (f0)ααS = (Tf0 − f0T )αβ = f1(TY − Y T )αβ
= f1(Eα(SYββ − YααS)E⊤β )αβ = fd.s.e.1;α,β (SYββ − YααS),
i.e., (9.6) holds. Similarly, for every ℓ = 2, 3, . . ., α0, . . . , αℓ = 1, . . . ,m, one defines
the ℓ-linear mapping
fd.s.e.ℓ;α0,...,αℓ : Mα0×α1 × · · · ×Mαℓ−1×αℓ → Nα0×αℓ
by
(9.12) fd.s.e.ℓ;α0,...,αℓ(W
1, . . . ,W ℓ) := fℓ(Eα0W
1E⊤α1 , . . . , Eαℓ−1W
ℓE⊤αℓ)α0αℓ
and checks that (9.7)–(9.9) hold.
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Let 1 ≤ α, β ≤ m be arbitrary. Since EiE⊤i commutes with Y for every
i = 1, . . . ,m, it follows by linearity from (4.5)–(4.7) that
fℓ(Z
1, . . . , Zℓ)αβ = fℓ
( ∑
1≤γ0,α1≤m
Eγ0Z
1
γ0α1E
⊤
α1 , . . . ,∑
1≤γℓ−2,αℓ−1≤m
Eγℓ−2Z
ℓ−1
γℓ−2αℓ−1
E⊤αℓ−1 ,
∑
1≤γℓ−1,γℓ≤m
Eγℓ−1Z
ℓ
γℓ−1γℓ
E⊤γℓ
)
αβ
=
(
EαE
⊤
α fℓ
( ∑
1≤γ0,α1≤m
Eγ0Z
1
γ0α1E
⊤
α1Eα1E
⊤
α1 , . . . ,∑
1≤γℓ−2,αℓ−1≤m
Eγℓ−2Z
ℓ−1
γℓ−2αℓ−1E
⊤
αℓ−1Eαℓ−1E
⊤
αℓ−1 ,
∑
1≤γℓ−1,γℓ≤m
Eγℓ−1Z
ℓ
γℓ−1γℓ
E⊤γℓ
)
EβE
⊤
β
)
αβ
= fℓ
(
EαE
⊤
α
∑
1≤γ0,α1≤m
Eγ0Z
1
γ0α1E
⊤
α1 , Eα1E
⊤
α1
∑
1≤γ1,α2≤m
Eγ1Z
1
γ1α2E
⊤
α2 , . . . ,
Eαℓ−2E
⊤
αℓ−2
∑
1≤γℓ−2,αℓ−1≤m
Eγℓ−2Z
ℓ−1
γℓ−2αℓ−1E
⊤
αℓ−1 ,
Eαℓ−1E
⊤
αℓ−1
∑
1≤γℓ−1,γℓ≤m
Eγℓ−1Z
ℓ
γℓ−1γℓE
⊤
γℓEβE
⊤
β
)
αβ
=
∑
1≤α1,...,αℓ−1≤m
fℓ(EαZ
1
αα1E
⊤
α1 , Eα1Z
2
α1α2E
⊤
α2 , . . . ,
Eαℓ−2Z
ℓ−1
αℓ−2αℓ−1E
⊤
αℓ−1 , Eαℓ−1Z
ℓ
αℓ−1βE
⊤
β )αβ
=
∑
1≤α1,...,αℓ−1≤m
fd.s.e.ℓ;α,α1,...,αℓ−1,αℓ(Z
1
αα1 , Z
2
α1α2 , . . . , Z
ℓ−1
αℓ−2αℓ−1
, Zℓαℓ−1β),
i.e., (9.5) holds. On the other hand, if (9.5) is satisfied with some ℓ-linear mappings
fd.s.e.ℓ;α0,...,αℓ : Msα0×sα1 × · · · ×Msαℓ−1×sαℓ → N sα0×sαℓ ,
then
fℓ(Eα0Z
1
α0α1E
⊤
α1 , . . . , Eαℓ−1Z
ℓ
αℓ−1αℓE
⊤
αℓ)α0αℓ
= fd.s.e.ℓ;α0,...,αℓ
(
(Eα0Z
1
α0α1E
⊤
α1)α0α1 , . . . , (Eαℓ−1Z
ℓ
αℓ−1αℓE
⊤
αℓ)αℓ−1αℓ
)
= fd.s.e.ℓ;α0,...,αℓ(Z
1
α0α1 , . . . , Z
ℓ
αℓ−1αℓ),
which coincides with our original definition of fd.s.e.ℓ;α0,...,αℓ as in (9.12).
(2) follows from (9.6)–(9.9) with S = Is/m.
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(3) By (9.12) and (7.44), we have for W 1 ∈ Vsα0×sα1 , . . . , W ℓ ∈ Vsαℓ−1×sαℓ :
‖fd.s.e.ℓ;α0,...,αℓ(W 1, . . . ,W ℓ)‖sα0 ,sα1
= ‖π(s1,...,sm),Wα0,αℓ f ℓ(Eα0W 1E⊤α1 , . . . , Eαℓ−1W ℓE⊤αℓ)‖sα0 ,sα1
≤ CW(sα0 , s, s, sαℓ)‖fℓ‖‖Eα0W 1E⊤α1‖s · · · ‖Eαℓ−1W ℓE⊤αℓ‖s
≤ CW(sα0 , s, s, sαℓ)CV(s, sα0 , sα1 , s) · · ·CV(s, sα0 , sα1 , s)
· ‖fℓ‖ ‖W 1‖sα0 ,sα1 · · · ‖W ℓ‖sαℓ−1 ,sαℓ ,
where we indicate the corresponding Banach space in the superscript, for the corre-
sponding rectangular block projections and constants. Thus the ℓ-linear mappings
fd.s.e.ℓ;α0,...,αℓ are bounded.
(4) By (9.12) and (7.44), we have for every n0, . . . , nℓ ∈ N and for ev-
ery W 1 ∈ (Vsα0×sα1 )n0×n1 ∼= Vsα0n0×sα1n1 , . . . , W ℓ ∈ (Vsαℓ−1×sαℓ )nℓ−1×nℓ ∼=
Vsαℓ−1nℓ−1×sαℓnℓ :
‖fd.s.e.(n0,...,nℓ)ℓ;α0,...,αℓ (W 1, . . . ,W ℓ)‖sα0n0,sα1n1
= ‖f (n0,...,nℓ)ℓ ((idCn0×n0 ⊗Eα0)W 1(idCn1×n1 ⊗E⊤α1), . . . ,
(id
C
nℓ−1×nℓ−1 ⊗Eαℓ−1)W ℓ(idCnℓ×nℓ ⊗E⊤αℓ))sα0n0,sα1n1‖sα0n0,sα1n1
≤ CW‖fℓ‖Lℓ
cb
‖(idCn0×n0 ⊗Eα0)W 1(idCn1×n1 ⊗E⊤α1)‖sn0,sn1 · · ·
· ‖(id
C
nℓ−1×nℓ−1 ⊗Eαℓ−1)W ℓ(idCnℓ×nℓ ⊗E⊤αℓ)‖snℓ−1,snℓ
≤ CW(CV)ℓ‖fℓ‖Lℓ
cb
‖W 1‖sα0n0,sα1n1 · · · ‖W ℓ‖sαℓ−1nℓ−1 ,sαℓnℓ ,
which implies (9.10). Clearly, in the case of operator spaces, CV = CW = 1, and
(9.10) becomes (9.11). 
Remark 9.5. Let Ω ⊆Mnc be a similarity invariant nc set, let f : Ω→ Nnc be
a nc function, and let Y =
⊕m
i=1 Yii ∈ Ωs, with Yii ∈ Msi×si . Then the sequence
of ℓ-linear mappings fℓ := ∆
ℓ
Rf(Y, . . . , Y ) : (Ms×s)ℓ → N s×s, ℓ = 0, 1, . . ., satisfies
(4.4)–(4.7); see Remark 4.3. By Proposition 9.1, Ωd.s.e. ⊆ Mnc is a similarity
invariant nc set extending Ω, and by Proposition 9.2, there exists a nc function
fd.s.e. : Ωd.s.e. → Nnc extending f . We then have (3.6) for k = ℓ and X0 = · · · =
Xℓ = Y , with f in the left-hand side replaced by fℓ, and f in the right-hand side
replaced by ∆ℓRfd.s.e.. Comparing this equality with (9.5), we conclude that
(9.13) fd.s.e.ℓ;α0,...,αℓ = ∆
ℓ
Rfd.s.e.(Yα0α0 , . . . , Yαℓαℓ).
On the other hand, given a sequence of ℓ-linear mappings fℓ : (Ms×s)ℓ → N s×s, ℓ =
0, 1, . . ., satisfying conditions (4.4)–(4.7) for Y =
⊕m
i=1 Yii ∈ Ms×s, by Theorem
5.13 one can define a nc function
(9.14) f(X) =
∞∑
ℓ=0
(
X −
m⊕
α=1
Y
)⊙sℓ
fℓ
on Nilp(M, Y ) with values in Nnc. Moreover, by Theorem 5.9, fℓ = ∆ℓRf(Y, . . . , Y ).
Extending f to Nilp(M, Y )d.s.e. and writing the TT expansion for fd.s.e. (which is
a finite sum at every point of Nilp(M, Y )d.s.e.), we can define the direct summands
extensions fd.s.e.ℓ;α0,...,αℓ of the ℓ-linear mappings fℓ by (9.13). This gives an alternative
way of proving parts (1) and (2) of Proposition 9.4 using Proposition 9.2. Parts (3)
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and (4) of Proposition 9.4 can also be derived from Proposition 9.2 provided the
the series in (9.14) defines an analytic (resp., uniformly analytic) nc function f on
some open (resp., uniformly open) neighborhood of Y .
In a similar way, we can define the direct summands extension of a sequence
of ℓ-linear mappings fw : (Ms×s)ℓ → N s×s, w ∈ Gd, satisfying conditions (4.14)–
(4.17). The next proposition can be proved similarly to Proposition 9.4, or can be
derived from the result of Proposition 9.4 via relations (5.5), (5.7).
Proposition 9.6. Let R be a commutative unital ring, let N be a module over
R, let s1, . . . , sm ∈ N be such that s = s1+· · ·+sm, let Y = (Y1, . . . , Yd) ∈ (Rs×s)d
and Yk = (Yk)11 ⊕ · · · ⊕ (Yk)mm ∈ Rs×s, with (Yk)ii ∈ Rsi×si , k = 1, . . . , d,
i = 1, . . . ,m, and let a sequence of ℓ-linear mappings fw : (Rs×s)ℓ → N s×s, w ∈
Gd : |w| = ℓ, ℓ = 0, 1, . . ., satisfy (4.14)–(4.17). Then
(1) With respect to the corresponding block decomposition of s× s matrices,
(9.15) fd.s.e.∅;α,β := (f∅)αβ ∈ N sα×sβ , α, β = 1, . . . ,m,
satisfy fd.s.e.∅;α,β = 0 if α 6= β,
(9.16) fw(A
1, . . . , Aℓ)αβ =
∑
1≤α1,...,αℓ−1≤m
fd.s.e.w;α0,...,αℓ(A
1
α0α1 , . . . , A
ℓ
αℓ−1αℓ
),
where |w| = ℓ, α0 = α, αℓ = β, α, β = 1, . . . ,m, ℓ = 1, 2, . . . ,
with uniquely determined ℓ-linear mappings
fd.s.e.w;α0,...,αℓ : Rsα0×sα1 × · · · × Rsαℓ−1×sαℓ → N sα0×sαℓ
satisfying
(9.17) Sfd.s.e.∅;β,β − fd.s.e.∅;α,αS =
d∑
k=1
fd.s.e.gk;α,β(S(Yk)ββ − (Yk)ααS), S ∈ Rsα×sβ ,
and for ℓ = 1, 2, . . .,
(9.18) Sfd.s.e.w;γ,α1,...,αℓ(A
1, . . . , Aℓ)− fd.s.e.w;α0,...,αℓ(SA1, A2, . . . , Aℓ)
=
d∑
k=1
fd.s.e.gkw;α0,γ,α1,...,αℓ(S(Yk)γγ − (Yk)α0α0S,A1, . . . , Aℓ), S ∈ Rsα0×γ ,
(9.19) fd.s.e.w;α0,...,αj−1,γ,αj+1,...,αℓ(A
1, . . . , Aj−1, AjS,Aj+1, . . . , Aℓ)
− fd.s.e.w;α0,...,αℓ(A1, . . . , Aj , SAj+1, Aj+2, . . . , Aℓ)
=
d∑
k=1
fd.s.e.gi1 ···gij gkgij+1 ···giℓ ;α0,...,αj ,γ,αj+1,...,αℓ(A
1, . . . , Aj ,
S(Yk)γγ − (Yk)αjαjS,Aj+1, . . . , Aℓ),
w = gi1 · · · giℓ ∈ Gd, S ∈ Rsαj×γ ,
(9.20) fd.s.e.w;α0,...,αℓ−1,γ(A
1, . . . , Aℓ−1, AℓS)− fd.s.e.w;α0,...,αℓ(A1, . . . , Aℓ)S
=
d∑
k=1
fd.s.e.wgk;α0,...,αℓ,γ(A
1, . . . , Aℓ, S(Yk)γγ − (Yk)αℓαℓS), S ∈ Rαℓ×γ .
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In particular, conditions (9.17)–(9.20) for fd.s.e.w;α,...,α, w ∈ Gd, with a fixed
α, coincide with (4.14)–(4.17) for s replaced by sα and Y replaced by Yαα;
(2) If s1 = . . . = sm and Y11 = · · · = Ymm, then the mappings fd.s.e.w;α0,...,αℓ ,
1 ≤ α0, . . . , αℓ ≤ m, coincide for every fixed w;
(3) If R = C, M = V and N =W are Banach spaces equipped with admissi-
ble systems of rectangular matrix norms over V and W, and the ℓ-linear
mappings fw are bounded, then so are f
d.s.e.
w;α0,...,αℓ ;
(4) If R = C,M = V and N =W are Banach spaces equipped with admissible
systems of rectangular matrix norms over V and W, (7.40) hold for V and
W with the constants CV and CW which are independent of n, p, q, and
m, and the ℓ-linear mappings fw are completely bounded, then so are
fd.s.e.w;α0,...,αℓ , and
(9.21) ‖fd.s.e.w;α0,...,αℓ‖Lℓcb ≤ C
W(CV )ℓ‖fw‖Lℓ
cb
;
in particular, if V and W are operator spaces, then
(9.22) ‖fd.s.e.w;α0,...,αℓ‖Lℓcb ≤ ‖fw‖Lℓcb .

(Some) earlier work on nc functions
We concentrate here on the works most directly related to our main theme,
namely the theory of nc functions viewed as functions on square matrices of all sizes,
and how they compare to our results; we apologize in advance for any omissions.
Taylor [99, Section 6] introduced the algebra that he denoted by D(U), where
U is (in our terminology) an open nc subset of (Cn)nc, that consists of functions
f : U → Cnc that preserve matrix size and respect intertwining, and are assumed
to be analytic when restricted to U ∩ (Ck×k)n for all k. He proved, using the
analyticity assumption, the existence of the nc difference-differential ∆Rf (to be
specific, the analyticity assumption is used to show that ∆Rf(X,Y ) is a linear
mapping between appropriate matrix spaces), and established the generalized fi-
nite difference formula (our (1.8) in the Introduction and Section 2.4) as well as
the properties of ∆Rf(X,Y ) as a function of X and Y (our Section 2.5). He
also introduced explicitly the corresponding space D(U,U) of (in our terminology)
first order nc functions on U × U — again, with an analyticity assumption when
restricted to each (pair) of matrix sizes, and showed the canonical isomorphism
D(U)⊗̂D(U) ∼= D(U,U) (compare our Remark 3.6); here all the function spaces
are given the topology of uniform convergence on compacta in every matrix size,
and ⊗̂ denotes the completed projective tensor product.
Taylor also considered in [99, Section 6] the algebra of nc power series with
a given multiradius of convergence. He noticed that it is not a nuclear Frechet
space, whereas D(U) is always nuclear, implying (in our terminology and without
an explicit example, compare our Example 8.14) that not every analytic nc function
on a nc polydisc is uniformly analytic.
In [100], Taylor considered quite generally a locally convex topological algebra
A together with a unital algebra homomorphism from the free associative alge-
bra C〈z1, . . . , zn〉 to A, equipped with continuous linear maps ∆i : A → A⊗̂A1,
i = 1, . . . , n— playing the role of partial nc difference-differential operators — that
satisfy the Leibnitz rule (compare our Section 2.3.4) and a version of the general-
ized finite difference formula. Taylor called C〈z1, . . . , zn〉 → A a localization (he
introduced this notion in [99] in a more general context from certain homological
considerations). By considering representations of A, he showed that each element
of A yields a function on a class of n-tuples of operators on Banach spaces that re-
spects intertwining, much like nc functions except that infinite-dimensional Banach
spaces may be allowed. With respect to such an infinite-dimensional setting, we
notice also the work of Hadwin [46] and Hadwin–Kaonga–Mathes [47] for infinite-
dimensional Hilbert spaces and functions respecting orthogonal direct sums and
1 To be precise, Taylor assumes that the multiplication on A is separately continuous and
looks at the completed inductive tensor product; this makes no difference if A is a Fre´chet space.
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unitary similarity, and the work of Muhly–Solel [69, 71] for representations of a
W ∗-correspondence.
Taylor showed in [100, Section 4] that for any localization C〈z1, . . . , zn〉 → A,
(1⊗∆) ◦∆ = (∆⊗ 1) ◦∆, where ∆: A→⊕ni=1 A⊗̂A with the coordinates ∆i (in
particular, each ∆i is a coassociative comultiplication), compare our Section 3.4.
He used this to define ∆k : A→⊕w∈Gn, |w|=k A⊗̂k (here we use our notation for the
free monoid, see Section 1.1) iteratively, compare our formulae (3.34) and (3.39).
He then derived (in our terminology) a finite TT expansion as in our Theorem 4.1,
and showed that it converges under some additional conditions on the localization
C〈z1, . . . , zn〉 → A (essentially, refined continuity requirements for ∆i) that he
referred to as a free analytic function algebra on n generators and that he verified
for the algebra of nc power series with a given multiradius of convergence.
In this connection, Taylor also considered nc power series with coefficients in
a Banach algebra (in the case of a matrix algebra these are our nc power series
(1.19) and(8.1), though Taylor never considers their evaluations) and posed the
question of when they form a free analytic function algebra; while he was unable
to answer this question, he did derive a version of our conditions (1.15)–(1.18) and
(4.4)–(4.7). Among other noteworthy results in [100], we mention a version of the
implicit function theorem.
Voiculescu introduced in [106] (which is a continuation of [105]) what he called
fully matricial sets and fully matricial functions. A fully matricial G-set Ω, for
G a Banach space, is in our terminology a nc set in the nc space over G that
is similarity invariant and contains all direct summands of matrices from Ω (so
that Ω coincides with its direct summands extension as in Chapter 9). A fully
matricialH-valued function on Ω, forH another Banach space, is in our terminology
a nc function on Ω with values in the nc space over H . Voiculescu called such
a function continuous or analytic if for all n, f |Ωn is a continuous or analytic
function on Ωn ⊆ Gn×n (assumed to be open) with values in Hn×n. He introduced
p-variable fully matricial analytic functions — in our terminology, these are nc
functions of order p − 1 that are assumed to be analytic when restricted to fixed
matrix sizes, and established the existence of (in our terminology, see Sections 2.6
and 3.5) directional nc difference-differential operator, that he denoted by ∂, from
scalar fully matricial analytic functions to 2-variable scalar fully matricial analytic
functions 2; the analyticity assumption is used essentially in the proof. Voiculescu
proved that ∂ satisfies the Leibnitz rule (see our Section 2.3.4) and a coassociativity
property (see our Section 3.4), so that the algebra of scalar fully matricial analytic
functions becomes a topological version of what he called a generalized difference
quotient ring (an infinitesimal bialgebra in the terminology of [90, 3]). One of
the main results of [106] is a duality transform relating the generalized difference
quotient ring B〈Y 〉 generated freely by an element Y over a Banach algebra B
with a unit and the generalized difference quotient ring of scalar fully matricial
analytic functions on what Voiculescu called the full B-resolvent set of Y (which is∐∞
n=1 {b ∈ Bn×n :
⊕n
α=1 Y − b is invertible in En×n}, whereE is a Banach algebra
containing B and Y and some additional technical assumptions are satisfied).
2 To be more precise, Voiculescu considered the case where G is an operator system hence
has a distinguished vector 1G, and looked at the nc difference-differential operator in the direction
1G.
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In [107, Section 11], Voiculescu introduced what he called stably matricial
sets and stably matricial functions by relaxing the similarity invariance property
for a fully matricial set (so that, using our terminology, nc balls in the nc space
over an operator space and naturally defined nc half planes in the nc space over
an operator system are included), and showed that an analytic stably matricial
function naturally extends to an analytic fully matricial function (compare our
canonical extension of a nc function to the similarity invariant envelope of the
original domain of definition in the Appendix, and the direct summands extension
in Chapter 9). We mention also an inverse function theorem in [107, Section
11.5]. In [107, Section 13], Voiculescu established that an analytic fully matricial
function on a fully matricial set containing the origin admits, in our terminology, a
nc power series expansion at the origin (see our (7.15) in Theorem 7.8, except for
the difference of notation for nc power series and the fact that Voiculescu does not
identify the multlinear forms appearing as coefficients as the values at the origin
of the higher order nc difference-differential operator applied to the function). It
is interesting to notice that unlike Taylor’s approach in [100] mentioned above
and our approach in Chapters 4 and 7, Voiculescu does not obtain the nc power
series expansion via the nc difference-differential calculus; he rather starts with
the usual power series expansion of f |Ωn at 0n×n for every matrix size n, and
uses the fact that f respects direct sums and similarities to deduce that for all N
(using our notation, compare Remark 7.3) δN (f |Ωn)(0n×n)(Z) = Z⊙NαN for some
bounded N -linear mapping αN . In [107, Sections 14–16], Voiculescu combines the
nc power series expansion with asymptotic freeness results for random matrices to
study boundary values for (using our terminology) bounded nc functions on the
open nc unit ball in (Ck×k)nc with the operator space structure ‖X‖n = ‖X‖ for
X ∈ (Ck×k)n×n ∼= Cnk×nk and in (Ck)nc with the operator space structure ‖X‖n =
max {‖X1‖, . . . , ‖Xk‖} forX = (X1, . . . , Xk) ∈ (Cn×n)k (here ‖·‖ denotes the usual
Euclidean norm of a complex matrix), and to obtain asymptotic integral formulae
for the coefficients in terms of integration over the corresponding distinguished
boundary.
The main thrust of [107] is to develop nc function theory on the Grassmanian
completion of (using our terminology) the nc space over a Banach algebra B, which
is to play the role of the Riemann sphere completion of the complex plane in the
case B = C.
We finish this review with the mention of the two papers [93] (see also [94]) and
[76] dealing with functions of a single complex or real nc variable. More precisely,
Schanuel considered in [93] a family f of functions fA : A→ A, where A runs over
all finite-dimensional K-algebras with unit in the case K = C and over all finite-
dimensional K-algebras with unit that are embedded in upper triangular matrices
in the case K = R, and the functions fA respect algebra homomorphisms. Schanuel
called f a global function; f is essentially the same as (in our terminology) a nc
function from Cnc to Cnc in the case K = C, and as a nc function from Λ to Rnc in
the case K = R, where Λ ⊆ Rnc is the nc set consisting of matrices with only real
eigenvalues (notice that Λ is not an open nc set). Schanuel remarked that every
entire function in the case K = C and every C∞(R) function in the case K = R
extend naturally to a global function. He proved that if
• either for every A and every λ ∈ K, fA is bounded on an open neighbour-
hood of λ in A,
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• or there exists an integer n ≥ 0 so that for every A and every a, b ∈ A the
function t 7→ tnfA(a+ tb) from K to A is bounded in a neignhourhood of
0,
then for every A, fA : A→ A is an analytic function in the case K = C and a C∞
function in the case K = R, and the global function f is obtained from fK by the
natural extension (in the case K = C, compare our Section 7.1 — notice that for
nc functions on Cnc local boundedness at scalar points implies local boundedness
everywhere because of the decomposition (5.8)). The proof uses evaluation on
upper triangular matrices and a formal power series expansion for a global function
in terms of a sequence of scalar functions (see our (5.9)–(5.10) — notice that the
desired conclusion is that f0 is an entire function in the case K = C and a C∞
function in the case K = R, and f ′ℓ = fℓ+1 for ℓ = 0, 1, . . .).
Niemiec [76] considered the sets that he denoted by Dk(Ω) — of k × k diago-
nalizable matrices with all the eigenvalues in Ω — and by Mk(Ω) — of all k × k
matrices with all the eigenvalues in Ω; here Ω ⊆ R or Ω ⊆ C and the matrices
are over R or over C, respectively. For any function f : Ω → C, there is a natural
extension to (in our terminolgy) nc function from the nc set
∐∞
k=1Dk(Ω) to Cnc
(here we view C as a R-vector space in the case Ω ⊆ R) that Niemiec denoted by
fop. He showed that for an open set Ω ⊆ C and for any k ≥ 2, fop is continuous on
Dk(Ω) if and only if fop extends to to a continuous function fromMk(Ω) toMk(C)
if and only if f is analytic. He also showed that for any set Ω ⊆ C, fop is bounded
on the intersection of some nc ball around λ (in our terminology) with
∐∞
k=1Dk(Ω)
for all λ ∈ Ω if and only if for all λ ∈ Ω and all ǫ > 0 there exists a δ > 0 such
that ‖fop(X)− Ikf(λ)‖ < ǫ for all k = 1, 2, . . . and all X ∈ Dk(Ω): ‖X − Ikλ‖ < δ,
if and only if f extends to an analytic function on an open set in C containing Ω.
For both of these results, compare our Section 7.1. Niemiec also proved that for an
open set (or an interval) Ω ⊆ R and for any k ≥ 3, fop is continuous on Dk(Ω) if
and only if f is of class Ck−2 and f (k−2) is locally Lipschitz, while fop extends to to
a continuous function fromMk(Ω) toMk(C) if and only if f is of class Ck−1. The
proofs use Taylor’s formula with remainder and the calculus of divided differences.
APPENDIX A
Similarity invariant envelopes and extension of nc
functions
(by Shibananda Biswas1, Dmitry S. Kaliuzhnyi-Verbovetskyi,
and Victor Vinnikov)
Proposition A.1. Let M be a module over a commutative unital ring R, and
let Ω ⊆Mnc be a nc set. Then
Ω˜ := {SXS−1 : X ∈ Ωn, S ∈ Rn×n invertible, n ∈ N}
is a nc set.
Clearly, Ω˜ is the smallest nc set that contains Ω and that is invariant under
similarities. We shall call Ω˜ the similarity invariant envelope of the nc set Ω.
Proof of Proposition A.1. Let X ∈ Ωn, Y ∈ Ωm, and let S ∈ Rn×n,
T ∈ Rm×m be invertible, n,m ∈ N. Then S ⊕ T ∈ R(n+m)×(n+m) is invertible,
X ⊕ Y ∈ Ωn+m, and
SXS−1 ⊕ TY T−1 = (S ⊕ T )(X ⊕ Y )(S ⊕ T )−1 ∈ Ω˜n+m.

Proposition A.2. If Ω ⊆ Mnc is a right (resp., left) admissible nc set, then
so is its similarity invariant envelope Ω˜. Moreover, for any X˜ ∈ Ω˜n, Y˜ ∈ Ω˜m and
Z ∈ Mn×m, one has [
X˜ Z
0 Y˜
]
∈ Ω˜n+m,
and, respectively, for any X˜ ∈ Ω˜n, Y˜ ∈ Ω˜m and Z ∈ Mm×n, one has[
X˜ 0
Z Y˜
]
∈ Ω˜n+m,
Proof. We shall give the proof for a right admissible nc set Ω. A similar
argument works for a left admissible nc set Ω. Let X˜ ∈ Ω˜n, Y˜ ∈ Ω˜m and Z ∈
Mn×m. Then there exist X ∈ Ωn, Y ∈ Ωm, and invertible S ∈ Rn×n, T ∈ Rm×m,
and r ∈ R such that X˜ = SXS−1, Y˜ = TY T−1, and[
X rS−1ZT
0 Y
]
∈ Ωn+m.
1Department of Mathematics, Ben-Gurion University of the Negev, Beer-Sheva, Israel, 84105;
current address: Department of Mathematics and Statistics, Indian Institute of Science Educa-
tion and Research Kolkata, Mohanpur – 741246, Nadia, West Bengal, India; e-mail address:
shibananda@gmail.com
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Then [
X˜ Z
0 Y˜
]
=
[
r−1S 0
0 T
] [
X rS−1ZT
0 Y
] [
r−1S 0
0 T
]−1
∈ Ω˜n+m.

Proposition A.3. Let M, N be modules over a commutative unital ring R,
let Ω ⊆ Mnc be a nc set, and let f : Ω → Nnc be a nc function. Then there exists
a unique nc function f˜ : Ω˜→ Nnc such that f˜ |Ω = f .
Proof. For any n ∈ N and X˜ ∈ Ω˜n, there exist X ∈ Ωn and an invertible
S ∈ Rn×n such that X˜ = SXS−1, and we set f˜(X˜) = Sf(X)S−1. This definition
is correct, since SXS−1 = TY T−1 for X,Y ∈ Ωn and for invertible S, T ∈ Rn×n
implies that Y = (T−1S)X(T−1S)−1, hence f(Y ) = (T−1S)f(X)(T−1S)−1 and
Tf(Y )T−1 = Sf(X)S−1. It is straightforward to check that f˜ : Ω˜ → Nnc is a
nc function and that f˜ |Ω = f . If g˜ : Ω˜ → Nnc is another nc function such that
g˜ |Ω = f , then for any X ∈ Ωn and invertible S ∈ Rn×n we have
g˜(SXS−1) = Sg˜(X)S−1 = Sf(X)S−1 = f˜(SXS−1),
i.e., we have necessarily g˜ = f˜ . 
We will call the nc function f˜ : Ω˜ → Nnc from Proposition A.3 the canonical
extension of the nc function f : Ω→ Nnc.
Example A.4. Let V = W = C, with the canonical operator space structure.
The nc unit ball Ω = Bnc(01×1, 1) is a nc set. Then its similarity invariant envelope
is
Ω˜ = {Z ∈ Cnc : rspec(Z) < 1}.
Indeed, let Z ∈ Cn×n be such that rspec(Z) < 1. We need to show that Z = SXS−1
for some X ∈ Cn×n with ‖X‖ < 1 and some invertible S ∈ Cn×n. It suffices to
show this for Z a Jordan cell, i.e., for
Z =

λ 1
. . .
. . .
. . . 1
λ

with |λ| < 1. Let ǫ > 0 be such that ‖X‖ < 1, where
X =

λ ǫ
. . .
. . .
. . . ǫ
λ
 .
Then Z = SXS−1 with S = diag(ǫ−1, . . . , ǫ−n).
Clearly the nc function f : Ω → Wnc defined by f(Z) = (I − Z)−1 can be
canonically extended to a nc function on Ω˜ using the same formula.
Proposition A.3 can be extended to higher order nc functions as follows.
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Proposition A.5. Let M0, . . . , Mk, N0, . . . , Nk be modules over a com-
mutative unital ring R, let Ω(0) ⊆ M0,nc, . . . , Ω(k) ⊆ Mk,nc be nc sets, and let
f ∈ T k(Ω(0), . . . ,Ω(k);N0,nc, . . . ,Nk,nc). Then there exists a unique nc function of
order k, f˜ ∈ T k(Ω˜(0), . . . , Ω˜(k);N0,nc, . . . ,Nk,nc), such that f˜ |Ω(0)×···×Ω(k) = f .
Proof. For any n0, . . . , nk ∈ N and X˜j ∈ Ω˜(j)nj , there exist Xj ∈ Ω(j)nj and
invertible Sj ∈ Rnj×nj such that X˜j = SjXjS−1j , j = 0, . . . , k. We set, for any
Zj ∈ Njnj−1×nj , j = 1, . . . , k,
f˜(X˜0, . . . , X˜k)(Z1, . . . , Zk) = S0f(X
0, . . . , Xk)(S−10 Z
1S1, . . . , S
−1
k−1Z
kSk)S
−1
k .
This definition is correct, since the equalities SjX
jS−1j = TjY
jT−1j for X
j, Y j ∈
Ω
(j)
nj and for invertible Sj , Tj ∈ Rnj×nj imply Y j = (T−1j Sj)Xj(T−1j Sj)−1, hence
by (3.3)
f(Y 0, . . . , Y k)(T−10 S0Z
1S−11 T1, . . . , T
−1
k−1Sk−1Z
kS−1k Tk)
= T−10 S0f(X
0, . . . , Xk)(Z1, . . . , Zk)S−1k Tk,
and for Wj = Sj−1ZjS−1j we have
T0f(Y
0, . . . , Y k)(T−10 W
1T1, . . . , T
−1
k−1W
kTk)T
−1
k
= S0f(X
0, . . . , Xk)(S−10 W
jS1, . . . , S
−1
k−1W
1Sk)S
−1
k .
It is obvious that f˜ respects similarities and that f˜ |Ω(0)×···×Ω(k) = f . We also have
f˜(X˜0′ ⊕ X˜0′′, . . . , X˜k′ ⊕ X˜k′′)
([
Z1′,′ Z1′,′′
Z1′′,′ Z1′′,′′
]
, . . . ,
[
Zk′,′ Zk′,′′
Zk′′,′ Zk′′,′′
])
= (S′0 ⊕ S′′0 )f(X0′ ⊕X0′′, . . . , Xk′ ⊕Xk′′)
([
(S′0)
−1Z1′,′S′1 (S
′
0)
−1Z1′,′′S′′1
(S′′0 )−1Z1′′,′S′1 (S′′0 )−1Z1′′,′′S′′1
]
,
. . . ,
[
(S′k−1)
−1Zk′,′S′k (S
′
k−1)
−1Zk′,′′S′′k
(S′′k−1)
−1Zk′′,′S′k (S
′′
k )
−1Zk′′,′′S′′k
])
(S′k ⊕ S′′k )−1
=
[
S′0f ′,′(S′k)
−1 S′0f ′,′′(S′′k )
−1
S′′0 f
′′,′(S′k)
−1 S′′0 f
′′,′′(S′′k )
−1
]
,
where according to (3.1) and (3.2), for α, β ∈ {′,′′ },
fα,β =
∑
α0,...,αk∈{′,′′} : α0=α,αk=β
f(X0α0 , . . . , Xkαk)
(
(Sα00 )
−1Z1α0,α1Sα11 , . . . , (S
αk−1
k−1 )
−1Zkαk−1,αkSαkk
)
.
Here n′j ∈ N, n′′j ∈ Z+, Xjα ∈ Ω(j)nα
j
, X˜jα ∈ Ω˜(j)nα
j
for j = 0, . . . , k are such that
X˜jα = Sαj X
jα(Sαj )
−1 for an invertible Sj ∈ Rnαj ×nαj , α ∈ {′,′′ }; Zjα,β ∈ Njn
α
j−1×nβj
for j = 1, . . . , k, α, β ∈ {′,′′ }, the block entry fα,β is void if either nα0 or nβk is 0, and
a summand in the right-hand side sum is 0 if at least one of n
αj
j , j = 1, . . . , k − 1,
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is 0. Therefore,
f˜(X˜0′ ⊕ X˜0′′, . . . , X˜k′ ⊕ X˜k′′)
([
Z1′,′ Z1′,′′
Z1′′,′ Z1′′,′′
]
, . . . ,
[
Zk′,′ Zk′,′′
Zk′′,′ Zk′′,′′
])
=
[
f˜ ′,′ f˜ ′,′′
f˜ ′′,′ f˜ ′′,′′
]
,
with
f˜α,β = Sα0 f
α,β(Sβk )
−1 =
∑
α0,...,αk∈{′,′′} : α0=α,αk=β
Sα0 f
(
X0α0 , . . . , Xkαk
)
(
(Sα00 )
−1Z1α0,α1Sα11 , . . . , (S
αk−1
k−1 )
−1Zkαk−1,αkSαkk
)
(Sβk )
−1
=
∑
α0,...,αk∈{′,′′} : α0=α,αk=β
f˜(X˜0α0 , . . . , X˜kαk)(Z1α0,α1 , . . . , Zkαk−1,αk).
Thus, f˜ respects direct sums. Next, if g˜ ∈ T k(Ω˜(0), . . . ,Ω(k);N0,nc, . . . ,Nk,nc) is
another nc function of order k such that g˜ |Ω(0)×···×Ω(k) = f , then for any Xj ∈ Ω(j)nj
and invertible Sj ∈ Rnj×nj , j = 0, . . . , k, we have
g˜(S0X
0S−10 , . . . , SkX
kS−1k )(S0Z
1S−11 , . . . , Sk−1Z
kS−1k )
= S0g˜(X
0, . . . , Xk)(Z1, . . . , Zk)S−1k = S0f(X
0, . . . , Xk)(Z1, . . . , Zk)S−1k
= f˜(S0X
0S−10 , . . . , SkX
kS−1k )(S0Z
1S−11 , . . . , Sk−1Z
kS−1k ),
i.e., we have necessarily g˜ = f˜ . 
We will call the nc function f˜ ∈ T k(Ω˜(0), . . . , Ω˜(k);N0,nc, . . . ,Nk,nc) the canon-
ical extension of the nc function f ∈ T k(Ω(0), . . . ,Ω(k);N0,nc, . . . ,Nk,nc).
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