This paper addresses the problem of minimizing a convex cost function under non-negativity and equality constraints, with the aim of solving the linear unmixing problem encountered in hyperspectral imagery. This problem can be formulated as a linear regression problem whose regression coefficients (abundances) satisfy sum-to-one and positivity constraints. A normalized scaled gradient iterative method (NSGM) is proposed for estimating the abundances of the linear mixing model. The positivity constraint is ensured by the Karush Kuhn Tucker conditions whereas the sum-to-one constraint is fulfilled by introducing normalized variables in the algorithm. The convergence is ensured by a one-dimensional search of the step size. Note that NSGM can be applied to any convex cost function with non negativity and flux constraints. In order to compare the NSGM with the well-known fully constraint least squares (FCLS) algorithm, this latter is reformulated in term of a penalized function, which reveals its suboptimality. Simulations on synthetic data illustrate the performances of the proposed algorithm in comparison with other unmixing algorithms and, more particulary, demonstrate its efficiency when compared to the popular FCLS. Finally, results on real data are given.
I. INTRODUCTION
Hyperspectral and multispectral imagery have received considerable attention in the literature (see for instance [1] , [2] and references therein). Hyperspectral and multispectral data are collected in many spectral bands, providing accurate information regarding the observed scene. Recent applications benefiting from multi/hyperspectral imagery include ecosystem monitoring [3] , crop measure [4] and natural disaster analysis [5] . Each pixel of such images is represented by a reflectance vector, called spectrum, which contains the measurements associated with the different spectral bands. However, mainly due to the spatial resolution of current spectro-imager, the measured pixel spectrum consists of a mixture of several spectral signatures, usually referred to as endmembers, that characterize the macroscopic materials present in this pixel [6] , [7] . Identifying these endmembers and estimating their corresponding fractions, or abundances, in each image pixel is the core of the linear spectral mixture analysis (LSMA). As a first approximation, it is widely admitted that each pixel of the image can be accurately modeled as a linear mixture of the endmembers. Following this linear mixing model (LMM), LSMA can be addressed following two steps. First, it is important to identify the spectral signatures associated to the endmembers. Very popular algorithms allowing endmember determination are N-FINDR algorithm proposed by Winter [8] and vertex component analysis (VCA) introduced in [9] . The second step within LSMA is the linear unmixing of each pixel of the image. Linear unmixing consists of estimating the abundance of each endmember contained in a given pixel. The linear unmixing problem is challenging because the abundances have to satisfy sum-to-one and positivity constraints.
There are mainly two kinds of approaches which can be used to estimate abundances that satisfy these constraints. The first approach is to define appropriate prior distributions for the abundances (satisfying the sum-to-one and positivity constraints) and estimate the unknown parameters from the resulting joint posterior distribution following the principles of Bayesian inference [10] . However, the complexity of the parameter posterior distribution (essentially due to the constraints inherent to abundances) requires to develop sophisticated sampling algorithms to compute the Bayesian estimators. These algorithms include the Gibbs sampler or the Metropolis-within-Gibbs algorithm [11] . This approach was for instance advocated in [10] and provided interesting results. The price to pay with Bayesian unmixing algorithms is the high computational complexity resulting from the sampling strategy.
The second approach consists of estimating the abundances by minimizing an appropriate cost function such as the least squares criterion under sum-to-one and positivity constraints.
As explained in [12] , there is no analytical solution for this optimization problem because of the linear inequalities resulting from the positivity constraints. However, an efficient iterative algorithm referred to as fully constrained least square (FCLS) algorithm has been proposed in [12] . The FCLS has been applied successfully to the unmixing of hyperspectral images. More recently, another algorithm called projected scaled gradient method (PSGM) has been proposed in [13] where the sum-to-one constraint is ensured by a projection at each iteration. An important advantage of the estimators proposed in [12] and [13] is their reduced computational cost, in regard to Bayesian strategy. However, the convergence of these algorithms to the global minimum of the cost function of interest is generally not ensured, which is their main drawback. This paper studies a normalized split gradient method (NSGM) for estimating the abundances involved within the LMM under positivity and sum-to-one constraints. The convergence of the NSGM is ensured for an appropriate step size, which makes this approach very attractive. In order to compare the proposed NSGM with the popular FCLS algorithm, we will show that in the FCLS algorithm, the flux constraint is ensured by including a penalty term into the quadratic data term. The paper is organized as follows. In Section II, the normalized scaled gradient method is developed to minimize a general criterion under positivity constraints. The problem of taking a flux constraint (i.e., the additivity constraint) into account is addressed in Section III. The resulting iterative algorithm to perform LSMA, i.e., to solve the LMM-based unmixing problem, is derived in Section IV. In Section V, explicit form of the flux constraint is given. Simulation results conducted on synthetic and real data are presented in Section VI. Conclusions are reported in Section VII.
II. SCALED GRADIENT ALGORITHM FOR POSITIVITY CONSTRAINTS
This section studies an iterative method referred to as scaled gradient method (SGM) to minimize any convex criterion under positivity constraints. In other words, first the sum-toone constraint is not taken into account but it will be handled in the next section. Minimizing a convex cost function J under inequality constraints can be classically achieved by introducing the Lagrange function. The Lagrange function L associated to the linear unmixing problem with positivity constraints can be written as
,
T contains the Lagrange multipliers and
Let us note that the method proposed hereafter is valid for any differentiable criterion J.
Moreover if the criterion is convex and gradient Lipschitz, as in (24) , the proposed method converges to the global minimum of the cost function J. The function g has to be chosen to express the positivity constraints. More precisely, g is an increasing function that must be positive for inactive constraints (α r > 0), and zero for active constraints (α r = 0). The Karush Kuhn Tucker (KKT) conditions [14] , [15] at the optimum (α * , λ * ) express as follows
where ∇ α L is the gradient of L with respect to (w.r.t.) α and the notation [·] r is used for the rth component of a vector. As a consequence, (1) leads to
Equivalently, the rth Lagrange multiplier can be computed as
Taking into account the properties of g, (4) reduces to:
This last equation allows an iterative algorithm to be derived to estimate α under positivity constraints.
Let us note that the choice for g can lead to some properties on the algorithm speed. For example, taking a power function with an exponent smaller than 1 accelerates the algorithm (see Appendix A). If the descent step-size is computed to monitor the convergence of the algorithm, an obvious choice for g(·) is g(α r ) = α r . Then, more generally, the rth component of the descent direction can be
where f r (α) is a positive function scaling the gradient, leading to the scaled gradient method
where γ
is the descent step-size that must be adjusted to ensure convergence of the algorithm.
An interesting choice for the scaling function f r (·) initially proposed in [16] is recalled below. The negative gradient of any convex cost function J(α) with a finite minimum can always be expressed as the difference between two positive functions:
By choosing the scaling function as
then equation (7) becomes:
Let us determine the maximum value for the step size in order that α
r ≥ 0. Note that, according to (10) , a restriction may only apply for the set of index r such that
since the other terms are positive. The maximum step size which ensures the positivity of
which is strictly greater than 1. Finally, the maximum step size over all the components must
This choice ensures the non-negativity of the components of α (k) r from iteration to iteration.
We can then write the algorithm (10) with a step size γ independent of the component
The step size ensuring the convergence of the algorithm must be computed by an economic line search, i.e, following the Armijo rule (see appendix B), searched in the range ]0, γ k max [. The step size can be chosen equal to 1, γ (k) r = 1, ∀r = 1, . . . , R, then, we obtain the classical multiplicative algorithm:
This multiplicative form is very attractive since the positivity of α (k) r throughout the algorithm iterations is ensured for any positive initial value α (0) r positive but the convergence is not ensured in the general case. However, in some particular cases, for instance if J (α) is a quadratic cost function, we obtain the iterative space reconstruction algorithm (ISRA) algorithm whose convergence has been proved in [17] .
III. ALGORITHMS FOR POSITIVITY AND SUM-TO-ONE CONSTRAINTS

A. Normalized SGM
In the case where parameters are subject to positivity and sum-to-one constraints, we propose a normalized SGM (NSGM) by introducing the non-normalized variable
Let us note that if j u j is a constant and if J is convex w.r.t. α, then J is also convex w.r.t. u. This property will be important in the following.
The gradient of J w.r.t. a component u r is
hence
Thus the negative gradient of J can be decomposed as in (8) with
Note that the term min r − ∂J ∂αr is subtracted to ensure positivity of both U and V whereas is a small fixed constant, that does not modify the gradient but avoid the division by zero in (14) . Then the final algorithm based on (10) with the particular choice for f (·) given by (9) and expressions (18) , (19) is:
It can be easily found that the flux is maintained on u, i.e.,
As noticed above, the convexity of J w.r.t. α is ensured. This allows us to come back to the initial variables α, finally leading to the following updating rule of the proposed NSGM
The step sizes γ One can be easily shown that the KKT conditions (1), (2), (3) and (4) are fullfilled at the solution:
• If the solution α r > 0, then from (7), [−∇ α J (α * )] r = 0.
• If α r = 0 and [∇ α J (α * )] r < 0, there is a contradiction because the term
is greater than 1 in the neighborhood of α r and the solution will never be reached.
IV. APPLICATION TO LSMA
Within a widely admitted LSMA framework, the LMM assumes that a mixed pixel y resulting from an observation in L spectral bands can be written as a linear combination of
where
T is the abundance vector to be estimated and e is an additive noise. The linear unmixing problem considered in this paper consists of estimating α under positivity and sum-to-one constraints α r ≥ 0, ∀r = 1, . . . , R and R r=1 α r = 1.
A standard assumption related to the LMM defined in (23) is that the noise vector is distributed according to a Gaussian distribution with zero-mean and covariance matrix Σ =
Note that this statistical model assumes that the noise variance is the same in all bands. This assumption has been used extensively in the literature (see for instance [19] , [20] , [21] ). Since the variance σfrom the observation vector, it is assumed to be known in this paper. After removing the additive and multiplicative constants, the resulting negative log-likelihood function associated to the observed model reduces to the following cost function
The opposite of the gradient is then
and the resulting iterative algorithm on α to conduct LSMA is given by the following updating
V. INTERPRETATION OF THE FCLS ALGORITHM
The FCLS algorithm [12] is popular tool to solve the linear unmixing problem detailed in section IV, briefly recalled below Within the FCLS scheme, the positivity constraint is ensured using the nonnegative least squares (NNLS) method, proposed by Lawson and Hanson [22] . Regarding the sum-toone constraint, Heinz and Chang introduce in [12] a new signature matrix N and a new observation vector s defined by
The initial unmixing problem then becomes
with α r ≥ 0, ∀r = 1, . . . , R.
The negative gradient w.r.t. α is then
Note that (30) corresponds to the negative gradient of:
This result shows that the sum-to-one constraint is taken into account within the FCLS algorithm by adding a penalization to the data fidelity term. Consequently, the flux conservation is not ensured at each iteration and only in an approximate way at the convergence.
Moreover it depends on the regularization parameter 1/2δ 2 that needs to be empirically tuned.
To conclude, the fundamental difference with the proposed NSGM lies in the fact that we propose an interior point method: at each iterative step, the current estimates satisfy all the constraints and we search for the best estimate among the proposed solutions. . The three endmembers used in this example have been extracted from the ENVI library [23] and correspond to the spectra of the construction concrete, green grass and micaceous loam. The NSGM defined by (26) has been applied on these simulated data corrupted by an additive Gaussian noise with a signal-to-noise ratio SNR = 25dB. Figure 1 shows a typical example of abundance estimates α (k) as a function of the number of iterations k. The algorithm clearly converges after very few iterations.
VI. SIMULATION RESULTS
A. Synthetic data
The means of the estimated abundances with NSGM averaged over 100 Monte Carlo runs are depicted in Figure 2 as a function of the SNR and compared to those obtained with the FCLS algorithm [12] , the Bayes estimator [10] , the SGM algorithm (without flux constraint) detailed in Section II and the PSGM algorithm [13] . The corresponding estimate variances are given in separate tables, namely Tables I, II and III for parameters α 1 , α 2 and α 3 , respectively. Figure 2 shows that the means obtained with the five algorithms are very similar for a SNR level over 10dB. However, for low SNR, the iterative algorithms SGM, PSGM and NSGM perform better. Note also that their performances are very similar. However, in the case of SGM, the sum over the components of α fluctuates around one without summing exactly to one. Moreover, the convergence of PSGM is not ensured contrary to the proposed NSGM. Figure 3 shows that the performances of FCLS and NSGM are very similar in terms of mean and variance of the estimates but, again, the flux constraint is strictly imposed only in the case of NSGM as it has been demonstrated in Section V. 
B. Real AVIRIS data
The proposed unmixing algorithm has been also applied on two real hyperspectral images acquired by the JPL spectroimager AVIRIS, the Cuprite mining site (NV, USA) and the 3.3e
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Purdue Indiana Indian test site (IN, USA).
1) Cuprite:
This dataset has received considerable attention in the literature since geologic characteristics of the scene have been mapped in [24] , [25] . The sample analyzed in this experiment consists of a sub-image of 190 × 250 that has been initially studied in [9] .
Following the choice in [9] , R = 14 endmember spectra have been extracted by the vertex component analysis (VCA) [9] . Then, the proposed unmixing procedure has been applied pixel-by-pixel to evaluate the relative contribution of each endmember in each image pixel.
The abundance maps are depicted in Fig. 4 where a black (resp. white) pixels correspond to absence (resp. presence) of the corresponding endmembers. Note that several areas with dominant endmembers are clearly recovered as similar to those identified in [9] .
2) Indian Pines: The use of the abundances as features to classify the voxels of hyperspectral image is today a well established approach (see for example [26] ). It relies on both the dimensionality reduction and the physical meaningful of the abundance vector.
The gain provided by the proposed unmixing algorithm in a classification framework has been evaluated on the Indian Pines data. Figure 5 shows a typical spectral band of the The procedure followed to assess the performance of the unmixing algorithms is detailed Classification of the abundances has been performed using the support-vector-machine multi-classes one-against-all algorithm, [28] . The kernel is chosen as Gaussian with bandwidth equal to 3 and the regularization parameter is set to 10 −7 . The classifier has been trained using 10% of the abundances of each class. Figure 6 shows a significative result of the classification obtained by the considered methods. 
VII. CONCLUSIONS
Constrained scaled gradient methods were initially derived for linear models subjected to positivity constraints. This paper studied a normalized scaled gradient method (NSGM) with positivity and sum-to-one constraints. NSGM can be applied to any differentiable criterion contrary to previous proposed algorithm, all the constraints being fulfilled at each iteration (characteristic to interior points methods), with an ensured convergence. The efficiency of the proposed NSGM was illustrated in a LSMA context for the estimation of abundances.
The results obtained on synthetic and real data were very promising.
APPENDIX
A. Discussion on the relation between the function g and the algorithm speed
In Section II, the non-negativity constraint is expressed using the function g(α) = α. This appendix shows that other functions can be used, resulting in other multiplicative algorithms with higher convergence rates. Let us consider, for example, the case where the non-negativity constraint is expressed using the general function g(α) = α 1/n , with n ∈ N * . Taking the decomposition (8):
The KKT condition (30) writes at the solution 
B. Line search and Armijo rule
A line search method consists, at each iteration k, of choosing a descent direction p k and a step length γ k to compute
to solve the optimization problem
with the following assumptions on f (u):
• f (u) is a convex function with a finite minimum.
• The gradient of f (u) denoted as ∇f (u), is Lipschitz continuous.
Armijo rule
• Set scalars, s k , β, L > 0, µ and σ as follows
• β ∈ (0, 1)
• Then let γ k be the largest γ in s k , βs k , β 2 s k , . . . such that
(46) Theorem 1: Let the sequence {u} be generated by u k+1 = u k +γ k p k where p k is gradient related and u k is chosen by Armijo rule. Then every limit point of the sequence {u} is a stationary point.
