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Nous appelons s@zrateur d’un mot x a l’indice n E N le plus petit facteur de x dont 
l’indice du debut de la premiere occurrence est n. Notons S,(n) la longueur de ce stparateur 
lorsqu’il existe et posons S,(n) = 0 sinon. Nous montrons que l’application S, ainsi definie est 
q-reguliere, (au sens d’Allouche et Shallit), lorsque x est un mot infini engendre par iteration 
d’un morphisme q-uniforme et que x est circulaire. De man&e Cquivalente, cela revient a dire 
que la serie formelle dont les coefficients sont les valeurs S,(n) en base q est N-rationnelle 
(Salomaa, Soittola). 
Abstract 
Let x be an infinite word on a finite alphabet A. For each position n, the separator of x at 
n is the smallest factor of x which begins at index n and that does not appear before in x. Let 
S, be the function such that S,(n) is the length of the separator of x at index n if it exists and 
otherwise 0. 
We consider the problem of computing S, in the case where x is generated by iterating a 
morphism o : A* + A*. We prove the following theorem: 
Theorem. Let x be an injinite word on a finite alphabet A. If x is generated by iterating a 
q-uniji>rm morphism o : A* + A* and ifx is circular then the application S, above is q-regular. 
Details 
Note that the theorem holds if x is ultimately periodic since, in this case, there is only a finite 
set of separators. From now on, we suppose that x is an infinite not ultimately periodic word 
on a finite alphabet A. 
Some notations 
(1) x[i j] is the factor of x that begins at index i and that ends at index j. 
(2) Let u E A*, IuI is the length of U. If u # a, U* is u minus its last letter and l U is u minus 
its first letter. 
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(3) For any n E N, &(n) is the separator of x at index n. It is easy to establish the following 
property: 
Proposition. &(n + l)>&(n) - 1 for any n E N and thus ‘I!& is a prejix of&(n + 1). 
(4) We say that there is a jump between n and n + 1 if &(n + l)>&(n). In this case *19,(n) 
is a prefix of &(n + 1)‘. 
We say that there is no jump between n and n + 1 or S, is monotone in [n,n + l] if 
&(n + 1) = S,(n) - 1. In this case &(n + 1) = ‘6,(n). 
About circularity 
Our references are Mignosi and Seebold in their article “If a DOL language is k-power free 
then it is circular”. The essential property used is the following: 
Proposition. Let x be an injinite word on a finite alphabet A that is generated by q-untjorm 
morphism a : A* --) A*. 
(1) Zf x is circular then a constant D > 0 exists such that, for any factor w and for 
any couple of indices n and m such that w begins in n and begins in m, if w factorizes as 
w = ua(x[i. . j])v in n with Iu] >D and Iv] aD, then a couple of indices i’ and j’ exists such 
that w factorizes us w = uo(x[i’ . . . j’])v in m and x[i . j] = x[i’ . . . j’]. 
(2) Zf x is circular and tf the morphism o is injective then a constant C > 0 exists such 
that, for any factor w and for any couple of indices n and m such that w begins in n and 
begins in m, if /WI > C and if w factorizes as w = ua(x[i . . . j])v with u # E and u a sufix of 
o(x[i - 11) and with v # E and v a prefix of a(x[j + I]), then a couple of indices i’ and j’ 
exists such that w factorizes as w = uo(x[i’ . j’])v in m and x[i.. . j] = x[i’ j’]. 
In particular, in these both cases, we have n s m module q. 
About q-regularity 
Our references are Allouche and Shallit in their article “The ring of k-regular sequences”. Let 
us go into a few details. 
A subset of N is said to be q-recognizable if its elements in base q are recognized by a 
q-automaton, (i.e. by a deterministic and finite automaton labelled in (0,. ,q - 1) with an 
output function in a finite set). 
A function & : N + N is q-regular if the sequence (l(n)) is calculated with a q-transductor, 
(i.e. by a transductor labelled in (0,. . , q - 1) with an output function in (0,. . . , q - l}* ). 
Let H be a subset of N and let 8 : N -+ N be a function. We say that the restriction of & 
over H is q-regular if the function [H defined by 
f,(n) = {y) 2,; E H, 
is q-regular. 
First, we prove the theorem in the case where the morphism c is injective and to do that, we 
construct a finite partition (Hi)ict of N such that the restriction of S, over each Hi, i E I, is 
q-regular. 
Let C > 0 be a constant that is associated with the circularity of x. We establish the following 
properties. 
(1) Let n be an index such that &(n) > C. Denote by n the last letter of 19,(n). We have the 
factorisation &(qn) = a(&(n)‘) z with z a prefix of a(a) and z # E. In particular that implies 
&(qn) = 4(&(n) - 1) + 121. 
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(2) Let n E kJ such that S,(n) > C. Denote by qk, k E N, the last letter of &(qkn) and 
by zk+l the prefix of (T(qk) such that &(qk+’ n) = a(t&(qkn)*)zk+l. Then the sequence (zk) iS 
proved ultimately periodic. For any k which is large enough the values &(qkm) verify recurrent 
formula. Thus we can conclude that the restriction of S, over the set {qkm, k E N} is q- 
regular. 
(3) The sequence (A$), where Nk is the number of jumps in the interval [qkno,qk(no + I )], 
k E N, is stationary. 
(4) For any n E N, denote by H(n) the set 
H(n) = {m E N/qkn<mQqk(n + I), k E N}. 
Then, an integer s exists such that, for any n E [qS,#+‘], H(n) verifies: 
(i) either S, is monotone in each interval [qkn,qk(n + l)], k E N, and in this case, the 
restriction of S, over H(n) is q-regular. (Use the recurrent formula giving the values &(qkm)), 
(ii) or, there is a unique jump in each interval [qkno,qk(no + 1) - l] at index mk, qkno <mk < 
qk(no $~ 1) - 1. In this case, it is proved that the set {mk}&N is q-recognizable and thus the 
restriction map of S, over H(n) is q-regular too. 
Now, consider the partition of N consisting of 
(1) the finite set H’ = {m EN, m <qko}, 
(2) the sets H(n), n E [qS,qS+‘]. 
The restriction map of S, over each set of this partition is q-regular and we conclude that S, is 
q-regular. 
Consider now the general case and let x be an infinite, not ultimately periodic, word on a 
finite alphabet A that is generated by iterating a morphism o : A* + A*. We get a reduction to 
the injective case by considering the equivalence relations wm, m E N, defined over A by 
V(a,b) E A*, a~~ b W a”(a)=a”(b). 
Then the sequence of quotient sets (A,&,) is stationary. Let s be an integer such that A/w, is 
equal to the limit of (A/N,). 
Denote by n, the canonical projection of A* on A: and let n5 : A: + A: the morphism 
defined by ~(rc~(a)) = ns(as(a)) Va E A. Then Q is injective. So, changing q to qs we can 
suppose the following situation. 
(1) x = lim o”(uo) for some aa in A, c- 
(2) IY is tie equivalence relation defined by a,~ b H a(a) = o(b), V(u,b) E A*, 
(3) Let B = A/--, let 7-t : A* -+ B* be the canonical projection, and let q : B* + B* be the 
morphism defined by q(rc(u)) = x(o(u)) Vu E A. 
(4) Let y = l@ $(7c(ao)). 
n 
The infinite word y is generated by iterating the q-uniform and injective morphism q. It is proved 
that x circular implies y is circular. Thus the application S, such that S,(n) is the length of the 
separator of y at index n, is q-regular. 
Finally, using the relations connecting the separators of x and the separators of y, it is proved 
that S, q-regular implies that S, is q-regular too. 
Keywords: Combinatorics on infinite words; circularity; q-regularity 
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1. Introduction 
Considerons un mot infini x dont l’alphabet est un ensemble fini A. Appelons 
skparateur de x en n E N le plus petit facteur de x dont l’indice du debut de la 
premiere occurrence est n. Notons 8, la fonction S, : N + N telle que S,(n) est Cgal 
a la longueur du separateur de x h l’indice y1 lorsqu’il existe et vaut 0 sinon. 
Dans cet article nous demontrons que, dans le cas des mots infinis x qui sont 
engendres par un morphisme q-uniforme et qui sont circulaires, l’application S, definie 
precedemment est q-reguliere. 
Cette etude s’inscrit dans une etude plus genbrale sur les lois satisfaites par les 
facteurs des mots infinis. De part la definition meme des separateurs, elle se trouve 
directement like aux problemes de recherche de mots (String Matching). Ici nous ne 
cherchons pas a detecter le mecanisme des repetitions des facteurs dans les mots infinis. 
Nous prenons en quelque sorte le point de vue inverse et nous essayons de compren- 
dre comment s’effectue l’apparition des nouveaux facteurs. Remarquons que, si u est 
le separateur d’un mot infini x en un indice n, en quelque sorte v “separe” l’entier 
n des indices precedents dans la mesure ou, d’une part v n’apparait pas en j < n, 
d’autre part v est minimal parmi les facteurs de x dont l’indice de la premiere occur- 
rence est n. Notons que, pour tout mot infini non ultimement periodique nous avons 
lim-; S,(n) = +co. 
Le calcul de S, dans des cas particuliers de mots infinis x qui sont engendrts 
par morphismes, c’est-a-dire de mots pour lesquels il existe une lettre a E A et un 
morphisme cr : A* + A* tels que x = lim-; a”(a), fait apparaitre l’existence de 
relations de rkurrence dans lesquelles intervient la suite des longueurs (lo”(a)l). 
Illustrons ceci par un exemple. Soit 0 : (0, 1 }* + (0, 1 }* le morphisme dtfini 
par o(O) = 01 et o(l) = 0. La limite prefixe de la suite (a”(0)) est le mot infini 
x = limT o”(0) qui est communement appele mot de Fibonacci. 
x=01001 0100100101001010 010 
Posons (u,) la suite des entiers de Fibonacci: 
240 = 1, ui = 2, 
&I+2 = %I+1 +&I. 
Nous avons lo”(O)1 = u,, Vn E N. Considerons deux entiers m et n verifiant m 2 2 
et u, <m < u,+l. Le separateur de x en m se factorise alors sous la forme vwa avec, 
pour v le suffixe de o”-‘(O) d e on 1 gu eur u,+i - m, pour w le prefixe de an(O) de 
longueur u, - 2 et a E (0, 1). Nous obtenons S,(m) = u,+2 - m - 1. Le transducteur 
T d&it ci-dessous permet le calcul de la fonction S, dans la base de Fibonacci en 
procedant de la man&e suivante: (nous omettons la verification de ce resultat) Fixons 
un entier m 22. Notons w(m) = ~(0..  clp, ai E (0, 1) le mot de l’ecriture de m en base 
de Fibonacci, c’est-a-dire tel que 
(1) ap = 1, 
(2) w(m) ne comporte pas deux 1 consecutifs, 
(3) m = Cf!, CliUj. 
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Fig. 1. Transducteur T 
Pour obtenir le mot de l’ecriture de S,(m) en base de Fibonacci, il suffit d’appliquer 
T, de la droite vers la gauche, au mot *w(m) oh * est un caractere arbitraire, different 
de 0 et de 1 et servant a marquer le debut de w(m). Prenons par exemple m = 10. 
Nous avons w(m) = 01001. L’application du transducteur T a *OlOOl donne 01001 
dont la valeur entiere est 10. Le separateur de x a l’indice 10 est le facteur de x, de 
longueur &gale i 10 et qui commence a l’indice 10, soit 0010100101. 
Dans cet article, nous ttudions les proprietes de la fonction S, dans le cas oti les 
mots infinis x sont engendres par iteration d’un morphisme q-uniforme. Nous montrons 
que si x est circulaire alors S, est q-rtguliere. 
Rappelons que la q-regularite gentralise la notion de q-automaticitt introduite par 
Cobham [SJ (uniform tag-systems) et que cette gentralisation est due B Allouche et 
Shallit [2]. 
La notion de circularite provient de la thtorie ergodique et a et& utilisee en theorie 
des codes. Mignosi and SCCbold en donnent un sens particulier dans le cadre des 
DOL-systems [12]. C’est cette definition que nous adoptons. De facon informelle cela 
signifie que, pour tout facteur u suffisamment long d’un mot infini engendre par mor- 
phisme, et quitte B reduire un peu v a droite et a gauche en un mot v’, il existe un 
unique facteur u de x dont II’ est l’image par le morphisme. 
Plan adopt&: Dans la premiere section now precisons les notations utilisees, les con- 
cepts fondamentaux et presentons le theoreme principal. Dans la deuxieme section nous 
traitons le cas des mots infinis engendres par un morphisme injectif. Dans la troisieme 
section nous montrons comment, dans le cas d’un morphisme quelconque, I’on peut se 
ramener au cas injectif et ainsi clore la preuve du theoreme. 
2. Concepts fondamentaux, thCor&me 
2.1. Notations et rappels. Nous notons A un alphabet fini, A* et A” les ensembles des 
mots finis et infinis sur A, E le mot vide, Iu] la longueur d’un Clement u de A* et U” 
le produit de n copies de u. 
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Un mot v E A* est facteur d’un mot u si u se factorise sous la forme u = u’vu” 
avec d’une part u’ E A*, d’autre part u” E A* si u E A* et u” E AW si u E P; v est 
pr@xe de u si u’ = E et su$iixe de u si u” = E. L’ensemble des facteurs d’un mot 
x est note F(x). Nous notons u[i,j] le facteur de u qui commence a l’indice i et se 
termine a l’indice j. 
Un mot infini x est Iimite pr@xe d’une famille (u, ), u, E A*, et nous notons 
x = limu,, si 
n 
(i) pour tout n, u, est prefixe de u,+i, 
(ii) pour tout prefixe v E A* de x il existe un entier n tel que v soit prefixe de u,. 
11 est dit ultimement pPriodique s’il existe deux mots u E A* et v E A* tels que 
x = lim uv”. 
n 
I1 e’st engendrC par it&ration d’un morphisme (r : A* --t A* s’il existe une lettre 
a E A telle que x = limcr”(a). Si l’on &end (T a l’ensemble Aw par limite prefixe, le 
mot x verifie a(x) = i et x est un point fixe de c. 
Nous appelons skparateur d’un mot x a l’indice n E N le plus petit facteur de x 
dont l’indice du debut de la premiere occurrence est n. 
Nous notons 5, : N + N la fonction telle que, pour tout entier n, S,(n) est la 
longueur du stparateur de x lorsqu’il existe et 0 sinon. 
Remarquons que, pour tout mot infini ultimement periodique, S, est partout nulle 
sauf pour un nombre fini d’entiers n, et que, dans le cas contraire nous avons 
@I S,(n) = +CCL 
n 
Un q-automate est un automate fini deterministe dont les etiquettes sont elements 
de l’ensemble (0,. . . , q - 1) et qui est muni d’une fonction de sortie a valeurs dans 
un ensemble fini (voir Cobham [S] et Eilenberg [S]). 
Une partie de N est q-reconnaissable si ses elements calcules en base q sont reconnus 
par un q-automate. 
Un q-transducteur est un transducteur dont les etiquettes sont elements de l’ensemble 
(0,. . . , q - 1) et qui est muni d’une fonction de sortie dtfinie sur l’ensemble des &tats 
de l’automate et a valeurs dans (0, . . . , q - 1 }*. 
2.2. q-RCgularitk. Nous adoptons les definitions donntes par Allouche et Shallit dans 
[2]. Nous ne considerons ici que des suites a valeurs dans N et l’anneau de base 
est l’anneau des entiers Z. Notons K(u) le q-noyau d’une suite u = (u,), c’est-a-dire 
l’ensemble des sous-suites de la forme (uqan+b), avec a et b E k! et 06 b < q’. 
La suite u = (u,) est q-rCguli&e si le Z-module engendre par K(u) est de type fini. 
Une fonction / : N 4 N est q-rtgulike si la suite de ses valeurs est q-rtguliere. 
Soit H une partie de N et G : N ----f N une fonction. Nous dirons que la restriction 
de 8 Li H est q-r&guli&e si la fonction 8~ definie en posant 
/H(n) = {i(n) zn!,’ H, 
est q-regulibre. 
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Rappelons quelques-unes des proprittes des suites q-regulieres parmi celles que nous 
allons utiliser. 
1. Soient (u,) et (v,) deux suites q-regulibres et soit a E Z. Les suites (c(u,~), 
(u,) + (v,) et (u,v,) sont aussi q-rtgulieres. 
2. Fixons q et no deux entiers 22. Notons H la partie de N suivante: 
H= {m -,qkno<m<qk(no+ l),k E N}. 
La suite (u,) dtfinie en posant 
U m= 
m - qkrto si qknO <m < qk(no -f I), 
0 m@H 
est q-reguliere, 
Considerons maintenant l’ensemble {qknO, k E N}. Fixons D E N\(O) un entier et 
{ao,. . . , q_~} un sous-ensemble de (0,. , q - 1). Soit ug un entier quelconque. La 
suite (Z(m)) definie en posant 
l(no) = uo 
I(qk+’ nO) = qz(qknO) + a(k+l)modD> Vk E N 
l(m)=0 si m@{bno, jE N} 
est q-rtguliere. 
3. Soit s un entier 3 1. La suite (21,) est q-r6?gulif?re si et seulement si (u, ) est 
q”-rPguli&e. 
2.3. Circularit& La definition que nous utilisons est celle introduite par Mignosi et 
Seebold [12] dans le cas des DOL-systems. Considerons un mot infini x E A” qui est 
point fixe d’un morph&me cr : A* -+ A”. 
Une interprhtion d’un facteur w de x est la donnee d’un quadruplet (u,i, j, L’), 
i, j E N\(O), i<j, u, II E A*, tel que 
1. u est un suffixe non vide de o(x[i - l]), 
2. o est un prefixe non vide de o(x[j + 11) et tel que 
3. w = ua(x[i,j])a. 
Par abus de notations nous tcrirons w = uo(x[i,j])u au lieu du quadruplet (u, i, j, u). 
2.3.1. Un mot infini x qui est engendre par un morphisme CT est circuluire s’il existe 
une constante K > 0, (le dtlai de synchronisation), telle que, pour tout facteur w de x 
et pour toutes les interprktations w = ua(x[i, j])u et w = u’G(x[i’, j’])u’, s’il existe h 
tel que luo(x[i,h - l])] &K et ]o(x[h + l,j])uj >K, alors il existe h’ tel que 
x[h] = x[h’], uo(x[i,h - 11) = zf’o(x[i’,h’ - 11). 
En particulier ceci entraine cr(x[h + l,j])u = cr(x[h’ + 1, j’l)u’. 
88 E. Garell Theoretical Computer Science 180 (1997) 81-113 
Notons que si le morphisme est q-uniforme la propriett de circularitt implique que, 
pour tout facteur w de x de longueur [WI >2K+2q, les indices des debuts d’occurrences 
de w dans x sont tous congrus a une meme valeur modulo q. Dans le cas d’un 
morphisme q-uniforme et injectif nous obtenons: 
2.3.2. Proposition. Soit x un mot infini engendre par iteration dun morphisme injectif 
et q-untforme u : A* -+ A*. Le mot x est circulaire si et seulement s’il existe une 
constante C > 0 telle que, pour tout facteur w de longueur /WI aC, pour tous les 
indices n et m qui sont des debuts dune occurrence de w, si les interpretations de w 
en ces indices s’ecrivent sous la forme w = uo(x[i, j])v et w = u’o(x[i’, j’])v’, alors 
nous avons x[i, j] = x[i’, j’] et u = u’. En particulier ceci implique v = v’ et n = m 
module q. 
Une demibre remarque. 
2.3.3. Proposition. Pour tout mot infni x engendre par iteration dun morphisme 
a : A* + A* nous avons 
1. pour tout s E N\(O), x est engendre par iteration de 8. 
2. x est circulaire en tant que mot engendrt par IS si et seulement si x est circulaire 
en tant que mot engendre par os. 
Donnons maintenant le theoreme principal et quelques exemples. 
ThCodme 1. Pour tout mot infini x qui est engendrt par iteration d’un morphisme 
q-uniforme et qui est circulaire, la fonction S,, qui a tout entier n E N associe la 
longueur du separateur de x en n, est q-reguliere. 
2.4. Exemples 
(1) Soit A = {0,1,2,3} et y : A* + A* le morphisme defini en posant y(O) = 01, 
~(1) = 21, ~(2) = 03, ~(3) = 23. Nous obtenons le point fixe x = lim;;- u”(O), 
x=01210321 01230321 0121 0323... 
Ce mot est associt a la suite du dragon (voir [7] et [9]). 11 verifie les hypotheses 
du theorbme. 
Soit B = (0, 1). Considerons la projection n : A* + B* dtfinie par rc(0) = n(l) = 1, 
742) = n(3) = 0 et le mot image de x par n, w = rc(x). Ce mot est associt a la suite 
regulibre de pliage de papier (voir [l 11). 
w=1101100111001001 11011000 
Le calcul de S, donne: 
S,(O) = S,(l) = S,(2) = 1 pour tout entier ma3 
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Fig. 2. Automate A(H) qui calcule Sa 
5x2k-m si3x2k<m<4x2k, 
S,(m) = 6 x 2k - m ~i4x2~<m<5x2~+2~-‘,k32, 
6~2~+2~-~--rn si5x2k+2k-‘<m<6x2k. 
Pour tout entier m, notons w(m) = a~. -a, le mot miroir de l’expression binaire 
de m. Plus prtcistment tel que ai E (0, 1 }, a, = 1 et m = a0 + ai2 + ... + 42’. 
Considtrons par exemple l’ensemble 
H={m>3, 3x2k<m<4x2k,kEN}. 
Pour tout m E H, le mot miroir de l’expression binaire de S,(m) peut &tre obtenu 
en appliquant le transducteur note A(H) et qui est d&it ci-dessous au mot w(m)‘(2), 
c’est-a-dire a w(m) prive de ses deux demibres lettres. (La fonction de sortie de A(H) 
est la concatenation avec 01 pour l’etat 1 et la concatenation avec 1 pour n’importe 
quel autre &tat.) 
Considerons par exemple les valeurs 6 et 13. En m = 6 nous avons w(m) = 011, 
w(&(m)) = 001, S,(m) = 4 et le separateur de x en 6 est 2101, en m = 13 nous 
obtenons w(m) = 1011, w(&(m)) = 111, S,(m) = 7, le separateur de x en 13 est 
3210121. 
11 est facile de verifier ensuite que SW(m) = S,(m) pour tout m 3 24. 
(2) Soit x un mot infini d’alphabet fini A. Notons J, : F(x) + N l’application qui 
associe A tout facteur w E F(x) l’indice du debut de la premiere occurrence de w 
dans x. Nous avons la proposition suivante: 
Proposition. L’upplicution J, est surjective si et seulement si x n’est pus ultimement 
pbiodique. 
DiZmonstration. 11 est facile de voir que l’application J, est born&e lorsque x est 
ultimement ptriodique. En effet supposons qu’il existe deux mots u et v de A* tels que 
x = lim uv”. Tout facteur w de x est soit facteur d’un mot de la forme uvP et dans c- 
n 
90 E. Garell Theoretical Computer Science 180 (1997) 81-113 
ce cas &(w) < ]uI, soit facteur d’un mot de la forme UP et dans ce cas J,(w)< IuY]. 
L’application JX est bomee par Juu]. 
Inversement, supposons J, bomee par un entier M. Fixons un entier m > M. Notons 
H l’ensemble des facteurs de x qui commencent en m, q = SUP,,,~~ JX(w) et choisissons 
v E H tel que JX(u) = q. 
Tout facteur w E H tel que Jw( 2 /VI admet v pour prefixe et verifie de ce fait 
J,(w) = q, (en effet nous avons J,(w) < q + J,(v) < q ce qui est contraire au choix 
de v). 
Soit u = x[q,m - 11. Considtrons w E H de longueur (WI 2 sup(Zlu], Iv]). Comme 
JX(w) = q nous obtenons u prefixe de w. Les indices q et m sont tous deux les indices 
du debut d’une occurrence de u et ainsi u2 est prefixe de w. 
On verifie ensuite par rCcurrence que tout mot w E H de longueur 1 w I 2 sup(n I u (, I u I ) 
admet u” pour prefixe et x = l@(x[O,q - 1124”). 
Supposons maintenant x nonnultimement ptriodique. Soit m un entier appartenant a 
l’image de J, et soit w E F(x) tel que JX(w) = m. Pour tout indice j <m nous avons 
alors JX(x[j,m - l]w) = j (noter que l’on a JX(x[j,m - l]w) < j + J,(w) < m). 
Comme J, est non bomee, J, est surjective. q 
Dans le cas d’un mot infini ultimement periodique x nous n’avons qu’un nom- 
bre fini de separateurs. S, est alors partout nulle sauf sur une partie born&e de N 
et toute propriete de q-regularit& est de ce fait automatiquement verifiee. Remar- 
quons enfin que pour tout mot infini non ultimement periodique nous avons 
1irJ S,(n) = +co. 
n 
3. Cas injectif 
Dans cette partie nous allons verifier la q-rtgularitC de A’, pour les mots infinis qui 
sont engendres par des morphisme q-uniformes et injectifs et qui sont circulaires. Pour 
cela nous allons montrer l’existence d’une partition finie de N telle que la restriction de 
S, a chacune de ses parties s’exprime par des formules de recurrence, facilement cal- 
culables et qui entrainent la q-regularite. Pour alleger les preuves introduisons quelques 
notations supplementaires. 
Pour tout u E A*, U* designe le mot u prive de sa demibre lettre, respectivement ‘U 
est u prive de sa premiere lettre et plus generalement, pour tout s E FV, u*(~) designe 
u prive de ses s demieres lettres et l @)U designe u privt de ses s premieres lettres. 
Soient u et u deux mots de A*. Nous notons gpc(u, v) le plus long prefixe commun 
a 2.4 et u et gsc(z.4, a) leur plus long suffixe commun. 
Soit x E A” un mot non ultimement periodique. Nous notons 29, et JX Les applica- 
tions suivantes: 
t9, : N + F(x), Vn E N, 29,(n) est le separateur de x en n. 
J, : F(x) + N, VW E F(x), J,(w) est l’indice du debut de la premiere occurrence 
de w dans x. (En particulier nous avons JX(8,(n)) = n pour tout n.) 
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Tout d’abord remarquons une propriete caracteristique de S, et degageons-en quel- 
ques consequences. 
3.1. Proposition. Pour tout entier n E N nous auons S,(n + l)>&(n) - 1 et ‘dx(n) 
est pr$xe de 6J,(n + 1). 
DCmonstration. Supposons &(n + 1) < S,(n) - 1. Le mot &(n + 1) est alors prbfixe 
de l tYx(ny. L’intgalite J,(&(n)*) < n entraine I’inegalite f,(?9,(n + 1)) < n + I et 
cette dernike est incompatible avec la definition de &(n + 1). 0 
3.2. Nous dirons qu’il y a un saut B l’indice n + 1 ou encore un saut entre les ind- 
ices n et n + 1 si Sx(n + 1) > S,(n). Notons qu’alors O&(n) est un prefixe strict de 
&(n + 1). 
Nous dirons qu’il n’y a pas de saut & l’indice n + 1 ou que S, est monotone dans 
l’intervalle [n, n + l] si S,(n + 1) = S,(n) - 1. Dans ce cas nous obtenons &(n + 1) = 
‘t%(n). 
Plus gentralement, si S, est monotone dans l’intervalle [n, n+d] nous avons S,(n+d) 
= S,(n) - d et 6,(n + d) = ‘(%9,(n). L’existence d’un saut entre n et n + d implique 
S,(n + d) 3&(n) - d + 1 et ‘(‘%&(n) prefixe de 19,(n + d)‘. 
Dans toute la partie 3 nous allons supposer le mot x E AW non ultimement periodique, 
engendrt par un morphisme q-uniforme et injectif note cr : A* + A*. Nous supposons 
Cgalement x circulaire et nous fixons C > 2 une constante associee a la propriete de 
circularite conformement a la proposition 2.3.2. 
3.3. Proposition. Sous ces hypotheses, pour tout indice n E b4 tel que S,(n) 3 C nous 
avons les indqalitks: 
q&(n) - q + 1 d&(gn)bq&(n). 
Notons a la derniere lettre de G,(n). Le separateur de x a l’indice qn se factorise 
alors sous la jbrme 29,(qn) = a(tiX(n)*) z avec z un pr.$xe non vide de a(a). 
Dkmonstration. Soit it un indice tel que S,(n)>C. Factorisons 19,(n) sous la forme 
z?,,(n) = va avec a E A et soit i < n l’indice d’une occurrence de v dans x. 
Par application de rs au mot x nous obtenons une occurrence de a(v)g(a) en qn 
et une occurrence de a(v) en qi < qn. On en deduit les inlgalites Jx(o(v)) < qn et 
9(&(n) - 1) < &(qn). 
Supposons maintenant S,(qn) > q&(n). Dans ce cas o(v)a(a) est un prefixe strict 
de 6,(qn) et l’on peut trouver une occurrence de o(u)cr(a) en un indice j < qn. 
Par circular&, j est un multiple de q et l’on obtient j = qi avec i < n. Nous 
avons suppose 0 injective. L’egalite o(va) = a(x[i,i + lva] - 11) implique vu = 
x[i, i + lval - l] et Jx(va) < n, ce qui est contraire a la definition de separateur, d’oh la 
proposition. 0 
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3.4. Corollaire. Pour tout entier n tel que S,(n)~C nous avons: 
(1) S,(m)>C pour tout m tel que qn<m<qn + q - 1. 
(2) L’existence d’un saut en n + 1 entraine l’existence d’au moins un saut entre 
qn et qn + q. 
DCmonstration. Pour la partie (1) utilisons les resultats de la Proposition 3.3 et 
l’hypothbse S,(n) 2 C. NOW avons 
et pour tout entier m tel que qn <m <qn + q - 1 
S,(m)BS,(qn) - (m - qn)aqC - 2(q - 1). 
L’inegalite qC - 2(q - 1) 2 C, c’est-a-dire (C - 2)(q - 1) > 0 est satisfaite d&s que 
C 22. La condition imposee a C (C > 2) assure le resultat de la partie (1). 
Remarque. L’hypothese S,(n) > C implique S,(m) > C pour tout m tel que qn 6 m < 
qn+q- 1. 
(2) Traduisons l’hypothbse de l’existence d’un saut en n + 1 et utilisons les rtsultats 
de la Proposition 3.3. Nous pouvons Ccrire les inegalites 
S,(n) <&(n + 1) 
q&(n) - 4 + 1 G&(qn) <q&(n) 
q&(n+ 1)-q+ l<S,(qn+q)<q&(n+ 1). 
De tout ceci nous dtduisons 
S,(qn) - q + 1 <q&(n) - q + 1 <qS,(n + 1) - 4 + 1 <&(qn + 4). 
D’ou le resultat. Cl 
Notons nk, k E N, le nombre de sauts existant dans l’intervalle [qk,qk+‘]. Nous 
dlOnS V&fier qUe la suite (nk) eSt stationnaire. Pow da fixons Un entier no td qUe 
&(no) > C et posons 
H(no) = {qknoGm<qk(no + l), k E F+J}. 
Nous allons definir pour chaque indice m E H(Q) un ensemble fini d’indices qui decrit 
les occurrences de 19,(m)* de la manikre suivante: 
3.5. Ensembles Z(m). Tout d’abord factorisons les separateurs en no et no f 1 sous la 
forme 
ti,(no) = bva, a,bEA, VGA*, et 29,(no + 1) = vaw, WEA”. 
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Notons I l’ensemble 
1 = {i <no tels qu’un facteur v commence en i}. 
Pour m E H(Q), qkno<m<qk(no + l), notons Z(m) l’ensemble 
Z(m) = {i E I tels qu’un facteur 6,(m)’ commence en qk(i - 1) + (m - qkno)}. 
Des propriMs de circularitt de x et d’injectiviti: de G, nous dkduisons l’existence 
d’une bijection entre l’ensemble I(m) et l’ensemble des indices j < m correspondant 
aux indices des d&buts d’une occurrence de &(m)*. 
Plus prkistment soit m = qkno + m’ avec 0 dm’ <qk. Le siparateur 6,(m) se 
factorise sous la forme G,(m) = ‘@‘)ak(b)ok(v)Z oh Z est un prkfixe non vide de 
ok(a). Soit j < m l’indice d’une occurrence de 19X(m)o. Par circularitt nous avons 
j = q”(i - 1) + m’ et le mot ok(v) commence A l’indice qki. Comme G est injective, v 
commence en i. Comme de plus nous avons (j < m + i < no + 1) nous en dkduisons 
i E I. 
Prtcisons un peu plus les proprittts des ensembles I(m). 
3.6. Proposition. (1) Nous avow I(qm) cI(m), Vm E H(no). 
(2) Pour tous les entiers ml et m2 &riJiant qkno <ml < m2 <q”(no + l), k E N 
nous avons 
l(m,) n Z(mz) = 0 s’il existe un saut duns l’intervalle [ml,m2] 
et 
I(ml) cl(m2) si S, est monotone duns I’intervalle [ml,mz]. 
Demonstration. Vtrifions (1). Soit m E H(no), m = qkno +m’, 0 <m’ < qk. Nous avons 
qm = qk+‘no + qm’ et O<qm’<qk+‘. 
Pour tout i E Z(qm) l’indice j = q k+‘(i - 1) + qm’ est l’indice d’une occurrence 
de &(qm). et done celui d’une occurrence de a(6,(m)‘). Par circularit& j = qj’, ici 
j’ = qk(i - 1) + m’. Comme 0 est injective nous dkduisons une occurrence de 8X(m)o 
en j’ et i E I(m). 
V&lions (2). Posons ml = qkno + m{, O<m{ <qk et m2 = qkno + mi, O<mk<q”. 
Les skparateurs en ml et m2 se factorisent sous la forme 
i9,(ml) = ‘(m~)ak(b)ak(v)Z~, et tiX(m2) = ““:‘ok(b)CJk(v)z,, 
avec pour Z1 et Z, deux prkfixes non vides de ak(a). 
Dans le cas oh il existe un saut entre ml et m2 nous avons Z1 prkfixe de Z2’. Raison- 
nons par l’absurde et supposons qu’il existe un indice i E I(ml) n Z(mz). Les facteurs 
&(ml)* et fJx(m2)* commencent respectivement aux indices jl = qk(i - 1) + m{ et 
j2 = qk(i - 1) + mk, jl < j2. Dans les deux cas ok(v) commence B l’indice qki et se 
termine 1 l’indice qki + Iok - 1. Le facteur Z2’ (et done aussi Z,) commence B 
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l’indice qki + Jak(v)j. Or ‘@)ok(b) commence a l’indice jt et se termine a I’indice 
qki - 1. On trouve une occurrence de &(mt ) en jt < ml ce qui est impossible. Nous 
concluons que Z(m,) n I(m2) = 0. 
Dans le cas oh S, est monotone dans l’intervalle [ml,mz], nous avons Zt = 22 et de 
ce fait &(m2) est un suffixe de &(ml). Soit j l’indice d’une occurrence de &(ml)‘, 
l’indice j + rnk - rni est alors l’indice d’une occurrence de 19,(m2)‘. En particulier si 
j=qk(i- l)+mi avec iEl(ml), nous avonsj+mk-rni =qk(i-l)+mi et nous 
en deduisons alors que i E Z(mz), d’oh l’inclusion. 0 
Notons Nk(no) le nombre de sauts existant entre qkno et qk(no + 1). Nous avons 
h-e. La suite (Nk(nO)) est stationnaire. 
DCmonstration. Soit m E H(Q). Nous savons que l’existence d’un saut entre m et 
m + 1 entraine l’existence d’au moins un saut entre qm et qm + q d&s que S,(m) > C. 
La suite (Nk(?‘@)) est Croissante. 
Fixons un entier k E h4 et notons mt , . . . , m, la suite de tous les indices tels que 
qkno<ml < ... < m, < qk(no + 1) et tels qu’il existe un saut entre rni et mi + 1. En 
particulier nous avons r = Nk(m.3). Les ensembles I(mi) sont non vides, contenus dans 
I et deux a deux disjoints, d’oh r < CardI. 
La suite (N,(nO)) est croissante et major&e, et done stationnaire. q 
3.7. Corollaire. La suite (nk) du nombre de sauts entre [qk,qk+‘] est stationnaire, 
Dkmonstration. Fixons un entier ko tel que l’on ait S,(m) > C, ‘dm E [qh,qkof’[. 
Notons Nk(m), m E [qko,qko+l [, le nombre de sauts existant entre qkm et qk(m + 1). 
Nous avons alors 
go+‘-1 
nk = m5b Nk(m). 
Les suites (Nk(m))k>h SOnt CrOiSSantCS et stationnaires et nous en deduisons les 
memes proptietes pour la suite (@). 0 
3.8. Une consequence de ce corollaire est que, pour tout entier kO suffisamment grand, 
les ensembles H(nc), no E [q’Q 2 q’@+l[ 9 sont de deux types (que nous allons noter Sl 
et S2 a partir de maintenant): 
Sl. la fonction S, est monotone dans chaque intervalle [qkno,qk(no + l)], k E N, 
$2. S, admet exactement un saut dans chaque intervalle [qkno,qk(no + l)], k E N. 
Montrons tout d’abord la q-regularite de S, sur le sous-ensemble {qkno, 
k E N}. 
3.9. Proposition. Soit no E N tel que &(no) > C et H /‘ensemble H = {qkno, k E IV}. 
Alors, la restriction de S, ri H est q-rt!guliGre. 
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Di5monstration. Soit no E N tel que &(no) > C et soit H = {qkno, k E N}. Dans le 
cas prksent, modifions lkgkrement la dkfinition des ensembles d’indices introduits en 
3.5. Posons 
J = {i < no,tels que &(Q)* commence en i} 
J(k) = {i E J, tels que d,(qkno)’ commence en qki}, pour k E N. 
Examinons la suite (J(k)). 11 existe encore ici une bijection entre J(k) et l’ensemble 
des indices j < qkno qui sont les dCbuts d’un facteur &(qkno)‘. Plus prCcisCment, un 
indice j < qkno est l’indice du d&but d’une occurrence de 19,(qkno)’ si et seulement si 
j est de la forme j = qki avec i E J(k). 
L’inclusion J(k + 1) c J(k) est donnie par la Proposition 3.6( 1). 
La suite (J(k)) est une suite dkroissante d’ensembles finis non vides. Cette suite 
est stationaire et sa limite est un sous-ensemble non vide de J que nous allons noter 
E = {i,,. . . , ih}. Fixons Cgalement ko E N tel que J(k) = E, Vk 3 ko. 
Dtfinissons la suite (dk)k& g valeurs dans Ah+’ de la faGon suivante: 
(i) dk = (~:,a’; )...) a;), UI” EA, 
(ii) ui est la dernike lettre de 6,(qkno), 
(iii) a;, 1 <j<h, est la lettre qui suit immbdiatement le facteur 6,(qkno)’ qui com- 
mence en qki,. 
Notons Wk+l le prkfixe non vide de o(u~) (k >ko) tel que 
&(qk+’ no> = ~(&(~k~O)')"'k+b 
Lemme. La suite (dk)kgko est ultimement ptriodique. 
DCmonstration. Nous avons J(k) = E, Vk 2 ko. Ainsi, un indice j < qkno est le d&but 
d’une occurrence de &(qkno)’ si et seulement j est de la forme j = qki avec i E E. En 
particulier, si nous reprenons la factorisation de 19,(qk+‘no) sous la forme 6,(qk+’ no) = 
cr(&(qkno)*)wk+l, Wkfl prkfixe non vide de a(~;), alors Wkfl vtrifie 
w;+, = gpc(o(&cr(ujk)), Vj E { 1,. .,h}. 
La suite (dk) prend ses valeurs dans un ensemble fini. Soient k’ et k”, deux entiers 
distincts tels que dk: = dpf et soit j un indice 1 d j < h. Nous avons 
g’ = u;” j ~(u;‘) zz @“) 
+ wk’/+1 = gpc(cJ(&, o(u;‘)) = w;“+’ = gpc(a(uf’), a(a)“)) 
juk'+l _k"+l 
0 0 
et .k'+l =uhf'+l 
.I J ' 
d’oti dkl+l = dk”+l. La suite (dk)k>b est bien ultimement pkiodique. 0 
Fixons maintenant un entier kl >ko tel que (dk)k3k, soit ptriodique et SOit D une 
p&ode de cette suite. L’ensemble {wk, k 2kl) des suffixes des facteurs 6,(qkno) 
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dtfinis prCcCdemment se rCduit B l’ensemble fini {wkl,. . . , Wk,+D_l }. Nous pouvons 
toujours choisir kl de fagon A avoir kl + j z j mod D pour tout j E (0,. . . ,D - 1). 
Nous poserons alors pour simplifier Wj = wk, +j, pour j E (0,. . . , D - 1). NOUS obtenons 
les formules suivantes (pour k 3 kl): 
Wqk+’ no> = ~(9x(4knO)‘)w(k+l),,dD, et 
&(qk+‘nO) = q(&(qknO) - 1) + )W(k+l)modDI. 
Ces formules nous donnent la q-rCgularitC de la restriction de S, A H. 0 
3.10. Corollaire. Soit no E N tel que &(no) > C et soit 
H(Q) = {m E FU/qknodmdqk(no + l), k E N}. 
Supposons que S, soit monotone duns chaque intervalle [qkno,qk(no + l)]. Duns ces 
conditions, la restriction de S, d H(no) est q-r&&&e. 
DCmonstration. Reprenons, pour le sous-ensemble {qkno, k E N}, les notations et les 
formules ktablies prkkdemment. Nous avons pour k suffisamment grand (k > kl ) 
&(qk+‘nO> = q(&(qknO> - 1) + (W(k+l)modDI. 
L’application S, est monotone dans l’intervalle [qk+‘no,qk+‘(no + l)] et la valeur de 
S, en un indice qk+‘no<m<qk+‘(no + 1) est 
S,(m) = q(SX(qknO) - 1) - (m - qknO) + bqk+l)modDb 
On en dCduit la q-rtgularitk de la restriction de S, A H(no). 0 
3.11. Proposition. Soit no E N un entier tel que S,(no) > C et soit 
H(no) = {m E N/qknodmbqk(no + l), k E N}. 
Supposons que, duns chaque intervalle [qkno,qk(no + l)], S, admette exactement un 
saut, et ceci entre les indices mk et mk + 1 (qkno <rnk < mk + 1 <qk(nO + 1)). NOUS 
avons alors 
(1) I’ensemble {mk, k E N} est q-reconnaissable, 
(2) la restriction de S, ri H(no) est q-rCguliPre. 
Di5monstration. Soit no E N un entier tel que &(no) > C. Factorisons les stparateurs 
en no et en no + 1 sous la forme 
8,(no) = bva, a,bEA, VEA* et gX(nO + 1) = vaw, WEA*. 
De l’existence d’un unique saut entre no et no + 1 et entre m/, et mk + 1 dans tout 
intervalle [qkno,qk(no + l)] nous dtduisons que: 
(1) IwI 2 1 et “&(mk) est prtfixe de &(mk + l)‘, 
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(2) S, est monotone dans les intervalles [qkno,mk] et [wzk + 1, qk(no + l)]. En parti- 
culier, pour tout entier k suffisamment grand, S, peut etre calculee dans chacun de ces 
intervalles a l’aide de formules analogues a celles qui ont et& ttablies dans le Corollaire 
3.10. 
Nous avons done, sous les hypotheses don&es, la restriction de S, a H(Q) est 
q-reguliere si et seulement si l’ensemble {mk, k E FV} est q-reconnaissable. 
Demontrons ce dernier point et pour cela reintroduisons les ensembles d’indices Z(m) 
d&finis en 3.5, c’est-a-dire: 
I = {i <no tel qu’une occurrence de v commence en i) 
et Pour qknO <m < qk(no + 11, 
I(m) = {i E I tel que 6,(m)’ commence qk(i - 1) + (m - qknO>}, 
Notons 
(i) E la valeur limite de la suite stationnaire (Z(qk(no + 1)) 
(ii) ko un entier tel que Z(qk(no + 1)) = E, b’k 3 ko. 
(iii) bo = x[no], 
(iv) bi = X[Z’ - 11, VZ’ E E, 
(v) w(k,i) = gcs(d(bi),d(bo)), i E E et k E N, le plus long suffixe commun aux 
mots ak(bi) et ok(bo), 
(vi) mk = qkne + ??I; aVeC mk < qk. 
Dans un premier teInpS mOntrOnS que la suite (I(??& + 1)) est stationnaire et que sa 
limite est un sous-ensemble de E. Le separateur en mk + 1 se factorise sous la forme 
&(mk + 1) = •(mi+l)~k(b)ok(v)zk 
avec zk prefixe non vide de ok(a). Comme S, est monotone dans l’intervalle [mk + 
1, qk(no + 1 )I. Nous obtenons en particulier 6,(qk (n0 + 1)) suffixe de ti,(mk + 1) 
c’est-a-dire ici ‘19,(mk + 1) = ok(v)& . 
Soit j < mk + 1 l’indice d’une occurrence de ‘8,(mk + 1)‘. L’indice j est de la forme 
j = qk(i - 1) + rni + 1 avec i E I(mk + 1). Une occurrence de ok(v)& se trouve 
en qki et ainsi i E I(qk(nO + l)).Nous avons I(mk + 1) cZ(qk(no + 1)) et pour k 3 k. 
l’inclusion I(mk + 1) C E. 
Examinons le prtfixe ‘@;+‘)rrk(b) de &(mk $1). Fixons i E z(mk + 1). Une occur- 
rence de •(m;+‘)~k(b) commence a l’indice qk(i - 1) + rn; + 1 et se termine a l’indicc 
qki - 1. Nous obtenons 
l (m’+‘)ak(bi) = l (m’+‘)Ok(bo) = x[mk + l,qk(no + 1) _ 11 
et X[nlk + l,qk(no + 1) - l] est suffixe de w(k,i). 
Notons que l’inegalite Iw(k,i)l > Ix[mk + l,qk(no + 1) - 111 = qk(no + 1) - mk - 1 
impliquex[mkl = x[qk(i - 1) + m/J. Comme .&(mk) est prefixe de &(mk + 1)’ nous 
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obtenons de ce fait l’existence d’une occurrence de &(mk) en qk(i - 1) + n$ < mk ce 
qui est impossible. Nous avons done 
(1) i E I(mk + 1) + X[mk + l,qk(no + I)- 11 = w(k,i), 
(2) i E z(m.4 + 1) % W(k, i) = SUpjEE W(k,j). 
Vtrifions l’inclusion I(mk+l + 1) C I(mk + 1). Nous savons par le Corollaire 3.4 
qu’il existe un saut entre qmk et q(mk + 1). D’autre part nous avons fait l’hypothbse 
d’un saut unique dans l’intervalle [qk+lnO + 1, qk+l(no + 1 )]. Nous avons done mk+l E 
[qmk, qmk + q] et S, est monotone dans l’intervalle [mk+l + 1, qmk + q]. NOUS avons 
alors les inclusions (Proposition 3.6) 
I(mk+l + 1) c I(q(mk + 1)) c z(mk + 1). 
La Suite (z(mk + 1)) est une suite dkcroissante d’ensembles non vides. Elle est 
stationnaire et sa limite est un ensemble non vide que nous notons E’. Remarquons 
aUSSi que E’ C E. Fixons kgalement kl >ko un entier tel que z(mk + 1) = E’ pour tout 
k>kl. 
Remarques. Pour tout entier k> kl nous avons 
(1) Un indice j < ?nk + 1 est l’indice d’une occurrence de 8,(mk + 1)’ si et seulement 
sijestdelaformej=qk(i-l)+mL+l aveciEE’. 
(2) w(k,i) = w(k,i’) = x[mk + l,qk(no + 1) - 11, Vi,i’ E E’. 
(3) Soient i et i’ E E’. Notons CI, p et y les lettres de A telles que l’on ait 
ok(bi) = @w(k, i), u E A* et ak(bit) = u’bw(k, i’), u’ E A*. 
ok(bo) = u”tlw(k, i) = u”cIw(k, i’), u” E A*, 
En particulier cx # fi et tl # y. Par application de CJ nous obtenons a(~) # o(p) et 
o(a) # o(y) et plus pr&isCment 
w(k + 1, i) = gcs(a k+‘(bi), ok+‘(h)) = gcs(a(a),Q))a(w(k,i)) d’une part 
w(k + l,i’) = gcs(ok+‘(bi,),ok”(bo)) = gcs(n(~),o(y))o(w(k,i’)) d’autre part. 
Nous en dtduisons 1’CgalitC gcs(o(a), a(P)) = gcs(o(a), o(y)). 
Tout ceci va nous permettre de dkmontrer que la suite (Pk)k& g valeurs dans Ah+’ 
dkfinie ci-dessous est ultimement ptriodique. Posons 
(i) E’= {il,...,ih}, 
(ii) pk=(bkg,bf ,..., bk),bfEA,jE{O ,..., h}, 
(iii) bk, = x[mk] est la lettre qui pr&de le facteur &(mk + 1) qui commence en 
mk + 1, 
(iv) b; = X[qk(ij - 1) + m’k] est la lettre qui p&&de le facteur &(mk + 1)’ qui 
commenceenqk(ij-l)+m'k+l,jE{l , . . . , h}. (Cette lettre existe toujours puisque 
ij E I?) 
(v) Zk = gsc(a(bik-‘),a(b~-‘)), j l’un des indices j E (1,. . .,h}. (Notons que 
a(b;-‘) # o(bt-‘) implique o< lZk[ <q) 
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Lemme. La suite (pk) est ultimement pdriodique. 
Dkmonstration. La suite (pk) prend ses valeurs dans un ensemble fini. Considerons 
deux entiers k’ # k” tels que l’on ait pkl = pk”, c’est-a-dire bf’ = bf”, Vj E (0,. . , h}. 
Pour tout indice 1 <j < h nous avons 
b;’ = b;” j g( b:’ ) = cr( b;” ) 
+ zk’+l = gsc(o(b;‘), a(b;‘)) = zk”+l = gsc(a(b;“), o(b,k”)) 
+, bk'+' +"+l 
0 
et bk'+l = @"+I 
J J 
D'oti pk'+l = pk"+l. Nous en deduisons done que la suite (pk) est bien ultimement 
ptriodique. 0 
Fixons maintenant k2 2 kl un entier tel que (pk)k>k> est periodique et soit D > 0 une 
p&ode. L’ensemble des suffixes {Zk, k> kz} d&finis prectdemment est un ensemble fini 
{zk2,. , z&&t }. Nous pouvons toujours choisir k2 de facon a avoir k2 f j E j mod D 
pour j E (0,. . . , D - 1) et nous poserons pour simplifier Zj = zk>+j, j E (0,. . , D - 1 }. 
Nous obtenons pour tout i E E’, pour tout k 3 kz, 
w(k + l,i) = zk+lcJ(w(k,i)) = qk+l)modoa(w(k,i)), 
ce qui implique 
Jw(k + 1, i>l = IZ(k+l)modDi + qlw(k, 4. 
Or nous avow 
mk f 1 = qk(no + 1) - Iw(k,i)l et mk+l + 1 = qk+‘(no + l)- Iw(k + l,i)l, 
Finalement nous obtenons 
mkfl = qmk +4 - 1 - IZ(k+l)modDl, vk3k2. 
d’oh la q-reconnaissablilitt de l’ensemble {mk, k E N}. 0 
Nous avons ainsi dtmontre que la restriction de S, a H(no) est q-rkgulihe dans le 
cas S2. 0 
3.12. Thkodme. Pour tout mot in&i x non ultimement pkriodique, qui est engendri 
par itbation d’un morphisme q-uniforme t injectif c et qui est circulaire, I’application 
S, correspondante est q-rdgulit?re. 
DCmonstration. Notons toujours C > 2 une constante associee a la propriete de circu- 
laritt de x. Choisissons un entier ko tel que l’on ait 
(1) d’une part S,(m) > C pour tout mBqkO, 
(2) d’autre part la suite (nk)kako, oti nk est le nombre de sauts existant dans les 
intervalles [qk, qk+‘], est constante. 
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Les ensembles H(n) = {m E N, qkn dm < qk(n + I), k E N}, n E [qkO, qko+‘[ 
vtrifient alors les propriCtCs Sl ou S2 introduites en 3.8. 
Notons H’ I’ensemble H’ = {m E N, m < qko} et considlrons la partition finie de 
kJ donnCe par la famille (H’, (H(n)),,-I,ko,4~+~,). 
L’ensemble H’ est fini. La restriction de S, B chaque partie H(n) est q-r&like. 
Nous pouvons conclure g la q-rCgularitC de S, sur N tout entier. 0 
4. Cas gCnCra1 
Dans cette partie nous considkrons un mot infini x point fixe d’un morphisme 
q-uniforme CT. Nous supposons x circulaire. Aucune autre hypothke n’est faite. Pour 
dkmontrer la q-r&gularitC de S,, nous allons tout d’abord nous ramener au cas d’un 
morphisme injectif. 
4.1. RCduction g un morphisme injectif. Notons -m, m E N, la relation d’tquivalence 
dtfinie sur A en posant 
V(a,b) E A’, a Nm b @ a”(a) = a”(b) 
et notons A,,, l’ensemble quotient A,,, = A/N,. 
La relation wm est plus fine que wrn+l et la suite des cardinaux (Curd A,) est une 
suite d’entiers dkroissants et jamais nuls. Cette suite est stationnaire. Fixons s un entier 
tel que ‘dm E N (m>s + A,,, = A,). 
Notons IT, : A* -+ AZ le morphisme associk g la projection canonique de A sur A,. 
(Vu E A, n,(u) not& a est la classe de a modulo wm). 
Considkons le morphisme qm-uniforme Q,, : Ai -+ AZ dkfini en posant pour tout 
a E A, ~lm(~(a)) = G(~~(u)). 
Quelques remarques. Nous avons pour tout entier m: 
(1) le morphisme qrn est injectif si m as, 
(2) soit a0 E A tel que x = lima”(uo). Nous avons x = lima”(am(ua)) et ainsi x 
n n 
est engendrk par le morphisme q”-uniforme CJ~, 
(3) x circulaire relativement k+i G est Cquivalent 1 x circulaire relativement k?~ 19, 
(4) S, q-rCguli&re est Cquivalent g S, q”-r&dike. 
Ainsi, quitte g remplacer r~ par une puissance convenable de G, (ici OS par exemple), 
nous pouvons supposer que nous sommes dans la situation suivante: 
(1) x est un mot infini engendr& par un morphisme q-uniforme c pour lequel il est 
circulaire, 
(2) - est la relation d’kquivalence dtfinie sur A par 
V(u,b) E A2, a - b w o(u) = a(b), 
(3) B est l’ensemble quotient B = A/--, 71 : A* + B* le morphisme canonique d&ini 
par (Vu E A, n(u), encore not& Z, est la classe de a modulo -), 
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(4) q : B* --+ B* est le morphisme q-uniforme defini en posant pour tout a E A, 
q(rc(a)) = rt(o(a)). Ce morphisme est injectif et vtrifie le lemme suivant qui est une 
consequence directe de la definition de N et du fait que q est injectif 
Lemme. Pour tous facteurs u et v de x nous avons 
(1) 77(U) = jr(V) H O(U) = a(v), 
(2) a2(u) = d(v) =+ a(u) = a(v). 
(5) Notons enfin y l’image de x par le morphisme ttendu rc et a0 E A telle que 
x = lim U”(Q). Nous avons y = lim~n(x(aa)). Le mot infini y est engendre par le .-- 
morphkme ye qui est q-uniforme et kjectif. 
4.2. Proposition. Sous les hypotheses prtcedentes, nous avons si x circulaire alors y 
est circulaire. 
DCmonstration. Fixons K > 0 une constante asssociee a la propriete de circularite de 
x conformement a la caracterisation donnee en 2.3.1. 
Soit W un facteur de y suffisamment long, par exemple ]WI > 4K + 4q. Soient m et n 
deux indices d’une occurrence de W. Notons WI le facteur de x au-dessus de W a 
I’indice m et w2 le facteur de x au-dessus de W a l’indice n. Notons egalement h et 1 
les indices qui sont solutions des equations: 
h-m= K +l et rn+]~I-l= z $1. 
[ 1 9 [ 1 
Nous avons 
rc(wt) = rr(w2) * cr(wt) = cr(w2) = o(x[m,m + IwI - 11) = o(x[n,n + IwI - 11). 
Les indices h et I vtrifient 
m<h<l<m+Iwl-1, 
lo(x[m, h - l])l > K et ]a(x[Z + 1,m + ]wI - l])] > K. 
Nous pouvons appliquer la prop&t& de circularitt de x. Au couple (h, I) correspond 
un couple d’indices (h’, I’) verifiant 
n<h’<I’<n+Iw+l, 
x[h, 1] = x[h’, 1’1 et a(x[m, h - 11) = a(x[n, h’ - 11). 
Par choix de h et 1 nous avons 
Ix[h, 111 = I - h + 1 >2K + 2q. 
Precisons les interpretations du facteur x[h, I] en h et en h’. Elles s’ecrivent sous la 
forme 
x[h, I] = ulo(x[il,jl])vl et x[h’, 1’1 = u~o(x[i~,j~])u’,. 
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Nous pouvons alors trouver des indices ht et 21 tels que 
il Ghl <El <jl, 
Iw4x[h,h - II)1 3K et la(x[Zl + l,j~lh( X. 
Appliquons a nouveau la propriett de circular%& de x. Au couple (ht, It) correspond 
un couple d’indices (h2, 12) tels que l’on ait 
i2 dh2 d 12 d j2, 
x[hl, 111) = x[h2, Z2] et u~a(x[i~,h~ - 11) = u~c~(x[~~,ZZ~ - 11). 
Notons u = ut = 242 et u = ut = ~2. En m et en n nous obtenons les factorisations de 
wr et de w2 suivantes: 
WI = x[m,h-l]uo(x[il,h - l])o(x[hl, Zl])o(x[Zl + l,jr])vx[Z + 1,m + IW[- I], 
et 
W2 = XL% A’- lludX[i2, A2 - ll)O(x[hz, 12])o(x[Z2 + 1, j2])ux[Z’ + 1, IZ + /WI - 11. 
De plus nous avons 
dx[Lh - 11 = V(X[i2,h2 - 11) + n(x[it,ht - 11) = 7L(X[i2,h2 - l]), 
o(x[hl + l,jll) = O(xih2 + 1, j21) * n(x[hi + 1, jt]) = rc(x[h2 + 1, jz]), 
et 
o(x[m,h - 11) = o(x[n,h’ - 11) =+ y[m,h - l] = y[n,h’ - 11, 
c’est-h-dire 
Y[ii,hr - 11) = Y[i2,h2 - 11) et y[h + l,jr]) = y[h2 + 1,j2]). 
NOUS obtenons les factorisations de w 
en m: W = Y[m,h - llW(y[il, jl])ty[Z + 1,m + ]WI - 11, 
en n: W = Y[n,h’ - llW(y[i2, j2])Vy[Z’ + In + IF] - 11, 
avec 
y[G ,jr I = y[i2,j21) et y[m, h - 11% = y[n, h’ - l]u, 
et ainsi le mot y est bien circulaire. 0 
4.3. Proposition. L’application S,, qui ci tout entier m associe la Zongueur du skpara- 
teur de y en m, est q-rtgulike. 
Dkmonstration. Nous avons x = lim o”(ao) et y = lim f(n(ag)). Les hypotheses c- 
requises dans le Theoreme 3.12 sontnsatisfaites pour y e; par consequent S, est aussi 
q-reguliere. 0 
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Nous conservons pour x et y toutes les hypotheses introduites dans le paragraphe 
4.1. Dans ces conditions nous avons 
4.4. Lemme. y est un mot ultimement pbiodique si et seulement si x est ultimement 
phiodique. 
DCmonstration. 11 est clair que x ultimement ptriodique entraine y ultimement 
periodique. 
Inversement supposons y ultimement periodique. Nous pouvons alors trouver deux 
mots E E B* et V E B* tels que 
y = limEi;l”. -+ 
,, 
De plus, nous pouvons supposer que u E A* est exactement le prefixe de x qui est 
au-dessus de a. Notons ~1,. . . , u, les facteurs de x tels que rt(Ui) = U, Vi E { 1,. ,n} 
et tels que le mot ~241 . . . u, est exactement le prefixe de x qui est au-dessus de En. 
Les mots Ui vtrifient T& = 5 Vi # j, et ceci entraine rr(ui) = O(Uj) Vi, j E { 1,. . . ,n}. 
Notons w le facteur de x tel que w = O(ui), i E { 1,. . . ,n}. Comme x = a(x), le mot 
B(V)W” est un prefixe de x et l’on a x = lim uw” d’oti le lemme. 0 
n 
Dans tout ce qui va suivre nous supposons y non ultimement periodique et nous 
allons verifier que la q-regularite de S, entraine celle de S,. Pour cela introduisons 
encore quelques notations. 
4.5. Fixons K le delai de synchronisation de x conformement i 2.3.1, C, une constante 
like a la propritte de circularite de y conformement a 2.3.2 et C une constante virifiant 
C > sup(2K + 2q, Cy ). 
Notons 6,, fly, les applications qui a tout indice II associent respectivement le separa- 
teur 6,(n) de x en n et le separateur t9r(n) de x en TZ. Degageons tout d’abord certaines 
proprittes de 5’, et S,. 
4.6. Proposition. Pour tout entier m nous avons 
(1) &(m)b&(m), 
(2) &(m) > C 3 q&(m) - q + 1 <Sx(qm)bqSy(m>. 
DCmonstration. Verifions (1). Soit j < m l’indice d’une occurrence de ti,(m)‘. Par 
application de rc nous obtenons une occurrence de n(6,(m)*) en j et en m; $19,(m)‘) 
est un prefixe strict de dy(m) et l’on a S,(m)~&(m). 
Verifions (2). Soit m E N un indice tel que S,(m) > C. Soit wa, a E A, le facteur 
de x qui commence en m et qui verifie n(wa) = Gy(m). 
Soit j < m l’indice d’une occurrence de s,(m). dans y et u le facteur de x qui 
commence en j et tel que n(u) = $(m)*. 
Nous avons Z(U) = rc(w) + O(U) = a(w). Une occurrence de a(w) commence aux 
indices qj et qm, qj < qm. Nous avons done &(qm) > q/w1 = 4(&(m) - 1). 
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Par ailleurs now avow 
qSy(m) - 4 + 1 Gy(qm)d@y(m). 
Now en dkduisons les inCgalitCs 
q&(m) - q + 16&(qm) <q&(m). 
4.7. Description de 19, et de 6,. Soit m E N tel que &(m) > C. Supposons que 
&(m) s’Ccrive sous la forme tiy(m) = %Z avec a E A et oti wu est le facteur de x qui 
commence en m. 
Le skparateur de y en qm se factorise sous la forme 
$(qm) = g(W)Z, avec 1 d ITI dq et Z pre’fixede V(Z). 
(Nous prendrons toujours pour reprtsentant de Z le prkfixe z de o(a) tel que CT(W)Z 
commence en qm). 
Des intgalitks don&es dans la Proposition 4.6 nous dtduisons l’existence d’un 
prkfixe non vide z’ de z tel que 6,(qm) = o(w)z’. 
Utilisons les rksultats obtenus dans le cas injectif et fixons ko un entier tel que: 
(1) Pour tout entier II E [qko, qko+‘] on ait: 
(i) &(n) > C, 
(ii) quel que soit k E N, quel que soit j < qkn, l’indice j est le dCbut d’une 
occurrence de 6,(qkn)’ si et seulement si j est de la forme j = qki avec i < n et oti i 
est l’indice d’une occurrence de ?I,(n)‘. 
(2) La suite (nk)kako, oh ilk est le nombre de sauts de S, entre qk et qk+‘, est une 
suite constante. 
Soit (S(m)) une suite. Pour n E N notons H(n) l’ensemble 
H(n) = {m E N, qkndm<qk(n + 1)). 
Appelons toujours Sl et 82 les proprittts dkji utiliskes dans la partie 3: 
Sl S(m + 1) = S(m) - 1, Vm E [qkno,qk(no + l)[, b’k E N. (S est monotone dans 
tout intervalle [qkno,qk(no + l)]), 
S2 S admet un unique saut entre qkno et qk(no + l), et ceci pour tout k E N. 
La condition (2) imposte g ko implique ici que pour tout n E [qko, qko+’ [ la restriction 
de S, B H(n) vCrifie toujours Sl ou S2. 
Fixons no E [q k” ,q k”+‘[ et H(no) = {m E N/qknodmdqk(no + l), k E N}. Fac- 
torisons les skparateurs de y aux indices no et IZO + 1 sous la forme: 
6Jno) = bva, a,b E A, S,(no + 1) = vav’, v’ E A*, 
et oh le facteur bvavl commence g l’indice no dans x. 
Associons B tout entier m E H(no) des ensembles d’indices dtcrivant les occurrences 
de 8,(m)* (comme ce qui a ttk fait dans la partie 3). 
J = {i d no tel que V commence en i}, 
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J(Q) = {i E J tel que 19Jno)’ commence en i - 1): 
J(ao + 1) = {i E J tel que tel que 29,(no + 1)’ commence en i}. 
Et pour m E H(Q), m = qkno + m’ et m’ <qk, 
J(m) = {i E J tel que 6y(m)’ commence en qk(i - 1) + m’}. 
Remarques. Conformtment aux resultats deja etablis nous avons 
(1) Pour tout couple d’indices ml et rn2 de H(Q), tels que 
qknOdml <m2dqk(n0 + 1) 
(i) si S, est monotone dans l’intervalle [ml,mz] alors J(ml) c J(ms) 
et 
(ii) s’il existe un saut entre ml et m2 alors J(m,) n J(m2) = 0. 
Les conditions imposles a ko nous donnent: 
(2) Vm E H(no), m = qkno + m’ et m’<qk, un indice j < m est l’indice d’une 
occurrence de 6,(m)’ si et seulement si j est de la forme j = qk(i - 1) + m’ avec 
i E J(m). 
(3) Vk E N, J(qkno) = J(Q) et J(qk(no + 1)) = J(no + 1). 
Lemme. Soit m E H(Q), m = qkno + m’, O<m’<qk et k>l. Si j < m est I’indice 
d’une occurrence de 8,(m)’ alors j est de la forme j = qk(i - 1) + m’ avec i E J. 
DCmonstration. Soit i E J(no). L’indice i - 1 est l’indice d’une occurrence du facteur 
dy(no)’ = bv dans y. Notons biui, bi E A, le facteur de x qui commence en i - 1 et 
dont l’image par rr est n(biui) = bv. 
Pour tout entier k 3 1 nous avons alors ak(b)ak(v) = ak(bi)gk(ui) et une occurrence 
de ak(b)ok(u) commence a l’indice qk(i - 1) < qkno. 
Soit m E H(no) tel que m = qkno + m’ avec O<m’ <qk et k >, 1. Le facteur 
l (m’)ok(b)ak(v) est un prefixe strict de d,(m). 
Soit j < m l’indice d’une occurrence 6,(m)’ dans x. Par application de TT nous 
trouvons une occurrence de l (“‘)rk(6)ylk(E) en j dans y et j est de la forme j = 
qk(i-l)+m’aveciEJ. 0 
Demontrons maintenant la q-regularite de la restriction de S, aux ensembles H(no). 
4.8. Proposition. Si la restriction de S, ci H(no) vCrijie Sl et si J(no) = J(no + 1) 
alors la restriction de S, ci H(no) est q-r6guliSre. 
DCmonstration. Les hypotheses now donnent: 
By(no) = bva, @y(no+l)=E, et J(no+l)=J(no)=J 
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De plus, comme S, est monotone dans l’intervalle [qkno,qk(nO + l)], nous avons 
pour tout m E [qkno,qk(nO + l)], 
J(qkno) = J c J(m) C J(qk(no + 1)) = J(no + 1) = J et J(m) = J. 
(En d’autres termes, posons m = qkno + m’, m’ <qk, alors un indice j < m est l’indice 
d’une occurrence de fly(m)’ si et seulement si j est de la forme j = qk(i - 1) + m’, 
iEJ) 
Utilisons d nouveau la description des skparateurs don&e dans le cas injectif. Notons 
wkai, a{ E A, le facteur de x qui commence h l’indice q“no et dont l’image est 
6,(qkno) = wk ai. 
a!, i E J, la lettre ai = x[qk(i - 1) + Sy(qkno) - 11, en sorte que 2 est la lettre 
qui suit le facteur ?9,(qkno)’ qui se trouve 1 l’indice qk(i - 1). 
.zi+, et Zkfl les deux p&fixes de a(&) tels que 1 d I%,1 I< lzk+l 1 <q, 
-- 
&(qk+‘nO) = dWk)Z~+l, et 6y(qkf1n0) = dWk)Zk+l. 
En particulier Zk+l vCrifie ici i&+1* = gpc(tj(?),rf(ak)), Vi E J. 
Soit m E H(no), m = qkf’no + m’, m’ <qk+‘. Nous avons 
(i) 8,(m) est un prkfixe du mot +‘)g(wk)zk+l qui est lui-mgme prkfixe 
““‘)fl(Wk)C(at). 
(ii) Un facteur l @‘)(T(wk)o(af) commence g l’indice qkf’(i - 1) + m’ et ceci pour 
tout i E J. Ainsi, le mot *cm’) o(Wk)gpC(o(ak),o(a~)) est un prkfixe strict de t&(m). 
(iii) Les indices j < m qui sont les d&buts d’une occurrence de 9,(m)’ sont toujours 
de la forme qk+’ (i - 1) + m’ avec i E J. 
De toutes ces remarques, nous dCduisons que z;+~* est nkcessairement Cgal au plus 
long des facteurs gpc(a(a$),a(ak)), i E 1. Nous Ccrirons 
Nous obtenons pour les restrictions de S, et de S, g H(no) les valeurs suivantes: 
Sy(qk+lnO) = qC-$(qkno) - 1) + lzk+lI 
et 
wqk+hl) = s(Sy(qk~o) - 1) + 1z;+11; 
et plus gtntralement pour m E [qk+‘nO,qk+‘(no + l)], 
S,(m) = q(Sy(qknO> - 1) - Cm - qk+‘nO) + I~+I I. 
Notons J = {il,. . . , ih} et pour k E N, dk = (a& a:,. . . , lh at ). D’aprks 1’Ctude 
dans le cas injectif, nous savons que l’image par TC de la suite (dk) est une 
ultimement ptriodique. 
faite 
suite 
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Soient k’ et k” deux entiers tels que dp = dp. Nous avow 
a0 
k’ = ak” 
0 et af’E = at”, Vi E J 
+ a(ak,' ) = a(af’ ) et o(af’ ) = a(aF” ), Vi E J 
=+ gpc(o(af’), o(a$)) = gpc(a(af”) = a(a{“)), Vi E J 
+ &,I ’ = sup gpc(a(a:‘), a(af )) = z~,,+~’ = sup gpc(o(af”), a(af’ )), 
iEJ IEJ 
=+ z;,+, = z;,,+1. 
Ainsi la suite (zf ) est ultimement pkriodique. Fixons kl 2 ko un entier B partir duquel 
(Zk)k>k, et (zJ)kgk, sont ptriodiques et soit D > 0 une p&ode commune aux deux 
suites. Les restrictions de S, et de S, h H(Q) s’expriment par des formules de 
rkcurrence de la forme suivante: 
Sy(qkf’ no) = q(&(qkno) - 1) + IZ(k+l-k,)modDI> v’kakl 
et pour tout m E [qk+‘no + m’,qk+‘(no + l)], k 2 kl, 
Sx(m)=q(Sy(qknCI- l)-(m-qk+‘nO)f IZ[k+I-k,)modDI. 
Nous pouvons alors conclure B la q-rCgularitt de la restriction de S, B H(Q). 0 
Nous allons maintenant supposer J(Q) # J(no + l), S, vhifiant Sl ou S2. Dans le 
cas oh S, vkifie S2 nous noterons mk l’unique indice de H(Q) tel que qkno dmk < 
qk(nO + 1) et td qu’il existe un saut entre lltk et ??&+I. 
Dans un premier temps associons h tout entier k E N la suite des indices 
ma(k) = qkno <ml(k) < . . . < %(k)(k) < qkbo + 1) = mr(k)+l(k) 
tels que pour tout I E { 1,. . . , r(k)} on ait 
(i) J(w(k)) # J(mc@) + I>, 
(ii) J(m) = Jh+l(k)), Qm E h(k) + l,w+tl(k)l, 
de plus telle que 
(iii) si ml(k) # qkno alors J(m) = J(qkno), b’m E [qkno,ml(k)]. 
4.9. Proposition. La suite (r(k)) d&inie ci-dessus est stationnaire. 
DCmonstration. VCrifions tout d’abord que (r(k)) est une suite bomte. Si H(Q) vCrifie 
S 1, nous avons pour tout entier k, 
J(qkno) c J(ml(k)) C.. CJ(m,(k)(k)) c J(qk(no + 1)) c J. 
Si H(no) v&ifie S2, soit I I’indice tel que ml(k) = rnk et qui correspond au saut 
de l’intervalle [qkno,qk(no + l)] en sorte que S, est monotone dans les intervalles 
[qkno,mk] et [mk + l,qk(no + l)]. Nous avons pour tout entier k 6 N, 
J(qkno) c J(ml(k)) C . . . c J(mr(k)), 
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J(mdk) + 1) cJ(w+1@)> c.. . CJhfk)(k>) CJ(qk(no + l)), 
J(ml(k)) nJ(qk(no + 1)) = 0 et J(ml(k) UJ(qk(no + 1)) cJ. 
L’entier r(k) est toujours major6 par Card J. 
Pour vtrifier la croissance de la suite (r(k)) B partir d’un certain rang, nous allons 
montrer que I’on a pour tout entier m E H(no) qui est suffisamment grand: 
J(m) # Jb + 1) * J(qm) # J(qm + 4). 
Nous avons dkja ce rksultat, lorsque S, vtrifie S2, pour les entiers m = mk. En effet, 
dans ce cas nous avons mkfl E [qmk, qmk + q[ et J(qmk) fl J(qmk + q) = 0. 
Lemme 1. Soit m E [qkno,qk(no + l)[. Supposons S, monotone duns l’intervalle 
[m,qk(no + l)]. Nous avons 
(i) J(qm) = J(m) 
et 
(ii) J(m) # J(m + I) * J(qm) # J(qm + q). 
Dkmonstration. Posons m = qkno + m’ avec m’ < qk et appliquons les rksultats de la 
Proposition 3.6. Nous avons d’une part 
J(qm) c J(m), 
d’autre part, sous l’hypothkse que S, vCrifie Sl ou S2 nous avons 
S, monotone dans [m, qk(no + 1 )] + S, monotone dans [qm, qk+‘(no + l)]. 
Nous obtenons 
J(m) c J(qk(nO + 1)) = J(Q + 1) 
et 
J(qm) c J(qk+‘(no + 1)) = J(no + 1). 
Utilisons les factorisations des skparateurs en no et no + 1 introduites prCcCdemment: 
6,(no) = bva, a, b E A, ---i et 6,(no + 1) = vav , v’ E A*, 
le mot bvav’ commenqant a l’indice no dans x. 
Aux indices qk(no + 1) et ti+‘(no + 1) les stparateurs de y se factorisent sous la 
forme 
29,(qk(no + 1)) = qk(Z)% avec zk un prkfixe non vide de qk(au’) 
et 
ti,(qk+‘(no + 1)) = qkfl(z)Zk+l avec .&+I un prkfixe non vide de rk+‘(av’). 
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La monotonie de S, dans l’intervalle [m, qk(no + l)] donne 
$(m)) = ‘(“‘)qk(&)&q& = •(m”~k(6)?9,(qk(nll + 1)) 
et 
79,(qm) = l (q”“rk+‘(b)29y(qk+‘(n0 + 1))). 
Mormons que J(m) cJ(qm). Soit i E J(m). Le facteur l (“‘)$(b)~~(@ commence a 
l’indice qk (i - 1) + m’. 
Par application de y now obtenons une occurrence de yl(‘(“‘)rk(b));r?k+‘(Z)) a l’indice 
qk+‘(i - 1) + qm’, et done une occurrence de .(qm’)rk+‘(b))rlkf’(~). 
Nous avons i E J(qk(no + 1)) = J(qk+‘(no + 1)). Nous trouvons a l’indice qk+’ i. Le 
facteur 6,(qk+‘(n0 + 1))’ = ylk+‘(b))qkfl(U)G. 
Nous deduisons une occurence de $(qm)’ = r,+( l‘,“t?k(b))rlkf1(U)Zk* i I’indice 
qk+‘(i - 1) + qm’ et i E J(qm). D’oh J(m) CJ(qm) et par consequent J(m) = J(qm). 
De meme nous avons a l’indice m + 1, J(m + 1) = J(qm + q). D’ou 
J(m) # J(m + 1) * J(v) # J(qm + s>. 
De facon tout a fait analogue nous pouvons dlmontrer le Lemme 2 suivant: 
Lemme 2. Supposons que S, &rijie S2 et notons toujours mk l’indice tel que qknO < mk 
< qk(nO + 1) et tel qu’il existe un saut entre mk et mk + 1. Alors il existe un entier 
kl tel que I’on ait 
0) J(qm) = J(m) 
et 
(ii> J(m) # J(m + 1) =+ J(qm) # J(qm + q) 
pour tout m E [qkno,mk], k>kl. 
DCmonstration. Supposons les hypotheses du lemme et soit m E [qkno,mk]. En parti- 
culier S, est monotone dans les intervalles [m,mk] et [qm,mk+l]. Nous avons alors les 
inclusions 
Conformement a la Proposition 3.6 nous avons l’inclusion J(qm)~J(m). Verifions 
l’inclusion inverse. 
La SUite (J(mk)) eSt StatiOnnaiI’e. Fixons un entier kl tel que 1’On ait J(mk) 
J(mk+.l), t’k 3 kl. Soit m = qkno + m’ avec m’ < qk - 1 et k >kl. Factorisons les 
separateurs aux indices m, mk, qm et mk+l. Nous avons 
19,(m) = •‘““yk(~)~k(E)& avec Zk un prefixe non vide de v”(a), 
&(mk) = 
•(m”-q~““‘sk(b)?k(v)z, = •(~-4~~(~), 
qqm) = l Cd) k+l 5 q ( )qk+‘(2))Zk+l avec Zk+t un prefixe non vide de qk+‘(au’), 
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Soit i E J(m). A l’indice qk(i - 1) + mt nous avons une occurrence du facteur 
*‘““&Q&v). 
Par application de q now obtenons une une occurrence de @“‘)$(b))$+‘(i?) h 
l’indice qkf’(i - 1) + qm’, c’est-$-dire une occurrence de l (qm’)qkf’(b))qk+‘(~). 
Nous avons i E J(mk) et J(mk) = J(mk+l). A l’indice qkf’i se trouve le facteur 
19~(mk+l)‘, c’est-i-dire une occurrence de ‘(4k”no--m~+1)~kf1(U)~k+1(U)Z~+~ l .
Nous dkduisons un facteur de @Qm’) k b q ( ))$+‘(E)Zk’, c’est-&dire une occurrence 
de 29,(qm)’ A l’indice qkfl(i - 1) + qm’ et i E J(qm). D’oti l’inclusion J(m) c J(qm) 
et finalement 1’tgalitC J(m) = J(qm). 
La vkrification du lemme est alors immkdiate. Soit J(m) # J(m + 1). Nous avons 
J(m) = J(qm) et J(m + 1) = J(qm + q) d’oh J(m + 1) # J(qm + q). 0 
Nous pouvons maintenant montrer que la suite (r(k)) est stationnaire. Nous savons 
qu’B partir d’un certain rang kl pour tout m 2 qk’ no nous avow 
J(m) # J(m + 1) * J(qm) # J(qm + 4). 
La suite (~(k))k~k, est croissante, la valeur r(k) est toujours major&e par Card J et 
(r(k))kE~ est stationnaire. 0 
4.10. Proposition. Supposons que duns chaque intervalle [qkno,qk(no + l)] il existe 
un unique indice lk tel que l’on ait 
J(m) = J(h) = J@o) Qm E [qkno, &I, 
J(m) = J(lk + 1) = J(qk(no + 1)) Qm E [Zk f l,qk(no + l)] 
et 
J(h) # J(q%o + 1)). 
Sous ces conditions la restriction de S, ci H(no) est q-GguZi2re. 
DCmonstration. Utilisons les rtsultats de la Proposition 4.9. Nous pouvons alors d&ire 
S, et S, dans les intervalles [qkno, Zk] et [Zk + l,qk(no + l)] de la faGon suivante: 
il existe 
0 un entier kl, 
l deux entiers D > 0 et D’ > 0, 
l des lettres a0 ,..., aD_1 et CO ,..., CD’_1, 
l des p&fixes non vides zi des o(ai), Ui des a(s), 
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l des prkfixes non vides zi des zi , u: des Ui 
tels que l’on ait pour tout k > kl, (now conservons les conventions d&jA introduites et 
nous posons pour tout j E (0,. ., D - l}, Z; = z;,+~ des Zj = Zk,+j, U: = u;,+~ et 
uj = ukl+,)> 
Sy(qk+‘nCd = q(&(qknO> - 1) + Iz(k+l)modDI 
et 
Sx(qkf’ nO) = sX(qk+‘nO) = q(&(qknO) - l) + IZ;k+,)ndDI 
Sy(qk+‘(nO + 1)) = d’$‘(qk@O + 1) - 1) + Iu(k+l)modD’l 
et 
Shk+‘(% + 1 )) = q(S,khO + l > - 1 ) + b’(k+~),m,dD’I. 
Plus ghhalement nous obtenons: 
SX(m) = q(Sy(qknO) - 1) $_ IZ;k+l)modD~ - m -t qk+‘nO, h E [qk+‘nO, lkl, 
= q(&(qk(no + 1) - 1) + Iu;k+l lmodDJ I - qk+‘(nO + 1) + 4 
h E [lkfl $ l,qk+‘(nO f I>]. 
En particulier nous obtenons: la restriction de S, A H(no) est q-rtgulikre si et seule- 
ment si l’ensemble {Zk, k E N} est q-reconnaissable. 
DCmontrons ce demier point. Nous savons que c’est le cas lorsque S, vtrifie S2 et 
que l’unique saut existant dans l’intervalle [qknO,qk(nO + l)] est entre lk et lk + 1. 
Supposons que S, vkrifie Sl. Reprenons les notations d&jA introduites. Nous avons 
dans le cas prksent: 
,~!&(no) = bva, 29,(n0+1)=63 et J(no)cJ(nO+l)=J. 
Notons 
I = J(no + l>\J(no) = {i,,. .,ih}, 
bo = x[nO], et POLX tout i E I bi = x[i - 11, 
pour i E I et k E N,w(k,i) = ycs(tJk(bi),ok(bo)) le plus long 
suffixe commun aux mots ak(bl) et ok(bo), 
lk = qkno $ 1; aVeC 1; < qk. 
NOUS avons pour tout entier m E [lk + 1, qk(no + 1 )], m = qkno + m’ avec m’ < qk: 
$(q%o + 1)) = 
l (4%o+l )-ml dy(m) 
et 
ay(m) = “““yk(b) d,(qk(nO + 1)). 
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Comme J(lk) # J(lk + 1 ), nous avons pour tout i E Z et pour tout k E N, w(k, i) = 
*((,I ‘$(Q 
Definissons la suite (ok) a valeurs dans Bh+’ en posant: 
-- 
pk = (@,b’i,...,@), 
bk = y[lk] est la lettre qui precede le facteur r!&(~k + 1) qui commence 
q = y[qk(iJ - 1) + l’k] est la lettre qui precede le facteur ?&(lk + 1)’ 
qui commence en qk(ij - 1) + l’k $ 1. 
- - 
Notons i$ le plus grand suffixe commun i& = g.sc(n(b~-l),q(b~-‘)) pour I’un quel- 
conque des j E { 1,. . . ,h}. Nous avons pour tout j E { 1,. . . ,A} et pour tout k 
w(k + 1, ij) = gsc(~(~),~(@))~(w(k + 1, ij)). 
11 n’est pas difficile de verifier que la suite (pk) est ultimement periodique. La 
demonstration est identique A celle faite dans la Proposition 3.11. 
I1 existe un entier k2 2 kl, il existe un entier D > 0 tels que pour tout i E I, pour 
tout k> k2 nous avons 
w(k + 1, i) = Uk+iV(w(k, i)) = qk+l-k2)modD rl(w(k, i)), ce qUi iI@iqUe 
I+@ + 1, i>i = b(k+l-k&nodDI + qlw(k, 91. 
?nk + 1 = qk(no + 1) - Iw(k,i)( et mkfl + 1 = qk+‘(no + 1) - Iw(k + l,i)]. 
Finalement nous obtenons m&i = qmk + q - 1 - IU(k+I__b)mOdo] et l’ensemble 
{mk, k E N} est q-reconnaissable. Ce qui acheve la demonstration de la proposition. 
0 
Nous pouvons alors conclure 
TbkorCme 1. Soit x un mot in&i qui est point fixe dun morphisme q-uniforme c et 
qui est circulaire. L’application S, qui lui est associie est q-r6guli2re. 
DCmonstration. La preuve est une consequence de tout ce qui precede. Quitte a changer 
q en qs avec s convenable on se ram&e au cas injectif. On considbre le mot infini y 
image de x par rt comme en 4.1. L’application S, est q-rCguliere. 
On choisit ensuite un entier ko satisfaisant b’no E [qko,qko+’ [, la restriction de S, a 
l’ensemble H(no) = {qkno dm < qk(no + l)} est q-reguliere (ceci &ant donnt par Ies 
Propositions 4.8 et 4.10). 
Nous obtenons une partition finie de N constituee de 
l’ensemble fini H’ = {m E N, m < qko} 
et des ensembles H(no) pour no E [qb,qkofl[. 
La restriction de S, a chacune de ces parties est q-regulibre et nous concluons a la 
q-regularite de S, sur N tout entier. 0 
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