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We present a proof-of-principle of how electronic transport measurements permit the observation
of the Autler-Townes doublet, an optical property of nanodevices. The quantum physical system
consists of one optically pumped quantum dot, a second auxiliary quantum dot, and a supercon-
ductor lead which provides an effective coupling between the dots via crossed Andreev reflection.
Electrodes, working as sources or drains, act as nonequilibrium electronic reservoirs. Our calcula-
tions of the photocurrent at both, transient and stationary regimes, obtained using a density matrix
formalism for open quantum systems, shows signatures of the formation of the Autler-Townes dou-
blet, caused by the interplay between the optical pumping and the crossed Andreev reflection.
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I. INTRODUCTION
Since the seminal work of Loss and DiVincenzo on
quantum computation1, semiconductor quantum dots
have become an outstanding system for future develop-
ment of integrated photonic and electronic scalable de-
vices2,3. Such an integration has fundamental impor-
tance on the development of quantum computers and
quantum internet4,5. In the last case, a quantum net-
work is required, where fixed quantum nodes, defined
by the quantum dots, exchange information through fly-
ing qubits, those codified on the state of the photons6,7.
Such an implementation is feasible because of the entan-
glement between spin states on quantum dot and a single
photon8,9.
Quantum dots under the action of laser fields have been
intensively investigated in recent years10–12. The optical
response of such a level configuration is rich, ranging from
the appearance of the so-called Autler Townes doublet
(ATD)13, to robust states and tunneling induced trans-
parency (TIT)14–18. Originally, ATD was first reported
in a molecular system composed of gaseous carbonyl sul-
fide (OCS) being excited by a rf field and probed via
a microwave field13. It occurs in a three-level system
where a double transition is observed between dressed
states by the presence of a radiation field19. Since then,
it has been observed in atoms20 and superconductor
qubits21–23. More recently, it was predicted that a non-
linearity in the current of a photodiode will appear when
one of the ATD splitted levels crosses the Fermi level of
electronic reservoirs24.
Extending the functionalities of quantum dots, they
have also been used to create hybrid systems composed
of quantum dots and superconductors25–30. One device
known as a Cooper pair beam splitter has been imple-
mented using different experimental setups31–33. In these
systems, a Cooper pair is split into two electrons going to
different contacts in a process known as crossed Andreev
reflection (CAR)34–40. This effect attracted a great deal
of attention in the last two decades, including works in
the context of quantum dots41–43, mainly due to possi-
bility of spin-entangled electrons formation26.
Here, we present a proof-of-principle of probing the
formation of the ATD through quantum transport. In
the literature, the ATD is reported only through spectro-
scopic measurements44–46. As far as we are concerned,
this is the first proposal to detect ATD relying on mea-
surements of photoinduced current, driven by optical
pumping of quantum dots. The interplay between CAR
and the electromagnetic field can be mapped into a three-
level system, that sustains an Autler-Townes doublet in
a nonequilibrium regime.
This paper is organized as follows: in Secs. II and III,
we present the effective model and a discussion of the
physical setup that allows the formation of an Autler-
Townes doublet, along to the closed dynamics defined
in the effective three-level quantum systems. Section IV
presents the theoretical treatment for studying the ac-
tion of reservoirs. In Sec. V, we discuss the behavior of
photocurrent, which has signatures of ATD and finally,
in Sec. VI contains the final remarks.
II. PHYSICAL SYSTEM AND THE EFFECTIVE
MODEL
A schematic illustration of the physical setup is shown
in Fig. 1(a), consisting of two quantum dots: quantum
dot A (QDA) and quantum dot B (QDB), which are in-
directly coupled to each other via a superconductor lead.
This geometry was proposed in Ref. [41] in order to inves-
tigate adiabatic pumping in a Cooper pair beam splitter
(CPBS). A CPBS creates or annihilates a pair of elec-
trons with opposite spins on the conduction band (CB)
of QDA and QDB in a process known as Crossed An-
dreev Reflection (CAR)41,42. We assume that the super-
conductor gap is large enough, thus forbidding tunneling
of single particles to the superconductor47. Additionally,
a monochromatic optical field, promotes electrons from
the valence band (VB) (labeled as 3) to the CB (labeled
as 1) of QDA. We consider only the CB of QDB (labeled
as 2), as we have assumed a large mismatch between the
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2FIG. 1. (a) Illustration of the experimental setup: a laser
pumping, with strength Ω and frequency ω, promotes elec-
trons from valence (3) to conduction (1) band on QDA. CAR
creates an effective coupling, quantified by γS , between the
CBs of QDA (1) and QDB (2). Reservoirs L and R act as
sources, as shown here, or drains, through incoherent tun-
neling rates Γi. (b)-(c) Schematic representation of energy
parameters and couplings of the effective three-level systems:
(b) Λ configuration: for states with even number of parti-
cles, and (c) V configuration: for states with odd number
of particles. (d)-(e) Closed dynamics of the quantum system
(Γ2 = Γ3 = 0), as function of time and δE = ε2 − ε1, consid-
ering the initial state |001〉 (V configuration): (d) occupation
of VB of QDA, n3 and (e) occupation of CB of QDB, n2.
Physical parameters are set as ε1 = 0, ω = ε1 − ε3, and
γS = Ω/4.
energies of the optical field and the band gap. The QDs
are also coupled to normal leads, indicated as R and L in
Fig.1(a), that operate as source or drain of particles41.
Based on Refs. [43] and [48], we can write the Hamil-
tonian accounting for the spin degree of freedom as,
Hfull =
3∑
i=1
∑
σ=↑,↓
ε0iσd
†
iσdiσ + γS
(
d†1↑d
†
2↓ − d†1↓d†2↑
)
+Ω−e−iωtd
†
1↑d3↑ + Ω+e
−iωtd†1↓d3↓ + H.c., (1)
where diσ (d
†
iσ) annihilates (creates) one electron with
energy ε0iσ and spin σ in the i-th level. The second term
accounts for the CAR process with strength γS . Terms
with Ω± provides the optical coupling of a circularly po-
larized light in QDA, that selects a specific spin compo-
nent (Ω− for spin ↑ and Ω+ for spin ↓)48,49. Here ω is
the frequency of the optical field.
In principle, the energies ε0iσ has spin degeneracy,
ε0i↑ = ε
0
i↓ (i = 1, 2, 3). In our specific setup, we assume
the use of local magnetic fields in the QDs, which lifts the
energy levels degeneracy due to the Zeeman interaction.
In this simplified model, for instance, ε1↑ = ε01↑ − |εZ |
and ε1↓ = ε01↓+ |εZ | for QDA, while ε2↑ = ε02↑+ |εZ | and
ε2↓ = ε02↓−|εZ | for QDB, by considering appropriate ori-
entations and strengths of local magnetic fields on each
quantum dot, and calling |εZ | as the Zeeman energy. In
addition, by tuning ε01σ and ε
0
2σ with gate voltages, one
can set ε1↑ and ε2↓ in resonance with the Fermi level of
the superconductor lead. Moreover, by optically select-
ing one spin component (e.g. Ω+ = 0 and Ω− 6= 0),
the specific spin configuration |1↑; 2↓; 3↑〉 turns out to
be more accessible than other possible alignments. In
a similar way, one could tune the parameters to select
the spin configuration |1↓; 2↑; 3↓〉. An alternative setup
consists on the action of magnetic field over the whole
system (quantum dots and leads) in the Coulomb block-
ade regime, so it acts as a spin filter50.
Once the spin degree of freedom is fixed, we can work
with the effective spinless Hamiltonian,
Hsl =
3∑
i=1
εid
†
idi + Ωe
−iωtd†1d3 + γSd
†
1d
†
2 + H.c., (2)
where the first term is the free Hamiltonian for the QDs,
and di (d
†
i ) annihilates (creates) one electron in level i
with energy εi. Local electric fields can be used to ma-
nipulate the difference between the energies of the con-
duction levels, defined as δE = ε2 − ε1. This model
shares similarities with those found in quantum optics
and atomic physics, systems with strong spatial confine-
ment of electronic states19,51. The CAR process plays a
similar role as the tunneling in double QDs with exci-
tons52–56. In the Appendix, we compare the eigenvalues
and eigenvectors for both Hfull and Hsl. By appropriately
tunning the physical parameters, a subset of eigenvalues
and eigenvectors of Hfull matches to the ones found for
Hsl, corresponding to the relevant three-dimensional sub-
spaces, as described in the section below.
III. EFFECTIVE THREE-LEVEL SYSTEMS
AND FORMATION OF ATD
Let us consider initially a closed quantum system
(Γ2 = Γ3 = 0) to focus on the action of the supercon-
ductor lead as a Cooper pair beam splitter (CPBS)31–33.
Assuming the computational basis composed by states of
the form |n1n2n3〉, with ni = 1(0) indicating occupation
(vacancy) of one electron in level i, there are two possi-
ble mechanisms for the formation of ATD, as illustrated
in Fig. 1(b)and 1(c). The first one [Fig. 1(b)] corre-
sponds to a subspace spanned by states with an even
number of particles, i.e., {|011〉 , |000〉 , |110〉}. Two cou-
pling mechanisms take place within this subspace: the
optical transition Ω exp[iωt] |011〉 〈110| + H.c. and the
CAR process γS |110〉 〈000| + H.c. These two combined
3effects turn into a three level system in a Λ configuration
if δE > 0. The second one [Fig. 1(c)] corresponds to the
subspace spanned by {|001〉 , |111〉 , |100〉}, with an odd
number of particles. Here the states |001〉 and |100〉 are
optically coupled, while the states |001〉 and |111〉 cou-
ples via CAR, in a V configuration if δE > 0. Both sub-
space can be experimentally accessed via suitable choice
of states initialization.
Figures 1(d) and 1(e) show the occupations ni =
Tr[d†idiρS(t)] (i = 2, 3), as a function of time and δE
for a decoherence free system. Here the system is initial-
ized at ρS(0) = |001〉 〈001|. The appearance of fast Rabi
oscillations on n3 [Fig.1(d)], with time scale t ∼ 1/Ω is
a characteristic of a two-level system under the action
of optical fields.57 More interestingly, in Fig.1(e) we see
an enhancement of the population n2 for two specific en-
ergy values, δE = ±Ω. Those energies are characteristic
of the ATD.
FIG. 2. (a)-(c) Closed dynamics of the quantum system (Γ2 =
Γ3 = 0), as function of time and δE = ε2−ε1, considering the
initial state |011〉 (Λ configuration): (a) occupations n1 of the
conduction band of QDA, (b) occupation n2 of the conduction
band of QDB, and (c) occupation n3 of the valence band of
QDA. Physical parameters are set as ε1 = 0, ω = ε1 − ε3 and
γS = Ω/4.
In Fig. 2 we show the time evolution of the populations
n1, n2 and n3, when the system is initialized at ρS(0) =
|011〉 〈011|. Similar features to those found in Figs. 1(d)
and 1(e) are observed here. The main contrast is found
for n2, Fig. 2(b): while in Fig. 1(e) the Autler-Townes
doublet is manifested via two peaks of n2 at δE = ±Ω,
here the Autler-Townes doublet appears as two dips, as
a result of the initialization n2 = 1.
IV. DYNAMICS OF THE OPEN QUANTUM
SYSTEM
Once we have demonstrated the conditions for the ap-
pearance of the ATD in the closed system, we proceed
to include the action of the reservoirs as considered in
Fig. 1(a). The Hamiltonian including reservoir terms
would read as,
H = Hsl+
∑
η,kη
εkηc
†
kη
ckη+
∑
k3
V3d
†
3ck3 +
∑
k2
V2d
†
2ck2 +H.c.
(3)
The second term in Eq. (3) is the free Hamiltonian
for the reservoirs, where the operators ckη (c
†
kη
) anni-
hilates (creates) electrons with momentum k in reser-
voir η. The last two terms describe the electronic
tunneling between the QDs and reservoirs, with mo-
mentum independent strengths Vi (i = 2, 3). Here
η = 2(3) for the right (left) reservoir. The quan-
tum dynamics and the electronic transport are ob-
tained by solving a differential equation for the re-
duced density matrix ρS(t) of the quantum dots system.
The first step is to perform the unitary transformation
U(t) = exp [iωt(d†1d1 − d†2d2 − d†3d3 −
∑
η,kη
c†kηckη )/2],
which drops the time-dependent exponential from the
optical pumping. The transformed Hamiltonian would
read as H ′ = H0 + V , where
H0 =
3∑
i=1
ε˜id
†
idi +
∑
η,kη
ε˜kηc
†
kη
ckη + Ωd
†
1d3 + γSd
†
1d
†
2 + H.c.
V =
∑
k3
V3d
†
3ck3 +
∑
k2
V2d
†
2ck2 + H.c., (4)
with ε˜1 = ε1 − ω/2, ε˜2(3) = ε2(3) + ω/2 and ε˜kη =
εkη + ω/2. The evolution of the density matrix ρ(t) for
the full system (dots and reservoirs) is given by the Von
Neumann equation, ρ˙(t) = −i[H ′, ρ(t)] (~ = 1). We first
write ρˆ(t) = eiH0tρ(t)e−iH0t, where the hat symbol over
the operators stands for the interaction picture. The ex-
act solution for the dynamics of the system is given by
˙ˆρ(t) = L(t)ρˆ0+
∫ t
0
dt1L(t)L(t1)ρˆ(t1) where L(t) is the Li-
ouvillian superoperator, L(t)ρˆ(t1) = −i[Vˆ (t), ρˆ(t1)] and
Vˆ (t) is the dots-to-reservoirs coupling in the interaction
picture.
At this point, we use the Born approximation ρˆ(t) =
ρˆS(t)⊗ρˆL⊗ρˆR, where ρˆS(t) = TrL+R[ρˆ(t)] is the reduced
matrix after taking the partial trace over the reservoirs
degrees of freedom. The quantities ρˆL and ρˆR are the
density matrices for the left and right reservoirs. Within
this calculation, we arrive in a integro-differential equa-
tion that describes the dynamics of the reduced density
matrix ρˆS(t):
˙ˆρS(t) = −i
∫ t
0
dt1
∑
i,j
[
g>ij(t, t1)dˆ
†
i (t)dˆj(t1)ρˆS(t1) (5)
−g>ji(t1, t)dˆi(t)ρˆS(t1)dˆ†j(t1)− g<ji(t1, t)dˆi(t)dˆ†j(t1)ρˆS(t1)
+g<ij(t, t1)dˆ
†
i (t)ρˆS(t1)dˆj(t1)
]
+ H.c.,
where each term contains the first-order correlation
functions for the free-electrons on reservoirs defined as
g<ij(t, t
′) = δij |Vi|2
∑
ki
i〈cˆ†ki(t′)cˆki(t)〉 and g>ij(t, t′) =
δij |Vi|2
∑
ki
(−i)〈cˆki(t)cˆ†ki(t′)〉. In the wideband approxi-
mation58, they take the form
g<ij(t, t1) = iδij2piDi|Vi|2fiδ(t− t1) (6)
g>ij(t, t1) = −iδij2piDi|Vi|2(1− fi)δ(t− t1),
4where the function fi is the Fermi function and Di is a
constant density of states for i-th reservoir. Fermi func-
tions take the values fi = 0 (fi = 1), if the reservoir is
a drain (source) of particles. Using Eq. (6) into Eq. (5)
and integrating over time, we obtain
˙ˆρS(t) =
1
2
∑
i
Γi
{
−(1− fi)
[
dˆ†i (t)dˆi(t)ρˆS(t)
−dˆi(t)ρˆS(t)dˆ†i (t)
]
− fi
[
dˆi(t)dˆ
†
i (t)ρˆS(t)
−dˆ†i (t)ρˆS(t)dˆi(t)
]
+ H.c.
}
, (7)
with Γi = 2piDi|Vi|2 being the strength of the coupling
to the reservoirs. In the Schro¨dinger picture, we find the
Lindblad equation59,
ρ˙S = −i[HS , ρS ]− 1
2
∑
i
Γi
[
fiL+i + (1− fi)L−i
]
, (8)
where HS is the system Hamiltonian, without the reser-
voirs terms in Eq. (4). The dissipative terms describ-
ing the action of the reservoirs (source or drain) of elec-
trons are given by L+i = did†iρS + ρSdid†i − 2d†iρSdi, and
L−i = d†idiρS + ρSd†idi − 2diρSd†i .
Performing a vectorization procedure of the density
matrix, ~ρS = vec[ρS ], Eq. (8) takes the following form
60
~ρS(t) = e
−iMt~ρS(0), (9)
where M is a matrix with dimension I⊗3 ⊗ I⊗3, for
I being the 2D identity matrix. This matrix is de-
fined as M = M0 − iΓ/2, where M0 = I⊗3 ⊗ HS −
HTS ⊗ I⊗3 describes the system (superscript T mean-
ing matrix transposition) and Γ contains the effect of
reservoir, defined as Γ =
∑
i ΓifiL
+
i + Γi(1 − fi)L−i ,
with L+i = I
⊗3 ⊗ did†i + (did†i )T ⊗ I⊗3 − 2di ⊗ di and
L−i = I
⊗3 ⊗ d†idi + (d†idi)T ⊗ I⊗3 − 2d†i ⊗ d†i .60
In order to solve Eq. (9), by numerical procedures,
we write operators di in terms of the Jordan-Wigner
transformation60,61 as d1 = σ− ⊗ σz ⊗ σz, d2 = I ⊗
σ− ⊗ σz and d3 = I ⊗ I ⊗ σ−. This procedure au-
tomatically writes any state or operators associated
with the system of quantum dots in the basis given by
{|111〉, |110〉, |101〉, |100〉, |011〉, |010〉, |001〉, |000〉}, These
eight elements permit the description of a nonequilibrium
scenario where electrons can flow in and out of the quan-
tum dots.
V. SIGNATURES OF ATD ON
PHOTOCURRENT
To obtain the electronic currents through L and
R reservoirs, we use rate equations62, i.e., IR =
I0
[
f2P
0
2 − (1− f2)P 12
]
and IL = I0f3P
0
3 , where I0 =
eΓ/~, with Γ2 = Γ3 = Γ. The occupation probabilities
are calculated according to P l2 =
∑1
n,m=0 〈nlm| ρS |nlm〉,
where l = 0 (1) if CB on QDB is empty (full), and
P 03 =
∑1
n,l=0 〈nl0| ρS |nl0〉, for an empty VB in QDA.
Fig. 3 shows the left (IL) and the right (IR) currents for
the cases where the right reservoir acts as a (i) drain
f2 = 0 [Figs. 3(a)-(b)], or as a (ii) source f2 = 1
[Figs. 3(c)-(d)]. Concerning the first case, Fig. 3(a) shows
that IL has a positive value, meaning that the electrons
flow from the reservoir L into QDA, as they are be-
ing photoexcited. The signature of the action of opti-
cal pumping is an oscillation at short times that matches
with the Rabi oscillations shown in Fig. 1(d). As time
increases, the incoherent coupling between the system
and the reservoirs causes the attenuation of these oscil-
lations, with the current being suppressed for increasing
times. Interestingly, the current in the right electrode
shows negative values for the condition δE = ±Ω as seen
in Fig. 3(b), although, both IR and IL go to zero as time
evolves. The explanation for such a behavior is as follows:
the R electrode operates as a drain of electrons, so when-
ever an electron is created in QDB via CAR, it has a finite
probability to be drained into the right lead, generating
an outgoing probability current. As soon as the elec-
tron leaves QDB, its pairing electron in the CB of QDA
stays locked, thus forbidding further optical transitions or
CAR process. This fact results on a vanishing photocur-
rent at the stationary regime, so we can assert that this
FIG. 3. The currents IL, panels (a) and (c), and IR, panels
(b) and (d) (in unities of I0), as functions of time and δE,
and the initial condition is set as ρS(0) = |001〉 〈001|. In
panels (a) and (b), f2 = 0 so the reservoir R acts as a drain
of electrons. In panels (c) and (d), the reservoir becomes a
source of electrons with f2 = 1. Physical parameters: ε1 = 0,
ω = ε1 − ε3, Γ = γS/5 and γS = Ω/4.
5configuration permits the detection of ATD from current
measurements only at the transient time scale.
The previous situation changes when f2 = 1, as shown
in Fig. 3(c)-(d). Again, we still observe the signatures
of Rabi oscillations on both currents, however, two main
differences can be noticed: (i) IR takes positive values
only, due to the fact that electrode R acts as a source, (ii)
high values of current, even at long times, are predicted
at the condition of ATD, δE = ±Ω. These differences
came from the fact that, while QDB is populated by elec-
trons coming from the right lead, electrons are optically
pumped in QDA. At this point, CAR process annihilates
both electrons in the dots, opening the possibility of fur-
ther injection and optical excitation of electrons in the
dots. Then the sequence repeats again, resulting in a
finite current in the stationary regime.
FIG. 4. The currents IL, panels (a) and (c), and IR, panels (b)
and (d), in unities of I0, as functions of time and δE consid-
ering Γ = γS/5 and the initial condition ρS(0) = |011〉 〈011|,
which is part of the Λ configuration. In panels (a)-(b), f2 = 0
so the reservoir R acts as a drain of electrons. In panels (c)-
(d), the reservoir becomes a source of electrons with f2 = 1.
Physical parameters: ε1 = 0, ω = ε1 − ε3, and γS = Ω/4.
The same features can be seen if the system is ini-
tialized at ρS(0) = |011〉 〈011|. In Fig.4 we show the
currents IL and IR as a function of time and δE. The
major contrast between these results to those shown in
Fig.3 is observed at transient time scales. In Fig. 4(b)
the currents IR is predominantly negative for short time
scales. This behavior is noticed because QDB is initially
populated by a single electron, so this is observed as a fi-
nite current probability for the electron in QDB to tunnel
FIG. 5. (a) Autler-Townes doublet observed in the electric
current considering Γ = γS/5. (b)-(d): The eigenvalues of
the effective three-level system for Ω = 4γS (black solid line),
2γS (red dashed line), and γS (blue open circles), respectively.
to the right reservoir (f2 = 0), at short times. In con-
trast, the current IR seen in Fig.4(d) (f2 = 1) starts at
zero. Since QDB is initially occupied by a single electron,
this particle should be drained into the superconductor
lead before a current takes place from the right reservoir
(f2 = 1) into QDB. The Autler-Townes doublet found
in the stationary regime remains the same regardless of
initial state. Because this stationary current is signifi-
cantly high at the ATD condition δE = ±Ω, our results
are a proof-of-principle that this optical phenomena can
be detected by performing current measurements.
To conclude our discussion, we now show the behav-
ior of the characteristic ATD profile in Fig. 5(a), as im-
printed in the stationary current I = IR = IL, as a func-
tion of δE for different values of Ω. From this panel, it
is clear to notice two resolved peaks at δE ≈ ±Ω, for
Ω/γS > 1, while for Ω/γS → 1, these two peaks merge
into a single one. This behavior resembles to the char-
acteristic profile of the luminescence spectrum for an ex-
citonic system, when laser intensity is varied63. In order
to clarify the appearance of the peaks on the current,
in Fig. 5(b)-(d), we show the eigenvalues associated to
the three-level subspace formed by {|001〉 , |111〉 , |100〉}
for different values of Ω = 4γS , 2γS , and γS (eigenval-
ues were shifted to appear around zero). The eigenvalues
present anticrossings around the Rabi energy, revealing a
strong coupling between the levels of the quantum dots
when δE ≈ ±Ω. This coupling opens up a transmission
channel in the system that allows the flow of a stationary
current. The values of optical pumping strength close to
γS yields to a low resolution of anticrossings, as shown
in Fig. 5 (d) for Ω = γS , which in transport appears as
the single peak (blue open circles) in Fig. 5(a).
VI. SUMMARY
We present a proposal for the detection of an optical
phenomenon through measurements of quantum trans-
port in a nonequilibrium system. We first describe the
6formation process of an Autler-Townes doublet on quan-
tum dots coupled with a superconductor lead, which re-
sults from the combination of the action of an optical
pumping and crossed Andreev reflection. Calculations
performed with density matrix formalism shows that sig-
natures of the formation of this doublet can be found
on transport measurements, even in a stationary regime,
with the appropriate parameter conditions.
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Appendix A: Comparison between the spinfull and
spinless model.
In this appendix, we compare the spectrum of the ef-
fective spinless model, Eq.(2) to the spinfull Hamiltonian
Hfull, given by Eq.(1). To do so, we consider a basis com-
posed of states in the form |n1↑, n1↓;n2↑, n2↓;n3↑, n3↓〉,
where niσ assumes the value 1 (0), indicating that
state i with spin projection σ is occupied (empty).
Here, we follow again the convention i = 1 for CB
of QDA, i = 2 for CB of QDB and i = 3 for VB
of QDA. This basis includes all possible combinations,
with 26 = 64 states, ranging from |1↑1↓; 1↑1↓; 1↑1↓〉
to |0↑0↓; 0↑0↓; 0↑0↓〉. To drop the exponential factor
e±iωt, we apply the unitary transformation Uf (t) =
exp
[
iωt
2
(
d†1↑d1↑ + d
†
1↓d1↓ −
∑3
i=2
∑
σ=↑,↓ d
†
iσdiσ
)]
, over
the time-dependent Hamiltonian Hfull, Eq. 1, and then
use a numerical procedure of diagonalization to obtain
the dressed eigenvalues and eigenstates. The eigenval-
ues of the transformed spinfull Hamiltonian is shown as
open circles in Fig. 6(a), as we vary the energy difference
δE = ε2↓ − ε1↑. The parameters used here are set as
|εZ | = 5Ω−, Ω− = 4γS and Ω+ = 0, and the optical fre-
quency ω is assumed to be much larger than other energy
scales of the system, ω = 100Ω−. Additionally, the levels
ε2↓ and ε1↑ are set around zero.
One can notice from Fig. 6(a) that the energy spectrum
shows families of branches, and inside each family the lev-
els are spaced by ∼ |εZ |, while the energy shift between
families is of the order of ω/2, which results from the uni-
tary transformation. From this complete spectrum, we
can identify two particular branches of three eigenvalues
each. For sake of clarity, we have labeled these branches
in Fig. 6 as even and odd, where the first one is found
around E = 0.0γS while the second has energies around
E = −200γS .
In Fig.6(b) and Fig.(c) are shown a zoom of these
two specific groups, where we can notice two anticross-
ings at δE = ±Ω−. By checking the eigenstates, we
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FIG. 6. Comparison between eigenvalues of Hamiltonian (1)
and the spinless Hamiltonian (2): (a) energy spectrum of Hfull
(open circles) and Hsl (solid black line) as function of δE. (b)
Zoom in for the even branch and for the odd branch in panel
(c). The blue-triangles and the pink-squares represents the
energy eigenvalues for the even and odd family of states for
the spinless model, respectively. The parameters used are
|εZ | = 5Ω−, and ω = 100Ω−, with Ω− = 4γS and Ω+ = 0.
have verified that the eigenvalues around E = 0.0γS are
combinations of the following states with even number
of particles: |0↑, 0↓; 0↑, 1↓; 1↑, 0↓〉, |0↑, 0↓; 0↑, 0↓; 0↑, 0↓〉
and |1↑, 0↓; 0↑, 1↓; 0↑, 0↓〉. However, the second branch
with eigenvalues around E = −200γS is associ-
ated with |0↑, 0↓; 0↑, 0↓; 1↑, 0↓〉, |1↑, 0↓; 0↑, 1↓; 1↑, 0↓〉 and
|1↑, 0↓; 0↑, 0↓; 0↑, 0↓〉, all states with an odd number of
particles. As the eigenvalues forming each branch are rel-
atively well separated in energy from the other eigenval-
ues, we can expect that these two groups of three states
each, the even and odd ones, can behave as two indepen-
dent three-level systems.
In principle, one could expect additional transition
processes that couple the subspaces spanned by the even
and odd states to additional states of the whole basis, not
accounted for in the simplified Hamiltonian Hsl. How-
ever, such processes are suppressed for the set of param-
eters adopted. This becomes clear when we compare the
eigenvalues of Hfull to the ones of the spinless model Hsl.
In Fig. 6(b)-(c) we also show the eigenvalues of Hsl as
solid lines. Notice that the eigenvalues for both Hfull and
Hsl are in perfect agreement. Also, the eigenstates of Hsl
corresponding to the even subspace are linear combina-
tions of |011〉 , |000〉 , |110〉, while for the odd subspace
are linear combinations of |001〉 , |111〉 , |100〉. We plot
the eigenvalues of the two separate three level systems
as blue-triangles for the even family and pink-squares for
the odd family of state in Figs.6(a)-(c).
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