An immersed-boundary method based flow solver coupled with a finite-element solid dynamics solver is employed in order to conduct direct-numerical simulations of phonatory dynamics in a three-dimensional model of the human larynx. The computed features of the glottal flow including mean and peak flow rates, and the open and skewness quotients are found to be within the normal physiological range. The flow-induced vibration pattern shows the classical "convergent-divergent" glottal shape, and the vibration amplitude is also found to be typical for human phonation. The vocal fold motion is analyzed through the method of empirical eigenfunctions and this analysis indicates a 1:1 modal entrainment between the "adduction-abduction" mode and the "mucosal wave" mode. The glottal jet is found to exhibit noticeable cycle-to-cycle asymmetric deflections and the mechanism underlying this phenomenon is examined.
I. INTRODUCTION
Phonation results from a complex nonlinear biomechanical coupling between glottal aerodynamics and vocal fold tissue. Computational modeling of phonation usually involves two key constituents, the model for the glottal aerodynamics and the model for vocal-fold (VF) deformation and vibration. In the past, various computational approaches have been proposed and employed in these two arenas. Models for the vocal fold dynamics range from the simplest "one-mass" (Flanagan and Landgraf, 1968) , two-mass (Ishizaka and Flanagan, 1972) and multi-mass models (Story and Titze, 1995; Titze, 1973 Titze, , 1974 Yang et al., 2010) to more accurate "continuum-based model (Rosa et al., 2003; Tao et al., 2007; Zheng et al., 2009) . Similarly models for the glottal aerodynamics range from the simplest Bernoulli equation based model (Berg et al., 1957; Flanagan and Landgraf, 1968; Ishizaka and Flanagan, 1972; Story and Titze, 1995) , to modified inviscid Euler (Lamar et al., 2003) and steady Navier-Stokes equation (Rosa et al., 2003) . Unsteady Navier-Stokes equation based models which offer the highest level of fidelity (Tao et al., 2007; Duncan et al., 2006; Zheng et al., 2009) are also being used routinely in this arena.
Increasing modeling fidelity enables us to capture additional features of phonation and provides better insights into the underlying biophysics. For example, the initial "onemass model" coupled with the modified Bernoulli equation was able to produce sustained vibrations. Subsequent development of the "two-mass model" enabled the reproduction of the mucosal wave and a reasonable glottal wave form. Similarly, while Bernoulli equation based flow models may capture some basic features of the glottal pressure variation, only Navier-Stokes based models generate features such as asymmetric glottal jet deflection (Tao et al., 2007 With regards to Navier-Stokes flow models, it should be noted that the vast majority of the past studies have employed two-dimensional models Zhang et al., 2002; Vries et al., 2003; Tao et al., 2007; Duncan et al., 2006; Luo et al., 2008; Zheng et al., 2009; Link et al., 2009) . While these two-dimensional models, which represent the flow and VF vibration across a nominal anteriorposterior glottal midline, have provided good insights into phonation, there are several limitations associated with them. First, high speed imaging studies have shown that the flow-induced vibration pattern is three dimensional with a strong anterior-posterior variation ( Svec and Schutte, 1996) . Second, the resulting glottal flow also has a highly threedimensional structure. Recent experimental studies have infact shown that the glottal flow is highly three-dimensional even within an idealized rectangular duct model of the larynx (Triep and Brücker, 2010) . The three-dimensional jet structure is a direct result of vortex stretching and tilting which are also responsible for the eventual transition to turbulence of the glottal jet Finally, the sub and supraglottal lumen in the human larynx has significant variations in the anterior-posterior (z) direction which likely produce additional three-dimensional effects in the glottal flow. Threedimensionality in the flow structure could modify pressure losses in the glottis as well as the voice generation and its spectrum. Finally, three-dimensionality in the vibratory pattern has implication for laryngeal pathologies such as vocalfold nodules and polyps (Gunter, 2004) . a) Author to whom correspondence should be addressed. Electronic mail:
mittal@jhu.edu
While the search for biophysical insights drive most of the development of computational models in biomechanics, rapid advancements in computational hardware and software capabilities raise the possibility of conducting surgical planning based on such models. This prospect is particularly promising for phonosurgery due to the fact that phonation is primarily governed by biomechanical phenomena, which are amenable to model based prediction. Medialization laryngoplasty (Bielamowicz and Berke, 1995) is one surgical procedure, that is, particularly well suited for model based surgical planning. The procedure is commonly used to restore voice in patients with unilateral vocal-fold paralysis/ paresis and involves the insertion of a synthetic implant into the larynx via a window cut into the thyroid cartilage. A properly placed implant medializes the involved vocal fold thereby leading to sustained vocal-fold vibrations and restoration of the voice. The surgical outcome is however highly dependent on the shape, size and location of the implant, and the surgeon has few tools at hand that can predict the effect of different implant configurations on a given patient. A computational biomechanics tool that provides such a capability would significantly advance the surgical management of laryngeal pathologies and potentially improve surgical outcome and reduce revision rate.
The level of fidelity required in such a surgical tool necessitates the use of sophisticated modeling approaches including continuum models for vocal fold mechanics and three-dimensional Navier-Stokes based glottal flow modeling. Furthermore, simulations would have to be performed in patient-specific three-dimensional geometries. A necessary precursor to the development of such a tool is to demonstrate the ability to conduct three-dimensional simulations in simple laryngeal geometries and to generate flow and vibration characteristics that can be verified against established experimental results.
Such three-dimensional (3D) simulations are currently extremely challenging due to the computational expense involved; an adequately resolved three-dimensional simulation of phonatory dynamics can be hundred-times more expensive than a corresponding two-dimensional simulation. This has severely limited the deployment of 3D laryngeal computational models. To the best of our knowledge, only one three-dimensional flow-structure interaction study which coupled a Navier-Stokes flow model with a continuum vocal fold model has been documented in phonation research to date. In this study of Rosa et al., (2003) , a 3D continuum, transversally isotropic, viscoelastic vocal fold model was coupled with a 3D, steady Navier-Stokes equation based flow model, and the simulation was performed in a cylindrical pipe which included false vocal folds. The simulation did manage to capture self-sustained divergent and convergent vocal folds vibration. However no details regarding the flowfield were provided. This was possibly due to low grid resolution (2600 tetrahedrons for the airflow and 3000 tetrahedrons for the vocal folds tissue) employed in this study or due to the assumption of steady flow, which eliminated all intrinsic time-dependent features of the flow.
The objective of the current study is to document the results of a three-dimensional, fully unsteady [as opposed the quasi-steady approach such as that of Rosa et al., (2003) ], biomechanical model of phonation. We employ a relatively simple geometrical model of the larynx, that is, similar to some past experimental studies Plesniak, 2006a,b, 2010; Becker et al., 2009) , and the focus of the current study is on a critical evaluation of the computed results and verification against available experimental and numerical data. The simulations also allow us to gain some new insights into glottal jet and vocal fold dynamics and these are also discussed here.
II. METHOD
The computational method for flow-structure interaction, that is, employed in this study is briefly described here. This includes an immersed boundary method (IBM) method for the glottal airflow modeling, a finite-element method for the vocal fold mechanics and an efficient coupling procedure for the two. This numerical algorithm has been discussed in greater detail in Zheng (2009) .
A. Glottal airflow modeling
The equations governing the glottal flow are the unsteady incompressible Navier-Stokes equations
where v i are velocity components, p is pressure, and q and t are flow density and kinematic viscosity. The equations are discretized in space using a cell-centered, non-staggered arrangement of the primitive variables v i and p. A second-order fractional step method is used to integrate the equations in time. The advection term is linearized using a second-order Adams-Bashforth scheme. Also, an implicit Crank-Nicolson scheme is employed to discretize the diffusion term and to eliminate the viscous stability constraint. A line-successive-overrelaxation (SOR) scheme is used to solve the advection-diffusion equation and an alternating-direction, geometric multi-grid with a line-SOR smoother is used to solve the pressure Poisson equation. The boundary conditions are implemented through a sharp-interface immersed-boundary method (IBM), which is locally and globally second-order accurate in space, and well suited for the simulation of complex and moving boundary problems on a Cartesian grid. The details of this flow solver as well as validation and verification studies of the methodology can be found in Mittal et al., (2008) .
B. Vocal fold tissue modeling
The human vocal folds primarily consist of the cover, ligament, and vocalis (Hirano, 1977) . From a biomechanical view-point, the vocal folds can be assumed to be made of a viscoelastic material which is transversally isotropic (Alipour et al., 2000) . Since during normal phonation, vocal folds vibration induces a deformation, that is, small (Alipour et al., 2000) , the vocal folds may be considered to behave as a linear viscoelastic material. The constitutive law for this type material is as follows (Belytschko et al., 2000) r
where r is stress tensor, e is train tensor, _ e is strain rate tensor, and C and A are fourth-order tensor material constants.
The dynamics of continuum vocal folds are governed by the Navier equation:
where i and j range from 1 to 3, f i is the body force component in i direction, q is vocal fold tissue density, u i is displacement in i direction, and € u i is the acceleration component in i direction. This equation is solved by the finite-element method (FEM). Integration of the weak form of the above equation with subsequent application of the divergence theorem results in the following discrete equation:
where M represents the mass matrix, C represents the damping matrix, K represents the stiffness matrix, F represents finite element nodal force, and U represents the nodal displacement. Equation (4) is a second-order ordinary differential equation in time and is discretized using the second-order Newmark scheme (Belytschko et al., 2000) wherein a banded LU decomposition is used to solve the system of algebraic equations. The Cuthill-McKee (Cuthill and Mckee, 1969 ) and Gibbs-Poole-Stockmeyer methods (Gibbs et al., 1976 ) are used to re-index the nodes in order to create banded matrixes. The details of this solid solver can be found in Zheng (2009).
C. Flow-Structure Interaction
The large ($1000) solid-fluid density ratio in phonation allows effective use of explicit coupling (Zheng, 2009) which is adopted in the current model. The flow and solid solvers communicate through the Lagrangian interface which is represented by the triangular surface mesh which is shown in Fig. 1(b) . In the explicit-coupling method, the flow is marched by one step with the existing deformed shape and velocities of the solid as the boundary conditions. The aerodynamic forces on the VF are then computed at the vocal fold surface through an interpolation scheme on the flow grid. Finally, the equation for the solid is marched by one time step with the updated surface traction, and the deformation and velocities on the solid grid are transferred to the vocal fold surface, so that the fluid/solid interface can be updated.
III. SIMULATION SETUP
In the current study, a three dimensional idealized shaped vocal fold model is employed which is 1.5 cm long in the anterior-posterior (z-) direction and is invariant in shape in the longitudinal direction [shown in Fig. 1(b) ]. The vocal fold profile on the cross section is nominally based on a coronal view [shown in Fig. 1(a) ] of a high resolution laryngeal CT scan of a 30 year old normal male subject. Due to the slight asymmetry of the subject's larynx, only the right part is used and the left part is created by mirroring the right part about the centerline. Both the true and false vocal folds are represented and the resulting dimensions of the larynx are as follows: The true vocal folds (TVFs) are 1 cm long and extend 0.99 cm toward the glottal midline. The false vocal folds (FVFs) are 2.3 cm long and extend 0.67 cm toward the supraglottal space. The ventricles are about 0.56 cm wide at their widest location and the false vocal fold gap is 0.667cm. These dimensions and shape are the same as those used in our previous two-dimensional study ) and shown to be in the range typical for human adults.
The internal anatomical structure of the vocal folds is made up of three layers (Hirano, 1977) : cover, ligament and vocalis. The precise configuration of the layers is adopted from Luo et al., (2008) and each layer is assumed to be invariant in shape in anterior-posterior direction [as shown in Fig. 1(b) ]. The material properties for each layer are taken from Alipour et al., (2000) and are shown in the Table I where q is the tissue density, E p is the transversal Young's Modulus, c p is the in-plane transversal Poisson's ratio, E pz is the longitudinal Young's Modulus, c pz is the longitudinal Poisson's ratio, G pz is the longitudinal shear modulus. It should be noted that due to the in-plane motion assumption, the longitudinal Young's modulus E pz is not given in Alipour et al., (2000) . In the current study, the longitudinal Young's Modulus E pz is set to equal to 10 4 times the transversal Young's modulus E p and this automatically enforces the satisfaction of the in-plane motion constraint (Cook et al., 2008) . Since the false vocals hardly move during normal phonation, they are treated as rigid bodies.
A 12 cm Â 2.0 cm Â 1.5 cm straight rectangular duct is used to represent the human larynx lumen [shown in Fig.  1(c) ] and this is similar to many past laboratory experiments (Triep et al., 2005; Erath and Plesniak, 2006a,b; Becker et al., 2009) . The true vocal folds are located from x ¼ 2.16 cm to 3.16cm in the anterior-posterior (z-) direction, which results in a location of the glottal exit exactly at x ¼ 3 cm. A zero gauge pressure is prescribed at the outlet and the gauge pressure at the inlet is set to a typical value of 1 kPa (Titze, 1994) . No-slip, no-penetration flow velocity conditions are applied on all the walls. For the solid vocal folds, zero displacement boundary conditions are prescribed on the anterior (z ¼ 0 cm) and posterior (z ¼ 1.5 cm) ends as well as the lateral walls (y ¼ 0 cm for the lower vocal fold and y ¼ 2 cm for the upper vocal fold). The traction boundary conditions (computed aerodynamic loads) are applied on the vocal fold surfaces. A high-resolution non-uniform 256 Â 128 Â 64 Cartesian grid is employed for the flow solver and a 58 427 tetrahedral element grid is employed for the solid solver. The grid is based on our experience with 2D simulations of similar configurations ) and provides the highest resolution in the intraglottal and near supraglottal region where high flow gradients are expected. A small time step of 1:75 Â 10 À3 ms is employed to provide good temporal resolution as well as to satisfy the CFL stability constraint. This simulation is carried out on an IBM iDataplex parallel computer using 128 Intel 3.0 GHz Quad-Core processors. The wall-clock time for the simulation is about 720 h and the overall computational expense of one simulation is over 90 000 CPU hours.
IV. RESULT AND DISCUSSION

A. Glottal volume velocity waveform
Figure 2(a) shows the time-history of the glottal flow rate which indicates a short transient period that quickly develops into a fairly stationary limit-cycle vibration. In the transient stage, a strong sweeping vocal fold motion is observed but is found to damp out rapidly. The vocal fold vibration pattern in the transient stage as well as in the stationary state will be discussed in details in next section. It should be also noted that during the stationary state limitcycle vibration, the peak glottal flow rate shows some cycleto-cycle variability. This irregular variation has been also reported in the stiffer vocal fold cases of Rosa et al., (2003) and could be due to the nonlinear effects resulting from the complex flow-structure interaction. The typical mean glottal flow rate measured in the experiments ranges from 110 ml/s to 220 ml/s (Zemlin, 1998) and the peak glottal flow rate ranges 200 ml/s to 580 ml/s (Hertegard et al., 1992 ). In the current study, the mean glottal flow rate and phase averaged peak glottal flow rate over the 15 stationary vibration cycles are 121 ml/s and 298 ml/s, respectively, which are within these typical ranges. The fundamental phonation frequency computed using the glottal flow rate is 243 Hz, which leads to a 4.2 ms vibration period. It should be noted that this frequency is relatively high, but still within the human phonation frequency range from 60 Hz to 260 Hz (Zemlin, 1998) . The relatively high phonation frequency here is a consequence of the large longitudinal Young's modulus and is inline with Rosa et al., (2003) who noted an increase in phonation frequency from 160 Hz to 190 Hz when the longitudinal Young's modulus was increased from 20 kPa to 200 kPa. The longitudinal stiffness incorporates the effect of the muscle activation and modeling this effect remains a challenge for these models. According to the source-filter theory (Fant, 1960) , the sound source can be represented by the time-varying glottal airflow waveform, that is, filtered by the vocal tract. A typical glottal airflow waveform is shown in Fig. 2(b) , which can be characterized by several parameters that are important determinants of sound quality (Titze, 1994) . As shown in Fig. 2(b) , the vibration period is defined as T, T p is time of increasing flow, T n is time of decreasing flow, and T 0 is the duration of flow. Two dimensionless parameters s 0 and s s are defined from these quantities, where s 0 is the open quotient defined as T 0 =T and s s is skewing quotient defined as T p =T n .
Physiologically, the open quotient Q 0 can be adjusted by the glottal width and typical values of Q 0 range from 0.4 to 0.7 (Titze, 1994) . A value of Q 0 which is lower than 0.4 indicates a "pressed" sound and a value higher than 0.7 indicates a "breathy" sound (Titze, 1994) . For the current study, the average Q 0 is 0.62, which is within the normal range. It should be noted that a minimum glottal gap of two gridpoints, which corresponds physically to a gap of 0.16 mm (or about 0.8% of the channel width) is maintained throughout the simulation due to the requirements of the flow solver . This gap produces a small amount of flow leakage equivalent to about 4% of the peak flux, even during full closure and likely increases the open quotient slightly. It is interesting that incomplete closure can oftentimes be observed during normal phonation in healthy larynges (Titze, 1994 ) although leakage flux rates have not been measured. The small amount of leakage is not expected to have any significant effect on the glottal jet dynamics.
The typical glottal flow wave form exhibits a slow rise followed by a rapid fall. This skewness results from the delay of the buildup of the flow with respect to the movement of the vocal folds due to the inertia of the air column and the sudden collapse of vocal folds (Titze, 1994 ). The skewness quotient shows a wide range from 1.1 to 3.4 (Ishizaka and Flanagan, 1972; Lamar et al., 2003; Duncan et al., 2006; Luo et al., 2008) and the current value of 1.32 is well within this observed range.
B. Vocal fold vibration
The vocal fold vibration results from the nonlinear interaction of glottal flow and vocal fold tissue. In past studies, the vocal fold vibration was usually captured from a superior aspect using in vivo endoscopic recordings (Baer, 1975; Krausert et al., 2010) . Due to the optical inaccessibility of the inferior part of the vocal folds, the three-dimensional details of the vocal motion fold motion/deformation remain unclear. During phonation, the vocal folds are believed to exhibit a characteristic "converging-diverging" vibratory pattern. This type of motion has also been shown to result from "mode entrainment" (Zemlin, 1998) of two distinct vibratory modes; the so called "adduction and abduction" mode and the "mucosal wave" mode. Figure 3 shows the vocal-fold vibration pattern captured in this study, which includes the superior views as well as the center-plane configurations of the vocal folds at six (70%T), (e) 0.06860s (83%T), (f) 0.06913s (95%T), Note that T ¼ 0.0042s is the vibration period and this particular cycle starts at 0.00651s. The corresponding glottal flux rates at these time instants can be found in Fig. 2(c) . different time instants within one vibration cycle. The "converging-diverging" vibration pattern can be clearly observed from the series of figures. As shown in Fig. 3 (b) and 3(c), the vocal folds start to open from beneath at the beginning of the cycle and the glottis presents a convergent shape. In Fig. 3(d) , the glottis reaches its maximum opening and starts to close first from the inferior portion followed by the superior [shown in Fig. 3(d) and 3(f) ] portion. The propagation of the mucosal wave can be clearly observed and the largest vibration is found to occur at the superior tip of the vocal folds. It is interesting to note that the same patterns were reported by Berry et al., (2001) using high-speed digital imaging in an excised canine hemilarynx. Thus a physically viable and qualitatively verifiable vibration pattern is successfully captured in the current study.
The computed vocal fold deformation allows for a detailed analysis of the vibratory pattern. Here we employ proper orthogonal decomposition (POD) analysis to extract the most energetic empirical eigen-modes. First, the time-mean vocal fold profiles and displacement time variations are computed over 15 vibration cycles from t ¼ 0.02 s to 0.0814 s, which contains 351 equally spaced snapshots of vocal fold profiles. Let u k ðxÞ represents the kth snapshot of the displacement field where 1 k N and N ¼ 351 is the total number of snapshots in the current study. The correlation matrix S associated with the ith and jth snapshots can be computed as follows (Lewin and Haj-Hariri, 2005 )
where N pt are the total number of surface points. The empirical eigen-modes u m can then be computed by
where U is the matrix of snapshots fu 1 ; u 2 …u N g, and k m and q m are the mth eigenvalue and eigenvector, respectively, of the correlation matrix S. The modal coefficient can subsequently be obtained by
The eigenvalue represents the amount of energy associated with the empirical eigenmodes and Fig. 4 shows the three most energetic modes, which together, capture 93% of the total energy. The first empirical mode corresponds to an adduction-abduction motion (medial-lateral vibration) and captures 50% of the total energy. The second mode is a convergent-divergent motion and contains 25% of total energy. The third mode is a "sweeping motion" (inferior-superior vibration) and captures 18% of total energy. The residual 7% energy is distributed into the rest of the modes. The modal coefficient time history is shown in Fig. 5 . Through power spectrum analysis of these modal coefficients, we find that mode-1 and mode-2 vibrate at the phonation frequency of 243 Hz. This is a clear manifestation of 1:1 mode entrainment which has been found in past studies (Berry et al., 1994; Berry et al., 2001; Zhang et al., 2007) . Berry et al., (2001) have also extracted the two-dimensional empirical modes for a hemilarnxy. In their study, 1:1 modal entrainment was captured and a 3:1 modal energy ratio shown between the "adduct-abduct" mode and the "mucosal wave" mode. It should be noted that the modal energy ratio in the current study is 2:1 which is different from Berry's study. However, Zhang et al. (2007) have shown that this modal energy ratio also depends on several parameters, such as structural damping and jet velocity. Thus the difference in energy partitioning should be expected from the studies with different parameters. Mode-3 in the current study is found to have two distinct frequencies of 147 Hz and 243 Hz although the 147 Hz frequency has a much larger energy density in the spectrum.
The current three-dimensional study also allows us to access the anterior-posterior vocal fold motion. As shown by the superior views of vocal folds in Fig. 3 , the maximum vibration amplitude always occurs at the center plane (z ¼ 0.75 cm) and decreases monotonically toward the two ends. Figure 6 shows the glottal gap width time history measured at five different anterior-posterior planes. It is found that there is no phase difference along the longitudinal direction and furthermore, the vibration is always symmetric about the center plane. A similar vibration pattern has been captured in the recent experimental study of Becker et al., (2009) , which also used an idealized vocal fold model. This longitudinal symmetry is likely a result of the glottal shape invariance along the longitudinal direction (Berry et al., 1994) . We also note that the maximum glottal gap width is about 0.1 cm, which is inline with previous two-dimensional numerical studies (Tao et al., 2007; Luo et al., 2008; Zheng et al., 2009 ).
C. Glottal jet dynamics
The glottal flow exhibits a variety of interesting phenomena such as jet instability, flow transition, turbulence and asymmetric jet deflection etc. all of which have implication for phonation and the quality of voice. Direct numerical simulation of the glottal flow provides us with the opportunity to perform a detailed analysis of the spatial and temporal features of the flow. Figure 7 shows the iso-surface of enstrophy at four time-instants during four different vibration cycles. The jet is nearly straight when the flow is initially pushed out of the glottis (the first row of Fig. 7) . As the glottis continues to open, the length of the jet column increases and during this stage, the jet is found to deflect from the centerline. The jet deflection is observed to vary significantly from cycle to cycle; For example, the jet exhibits a downward deflection in the 11th cycle [shown in Fig.  7(a) ], an upward deflection in 12th cycle [shown Fig. 7(b) ], and is nearly undeflected in the 17th cycle [shown in Fig.  7(c) ]. The jet deflection also sometimes exhibits an anteriorposterior variation; for example, in the 21st cycle [shown in Fig. 7(d) ], the jet is deflected downward on one side and deflected upward on the other side.
Glottal jet deflection has been described in several recent experimental studies Plesniak, 2006a,b, 2010; Triep et al., 2005) . The underlying physical mechanism is usually associated with the so called "Coanda effect" (Erath and Plesniak, 2006; Tao et al., 2007; Becker et al., 2009) which is intimately linked to the divergent shape of the glottis. Recently, we have conducted an extensive study of asymmetric glottal jet deflection using a two-dimensional laryngeal model (Zheng et al., 2011) . The key conclusion of the study was that intrinsic instabilities of the supraglottal flow produce asymmetric flow patterns that propagate upstream to the glottis and eventually produce large-scale glottal jet deflections. However, a limitation of this study was the use of a two-dimensional model that eliminated all three-dimensional effects. Thus the current three-dimensional model allows us to evaluate the validity of the previous two-dimensional results
In order to quantify and further analyze the jet deflection, we focus on the jet immediately downstream of the glottis (x ¼ 3.1cm). Assuming that the center of jet coincides with the location of the maximum velocity magnitude, jṼj max , the jet deflection angle (denoted by h) at any longitudinal plane can be represented by the tangent to the streamline at this location. Thus,
where U and V are the streamwise (x-direction) and mediallateral (y-direction) velocity components, respectively. We also compute this angle only during the phase of the glottal cycle when the glottis is open and there is measurable flow. For the rest of the cycle, there is almost no flow and the deflection angle is set to be zero. Figure 8(a) shows the time history of the jet deflection computed at the jet centerplane (z ¼ 0.75 cm) for all of the computed cycles. The glottal gap width is superimposed in the figure for ease of discussion. A number of insightful observations can be made from this plot. First, it is noted that the jet deflection during the first four cycles is very small but starting from the fifth cycle, a clear pattern of the significant jet deflection is established. This behavior is inline with our observation for a 2D laryngeal model (Zheng et al., 2011) and supports our assertion that the glottal jet deflection is driven by remnant asymmetric vortex structures which develop downstream in previous cycles and take a few cycles to propagate back to the glottis.
Beyond the fifth cycle, we note that during the glottal opening (flow acceleration) phase, the deflection angle increases and quickly reaches a maximum which varies from 10 to 25 . The deflection then starts to decrease and reduces almost back to 0 at the maximum glottal opening phase. Subsequently, during the closing phase (flow deceleration), the jet deflection starts to oscillate randomly about 0 with a small amplitude. The initial large deflection followed by a straightening of the jet at maximum opening is also similar to that observed with the 2D model. This further supports the notion that the glottal jet deflection is driven by downstream flow structures (Zheng et al., 2011) since deflections are expected to be smallest when the jet velocity is large enough to overwhelm the disturbance due to the remnant vortices.
Interestingly, the relatively small jet deflection during the flow deceleration phase observed here is in disagreement with the 2D simulations (Zheng et al., 2011) where the largest deflections are usually observed during this phase. In the two-dimensional flow model, the jet is most unstable during the deceleration stage (Zheng et al., 2011) and this coupled with the relatively low jet velocity makes the jet most susceptible to large-scale deflections at this stage. In contrast, in the three-dimensional flow model, as the glottis opens and the jet emanates from the glottis, three-dimensional instabilities are initiated and jet immediately downstream of the glottis becomes increasingly threedimensional. This three-dimensionality results in reduced anterior-posterior (z-direction) coherence in the jet and makes it more resistant to large-scale jet deflection. Note that although this behavior is contrary to what is seen in the 2D simulations, it nevertheless further contradicts the notion that jet deflection is driven by the Coanda effect. This is because the largest deflections occur during the glottal opening phase when the glottis has a convergent shape, and almost no deflections occur when the glottis has a divergent shape. It should be noted that the importance of downstream flow structures in driving jet deflection has also been suggested in the recent studies of Neubauer et al., (2007) and Triep and Brücker (2010) .
Figure 8(b) shows the jet deflection at three different anterior-posterior (z-) locations for four consecutive cycles. This plot further demonstrates the effect of three-dimensionality on jet deflection. Of the four cycles shown here, we note that the jet deflects in the same direction at all three points in the second and third cycles. However for the first and fourth cycles, the jet does not deflect in the same direction at all the locations, indicating significant three-dimensionality in the deflection of the jet. Figure 9 shows the top view of anterior-posterior vorticity (x z ) at four different time-instants within one cycle, and the top vocal and false folds are removed to more clearly show the flow features. The jet flow in the longitudinal direction exhibits a time-varying structure which is strongly three dimensional. When the jet is initially just pushed out of the glottis, the flow is almost uniform along the longitudinal direction [ Fig. 9(a) ]. However, as more flow is pushed out of glottis and the jet column increases in length, the flow starts to become three dimensional. Furthermore, the anterior-posterior (z-direction) jet-width decreases along the streamwise (x-) direction and forms a "V"-shaped pattern [Fig. 9(b) and 9(c)]. Triep and Brücker (2010) have documented the same type of flow pattern using PIV and have concluded that this vena contracta leads to axis switching of the jet This is therefore another computed flow feature that can be verified against experiments.
The sound production mechanism in phonation is directly related to the features of the postglottal flow including the transition to turbulence. In order to further understand the transition to turbulence in the glottal jet, we examine the frequency spectra of the velocity in the jet core. We have computed the frequency spectra at the five locations along the center line [shown in Fig. 10(a) ]. The spectra are also averaged along the anterior-posterior direction (z-) in the core of the glottal jet so plotted in the spectra is a line with a slope of À5/3 which represents the inertial subrange (Tennekes and Lumley, 1972) . The plots in Fig. 10(b) show the clearest presence of an inertial subrange at location 4 indicating that the transition to turbulence occurs between locations 3 and 4. It should be noted that the peak jet Reynolds number [defined following Triep and Brücker (2010) as Re ¼ UW max =, where U the peak flux averaged velocity, W max the maximum glottal gap width and the kinematic viscosity of air] is about 210, which is one-fifth of the typical Reynolds number for an adult human. The lower Reynolds number is necessitated by the resolution requirements and associated computational expense of these direct-numerical simulations. However, despite this lower Reynolds number, the current simulations allow us to capture the phenomenon of transition to turbulence in the glottal jet. It is likely that at the higher physiological Reynolds numbers, the transition will occur closer to the glottis and lead to a higher turbulence intensity in the glottal jet. 
D. Glottal pressure distribution
The variation of intraglottal and supraglottal pressure is important from the standpoint of understanding self-sustained vocal fold vibrations as well for developing/parameterizing lower fidelity models, and the current simulations allow us to examine the effect of three-dimensionality on the pressure field. Figure 11(a) shows the phase averaged pressure distribution along the streamwise (x-) direction at the center of the channel (y ¼ 1.0 cm; z ¼ 0.75 cm). At the flow acceleration phase (0-0.4T), there is a favorable pressure gradient in the supraglottal region which helps convect the flow away from the glottis. In contrast, during the deceleration phase (0.4T-0.55T), a strong adverse pressure gradient develops in the supraglottal region which enhances local flow instabilities. These distributions have some similarity to past studies done with static vocal fold models (Scherer et al., 2001 (Scherer et al., , 2002 which would indicate that dynamic effects due to VF vibration might have a relatively minor effect on the transglottal pressure distribution.
Figure 11(b) shows the phase averaged pressure distribution along the anterior-posterior (z-) direction at a location just inside the superior glottal opening at x ¼ 2.975 cm and y ¼ 1.0 cm. It can be observed that the pressure varies significantly along the anterior-posterior direction which is a clear manifestation of 3D effects on the pressure. Further evidence of the effect of three-dimensionality on the pressure can be seen in Fig. 11(c) which shows an isosurface of pressure, corresponding to p ¼ À0.01248 kPa at t ¼ 0.0441s when the two vocal folds are fully open. The pressure distribution at this time-instant is highly three-dimensional and the topology corresponds well with the corresponding vortex topology at this instant show in Fig. 7 .
The pressure wave forms (time histories) are also shown at four different locations along the center line in the center plane (z ¼ 0.75cm), which are located at the entrances and exits of glottis and ventricles, respectively [shown in Fig.  11(d) ]. As shown in Fig. 11(e) , at the beginning of flow acceleration phase, the pressure decreases first and reaches a minimum value. It subsequently starts to increase during the flow deceleration phase, reaching a peak value before decreasing again. A slight phase difference is observed between the upstream location (x ¼ 2.57 cm) and the downstream locations (x ¼ 3.08, 3.48, 4.23 cm) which is expected due to the acceleration of the flow through the glottis.
E. Conclusions
A direct numerical simulation of flow in a 3D laryngeal model that includes a fully coupled, continuum based structural vocal fold model, has been carried out to study the glottal flow and vocal fold vibration during phonation. The resulting glottal flow rate and wave form are found to be within the normal physiological range. The simulation captures the convergent-divergent vibratory pattern of the vocal folds, that is, characteristic of normal phonation (Titze, 1994) . POD analysis shows that the abduction-adduction mode is the most energetic mode. This mode vibrates at the same frequency as the mucosal-wave type mode which indicates that 1:1 modal entrainment (Berry et al., 1994; Berry et al., 2001 ) has been successfully captured. A detailed analysis of the glottal jet supports the conclusion of our previous two-dimensional study (Zheng et al., 2011) in that the stochastic cycle-to-cycle jet deflections are a result of downstream flow structures and not some "Coanda effect" associated with the intra-glottal flow. The inclusion of threedimensionality, however, changes some aspects of the jet deflection including a significant reduction in jet deflection during the glottal closure phase. The simulated flow also exhibits a longitudinal vena contracta, which matches well with a recent experimental study (Triep and Brücker, 2010) , and the simulation also captures the transition to turbulence in the glottal jet.
The three-dimensional model developed here therefore produces many of the characteristic features of the glottal flow and vocal fold dynamics that have been documented in past studies. The simulations also provide new insights regarding jet deflection and transition. It should be noted that while these simulations are computationally expensive at the present time, trends in high-performance computing (Dongarra, 2004 ) suggest that such simulations will run hundreds (if not thousands) of times faster by the end of the decade. Ongoing extension of the current work is focused on adding more geometrical details to the laryngeal model with the ultimate objective of simulating phonation in a CT-based, patient-specific laryngeal model.
