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Abstract
Structured matrices, such as Cauchy, Vandermonde, Toeplitz, Hankel, and circulant matrices, are considered in this paper. We
apply a Kronecker product-based technique to deduce the structured mixed and componentwise condition numbers for the matrix
inversion and for the corresponding linear systems.
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1. Introduction and notation
The condition number is a very important concept in sensitivity analysis, and it is useful to understand the stability of
algorithm [11,18]. When working with structured matrices, structured mixed and componentwise condition numbers
are more meaningful than usual unstructured condition numbers. We can obtain much tighter and revealing bounds. In
this paper we will deal with matrices which have special structures. The entries of such matrices depend on a small set
of parameters. Clearly, the matrix inversion and the solution of linear systems are determined by these parameters [13].
Then the sensitivity of perturbation in these parameters is under consideration. Much work has been done about the
structured conditioning [1,6,9,10,16,28,29], for a survey of componentwise perturbation, see [17] and the references
therein. This paper focuses on the structured conditioning of Cauchy, Vandermonde, Toeplitz, Hankel and circulant
matrices, with respect to the matrix inversion and the corresponding linear systems. Some results are obtained already,
here we derive them via a different way.
We ﬁrst summarize some results achieved. Consider the function F: A → X = F(A), where matrix A is the input
data of the problem. Here we utilize the vec(·) operator, which stacks the columns one on top of the other to form a
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large column vector, and use the vector representations to reformulate a matrix problem into vector form. Let
a := vec(A), (1.1)
x := vec(X), (1.2)
where the abbreviation ‘:=’ stands for ‘equal for deﬁnition’. Then we have the vector representation x = f (a) of the
original problem X = F(A), where f = vec ◦ F is a composite mapping.
Following the deﬁnition of [9,21], we introduce the deﬁnition of the normwise condition number (F ;A), mixed
condition number m(F ;A), and componentwise condition number c(F ;A) as follows:
(F ;A) := lim
→0 sup‖A‖ ‖A‖
‖x‖/‖x‖
‖a‖/‖a‖ ,
m(F ;A) := lim
→0 sup|A| |A|
‖x‖∞/‖x‖∞
‖a/a‖∞ ,
c(F ;A) := lim
→0 sup|A| |A|
‖x/x‖∞
‖a/a‖∞ ,
where a := vec(A), x := vec(X), x, a are deﬁned by (1.1) and (1.2), respectively, and b/a is the entry-wise
division. Note that /0 is interpreted as zero if = 0 and inﬁnity otherwise.
According to the results of [9], we have
(F ;A) = ‖f
′(a)‖‖a‖
‖f (a)‖ , (1.3)
m(F ;A) = ‖f
′(a)Da‖∞
‖f (a)‖∞ , (1.4)
c(F ;A) = ‖D−1x f ′(a)Da‖∞, (1.5)
where Da := diag(a),Dx := diag(x) in Matlab notation, and f ′ denotes the differential of f, see also [2,7,10,25].
The Frechet derivative f ′ is also so-called matrix derivative [12,23,26]. It can be explicitly expressed by Kronecker
product, then we can use the expression to deduce the condition numbers for the matrix inversion and nonsingular
linear systems. With this technique we can easily recover the classical results [17,18,27,33]. Here we will apply this
Kronecker product-based technique to derive the structured mixed and componentwise condition numbers. The outline
of this paper is as follows. We ﬁrst consider the general cases in Section 2. In Section 3, we use this technique to
deduce the structured condition numbers for Cauchy matrices.We then investigateVandermonde matrices in Section 4,
Toeplitz and Hankel matrices in Section 5, and circulant matrices in Section 6. In Section 7 we give four numerical
examples to illustrate the results. Finally, some concluding remarks are made in Section 8.
Before our discussion some properties of the Kronecker product are required. The following results can be found in
[19,22,24,31]:
(A ⊗ C)(B ⊗ D) = (AB) ⊗ (CD),
‖A ⊗ B‖ = ‖A‖‖B‖,
|A ⊗ B| = |A| ⊗ |B|,
vec (AXB) = (BT ⊗ A) vec (X).
We list some notations that will be used throughout this paper.
‖ · ‖∞ inﬁnity or row sum norm
‖ · ‖max ‖A‖max := maxi,j |aij |
| · | absolute value
vec vec operator, which stacks the columns of a matrix one underneath the other
⊗ Kronecker (or tensor) product
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I identity matrix with the size being determined by the context
ei ith column of I
e vector of all 1’s. When writing Ae, we suppose that e has conformable dimension with A to make the
matrix–vector product meaningful
Dz Dz := diag(z) in Matlab notation, the vector z = [z1, z2, . . . , zn]T
DA DA := diag(vec(A)). It is equivalent to Da , where a = vec(A)
b/a entry-wise divide, b/a := (bi/ai). Using Matlab notation, b/a := b./a
B/A entry-wise divide, B/A := (bij /aij ) , or B./A in Matlab notation
 mapping concerning matrix inversion, e.g.,  : A −→ A−1
′ Frechet derivative of , where = vec ◦ , the vector representation of 
 mapping concerning linear systems solution, i.e.,  : (A, b) −→ A−1b
′ Frechet derivative of 
2. General cases
We ﬁrst consider the general case where A is nonsingular matrix. We will show that the differential can be explicitly
expressed by Kronecker product, then we will use the expression to deduce the condition numbers for the matrix
inversion and nonsingular linear systems. With this technique we can easily get the classical results [17,18,27,33].
Case 1.Matrix inversion: Consider the function:A −→ (A)=A−1. Deﬁne(a)=vec((A)), where a=vec(A).
According to A−1A = I , we have (dA−1)A + A−1 dA = 0, and so dA−1 = −A−1 dAA−1. Therefore, we get
vec(dA−1) = −(A−T ⊗ A−1) vec(dA).
If  is differentiable at a then we deﬁne the derivative by ′(a) = −A−T ⊗ A−1.
According to (1.4) and (1.5), we have [17,18]
m(;A) = ‖
′(a)Da‖∞
‖(a)‖∞ =
‖|′(a)||Da|e‖∞
‖(a)‖∞ =
‖|′(a)|vec(|A|)‖∞
‖(a)‖∞
= ‖|A
−T ⊗ A−1|vec(|A|)‖∞
‖vec(A−1)‖∞ =
‖vec(|A−1‖A‖A−1|)‖∞
‖vec(A−1)‖∞
= ‖|A
−1‖A‖A−1|‖max
‖|A−1|‖max (2.1)
and
c(;A) = ‖D−1x ′(a)Da‖∞ = ‖|D−1x ||′(a)||Da|e‖∞ = ‖|D−1x ||′(a)|vec(|A|)‖∞
= ‖|D−1x ||A−T ⊗ A−1|vec(|A|)‖∞ = ‖|D−1x |vec(|A−1||A||A−1|)‖∞
=
∥∥∥∥ |A−1||A||A−1||A−1|
∥∥∥∥
max
, (2.2)
which has been obtained by Rohn [27] by using the result of interval analysis.
Case 2. Nonsingular linear systems: For nonsingular linear systems, we can use this technique to obtain similar
results. We now consider the linear systems Ax = b, where A is nonsingular, and deﬁne function : (A, b) −→
x = (A, b) = A−1b. Then we have
d= d(A−1)b + A−1 db = −A−1 dAA−1b + A−1 db
= − A−1 dAx + A−1 db = −(xT ⊗ A−1) vec(dA) + A−1 db
= [−xT ⊗ A−1, A−1]
[
vec(dA)
db
]
.
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Then we get the derivative ′(A, b) = [−xT ⊗ A−1, A−1]. Here the input data (A, b) for solving nonsingular linear
systems plays the same role as the matrix A in (1.4), where A is the input data for matrix inversion. Using (1.4),
we obtain the mixed relative condition number m(;A, b) for nonsingular linear systems [30].
m(;A, b) =
∥∥∥∥[−xT ⊗ A−1, A−1]
[
DA
Db
]∥∥∥∥∞
‖x‖∞ =
‖[−(xT ⊗ A−1)DA,A−1Db]‖∞
‖x‖∞
= ‖|(x
T ⊗ A−1)DA|e + |A−1Db|e‖∞
‖x‖∞ =
‖(|x|T ⊗ |A−1|) vec(|A|) + |A−1||b|‖∞
‖x‖∞
= ‖|A
−1||A||x| + |A−1||b|‖∞
‖x‖∞ , (2.3)
where e should have conformable dimension with the matrix to make the matrix–vector product meaningful.We should
point out that m(;A, b) is the same as the componentwise condition number Cond|A|,|b|(A, x) deﬁned in [18].
Applying (1.5), we can obtain the componentwise relative condition number c(;A, b) [27].
c(;A, b) =
∥∥∥∥D−1x [−xT ⊗ A−1, A−1]
[
DA
Db
]∥∥∥∥∞
= ‖|D−1x (xT ⊗ A−1)DA|e + |D−1x A−1Db|e‖∞
= ‖D−1|x| (|(xT ⊗ A−1)DA|e + |A−1Db|e)‖∞
= ‖D−1|x| (|A−1||A||x| + |A−1||b|)‖∞
=
∥∥∥∥ |A−1||A||x| + |A−1||b||x|
∥∥∥∥∞. (2.4)
Remarks. 1. We can also derive the normwise condition number for the matrix inversion. For example, we choose the
Frobenius norm ‖ · ‖F , then the corresponding normwise condition number is
F (;A) = ‖
′(a)‖F ‖a‖F
‖(a)‖F = ‖A
−1‖F ‖A‖F .
2. To derive the usual normwise condition number for nonsingular linear systems, we need the partial differential
′A and ′b, where ′A =−xT ⊗A−1 and ′b =A−1. Here we use the 2-norm, then the normwise condition number for
the linear systems is [14,15,18]
2(;A, b) = lim
→0 sup‖A‖2 ‖A‖2‖b‖2 ‖b‖2
‖x‖2
‖x‖2 =
‖′A‖2 ‖A‖2
‖x‖2 +
‖′b‖2 ‖b‖2
‖x‖2
= ‖A−1‖2 ‖A‖2 + ‖A
−1‖2 ‖b‖2
‖x‖2 .
3. Cauchy matrices
Let t=[t1, t2, . . . , tn]T ∈ Rn and s=[s1, s2, . . . , sn]T ∈ Rn have pairwise distinct entries with ti = sj for 1 i, jn.
Deﬁne w := [tT, sT]T ∈ R2n, then the Cauchy matrix C associated with w is deﬁned as
C(w) :=
(
1
ti − sj
)n
i,j=1
∈ Rn×n.
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For simplicity, we list some other notations that will be used in this section.
w w := [tT, sT]T ∈ R2n
CS CS := (1/(ti − sj )2)ni,j=1, or CS = C.ˆ 2 in Matlab notation
	j 	j := diag(CS(:, j)) = diag
(
1/(t1 − sj )2, 1/(t2 − sj )2, . . . , 1/(tn − sj )2
)
Ej Ej = eeTj , i.e., the jth column are all 1’s, and the other elements are zeros
H H : w −→ vec(C.ˆ (−1)), where C.ˆ (−1) is the Matlab notation, i.e., C.ˆ (−1) = (ti − sj )ni,j=1
G mapping a vector to a new one, whose element is the reciprocal of the original one, e.g., ∀z =
[z1, z2, . . . , zn]T(zi = 0), G(z) = z.ˆ (−1) := [1/z1, 1/z2, . . . , 1/zn]T
With these deﬁnitions above, we have vec(C) = G(Hw). Therefore,
vec(dC) = G′H dw := K dw,
where
H =
⎡
⎢⎢⎣
I −E1
I −E2
...
...
I −En
⎤
⎥⎥⎦ , G′ = −diag(vec(CS)) = −
⎡
⎢⎢⎣
	1
	2
. . .
	n
⎤
⎥⎥⎦ ,
K = G′H = −
⎡
⎢⎢⎣
	1
	2
. . .
	n
⎤
⎥⎥⎦
⎡
⎢⎢⎣
I −E1
I −E2
...
...
I −En
⎤
⎥⎥⎦=
⎡
⎢⎢⎣
−	1 	1E1
−	2 	2E2
...
...
−	n 	nEn
⎤
⎥⎥⎦ .
Since 	jEj = 	j eeTj = CS(:, j)eTj , the matrix K can be easily formed.
Let be the map of matrix inversion, : w −→ (w)=C−1. The corresponding vector representation is : w −→
vec ◦ (w) = vec(C−1). Since vec(dC−1) = −(C−T ⊗ C−1) vec(dC) = −(C−T ⊗ C−1)K dw, we get the derivative
′(w) = −(C−T ⊗ C−1)K .
Applying (1.4), (1.5) and the above results, we obtain the mixed and componentwise structured condition numbers
for the inversion of Cauchy matrix.
m(;w) = ‖
′(w)Dw‖∞
‖(w)‖∞ =
‖(C−T ⊗ C−1)KDw‖∞
‖(w)‖∞ =
‖ |(C−T ⊗ C−1)K| |w| ‖∞
‖C−1‖max ,
c(;w) = ‖D−1(w)′(w)Dw‖∞ =
∥∥∥∥ |(C−T ⊗ C−1)K||w|vec(C−1)
∥∥∥∥∞. (3.1)
We then consider the Cauchy linear systems Cx = b. Let  : R2n × Rn −→ Rn be deﬁned as (w, b) = C−1b.
So we have
d= d(C−1)b + C−1 db = −C−1 dCC−1b + C−1 db = −(xT ⊗ C−1) vec(dC) + C−1 db
= [−(xT ⊗ C−1)K,C−1]
[
dw
db
]
.
Then we get the derivative ′(w, b) = [−(xT ⊗ C−1)K,C−1].
A simple calculation yields∥∥∥∥′(w, b)
[
Dw
Db
]∥∥∥∥∞ =
∥∥∥∥[−(xT ⊗ C−1)K,C−1]
[
Dw
Db
]∥∥∥∥∞
= ‖[−(xT ⊗ C−1)KDw,C−1Db]‖∞
= ‖|(xT ⊗ C−1)KDw|e + |C−1Db|e‖∞
= ‖|(xT ⊗ C−1)K||w| + |C−1||b|‖∞. (3.2)
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Using (1.4), (1.5) and (3.2), we have the mixed and componentwise condition number for Cauchy linear systems,
m(;w, b) =
∥∥∥∥′(w, b)
[
Dw
Db
]∥∥∥∥∞
‖x‖∞ =
‖|(xT ⊗ C−1)K||w| + |C−1||b|‖∞
‖x‖∞ ,
c(;w, b) =
∥∥∥∥D−1x ′(w, b)
[
Dw
Db
]∥∥∥∥∞ =
∥∥∥∥ |(xT ⊗ C−1)K||w| + |C−1||b|x
∥∥∥∥∞.
In the following we will give the upper bounds of these condition numbers. We ﬁrst compute
|K||w| =
⎡
⎢⎢⎣
	1 	1E1
	2 	2E2
...
...
	n 	nEn
⎤
⎥⎥⎦
[ |t |
|s|
]
=
⎡
⎢⎢⎣
	1(|t | + E1|s|)
	2(|t | + E2|s|)
...
	n(|t | + En|s|)
⎤
⎥⎥⎦
= vec([	1(|t | + |s1|e),	2(|t | + |s2|e), . . . ,	n(|t | + |sn|e)])
= vec([	1|t |,	2|t |, . . . ,	n|t |] + [|s1|	1e, |s2|	2e, . . . , |sn|	ne])
= vec(D|t |CS + CSD|s|).
And so we have,
m(;w) ‖|C
−T ⊗ C−1||K||w|‖∞
‖C−1‖max =
‖|C−T ⊗ C−1|vec(D|t |CS + CSD|s|)‖∞
‖C−1‖max
= ‖|C
−1|(D|t |CS + CSD|s|)|C−1|‖max
‖C−1‖max , (3.3)
c(;w)
∥∥∥∥ |C−1|(D|t |CS + CSD|s|)|C−1|C−1
∥∥∥∥
max
, (3.4)
m(;w, b) ‖|x
T ⊗ C−1||K||w| + |C−1||b|‖∞
‖x‖∞
= ‖|x
T ⊗ C−1|vec(D|t |CS + CSD|s|) + |C−1||b|‖∞
‖x‖∞
= ‖|C
−1|(D|t |CS + CSD|s|)|x| + |C−1||b|‖∞
‖x‖∞ , (3.5)
c(;w, b)
∥∥∥∥ |C−1|(D|t |CS + CSD|s|)|x| + |C−1||b|x
∥∥∥∥∞. (3.6)
Remarks. 1. For the special case when t and s have different signs, i.e., tisj 0 for 1 i, jn, we have D|t |CS +
CSD|s| = |C|. Then above upper bounds (3.3)–(3.6) are equal to the usual unstructured condition numbers (2.1)–(2.4).
2. In [8,9], Gohberg and Koltracht gave a upper bound for the structured componentwise condition number c(;w).
c(;w) ‖w‖∞


(8n − 6), (3.7)
where 
=min  i,j2n
i =j
|wi −wj |. We will compare this bound with (3.1) in the numerical example, which shows that
the bound is very efﬁcient.
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4. Vandermonde matrices
A Vandermonde matrix is deﬁned by n parameters as follows:
V (v) :=
⎡
⎢⎢⎣
1 1 · · · 1
a0 a1 · · · an−1
...
...
...
an−10 a
n−1
1 · · · an−1n−1
⎤
⎥⎥⎦ ∈ Rn×n, (4.1)
where v := [a0, a1, . . . , an−1]T ∈ Rn. Vandermonde matrices play an important role in polynomial and rational
interpolation problems. Investigating the structured conditioning of V −1 has a special relevance in the sensitivity
analysis of the Lagrange functions with respect to the interpolation nodes.
We ﬁrst introduce some notations for this section.
V˙ V˙ :=
(
vij
aj
)n−1
i,j=0 =
⎡
⎢⎢⎢⎢⎣
0 0 · · · 0
1 1 · · · 1
2a0 2a1 · · · 2an−1
...
...
...
(n − 1)an−20 (n − 1)an−21 · · · (n − 1)an−2n−1
⎤
⎥⎥⎥⎥⎦
V˙ (i, :) ith row of V˙
V˙ (:, j) jth column of V˙
nn commutation matrix, such that vec(AT) =nn vec(A)
w w := vec(V T) =nn vec(V )
Eii Eii = eieTi ∈ Rn×n, i.e., only (i, i) element is 1, and others are zeros
	E 	E := [vec(E11), vec(E22), . . . , vec(Enn)]
L n2 × nmatrix mapping v to w, i.e., L : v −→ w = L(v)
L′ Jacobian matrix, L′ := w/vT
According to the deﬁnition, we have vec(V )=nnvec (V T)=nnw =nn(L(v)), and then vec(dV )=nnL′dv.
After a direct computation, we have
L′ = w
vT
=
⎡
⎢⎢⎢⎢⎣
0
I
diag(V˙ (3, :))
...
diag(V˙ (n, :))
⎤
⎥⎥⎥⎥⎦ ∈ Rn
2×n
,
nnL
′ =
⎡
⎢⎢⎣
V˙ (:, 1)
V˙ (:, 2)
. . .
V˙ (:, n)
⎤
⎥⎥⎦=
⎡
⎢⎢⎣
V˙
V˙
. . .
V˙
⎤
⎥⎥⎦
⎡
⎢⎢⎣
e1
e2
. . .
en
⎤
⎥⎥⎦
= (I ⊗ V˙ )[vec(E11), vec(E22), . . . , vec(Enn)] = (I ⊗ V˙ )	E .
It is easy to verify that for any vector z = [z1, z2, . . . , zn]T,
	Ez = [vec(E11), vec(E22), . . . , vec(Enn)]z = vec
⎛
⎝ n∑
j=1
zjEjj
⎞
⎠= vec(Dz).
Let  be the matrix function mapping the vector v to the inversion of Vandermonde matrix V, i.e.,  : v −→
(v) = V −1. The vector representation of  is  : v −→ vec ◦ (v) = vec(V −1). Note that
vec(dV −1) = −(V −T ⊗ V −1) vec(dV ) = −(V −T ⊗ V −1)nnL′ dv = −(V −T ⊗ V −1V˙ )	E dv.
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So we obtain the matrix derivative ′(v)= −(V −T ⊗ V −1V˙ )	E . Then we can easily derive the following expression:
‖′(v)Dv‖∞ = ‖|(V −T ⊗ V −1V˙ )	EDv|e‖∞ = ‖|(V −T ⊗ V −1V˙ )	E‖v|‖∞
= ‖|V −T ⊗ V −1V˙ |	E |v|‖∞ = ‖(|V −T| ⊗ |V −1V˙ |)vec(D|v|)‖∞
= ‖vec(|V −1V˙ |D|v||V −1|)‖∞ = ‖|V −1V˙ |D|v||V −1|‖max.
Applying (1.4) and (1.5), we obtain the mixed and componentwise structured condition numbers for the inversion
of Vandermonde matrix.
m(; v) = ‖
′(v)Dv‖∞
‖(v)‖∞ =
‖|V −1V˙ |D|v||V −1|‖max
‖V −1‖max , (4.2)
c(; v) = ‖D−1(v)′(v)Dv‖∞ = ‖D−1|(v)|vec(|V −1V˙ |D|v||V −1|)‖∞
=
∥∥∥∥∥ |V
−1V˙ |D|v||V −1|
|V −1|
∥∥∥∥∥
max
. (4.3)
We now consider the Vandermonde linear systems V x = b. Let  : Rn ×Rn −→ Rn be deﬁned as (v, b)= V −1b,
where V = V (v) is deﬁned by (4.1).
d= d(V −1)b + V −1 db = −V −1 dVV −1b + V −1 db = −(xT ⊗ V −1) vec(dV ) + V −1 db
= [−(xT ⊗ V −1V˙ )	E, V −1]
[
dv
db
]
.
Then we get the derivative ′(v, b) = [−(xT ⊗ V −1V˙ )	E, V −1].
A direct computation yields∥∥∥∥′(v, b)
[
Dv
Db
]∥∥∥∥∞ =
∥∥∥∥[−(xT ⊗ V −1V˙ )	E, V −1]
[
Dv
Db
]∥∥∥∥∞
= ‖[−(xT ⊗ V −1V˙ )	EDv, V −1Db]‖∞ = ‖|(xT ⊗ V −1V˙ )	EDv|e + |V −1Db|e‖∞
= ‖|xT ⊗ V −1V˙ |	E |v| + |V −1||b|‖∞ = ‖(|x|T ⊗ |V −1V˙ |)vec(D|v|) + |V −1||b|‖∞
= ‖|V −1V˙ |D|v||x| + |V −1||b|‖∞.
Applying (1.4) and (1.5), we can easily deduce the mixed and componentwise structured condition numbers for
Vandermonde linear systems.
m(; v, b) =
∥∥∥∥′(v, b)
[
Dv
Db
]∥∥∥∥∞
‖x‖∞ =
‖|V −1V˙ |D|v||x| + |V −1||b|‖∞
‖x‖∞ , (4.4)
c(; v, b) =
∥∥∥∥D−1x ′(v, b)
[
Dv
Db
]∥∥∥∥∞ = ‖D−1|x| (|V −1V˙ |D|v||x| + |V −1||b|)‖∞
=
∥∥∥∥∥ |V
−1V˙ |D|v||x| + |V −1||b|
|x|
∥∥∥∥∥∞. (4.5)
Remarks. 1. The results can be applied to a more general case, for example, an n× nVandermonde-like matrix, with
node {ai}n−1i=0 ,
V =
⎡
⎢⎢⎣
p0(a0) p0(a1) · · · p0(an−1)
p1(a0) p1(a1) · · · p1(an−1)
...
... · · · ...
pn−1(a0) pn−1(a1) · · · pn−1(an−1)
⎤
⎥⎥⎦ ,
where pk ∈ Pk , the class of polynomials of degree k.
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2. We should point out that Bartels and Higham [1] have given equivalent results for c(; v) and c(; v, b). Here
we obtain the similar results by a different way.
5. Toeplitz and Hankel matrices
Let T be a nonsingular Toeplitz matrices, T := (ti−j )n−1i,j=0 =
∑n−1
k=−n+1tkZk , where Zk is an n × n matrix with 1’s
in the positions of t ′ks in T and zeros elsewhere. In Matlab notation, T = toeplitz([t0, . . . , tn−1], [t0, . . . , t−n+1]).
Let t := [t−n+1, . . . , tn−1]T, and let  be the map of matrix inversion,  : t −→ (t) = T −1, and (t) :=
vec ◦ (t) = vec(T −1). It is easy to check that
vec(dT −1) = −(T −T ⊗ T −1)[vec(Z−n+1), . . . , vec(Zn−1)] dt .
So the derivative can be expressed as ′(t) = −[vec(T −1Z−n+1T −1), . . . , vec(T −1Zn−1T −1)].
Applying formula (1.4), we can derive the mixed condition number for the inversion of Toeplitz matrices.
m(; t) = ‖
′(t)Dt‖∞
‖(t)‖∞ =
‖|′(t)||t |‖∞
‖(t)‖∞ =
‖∑n−1k=−n+1|tk|vec(|T −1ZkT −1|)‖∞
‖(t)‖∞
= ‖
∑n−1
k=−n+1|tkT −1ZkT −1|‖max
‖T −1‖max . (5.1)
Similarly, we can obtain the componentwise condition number according to (1.5).
c(; t) = ‖D−1(t)′(t)Dt‖∞ =
∥∥∥∥∥
∑n−1
k=−n+1|tkT −1ZkT −1|
T −1
∥∥∥∥∥
max
. (5.2)
Let us consider the corresponding linear systems T x = b. Let  : (t, b) −→ (t, b) = T −1b. In a similar way, we
get
′(t, b) = [−(xT ⊗ T −1)[vec(Z−n+1), . . . , vec(Zn−1)], T −1]
= [−T −1Z−n+1x, . . . ,−T −1Zn−1x, T −1],
m(; t, b) =
∥∥∥∥′(t, b)
[
Dt
Db
]∥∥∥∥∞
‖x‖∞ =
∥∥∥∥|′(t, b)|
[ |t |
|b|
]∥∥∥∥∞
‖x‖∞
= ‖[|T
−1Z−n+1x|, . . . , |T −1Zn−1x|]|t | + |T −1||b|‖∞
‖x‖∞
= ‖
∑n−1
k=−n+1|tkT −1Zkx| + |T −1||b|‖∞
‖x‖∞ , (5.3)
and
c(; t, b) =
∥∥∥∥D−1x ′(t, b)
[
Dt
Db
]∥∥∥∥∞ =
∥∥∥∥∥
∑n−1
k=−n+1|tkT −1Zkx| + |T −1||b|
x
∥∥∥∥∥∞. (5.4)
Similar technique can be applied to analyze Hankel matrices. Let H be a nonsingular Hankel matrix, H :=
(hi+j )n−1i,j=0 =
∑2n−2
k=0 hkZk , where Zk is an n × n matrix with 1’s in the positions of h′ks in H and zeros elsewhere.
With a slight abuse of notation, we let  : h −→ (h) = H−1, and  : (h, b) −→ (h, b) = H−1b. With similar
manipulation we can easily get the following results analogous to Toeplitz matrices:
m(;h) = ‖
∑2n−2
k=0 |hkH−1ZkH−1|‖max
‖H−1‖max , m(;h, b) =
‖∑2n−2k=0 |hkH−1Zkx| + |H−1||b|‖∞
‖x‖∞ ,
c(;h) =
∥∥∥∥∥
∑2n−2
k=0 |hkH−1ZkH−1|
H−1
∥∥∥∥∥
max
, c(;h, b) =
∥∥∥∥∥
∑2n−2
k=0 |hkH−1Zkx| + |H−1||b|
x
∥∥∥∥∥∞.
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Remarks. 1. IfT is symmetric, then t=[t0, . . . , tn−1]T, and there is only a slightmodiﬁcation of the condition numbers,
for example, the structured mixed condition number for matrix inversion is
m(; t) = ‖
∑n−1
k=0 |tkT −1ZkT −1|‖max
‖T −1‖max .
2. Since
∑n−1
k=−n+1 |tkT −1ZkT −1|
∑n−1
k=−n+1 |tk||T −1|Zk|T −1| = |T −1||T ||T −1|, and
∑n−1
k=−n+1 |tkT −1Zkx| |
T −1||T ||x|, we have
m(; t) ‖|T
−1||T ||T −1|‖max
‖T −1‖max , m(; t, b)
‖|T −1||T ||x| + |T −1||b|‖∞
‖x‖∞ ,
c(; t)
∥∥∥∥ |T −1||T ||T −1|T −1
∥∥∥∥
max
, c(; t, b)
∥∥∥∥ |T −1||T ||x| + |T −1||b|x
∥∥∥∥∞.
That is, the structured condition numbers for Toeplitz matrices are always less than or equal to the unstructured ones
as expressed by (2.1)–(2.4). We can get the similar results for Hankel matrices.
3. From (5.1), we have
‖′(t)Dt‖∞ =
∥∥∥∥∥
n−1∑
k=−n+1
|tkT −1ZkT −1|
∥∥∥∥∥
max
= max
i,j=1,...,n
n−1∑
k=−n+1
|tk||riZkcj |, (5.5)
where ri is the ith row of T −1, and cj is the jth column of T −1. Thus we recover the equivalent expression given in [9].
4. We can get /tk = −T −1ZkT −1, and i,j /tk = −riZkcj , where the minus sign is missing in [9].
6. Circulant matrices
Let ĉ := [c0, c1, . . . , cn−1]T. The circulant matrix Ĉ associated with ĉ is deﬁned as [3]
Ĉ(̂c) :=
⎡
⎢⎢⎣
c0 c1 · · · cn−1
cn−1 c0 · · · cn−2
...
... · · · ...
c1 c2 · · · c0
⎤
⎥⎥⎦ . (6.1)
Let Z1, Z2, . . . , Zn−1 be the pattern matrix, such that Ĉ = c0I + c1Z1 + c2Z2 + · · · + cn−1Zn−1. Denote by P the
forward-shift permutation matrix mapping [1, 2, . . . , n]T into [2, . . . , n, 1]T. Then Z=P (=1, . . . , n−1). We ﬁrst
consider the inversion of circulant matrix. Let  : ĉ −→ (̂c) = Ĉ−1, and  := vec ◦ , i.e., (̂c) = vec(Ĉ−1).
According to the deﬁnition above, we have
vec(Ĉ) = [vec(I ), vec(Z1), . . . , vec(Zn−1)]c,
vec(dĈ−1) = −(Ĉ−T ⊗ Ĉ−1) vec(dĈ) = −(Ĉ−T ⊗ Ĉ−1)[vec(I ), vec(Z1), . . . , vec(Zn−1)] dĉ,
and
′(̂c) = −(Ĉ−T ⊗ Ĉ−1)[vec(I ), vec(Z1), . . . , vec(Zn−1)].
Because Ĉ−1, Zi(i=1, 2, . . . , n−1) are both circulant matrices, we have Ĉ−1Zi =ZiĈ−1. So′(̂c) can be rewritten
as
′(̂c) = − [vec(Ĉ−1Ĉ−1), vec(Ĉ−1Z1Ĉ−1), . . . , vec(Ĉ−1Zn−1Ĉ−1)]
= − [vec(Ĉ−2), vec(Z1Ĉ−2), . . . , vec(Zn−1Ĉ−2)].
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A simple computation yields
|′(̂c)||̂c| = [vec(|Ĉ−2|), vec(|Z1Ĉ−2|), . . . , vec(|Zn−1Ĉ−2|)]|̂c|
= [vec(|Ĉ−2|), vec(Z1|Ĉ−2|), . . . , vec(Zn−1|Ĉ−2|)]|̂c|
= vec((|c0|I + |c1|Z1 + · · · + |cn−1|Zn−1)|Ĉ−2|)
= vec(|Ĉ||Ĉ−2|).
Applying (1.4) and (1.5), we obtain the mixed and componentwise condition numbers for the inversion of circulant
matrix:
m(; ĉ) = ‖
′(̂c)Dĉ‖∞
‖(̂c)‖∞ =
‖|′(̂c)||̂c|‖∞
‖(̂c)‖∞ =
‖vec(|Ĉ||Ĉ−2|)‖∞
‖vec(C−1)‖∞
= ‖|Ĉ||Ĉ
−2|‖max
‖Ĉ−1‖max
, (6.2)
c(; ĉ) = ‖D−1(̂c)′(̂c)Dĉ‖∞ =
∥∥∥∥∥ |Ĉ||Ĉ
−2|
Ĉ−1
∥∥∥∥∥
max
. (6.3)
We now consider the circulant linear systems Ĉx = b. Let  : Rn × Rn −→ Rn be deﬁned as  : (̂c, b) →
(̂c, b) = Ĉ−1b, where Ĉ is deﬁned by (6.1).
d= d(Ĉ−1)b + Ĉ−1 db = −Ĉ−1 dĈĈ−1b + Ĉ−1 db = −(xT ⊗ Ĉ−1) vec(dĈ) + Ĉ−1 db
= − (xT ⊗ Ĉ−1)[vec(I ), vec(Z1), . . . , vec(Zn−1)] dĉ + Ĉ−1 db
= − [Ĉ−1x, Ĉ−1Z1x, . . . , Ĉ−1Zn−1x] dĉ + Ĉ−1 db
= − [Ĉ−1x, Z1Ĉ−1x, . . . , Zn−1Ĉ−1x] dĉ + Ĉ−1 db.
Then we get the derivative ′(̂c, b) = [−Ĉ−1x,−Z1Ĉ−1x, . . . ,−Zn−1Ĉ−1x, Ĉ−1].A simple computation yields
|′(̂c, b)|
[ |̂c|
|b|
]
= [|Ĉ−1x|, Z1|Ĉ−1x|, . . . , Zn−1|Ĉ−1x|]|̂c| + |Ĉ−1||b|
= (|c0|I + |c1|Z1 + · · · + |cn−1|Zn−1)|Ĉ−1x| + |Ĉ−1||b|
= |Ĉ||Ĉ−1x| + |Ĉ−1||b|.
Applying (1.4) and (1.5), we obtain the structured mixed and componentwise condition numbers for the circulant
linear systems:
m(; ĉ, b) =
∥∥∥∥′(̂c, b)
[
Dĉ
Db
]∥∥∥∥∞
‖x‖∞ =
∥∥∥∥|′(̂c, b)|
[ |̂c|
|b|
]∥∥∥∥∞
‖x‖∞
= ‖|Ĉ||Ĉ
−1x| + |Ĉ−1||b|‖∞
‖x‖∞ , (6.4)
c(; ĉ, b) =
∥∥∥∥D−1x ′(̂c, b)
[
Dĉ
Db
]∥∥∥∥∞ =
∥∥∥∥∥ |Ĉ||Ĉ
−1x| + |Ĉ−1||b|
x
∥∥∥∥∥∞. (6.5)
Remarks. 1. Because Ĉ and Ĉ−1 commute, we have
m(; ĉ) = ‖|Ĉ||Ĉ
−2|‖max
‖Ĉ−1‖max
= ‖|Ĉ
−1||Ĉ||Ĉ−1|‖max
‖Ĉ−1‖max
,
c(; ĉ) =
∥∥∥∥∥ |Ĉ||Ĉ
−2|
Ĉ−1
∥∥∥∥∥
max
=
∥∥∥∥∥ |Ĉ
−1||Ĉ||Ĉ−1|
Ĉ−1
∥∥∥∥∥
max
.
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That is, the structured condition numbers of circulant matrix inversion are the same as the general unstructured cases
(2.1) and (2.2).
2. We point out that the formula (6.4) has been obtained by Rump [29]. Here we derive it via a different method and
give expressions for c(; ĉ, b), m(; ĉ) and c(; ĉ).
3. If there is noperturbation in the right-hand sideof Ĉx=b, then themixed conditionnumber is‖|Ĉ||Ĉ−1x|‖∞/‖x‖∞,
and the componentwise condition number is ‖|Ĉ||Ĉ−1x|/x‖∞, while the unstructured mixed and componentwise con-
dition numbers are ‖|Ĉ−1||Ĉ||x|‖∞/‖x‖∞ and ‖|Ĉ−1||Ĉ||x|/x‖∞, respectively. Such structured condition numbers
can be much smaller than the unstructured ones, which will be shown by the fourth numerical example in Section 7.
7. Numerical examples
In this section, we will give four examples and show the differences between structured and unstructured condition
numbers. All computations were carried out in MATLAB 6.1, which has unit roundoff 2−58(≈ 1.1 × 10−16).
Example 1. Condition numbers of Vandermonde matrix inversion: Consider a 10 × 10 Vandermonde matrix V =
V (1, 12 , . . . ,
1
10 ). We use (2.1) and (2.2) to compute the unstructured condition numbers, and use (4.2) and (4.3) to
calculate the structured ones. The results are listed in Table 1.
Example 2. Condition numbers of Cauchy matrix inversion: We let ti = i, sj = 1 − j (1 i, j10). In this case, the
Cauchy matrix is also a Hilbert matrix
C =
(
1
i + j − 1
)10
i,j=1
.
The computation results are also shown in Table 1. Note that in this case the upper bound given by (3.7) is about 740.
Example 3 (Rump [28]). Condition numbers of Toeplitz linear systems. Here we consider T x = b, where T =
toeplitz([1,−1 − , 1 − ,−1 + ]),  = 1e − 4. We choose b such that x = [1, 1, 1, 1]T. Because the solution x
is the vector of all 1’s, the mixed and componentwise condition numbers are equal. The results are given in Table 2.
We can see that the unstructured condition numbers are much larger than the structured ones.
Example 4 (Rump [29]). Condition numbers of Circulant linear systems: Let Ĉ = Ĉ(c0, c1, . . . , c9) as deﬁned by
(6.1), where c0 = · · · = c8 = 1, c9 =−9+ , = 1e− 6. Consider Ax = b, where A= Ĉ−1, and the right-hand side b is
chosen such that x = [1, 1, . . . , 1]T ∈ R10. Here we forbid the perturbations in the right hand side, which we discuss
in Remark 3 of Section 6. The computed results are listed in Table 2.
Table 1
Condition numbers of matrix inversion
Unstructured condition numbers Structured condition numbers
Mixed Componentwise Mixed Componentwise
Example 1 4.25e06 7.06e06 31.4 47.6
Example 2 3.13e12 3.65e12 53.9 81.2
Table 2
Condition numbers of linear systems
Unstructured Structured
Example 3 1.60e09 1.04e05
Example 4 1.80e07 1.00
H. Xiang, Y. Wei / Journal of Computational and Applied Mathematics 202 (2007) 217–229 229
8. Conclusion
From the above analysis we can see the structured condition numbers can be much smaller than the unstructured
ones. Some results of this paper have been given by other authors via different ways, and some have not been seen in
earlier literatures. We can use this Kronecker product-based technique to derive the condition numbers for the linear
combination of the abovematrices, and also some other structuredmatrices. In addition, such technique can be extended
to matrix equations, block structured matrices [20], and singular structured matrices [5,4,32], which will be our future
work.
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