ABSTRACT A general purpose coatputer program for the calculation of a matrix of tetrachoric correlations is described. This program was developed for use :Ln adaptive (anr1 other) testing research for examining the unidimensionality assumption in latent trait theory, in conjunction with available tactor analysis programs. Several other potential applications, as well as details for its use, are described. The program accepts as input raw dichotomous data, reduced joint frequency data, or joint and marginal proportions, for up to 75 items. Output options include the tetrachoric correlation matrix, the matrix of phi coefficients, fourfold frequency tables for every item pair, a joint frequency matrix (which reduces all the information in the fourfold tables to a square matrix with order equal to the number of items), and a pair-by-pair listing 'f input proportions and output correlations which permits testing the program against published tables of the tetrachoric correlation. Variable input and output formatting makes the program convenient to use in conjunctions with other analyses by packaged statistical programs. Examples of input and output are presented. A complete FORTRAN IV listing is included. (Author) 
The computer program presented in this report has been tested carefully in the analysis of a variety of data. Although it has consistently yielded accurate results, the authors make no warranty as to its accuracy and functioning, nor shall the fact of its distribution imply such warranty.
TETREST: A FORTRAN IV PROGRAM FOR CALCULATING TETRACHURIC CORRELATIONS The Tetrachoric Correlation Coefficient
The tetrachoric correlation coefficient is an estimate of the productmoment correlation between two continuous normally distributed variables which have been dichotomized so that each variable takes only two discrete values. Stated another way, the 'atrachoric r is an estimate from dichotomous data of the bivariate normal correlation between two continuous variables which have been dichotomized. Use of the tetrachoric correlation involves assumptions that 1) a continuous latent variable underlies the dichotomous data on each variable; 2) the latent variables are normally distributed; and 3) the regression of one on the other is linear. The tetrachoric correlation is used to infer the bivariate normal correlation from the frequencies observed in each of the four quadrants. These frequencies are the joint 'requencies which constitute a fourfold, or 2 x 2 contingency table of the two variables. -Frequency a is the number of times that a value of 1 was observed on both variables jointly; b is the number of occurrences of a 1 on X 1 jointly with a 0 on X 2 ; c is the frequency of a (0,1) pattern on X1 and X2, respectively; d is the frequency of occurrence of the (0,0) pattern. The marginal frequencies of a variable n are a function of the point of dichotomy, gn. If the assumptions underlying it are met, the population tetrachoric correlation coefficient is invariant under changes in the point of dichotomy. This is not true of the phi coefficient, the only other correlation index used widely with dichotomous test items. The magnitude of phi is heavily dependent on the relative magnitudes of the marginal frequencies of the two variables.
The known lack of invariance of phi when there is diversity in the marginal frequencies from one item to another has led to increased use of the tetrachoric correlation. Whether tetrachoric correlation coefficients are invariant regardless of the points of dichotomy, when the assumption of bivariate normality is not met, is an empirical question whose answer is specific to the problem at hand. For bivariate normal data, the tetrachoric correlation estimates the population product-moment correlation and is invariant. For data which do not meet the assumption of bivariate normality the tetrachoric correlation can still be computed, but should be interpreted only as a measure of association whose invariance under disparate marginal frequencies is questionable.
Phi coefficients and tetrachoric correlations also differ in another important respect. A matrix of sample phi coefficients is always non-negative definite, or Gramian. This means that such a matrix is appropriately structured for the application of certain statistical analysis techniques, including factor analysis. Matrices of sample tetrachorics are often non-Gramian (Lord and Novick, 1968, p. 349) . Factor analysis of a non-Gramian correlation matrix of full rank will result in one or more factors having negative eigenvalues; that is, "factors" which account for negative variance.
Related problems may include communality estimates exceeding unity, factor loadings exceeding unity, and inability to estimate communalities iteratively because the inverse of the correlation matrix is indeterminant.
The non-Gramian property of some sample tetrachoric correlation matrices may be due to violating the normality assumptions for one or more variables, to sampling error where the population interitem distributions are all bivariate normal, or to numerical errors in estimating the correlations. Any or all of these sources of error may render hazardous the interpretation of factor analyses based on tetrachoric correlation matrices.
Users of the tetrachoric correlation should be aware of these potential problems, and should exercise caution in statistical analyses of tetrachoric correlation matrices.
Applications of the Tetrachoric Correlation Coefficient
Most recent research in adaptive testing has employed a latent trait theoretical model to account for testees' responses to .dichotomous test items. The most prevalent latent trait models assume that the latent variable underlying test item responses is one-dimensional. For constructing test item pools, this assumption requires that the latent space spanned by the items be unidimensional. A sufficient condition for the unidimensionality of the latent space is that the matrix of tetrachoric item intercorrelations has just one common factor (Lord and Novick, 1968, pp. 381-382) . For practical purposes, the items are considered to represent a unidimensional variable if the largest latent root of the sample matrix of their tetrachoric intercorrelations accounts for a large proportion of the common variance, and the second and smaller latent roots are of about the magnitude that might be expected from sampling errors (Indow & Samejima, 1966; McBride & Weiss, 1974 ).
The tetrachoric correlation, then, is a useful statistic in the development and analysis of item pools for adaptive testing. But it is useful for other applications where dichotomously scored items are used, by virtue of its invariance properties. If the assumptions underlying it are met, the tetrachoric correlation coefficient is invariant under differences in the marginal proportions of the two variables involved. As discussed above, this invariance property is not the case with the fourfold point (phi) correlation coefficient, which reaches its maximum value only if both variables of a pair 9 -4-have the same marginal proportions (Carroll, 1961) . For this reason, the tetrachoric correlation is useful in factor analyses of dichotomous variables whose marginal proportions vary widely.
Another application of the tetrachoric r is in the estimation of the parameters of the item characteristic curve in latent trait test theory. If all the items in a test are considered to have item characteristic curves of normal ogive form (Lord & Novick, 1968, Chapter 16), Bock and Wood (1971) have pointed out that under certain conditions each item's discrimination parameter may be estimated from its loading on the first factor extracted from the matrix of tetrachoric interitem correlations.
Despite the increase in applications of the tetrachoric correlation, general purpose computer programs for calculating it are not widely available. The computer program described in this report was written specifically to fill this void.
Its original application permitted a unidimensionality analysis of a set of test items being assembled in order to implement an adaptive ability testing program (McBride & Weiss, 1974) . It is presented here in order to make a tetrachoric correlation program available to users who would otherwise not have access to one.
General Description of TETREST
This program (TETRachoric ESTimation) uses an approximation procedure given by Kirk (1973) to estimate the tetrachoric correlation coefficient between two dichotomized or dichotomous variables. It also calculates the value of the fourfold point (phi) correlation between two dichotomous variables.
TETREST is designed primarily to:
1.
Construct a set of four fourfold (2 x 2) contingency tables, for every pair of variables, from dichotomous data on a set of K variables. For K variables there are [(K)(1f...1)]/2 such variable pairs.
2.
Estimate the degree of relationship (tetrachoric and/or phi correlation) in each fourfold table.
3.
Construct the KoX matrix of tetrachoric and/or phi correlation coefficients in a form amenabla to factor analysis using packaged computer statistical routines such as SPSS: Statistical Package for the Social Sciences (Nie, Bent and Hull, 1970) or BMD: Biomedical Computer Programs (Dixon, 1973) .
The program is general, emphasizing flexibility and ease of input and output for the user. It was written specifically for the CDC CYBER 74 computer in Control Data FORTRAN IV. TETREST will accept input data from punched cards, magnetic tape, or disc storage.
It will print, punch, or write its output on logical units in several different forms. The specific input and output options are described below.
Data Input
TETREST will accept input data of three different types, all arising from dichotomous data on K variables observed over N individuals. The three data types are illustrated in Figures 3, 4 , and 5 respectively. Type I is the basic form of data: the dichotomous scores of N individuals on K items. Figure 3a illustrates the Type I data of 10 individuals on three Type II data is the reduction of Type I data to a KxK matrix of frequency counts. Figure 4 shows the Type I data of Figure 3 reduced to a 3 x 3 matrix, called the joint frequency matrix, which contains the minimum frequency information needed to construct the fourfold tables for each of the [(K)(K-1))/2 possible pairs of variables. The three diagonal entries (7, 4, 5) are simply the three marginal "positive" frequencies (e.g., the number of correct or endorsed items). The supra-diagonal entries (4,2,0) are the joint positive (i.e., 1,1) frequencies for variable pairs (1,2) (1,3) and (2,3) respectively; that is, the frequency in cell a of the fourfold table of variables i and j.
The infra-diagonal entries (3,0,1) are the joint negative frequencies (i.e., 0,0) for variable pairs (2,1), (3,1) and (3,2) respectively; that is, the frequency in cell d of the fourfold tables (see Figure 2 ). SIGN is a character which changes the sign of the obtained correlation. This is necessary whenever Pij comes from cell b or c of the fourfold table.
If SIGN is left blank, no sign change will occur. Any other character, such as a minus sign (-), will effect the sign correction. Printing or writing on tape or disc of the KxK joint frequency matrix (i.e., Type II input).
2.
Printing of the [(K)(K -1)]/2 2 x 2 frequency tables, including values of phi and tetrachoric r.
3.
Printing, punching, or writing on tape or disc or the KxK matrix of tetrachoric and/or phi intercorrelations in either lower diagonal or square format.
For Type III data, option 3 is available. Also available optionally for Type III data is a listing by variable pair of the input proportions, tetrachoric and phi correlation values, and the degree of convergence.occurring in the approximation of the tetrachoric r.
Program Use
TETREST incorporates a number of input and output options which may be specified by the user.
Implementing these options involves the use of from five to ten program control cards. Each card has a task definition field consisting of the first 15 columns of the card, and one or more specification fields spanning the remaining 65 columns .
Program users familiar with the SPSS system (Nie, Bent, and Hull, 1970) will recognize that the present system of control cards is very similar to the one used within SPSS. The task definition field of each control card defines the nature of the data appearing in the specification fields.
The ten program control cards, in the order in which they should appear, are as follows:
This card may contain from 1 to 6 specification fields, as shown below:
-23IL" MILT ,33:E 9EI313 ME= MIME arm num3ZEC 33E0 33IE IEEE 031E3 033;13
The data in each field of the PROBLEM card must appear in exactly the columns specified.
NVAR=._ _specifies the number of variables in the analysis. NVAR must be a right-justified integer number greater than 1 and less than 76. NVAR is the only mandatory specification on the PROBLEM card.
DATA=__ specifies the type of input data and some output information. If DATA is not specified, Type I data is assumed. DATA may take any integer value from 1 to 5, or may be left blank. A 75-variable problem will print [(75)(74)3/2s2775 tables, which requires over 200 pages of print for the 2x2 tables alone.) NFMT= specifies the number of cards used to specify the input format. NFMT may be a right-justified integer number from 1 to 10.
If NFMT is not specified, it is set equal to 01, and the variable input format must be no longer than 65 characters.
(See INPUT FORMAT below.) KEY= specifies the data character which will be considered the "correct" or "positive" value in the analysis of Type I data. For example, in scored test data the character 1 might be assigned a correct response; in questionnaire data a Y might represent a "yes" response. KEY may be any alphanumeric character. Once KEY is specified, any input data character other than KEY will be considered as "incorrect" or "negative." For example, in 1 -0 (binary) data a 1 would be considered correct if so specified; and a 0, blank, or any other character would be considered incorrect.
If KEY is not specified, it is automatically set to 1 (a Hollerith constant). If data other than Type I data are used, KEY is ignored.
-9--R=_ _specifies the correlation coefficient(s) to be used in constructing the output correlation matrix or matrices. Either tetrachoric or phi correlation matrices, or both, may be specified by a left-justified alphabetical entry to the right of R.
R=PHI specifies that only a matrix of phi coefficients will be calculated.
R=TET or a blank field specifies that only a matrix of tetrachoric correlations will be calculated.
R=BOTH specifies that both matrices will be calculated.
B. The RUN NAME Card (optional)
This card allows the program user to print any arbitrary 65-character label at the top of the first printed page of the data analysis. The label must be punched in columns 16-80 of the RUN NAME card. The RUN NAME card, which takes the form shown below, is completely optional.
RUN NAME The INPUT MEDIUM Card (optional) This card allows the program user to input data from cards, magnetic tape, or disc storage file. The specification must begin in column 16 of the card, and must be one.of the three values shown below in the example. If an INPUT MEDIUM card is not used, the program will read the input data from the INPUT file, which ordinarily implies punched cards.
INPUT MEDIUM CARD read data from file INPUT
INWI3 MTN' MICEI3 1415M WEE'. DISC read data from file DATA TAPE If INPUT MEDIUM specifies DISC or TAPE, the user must supply the input data on a file named DATA, and must position that file at the start of the first record of the data to be read.
(The program does not rewind the file DATA. This is to permit separate analyses of sequential blocks of data on the same file if desired by user.) D.
The INPUT FORMAT Card (mandatory)
The program reads data in an input format specified on this card by the user. The program uses a variable format, the form of which varies with the type of data to be analyzed. The INPUT FORMAT card is mandatory for the first problem to be analyzed, but is optional thereafter unless the format changes.
Type I data must be read in Al format fields, since each variable score will be compared with the one-character alphanumeric value of the KEY specification.
Type II and III data (except SIGN) must be read in floating-point numeric fields (F-fields), since the data are numeric and will be read into floatingpoint arrays. SIGN must be read in an Al format. The program interprets this as 192 subjects, The program will read exactly the number of cases of Type I data specified, unless it first encounters an end-of-file on the input data file.
In that case it resets the number of cases to the number of individual data sets read before the end-of-file was encountered. A message to this effect appears on the control-card page if an end-offile is encountered. Program users may employ this feature to their advantage when estimating the number of cases if the exact number is not known, simply by using any reasonable over-estimate of the number of cases.
If a NO. OF CASES card is not read, the number is automatically set to 9999, and the program will read 9999 individual data records, or until it finds an end-of-file mark as described above. CAUTION: In Type I data, the number of cases is reset to 9999 at the end of each problem, and must be respecified using the control card in each succeeding problem when appropriate. The number of cases has no bearing on the solution of Type III data problems, since data are input as proportions. The format in which the matrices of tetrachoric and/or phi correlation coefficients will be printed and/or written on the logical output unit may be specified using this card.
The card has the form:
OUTPUT FORMAT < The specified format must be enclosed in parentheses, and must be contained entirely in columns 16 through 80 on the OUTPUT FORMAT card.
The format should consist of F-fields, in order to provide for the floating-point numerical values of the correlation coefficients.
If no OUTPUT FORMAT card is read, the program will write and/or print matrices in 8F10.7 format.
G.
The OPTIONS Card (optional)
The specification on the OPTIONS card determines the disposition of the correlation matrices resulting from the program's calculations. The value specified must be an integer number between 1 and 6, inclusive. TheSe values cause the following dispositions of the r-matrices: OPTIONS 1 11 2 3 415 13 7 119 lo 11 12113 14 15 NI1741120 2 3 4 5 6 PUNCH the r-matrix on data cards PUNCH and PRINT the r-matrix PRINT the r-matrix on the output file PRINT the r-matrix and WRITE on TAPE8 WRITE the r-matrix on file TAP suppress any output of the r-ma Defult value of the OPTIONS card is 3; i.e., p nted output only.
NOTE: 1. The OUTPUT FORMAT, whether set by the program or specified, applies only to printing or writing the r-matrix. If PUNCH is specified (option 1 or 2), the PUNCH format is 8FI0.7 whenever square matrix output is chosen (ir Keeping with the SPSS factor analysis program's requirements for a square correlation matrix in that format). When the lower diagonal matrix is selected (via the STATISTICS card), punched output is in format (10F8.5), which is somewhat more economical with little loss of accuracy. See section I, below, for information on the square and lower diagonal matrix output options.
2.
For options 4 and 5, each correlation matrix is written as a file on TAPES, separated from other files by an end-of-file mark. When both tetrachoric and phi matrices are specified (via R=BOTH on the PROBLEM card) the tetrachoric matrix is written first, the phi matrix second. It causes the program's internal data file (TAPE1) to be rewound (i.e., repositioned at the start of the first logical record), effectively erasing the input data from the previous problem, if any.
It causes the program to read from the user's data file (INPUT or DATA) the input data of the type specified on the PROBLEM card.
For Type I data, the READ INPUT DATA card causes the program to read N (=NO. OF CASES) individual records of K (=NVAR) variable scores from the input data source specified, according to the INPUT FORMAT specified. If an end-of-file mark is read before the Nth data record, N is reset as described in section E. above.
For Type II data, the READ INPUT DATA card causes the program to read K (=NVAR) records of K frequencies each (i.e., a KxK joint frequency matrix) according to NVAR as specified on the PROBLEM card, and in the INPUT FORMAT Data p,q1,q2,sign p,q1,q2,sign p,q1,q2,sign p,q1,q2,sign P,c11,q2,sign P,c11,q2,sign -12-specified. If an end-of-file mark is encountered before the Kth full record is read, processing is terminated, and an error diagnostic is printed.
For Type III data, the READ INPUT DATA card causes the program to read [(K)(K-1))/2 separate sets of proportions, one set for each pair of variables, and later to process them as though they were infra-diagonal entries in a KxK matrix of proportion sets. Thus the first set results in the obtained correlation being treated as though it were between variables 2 and 1; the second between 3 and 1; the third between 3 and 2; the fourth between 4 and 1, and so on. The example below is for a 4-variable problem with [(4)(3)1/2=6 variable pairs. The numbers within the r-matrix schematic above correspond to the input data sets of proportions (see Figure 5 ).
If no r-matrix output is desired (i.e., OPTION 6 is chosen), the order of input of the entries need not follow the above example.
If the r-matrix is to be output, however, the program user must be careful of the order of his input data proportion sets, since their position in the r-matrix is determined entirely by their order in the input data.
If an end-of-file mark is encountered before a complete matrix of [(K)(K-1))/2 Type III data sets is read, K is arbitrarily truncated to one more than the smallest value for which a square data matrix exists in the data. This will permit processing of all the proportional data, but will result in the use of is indefinite operands if an attempt is made to output the r-matrix. Therefore, if proportional data (Type III) is used as input and the r-matrix is required as output, the user must be sure he includes exactly ((K)(K-1))/2 sets of proportions, and incorporates them into his data in the correct order.
If the r-matrix output is not required, any overestimate of NVAR=K will suffice.
Omitting the READ INPUT DATA card results in the specified analyses being performed on whatever data (if any) are stored on file TAPE1. For the initial problem in a set of one or more problems, TAPE1 is an empty file until the READ INPUT DATA card is read.
(A "problem" is defined as the analysis specified in the set of control cards between the PROBLEM card and the MATRIX card inclusive. More than one "problem" may be included in a single computer run.) After the initial problem, however, TAPE1 contains whatever data was input for the preceding problem via the INPUT FORMAT card. Therefore, specifying a "problem" without including the READ INPUT DATA card, results in a second pass through the input data of the preceding problem. By varying NVAR, NO. OF CASES, and the INPUT FORMAT the program user can perform analyses of any subset of the initial problem's data, if the READ INPUT DATA card is omitted.
I. The MATRIX Card (mandatory)
Three options may be specified using the MATRIX card. The specification must be an integer number between 1 and 3, in the following format. The MATRIX card must be the last card in a problem set (excepting the FINISH card), since execution of the data processing and output options is begun after the MATRIX card is read. Placing the MATRIX card out of place will result in all cards following it being read as control cards for the succeeding problem or as data cards. Placing it before the READ INPUT DATA card will result in the analyses specified in the present problem being performed on the data of the preceding problem, or on an empty data file, as described above.
If no matrix output is desired (i.e., OPTION 6 is elected) any MATRIX option (1,2 or 3) may be used to signal the start of data processing.
J. The FINISH Card (optional)
This card has no specification field, and takes the form: 
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When the FINISH card is encountered on the INPUT file, processing terminates, and control is returned to the computer operating system. Thus the FINISH card should appear only as the last card in a set of program control cards; it may not be used to separate problems. Failure to include a FINISH card results in printing an error diagnostic, program termination, and return of control to the computer operating system. In general, this will not affect the outcome of the user's programs other than TETREST, so the FINISH card may be considered optional. Its use is recommended whenever any data follow the TETREST control cards on the INPUT file.
K. Control Card Order
The following are the only restrictions on control card order within a problem.
(A problem is the execution of the program on a single set or matrix of data. Multiple problems may be included in a single run of the program.) Aside from these restrictions, control cards may be placed in any order. the file on which the r -matrix is written when the user chooses OPTIONS 4 or 5. TAPE 8 is never rewound within the program; an end-of-file is written on it after each matrix is written on it. The user must rewind TAPE8 in order to have access to the data on it. the file on which the joint frequency matrix is written when the user specifies DATA=2 or 4 on the PROBLEM card. The comments above for TAPE8 apply to TAPE9 as well.
TAPE6 is a logical unit, set equivalent to the file OUTPUT.
TAPE10 is a logical unit, set equivalent to the file PUNCH.
TAPE51 is a logical unit, set equivalent to the file DATA.
TAPE55 is a logical unit, set equivalent to the file INPUT.
The main program; executes the input and output options.
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SETUP
FREQ1
CELLS2
APXTET3
Approximates tetrachoric r by means of iteration given the joint and marginal proportions.
GAUSS8
(Function) Performs 8-point Gaussian quadrature.
MTRXOUT
Outputs the appropriate correlation matrices in square or lower diagonal form.
The following system library subroutines are used within TETREST:
DATE subroutine returns the current day, month and year. Central processor (CP) time for a TETREST run is dependent on the data type, the correlation coefficient chosen, and the number of variables.
-17-Reads the program control cards and the input data; determines the desired input/output options; issues error diagnostics.
Constructs the KxK joint frequency matrix when Type I data are used.
Constructs a 2x2 contingency table for each pair of variables; selects the appropriate frequencies for the analysis; constructs the r-matrix.
Type I data requires the most CP time; Type III requires the least. For Type I data, CP time varies directly with the NO. OF CASES and with NVAR, the number of variables. 01-ti for the other data types is a direct function of NVAR only. 
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The disparity in CP time between Case 3 and Cases 1 and 2 illustrates the difficulty of prescribing a rule of thumb. CP time also depends on idiosyncracies in the data which affect the average number of iterations required per correlation.
Availability
A complete FORTRAN listing of the program is included in Appendix B. Card decks are available from the authors. A copy of the source code will be provided on a tape submitted by the prospective user.
Method of Calculation Tetrachoric Correlation Coefficient
The tetrachoric correlation between two dichotomous variables involves solution of the following equation for r, given the values of L, h,k,x, and y: Convergence failures can occur. When convergence to the criterion of .0001 does not occur, one of two alternatives takes place:
If convergence to within .001 has occurred, an estimate of r is returned, but an informative diagnostic is printed, telling the user the indices of the two variables involved and the degree of convergence attained.
2.
If convergence to within .001 has not occurred, a value of +99.00 is returned for r.
Generally, failures of convergence are due to extremely low values of the joint proportion, P, or to the joint proportion P being very close to either of the marginal proportions, q. or q.. One circumstance in which this is a problem is the case in which one or more cells in the 2x2 table contains a zero. the tetrachoric correlation is automatically set to zero, since there is no covariance. Similarly, when there is zero variance in only one variable (pi.r1.00 or pr1.00) there is zero covariance between variables, and the tetrachoric correlation is zero.
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When. just two zero cells occur, and these occupy either diagonal of the 2x2 table, the program returns a value of ±1.00, the sign being determined by the sign of the covariance between the two variables. For example: there is no rational basis for setting the tetrachoric r to any fixed value as was done above. There is non-zero covariance, as well as variance in bott, variables. This class of problems frequently results in failure of the iteration procedure to converge on a value of the tetrachoric r. Non-convergence is especially a problem with a single zero cell concurrent with an extreme proportion in both variables. As indicated earlier, a failure of convergence is signalled by a value of +99.0 being returned in place of the tetrachoric r.
Kirk's algorithm for approximating the value of the tetrachoric correlation -22-does not directly calculate the correct sign of the relationship. For Type I and Type II data, the sign of the tetrachoric correlation is determined by the sign of the covariance, which is completely determined by the determinant ad-bc of the fourfold table of any variable pair. Thus, when ad-bc is positive, a positive value for the tetrachoric is output; a negative value is output when ad -be is negative.
For Type III data the sign of the tetrachoric r is corrected by the sign-change character, SIGN. If SIGN was blank on input, the value calculated by TETREST is returned uncorrected.
If SIGN was any non-blank character, the calculated value of the tetrachoric r is multipled by -1 to correct the sign of the relationship.
The Phi Coefficient
For Type I and II data, the value of the phi coefficient is calculated from the frequencies of the fourfold table, using the following formula: PHI ad -bc = V(a+b)(a+c)(b+c)(b+d) (9) In the case of Type III data, phi is calculated from the input proportions and SIGN: PHI = where SIGN = +1 or -1 according to the input convention described above.
Accuracy his algorithm and double-precision arithmetic. TETREST involves a slight modification of Kirk's method, and does not use double-precision. Nevertheless, TETREST by using, as Type III input data, joint and marginal proportions results generally accurate to three decimal places, with few exceptions, using on a CDC CYBER 74 computer, TETREST results are still usually accurate to corresponding to known true values of the tetrachoric correlation. National Bureau of Standards (1959) . 268  269  270  271  272  273  274  275  276  277  278  279  280  281  282  283  284  285  286  287  288  289  290  291  292  293  294  295  296  297  296  299  300  301  302  303  304  305  306  307  308  309  310  311  312  313  314  315  316  317  318  319  320  321  322 
