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Relative Entropy Rate Based Model Selection for Linear Hybrid System
Filters of Uncertain Nonlinear Systems I
Onvaree Techakesari∗, Jason J. Ford
School of Electrical Engineering and Computer Science, Queensland University of Technology, Brisbane QLD 4001,
Australia
Abstract
Hybrid system representations have been exploited in a number of challenging modelling situations,
including situations where the original nonlinear dynamics are too complex (or too imprecisely
known) to be directly filtered. Unfortunately, the question of how to best design suitable hybrid
system models has not yet been fully addressed, particularly in the situations involving model
uncertainty. This paper proposes a novel joint state-measurement relative entropy rate based
approach for design of hybrid system filters in the presence of (parameterised) model uncertainty.
We also present a design approach suitable for suboptimal hybrid system filters. The benefits of
our proposed approaches are illustrated through design examples and simulation studies.
Keywords: Hybrid System Model, Model Selection, Approximate Filtering, Relative Entropy
Rate
1. Introduction
Many challenging filtering problems involve estimation of nonlinear dynamics whose descrip-
tions may depend on unknown, and possibly time-varying, parameters. In these situations, it is
often useful to consider approximate representations that involve a mixture of continuous (base)
states and discrete (mode) states [1, 2]; such descriptions are termed hybrid systems. These hybrid
system descriptions have successfully been applied to a range of challenging problems involving
IAn earlier version of this paper has been presented at the AUCC 2011 Conference.
∗Corresponding author. Tel: +61 7 3138 8496. Fax: +61 7 3138 4528. Mail: GPO Box 2434, Brisbane QLD
4001, Australia.
Email addresses: o.techakesari@qut.edu.au (Onvaree Techakesari), j2.ford@qut.edu.au (Jason J. Ford)
Preprint submitted to Signal Processing July 25, 2012
dynamics with complex structural properties, or difficult parametric uncertainties, and often in-
volving dynamics evolving on different time-scales, for example: ground target tracking [3, 4, 5, 6],
air target tracking and air traffic surveillance [7, 8, 9, 10, 11, 12], and fault detection and isolation
[13, 14]. The successful application of hybrid system approaches to nonlinear filtering problems
requires both the application of suitable hybrid system filters and the determination of suitable
model approximations for the dynamics under study. Hence, there are two basic avenues to improve
the performance of hybrid system filtering solutions: the development of better filtering algorithms,
or the selection of better model representations [15]. In this paper, we will focus our attention on
the second avenue.
A key aspect of hybrid system model selection is determination of base models that adequately
represent the range of dynamics under approximation. Over the last decade, three hybrid system
design methods have emerged: the minimum-mismatch design method, the minimum-distance de-
sign method, and the equal-distance design method [15, 16, 17, 18]. In the minimum-mismatch
design method, the hybrid system model is designed in a manner to ensure each base model is
equally likely to be active [15, 16]. Alternatively, the minimum-distance design method selects the
hybrid system model in a manner that minimises the expected distance between the chosen set of
base models and the underlying parameter values [15]. Finally, the equal-distance design method
proposes that base models be equally spaced over the range of parameter values [15, 17]. Unfortu-
nately, the first two of these methods require access to a system description having no uncertainty,
whilst the third method simply places parameterised base models equally spaced amongst the pos-
sible range of parameter values, which is unlikely to be the optimal placement strategy. Hence,
none of the existing methods are suitable when attempting to develop a hybrid system representa-
tion for uncertain nonlinear dynamics (and such situations are reasonably common). Moreover, the
three existing design methods do not seem to handle the situations where hybrid system models
are used in the design of suboptimal filtering approaches, such as the interacting multiple model
(IMM) filter.
New avenues for model selection when facing system uncertainty have emerged from recent
work showing that relative entropy concepts provide powerful tools to quantify the similarity of
model descriptions [19, 20]. This recent work has shown that the relative entropy rate (RER)
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between the joint state and measurement processes of two hidden Markov models (HMMs) is
related to the probabilistic distance between the HMMs (suggesting a connection between RER
and filter performance) [19]. In [20], this relationship between RER concepts and probabilistic
distance is exploited in the design of HMMs to approximate a class of uncertain dynamic models.
The successful application of relative entropy tools in HMM design problems involving uncertain
system descriptions motivates our consideration of these tools in the context of hybrid system
models.
The main contribution of this paper is to present a new relative entropy rate based design
technique for hybrid system models (which places the base models in a manner that minimises the
RER between the nominal system and the hybrid system under design). Importantly, the proposed
design technique provides a modelling basis when facing model uncertainty (of a parametric nature).
In support of the proposed design approach, we show that an important relative entropy quantity
is connected to filter performance. We also present a hybrid system model design technique which
is suitable for suboptimal hybrid system filters such as the IMM filter. Several design examples
involving uncertain dynamics are presented to illustrate the benefits of our proposed techniques.
This paper is structured as follows: Section 2 presents the nominal uncertain nonlinear model
and the linear hybrid system models considered in this paper. We introduce relative entropy
concepts and present some results for characterising filter performance in Section 3. In Section 4,
our hybrid system model design approaches are presented. Section 5 provides illustrative design
examples and some conclusions are presented in Section 6.
2. The Nominal Uncertain Nonlinear System and Linear Hybrid System Approxima-
tions
In this section, we introduce our considered nominal (true) uncertain stochastic nonlinear sys-
tem and the approximating linear hybrid system models that will be used for our filter approxi-
mation problem.
3
2.1. The Nominal Uncertain Nonlinear System
Consider an abstract complete probability space (Ω,F , P ). For k > 0, we will consider a
nonlinear state process xk ∈ Rn and a measurement process yk ∈ Rm described by
xk = f(xk−1, vk, θk)
yk = h(xk, wk) (1)
where x0 has a priori distribution σ
0
0(·) and θk ∈ Sθ ⊂ Rd is an unknown (possibly time-varying)
parameter process. Here, vk and wk are sequences of independent and identically distributed i.i.d.
random variables with densities φv(·) and φw(·), respectively. We assume that wk, vk and x0 are
mutually independent for all k. We will now introduce some shorthand notation that will help
with our presentation. We will use x[a,b] to denote the process xk from time k = a to k = b, and
we define y[a,b] and θ[a,b] similarly. We also let Sθ|[1,k] denote a set of possible parameter sequences
θ[1,k]. Throughout this paper, we will use the notation λ
0(θ[1,∞]), or simply λ0, to denote our
nominal model of the state and measurement processes, xk and yk.
2.2. The Linear Hybrid Systems used for Approximation
In this paper, a linear hybrid system will be understood to involve a base state process in xk ∈
Rn, a measurement process in yk ∈ Rm, and a mode process in Xk ∈ SX , where SX = {e1, ..., eN} is
a discrete set of possible mode values, and we let ei = [0, ..., 0, 1, 0, ...0]
′ ∈ RN denote an indicator
vector with 1 in the ith position and zeros elsewhere. In this description, the mode process is
understood to describe the way the system switches between the finite set of N base models that
describe the possible evolution of the base state. For k > 0, we consider the linear hybrid system
[2]:
xk = Fk (Xk−1)xk−1 + vak
Xk = AXk−1 + V ak
yk = Hkxk + w
a
k (2)
where x0 has a priori distribution σ
a
0(·), Fk(Xk) ∈ Rn×n, for all Xk ∈ SX , is a mode-dependent base
state transition matrix, and Hk ∈ Rm×n is an output mapping matrix. Here, the noise processes
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vak ∈ Rn and wak ∈ Rm are assumed to be zero-mean Gaussian noise processes with densities φav(x) =
N (x; 0, Qa) and φaw(x) = N (x; 0, Ra), respectively, where N (x; x¯,Φ) , |2piΦ|(−1/2) exp{−(1/2)(x−
x¯)′Φ−1(x− x¯)} denotes the Gaussian probability density function (pdf) with the argument x, mean
x¯, and covariance Φ [1, p.51]. We highlight that the superscript a denotes that these processes are
in the approximating model (and are not necessarily expected to have the same properties as the
nominal noise processes). Here, A is the time-invariant transition probability matrix for our mode
process with ijth element Aij = P (Xk+1 = ei|Xk = ej) and we understand V ak to be a martingale
increment in the sense that E [V ak |Xk] = 0, see [21]. To complete the description, we assume that
the Markov chain Xk has initial probabilities described by pi0 with ith element pi
i
0 = P (X0 = ei).
Throughout this paper, we will use the notation λ = (Fk(·), Hk, Qa, Ra, A, pi0, σa0) to denote a
candidate hybrid system model and will use Sλ to denote the set of all candidate hybrid system
models under consideration.
2.3. Filtering of Uncertain Nonlinear Systems by Hybrid System Filters
We are often interested in the problem of determining conditional mean state estimates for our
nominal system (1) in the situation where there is uncertainty about the system parameter process
θk. It is well known that the Duncan-Mortensen-Zakai equation, for example see [21, p. 269],
describes the evolution of the conditional probability density in general nonlinear filtering prob-
lems. However, except in special cases, such solutions are likely to be computationally intractable.
Instead, in situations where θk is slowly varying over a bounded range of values, many authors
have suggested the use of hybrid system filters as a credible suboptimal filtering approach, see [2]
for a survey of hybrid system techniques.
The basic idea underlying the use of hybrid system filters is that a well selected hybrid sys-
tem model might lead to a more practically useful filtering solution than the complex (perhaps
intractable) nonlinear filter developed from the Duncan-Mortensen-Zakai equation. The basic
premise of this suggestion is that a hybrid model can be found that provides a reasonable repre-
sentation of behaviours described by the complex nonlinear model, and that such a hybrid system
approximation leads to a reasonable filter performance.
In this paper, we consider the problem of how to select a linear hybrid system filter (from a
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specified set of candidate filters) that minimises, or bounds, the estimation bias introduced. In
the next section, we develop a characterisation of the estimation bias introduced by a particular
approximate filter.
3. Performance of Approximating Filters and Relative Entropy Concepts
3.1. Characterising Performance of Approximating Filters
The performance of any filter approximation can be understood through comparison with the
performance of the true (nominal) conditional mean estimate filter (that is, the optimal conditional
mean filter designed with full system knowledge). In this section, we will introduce some tools to
help characterise the estimation performance of candidate approximate filters.
Let us begin by introducing the space L1(Rn), see [22] for an introduction into vector space
concepts. We also introduce the L1 norm on a function ξ(·) ∈ L1(Rn) as∣∣∣∣ξ(·)∣∣∣∣
1
,
∫
Rn
|ξ(x)|dx.
We will let L¯1(Rn) ⊂ L1(Rn) denote the set of functions on Rn having L1-norm equal to 1. The
importance of the L¯1(Rn) space is that it helps describe the class of valid density functions.
We will now present some helpful notation. Consider the evolution of the true (nominal) con-
ditional mean filter for the nominal system described by (1). For k > 0 and any initial distribution
σ0 ∈ L¯1(Rn), let p0k(x|y[1,k], σ0) , p0(xk = x|y[1,k], σ0) ∈ L¯1(Rn) denote the conditional poste-
rior densities corresponding to the nominal system based on the measurements y[1,k] and initial
distribution σ0.
Now let us consider the conditional mean filter for the hybrid system (2) (which will be called an
approximate conditional mean filter). For any k > 0 and any initial distribution σ0 ∈ L¯1(Rn), we
will let p
λ|i
k (x|y[1,k], σ0) , pλ(xk = x,Xk = ei|y[1,k], σ0) ∈ L¯1(Rn) denote the ith mode conditional
joint posterior density related to the hybrid system model. Similar to our nominal model, we will de-
fine the approximate conditional posterior density pλk(x|y[1,k], σ0) , pλ(xk = x|y[1,k], σ0) ∈ L¯1(Rn)
for any initial distribution σ0 ∈ L¯1(Rn), where we note that pλk(x|y[1,k], σ0) =
∑N
k=1 p
λ|i
k (x|y[1,k], σ0).
We will now introduce some notation that is required in later stability results. Let us say that
a function ψ(·) is of class-K if it is continuous, strictly increasing, and ψ(0) = 0. Then a function
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β(·, ·) is of class-K L if β(·, t) is of class-K for each t ≥ 0 and β(s, ·) is decreasing to zero for each
s > 0. Such functions are commonly used in descriptions of system stability, see [23, Ch. 4].
We now introduce some assumptions that will be required to establish properties of hybrid
system filter approximations.
A1. The approximating filter is asymptotically stable with respect to initial conditions if there
exists a β(·, ·) ∈ K L such that for all σ0, σ¯0 ∈ L¯1(Rn) and all k ≥ 0, we have that∣∣∣∣pλk(x|y[1,k], σ0)− pλk(x|y[1,k], σ¯0)∣∣∣∣1 ≤ β(∣∣∣∣σ0 − σ¯0∣∣∣∣1, k) a.s.
where we understand pλ0(x|y[1,0], σ0) to be σ0(x), and pλ0(x|y[1,0], σ¯0) to be σ¯0(x).
A2. The approximating hybrid system filter has finite error over finite interval with respect to
the true filter if, for all k ∈ [1, L] (some L > 1) and all σ0 ∈ L¯1(Rn), we have that∣∣∣∣p0k(x|y[1,k], σ0)− pλk(x|y[1,k], σ0)∣∣∣∣1 ≤ η(L) a.s.
where η(L) > 0 is a finite constant.
We highlight that Assumption A1 is an abstract version of the (standard and fairly non-
restrictive) asymptotic stability property with respect to erroneous initial conditions, where β(||σ0−
σ¯0||1, ·) describes an envelop that overbounds how quickly the filter forgets the erroneous initial
conditions. Then note that Assumption A2 gives that the error between the true and the approx-
imating filters is finite over a finite interval, and that the error is overbounded by a finite η(L).
This assumption does not imply that the error introduced by model approximation decreases with
time k, but this property implies that the error does not escape to infinity in L time steps. To-
gether β(||σ0− σ¯0||1, ·) and η(L) can be used to infer that the estimation error introduced by model
approximation is asymptotically bounded, for all k > 0, in the sense that [24]
∣∣∣∣p0k(x|y[1,k], σ0)− pλk(x|y[1,k], σ¯0)∣∣∣∣1 ≤ β(∣∣∣∣σ0 − σ¯0∣∣∣∣1, k)+R a.s. (3)
where R = 32β(2η(L
∗), 0), when there is a L∗ such that β(2, L∗) ≤ η(L∗), see also [25]. Intuitively, if
the approximating filter forgets errors faster than the errors are introduced by filter approximations,
ie. β(2, L∗) ≤ η(L∗) for some L∗, then the error between the true and approximating filters can be
shown to be bounded on an infinite time interval.
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Under this description, smaller η(L) corresponds to smaller estimation bias R, and this last
observation motivates the ideas in the next subsection where we introduce some relative entropy
concepts that allow us to design an approximating filter with small estimation bias by minimising
the size of η(L).
3.2. Relative Entropy Concepts
Let us consider the joint state and measurement density descriptions pλ
(
x[0,k], y[1,k]|σ0
)
and
pλ
(
x[0,k], y[1,k]|σ0
)
corresponding to two models λ and λ, respectively. The relative entropy,
DKLk (·||·), between these densities is defined as [26, Lemma 5.2.3]
DKLk
(
pλ
(
x[0,k], y[1,k]|σ0
) ∣∣∣∣pλ (x[0,k], y[1,k]|σ0) )
,
∫
log
(
pλ
(
x[0,k], y[1,k]|σ0
)
pλ
(
x[0,k], y[1,k]|σ0
)) pλ (x[0,k], y[1,k]|σ0) dx[0,k]dy[1,k] (4)
where we will use the conventions that 0/0 = 1, 0 log 0 = 0, 0 ×∞ = 0, and that the relative en-
tropy DKLk
(
pλ
(
x[0,k], y[1,k]|σ0
) ∣∣∣∣pλ (x[0,k], y[1,k]|σ0) ) will be defined to be infinite whenever the ratio
pλ
(
x[0,k], y[1,k]|σ0
)
/pλ
(
x[0,k], y[1,k]|σ0
)
is infinite for any feasible x[0,k], y[1,k] sequences. Further, we
will use pλ¯(x[0,k], y[1,k]|σ0)  pλ(x[0,k], y[1,k]|σ0) to indicate that pλ¯(x[0,k], y[1,k]|σ0) is absolutely
continuous with respect to pλ(x[0,k], y[1,k]|σ0), in the sense that pλ¯(x[0,k], y[1,k]|σ0) = 0 whenever
pλ(x[0,k], y[1,k]|σ0) = 0. Finally, note that the relative entropyDKLk
(
pλ
(
x[0,k], y[1,k]|σ0
) ∣∣∣∣pλ (x[0,k], y[1,k]|σ0) )
will be finite whenever pλ¯(x[0,k], y[1,k]|σ0)pλ(x[0,k], y[1,k]|σ0).
When interested in dynamic systems, it is often more useful to consider the relative entropy
rate (RER), R(pλ (x[0,∞], y[1,∞]|σ0) ∣∣∣∣pλ (x[0,∞], y[1,∞]|σ0) ), which is defined as [26, Ch. 7]
R(pλ (x[0,∞], y[1,∞]|σ0) ∣∣∣∣pλ (x[0,∞], y[1,∞]|σ0) )
, lim
k→∞
1
k
DKLk
(
pλ
(
x[0,k], y[1,k]|σ0
) ∣∣∣∣pλ (x[0,k], y[1,k]|σ0) ). (5)
We will use the shorthand R (λ||λ) , R(pλ(x[0,∞], y[1,∞]|σ0)∣∣∣∣pλ(x[0,∞], y[1,∞]|σ0)) to denote the
joint state-measurement RER between models λ and λ (induced from their joint state-measurement
densities).
We will now establish a result which connects relative entropy concepts to filtering performance.
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Theorem 1. Consider a state process x[0,k] and a measurement process y[1,k] generated by λ
0. Also
consider the approximating model λ. The joint state-measurement relative entropy
DKLk
(
p0(x[0,k], y[1,k]
∣∣σ0)∣∣∣∣pλ(x[0,k], y[1,k]∣∣σ0)) overbounds the expected error between the true and ap-
proximating filters in the sense that, for all initial distribution σ0 ∈ L¯1(Rn) and all k > 0, we have
that
DKLk
(
p0(x[0,k], y[1,k]
∣∣σ0)∣∣∣∣pλ(x[0,k], y[1,k]∣∣σ0))
≥ 1
2
E
[∣∣∣∣p0k(x|y[1,k], σ0)− pλk(x|y[1,k], σ0)∣∣∣∣21]. (6)
Proof. Using the chain rule for relative entropy twice [26, Lemma 5.3.1], we first note that
DKLk
(
p0(x[0,k], y[1,k]
∣∣σ0)∣∣∣∣pλ(x[0,k], y[1,k]∣∣σ0))
= DKLk
(
p0(xk, y[1,k]
∣∣σ0)∣∣∣∣pλ(xk, y[1,k]∣∣σ0))
+ E
[
DKLk
(
p0(x[0,k−1]
∣∣xk, y[1,k], σ0)∣∣∣∣pλ(x[0,k−1]∣∣xk, y[1,k], σ0))]
= DKLk
(
p0(y[1,k]
∣∣σ0)∣∣∣∣pλ(y[1,k]∣∣σ0))
+ E
[
DKLk
(
p0k(x
∣∣y[1,k], σ0)∣∣∣∣pλk(x∣∣y[1,k], σ0))]
+ E
[
DKLk
(
p0(x[0,k−1]
∣∣xk, y[1,k], σ0)∣∣∣∣pλ(x[0,k−1]∣∣xk, y[1,k], σ0))]. (7)
We then note that relative entropy is always non-negative [26]. Thus, we can write
DKLk
(
p0(x[0,k], y[1,k]
∣∣σ0)∣∣∣∣pλ(x[0,k], y[1,k]∣∣σ0))
≥ E
[
DKLk
(
p0k(x
∣∣y[1,k], σ0)∣∣∣∣pλk(x∣∣y[1,k], σ0))]. (8)
The theorem statement then follows from the Csisza´r-Kullback inequality which implies that [27]
(and references therein)
DKLk
(
p0k(x|y[1,k], σ0)
∣∣∣∣pλk(x|y[1,k], σ0))
≥ 1
2
(∣∣∣∣p0k(x|y[1,k], σ0)− pλk(x|y[1,k], σ0)∣∣∣∣1)2
for all k > 0.
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Importantly, for any selected L > 1, Theorem 1 can be used to provide a bound on η(L) (the
finite error over finite interval bound) appearing in Assumption A2. That is, Theorem 1 shows
that the joint state-measurement relative entropy provides an overbound on the expected value
of the η(L) quantity and hence, the relative entropy can be used to size the asymptotic bound R
appearing in (3). We acknowledge that this is a potentially unexpected result; that is, in certain
situations the finite growth rate behaviour of the relative entropy between true and approximate
system can be combined with (initial condition) asymptotic stability of the approximating filter to
give an asymptotic finite bound on filter error (see [24, 25]).
In the following, rather than working directly with the joint relative entropy, we suggest indi-
rectly minimising the joint relative entropy (and its growth rate) by minimising the joint state-
measurement RER (which is often easier to calculate). In the next section, we propose a joint
state-measurement based RER design approach for hybrid system model selection.
4. Hybrid System Model Selection
4.1. Joint State-Measurement RER Based Hybrid System Model Selection
We propose a joint state-measurement RER based design approach by considering the problem
of selecting a hybrid system model to represent the nominal model λ0 characterised by an unknown
parameter process θ[1,∞]. We will aim to select a hybrid model that produces reasonable filter
estimates regardless of the true parameter process θ[1,∞]. For this purpose, for a candidate model
λ ∈ Sλ, let us define the worst-case joint state-measurement RER JM (λ) as
JM (λ) = sup
θ[1,∞]∈Sθ|[1,∞]
R ( λ0(θ[1,∞])∣∣∣∣λ). (9)
We then propose that a hybrid system model λM should be selected from the set of candidate
models Sλ so that it minimises worst-case RER in the sense that λ
M ∈ Sλ satisfies
JM (λM ) = inf
λ∈Sλ
JM (λ). (10)
We highlight that one key advantage of our design approach over the existing approaches is
that we do not require knowledge of the distribution of θk.
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Remark 1. We highlight that the joint state-measurement RER is non-symmetric and that the
order of RER arguments in (9) is important.
4.2. Hybrid System Model Selection for Suboptimal Filtering Approaches
In the previous subsection, a hybrid system model selection technique has been proposed using
the RER concepts, and an analysis has been presented illustrating the connection between RER
and filtering performance. Unfortunately, the proposed model selection approach has been designed
on the basis of being able to implement the exact hybrid system filter, and this design approach
might not be a suitable design basis for suboptimal filtering approaches such as the interacting
multiple model (IMM) filter (see [1, 2] for structure and implementation of the IMM filter). In this
section, we will present a design approach that is suitable for suboptimal filters.
However, we will first discuss the performance of suboptimal filters. Let us introduce a relaxed
version of Assumption A1 for suboptimal filters.
A1*. The approximating filter error is asymptotically bounded with respect to initial conditions if
there exists a β(·, ·) ∈ K L such that for all σ0, σ¯0 ∈ L¯1(Rn) and all k ≥ 0, we have that
∣∣∣∣pλk(x|y[1,k], σ0)− pλk(x|y[1,k], σ¯0)∣∣∣∣1 ≤ β(∣∣∣∣σ0 − σ¯0∣∣∣∣1, k)+RE a.s.
where RE > 0 is a finite constant.
Assumption A1* implies that the estimation error bias RE introduced by suboptimal filter is
asymptotically bounded. This relaxed assumption, the finite error over finite interval bound η(L),
and the condition that β(2, L∗) +RE ≤ η(L∗) for some L∗ > 1, can also be used to infer that the
estimation error between the true filter and the approximating filter is asymptotically bounded in
the sense that
∣∣∣∣p0k(x|y[1,k], σ0)− pλk(x|y[1,k], σ¯0)∣∣∣∣1
≤ β(∣∣∣∣σ0 − σ¯0∣∣∣∣1, k)+ R¯E a.s. (11)
where R¯E = RE +
3
2β(2η(L
∗), 0) is a finite constant.
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For the design of suboptimal filters, let us introduce the concept of the probabilistic distance.
The probabilistic distance between two models λ and λ¯, D(λ, λ¯), is defined as
D(λ, λ¯) , lim
k→∞
1
k
[
log
(
pλ(y[1,k])
)
− log
(
pλ¯(y[1,k])
)]
(12)
where pλ(y[1,k]) and p
λ¯(y[1,k]) are likelihoods that can often be determined from the outputs of
filter models λ and λ¯, respectively. Although the probabilistic distance concept has previously been
introduced for HMMs [19], this concept naturally extends to the hybrid system models considered
in this paper. In the remainder of this paper, we will assume that the joint state-measurement
RER and probabilistic distance between the true model λ0, a candidate model λ, and some known
reference model λR, are related in the following manner:
R(λ0||λ)−R(λ0||λR) = Eλ0 [D(λ0, λ)−D(λ0, λR)]
= Eλ
0 [D(λR, λ)] (13)
where Eλ
0
[·], or Eλ0(θ[1,∞])[·], denotes the expectation operation with respect to the true model.
Importantly, under ergodicity assumptions, we can approximate expectations of type Eλ
0(θ[1,∞)[·]
on the basis of data generated by the true model.
We will now propose a probabilistic distance based model selection approach. For a candidate
model λ ∈ Sλ, let the worst-case probabilistic distance criterion with respect to some known
reference model λR, JP (λ), be defined as
JP (λ) = sup
θ[1,∞]∈Sθ|[1,∞]
Eλ
0(θ[1,∞])
[D (λR, λ)] . (14)
Note that the λR in (13) and (14) can be any model that is available and allows calculation of
D(λR, λ). We then propose that the hybrid system model λP should be selected from the set of
candidate models Sλ so that it minimises the worst-case probabilistic distance in the sense that
λP ∈ Sλ satisfies
JP (λP ) = inf
λ∈Sλ
JP (λ). (15)
Note that R(λ0||λR) is independent of λ and hence, R(λ0||λ) is optimised at the same location as
Eλ
0
[D(λR, λ)] (and the argument of optimisation does not depend on the choice of λR).
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We highlight that this probabilistic distance based approach is suitable when the candidate
model underlying the candidate filter is not available. In this situation, we can select parameters
of the suboptimal filter directly (because (14) can be calculated directly from filter outputs, and
does not required knowledge of the model). As an example, this allows the design of an IMM filter
on the basis of the filter parameters that lead to (14) being minimised (even if we are unable to
determine the “phantom” model for which the IMM filter actually provides an exact filter).
Importantly, when an underlying model exists, the worst-case probabilistic distance approach
(15) leads (in a weak sense under the expectation operation) to the same design as the worst-case
RER approach (10). Hence, this probabilistic distance based design might be preferred in a number
of other situations where pλ(y[1,k]) can be determined even if λ is not explicitly available.
Remark 2. The worst-case probabilistic distance design (15) and the worst-case RER design (10)
for exact hybrid system filters can both be interpreted as likelihood methods (due to the connec-
tion between relative entropy concepts and likelihood). However, the RER interpretation may be
preferable in some situations.
Remark 3. We highlight that this probabilistic distance based approach requires access to the
data generated by the true model, so that Eλ
0 [D (λR, λ)] can be estimated numerically (under the
assumption of ergodicity of the true model). However, it is not necessary to know the underlying
true model λ0.
5. Design Examples and Simulation Studies
In this section, we illustrate our hybrid system model design techniques in three target tracking
problems:
1. A benchmark target tracking problem with enough a priori information to be solvable using
both the previously published techniques and our proposed joint RER design technique.
2. A target tracking problem with uncertain target turn characteristics that illustrates the
benefits of our joint RER design technique.
3. A target tracking problem involving a suboptimal filter design that illustrates the benefits of
our worst-case probabilistic distance based design approach.
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Before presenting our design examples, we will first discuss some implementation issues, and then
introduce some performance measures that are used in our studies.
5.1. Calculation of Relative Entropy Rate
We remind that the nominal model λ0(θ[1,k]) and candidate hybrid models λ are compared
on the basis of joint state-measurement RER (5). The joint state-measurement RER (5) can
be calculated by exploiting Monte Carlo techniques [28]. For this purpose, note that efficient
recursions for calculating joint state-measurement density pλ
(
x[0,k], y[1,k]|σ0
)
can be established by
considering a fictitious HMM in which Xk is the state process and xk is the observation process.
For k ≥ 0, let αk(j) , pλ
(
Xk = ej , x[0,k]|σ0
)
be the probability of the observation sequence until
time k and the current state value Xk = ej , then αk(j) can be calculated for k > 0 via the usual
HMM forward recursion
αk(j) =
[
N∑
i=1
αk−1(i)Aji
]
bj(xk|xk−1), for j = 1, ..., N (16)
from the initialisation α0(j) = pi
j
0σ0(x0) and using the observation probability densities
bi(xk|xk−1) , pλ(xk|xk−1, Xk = ei) = N ((xk − Fk(ei)xk−1) ; 0, Qa), see [29]. We highlight that
even though this interpretation is unusual, all these quantities are defined, and this filter ex-
ists. Using this fictitious HMM, the joint probability law of the state and measurement processes
pλ(x[0,k], y[1,k]|σ0) for k > 0 can be calculated from αk using Bayes’ rule as follows:
pλ(x[0,k], y[1,k]|σ0) = pλ(y[1,k]|x[0,k], σ0)
N∑
i=i
αk(i) (17)
where pλ(y[1,k]|x[0,k], σ0) =
∏k
i=1N ((yi −Hixi) ; 0, Ra) and we note that
∑N
i=1 αk(i) = p
λ(x[0,k]|σ0).
Essentially, this fictitious HMM allows us to marginalise out dynamics due to the mode process Xk,
and hence provides an efficient finite dimensional algorithm to calculate the joint state-measurement
probability densities pλ
(
x[0,k], y[1,k]|σ0
)
.
Further, when using a Monte Carlo technique, we highlight that an overbound on JM (λ)
(denoted as J¯M (λ)) can be efficiently calculated by taking the supremum over θ[1,k] in a sequentially
manner on each sample sequence (rather than seeking the supremum outside the average over L
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samples). That is
JM (λ) = sup
θ[1,∞]∈Sθ|[1,∞]
R (λ0(θ[1,∞])||λ)
= lim
k→∞
sup
θ[1,k]∈Sθ|[1,k]
lim
L→∞
1
kL
L∑
i=1
log
(
p0
(
x
(i)
[0,k], y
(i)
[1,k]
∣∣∣ θ[1,k], σ0))
− log
(
pλ
(
x
(i)
[0,k], y
(i)
[1,k]|σ0
))
≤ lim
k→∞
lim
L→∞
1
kL
L∑
i=1
sup
θ[1,k]∈Sθ|[1,k]
{
log
(
p0
(
x
(i)
[0,k], y
(i)
[1,k]
∣∣∣ θ[1,k], σ0))
− log
(
pλ
(
x
(i)
[0,k], y
(i)
[1,k]|σ0
))}
= lim
k→∞
lim
L→∞
1
kL
L∑
i=1
sup
θ[1,k]∈Sθ|[1,k]
{
log
(
p0
(
x
(i)
[0,k−1], y
(i)
[1,k−1]
∣∣∣ θ[1,k], σ0))
+ log
(
p0
(
y
(i)
k , x
(i)
k
∣∣∣x(i)k−1, θk))− (log (pλ (x(i)[0,k−1], y(i)[1,k−1]|σ0))
+ log
(
pλ
(
y
(i)
k , x
(i)
k
∣∣∣x(i)k−1)))}
= lim
k→∞
lim
L→∞
1
kL
L∑
i=1
[
k∑
`=1
sup
θ`∈Sθ
{
log
(
p0
(
y
(i)
` , x
(i)
`
∣∣∣x(i)`−1, θ`))
− log
(
pλ
(
y
(i)
` , x
(i)
`
∣∣∣x(i)`−1))}]+ log (p0 (x(i)0 ∣∣∣σ0))− log (pλ (x(i)0 ∣∣∣σ0))
, J¯M (λ) (18)
where x
(i)
[0,k] and y
(i)
[1,k] are the ith sample of the state and measurement sequences drawn to match
the statistics provided for the true model. Here, the 3rd step follows from Bayes’ rule and the
Markov property of the state dynamics which lets us write
p0
(
x[0,k], y[1,k]
∣∣θ[1,k], σ0) = p0 (xk, yk∣∣xk−1, θk) p0 (x[0,k−1], y[1,k−1]∣∣θ[1,k], σ0) and
pλ
(
x[0,k], y[1,k]
∣∣σ0) = pλ (xk, yk∣∣xk−1) pλ (x[0,k−1], y[1,k−1]∣∣σ0).
5.2. Performance Measure
In our simulation studies, we will characterise filter performance using two root mean square
error (RMSE) concepts: average RMSE (ARMSE) and maximum RMSE (MRMSE). For i =
1, . . . , L, consider generated state processes x
(i)
[1,k] which are drawn to match the statistics provided
for the nominal system, and let us denote the corresponding state estimate as xˆ
(i)
[1,k], then ARMSE
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is defined as
ARMSE =
√√√√ 1
kL
L∑
i=1
k∑
`=1
(
x
(i)
` − xˆ(i)`
)′ (
x
(i)
` − xˆ(i)`
)
. (19)
Now let us consider a new set of state processes which are generated according to a specific
sequence θ[1,k]. At time k, let us denote these processes as xk(θk). The MRMSE can be used to
quantify filter performance for the worst sequence of uncertain parameter, and is defined as
MRMSE = max
θ[1,k]∈Sθ|[1,k]
√√√√1
k
k∑
`=1
(x`(θ`)− xˆ`)′ (x`(θ`)− xˆ`). (20)
5.3. Common Parameters in Our Design Examples
For the following design examples, we will consider the following coordinated turn dynamics
model F¯ (·) and position-only measurement model H¯ [1, 15]:
F¯ (ωk) =

1 sin(ωkT )ωk 0 −
1−cos(ωkT )
ωk
0 cos(ωkT ) 0 − sin(ωkT )
0 1−cos(ωkT )ωk 1
sin(ωkT )
ωk
0 sin(ωkT ) 0 cos(ωkT )

and
H¯ =
 1 0 0 0
0 0 1 0

where T = 5s is the sampling period.
We will now present our design examples.
5.4. Example 1: Parameterised Linear Dynamics (Distribution of Parameter Known)
For comparison purposes, in this example, we consider a simple problem which can be handled
by the previously published techniques. For k > 0, consider a 2D maneuvering target tracking
problem described by the discrete-time process xk = [x
c
k, x˙
c
k, y
c
k, y˙
c
k]
′ with the nominal dynamics
(see [15]),
xk = F¯ (ω)xk−1 + vk
yk = H¯xk + wk (21)
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where ω is an unknown but constant turn rate with the a priori distribution
p(ω) = c0
1√
2piq0
e
− (ω)2
2q20 + c
[
1√
2piq
e
− (ω+ωs)2
2q2 +
1√
2piq
e
− (ω−ωs)2
2q2
]
(22)
where c0 = c = 1/3, q0 = q = 1, and ωs = 3
◦/s. In the dynamic model (21), the noise processes vk
and wk are assumed to be zero-mean Gaussian noises with covariance Q = 0.1I4 and R = 100I2,
respectively, where In denotes n× n identity matrix. Moreover, x0 = [1000, 100, 200, 120]′.
For our approximation, we constructed a filter based on a three-element (N = 3) hybrid system
model described by (2) with Fk(Xk) = F¯ (VxXk), Hk = H¯, A = I3, Q
a = I4, R
a = R, pi0 =
[1/3, 1/3, 1/3], where Vx = [−ωm, 0, ωm] is the mode mapping vector based on the candidate turn
rate ωm. Note that in other applications Vx could have independent elements, but this symmetric
structure makes sense in this target tracking example (ie. the aircraft is performing either a left
turn, flying straight, or performing a right turn). Under the assumptions of this example, we
note that the static multiple model (SMM) filter is the optimal hybrid system filter. The SMM
filter is a bank of N parallel Kalman filters where each Kalman filter is designed on one of the
possible modes Fk(ei) (see [1, 2] for structure and implementation of the SMM algorithm). Under
stabilizability, detectability, and some other mild conditions, asymptotic stability of conditional
mean estimate and covariance matrix of Kalman filter with respect to initial conditions can be
shown [30]. Hence, using the definition of L1 norm and various algebraic manipulations, it can be
shown that Kalman filter is asymptotically stable with respect to initial conditions (Assumption
A1). Since the SMM filter is a bank of Kalman filters, the SMM filter can also be shown to satisfy
Assumption A1. We note that all candidate filters assume an initial filter estimate xˆ0 = x0 and an
initial filter covariance P0 = 100I4. Thus, our design problem is to select suitable turn rate, ω
m,
for an approximating linear hybrid system model.
We applied our joint RER criterion (9) to a set of five candidate models with candidate turn
rates ωm ∈ Sω = {2, 3, 4, 5, 6}◦/s, respectively, and the value of the criterion of each candidate
model is shown in Table 1. Our joint RER approach selected a hybrid system model with candidate
turn rate ωm = 3◦/s (note that the turn rate 3◦/s is also the turn rate selected by the minimum-
distance design approach [15]). The similarity between our joint RER design approach and the
minimum-distance design approach is not surprising in this problem because the distribution of
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ω is known. We acknowledge that our proposed design method may be more computationally
expensive than the existing design approaches applied to this design problem due to the need to
calculate relative entropy rates using Monte Carlo technique.
5.5. Example 2: Parameterised Linear Dynamics (Distribution of Parameter Unknown), SMM
Problem
We now consider a general version of the previous example where the distribution of the uncer-
tain parameter is not available. Consider the dynamics (21) with the same Q and R as previous
example, but assume we lack knowledge of the a priori distribution of the uncertain parame-
ter. We assume that ω ∈ Sθ = {ω : |ω| ≤ 6◦/s} is an unknown but constant turn rate and
x0 = [1000, 100, 200, 120]
′.
In this example, we are interested in estimating position and velocity of the target when lacking
the knowledge of the distribution and the true value of ω. For our approximation, we considered the
same type of hybrid system models as Example 1. We applied our joint RER based criterion (9) to
a set of five candidate hybrid system models with candidate turn rates ωm ∈ Sω = {2, 3, 4, 5, 6}◦/s,
respectively, and the value of the criterion of each candidate model is shown in Table 2. It can be
seen that the hybrid system model with candidate turn rate ωm = 4◦/s satisfies our joint RER
design problem (10) with respect to the candidate models under consideration.
To validate this conclusion, we implemented SMM filters based on the candidate models. We
conducted Monte-Carlo simulation studies involving these candidate hybrid system models and
corresponding SMM filters by generating 241 samples of ω equally spaced on the set Sθ. For each
ω, 1000 sets of x[0,1000] and y[1,1000] are generated according to (21). The initial filter estimate
xˆ0 = x0 and the initial filter covariance P0 = 100I4 are assumed in all these candidate filters.
The simulated SMM performance corresponding to each candidate filter is also shown in Table 2.
Importantly, Table 2 illustrates that the filter performance predicted by our joint RER criteria
corresponds well with the simulated filter performance.
5.6. Example 3: Uncertain Dynamic System, IMM Problem
For k > 0, we consider a 2D maneuvering target tracking problem described by (21) where
ω = ωk ∈ Sθ = {ωk : |ωk| ≤ 2◦/s} is the unknown time-varying turn rate, x0 = [1000, 100, 200, 120]′,
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and the noise processes vk and wk are assumed to be zero-mean Gaussian noises with covariances
Q = 0.1I4 and R = 100I2, respectively.
In this example, we are interested in estimating position and velocity of the target without
direct knowledge of ω[1,k]. We constructed a hybrid system filter based on a three-element (N = 3)
hybrid system model described by (2) with Fk(Xk) = F k(VxXk) where Vx = [−ωm, 0, ωm] is the
mode mapping vector based on filter model turn rate parameter ωm.
In our design, we consider a selection of different candidate IMM filters with different Vx but
with F¯ (·), H¯, and x0 fixed at the values above, and the transition probability A fixed at Aij = 0.98
for i = j and Aij = 0.01 otherwise, the initial probabilities fixed at pi0 = [1/3, 1/3, 1/3], and
the covariance matrices fixed at Qa = Q and Ra = R. With a slight abuse of notation, we will
use λi =
{
F¯ (·), V ix , H¯, Qa, Ra, A, pi0, x0
}
to denote the ith candidate IMM filter where V ix is the
mode mapping vector corresponding to the ith candidate filter. Simulation studies can be used to
illustrate that these IMM filters satisfy Assumption A1*. In this example, our design problem is
to select a suitable filter model turn rate parameter, ωm, that results in good filtering performance
from our IMM filter approximation.
5.6.1. Design via Minimum-Distance Method
For comparison purposes, we applied the minimum-distance method [15] to select a suitable fil-
ter model turn rate parameter, ωm. This previously published method requires a priori information
about the distribution of the uncertain parameter; for this design purpose, we assumed ωk ∈ Sθ
with a uniform distribution. The filter model turn rate identified by the minimum-distance method
is 1.333◦/s (note that this same designed turn rate value is also specified by the minimum-mismatch
design method applied to this problem [15]).
5.6.2. Our Proposed Probabilistic Distance Based Design Method
We used our worst-case probabilistic distance criterion (14) to select a design from a set of 30
candidate IMM filters with candidate filter model turn rate parameters ωm ∈ Sω = {0.1, 0.2, . . . , 3}◦/s.
We estimated the worst-case probabilistic distance (14) for a candidate IMM filter on the basis of
data sequences generated according to a representative set of possible mode values. Specifically,
for each ω ∈ S¯θ = {0, 0.05, 0.10, . . . , 2}◦/s, we generated a 1000 sequences of x[0,1000] and y[1,1000].
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Figure 1 illustrates the probabilistic distance based criteria (14). It is clear that the IMM filter
with candidate turn rate 2◦/s satisfies our probabilistic distance design (15).
To illustrate the benefits of our worst-case probabilistic distance based design approach, we
conducted Monte-Carlo simulation studies involving three test cases: constant nominal turn rate,
uniform distribution, and target-like turn rates.
5.6.3. Test Case 1: Constant Turn Rate
In our first test case, we consider a situation where the nominal turn rate is actually constant.
We characterised the performance of our filters for a range of nominal turn rates, ωk = ω ∈ S¯θ.
For each constant nominal turn rate ω, we generated 1000 sequences of x[0,1000] and y[1,1000]. Then,
for each data sequence, we implemented an IMM filter for each candidate filter model turn rate
parameter ωm ∈ Sω. The initial state estimate xˆ0 = x0 + [200,−40, 150, 60]′ and the initial filter
covariance P0 = 100I4 are assumed in all these candidate filters. For each candidate filter with
ωm ∈ Sω, the simulated filter performance for the worst-case nominal turn rate ω (MRMSE) is
illustrated by the solid line in Figure 2a and the average filer performance (ARMSE) is illustrated by
the solid line in Figure 2b. The illustrated results suggest that our selected IMM filter outperforms
other IMM filters under consideration. Significantly, our selected IMM filter outperforms the IMM
filter selected by the minimum-distance method.
To understand why our design outperformed the minimum-distance design in this situation,
consider the simulated performance of the two designed IMM filters for each nominal turn rate
shown in Figure 3. This figure shows that the IMM filter selected by the minimum-distance
method performs badly when the nominal turn rate ω > 1.333◦/s. However, our designed IMM
filter performed relatively well over the complete range of possible nominal turn rates.
5.6.4. Test Case 2: Uniform Distribution
In this test case, we assume that the nominal turn rate ωk ∈ Sθ is a uniformly distributed ran-
dom variable (similar to the extra assumption we introduced earlier when completing the minimum-
distance design for this problem). We generated 1000 data sequences of x[0,1000] and y[1,1000]. We
again implemented an IMM filter for each candidate filter model turn rate parameter ωm ∈ Sω.
The simulated filter performance for the worst-case turn rate sequence ω[1,1000] for each candidate
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model (MRMSE) is illustrated by the dot-dash line in Figure 2a and the average filter performance
(ARMSE) is illustrated by the dot-dash line in Figure 2b. In terms of average performance, the re-
sults suggested that our designed IMM filter performs no worse than the IMM filter selected by the
minimum-distance method. However, in terms of the worst-case performance, the result suggested
that our designed IMM filter outperforms the other candidate IMM filters under consideration,
including the IMM filter selected by the minimum-distance method. This test case illustrates that
our proposed design method is superior (or no worse than) the existing design methodology even
when compared to the minimum-distance design made with assumptions that are (unrealistically)
well matched to the data.
5.6.5. Test Case 3: Target-Like Turn Rates
In this test case, we assume that the nominal turn rate ωk is given by
ωk = V
0
xX
0
k (23)
X0k = AωX
0
k−1 (24)
for k > 0, where X0k ∈ {e1, . . . , e81}, V 0x = [−2,−1.95, . . . , 2]◦/s, and Aω is a transition probability
matrix with ijth element Aijω = p(X0k = ei|X0k−1 = ej). Here, Aijω = 0.9 if i = j and Aijω = 0.0013
otherwise, and X00 = e41 (corresponding to ω1 = 0).
Similar to previous test cases, an IMM filter for each candidate filter model turn rate pa-
rameter ωm ∈ Sω was implemented. The dash line in Figure 2a illustrates the simulated filter
performance for the worst-case turn rate sequence ω[1,1000] (MRMSE) and the average filter perfor-
mance (ARMSE) is illustrated by the dash line in Figure 2b. Similar to the first test scenario, the
results suggested that our selected IMM filter outperforms other IMM filters under consideration.
Importantly, our selected IMM filter outperforms the IMM filter selected by the minimum-distance
technique.
5.7. Summary of Simulation Studies
Our simulation studies illustrated that when there is a priori information about the uncer-
tain system parameter, our joint RER design approach leads to results no worse than the existing
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minimum-distance design method. Moreover, in situations where there is a lack of a priori infor-
mation (ie. cannot be handled by the existing techniques such as the minimum-distance method),
we illustrated that our joint RER design filter outperforms other candidate filters. Significantly,
the simulated filter performance corresponds well with our joint RER criteria. In the problems
involving suboptimal filters, our simulation study suggested that our probabilistic distance based
design leads to better (or at least as good as) filtering performance than the minimum-distance
design.
6. Conclusion
Hybrid system descriptions are useful in the design of adaptive filters for uncertain nonlinear
dynamics. This paper presented a novel joint state-measurement relative entropy rate based ap-
proach for the design of hybrid system representations. We also proposed a hybrid system model
design technique for suboptimal filters based on probabilistic distance. The benefits of the pro-
posed approaches were illustrated in examples involving the designs of hybrid system filters for
uncertain linear target tracking problems.
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Table 1: Joint RER design for Example 1
Candidate Joint RER Criteria
Turn Rate ωm(◦/s) JM (λ) (×104)
2 0.9566
3 0.5154
4 0.7923
5 1.5695
6 2.5553
Table 2: Joint RER design and Filter Performance for Example 2
Candidate Joint RER Criteria Monte-Carlo Monte-Carlo
Turn Rate ωm(◦/s) JM (λ) (×104) MRMSE ARMSE
2 10.68 318.35 158.70
3 6.01 246.94 116.16
4 2.69 169.55 99.19
5 4.21 211.52 114.55
6 6.04 255.18 148.02
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Figure 1: Worst-case probabilistic distance criteria JP (λ) applied to candidate IMM filters with turn rate parameters
ωm. The worst-case probabilistic distance design has turn rate parameter ωm = 2◦/s (designs with ωm > 2◦/s had
slightly higher costs).
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(a) MRMSE
(b) ARMSE
Figure 2: Performance comparison of candidate IMM designs: (a) MRMSE (b) ARMSE. As predicted by the worst-
case probabilistic distance criteria, the best filter has turn rate parameter ωm = 2◦/s (filters with ωm > 2◦/s had
slightly higher MRMSE and ARMSE).
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Figure 3: Comparison of our worst-case probabilistic distance based design approach and the minimum-distance
method for each nominal turn rate ω.
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