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This paper deals with a mathematical model of cancer invasion of tissue. The model
consists of a system of reaction–diffusion-taxis partial differential equations describing
interactions between cancer cells, matrix degrading enzymes, and the host tissue. In two
space dimensions, we prove global existence and uniqueness of classical solutions to this
model for any μ > 0 (where μ is the logistic growth rate of cancer cells). The crucial
point of proof is to raise the regularity estimate of a solution from L1(Ω) to L3(Ω × (0, T ))
(where Ω ⊂R2 is some bounded domain and T > 0 is some constant). This paper develops
new estimate techniques and improves greatly our previous results [Y. Tao, M. Wang, Global
solution for a chemotactic–haptotactic model of cancer invasion, Nonlinearity 21 (2008)
2221–2238] in 2 dimensions.
© 2008 Elsevier Inc. All rights reserved.
1. Introduction
Recently, there is an increasing biological interest in mathematical modelling of cancer invasion (see [2,3,9,18,21,22]),
and the qualitative analysis of cancer invasion models is mathematically and biologically interesting and challenging (see
[7,16,21,23,27]).
Cancer invasion is associated with the degradation of the extracellular matrix (ECM), which is degraded by matrix de-
grading enzymes (MDEs) secreted by tumor cells. The degradation creates spatial gradients which direct the migration of
invasive cells either by a mechanism termed chemotaxis (cellular locomotion directed in response to a concentration gradient
of the diffusible MDE) or by a mechanism termed haptotaxis (cellular locomotion directed in response to a concentration gra-
dient of the non-diffusible adhesive molecules within extracellular matrix). Chaplain and Lolas [2,3] proposed a PDE model
describing interactions between tumor cells, matrix degrading enzymes and the host tissue (ECM). The model considers the
competition between the following three biological mechanisms: chemotaxis, haptotaxis and logistic cell growth.
The classical chemotaxis model may be ﬁrst proposed in 1970 by Keller and Segel (see [13]) and it has been greatly
extended and studied in the last two decades (see [4,5,8,12,17,19,24–26] and the references cited therein). The interesting
feature of Keller–Segel types of models is the possibility of blow-up of solutions in ﬁnite time, which strongly depends
on the space dimension (see [10,11,20], for instance). Some recent studies show that the large nonlinear diffusion function
(see [14]), the nonlinear chemotactic sensitivity function (see [12]) and the logistic growth term (see [26]) may prevent the
blow-up of solutions. The classical chemotaxis model has also been extended by Chaplain and Lolas [2,3] to a chemotaxis–
haptotaxis model describing tumor invasion of tissue.
In qualitative analysis of the model, the Lp-estimate techniques for the haptotactic term and the chemotactic term are
quite different (see [23,27]), since ECM density satisﬁes an ODE whereas MDE concentration satisﬁes a PDE. Therefore, the
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existence and uniqueness of classical solutions to this model has been proved for any μ 0 (where μ is the logistic growth
rate of tumor cells) (see [23]). In two and three space dimensions, global existence and uniqueness of classical solutions to
this model has been proved for large μ (compared with the chemotactic coeﬃcient χ ) (see [23]). Using new Lp-estimate
techniques, in this paper we prove that the chemotaxis–haptotaxis model has a unique global classical solution for any
μ > 0 in 2 dimensions. However, we should note that the global existence is still open for small μ > 0 in 3 dimensions.
This paper is organized into four sections. Section 2 describes the model. Section 3 establishes some a priori estimates
and proves global existence in 2 dimensions. Section 4 gives a summary.
2. Mathematical model
The mathematical model of cancer invasion is involved in the following three key physical variables: the cancer cell
density c(x, t), the extracellular matrix density v(x, t) and the matrix degrading enzyme concentration u(x, t). The equations
describing the dynamics of each variable read as follows [2,3,23]:
∂c
∂t
= ∇ · (Dc∇c)︸ ︷︷ ︸
random motion
−∇ · (χc∇u)︸ ︷︷ ︸
chemotaxis
−∇ · (ξc∇v)︸ ︷︷ ︸
haptotaxis
+μc(1− c − v)︸ ︷︷ ︸
proliferation
, (2.1)
∂v
∂t
= − δuv︸︷︷︸
proteolysis
, (2.2)
∂u
∂t
= ∇ · (Du∇u)︸ ︷︷ ︸
diffusion
+ αc︸︷︷︸
production
− βu︸︷︷︸
decay
, (2.3)
where Dc , δ, Du , α and β are assumed to be positive constants, and χ , ξ and μ are assumed to be non-negative constants.
In Eq. (2.1), the migration of cancer cells is assumed to be governed by random motion, chemotaxis and haptotaxis; cancer
cell proliferation satisﬁes a logistic law accounting for the competition for space. In Eq. (2.2), since ECM is “static”, we ne-
glect any diffusion and focus solely on its degradation by MDEs upon contact; for simplicity, we assume that no remodelling
of the ECM takes place, as done in [22,23,27]. In Eq. (2.3), the MDE concentration is assumed to be inﬂuenced by diffusion,
production and decay; speciﬁcally, MDE is produced by cancer cells, diffuses throughout ECM, and undergoes decay through
simple degradation.
The equations are considered on some bounded domain Ω ⊂Rd (d = 1,2, or 3) with boundary ∂Ω . To close the system
of equations, we need to impose boundary and initial conditions.
Boundary conditions: Guided by the in vitro experimental protocol in which invasion takes place within an isolated system,
we assumed that there is no-ﬂux of cancer cells or MDEs across the boundary of the domain,
−Dc ∂c
∂ν
+ χc ∂u
∂ν
+ ξc ∂v
∂ν
= 0 on ∂Ω × (0, T ), (2.4)
∂u
∂ν
= 0 on ∂Ω × (0, T ), (2.5)
where ν is the outward normal vector to ∂Ω .
Initial conditions: We prescribe the initial data
c(x,0) = c0(x), v(x,0) = v0(x), u(x,0) = u0(x), x ∈ Ω. (2.6)
For any 0 < T ∞ we set
ΩT = Ω × {0 < t < T }, ∂ΩT = ∂Ω × {0 < t < T }.
To simplify the formulae, throughout this paper we suppose
Dc = δ = Du = α = β = 1.
However, we will keep the model parameters χ , ξ and μ, since our analysis will focus on dealing with the chemotactic
term, the haptotactic term and the logistic growth term. Introduce the variable transformation:
a = ce−ξ v . (2.7)
In terms of the variables a, v and u, Eqs. (2.1)–(2.6) take the following form [23]:
62 Y. Tao / J. Math. Anal. Appl. 354 (2009) 60–69∂a
∂t
= e−ξ v∇ · (eξ v∇a)− e−ξ v∇ · (χeξ va∇u)+ ξauv + μa(1− eξ va − v) in ΩT , (2.8)
∂v
∂t
= −uv in ΩT , (2.9)
∂u
∂t
= 
u + eξ va − u in ΩT , (2.10)
∂a
∂ν
= ∂u
∂ν
= 0 on ∂ΩT , (2.11)
a(x,0) = a0(x), v(x,0) = v0(x), u(x,0) = u0(x), x ∈ Ω. (2.12)
Throughout this paper we assume that⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
a0(x) 0, u0(x) 0, 0 v0(x) 1,
∂Ω ∈ C2+σ , where σ = 1/5,
a0(x),u0(x) ∈ C2+σ (Ω), v0(x) ∈ C3(Ω),
∂a0(x)
∂ν
= ∂u0(x)
∂ν
= ∂v0(x)
∂ν
= 0 on ∂Ω .
(2.13)
We ﬁrst have the following local existence result [23]:
Theorem 2.1. Under assumption (2.13), there exists a unique solution (a, v,u) ∈ C2+σ ,1+σ/2x,t (ΩT ) of the system (2.8)–(2.12) for some
small T > 0 which depends on ‖(a0(x), v0(x),u0(x))‖C2+σx (Ω) .
3. Global existence in 2 dimensions
For convenience of notations, throughout this paper we denote various constants which depend on T by A, whereas we
denote generic constants which are independent of T by A0.
We shall need the following Gagliardo–Nirenberg’s interpolation inequality [6,12]:
‖u‖Lp(Ω)  A0‖u‖θW 1,q(Ω)‖u‖1−θLr(Ω) for u ∈ W 1,q(Ω),
where p,q 1, p(d − q) < dq, r ∈ (0, p) and
θ =
d
r − dp
1− dq + dr
∈ (0,1).
We shall also need the following interpolation inequality proved by Biler et al. [1]:
‖u‖3L3(Ω)  ε‖u‖2H1(Ω)
∥∥(u + 1) log(u + 1)∥∥L1(Ω) + p(ε−1)‖u‖L1(Ω)
for u  0 and u ∈ H1(Ω), where ε > 0 is any number, and p(·) is some increasing function.
To continue the local solution established in Theorem 2.1 to all t > 0, we need to establish some a priori estimates.
Lemma 3.1. (See [23].) There hold
a 0, u  0, 0 v  1. (3.1)
Lemma 3.2. (See [23].) There hold
‖a‖L1(Ω) max
(‖c0‖L1(Ω), |Ω|), (3.2)
‖u‖L1(Ω)  ‖u0‖L1(Ω) +max
(‖c0‖L1(Ω), |Ω|), (3.3)
where |Ω| denotes the Lebesgue measure of the domain Ω .
Up to now we have had the L1(Ω)-estimate of solutions. In the following we shall raise the regularity estimate
to L3(ΩT ).
Lemma 3.3. Assume that d = 2. Moreover,
μ > 0. (3.4)
Then there holds
‖c‖L3(ΩT )  A.
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Step 1: Estimate ‖c‖2
L2(ΩT )
. Integrate Eq. (2.1) in Ω × [0, t] (t  T ) and use the no-ﬂux boundary condition (2.4). One
obtains
∫
Ω
c dx−
∫
Ω
c0 dx = μ
t∫
0
∫
Ω
c dxds − μ
t∫
0
∫
Ω
c2 dxds − μ
t∫
0
∫
Ω
cv dxds.
Further, using assumption (3.4) and estimates (3.1) and (3.2), one obtains
t∫
0
∥∥c(s)∥∥2L2 ds A. (3.5)
Step 2: Estimate ‖
u‖2
L2(ΩT )
. Multiply Eq. (2.3) by 
u, integrate the product in Ω and use the no-ﬂux boundary condi-
tion (2.5). Then
1
2
d
dt
∫
Ω
|∇u|2 dx+
∫
Ω
|
u|2 dx+
∫
Ω
|∇u|2 dx = −
∫
Ω
c
u dx.
Cauchy’s inequality allows to write
1
2
d
dt
∫
Ω
|∇u|2 dx+ 1
2
∫
Ω
|
u|2 dx+
∫
Ω
|∇u|2 dx 1
2
∫
Ω
|c|2 dx, (3.6)
which gives
1
2
d
dt
∫
Ω
|∇u|2 dx+
∫
Ω
|∇u|2 dx 1
2
∥∥c(t)∥∥2L2 .
This, together with Gronwall’s lemma and estimate (3.5), yields∫
Ω
∣∣∇u(t)∣∣2 dx A. (3.7)
Similarly, multiplying Eq. (2.3) by u, and integrating the product in Ω , one obtains∫
Ω
∣∣u(t)∣∣2 dx A. (3.8)
Integrating both sides of inequality (3.6) in [0, t] (t  T ), and using estimates (3.5) and (3.7), one obtains
t∫
0
∥∥
u(s)∥∥2L2 ds A. (3.9)
Step 3: Estimate ‖
v‖2
L2(ΩT )
. Note that Eq. (2.2) can be rewritten as
v(x, t) = v0(x)e−
∫ t
0 u(x,s)ds (3.10)
and therefore
∇v = e−
∫ t
0 u(x,s)ds∇v0 − v0(x)e−
∫ t
0 u(x,s)ds
t∫
0
∇u ds, (3.11)

v = e−
∫ t
0 u(x,s)ds
v0 − 2e−
∫ t
0 u(x,s)ds
t∫
0
∇u · ∇v0 ds + v0(x)e−
∫ t
0 u(x,s)ds
( t∫
0
∇u ds
)2
− v0(x)e−
∫ t
0 u(x,s)ds
t∫
0

u ds. (3.12)
Using estimates (3.1) and (3.7), one obtains from (3.11) that
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∣∣∇v(t)∣∣2 dx A. (3.13)
Applying the aforementioned Gagliardo–Nirenberg’s inequality with p = 4, q = r = d = 2 and θ = 1/2, and using esti-
mate (3.7), one obtains
‖∇u‖L4(Ω)  A0‖u‖1/2H2(Ω)‖∇u‖
1/2
L2(Ω)
 A‖u‖1/2
H2(Ω)
.
This, together with estimates (3.7)–(3.9), yields
t∫
0
∥∥∇u(s)∥∥4L4 ds A
t∫
0
∥∥u(s)∥∥2H2 ds A. (3.14)
Finally, using estimates (3.1), (3.7), (3.9) and (3.14), one derives from (3.12) that
t∫
0
∥∥
v(s)∥∥2L2 ds A. (3.15)
Step 4: Estimate ‖(c + 1) log(c + 1)‖L1(Ω) . Multiply Eq. (2.1) by log(c + 1), integrate the product in Ω and use the no-ﬂux
boundary condition (2.4). One obtains
d
dt
∫
Ω
[
(c + 1) log(c + 1) − c]dx+ ∫
Ω
1
c + 1 |∇c|
2 dx = χ
∫
Ω
c
c + 1∇c · ∇u dx+ ξ
∫
Ω
c
c + 1∇c · ∇v dx
+ μ
∫
Ω
c(1− c − v) log(c + 1)dx. (3.16)
Here, one observes that∫
Ω
c
c + 1∇c · ∇u dx =
∫
Ω
[
log(c + 1) − c]
u dx, (3.17)
∫
Ω
c
c + 1∇c · ∇v dx =
∫
Ω
[
log(c + 1) − c]
v dx, (3.18)
in which we have used the boundary condition (2.5) and ∂v
∂ν |∂ΩT = 0 (which is derived from Eq. (3.11), the boundary
condition (2.5) and ∂v0
∂ν |∂Ω = 0 in assumption (2.13)). On the other hand, one observes that∫
Ω
[
log(c + 1) − c]
u dx A0(∥∥
u(t)∥∥2L2 + ∥∥c(t)∥∥2L2), (3.19)
∫
Ω
[
log(c + 1) − c]
v dx A0(∥∥
v(t)∥∥2L2 + ∥∥c(t)∥∥2L2), (3.20)
∫
Ω
c(1− c − v) log(c + 1)dx
∫
Ω
c log(c + 1)dx
∫
Ω
[
(c + 1) log(c + 1) − c]dx+ ‖c‖L1(Ω)

∫
Ω
[
(c + 1) log(c + 1) − c]dx+ A0, (3.21)
in which we have used the basic inequality: log(1 + c)  c for any c  0 in derivation of estimates (3.19) and (3.20), and
we have used estimates (3.1) and (3.2) in derivation of estimate (3.21). Taking into account all above estimates, one obtains
from (3.16) that
d
dt
∫
Ω
[
(c + 1) log(c + 1) − c]dx+ ∫
Ω
1
c + 1 |∇c|
2 dx
∫
Ω
[
(c + 1) log(c + 1) − c]dx
+ A0
(∥∥
u(t)∥∥2L2 + ∥∥
v(t)∥∥2L2 + ∥∥c(t)∥∥2L2)+ A0. (3.22)
This, together with Gronwall’s lemma and estimates (3.5), (3.9) and (3.15), yields∫
Ω
[
(c + 1) log(c + 1) − c]dx A. (3.23)
Here we should note that (c + 1) log(c + 1) − c  0 for any c  0.
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tion (2.4). One obtains
1
2
d
dt
∫
Ω
c2 dx+ Dc
∫
Ω
|∇c|2 dx = χ
∫
Ω
c∇c · ∇u dx+ ξ
∫
Ω
c∇c · ∇v dx+ μ
∫
Ω
c2(1− c − v)dx. (3.24)
Note that∫
Ω
c∇c · ∇u dx = −1
2
∫
Ω
c2
u dx (3.25)
by the boundary condition (2.5). This boundary condition, together with Eq. (3.11) and the assumption ∂v0(x)
∂ν |∂Ω = 0
in (2.13), yields the following boundary condition of v:
∂v
∂ν
∣∣∣∣
∂ΩT
= 0,
and therefore∫
Ω
c∇c · ∇v dx = −1
2
∫
Ω
c2
v dx. (3.26)
We shall need the following interpolation inequality [6]
‖
u‖L3(Ω)  A0‖u‖2/3H3(Ω)‖u‖
1/3
H1(Ω)
for u ∈ H3(Ω), (3.27)
where Hq(Ω) := Wq,2(Ω). Now we estimate | ∫
Ω
c2
u dx|:∣∣∣∣
∫
Ω
c2
u dx
∣∣∣∣ A0‖c‖2L3(Ω)‖
u‖L3(Ω) (by Hölder’s inequality)
 A0‖c‖2L3(Ω)‖u‖2/3H3(Ω)‖u‖
1/3
H1(Ω)
(
by interpolation inequality (3.27)
)
 A‖c‖2L3(Ω)‖u‖2/3H3(Ω)
(
by estimates (3.7) and (3.8)
)
 A
[
ε‖c‖2H1(Ω)
∥∥(c + 1) log(c + 1)∥∥L1(Ω) + p(ε−1)‖c‖L1(Ω)]2/3‖u‖2/3H3(Ω)
(by the Biler et al. interpolation inequality)
 A
[
ε‖c‖2H1(Ω) + p
(
ε−1
)]2/3‖u‖2/3
H3(Ω)
(
by estimates (3.23) and ‖c‖L1(Ω)  A0
)
 ε‖u‖2H3(Ω) + Aε−1/2
[
ε‖c‖2H1(Ω) + p
(
ε−1
)]
(by the Young’s inequality)
= ε‖u‖2H3(Ω) + Aε1/2‖c‖2H1(Ω) + Aε−1/2p
(
ε−1
)
. (3.28)
Similarly, one has∣∣∣∣
∫
Ω
c2
v dx
∣∣∣∣ ε‖v‖2H3(Ω) + Aε1/2‖c‖2H1(Ω) + Aε−1/2p(ε−1). (3.29)
On the other hand, by Young’s inequality,∫
Ω
c2 dx ε
∫
Ω
c3 dx+ A0(ε)|Ω|. (3.30)
Taking into account all above estimates (3.24)–(3.30) and using assumption μ > 0, one has
1
2
d
dt
∫
Ω
c2 dx+ Dc
∫
Ω
|∇c|2 dx ε(‖u‖2H3(Ω) + ‖v‖2H3(Ω))+ Aε−1/2p(ε−1)+ A0
 ε
(‖∇
u‖2L2(Ω) + ‖∇
v‖2L2(Ω))+ Aε−1/2p(ε−1)+ A (3.31)
for suﬃciently small ε > 0. Here we used the facts that
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(‖∇
u‖L2(Ω) + ‖u‖H1(Ω))
(
for u ∈ H3(Ω) with ∂u
∂ν
∣∣∣∣
∂Ω
= 0
)
 A0‖∇
u‖L2(Ω) + A
(
by estimates (3.7) and (3.8)
)
and that
‖v‖H3(Ω)  A0‖∇
v‖L2(Ω) + A
(
for v ∈ H3(Ω) with ∂v
∂ν
∣∣∣∣
∂Ω
= 0
)
.
Next, multiply Eq. (2.3) by 
2u and integrate the products. Using integral by parts, one obtains
1
2
d
dt
∫
Ω
|
u|2 dx+
∫
Ω
|∇
u|2 dx+
∫
Ω
|
u|2 dx = −
∫
Ω
∇c · ∇
u dx
 1
2
∫
Ω
|∇
u|2 dx+ 1
2
∫
Ω
|∇c|2 dx. (3.32)
Here we used the following compatible condition
∂
u
∂ν
∣∣∣∣
∂Ω
= 0. (3.33)
We note that by Eq. (2.3),
∂∇u
∂t
= ∇(
u) + ∇c − ∇u,
and the compatible condition on the boundary ∂Ω should be
∂
u
∂ν
≡ ∇(
u) · ν = ∂
∂t
(
∂u
∂ν
)
− ∂c
∂ν
+ ∂u
∂ν
. (3.34)
As aforementioned,
∂u
∂ν
∣∣∣∣
∂Ω
= ∂v
∂ν
∣∣∣∣
∂Ω
= 0. (3.35)
This, together with the boundary condition (2.4), yields
∂c
∂ν
∣∣∣∣
∂Ω
= 0. (3.36)
Hence, we conclude from Eqs. (3.34)–(3.36) that the condition (3.33) holds.
We are now in a position to consider ‖∇
v‖L2(Ω) . We derive from (3.12) that
∇
v = e−
∫ t
0 u(x,s)ds
[
∇
v0 −
t∫
0
∇u ds
v0 + 2
t∫
0
∇u ds
t∫
0
∇u · ∇v0 ds − 2
t∫
0
∇(∇u · ∇v0)ds
+ ∇v0
( t∫
0
∇u ds
)2
+ 3v0(x)
t∫
0
∇u ds
t∫
0

u ds − v0(x)
t∫
0
∇u ds
( t∫
0
∇u ds
)2
− ∇v0
t∫
0

u ds − v0(x)
t∫
0
∇
u ds
]
. (3.37)
This, together with assumption v0(x) ∈ C3(Ω) (see (2.13)), estimate u  0 (see (3.1)), and estimates (3.7), (3.9) and (3.14),
yields
‖∇
v‖2L2(Ω)  A + A
t∫
0
∫
Ω
|∇
u|2 dxds. (3.38)
We now add inequality (3.32) to inequality (3.31) multiplied by 2/Dc , use estimate (3.38) and take ε > 0 suﬃciently
small. One obtains
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dt
∫
Ω
(
1
Dc
c2 + 1
2
|
u|2
)
dx+ 1
4
∫
Ω
(|∇c|2 + |∇
u|2)dx Aε t∫
0
∫
Ω
|∇
u|2 dxds + Aε−1/2p(ε−1)+ A. (3.39)
Integrating with respect to variable t in both sides of above inequality, one obtains
∫
Ω
(
1
Dc
c2 + 1
2
|
u|2
)
dx+ 1
4
T∫
0
∫
Ω
|∇c|2 dxdt +
(
1
4
− ATε
) T∫
0
∫
Ω
|∇
u|2 dxdt  Aε−1/2p(ε−1)+ A. (3.40)
Taking ε > 0 suﬃciently small such that ( 14 − ATε) 0, one derives from inequality (3.40) that
T∫
0
∫
Ω
|∇c|2 dxdt  A. (3.41)
Step 6: Estimate ‖c‖L3(ΩT ) . Applying the aforementioned Gagliardo–Nirenberg’s inequality with p = 3, q = d = 2, r = 1 and
θ = 2/3, and using estimate (3.2), one obtains∥∥c(t)∥∥L3(Ω)  A0∥∥c(t)∥∥2/3W 1,2(Ω)∥∥c(t)∥∥1/3L1(Ω)
 A0
∥∥c(t)∥∥2/3W 1,2(Ω).
Thus, using estimate (3.5) and (3.41), one obtains
t∫
0
∥∥c(s)∥∥3L3(Ω) ds A0
t∫
0
∥∥c(t)∥∥2W 1,2(Ω) ds A.
This completes the proof of Lemma 3.3. 
Lemma 3.4. Assume that d = 2 and μ > 0. Then there holds∥∥(a, v,u)∥∥
C2+σ ,1+σ/2x,t (ΩT )
 A (3.42)
where σ = 1/5.
Proof. Eq. (2.10) can be rewritten as
∂u
∂t
− 
u + u = c,
where by Lemma 3.3 we have
‖c‖L3(ΩT )  A. (3.43)
Using estimate (3.43) and proceeding as in the proof of Lemma 4.4 in [23], we can further raise the regularity estimate of c
from L3(ΩT ) to L4(ΩT ), and then to L5(ΩT ): ‖u‖W 2,15 (ΩT )  A. Therefore, by the parabolic L
p estimates [15] we have
‖u‖W 2,15 (ΩT )  A. (3.44)
By (2.9) and (2.12) we get
v(x, t) = v0(x)e−
∫ t
0 u(x,τ )dτ . (3.45)
Using assumption (2.13), estimates (3.1) and (3.44), we obtain from (3.45) that
‖v‖W 2,15 (ΩT )  A. (3.46)
By the Sobolev imbedding theorem (see [15, Lemma 3.3, p. 80]), we derive from estimates (3.44) and (3.46) that
‖∇u‖
Cσ ,σ/2x,t (ΩT )
, ‖∇v‖
Cσ ,σ/2x,t (ΩT )
 A, (3.47)
where σ = 1− d+25 = 1/5, and therefore
‖∇u‖L∞(ΩT ), ‖∇v‖L∞(ΩT )  A. (3.48)
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∂a
∂t
− 
a − (ξ∇v − χ∇u) · ∇a + [χξ∇u · ∇v + χ
u − ξuv − μ(1− c − v)]a = 0, (3.49)
where
‖ξ∇v − χ∇u‖L∞(ΩT )  A, (3.50)∥∥χξ∇u · ∇v + χ
u − ξuv − μ(1− c − v)∥∥L5(ΩT )  A (3.51)
by estimates (3.1), (3.43), (3.44) and (3.48). By Eq. (3.49), estimates (3.50), (3.51) and the parabolic Lp estimates we then
have
‖a‖W 2,15 (ΩT )  A. (3.52)
By estimate (3.52) and the Sobolev imbedding theorem,
‖a‖
Cσ ,σ/2x,t (ΩT )
 A. (3.53)
Also, the Sobolev imbedding theorem, together with estimates (3.44) and (3.46), yields
‖u‖
Cσ ,σ/2x,t (ΩT )
 A, ‖v‖
Cσ ,σ/2x,t (ΩT )
 A. (3.54)
Now, from Eqs. (2.10)–(2.12), estimates (3.53) and (3.54) and the parabolic Schauder estimates we have
‖u‖
C2+σ ,1+σ/2x,t (ΩT )
 A, (3.55)
and therefore, by Eq. (3.45),
‖v‖
C2+σ ,1+σ/2x,t (ΩT )
 A. (3.56)
Finally, we conclude from Eq. (3.49), estimates (3.53), (3.55) and (3.56), Eqs. (2.11), (2.12) and the parabolic Schauder
estimates that
‖a‖
C2+σ ,1+σ/2x,t (ΩT )
 A. (3.57)
This completes the proof of Lemma 3.4. 
A priori estimate (3.42) allows us to continue the local solution in Theorem 2.1 step-by-step to all t > 0, as done in [7,23].
Thus, we have the following theorem:
Theorem 3.5. Assume that d = 2 and μ > 0. Then there exists a unique global solution (a, v,u) ∈ C2+σ ,1+σ/2x,t (Ω∞) of the system
(2.8)–(2.13).
4. Summary
In this paper we have studied global existence and uniqueness of classical solutions to a combined chemotaxis–haptotaxis
model describing cancer invasion of tissue. On this taxis model, we have the following analytical results:
(i) In 1 dimension, there exists a unique global classical solution for μ 0 (see [23]);
(ii) In 2 dimensions, there exists a unique global classical solution for μ > 0, which has just been proven by this paper;
(iii) In 3 dimensions, there exists a unique global classical solution for large μ (compared with the chemotactic coeﬃ-
cient χ ) (see [23]).
Note that the solution might blow up for μ = 0 in 2 dimensions (see [23]). Therefore, the analytical result of this
paper shows that the logistic growth term prevents the blow-up of solutions in 2 dimensions. The Lp-estimate techniques
developed in this paper are quite different from those in [23], and this paper improved greatly our previous results in [23]
in 2 dimensions. Since our analysis strongly depends on space dimensions, the following problem is very interesting and
challenging:
Open problem. Study the global existence or blow-up of solutions to the model (2.1)–(2.6) for small μ > 0 in 3 dimensions.
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