An efficient algorithm for solving Hilbert type singular integral equations of the second kind  by Chen, Zhong & Zhou, YongFang
Computers and Mathematics with Applications 58 (2009) 632–640
Contents lists available at ScienceDirect
Computers and Mathematics with Applications
journal homepage: www.elsevier.com/locate/camwa
An efficient algorithm for solving Hilbert type singular integral
equations of the second kindI
Zhong Chen a,∗, YongFang Zhou b,c
a Department of Math., Harbin Inst. of Tech., at Wei Hai, Shan Dong, 264209, PR China
b Department of Math., Harbin Inst. of Tech., Harbin, Hei Long Jiang, 150001, PR China
c Department of Math. and Mech., Heilongjiang Inst. of Sci. and Tech., Harbin, Hei Long Jiang, 150027, PR China
a r t i c l e i n f o
Article history:
Received 31 October 2007
Received in revised form 1 September 2008
Accepted 12 January 2009
Keywords:
Hilbert type singular integral equations
Reproducing kernel space
Exact solution
a b s t r a c t
A simple and efficient method for solving Hilbert type singular integral equations of the
second kind is given. In order to slide over the singularity of the equation, a transform
is made. By improving the traditional reproducing kernel method, which requests that
the image space of operator is W 12 and that the operator is bounded, the exact solution
and the approximate solution of Hilbert type singular integral equations of the second
kind are presented. The advantage of the approach lies in the fact that, on one hand, the
approximate solution gn(x) is continuous. On the other hand, gn(x) and g ′n(x) converge
uniformly and rapidly to the exact solution g(x) and its derivatives g ′(x) respectively.
Numerical experiments show the efficiency of our method.
© 2009 Elsevier Ltd. All rights reserved.
1. Introduction
We consider Hilbert type singular integral equations of the form
a(x)ϕ(x)+ b(x)
2pi
∫ 2pi
0
ϕ(t) cot
t − x
2
dt + λ
∫ 2pi
0
K(x, t)ϕ(t)dt = f (x), 0 ≤ x < 2pi (1)
subject to∫ 2pi
0
ϕ(t)dt = L (2)
where L is a real constant, a, b, f belong to H2pi , H2pi is the Hölder continuous function class with period 2pi , K ∈ H2pi ×H2pi ,
and the exact solution of Eq. (1) with (2) also belongs to H2pi . The first integral is evaluated in the sense of a Cauchy principal
value.
In Ref. [1], under some assumptions, the author proves that Eq. (1) with (2) has a unique solution.
If a is zero, the unknown function ϕ(x) appears only under the integral sign, then Eq. (1) is an integral equation of the
first kind. Otherwise, Eq. (1) is an integral equation of the second kind.
Singular integral equations arise frequently in physics and engineering problems, especially in mechanics. And one
example for Eq. (1) is that, in theory of narrow circular strip antennas, the problem of calculating the surface-current density
in a narrow circular strip antenna can be reduced to a singular integral equation with a Hilbert kernel [2].
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There are few papers devoted to the numerical solution of Eq. (1). In 1978, under the assumption that a(x) and b(x)
are both constants, Krenk [3] gave an algorithm for solving Eq. (1). In 1983, under the same assumption, Ioakimidis [4]
discussed how to solve Eq. (1) in a slightly different way. But even under these assumptions, the numerical solution of
Eq. (1) was still very incomplete. In 1989, in general cases, Du [1] obtained a numerical solution algorithm for Eq. (1). But the
method provided by Du is very complicated. In 1996, Zhao solved Eq. (1) by using the Galerkin method in [5]. In addition, a
few papers [6,7] discussed how to solve the following equation, which is obviously a special case of Eq. (1).
1
2pi
∫ 2pi
0
ϕ(t) cot
t − x
2
dt = f (x).
The difficulty of Eq. (1) lies in its singular term. In fact, we can slide over the singular integral term of Eq. (1) completely.
Note that in the sense of a Cauchy principal value, it holds∫ 2pi
0
cot
t − x
2
dt = 0, 0 ≤ x ≤ 2pi. (3)
Thus, ∫ 2pi
0
ϕ(t) cot
t − x
2
dt =
∫ 2pi
0
ϕ(t)− ϕ(x)
tan t−x2
dt + ϕ(x)
∫ 2pi
0
cot
t − x
2
dt
=
∫ 2pi
0
ϕ(t)− ϕ(x)
tan t−x2
dt. (4)
Therefore, Eq. (1) can be converted into
a(x)ϕ(x)+ b(x)
2pi
∫ 2pi
0
ϕ(t)− ϕ(x)
tan t−x2
dt + λ
∫ 2pi
0
K(x, t)ϕ(t)dt = f (x), 0 ≤ x < 2pi. (5)
In Eq. (5), ϕ(t)−ϕ(x)
tan t−x2
is regarded as 2ϕ′(x) as t = x. So ϕ(t)−ϕ(x)
tan t−x2
∈ C([0, 2pi ] × [0, 2pi ]). This means that the singularity of
Eq. (1) has been removed. By the way, we call (4) the process of subtraction of a singularity. When computing integrals, the
Gauss–Legendre quadrature rule on interval [0, 2pi ] is an appropriate choice.
In Ref. [8], the authors give the exact solution of linear operator equation Au = f , where A : W 12 [a, b] → W 12 [a, b] is a
bounded linear operator, andW 12 [a, b] is a reproducing kernel space. We call the method used by the authors a traditional
reproducing kernel method.
In this paper, by improving the traditional reproducing kernel method of solving linear operator equationAu = f , which
requests that the image space of operator A is W 12 [a, b] and that the operator A is bounded, we give the exact solution,
denoted by series, of Eq. (5) with (2) in reproducing kernel space. After truncating the series, the approximate solution
is obtained. Our method is very simple. The approximate solution and its first derivative converge uniformly to the exact
solution of Eq. (5) with (2) and its first derivative on interval [0, 2pi ]. Numerical experiments show that our method is of
universality and high precision.
2. Preliminaries
The real reproducing kernel spaceW [0, 2pi ] is defined by
W [0, 2pi ] = {u(x)|u′(x)is an absolute continuous real-valued function
on [0, 2pi ], u(0) = u(2pi) and u′′[x] ∈ L2[0, 2pi ]} (6)
and the inner product and the norm ofW [0, 2pi ] are of the forms as follows
(u, v)W [0,2pi ] = u(0)v(0)+
∫ 2pi
0
u′′(x)v′′(x)dx, ∀u, v ∈ W [0, 2pi ]; (7)
‖u‖W [0,2pi ] = √(u, u)W [0,2pi ], ∀u ∈ W [0, 2pi ]. (8)
It is easy to verify thatW [0, 2pi ] is an inner-product space. Similar to Ref. [9], we can prove thatW [0, 2pi ] is a reproducing
kernel space. Next, we will give the expression of its reproducing kernel.
Theorem 2.1. The reproducing kernel of space W [0, 2pi ] is
R(x, y) =
{
R1(x, y) y ≤ x
R2(y, x) y > x
, 0 ≤ x, y ≤ 2pi, (9)
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where
R1(x, y) = 8pi
2xy+ xy(x2 + y2)− 2pi(−6+ 3x2y+ y3)
12pi
,
R2(x, y) = 8pi
2xy+ xy(x2 + y2)− 2pi(−6+ x3 + 3xy2)
12pi
.
See the Appendix for the proof of the above Theorem 2.1.
3. Several lemmas
In this section, several lemmas are given.
Put
U[0, 2pi ] = {u(x)|u(x) is absolute continuous on interval [0, 2pi ]}.
Define operators A and B as follows:
(Aϕ)(x) = a(x)ϕ(x)+ b(x)
2pi
∫ 2pi
0
ϕ(t)− ϕ(x)
tan t−x2
dt + λ
∫ 2pi
0
K(x, t)ϕ(t)dt, 0 ≤ x < 2pi, (10)
(Bϕ)(x) =
∫ 2pi
0
ϕ(t)dt, 0 ≤ x < 2pi. (11)
We can easily obtain the following two lemmas.
Lemma 3.1. Let u(x) ∈ C1[0, 2pi ], then u(x) ∈ U[0, 2pi ].
Lemma 3.2. Let k(x, t) ∈ C([0, 2pi ] × [0, 2pi ]), then ∫ 2pi0 k(x, t)dt ∈ C[0, 2pi ].
Lemma 3.3. Operators A,Bmap W [0, 2pi ] into C[0, 2pi ].
Proof. Obviously, B maps W [0, 2pi ] into C[0, 2pi ]. We prove that operator A maps W [0, 2pi ] into C[0, 2pi ]. Taking any
g(x) ∈ W [0, 2pi ], from g(t)−g(x)
tan t−x2
, K(x, t), g(t) ∈ C([0, 2pi ] × [0, 2pi ]) and Lemma 3.2, it follows that the integrals in A both
belong to C[0, 2pi ]. Hence, AmapsW [0, 2pi ] into C[0, 2pi ]. 
Let {xi}∞i=1 be a dense subset of interval [0, 2pi ]. Put
ψ1i(x) = [AyR(x, y)](xi), ψ21(x) = [ByR(x, y)](x1).
Theorem 3.1. (a) ψ1i(x) ∈ W [0, 2pi ].(b) ψ21(x) ∈ W [0, 2pi ].
Proof. (a) From
ψ1i(x) = [AyR(x, y)](xi) = a(xi)R(x, xi)+ b(xi)2pi
∫ 2pi
0
R(x, t)− R(x, xi)
tan t−xi2
dt + λ
∫ 2pi
0
K(xi, t)R(x, t)dt,
we have
ψ ′1i(x) = a(xi)
∂
∂x
R(x, xi)+ b(xi)2pi
∫ 2pi
0
∂
∂xR(x, t)− ∂∂xR(x, xi)
tan t−xi2
dt + λ
∫ 2pi
0
K(xi, t)
∂
∂x
R(x, t)dt
= I + II + III,
ψ ′′1i(x) = a(xi)
∂2
∂x2
R(x, xi)+ b(xi)2pi
∫ 2pi
0
∂2
∂x2
R(x, t)− ∂2
∂x2
R(x, xi)
tan t−xi2
dt + λ
∫ 2pi
0
K(xi, t)
∂2
∂x2
R(x, t)dt
= IV + V + VI.
Obviously, I, IV ∈ C[0, 2pi ]. By Lemma 3.2 and
∂
∂xR(x, t)− ∂∂xR(x, xi)
tan t−xi2
, K(xi, t)
∂
∂x
R(x, t), K(xi, t)
∂2
∂x2
R(x, t) ∈ C([0, 2pi ] × [0, 2pi ]),
∂2
∂x2
R(x, t)− ∂2
∂x2
R(x, xi)
tan t−xi2
∈ C([0, xi] × [0, 2pi ]),
∂2
∂x2
R(x, t)− ∂2
∂x2
R(x, xi)
tan t−xi2
∈ C([xi, 2pi ] × [0, 2pi ]),
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we obtain II, III, VI ∈ C[0, 2pi ], V ∈ C[0, xi] and C[xi, 2pi ]. Therefore, ψ ′1i(x) ∈ C[0, 2pi ], ψ ′′1i(x) ∈ C[0, xi] and C[xi, 2pi ]. So
ψ ′1i(x) ∈ U[0, 2pi ] and ψ ′′1i(x) ∈ L2[0, 2pi ]. Thus, in terms of the definition ofW [0, 2pi ], ψ1i(x) ∈ W [0, 2pi ].
(b) By Lemma 3.2,
ψ21(x) = [ByR(x, y)](xi) =
∫ 2pi
0
R(x, t)dt,
ψ ′′21(x) = [ByR(x, y)](xi) =
∫ 2pi
0
∂2
∂x2
R(x, t)dt
and ∂
2
∂x2
R(x, t) ∈ C([0, 2pi ] × [0, 2pi ]), one gets ψ ′′21(x) ∈ C[0, 2pi ]. So it follows that ψ ′21(x) ∈ U[0, 2pi ] from Lemma 3.1.
Using the definition ofW [0, 2pi ] again, we obtain ψ21(x) ∈ W [0, 2pi ]. 
4. Main results
Define
r1 = ψ21 = [ByR(x, y)](x1), rk+1 = ψ1k = [AyR(x, y)](xk), k = 1, 2, . . . (12)
Theorem 4.1. {ri}∞i=1 defined by (12) is complete in W [0, 2pi ].
Proof. By Theorem 3.1, ri(x) ∈ W [0, 2pi ]. Let u ∈ W [0, 2pi ] such that (u, ri) = 0, so (u, ψ1i) = 0, (u, ψ21) = 0. From
0 = (u, ψ1i) = (u(x),AyR(x, y)(xi)) = [Ay(u(x), R(x, y))](xi) = (Ayu(y))(xi). (13)
Lemma 3.3 and the density of {xi}∞i=1 in [0, 2pi ], we obtain Au = 0. Similarly, it follows that Bu = 0 from (u, ψ21) = 0. Note
that {
Au = 0
Bu = 0
has a unique solution, we obtain u = 0. 
By the Gram–Schmidt process, we orthonormalize the sequence {ri}∞i=1 and obtain the orthonormal system {r i}∞i=1, that is,
r i =
i∑
k=1
βikrk, βii > 0, i = 1, 2, . . . (14)
then {r i}∞i=1 is an orthonormal basis ofW [0, 2pi ].
Theorem 4.2. Let {xi}∞i=1 be a dense subset of [0, 2pi ], then
(a) The exact solution of Eq. (5) with (2) is ϕ(x) =∑∞i=1 f˜i r¯i, where f˜1 = β11L, f˜i = βi1L+∑ik=2 βikf1(xk−1) as i > 1.
(b) ϕn(x) = ∑ni=1 f˜i r¯i and ϕ′n(x) converge uniformly to the exact solution ϕ(x) of Eq. (5) with (2) and its derivative ϕ′(x) on[0, 2pi ] respectively.
Proof. (a) Let ϕ(x) be the exact solution of Eq. (5) with (2). Since
(ϕ, r1) = (ϕ(x), [ByR(x, y)](x1)) = By(ϕ(x), R(x, y))(x1) = Bϕ(x1) = L
and
(ϕ, rk) = (ϕ(x), [AyR(x, y)](xk−1)) = Ay(ϕ(x), R(x, y))(xk−1) = Aϕ(xk−1) = f (xk−1),
where k > 1. Therefore,
(ϕ, r¯1) = β11(ϕ, r1) = β11L = f˜1
and as i > 1,
(ϕ, r¯i) =
i∑
k=1
βik(ϕ, rk) = βi1L+
i∑
k=2
βikf (xk−1) = f˜i.
Hence, ϕ(x) =∑∞i=1(ϕ, r¯i)r¯i =∑∞i=1 f˜i r¯i.
636 Z. Chen, Y. Zhou / Computers and Mathematics with Applications 58 (2009) 632–640
(b) Since
‖R(x, y)‖2W = (R(x, y), R(x, y)) = R(x, x)∥∥∥∥ ∂∂xR(x, y)
∥∥∥∥2
W
=
(
∂
∂x1
Rx1(y),
∂
∂x2
Rx2(y)
)∣∣∣∣
x1=x2=x
= ∂
2
∂x1∂x2
Rx1(x2)|x1=x2=x
are both polynomials of x, we obtain that, for any 0 ≤ x ≤ 2pi ,
|ϕn(x)− ϕ(x)| = |(ϕn(y)− ϕ(y), R(x, y))| ≤ ‖ϕn − ϕ‖ · ‖R(x, y)‖W ≤ M‖ϕn − ϕ‖,
|ϕ′n(x)− ϕ′(x)| =
∣∣∣∣(ϕn(y)− ϕ(y), ∂∂xR(x, y))
∣∣∣∣ ≤ ‖ϕn − ϕ‖ · ∥∥∥∥ ∂∂xR(x, y)
∥∥∥∥
W
≤ M‖ϕn − ϕ‖.
So, from ‖ϕn − ϕ‖W → 0, as n→∞, the conclusion holds. 
Remark 4.1. From Theorem 4.2, we can obtain the approximate solution of Eq. (5) with (2) by ϕn(x).
5. Numerical examples
Let us describe the algorithm for solving the approximate solution ϕn(x), defined in Theorem 4.2, of Eq. (1) with (2). To
begin with, choose nodes
{xi}n=4m+41i=1 =
{
2pi i
m
}m
i=0
⋃{2pi i
m
+ pi
m
}m−1
i=0
⋃{2pi i
2m
+ pi
2m
}2m−1
i=0
⋃
{0.001 i}20i=1
⋃
{2pi − 0.001i}1i=20. (15)
Then compute
ψ21(x) = [ByR(x, y)](x1) =
∫ 2pi
0
R(x, t)dt,
ψ1i(x) = [AyR(x, y)](xi) = a(xi)R(x, xi)+ b(xi)2pi
∫ 2pi
0
R(x, t)− R(x, xi)
tan t−xi2
dt + λ
∫ 2pi
0
K(xi, t)R(x, t)dt,
(ψ21(x), ψ21(x))W = (ψ21(x),ByR(x, y)(x1))W
= By(ψ21(x), R(x, y))W (x1)
= Byψ21(y)(x1)
=
∫ 2pi
0
ψ21(x)dx,
(ψ1i(x), ψ1j(x))W = (ψ1i(x),AyR(x, y)(xj))W
= Ay(ψ1i(x), R(x, y))W (xj)
= Ayψ1i(y)(xj)
= a(xj)ψ1i(xj)+ b(xj)2pi
∫ 2pi
0
ψ1i(t)− ψ1i(xj)
tan t−xj2
dt + λ
∫ 2pi
0
K(xj, t)ψ1i(t)dt,
and
(ψ1i(x), ψ21(x))W = (ψ1i(x),ByR(x, y)(x1))W
= By(ψ1i(x), R(x, y))W (x1)
= Byψ1i(y)(x1)
=
∫ 2pi
0
ψ1i(x)dx.
Subsequently, using the Gram–Schmidt orthogonalization process, we calculate βik(i = 1, 2, . . . , n; k = 1, 2, . . . , i)
defined in (14). Finally, by Theorem 4.2, the approximate solution ϕn(x) = ∑ni=1 f˜i r¯i of Eq. (1) with (2) is obtained, where
r1 = ψ21, ri = ψ1,i−1, f˜1 = β11L, f˜i = βi1L+∑ik=2 βikf1(xk−1), i = 1, 2, . . ..
For a given accuracy ε > 0, for any x ∈ [0, 2pi ], we will end our program when maxx∈[0,2pi ] |ϕn−20(x)− ϕn(x)| < ε.
Next we will give four examples to show the efficiency of our method.
In order to show the existence and uniqueness of the four examples given below, we first introduce
θ(t) = 1
pi
arg(a(t)− ib(t)), κ = θ(2pi)− θ(0), θ = 1
2
∫ 2pi
0
θ(t)dt (16)
where arg z ∈ [0, 2pi), i2 = −1, a(x) and b(x) are given in Eq. (1).
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Table 1
The numerical results of Example 5.1.
x ϕ(x) ϕ221(x) |ϕ(x)− ϕ221(x)|
0 1.000000000 0.999999916 8.3847822E−08
2pi
9 0.766044443 0.766044385 5.7786535E−08
4pi
9 0.173648178 0.173648173 4.7340482E−09
6pi
9 −0.500000000 −0.499999993 7.0550106E−09
8pi
9 −0.939692621 −0.939692620 5.2903404E−10
10pi
9 −0.939692621 −0.939692630 9.5320805E−09
12pi
9 −0.500000000 −0.499999945 5.4663396E−08
14pi
9 0.173648178 0.173648200 2.2138449E−08
16pi
9 0.766044443 0.766044441 1.6701093E−09
2pi 1.000000000 0.999999916 8.3825403E−08
Table 2
The numerical results of Example 5.2.
x ϕ(x) ϕ161(x) |ϕ(x)− ϕ161(x)|
0 1.000000000 1.000000000 1.2525536E−012
2pi
9 0.766044443 0.766044386 5.7577427E−08
4pi
9 0.173648178 0.173648176 1.9788807E−09
6pi
9 −0.500000000 −0.500000054 5.4089343E−08
8pi
9 −0.939692621 −0.939692566 −5.4330209E−08
10pi
9 −0.939692621 −0.939692523 −9.7670820E−08
12pi
9 −0.500000000 −0.499999981 −1.9449662E−08
14pi
9 0.173648178 0.173648198 −2.0315358E−08
16pi
9 0.766044443 0.766044426 1.7363198E−08
2pi 1.000000000 1.000000000 −2.0937474E−11
In Ref. [1], the following theorem is established.
Theorem 5.1. If κ = 0 and θ 6= pi2 , then Eq. (1) has a unique solution.
Remark 5.1. In the cases κ = 0 and θ 6= pi2 , condition (2) can be omitted.
Example 5.1. Solving the integral equation
ϕ(x)+ 1
2pi
∫ 2pi
0
ϕ(t) cot
t − x
2
dt +
∫ 2pi
0
cos(x+ t)ϕ(t)dt = (1+ pi) cos(x)− sin(x), 0 ≤ x < 2pi, (17)
Solution. It is easy to verify from (16) that κ = 0 and θ 6= pi2 . So, Eq. (17) has a unique solution. Denote by ϕ(x) and ϕn(x)
the exact solution and the approximate solution, respectively, where n denotes the number of nodes {xi}ni=1. We can verify
that ϕ(x) = cos(x) is the exact solution of Eq. (17). Take m = 45 in (15). And in this comp1utation, the twenty-five-point
Gauss–Legendre quadrature rule on interval [0, 2pi ] is used. And the numerical results are shown by Table 1.
Example 5.2. Considering the following integral equation
cos(x)ϕ(x)+ sin(x)
2pi
∫ 2pi
0
ϕ(t) cot
t − x
2
dt −
∫ 2pi
0
sin(x) cos(t)ϕ(t)dt = cos(2x)− pi sin(x), 0 ≤ x < 2pi (18)
Solution. It is easy to verify from (16) that κ = 0 and θ 6= pi2 . So, Eq. (18) has a unique solution. We can verify that
ϕ(x) = cos(x) is the exact solution of Eq. (18). Take m = 30 in (15). And in this computation, the twenty-five-point
Gauss–Legendre quadrature rule on interval [0, 2pi ] is employed. Write ϕn, ϕ for the approximate solution and the exact
solution of Eq. (18), respectively. And the numerical results is given by Table 2.
In order to show the efficiency of our method, we will give another two examples. Here, the exact solution ϕ(x) of
Example 5.3 is concussive and the exact solution ϕ(x) of Example 5.4 is not so smooth, that is, ϕ(x) ∈ C1[0, 2pi ] and
ϕ(x) 6∈ C2[0, 2pi ].
Example 5.3. Solve the following integral equation
cos(x)ϕ(x)+ sin(x)
2pi
∫ 2pi
0
ϕ(t) cot
t − x
2
dt −
∫ 2pi
0
sin(x) cos(t)ϕ(t)dt = f (x), 0 ≤ x < 2pi (19)
where the right-hand term f (x) = cos(11x) or cos(21x).
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Table 3
The numerical results of Example 5.3 with ϕ(x) = cos(10x).
x ϕ(x) ϕ241(x) |ϕ(x)− ϕ241(x)|
0 1.000000000 1.000000000 −4.6316728E−10
2pi
9 0.766044443 0.766138633 −9.4190209E−05
4pi
9 0.173648178 0.173589437 5.8740721E−05
6pi
9 −0.500000000 −0.500040317 4.0316942E−05
8pi
9 −0.939692621 −0.939699127 6.5062757E−06
10pi
9 −0.939692621 −0.939700255 7.6343840E−06
12pi
9 −0.500000000 −0.500042859 4.2859233E−05
14pi
9 0.173648178 0.173591296 5.6881254E−05
16pi
9 0.766044443 0.766113407 −6.8963523E−05
2pi 1.000000000 1.000000003 −2.7216274E−09
Table 4
The numerical results of Example 5.3 with ϕ(x) = cos(20x).
x ϕ(x) ϕ401(x) |ϕ(x)− ϕ401(x)|
0 1.000000000 1.000000000 −4.0654413E−10
2pi
9 0.173648178 0.173495921 1.5225635E−04
2pi
9 −0.939692621 −0.941055189 1.3625687E−03
2pi
9 −0.500000000 −0.498787177 −1.2128232E−03
2pi
9 0.766044443 0.766545501 −5.0105754E−04
2pi
9 0.766044443 0.766319696 −2.7525245E−04
2pi
9 −0.500000000 −0.500165086 1.6508616E−04
2pi
9 −0.939692621 −0.939765160 7.2538917E−05
2pi
9 0.173648178 0.173523570 1.2460770E−04
2pi 1.000000000 1.000000008 −7.8289304E−09
Solution. Similar to Example 5.2, Example 5.3 has a unique solution. And we can verify that ϕ(x) = cos(10x) with
f (x) = cos(11x) orϕ(x) = cos(20x)with f (x) = cos(21x) is the exact solution of Eq. (19). Takem = 50with f (x) = cos(11x)
and m = 90 with f (x) = cos(21x) in (15). And in this computation, the forty-point Gauss–Legendre quadrature rule on
interval [0, 2pi ] is employed. Write ϕn, ϕ for the approximate solution and the exact solution of Eq. (19), respectively. And
the numerical results are given in Tables 3 and 4.
Example 5.4. Considering the following singular integral equation
1
2pi
∫ 2pi
0
ϕ(t) cot
t − x
2
dt −
∫ 2pi
0
sin(x) cos(t)ϕ(t)dt = f (x), 0 ≤ x < 2pi (20)
where f (x) is selected such that the exact solution of Eq. (20) is
ϕ(x) =
 (x−
pi
2 )(x− 3pi2 )(4x2 − 8pix+ 3pi2)
20
x ∈ [pi/2, 3pi/2]
0 x 6∈ [pi/2, 3pi/2]
(21)
that is,
f (x) = 1
2pi
∫ 2pi
0
ϕ(t)− ϕ(x)
tan t−x2
dt − sin(x)
∫ 2pi
0
cos(t)ϕ(t)dt (see (1.4)) (22)
where ϕ(x) ∈ C1[0, 2pi ] and ϕ(x) 6∈ C2[0, 2pi ].
Solution. It is easy to verify that κ = 0 and θ 6= pi2 . So, Eq. (20) has a unique solution. Choose
{xi}121i=1 =
{
2pi i
25
}25
i=0
⋃{2pi i
25
+ pi
25
}24
i=0
⋃{2pi i
50
+ pi
50
}49
i=0
⋃{pi
2
+ 0.001 i
}10
i=1
⋃{3pi
2
+ 0.001i
}10
i=1
.
And in this computation, the thirty-five-point Gauss–Legendre quadrature rule on interval [0, 2pi ] is employed. Write ϕn, ϕ
for the approximate solution and the exact solution of Eq. (20), respectively. And the numerical results are given in Table 5.
Comparison with Ref. [5]: By Example 5.4, we compare our method with the algorithm provided in Ref. [5]. The error of
the algorithm provided by Ref. [5] is ‖ϕn − ϕ‖∞ ≤ Cn− 32 . Since 121 nodes are taken in Example 5.4, using the algorithm
in Ref. [5], the error is ‖ϕ121 − ϕ‖∞ ≤ 121− 32 = 0.000751315 (Take C = 1). From Table 5, we know our method is more
efficient than the algorithm developed in Ref. [5].
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Table 5
The numerical results of Example 5.4.
x ϕ(x) ϕ121(x) |ϕ(x)− ϕ121(x)|
0 0.000000000 0.000000001 −1.1546400E−09
pi
7 0.000000000 −0.000000403 4.0288785E−07
2pi
7 0.000000000 −0.000000525 5.2541865E−07
3pi
7 0.000000000 0.000019108 −1.9108325E−05
4pi
7 0.085704583 0.085635392 6.9190982E−05
5pi
7 0.552262079 0.552218397 4.3682054E−05
6pi
7 1.026933618 1.026896031 3.7586996E−05
pi 1.217613638 1.217574907 3.8731034E−05
8pi
7 1.026933618 1.026896030 3.7587571E−05
9pi
7 0.552262079 0.552218397 4.3681996E−05
10pi
7 0.085704583 0.085635392 6.9191697E−05
11pi
7 0.000000000 0.000019108 −1.9108160E−05
12pi
7 0.000000000 −0.000000525 5.2531703E−07
13pi
7 0.000000000 −0.000000403 4.0305915E−07
2pi 0.000000000 0.000000001 −1.1546135E−09
6. Conclusion
In this paper, by using a transform, the singularity of Eq. (1) is removed. Subsequently, by improving the traditional
reproducing kernel method of solving the linear operator equation Au = f , we give the exact solution, denoted by series, of
Eq. (1) with (2) in the reproducing kernel space. After truncating the series, an approximate solution is obtained. Ourmethod
is very simple. The approximate solution and its first derivative converge uniformly to the exact solution of Eq. (1) with (2)
and its first derivative on interval [0, 2pi ]. The final four examples show the efficiency of our method.
Appendix
In the following, the proof of Theorem 2.1 will be given.
Proof. Take any u, v ∈ W [0, 2pi ]. Using the formula of integration by parts two times, one has∫ 2pi
0
u′′v′′dx = u′v′′ |2pi0 −uv(3)|2pi0 +
∫ 2pi
0
uv(4)dx, (23)
further
(u, v) = u(0)v(0)+
∫ 2pi
0
u′′v′′dx
= u(0)[v(0)+ v(3)(0)] − u(2pi)v(3)(2pi)− u′(0)v′′(0)+ u′(2pi)v′′(2pi)+
∫ 2pi
0
uv(4)dx,
thus
(u(y), R(x, y)) = u(0)
[
R(x, 0)+ ∂
3
∂y3
R(x, 0)
]
− u(2pi) ∂
3
∂y3
R(x, 2pi)− u′(0) ∂
2
∂y2
R(x, 0)
+ u′(2pi) ∂
2
∂y2
R(x, 2pi)+
∫ 2pi
0
u(y)
∂4
∂y4
R(x, y)dy.
Note that u(0) = u(2pi), we have
(u(y), R(x, y)) = u(0)
[
R(x, 0)+ ∂
3
∂y3
R(x, 0)− ∂
3
∂y3
R(x, 2pi)
]
− u′(0) ∂
2
∂y2
R(x, 0)
+ u′(2pi) ∂
2
∂y2
R(x, 2pi)+
∫ 2pi
0
u(y)
∂4
∂y4
R(x, y)dy.
In order to (u(y), R(x, y)) = u(x), it is enough to request that the following equalities hold
∂4
∂y4
R(x, y) = δ(y− x) (24)
R(x, 0)+ ∂
3
∂y3
R(x, 0)− ∂
3
∂y3
R(x, 2pi) = 0, (25)
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∂2
∂y2
R(x, 0) = 0, (26)
R(x, 0) = R(x, 2pi), ∂
2
∂y2
R(x, 2pi) = 0. (27)
From (24), we have ∂
4
∂y4
R(x, y) = 0 as y 6= x. Its characteristic equation is λ4 = 0. Hence, λ = 0 (quad multiplicity), we
obtain
R(x, y) =
{
c0(x)+ c1(x)y+ c2(x)y2 + c3(x)y3 y ≤ x,
d0(x)+ d1(x)y+ d2(x)y2 + d3(x)y3 y > x. (28)
Integrating on both sides of (24) from x− ε to x+ ε with respect to y and let ε→ 0, one gets
∂ i
∂yi
R(x, x+ 0) = ∂
i
∂yi
R(x, x− 0), i = 0, 1, 2, (29)
∂3
∂y3
R(x, x+ 0)− ∂
3
∂y3
R(x, x− 0) = 1. (30)
Note that (25)–(27), (29) and (30) compose a system of linear equations with respect to ci, di. So, by using the software
mathematica 5.0, we can solve ci, di from them. Substituting the results ci, di into (28), R(x, y) is obtained. 
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