Abstract: We discuss here the estimation of age at death from two indicators (pubic symphysis and the sacro-pelvic surface of the ilium) based on four different osteological series from Portugal, GreatBritain, South Africa or USA (European origin). These samples and the scoring system of the two indicators were used by Schmitt et al. (2002) , applying the methodology proposed by Lucy et al. (1996) . In the present work, the same data was processed using a modification of the empirical method proposed by Lucy et al. (2002) . The various probability distributions are estimated from training data by using kernel density procedures and Jackknife methodology. Bayes's theorem is then used to produce the posterior distribution from which point and interval estimates may be made. This statistical approach reduces the bias of the estimates to less than 70% of what was obtained by the initial method. This reduction going up to 52% if knowledge of sex of the individual is available, and produces an age for all the individuals that improves age at death assessment. Estimation of age at death from the pubic symphysis and the auricular surface of the ilium using a smoothing procedure
Introduction
Estimation of age at death is a prerequisite for forensic identification and paleoanthropological studies. Research on estimation methods for the age of adult skeletons is still a developing area in both fields. It is now well established that inter-individual variability of age-related bone changes are caused by a complex interaction between many factors, and that the observed pattern may be different depending on the population under study [1] [2] [3] [4] [5] [6] [7] [8] .
Many calibration procedures have been proposed, but the majority of them give young individuals an age higher than they actually are and older individuals an age lower than real one. The most used methods include simple linear regression, multiple linear regression [9] , classical calibration [10] , methods based on analysis of nearest neighbours [11] , inverse linear calibration, nonlinear inverse calibration, curvilinear regression [12] and Bayesian approaches [13] [14] . This latter approach is not entirely new, having already appeared in a somewhat different framework, in the literature on fisheries, with the name of ``age length key''. In recent years Bayesian approaches have improved significantly, due to increased computer power which made more efective the calculation of posterior distributions. A very detailed description of these and other methods can be found in several papers [15] [16] [17] [18] [19] [20] .
However, due to difficulties associated with the complex variety of aging processes and the problems resulting from the methodology used to classify changes in the human skeleton, estimation of age at death is not always as precise as it should. The increasing number of methods published every year based on teeth or bone indicators, reflects the difficulty of reaching accurate and reliable estimates [21] . Most of the methods applied are based on the visual scoring of morphological indicators of age, such as degenerative changes of articular joint surfaces. The simplicity and rapidity of a method make it a useful tool for quick evaluation of indicators and cheap estimation in forensic and archaeological context. Pubic symphysis and auricular surface of the ilium have been largely exploited to create methods, but these were based on observations of a single population [22] [23] [24] [25] [26] . One of authors has tested her method based on a worldwide learning sample [27] using a Bayesian prediction approach in order to classify individuals in age range categories. The results show that combination of the pubic symphysis and the auricular surface of the ilium do not perform better than the auricular surface used as a single indicator. Bayesian prediction produced reliable, though not very precise, classification and produced approximations also for subjects over 50 years old, which is a real methodological improvement when compared to others methods. As the European series show the same trend of variation, it was proposed in further publications to aggregate European series in order to take into account the largest variability on both indicators treated separately [28] [29] .
The present work proposes to use the samples and the scoring system suggested by Schmitt [27] [28] [29] using another statistical treatment in order to improve age at death assessment.
Material
The observed material comes from four different osteological series. Two European collections from documented cemeteries were studied: Conchada Cemetery, Coimbra, Portugal [30] ; Spitalfields Cemetery, London, Great Britain [31] . We observed individuals from European origins of the Hammann-Todd collection, Cleveland, USA [32] and subjects with an African origin of the Dart collection, Johannesburg, South-Africa. The number of individuals in each collection according to sex are presented in Table 1 . In order to keep anthropological meaning the global sample was chosen so that age distribution between age intervals is homogeneous.
Methods

Scoring system
Here we present a brief summary of the scoring system used to estimate the age at death. This system aims to reduce errors between different observers, as similarity between the classifications assigned by two observers for the same individual are of order 90% [33] .
The observation of the two indicators -pubic symphysis area and the sacro-pelvic surface of the ilium -is based on anatomical criteria. Four features on the sacro-pelvic surface of the ilium (SPI) are observed: transverse organization (SPIA -two phases), modification of the articular surface (SPIB -four phases), modification of the apex (SPIC -two phases), and modification of the iliac tuberosity (SPID -two phases). Three features are examined on the pubic symphysis (SPU): posterior plate (SPUA -three phases), anterior plate (SPUB -three phases), and posterior lip (SPUC -two phases). This makes a scoring system that has 576 different classification classes. The new scoring system is fully described, with illustrations, in Schmitt [28] [29] .
Statistical methodologies
The methodology used is based on a Bayesian decomposition with a kernel smoothing for estimation, following the approach in Lucy et al. [19] . We present a brief description of the theoretical relations between the various functions. If X is the variable representing age and we
, the posterior distribution for age given conditional on the indicators is, according to Bayes theorem [34] . This reduces to constructing a dependence tree by searching the highest correlations between variables. A dependence tree describes a path among the variables that proceeds by connecting at each step the highest correlated variables. The algorithm to achieve this is as follows: compute the correlation for all pairs of variables involved; add a branch between the two variables with highest absolute correlation value, then a branch between the two variables whose correlation has the second largest absolute value ignoring those that create cycles, and so on; after all branches have been found, stop and arbitrarily choose one of the variables as a starting point. In this way, except for the root, each variable may be thought of as descending from another one. For a given indicator i , denote by ) (i j it parent in this relation. This function ) ( j is called the dependence tree. Then, the joint likelihood is written as the product of 1  m pairwise conditional probabilities distributions:
where m is the number of variables,
is the parent of In order to obtain estimates fˆ of conditional and marginal densities we use the kernel method [35] [36] . To estimate the density function ) ( f of the univariate continuous variable X , this means computing:
where n h is a positive sequence, 0 = lim
Using kernel methods means choosing a bandwidth
h and a kernel function K , trying to minimize some error criterium. A variety of kernel functions have been used in the literature. Popular choices are the Epanechnikov kernel [37] , and the standard Gaussian density, given its continuity, differentiability, and locality properties. A good discussion of kernel estimation techniques can be found in Wand and Jones [36] .I. Anyway, it is well known that in practice any reasonable kernel produces nearly optimal results, so this choice is not determinant. On the other hand the choice of the bandwidth h is more sensitive. Silverman [35] proposes the following approach to the choice of the bandwidth when using a Gaussian kernel:  .
. Assuming age X to be a continuous variable while the indicators Y are considered discrete the bivariate kernel density estimator may be written as:
where K is a one-dimensional kernel with single bandwidth parameter h ,
is the number of observations equal to y . This corresponds to estimating a few conditional densities.
Lucy et al. [19] pointed out that smoothing between categorical variables does not make much sense and the kernel method could be inappropriate. So they use a smoothing technique suggested by Titterington [39] . However in many categorical models adjacency does means some kind of proximity, thus giving some reasonability to the application of smoothing techniques. This idea has been widely explored as in [40] [41] [42] [43] [44] [45] [46] [47] [48] [49] , for example. The scoring system introduced by Schmitt et al. [27] does show this proximity feature, thus giving justification to use of smoothing methods.
We decided to perform calculations for the different data using only SPU indicator (pubic symphysis), only SPI indicator (sacro-pelvic surface of the ilium) and both at same time, to verify which of the three scenarios produces better results. The morphological changes with aging are significantly different between the various populations. As a consequence, we decided to present first the results by population. These results are thus independent of each other and only apply to the population in particular. Our calculations also take into account the sex of each individual. Adopting a point of view more reasonable for the anthropological studies, as skeleton remains usually do not give information about a more specific origin, we also include results for pooled european populations, obtaining a model taking into account the european variability.
Calculations were carried out for each of the four groups of individuals and the european series pooled together, considering either dependence and conditional independence between the indicators given age. We opted to use the Gaussian kernel and a prior distribution based on the data. The bandwidth parameter, necessary in equation (4), is obtained through the direct plug-in rule [36, p. 71] . To assess the performance of the methodology we use a Jackknife approach (see Efron [50] for example), that is, we repeat the procedure: take one observation out and use the remaining observations as training sample to estimate the age at death of the left out observation. Of course, this means recomputing prior distributions and likelihood functions at each repetition of the process. Using this methodology seems to better reflect a real situation where the true ages are not known.
Example of an individual procedure
Here we illustrate the individual procedure used to compute the data for each skeleton with a 34 years old Portuguese female with the following values for the indicators We exemplify only with the SPI indicator, but the two remaining cases, isolated SPU and SPU+SPI, are identical. The first step to estimate the age at death of the individual concerned is to estimate the various density functions needed to calculate equation (1) using the kernel method. In Figure 1 we show the approximation obtained using (4) for the prior distribution for the Portuguese population (males and females).
Figure 1
To compute the density function for age given the indicators, i.e. the likelihood, we use the methodology of Chow and Liu [34] . We describe this in detail next. Table 3 shows the empirical correlations between the various indicators.
To build the dependency tree, choose the highest correlation, between SPIB and SPIC, and add a branch join them. The second highest correlation is between SPIA and SPIB, thus a branch connecting these is added. The following step would link SPIA to SPIC, but this would lead to a cycle, so it is ignored. The last link is SPIC -SPID. Now all the indicators are linked and any other branch that is added to the tree results in a cycle. Figure 2 This tree, where the root was chosen arbitrarily, tells us that the appropriate form for equation (3) 
From the data we can compute estimates for the various distributions present in the previous equation. Once we have approximations for the prior density and the likelihood, we can use equation (1) to estimate the posterior distribution, which will enable us to estimate the age for each individual conditional on their indicators. Notice that this approximation for the posterior distribution holds for this given individual based on the learning sample considered here, which is the whole sample without the selected individual.
We now describe some conclusion that follow from the approximation constructed. The median of this distribution, which is an estimator for the age much more robust than the distribution mean, is 23.12, showing a discrepancy of about 11 years when compared to the true age (34 years). A 95% credible interval derived is simply the interval between 0.025 and 0.975 percentiles. For this example we obtain   34.17 14.57, , thus an interval with the range about 20 years. Do not forget that we are using all the Portuguese population to derive the prior distribution of the age and not only the Portuguese female population. Later on we present the results considering only the Portuguese female population.
In order to illustrate the effect of assumptions that influence the construction of the likelihood, consider now that the indicators are independent given age. Then the appropriate form for the likelihood is equation (2), which we can rewrite as:
In Figure 4 we can see the approximation that is now obtained for the posterior distribution for the age of the same individual that is being analysed. Figure 4 The estimation parameters for the age is now 28.05, the median of the distribution, and the 95% credible interval is  
Example of collective procedures
In the previous section we described how to estimate the age of an individual and find a 95% credible interval. The purpose of the present section is to show how to process global measures that enable us to compare the accuracy of the various estimates obtained and to analyze the results. The global measures used are:
1. MAD -the mean absolute deviation
where i x is the true age for the i -th individual and i x is the estimated age; 2.
Bias -the slope, Mean width -mean width of the 95% credible intervals; 4.
Coverage -percentage of 95% credible intervals that contain the true age. Remember that, as referred before, to assess the global performance of the methodology we use a Jackknife resampling approach: take one observation out and use the remaining observations as training sample to estimate the age at death of the left out observation. All graphs and calculations were carried using R. This statistical computing software that can be obtained at http://cran.r-project.org.
Results
In the analysis of the five sets of data, when it was supposed conditional independence between indicators and age, we tested the dependency tree in both directions, but the results were similar, with no major discrepancy. That is, considering root for either end of the tree, the results obtained for the age of several individuals were identical.
Looking at the results globally (Tables 4 to 8) , it is clear that these are more accurate when we use the SPU and SPI indicators together. The intervals of smaller width are obtained when considering the conditional dependence between indicators given age and when we do not proceeded to smoothing discrete variables, as suggested by Titterington [39] .
For example, using the Portuguese data set we obtained, considering partial independence and no smoothing of the discrete indicators, credible intervals with width of about 26 years, while for the British data set this width is around 31 years. The coverage is around 68% and 77%, respectively. The case of U.S. residents of European origin we obtained a width of about 29 and a coverage of 70%. The African seems to be the worst case. The results for the pooled data set agree with the above, that is, the smallest credible intervals correspond to assuming partial independence and no smoothing of discrete indicators. For this pooled data, the best width for the credible interval is around 31.5 years, thus just a little larger than the worst european population considered alone. The coverage is now 82%, which is not surprising. In fact, enlarging the credible interval means that the coverage for the subsamples that had produced smaller credible intervals is well increased.
Use of conditional independence together with smoothing of discrete variables seems to be the worst case, producing larger credible intervals. The African data set is again the one that produces the worst results.
The remaining sets, when analysed without taking into account the sex, show the level of accuracy that was reported by Lucy et al. [19] who did not take into account sex. However, when we take the sex of individuals into account, our results are improved, particularly with regard to the intervals width. The exception is, once again, the African population.
This methodology produces reasonable estimates for the age of younger individuals. For example, for the European pooled series the mean absolute deviation of the 25% youngest individuals in the sample is 9.17, while if you look for the 10% youngest the MAD is 5.42. Looking at specific population series generally improves on these results. Again, as an example, using the Portuguese series, the 25% youngest show a MAD equal to 6.33, while for the 10% youngest this reduces to just 1.65. These results are consistently better than the MAD values reported in Table 8 . On the other hand, estimates for the age of older individuals continue to show very large differences with respect to the real age. In particular, the deviation from the estimated age for the older individual, for each data set, is systematically higher than the MAD. As illustrated before, using now the European pooled series, the MAD computed over the 25% oldest is11.67 and computed over the 10% oldest one still has 11.39, thus clearly above the overall values reported in Table 8 .
If we look at results by sex using the two indicators together, we find that, the separate analysis of male individuals produces better results than the female data set with respect to the four measures of accuracy. In Section 3.3, we estimated the age of the female individual as about 23 years with a 95% credible interval   34.17 14.57, . After proceeding to the separation of the data set by sex, the estimate obtained for the age of this same individual it 29 years and a 95% credible interval   34.17 22.61, . Therefore, there was a significant improvement in results for the individual mentioned above. In Figure 5 we show the prior density function for the Portuguese women data without the inclusion of the individual cited and using both indicators. Figure 6 shows the posterior distribution that allowed us to obtained the estimates mentioned. Comparing with the posterior distribution obtained without the knowledge of sex, given in Figure 4 , it is clear why the estimate of age for this individual is better than the one described earlier in Section 3.3.
Figures 5 and 6
Discussion
Credible intervals with smaller length were obtained when considering partial dependence between indicators and no smoothing of the discrete variables. In this case partial dependence can be interpreted as follows: knowing the age of a skeletal and the level of an indicator, e.g. SPUA, increases (or decreases) our belief in a particular level of another indicator, e.g. SPUB. If the indicators were in fact independent, knowledge of the age of a skeletal would be enough to increase (or decrease) our belief in a particular level of an indicator, while knowledge about another indicator would not add anything to our beliefs. For example, observing that the score for the indicator SPUA is 3 (even if the true age-at-death was 35 years old) causes us to increase our belief in SPUB being score 2 or 3 and decrease the belief in score 1. So the indicators are at least partial dependent. The results also show that smoothing is not a good idea. We think that this happens because for this scoring system indecision about the level of each indicator has a low probability. This should be the reason why this scoring system has a good performance. Kernel density methods for the estimation of probability density functions in age prediction increase accuracy because these procedures make no assumptions on the distributions, as is always implicit in parametric approaches. This methodology also seems to make better use of the available information in the data.
In the present work, a few results contradict those obtained by Schmitt et al. [27] . Notice that we are using the same samples, but a different statistical methodology. First, we conclude that usage of both indicators yields better results than using a single one. We mention that multifactor techniques are recommended by many authors [51] [52] [53] [54] and criticized by others [33] . Secondly, when combined, the two indicators produce better results for the analysis of males than for females. The analysis of the African series shows that the credible intervals and the bias are much higher than for European samples. This result seems related to the fact that morphological differences with aging within the African sample are clearly different from the European population that exhibits a rather common trend of variation.
In all cases, the bias is quite large, which shows that we are overestimating the age at death for young people and underestimated to the age of the older. This issue remains one of the biggest obstacles to developing an effective method to estimate age at death, and a process that can overcome this problem is certainly in the right direction.
One significant advantage of the statistical methodology proposed here is that it allows to produce a credible age interval for all individuals, while the method used by Schmitt et al. [27] presents individuals who were not classified. This means that the procedures are more sensitive to uncertainties and more accurate. The parametric Bayesian model used [27] was unable to classify some individuals because it tries to assign an individual to a pre-specified interval (usually divided into decades).
It is also advisable, when possible, to perform analysis of the data taking into account the sex of the different individuals and using both indicators in the calibration, because the results we obtained appear to be substantially better.
Conclusion
The main goal of the present paper was to improve the method proposed by Schmitt [27] and Schmitt et al. [28, 29] to estimate the age at death based on measuring modifications of the pubic symphysis and auricular surface of the ilium. This study has thus been carried over the same sample used before. The statistical approach used here is advantageous because, as reported above, it produces smaller credible intervals and improves the estimates obtained for younger individuals. Moreover, opposite to the previous approach, this methodology is able to provide age estimation for every individual. The results also indicate that sex information, whenever available, improves significantly the estimates. The same improvement is observed if we use both indicators instead of just one, as was indicated in Schmitt [27] . Nevertheless, the global reliability of this statistical approach remains close to what was obtained by the previous methodology, which was more or less expected given the variability of bone modifications with the aging process. Table 3 : Partial correlations between the indicators computed from the sample. Table 4 : Results of the African data. Aggregate computes estimates using the complete sample, Female or Male computes estimates using only individuals from the sample with same sex. MAD is the mean absolute deviation. Bias describes the regression slope of the residuals. Mean width describes the width of 95% credible intervals. Coverage computes the proportion of credible intervals that include the true age. Table 5 : Results of the Great-Britain data. Aggregate computes estimates using the complete sample, Female or Male computes estimates using only individuals from the sample with same sex. MAD is the mean absolute deviation. Bias describes the regression slope of the residuals. Mean width describes the width of 95% credible intervals. Coverage computes the proportion of credible intervals that include the true age. Table 6 : Results of the Portuguese data. Results of the Great-Britain data. Aggregate computes estimates using the complete sample, Female or Male computes estimates using only individuals from the sample with same sex. MAD is the mean absolute deviation. Bias describes the regression slope of the residuals. Mean width describes the width of 95% credible intervals. Coverage computes the proportion of credible intervals that include the true age. Table 7 : Results of the USA data. Aggregate computes estimates using the complete sample, Female or Male computes estimates using only individuals from the sample with same sex. MAD is the mean absolute deviation. Bias describes the regression slope of the residuals. Mean width describes the width of 95% credible intervals. Coverage computes the proportion of credible intervals that include the true age. Table 8 : Results of the european series pooled together. Aggregate computes estimates using the complete sample, Female or Male computes estimates using only individuals from the sample with same sex. MAD is the mean absolute deviation. Bias describes the regression slope of the residuals. Mean width describes the width of 95% credible intervals. Coverage computes the proportion of credible intervals that include the true age. Table 8 
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