This paper deals with the analysis of temporal dependence in multivariate time series. The dependence structure between the marginal series is modelled through the use of copulas which, unlike the correlation matrix, give a complete description of the joint distribution. The parameters of the copula function vary through time following certain evolution equations depending on their previous values and the historical data. The marginal time series follow standard univariate GARCH models. We develop full Bayesian inference where the whole set of model parameters is estimated simultaneously. This represents an essential difference with previous approaches in the literature where the marginal and the copula parameters are estimated separately in two consecutive steps. Moreover, we propose a Bayesian procedure for the estimation of the Value-at-Risk (VaR) of a portfolio of assets, providing point estimates and predictive intervals. The proposed copula model allows us to capture the dependence structure between the individual assets which strongly influences the portfolio VaR. Finally, we also address the problem of optimal portfolio selection based on the estimation of mean-VaR efficient frontiers.
Introduction
There have been much work on the extension to the multivariate case of the successful univariate autoregressive conditional heteroscedasticity (ARCH) and the generalized ARCH (GARCH) models in order to describe temporal dependence in financial data, see e.g. Bauwens et al. (2006) for a survey on multivariate GARCH models. The usual assumption in most cases is that the conditional joint distribution of the returns follows a multivariate normal or multivariate t-distribution. However, it is well known that these elliptical distribution models require a very strong symmetry of the data and might not be appropriate in many circumstances.
A recent alternative approach to the study of dependence in financial time series is the use of copulas, see e.g. Nelsen (2006) . The main advantage of this approach is that the individual marginal densities of the returns can be defined separately from their dependence structure. Then, the models for the marginal series can be firstly specified using the required univariate characteristics and then, the dependence between the returns can be completely modeled by selecting an appropriate copula function. Using this approach, many non-elliptical and flexible multivariate distributions can be obtained. In this context, most of researchers have considered copula GARCH models where the marginal series follow univariate GARCH processes and the dependence structure between them is specified by a copula function, see e.g. Dias and Embrechts (2004) , Rodriguez (2003) , Hu (2006) , Bartram et al. (2006) , Patton (2006) , Jondeau and Rockinger (2006) .
Most of previous works using copula GARCH models does not account for the parameter uncertainty simultaneously. Proposed methods are generally based on a two-stage approach where, in the first step, the marginal series are estimated assuming independence and then, in a second step, these estimations are plugged in the copula function in order to estimate the copula parameters.
Although two-steps approaches are usually straightforward to implement for copula models, they may produce inadequate measures of uncertainty. In fact, it can be shown that two-stage maximum likelihood estimation approaches lead to consistent but not efficient estimators, see Patton (2006) .
One of the main interest in modelling multivariate financial time series is portfolio management.
The Value-at-Risk (VaR) has become an important and widely used measure of the risk inherent in asset portfolios, see Jorion (2000) . Clearly, the VaR of a portfolio depends on the behaviour of the individual assets in the portfolio and also on the dependence structure between them. In particular, the dependence in the tails of the distribution strongly influences the VaR calculation, see e.g. Kiesel and Kleinow (2002) . Thus, the correlation coefficient, which is not adequate to measure the dependence in the tails, may lead to inaccurate estimations of VaR. Alternatively, copulas provide a useful tool to model tail dependence and obtain precise VaR estimations, see Embrechts et al. (1999) .
Besides the applications of VaR in risk measurement, it also provides a useful tool in optimal portfolio selection. Investors are mainly interested in how to allocate their investments between different assets so as to minimize the overall risk for a given expected return. The classical portfolio optimization approach follows the pioneering work of Markowitz (1959) based on the variancecovariance matrix. As pointed out in Embrechts et al. (1999) , Markowitz optimization makes sense for elliptical distributions, as the variance-covariance matrix is only valid to measure linear dependence, but may be insufficient to capture other dependence structures between portfolio assets. The use of the VaR in portfolio optimization is a relatively novel alternative, see e.g. Gaivoronski and Pflug (2005) . Using this approach, the optimal portfolio is the one which minimizes the VaR subject to achieving a specified level of expected return. The analogous to the classical mean-variance efficient frontiers are the mean-VaR efficient frontiers which gives the minimum VaR for each expected return. Note that for the case of elliptical distributions, the portfolio minimizing VaR coincides with the Markowitz variance minimizing portfolio.
In this paper, we propose a Bayesian methodology to make inference and prediction in copula GARCH models. We develop a one-step Bayesian procedure where all the parameters are estimated simultaneously using the whole likelihood function. Copulas are modelled to be time-varying in order to capture the time evolution in the dependence structure. This allows us to identify contagion effects or changing dependence structures during periods of financial instability, see e.g. Rodriguez (2003) and Arakelian and Dellaportas (2006) . Moreover, we describe how to obtain Bayesian estimations of portfolio VaR and predictive intervals which are much more informative than simple point forecasts. We also show how to obtain optimal portfolios based on VaR and obtain confidence regions for the mean-VaR efficient frontiers.
The rest of the paper is organized as follows. Section 2 briefly reviews the definition, main properties and some examples of copulas. Section 3 presents the time-varying copula GARCH models considered in this article. Section 4 describes how to carry out Bayesian inference and prediction for these models making use of the Markov chain Monte Carlo (MCMC) methodology.
The estimation of volatilities, rank correlation and tail dependence is also addressed. Section 5 is devoted to portfolio management. Predictive mean and intervals for the portfolio VaR are obtained and used for optimal portfolio allocation. Bayesian prediction of mean-VaR efficient frontiers is also addressed. Section 6 illustrates the methodology with simulated and real financial time series.
Section 7 concludes with some discussion and extensions.
Copulas
, is a multivariate distribution function in the unit hypercube [0, 1] p , with uniform U (0, 1) marginal distributions. It can be shown, see e.g. Schweizer and Sklar (1983) , that every joint distribution, F (x 1 , ..., x p ) , whose marginals are given by
can be written as,
for a function C that is called a copula of F . Furthermore, if the marginal distributions are continuous, then there is a unique copula associated to the joint distribution, F, that can be obtained from,
Conversely, given a p-dimensional copula, C (u 1 , ..., u p ), and p univariate distributions, 
where f i represents the marginal density functions and c is the density function of the copula which is derived from (2) and is given by,
There is a large number of parametric families of copulas in the literature, see e.g. Nelsen (2006) . The basic example is the Gaussian copula, which is obtained from the multivariate normal distribution with correlation matrix, R, and is given by,
. . .
where u = (u 1 , ..., u p ) and Φ is the cumulative distribution function of the univariate standard normal distribution. The normal copula assumes that there is no dependence in the tails of the distribution and then, in financial economics, it is often more useful to consider the t-copula, which is obtained from the multivariate t-distribution with η degrees of freedom and correlation matrix, R, and is given by,
where t η denotes the cumulative distribution function of the standard univariate Student-t distribution with η degrees of freedom. Note that the Gaussian copula is obtained as a special case of the t-copula when η goes to infinity.
Copulas have the property that various dependence measures between two random variables depend only their copula function. For example, an important measure of dependence is the Kendall's tau rank correlation, which is defined by,
where (X 1 , X 2 ) and (X 1 , X 2 ) are two independent and equally distributed pairs of random variables.
The Kendall's tau is a very useful alternative to the linear correlation coefficient because it does not depend on the marginal distributions of X 1 and X 2 . In fact, the Kendall's tau only depends on the copula function and it can be shown that,
The Kendall's tau takes the same form for the bivariate Gaussian copula and the t-copula with correlation coefficient ρ, and is given by,
Other useful dependence measures between two variables are the coefficients of upper tail dependence, λ u , and lower tail dependence, λ l , which are defined by,
and can be expressed in terms of the copula as follows,
As commented above, the Gaussian copula is characterized by zero tail dependence. The t-copula exhibits tail dependence which is determined by,
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3 Copula GARCH models
A p-dimensional vector of financial time series, y t = (y 1t , . . . , y pt ) , follows a copula GARCH model if the joint cumulative distribution function is given by,
where C is a p-dimensional copula, F i is the conditional distribution function of the marginal series y it , for i = 1, . . . , p, and y it follows a standard univariate GARCH model,
where h it is the conditional variance of y it given the previous information
it are independent and identically distributed random variables with zero mean and ω i , α i , β i > 0 and α i + β i < 1 to ensure positivity of h it and covariance stationarity, respectively.
We assume that the innovations follow the standard Student t-distribution, it ∼ t ν i , with ν i degrees of freedom, zero mean and variance ν i /(ν i − 2), for i = 1, . . . , p, which is the usual choice to model fat tails in univariate time series, see e.g. Bollerslev (1987) . Then, the conditional distribution function of each marginal series is
We also assume that the dependence structure between the marginal series is described by a time-varying t-copula function with η degrees of freedom, as defined in (4), whose density for each time, t, is given by,
,
is the joint density of the standard multivariate Student-t distribution with η degrees of freedom and correlation matrix R t and f t η is the density of the standard univariate t-distribution with η degrees of freedom. Note that the resulting joint distribution of the multivariate series is only elliptically contoured if the degrees of freedom η of the t-copula and the degrees of freedom ν i of the marginals coincide, in which case the joint distribution correspond to the multivariate t-distribution.
Finally, we assume that the parameter matrix, R t , of the t-copula varies through time according to the following equation,
where a and b are nonnegative parameters, R is a time-invariant p × p positive definite parameter matrix with unit diagonal elements and Ψ t−1 is a p × p matrix whose (i, j)-th element is given by,
, which gives the sample correlation of {x t−1 , ..., x t−m } , with m ≥ 2, where,
Note that x t follows a standard multivariate Student t-distribution with η degrees of freedom. For stationarity to be guaranteed, we impose the constraints 0
where r ij is the (i, j)-th element of the parameter matrix R. The equation (7) is based in the dynamics for the correlation matrix proposed by Tse and Tsui (2002) in a multivariate GARCH model. A similar equation has been also used in Jondeau and Rockinger (2006) in a bivariate copula GARCH model. Note that the time-varying equation (7) has the advantage that the parameter matrix, R t , is a well-defined correlation matrices i.e., positive definite with unit diagonal elements.
Then, there is no need of using any transformation such as the logistic function considered e.g. in Patton (2006) and Dias and Embrechts (2004) to keep the correlation parameter of the bivariate t-copula inside the interval [−1, 1].
Thus, using (3), the joint density function of the multivariate time series can be computed by,
where x it , for i = 1, . . . , p, is given in (8).
Bayesian inference and prediction
We want to make inference for the model parameters, 
we assume a uniform prior over their respective domains imposing the stationary condition, α i + β i < 1. For the degrees of freedom parameters, we assume a half-right side Cauchy prior,
for i = 1, . . . , p. Note that a flat prior on these parameters would lead to an improper posterior distribution, as shown in Bauwens and Lubrano (1998) . For the time-varying copula parameters (a, b, R), we assume a uniform prior distribution restricted to 0 ≤ a, b ≤ 1, a + b ≤ 1 and −1 ≤ r ij ≤ 1, where r ij is the (i, j)-th element of R. And finally, we assume a half-right side Cauchy distribution as the given in (10) for the degrees of freedom η of the t-copula.
Given an observed multivariate series, y = {y 1 , . . . , y T }, and the priors specified above, the evaluation of the joint posterior distribution π (θ | y) is analitycally intractable. Then, we make use of the MCMC sampling strategies in order to obtain a sample from the joint posterior distribution which allows us to develop Bayesian inference. Initially, we propose a Gibbs sampling scheme which is carried out by cycling repeatedly through draws of each parameter conditional on the remaining parameters, see Tierney (1994) . Given the prior distributions and the likelihood function obtained from (9), it can be shown that the conditional posterior distributions of the model parameters are
given by,
and,
or d = a, b, r ij . Then, using these conditional posterior distributions, the simplest sampling approach that we propose here is to update each model parameter separately in the MCMC algorithm.
For example, we can consider a simple one-dimensional random walk Metropolis for each parameter using normal candidate distributions whose variances can be calibrated to obtain good acceptance rates. However, we have observed in practice that the mixing in the MCMC algorithm can be significantly improved and the computational cost can be drastically reduced by using simultaneous updating of highly correlated subvectors of the model parameters θ, as suggested in e.g. Vrontos et al. (2001) . More specifically, we propose to update simultaneously the subset of parameters denotes the current value of the parameter subvector, Σ is a estimation of the variance covariance matrix associated to this subvector and c is a constant to calibrate the acceptance rate. The matrix Σ can be obtained for example from a moderate number of iterations from the one-dimensional random walk
Metropolis algorithm considered previously. Analogously, we can update simultaneously the subset of parameters (a, b, R) of the copula evolution equations.
In financial time series, it is frequent to observe changes in the temporal dependence during periods of high volatility. This effect is known as financial contagion, see e.g. Rodriguez (2003) and Arakelian and Dellaportas (2006) . Thus, in multivariate GARCH models, it is important the estimation of dependence measures and volatilities as a function of t. Given the MCMC output, we can obtain samples from the posterior distribution of the individual volatilities, h it , by evaluating their values h
it for each draw θ (n) of the model parameters in the MCMC sample. Then, we can approximate their posterior means using,
Also, we can approximate the posterior median and 95% credible intervals for h it by just calculating the median and the 0.025 and 0.975 quantiles, respectively, of the posterior sample of h it .
Analogously, we can obtain samples from the posterior distribution of the individual dependence parameters, r ijt , of the matrix R t by evaluating their values r (n) ijt for each draw θ (n) of the MCMC sample. For the particular case of having a bivariate times series, we can easily estimate the posterior mean of the Kendall's tau correlation, given in (5), for each time t using,
where ρ
, which is the off-diagonal element of the time-varying matrix given in (7) evaluated for each draw θ (n) of the MCMC sample of size N . Also, we can approximate the posterior median of τ t and credible intervals as before. Analogously, we can estimate the posterior mean, median and credible intervals for the coefficient of tail dependence λ t as a function of t using (6).
Finally, note that using this approach we can also estimate the predictive distribution and intervals for the one-step ahead volatilities, h i,T +1 , the one-step ahead Kendall's tau, τ T +1 , and the one-step ahead coefficient of tail dependence, λ T +1 , which are of particular interest for prediction purposes.
5 Value-at-Risk estimation and portfolio allocation
The VaR of a portfolio is defined as a low order quantile of the portfolio return in a given period of time. As the losses should exceed VaR only a small percentage of time, it can be thought as the worst case outcome of the portfolio performance. More specifically, given a portfolio obtained from a multivariate log return series,
the t-period π% VaR is given by,
where π is supposed to be a small probability such as 0.01 or 0.05.
Given the observed series, y = {y 1 , . . . , y T } , it is particularly interesting the estimation of the one-step ahead VaR, that is, the (T + 1)-period VaR. A consistent estimator of the one-step ahead VaR is given by,
where VaR
T +1 is the one-step-ahead Value-at-Risk given the model parameters θ (n) of the n-th MCMC iteration. Although the conditional distribution of the multivariate series (y 1,T +1 , . . . , y p,T +1 )
is explicit given the model parameters, it is not straightforward to derive the distribution of the one-
. Therefore, it is complicated to obtain an analytic expression for VaR (n) T +1 given θ (n) . However, it can be easily approximated by generating values from our copula GARCH model as follows. For each value of the parameters θ (n) , the value of (h
is known and then, we can generate M replicas {(y
from the one-step ahead density of the multivariate series using the following two steps.
For each m = 1, . . . , M :
p,T +1 from a multivariate-t with parameters η (n) and R
Then, the value of VaR (n)
T +1 can be approximated by the empirical π-quantile of the sample of portfolios
. Now, we can estimate the posterior mean (16) and obtain 95% predictive intervals for VaR using the 0.025 and 0.975 quantiles of the posterior sample of VaR (n) , for n = 1, . . . , N . A similar simulation procedure is considered in Ausin and Galeano (2007) to obtain predictive intervals for the VaR in univariate GARCH models.
We have shown how to estimate the one-step ahead VaR of a given portfolio. A different problem is how to choose the optimal portfolio which minimizes the VaR. Unfortunately, given the model parameters, it is not easy to obtain a closed expression for the optimal weights which minimize the VaR. However, using the simulation procedure described above, we can approximate the optimal weights by evaluating (16) in a grid of values for δ = (δ 1 , . . . , δ p ), and choosing the vector of weights which minimizes the predictive mean of the portfolio VaR.
Finally, assume that we are interested in the portfolio which minimizes the VaR subject to achieving at least some specified expected gain. The predictive mean of the portfolio expected gain is given by,
Thus, for a given value of g, we can find the set of values for δ which lead to that expected gain. Observe that for each vector of weights, δ, and for each set of model parameters, θ (n) , we can approximate the portfolio VaR as before. Then, we choose the vector of weights, δ (n) , which minimizes the portfolio VaR, denoted by VaR
T +1 . Thus, we obtain a posterior sample of the portfolio VaR, {VaR
, for each given expected gain, g, which allows for the construction of predictive intervals. Repeating this procedure for a number of values of the expected gain, g, we can approximate the mean-VaR efficient frontier with associated predictive regions of credibility.
Illustration

Simulated data
In this section, we illustrate the proposed methodology with one of the many artificial time series analysis that we have performed to examine our procedure. We simulate a bivariate time series of size T = 1000 from the time-varying copula GARCH model described in Section 4 with the following univariate GARCH models,
and the following pattern for the time-varying copula parameter, ρ t = r 12t , which is the off-diagonal of the matrix, R t , defined in (7),
where,
, and η = 4. Note that the conditional distribution of the bivariate series is not elliptical as the degrees of freedom parameters ν 1 , ν 2 and η take different values.
The proposed MCMC algorithm is run for 20000 iterations discarding the first 10000 as burn-in iterations. As described in Section 4, we consider simultaneous updating for the vectors of param- Table 2 shows the Bayesian estimations and 95% predictive intervals for the VaR of the one-step ahead portfolio, δy 1T +1 + (1 − δ) y 2T +1 , for different values of δ and π. These are obtained using Figure 2 : True (solid lines), predictive mean (dashed lines) and 95% credible intervals (dotted lines) for the volatilities, h 1t and h 2t , and for the Kendall's tau coefficients, τ t , for t = 900, . . . , 1001, for the simulated series. 
Real data
In this section, we apply our Bayesian procedure to the daily closing prices of the Dow Jones Industrial Average and DAX indices for the period 07/Sep/1998 to 07/Sep/2004. The log return bivariate series, whose sample size is T = 1543, is plotted in Figure 4 . This sample has been analyzed previously in Arakelian and Dellaportas (2006) using a copula threshold model which changes discretely over time. Their model predicts four structural breaks in the dependence structure of the series. Alternatively, we show here that our approach can capture the temporal dependence of the series using the time-varying copula GARCH model described in Section 4, which change continuously across time.
As in the previous section, we run the proposed MCMC method for 20000 iterations discarding the first 10000 as burn-in iterations. Table 3 shows the posterior means and standard deviations obtained assuming a constant copula model, where a and b are assumed to be equal to cero in (7) and the resulting posterior mean and standard deviation for r 12 are 0.5048 and 0.0217, respectively.
Observe that the predictive means of the one-step ahead VaR are quite different if we impose that the copula is constant rather than assuming a time-varying copula function. Note also that, as commented in Section 5, we can make use of the VaR estimations for portfolio selection, as we may be interested in that portfolio which minimizes the VaR. Thus, our time-varying copula model predicts that the optimal portfolio should assign a weight of approximately δ = 0.34, while the constant copula model predicts that δ = 0.28. Finally, Figure 7 illustrates the Bayesian estimations for the mean-VaR efficient frontiers, assuming a constant and a time-varying copula model. Observe that again the predictive curves are quite different if we impose that the copula is constant rather than assuming a time-varying copula function. 
Conclusions and extensions
In this paper, we have proposed a Bayesian procedure for the analysis of multivariate time series.
Time-varying copula models have been considered to describe the structure of temporal dependence in the joint distributions. Our approach allows for the simultaneous estimation of the marginal and copula parameters, which is in contrast with the classical two-stage estimation procedures. We have described how to make Bayesian prediction of volatilities, various dependence measures, portfolio VaR and mean-VaR efficient frontiers for portfolio selection. The method has been illustrated with simulated and real financial time series.
Although, in this article, we have considered multivariate t-copula-GARCH models with Student's t-distributed marginals, the same approach can be straightforwardly extended to other alternative or more general models. For example, we can assume that the innovations follow a mixture of two Gaussian distributions instead of a t-distribution, as in Ausin and Galeano (2007) . This mixture model for the marginals is known to be statistically more stable and avoids the use of informative priors for the degrees of freedom parameter as in (10). The disadvantage is that the number of parameters is increased in one unit for each marginal variable.
Other alternative models can be constructed and compared using the plethora of copula functions existing in the literature. For example, the t-copula model assumes a symmetric dependence structure and inference could be improved in certain circumstances if it is replaced by the Clayton copula, see e.g. Nelsen (2006) . Furthermore, we could construct more flexible models based on mixtures of copula functions which could capture most of the tail dependence considered in the literature. Inference for these general families could be performed by defining an MCMC algorithm that visits all the copula functions included in the mixture, "chooses" the best one or a subset of best models and provide a coherent way of combining results with different copulas. These ideas are related to the Bayesian selection method for copulas proposed in Huard et al. (2006) . Mixtures of copulas have been considered for dynamic models in Rodriguez (2003) and Hu (2006) , using classical techniques.
