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Abstract
An Origin-Destination (OD) traffic matrix provides a major input to the design, planning
and management of a telecommunications network. Since the Internet is being proposed
as the principal delivery mechanism for telecommunications traffic at the present time, and
this network is not owned or managed by a single entity, there are significant challenges
for network planners and managers needing to determine equipment and topology configu-
rations for the various sections of the Internet that are currently the responsibility of ISPs
and traditional telcos. Planning of these subnetworks typically requires a traffic matrix of
demands that is then used to infer the flows on the administrator’s network. Unfortunately,
computation of the traffic matrix from measurements of individual flows is extremely dif-
ficult due to the fact that the problem formulation generally leads to the need to solve an
under-determined system of equations. Thus, there has been a major effort from among
researchers to obtain the traffic matrix using various inference techniques.
The major contribution of this thesis is the development of inference techniques for traffic
matrix estimation problem according to three different approaches, viz: (1) deterministic,
(2) statistical, and (3) dynamic approaches.
Firstly, for the deterministic approach, the traffic matrix estimation problem is formu-
lated as a nonlinear optimization problem based on the generalized Kruithof approach which
uses the Kullback distance to measure the probabilistic distance between two traffic matri-
ces. In addition, an algorithm using the Affine scaling method is developed to solve the
constraint optimization problem.
xvii
Secondly, for the statistical approach, a series of traffic matrices are obtained by applying
a standard deterministic approach. The components of these matrices represent estimates
of the volumes of flows being exchanged between all pairs of nodes at the respective mea-
surement points and they form a stochastic counting process. Then, a Markovian Arrival
Process of order two (MAP-2) is applied to model the counting processes formed from this
series of estimated traffic matrices.
Thirdly, for the dynamic approach, the dual problem of the multi-commodity flow prob-
lem is formulated to obtain a set of link weights. The new weight set enables flows to be
rerouted along new paths, which create new constraints to overcome the under-determined
nature of traffic matrix estimation. Since a weight change disturbs a network, the impact of
weight changes on the network is investigated by using simulation based on the well-known
ns2 simulator package.
Finally, we introduce two network applications that make use of the deterministic and
the statistical approaches to obtain a traffic matrix respectively, and also describe a scenario
for the use of the dynamic approach.
xviii
Chapter 1
Introduction
Since the Internet is being proposed as the principal delivery mechanism for telecommuni-
cations traffic at the present time and this network is not owned or managed by a single
entity, there are significant challenges for network planners and managers needing to deter-
mine equipment and topology configurations for the various sections of the Internet that
are currently the responsibility of ISPs and traditional telcos. Managing of these subnet-
works typically requires a traffic matrix (TM) of demands that provides a major input to
the design, planning and management of a telecommunications network.
Figure 1.1: 5 node network (left) and the traffic matrix (right) for the network
A TM is a square matrix whose elements contain the volume of traffic between origin and
destination (OD) nodes in a network. A node can be thought of a router, Point-of-presence
(PoP), or link, and thus a TM can be defined with different levels of aggregation[2]. The
1
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volume of traffic expressed as the number of bytes, or packets, observed during a given time
period is called counts. For instance, the volume of traffic in a link during a given time period
is called a link counts. In Fig. 1.1, summing the volumes using the elements forming a row
of the TM produces the totals (RM , RS, RB, RP , RD) these totals represent the amount of
traffic generated from the nodes M,S,B, P, and D respectively and summing the volumes
using the elements forming a column produces the totals (CM , CS, CB, CP , CD) these totals
represent the amount of traffic arriving to the nodes M,S,B, P, and D respectively. By
summing each of the row or column totals, we obtain the total traffic in the network. In
general, it is assumed that the total traffic entering the network is equal to the total traffic
leaving the network so that no traffic losses are included in the matrix TM.
For many decades in telephony networks, the TM has been obtained by direct mea-
surement using two basic types of scanning recorders, viz: digital scanning recorders and
analogue group scanning recorders. Firstly, the number of occupied circuits is recorded at
every time interval 1 by a scanning recorder. Then, an estimate of the call dispersion vector
can be obtained by analyzing the digits for a substantial number of calls originating from
a particular exchange, and counting the number of these calls which are directed to other
exchanges. Lastly, if originating call dispersion measurements are carried out in all terminal
exchanges such as a PBX (Private Branch Exchanges), TM consisting of dispersion vectors
for every call originating can be obtained.
The mechanism for TM estimation in a telephony network can also be applied for TM
estimation in IP networks by replacing the scanning recorders with a sniffer tool such as
Cisco’s NetFlow [3]. However, it is a great challenge to utilize such a sniffer tool in IP
networks due to financial and technical difficulties in building and synchronizing an infras-
tructure in a heterogenous network - as well as the problem of processing massive amounts
of data generated by this sniffer tool. For instance, implementing a sniffer function in every
1Because of lower cost and processing convenience, scanning types of traffic recorders largely superseded
continuous recorders.
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core router is costly and it can consume an excessive amount of CPU load on the router
[4]. Moreover, the sampling procedure incorporated into the direct measurement process
does not guarantee a good representation of the real TM due to the heterogeneity of traffic
demands [5]. These problems with direct measurement triggered the development of TM
estimation techniques which estimate the size of the traffic flows in the TM using inter-link
counts measurement data, see example in Fig. 1.1 where OD demands (X1 . . . X20) are esti-
mated by measuring counts on inter links - From this point, link counts measurement data
implies inter link counts measurement.
It is traditionally difficult to estimate OD demands in TM with given link counts mea-
surement data since the number of links is generally much less than the number of OD pairs
in a network. In other words, there is a greater number of unknown quantities of interest
(OD demands) that need to be estimated from a lesser number of observed data (link counts
measurement data). This problem is called ill-conditioning or an under-constrained problem
(see Section 2.2.1). In order to overcome this problem, various approaches have been pro-
posed: some TM estimation techniques [1, 6, 7] utilize extra information called a prior TM
and its characteristics, and others [8, 9] make use of a traffic modelling assumption for an
OD demand.
The mechanisms for estimating TM, which are embodied in the previous TM estimation
techniques, need to be considered when they are utilized to support different network appli-
cations. We can think of two different network applications: One is an on-line application
that needs to obtain a TM within a few seconds or minutes during a particular short real
time period - typically such applications are related to network traffic management require-
ments. The other is an off-line application that needs a TM representing not only the mean
but also the variation of OD demands over a long time period - typically such applications
are needed for network planning requirements. Thus, the classification and the development
of TM estimation techniques is very much related to how the TM is to be utilized in different
network applications/contexts.
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There are many challenges involved in the development of TM estimation techniques that
support different network applications. The first challenge is to understand the character-
istics of real TM from given prior TM and then to incorporate the information into a TM
estimation technique. People may argue that the development of an accurate estimation
technique for prior TM such as [10] is more important than the first challenge. However,
the development of such a technique is as complex as the development of a whole TM esti-
mation technique itself. Moreover, already existing TM’s can be used as a prior TM. The
second challenge is to find a traffic model that accurately describes OD demands and then to
combine the traffic model with a TM estimation technique. The traffic model (also called a
traffic descriptor) problem is very well known challenge. Traditionally, for ease of tractability,
the Poisson [8] or the Gaussian [9] traffic model has been incorporated into TM estimation
techniques. However, when the models are applied to today’s IP networks, the model often
fails because it neglects the correlation structure of the flows in the networks [11]. Moreover,
a number of studies have shown that these correlations significantly impact on the queueing
performance, which is used in network dimensioning and planning applications.
1.1 Focus of this Dissertation
In this thesis, we propose novel traffic matrix (TM) estimation techniques for different net-
work applications that take account of the new technologies that enable us to obtain an
accurate TM quickly within a short time frame and allow us to capture not only the mean
of the traffic volume but also the correlated traffic behaviour so that the requirements can
be achieved for each of the different network applications. Assuming that the link counts
measurement is given, the objective of TM estimation is to determine traffic volumes be-
tween all possible nodes combined with traffic routing, such that the measured link counts
are most likely to be expected from the determined traffic volumes.
To provide a foundation for the development of the TM estimation techniques, we first
4
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categorize the TM estimation techniques developed for IP-based network into three cat-
egories, viz: the deterministic, the statistical, and the dynamic approaches. Using this
ordering of the categories, we shall develop a novel TM estimation technique in each cat-
egory. The problem of the deterministic approach is how to utilize the characteristics of
the prior TM in order to identify a TM from an infinite number of TMs that are possible
because of the under-constrained problem of TM estimation. For the statistical approach,
there is a need for more accurate assumptions about the traffic characteristics of the flows
between node pairs. Thirdly, the dynamic approach requires a new algorithm to obtain a
set of link weights, such that the link load and delay constraints are satisfied systematically
after the new weights are applied. Lastly, we introduce two network applications developed
in our research group, and one scenario where our proposed TM estimation technique can
be utilized.
The proposed methodology for the solution of the problem in the deterministic approach
incorporates procedures that allow the characteristics of a prior TM to be utilized. Specifi-
cally, the considered problem is formulated as a nonlinear optimization problem on the basis
of the generalized Kruithof approach, which minimizes the Kullback-Leibler (KL) distance
from the prior TM to a feasible region formed by link count measurement constraints. The
KL distance approach, derived from Information theory, has been addressed in [6]. The dif-
ference between Zhang’s method and our proposed method is discussed later in Chapter 3.
In this thesis, we provide not only the nonlinear optimization problem but also the algorithm
to solve the problem efficiently. The algorithm makes use of one of the interior point methods
known as the affine scaling method, which approaches a solution by monotonically decreas-
ing the original objective function [12]. Since the affine scaling algorithm requires a feasible
starting point and the choice of the feasible starting point affects the convergence speed of
the algorithm, we propose a method for choosing a good starting point based on geometric
analysis. In addition, a comparative study among deterministic approaches, including the
proposed method, [13, 14, 1, 6, 7, 15], is carried out in order to find the superiority of each
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method in different situations.
Our approach for the solution of the problem represented by the statistical approach is
to employ a more sophisticated traffic descriptor, specifically, a Markovian Arrival Process
of order two (MAP-2) to represent the volumes of flows being exchanged between all pairs
of nodes. The MAP-2 is capable of matching correlated and bursty traffic, which may also
have self-similar properties and long range dependence [16]. In addition, the model is ana-
lytically tractable, which is manifested in various efficient computational procedures based
on the matrix-analytic approach for queueing systems [17]. In order to incorporate the traf-
fic descriptor MAP-2 into our proposed novel technique, the procedure of TM estimation
is divided into two steps. Firstly, a series of TMs is obtained by applying a standard de-
terministic approach from a multiple set of link counts obtainable from a consecutive set
of Simple Network Management Protocol (SNMP) [18] measurements and a given routing
matrix. Therefore, the components of these matrices represent estimates of the volumes of
flows being exchanged between all pairs of nodes at the respective measurement points and
they form a stochastic counting process. Then, in the second step, the counting processes are
modelled by MAP-2. A major challenge, with respect to the proposed method is to provide
a characterization method for the counting processes. In order to solve this problem, we
have developed a mapping model, which translates the counting processes into parameters
of a MAP-2 model.
Recently, in [4] a TM estimation technique based on link weight changes has been devel-
oped. The idea behind the method is to change link weights which cause flows to be rerouted
(since routing is based on shortest path technology). Then, the rerouted flows create new
link counts, which generate new constraints. New link weights are determined again and
further constraints are added - gradually increasing the rank of the constraint matrix until
it becomes a full-rank matrix. As a result, the original under-constrained problem becomes
a solvable problem which produces an exact solution. However, the method makes use of
an “Heuristic search” approach to search a set of link weights which requires intensive com-
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putational effort. In this thesis, the above idea is formulated using the dual version of the
well-known multi-commodity flow problem. Since the proposed method is based on a linear
programming (LP) approach which is a mature field that has spawned a plethora of efficient
techniques to solve large problems, the method is relatively faster than “Heuristic search” ap-
proach as well as making it easy to obtain link weights systemically as well as including some
special constraints required by a network operator. The weight changes approach for TM
estimation has two main problems. The first problem results from uncertainties associated
with the initial TM, such that it may cause network congestion after a new set of weights has
been applied and the second problem arises from the possible network disturbances caused
during the weight change period. For the first problem, a statistical method is proposed to
lower the upper-bound of the optimization problem, in other words to set a reduced value
for each link capacity (called a threshold value) when formulating the optimization problem
– in order to create a safety margin for each link capacity. For the solution of the second
problem, we carry out the simulation study using the well-known Network Simulator package
(ns2) [19] to investigate the impact of these weight changes on the network.
The TM estimation problem is considered from three different directions in this thesis.
The motivation for each direction originated from the development of different network ap-
plications in our research group. The first application called “OptiFlow” [20] is a network
management tool that incorporates a new function [21] that removes a link congestion caused
by traffic demand changes. Since the application requires knowledge of the traffic demands
at the time when a link is congested, a TM needs to be estimated quickly, and thus the
deterministic approach is suitable for this application. A second application known as “Epi-
Center” [22] is a network planning tool that provides support for IP network planners with
given Quality of Service (QoS) objectives. The tool takes a MAP model as a traffic descrip-
tor, which has been successfully applied in the context of IP network planning [17] and it
has been shown that these traffic descriptors provide a very good balance between modelling
accuracy and efficiency - as provided by powerful matrix-analytic computational procedures
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for queueing systems. As a result, the output TM from the proposed statistical approach is
ready to be utilized in efficient algorithms for such a network planning tool. Although there
is not a network application currently that makes use of the proposed dynamic approach to
obtain TMs, we provide possible scenarios of the utilization of the dynamic approach in this
thesis.
1.2 Contributions of this Dissertation
In this thesis, traffic matrix estimation techniques are classified into three different categories
according to their use in different network applications, and a novel technique is presented
for each category. In the following, the key contributions of this thesis are summarized. The
work in Chapter 3 led to publication of [15, 14, 7]. The contributions of this chapter can be
summarized as follows:
1. Development of a deterministic method for traffic matrix estimation that is formulated
as a nonlinear optimization problem, based on the generalized Kruithof approach. The
method takes account of the characteristics of a given prior solution in terms of the
KL distance.
2. Implementation of an interior point method called the affine scaling method in order
to solve the formulated nonlinear optimization problem, and a strategy to accelerate
the convergence of the affine scaling method is developed using geometric analysis of
the problem.
3. Evaluation of the proposed method by comparing with other deterministic approaches.
The work in Chapter 4 led to publication of [23, 24, 25]. The contributions in Chapter 4 can
be summarized as follows:
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1. Analysis of a failure case in a statistical method for traffic matrix estimation when a
traffic modelling assumption is violated.
2. Development of a novel two-step statistical method for traffic matrix estimation, which
incorporates traffic characterization procedures that take into account the correlated
and bursty structure of IP network traffic. For this purpose, more sophisticated
traffic descriptor, Markovian Arrival Process of Order Two (MAP-2) is employed,
since complex arrival patterns such as those appearing in IP network can best be
described using MAPs
3. Development of a matching model for MAP-2 which can be populated using traffic
count statistics that are obtained from a deterministic technique.
4. The accuracy of the proposed matching model is evaluated using a queueing simulation
approach using two types of input traffics: synthetic correlated traffic and real traffic
obtained from two Internet Service Provider (ISP) networks.
5. Evaluation of the two-step method by simulation study.
The work in Chapter 5 led to publication of [26]. The contributions in Chapter 5 can be
summarized as follows:
1. Development of an algorithm to find a new set of link weights using the dual formula-
tion of the multi-commodity flow problem, which takes into account the requirements
of a network operator such as link load or link delay constraints.
2. Development of a statistical solution that prevents a network from being congested
due to the error-prone initial traffic matrix after a new set of weights is applied.
3. Simulation study conducted for different scenarios in order to analyze the impact of
weight changes and understand the period of disturbance, which ensures all routers
have a consistent view of the network after weight changes are invoked.
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Below are the relevant publications in conjunction with the author during his PhD can-
didacy.
Refereed Conference Publications
1. Suyong Eum, John Murphy, and Richard J. Harris “TomoKruithof vs Tomogravity
for Backbone Networks", in Australia Telecommunication Networks and Applications
Conference (ATNAC’04), Sydney, Australia, December 2004
2. Suyong Eum, John Murphy, and Richard J. Harris “A Fast Accurate LP Approach
for Traffic Matrix Estimation" in International Teletraffic Congress (ITC19), Beijing,
China, September 2005
3. Suyong Eum, John Murphy, and Richard J. Harris “A Failure Analysis of the Tomo-
gravity and EM Method", in IEEE Region 10 Annual International Technical Confer-
ence on the Applications of New and Emerging Electro-Technologies (TENCON’05),
Melbourne, Australia, November 2005
4. Suyong Eum, Richard J. Harris, and Alexander Kist “Generalized Kruithof Ap-
proach for Traffic Matrix Estimation", in 14th IEEE International Conference on
Networks (ICON’06), Singapore, September 2006
5. Suyong Eum, Richard J. Harris, Bill Lloyd-Smith, and Robert Suryasaputra “Dy-
namic Weight Changes for Traffic Matrix Estimation", in Planning for the Benefits
of Convergence and NGN (NETWORKS’06), Delhi, India, November 2006
6. Suyong Eum, Richard J. Harris, and Irena Atov “A Matching Model for MAP-
2 using Moments of the Counting Process" in International Network Optimization
Conference (INOC’07), Spa, Belgium, April 2007
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Submitted Papers
1. Suyong Eum, Richard J. Harris, and Irena Atov “Traffic Matrix Estimation with
Markov Arrival Process of the Order of Two (MAP-2)" in International Teletraffic
Congress (ITC20), Ottawa, Canada, June 2007
1.3 Organization
Chapter 2: Overview of Traffic Matrix Estimation Techniques. In order to pro-
vide a motivation for development of a traffic matrix estimation technique based on three
different approaches, we start this thesis by classifying the current traffic matrix estimation
techniques into three categories and discuss the problems associated with each category.
This discussion is followed by assumptions and definitions of symbols that are used through
this thesis.
Chapter 3: Deterministic Approach for Traffic Matrix Estimation. In this chapter,
a new deterministic approach for traffic matrix estimation is presented. Firstly, the proposed
method is formulated as a non-linear optimization problem based on the generalized Kruithof
approach and then the affine scaling method is used to solve the optimization problem. This
chapter presents a strategy to accelerate the rate of convergence of the affine scaling method
using a geometric analysis of the problem. The strategy involves finding good starting points
and a search directions since the choice of the feasible starting point and the searching di-
rection affect the convergence speed of the interior point algorithm. In addition, the chapter
includes a comparative study of the proposed method between currently known determinis-
tic approaches, that include Linear Programming (LP), least square, and information theory
methods in order to demonstrate how these methods cooperate with a given prior solution.
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Chapter 4: Statistical Approach for Traffic Matrix Estimation. In this chapter, we
propose a new statistical approach for traffic matrix estimation, which incorporates a traffic
descriptor, Markovian Arrival Process of order two (MAP2), that allows the burstiness and
correlation structure of IP traffic to be modelled. The proposed method solves the traffic ma-
trix estimation problem by dividing it into two main subproblems: 1) First, from a multiple
set of link counts obtainable from a consecutive set of Simple Network Management Proto-
col (SNMP) measurements and a given routing matrix, obtain a series of traffic matrices by
applying a standard deterministic approach (Chapter 3). The components of these matrices
represent estimates of the volumes of flows being exchanged between all pairs of nodes at
the respective measurement points and they form a stochastic counting process. 2) Then, a
Markovian Arrival Process of order two (MAP-2) is applied to model the counting processes
formed from this series of estimated traffic matrices. This chapter first demonstrates the
motivation for developing the proposed model by showing the failure of the current statisti-
cal approach when the traffic model assumption of the approach is violated. This is followed
by the development of a matching model for a MAP2 that is purely based on the moments
of the counting processes. In addition to the development of the matching model and the
two step algorithm, this chapter is enriched by extensive simulation results to demonstrate
the capabilities and accuracy of the methodology.
Chapter 5: Dynamic Approach for Traffic Matrix Estimation. This chapter includes
a new algorithm to re-route traffic by changing link weights while systematically guarantee-
ing that the utilization of every link, impacted upon by the new weight set, is always below
the given the link load limit. Since the algorithm is based on the dual formulation of the
multi-commodity flow problem, we start this chapter by first describing the theory of the
dual problem formulation with a simple 5 node network example. This is followed by a
discussion of the uncertainty associated with the traffic matrix in the first stage of the al-
gorithm that needs to be considered because the re-routed traffic may cause congestion in
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the network. To understand the impact of weight changes, we carry out a simulation study
with several different scenarios. This chapter concludes with a discussion of the advantages
of the proposed method over the original method that searches a set of weights based on a
“Heuristic search” algorithm.
Chapter 6: Applications for Each Approach. In this chapter, we compare the pro-
posed methods in the context of the utilization in different network applications. We start
the chapter by introducing two network applications that have been developed in our network
research group. The first application is called “OptiFlow” which is a network management
tool. It makes use of the deterministic approach to obtain a traffic matrix as its crucial
input for a congestion removal function since it is a time critical application. The second
application involves a network planning and dimension tool called “Epicenter” for which the
statistical approach is more suitable because the approach estimates not only the mean of
the traffic volume but also captures the correlated traffic behaviour – which dramatically
impacts on queueing behaviour. Besides the description of the network applications that re-
quire a different way of obtaining a traffic matrix, this chapter presents a scenario involving
the use of the dynamic approach.
Chapter 7: Conclusions. Although each chapter in this thesis presents its own concluding
remarks we devote this chapter to summarizing and evaluating some additional conclusions
and discusses topics for further research.
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Foundations for Traffic Matrix
Estimation
TMs provide an overall picture of the level of traffic information exchanged between nodes in
the network and hence many network applications require a TM as their critical input. Since
network applications are utilized for many different purposes, TM estimation techniques
must be appropriate for the purpose of performing these network applications. In this
chapter, we propose a foundation for TM estimation approaches that takes account of the
different requirements in different network applications (e.g., network congestion control or
management, network dimensioning and network planning) so that customized TMs can be
obtained for each one of these network applications.
To provide a foundation for the TM estimation techniques according to different network
applications, we start this chapter (in section 2.1) by first discussing the classification of TM
estimation techniques in three different categories. The classification was motivated from the
development of a new TM estimation technique that was required in network applications
developed in our research group. Section 2.2 describes the challenge of each TM estimation
approach using an example. The main contributions of this thesis are to propose possible
solutions to overcome these challenges. Then, in Section 2.3 we introduces the symbols and
notations that are used through this thesis. In Section 2.4 we introduce a method to generate
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a synthetic1 TM for evaluation purposes. Finally, in Section 2.5 we survey the literature on
related TM estimation techniques and subsequently conclude this chapter.
2.1 Classification of TM Estimation Techniques
TM estimation techniques that are being developed in IP-based networks are classified into
three main categories in this thesis, viz: deterministic, statistical, and dynamic approaches.
The classification is based on the utilization of the approaches in different network applica-
tions. In the following, we briefly review these categories and discuss issues and implications
that have to be considered in the development of a new TM estimation technique under each
category.
• Deterministic approach. The approach regards the link counts measurement data
for a time period as a constant data and thus traffic demands between all Origin-
Destination (OD) pairs in a TM, that has been estimated using a deterministic ap-
proach, are represented as constant values also. Typically, TM estimation techniques
belonging to this approach formulate the TM estimation problem as an optimization
problem. The optimization problems make use of the link counts measurement data
as constraints but having different objective functions. Linear Programming (LP) ap-
proaches [13, 14] maximize the total sum of weighted flows as an objective function,
and the other deterministic approaches [1, 6] utilize an objective function that mini-
mizes the distance between given prior TM that is believed to incorporate a real TM
and a hyperplane caused by the under-constrained problem. It is the latter approach
that we consider in this thesis, as it cooperates with the prior TM that contains the
characteristics of a real TM. The deterministic approaches are much faster than the
statistical approach introduced below - since it takes only from a few seconds to a
few minutes to implement the above approaches so that it is suitable for an on-line
1We make use of real traffic traces for an evaluation of our proposed traffic model in Chapter 4.
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network application, i.e., network congestion control, since it requires an estimate of
a TM in real time.
• Statistical approach. The approach regards the link counts measurement data for
continuous time periods as random variables and thus traffic demands between all
OD pairs in a TM, which is estimated using a statistical approach, are represented as
parameters of a model which show statistical characteristics of the traffic demands. TM
estimation techniques that belong to this category are the moments method [8], the
Bayesian method [27], the Expectation Maximization(EM) method [9], the Two step
EM method [28], and Iterative Bayesian method [29] [5]. The statistical approaches
involve the process of modelling OD demands utilizing different traffic models such as
Poisson [8], and Gaussian [9]. The statistical approach produces a TM whose elements
are parameters of traffic models so that the approach is ready to be utilized for the
network dimensioning & planning application that requires a TM that incorporates
not only the mean but also the statistical characteristics of the OD demands. In this
thesis, we make use of a traffic model called the Markovian Arrival Process of order
two (MAP-2) to combine it with a TM estimation technique.
• Dynamic approach. The approach dynamically reroutes traffic demands by chang-
ing a link weight and subsequently the rerouted flows create new link counts mea-
surement, which are new constraints. As a result, through repeated application of
new weights to direct traffic streams in the network, the under-constrained problem
ultimately becomes a solvable problem which produces an exact solution. Thus, the
dynamic approach requires us to find a set of link weights that cause flows to be
rerouted, and at the same time the rerouted flows must not cause any trouble in the
network e.g., link congestion. To find a set of link weights satisfying the condition, a
heuristic approach [4] was firstly proposed in the context of TM estimation. However,
there is not a real network application to adopt the dynamic approach to obtain a TM
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despite of the accuracy of the approach for two main reasons. Firstly, it is generally
believed that weight changes disturb the network during the time taken from the time
of detecting a weight change to the point where we are operating the network with the
new network state. Secondly, uncertainty in the initial TM may cause link congestion
after flows are rerouted by any new weight set. We take account of these problems
in our new dynamic approach and provide possible scenarios for utilizing the dynamic
approach.
2.2 Challenges in Each TM Estimation Category
Estimating a traffic matrix can be described by the vector equation (2.1).
Y = AX (2.1)
where Y is the vector of measured link loads, A is a routing matrix, and X is the vector of
traffic demands. In an IP network, the routes can be obtained by noting that most intra-
domain routing protocols (e.g. Open Shortest Path First (OSPF) [30] and Intermediate
System-Intermediate System (IS-IS) [31]) are based on a shortest path algorithm such as
the well-known Dijkstra [32] or Bellman-Ford algorithms [33]; also, link volumes in an IP
network are typically available from readily available SNMP data. The traffic demands X
need to be estimated from the given Y and A. By using the notations in Section 2.3 of nodes,
links, and OD pairs, the dimensions of vectors Y , A, and X are defined as r by 1, r by c,
and c by 1 respectively. Since the number of links r is less than the number of OD pairs c in
general networks, linear equation (2.1) becomes an under-constrained system which means
that there may be an infinite set of traffic demands X satisfying the linear equation (2.1).
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Figure 2.1: 3 node network example. Figure 2.2: Solution space
2.2.1 Under-Constrained Problem in the Deterministic Approach
In Fig. 2.1, the three node network has two links with three flows. These three flows need
to be estimated from measurements of the two link loads which are 12 and 16 respectively.
The sum of flows 1 and 2 are equal to the measured link load which is 12 and the sum of
flows 2 and 3 is the same as the measured link loads 16. The two constraints are illustrated
in Fig. 2.2 based on equations X1 + X2 = 12 and X2 + X3 = 16 respectively. This is
an under-constrained problem because the number of unknown variables is more than the
number of constraints. Therefore, the problem defines a solution plane called a hyperplane
rather than giving an unique point for the solution. In Fig. 2.2, the line AB (hyperplane
AB) represents the solutions that satisfy both constraints, and the point P indicates a prior
solution that contains the characteristics of the real solution. The prior solution can be
an old traffic matrix or can be obtained from an alternative method such as the gravity
model that uses the intra link counts measurement data. The challenge for deterministic
approaches is how to use the characteristics of the prior solution P in order to identify a
solution on the hyperplane AB.
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2.2.2 Traffic Modelling Problem in the Statistical Approach
Let us assume that a second set of link load measurements is obtained during the next time
period t2. Further, if we suppose that the measured load on link 1 increased from 12 to 14,
this will consequently move up the hyperplane AB to CD. The solutions at time point t1 and
t2 are denoted by S1 and S2 in Fig. 2.2 respectively, and more solutions (S1, S2, S3, . . . ) can
be obtained by measuring link loads as time varies. In this case, the series of solutions needs
to be expressed through a mathematical model rather than a deterministic solution. The
idea of the statistical approach for TM estimation is to assume that the series of solutions
are generated from an underlying mathematical model. The challenge with this approach is
thus to find an appropriate model that can describe the real solutions (statistical data) most
accurately.
2.2.3 Finding the Set of New Weights in the Dynamic Approach
In Fig. 2.1, suppose that there is a direct link AC whose cost is 5. Although there is an
extra link AC, the flow X2 does not use this link because the cost (weight) 5 of the link AC
is higher than the total cost 4 of AB and BC. In this case, the problem using the equation
(2.1) is still an under-constrained problem. However, if we increase the cost of the link AB
from 2 to 3, which causes the total cost of AB and BC to be equal to the cost of link AC
then, for protocols like OSPF, the flow X2 can be equally split to use the paths [A−C] and
[A−B−C], and this is called an equal cost multi-path (ECMP). As a result, equation (2.1) is
no longer an under-constrained problem because the split and re-routed flows generate a new
and different constraint so that the numbers of constraints and unknown variables becomes
the same. This TM in this situation now has a full rank of constraints and it is possible
to solve for the demands exactly. The weight changes can be found by hand in this small
example. However, when the size of problem increases, and additional carrier/administrator
requirements need to be satisfied; for instance, the re-routed flows after link weights changes
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should not cause new link utilization to be over a certain limiting value, the problem requires
a computationally intensive search technique to find a set of weights.
2.3 Symbols and Definitions
Assuming a network of n nodes and r links, the TM of the network is a square matrix of
dimension n × n, with diagonal elements equal to zero. The number of origin-destination
(OD) pairs, denoted by c, is obtained as c = n × (n − 1). Since it is usual to ignore
internal node demands, the matrix will not be n × n in most problem formulations. For
the elements of the TM, the traffic flows between the OD pairs, we use both matrix and
vector representations interchangeably. In the first case, the flows are denoted using lower-
case xkij(i 6= j) where i and j represent the origin and destination nodes for the flow. In
the vector representation case, the flows are denoted by an upper-case Xki where i shows
the OD pair index i = 1, 2, . . . , c. The k in both cases indicates the index for different
TMs obtained in measurement period k, where k = 1, 2, . . . , K. For instance, both xkij and
Xki represent an element of a TM obtained in the k-th measurement period denoted by xk
and Xk, respectively. The set of link loads obtained in the k-th measurement period is
represented by Y k.
Figure 2.3: The definition of the TM
In this thesis, the terms, “fan-out model” and “traffic model”, are used. The fan-out model
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is defined as a model to estimate the ratio of the size of each element in a single TM, and
the traffic model is used for modelling the components of the TMs obtained in a series, at
various time points, forming a stochastic counting process.
Figure 2.3 shows a TM of a 3 node network with 6 = (3 × 2) OD pairs. The OD pair
flows are shown using matrix and vector representation as in (A) and (B), respectively. The
fan-out models, such as the gravity model [1] and the choice model [34], show the relation
among elements (X11 , X12 , X13 , . . . , X16 ) in the same TM, and the traffic models, such as
Poisson [8] and Gaussian [9], model a series of elements (X12 , X22 , X32 , . . . , Xk2 ) illustrated
by the circles along the continuous TMs in Fig. 2.3.
2.4 Synthetic Traffic Matrix Generation
Ideally, real TMs are required to evaluate the proposed TM estimation techniques. However,
such information is generally not available to the public. Therefore, we make use of synthetic
TMs to perform the necessary comparisons. We generate two types of synthetic TMs. One
is a synthetic TM whose elements represent the constant mean values of OD demands, and
the other is a synthetic TM whose elements represent parameters of a traffic model such as
a Poisson or a Gaussian model. In general, a synthetic TM of the former type is utilized for
evaluation of the deterministic and dynamic approaches, and a synthetic TM of the latter
type is utilized for the case involving a statistical approach.
For the former case, we develop a method to generate a synthetic TM that has similar
properties to a TM in a back-bone network. In [1], it was shown that the amount of traffic
exchanged between two nodes in a back-bone network is proportional to the sizes of two
nodes, and thus they made use of the Gravity model to estimate the ratio of OD demands
exchanged among all OD pairs. It implies that a TM in a back-bone network can be imitated
using the Gravity model. Thus, to generate a synthetic TM similar to a back-bone network
TM, we match random integer numbers to all nodes in a given network topology and regard
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the integer number as the representation of the node size. Then, the volume of an OD
demand between two nodes is decided by multiplying the node numbers of the two nodes so
that a large OD demand exists between higher number nodes but these demands are scaled
with a random factor based on a standard probability distribution.
Figure 2.4: A real back-bone TM is esti-
mated using a method in [1]
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5
x 104
0
0.5
1
1.5
2
2.5
3
3.5
4
4.5
x 104
Real traffic matrix
Es
tim
at
ed
 tr
af
fic
 m
at
rix
* 
:Tomogravity
Figure 2.5: A synthetic TM is estimated
using a method in [1]
Fig. 2.42 and Fig. 2.5 plot the OD demands of a real back-bone TM and a synthetic
TM, that is generated according to the description above, versus the estimated OD demands
respectively. The OD demands in both figures are estimated using the same deterministic
approach described in [1]. From the similarity of both figures, the proposed method to
generate a synthetic TM seems to be able to imitate a real back-bone TM fairly closely.
For the latter case, we adopt the above method to generate a synthetic TM that represents
constant mean values of OD demands, and then parameters of a traffic model that provide
these mean values are randomly chosen. Thus, OD demands can be generated from the
assumed traffic model with the defined means.
2It is copied from [1] - The values of OD demands are not shown since they are considered proprietary.
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2.5 Literature Survey
There have been various techniques proposed in the literature for TM estimation problem
in IP based networks. We begin this survey by first describing each technique proposed
previously. In addition, we include the methods used for the solution of TM estimation
problem.
2.5.1 Linear Programming Method
Goldschmidt [13] has formulated TM estimation problem using a Linear Programming (LP)
approach. It maximizes the sum of all weighted OD demands subject to linear constraints
that represent the sum of OD demands on a link that must be less than or equal to the
capacity of the link. The author suggests that it would be worthwhile to make use of the
path length of OD demand as a weight in the objective function in order to obtain the best
result. We shall discuss the choice of the objective function in more detail in Chapter 3.
Two different ways have been utilized to solve the LP formulation and they are discussed in
the following subsections.
Simplex Method
Simplex method [35] is the most popular technique for numerical solution of the LP problem.
The method is based on the fact that an optimal LP solution can always be associated with
an extreme point of the feasible region. Therefore, the Simplex method moves around
the boundary of the feasible region to find an adjacent extreme point which improves the
objective function. As a result, any possible solutions are ignored if they are not associated
with an extreme point.
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Interior Point Method
While the Simplex method follows a path of adjacent extreme points along the edge of the
feasible region, the interior point method cuts across the interior of the feasible area to reach
an optimal solution. The concept of the Interior Point method has existed for a long time
in the context of the “Affine Scaling method of Dikin [36] [37]", “the Logarithmic Barrier
method of Frisch [38] [39]", and “the Center method of Huard [40] [41]". However, after Kar-
markar [42] introduced his method called the Projective method, the interior point method
regained attention due to the fact that the Interior Point method is generally regarded as
the preferred approach for large problems in LP. This is because the number of iterations
required for the interior point method is relatively independent of the problem size [43]. The
interior point method can be categorized into basically three types, affine-scaling methods
[44], projective-scaling methods [42], and path-following methods [45]. The affine scaling
method was adopted in [7] in order to solve the non-linear optimization problem in the
context of TM estimation.
2.5.2 Least Square Method with the Gravity Model
Zhang et al [1] proposed a method called “Tomogravity”. The method follows a two-step
process. The first step involves generating a prior TM using the standard gravity model that
makes use of the intra link measurement data (Refer to the description of the gravity model
below). The second step involves optimizing the prior TM obtained from the gravity model,
using the least square method that searches for the best fitting set of values for the demands
among many feasible solutions based on prior values and constraints. The implementation
of the method takes less than 5 seconds for a large network according to [1].
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Quadratic Programming
Since the least square method finds a solution TM by minimizing the Euclidean distance
between a prior TM and a hyperplane formed by the system equation 2.1, this problem can
be formulated using quadratic programming. The quadratic formulation can be solved by a
linear system due to the presence of linear equality constraints. The procedure for solving
the quadratic formulation will be discussed further in Chapter 3.
2.5.3 Information Theory Method
Zhang et al [6] proposed a TM estimation technique similar to the least square method.
While the least square method makes use of the Euclidean distance to measure the closeness
between a solution TM and a prior TM, the information theory approach does the KL
distance. It was reported in [6] that the solution TM of this information theory method may
be approximated by using a least square method with square root weights.
2.5.4 Moment Matching Method
Vardi [8] developed the first TM estimation method in an IP based network. The idea of
the method was to equate certain sample properties, such as the mean, to the corresponding
population expected values. Then, the unknown parameter values are obtained by solving
the equation. Assume that Xki v Poisson(λi), and then there are K sets of link load mea-
surements Y k(k = 1, . . . , K). If the K is a sufficiently large number, according to the CLT
(Central Limit Theorem), Y¯ ki has an approximately normal distribution with the theoreti-
cal mean and variance. Therefore, the first and second moments of Yi are equated to the
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theoretical values as follows:
E(Yi) = Y¯i =
c∑
j
aijλj (i = 1, . . . , r) (2.2)
S(Yi, Yi′ ) = Sii′ =
1
K
∑
k
Y ki Y
k
i
′ − Y¯iY¯i′
=
c∑
j
aijai′jλj (1 ≤ i ≤ i
′ ≤ r)
where ai,j represents the entry of the r× c routing matrix A (r: The number of links, c: The
number of OD demands). The equations (2.2) can be simplified as the vector equation.
 Y¯
S
 =
 A
B
λ (2.3)
where S is the covariance matrix of Y , and B are obtained from the routing matrix A. The
linear vector equation (2.3) is described in detail as follows:
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
yr
yr−1
...
y1
S(r,r) = cov(yr, yr)
S(r,r−1) = cov(yr, yr−1)
...
S(r,1) = cov(yr, y1)
S(r−1,r−1) = cov(yr−1, yr−1)
S(r−1,r−2) = cov(yr−1, yr−2)
...
S(r−1,1) = cov(yr−1, y1)
...
...
S(1,1) = cov(y1, y1)

=

ar,c
ar−1,c
...
a1,c
ar,c × ar,c
ar,c × ar−1,c
...
ar,c × ar,c
ar−1,c × ar−1,c
ar−1,c × ar−2,c
...
ar−1,c × a1,c
...
...
a1,c × a1,c

λ
The vector expression (2.3) has r(r+3)
2
linear equations, which consist of r from Y , and r(r+1)
2
from S. Generally, the number of equations is more than the number of unknown variables
c (over-constrained problem). In [8], the author mentioned that the vector equation is
algebraically inconsistent. Therefore, the author deleted bad equations (e.g. Si,i′ < 0, or∑
j aijai′j = 0). After the bad equations are removed, the author applied the EM algorithm
for solving the linear inverse problem (2.3) with positivity restrictions. For the first and
second moments case, the canonical form of the EM iteration for solving (2.3) is given as
follows:
λj ← a.j
a.j + b.j
λ̂j(A, Y, λ) +
b.j
a.j + b.j
λ̂j(B,S, λ) (2.4)
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where
λ̂j(A, Y, λ) ≡ λj
a.j
∑ aijYi∑
k aikλk
λ̂j(B,S, λ) ≡ λj
b.j
∑ bijSi∑
k bikλk
a.j =
∑
i
aij , and b.j =
∑
i
bij
where bij represents the element (0 or 1) of the matrix B.
2.5.5 Bayesian Method
Tebaldi et al [27] applied the Bayesian method for the TM estimation problem. The idea
of their approach was to use the algebraic structure of the problem with the Markov Chain
Monte Carlo (MCMC) algorithm. It was shown that the routing matrix A can be divided
into [A1, A2], where A1 is nonsingular (r× r) matrix, and A2 a singular (r× (c− r)) matrix.
Similarly, the elements of the X vector are rearranged, the rearranged vector X can be
written X = [X1, X2], and then it derives X1 = A1−1(Y −A2X2) from the equation (2.1).
The rearrangements of the vector A and X were implemented using the QR decomposition
method [27]. This algebraic analysis reduces the problem of estimating the full vector X to
X2 because the vector X1 is directly obtained from X2.
Tebaldi et al used the Metropolis within Gibbs sampling algorithm. The Gibbs sam-
pling algorithm is one of the simplest Markov chain Monte Carlo algorithms. The authors
simulate one element X2i (The ith element of vector X2) each time from the conditional
distributions pi(X2i|X2−i, Y ), where X2−i means that other components are known except
X2−i (X21, X22, . . . , X2i−1, X2i+1, . . . , X2n−1, X2n). To draw a random variable from the
conditional distribution pi(X2i|X2−i, Y ), the conditional distribution needs to be computed.
However, the conditional distribution is not known, therefore, the Metropolis algorithm is
applied to draw a random variable from a distribution one can simulate, and to accept the
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random variable with a probability called the Metropolis ratio.
The Metropolis within Gibbs sampling algorithm is summarized as follows:
1. Draw X2n+1 from the assumed traffic model with parameters (prior TM).
2. Calculate X1n = A1−1(Y − A2X2n) and X1n+1 = A1−1(Y − A2X2n+1)
3. X2n+1 are randomly accepted or rejected with a probability calculated
using equation (2.5).
4. Return to step 1 and iterate.
min{1,
∏r
j=1 p(X1
n
j )∏r
j=1 p(X1
n+1
j )
} (2.5)
2.5.6 Expectation Maximization (EM) Method
Cao et al [9] assumed that an OD demand is generated from a Gaussian distribution with a
mean (λ) and a variance (Σ), and the mean and the variance are related through Σi = φ(λi)c
where λ and φ needs to be estimated with given c value (c = 2 is utilized in [9]).
The idea of the approach can be explained by the EM conditional expectation function
Q as follows:
Q(θk+1, θk) = E(`(θk+1|XT )|Y T , θk) (2.6)
where θ = (λ, φ) represents the parameters that need to be calculated. The EM method
consists of two steps, which are referred to as the “Expectation step” and the “Maximization
step” respectively. In the first step, θk and a consecutive set of T link counts measurements
Y T are given, and then a consecutive set of T OD demandsXT is obtained. (It can be thought
that the deterministic TM estimation technique is implemented when a prior TM and a link
counts measurement are given). In the second step, θk+1 is calculated by maximizing the
likelihood function `(θk+1|XT ) with the consecutive set of T OD demandsXT that is obtained
from the first step. The new θk+1 is replaced with the previous one θk and the procedure is
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iterated. In [9], the equations (2.7) are proposed as the equivalent problem for the equation
(2.6).
0 = cφλci + (2− c)λ2i − 2(1− c)λiβ(k)i − cα(k)i (2.7)
0 =
I∑
i=1
λ−c+1i (λi − β(k)i )
where
α
(k)
i = R
(k)
ii +
1
T
T∑
t=1
(m
(k)
t,i )
2
β
(k)
i =
1
T
T∑
t=1
m
(k)
t,i
Since there are I + 1 unknown parameters (λ1, λ2, ..., λI , φ), and I + 1 non-linear equations
f1(θ)...fI+1(θ) in equation (2.7), the problem can be solved using the Newton-Raphson al-
gorithm as follows:
θk+1 = θk − [F (θ(k))]−1f(θ(k)) (2.8)
where F is the Jacobian of f(θ) with respect to θ.
2.5.7 TM Estimation Techniques with Intra Link
Counts Measurement
The above techniques in the categories, generally called “network tomography” methods,
make use of the inter link measurement data with network routing information to estimate
TM. In contrast, there are techniques for TM estimation that make use of the measurement
data from the intra links (edge links) as described below.
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Kruithof Method
The Kruithof approach [46] has been widely used in telephony networks when a prior TM
and the measurement data from the intra links has been given. The measurement data from
the intra links shows the amount of traffic entering and leaving a network through a node,
which represents row and column totals of a TM respectively. The Kruithof approach is
an iterative technique that systematically adjusts cell values in a matrix to ensure that the
row and column sums are simultaneously satisfied. Therefore, the Kruithof approach was
combined with the least square technique in order for the final TM to be consistent with
the amount of traffic entering and leaving a network through the edge nodes [15]. In [47],
the Kruithof approach was generalized as a nonlinear optimization problem using the KL
distance which represents the difference of two probabilistic distributions. The idea of the
utilization of the KL distance was adopted in [6] and [7].
Gravity Method
The gravity based models have been used to estimate a TM for a long time in different areas
such as social sciences [48] [49] [50], transportation networks [51] [52] [53], and telephony
network [54] [55]. In the context of IP networks, the gravity model was firstly used in [56]
and a more elaborate gravity model namely the Choice Model was introduced in [10]. Since
the amount of traffic generated from a node can be measured from the edge links which are
attached to the node, the traffic demands from one node to the rest of the nodes are obtained
by splitting the total traffic generated from the node. The split ratio is in proportion to the
size of the destination node according to the gravity theory, which means a bigger node
attracts more traffic than a smaller one. The size of a node can be defined in terms of the
number of edge links attached to the node, the amount of traffic terminated at the node,
or the number of customers connected to the node. In general, the gravity model is used
to obtain a rough TM called “a prior TM”. Since the prior TM provides characteristics of
the real TM, estimation techniques such as the deterministic and the statistical approaches
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cooperate with the prior TM in order to determine a solution in the space formed by the
under-constrained TM estimation problem.
2.6 Conclusions
In this chapter, we have classified TM estimation problems into three categories, viz: deter-
ministic approach, statistical approach, and dynamic approach and discussed some of the
unique challenges that each category presents. The challenges provide the motivation for
developing new TM estimation techniques that are described throughout this thesis. Finally,
to be able to evaluate the proposed TM estimation techniques, we have introduced a method
for generating a synthetic TM that has similar properties to that of a real TM in a back-bone
network. The chapter concluded with a literature survey on related TM estimation prob-
lems, which make use of not only inter link counts measurement but also intra link count
measurements.
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Deterministic Approach for Traffic
Matrix Estimation
The TM plays an important role in a variety of network applications so that the development
of an accurate TM estimation technique is necessary in order to build a successful application.
However, since each network application is built for a different purpose, it needs to adopt
a different TM estimation technique to maximize the efficiency of the application. For this
reason, TM estimation techniques were classified into three main categories in Chapter 2
based on the utilization of the techniques in different network applications. In this chapter,
we propose a new TM estimation technique that belongs to the first category that we have
called the deterministic approach.
The first problem that needs to be addressed for our proposed technique is how to make
use of the prior TM information that implies the characteristics of a real TM in order to
overcome the under-constrained TM estimation problem, such that the inter- and the intra-
link counts measurement constraints are met. The second problem is how to reduce the
computation time to implement the proposed technique since time is a critical issue for
on-line network applications where this proposed method is applied.
For the first problem, we formulate a nonlinear optimization model by adopting the
generalized Kruithof approach [47] which makes use of the Kullback-Leibler (KL) distance
that measures the “closeness” between two probability distributions. The proposed method
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is a special case of another deterministic approach [6] that also makes use of KL distance
but without the intra link counts measurement constraint and consideration of different prior
TM selections. A detailed comparison is given later in Section 3.3.
For the second problem, the formulated optimization problem is solved using the affine
scaling method that is one of the interior point methods that cut across the interior of the
feasible area to reach an optimum solution. The affine scaling method is the simplest im-
plementation of all interior point methods, as well as it represents the only interior point
strategy that approaches a solution by monotonically decreasing the original objective func-
tion [12]. In addition, a strategy to accelerate the convergence rate of the affine scaling
algorithm is provided on the basis of a geometric analysis.
The contributions of this chapter can be summarized as follows:
• Development of a deterministic technique for the TM estimation problem.
• Implementation of the affine scaling method that solves the formulated problem.
• Geometric analysis to find a feasible starting point and a search direction for the
implementation of the affine scaling method.
• A comparative study between the proposed method and other deterministic approaches.
• Explanation of the impact of missing and incorrect link counts measurements and the
topology on the accuracies of deterministic approaches using simple network examples.
The rest of this chapter is organized as follows: In Section 3.1, we explain the theory of
our problem formulation. Then, in Section 3.2 describes the affine scaling method to solve
the optimization problem. Section 3.3 accounts for the differences among deterministic ap-
proaches, viz: linear programming approach [13, 14], least square approach [1], information
theory approach [6], and the proposed method. In Section 3.4, a simulation test-bed is pro-
posed and a simulation experiment is described. Some results and discussions are presented
in Section 3.5. Finally, Section 3.6 presents some concluding remarks.
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3.1 Problem Formulation
The Kruithof method [46] was introduced to balance a given fraction matrix with the row and
the column totals. In the context of TM estimation, the fraction matrix represents the prior
TM, and the row and the column totals represent the amount of traffic entering a network
through a node and the amount of traffic leaving a network through a node respectively1.
The Kruithof method iteratively adjusts row and column elements in a TM commencing
with a prior TM until the scaled TM satisfies the prescribed row and column sums.
However, since the Kruithof method cooperates only with the intra link counts measure-
ment data, the generalized Kruithof approach was introduced by Krupp [47] in an attempt
to overcome limitations of the Kruithof method involving an inability to accommodate extra
information. In the context of the TM estimation problem, the extra information can be the
inter link counts measurement data that is likely to be the most important constraint in the
TM estimation problem. The generalized Kruithof approach converts the Kruithof problem
into an optimization problem that searches for a solution that produces a minimum KL
distance from the given fraction matrix with arbitrary linear constraints. The KL distance,
known as the relative entropy, represents a distance from one probability distribution to
another probability distribution so that the closeness between two probability distributions
can be defined by the KL distance. When there are two probability distributions Q and R
that consist of a finite set of disjoint events qij and rij respectively, the KL distance K(Q,R)
is defined as follows:
K(Q,R) =
n∑
i=1
n∑
j=1
qij log
qij
rij
(3.1)
Suppose that there are two TMs given asX and P . The former is the unknown TM that needs
to be estimated. The latter is a prior TM, that can be obtained using a gravity model [1], or
using a more elaborate model such as the Choice Model [34], or simply using an old TM. Both
1The row and column totals of a TM can be measured from the edge links (Intra links) using SNMP data
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the unknown and prior TMs have n rows and n columns, and each element of these two TMs
are represented by lowercase xij and pij respectively. After normalizing them by dividing
each element xij and pij by the total sums TX =
∑n
i=1
∑n
j=1 xij and TP =
∑n
i=1
∑n
j=1 pij
respectively, the xij/TX and pij/TP represent fraction matrices that can be regarded as
probability distributions because of
∑n
i=1
∑n
j=1 xij/TX = 1 and
∑n
i=1
∑n
j=1 pij/TP = 1.
Therefore, after the xij/TX and pij/TP replace Q and R in equation (3.1), the KL distance
between an arbitrary TM (X) and prior TM (P ) can be derived as follows:
KL(
xij
TX
,
pij
TP
) =
n∑
i=1
n∑
j=1
xij
TX
{log xij
mij
− log TX
TM
} (3.2)
Since the KL distance between two TMs is defined in equation (3.2), the optimization
problem for TM estimation can be derived as:
minimize
n∑
i=1
n∑
j=1
xij
TX
{log xij
mij
− log TX
TM
} (3.3)
subject to
c∑
j=1
r∑
i=1
aijXj = Yi, (3.4)
n∑
i=1
xij = Cj, (Cj: sum of jth column, j=1, 2, . . . , n ) (3.5)
n∑
j=1
xij = Ri, (Ri: sum of ith row sum, i=1, 2, . . . , n) (3.6)
xij ≥ 0, (i=1, 2, . . . , n. and j=1, 2, . . . , n.) (3.7)
where aij represents the entry of the r× c routing matrix A (r: The number of links, c: The
number of OD demands). The equations (3.4) and (3.5, 3.6) show the inter and intra link
counts measurement constraints respectively.
The constraint (3.4) shows that the total OD demands on an inter link is equal to the
measured link counts on the inter link. The constraints (3.5, 3.6) state that the total OD
demands generated from or sink into a node is equal to the measured edge link counts
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measurement data. The linear constraints (3.4) and (3.5, 3.6) form a solution region rather
than giving a unique solution since the problem is still an under-constrained problem. The
optimization problem searches a solution that has a close distribution with the given prior
TM P .
3.2 An Affine Scaling Method
The proposed TM estimation technique is formulated as a nonlinear optimization problem
where the variables are nonnegative and are subject to linear constraints with a continuously
differentiable objective function.
Such an optimization problems have been solved by a family of gradient methods, viz:
the Reduced Gradient Method (RGM) [57] and the Projected Gradient Method (PGM) [58].
The idea of these methods is that an optimum solution is sought by following a direction
given by the gradient of the objective function projected onto the constraint set; since the
direction provides the largest increase or decrease in the objective value. In [36], Dikin
proposed an affine scaling method, that is considered to be a descendant of the Projected
Gradient Method (PGM). The difference between the affine scaling method and the PGM
is that the former transforms the original problem from one space to another space in order
to keep the point in the each step of the algorithm to be equally distant from its bounds.
The formulated optimization problem in the previous chapter can be stated in the following
way:
minimize f(x) (3.8)
subject to Bx = β, (∀x ≥ 0) (3.9)
where f(x) represents the objective function in the equation (3.3), Bx = β represents the
both constraints that are the bundle constraints (3.4) and the total row and columns sum
constraints in (3.5, 3.6).
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It is known that the row and column sum constraints have one redundant constraint
since the totals of the row sums and the columns must be equal for a proper formulation.
In other words, some constraints are linear combinations of other constraints so that it
causes a problem when matrix inversion takes place as no valid inverse will exist. To solve
this problem, we transform the matrix B to reduced echelon form by using standard Gauss
elimination [59]. Gaussian elimination is a methodical process of systematically applying
row operations to the matrix in order to transform one system into another simpler, but
equivalent, canonical form by successively eliminating unknowns and eventually arriving at
a system that is easily solvable by back-substitution. The transformation process removes
redundant constraints that are linear combinations of other constraints in matrix B, as well
as, simplifying the matrix B system without changing the feasible region.
For the moment, we make use of an accuracy parameter ε and a step size parameter α.
These parameters are specified later on. The algorithm for the affine scaling method can be
described as follows:
Input:
Set the accuracy parameter ε = 10−6 ;
Initialize the step-size parameter α=0, (0<α ≤1);
Find an initial feasible solution xk such that Bxk = β, (∀xk ≥ 0).
begin1
while ( |f(xk+1)−f(xk)||f(xk)| < ε):The condition is applied from the second iteration. do2
xk space −→ x¯k space ;3
P∇f(xk) and set it 4xk, (P :Projection matrix in xk space);4
xk space −→ xk space : 4xk = Xk4xk, (Xk=diag(xk));5
Calculating the step-size parameter α;6
Finding the next point xk+1 = xk + α4xk;7
end8
end9
Figure 3.1: Pseudo code for Implementation of the Affine Scaling Method
In the PGM, the orthogonal projection of the gradient gives a good step direction in the
sense that among all feasibility-preserving direction, it gives the largest rate of increasing
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the objective value per unit step length. This property is good as long as the current feasible
point is well inside the feasible area. Therefore, in affine scaling method, the affine scaling
transformation step makes sure that a feasible point from each iteration is in the centre of
the feasible area. The idea of using affine scaling transformation is to make sure that, at
every iteration, the point xk is close to the centre of the feasible region. To realize this, a
current point xk in x-space is moved into a point e = (1, 1, ..., 1)T in x-space since the point
e is equally distant from their bounds. The point e is obtained by dividing the components
of xk by respective counterpart components. If we define Xk as a diagonal matrix whose
diagonal entries are the components of xk, the point e is expressed as e = xk = X−1k xk and
then the optimization problem 3.8 can be defined in x-space by replacing x with x as follows:
minimize f(x) (3.10)
subject to BXx = β, (∀x ≥ 0) (3.11)
In the affine space x, the steepest descent direction is obtained by ddxk f(xk). Although the
objective value decreases most rapidly along the direction, the direction does not necessarily
maintain feasibility of the constraints (3.11). In order to keep the required feasibility, the
direction is projected onto the null space of BX using the projection matrix P , and the
projected direction 4xk is defined as follows:
4xk = −P ddxk f(xk)
where the projection matrix P onto the null space ofBX is defined by [I−XBT (BX2BT )−1BX].
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Then, the 4xk needs to be transformed into x-space using the scaling matrix X.
4xk = X4xk (3.12)
= −XP d
dxk
f(xk)
= − [X −X2BT (BX2BT )−1BX] d
dxk
f(xk)
A movement along the direction (3.12) retains feasibility. The next thing we need to
consider is to decide the step size along the direction. The next point along the4xk direction
can be defined as follows:
xk+1 = xk + α4xk (3.13)
where α is a desirable step size decided by a line search that involves a one dimensional
minimization search in the range 0 < α < αmax.
α = min{f(xk + α4xk) : 0 < α < αmax} (3.14)
where the αmax is defined by:
αmax = min{−(xki)4xki
} (4xki ∈ (4xki < 0)) (3.15)
In practice, nonlinear programming algorithms rarely converge to the optimal solution
in a finite number of iterations so that a number of methods can be used to terminate the
iteration process at a near optimal solution. One of these is based on the relative change in
the objective value from one iteration to the next.
|f(xk+1)− f(xk)|
|f(xk)| < ε (3.16)
for some small value of ε, such as ε = 10−6. The choice of this termination criterion is based
on the fact that the objective function is a convex function. The objective function (3.3)
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can be rewritten as follows:
K∑
k=1
xk
TX
{log xk
TX
+ Ck} (∀xi ≥ 0) (3.17)
where Ck = log TMmk and K is the number of OD pairs. When we replace
xk
TX
with Yk, the
function becomes
f(Yi, Y2, . . . , YK) =
K∑
k=1
Yk log Yk + YkCk (0 ≤ ∀Yi ≤ 1) (3.18)
The Hessian Matrix of the function (3.18) is
∂2f
∂2Y1
∂2f
∂Y1∂Y2
. . . ∂
2f
∂Y1∂YK
∂2f
∂Y2∂Y1
∂2f
∂2Y2
. . . ∂
2f
∂Y2∂YK
...
...
. . .
...
∂2f
∂YK∂Y1
∂2f
∂YK∂Y2
. . . ∂
2f
∂YK∂YK
 =

1
Y1
0 . . . 0
0 1Y2 . . . 0
...
...
. . .
...
0 0 . . . 1YK

The Hessian Matrix above always provides positive values in the range (0 ≤ ∀Yi ≤ 1).
Therefore, we can conclude that the original function (3.3) is a convex function.
3.2.1 Starting Point And Accelerating the Algorithm
The implementation of the affine scaling method needs a starting feasible solution since the
method searches for an optimum solution from this point. Thus, if the chosen feasible starting
point is close to the optimum solution, the optimization process will typically converge to
the optimal solution with fewer iterations. Although the optimum solution is not known, a
geometric analysis of the optimization problem (3.3) can provide an idea about the location
of this optimum solution.
In Fig. 3.2, the feasible area is defined as a hyperplane (Bx = β). A point x0 is
determined by minimizing the Euclidean norm from a zero coordinate O to the hyperplane
using the pseudo-inverse method x0 = BT (BBT )−1β. However, this point may not be
guaranteed to be in the feasible area, since some elements of the point may have negative
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Figure 3.2: Starting Point and Geometric Explanation
values. Thus, the pseudo point x0 needs to be moved directly to a feasible area that is close
to the optimum solution.
Assume that there is a prior solution MA. The optimization problem (3.3) searches for
a point on the hyperplane that provides the minimum KL distance from the prior solution
MA. Interestingly, the KL distance between the prior solution MA and any point on the
line extended from the line OMA, is zero. The observation comes from an understanding
of the Kruithof method that searches for a solution by keeping a ratio of the elements of a
prior solution as much as possible. Let’s take the coordinate of the prior solution MA be mi
(i=1,...,n), any point on the extended line can be represented as k times mi (k ×mi), then
replacing xij with kmij produces a zero objective value as follows:
n∑
i=1
n∑
j=1
kmij
kTM
{log kmij
mij
− log kTM
TM
} = 0 (3.19)
If the extended line OMA goes through the feasible region, the cross point xma between the
extended line OMA and the feasible region becomes the optimum solution of the proposed
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method. Since the optimum solution is xma, the search direction D from the pseudo point
x0 to the optimum solution, can be represented as follows:
D = P∇x
where P = I − BT (BBT )−1B is the projection matrix into the null space of B, and ∇x is
MA−x0. Once the search direction D is defined, an optimum solution can be found directly
by searching in the direction D from the point x0 using the line search method in equation
(3.14).
Unfortunately, there is another case to make the problem more complex. Let’s consider
another prior solution MB in Fig.3.2. In this case, the extended line OMB does not go
through the feasible area. The search direction D and the line search are applied as in the
previous case. Suppose that the point xmb is the minimum point of the linear search, then
the point xmb can be a starting point for the affine scaling algorithm if all elements of the
point xmb are positive. However, the point xmb may contain some negative elements that
have no physical meaning. To overcome this problem, Iterative Proportional Fitting (IPF)
is applied as suggested in [1].
IPF systematically adjusts element values to ensure that the row and column sums are
simultaneously satisfied. The method commences with a seed matrix xmb whose negative
elements are replaced with one. While this process produces all positive elements that
satisfy the row and column sum, the result leaves the feasible region. To retain feasibility,
the solution xIPF from the IPF is projected onto the feasible region. The process is repeated
until all elements of the output obtained by the projection step are positive values. Then,
the result becomes the starting point of the affine scaling method.
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3.3 Differences From Other Deterministic Approaches
There have been many TM estimation techniques that belong to the category of deterministic
approaches. The idea of these methods is to make use of the characteristics of prior TM’s in
order to identify a solution in the feasible region. In this section, we provide insight into the
mechanisms and implications of each deterministic approach in an attempt to understand
the differences between them.
Objective Function Constraint
Linear
Program
maximize
∑n
i=1
∑n
j=1 ωijxij Ax ≤ Y
Least
Square
minimize
∑n
i=1
∑n
j=1(xij −mij)2 Ax = Y
Information
Theory
minimize
∑n
i=1
∑n
j=1
xij
TX
{log xij
mij
} Ax = Y
Generalized
Kruithof
minimize
∑n
i=1
∑n
j=1
xij
TX
{log xij
mij
− log TX
TM
} Bx = β
Table 3.1: Different deterministic approaches for traffic matrix estimation
In general, most deterministic techniques formulate the TM estimation problem as an
optimization problem. Table 3.1 presents how the four different deterministic approaches,
viz Linear Programming (LP) approach [13, 14], Least Square approach [1], Information
Theory approach [6], and Generalized Kruithof approach [7], formulate the TM estimation
problem as an optimization problem. Actually, there are discrepancies between the actual
formulations and the formulations in the table, i.e., in the Least Square approach, [1] makes
use of “minimize |AX−Y |” rather than “AX = Y ” since it is uncertain as to how accurately
link counts can be determined in a real network. However, since we compare these methods
in our simulation environment on the assumption that link counts measurement is perfect,
the formulations in the table reflect the properties of the actual formulations.
The objective function of the LP approach utilizes wij as a weight for an OD demand xij
(origin node i to destination node j). In [13], it was suggested that for the objective function
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we should make use of the path length of an OD demand xij as wij in order to obtain a
good result from the LP approach. However, Medina et al [34] reported that the LP method
assigned zero values to many elements of the TM so it over-compensated by assigning very
large values to the other elements of the TM although they utilized the path length of an OD
demand as the weight of the objective function. We observed this behaviour as well when
the LP problem was solved by the Simplex method since the optimal solution by this method
would occur at a basic feasible point with zero values for the nonbasic variables. However,
when we make use of the interior point method [14] to solve it, we have much better results.
The interior point method cuts across the interior of the feasible area to reach an optimum
solution. Thus, the method overcomes the restriction of the Simplex method that chooses
an optimum solution from the corner points of the feasible space. This is possible because
the optimal solution to this problem generally lies on a plane rather than at a single basic
feasible solution (corner point of the convex hull).
When the path length of an OD demand xij is utilized for the weight wij of the OD
demand in the objective function, the gradient of the linear objective function ( d
dx
f(x)=wij)
interestingly becomes the same as the gradient of the hyperplane Ax = Y . In other words,
the hyperplane generated from the objective function becomes parallel to the hyperplane
formed by Ax = Y . If any feasible point (Ax ≤ Y ) is given as a prior solution, the LP
approach with interior point method searches an optimum solution following the direction
that is perpendicular to the hyperplane formed by Ax = Y since the direction improves the
objective function most rapidly. Therefore, the result of the LP approach with the interior
point method is similar to that of the least square method if the same prior solutions are
used in both approaches. For our comparative study later, we make use of the path lengths
of OD demands as the weights of the counterpart OD demands when the LP problem is
formulated.
In Fig. 3.2, after the prior solution MA is given, a line is drawn perpendicular to the
feasible region from the prior solution MA. The point xls, which is “geographically” closest
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to the prior solution MA, is the solution of the least square method [1].
While the least square approach selects a geographically closest point in the feasible region
from the prior solutionMA, the information theory [6] and the generalized Kruithof approach
chooses a “probabilistically” closest point defined as the KL distance. The difference between
the information theory and the generalized Kruithof approach is that the nonlinear objective
function of the latter approach has zero KL distance between the prior solution MA and any
point on the line extended from line OMA according to the equation (3.19). Therefore, if
the extended line OMA goes through the feasible region, the approach selects the point xma
as an optimum solution. On the other hands, in the information theory approach, the point
xma does not give a zero objective value, and also it is not necessary to be the smallest
objective value in the feasible area. In other words, the xma may not be chosen as the
optimum solution. It was also mentioned in [6] that the result of the information theory
approach is similar to that of the square root weighted least square method.
The Fig. 3.3 and Fig. 3.4 demonstrates the variation between the objective values
in Table 3.1 of the generalized Kruithof approach and the information theory approach
respectively by varying the x1 and x2 with the given prior solutions m1 = 1 and m2 = 1.
In Fig. 3.3, the objective values are zero along the line OP since the ratio of the elements
(m1,m2) is the same with the ratio of elements of any point on the line OP , see the equation
(3.19). If the figure is cut vertically following the line AA′ or BB′ that represents a possible
feasible region, the parabola contour defined by the intersection is observed in each case and
the parabola contour has the minimum point E which is one of points on the line OP .
However, in Fig. 3.4, while the minimum point of the parabola contour by cutting the
line AA′ is a point E on the line OP , the minimum point of the parabola contour by cutting
the line BB′ is not a point E but a point somewhere between B and E. It means that the
information theory does not choose the point E as an optimum solution even though the
point E has the minimum probabilistic distance to the prior solution.
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Figure 3.3: Generalized Kruithof - the
objective value by varying two elements
x1 and x2 with the given prior solution
(m1:1,m2:1)
Figure 3.4: Infomation theory - the ob-
jective value by varying two elements
x1 and x2 with the given prior solution
(m1:1,m2:1)
3.4 Evaluation Method
A simulation program, using the C++ language, is built to simulate a network and to generate
a synthetic TM as described in Section 2.4.
Implementations
Linear
Program GLPK
Least
Square SVD and IPF
Information
Theory SVD and IPF with square root weights
Generalized
Kruithof Affine Scaling Method
Table 3.2: Implementation of deterministic methods
GLPK [60] (GNU Linear Programming Kit), which provides open source libraries, offers
C and C++ libraries to solve linear programming and related problems. The decomposition
technique, Single Value Decomposition (SVD), is used to obtain the inverse of the matrix,
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i.e. (BBT )−1, because normal matrix inversion can be very numerically inaccurate. The
inverse of the matrix BBT is used to obtain the least square xls solution and the square root
weighted least square xwls solution. The solution of the information theory is approximated
using that of the square root weighted least square as proposed in [6].
xls = M + AT (AAT )−1(Y − AM) (3.20)
xwls = M + w(Aw)T ((Aw)(Aw)T )−1(Y − AM)
where
wij =
√
Mi (i = j)
wij = 0 (i 6= j)
M is the prior solution (prior TM), and the point is projected on the hyperplane formed by
Ax = Y . Since the point xls and xwls may contain some negative elements, IPF is applied
to overcome the problem.
RMSE =
√√√√ 1
n
n∑
i=1
n∑
j=1
(xij − xij)2 (3.21)
RMSRE =
√√√√ 1
n
n∑
i=1
n∑
j=1
{xij − xij
xij
}2 (3.22)
To validate those methods, we make use of the RMSE (Root Mean Squared Error) and
RMSRE (Root Mean Square Relative Error) that provide an overall metric for the errors in
the estimates. RMSRE is calculated on the largest 75% of the flows as suggested in [1] to
protect the RMSRE from being dominated by small flows. xij and xij show the estimated
element and the synthetic element of TM respectively. One network topology (containing
16 nodes) is created as shown in Fig. 3.5. The sixteen node network has the same topology
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Figure 3.5: Network Topologies
as that used in [61]. The topology represents the Sprint PoP-level network consisting of 70
links. Links are assigned integer weights in the range of 1 to 255 which are used to calculate
the shortest route of each flow based on the Dijkstra algorithm [32]. gMatVec [62] is used to
manipulate matrices in the implementation of the affine scaling method. gMatVec is a small
C++ matrix/vector template library provided by the GNU Free Software Foundation.
3.5 Results and Discussion
In this chapter, we have proposed a new deterministic approach for TM estimation based on
the generalized Kruithof approach. In addition, three other deterministic approaches were
described in order to understand the mechanisms of these approaches. In the following, we
first provide simulation results to assess the accuracies of the deterministic approaches in two
different ways, which involve the variation of the prior solution and the comparison among
deterministic approaches, respectively. Subsequently, a simple but illustrative example is
used to observe the robustness and the impact of network topology on the accuracy of each
deterministic approach.
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3.5.1 Accuracy of the methods as the prior solution is varied
The accuracy of each deterministic approach for TM estimation problem is mostly dependent
on how to make use of the characteristics of a given prior TM. For instance, an old TM
is probably a good choice as a prior TM for the information theory and the generalized
Kruithof approaches that make use of KL distance since OD demands of the old TM are
likely to increase proportionally as time progresses. On the other hand, a TM obtained from
an elaborate TM estimation technique such as the gravity method [1] or the choice model
[34] may be a good prior TM for the least square method, since the prior TM is already close
to the feasible region. Thus, the prior TM just needs to be refined to satisfy the link counts
measurement.
The following figures 3.6 and 3.7 show the variations of RMSE and RMSRE of the least
square, the information theory approach and the generalized Kruithof approach as the prior
solution moves on the extended line OMA in Fig.3.2.
Figure 3.6: The variation of RMSRE as the prior point approaches the feasible region.
The X-axis of the figures 3.6 and 3.7 represents the ratio between the lengths of OMA
and OXma in Fig. 3.2. When the prior solution is in the feasible region, the lengths of both
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Figure 3.7: The variation of RMSE as the prior point approaches the feasible region.
OMA and OXma are equal and thus the ratio becomes one. The result of the generalized
Kruithof does not change as the prior solution follows the extended line OMA, while the
RMSE and RMSRE of the least square and the information theory decreases, and then
increases again after the prior solution passes through the feasible region. The accuracies of
the three methods become trivial as the prior solution approaches the feasible region.
3.5.2 Comparison of the deterministic approaches
The figures below plot the estimated TM elements against the synthetic TM elements that
are generated artificially by the equation (2.5). The results are obtained when the ratio
between the lengths of OMA and OXma in Fig. 3.2 is 0.3. The solid diagonal line shows
where the synthetic TM is estimated exactly and the dotted lines show ±20% of the RMSRE
of the estimated OD demands.
Figures 3.8 and 3.9 show that the two LP methods produce very different results in terms
of estimating the distribution of the synthetic TM – although the optimal values of both
methods are the same. The Simplex method estimates many elements as zeros. In Fig.
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Figure 3.8: Simplex Method
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Figure 3.9: Interior Point Method
3.8, many estimates lie on the X-axis, however, the rest of the elements are over-estimated
to compensate for the zero estimates. This result explains why Medina et al reported in
[34] that the errors with the LP method are so high that it could not be used in practical
networks. On the other hand, the estimates from the interior point method are scattered
along the solid line roughly without zero estimation. It shows that the LP method based on
the interior point algorithm could be a potential technique for TM estimation problem that
is contrary to the comments cited in [34].
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Figure 3.10: The Least Square Method
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Figure 3.11: Information Theory Approach
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Figure 3.12: Generalized Kruithof Approach
Figures 3.10, 3.11, and 3.12 represent the results of the least square, the information
theory approach, and the generalized Kruithof approach respectively. The information theory
and the generalized Kruithof approaches estimate the large elements more accurately than
the least square method. Specially, in the generalized Kruithof, large estimated elements are
well scattered within the dashed lines.
RMSE RMSRE
Simplex Method 4710.6 107.3%
Interior Point Method 1333.9 26.4%
Least Square Method 1556.2 27.5%
Information Theory 1203.7 22.3%
Generalized Kruithof 1083.9 14.2%
Table 3.3: RMSE and RMSRE of deterministic approaches
Table 3.3 shows the RMSE and the RMSRE of the deterministic approaches shown in Fig.
3.8, 3.9, 3.10, 3.11, and 3.12. While the Simplex method produces over 100% of RMSRE,
the interior point method reduces the RMSRE by more than 70%. The generalized Kruithof
method produces less RMSRE and RMSE around by 8% and by 120 respectively compared
to the information theory approach.
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3.5.3 Robustness of the Approaches
Incorrect link measurements and missing link data are common in real networks. The former
is caused by limitations of SNMP implementation such as failure in polling SNMP data, the
latter may be caused by the transmission delay of an SNMP request or response. Incorrect
link measurement and missing link data can be seen as a variation in the feasible area. In
order to observe the impact of incorrect and missing link data intuitively, we provide the
following examples:
Figure 3.13: Relationship between incor-
rect link load measurements and the fea-
sible region
Figure 3.14: Relationship between missing
link data and the feasible region
Fig. 3.13 and Fig. 3.14 show the variation of the feasible region caused by inaccurate
and missing counts measurement data respectively in the three node network example shown
in Fig. 2.1. The small network has two links and three OD demands that provide a linear
system of equations X1 +X2 = 12 and X2 +X3 = 16 respectively where the 12 and 16 are
link counts measurements, and X1, X2, and X3 are the three unknown OD demands.
In Fig. 3.13, there are three points R, E1, and E2 that represent the real solution, the
estimated solution with correct link counts measurement, and the estimated solution with
errors on link counts measurement data, respectively. Suppose that there is a measurement
error on one link so that the measured link counts changes from 12 and 16 to 14 and
16 respectively. Then, this will move the feasible region AB further up to CD. Since a
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deterministic approach searches for a solution in a feasible area, a newly estimated solution
E2 needs to be obtained on the new feasible region CD.
Figure 3.15: RMSE of the least square
method when the measurements of link
load contain errors in Fig.3.13.
Figure 3.16: RMSE of the generalized
Kruithof approach when measurements of
link load contain errors in Fig.3.13.
In Fig.3.15 and 3.16, the estimation results are obtained by implementation of the least
square and the generalized Kruithof methods as varying errors on each link count measure-
ment data, then RMSEs are plotted using the new estimation results with the real solution.
In Fig.3.15, the minimum RMSEs occurs when there are no errors on the link counts mea-
surements data that are 12 and 16. In other words, the accuracy of the least square method
decreases as measurement of the link counts contains errors. However, in Fig.3.16, the min-
imum RMSEs occurs when the link measurement data contains some errors. It implies that
the result of the generalized Kruithof approach can be more accurate when the link counts
measurements contains some errors. Since the information theory approach makes use of
the KL distance in the same way as the generalized Kruithof approach does, the information
theory approach produces similar results to the generalized Kruithof approach. The results
indirectly show that the link counts measurements with small error possibly increase the
accuracy of the TM estimation techniques.
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The Fig.3.14 shows a case when a measured link data is missing. Suppose there are no
missing link measurements, and a prior solution is given as a point M . The extended line
OM goes through the feasible region AB so that the point E1 is the estimated point using
the generalized Kruithof method.
Suppose that one link measurement is missing so that the feasible region is expanded from
a line AB to a plane EFGH. In this case, the result of the generalized Kruithof method is
still E1 which is the cross-over point between the extended line OM and the feasible area
EFGH. It is because the new feasible region EFGH includes the old feasible region OM
so that the extended line OM still passes through the same point E1 in the new feasible
region.
Figure 3.17: The impact of missing measurements on links
The Fig. 3.17 plots RMSREs obtained from three deterministic approaches as the number
of missing link measurements increases from 1 to 20 in the test network in Fig. 3.5 (A similar
result was reported for the information theory approach in [6]). The results show that losing
some link measurements hardly impacts on the accuracies of the deterministic approaches
as shown in the previous example.
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3.5.4 Network Topology and Accuracy of the Deterministic Ap-
proaches
To understand the impact of the network topology on the accuracies of deterministic ap-
proaches, we created two different network topologies in Fig.3.18 and Fig.3.19 in such a way
that all conditions such as the number of nodes and links are the same except the topologies.
In this scenario, the gravity method [1] or the choice method [34], which make use of the
attributes of nodes to obtain a prior solution, produce the same prior solutions in both cases.
Figure 3.18: The maximum hop count
between any two nodes is two
Figure 3.19: The maximum hop count be-
tween any two nodes is three
Two Hops Three Hops
Least Square Method 64.9721 62.5198
Generalized Kruithof 48.5773 48.5782
Table 3.4: RMSEs of the two different topologies
The table.3.4 show RMSEs of the least square and the generalized Kruithof methods in
two different network topologies in Fig.3.18 and Fig.3.19. Interestingly, while the RMSE
of the least square approach decreases, that of the generalized Kruithof approach increases.
The results can be explained using the following geometric analysis:
The hop counts of each OD demand Xi are represented as the column sums gi of the
routing matrix A in Fig. 3.20. G is a vector whose elements are gi, and the vector is spanned
by the row space of A. The orthogonal complement of the row space of A is the column
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Figure 3.20: The Routing Matrix A Figure 3.21: Geometric analysis of the Ma-
trix A
space of A, and the feasible region is spanned by the column space of A. Thus, the vector
G is orthogonal to the feasible region as shown in Fig. 3.21.
In Fig.3.21, suppose that the prior and the real solutions in both topologies are repre-
sented as M and R respectively. The routing matrices of two topologies are different so that
the vectors G for the topologies of Fig. 3.18 and Fig.3.19 are also described differently as
G1 and G2. The solutions of the generalized Kruithof method in both topologies are shown
as gk1 and gk2, and those of the least square are shown as lsq1 and lsq2.
Since the same real solution R is defined for both topologies, the solution needs to be
on both feasible regions. The least square solution moves from lsq1 to lsq2, which is closer
(RMSE decreases) to the real solution R, on the other hand, the generalized Kruithof solution
moves away from (RMSE increases) the real solution R in Fig. 3.21.
From the example, we made an interesting observation that the least square method
estimates the OD demand with longer path better than for other OD demands with shorter
paths when the sizes of elements of the prior solution M are equal. This is because an
optimum solution is searched from the prior solution M following the direction vector G
whose largest element represents the longest path of an OD demand.
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3.6 Conclusions
This chapter presented a new deterministic approach for TM estimation problem where the
nonlinear optimization problem was formulated based on the generalized Kruithof method
which makes use of the KL distance as the measurement of closeness between a given prior
solution and a point in the feasible region. The nonlinear optimization problem was solved
using the affine scaling method.
A strategy to accelerate the convergence rate of the affine scaling method was developed
by using a geometric analysis of the problem. The strategy involves finding both a starting
point and a search direction since the choice of a feasible starting point and search direction
affects the convergence speed of the method.
Four deterministic approaches, which are the simplex method, the interior point method,
the least square method, and the information theory approach, have been implemented to
compare with the generalized Kruithof approach. From the comparison study, we found that
the LP method based on the interior point method could potentially be a technique for TM
estimation problem although the Linear Programming was regarded as a poor technique
in [34]. The least square, the information theory, and the generalized Kruithof methods
provided similar results when given a prior solution that was close to the feasible region;
however the difference becomes noticeable as the prior solution moves far away from the
feasible region. In addition, the impacts of missing and incorrect link counts measurements
and topology on the accuracies of deterministic approaches have been explained using simple
network examples.
Finally, the superiority of these deterministic approaches is no longer a relevant question
to ask, instead it is clearly more important to understand how the prior solution is obtained,
and how it is related to the real solution. Then, a proper deterministic approach can be
chosen to search for a real solution from the prior solution in order to obtain the best result.
A deterministic approach produces a TM whose elements represent the mean volumes of
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OD demands in a given time period. However, some network applications need not only the
mean value but also the variation of the volumes of OD demands during a long time period.
In the next chapter we introduce a new statistical method for TM estimation problem that
takes into consideration the variation of OD demands.
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Chapter 4
Statistical Approach for Traffic Matrix
Estimation
In the context of network capacity planning and dimensioning, TM estimation plays a crucial
role, as it provides the means for computing the volume of traffic that flows between all pairs
of nodes in a network. If a TM is obtained systematically over a number of fixed time periods,
the components of these TMs form a counting process. In existing statistical approaches for
TM estimation, this counting process has been modelled by traditional traffic models such as
Poisson [8], and Gaussian [9], since these traffic models have attractive theoretical properties,
as well as being analytically simple and tractable. These approaches, however, have been
shown to have limited accuracy and cannot be generally applied to practical IP networks
[34].
Thus, increasingly, there is a need for a new TM estimation method that makes use of
more accurate traffic model for the flows between OD pairs. Moreover, the traffic model
needs to be analytically tractable in order to obtain efficient algorithms in a wide variety of
network planning and management functions. Tractability also has to be preserved in the
parameter matching procedures, required for characterization of the traffic inputs based on
real traffic measurement data.
The Markov-based traffic models - of which notable examples are the Markovian Ar-
rival Process (MAP) and Markov-Modulated Poisson Process (MMPP) - and fluid traffic
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models, make up the group of analytically tractable traffic descriptors [63]. Self-similar traf-
fic models (e.g., fractional Gaussian or Brownian), autoregressive-type traffic models and
transform-expand-sample traffic models have gained wide attention and popularity in the
Monte-Carlo simulation context [64]. These models, however, due to their associated high
level of complexity, do not lend themselves to development of efficient algorithms for network
dimensioning and efficient parameter estimation based on empirical data [63].
In [17] Markovian Arrival Processes (MAPs) have been successfully applied in the con-
text of IP network planning and it has been shown that these traffic descriptors provide a
very good balance between modelling accuracy (i.e., capability for capturing burstiness and
the correlation characteristics of real IP traffic) and efficiency as provided by the powerful
matrix-analytic computational procedures for queueing systems. Furthermore, to support
this planning model in [65], the MAP of order of two (MAP-2) model was used to approximate
the correlated traffic inputs. They have shown that the MAP-2 with their proposed match-
ing method can model the correlated traffic more accurately than the conventional Markov
Modulated Poisson Process of order of two (MMPP-2) models [66, 67, 68, 69, 70, 71] with
respect to the queueing behaviour.
In this chapter, we propose a new statistical method for TM estimation in IP networks
that provides an improvement on accuracy over existing methodologies. The idea of the
proposed method is rather than estimating TMs under the misleading assumption of traffic
models, we make use of a deterministic approach, which does not use the traffic model
assumptions, to find a series of TMs continuously in every fixed time period, and then the
Markovian Arrival Process of order of two (MAP-2) model is applied to model the series of
TMs.
The contribution of this chapter can be summarized as follows:
• Demonstration of the failure case of a statistical TM estimation method when the
traffic model assumption is violated.
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• Development of a new statistical technique for TM estimation problem.
• Development of a new matching model for a MAP-2 based on the moments of the
counting processes.
• A simulation study to evaluate the accuracy of the proposed TM estimation technique
and matching model using the developed queueing simulation.
The rest of this chapter is organized as follows: In Section 4.1, the impact of selecting
a misleading traffic model assumption is demonstrated in order to provide the motivation
for developing a new TM estimation technique with a more accurate traffic model. Then,
Section 4.2 provides a detailed description of the proposed TM estimation method using the
MAP-2 traffic model. In Section 4.3, a simulation scenario is presented for evaluation of
the accuracy of the proposed TM estimation technique and matching model. Some results
and discussions are presented in Section 4.4. Finally, concluding remarks are presented in
Section 4.5.
4.1 The Impact of Misleading Traffic Model Assumption
The statistical approaches have been developed based on a traffic model assumption that
the continuous traffic byte counts in an origin and destination pair follow a specific distri-
bution such as the Poisson [8, 27] or Gaussian [9]. However it has been noted that such an
assumption holds only for some elements of the TM and not for other elements; similarly it
holds in some one hour periods but not in others, thus the assumption is not true in any
general sense [34].
The purpose of this section is to show the impact of an invalid modelling assumption when
TM estimation techniques try to make use of such an assumption. To observe the impact,
we choose one of the well known statistical approaches called Expectation and Maximization
(EM) method [9] that makes use of the Gaussian model. The EM method is chosen since it
was reported in [34] that the method outperformed another well known statistical method
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called the Bayesian method [27] using a Poisson model in their test bed.
We create two scenarios to generate synthetic TMs. The first is to generate Gaussian
random numbers with mean µi and variance µi for each origin and destination pair xij. The
random numbers represent the continuous OD pair traffic counts. In the second scenario, the
Gaussian distribution with mean µi is replaced with the Poisson distribution. Initially, the
µis are generated uniformly from the interval [1∼100] for both scenarios. The first and the
second scenarios represent the ideal and the failure cases for the EM method respectively
so that the synthetic TM from the first scenario must be estimated by the EM method
accurately. The figures 4.1 and 4.2 plot the estimation results by the EM method in both
cases.
Figure 4.1: When all OD demands are
generated from a Gaussian distribution
Figure 4.2: When all OD demands are gen-
erated from a Poisson distribution
The RMSRE in the two figures are 10% and 169% respectively. The figures clearly
show that the invalid assumption on traffic model reduces the accuracy of the EM method
dramatically.
We experiment with several cases, in which only few OD demands are generated from the
Gaussian distribution. Initially, Poisson flows are generated for all OD demands, and then
the number of OD demands with the Gaussian flows increases. Table 4.1 indicates that the
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4 OD demands 8 OD demands 12 OD demands
RMSRE 118% 67% 25%
Table 4.1: RMSRE as the number of OD demands generated from Gaussian distribution
increases
accuracy of the EM method increases as more OD demands are generated from the Gaussian
distribution.
Although the example presents the failure case of the EM method, we can deduce the
impact of the invalid traffic model assumption on the accuracy of the statistical approaches
from the above result. This is the motivation for developing a more accurate traffic model
in order to include it in our new statistical method for TM estimation.
4.2 Proposed Method for TM estimation
The proposed method solves the TM estimation problem by dividing it into two main sub-
problems illustrated by Fig. 4.3:
Figure 4.3: An overview of the proposed method
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1. From a multiple set of link counts obtainable from a consecutive set of k SNMP
measurements and a given routing matrix, obtain a series of TMs by applying a
standard deterministic approach as discussed in Chapter 3. The components of these
matrices represent estimates of the volumes of flows being exchanged between all pairs
of nodes at the respective measurement points and they form a stochastic counting
process. For example, Fig.4.3 shows a counting process arising from the first element
of each TM (e.g., Xt(0)1 , X
t(1)
1 , . . . , X
t(k)
1 ).
2. A Markovian Arrival Process of order two (MAP-2) is applied to model the counting
processes formed from this series of estimated TMs. For this step, we develop a new
matching model for the MAP-2 based on the moments of the counting processes that
converts the counting process into the parameters of a MAP-2.
4.2.1 Step 1. Deterministic Approaches
Deterministic approaches have been intensively discussed in Chapter 3. As mentioned previ-
ously, it is difficult to pinpoint one deterministic approach that works everywhere since the
accuracy of the deterministic approach is dependent on how to utilize the characteristics of
the given prior TM.
For demonstration purposes in this thesis, we choose the least square approach combined
with a prior TM obtained from the gravity model for the first step. The choice is based
on the fact that the least square method is computationally efficient as well as having an
interesting feature that any point on the hyperplane in Fig. 3.2 is closer to the least square
solution X ls than the prior solution MA. This means that the solution of the least square
approach is always closer (less absolute error) to the real solution than the prior solution.
Thus, if a prior solution is chosen close to the hyperplane, the least square approach is likely
to be the preferred choice, since it guarantees a smaller absolute error (RMSE).
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4.2.2 Step 2. MAP-2 for the Correlated Counting Process
Although MAPs have been successfully applied for IP network planning purposes in [17], the
computational complexity dramatically increases in practical cases as the order of the MAP
increases. Thus, in order to provide a modelling accuracy as well as computational efficiency,
one has to use a MAP of small order (e.g., MAP-2). In [65], Atov et al proposed a MAP
process of order of two (MAP-2) with a matching model that converts the inter-arrival time
measured from the correlated traffic to parameters of MAP-2, and showed the superiority
of the MAP-2 model against the MMPP-2 model with respect to the queueing behaviour.
However, their model cannot be applied directly for our proposed TM estimation method
since the proposed method requires us to model not only the inter-arrival time process but
also the counting process that represents a series of the traffic byte counts. Thus, we propose
a new matching model for MAP-2 purely based on the moments of the counting process.
The Markovian Arrival Processes
The Markovian Arrival Process (MAP) is a process that counts transitions of a finite
continuous-time Markov chain (CTMC) with m states [72]. The value of m is called the
order of the MAP, and determines the dimensions of the matrices D0 and D1.
D0 =

−q11 q12 · · · q1m
q21 −q22 · · · q2m
...
...
. . .
...
qm1 qm2 · · · −qmm
, D1 =

a11 a12 · · · a1m
a21 a22 · · · a2m
...
...
. . .
...
am1 am2 · · · amm
 (4.1)
where qii =
∑m
j=1,j 6=i qij +
∑m
j=1 aij. D0 and D1 represent a group of transition rates for
the MAP process, and defines the infinitesimal generator Q = D0 + D1. D0 has negative
diagonal elements and nonnegative off-diagonal elements governing the transitions of the
arrival process that do not produce an arrival, and D1 is a nonnegative matrix, with elements
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that give the transitions of the arrival process which do produce an arrival. It is required that
Q 6= D0, which implies that D0 is invertible and that the arrival process does not terminate.
The MAP process operates as follows: When a process starts from state i, it stays in
state i for an exponential sojourn time with mean 1/qii. At the end of that sojourn time,
it generates an arrival and moves to one of the states between 1 and m with counterpart
probability ai1/qii ∼ aim/qii, or it does not generate an arrival and moves to one of states
between 1 and m where (state 6= i) with counterpart probability qi1/qii ∼ qim/qii. Once the
state changes to j, it stays there with mean sojourn time 1/qjj, and then the same procedure
is repeated. For a MAP, the steady state probability vector pi is defined by
piQ = 0, pie = 1 (4.2)
where e is a column vector of ones with an appropriate dimension.
A Matching Model for Correlated Traffic Based on Counting Process
MAP-2 process is uniquely defined by six parameters since the negative diagonal elements of
D0 are expressed using the remaining parameters: q11 = q12+a11+a12 and q22 = q21+a21+a22,
hence, the parameters needed to describe MAP-2 are (q12, q21, a11, a12, a21, a22)1. The steady
state probability vector pi for a MAP-2 process is defined by these six parameters as follows:
pi(1, 1) =
a21 + q21
a21 + q21 + a12 + q12
, pi(1, 2) =
a12 + q12
a21 + q21 + a12 + q12
(4.3)
Fig.4.4 illustrates the state-transition diagram of MAP-2 process and how it relates with
respect to modelling power to its special cases: the MMPP-2 and the Poisson processes,
respectively. The MMPP-2 has been extensively used for modelling the superposition of
packetized voice processes and packet data [69, 73, 74] since it requires less involved param-
eter matching procedures from empirical data than MAP-2. However, the six parameter
1It is equivalent to (µ1, µ2, λ1, λ2, λ3, λ4) in Fig. 4.4
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Figure 4.4: Markovian Arrival Process
characterization of a MAP-2 process permits finer control for capturing the properties of the
original process that heavily influence the performance of a queueing system, as opposed to
four parameter characterization (MMPP-2) or one (Poisson), and thus it can achieve a much
closer match to the original process.
This improved accuracy, however, comes at the expense of increased modelling com-
plexity, as the extra parameterization of the MAP-2 process imposes a much higher com-
putational effort compared to the conventional Poisson and MMPP-2 parameter matching
procedures. This is a tradeoff between accuracy and complexity associated with the param-
eter estimation of traffic descriptors and it is clear that the choice between these different
models will be driven by the nature of the application area for the model.
We denote the counting process by N(t), representing the number of arrivals in the
interval (0,t]. Our proposed matching model for a MAP-2 process uses the following six
characteristic parameters of the counting process N(t) viz :
1. The first moment of N(t);
2. Ratio between the first and the second moments of N(t);
3. Long term ratio between the first and the second moments;
4. Squared coefficient of variation of N(t);
5. Covariance of N(t) in two continuous and consecutive time periods;
6. The third moment of N(t);
In [63, 75], the mean E[N(t)] and the variance V ar[N(t)] of the number of arrivals in (0, t]
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for a MAP process were given by:
E[N(t)] = piD1e · t (4.4)
V ar[N(t)] = (1 + 2piD1e)E[N(t)]− 2piD1(epi +Q)−1D1e · t (4.5)
−2piD1(I − eQt)(epi +Q)−2D1e
Thus, for the ratio of the variance and the mean of the number of arrivals in (0, t], namely
the index of dispersion for counts, one obtains:
V ar[N(t)]
E[N(t)]
= 1 + 2piD1e− 2piD1(epi +Q)
−1D1e
piD1e
(4.6)
−2piD1(I − e
Qt)(epi +Q)−2D1e
piD1et
(4.7)
For t→∞, the limiting index of dispersion for counts becomes:
lim
t→∞
V ar[N(t)]
E[N(t)]
= 1 + 2piD1e− 2piD1(epi +Q)
−1D1e
piD1e
(4.8)
The squared coefficient of variation of N(t) is given by:
E[(N(t))2]
(E[N(t)])2
=
V ar[N(t)] + (E[N(t)])2
(E[N(t)])2
(4.9)
=
(1 + 2piD1e)piD1e · t− 2piD1(epi +Q)−1D1e · t
(piD1e · t)2
−2piD1(I − eQt)(epi +Q)−2D1e+ (piD1e · t)2
(piD1e · t)2
The covariance of N(t) in intervals (0,t] and (t,2t] is given by [75]:
C(t) = pi(M1(t))
2e− (piM1(t)e)(pieQtM1(t)e) (4.10)
where M1(t) represents the first moment matrix of the counts during an interval (0, t] and
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is given by:
M1(t) = E[N(t)]epi + (epi −Q)−1D1epi + e(piD1(epi −Q)−1)− 2E[N(t)]
t0
epi
Lastly, the third moment of the counts, µ3(t), can be easily derived from the third factorial
moment, ν3(t), as shown below:
µ3(t) = E[(N(t)− E[N(t)])3] (4.11)
= E[(N(t))3]− 3E[(N(t))2]E[N(t)] + 2(E[N(t)])3
In [76], the third factorial moment, ν3(t), for the counting process was given in terms of the
six parameters of MAP-2 in Appendix A.
ν3(t) = E[N(t)(N(t)− 1)(N(t)− 2)] (4.12)
= E[(N(t))3]− 3E[(N(t))2] + 2E[N(t)]
E[(N(t))3] = ν3(t) + 3E[(N(t))
2]− 2E[N(t)] (4.13)
Therefore,
µ3(t) = ν3(t) + 3E[(N(t))
2]− 2E[N(t)]− 3E[(N(t))2]E[N(t)] + 2(E[N(t)])3 (4.14)
= ν3(t) + 3((1 + 2piD1e)piD1e · t− 2piD1(epi +Q)−1D1e · t
−2piD1(I − eQt)(epi +Q)−2D1e+ (piD1e · t)2)− 2(piD1e · t)
−3((1 + 2piD1e)piD1e · t− 2piD1(epi +Q)−1D1e · t
−2piD1(I − eQt)(epi +Q)−2D1e+ (piD1e · t)2)(piD1e · t) + 2(piD1e · t)3
The six characteristics that need to be matched by the approximate MAP-2 process (i.e.,
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the values on the left-hand side of equations (4.4), (4.7), (4.8), (4.9), (4.10) and (4.14)) are
obtained from a deterministic approach in the first step. Then, using the equations of the
six characteristics of MAP-2 and their respective values of the original process (obtained
from measurement data) we have a nonlinear system of six equations, which can be solved
to obtain the unknown parameters of the MAP-2 process. Note that, in order to solve this
system, one has to also specify a time point t for the interval of the counts. In [69], the choice
of the time t for their matching model for MMPP-2 was discussed in detail. They chose a
time point based on the best fit to the variance-time curve. We follow the same approach
for obtaining a good choice for the time t in our model. For instance, a wrongly chosen time
t, which is more than 69 times bigger than the optimum time t, reduces the accuracy of the
matching model by more than 65% in average.
The closed-form expressions of the chosen six characteristics of MAP-2 are quite complex
and do not lend themselves easily to efficient inversion procedures for derivation of the MAP-
2 parameter set. Therefore, for the solution of the nonlinear system of equations, denoted as
Ci = Fi(P) where i = (1, 2, . . . , 6), we use the approach of solving the following minimization
problem:
Minimize
∑6
i=1[Fi(P)− Ci]2 (4.15)
s.t. P ≥ 0
where Ci represent the statistical characteristics collected from the original process, and
P = (p1, p2, . . . , p6) are the six unknown parameters of the approximate MAP-2 model. For
the solution of the above minimization problem we make use of the Matlab optimization
toolbox and we focus on finding a local minimum rather than employing a global solution
approach. Searching for a global minimum would significantly increase the computational
effort and, for the purposes of our model, this is regarded as impractical 2.
2Note that, traditionally, the local minimum solution approach has been applied in parameter estimation
techniques for MMPP based on maximum likelihood methods.
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More specifically, the nonlinear optimization program is solved using a Matlab function
called fminsearch. The function is used for solving unconstrained nonlinear optimization
problems, and it starts its search using a solution from an initial estimate given as an
argument. The idea of our implementation is to keep increasing the initial estimate by a
small step size, and use it with fminsearch until a local minimum is found. However, the
approach can take a long time if a good initial estimate is not found in early iterations.
Therefore, finding a promising initial estimate is important in reducing the computational
time and effort. A promising initial estimate, which provides less objective values although
the solution contains some small negative elements, can be found by searching the whole
area roughly (this is done by setting fewer iterations as an argument for the fminsearch)
function. Once some promising initial estimates are located, the areas containing these
estimates are searched intensively to find a local minimum.
4.3 Evaluation Method
Since the proposed TM estimation technique includes a new matching method for MAP-
2, the evaluation process of the matching model is required initially. Then, the proposed
framework for TM estimation is verified using the following evaluation process.
4.3.1 Evaluation of A New Matching Model
To validate the accuracy of the proposed matching model, a purpose-built queueing simulator
is developed using the C++ language. Analysis of the results for the performance of the
matching model is performed by applying the following three-step procedure (the evaluation
framework is depicted in Fig. 4.5):
1. Perform a simulation study of a single server FIFO queue (with Erlang-2 service time
distribution) by feeding various traffic arrival processes and measure the corresponding
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queueing performance characteristics.
2. Run the MAP-2 matching model to derive the respective approximate processes for
each of the original traffic inputs and feed these into the queueing simulator.
3. Compare the queue waiting time and queue length statistics obtained from the sim-
ulator with both the original and approximate processes in order to examine the
capability of the MAP-2 matching model to deliver the target queueing performance.
Figure 4.5: The simulation scheme
In our evaluation method, we first generate synthetic “real-network like” correlated traffics
by feeding a mixture of n MAP-2 processes (n=2,4,8) as component arrival processes. This
was motivated by the illustration in [77], that a superposition of four MAP-2 processes
can capture well second-order self-similar behaviour over several time scales. Ten different
MAP-2 component processes were used, based on the sets of parameters in Appendix B,
each with varying burstiness and correlation parameters, to create 20 different test scenarios.
Appropriate scaling method was applied to vary the traffic utilization at the queue for eight
different values starting from 0.25 to 0.95 for a step size of 0.05.
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In addition, we use a real traffic data obtained from two backbone networks. Specifically,
we use data traces monitored from an Internet uplink operated by a major ISP in New
Zealand [78], as well as from a backbone link of the WIDE national network in Japan [79].
The first trace is from the Auckland-II data set generated by NLANR MOAT and the WAND
research groups. This data trace was obtained from an OC-3 ATM link, which connects The
Auckland University to the global Internet, and the duration of this trace run is three hours.
The second data trace is obtained from the WIDE backbone traffic on an OC-12 link, during
the daily peak hours from about 14:00 on January 1, 2005, lasting for 15 minutes. Both
packet traces include GPS time stamps in each packet header allowing us to compute the
inter-arrival time of packets flowing on these links at fine time granularities.
4.3.2 Evaluation of A New Statistical Approach for TM Estimation
A simulation program using C++ is built to simulate a network and to generate traffic
distributions for the network. One network topology, comprising of 4 nodes and 7 links, is
created as shown in Fig. 4.6.
Figure 4.6: (A) Network Topology (B) Traffic Matrix for the network (C) Path for each flow
Ideally, a real TM is required for assessing the accuracy of TM estimation methods,
however, such information is generally not available to the public. Since real TM is not
available, we resort to using a synthetic TM in the following analysis. This is generated
based on our observations from the extensive analysis that the MAP-2 model captures very
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well the properties of real IP flows in Section 4.4.1 where we assess the accuracy of the
MAP-2 matching model by using real traffic data for a flow exchanged between a pair of
POPs in two Tier-1 backbone networks.
Since our test network has 12 OD pairs, for the synthetic TM, 12 different sets of MAP-2
processes are generated. Once the traffic flows from the synthetic TM are offered to the
network, the link count data is obtained every fixed period of time and step one of our
TM estimation method is applied to generate one estimated TM in every measurement
period. These are used as input for the second step of our method that produce the final
estimated TM (Fig. 4.3). In evaluating our method, our approach is to investigate whether
the estimated TM is capable of capturing and conveying the impact that the real TM has
on a queueing performance of a network, as discussed next.
4.4 Results and Discussion
In this chapter, we have proposed a new two-step statistical approach for TM estimation
based on a new matching model for MAP-2 traffic model. In the following, we firstly provide
simulation results to assess the accuracy of the matching model for MAP-2 using “real-
network like” correlated traffics and a real traffic data obtained from two backbone networks.
Subsequently, the proposed statistical method is evaluated with respect to the queueing
behaviour of the synthetic and the estimated TMs. In addition, we iterate our proposed
method as suggested in [5] in order to find whether the iteration scheme is applicable to our
method.
4.4.1 Modelling for Correlated Counting Process
The first set of results pertains to the correlated traffic test scenarios, which are generated
by using a mixture of MAP-2 flows. As discussed in Section 4.3, we consider 20 different test
cases for the traffic load in the network involving 10 different traffic streams. The results for
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Figure 4.7: The mean of the MAP/PH/1
QUEUE Waiting Time for 2 INPUT Traf-
fics
Figure 4.8: The variance of the
MAP/PH/1 QUEUE Waiting Time
for 2 INPUT Traffics
Figure 4.9: The mean of the MAP/PH/1
QUEUE Waiting Time for 4 INPUT Traf-
fics
Figure 4.10: The variance of the
MAP/PH/1 QUEUE Waiting Time for 4
INPUT Traffics
2*MAP2 4*MAP2 8*MAP2
ρ E[W] V[W] E[Q] E[W] V[W] E[Q] E[W] V[W] E[Q]
0.25 3.64 7.00 6.52 0.22 15.11 1.92 1.50 0.17 1.76
0.35 3.90 3.30 5.47 1.02 20.47 3.21 2.66 4.26 2.94
0.45 2.89 5.91 3.47 0.65 23.54 2.74 2.46 15.01 2.72
0.55 1.95 6.91 2.19 0.60 20.51 2.84 3.29 26.03 3.40
0.65 0.66 8.05 0.22 0.57 13.86 1.87 5.23 21.70 5.27
0.75 0.15 2.13 1.44 0.46 8.60 0.28 0.85 26.80 1.07
0.85 2.51 6.83 5.15 0.79 21.55 2.14 0.30 8.32 0.23
0.95 5.25 2.59 8.71 0.87 17.74 3.03 4.88 2.31 5.30
Average 2.62 5.34 4.15 0.62 17.67 2.25 2.65 13.08 2.84
Table 4.2: Relative Error(%) for the mean and the variance of the queue waiting time
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Figure 4.11: The mean of the MAP/PH/1
QUEUE Waiting Time for 8 INPUT Traf-
fics
Figure 4.12: The variance of the
MAP/PH/1 QUEUE Waiting Time for 8
INPUT Traffics
the mean and the variance of the queue waiting time (including service time) as a function of
the link utilization (in the range 0.05− 0.95) for 2, 4 and 8 superimposed MAP-2 processes
are plotted in Figures 4.7, 4.8, 4.9, 4.10, 4.11, and 4.12, respectively. The results are the
average over each set of traffic inputs at a given link utilization value. All figures demonstrate
a very close match of the performance statistics when both the correlated traffic and the
approximated MAP-2 traffic are fed into the queueing system. In addition, the mean queue
length statistics are computed and the relative percent errors (RE) of the approximate model
are summarized in Table 4.2. The relative percentage errors for the queue length statistics
obtained from the approximate model with respect to the ones incurred by the real traffic
are defined as RE = 100(approximate − real)/real and the average absolute RE (ARE) for
each link load, respectively, are computed as ARE =
∑20
i=1 |REi|/20. The results in the table
show that the model also matches well the queue length properties of the original correlated
traffics.
To verify whether our model performs well with actual Internet traffic, in the second set
of test scenarios in our evaluation study, we consider real IP traffic as input processes into
the analyzed queueing system. Figures 4.13, 4.14, 4.15, and 4.16 gives a summary of the
queue waiting time results obtained from data traces Auckland II (the first two) and WIDE
(the last two), respectively. It can be seen, that the model matches well the impact that
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Figure 4.13: The mean queue waiting time
for Auckland II traffic trace. The ARE(%)
across the (0.05-0.7) utilisation is 11.44%.
Figure 4.14: The variance of queue wait-
ing time for Auckland II traffic trace. The
ARE(%) across the (0.05-0.7) utilisation is
33.13%.
Figure 4.15: The mean queue waiting time
for WIDE traffic trace. The ARE(%)
across the (0.05-0.7) utilisation is 10.72%.
Figure 4.16: The variance of queue wait-
ing time for WIDE traffic trace. The
ARE(%) across the (0.05-0.7) utilisation
is 41.46%.
the real traffic has on a queueing performance across traffic intensities that fall in the range
(0.05-0.5) and for traffic intensities above 0.5 the accuracy of the model starts to decrease
slightly. Note, however, that across the whole range (0.05-0.7) the accuracy of the prediction
of the mean waiting time is quite good with ARE = 11.44% and 10.72% for the two traffic
traces, respectively. Given that operational networks are designed and managed with a
maximum link utilization as a constraint and its value is often in the 0.7 range, we conclude
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that the proposed model is capable of capturing and conveying the queueing performance of
the original processes well in practical applications.
4.4.2 Queueing behaviour of real and estimated TMs
In order to evaluate how well the estimated TM matches the queueing behaviour of a real
TM, the performance of a MAP/PH/1 system is analyzed. The mean and the variance of
the waiting times are measured by feeding the real traffic streams and the estimated traffic
streams into the queueing system, which are generated from the real TM and the estimated
TM, respectively.
Figure 4.17 plots the mean of the waiting time as a function of the link utilization, ranging
from 0.05 to 0.9, for the 12 elements (OD pairs) of the real and the estimated TMs. It can
be seen that the results are very accurate over the entire range for the elements E1, E7, E8,
E9, E10, E11, and E12, while E2, E3, E4, E5, and E6 show some discrepancies. The larger
discrepancies are found in E3, E4, and E6. This is because the flows (E3, E4, E6) traverse
longer paths, and the paths include links which are shared by the largest number of flows.
For instance, E4 representing the flow from node 2 to node 1, traverses a long path (2-3-4-1),
and the links (2-3, 3-4) along the path are shared by many other flows, which suggests that
the flow E4 becomes more difficult to estimate from the deterministic approach. A similar
observation, that flows associated with longer paths and paths that contain links that are
heavily shared with other flows are more difficult to estimate than others, was reported in
[34].
Table 4.3 shows the numerical results of the Fig.4.17. The average errors of the mean
and the variance are obtained by averaging the means and the variances of the waiting times
at different link utilizations. As observed previously from Fig. 4.17, E4 has the largest error
- 25.54% and 52.06% for the mean and the variance of the waiting time, respectively. The
overall mean waiting time of the real TM is estimated by the proposed method with less
than 10% error.
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Figure 4.17: The mean of the MAP/PH/1 QUEUE Waiting Time for the real and the
estimated traffic INPUTs with varying the link utilization
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Error(E) Error(V) Error(E) Error(V)
E1 3.26% 16.62% E7 0.15% 6.36%
E2 15.78% 45.53% E8 2.10% 7.41%
E3 20.16% 41.27% E9 2.47% 0.96%
E4 25.54% 52.06% E10 3.07% 43.72%
E5 10.50% 28.02% E11 2.67% 3.87%
E6 23.45% 56.60% E12 4.70% 10.71%
OVERALL AVERAGE 9.49% 26.09%
Table 4.3: The average error of the mean and the variance of waiting times in each element
of the TM
4.4.3 Does the proposed method need to be iterated?
An iteration scheme was introduced in [5] when a traffic model is defined with its probability
density function (pdf). This scheme consists of two main steps. The first step obtains a
series of TMs using the Markov Chain Monte Carlo (MCMC) algorithm [27] from a given
prior distribution for the OD pair flows and link load measurements. To obtain a prior
distribution for the OD pair flows, required by the MCMC algorithm, a gravity model is
used in the first step of the iteration in [5]. The second step fits the successive values of each
OD pair flow into a traffic model. The method iterates over these two steps until convergence
is reached.
Iteration procedure, as suggested above, can be incorporated in our proposed method
when the pdf of MAP-2 is given. Since MAP-2 model is completely characterized by six pa-
rameters (λ1, λ2, λ3, λ4, µ1, µ2), and the steady state probability vector pi is given in equation
(4.3). We derive the pdf of MAP-2 from the pdf of its special case (Poisson) and it is given
by:
P(6parameters, x) =
e−(pi1(λ1+λ2)+pi2(λ3+λ4))(pi1(λ1 + λ2) + pi2(λ3 + λ4))x
x!
(4.16)
We verify the validity of equation (4.16) by cross-checking whether the pdf satisfies the
following conditions.
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1.
∑∞
x=0P(6parameters, x) = 1
2.
∑∞
x=0 xP(6parameters, x) = E[x]
3. P(6parameters, x) has a maximum probability when x is E[x]
Fig. 4.18 plots the pdf of MAP-2 (equation (4.16)) defined by (λ1=3, λ2=4, λ3=5, λ4=6,
µ1=1, µ2=3) parameters. As observed, the mean value for this process computed from
the pdf matches exactly the theoretical mean (8.53684), thus, satisfying the above stated
conditions.
Figure 4.18: Probability Density Function of MAP-2 with the given parameters λ1=3, λ2=4,
λ3=5, λ4=6, µ1=1, µ2=3
With the given pdf of MAP-2, we iterate our proposed method five times as per the
iterative procedure described in [5], and the results are plotted in Fig. 4.19. Interestingly,
the correlation coefficients of the OD-pair flows are reduced after the first iteration, which
is contrary to the results reported in [5]. This is because we use a deterministic approach to
obtain the prior distribution in the first iteration step rather than using the gravity model
suggested in [5]. In other words, the MCMC algorithm which is used to obtain the prior
distribution, seems to be less accurate than the deterministic approach used in our method.
The results in Fig. 4.19 show that, in our case, the iteration scheme may not always improve
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Figure 4.19: The coefficient between the real and the estimated TMs as the number of
iterations increase
on the accuracy of our method and, given that the iteration procedure increases significantly
the computational costs of the method, we conclude that our proposed method should be
run in one iteration step as described in Section 4.2.
4.5 Conclusions
In this chapter a new method for TM estimation has been proposed that makes use of a
MAP-2 model to achieve more accurate representation of the correlated and bursty charac-
teristics of IP flows. The method uses a deterministic approach to estimate a series of TMs
from a given set of link load measurements (obtained at various points in time), and then
approximates the components of the TMs by a MAP-2 model by applying the matching
method that was developed based on the moments of the counting process, which takes six
characteristics of an aggregate traffic and translates them into an equivalent MAP-process
by solving a minimization problem.
84
STATISTICAL APPROACH FOR TRAFFIC MATRIX ESTIMATION
The accuracy of the proposed matching model has been evaluated using a queueing sim-
ulation approach using two types of input traffics: synthetic correlated traffic and real traffic
obtained from two ISP networks. The simulation results demonstrated that the proposed
matching model is capable of capturing and conveying the queueing performance of the orig-
inal processes well. Good accuracy was maintained across the range of link traffic intensities
typical of operational networks (i.e., up to 50% link loads). Although the accuracy of the
model is satisfactory, the nonlinear optimization program it deploys requires a high com-
putational effort. Further work will focus on refining this solution method so that a more
efficient inversion algorithm can be developed for estimation of the MAP-2 parameter set.
In the light of these result, the estimated TM from the proposed TM estimation technique
matches well the impact that the real TM has on a queueing performance of a network and,
therefore, can be efficiently used in the dimensioning and planning functions of operational
IP networks.
In addition, we showed how the proposed TM estimation technique can be extended to
include an iterative procedure, as suggested in [5]. However, it was shown that the iteration
scheme can not always guarantee improvement of the accuracy of the method since the
deterministic approach was able to estimate the TMs in the first step more accurately than
the MCMC algorithm. The addition of the iteration procedure significantly increases the
computational cost of the method and, therefore, for efficiency reasons we suggested the use
of the method without the iterative scheme.
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Chapter 5
Dynamic Approach for Traffic Matrix
Estimation
In the last two chapters we introduced two different approaches for TM estimation. However,
since the TM estimation problem relies upon solving systems of equations that highly under-
constrained, any TM estimation technique cannot avoid error. In [4], Nucci et al introduced
a very interesting approach using link weight changes for TM estimation. The idea behind
this method was to change link weights that cause flows to be re-routed (since IP network
routing is based on shortest path technology). Then, the re-routed flows create new link
loads, which are new constraints. As a result, the under-constrained problem becomes a
solvable problem that produces an exact solution. We classified this method as a dynamic
approach in Chapter 2.1.
Originally, the idea of weight changes was introduced by Fortz and Thorup in [80] in
the context of load distribution evenly across all links in the network. They made use of a
heuristic method called tabu search to find a set of appropriate weights. However, the nature
of the heuristic method forces the searching process to be computationally expensive. Thus,
people started to develop new approaches using revolutionary algorithms such as genetic
algorithms and simulated annealing to reduce the computation time. In [21], Suryasaputra
et al made use of the multi-commodity flow problem based on Linear Programming (LP)
to find a set of weights. They claimed that their LP based method could find a set of link
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weights in orders of magnitude time more quickly than previously known exhaustive search
techniques.
In this chapter, we propose a new dynamic approach for TM estimation that formulates
the weight changes problem as the LP based on the dual version of the multi-commodity
flow problem. Since the proposed method takes advantage of an LP approach which is a
mature field that provides many efficient and fast algorithms to solve large problems, it is
computationally more efficient than the previously adopted heuristic search algorithms as
well as enabling the setting of link load limits in the problem formulation so that the re-route
traffic using a new weight set does not cause an overloaded network.
The dynamic approach itself is founded on the strong argument point that link weights
need to be changed at “busy hour/period” that causes disturbance of the network. The
question is "Is a TM important enough to obtain by disturbing the network?". To answer
this question, the impact of weight changes on a network is investigated by a simulation
study (To determine whether it is really a disaster or tolerable to disturb the network in
this way?) using the well-known network simulator, ns2 [19] based on a number of different
scenarios addressing the issue of convergence time. The convergence time is defined as the
period of disturbance until all routers have achieved a consistent view of the network after
weight changes are invoked.
The contribution of this chapter can be summarized as follows:
• Development of a new dynamic technique for TM estimation problem based on the
dual version of the multi-commodity flow problem.
• Development of a statistical solution to prevent a network from being congested after
weight changes occur due to uncertainty in the initial TM.
• Demonstration of the impact of weight changes using ns2 simulation for an example
network.
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The rest of this chapter is organized as follows: In Section 5.1, we explain the theory of
our LP formulation with a simple 5 node network example, and present our algorithm that
shows how to obtain the link weights for a given maximum link load limit. Then, Section 5.2
provides some results and discussions including the impact of weight changes on the network
using ns2. Finally, Section 5.3 presents some concluding remarks.
5.1 Problem Formulation
Suppose that there are K traffic demands and there are m links. For each commodity k, Pk
denotes a collection of directed paths from the origin node to the destination node, f(P ) is
the flow on such a path P , c(P ) is the cost of the path P and δij(P ) equals one if link (i, j)
is contained in the path P and is zero otherwise. Note that c(P ) =
∑
(i,j)∈P cij where cij is
the per unit cost of flow on the link (i, j).
minimize
∑
1≤k≤K
∑
P∈Pk
c(P )f(P ) (5.1)
subject to
∑
1≤k≤K
∑
P∈Pk
δij(P )f(P ) ≤ cap(ij) (5.2)
for all links (i, j) where cap(ij) is the capacity of each link and
∑
P∈Pk
f(P ) = dk (5.3)
where dk is the size of each demand for all k = 1, . . . , K and all f(P ) ≥ 0. We write Pk
where the paths are ranked in order of their costs. In practice, the size n of the set of paths,
Pk, was actually set equal to ten, because few, if any, flows were ever found on paths with a
path number greater than seven or eight. These are found via a k−shortest paths algorithm
due to Yen [81]. This was further tested in our optimization process when we found that
if we made n = 3 the throughput was significantly reduced but after n = 10, there was no
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difference at all in throughput.
The primal solution of the multi-commodity flow problem presents how much flow needs
to be allocated to each path in order to minimize the usage of the network resource. However,
our interest is not in the primal solution but the dual solution of the multi-commodity flow
problem since the dual solution has very interesting consequences for the routing problem.
Dual problem has a complementary relationship with primal problem in linear program-
ming, which means that a solution from either the former or the latter provides a solution
of the counterpart problem. For example, when water is being filled up into a bottle, the
amount of water can be described in two different ways. One is to measure the actual amount
of water, and the other is to measure the empty space of the bottle because the empty space
of the bottle indirectly indicates the amount of water in the bottle. That is why the both
problems have the complementary relationship.
At the optimal point of the primal solution, the following condition, known as the com-
plementary slackness condition in Ahuja et al [82], needs to be satisfied for all links in the
network.
ωij[
∑
1≤k≤K
∑
P∈Pk
δij(P )f(P )− cap(ij)] = 0 (5.4)
where ωij represents the additional weight increment of each link (i, j). From the condition
(5.4), we can draw a fact that the value wij needs to be a positive value when the total
flow (
∑
1≤k≤K
∑
P∈Pk δij(P )f(P )) on the link (i,j) becomes equal to the capacity capij of the
link (the link is congested). In other words, the weight wij of the congested link needs to
be increased in order to re-route flows on the link. Since we are interested in the value of
wij that is a dual variable of the primal multi-commodity flow problem, the dual version of
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multi-commodity flow problem is formulated as follows:
maximize
K∑
k=1
dkσk −
∑
(i,j)∈A
cap(ij)ωij (5.5)
subject to c(P ) +
∑
(i,j)∈P
ωij − σk ≥ 0 (5.6)
This dual problem has two variables: a weight ωij of each link (i, j) and a weight σk of each
commodity k. σk defines the total weight of links along the shortest path (commodity k)
with respect to the modified weights cij + ωij where cij is the current weight and ωij is the
weight increment on the link (i, j).
5.1.1 A Simple Example
To understand the mechanism for the formulated problem in the previous Section 5.1, we
provide a simple example with a five node network of Fig. 5.1. Suppose that there are two
demands, which are A→C and B→C. The sizes of the demands are 3 and 6 units respectively.
Six unidirectional links (From left to right) exist, and the weight and the capacity of each
link are shown on the link. Also, there are five paths, which are [A - B - C], [A - D - C], [A
- B - E - C], [B - C], and [B - E - C]. The counterpart flows to the paths are x1, x2, x3, x4,
and x5 respectively.
With the initial weights, two demands follow the cheapest paths [A - B - C] and [B - C]
respectively, and thus it causes the link BC to be congested in Fig.5.1 since the sum of two
demands (3+6 = 9) becomes more than the capacity of the link. In this situation, the prime
problem is infeasible because of the violation of the constraints (5.2). To make the problem
feasible, a weight of the link BC needs to be increased until it triggers the demands to be
re-routed. The amount of the weight increment is given as a form of dual solution.
Let’s formulate the prime and the dual version of the multi-commodity flow problem for
the example as shown in the previous Section 5.1. The formulations and the solutions are
90
DYNAMIC APPROACH FOR TRAFFIC MATRIX ESTIMATION
Figure 5.1: Before a weight change is ap-
plied. Two demands are using the link
BC, and it causes congestion on the link
Figure 5.2: Dual soltuion (w2 : 3) is added
to the original weight (1) of the congested
link BC, and two demands are re-routed
based on the new weight
given in Table 5.1.
Primal problem Dual problem
Minimize Maximize
2x1 + 3x2 + 5x3 + x4 + 4x5 -5ω1 - 5ω2 - 5ω3 - 5ω4 -5ω5 - 5ω6 + 3σ1 + 6σ2
Subject to Subject to
x1 + x3 ≤ 5 2 + ω1 + ω2 - σ1 ≥ 0
x1 + x4 ≤ 5 3 + ω5 + ω6 - σ1 ≥ 0
x3 + x5 ≤ 5 5 + ω1 + ω3 + ω4 - σ1 ≥ 0
x3 + x5 ≤ 5 1 + ω2 - σ2 ≥ 0
x2 ≤ 5 4 + ω3 + ω4 - σ2 ≥ 0
x2 ≤ 5
x1 + x2 + x3 = 3
x4 + x5 = 6
Solution Solution
x1 = x3 = 0 ω1=ω3=ω5=ω6=0, ω2=3
x2 = 3, x4 = 5, x5 = 1 σ1=3, σ2=4
Table 5.1: Primal and dual problem formulations for a 5 node example
The primal solution shows that the usage of the network resource is minimized when
flows, x2 (3units), x4 (5units), and x5 (1unit) are routed to their alternative paths, [A - D -
C], [B - C], and [B - E - C]. On the other hand, the dual solution shows that the total weight
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of links (σ1,σ2) along the cheapest paths taken by two demands after the weight of link BC
increase by 3 (ω2 = 3) are 3 and 4 respectively. Figure 5.2 shows the routes taken by the
flows after weight of link BC increases by 3. A new shortest path [A - D - C] is created for
the demand A→C , and the equal cost multi-paths [B - C] and [B - E - C] are created for
the demand B→C. Although there are two sets of variables from the solution to the dual,
viz: ωij and σij, from this point, we shall refer to the “dual solution” as the amount of weight
increment ω only.
In our proposed dynamic approach for TM estimation, we use the dual solution variables
ωij to trigger the re-routing of flows, such that it increases the number of link count measuring
points with the consequence that it enables the under-constrained problem to become a
solvable problem. (Possibly after several weight change processes.)
5.1.2 Implementation of the Proposed Dynamic Approach for TM
Estimation
As explained previously, the dual solution of the multi-commodity flow problem can be in-
terpreted as the amount of weight increment required on a congested link in order to remove
congestion by re-routing flows on the link. It implies that some links need to be congested
in order to trigger the weight increment. In the context of the multi-commodity flow for-
mulation, we interpret the “congestion” as meaning that some link capacity constraints (5.2)
are violated.
The idea of the proposed algorithm is to force some constraints (5.2) to be violated by
reducing the capacities of some links “virtually” when the multi-commodity flow problem is
formulated. Then, the formulation provides the dual solution that is the weight increments
of the congested links, and the weight increment triggers the re-routing of flows on the
congested links.
An algorithm is now described in Fig. 5.3 that enables us to find a set of weight changes
with a link load limit, which is close to the maximum link utilization for a given network.
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Figure 5.3: Implementation of the proposed algorithm
There are four inputs to the proposed algorithm. The link loads by counting bytes in the
network interfaces are provided by SNMP data in a typical IP network, and generally, the
link capacities and weights are known to the network operator. The last input is an initial
TM that is the very thing we are trying to estimate from this algorithm. However, Nucci
et al pointed out that once carriers start using TM estimation methods regularly, they will
always have an old one available or it will be possible to obtain an estimate from other TM
estimation methods [4].
The first step of the algorithm is to find the utilizations (u(i) = l(i)/cap(i)) of all the
links. In order to apply the dual LP formulation, a link needs to be chosen to be congested
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“virtually”. The choice of link affects the number of iterations required to obtain a full rank
of constraints. In Section 5.2.1, we present an experimental result that shows the impact of
the link choice on the number of iterations required to obtain a full rank of constraints.
Figure 5.4: Link 2 becomes virtually congested after its capacity falls below a given threshold
Secondly, in Fig.5.4, the link 2 has the highest link utilization u2. If the capacity of the
link is reduced virtually by (1 − u2) × 100%, then the link 2 reaches to 100% utilization.
Strictly speaking, we say that the value (1 − u2) × 100% does not mean that the link is in
“congestion”, for our purposes we say that congestion implies that the utilization of the link is
more than 100%. Thus, ² is added to the value, so that it becomes (1−u2+²)×100%. When
the value of ² increases, the link experiences more congestion. The value of ² is arbitrary, it
must be large enough to ensure that virtual congestion is triggered. In our experiments, ²
was set to 3% of the link capacity.
Thirdly, the dual version of multi-commodity flow problem is reformulated with the new
virtual link capacity, the initial link weights, and a traffic matrix (TM) that are initially
given. If the dual LP problem is feasible, it produces dual solutions, which are a new set
of weights, called a snapshot as used in [4]. The new set of weight needs to be verified in
order to find out whether the re-routed flows using a new weight set causes a congestion in
other links or are experienced delay that can not be tolerated by network operators. For
the verification purpose, the initial TM is utilized. Since the initial TM contains errors (It
is essentially the uncertainty of the initial TM), we need to lower the upper-bound of the
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optimization problem, in other words to set a reduced value for each link capacity (called a
threshold value) in order to create a safety margin in each link capacity. We discuss how to
set the margin in Section 5.2.4.
Finally, the new snapshot needs to be verified against whether it increases the rank 1 of
the routing matrix A. If the rank does not increase after a new weight set is applied, the
weight set is discarded; otherwise it is saved. In summary, the new weight set is accepted
only if it strictly increases the rank of the routing matrix A as well as satisfying the link
load and delay limit set by a network operator. After the verification of the new weight set,
the next higher priority link is virtually congested, and the above procedures are repeated
until the routing matrix A becomes a full rank matrix. It is difficult to estimate the number
of iterations required to reach a matrix of full rank for two reasons. Firstly, because at each
iteration it is not possible to guarantee that a snapshot will be successful because some are
discarded during the verification process as the rank could not be increased. Secondly, one
snapshot may cause multiple weight changes and this may produce multiple increases in
the rank of the matrix. When the routing matrix A becomes a full rank matrix, the set of
snapshots are ready to be applied to the real network since each snapshot strictly increases
the rank.
5.2 Results and Discussion
Based on our test-bed with the 16 node network topology shown in Fig. 3.5, the initial
maximum link utilization of the network is 36.2 % on the link of between node 1 and node
9. It is because the weight of the link is only 1 so that many flows attempt to make use of
the link. The formulated dual version of the multi-commodity flow problem is solved using
the ILOGTM CPLEX7.1 LP solver [83].
1The rank of the routing matrix A is the ratio between the number of constraints(Link loads) and the
number of unknown variables(OD pairs) - It quantifies how much the linear system (Y=AX) is under-
constrained.
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5.2.1 Which Link Should Be Considered First?
In the implementation of the proposed algorithm, the capacity of a link needs to be reduced
virtually when the dual version of the multi-commodity flow problem is formulated. Since we
need to select a link in order to apply the virtual congestion, one question arises: which link
should be considered first?. To answer the question, three different scenarios were evaluated
as shown in Fig. 5.5.
The first scenario involves choosing a link at random. In this case, a full rank, i.e. the
number of constraints becomes equal to the number of unknown flows, was obtained with
37 snapshots. The second scenario makes use of the number of flows on a link. A link being
used by more flows has higher priority as a candidate for selection. With this scenario,
29 snapshots were required to reach full rank. Finally, a link utilization value was used to
decide which link is to be used first. This case produces the full rank of constraints with 27
snapshots. With the last two scenarios, the ratio between the number of constraints and the
number of unknown variables increases more rapidly than for the first scenario.
Theoretically, the second scenario is expected to perform better than the other scenarios
because the proposed method re-routes flows to create another constraints, which means
that a link accommodating many flows is likely to create more constraints. However, the
number of flows on a link is correlated to the utilization of the link, we observe a similar
trend in the last two scenarios in Fig. 5.5.
In Fig. 5.5, we are able to observe some situations where the rank does not increase as
the number of iterations increases. There are two possible reasons for this observation. One
is that the LP formulation does not generate a weight change because of infeasibility of the
dual LP formulation. The second reason is that the constraints created by new weight sets
overlap the previous set of constraints. We intentionally plot the flat parts in the figures to
account for the case where re-routed flows do not always increase the rank of the routing
matrix A. Thus, the sets of new weights that cause the flat parts in the figure are removed
before they are actually applied to the real network.
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Figure 5.5: Which link should be considered for changing the weights?
Scenarios Random Number of Flows Link Utilization
Required Snapshots 37 (10) 29 (3) 27 (3)
Table 5.2: The number of snapshots required with different scenarios for choosing a candidate
link
Table 5.2 shows the required number of snapshots to reach a full rank matrix. The
numbers inside parentheses represent the number of times that a new weight set fails to
create a new constraint.
From the experiment, we conclude that a link, which has higher utilization as well as
many flows, needs to be considered first for our proposed algorithm. Also, the verification
of each new weight set needs to be carried out since some sets of weights do not increase
the number of constraints. The total time to obtain the full rank constraints, including
the verification process, took less than 5 minutes on a Pentium II 1GHz machine in this
particular 16 node network.
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5.2.2 Multiple Weight Changes
In the previous experiment, we created only one virtually congested link per iteration, and
mostly observed single weight changes. If multiple links are virtually congested in the dual
formulation, multiple weight changes are expected. The multiple weight changes cause routes
of flows to be changed more dramatically than a single weight change so that more constraints
can be generated from one iteration.
Figure 5.6: The relationship between the number of multiple weight changes and virtually
congested links.
In Fig. 5.6, the number of virtually congested links is varied from 1 to 10. In each case,
70 different combination of links are chosen to be virtually congested, and the number of
weight changes is counted in each time. When 10 links with 70 different combinations are
virtually congested, 8 and 10 weight changes occurred most frequently 12 times each. Also,
another interesting observation is that 10 virtually congested links triggered only 2 weight
changes. In other words, 2 weight changes relieve 10 link congestions. It can be explained
using the Fig. 5.7. Suppose that a large flow A→D causes congestions in links AB, BC,
and CD along the path [A-B-C-D]. If the weight ωAB of the link AB is changed, the large
flow A→D splits out among different paths so that the congested multiple links along the
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path are released by a single weight change.
Figure 5.7: An example where one weight
change can provide multiple constraints
Figure 5.8: An example where one weight
change provides fewer constraints
By comparing the both figures 5.7 and 5.8, we can observe that the impacts of one
weight changes on the network are different according to where the weight change occurs.
The former figure is likely to create more constraints than the latter figure since the re-routed
flow (dotted arrow) in Fig. 5.7 affects more links than in Fig. 5.8. The greater the number
of constraints, however, comes at the expense of increased network disturbance, i.e. the
re-routed flow may experience longer delays.
5.2.3 Delay Limit Considerations
A customer Service Level Agreement (SLA) typically specifies a guarantee on the average
end to end delay across all OD pairs in a carrier’s network [4]. To include a delay limit, we
set a propagation delay on every link to unity, therefore the sum of the hop counts along a
path represents the propagation delay for the path.
Fig. 5.9 represents the average hop counts for different snapshots. The zero snapshot
ID shows the initial average hop count without changing any link weights. Initially, the
average and maximum hop counts are 2.477 and 5 respectively. The average hop counts
fluctuate about the mean 2.471 while the maximum hop counts keep their initial value 5.
The average hop count with snapshot ID 5 produced the minimum average hop count of
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Figure 5.9: The average hop count for a set of weight change candidates
2.424 and the maximum average hop count 2.511 occurs at snapshot ID 24. In addition, 9
out of 27 snapshots produced higher average hop counts than the initial average hop counts.
For instance, if the carrier’s delay limit is required to be below the initial delay, those 9
snapshots can be removed.
5.2.4 Choice of Threshold Value
The threshold value represents a value that a new maximum link utilization should not
reach or exceed after flows are re-routed according to the new weight set. In other words,
once we set the threshold value in our algorithm, any link load caused by a new weight set
must remain below this threshold value. Therefore, we can regard the threshold value as a
desirable link load limit. In [4], it has been shown that the higher the link load limit, the
sooner the number of constraints reaches the full rank condition. We also obtained similar
results in our work. This occurs because when the link load limit increases, the possibility
of violating the link load limit by the re-routed flows decreases. As a result, any large flows
on the virtually congested link can be spread out among the different paths and, in turn,
this produces multiple constraints.
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Although we are able to set the link load limit to 100% in order to obtain full rank
constraints rapidly, the uncertainty associated with an initial TM prevents the link load
limit from being 100%. An initial TM is used to check the link load limits after new weights
are applied to each link. However, the initial TM tends to have a large error so that a
mechanism should be considered to prevent other link congestion from the re-routed traffic.
We provide a simple statistical formulation as to how to set the threshold value with a 99.9%
confidence level to ensure a link will not be overloaded.
Suppose that there are K estimated flows fˆ1, . . . , fˆK with mean f¯ on a given link ui. In
addition, we assume that the relative error β of the flows is given - A TM inference technique,
called Tomogravity [1], developed by AT&T, reported that all flows are estimated within
their 40% relative error. In this case, β is 0.4. The expected value for flow k is given by
fk = E[fˆk]. Due to the fact that the estimated flows contains errors, they can be expressed
in the form fk+ζk, where E[ζk] = 0 and var[ζk] = β2f 2k . This says that the standard error in
the estimate of the flow is proportional to its expectation. Writing F =
∑K
k=1 fk representing
the total flows on a given link, the variance of F is given by the equation (5.7).
V = var (F ) = KE
[
β2f 2k
]
= Kβ2E
[
f 2k
]
(5.7)
Using the above formula, we can calculate the standard error sˆ via sˆ =
√
V . The 99.9%
confidence interval can be given as [F − 3.27sˆ, F + 3.27sˆ]. A slightly wider and more con-
servative confidence interval is [F − 3.5sˆ, F + 3.5sˆ]. In the event that we only have a few
observations, the solution is to use wider intervals based on the Student’s t distribution. If
there are only a few flows (less than 30), say K flows, we can use a t distribution with K− 1
degrees of freedom to determine these intervals. For a 99.9% confidence interval these take
the form [F − t(K−1,0.001)sˆ, F + t(K−1,0.001)sˆ] where t(K−1,0.001) is found from statistical tables.
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Based on the confidence interval, we can determine the maximum threshold value.
if(K ≥ 30) T < 100(1− 3.5sˆ
cap(max)
) (5.8)
if(0 < K < 30) T < 100(1− t(K−1,0.001)sˆ
cap(max)
)
where cap(max) is the capacity of the maximum utilized link, and the standard error sˆ is
calculated from the equation (5.7) using estimated flows on the maximum utilized link also.
5.2.5 The Impact of Weight Changes
Without a doubt, weight changes disturb the network because control packets containing the
new network state requirements are flooded throughout the whole network and, based on
this new information, traffic needs to be re-routed. It may lead to packets being out-of-order,
lost, delayed, and/or degrade network performance. The period of disturbance, before all
routers have a consistent view of the network state after weight changes have been invoked,
is called the convergence time (CT). In the routing protocols OSPF and ISIS, an LSA (Link
State Advertisement) and an LSP (Link State Packet), respectively are used to establish
and maintain adjacency with the neighbouring routers, flood link information (metric or
link status) or even carry user-defined messages. The CT can be defined as follows [84] in
the case of a link failure.
CT = Detection Time (5.9)
+ Max(Number of Hops) * Flooding Time
+ SPF Calculation Time+ SPF Delay Time
Detection Time is the delay taken before the protocol stack is notified of the link status
change. An LSP, which is a control packet containing the new network state, floods across
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the network to share the new network state. The flooding time consists of the queueing
and transmission time, and is dependent on the network architecture. SPF (Shortest Path
Forwarding) Calculation Time is the time taken to compute the shortest path based on new
information, and update it into each router. SPF Delay Time is the delay between arrival
of an LSP and the start of SPF computations. The period is used to collect a few LSPs
together and just perform the SPF computation once.
The Detection Time and the SPF Delay Time are configurable. The time of SPF com-
putation is bounded by the size of the network, hence it can be regarded as a constant. By
contrast, queueing delay and transmission time in the network are dynamic and dependent
on the network state.
Simulation Setup
Simulated network consisting of 16 nodes shown in Fig. 5.3 is built using ns2 [19]. Each node
represents a OSPF router and a workstation is attached to each node. It is assumed that
the workstation generates traffic to each of the other workstations in the network. Traffics
between the origin and the destination nodes are generated from a certain distributions, i.e.
Uniform and Poisson distributions. We make use of 20% of total simulation time as warm-
up period, which means the collection of statistics begins after the warm-up period. In this
study, we only consider the convergence time and the throughput reduction as measures of
disturbance level.
Convergence Time
To observe queueing delay of an LSP in our ns2 [19] test network, bursty traffic was required
because packets are queued during a burst period and released in an idle period. A bursty
traffic demand was randomly generated from a uniform distribution, and each flow of the
traffic demand was used as a mean arrival rate of a Poisson traffic source to simulate bursty
traffic. Theoretically, the average delay of a packet in a queue is proportional to the arrival
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rate of the traffic. Therefore, queueing delay of LSPs is expected to increase as the arrival rate
of traffic increases. However, due to the characteristics of bursty traffic, it does not guarantee
a linear relationship between the LSP queueing delay and the arrival rate. In other words,
although the arrival rate is high, if an LSP flood happens during an idle period, the LSP
will experience less delay. That is why our observations suggested that the convergence time
tends to increase with some fluctuations as we increase the traffic arrival rate.
Another interesting observation is the relationship between the flooding time and the
transmission delay experienced by the LSPs. The transmission time is defined as the time
required to propagate a packet from one end to the other end of the transmission medium.
For instance, if a packet travels on multiple links, the transmission time experienced by the
packet can be obtained by adding the transmission times for each link. This implies that
the total transmission times of a packet increase as it travels over more links.
When a link weight is changed, LSPs are flooded through the whole network to synchro-
nize the new information. Let’s consider two different cases where weight changes occur in
the centre and at the edge of a network. The maximum number of links that an LSP has to
travel through in the network in the former case is likely to be less than that for the latter
case. In other words, the convergence time is less when a weight change occurs at the centre
of the network.
Edge Links Center Links
One Weight Change 25.244 (ms) 15.178 (ms)
Two Weights Change 25.244 (ms) 20.237 (ms)
Three Weights Change 25.244 (ms) 20.237 (ms)
Table 5.3: The flooding time with multiple weight changes
There is a common belief that multiple weight changes disturb networks more than single
weight changes because multiple weight changes generate more LSPs and take a longer time
to flood the network. It may be true in the sense of queueing delay (although more LSPs
only cause an insignificant increase in queueing delay). However, it is not true in the sense
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of transmission time. The time taken for flooding all LSPs caused by the multiple weight
changes is the same as time taken for flooding an LSP which travels the most number of
links. It implies that multiple weight changes do not necessarily increase the transmission
time. Therefore, the impact in terms of transmission time due to multiple weight changes
might be the same (or even less) than a single weight change in an extreme scenario. Table
5.3 shows that multiple weight changes do not necessarily increase the flooding time, and
the flooding time depends on the location where the weight changes took place.
Throughput reduction during the convergence time
From the end customers’ point of view, the disturbance appears as a brief reduction in their
download speed or an increased delay for a short period of time. The question might be: how
much disturbance can a network user experience during the period? To provide a possible
answer to this question, the performance of TCP and UDP traffic was observed during the
weight change period in our ns2 simulation study.
Figure 5.10: Variation of the sending rate
and the throughput for TCP traffic
Figure 5.11: Variation of the sending rate
and the throughput for UDP traffic
Figures 5.10 and 5.11 show variations in the throughput and the sending rate during
weight change times with TCP and UDP traffic sources respectively. In the TCP case, both
the throughput and the sending rate are reduced during the convergence period, because
TCP detects the delay and loss acknowledgements from the receiver during the disturbance
period and reduces the window size which, in turn, causes the throughput and the sending
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rate to be decreased. That is why the throughput and the sending rate are reduced in Fig.
5.10 from 2.6 to 2.9 seconds. TCP has a function to re-transmit lost packets so that the
packet loss problem is not significant for TCP traffic [85]. On the other hand, UDP traffic
keeps sending traffic at the same rate because UDP does not control the rate in terms of
network state. However, UDP traffic also experiences throughput reductions in the same
way as for TCP traffic. This is because some UDP packets are lost and delayed while traffic
is re-routed based on the new weight.
5.3 Conclusions
In this chapter, a new algorithm has been introduced to increase the rank of routing matrices
in order to overcome the under-constrained problem for TM estimation. The algorithm is
based on the dual version of multi-commodity flow problem using LP formulation, whose
dual solution represents the amount of weight increments on congested links so that flows
on the link are forced to spread out. The idea of the algorithm is to create a sequence of
virtually congested links according to priority discussed in Section 5.2.1 through a network
and to force the weight of a link to be increased. The proposed algorithm guarantees that
the utilization of every link, caused by a new weight set, is always below the threshold value
so that the uncertainty of the initial TM can be overcome.
Since the proposed dual version of the multi-commodity flow problem can be efficiently
solved by an LP solver such as CPLEX [83], the computation time is relatively faster than
conventional search techniques. For instance, Fortz et al [86] mentioned that their search
technique, using Tabu search, took one to two hours to solve, and it can be reduced to 15
minutes when a less exhaustive search is used in their 90 node network. However, the LP
approach only takes 355 seconds for the same 90 node network. Although, the machine that
we used (a 1GHz Pentium III) was different from the machine used (192 MHz CPU SGI
Challenge XL) in [86], the difference between the computation times of the two approaches
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is quite significant.
The impact of weight changes on a network has been investigated using ns2 simulation.
The results show that the disturbance period does not depend on the number of simultaneous
weight changes but on the location in the network where the weight change take place. Also,
the reductions in throughput and sending rate with TCP and UDP traffic sources during
the disturbance period were presented.
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Applications of Each TM Approach
We have developed three different TM estimation techniques and introduced them in the
previous three chapters. The motivation for developing these techniques was initiated from
the requirements of different types of TM in different network applications. Some network
applications are time critical applications so that a TM needs to be estimated within a couple
of seconds or minutes in order that the TM reflects the real time traffic information in the
network. On the other hand, some other applications are off-line applications that put more
weight on estimating a TM based on a traffic model assumption in order to capture a certain
characteristic of the traffic in spite of the longer computation time.
In this chapter, we briefly introduce two network applications and one application sce-
nario. The first two applications are called “OptiFlow” and “Epicenter” developed in our
research group [87]. The former application is a network management tool that provides a
network congestion removal function based on current traffic information. Since a network
is disturbed during a period of congestion, the application needs to obtain the current TM
as soon as possible to make use of it in the congestion removal algorithm. The latter appli-
cation is the IP network planning tool that takes traffic information for a period of time as
an input to the capacity planning process. The traffic information should be able to capture
not only the mean of the traffic volume but also capture the correlated traffic behaviour
that dramatically impacts on any queueing results. The deterministic and the statistical ap-
proaches described in previous Chapters 3 and 4 are utilized to obtain a TM for the network
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applications “OptiFlow” and “Epicenter” respectively. Lastly, we provide a scenario for the
utilization of the dynamic approach since there has not been a network application to make
use of the dynamic approach to obtain a TM.
In Section 6.1, the differences among three TM estimation approaches are discussed –
based on the utilization in different network applications. Brief introductions to the two
network applications developed by our research group are provided with one application
scenario in Section 6.2. Finally, Section 6.3 concludes the chapter.
6.1 Comparison of the Three Approaches
Advantages Disadvantages
Deterministic @ Fast estimation @ Not Capturing variation of traffic
@ No traffic model assumption
Statistical @ Capturing variation of traffic @ Slow estimation
@ Traffic model assumption
Dynamic @ Accuracy @ Disturbance by weight changes
Table 6.1: The comparison between the three TM estimation approaches
We have categorized TM estimation techniques into three groups in this thesis and devel-
oped a new TM estimation technique in each category. Since these techniques were developed
for different network applications, understanding the TM requirements of each network ap-
plication is more important than finding a superior TM estimation technique that can be
applied to every network applications. Table 6.1 shows a brief summary of the features in
each TM estimation approach.
Some deterministic approaches in Chapter 3 are extremely fast. The Linear Programming
(LP) approach and the least square approach take less than a second to compute the TM
for a 16 node network topology when the link counts measurement is given. Also, the
information theory and the proposed generalized Kruithof approach do not take more than
a minute to implement their estimation procedures for the same network topology. The
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fast computation time of the deterministic approaches enable them to be utilized in online
network applications that need to observe the mean traffic volume in real time. However,
the approaches do not provide a way to capture the variation of traffic that is important in
the network planning process.
On the other hand, since statistical approaches incorporate a traffic model, the elements
of the estimated TM from these statistical approaches are represented as the parameters of
the corresponding traffic model, and thus it enables the estimated TM to capture variations
in the traffic. The moments method [8] and the Bayesian method [27] made use of the Poisson
model. The EM method [9] and the Iterative Bayesian method [29] used the Gaussian and
the MMPP models respectively. Lastly we proposed a statistical method based on MAP-
2 model in Chapter 4. Incorporation of a traffic model in the statistical TM estimation
process represent an important advantage since it provides a way of describing the traffic
behaviour with the model; however, if the traffic model is not able to capture the real traffic
behaviour well, the accuracy and usefulness of the statistical approaches will be reduced
dramatically as shown in Section 4.1. Moreover, the statistical approaches take much more
time to estimate a TM than the deterministic approaches do. For instance, our proposed
statistical approach incorporating the MAP-2 model takes nearly an hour to estimate a TM
for the 4 node network topology shown in Fig. 4.6.
Lastly, the dynamic approaches can be the most accurate method among all three of them
since they convert the under-constrained TM estimation problem into a solvable problem
that provides an exact solution by applying the weight changes method. However, since
the weight changes method causes a disturbance in the network routing, it has been argued
among researchers as to whether the weight changes method can be applied for the real
network in order to achieve an accurate TM or the congestion control introduced in [21].
The tradeoff between the disturbance of a network by the weight changes and the accuracy of
the dynamic approaches needs to be compromised when the dynamic approaches are applied
for the real network.
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6.2 Network Applications for TM Estimation Methods
In this section we briefly introduce two network applications that make use of the determin-
istic and the statistical approaches to obtain a TM respectively, and then one scenario of
the utilization of the dynamic approach is introduced.
6.2.1 OptiFlow - An IP Network Congestion Control Tool
OptiFlow [20] was developed in our research group as a prototype tool to support better
capacity management of IP-based networks as used by Telco’s Tiers 1, 2, and 3 and Internet
Service Provider (ISP).
Figure 6.1: Functions of OptiFlow
Figure 6.1 shows the main functions of OptiFlow, viz: Network Discovery, SNMP Im-
plementation, Link Congestion Detection, TM Estimation, and Network Optimization. Op-
tiFlow makes use of SNMP to collect two sets of management information from routers by
reading its Management Information Base (MIB) table. The first set of information is the
connectivity information among routers, and the other set of information is the number of
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incoming or outgoing bytes for a particular interface of a router. The connectivity informa-
tion is obtained by sending SNMP requests recursively to routers in order to discover the
network topology. The number of traffic bytes from a router interface representing the link
counts measurement is periodically obtained to detect any link congestion. Also, the link
counts measurement with the network topology information is utilized for TM estimation
and the network optimization functions.
OptiFlow has a special feature that detects as well as removes link congestion in real
time. The idea behind the congestion removal function is based on the intra-domain traffic
engineering introduced in [80]. When the utilization of a link exceeds the present threshold
value set by a network operator for a period of time, OptiFlow calculates a new set of weights
using the optimization module and then the new weight set enables the movement of traffic
out of the congested link. Since the optimization process requires a TM that shows which
OD demands are responsible for the congestion, a TM needs to be obtained in real time and
also in a very fast manner. To support these requirements, it is desirable to include one of
deterministic approaches introduced in Chapter 3 since they are much faster to estimate a
TM than the statistical or dynamic approaches.
6.2.2 Epicenter - An IP Network Planning Tool
Epicenter [22] is another network application developed in our research group. It is a so-
phisticated network planning tool to provide support for network planners who need to
dimension IP networks to meet multi-class QoS performance targets. The Epicenter tool de-
termines optimal paths in IP networks to satisfy partial link-disjointness, capacity allocation
for network flows, and a queueing network simulator for multi-class IP network modelling.
in particular, Epicenter includes a dimensioning model for the solution of the capacity al-
location problem, which incorporates a more sophisticated traffic descriptor called Markovian
Arrival Processes (MAPs) since they can capture burstiness and the correlation characteris-
tics of real IP traffic more accurately than the conventional traffic descriptors such as MMPP
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[65]. However, since the computation complexity dramatically increases in practical cases
as the order of the MAP increases, Epicenter makes use of a MAP of two order (MAP-2) to
model the IP traffic flows in order to keep the computational effort required to minimum in
this dimensioning process.
Figure 6.2: Epicenter - Network Planning Tool
For the network planning process, Epicenter was designed to take traffic data directly
from traffic flow measurement tools, such as NetFlow [3] and NetTraMet [88]. However, since
implementing the measuring function in every network device is costly and it can consume
an excessive amount of CPU load as previously mentioned, not many network operators have
a measurement system through their network to collect the traffic data that the planning
tool requires. Thus, in the case that these measurement tools are not available or have not
been deployed through the network, our proposed statistical TM estimation technique can be
utilized to obtain a TM whose elements are represented as parameters of MAP-2. Although
there is a tradeoff between the accuracy of the direct measurement from a measurement
tool and the efficiency of the proposed estimation technique, the proposed statistical TM
estimation technique can provide reasonably accurate traffic information for the network
planning purpose as shown in Section 4.4.1.
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6.2.3 An Application Scenario of Dynamic Approaches
Dynamic approaches incorporate the weight changes method that is controversial among
researchers. Thus, changing weights continuously until a full rank is obtained may cause too
great a disturbance in a given network.
One possible scenario for the utilization of dynamic approaches is to obtain only some
OD demands that are of most interest to a network operator. Since an initial TM is given
with the routes of all OD demands, a network operator can identify which OD demands
are important for their purposes. With this scenario, only interesting OD demands are
obtained accurately by the weight changes method, and the rest of them are estimated using
the previously introduced deterministic approaches in Chapter 3. The known OD demands
narrow the feasible space of the original TM estimation problem so that it enables us to
estimate the solution more accurately.
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Figure 6.3: Least square method
(RMSE:980.24, RMSRE: 21%)
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Figure 6.4: Hybrid method
(RMSE:580.71, RMSRE: 12%)
The figures 6.3 and 6.4 show the results of the least square method and the hybrid method.
The hybrid method combines the weight changes method with the least square method. In
this case, we implemented the proposed dynamic approach to obtain first 100 OD demands
and then the least square method is applied. The RMSRE of the hybrid method is increased
by 9% compared to the least square method since the known OD demands are included in
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the set of constraints in the formulation of the least square method.
6.3 Conclusions
In this chapter we have discussed the differences among three TM estimation approaches
introduced in the previous three chapters in the context of the utilization in different net-
work applications. We briefly introduced two network applications that require the different
approaches to obtain a TM.
The first application is known as “OptiFlow” and it makes use of the deterministic ap-
proach to obtain a TM since the OptiFlow is a time critical application. The second applica-
tion is a network planning and dimensioning tool called “Epicenter” for which the statistical
approach is more suitable since the application needs to capture the variation of traffic that
dramatically impacts on the queueing behaviour. In addition, for the dynamic approach,
we introduced an application scenario that obtains interesting OD demands by applying
the dynamic approach and then combines the obtained OD demands with the deterministic
approaches. Since the scenario obtains only a few important OD demands, it reduces the
number of weight changes compared to the original algorithm introduced in Section 5.1.2.
We provided an estimation result of the method that combines the dynamic approach with
the least square method.
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Conclusions
Various network applications, such as a network congestion control, planning, optimization,
and traffic engineering, require different types of traffic information. While some applications
need the mean traffic volume in real time, others require not only the mean but also the
variance of the traffic volume. Thus, each network application needs to choose an appropriate
TM estimation technique to obtain the traffic information in order to increase the accuracy
and the efficiency of the applications. In this thesis, we have classified TM estimation
techniques into three groups and developed a new TM estimation technique in each category.
We have presented a new deterministic approach incorporating the generalized Kruithof
method in an attempt to convert the Kruithof method into the non-linear optimization
problem whose constraints include inter and intra link counts measurements. The nonlinear
optimization problem was solved using the affine scaling method with the proposed strategy
that involves finding a starting point and a search direction – since the choice of feasible
starting point and the search direction affects the convergence speed of the solution method.
The proposed generalized Kruithof method and other deterministic approaches, viz the sim-
plex method, the interior point method, the least square method, and the information theory
approach have been compared in a simulation study. From this comparison, we found an
interesting fact that the LP method based on the interior point method could be a potential
technique for TM estimation problem despite the fact that the LP approach was regarded
as a poor technique in [34]. Moreover, the impact of missing and incorrect link counts mea-
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surements and topology information on the accuracy of deterministic approaches has been
explained using simple network examples. From an understanding of each deterministic ap-
proach with the geometric analysis, it can be concluded that it is clearly more important to
understand how the prior solution is obtained, and how it is related to the real solution than
finding a superior deterministic approach.
For the second category which we have identified as statistical approaches we have devel-
oped a TM estimation technique that incorporates a MAP-2 model to achieve more accurate
representation of the correlated and bursty characteristics of IP flows, which may also have
self-similar properties and long-range dependence, as is typical for IP traffic. The method
makes use of a deterministic approach to estimate a series of TMs from a given set of link
load measurements (obtained at various points in time), and then approximates the compo-
nents of the TMs by a MAP-2 model. To achieve this, we have developed a matching method
based on the moments of the counting process, which takes six statistical characteristics of
an aggregate traffic and translates them into an equivalent MAP-process by solving a min-
imization problem. The queueing simulation results confirmed that the proposed matching
model enables to capture and convey the queueing performance of the original processes well,
and also good accuracy was maintained across the range of link traffic intensities typical of
operational networks (i.e., up to 50% link loads). The accuracy of the matching method
enables the estimated TM from the proposed statistical TM estimation technique to well
capture the impact that real TM has on a queueing performance of a network so that the
TM can be efficiently used in the dimensioning and planning functions of operational IP
networks.
For the third category which we have called dynamic approaches we have proposed a
TM estimation technique incorporating the dual version of multi-commodity flow problem,
whose dual solution represents the weight increments required on congested links so that
flows on the link are forced to spread out across multiple paths of equal cost. The rerouted
flows create new link counts measurements, which become new constraints. As a result, the
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under-constrained problem gradually becomes a solvable problem which produces an exact
solution. The proposed algorithm guarantees that the utilization of every link, caused by
a new weight set, is always below the threshold value so that any uncertainty in the use of
the initial (inaccurate) TM can be overcome. Moreover, the impact of weight changes on a
network has been investigated using ns2 simulation.
Finally, we have discussed the advantages and the disadvantages of the three TM esti-
mation approaches in terms of how they can be used in different network applications. We
have briefly introduced two network applications developed by our research group. The first
application called “OptiFlow” is a network management tool that requires a fast TM estima-
tion technique in order to obtain real time traffic information to be used in the alleviation
of network congestion. Thus, we found that deterministic approaches were best with this
first application. The second application called “Epicenter” is an IP network planning tool
that needs to capture the stochastic variations in traffic flows so that statistical approaches
are a more suitable choice. For the dynamic approach we introduced a possible application
scenario that combines the dynamic approaches with deterministic approaches.
7.1 Summary of Contributions
A final list of the contributions of this thesis is given below:
1. Development of three different TM estimation techniques that can be utilized in the
different network applications.
2. Formulation of a nonlinear optimization problem for the TM estimation problem
based on the generalized Kruithof approach and implementation of the affine scaling
method to solve the formulated problem.
3. Implementation of five deterministic approaches including the proposed method and
comparison among them with simulation experiment as well as a geometric analysis.
118
CONCLUSIONS
4. Development of a matching method that can be used to translate real traffic counts
measurement data into Markovian Arrival Process of Order Two (MAP-2) model that
can capture the correlated and bursty structure of IP network traffic.
5. Evaluation of the matching method using the developed queueing simulation with two
types of input traffics: synthetic correlated traffic and real traffic obtained from two
Internet Service Provider (ISP) networks.
6. Development and implementation of LP-based algorithm using the dual problem of
the multi-commodity flow problem. The model determines a new set of link weights
by taking into account the requirements of a network operator such as link load and
delay constraints.
7. Analysis of the impact of weight changes on a network based on ns2 simulation. The
various scenarios were tested to understand the period of disturbance, which ensures
all routers have a consistent view of the network after weight changes are invoked.
7.2 Future Research
Although three TM estimation techniques have been developed in this thesis, they have
been only verified using a synthetic TM in experimental networks since a real TM was not
available to us. In the author’s opinion, it is desirable to verify the proposed TM estimation
techniques with real TMs and networks in order to find out if the more elaborate work will
keep up with the claimed expectations. We summarize some of the future research required
in each category as follows:
7.2.1 Deterministic Approach
In our proposed deterministic approach, only prior information with inter and intra link
counts measurement is taken into account when a TM is estimated. However, as we observed
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previously, the network topology also affects the accuracy of the TM estimation method.
Thus, future work may involve an investigation which allows the proposed deterministic
approach to accommodate the impact of network topology in order to provide a subtle
control over the TM estimation approach.
7.2.2 Statistical Approach
Future research can address development of efficient heuristic algorithms such as particle
swarm optimization (PSO) [89, 90, 91] and procedures for the solution of the matching
model, which converts the series of TMs into the MAP-2 model. There are two reasons
to develop an efficient algorithm. Firstly, the development will enable us to break the
dependence upon the commercial Matlab optimization toolbox so that the proposed method
can be integrated with a network application easily. Secondly, an efficient algorithm will
reduce the computation time of the matching method that enables the proposed statistical
approach to be utilized in a large network with less time limitation.
7.2.3 Dynamic Approach
Implementing the proposed dynamic approach in a real network will be an interesting re-
search topic. Although we have investigated the impact of weight changes on a network using
the ns2 simulator, it is desirable to understand the impact of weight changes on different
kinds of traffics in a real network. An understanding of the impact of weight changes would
enable the weight changes method to be utilized for not only TM estimation but also various
traffic engineering applications.
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Scalar coefficient in ν3(t)
Table A.1: Scalar coefficient in ν3(t).
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where, p = q12 + q21 + a12 + a21 - Refer to Section 4.2.2.
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Parameters for the Experiments
D0 D1 C1 C2 C3 C4 C5 C6 t
P1 [ −2.20, 2.00
1.00,−1.05 ] [
0.20, 0.00
0.00, 0.05
] 0.03750 1.01332 1.03333 0.000556 28.0219 0.03901 0.3750
P2 [ −1.35, 0.55
0.09,−0.23 ] [
0.80, 0.00
0.00, 0.14
] 0.75253 1.40819 1.70661 0.128521 2.87129 2.00714 3.2326
P3 [ −5.00, 1.00
0.40,−0.80 ] [
4.00, 0.00
0.00, 0.40
] 1.25000 2.12005 3.64490 1.349440 2.69604 6.98820 0.8750
P4 [ −10.0, 1.00
0.40,−0.80 ] [
9.00, 0.00
0.00, 0.40
] 2.50000 4.19594 8.54694 7.700960 2.67838 47.4371 0.8750
P5 [ −3.39, 0.20
0.20,−0.21 ] [
3.19, 0.00
0.00, 0.01
] 4.00000 3.90636 8.90031 15.80060 1.97659 38.8764 2.5000
P6 [ −5.25, 0.25
0.25,−0.26 ] [
5.00, 0.00
0.00, 0.01
] 5.01000 4.65678 10.9402 24.90010 1.92950 59.9714 2.0000
P7 [ −7.25, 0.25
0.10,−0.90 ] [
5.00, 2.00
0.30, 0.50
] 1.27778 2.12877 3.01478 0.659879 2.66600 7.15749 0.7361
P8 [ −8.50, 0.50
0.05,−0.65 ] [
7.00, 1.00
0.20, 0.40
] 1.93333 3.73705 5.77016 2.258530 2.93296 35.7255 1.1665
P9 [ −9.50, 0.80
0.05,−0.85 ] [
8.00, 0.70
0.40, 0.40
] 1.89444 3.21748 5.78331 3.217180 2.69837 22.0474 0.7222
P10 [ −15.5, 0.50
0.05,−0.85 ] [
14.0, 1.00
0.30, 0.50
] 3.07143 5.97997 10.8290 9.261790 2.94697 126.083 0.8810
Table B.1: The parameters of MAP-2 which were used in this thesis.
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C1: The first moment of N(t)
C2: The ratio between the first and the second moments of N(t)
C3: The long term ratio between the first and the second moments of N(t→∞)
C4: The covariance of N(t) in two continuous time period (0,t] and (t,2t]
C5: The squared coefficient of variation of N(t)
C6: The third moment of N(t)
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ARE Absolute Relative Error
ATM Asynchronous Transfer Mode
CLT Central Limit Theorem
CTMC Continuous-Time Markov Chain
ECMP Equal Cost Multi-Path
EM Expectation and Maximization
FIFO First-In First-Out queueing discipline
GLPK GNU Linear Programming Kit
GPS Global Positioning System
IP Internet Protocol
IPF Iterative Proportional Fitting
IPM Interior Point Method
IS-IS Intermediate system to intermediate system
ISP Internet Service Provider
KL Kullback-Libler
LP Linear Programming
LSA OSPF Link-State Advertisement
LSP Link State Packet
MAP Markovian Arrival Process
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MCMC Markov Chain Monte Carlo
MMPP Markovian Modulated Poisson Process
NLP Non Linear Programming
ns Network Simulator
OC Optical Carrier
OD Origin-Destination pair
OSPF Open Shortest Path First
PBX Private Branch Exchanges
pdf probability density function
PGM Projected Gradient Method
PH PHase-type distribution
POP Point Of Presence
PSO Particle Swarm Optimization
QoS Quality Of Service
RMSE Root Mean Square Error
RMSRE Root Mean Square Relative Error
SNMP Simple Network Management Protocol
SPF Shortest Path Forwarding
SVD Single Value Decomposition
TCP Transmission Control Protocol
TM Traffic Matrix
UDP User Datagram Protocol
WWW World Wide Web
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