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Since the observed values of security returns in real-world problems are sometimes impre-
cise or vague, an increasing effort in research is devoted to study the properties of risk mea-
sures in fuzzyportfolio optimization problems. In this paper, a new riskmeasure is suggested
to gauge the risk resulted from fuzzy uncertainty. For this purpose, the absolute deviation
and absolute semi-deviation are ﬁrst deﬁned for fuzzy variable by nonlinear fuzzy integrals.
To compute effectively the absolute semi-deviations of single fuzzy variable as well as its
functions, this paper discusses the methods of computing the absolute semi-deviation by
classical Lebesgue–Stieltjes (L–S) integral. After that, several useful absolute deviation and
absolute semi-deviation formulas are established for common triangular, trapezoidal and
normal fuzzy variables. Applying the absolute semi-deviation as a new riskmeasure in port-
folio optimization, three classes of fuzzy portfolio optimization models are developed by
combining the absolute semi-deviation with expected value operator and credibility mea-
sure. Based on the analytical representation of absolute semi-deviations, the established
fuzzy portfolio selectionmodels can be turned into their equivalent piecewise linear or frac-
tional programming problems. Since the absolute semi-deviation is a piecewise fractional
function and pseudo-convex on the feasible subregions of deterministic programmingmod-
els, we take advantage of the structural characteristics to design a domain decomposition
method to separate a deterministic programming problem into three convex subproblems,
which can be solved by conventional solutionmethods or general-purpose software. Finally,
some numerical experiments are performed to demonstrate the newmodeling idea and the
effectiveness of the solution method.
 2011 Elsevier Inc. All rights reserved.1. Introduction
In ﬁnancial theory, especially in portfolio optimization, much research has been done to identify the properties of risk
measures. One aim of the research was to develop an axiomatically founded risk theory in ﬁnance [1], and another goal
was to provide guidelines for practitioners to select an appropriate risk measure in their daily work. The seminal Markowitz’s
mean–variance method employed the variance as the risk measure [2], which has been widely accepted as a practical tool for
portfolio optimization. The use of the semivariance rather than variance as the risk measure was also proposed byMarkowitz
[3]. Since then, several other risk measures have been documented in portfolio literature. For example, Konno and Yamazaki
[4] measured investment risk by the absolute deviation and developed mean-absolute deviation models; Jorion [5] studied
Value-at-Risk (VaR) as a risk measure and applied mean-VaR model in ﬁnance industry, and Rockafellar and Uryaser [6]
reduced investment risk by minimizing conditional Value-at-Risk (CVaR) and established mean-CVaR model. In addition
to various risk measures, stochastic dominance [7] is another important approach to modeling the choice among uncertain. All rights reserved.
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the standard semi-deviation and absolute semi-deviation of random variable.
The conventional portfolio methods require the security returns are random variables, and probability theory is the main
research tool. However, the observed values of security returns in real-world problems are sometimes imprecise or vague.
Imprecise evaluations may result from unquantiﬁable, incomplete and non obtainable information. Since the seminal works
of Zadeh [9,10], fuzzy set and possibility theory have become prominent tools for handling imprecision or vagueness aiming
at tractability, robustness and low cost solutions for real-world problems [11–13]. In portfolio analysis, a great deal of
achievements have been made based on fuzzy set and possibility theory. For example, Watada [14] discussed portfolio selec-
tion by using fuzzy decision theory; Tanaka and Guo [15] used possibility distributions to model uncertainty in the returns
and identiﬁed upper and lower possibility distributions from the given possibility degrees to security data; Inuiguchi and
Ramík [16] exempliﬁed the advantages and disadvantages of fuzzy mathematical programming approaches in the setting
of an optimal portfolio selection problem; Inuiguchi and Tanino [17] introduced a possibilistic programming approach to
the portfolio selection problem under the minimax regret criterion; Arenas-Parra et al. [18] discussed the optimal portfolio
for a private investor by taking into account three criteria: return, risk and liquidity; León et al. [19] dealt with fuzzy opti-
mization schemes for managing a portfolio in the framework of risk-return trade-off; Carlsson et al. [20] introduced a pos-
sibilistic approach for selecting portfolios with the highest utility value under the assumption that the returns of assets are
trapezoidal fuzzy numbers; Lin et al. [21] proposed a systematic approach by incorporating fuzzy set theory in conjunction
with portfolio matrices to assist managers in reaching a better understanding of the overall competitiveness of their business
portfolios; Fang et al. [22] proposed a portfolio rebalancing model with transaction costs based on fuzzy decision theory;
Dastkhan et al. [23] studied a linguistic-based portfolio selection model by weighted max–min operator and designed a
hybrid genetic algorithm to solve it, and Zhang et al. [24] dealt with the portfolio adjusting problem for an existing portfolio
under the assumption that the returns of risky assets are fuzzy numbers and there exist transaction costs in portfolio adjust-
ing process. Moreover, on the basis of credibility measure [25,26], some scholars contributed several risk measures to help
selecting optimal portfolios. Chen et al. [27] constructed mean–variance models with security returns characterized by fuzzy
variables with known possibility distributions; Qin et al. [28] discussed the Kapur cross-entropy minimization model for
portfolio selection problem under fuzzy environment, which minimizes the divergence of the fuzzy investment return from
a priori one; Zhang et al. [29] discussed portfolio adjusting problems for an existing portfolio, in which the returns of risky
assets are regarded as fuzzy variables and a class of mean–variance adjusting models with transaction costs are proposed
based on credibility measure; Huang [30] employed the semivariance to describe asymmetry of fuzzy returns; Li et al.
[31] used the skewness of fuzzy returns to characterize the corresponding asymmetry; Wu and Liu [32] developed the
mean-spread models for fuzzy portfolio selection problem to avoid the difﬁculty of computing the variance of fuzzy variable,
and Huang [33] proposed two credibility-based minimax mean–variance models, where each security return belongs to a
certain class of fuzzy variables but the exact fuzzy variable cannot be given. For recent developments about fuzzy portfolio
selection problems, the interested reader may also refer to the review papers [34,35].
Thus far, to the best of our knowledge, there is no research on fuzzy portfolio optimization taking absolute semi-deviation
as risk measure. It is known that the absolute deviation is an important risk measure in stochastic portfolio selection [4], and
taking the absolute semi-deviation as risk measure, the optimization model for minimizing the corresponding objective
function will deliver the same results as its absolute deviation counterpart [36]. In addition, the absolute semi-deviation
as a risk measure is consistent with stochastic dominance [8], which is a frequently used method in ﬁnance for modeling
the choice among uncertain outcomes. Under these considerations, in this paper, we will extend stochastic absolute devia-
tion idea to fuzzy decision system. We ﬁrst deﬁne the absolute semi-deviation of fuzzy variable and discuss its L–S integral
calculus, and then apply the absolute semi-deviation risk criterion in fuzzy portfolio selection problem. However, in fuzzy
environments, taking the absolute semi-deviation as a risk measure, the optimization model for minimizing the correspond-
ing objective function will obtain different results from its absolute deviation counterpart. From this viewpoint, the absolute
semi-deviation method developed in this paper provides an alternative method to gauge downside risk for asymmetric fuzzy
returns. In addition, the absolute semi-deviation risk measure has the following advantages over some existing fuzzy meth-
ods that gauge the risk brought out by asymmetric fuzzy returns. First, under mild assumptions, the absolute semi-deviation
of single fuzzy variable as well as its functions can be expressed as classical L–S integrals, which facilitate us to compute the
absolute semi-deviation of fuzzy variable by using L–S integral calculus [37]. Second, taking the absolute semi-deviation as a
risk measure, for common fuzzy return rates, the mean-absolute semi-deviation portfolio selection problems can be turned
into their equivalent piecewise linear or fractional programming ones, which can be solved by combining domain decompo-
sition method and general-purpose software. Therefore, from the algorithmic viewpoint, the absolute semi-deviation meth-
od has some advantages over other risk measures that gauge asymmetric fuzzy returns such as semivariance.
The rest of this paper is organized as follows. In Section 2, we ﬁrst recall some basic concepts about fuzzy variable, and
then deﬁne absolute deviation and absolute semi-deviations of fuzzy variable. In Section 3, we discuss the computational
methods for absolute semi-deviations. Under mild assumption, the absolute semi-deviation of single fuzzy variable as well
as its functions can be computed by L–S integral calculus. For common normal, triangular and trapezoidal fuzzy variables,
Section 4 derives their absolute deviation and absolute semi-deviations formulas. In Section 5, we ﬁrst develop three classes
of fuzzy portfolio optimization models by combining the absolute semi-deviation with expected value operator and credi-
bility measure, and then discuss their equivalent deterministic programming problems. By using the structural characteris-
tics of absolute semi-deviation analytical expression, Section 5 also designs a domain decomposition method to separate a
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ware can be used to solve them. Several numerical experiments are performed in Section 6, and the domain decomposition
method is adopted to solve the deterministic programming models. Section 7 concludes the paper.2. Absolute deviation and absolute semi-deviation of fuzzy variable
LetC be a universe. An ample ﬁeldA onC is a class of subsets ofC that is closed under arbitrary unions, intersections and
complement in C. A set function Pos : A# ½0;1 is said to be a possibility measure if it satisﬁes the following conditions
(Nahmias [38], Wang [39]):
(P1) Pos(;) = 0 and Pos(C) = 1;
(P2) For any subclass {Aiji 2 I} of A (ﬁnite, countable or uncountable), the possibility of event [i2IAi isPos
[
i2I
Ai
 !
¼ sup
i2I
PosðAiÞ:The triplet ðC;A;PosÞ is called a possibility space, and the sets belonging to A are called fuzzy events (Wang [39]).
Deﬁnition 1 (Wang [39]). Let ðC;A;PosÞ be a possibility space. Then an m-ary map n ¼ ðn1; n2; . . . ; nmÞ : C# Rm from the
universe C to the space of real vectors is called a fuzzy vector if for every B  Rm, we havec 2 CjnðcÞ 2 Bf g 2 A:
As m = 1, n is usually called a fuzzy variable.
Deﬁnition 2 (Nahmias [38]). Let n be a fuzzy vector deﬁned on a possibility space ðC;A;PosÞ. Then the possibility distribu-
tion function of fuzzy vector n is deﬁned aslnðtÞ ¼ Posðfc 2 CjnðcÞ ¼ tgÞ; t 2 Rm:
Deﬁnition 3 (Liu and Liu [25]). Let n be a fuzzy vector deﬁned on a possibility space ðC;A;PosÞ. Then the credibility measure
of fuzzy event A is deﬁned asCrðAÞ ¼ 1
2
1þ PosðAÞ  PosðAcÞ ; A 2 A;
where Ac is the complement of fuzzy event A.
Deﬁnition 4 (Liu [26]). Let n be a fuzzy variable with a possibility distribution function l. Then the credibility distribution of
fuzzy variable n is deﬁned byUðrÞ ¼ Crfn 6 rg ¼ 1
2
1þ sup
t6r
lðtÞ  sup
t>r
lðrÞ
 
; r 2 R:Deﬁnition 5 (Liu and Liu [25]). Let n be a fuzzy variable. Then the expected value of fuzzy variable n is deﬁned asE½n ¼
Z þ1
0
CrfnP rgdr 
Z 0
1
Crfn 6 rgdrprovided that at least one of the two integrals is ﬁnite. Especially, if n is a nonnegative fuzzy variable, then the expected value
becomesE½n ¼
Z þ1
0
CrfnP rgdr:In the following, we will deﬁne some risk measures related to fuzzy variables.
First, let the risk measureqEADðnÞ ¼ E jn E½nj½  ¼
Z þ1
0
Cr jn E½njP rf gdr ð1Þbe deﬁned on the space of fuzzy variables with ﬁnite expected values, and called the expected absolute deviation (EAD) with
respect to expected value.
Let n be a fuzzy variable with ﬁnite expected value. Then the lower absolute deviation variable of n with respect to ex-
pected value is the following fuzzy variable
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0; if n > E½n;

ð2Þwhile the upper absolute deviation variable of n with respect to expected value is the following fuzzy variablen E½nð Þþ ¼ n E½n; if nP E½n
0; if n < E½n:

ð3ÞThe risk measure qEAD(n) penalizes deviations with respect to expected value in both directions. However, in many modeling
situations such as in portfolio analysis under uncertainty, the direction of deviation matters. To manage these cases, we need
new risk measures for fuzzy variables.
Let n be a fuzzy variable with ﬁnite expected value. The (expected) lower absolute deviation of n is deﬁned as the follow-
ing expected value:qEADðnÞ ¼ E ðn E½nÞ½  ¼
Z þ1
0
Cr ðn E½nÞ P rf gdr; ð4Þwhile the (expected) upper absolute deviation of n is deﬁned as the next expected value:qþEADðnÞ ¼ E ðn E½nÞþ
  ¼ Z þ1
0
Cr ðn E½nÞþ P r	 
dr: ð5ÞBoth the (expected) lower and upper absolute deviations are referred to as the (expected) absolute semi-deviations.
Although the expected value of fuzzy variable is a kind of nonlinear fuzzy integrals, we have the following useful
result:
Proposition 1. Let n be a fuzzy variable with ﬁnite expected value. Then the absolute deviation and absolute semi-deviations have
the following relation:qEADðnÞ 6 qþEADðnÞ þ qEADðnÞ: ð6ÞProof. If we denote g = jn  E[n]j, g1 = (n  E[n])+ and g2 = (n  E[n]), then we haveg ¼ g1 þ g2:
Note that {c 2Cjg1(c) > 0} \ {c 2 Cjg2(c) > 0} = ;. It follows from [40, Theorem 2.39] thatE½g 6 E½g1 þ E½g2:
That is, qEADðnÞ 6 qþEADðnÞ þ qEADðnÞ. The proof of the proposition is complete. h3. Computing the absolute semi-deviation by L–S integral
Since the expected value of fuzzy variable is a kind of fuzzy integrals, its numerical computation is usually difﬁcult for
general fuzzy variables. In the literature, some useful results about the methods of computing the expected value of fuzzy
variable have been obtained [41,42]. In this section, we will study the methods of computing the absolute semi-deviations.
Under mild assumptions, the absolute semi-deviations can be represented by classical L–S integral, which facilitate us to
compute the absolute semi-deviations by L–S integral calculus [37].
Theorem 1. Let n be a fuzzy variable with ﬁnite expected value, andU(x) its credibility distribution. If L–S integral
R
ð1;þ1Þ xdUðxÞ
is ﬁnite, then we haveqþEADðnÞ ¼
Z
ðE½n;þ1Þ
ðx E½nÞdUðxÞ;
qEADðnÞ ¼
Z
ð1;E½nÞ
ðE½n  xÞdUðxÞ:Proof. Since the expected value E[n] and the integral
R
ð1;þ1Þ xdUðxÞ are ﬁnite, the integral
R
ð1;þ1Þðx E½nÞdUðxÞ is also
ﬁnite. Therefore, the two integrals
R
ð1;E½nÞðx E½nÞdUðxÞ and
R
ðE½n;þ1Þðx E½nÞdUðxÞ are ﬁnite. If we denote g = (n  E[n])+
and f = (n  E[n]), then we have
Z
ð1;þ1Þ
xdUgðxÞ ¼
Z
ð0;þ1Þ
xdUgðxÞ ¼
Z
ð0;þ1Þ
xdUðxþ E½nÞ ¼
Z
ðE½n;þ1Þ
ðy E½nÞdUðyÞ;
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ð1;þ1Þ
xdUfðxÞ ¼
Z
ð1;0Þ
xdUfðxÞ ¼
Z
ð1;0Þ
xdUðxþ E½nÞ ¼
Z
ð1;E½nÞ
ðy E½nÞdUðyÞ:It is easy to check the following limits hold:lim
x!1
UfðxÞ ¼ lim
x!1
UgðxÞ ¼ 0;
lim
x!þ1
UfðxÞ ¼ lim
x!þ1
UgðxÞ ¼ 1:Therefore, by [26, Theorem 3.39], the absolute semi-deviations can be expressed asqþEADðnÞ ¼ E ðn E½nÞþ
  ¼ Z
ðE½n;þ1Þ
ðy E½nÞdUðyÞ;andqEADðnÞ ¼ E ðn E½nÞ½  ¼ 
Z
1;E½nð Þ
ðy E½nÞdUðyÞ ¼
Z
1;E½nð Þ
ðE½n  yÞdUðyÞ:The proof of the theorem is complete. hTheorem 2. Let n be a fuzzy variable with ﬁnite expected value. If L–S integral
R
ð1;þ1Þ xdUðxÞ is ﬁnite, then we haveqþEADðnÞ ¼ qEADðnÞ:Proof. By Theorem 1, the expected value of fuzzy variable n  E[n] can be computed as followsE½n E½n ¼
Z
ð1;þ1Þ
ðx E½nÞdUðxÞ ¼
Z
ð1;E½nÞ
ðx E½nÞdUðxÞ þ
Z
ðE½n;þ1Þ
ðx E½nÞdUðxÞ
¼ E½ðn E½nÞ þ E½ðn E½nÞþ ¼ 0;
which impliesqþEADðnÞ ¼ E ðn E½nÞþ
  ¼ E ðn E½nÞ½  ¼ qEADðnÞ:The proof of the theorem is complete. hTheorem 3. Let n be a fuzzy variable with ﬁnite expected value. If L–S integral
R
ð1;þ1Þ xdUðxÞ is ﬁnite, then we haveqþEADðnÞ ¼
Z
ðE½n;þ1Þ\N
ðx E½nÞdUðxÞ;
qEADðnÞ ¼
Z
ð1;E½nÞ\N
ðE½n  xÞdUðxÞ;where N is the support of fuzzy variable n, i.e., N is the smallest closed subset of R such that Cr{n 2N} = 1.Proof. By the properties of L–S integral, the proof of the theorem is similar to that of Theorem 1. hTheorem 4. Let n be a fuzzy variable with ﬁnite expected value, and f a strictly increasing function on the support N of n. If L–S
integral
R
N f ðxÞdUðxÞ is ﬁnite, then we haveqEADðf ðnÞÞ ¼
Z
ð1;f1ðmuÞ\N
ðm f ðxÞÞdUðxÞ;where mu = sup{f(t)jf(t) 6m,t 2 N} and m = E[f(n)].Proof. If f is bounded on N, then we can ﬁnd a strictly increasing bounded function f1 onR such that f1(x) = f(x) for any x 2 N.
Let I = limx?1f1(x) and U = limx?+1f1(x). Then we haveZ
ð1;þ1Þ
xdUf ðnÞðxÞ ¼
Z
ð1;þ1Þ
xdUf1ðnÞðxÞ ¼
Z
½I;U
xdUf1ðnÞðxÞ ¼
Z
½I;U
xdUðf11 ðxÞÞ ¼
Z
½lim
x!I
f1
1
ðxÞ;lim
x!U
f1
1
ðxÞ
f1ðyÞdUðyÞ
¼
Z
N
f1ðyÞdUðyÞ ¼
Z
N
f ðyÞdUðyÞ:
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R such that f1(x) = f(x) for any x 2N. Let I = limx?1f1(x) > 1, and limx?+1f1(x) = +1. Then we haveZ
ð1;þ1Þ
xdUf ðnÞðxÞ ¼
Z
ð1;þ1Þ
xdUf1ðnÞðxÞ ¼
Z
½I;þ1Þ
xdUf1ðnÞðxÞ ¼
Z
½lim
x!I
f1
1
ðxÞ; lim
x!þ1 f
1
1
ðxÞ
f1ðyÞdUðyÞ ¼
Z
N
f1ðyÞdUðyÞ
¼
Z
N
f ðyÞdUðyÞ:For other cases, the following equalityZ
ð1;þ1Þ
xdUf ðnÞðxÞ ¼
Z
N
f ðyÞdUðyÞcan be proved similarly. As a consequence, the L–S integral
R
ð1;þ1Þ xdUf ðnÞðxÞ is ﬁnite. In addition, the following limits hold:lim
x!1
Uf ðnÞðxÞ ¼ 0 and lim
x!þ1
Uf ðnÞðxÞ ¼ 1:Hence, the L–S integral E½f ðnÞ ¼ RN f ðyÞdUðyÞ is ﬁnite.
Finally, by Theorems 1 and 3, the absolute semi-deviation of fuzzy variable f(n) is computed byqEADðf ðnÞÞ ¼
Z
ð1;mÞ
ðm yÞdUf ðnÞðyÞ ¼
Z
ð1;mÞ
ðm yÞdUf1ðnÞðyÞ ¼
Z
ð1;mÞ
ðm yÞdUðf11 ðyÞÞ
¼
Z
ð lim
t!1 f
1
1 ðtÞ;f11 ðmÞÞ
ðm f1ðxÞÞdUðxÞ ¼
Z
ð lim
t!1 f
1
1 ðtÞ;f11 ðmÞÞ\N
ðm f1ðxÞÞdUðxÞ ¼
Z
ð1;f1ðmuÞ\N
ðm f ðxÞÞdUðxÞ:The proof of the theorem is complete. hTheorem 5. Let n be a fuzzy variable with ﬁnite expected value, and f a strictly decreasing function on the support N of n. IfR
N f ðxÞdUðxÞ is ﬁnite, then we haveqEADðf ðnÞÞ ¼
Z
½f1ðmuÞ;þ1Þ\N
ðm f ðxÞÞdUðxÞ;where mu = sup{f(t)jf(t) 6m,t 2N} and m = E[f(n)].Proof. If we denote g = (f(n)  E[f(n)]), then for any xP 0, the credibility distribution of g is
UgðxÞ ¼ Crfm f ðnÞ 6 xg ¼ Crff ðnÞP m xg ¼ Crff1ðnÞP m xg ¼ Uðf11 ðm xÞÞ;where f1 is a strictly decreasing function on R such that f1(x) = f(x) for any x 2 N.
Since f is decreasing on N, we know that  f is increasing on N. From the proof of Theorem 4, we haveE½f ðnÞ ¼
Z
N
f ðxÞdUðxÞ;i.e., the L–S integral E½f ðnÞ ¼ RN f ðxÞdUðxÞ is ﬁnite. So, the following limits hold:
lim
x!1
UgðxÞ ¼ 0 and lim
x!þ1
UgðxÞ ¼ 1:Furthermore, by the following relationsZ
ð1;þ1Þ
xdUgðxÞ ¼
Z
½0;þ1Þ
xdUgðxÞ ¼
Z
½0;þ1Þ
xdUðf11 ðm xÞÞ ¼
Z
½f1
1
ðmÞ; lim
t!þ1
f1
1
ðmtÞÞ
ðm f1ðyÞÞdUðyÞ
¼
Z
½f1ðmuÞ;þ1Þ\N
ðm f ðyÞÞdUðyÞ;we know that the L–S integral
R
ð1;þ1Þ xdUgðxÞ is ﬁnite. Therefore, we conclude thatqEADðf ðnÞÞ ¼ E f ðnÞ  E½f ðnÞð Þ½  ¼
Z
½f1ðmuÞ;þ1Þ\N
ðm f ðyÞÞdUðyÞ:The proof of the theorem is complete. h
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integral calculus.
Example 1. Consider a triangular fuzzy variable n = (1,2,3), calculate qEADðnÞ; E½n2 and qEADðn2Þ.
In this example, the support of n is N = [1,3] and the credibility distribution of n isUðxÞ ¼
0; if x 6 1;
x1
2 ; if 1 < x 6 2;
1 3x2 ; if 2 < x 6 3;
1; if x > 3:
8>>><
>>>>:Thus, according to Theorem 3, we have the following calculation results:qEADðnÞ ¼
Z
ð1;2Þ\½1;3
ð2 xÞdUðxÞ ¼ 1
2
Z
½1;2Þ
ð2 xÞdx ¼ 1
4
;andE½n2 ¼
Z
N
x2dUðxÞ ¼
Z
½1;3
x2dUðxÞ ¼
Z
½1;2Þ
x2
2
dxþ
Z
ð2;3
x2
2
dx ¼ 13
3
:Therefore, by Theorem 4, the absolute semi-deviation of n2 is calculated as followsqEADðn2Þ ¼
Z
ð1;
ﬃﬃﬃ
13
3
p
\½1;3
13
3
 x2
 
dUðxÞ ¼ 1
2
Z
½1;2Þ
13
3
 x2
 
dxþ 1
2
Z
ð2;
ﬃﬃﬃ
13
3
p

13
3
 x2
 
dx ¼ 13
27
ﬃﬃﬃﬃﬃﬃ
39
p
 2:4. Absolute semi-deviation formulas for common fuzzy variables
Some types of fuzzy variables such as triangular, trapezoidal and normal fuzzy variables are frequently used in practical
decision-making problems. In this section, we derive their absolute semi-deviation and absolute deviation formulas, which
are useful for the development of the rest of the paper.
First, we focus our attention on the methods of computing absolute semi-deviations. The next result is about normal fuz-
zy variable:
Proposition 2. If n = n(m,r) is a normal fuzzy variable, then its absolute semi-deviation qEADðnÞ ¼
ﬃﬃﬃﬃﬃﬃ
2p
p
=4r.Proof. By calculation, the credibility distribution of normal fuzzy variable n isUðxÞ ¼
1
2 exp  ðxmÞ
2
2r2
 
; if x 6 m;
1 12 exp  ðxmÞ
2
2r2
 
; if x > m;
8><
>:and the expected value of n is m. Therefore, by Theorem 1, the absolute semi-deviation of n is calculated asqEADðnÞ ¼
Z
ð1;mÞ
ðm xÞdUðxÞ ¼
Z
ð1;mÞ
ðm xÞ 1
2
exp ðxmÞ
2
2r2
 ! !0
dx ¼
Z m
1
ðm xÞ 1
2
exp ðxmÞ
2
2r2
 ! !0
dx
¼
ﬃﬃﬃﬃﬃﬃ
2p
p
4
r;which completes the proof of the proposition. hProposition 3. Suppose n = (r1  L, r1, r2, r2 + R) is a trapezoidal fuzzy variable with L > 0 and R > 0.
(i) If r1 6 E[n] 6 r2, then qEADðnÞ ¼ ð2r2  2r1 þ Lþ RÞ=8.
(ii) If E[n] > r2, then qEADðnÞ ¼ ð2r2  2r1 þ Lþ 3RÞ2=64R.
(iii) If E[n] < r1, then qEADðnÞ ¼ ð2r2  2r1 þ 3Lþ RÞ2=64L.Proof. By calculation, the credibility distribution of fuzzy variable n is as follows
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0; if x 6 r1  L;
xr1þL
2L ; if r1  L < x 6 r1;
1
2 ; if r1 < x 6 r2;
1 r2þRx2R ; if r2 < x 6 r2 þ R;
1; if x > r2 þ R;
8>>>>><
>>>>>:and the expected value of n is (2r1 + 2r2  L + R)/4.
In case (i), the inequalities r1 6 E[n] 6 r2 hold. Therefore, by Theorem 3, we can compute the absolute semi-deviation as
followsqEADðnÞ ¼
Z
ðr1L;E½nÞ
ðE½n  xÞdUðxÞ ¼ 1
2L
Z
ðr1L;r1Þ
ðE½n  xÞdx ¼ 1
2L
Z r1
r1L
ðE½n  xÞdx ¼ 2r2  2r1 þ Rþ L
8
:In case (ii), by the supposition E[n] > r2 and Theorem 3, we have the following calculation resultqEADðnÞ ¼
Z
ðr1L;E½nÞ
ðE½n  xÞdUðxÞ ¼ 1
2L
Z
ðr1L;r1Þ
ðE½n  xÞdxþ 1
2R
Z
ðr2 ;E½nÞ
ðE½n  xÞdx
¼ 1
2L
Z r1
r1L
ðE½n  xÞdxþ 1
2R
Z E½n
r2
ðE½n  xÞdx ¼ ð2r2  2r1 þ Lþ 3RÞ
2
64R
:Finally, for case (iii), the inequality E[n] < r1 holds, it follows from Theorem 3 thatqEADðnÞ ¼
Z
ðr1L;E½nÞ
ðE½n  xÞdUðxÞ ¼ 1
2L
Z
ðr1L;E½nÞ
ðE½n  xÞdx ¼ 1
2L
Z E½n
r1L
ðE½n  xÞdx ¼ ð2r2  2r1 þ 3Lþ RÞ
2
64L
:The proof of the proposition is complete. hCorollary 1. Suppose n = (r0  L, r0, r0 + R) is a triangular fuzzy variable with L > 0 and R > 0.
(i) If L = R, then qEADðnÞ ¼ L=4.
(ii) If L < R, then qEADðnÞ ¼ ð3Rþ LÞ2=64R.
(iii) If L > R, then qEADðnÞ ¼ ð3Lþ RÞ2=64L.
Next we turn our attention to the approach to computing the absolute deviations of common fuzzy variables.
Proposition 4. If n = n(m,r) is a normal fuzzy variable, then its absolute deviation qEADðnÞ ¼
ﬃﬃﬃﬃﬃﬃ
2p
p
=4r.Proof. Since the possibility distribution of n is symmetrical, we have the following result about absolute deviationqEADðnÞ ¼ qEADðnÞ ¼
ﬃﬃﬃﬃﬃﬃ
2p
p
4
r:The proof of the proposition is complete. hProposition 5. Suppose n = (r1  L, r1, r2, r2 + R) is a trapezoidal fuzzy variable with L > 0 and R > 0.
(i) If L = R, then qEAD(n) = (r2  r1 + R)/4.
(ii) If L < R and E[n] 6 r2, then qEAD(n) = (4r2  4r1 + L + 3R)/16.
(iii) If L > R and E[n]P r1, then qEAD(n) = (4r2  4r1 + 3L + R)/16.
(iv) If E[n] > r2, then qEAD(n) = ((2r2  2r1)2 + (2L + 6R)(2r2  2r1) + 9R2  3L2 + 10LR)/64R.
(v) If E[n] < r1, then qEAD(n) = ((2r2  2r1)2 + (6L + 2R)(2r2  2r1) + R2 + 13L2 + 2LR)/64L.Proof. We ﬁrst prove assertion (i). In this case L = R, the possibility distribution of n is symmetrical, so the absolute deviation
of n isqEADðnÞ ¼ qEADðnÞ ¼
r2  r1 þ R
4
:
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variable jn  E[n]j isljnE½njðrÞ ¼
1; if 0 6 r 6 2r22r1þRL4 ;
2r22r1þRþ3L4r
4L ; if
2r22r1þRL
4 < r 6
2r22r1þRþL
4 ;
2r22r1þ3RþL4r
4R ; if
2r22r1þRþL
4 < r 6
2r22r1þ3RþL
4 ;
0; otherwise:
8>>>><
>>>>:Therefore, the absolute deviation is calculated as followsqEADðnÞ ¼
Z þ1
0
Crfjn E½njP rgdr
¼
Z 2r22r1þRL
4
0
1
2
dr þ
Z 2r22r1þRþL
4
2r22r1þRL
4
2r2  2r1 þ Rþ 3L 4r
8L
dr þ
Z 2r22r1þ3RþL
4
2r22r1þRþL
4
2r2  2r1 þ 3Rþ L 4r
8R
dr
¼ 4r2  4r1 þ Lþ 3R
16
:In case (iii), the conditions L > R and r1 < E[n] hold, thus the possibility distribution of absolute deviation variable jn  E[n]j isljnE½njðrÞ ¼
1; if 0 6 r 6 2r22r1þLR4 ;
2r22r1þ3RþL4r
4R ; if
2r22r1þLR
4 < r 6
2r22r1þRþL
4 ;
2r22r1þRþ3L4r
4L ; if
2r22r1þRþL
4 < r 6
2r22r1þRþ3L
4 ;
0; otherwise:
8>>>><
>>>>>:Thus, the absolute deviation is computed byqEADðnÞ ¼
Z þ1
0
Crfjn E½njP rgdr
¼
Z 2r22r1þLR
4
0
1
2
dr þ
Z 2r22r1þRþL
4
2r22r1þLR
4
2r2  2r1 þ 3Rþ L 4r
8R
dr þ
Z 2r22r1þRþ3L
4
2r22r1þRþL
4
2r2  2r1 þ Rþ 3L 4r
8L
dr
¼ 4r2  4r1 þ 3Lþ R
16
:In case (iv), the condition E[n] > r2 holds. Hence, the possibility distribution of absolute deviation variable jn  E[n]j is as
followsljnE½njðrÞ ¼
2r22r1þ3RþLþ4r
4R ; if 0 6 r <
2r12r2þRL
4
1; if 2r12r2þRL4 6 r 6
2r22r1þRL
4
2r22r1þRþ3L4r
4L ; if
2r22r1þRL
4 < r 6
2r22r1þRþL
4
2r22r1þ3RþL4r
4R ; if
2r22r1þRþL
4 < r 6
2r22r1þRþ3L
4
0; otherwise:
8>>>>>><
>>>>>>:It follows that the absolute deviation is computed byqEADðnÞ ¼
Z þ1
0
Crfjn E½njP rgdr
¼
Z 2r12r2þRL
4
0
1 2r2  2r1 þ 3Rþ Lþ 4r
8R
 
dr þ
Z 2r22r1þRL
4
2r12r2þRL
4
1
2
dr þ
Z 2r22r1þRþL
4
2r22r1þRL
4
2r2  2r1 þ Rþ 3L 4r
8L
dr
þ
Z 2r22r1þRþ3L
4
2r22r1þRþL
4
2r2  2r1 þ 3Rþ L 4r
8R
dr ¼ ð2r2  2r1Þ
2 þ ð2Lþ 6RÞð2r2  2r1Þ þ 9R2  3L2 þ 10LR
64R
:Finally, for assertion (v), the inequality E[n] < r1 holds. Thus, the possibility distribution of absolute deviation variable
jn  E[n]j is as follows
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2r22r1þRþ3Lþ4r
4L ; if 0 6 r <
2r12r2þLR
4 ;
1; if 2r12r2þLR4 6 r 6
2r22r1þLR
4 ;
2r22r1þ3RþL4r
4R ; if
2r22r1þLR
4 < r 6
2r22r1þRþL
4 ;
2r22r1þRþ3L4r
4L ; if
2r22r1þRþL
4 < r 6
2r22r1þRþ3L
4 ;
0; otherwise:
8>>>>>><
>>>>>>:As a consequence, the absolute deviation is computed as followsqEADðnÞ ¼
Z þ1
0
Crfjn E½njP rgdr
¼
Z 2r12r2þLR
4
0
1 2r2  2r1 þ Rþ 3Lþ 4r
8L
 
dr þ
Z 2r22r1þLR
4
2r12r2þLR
4
1
2
dr þ
Z 2r22r1þRþL
4
2r22r1þLR
4
2r2  2r1 þ 3Rþ L 4r
8R
dr
þ
Z 2r22r1þRþ3L
4
2r22r1þRþL
4
2r2  2r1 þ Rþ 3L 4r
8L
dr
¼ ð2r2  2r1Þ
2 þ ð6Lþ 2RÞð2r2  2r1Þ þ R2 þ 13L2 þ 2LR
64L
:The proof of the proposition is complete. hCorollary 2. Suppose n = (r0  L, r0, r0 + R) is a triangular fuzzy variable with L > 0 and R > 0.
(i) If L = R, then qEAD(n) = L/4.
(ii) If L < R, then qEAD(n) = (9R2 + 10RL  3L2)/64R.
(iii) If L > R, then qEAD(n) = (R2 + 2RL + 13L2)/64L.
5. Absolute semi-deviation risk criterion in fuzzy portfolio optimization
For illustrating the use of absolute semi-deviation risk measure in practice, in this section, we apply the absolute semi-
deviation as a risk criterion in fuzzy portfolio optimization and develop some new portfolio selection models.
5.1. Formulation of problems
Every investor should decide on an appropriate mix of assets to include in his investment portfolio. Given a collection of
potential investments indexed from 1 to n, denote ni as the fuzzy return in the next time period on investment i, i = 1,2, . . . ,n.
A portfolio is determined by specifying what fraction of one’s assets to put into each investment. Therefore, a portfolio is a
collection of nonnegative numbers xi, i = 1,2, . . . ,n such that
Pn
i¼1xi ¼ 1. If we denote n = (n1,n2, . . . ,nn)T and x = (x1,x2, . . . ,xn)T,
then the return the investor would obtain using the portfolio x is represented byRðx; nÞ ¼ nTx;
which is also a fuzzy variable. As a consequence, the reward associated with such a portfolio is deﬁned as the expected returnE½Rðx; nÞ ¼ E½nTx:
If reward were the only concern, it is simple for the investor to put all his assets in the investment with the highest expected
return. However, it is known that investments with high rewards usually result in a high level of risk. Therefore, there is a
need to deﬁne a risk measure related to the return R(x,n). For this purpose, we assume that
(i) the difference R(x,n)  E[R(x,n)] < 0 is interpreted as cost;
(ii) the difference R(x,n)  E[R(x,n)] > 0 quantiﬁes monetary gains, and
(iii) the difference R(x,n)  E[R(x,n)] = 0 expresses neutrality in the risk-opportunity aspect.
Under these assumptions, a risk-averse modeler would choose the absolute semi-deviation qEADðRðx; nÞÞ and interpret it as
a risk measure. As a consequence, in the case of excluding short sales, if an investor wants to maximize the reward and min-
imize the risk simultaneously, then the portfolio selection problem can be formulated as the following bi-objective program-
ming problem:
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minimize qEADðRðx; nÞÞ
subject to :
Pn
i¼1
xi ¼ 1
xi P 0; i ¼ 1;2; . . . ;n:
8>>><
>>>:
ð7ÞAlthough this problem reﬂects all investors’ investment expectation, it describes only an ideal result which can not be real-
ized in real investment environment. In fact, the investment type with larger return has higher risk. That is to say we can not
ﬁnd a portfolio which is suitable for the investor to minimize the risk and maximize the reward simultaneously. So we can-
not ﬁnd the ideal optimal solution to problem (7), and usually obtain its Pareto-optimal solutions [43]. In this case, the inves-
tor can employ multi-objective optimization methods such as weighting method, constraint method and goal programming
[44]. In this section, we adopt the constraint method to turn problem (7) into single objective model.
On the one hand, if an investor is looking for a portfolio with minimum risk under prescribing a minimum acceptable
level r0 of expected portfolio return, then problem (7) can be turned into the following single objective programming model:minimize qEADðRðx; nÞÞ
subject to : E½Rðx; nÞP r0Pn
i¼1
xi ¼ 1
xi P 0; i ¼ 1;2; . . . ;n;
8>>><
>>>:
ð8Þwhich is also a parametric optimization problem with parameter r0. This formulation of the portfolio selection problem is
called a risk-reward model, with E[R(x,n)] representing reward and qEADðRðx; nÞÞ standing for risk. In ﬁnance, the optimal
objective value of problem (7) as a function of r0 plays an important role, its graph is called the efﬁcient frontierwith the hor-
izontal axis corresponding to risk and the vertical one corresponding to reward.
On the other hand, if an investor desires to maximize expected return under the condition that the maximum acceptable
risk is s0, then problem (7) can be turned into the following single objective programming model:maximize E½Rðx; nÞ
subject to : qEADðRðx; nÞÞ 6 s0Pn
i¼1
xi ¼ 1
xi P 0; i ¼ 1;2; . . . ;n;
8>>><
>>>:
ð9Þwhere s0P 0 plays the role of a parameter. This formulation of the portfolio selection problem is called a reward-risk model.
Furthermore, to minimize risk and obtain investment return which is larger than a given return level at a prescribed con-
ﬁdence level (a higher chance), the portfolio selection problem can be built as the following single objective programming
model subject to credibility constraint:minimize qEADðRðx; nÞÞ
subject to : CrfRðx; nÞP rgP aPn
i¼1
xi ¼ 1
xi P 0; i ¼ 1;2; . . . ;n;
8>>><
>>>>:
ð10Þwhere a is a prescribed credibility level, and r is a given return level of total fuzzy return R(x,n).
5.2. Equivalent deterministic programming models
For portfolio selection problems (8)–(10) including qEADðRðx; nÞÞ in objective or constraint function, the generalized con-
vexity of qEADðRðx; nÞÞ is obviously an advantageous property. It leads to optimization problems for which we have good
chances for ﬁnding an efﬁcient numerical solution procedure. However, since the risk measure qEADðgÞ is deﬁned by nonlin-
ear fuzzy integral, it is only positively homogeneous, but not subadditive. That is, for any fuzzy returns g1, g2 with ﬁnite ex-
pected values and any kP 0, we haveqEADðkg1Þ ¼ kqEADðg1Þ;
but the following inequality is usually invalidqEADðg1 þ g2Þ 6 qEADðg1Þ þ qEADðg2Þ:
As a consequence, the objective or constraint function qEADðRðx; nÞÞ included in problems (8)–(10) is usually non convex with
respect to decision vector x, which implies the optimization problems (8)–(10) are usually difﬁcult to solve numerically.
Fortunately, for common fuzzy return rates, the developed portfolio selection problems (8)–(10) can be turned into their
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erties so that we can ﬁnd exact algorithms to solve them.
First, if the fuzzy returns are normal fuzzy variables, then the equivalent programming models of problems (8)–(10) are
linear, which are stated as follows:
Theorem 6. Suppose ni = n(mi,ri) with ri > 0, i = 1,2, . . . ,n, are mutually independent normal fuzzy returns.(i) Problem (8) is equivalent to the following deterministic linear programming modelminimize
ﬃﬃﬃﬃ
2p
p
4
Pn
i¼1rixi
subject to :
Pn
i¼1mixi P r0Pn
i¼1
xi ¼ 1
xi P 0; i ¼ 1;2; . . . ; n:
8>>><
>>>>:
ð11Þ(ii) Problem (9) is equivalent to the following deterministic linear programming modelmaximize
Pn
i¼1mixi
subject to :
ﬃﬃﬃﬃ
2p
p
4
Pn
i¼1rixi 6 s0Pn
i¼1
xi ¼ 1
xi P 0; i ¼ 1;2; . . . ; n:
8>>>><
>>>:
ð12Þ(iii) If the conﬁdence level a > 0.5, then problem (10) is equivalent to the following deterministic linear programming modelminimize
ﬃﬃﬃﬃ
2p
p
4
Pn
i¼1
rixi
subject to :
Pn
i¼1
mixi 
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2 lnð2 2aÞ
p Pn
i¼1
rixi P r
Pn
i¼1
xi ¼ 1
xi P 0; i ¼ 1;2; . . . ; n:
8>>>>><
>>>>>>:
ð13Þ(iv) If the conﬁdence level a 6 0.5, then problem (10) is equivalent to the following deterministic linear programming modelminimize
ﬃﬃﬃﬃ
2p
p
4
Pn
i¼1
rixi
subject to :
Pn
i¼1
mixi þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ2 lnð2aÞp Pn
i¼1
rixi P r
Pn
i¼1
xi ¼ 1
xi P 0; i ¼ 1;2; . . . ; n:
8>>>>>>><
>>>>>>>:
ð14ÞProof. We ﬁrst prove assertion (i). If ni = n(mi,ri) with ri > 0, i = 1,2, . . . ,n, are mutually independent normal fuzzy variables,
thennTx ¼ n
Xn
i¼1
mixi;
Xn
i¼1
rixi
 !
:By the properties of mutually independent fuzzy variables [45], the expected investment return is calculated byE½nTx ¼
Xn
i¼1
mixi;and the investment risk is computed byqEADðnTxÞ ¼
ﬃﬃﬃﬃﬃﬃ
2p
p
4
Xn
i¼1
rixi;which proves assertion (i). The proof of assertion (ii) is similar to that of assertion (i).
Y. Chen et al. / Applied Mathematical Modelling 36 (2012) 3007–3028 3019We now prove assertion (iii). According to the proof of assertion (i), the absolute semi-deviation of fuzzy return R(x,n) isqEADðRðx; nÞÞ ¼
ﬃﬃﬃﬃﬃﬃ
2p
p
4
Xn
i¼1
rixi:First, if n = n(m,r), r > 0 is a normal fuzzy variable with parameters m and r, then for credibility level a > 0.5, it is easy to
check that Cr nP rf gP a is equivalent tor 6 m
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2 lnð2 2aÞ
q
r:As a consequence, for a > 0.5, the credibility constraint Cr Rðx; nÞP rf gP a is equivalent to
Xn
i¼1
mixi 
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2 lnð2 2aÞ
q Xn
i¼1
rixi P r;which proves assertion (iii). The proof of assertion (iv) is similar to that of assertion (iii). h
If the returns are trapezoidal or triangular fuzzy variables, then the equivalent programming models of problems (8)–(10)
are nonlinear. We ﬁrst discuss the equivalent programming models in special situations, then extend the results to general
situations.
For problem (8), we have the following results when the returns are trapezoidal fuzzy variables such that their expected
values satisfy some conditions.
Theorem 7. Suppose ni = (ri1  Li, ri1,ri2, ri2 + Ri) with Li > 0 and Ri > 0, i = 1,2, . . . ,n, are mutually independent trapezoidal fuzzy
returns.
(i) If E½ni ¼ ð2ri1 þ 2ri2  Li þ RiÞ=4 < ri1; i ¼ 1;2; . . . ;n, then problem (8) is equivalent to the following deterministic convex
programming modelminimize
Pn
i¼1
ð2ri22ri1þ3LiþRiÞxi
 2
64
Pn
i¼1
Lixi
subject to : 14
Pn
i¼1
ð2ri1 þ 2ri2  Li þ RiÞxi P r0
Pn
i¼1
xi ¼ 1
xi P 0; i ¼ 1;2; . . . ;n:
8>>>>>>>><
>>>>>>>>:
ð15Þ(ii) If ri2 < E½ni ¼ ð2ri1 þ 2ri2  Li þ RiÞ=4; i ¼ 1;2; . . . ;n, then problem (8) is equivalent to the following deterministic convex
programming modelminimize
Pn
i¼1
ð2ri22ri1þLiþ3RiÞxi
 2
64
Pn
i¼1
Rixi
subject to : 14
Pn
i¼1
ð2ri1 þ 2ri2  Li þ RiÞxi P r0
Pn
i¼1
xi ¼ 1
xi P 0; i ¼ 1;2; . . . ;n:
8>>>>>>>><
>>>>>>>>:
ð16Þ(iii) If ri1 6 E½ni ¼ ð2ri1 þ 2ri2  Li þ RiÞ=4 6 ri2; i ¼ 1;2; . . . ;n, then problem (8) is equivalent to the following deterministic lin-
ear programming modelminimize 18
Pn
i¼1
ð2ri2  2ri1 þ Li þ RiÞxi
subject to : 14
Pn
i¼1
ð2ri1 þ 2ri2  Li þ RiÞxi P r0
Pn
i¼1
xi ¼ 1
xi P 0; i ¼ 1;2; . . . ;n:
8>>>>>><
>>>>>:
ð17Þ
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i = 1,2, . . . ,n, are mutually independent trapezoidal fuzzy variables, we haveE Rðx; nÞ½  ¼ 1
4
Xn
i¼1
ð2ri1 þ 2ri2  Li þ RiÞxi:If E½ni ¼ ð2ri1 þ 2ri2  Li þ RiÞ=4 < ri1; i ¼ 1;2;    ;n, thenqEADðRðx; nÞÞ ¼
Pn
i¼1ð2ri2  2ri1 þ 3Li þ RiÞxi
 2
64
Pn
i¼1Lixi
:As a consequence, problem (8) can be reduced to the deterministic programming problem (15). Next we prove problem (15)
is a convex programming.
Let gðxÞ ¼ Pni¼1ð2ri2  2ri1 þ 3Li þ RiÞxi 2 and hðxÞ ¼ 64Pni¼1Lixi where x = (x1,x2, . . . ,xn). Then we know that g(x) is
convex, h(x) is linear and they are continuously differentiable and strictly positive. Denote f = g/h and supposerf ðx1ÞTðx2  x1ÞP 0; 8x1; x2 2 Rn:
Then we havehðx1Þrgðx1ÞTðx2  x1Þ  gðx1Þrhðx1ÞTðx2  x1ÞP 0:
Since g is convex and h is linear, it follows thatgðx1Þðhðx2Þ  hðx1ÞÞ ¼ gðx1Þrhðx1ÞTðx2  x1Þ 6 hðx1Þrgðx1ÞTðx2  x1Þ 6 hðx1Þðgðx2Þ  gðx1ÞÞ:
By g > 0 and h > 0, we deduce thatgðx1Þ
hðx1Þ 6
gðx2Þ
hðx2Þ ;i.e., f(x1) 6 f(x2). This implies that f = g/h is pseudo-convex on Rn. That is to say the following fractional functionPn
i¼1ð2ri2  2ri1 þ 3Li þ RiÞxi
 2
64
Pn
i¼1Lixiis pseudo-convex (see, Bazaraa and Shetty [46]). As a consequence, problem (15) is a deterministic convex programming. The
proof of the theorem is complete. h
From the proof of Theorem 7, we can get the following general result about the equivalent programming model of prob-
lem (8) in which the returns are any trapezoidal fuzzy variables.
Theorem 8. Let ni = (ri1  Li, ri1, ri2, ri2 + Ri) with Li > 0 and Ri > 0, i = 1,2, . . . ,n, be mutually independent trapezoidal fuzzy returns.
Then problem (8) is equivalent to the following deterministic programming modelminimize VðxÞ
subject to : 14
Pn
i¼1
ð2ri1 þ 2ri2  Li þ RiÞxi P r0
Pn
i¼1
xi ¼ 1
xi P 0; i ¼ 1;2; . . . ; n;
8>>>><
>>>>>:
ð18Þwhere the absolute semi-deviation objective VðxÞ ¼ qEADðRðx; nÞÞ is the following piecewise fractional function:VðxÞ ¼
Pn
i¼1ð2ri22ri1þ3LiþRiÞxi
 2
64
Pn
i¼1Lixi
; if 14
Pn
i¼1
ð2ri1 þ 2ri2  Li þ RiÞxi <
Pn
i¼1
ri1xi
Pn
i¼1ð2ri22ri1þLiþ3RiÞxi
 2
64
Pn
i¼1Rixi
; if
Pn
i¼1
ri2xi < 14
Pn
i¼1
ð2ri1 þ 2ri2  Li þ RiÞxi
1
8
Pn
i¼1
ð2ri2  2ri1 þ Li þ RiÞxi; if
Pn
i¼1
ri1xi 6 14
Pn
i¼1
ð2ri1 þ 2ri2  Li þ RiÞxi 6
Pn
i¼1
ri2xi:
8>>>>><
>>>>>:
ð19ÞFor problem (9), we have the following results when the returns are trapezoidal fuzzy variables such that their expected val-
ues satisfy some conditions.Theorem 9. Suppose ni = (ri1  Li, ri1, ri2, ri2 + Ri) with Li > 0 and Ri > 0, i = 1,2, . . . ,n, are mutually independent trapezoidal fuzzy
returns.
Y. Chen et al. / Applied Mathematical Modelling 36 (2012) 3007–3028 3021(i) If E½ni ¼ ð2ri1 þ 2ri2  Li þ RiÞ=4 < ri1; i ¼ 1;2; . . . ;n, then problem (9) is equivalent to the following deterministic convex
programming modelmaximize 14
Pn
i¼1ð2ri1 þ 2ri2  Li þ RiÞxi
subject to :
Pn
i¼1ð2ri22ri1þ3LiþRiÞxi
 2
64
Pn
i¼1Lixi
6 s0
Pn
i¼1
xi ¼ 1
xi P 0; i ¼ 1;2; . . . ;n:
8>>>><
>>>>>:
ð20Þ(ii) If ri2 < E½ni ¼ ð2ri1 þ 2ri2  Li þ RiÞ=4; i ¼ 1;2; . . . ;n, then problem (9) is equivalent to the following equivalent determin-
istic convex programming modelmaximize 14
Pn
i¼1ð2ri1 þ 2ri2  Li þ RiÞxi
subject to :
Pn
i¼1ð2ri22ri1þLiþ3RiÞxi
 2
64
Pn
i¼1Rixi
6 s0
Pn
i¼1
xi ¼ 1
xi P 0; i ¼ 1;2; . . . ;n:
8>>>>><
>>>>:
ð21Þ(iii) If ri1 6 E½ni ¼ ð2ri1 þ 2ri2  Li þ RiÞ=4 6 ri2; i ¼ 1;2; . . . ;n, then problem (9) is equivalent to the following deterministic lin-
ear programming modelmaximize 14
Pn
i¼1
ð2ri1 þ 2ri2  Li þ RiÞxi
subject to : 18
Pn
i¼1
ð2ri2  2ri1 þ Li þ RiÞxi 6 s0
Pn
i¼1
xi ¼ 1
xi P 0; i ¼ 1;2; . . . ;n:
8>>>>>><
>>>>>:
ð22ÞProof. We only prove assertion (i), and the rest can be proved similarly. According to the proof of Theorem 7, problem (9)
can be reduced to the equivalent deterministic programming (20). In addition, the following fractional functionPn
i¼1ð2ri2  2ri1 þ 3Li þ RiÞxi
 2
64
Pn
i¼1Lixiis pseudo-convex. By [46, Theorems 3.5.2 and 3.5.11], we know that the setðx1; x2; . . . ; xnÞ
Pn
i¼1ð2ri2  2ri1 þ 3Li þ RiÞxi
 2
64
Pn
i¼1Lixi
 6 s0
( )is convex. Hence, the feasible region of problem (20) is convex. It follows that problem (20) is a convex programming. The
proof of the theorem is complete. h
According to the proof of Theorem 9, we can get the following general result about the equivalent programming model of
problem (9) in which the returns are any trapezoidal fuzzy variables.
Theorem 10. Let ni = (ri1  Li, ri1, ri2, ri2 + Ri) with Li > 0 and Ri > 0, i = 1,2, . . . ,n, be mutually independent trapezoidal fuzzy returns.
Then problem (9) is equivalent to the following deterministic programming modelmaximize 14
Pn
i¼1
ð2ri1 þ 2ri2  Li þ RiÞxi
subject to : VðxÞ 6 s0Pn
i¼1
xi ¼ 1
xi P 0; i ¼ 1;2; . . . ;n
8>>>><
>>>>:
ð23Þwhere the absolute semi-deviation constraint function V(x) is deﬁned by Eq. (19).
For problem (10), we have the following results when the returns are trapezoidal fuzzy variables such that their expected
values satisfy some conditions.
3022 Y. Chen et al. / Applied Mathematical Modelling 36 (2012) 3007–3028Theorem 11. Suppose ni = (ri1  Li, ri1, ri2, ri2 + Ri) with Li > 0 and Ri > 0, i = 1,2, . . . ,n, are mutually independent trapezoidal fuzzy
returns.(i) If E½ni ¼ ð2ri1 þ 2ri2  Li þ RiÞ=4 < ri1; i ¼ 1;2; . . . ;n, and a > 0.5, then problem (10) is equivalent to the following deter-
ministic convex programming modelminimize
Pn
i¼1ð2ri22ri1þ3LiþRiÞxi
 2
64
Pn
i¼1Lixi
subject to :
Pn
i¼1
ðri1 þ ð1 2aÞLiÞxi P r
Pn
i¼1
xi ¼ 1
xi P 0; i ¼ 1;2; . . . ; n:
8>>>>>>><
>>>>>>:
ð24Þ(ii) If E½ni ¼ ð2ri1 þ 2ri2  Li þ RiÞ=4 < ri1; i ¼ 1;2; . . . ;n, and a 6 0.5, then problem (10) is equivalent to the following deter-
ministic convex programming modelminimize
Pn
i¼1ð2ri22ri1þ3LiþRiÞxi
 2
64
Pn
i¼1Lixi
subject to :
Pn
i¼1
ðri2 þ ð1 2aÞRiÞxi P r
Pn
i¼1
xi ¼ 1
xi P 0; i ¼ 1;2; . . . ; n:
8>>>>>><
>>>>>>:
ð25Þ(iii) If ri2 < E½ni ¼ ð2ri1 þ 2ri2  Li þ RiÞ=4; i ¼ 1;2; . . . ;n and a > 0.5, then problem (10) is equivalent to the following determin-
istic convex programming modelminimize
Pn
i¼1ð2ri22ri1þLiþ3RiÞxi
 2
64
Pn
i¼1Rixi
subject to :
Pn
i¼1
ðri1 þ ð1 2aÞLiÞxi P r
Pn
i¼1
xi ¼ 1
xi P 0; i ¼ 1;2; . . . ; n:
8>>>>><
>>>>>>:
ð26Þ(iv) If ri2 < E½ni ¼ ð2ri1 þ 2ri2  Li þ RiÞ=4; i ¼ 1;2; . . . ;n, and a 6 0.5, then problem (10) is equivalent to the following deter-
ministic convex programming modelminimize
Pn
i¼1ð2ri22ri1þLiþ3RiÞxi
 2
64
Pn
i¼1Rixi
subject to :
Pn
i¼1
ðri2 þ ð1 2aÞRiÞxi P r
Pn
i¼1
xi ¼ 1
xi P 0; i ¼ 1;2; . . . ; n:
8>>>>>><
>>>>>>:
ð27Þ(v) If ri1 6 E½ni ¼ ð2ri1 þ 2ri2  Li þ RiÞ=4 6 ri2; i ¼ 1;2; . . . ;n, and a > 0.5, then problem (10) is equivalent to the following
deterministic linear programming modelminimize 18
Pn
i¼1
ð2ri2  2ri1 þ Li þ RiÞxi
subject to :
Pn
i¼1
ðri1 þ ð1 2aÞLiÞxi P r
Pn
i¼1
xi ¼ 1
xi P 0; i ¼ 1;2; . . . ; n:
8>>>>><
>>>>>>:
ð28Þ(vi) If ri1 6 E½ni ¼ ð2ri1 þ 2ri2  Li þ RiÞ=4 6 ri2; i ¼ 1;2; . . . ;n, and a 6 0.5, then problem (10) is equivalent to the following
deterministic linear programming model
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Pn
i¼1
ð2ri2  2ri1 þ Li þ RiÞxi
subject to :
Pn
i¼1
ðri2 þ ð1 2aÞRiÞxi P r
Pn
i¼1
xi ¼ 1
xi P 0; i ¼ 1;2; . . . ;n:
8>>>>>><
>>>>>:
ð29ÞProof. We only prove (i), and the rest can be proved similarly. According to the proof of Theorem 7, the absolute semi-devi-
ation of fuzzy return R(x,n) isqEADðRðx; nÞÞ ¼
Pn
i¼1ð2ri2  2ri1 þ 3Li þ RiÞxi
 2
64
Pn
i¼1Lixi
;which is a pseudo-convex function.
If a > 0.5 and n = (r1  L,r1,r2,r2 + R) with L > 0 and R > 0, then CrfnP rgP a is equivalent tor1 þ ð1 2aÞLP r:
Thus, the credibility constraint Cr
Pn
i¼1nixi P r
	 

P a is equivalent to the following constraintXn
i¼1
ðri1 þ ð1 2aÞLiÞxi P r;which proves that problem (10) is equivalent to the deterministic convex programming (24). h
Finally, by the proof of Theorem 11, we can get the following general result about the equivalent programming model of
problem (10) in which the returns are any trapezoidal fuzzy variables.
Theorem 12. Suppose ni = (ri1  Li, ri1, ri2, ri2 + Ri) with Li > 0 and Ri > 0, i = 1,2, . . . ,n, are mutually independent trapezoidal fuzzy
returns.(i) If a > 0.5, then problem (10) is equivalent to the following deterministic programming modelminimize VðxÞ
subject to :
Pn
i¼1
ðri1 þ ð1 2aÞLiÞxi P r
Pn
i¼1
xi ¼ 1
xi P 0; i ¼ 1;2; . . . ;n;
8>>>><
>>>>>:
ð30Þwhere the absolute semi-deviation objective V(x) is the piecewise fractional function deﬁned by Eq. (19).
(ii) If a 6 0.5, then problem (10) is equivalent to the following deterministic programming modelminimize VðxÞ
subject to :
Pn
i¼1
ðri2 þ ð1 2aÞRiÞxi P r
Pn
i¼1
xi ¼ 1
xi P 0; i ¼ 1;2; . . . ;n;
8>>>><
>>>>:
ð31Þwhere the absolute semi-deviation objective V(x) is the piecewise fractional function deﬁned by Eq. (19).
5.3. Domain decomposition method
So far, we have studied the deterministic programming models about the established fuzzy portfolio selection problems.
In this section, we suggest a domain decomposition method to ﬁnd the optimal solutions to the deterministic programming
models. We take problem (30) as an example to describe the idea of domain decomposition method. The similar idea applies
to other types of equivalent programming models. According to Eq. (19), we know that the absolute semi-deviation
VðxÞ ¼ qEADðRðx; nÞÞ is not a pseudo-convex function. However, if we restrict the domain of V(x) in the following three disjoint
3024 Y. Chen et al. / Applied Mathematical Modelling 36 (2012) 3007–3028feasible subregions, then the corresponding functions are pseudo-convex or linear. For the sake of presentation, the three
feasible subregions are denoted byD1 ¼
Xn
i¼1
ðri1 þ ð1 2aÞLiÞxi P r;14
Xn
i¼1
ð2ri1 þ 2ri2  Li þ RiÞxi <
Xn
i¼1
ri1xi;
Xn
i¼1
xi ¼ 1; xi P 08i
( )
; ð32Þ
D2 ¼
Xn
i¼1
ðri1 þ ð1 2aÞLiÞxi P r;
Xn
i¼1
ri2xi <
1
4
Xn
i¼1
ð2ri1 þ 2ri2  Li þ RiÞxi;
Xn
i¼1
xi ¼ 1; xi P 08i
( )
ð33ÞandD3 ¼
Xn
i¼1
ðri1 þ ð1 2aÞLiÞxi P r;
Xn
i¼1
ri1xi 6
1
4
Xn
i¼1
ð2ri1 þ 2ri2  Li þ RiÞxi 6
Xn
i¼1
ri2xi;
Xn
i¼1
xi ¼ 1; xi P 08i
( )
: ð34ÞIf we denote the feasible region of problem (30) as D, then D = D1 [ D2 [ D3 and problem (30) can be equivalently written as
minimize VðxÞ
subject to : x 2 D:

ð35ÞFurthermore, according to Theorem 8, the absolute semi-deviation V(x) is pseudo-convex function or linear function on the
feasible subregions D1, D2 and D3. As a consequence, the corresponding three subproblems are as follows:minimize ViðxÞ
subject to : x 2 Di

ð36Þfor i = 1,2,3, whereV1ðxÞ ¼
Pn
i¼1ð2ri2  2ri1 þ 3Li þ RiÞxi
 2
64
Pn
i¼1Lixi
;
V2ðxÞ ¼
Pn
i¼1ð2ri2  2ri1 þ Li þ 3RiÞxi
 2
64
Pn
i¼1RixiandV3ðxÞ ¼ 18
Xn
i¼1
ð2ri2  2ri1 þ Li þ RiÞxi:It follows from Theorem 11 that the three subproblems are all convex programming models. As a consequence, we can solve
problem (35) indirectly by solving their corresponding subproblems (36) via conventional solution methods or general-pur-
pose software. After the three subproblems have been solved, the global optimal solution to problem (35) can be found by
comparing the optimal solutions to the three subproblems. In the next section, we will demonstrate the effectiveness of the
domain decomposition method via numerical experiments, in which the software Lingo is employed to solve the
subproblems.6. Numerical experiments
In this section, we demonstrate our new modeling ideas via one numerical example and perform some numerical exper-
iments based on various levels of reward and risk.
Consider an investor who wants to invest his capital in 16 assets by investing proportion xi in asset i. Suppose that each
asset has a respective return rate ni (per one period of time), which is unknown at the time the investor needs to make his
decision. On the basis of partial information available about the potential assets, the return rates can be expressed as trian-
gular fuzzy variables. Table 1 summarizes these data as well as their expected values and absolute semi-deviations.
To help the investor make up his mind, we can set up the following model:minimize qEAD
P16
i¼1
nixi
 
subject to : Cr
P16
i¼1
nixi P r
 
P a
P16
i¼1
xi ¼ 1
xi P 0; i ¼ 1;2; . . . ;16;
8>>>>><
>>>>>>:
ð37Þwhere a is the prescribed credibility level, and r is the expected return level of the total return.
Table 1
Data about return rates and their expected values and absolute semi-deviations.
Asset Return rates ni E[ni] qEADðniÞ
ri0 Li Ri
1 0.25 0.03 0.27 0.31 0.0408333
2 0.23 0.24 0.06 0.185 0.0396094
3 0.21 0.08 0.22 0.245 0.0388920
4 0.22 0.24 0.02 0.165 0.0356510
5 0.2 0.05 0.21 0.24 0.0344048
6 0.19 0.2 0.06 0.155 0.0340313
7 0.18 0.19 0.07 0.15 0.0336842
8 0.17 0.19 0.07 0.14 0.0336842
9 0.165 0.08 0.18 0.19 0.0333681
10 0.17 0.2 0.05 0.1325 0.0330078
11 0.16 0.07 0.18 0.1875 0.0323003
12 0.15 0.17 0.08 0.1275 0.0319945
13 0.15 0.07 0.175 0.17625 0.0316094
14 0.14 0.165 0.08 0.11875 0.0313092
15 0.14 0.18 0.06 0.11 0.03125
16 0.14 0.06 0.19 0.1725 0.0326398
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the following deterministic programming modelminimize VðxÞ
subject to :
P16
i¼1
ðri0 þ ð1 2aÞLiÞxi P r
P16
i¼1
xi ¼ 1
xi P 0; i ¼ 1;2; . . . ;16;
8>>>>><
>>>>>>:
ð38Þwhere the objective V(x) is the piecewise fractional function deﬁned byVðxÞ ¼
P16
i¼1ð3LiþRiÞxi
 2
64
P16
i¼1Lixi
; if 14
P16
i¼1
ð4ri0  Li þ RiÞxi <
P16
i¼1
ri0xi;
P16
i¼1ðLiþ3RiÞxi
 2
64
P16
i¼1Rixi
; if 14
P16
i¼1
ð4ri0  Li þ RiÞxi >
P16
i¼1
ri0xi;
1
4
P16
i¼1
Lixi; if 14
P16
i¼1
ð4ri0  Li þ RiÞxi ¼
P16
i¼1
ri0xi:
8>>>>>><
>>>>>:
ð39ÞBy domain decomposition method, we need to solve the following three subproblems:minimize
P16
i¼1ð3LiþRiÞxi
 2
64
P16
i¼1Lixi
subject to : x 2 D1;
8><
>: ð40Þ
minimize
P16
i¼1ðLiþ3RiÞxi
 2
64
P16
i¼1Rixi
subject to : x 2 D2
8><
>: ð41Þandminimize 14
P16
i¼1
Lixi
subject to : x 2 D3;
8><
>: ð42Þ
Table 2
The investment proportions to the 16 assets with credibility level a = 0.86.
r qEADðnT xÞ x4 x5 x13 x15
0.09 0.0311658 0.0896287 0 0.8553998 0.0549715
0.1 0.0315460 0.1327950 0.1142617 0.7529433 0
0.11 0.0319362 0.1602642 0.2918920 0.5478438 0
0.12 0.0323264 0.1877300 0.4695194 0.3427505 0
Table 3
The investment proportions to the 16 assets with credibility level a = 0.90.
r qEADðnT xÞ x4 x5 x13
0.09 0.0314246 0.0725111 0.0119051 0.9155838
0.1 0.0318182 0.0995672 0.1904763 0.7099565
0.11 0.0322118 0.1266227 0.3690469 0.5043304
0.12 0.0326054 0.1536796 0.5476189 0.2987015
3026 Y. Chen et al. / Applied Mathematical Modelling 36 (2012) 3007–3028whereD1 ¼
X16
i¼1
ðri0 þ ð1 2aÞLiÞxi P r;14
X16
i¼1
ð4ri0  Li þ RiÞxi <
X16
i¼1
ri0xi;
X16
i¼1
xi ¼ 1; xi P 08i
( )
;
D2 ¼
X16
i¼1
ðri0 þ ð1 2aÞLiÞxi P r;14
X16
i¼1
ð4ri0  Li þ RiÞxi >
X16
i¼1
ri0xi;
X16
i¼1
xi ¼ 1; xi P 08i
( )andD3 ¼
X16
i¼1
ðri0 þ ð1 2aÞLiÞxi P r;14
X16
i¼1
ð4ri0  Li þ RiÞxi ¼
X16
i¼1
ri0xi;
X16
i¼1
xi ¼ 1; xi P 08i
( )
:By Theorem 11, the subproblems (40) and (41) are convex programming models, and subproblem (42) is a linear program-
ming, therefore the investor can ﬁnd global optimal solutions to the three subproblems via his favorite solver. After the sub-
problems have been solved, the global optimal solutions to problem (38) can be obtained by comparing the optimal solutions
to the three subproblems. For example, if the investor set the parameters a = 0.86 and r ¼ 0:08, then the optimal solution to
subproblem (40) isx1 ¼ ð0;0;0;0:2881395;0;0;0;0;0; 0;0; 0;0:6613953;0;0:0504651;0ÞTwhose objective value is 0.0311337; the optimal solution to subproblem (41) isx2 ¼ ð0;0;0;0;0;0;0; 0;0; 0;0; 0;0:7802691;0; 0:2197309;0ÞTwhose objective value is 0.0308098, and the optimal solution to subproblem (42) isx3 ¼ ð0;0;0;0:2881395;0;0;0;0;0; 0;0; 0;0:6613953;0;0:0504651;0ÞTwhose objective value is 0.0311337.
Consequently, comparing the three solutions, the investor obtains the following optimal investment proportions to prob-
lem (38)x ¼ x2 ¼ ð0;0;0;0;0;0;0; 0;0; 0;0; 0;0:7802691;0;0:2197309;0ÞTwith minimum risk 0.0308098.
For the same credibility level 0.86 but with different return levels of total return, the obtained global optimal investment
proportions to the 16 assets are reported in Table 2. Furthermore, for credibility level 0.90 and various return levels of total
return, the obtained global optimal investment proportions to the 16 assets are collected in Table 3.
On the other hand, we continue to perform experiments to observe the parametric inﬂuence of credibility level a to opti-
mal investment proportions with given return level r. The computational results are summarized in Tables 4 and 5,
respectively.
The numerical experiments demonstrate that model (38) can provide diversiﬁcation investments to assets. When the
parameters are varied, the invested assets are varied accordingly. Even the invested assets are same, the invested proportions
to them are usually different. As a consequence, the computational results demonstrate that the absolute semi-deviation risk
criterion in the current development is a new approach to modeling portfolio selection problem with asymmetric fuzzy re-
turn rates, it can provide diversiﬁcation investments for this portfolio problem.
Table 5
The investment proportions to the 16 assets with return level r ¼ 0:09.
a qEADðnT xÞ x4 x5 x13 x15
0.8 0.0307578 0.0218323 0 0.7505181 0.2276495
0.85 0.0310997 0.0810555 0 0.8381597 0.0807849
0.9 0.0314246 0.0725111 0.0119051 0.9155838 0
0.95 0.0317285 0.0140050 0.0612119 0.9247831 0
Table 4
The investment proportions to the 16 assets with return level r ¼ 0:1.
a qEADðnT xÞ x4 x5 x13 x15
0.8 0.0311126 0.1480652 0 0.8090149 0.0429199
0.85 0.0314750 0.1394519 0.0911429 0.7694053 0
0.9 0.0318182 0.0995672 0.1904763 0.7099565 0
0.95 0.0321259 0.0403320 0.2404052 0.7192628 0
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This paper studied the mean-risk approach in fuzzy portfolio optimization, and proposed a novel absolute semi-deviation
risk measure for gauging the risk brought out by asymmetric fuzzy returns rates. The major new results include the following
several aspects:
(i) The absolute deviation and absolute semi-deviation were deﬁned for fuzzy variable by nonlinear fuzzy integrals. To
compute effectively the absolute semi-deviations of single fuzzy variable as well as its functions, we discussed the
methods of computing the absolute semi-deviations by classical L–S integral calculus.
(ii) Several useful absolute deviation and absolute semi-deviation formulas have been established for common triangular,
trapezoidal and normal fuzzy variables. These analytical expressions facilitate us to analyze the generalized convexity
properties of absolute semi-deviations.
(iii) Taking the absolute semi-deviation as a new risk measure, we developed three types of fuzzy portfolio optimization
problems. For common fuzzy return rates, the proposed portfolio optimization problems are equivalent to determin-
istic mathematical programming models. The generalized convexity properties about the deterministic mathematical
programming models were also discussed.
(iv) According to the structural characteristics of absolute semi-deviation analytical expression, we suggested a domain
decomposition method to separate a deterministic mathematical programming model into three convex subproblems,
and solved the subproblems by general-purpose software. Several numerical experiments have been performed to
demonstrate the effectiveness of the solution method. The computational results demonstrated that the absolute
semi-deviation risk criterion in the current development is a new approach to modeling portfolio selection problem
with asymmetric fuzzy return rates, it can provide diversiﬁcation investments for our investment problems.
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