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Rayleigh-Brillouin scattering to determine
one-dimensional temperature and number density
profiles of a gas flow field
James A. Lock, Richard G. Seasholtz, and W. Trevor John
Rayleigh-Brillouin spectra for heated nitrogen gas were measured by imaging the output of a
Fabry-Perot interferometer onto a CCD array. The spectra were compared with the theoretical 6-moment
model of Rayleigh-Brillouin scattering convolved with the Fabry-Perot instrument function. Estimates
of the temperature and a dimensionless parameter proportional to the number density of the gas as
functions of position in the laser beam were calculated by least-squares deviation fits between theory and
experiment.
I. Introduction
The quasi-elastic scattering of light by an atomic or
molecular gas is known as Rayleigh-Brillouin scatter-
ing."' At a low gas density the frequency of the
scattered light is Doppler shifted by the thermal
motions of the individual gas molecules. At a high gas
density the frequency shift is produced by the interac-
tion with various collective motions of the molecules,
specifically sound waves and thermal diffusion modes.
If X0 and o,, are the wavelength and angular frequency
of the incident light, the frequency shift of the
scattered light and the gas density may be parameter-
ized by the dimensionless quantities:
K 2kT (1)
XV mkT 1'2
_= At (k} (2)
where
AO) scattered - ); (3)
the wave number associated with the scattering
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momentum transfer is
4 r . _
K = - sin -,X0 2 (4)
where a is the scattering angle; k is Boltzmann's
constant, and A, q, m, and T are the number density,
shear viscosity, molecular mass, and temperature of
the gas, respectively.
For gases containing a single species, it has been
shown that the normalized scattered intensity per
molecule S is a function of x andy alone.4 A number of
kinetic theory models for S(x, y) have been developed
for single-species atomic5 " and molecular 112 gases
and compared with experimental data."' 9 The 6-mo-
ment model of Ref. 11 is the best model that is
currently available for the description of Rayleigh-
Brillouin scattering by a single-species gas.20' 2 ' By
using various kinetic theory models, Rayleigh-
Brillouin scattering has now begun to be employed as
a diagnostic technique to determine the temperature
and number density of gases in combustion2223 and
remote sensing situations.2 27
With this technique the temperature of a gas
sample is determined by scaling the parameter x of
Eq. (1) to the measured frequency spectrum. The
number density of the gas is determined from the
shape of the frequency spectrum by the density
parameter y of Eq. (2). This technique represents a
novel way of measuring the gas density, since the
absolute magnitude of the scattered light intensity
(which is usually employed in Rayleigh scattering
determinations of density) is not measured. When
using this technique, great care must be taken in
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measuring and analyzing the scattered spectrum
since the temperature is a rapidly varying function of
x (i.e., oclIx 2 ). This rapid variation is potentially
capable of producing a large uncertainty in the com-
puted temperature if even a moderate uncertainty
exists in the experimental frequency spectrum. The
best results for obtaining the density should occur
where the spectral shape is most sensitive to changes
in y. This occurs in the so-called kinetic regime for
whichy 1.
A Fabry-Perot interferometer may be employed
either in the scanning mode or in the static mode to
measure the Rayleigh-Brillouin spectrum. In the
scanning mode the frequency spectrum is obtained by
varying the separation between the interferometer's
etalon plates. By positioning a single detector in the
focal plane of the fringe-forming lens at the center of
the interference pattern, the spectrum is obtained for
one location within the gas sample. If the instrument
is used in the static mode with a detector array at the
focal plane, spectra can be measured throughout a
plane section of the gas sample. The frequency spec-
trum in this case is given by the radial dependence of
the intensity of the Fabry-Perot fringe rings.
The Fabry-Perot imaging configuration has been
used to obtain temperature and velocity profiles of
thermospheric winds during geomagnetic storms.2 830
We describe an experiment that measures one-
dimensional temperature and number density pro-
files of a gas flow field by using Rayleigh-Brillouin
scattering and the Fabry-Perot interferometer in the
imaging configuration. The ultimate goal of this work
is the development of a two-dimensional single-pulse
combustion diagnostic.
The present experiment, by assessing the practical-
ity of the imaging Rayleigh-Brillouin scattering tech-
nique, serves as an initial step toward this goal.
Statistical errors in temperature measurements for
this application are discussed in Appendix A.
II. Fabry-Perot Interferometer in the Imaging
Configuration
Consider the geometry of Fig. 1. A ribbon laser beam
of thickness t is formed by a cylindrical lens and
passes through a gas sample. An element of illumi-
nated volume dVi = t(dAi) centered at the coordinate
ri is in the focal plane of a lens that is a distance fi
away. Molecules within the illuminated volume scat-
ter light through the angle a into the lens with the
angular frequency shifted by Aw. The light passes
through the lens and into the Fabry-Perot interferom-
eter whose intensity transmission function is T((o, 0)
where
tan 0 = rf 1. (5)
Light leaving the interferometer passes through a
second lens of focal length f2 and is imaged onto a
CCD array. The volume element dVi is imaged onto a
single CCD pixel of area dA0 centered at the position
r = Mri,
V
dV
1I
Fig. 1. Fabry-Perot interferometer used in the imaging mode.
L is the laser beam, F is the interferometer whose etalon plate
spacing is d, and VV is the CCD array. The scattering volume dVi is
imaged onto the pixel of area dA0 located at the coordinate ro on the
array.
where the magnification of the imaging system is
M= rf2. (7)
If the counting efficiency of the CCD pixel is E, the
number of photons per second of all frequencies that
are counted by the CCD element is
(r[) = Il•er(ri) d() I t(dAo) 
x fEX dxS(x, y)T ( , (8)
where Iiaer(ri) is the laser intensity at ri, (dr/dfl) (a)
is the Rayleigh scattering differential cross section
per molecule at the scattering angle a, Ari) is the
number density of molecules at r, Afli is the solid
angle of lens 1 subtended at the scattering volume
dVi, h is Planck's constant divided by 27r, and S(x, y) is
the fraction of the total scattered intensity between
the frequencies corresponding to the parameters x
and x + dx. In Eq. (8) we have assumed that Ilaser and
At are constant throughout the volume dVi, (dul
dfl) (a) is constant throughout the solid angle Afli,
the counting efficiency of the CCD element is fre-
quency independent, 'l is small compared with wo,
and rO << f2. Collecting all the constants together, we
may rewrite Eq. (8) as
R(ro) = K fr dxS(x, y)T (o, ) . (9)
The transmission function of the Fabry-Perot inter-
ferometer iS31,32
T(w, 0) = 1
(6)
(10)
sin 2( d cos -1
sin2 W
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where c is the velocity of light, d is the etalon plate
spacing, and S9is the instrument's finesse.
Consider the transmission function for the laser
frequency (oo for small 0 where
ro
2
Cos 0 1 - 2f22
The nonlinearity of the cosine function implies that
each instrument function fringe is asymmetric with
respect to its center; the frequency shift scale param-
eterized by the quantity x of Eq. (1) is a nonlinear
function of pixel position, and Eq. (9) does not reduce
to a convolution integral.3 3 However, to assess the
importance of the nonlinearity in the present experi-
ment we let Ro be the position of the center of a
particular Fabry-Perot fringe on the CCD array with
respect to the center of the Fabry-Perot fringe pat-
tern for the laser frequency wo, and we measure
positions on the CCD array with respect to Ro (i.e.,
r = Ro + u). In the conditions of the present experi-
ment wo 4 x 1015 rad/s, A = 6 x 109 rad/s (i.e.,
the thermal half-width at half-maximum of the Ray-
leigh-Brillouin spectrum), Ro = 4 mm at a typical
fringe, = 0.02 mm is the half-width at half-
maximum of the instrument function fringe, d 20
mm, f2 500 mm, and u < 0.09 mm for the gas
spectrum corresponding to that fringe. For these
conditions, although there is substantial nonlinearity
from fringe to fringe in the Fabry-Perot pattern, the
nonlinearity across a single fringe is found to be only
a small effect, and the instrument function may be
approximated to within 2% accuracy for a single
fringe by
(r sin2 (odRou dA)-l
sin ()° f |2
With this approximation to the instrument function,
Eq. (9) for a single fringe may be written as the
convolution integral
where
dxS (x, y)
_T (g) K +sin 2 [w(t - x)]
sin2(wpa)
ooRo f m 1/2
I= 4{2 \2kT '
Kd 2kT)1/2
c m=
= 3u.
(13)
(14)
(15)
(16)
This convolution approximation applied to only one
fringe at a time considerably simplifies the analysis of
the single fringe.3 4
Ill. Experimental Procedure
A schematic diagram of the apparatus is shown in
Fig. 2. An talon was used with a Model 95 Lexel
argon-ion laser to provide the single axial mode
(X0 = 514.5 nm) that is needed for spectral measure-
ments. The laser output was 0.4 W, and the beam was
vertically polarized. A cylindrical lens system was
used to focus the beam into the center of the 38-cm
diam stainless-steel scattering chamber. The result-
ing ribbon beam had a thickness of 100 plm and a
height of 1 mm. The optics that were used to form the
ribbon beam consisted of one spherical lens and two
cylindrical lenses. The spherical lens and one cylindri-
cal lens (oriented with its axis vertical) were used to
set the beam thickness t to 100 pm at the center of the
field of view inside the scattering chamber. The
spherical lens and second cylindrical lens (axis horizon-
tal) were used to set the beam height to 1 mm.
Parasitic light was controlled with baffles located in
the chamber, and the beam was terminated in a light
trap.
A portion of the laser beam was coupled into an
optical fiber through a manually controlled shutter.
The output of the fiber was directed into the chamber
and illuminated the field of view of the light collection
system. This provided an approximately spatially
uniform light source at the laser frequency and was
used to measure the instrument function of the
interferometer.
Light scattered at 90° was collected through a port
in the chamber and collimated by an f/5.6, 500-mm
focal-length telephoto lens. The input aperture of the
interferometer was 70 mm, which resulted in an
effective f-number of 7.1 for the collection of the
Rayleigh scattered light. After passing through the
Fabry-Perot interferometer (Burleigh Model RC-
110, mirror reflectance of 90%), the light was focused
by a second 500-mm focal length lens onto the 384 x
576 pixel array of a Photometrics Star I cooled CCD
camera. The light scattered from the ribbon beam in
the scattering chamber was thus imaged onto the
CCD array with the image modulated by the transmis-
Cylindrical lens Laser
Fabry-Perat
interferometer
Scattering
chamber
CCD Camera
camera controller
computer
Light trap
Fig. 2. Experimental arrangement for Rayleigh-Brillouin scatter-
ing using the Fabry-Perot interferometer in the imaging mode.
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sion function of the Fabry-Perot interferometer.
Each pixel was 23 plm x 23 pum square. The exposure
time could be set (0.1 s to hours); thus the scattered
light could be integrated for sufficient time to achieve
a satisfactory signal-to-noise ratio. The CCD images
were digitized to 12 bits/pixel by the camera control-
ler and transferred to a Compaq 386/33 computer for
storage.
A gas flow field was set up in the scattering
chamber as shown in Fig. 3. A length of stainless-steel
tubing of 2.1-mm inner diameter and 3.2-mm outer
diameter was connected to an external tank of nitro-
gen. When nitrogen gas was blown gently through the
tubing, the end of the tubing in the scattering cham-
ber acted as a nitrogen gas jet. The tubing could be
resistively heated so that the nitrogen leaving the jet
had a temperature of up to 600 K. The jet was 7 mm
below the ribbon laser beam whose height was 1 mm.
An exit port 19 mm above the gas jet was fitted with a
thermocouple to monitor the gas temperature and
was connected to a vacuum pump to collect and
remove the heat that was generated by the hot gas.
The portion of the flow field sampled by the laser
beam thus consisted of the gas in the chamber at
ambient temperature and pressure and the localized
region of heated gas immediately above the gas jet.
With the imaging system of unit magnification, the
CCD camera recorded 13.25 mm of this flow field
along the length of the laser beam. A second thermo-
couple was placed 46 mm downbeam from the gas jet
below the laser beam to measure the ambient temper-
ature of the scattering chamber. The gas pressure
within the chamber was also monitored, and the
scattered spectrum was taken for both heated and
unheated nitrogen leaving the gas jet.
Because the temperature is a rapidly varying func-
tion of the scaling of the frequency shift x through Eq.
(1), the instrument function fringes must be ex-
tremely stable and the fringe half-width at half-
maximum must be known accurately. As a test of
ll to vacuum pump
exhaust port
11mm
1mm
laser beam
I I
7mm
I T
[]S 46mm b |
_ - 2.1mm id.
N2 jet
Fig. 3. Flow-field geometry inside the scattering chamber. The
two thermocouples are at location T.
the stability of both the interferometer and the
counting statistics of the CCD camera, exposure
times from 10 to 300 s were examined for both the
Fabry-Perot instrument function and the Rayleigh-
Brillouin frequency spectrum for unheated nitrogen.
On a time scale of - 10 s there were small tempera-
ture fluctuations within the scattering chamber that
produced shifts in the fitted locations of the centers of
the Fabry-Perot instrument function fringes of ap-
proximately ± 0.1 pixel. It was found that integrating
over a number of these shifts for longer exposure
times did not widen the Fabry-Perot instrument
function fringes seriously or overestimate the temper-
atures calculated from the gas spectra. It was also
found that the temperatures derived from the gas
spectra at atmospheric pressure showed a certain
degree of variation until the exposure time was
50 s. In addition the 6talon plate alignment also had
a small drift for exposures over 300 s. As a result, for
this first test of the feasibility of the Fabry-Perot
imaging system, a compromise exposure time of 100 s
(incident energy 40 J) was chosen. The interferom-
eter, imaging lens, and CCD camera were aligned so
that the counting rate for each Fabry-Perot fringe
was the same to both the left and right of the center of
the fringe pattern. The center of the fringe pattern
was positioned so that there were five or six usable
fringes to each side of center. The central fringe was
usually sufficiently wide and sufficiently nonlinear so
as to be unusable for temperature and gas density
determinations. An experimental run consisted of
exposing the instrument function once and the scat-
tering from the heated gas twice for each of seven
separations of the interferometer etalon plates. Typi-
cal spectra are shown in Fig. 4.
IV. Data Analysis and Results
Both the instrument function and the gas spectrum
CCD images were preprocessed in the following way.
The data from 15 rows of CCD pixels along the image
of the laser beam were averaged to increase the
signal-to-noise ratio. These 15 rows represented the
central one-third of the laser beam. We felt that using
more than 15 CCD rows would begin to show the
effect of the curvature of the Fabry-Perot fringes,
thus degrading the obtained spectra. The average
dark count, which varied by only 0.5% across the
CCD array, was subtracted from each pixel in the
averaged array. The data for each individual fringe in
the pattern were then put into separate 32-element
arrays. An array of 32 elements was found to contain
the entire frequency spectrum for each fringe exam-
ined. In addition the separation between adjacent
fringes was always larger than 32 pixels so that each
array contained scattering information from only one
fringe.
In preparation for the convolution of the theoreti-
cal gas spectra the instrument function for each
individual fringe in the experimental run was fitted
separately to the Fabry-Perot transmission function
T(wo, 0) of Eq. (12) for Ax = 0 through a least-squares
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Fig. 4. Typical spectra for (a) the Fabry-Perot interferometer
instrument function, (b) Rayleigh-Brillouin scattering from room-
temperature nitrogen gas, and (c) Rayleigh-Brillouin scattering
from the elevated temperature flow field.
deviation iterative calculation. The three-parameter
fit produced an estimate for the height of the fringe,
the distance of the peak of the fringe from the center
of the Fabry-Perot ring pattern, and the half-width
at half-maximum of the fringe. These last two quanti-
ties Ro and 8 were used as input for the theoretical gas
spectrum convolution.
The normalized scattering function S(x, y) that is
used in the convolution of Eq. (13) was calculated by
using the 6-moment model of Ref. 11. This model,
although relatively accurate, is only an approxima-
tion to the actual scattering situation. 2 2 0 Thus,
before using this model with the frequency spectra of
the present experiment, the accuracy of the 6-mo-
ment model was evaluated. In previous experimental
verifications of the 6-moment model, the temperature
and density of the illuminated gas were measured at
the time the scattered light spectrum was taken. The
verification consisted of visually comparing the 6-mo-
ment model for the values of x and y that correspond
to the known temperature and density with the
experimental data. In each case the convolved theoret-
ical gas spectrum gave the visual appearance of fitting
the experimental data quite well. In our evaluation of
the accuracy of the 6-moment model we took a
different point of view. For 35 sets of experimental
data of N2 at four different pressures, using the
Fabry-Perot interferometer in the scanning mode,
we found the values of x and y that produced the best
least-squares deviation fit to the experimental data.
Thus we ascertained not how well the actual tempera-
ture and density inserted into the 6-moment model fit
the experimental data but rather what temperature
and density fit it the best.
The details of our evaluation when using the
scanning interferometer N2 data (i.e., point measure-
ments rather than imaging measurements) are as
follows. The inputs to the 6-moment model are values
of x and y, the temperature dependence of the shear
viscosity and the thermal conductivity of the gas, the
ratio of the shear viscosity to the bulk viscosity, and
the contribution to the specific heat provided by the
internal degrees of freedom of the gas molecules. We
parameterized the shear viscosity35 and thermal con-
ductivity 3 6 by
*T) = 170.7 (T/283.9) 0 .73 9 p.P,
A(T) = 58.27 (T/277.4) 0 .884 pucal/cm s K,
(17)
(18)
respectively. The ratio of viscosities employed was
1.367,10 and the internal specific heat employed at
room temperature was 1.0.20 No temperature depen-
dence for these last two quantities was considered.
Each experimental data set was arranged as a 64-
element array. The convolution of the 6-moment
spectrum S(x, y) with the experimentally measured
instrument function was evaluated in Fourier trans-
form space by using the FFT algorithm with a
128-point zero-padded array. Zero padding was used
to avoid wraparound error in the numerical convolu-
tion. Before the convolution was performed the Fou-
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rier transform of the instrument function was normal-
ized to unity, the theoretical spectrum was normalized
so as to have the same total integrated power as the
experimental data, and the sampled values of S(x, y)
were registered with respect to the experimental data
so that the locations of the centers of gravity of the
theoretical spectrum and the experimental data were
identical. The least-squares difference between the
convolved theoretical spectrum and the experimental
data was then calculated, and the values of T and the
density parameter y producing the best two-parame-
ter fit were determined by iteration. The 6-moment
fits to the experimental data reproduce the actual
temperature to within 10% and the actual density
parameter to within 20%. As a check of the internal
consistency of the best-fit parameters, the value of y
derived from the best-fit temperature by employing
the ideal gas law with constant pressure y(Tfit) was
compared with the best-fit value ofy. Ideally the ratio
yfit/y(Tfit) should be unity. The actual values of this
ratio for the 35 sets of data ranged between 0.24 and
1.07 with an average value of 0.82. The value of the
ratio was generally smaller at lower pressures (0.2
atm) and was generally closer to unity at higher
pressures (1.0 atm). These small discrepancies in the
fitted values of T and y are not altogether surprising,
since the 6-moment model gives only an approxima-
tion to the actual light-scattering spectrum, since the
temperature is a rapidly varying function of x, since
S(x, y) is a slowly varying function of y, and since the
convolution with the instrument function washes out
small differences in S for differing y values. It is
currently unknown whether these discrepancies re-
sult from the approximations inherent in kinetic
models for Rayleigh-Brillouin scattering them-
selves,12'20 represent difficulty in obtaining detailed
information about the shape of the Rayleigh-Bril-
louin spectrum from the discretely recorded experi-
mental spectrum, or represent an uncertainty in the
determination of the half-width of the instrument
function. It is also not known how noise in the
experimental data affects the deconvolution process.
The fitted temperatures are expected to be more
accurate than the fitted densities since the density
depends on the details of the shape of the Rayleigh-
Brillouin spectrum, while the temperature depends
to a large extent only on the width of the spectrum,
both in they << 1 andy = 1 regions.
Returning to the fitting of the gas spectra of the
static mode Fabry-Perot (i.e., imaging) experiment,
we again performed the convolution of Eq. (13) in
Fourier transform space, using the fast Fourier trans-
form algorithm for only one fringe at a time with a
64-element zero-padded array for the single fringe
after normalizing the instrument function to unity,
normalizing the total integrated power within the
theoretical scattering spectrum to the total inte-
grated power in the experimental data for the single
fringe, and registering the centers of gravity of the
theoretical spectrum and the experimental data with
respect to each other. The resulting least-squares
deviation values of T and y for each separately
calculated Fabry-Perot fringe in the experimental
run as a function of the position of the center of the
fringe are given in Figs. 5 and 6. The computed values
of T and y represent the spatial averages of these
quantities over the area of the fringe.
The temperature profile of the flow field of Fig. 5
shows a gap in the data near the center of the
Fabry-Perot interference pattern where the central
fringe was too wide and too nonlinear to be usable.
The hot gas jet data prominently appear at pixel
=475, and the width of the elevated temperature
region agrees well with the measured inner diameter
of the stainless-steel gas jet tubing. The gas jet
temperature and the scattering chamber ambient
temperature are somewhat lower than the readings of
the thermocouples. For the ambient chamber temper-
ature the low values of the least-squares-fitted temper-
atures mirror the behavior also found for the scan-
ning mode Fabry-Perot data. We conjecture that the
gas jet thermocouple reads somewhat low, since it
was more than twice as far from the gas jet as the
laser beam was, and some of the heat dissipated
before reaching it. The temperature data for pixels
1-225, which are - 9 mm distant from the gas jet,
appear to exhibit a fluctuation that is larger than
hoped for. In actuality the temperature fluctuated by
no more than ±10 K within each data set but rose
steadily from the first through the seventh data set
during the experimental run, which lasted 55 min.
Evidently the nitrogen in the chamber away from the
gas jet began to heat. The thermocouple that was 46
mm downbeam was too far away to detect the slow
rise.
The best-fit y values are shown in Fig. 6. By
comparing Figs. 5 and 6 the number density parame-
ter data points have a much larger fluctuation than
the temperature data points do. The internal consis-
tency of the temperature and number density param-
eter data points was again tested by assuming the
ideal gas law and constant gas pressure throughout
the scattering chamber. The values of the ratio
600
9 400
I-
200
1 100 200 300 400 500 576
Pixel I N2 let WId.-Pixel
Fig. 5. Gas temperature from the least squares deviation fit as a
function of pixel position. The T symbols are the readings of the
two thermocouples of Fig. 3.
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Fig. 6. Density parameter y from the least-squares deviation fit
as a function of pixel position.
yfitIy(Tfit) are given in Fig. 7. This figure again shows a
systematic deviation of this ratio below the ideal
value of 1.0. We believe that this deviation, along with
the fluctuation of the number density data points in
Fig. 6, is due to the difficulty in accurately determin-
ing the details of the shape of the Rayleigh-Brillouin
spectra from the discrete CCD experimental data.
To obtain an independent measurement of the gas
temperature, the absolute intensity of the Rayleigh-
Brillouin scattered light was measured and correlated
to the gas number density. From this information the
gas temperature was determined. The Fabry-Perot
interferometer was removed from the system so that
the light scattered from the laser beam at ao = 900 was
directly imaged onto the CCD array. For T = 296 K
and four different gas pressures, the scattered light
intensity was recorded for exposure times of 60 s. The
data were averaged over the seven rows of the CCD
1.2 -
X.~~~~~~~~~~~~~~~~*
> . 1.0 _ ... . ..-_
0.8 -
1 100 200 300 400 500 576
* N2 letld.Pixel
Fig. 7. Ratio of the density parametery from Fig. 6 to the density
parameter obtained from the temperature of Fig. 5, the ideal gas
law, and constant pressure.
array corresponding to the centermost portion of the
laser beam. A linear calibration curve of scattered
intensity as a function of gas density was determined
for each pixel in the array. The hot N2 gas jet was
repositioned beneath the laser beam, and the scat-
tered light intensity was measured at each pixel of the
array. The calibration curve was then used to obtain
the gas density as a function of pixel position, and the
ideal gas law was used to obtain the gas temperature.
The resulting temperature profile is shown in Fig. 8
along with the two thermocouple readings. The re-
sults are qualitatively similar to Fig. 5. In Fig. 8 it is
seen that the thermocouple above the hot gas jet
again reads low by 75 K and that the width of the
elevated temperature region is again extended across
the inner diameter of the gas jet. This additional low
thermocouple reading helps confirm our conjecture
that heat is dissipated between the locations of the
laser beam and the gas jet thermocouple.
The results in Figs. 5 and 6 indicate that, by using a
Fabry-Perot interferometer in an imaging mode,
Rayleigh-Brillouin scattering has the potential to be
useful as a two-dimensional combustion diagnostic,
especially in the mapping of the temperature field. Of
major concern, however, is the fact that the calcu-
lated temperature is a rapidly varying function of the
x parameter and thus is sensitive to the measured
width of the instrument function. This, coupled with
the requirement of imaging, represents a trade-off
situation. For a detector array of fixed size with a
fixed number of pixels, broadening the instrument
function fringes and the gas spectra to improve their
resolution results in fewer spectra appearing on the
detector array and thus fewer temperature and num-
ber density data points. This also produces data
points that are averaged over large spatial intervals.
On the other hand, obtaining more spectra on the
detector array results in narrower fringes that are
-
1 100 200 300 14° 500
pixel N2 jet Id.
576
Fig. 8. Gas temperature as a function of pixel position for the
repositioned heated N2 gas jet obtained by measurement of the
absolute intensity of the scattered light. The T symbols are the
readings of the two thermocouples of Fig. 3.
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difficult to resolve. We believe that our choice of 11
usable spectra on the 576-element array is approxi-
mately the largest number that one can have and yet
maintain reasonable resolvability of each spectrum.
When the full width at half-maximum (FWHM) of the
instrument function falls below 1 pixel, its deconvolu-
tion from the corresponding gas spectrum becomes
imprecise and causes a large uncertainty in the fitted
temperature. This was beginning to be the case for
the data points that were near the left-hand end of
the scan at pixels 15-30.
To be useful as a single-pulse combustion diagnos-
tic, statistically reliable data must be obtained from
the incident energy of a single laser pulse, i.e., 1 J.
As we mentioned above, the data of this experiment
employed an incident energy of 40 J. However, in
addition to the 100-s data reported here, we also
obtained reasonably stable data with integration times
as low as 50 s. We also measured the light scattered
from only the central one-third of the laser beam.
Better laser focusing could have resulted in the use of
more of the incident laser power. Last, the vignetting
resulting from the entrance and exit ports of the
Fabry-Perot interferometer was more severe than
the f/5.6 aperture of the collection and imaging
lenses, which caused an additional oss in usable
light. These potential areas of improvement suggest
that we could have obtained reasonable data with
substantially less incident energy. This matter is
pursued further in Appendix A. If additional refine-
ments of the apparatus decrease the incident energy
requirement further, measurement of Rayleigh-
Brillouin scattering by using a Fabry-Perot interfer-
ometer in an imaging mode could serve as a feasible
combustion diagnostic, especially for temperature
measurements.
Appendix A: Error Estimation for Temperature
Measurement by Using Two-Dimensional Rayleigh
Imaging
In this appendix we obtain an estimate of the error in
the temperature that is derived from the measured
Fabry-Perot fringe pattern detected with a two-
dimensional square pixel imaging device. For simplic-
ity a Gaussian Rayleigh scattering spectrum, i.e.,y <<
1, is assumed. It is assumed further that the error in
the actual Rayleigh spectral width is equal to the
error in the measured width. Only errors that result
from the assumed Poisson statistics of the detected
light are considered. Thus these results represent a
lower bound for the measurement error.
A single-pulse ribbon laser beam uniformly illumi-
nates a region in the system object plane correspond-
ing to the image of N rows of detector pixels measured
perpendicular to the beam propagation direction. The
detector pixel size is LX x L., and the system has 1:1
imaging. The number of detected photons per pixel
can be written as37
P = Ep da) Xo)LE h\ , (Al)
wavelength, (do/dfl) is the differential Rayleigh scat-
tering cross section per molecule,AX is the molecular
number density, AI is the solid angle of the detected
light, h is Planck's constant, c is the velocity of light,
and E is the overall detection efficiency including
detector quantum efficiency and system losses. As an
example, consider nitrogen at 1 atm and 300 K giving
X'r= 2.45 x 1025 m-3, a single pulse from a frequency-
doubled Nd:YAG pulsed laser having Xo = 532 nm and
Ep = 1 J, and the parameters of the experiment
described in Section III, Lx = 23 lim, N = 384, MI\ =
0.016 sr (f/7), E = 0.01, du/dfl = 6.1 x 10-32 m2 /sr.
Equation (Al) then gives P = 38 detected photons per
pixel per laser pulse.
Note that P is the number of detected photons per
pixel for the entire frequency integrated spectrum of
the Rayleigh scattered light. It is the number of
photons one would count without passing the light
through the Fabry-Perot interferometer. The num-
ber of detected photons for light that passes through
the interferometer is given by the product of the total
scattered light and the instrument function of the
interferometer T(w, 0). If the fringe-forming lens in
the interferometer exit plane has focal length f2, the
radius of the fringe (which is measured from the optic
axis) at the detector is ro = Of2. The dispersion of the
interferometer is
dro Xf 2
do 2rrcO (A2)
If we define the angular size of a single pixel as Ax =
LIf 2 the width in pixels of a spectral feature of width
Aw in rad/s is
XAx
AP 2=irc0 (A3)
Assume that the measured spectrum of the Ray-
leigh scattered light has the form
Ii = a, exp[- (pi - a3)/a2]', (A4)
where pi is the pixel index and where the peak
amplitude a, the spectral width a2, and peak location
a3 are unknown parameters. If we assume that the
data Ii have Poisson statistics and that there is no
error in the Pi, prediction analysis techniques3 8 give
the fractional uncertainty in the width a2:
aa2 (na 2
a2 (npai) 1/2 (AS)
where np is the number of data points (pixels) in the
data set, and 2 is a constant that is related to the
fraction of the total spectral width included in the
np data set. Since the temperature is proportional to
a2
2
, the predicted fractional error in the temperature
measurement is
where Ep is the laser pulse energy, X0 is the laser
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If the data set to be analyzed consists of three
FWHM's of the spectrum, 112 attains its minimum
value of 1.2. Using a large number of data points,
i.e., a wider frequency interval, does not appreciably
decrease the error. For the Gaussian spectrum given
by Eq. (A4), the parameter a2 is related to the FWHM
of the spectrum. This width, measured in pixels or in
frequency interval, is denoted by APFwHm and A(OFwHM,
respectively. We have
APFWHM = 2a2 (ln 2)1/2. (A7)
The parameter a, is related to the number of counts
in the pixel at the spectral peak by
n 2\1/2 4rBP
a1 =0 WHia = t-| , ~~~~(A8)
where B is the instrumental bandwidth, i.e., the ratio
of the interferometer free spectral range to the
finesse. The number of pixels corresponding to 3 x
(FWHM) is thus given by Eq. (A3) as
X03AO]FWHM (A9)
AP3FWHM 21TC4 (A9
The predicted uncertainty in the temperature is then
given by Eqs. (A5), (A6), (A8), and (A9):
(FT ( j1I4 c) \ 1/2
= 212 n v 6X0 P)* (A10)
As an example consider Lx = 23 ,um and f2 = 500 mm
giving A = 0.046 mrad, a mirror spacing of d = 20
mm, a free spectral range of 7.5 GHz, and a finesse of
20 givingB = 375 MHz andP = 38 counts/pixel. The
values for the fringe radii (assuming a bright central
fringe), the FWHM of the Gaussian spectrum ex-
pressed in pixels, and the predicted uncertainty in the
temperature measurement are given in Table I. It is
important to note that these results are for a single
row of pixels (i.e., using only 1/384 of the total 1-J
laser energy).
A reasonable approach would be to use an approxi-
mately square region (say, 16 rows of pixels for our
example), which would decrease the estimated error
by a factor of 4 (e.g., to 4.6% for the third fringe). The
measurement then represents an average over this
Table I. Predicted Uncertainty in Temperature Measurement of
Nitrogen at STP by Using 1/384 of the Height of the Region Illuminated
with a 1-J Laser pulse
Fringe
Fringe Radius APFWHM UTIT
Number (mm) (pixels) (%)
1 2.58 13.96 13.9
2 3.65 9.87 16.5
3 4.47 8.06 18.2
4 5.16 6.98 19.6
5 5.77 6.24 20.7
6 6.32 5.70 21.7
area. An additional way to reduce the uncertainty
includes using higher laser pulse power and concen-
trating the laser power into a narrower strip (e.g.,
focusing the entire pulse energy into the 16 rows of
pixels instead of the full frame of 384 rows would
decrease the uncertainty by an additional factor of
384/16 = 24). Where feasible, multipassing a narrow
beam through the field of view could greatly increase
the available power per pixel. The energy could also
be increased by using multiple laser pulses, although
the instantaneous nature of the measurement would
be lost.
This work was carried out while J. A. Lock was a
Case/NASA and NASA/American Society for Engi-
neering Education Summer Faculty Fellow in the
Optical Measurement Systems Branch of the NASA
Lewis Research Center. The authors thank G. Tenti
for kindly providing us with the computer code for the
6-moment model.
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