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Abstract
Fixed-parameter tractability is based on the observation that many hard problems become tract-
able even on large inputs as long as certain input parameters are small. Originally, “tractable”
just meant “solvable in polynomial time,” but especially modern hardware raises the question
of whether we can also achieve “solvable in polylogarithmic parallel time.” A framework for this
study of parallel fixed-parameter tractability is available and a number of isolated algorithmic
results have been obtained in recent years, but one of the unifying core tools of classical FPT
theory has been missing: algorithmic meta-theorems. We establish two such theorems by giv-
ing new upper bounds on the circuit depth necessary to solve the model checking problem for
monadic second-order logic, once parameterized by the tree width and the formula (this is a
parallel version of Courcelle’s Theorem) and once by the tree depth and the formula. For our
proofs we refine the analysis of earlier algorithms, especially of Bodlaender’s, but also need to
add new ideas, especially in the context where the parallel runtime is bounded by a function of
the parameter and does not depend on the length of the input.
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1 Introduction
Algorithmic meta-theorems bound the computational resources needed to solve problems
defined in a certain logic for inputs from a specific class of structures. The prime example is
Courcelle’s Theorem [5], which states that monadic second-order (MSO) definable problems
can be solved in linear time on structures with bounded tree width. This yields, for instance,
a linear time algorithm for the feedback vertex set problem on graphs of bounded tree width.
Other examples are a “logspace version” [6] or a theorem for structures of bounded tree
depth, where constant depth circuits (AC0) suffice [7]; many more versions can be found in
the surveys by Grohe and Kreutzer [10] and Kreutzer [12].
With the rise of multivariate algorithms, algorithmic meta-theorems have become useful
tools for establishing parameterized upper bounds. The prime example is again Courcelle’s
Theorem, which actually gives a linear-time FPT-algorithm when the tree width of the input
structure is the parameter. Since the tree width of a graph with a feedback vertex set of
size k is at most k + 1, the theorem shows that the naturally parameterized feedback vertex
set problem can be solved in parameterized linear time.
The field of parameterized complexity is renowned for its ability to find algorithms that
solve NP- or even PSPACE-complete problems in reasonable time. Unfortunately, “reasonable
time” is not quite the same as “fast” and, furthermore, the instances in typical applications
for these algorithms are huge. We may thus wish to speedup the computation by taking
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advantage of the multiple cores and powerful gpus present in modern hardware. In order
to do so, we need parallel fixed-parameter algorithms. A first step in this direction was
taken by us in [1], where we showed that the vertex cover problem, among several other
problems, allows fast parallel fixed-parameter algorithms; but for many problems, including
the feedback vertex set problem, the parallel parameterized complexity remains open. In
particular, results concerning the parallel fixed-parameter tractability of problems have been
obtained on a problem-by-problem basis without an overarching, unifying approach – which
is exactly what the present paper tries to remedy.
Our Contributions. We formulate and prove different parallel parameterized meta-theorems,
which unify previous results and allow us to obtain new algorithms for natural problems. Our
meta-theorems are obtained by translating the logspace and circuit versions of Courcelle’s
Theorem from [6, 7] into parameterized counter parts, but we must point out already at
this point that this is harder than one might expect: Unlike the original linear-time version
of Courcelle’s Theorem, which is “a theorem about parameterized complexity in disguise,”
the logspace and circuit versions just state that problems lie in the classes XL and XAC0.
However, these latter classes are presumably not even contained in FPT, let alone in parallel
subclasses thereof and, thus, are not the classes we are looking for.
To establish the parallel parameterized meta-theorem, we need to study the parameterized
parallel complexity of computing tree decomposition of parameterized width and possibly
also depth. At the heart of Courcelle’s Theorem and related versions are tree automata
that process the tree decomposition of the input. We provide fast parallel algorithms to
evaluate parameter-sized tree automata on arbitrary trees and on trees of parameterized
depth. By combining these algorithms with the parallel algorithms for computing tree
decompositions, we obtain parallel algorithms for monadic second-order model checking on
graphs of parameterized tree width or parameterized tree depth (pφ,td/tw-mc(MSO)). The
logic is defined as usual, for instance the following MSO-sentence describes that a graph is
colorable with three colors:
φ = ∃R ∃G∃B ∀x (R(x) ∨G(x) ∨B(x))
∧ ∀x, y (E(x, y)→ (¬R(x) ∨ ¬R(y)) ∧ (¬G(x) ∨ ¬G(y)) ∧ (¬B(x) ∨ ¬B(y))).
The model checking problem asks, given a logical structure (for instance a graph), and a
logical formula, whether or not the structure is a model for the formula. For example, we
have |= φ, but 6|= φ. For an introduction to the field, we refer to [8]. Our main results
are stated in form of the following theorems (para-AC0↑ contains problems decidable by
“FPT-sized” circuits whose depth depends only on the parameter, detailed definition follow
later):
I Theorem 1. pφ,td-mc(MSO) ∈ para-AC0↑.
I Theorem 2. pφ,tw-mc(MSO) ∈ para-NC2+.
Armed with these new meta-theorems, we settle the parallel parameterized complexity of
different natural problems, including the feedback vertex set problem.
Related Work. The prime example of algorithmic meta-theorems is Courcelle’s Theorem [5]
which becomes powerful in combination with Bodlaender’s linear-time algorithm for comput-
ing optimal tree decompositions of graphs of bounded tree width [4]. Since the release of
this theorem, many other meta-theorems, which place many problems in P, were presented,
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see [10, 12] for surveys. For Courcelle’s Theorem there are versions for other classes: a
LOGCFL-version by Wanke [15], which was later improved to an L-version by Elberfeld,
Jakoby, and the last author [6], who also prove an AC0-version [7]. While most meta-theorems
that place problems in P place the parameterized version of the problem in para-P = FPT,
this is not the case for the last-mentioned versions: The L- and AC0-versions of Courcelle’s
Theorem place problems in XL and XAC0 and not, as we would like, in para-L and para-AC0.
Early studies on the parallel complexity of computing tree decompositions for graphs of
bounded tree width where made by Bodlaender [3]. However, the algorithm does not ob-
tain “FPT-work” in the parameterized setting and only yields a XNC-algorithm. Lagergren
provided a parallel O(log3 n) time algorithm using O(n) processors for this problem in the
crcw model [13], which translates into a para-NC algorithm for parameterized problems.
Bodlaender and Hagerup later provided a parallel algorithm with optimal speedup running
in time O(log2 n) using O(n) operations on the erew model [2]. This algorithm readily
translates into a para-NC algorithm, but only the careful analysis done in this paper shows
that it is actually a para-NC2+ algorithm.
Organization of This Paper. In Section 2 we define our basic terminology and recap the
definition of classes of fixed-parameter parallelism. In Section 3 we provide parallel algorithms
to compute tree decompositions of graphs with parameterized tree width or parameterized
tree depth. In Section 4 we provide parallel algorithms to evaluate tree automata on arbitrary
trees and on trees of parameterized depth. Putting it all together, we provide parallel
algorithms for monadic second-order model checking on graphs of parameterized tree width
or depth in Section 5. We close the paper by studying the parallel complexity of certain
parameterized problems with the help of these meta-theorems in Section 6. Due to lack of
space, proofs have been moved to the appendix.
2 Classes of Fixed-Parameter Parallelism
We use standard terminology of parameterized complexity theory, see for instance [8]. A
parameterized problem is a tuple (Q, κ) of a language Q ⊆ Σ∗ and a parameterization
κ : Σ∗ → N. As we deal with small parameterized circuit classes, we require the parameter
to be computable in dlogtime-uniform AC0 or, equally, to be first-order computable.1 We
denote parameterized problems by a leading “p-” as in p-vertex-cover, and, whenever the
parameter is not clear from the context, we add it as index as in ptw-distance.
A parameterized problem (Q, κ) is called fixed-parameter tractable if there is a language
R decidable in polynomial time (P) and a computable function f : N→ N such that x ∈ Q
if, and only if, (x, 1f(κ(x))) ∈ R. That is, the problem is decidable in polynomial time after
an arbitrarily complex pre-computation on the parameter. The resulting complexity class
is called FPT or para-P. If we replace P in this definition by subclasses of P, we obtain
subclasses of FPT, which inherit their inclusion structure from their classical counter parts:
para-AC0 ( para-TC0 ⊆ para-NC1 ⊆ para-L ⊆ para-NL ⊆ para-AC1 ⊆ para-P.
In order to explicitly define what the parameterized circuit classes contain, we use the
definition from [1]:
1 Sometimes this definition is to restrictive, for instance the tree width of a graph is computable in FPT,
but probably not in P, and certainly not in AC0. In such cases we assume that the input is extended
by an upper bound on the parameter, which can easily be extracted in AC0. However, in this case any
algorithm deciding the problem has to verify this parameter by itself.
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I Definition 3 (Classes of Parallel Fixed-Parameter Tractability). Let d : N2 → N be a depth
bounding function and s : N2 → N be a size bounding function which both map each pair
of an input length and a parameter to a number. We define para-AC[d, s] as the class of
parameterized problems (Q, κ) for which there exists a dlogtime-uniform2 family (Cn,k)n,k∈N
of AC-circuits (only not-, and-, and or-gates are allowed, and- and or- gates may have
unbounded fan-in) such that: (1) For all x ∈ Σ∗, the circuit C|x|,κ(x) evaluates to 1 on input
x if, and only if, x ∈ Q. (2) The depth of each Cn,k is at most d(n, k). (3) The size of each
Cn,k is at most s(n, k).
We define the classes para-ACi as para-AC0 = para-AC[O(1), f(κ(x)) · |x|O(1)] and for
i > 0 para-ACi = para-AC[O(logi |x|), f(κ(x)) · |x|O(1)] (in slight abuse of notation, as its
actually the union of this class over all computable functions f). However, there are also
interesting new classes, namely the “up-”classes, defined in [1]:
para-ACi↑ = para-AC[f(κ(x)) · logi |x|, f(κ(x)) · |x|O(1)].
Note that para-AC0↑ captures exactly the problems that can be solved by a circuit of depth
depending only on the parameter, and “FPT”-size. Notice, furthermore, that the “up-”classes
can be strictly more powerful than the underlying classes (para-AC0 ( para-AC0↑ [1]), but
that a slight increase of the depth in dependence on |x| compensates this effect: We have
para-ACi ⊆ para-ACi↑ ⊆ para-ACi+. These definitions and observations can, of course,
also be applied to circuits of bounded fan-in (NC), and to circuits that are equipped with
threshold-gates (TC).
To get familiar with parameterized circuits, let us consider an important technique from
the design of parallel algorithms: symmetry breaking, that is, the ability to find parts of the
input that can be processed in parallel. For graph algorithms in the pram model, this is
often achieved by computing maximal independent-sets. In the lemma, as in the rest of the
paper, f is an appropriate computable function and c is an appropriate constant.
I Lemma 4. There is a dlogtime-uniform family of AC-circuits of depth f(k) + log∗ |V |
and size f(k) · |V |c that, on input of an undirected graph G = (V,E) and an integer k, outputs
either that the maximum degree of G exceeds k or a maximal independent set I of G.
Notice that, in sense of circuit classes, the lemma yields a para-AC0+ ⊆ para-NC1+
circuit for computing maximal independent sets with respect to the parameter “maximum
degree.”
3 Parallel Computation of Tree Decompositions
In our algorithmic meta-theorems, the tree width and tree depth of the input graphs are of
special interest: First, they are parameters and, second, our algorithms work on the tree
decompositions underlying the input graphs. Thus, it is of particular interest how such tree
decompositions can be computed in parallel.
Recall the definition of a tree decomposition (T, ι) of a graph G = (V,E). It is a rooted
tree T together with a mapping ι from the nodes of T to subsets of V (which we call bags)
such that for each vertex v ∈ V and for each edge {v, w} ∈ E there is (1) at least one node n
in T with v ∈ ι(n), (2) at least one node n in T with {v, w} ⊆ ι(n), and (3) the set of nodes of
2 In this context, this means that the circuit Cn,k can be computed in time f(k) + O(logn) by a
deterministic Turing machine that obtains 1n#1k as input.
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T that contain v in their bag is connected. The width of a tree decomposition is the maximum
size of its bags minus 1, its depth is the maximum of its width and the depth of the tree T .
For a graph G, we define tw(G) to be the minimum width each tree decomposition of G has
to have, and we define td(G) in a similar way for the tree depth.3 For many algorithms it is
useful to have a certain form of a tree decomposition: A nice tree decomposition is a tuple
(T, ι, η) such that (T, ι) is a tree decomposition and η : V (T )→ {leaf, introduce, join, forget}
is a labeling function of the nodes. The nodes that are labeled as leaf are exactly the leafs
and the root of T , and the bags of these nodes are empty. Introduce- and forget-nodes
n have one child x such that there is one v ∈ V with v 6∈ ι(x) and ι(n) = ι(x) ∪ {v}, or
v ∈ ι(x) and ι(n) = ι(x) \ {v}, respectively. Join-nodes n have two children x and y with
ι(n) = ι(x) = ι(y). A tree decomposition (T, ι) is called balanced if T is a balanced tree;
a nice tree decomposition (T, ι, η) is balanced if the tree obtained from T by contracting
introduce and forget nodes is balanced. We refer to the textbook from Flum and Grohe for a
more detailed introduction into the field [8].
Computing Depth-Bounded Tree Decompositions. We first study the case that we deal
with graphs parameterized by their tree depth. This class of graphs is well suited for
parallel algorithms, as a parallel algorithm can traverse the whole decomposition in time
depending only on the parameter. We will see in this section that we can also compute a
tree decomposition of parameterized depth within this time bound.
I Theorem 5. There is a dlogtime-uniform family of AC-circuits of depth f(k) and size
f(k)·|G|c that, on input of an undirected graph G = (V,E) and an integer k, either determines
td(G) > k or outputs a tree decomposition (T, ι) of G with depth bounded by O
(
2td(G)
)
.
In order to prove Theorem 5 we will use known facts about the relation of bounded-
depth tree decompositions and depth-first search trees [14]. To use these facts, we need
a representation of a depth-first search tree that is suitable for our circuit model. Let
G = (V,E) be a graph with s ∈ V , and let T be a depth-first search tree of G starting at s,
a depth-first search labeling is a mapping λs : V → N such that λs(v) is the distance from s
to v in T . The figure below shows from left to right: an example graph, a depth-first search
tree starting at v1, and a corresponding depth-first search labeling.
v1
v2
v3
v4
v5
v1
v2
v3
v5 v4
0
1
2
3
3
In a similar way, we can define a breadth-first search labeling with respect to a breadth-first
search tree. Notice that in this case the labeling is actually the (path) distance from s to the
other vertices.
I Lemma 6. There is a DLOGTIME-uniform family of AC-circuits of depth f(k) and size
f(k) · |G|c that, on input of an undirected graph G = (V,E), a vertex s ∈ V , and an integer
k, either correctly detects that the longest path in G is longer than 2k, or that output a
depth-first and a breadth-first search labeling starting at s.
3 Note that the common definition of tree depth is slightly different, but that it is an upper bound for the
definition we use.
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Proof of Theorem 5. It is a well-known fact [14] that the length of the longest path in a
graph G is bounded by 2td(G). A direct consequence is that a depth-first search tree can
be used to obtain a tree decomposition (T, ι) of width and depth bounded by 2td(G): let us
assume G is connected and let T be a depth-first search tree rooted at an arbitrary start
vertex r ∈ V . For all v ∈ V define ι(v) = {w | w lies on the unique path from v to r in T }.
The depth of T is naturally bounded by 2td(G), and, therefore, we also have |ι(v)| ≤ 2td(G)
for each v ∈ V . Since bags extend along the paths from the root to the leaves of T , all the
conditions of a tree decomposition are satisfied by (T, ι).
A circuit with the desired size and depth can compute a depth-first search labeling using
Lemma 6, and either conclude that the length of the longest path exceeds k, and therefore
td(G) > k, or it can compute the bags of the decomposition in parallel. For each v ∈ V the
circuit initializes the bag ι(v) = {v}. As long as r 6∈ ι(v), the circuit repeats the following
sequentially: let w ∈ ι(v) the vertex that minimizes λ(w) in ι(v), the circuits adds the unique
w′ ∈ N(w) that satisfies λ(w′) = λ(w)− 1 to ι(v). To complete the proof, we have to handle
the case that G is not connected. The circuit can compute all connected components of
G using a breadth-first search labeling (Lemma 6). Afterwards, the circuit can apply the
algorithm from above to each connected component. Finally, the circuit adds a new empty
root bag that is connected to the roots of all constructed tree decompositions. This operation
does not increase the width and increases the depth only by one. J
Computing Width-Bounded Tree Decompositions. We will now handle the case that the
input graph is parameterized by tree width. In this case the depth of a tree decomposition
is not bounded by any function in the parameter and, thus, it seems unlikely that parallel
algorithms running in time depending only on the parameter exist. And, indeed, deciding
if a graph has tree width at most k for a fixed k is already L-complete and, hence, the
parameterized version of this problem cannot lie in para-AC0 or para-AC0↑.
I Theorem 7. There is a dlogtime-uniform family of NC-circuits with depth f(k) +
log2+ |G| and width f(k) · |G|c that, on input of an undirected graph G = (V,E) and an
integer k, either determines tw(G) > k or outputs a tree decomposition of G of width at
most k.
The proof of Theorem 7 is essentially a new analysis of a parallel algorithm from
Bodlaender and Hagerup [2]. They provide an O(log2 n) time and O(n) work algorithm on
the erew-pram model to compute optimal tree decompositions of graphs with bounded tree
width, from which one can derive that the problem of computing a tree decomposition lies
somewhere in para-NC. Our main contribution in the following is a careful analysis regarding
the exact circuit class the algorithm achieves: It is para-NC2+ for all  > 0.
The idea of the algorithm is as follows: If G = (V,E) is small enough, we can compute
an optimal tree decomposition via “brute-force”, otherwise we try to reduce the graph until
it has a suitable size. We call two vertices u, v ∈ V reduction partner if they are adjacent or
twins ( ). We can reduce the size of G by 1 if we contract the two vertices, that is, if we
remove v from G after connecting all neighbors of v to u (without creating multi-edges: ).
Let G′ be the resulting graph, and let (T ′, ι′) be a recursively computed tree decomposition
of G′ of width at most k ( ). We can compute a tree decomposition (T, ι) of G of
width at most k + 1 by injecting v into (T ′, ι′), that is, by adding v to all bags that contain
u ( ). The resulting tree decomposition is most likely not optimal, but its width
is bounded by a function in k and we can use it to compute an implicit representation of
an optimal tree decomposition of G. This implicit representation, called path labeled tree
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representation, is a binary tree T in which for every v ∈ V exactly two vertices are labeled
with v, i. e., the vertices of V correspond to paths in T ( ). If we consider the nodes
as bags, each bag that lies on the unique path between two nodes labeled width v will
contain v. Each node may be labeled with multiple vertices, but of course with at most
k + 1. Given such an implicit representation, we can compute a tree decomposition of width
k ( ).
As we seek for a circuit of polylogarithmic depth, we can not only contract one reduction
pair in every round, as we would require O(|V |) rounds. Fortunately, there are always multiple
reduction partners that can be contracted in parallel. The correctness of the algorithm is
shown in [2]. For us, it remains to show that we can implement the algorithm in para-NC2+,
a task for which we have to show that each subfunction of the algorithm can be realized by
circuits of logarithmic depth and polynomial size. The following lemmas show that all parts
of a single iteration of the algorithm can be computed by a para-NC1+-circuit.
I Lemma 8. There is a dlogtime-uniform family of NC-circuits of depth f(k) + log1+ |V |
and size f(k) · |V |c that, on input of a graph G = (V,E) and k ∈ N, outputs a set I of
1/g(k) · |V | pairs of vertices that can be contracted in parallel, or that concludes tw(G) > k.
I Lemma 9. There is a dlogtime-uniform family of NC-circuits of depth f(k) · log |V | and
size f(k) · |V |c that, on input of a graph G = (V,E), a set of pairs of vertices I, a graph
G′ = (V ′, E′) that is obtained from G by contracting the pairs in I, and a tree decomposition
(T ′, ι′) of G′ of width k, outputs a balanced and nice tree decomposition (T, ι, η) of G of width
at most 8k + 3 and depth (16k + 6) · log |V |+ 1.
I Lemma 10. There is a dlogtime-uniform family of NC-circuits of depth f(k) · log |V |
and size f(k) · |V |c that, on input of a graph G = (V,E), an integer k, and of a balanced and
nice tree decomposition (T, ι, η) of G of width at most ` ≤ f(k), outputs either tw(G) > k or
a width-k tree decomposition of G.
Proof of Theorem 7. The circuit first checks whether the size of the input graph is bounded
by k. If this is the case, an optimal tree decomposition can be computed via “brute-force”.
Otherwise, the circuit computes a set of 1/f(k) · |V | reduction pairs using Lemma 8, or
concludes that the tree width of G exceeds k. The circuit reduces G to G′ by contracting
the reduction pairs (the lemma guarantees that this is possible in parallel) and recursively
computes a tree decomposition of G′. This tree decomposition can be transformed to a
nice and balanced decomposition of G of width bounded by a function in k using Lemma 9.
Finally, the circuit can reduce the width of the decomposition to k or conclude tw(G) > k
using Lemma 10.
Since Lemma 8 provides us with 1/f(k) · |V | reduction pairs, f(k) · log |V | rounds of
the algorithm are sufficient to reduce the graph to a size depending only on the parameter.
Considering each round as a subcircuit, each subcircuit has to execute the algorithms from
the lemmas 8, 9, and 10. The most expensive part is Lemma 8, as the circuit needs depth
f(k) + log1+ here, for the lemmas 9 and 10 circuits of depth f(k) · log |V | ≤ f(k) + log1+ |V |
are sufficient. The complete circuit has, therefore, a total depth of f(k) log |V | · (f(k) +
log1+ |V |) ≤ f(k) + log2+ |V |, and is, hence, a para-NC2+-circuit. J
4 Parallel Evaluation of Tree Automata
A key aspect of modern algorithmic meta-theorems is the simulation of tree automata, since
such theorems commonly translate a tree decomposition of the input structure into a labeled
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tree that is accepted by a certain tree automaton if, and only if, the structure was a model
for the input formula. “Classical” translations produce degree-bounded trees that are then
processed by classical tree automata. However, this approach may increase the depth of
the tree decomposition by up to a logarithmic factor, which is unacceptable if we wish to
handle the tree in parallel time depending on the depth of the tree. As a solution, the
authors of [7] suggest the use of multiset automata. A multiset M is a set S together with a
multiplicity function #M : S → N. The multiplicity of M is maxe∈S #M (e). We denote by
Pω(S) the class of all multisets of S and by Pm(S) the class of all multisets of multiplicity
at most m ∈ N of S. Notice that P1(S) is just the standard power set of S. For a multiset
M ∈ Pω(S) and a number m ∈ N, the capped version M |m of M is defined by setting
#M (e) = min(#M (e),m) for all e ∈ S.
I Definition 11 (Multiset Automaton). A nondeterministic (bottom-up) multiset automaton
is a tuple A = (Σ, Q,Qa,∆,m) consisting of an alphabet Σ, a state set Q with accepting
states Qa ⊆ Q, a state transition relation ∆ ⊆ Σ × Pm(Q) × Q, and a multiplicity bound
m ∈ N. The automaton is deterministic if for every σ ∈ Σ and every M ∈ Pm(Q) there is
exactly one q ∈ Q with (σ,M, q) ∈ ∆; in this case we can view ∆ as state transition function
δ : Σ× Pm(Q)→ Q.
I Definition 12 (Computation of a Multiset Automaton). Let (T, λ) be a labeled tree, where
λ : V (T)→ Σ is the labeling function, and let A = (Σ, Q,Qa,∆,m) be a multiset automaton.
A computation of A on (T, λ) is a partial assignment q : V (T) → Q such that for every
node n ∈ V (T) for which q(n) is defined, we have that (a) the value q(c) is defined for
each child c of n in T and (b) for the multiset M = { q(c) | c is a child of n } we have
(λ(n),M |m, q(n)) ∈ ∆. A computation is accepting if q(r) ∈ Qa holds for the root node r of
T. The tree language L(A) contains all labeled trees accepted by A.
I Fact 13 ([7]). The following statements hold and are constructive:
1. For all multiset automata A and B there is a multiset automaton C with L(C) = L(A) ∩
L(B);
2. For every nondeterministic multiset automaton A there is a deterministic multiset auto-
maton B with L(A) = L(B);
3. For every multiset automaton A there is a multiset automaton B accepting the complement
of L(A).
The actual aim of this section is to study the parallel parameterized complexity of
the simulation of a multiset automaton. Since we will need such simulations in different
scenarios, instead of classifying the problem into complexity classes, we identify circuit
families depending on different parameters.
I Lemma 14. Let Sk,d be the set of labeled trees (T, λ) of maximal depth d and maximal
degree k. There is a dlogtime-uniform family of circuits over the standard base (only AND-,
OR-, and NOT-gates) with fan-in k, depth f(|A|) · d and size f(|A|) · |T|c that, on input of a
labeled tree (T, λ) ∈ Sk,d and a multiset automata A = (Σ, Q,Qa,∆,m), decides whether or
not (T, λ) ∈ L(A) holds.
As used later on, we will mention two special cases of Lemma 14: The simulation of
multiset automata can be performed (a) in para-AC0↑ for trees of depth bounded by the
parameter and (b) in para-NC1↑ for balanced binary trees. Here, the size of the automata is
the parameter.
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5 Parallel Second-Order Model Checking
The goal of this section is to actually prove Theorem 1 and Theorem 2. The classical way of
proving variants of Courcelle’s Theorem is as follows: On input of a logical structure S and
a mso-formula φ, we first compute a tree decomposition (T, ι) of S. This tree decomposition
is then translated into a s-tree-structure T and φ is translated to a new mso-formula ψ such
that S |= φ⇔ T |= ψ. To decide T |= ψ, the s-tree-structure T is transformed into a labeled
tree (T, λ) and ψ is turned into a multiset automata A such that T |= ψ ⇔ (T, λ) ∈ L(A).
Here, an s-tree-structure is a structure T = (V,ET , P 11 , . . . , P Ts ) over the signature τs-tree =
(E2, P 11 , . . . , P 1s ) where (V,ET ) is a directed tree.
I Fact 15 (Implicit in [7]). There are functions h1, h2, h3 and h4 performing the following
mappings:
1. The input for h1 are a structure S together with a width-w tree decomposition (T, ι) of S
and an mso-formula φ. The output is an s-tree-structure T .
2. The input for h2 are an mso-formula φ and a tree width w. The output is an mso-formula
formula ψ.
3. The input for h3 are an s-tree-structure T and an mso-formula ψ. The output is a labeled
tree (T, λ) of the same depth.
4. The input for h4 is an mso-formula ψ. The output is a multiset automaton A.
The following holds for the values computed by these functions:
S |= φ ⇐⇒ T |= ψ ⇐⇒ (T, λ) ∈ L(A).
All hi are computable and h1 and h3 are even computable by dlogtime-uniform AC-circuits
of depth O(1) and size f(φ,w)|S||T |.
Since the size of φ and the tree depth or width of the input structure are parameters in our
setting, we can use Fact 15 to prove Theorem 1 and Theorem 2:
Proof of Theorem 1. On input of a logical structure S and an mso-formula φ, a para-AC0↑-
circuit can compute a tree decomposition (T, ι) of the Gaifman graph of S (the graph that
uses the universe of S as vertex-set and that contains an edge between two elements if,
and only if, the two elements stand in any relation) using Theorem 5. Given the tuple
(S, (T, ι), φ), the circuit can then compute a labeled tree (T, λ) and a multiset automaton A
using Fact 15. The depth of T is bounded by the depth of (T, ι) and, hence, bounded by the
parameter. Furthermore, we have |A| ≤ f(|ψ|+ td(S)) for a computable function f . Hence,
a para-AC0↑-circuit can now invoke Lemma 14 and output the result. J
Proof of Theorem 2. The proof is almost identical to the proof of Theorem 1. On input
of a logical structure S and a mso-formula φ, a para-NC2+-circuit can compute a tree
decomposition (T, ι) of the Gaifman graph of S using Theorem 7. At this point a problem
arises, as the depth of (T, ι) is not bounded. This can be overcome as follows: Let the width
of (T, ι) be w, then a FTC0-circuit can compute a balanced tree decomposition (T ′, ι′) of
width at most 4w + 3 [7]. Given this decomposition, we can proceed as in the proof of
Theorem 1 and compute the labeled tree (T, λ) and a multiset automaton A. Since (T, λ) is
balanced, it is binary and of logarithmic depth, and, therefore, Lemma 14 can be invoked by
a para-NC1↑-circuit which presents the result as output. J
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6 Applications
Most graph problems studied in complexity theory can be described in monadic second
order logic, including vertex cover, dominating set, independent set, or clique, and, thus,
our algorithmic meta-theorems apply to them. For instance, we get corollaries like ptw,k-
dominating-set ∈ para-NC2+ and ptd,k-dominating-set ∈ para-AC0↑.
It is, however, worth to take a closer look, as we are naturally interested in more precise
parameterizations than in the combined parameter td/tw + k. Although the tree width
and depth are fairly sensible parameters, we are even more interested in the complexity of
the problems without restrictions on these parameters (but, perhaps still with other, more
natural parameters). Sometimes this is possible, as the tree width is parameterized indirectly.
For the feedback vertex set problem (given an undirected graph G = (V,E) and a parameter
k, decide whether there exists a set S ⊆ V with |S| ≤ k such that G[V \ S] is acyclic) the
existence of such a set implies that the tree width of G is at most k + 1: Since G[V \ S] is a
tree, adding S to each bag of a tree decomposition of G[V \ S] yields a tree decomposition
of G of width at most k + 1.
I Corollary 16. pk-feedback-vertex-set ∈ para-NC2+.
The above corollary is currently the best result on the parallel parameterized complexity
of the feedback vertex set problem. In other scenarios the opposite is possible, i. e., the tree
width indirectly parameterizes the solution size. A well known example is the clique problem,
as any graph with tree width at most w can not contain a clique bigger than w + 1.
I Corollary 17. ptd-clique ∈ para-AC0↑, ptw-clique ∈ para-NC2+.
On the other hand, there are problems where we can not hope for such effects. For instance,
the dominating-set problem is well known to be W[2]-complete and, hence, we can not hope
to get rid of the parameter tree width. Since the tree width does not bound k in this case
either, we do not get rid of this parameter as well. Nevertheless, our meta-theorems at least
improve the known upper bound for the dominating-set problem with combined parameter.
In contrast, for the vertex cover problem we do need both parameters as well and obtain
ptw,k-vertex-cover ∈ para-NC2+ (ptd,k-vertex-cover ∈ para-AC0↑), but one can show
directly [1] that pk-vertex-cover ∈ para-AC0 holds. In other words, our algorithmic
meta-theorems do not yield an optimal bound on the vertex cover problem, a “less generic”
approach yields better bounds.
Reachability Problems. The charm of studying parameterized parallel complexity is that
it is not only interesting to consider NP- or even PSPACE-hard problems, but also problems
that lie within P. For instance, the classical reachability problem in directed graphs reach =
{ (G, s, t) | in G is a path from s to t } is a natural NL-complete problem. If we consider
graphs with parameterized tree depth, the complexity of the problem can be lowered by
Theorem 1.
I Corollary 18. ptd-reach ∈ para-AC0↑.
From the point of view of parallel complexity, we are especially interested in P-complete
problems, since it is believed that such problems are inherent sequential. A natural P-complete
version of the reachability problem is the alternating reachability problem [11], which is
based on the following definition of alternating paths: Given a directed graph G = (V,E)
and a partition V = V∃ ∪ V∀, an alternating path from s to t is a set S of paths in G, all of
M. Bannach and T. Tantau 4:11
∃
∃
∃
∀
s
∀
∀
∀ ∀
t
∀
s
∀
∀
∀
∀ ∀
t
∃
∃
Figure 1 Examples of input graphs for the alternating reachability problem. In left graph there
is an alternating path from s to t and the alternating distance is 5, in the right one there is not.
which end at t, such that (1) exactly one of them starts at s; (2) when a path in S starts
at some v ∈ V∃ \ {t}, then there is for some w with (v, w) ∈ E a path in S starting at w;
and (3) when a path in S starts at some v ∈ V∀ \ {t}, then for all w with (v, w) ∈ E there is
a path in S starting at w (and there is at least one such w). The length of an alternating
path is the maximum length of any path in the set S. The alternating distance between two
vertices is the minimum distance of any alternating path between them.
I Problem 19 (ptw-areach, ptd-areach).
Instance: A directed graph G = (V,E), a partition V = V∃ ∪ V∀, and two vertices s, t ∈ V .
Parameter: Tree width or tree depth of G.
Question: Is there an alternating path from s to t in G?
I Problem 20 (ptw,d-adistance, ptd,d-adistance).
Instance: A directed graph G = (V,E), a partition V = V∃ ∪ V∀, two vertices s, t ∈ V , a
distance d.
Parameter: Tree width or tree depth of G as well as d.
Question: Is the alternating distance from s to t in G at most d?
It is a standard exercise to describe the alternating reachability and distance problems
using a monadic second order formula and, thus, our algorithmic meta-theorems yield the
following:
I Corollary 21. ptw-areach ∈ para-NC2+, ptw,d-adistance ∈ para-NC2+.
I Corollary 22. ptd-areach ∈ para-AC0↑, ptd,d-adistance ∈ para-AC0↑.
It turns out that, as for the vertex cover problem, for the alternating distance problem we
can do better, but also, that the classes we study are the “right” classes for these problems:
I Theorem 23. pd-adistance is complete for para-AC0↑ under para-AC0-reduction.
7 Conclusion
Algorithmic meta-theorems play a key role in modern complexity theory. We have seen that
this powerful tool can also be applied to the study of parameterized parallel algorithms.
Indeed, the results state that mso-definable problems on graphs with parameterized tree
width do not only allow linear time dynamic programs, but that these problems also allow
fast parallel algorithms as well. The theorems show that problems definable in monadic
second order logic can be solved in parallel time f(k) or f(k) · logn if a tree decomposition
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of parameterized depth or width is given. In the first case, we have seen that such a
decomposition can be computed in the same time. However, in the second case it turns out
that the bottleneck is the computation of such a decomposition, since we were only able to
show that this can be done in time f(k) + log2+ n. A reasonable research goal is therefore
to seek an algorithm between para-L and para-NC2+ that computes a tree decomposition of
a given graph with parameterized tree width. A first step would be to reduce the circuit
depth to para-NC2↑.
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A Technical Appendix: Proofs
For the readers convenience, the claims of the proofs given in this appendix are repeated
before the proofs.
Claim of Lemma 4. There is a dlogtime-uniform family of AC-circuits of depth f(k) +
log∗ |V | and size f(k) · |V |c that, on input of an undirected graph G = (V,E) and an integer
k, outputs either that the maximum degree of G exceeds k or a maximal independent set I
of G.
Proof. As the circuit may have depth f(k), it can count the degree of each vertex and can
directly reject if any degree exceeds k [1]. Otherwise, the circuit implements the algorithm
from Goldberg, Plotkin, and Shannon to compute a maximal independent set in degree-
bounded graphs [9]. The circuit interprets G as directed graph ~G by considering each edge
{u, v} as two directed edges (u, v) and (v, u). The edge set of this graph is partitioned into k
sets E1, . . . , Ek such that each of the graphs ~Gi = (V,Ei) has only vertices of out-degree at
most 1. This partition can be computed in depth f(k) as the circuit has essentially to count
up to k.
The circuit now performs the following operations on all ~Gi in parallel: First, in constant
depth, an initial coloring of ~Gi is computed by assigning each vertex vi the color i ∈ N, which
needs at most log |V | bits. This coloring can be improved to a coloring with log |V | colors in
constant depth: Replace the color c of each vertex v by 2k+ b, where k is the position of the
lowest bit on which c differs from the color of the unique successor of v, and where b is the
value of this bit. Computing this improvement consecutively log∗ |V | times yields a coloring
with 6 colors [9].
Given the colorings of the k graphs ~Gi, the circuit can compute a 6k coloring of G by
assigning to each vertex the k-tuple of colors that this vertex has in the different ~Gi. Finally,
the circuit initializes a set I = ∅, iterates over the colors and, in parallel, adds all vertices of
the current color that do not have a neighbor in I to I. As each step can be performed in
a constant number of AC-layers, the set I can be computed in f(k) AC-layers. The circuit
outputs I, as the final value of I is a maximal independent-set. The total depth of the circuit
is f(k) + log∗ |V |. J
Claim of Lemma 6. There is a DLOGTIME-uniform family of AC-circuits of depth f(k)
and size f(k) · |G|c that, on input of an undirected graph G = (V,E), a vertex s ∈ V , and an
integer k, either correctly detects that the longest path in G is longer than 2k, or that output
a depth-first and a breadth-first search labeling starting at s.
Proof. We first handle the breadth-first search labeling, which yields a natural parallel
algorithm. Our circuit starts by assigning color 0 to s. The circuit is build up of layers,
where layer i+ 1 assigns color i+ 1 to each vertex that is not colored yet and that has at
least one vertex of color i as neighbor. The algorithm stops if all vertices are colored, or
at the very last after 2k layers. In the later case, the circuit can report that the length of
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the longest path exceeds 2k. After a run of the algorithm, each vertex that has obtained
a color is in the same connected component as s and, furthermore, the colors constitute a
breadth-first search labeling starting at s.
Computing a depth-first search labeling turns out to be more complicated, since an
AC-circuit of the desired depth cannot simply follow a path of the search tree and “backtrack”
once it reaches a leaf, as the depth of the circuit would not be bounded by the longest path
in this case. Instead, we have to compute the vertices which have more than one child
in the depth-first search tree in advance. Once we know these vertices, we can perform a
fork and compute the depth-first search labeling for all of there children in parallel. Since
we have seen how the circuit can compute a breadth-first search labeling, we can assume
that we have access to a subcircuit that computes the connected components of G. In
order to compute the depth-first search labeling, the circuit first computes these connected
components and checks if the the longest path in all these components is bounded by 2k.
Afterwards, the following algorithm, which we call a phase, is executed in parallel on all
connected components with color c = 0 as argument. Each phase does nothing if all vertices
are colored, this is the end of the recursion. If c = 0, an arbitrary vertex is selected and
colored with c, otherwise an arbitrary vertex that is not colored, but that has a neighbor
of color c − 1, is selected and colored with c. At the end of a phase the vertices of G are
partitioned in colored vertices C and the uncolored vertices V \C. The circuit computes the
connected components of G[V \ C], which we denote by V1, . . . , V` ⊆ V \ C. Afterwards, a
new phase is started recursively on each graph G[Vi ∪ C]. If all phases are completed, the
coloring constitutes a depth-first search labeling starting at s.
0 0
1
0
2
1
0
3
2
1
0
2
1
3
0
3
2
1
3
Since this algorithm never performs backtracking, the number of consecutive phases is
bounded by the length of the longest path, which is bounded by 2k. For each phase, a circuit
of depth f(k) is sufficient, since the most expensive part is clearly the computation of the
connected components. Thus, a depth first-search labeling can be computed by an AC-circuit
of depth f(k). J
Claim of Lemma 8. There is a dlogtime-uniform family of NC-circuits of depth f(k) +
log1+ |V | and size f(k) · |V |c that, on input of a graph G = (V,E) and k ∈ N, outputs a
set I of 1/g(k) · |V | pairs of vertices that can be contracted in parallel, or that concludes
tw(G) > k.
Proof. We call two vertices u, v reduction partners if we have either {u, v} ∈ E, or if they
are twins, i. e., N(u) = N(v). Let us call a vertex v d-small if δ(v) ≤ d.
Let d = 2k+4(54k + 54) and c = 1/
(
8(27k + 27)2
)
. If tw(G) ≤ k, then there are at least
c|V |/2 distinct pairs {u, v} of d-small vertices that are reduction partners [2]. Since a circuit
of the desired size can check all pairs of vertices in parallel, it can compute in the desired
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depth a set S of reduction partners. Furthermore, the circuit can check whether |S| ≤ c|V |/2
holds, and can reject otherwise.
We cannot contract all pairs in S simultaneously, as pairs may share a vertex, may be
adjacent, or may have a common neighbor. Since all these properties are first-order definable,
a circuit of the desired size and depth can easily check for each pair of reduction partners if
they are in conflict. By doing so, the circuit can compute a conflict graph C whose node set
is S and whose edges indicate conflicts. As the degree of each vertex appearing in a pair
in S is bounded by d, the degree of C is bounded by g(k) for a computable function g.
Since each maximal independent set I in a graph of maximum degree ∆ has size at
least |V |/(∆ + 1), it is sufficient to use the reduction partners that constitute a maximal
independent set in C. The circuit can compute such a set using Lemma 4. J
Claim of Lemma 9. There is a dlogtime-uniform family of NC-circuits of depth f(k)·log |V |
and size f(k) · |V |c that, on input of a graph G = (V,E), a set of pairs of vertices I, a graph
G′ = (V ′, E′) that is obtained from G by contracting the pairs in I, and a tree decomposition
(T ′, ι′) of G′ of width k, outputs a balanced and nice tree decomposition (T, ι, η) of G of width
at most 8k + 3 and depth (16k + 6) · log |V |+ 1.
Proof. Let (T ′, ι′) be the given tree decomposition. An AC0-circuit can compute (T, ι) by
adding for each pair {u, v} ∈ I the vertex v to every bag that contains u. This can be done
in parallel for all vertices and all bags. Since the number of vertices in each bag is at most
doubled, (T, ι) has width at most 2k.
This decomposition can be transformed into a balanced one of width at most 8k + 3 by
a TC0-circuit [7]. The last thing we have to do is to transform this decomposition into a
nice decomposition (T, ι, η). In order to do so, the circuit first adds an empty bag to each
leaf, which is labeled as leaf node. Then, each node n with two children x and y is replaced
by nodes n, nl, and nr such that nl, nr are the children of n, x is a child of nl, and y a
child of nr. The node n is labeled as join node. This operation doubles the depth of the
decomposition. Finally, for every node x with child y, the circuit computes a chain of forget
nodes from x to a new node z with ι(x) ∩ ι(y) = ι(z), and a chain of introduce nodes from z
to y. This will increase the depth of the decomposition at most by a factor of 8k + 3.
Since making a balanced tree decomposition nice will result in a balanced decomposition
again, the above algorithm produced a nice, balanced tree decomposition of width at most
2k and depth at most (16k + 6) log |V |+ 1. J
Claim of Lemma 10. There is a dlogtime-uniform family of NC-circuits of depth f(k) ·
log |V | and size f(k) · |V |c that, on input of a graph G = (V,E), an integer k, and of a
balanced and nice tree decomposition (T, ι, η) of G of width at most ` ≤ f(k), outputs either
tw(G) > k or a width-k tree decomposition of G.
Proof. The original algorithm by Bodlaender and Hagerup [2] computes a path labeled tree
representation of a tree decomposition of width k of G, or correctly detects tw(G) > k. This
algorithm “bubbles up” the nice tree decomposition and spends f(k) time on every node.
Since the depth of the tree is f(k) log |V |, the desired circuit can implement this algorithm
without modification.
After the execution of the above algorithm, the circuit may either reject if the algorithm
reports that the tree width exceeds k, or obtains a path labeled tree representation. Recall
that this implicit representation is a labeled binary tree T where exactly two nodes are
labeled with each vertex of G. The idea is that the unique path between these two nodes
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defines the bags in which the vertex (used as label) lies. Since the “real” tree decomposition
we try to extract from this implicit representation uses the same tree, the rest of the lemma
boils down to the following algorithmic task: Given a tree T = (V,E) and three nodes
s, x, t ∈ V , decide whether or not x lies on the unique path between s and t. This property is
clearly expressible in MSO and, since T is a tree (of tree width 1), decidable in NC1 [7]. J
Claim of Lemma 14. Let Sk,d be the set of labeled trees (T, λ) of maximal depth d and
maximal degree k. There is a dlogtime-uniform family of circuits over the standard base
(only AND-, OR-, and NOT-gates) with fan-in k, depth f(|A|) · d and size f(|A|) · |T|c that,
on input of a labeled tree (T, λ) ∈ Sk,d and a multiset automata A = (Σ, Q,Qa,∆,m), decides
whether or not (T, λ) ∈ L(A) holds.
Proof. Since both, the depth and the size of the circuit, depend on the size of A by an
arbitrary computable function f , we can assume that A is deterministic, since if this is not
the case we can compute an equivalent deterministic automaton using Fact 13. The circuit
has d layers, each of which consists of circuits of depth f(|A|). The i-th layer will assign
states to the nodes of the (d− i)-th layer of T. The first layer simply assigns states to the
leafs of T. Layer i then has access to the assigned states of layer i− 1. In order to compute
the state q(n) for a node n the circuit computes the multiset M = { q(c) | c is a child of n }
using the result of the last layer. Now the circuit has to cap M to compute M |m. In order
to do so, the circuit has to count up to m. Since we have m ≤ |A|, the value m is bounded
by the parameter and, therefore, a para-AC0 layer is sufficient for this task [1]. Once M |m is
computed, the circuit can compute q(n) by a lookup of (λ(n),M |m) in the description of δ.
The circuit outputs 1 if, and only if, after the evaluation of the d layers the root r of T is
assigned with q(r) ∈ Qa.
Clearly, the depth of the circuit is bounded by f(|A|) · d. To see that the fan-in of the
circuit does only depend on the maximal degree of T, observe the following: The subcircuit of
a layer computing q(n) for a node n has size bounded by f(|A|) and, hence, can be replaced
by a circuit of fan-in two without violating the depth bound of f(|A|). The bigger fan-in
is only needed to transmit the multiset M = { q(c) | c is a child of n } to the subcircuit
computing q(n), but since we have |M | ≤ k the claim follows. J
Claim of Theorem 23. pd-adistance is complete for para-AC0↑ under para-AC0-reduction.
Proof. For containment consider a circuit that performs a backward breadth-first search
starting at t, similar to Lemma 6. The circuit handles the graph in d layers, computing
in layer i the vertices that have alternating distance i to t. In the first layer, vertex t is
colored. In layer i, all vertices x ∈ V∃ that have one colored neighbor, and all y ∈ V∀ that
have only colored neighbors (and at least one) are colored. There is an alternating path of
distance at most d from s to t if, and only if, s is colored after d layers. The correctness
of the circuit follows by a simple induction: in layer 1 we color exactly the vertices with
alternating distance 1, and it is easy to see that coloring a vertex in layer i is only possible if
it has a neighbor (or all its neighbors) with alternating distance i− 1.
For completeness let us reduce any problem L ∈ para-AC0↑ to pd-adistance. As L is
in para-AC0↑, there is a fixed family of circuits deciding L. Let C be such a circuit. We
may assume that C is monotone since one can always replace a non-monotone circuit by a
monotone one (using the standard argument used in showing that the circuit value problem
reduces to its monotone version).
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We translate the monotone circuit C into an alternating graph as follows: The vertices
of the graph are the gates, and the wires are edges directed from the unique output gate
towards the input bits. For each input bit there is a vertex as well. We label the output gate
as s, add a new vertex t, and we add edges from all input bits that are set to 1 towards t.
We partition the vertices such that V∃ is the set of or -gates joined by t and the input
bits; and such that V∀ is the set of and -gates. The constructed graph with s and t, and
with d as distance, constitutes an instance of pd-adistance. An alternating path from s to
t corresponds to wires that are set to true during the evaluation of the circuit and, hence,
such a path can only exist if the circuit evaluates to true. Since, furthermore, the depth of
the circuit is bounded by d, such a path has length at most d as well. J
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