A neural field model of the reaction-diffusion type for the emergence of oscillatory phenomena in visual cortices is proposed. To investigate the joint spatio-temporal oscillatory dynamics in a continuous distribution of excitatory and inhibitory neurons, the coupling among oscillators is modelled as a diffusion process, combined with nonlinear point interactions. The model exhibits cooperative activation properties in both time and space, by reacting to volleys of activations at multiple cortical sites with ordered spatio-temporal oscillatory states, similar to those found in the physiological experiments on slow-wave field potentials. The possible use of the resulting spatial distributions of coherent states, as a flexible medium to establish feature association, is discussed.
Introduction
It has been well-known for a long time that, on a macroscopic scale, cortical activation states can be modeled by considering the dynamics of two non-linearly coupled popula-tions of excitatory and inhibitory neurons [Wilson and Cowan, 1972] , spatially organized into stereotyped modules. Considering the huge number of cells found in layered cortical areas neuronal activation is usually defined over spatially continuous domains (neural fields), like continuous distributions of neurons and synapses where each point in space corresponds to a neural population [Mallot and Giannakopoulos, 1996] . Formally, the dynamics of each layer is described by integro-differential ordinary equations, where the integral kernel is a smooth function that replaces the synaptic interconnection matrix, and continuous position variables replace the indices of discrete models. In this way, metric relations apply, and it becomes possible to model the geometrical properties, such as spatial nearness and topology, that characterize the rich anatomical structure of cortical areas (e.g., maps, columns, dendritic and axonal arborizations, cell density, etc.) [Mallot et al., 1990] [ Kisvarday et al., 1994] . If one introduces a diffusive coupling into the equations that govern the punctual excitation-inhibition reactions, additional local interactions take place. Such interacions provide a gradual spread of the variations of activity in space, and simulate the continuity constraint of the neural field. In general, reaction-diffusion systems are natural candidates for modelling cortical phenomenological processes associated with sensory information processing. Indeed, their diffusion components allow a weighted averaging of the input signal over a region of a certain extent (i.e., the receptive field), thus realizing a reduction in the complexity of the signal, while the non-linear reaction components provide a flexible medium through which all kinds of excitatory and inhibitory behaviours can be modelled.
In this paper, our aim is to investigate the joint spatio-temporal oscillatory dynamics observed in visual cortices. Toward this end, coupling weights among oscillators are modelled as a diffusion process: any cell activates, through a spreading-out process, nearby cells in proportion to its own level of activation. The neural field model associated with this choice of the coupling weights allows us to investigate spatial distributions of coherence and synchrony as continuum properties of large fields of interconnected cells. Desynchronization behaviour in our model is introduced by an appropriate long-range inhibitory coupling. In this way, we can analyze the role of horizontal interactions in the establishment of ordered oscillatory behaviours and in the control of the spatio-temporal distribution of coherence. We show that the resulting system exhibits a stimulus-dependent assembly formation of oscillatory responses, similar to those found in the physiological experiments on slow-wave field potentials [Eckhorn, 1994] [Destexhe, 1994] .
2
Following the continuum approach pioneered in the works by [Wilson and Cowan, 1972] [ Freeman, 1974] [Amari, 1977] [Amari, 1990] , we considered a one-dimensional (1-D) neural field model of striate visual cortex characterized by two interacting excitatory and inhibitory populations, organized as layered continua. In particular, we introduced a 2nd-order delay partial differential equation characterized by a point non-linear interaction similar to König and Schillen's basic oscillatory element [König and Schillen, 1991] and by a recurrent linear coupling, modelled by an excitatory diffusive term and lateral inhibition:
where e(x, t) and i(x, t) are the excitatory and inhibitory activity, respectively; s(x, t)
is the driving input; τ 0 is the membrane time constant; τ ie and τ ei are coupling delays;
w ie and w ei are coupling weights between populations; α e and α i are damping constants; Model's equations are solved numerically by a modified finite difference method proposed by [Dilao and Sainhas, 1998 ] for numerical integration of diffusion and reactiondiffusion equations; boundary conditions are periodic in all simulations reported.
Our standard set of parameters is: α e = α i = 1.0, τ 0 = 5 ms, w ie = w ei = 4.4, The diffusive term has to be related to the bioelectrical phenomena occurring in the extracellular space, taken to be electrically equivalent to an extendend homogeneous conductive medium [Nicholson, 1973] [Mitzdorf, 1985] 
Results
Considering the spatial integration properties, as mediated by the diffusion processes, we investigate the cooperative response to multiple activation sites in relation to the formation of coherently oscillating assemblies. Toward this end, we introduce, for multiple sites in space, volleys of afferent inputs, characterized by short periods (bursts) of continuous activity at uniformly distributed sparse sites of activation in space. Formally, for each spatial location in a given region, the input signal s(x, t) is a stochastic process taking the value A or 0 with probabilities p and (1 − p), respectively, over each temporal interval nT ≤ t < (n + 1)T , with T = kτ 0 (typically A = 4 and k = 2). If we increase the activation probability p, the temporal frequency of the volley increases, as well as the spatial density of the activation sites. The spatio-temporal dynamics of a 1-D neural field driven by stochastic point sources is studied by numerical simulations. The system parameters used in the following were chosen to produce desirable slow-wave forms resembling LFPs recorded extracellularly in the visual cortices of the cat and the monkey.
Emergence of oscillatory assemblies
Numerical simulations proved that a rapid successive activation of multiple cortical sites ignites a cooperative reaction of the diffusion layer. Such reaction results, for sufficiently high activation probability p, in the formation of coherent oscillatory states. Specifically, when the increment of the activation probability p occurs in a spatially continuous cortical region, a stimulus-specific response is observed as a localized oscillatory assembly. To point out the stimulus-dependent property of these assemblies, we stimulated the excitatory cortical layer by both specific and non-specific inputs. Non-specific activation (evoking a spontaneous activity) is provided by a stochastic input s(x, t), with low activation probability (p = 0.1), initialized from different seed values at each cortical location x. The onset of a specific stimulus is associated with an increment of the activation probability in the spatial domain [x 1 , x 2 ]. The assembly formation resulting for this stimulus configuration is illustrated in Fig. 2 , for increasing values of the activation probability p. Specific stimulation augments the activity of topologically continuous cortical locations and, under conditions of sufficient excitatory drive, local oscillatory assemblies emerge. The resulting oscillations observed in the excitatory signal e(x, t) closely resemble the time courses of real LFPs recorded in visual cortex [Eckhorn, 1994] [Singer and Gray, 1995] . The cortical layer exhibits oscillatory activity only at locations to which a sufficient stimulus is applied, and the stimulus response, therefore, need not be segregated from background oscillations. This agrees with experimental evidence of the non-oscillatory character of spontaneous neuronal activity [Gray and Singer, 1989] . Moreover, it is worth noting that, after stimulus onset, coherent oscillations emerge rapidly, (approximately in one cycle or less), as well as the transition back to a more stochastic (non-oscillatory) state, after stimulus offset [Eckhorn, 1994] . The cooperative phenomena generating the oscillatory activity remain spatially localized in relation with the spatial extent of the activation sites. For intermediate values of p, there form momentarily existing assemblies (islands) of activity, whereas, for higher values of activation, coherent spatio-temporal oscillations occur over the entire spatial extent of the input activation. The amplitude level of the activation associated with each burst, jointly with its lasting period T , plays a key role in priming oscillations. Indeed, an excessive increase in the activation level, for a fixed p, leads the system back to a stationary, non-oscillatory state (cf. [König and Schillen, 1991] ).
To quantitatively characterize the temporal behaviour of the modelled LFP signals, we computed the average power spectral densities (PSDs) and the average autocorrelation functions (ACFs) or autocorrelograms of the LFP signals, calculated over 400 ms and averaged over 20 response epochs of nearby cortical locations (see Fig. 2 ). The power spectra and the autocorrelograms, as well as the model LFP signals, closely approximate experimental findings. The emergence of oscillatory activity is clearly stimulus-dependent: in condition of specific stimulation, the sharp peak in the spectral power density reveals a "generative" oscillatory activity at about 40Hz, in contrast to the broad-band frequency spectra associated with amplitude fluctuations of the LFPs in the range 1-10Hz, in the absence of a specific stimulation. Similarly, the ACFs exhibit a Gabor-like shape indicating a rhythmic activity (cf. [Engel et al., 1992] [Eckhorn, 1994] ). The dashed lines in the graphs correspond to the average autocorrelograms of the input signal. Note that such autocorrelograms are aperiodic, thus indicating that the input is not driving the oscillatory behaviour by itself. This agrees with the experimental evidence that neuronal oscillations result from intracortical mechanisms and are not driven by oscillatory (i.e., thalamic) input [Gray and Singer, 1989] [Engel et al., 1992] .
To analyze the effects of the field parameters on the formation of the rhythmic oscillatory activity, we systematically varied both the diffusion parameter D that governs the spread of activity in the neural field and the strength of lateral inhibition b, while keeping fixed the distance from which lateral inhibition occurs (d = 0.5λ 0 ). Figure 3 shows that a certain amount of diffusion is necessary to obtain an oscillatory activation, and that such behaviour can be influenced by lateral inhibitory processes. In particular, according to the amount of diffusion, the effects of lateral inhibition can be opposite: a low level of inhibition is not sufficient to drive oscillations for small values of D, whereas, for higher values of D, an increase in inhibition can prevent rhythmic activity.
Association fields
The presence of a diffusive medium operates so that the oscillatory activities elicited, through specific stimulations, at different locations of the cortical layer, turn out to be intrinsically coupled by diffusion, thus yielding large-scale areas of coherent activity. Diffusion and lateral inhibition play a key role in the synchronization and desynchronization processes of the oscillatory activity, regulating the spatio-temporal properties of the resulting coherence fields. The spatial extent of the coherence fields depends on the intensity of lateral inhibition and on the degree of diffusion of the neural field. In particular, an increase in lateral inhibition disrupts spatio-temporal coherence, thus providing an intrinsic mechanism for desynchronizing cortical activity. Low values of diffusion facilitate the formation of high incoherence states, whereas high values of diffusion oppose desynchronization, thus providing an intrinsic synchronization mechanism. The projection in the visual space of the coherence fields of the oscillatory assemblies may determine association fields [Eckhorn et al., 1990] or context fields [Phillips and Singer, 1997] , in relation to their possible role in feature linking [Wang and Terman, 1995] and stimulus selection [Fries et al., 2002] .
More specifically, an association field represents the area in the visual space where appropriate local stimulus features can initiate synchronizations in the oscillatory activities of the corresponding assembly. The spatial extent of the association fields is related to the spatial extent of average coherence, and depends on the divergent intra-cortical connectivity, which, in our model, is mediated by diffusion. The mechanism underlying feature association requires that neighbouring portions of the same visual object should cause the synchronized oscillatory activities of the neurons that represent those portions.
We tested this functionality by measuring, over large distances on the cortical layer, the synchronization properties of the oscillatory activity resulting from spatially extensive (1-D) stimulations. The neural field was configured with D = 0.05λ 2 0 and low lateral inhibition (b = 10 −3 ), and the test stimuli s(x, t) were either disconnected double bar segments or a long single bar segment, homogeneously characterized by p = 0.9 in a background with p = 0.1. The system showed temporal coherent relations similar to the physiological data [Engel et al., 1992] and the responses obtained by other models [König and Schillen, 1991] (see Fig. 4 ). We computed cross-correlations within and between stimulus segments by varying their gap distance; the resulting cross-correlograms are shown in Fig. 4B-C . Within every single bar segment oscillatory activity is tightly coupled and cross-correlations show zero phase-lag, whereas cross-correlations between segments diminish more as the gap distance increases. In the case of a large gap distance, exceeding the spatial extent of the association fields, synchronization is restricted to the area of each bar segment. Between the two segments, the oscillatory activities related to each other are highly incoherent, resulting in a minimum average cross-correlation. As the gap distance between the two segments decreases, a coupling occurs up to a complete binding (i.e., synchronization) across the entire stimulated area, when the two bar segments form only one continuous long bar. To avoid accidental long-range synchronizations, we took care of using spatially uncorrelated triggering stimulations. Alternatively, random noise can be applied to introduce additional fluctuations in oscillatory activities and to break accidental periodic phase-locking [König and Schillen, 1991] [Sompolinski et al., 1991] .
To further investigate the potentialities of our cortical field model as a powerful medium for feature association, we simulated the responses to two bar segments separated by a large distance when additional long-range excitatory interconnections are superimposed. Such interactions act on the excitatory layer, like those of lateral inhibition, but at a longer distance and with a lower strength. As shown in the right column of Fig. 4 , the presence of long-range interconnections results in strong coupling (i.e., association) even between stimuli that are widely apart in the visual space, thus evidencing the possibility of establishing synchronization among distant cortical regions through direct long-range interconnections that couple neurons with non-overlapping receptive fields. In the future, this could have important implications, if we assume a two-dimensional (2-D) architecture in which neurons selective to different parameters are grouped into columns, and a long-range interconnection web that links columns with similar properties, by analogy to cortical feature maps of the primary visual cortex.
Discussion and conclusions
The major novelty of our model is the inclusion of the continuous space dimensionality, which allows the system to exhibit cooperative activation properties in both time and space by reacting to spatio-temporal input patterns with ordered oscillatory states in space and time. Specifically, we observed: (1) emergent local oscillatory assemblies, (2) intrinsic synchronization/desynchronization properties, (3) Although it is true that the discretized model described by the neural field equation corresponds to a network of oscillators coupled with the nearest neighbours (cf. Wang's scalar diffusive coupling in [Campbell and Wang, 1996] ), the diffusive parameter D, representing the square of the diffusion length, better describes the character and the spatial extent of the coupling. The local character of the diffusive coupling used in our model to control the synchronization of the oscillatory activity ensures the preservation of the geometrical relationships among oscillators, important for perception grouping, and prevents the network from incurring indiscriminate synchronization. It is also worth noting the ability of our model to account for a spatial cooperative behaviour in sparking system oscillations. Usually, local excitatory (e.g., diffusive) couplings between discrete oscillators are introduced to provide synchronization processes among units that already oscillate in response to proper sustained external inputs. In this paper, we have pointed out that the origin of spatially extensive oscillatory assemblies is due to the spatial cooperative reaction of the diffusive layer to rapid successive activations at multiple cortical sites within a contiguous spatial region. The stochastic nature of the input signals used to stimulate the excitable medium mimics the variability of synaptic events in response to volleys of excitatory afferent activity (see, for instance, [Softky and Koch, 1993] , [Shadlen and Newsome, 1994] ).
The model presented in this paper has been developed to reproduce, to a certain degree of realism, several experimental results on γ-oscillations observed in visual cortex, rather than address a specific kind of application (e.g., image segmentation and perceptual grouping [Cesmeli et al., 2002] [Chen and Wang, 2002] , auditory scene analysis and speech recognition [Wang and Brown, 1999] [Skowronski, 2002], etc.) . From this perspective, the segmentation capabilities shown in Fig. 4 refer to an example of simple feature association reproducible on a 1-D layer. This result suggests that a proper evolution of the proposed model could be profitably exploited to develop perceptual grouping mech- Upper panels: grayscale spatio-temporal maps of the input configuration and of the corresponding cortical responses. Bright and dark grays represent excitatory and inhibitory activities, respectively. After 500 ms, the onset of a specific stimulus that lasts 500 ms more increases the activation probability in the spatial domain [
Figure captions
Under conditions of sufficient activation probability p, coherent spatio-temporal os- The thick line on the temporal axis indicates the length of the input stimulation starting at 250 ms, with activation probability p = 0.8. and between (solid lines) stimulus segments. High cross-correlations between stimulus segments correspond to continuity of stimulus properties, in agreement with experimental observations [Gray and Singer, 1989] [Engel et al., 1992] . The rightmost column shows the correlation properties of the responses to the two widely separated stimuli (δ = 0.40 mm), when additional long-range interconnections are superimposed, thus pointing out their role in establishing synchronization among neurons belonging to different columns. 
