This study uses locally weighted regression to identify county-level characteristics that serve as drivers of creative employment throughout the southern United States. We found that higher per capita income, greater infrastructure investments, and the rural nature of a county tended to promote creative employment density, while higher scores on a natural amenity index had the opposite effect. We were also able to identify and map clusters of rural counties where the marginal effects of these variables on creative employment density were greatest. These findings should help rural communities to promote creative employment growth as a means of furthering rural economic development.
The post Industrial Revolution period in the United States has been a time of rapidly increasing agricultural productivity. During this time, the economy has gradually moved from one primarily based on agricultural production, to one based heavily on industrial production, and more recently to one based increasingly on service provision. These changes have led to a steady decline in the importance of agriculture to the economic base of rural America. For many geographic areas, the decline has not been offset by equivalent increases in other economic sectors, and the population has followed the jobs into other, generally more urban areas. As a result, the population of rural areas has been shrinking relative to that of urban areas and many rural areas are facing population losses. In fact, more than 25 percent of the nation's non-metro counties experienced a net loss of total population during the 1990s, and more than 85 percent of the U.S. counties that experienced net population losses during the 1990s were rural (McGranahan and Beale 2002) . There is some concern that the depopulation of rural areas could gradually erode the ability of many of these communities to provide the public services necessary for their citizens (Huang, Orazem, and Wohlgemuth 2002) .
While overall population and economic growth in the southern United States over the past few decades has been strong, averages obscure some disturbing trends.
1 For example, a pattern of dualistic development-where rapid economic growth in and around urban areas like Atlanta and Nashville is accompanied by economic stagnation and persistent poverty in more isolated areas-has come to characterize much of the South. This dualistic development tends to increase the disparity between wealthy urban areas and poorer, more isolated rural areas. As a result, the rural South has the highest concentration of persistent poverty in the nation, with 280 of the 340 nonmetro persistent poverty counties identified in the 2000 U.S. Census as being located in the South (Jolliffe 2004) . Thus, stimulating rural economic development in the South remains a vitally important goal for policymakers at the local, state, and national levels.
Policymakers hoping to promote economic development have often focused on creating employment opportunities. Murdoch (2000) categorized policies designed to promote rural economic development on the basis of whether they promote "horizontal" or "vertical" networks. In Murdoch's terminology, "horizontal" networks link rural spaces to more general, non-agricultural processes of economic change. Policies based on "vertical" networks attempt to develop a rural economy by enhancing the links among various stages of the agro-food sector. The primary focus of the literature on rural economic development has been on "horizontal" networks. For example, rural economic growth has been examined with respect to transport costs (Kilkenny 1998) , natural amenities, and quality of life characteristics (Deller et al. 2001) , farm subsides (Kilkenny 1993 ), sustainable energy for rural development (Byrne, Shen, and Wallace 1998) , off-farm work decisions of husbands and wives (Huffman and Lange 1989) , and more recently on "creative employment" opportunities (Rosenfeld 2004a (Rosenfeld , 2004b (Rosenfeld , 2005 .
The recent emphasis on creative employment opportunities follows a decline in a number of traditional rural employment opportunities in addition to agriculture (Renkow 2003) . According to Florida (2002 Florida ( , 2003 , the distinguishing characteristic of the "creative class" is that its members engage in work whose function is to "create meaningful new forms," and more than 30 percent of the nation's workforce belongs to this class. In Florida's view, creativity is the driving force of economic growth and, as a result, the creative class has become the most influential class in modern society. If true, then the presence of an expanding creative class could be an important determinant of future economic growth in rural areas.
A significant strand of the rural economic development literature focuses on analyzing factors that promote population and employment growth in rural areas. For example, a number of models have been developed that consider the employment decisions made by firms along with a variety of natural, social, and cultural amenities (Deller et al. 2001, Ashley and Maxwell 2001) . Although these studies have been able to highlight a variety of factors that can promote rural economic development, the policy implications may be limited due to the necessarily site-specific nature of these factors. For example, a study that finds natural amenities to be a significant factor in promoting rural economic development in the Rocky Mountain West may be of little relevance to other regions of the country and, perhaps more importantly, may not adequately account for spatial variation within the region being analyzed. This limitation raises the question of whether spatial variations in the structure of rural economic development can be more successfully accommodated.
There are a couple of implicit assumptions made in the models that have examined the factors that promote population and employment growth. First, they implicitly assume that the spatial distribution of errors from both the population and employment growth equations is independent. When growth is spatially autocorrelated, the assumption of independence is invalid, and the effects of covariates that are themselves spatially autocorrelated tend to be exaggerated. Second, the model assumes that the relationships between growth and the economic drivers of this growth are constant across geographic space. If spatial variations in these relationships do exist, this assumption will result in model misspecification and potentially misleading results. Spatial variation in this relationship is referred to as spatial heterogeneity.
The spatial lag and spatial error models developed by Anselin (1988) are typically used to correct for spatial autocorrelation caused by spatial dependency. Spatial dependence is a systematic spatial variation that results in observable clusters or a systematic spatial pattern (Florax and Nijkamp 2003) . Unfortunately, Anselin's models do not address spatial heterogeneity. However, both spatial dependency and spatial heterogeneity can be accommodated with a locally weighted regression approach, as first proposed by Cleveland and Devlin (1988) . The locally weighted regression approach allows regression coefficients to vary and cluster across space in terms of the first law of geography: "Everything is related to everything else, but near things are more related than distant things" (Tobler 1970, p. 236) . The approach has recently been used to incorporate spatial autocorrelation and spatial heterogeneity into a variety of functional relationships (e.g., Brunsdon, Fotheringham, and Charlton 1996 , Fotheringham 2000 , Fotheringham, Brunsdon, and Charlton 1998 , Huang and Leung 2002 , Leung, Mei, and Zhang 2000a , 2000b , Paez, Uchida, and Miyamoto 2002a , 2002b , Yu and Wu 2004 .
The focus of this study is on identifying the characteristics of rural communities that serve as drivers of creative employment density in a way that accommodates any spatial heterogeneity in the relationship between these drivers and creative employment density. More specifically, this study uses a locally weighted regression to examine creative employment density at the county level for the southern United States. Because locally weighted regression allows regression coefficients to vary across space, the partial derivatives of the employment density function, taken with respect to the explanatory variables, are estimated at an individual county level. By enabling such spatial variability, the locally weighted regression captures spatial dependency and heterogeneity at the county level over the southern United States.
These spatially varying, partial derivatives are used to categorize clusters of counties on the basis of the relative impact that the county characteristics have on creative employment density. These relative impacts may imply comparative advantages in promoting creative employment growth. For example, counties with positive partial derivatives for creative employment density with respect to natural amenities may have some comparative advantage in attracting creative employment through the preservation and promotion of their natural amenities. Thus, by understanding the nature of the relationship between individual characteristics and creative employment density at both a regional and local level, policymakers may be better able to tailor policies to promote this growth.
Empirical Model
A two-stage least squares (2SLS) modeling system is used to estimate the interactions between creative employment density and population density. The modeling system, which is based on a lagged adjustment model (Carlino and Mills 1987) , consists of estimating two different equations-one representing creative employment density and one representing population density-as follows:
(1) (0,σ ) it N represents the stochastic error terms.
The lagged values of each dependent variable and of the independent variables are used to capture the lagged effects of these variables on creative employment and population densities (Boarnet, Chalermpong, and Geho 2003 , Carlino and Mills 1987 , Carruthers and Vias 2005 . The county-level independent variables used in the model include various demographic characteristics, a measure of local government expenditure on public infrastructure, and a natural amenity index. The demographic characteristics included in the model are per capita income, the percentage of homes that are owner-occupied ("owneroccupied housing ratio"), the percentage of the population that is at least 55 years old ("senior ratio"), and the percentage of the population that is Hispanic ("Hispanic ratio"), all in 1990. Higher per capita income is hypothesized to be a key economic driver of both creative employment and population densities. This hypothesis is simply an extension of the finding that income is a key economic driver for population and employment more generally (e.g., Carlino and Mills 1987) . Carruthers and Vias (2005) found that higher levels of senior citizens and owner-occupied housing had a positive and significant effect on employment density. Similarly, the percentage of the population that is Hispanic has also been found to be a significant factor in population and employment growth (Rogers 1999, Whitener and McGranahan 2003) . Average rental rate and educational attainment are excluded because of high correlation with per capita income. The correlation between per capita income and average rental rate is 0.857, and the correlation between average education level and per capita income is 0.807.
A number of different studies have found that higher levels of governmental expenditure on infrastructure tend to enhance population growth and employment creation (Congressional Budget Office 1998 , Huang, Orazem, and Wohlgemuth 2002 , Jones 1995 . More specifically, highways, sewage, and solid waste management expenditures were found to have a significant impact on rural poverty reduction and non-agricultural employment growth (Carruthers and Vias 2005) . In this analysis, the sum of highway, sewage, and solid waste management expenditures at the county level is used as a measure of local government expenditure on public infrastructure. The expenditures include intergovernmental expenditures, current operations, capital outlays, assistance and subsidies, interest on debt, insurance benefits and repayment, and salaries and wages, but exclude amounts for debt retirement, and for loan, investment, agency, and private trust transactions.
The local government expenditures variable includes county but not city and municipality spending for a couple of reasons. First, because the data on county-level expenditures includes intergovernmental expenditures, including city and local municipality spending would lead to double counting in some instances. Second, since some cities and municipalities cross county boundaries, it would be difficult to allocate expenditures of these cities and municipalities to a county level. Since spending patterns among counties, municipalities, and state governments on highway, sewage, and solid waste management may vary to some extent from one state to another, a set of state dummy variables are included in both the population and creative employment density equations to control for these and other state-level differences among the counties.
McGranahan (1999) found that rural areas that rated higher in natural amenities enjoyed higher levels of population and employment growth. Following McGranahan (1999) , this study uses a natural amenity index created by the Economic Research Service (2004) of the U.S. Department of Agriculture to capture variation in natural amenities among the counties. The scale combines six different measures reflecting warm winters, winter sun, temperate summers, low summer humidity, topographic variation, and water area.
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Higher levels of natural amenities are expected to play a positive role in fostering growth in both creative employment and population density. Finally, a dummy variable denoting that the county is a rural county (i.e., a county assigned a code of four or greater on the Economic Research Service's 2003 Rural/Urban Continuum Code) 3 is also included to capture the effects of the rural/ urban distinction on population and creative employment densities. Greene (1990, p. 603 ) suggests a two-stage technique for estimating a simultaneous equation system. In the first stage, we estimate the reduced-form equations (1) and (2) using ordinary least squares (OLS) regression. In the second stage, the parameters in the structural equations are estimated, first by applying OLS and then locally weighted least squares regression, after replacing it cd and it pd with their predicted values from the reduced-form equations from the first stage. The locally weighted regression will be superior to OLS if the functional relationships summarized in equations (1) and (2) vary across geographic space. This variation could occur in two different ways. First, the effects of the characteristics of other counties on creative employment and population densities may decrease with distance, so that the characteristics of an adjoining county may have a greater effect than the characteristics of a more distant county. Second, the nature of the relationship between the creative employment and population densities of one county and a characteristic of that county's neighbors may vary from one set of counties to another. For example, the relationship between a characteristic and employment or population den-sities may be quite different for rural counties that are adjacent to urban areas than for rural counties that are surrounded only by other rural counties.
Following Fotheringham, Brunsdon, and Charlton (2002) , the second-stage creative employment and population density equations using the locally weighted least squares approach are specified as
where ˆp d X is a vector of independent variables including predicted value of population density it pd in 2000, ˆc d
X is a vector of independent variables including predicted value of creative employment density it cd in 2000, ⊗ is a logical multiplication operator in which each element of matrixes β and δ are multiplied by the corresponding element of ˆp d X and ˆc d X , respectively, 1 is a conformable vector of 1's, and ε is a vector of random errors. If there are n counties and m explanatory variables including the constant term, β, δ, ˆ, pd X and ˆc d X will have dimensions n × m. β is an n × m matrix of local parameters with the following structure:
where (u i , v i ) denotes the coordinates of the county i. δ has the same structure as β.
Using locally weighted regression in the second stage of the 2SLS constitutes a "local model," while using OLS regression in the second stage creates a "global model." In the local model the weights allow the observations from counties in closer proximity to county i to have more influence in the estimation of the local parameters than counties located farther away. That is,
represents an estimate of ( , ),
represents an estimate of ( , )
, cd is a vector of creative employment densities, and pd is a vector of population densities. The elements of the spatial weight matrix, w ij , are defined as
where j represents the centroid of a county for which data are observed, i represents the centroid of any county for which parameters are estimated, 4 ij d is the Euclidean distance in kilometers between centroids i and j, and b is a chosen bandwidth or radius of the circle of influence around each observation. The bandwidth is a measure of the maximum distance included in the weighting function. At the regression point i, the weight of the data point j is unity, which becomes zero when the distance between i and j is greater than or equal to the bandwidth.
As b tends toward infinity, w ij approaches 1 regardless of , ij d in which case the parameter estimates become uniform, and locally weighted regression is equivalent to the global model. Conversely, as b becomes smaller, the parameter estimates will increasingly depend on observations in close proximity to location i and hence have increased variance. A cross-validation (CV) approach is used for selection of the optimal bandwidth (Cleveland 1979) . CV takes the following form: ≠ is the fitted value of i y (creative employment density or population density) with the observations for point i omitted from the fitting process. The bandwidth is chosen to minimize CV. Thus, in the locally weighted regression model, only counties up to the optimal level of b are assigned non-zero weights for the nearest 4 The point of each county is represented by the geographic centroid of that county.
neighbors of county i. The weight of these points decrease with their distance from the regression point. This process is almost identical to the least squares estimator except for the fact that the observation for point i is omitted. The choice of bandwidth represents a trade-off between bias and variance of the estimates from the data. Sensitivity analysis was conducted for bandwidths of plus and minus 50 percent of the b selected by the CV approach, the results of which are discussed along with the results of the models.
The global model is estimated using the software package StataSE 9, and the locally weighted regression in the local model is estimated using the software package GWR 3.0, which was developed by Fotheringham, Brunsdon, and Charlton (2002) .
Study Area and Data
This study focuses on the 1,424 counties in the 17 states considered the southern United States by the U.S. Census Bureau. The study employs five county-level datasets in a geographical information system ( The more recent data was used to capture current differences in rural and urban counties as opposed to any lagged effect of these differences.
One obvious issue that has to be addressed in this type of research is how "creative employment" is to be distinguished from employment more generally. Florida's (2002) perception of the creative class encompasses two different levels of creativity-a rather narrow "super-creative core" and a broader group of "creative professionals." His classifications of the creative class are based on major categories from the U.S. Bureau of Labor Statistics, 2000 Standard Occupational Classification System (SOC) (SOC 2000) . The categories from the SOC included in Florida's creative class, distinguished on the basis of whether they fit within the super-creative core or simply qualify as creative professionals, are listed in Table 1 .
Unfortunately, employment data grouped according to the SOC classification system is available only at the state level. In contrast, countylevel employment data categorized by North American Industry Classification System (NAICS) codes is available. To translate Florida's SOC codes into NAICS codes, we begin by selecting those NAICS codes that fit within Florida's general definition of the creative class, i.e., someone offering for sale products and/or services of which they are the originator. Seven different 2-digit and six different 3-digit NAICS codes were selected on this basis and are listed in Table 2 . Although these thirteen industries generally fit within the typical definition of the creative class, not all of the workers employed by these industries are likely to fit within Florida's (2002 Florida's ( , 2003 definition of the creative class. For example, employment in NAICS 622, hospitals, will include health practitioners that are likely to fall within Florida's definition and hospital maintenance personnel that are not likely to be included. Thus, we used SOC data to calculate the percentage of workers within each of the thirteen NAICS industries at the national level (as shown in Table  2 ) and multiplied each county's employment in each industry by the applicable percentage. This sum for each county was then divided by the county's area in square miles to produce creative employment density for each county. These categories of employment account for about 2.5 percent of total employment in the South and about 3.6 percent of total employment in the country as a whole. The 1.1 percent gap between the level of creative employment in the South and the country as a whole highlights the need to increase creative employment in the 17 southern states. Creative employment density in the South is much higher in urban counties than rural counties, following employment density more generally. The mean values for creative employment density in rural counties and urban counties of the South in 2000 are 1.64 and 34.44 per square mile, respectively.
For privacy reasons, the U.S. government does not disclose county employment levels below a certain threshold, which presents a significant obstacle to using more disaggregated employment data for rural counties. For example, in the 2000 Census data, only 6 percent of rural counties in the South had observations for the 3-digit NAICS code 711 (artists, entertainment, and recreation), while about 30 percent of the workforce is listed as self-employed. Those listed as self-employed are not classified by NAICS code and, thus, there may be a substantial number of self-employed artists, craftspeople, and other members of Florida's super-creative core who escape detection. The problem of having a large number of missing observations is avoided by using fairly aggregated employment data. Specifically, we attempt to adjust this data in accordance with the percentage of workers employed in creative professions for each industry at a national level. Definitions and descriptive statistics for the variables used in the model are presented in Table 3 . 
Empirical Results
The results of the global model and a summary of the local model for the creative employment density equation are presented in Table 4 . Similar results for the population density equation are presented in the Appendix. For the purposes of this study, we limit our discussion to the results from the creative employment density equation. The adjusted 2 R in both the global and local models for the creative employment density equation is 0.99. The results from the global model of creative employment density show that population density, lagged creative employment density, per capita income, natural amenities scale, infrastructure expenditure, rural county dummy, and thirteen of the sixteen state dummy variables are statistically significant at the 5 percent level. The reference state used for the state dummy variables is Maryland. The positive and significant signs of these dummy variables indicate that creative densities in these thirteen states are higher than in Maryland, given control for the other explanatory variables. Given the number of factors that can vary at a state level, it is difficult to interpret these findings, but it is worth noting that Maryland is geographically clustered near the three states that were not statistically different from Maryland (Delaware, the District of Columbia, and Virginia).
Rather than reporting coefficient estimates for 1,408 counties from the local model, a shading tool in ArcMap is used to create the six maps that follow for coefficients of the explanatory variables that are statistically significant at the 5 percent level in the global model. The shading of the maps corresponds to the coefficient quartiles reported in Table 3 . The lightly shaded or "LOW" areas correspond to the bottom quartile, the darkest or "HIGH" areas refer to the top quartile, and the gray or "MID" areas refer to the two middle quartiles. The coefficients of the state dummy variables are not mapped because they capture variation only at the state level. The maps are drawn to identify the spatial variations of local marginal effects for the South's rural counties. The positive and statistically significant coefficient on population density from the global model indicates that creative employment density was higher in more densely populated counties. Figure  1 shows the extent of spatial variation in the local marginal effects of population density across all rural counties in the South. The counties with the highest marginal effects are clustered in Texas and Okalahoma. Counties for which population density has low marginal effects are located in a cluster covering South Carolina, Georgia, Florida, southeastern Mississippi, and central and southern Alabama. One interpretation is that sparse populations in rural areas in west Texas and Oklahoma present a significant constraint to creative employment formation.
The positive and statistically significant coefficient on lagged creative employment density in the global model is not surprising. Clearly, the level of creative employment in 2000 is likely to be a function of the 1990 level. Figure 2 shows the geographic distribution of the coefficients from the local model. This distribution, with the marginal effects decreasing as one moves from west to east, implies that the effect of the level of creative employment density in 1990 on the level of creative employment density in 2000 declines as one moves from west to east. Thus, creative employment density in counties located toward the west is generally increasing faster than creative employment density in counties with roughly equal initial stocks of creative density that are located more towards the east.
The positive and statistically significant coefficient for 1990 per capita income from the global model indicates that income is a significant driver in creative employment density. Figure 3 displays the spatial variation in coefficient values from the local regression. The counties are clustered into three distinct sections, with the marginal effects of per capita income on growth in creative employment density increasing in moving from west to east.
The negative and statistically significant coefficient for the natural amenity scale in the global model was surprising. Based on previous results, we hypothesized that higher levels of natural amenities would have a positive influence on creative employment density. These results may indicate that either the scale does not adequately capture the level of natural amenities in a particular southern county or the model suffers from omitted variable bias or simply looking at 1990 and 2000 fails to capture the effects of natural amenities on creative employment density prior to 1990. Alternatively, it could be that while natural amenities attract population and employment more generally, they do not serve to attract creative employment. Figure 4 shows the spatial distribution of the local regression coefficients, which are high in Texas and Oklahoma. This result, once again, seems to imply that the process driving creative employment density is markedly different in the western counties than it is in the rest of the South.
The positive and statistically significant coefficient on county government expenditure on public infrastructure in the global model mirrors the results from the literature indicating that expenditures are positively related to future population and employment density levels. Thus, local governments can, in general, draw the conclusion that increased infrastructure spending is likely to promote growth in creative employment. As shown in Figure 5 , the local coefficients for a band of counties in Florida, Georgia, South Carolina, and western North Carolina have high marginal effects, implying that the level of creative employment density there is more highly related to infrastructure expenditures than in the rest of the South.
Finally, the positive and statistically significant coefficient on the rural dummy variable in the global model implies that creative employment is, ceteris paribus, higher in rural counties throughout the South than in urban counties. This finding should be encouraging to rural counties, to the extent that one believes that increasing creative employment portends future economic growth. In fact, the local coefficients for all counties are positive, indicating broad support for this general finding from the local model. Similar to other patterns, the marginal effect of being a rural county appears to increase as one travels from west to east, and is highest in the more urbanized eastern seaboard, as shown in Figure 6 . To examine the volatility of the local regression estimates, the local model is estimated using a bandwidth that is 50 percent larger and 50 percent smaller than the bandwidth found using the CV approach described earlier. The median value of the local marginal effects using both 724 and 2,172 kilometer bandwidths is reasonably close to the median estimates using the CV approach that identified an optimal bandwidth of 1,448 kilometers. However, with a bandwidth of 2,172 kilometers, almost no variation in local marginal effects exists. As the bandwidth widens, the locally weighted regression approach is unable to capture spatial heterogeneity, and the local estimates approach those estimated by the global model. This sensitivity analysis emphasizes the trade-off be-tween a smaller bandwidth that retains the spatial heterogeneity inherent in the variables and the need to use a larger bandwidth to produce estimates that vary smoothly over the spatial regions of the study area.
Conclusion
We found that creative employment density shares common characteristics with employment density more generally, but also has some unique features. The positive lagged effects of creative employment, and the positive roles of higher income and greater investment in infrastructure, are the common characteristics. In contrast, the negative effects of higher levels of natural amenities differ from earlier findings related to employment growth more generally. In addition, creative employment density appears to differ from employment density in that there seems to be higher creative employment density in rural than in urban counties all else equal. This finding should be good news for rural counties, as increasing creative employment may promote economic growth. Rural counties may also be heartened to know that increased expenditure on public infrastructure appears to promote creative employment.
Under the assumption that creative employment can promote rural economic growth, the results of our study could have significant value to policymakers interested in promoting rural economic development in the rural South. The use of a locally weighted regression approach allows us to tailor these results to particular counties. The clusters of counties that have comparative advantages in promoting creative employment are established on the basis of the maps for coefficients of the explanatory variables from the local model. Interestingly enough, creative employment density in counties located toward the west is generally increasing faster than creative employment density in counties with roughly equal initial stocks of creative employment density that are located more toward the east. A band of counties in Florida, Georgia, South Carolina, and western North Carolina have high marginal effects of infrastructure expenditures, implying that the level of creative employment density there is more highly related to infrastructure expenditures than in the rest of the South. Finally, the marginal effect of being a rural county appears to increase as one moves from west to east across the South.
These results suggest a number of different things to policymakers in the rural South. First, creative employment can be attracted to rural areas in the South, particularly in the more western counties. Second, since existing creative employment appears to attract additional creative employment, policymakers should adopt policies designed to build momentum by highlighting existing sources of creative employment. Third, the cluster of counties with high marginal effects of infrastructure expenditures may be in a position to significantly increase creative employment through increased infrastructure expenditures. Finally, the high marginal effect of per capita income suggests that the more affluent rural counties have an advantage in attracting creative employment. While this result may not be surprising, it may be somewhat disheartening for the poorer counties, which are likely to have fewer other economic development options.
As a final concluding comment, it is worth noting some of the difficulties in analyzing creative employment in rural areas. The first has to do with the difficulty of measuring creative employment in rural counties. Any definition of creative employment will be plagued by a certain amount of arbitrariness. However, empirically analyzing creative employment is made even more difficult by the large number of missing observations for disaggregated employment categories in rural counties. It might be possible to ameliorate this problem, if the U.S. Census Bureau were to create a definition of creative employment that aggregated across a relevant range of disaggregated NAICS codes and then reported creative employment on a county level.
A second difficulty is that the underlying assumption of this study-that growth in creative employment density will stimulate rural economic development-is not particularly well understood. Although our study is based on this assumption, there is little empirical evidence to support it. For example, estimating the multiplier effect of creative employment in rural economies could improve our understanding of the role of creative employment in rural economies and strengthen the argument for focusing on rural creative employment. Notes: ** and * denote statistically significant at the 1 percent and 5 perce Notes: ** and * denote statistically significant at the 1 percent and 5 percent level, respectively. Parentheses in global model refer to standard deviation.
APPENDIX Estimation Results for the Population Density Equation from the Global and Local Models

