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Six operations and Lefschetz-Verdier formula for
Deligne-Mumford stacks
Weizhe Zheng∗
Abstract
Laszlo and Olsson constructed Grothendieck’s six operations for constructible complexes on Artin
stacks in étale cohomology under an assumption of finite cohomological dimension, with base change
established on the level of sheaves. In this article we give a more direct construction of the six
operations for complexes on Deligne-Mumford stacks without the finiteness assumption and establish
base change theorems in derived categories. One key tool in our construction is the theory of gluing
finitely many pseudofunctors developed in [36]. As an application, we prove a Lefschetz-Verdier
formula for Deligne-Mumford stacks. We include both torsion and ℓ-adic coefficients.
Introduction
Grothendieck’s six operations in étale cohomology of schemes were constructed in [31]. In [17], [18],
Laszlo and Olsson extended much of this formalism to Artin stacks. One key ingredient in their approach
is biduality, which allows them to define the extraordinary direct image functor Rf! as D(Rf∗)D. Base
change for the functor Rf! defined in this way was only proved on the level of cohomology sheaves, due to
the difficulty of gluing objects in derived categories. The theory has some other restrictions: it only works
for constructible complexes of modules over Gorenstein rings, and the base scheme S is assumed to be
excellent admitting a dimension function with the additional assumption that every finite-type S-scheme
has finite ℓ-cohomological dimension. Note that the spectrum of a field does not satisfy this assumption
in general.
In this article, we propose a more direct construction of Grothendieck’s six operations for Deligne-
Mumford stacks, which allows to lift most of the above-mentioned restrictions. Our construction of the
functor Rf! is closer to the original construction for schemes in SGA 4 [31, XVII]. Recall that every
separated finite-type morphism f : X → Y of quasi-compact quasi-separated schemes is the composition
of an open immersion j followed by a proper morphism p by Nagata compactification. The functors Rf!
for such morphisms is constructed by gluing two pseudofunctors: direct image p 7→ Rp∗ and extension by
zero j 7→ j!. Although at present we do not have Nagata compactification for general Deligne-Mumford
stacks1, Nagata compactification for algebraic spaces was established by Conrad, Lieblich, and Olsson [4].
Applying this to the coarse spaces provides a decomposition of a morphism of Deligne-Mumford stacks
into three morphisms, the first and third being proper and the second being an open immersion. We then
apply the theory of gluing finitely many pseudofunctors developed in [36], which extends the results on
gluing two cofibered categories in [31, XVII]. Our construction is compatible with the construction via
biduality, whenever the two are both defined.
Let us summarize the six operations and state the base change theorem for torsion coefficients. By
the functoriality of étale topoi of Deligne-Mumford stacks, we have, for every morphism f : X → Y of
Deligne-Mumford stacks, and every commutative ring Λ, functors
−⊗L − : D(X ,Λ)×D(X ,Λ)→ D(X ,Λ), RHom : D(X ,Λ)op ×D(X ,Λ)→ D(X ,Λ),
f∗ : D(Y,Λ)→ D(X ,Λ), Rf∗ : D(X ,Λ)→ D(Y,Λ).
Now let S be a Noetherian scheme, and let Λ be a commutative ring annihilated by an integer m.
For every separated morphism f : X → Y of m-prime inertia (Definition 1.4) between finite-type and
finite-inertia Deligne-Mumford S-stacks, we construct functors
Rf! : D(X ,Λ)→ D(Y,Λ), Rf ! : D(Y,Λ)→ D(X ,Λ).
∗Morningside Center of Mathematics, Academy of Mathematics and Systems Science, Chinese Academy of Sciences,
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1See [28] for partial results toward this direction.
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HereD(−,Λ) denotes the unbounded derived category, with no assumption on constructibility. Moreover,
we construct pseudonatural transformations encoding base change isomorphisms in derived categories.
In particular, we have the following (special case of Theorem 2.18 (1)).
Theorem. Let
X ′
h //
f ′

X
f

Y ′
g // Y
be a 2-Cartesian square of Deligne-Mumford stacks of finite type and finite inertia over S with f separated
of m-prime inertia. The base change map
g∗Rf!M → Rf
′
!h
∗M
is an isomorphism for all M ∈ D(X ,Λ).
Another approach for six operations on algebraic stacks has been developed in a series of joint work
with Yifeng Liu ([22], [23]). One key ingredient in that approach is homological descent, which reduces
the construction of Rf! to the case of schemes. Although that approach gives the most general results in
many cases, the techniques required, including a theory on gluing in the ∞-categorical setting [21], are
quite involved.
As an application of the constructions in the present article, we prove a Lefschetz-Verdier formula for
Deligne-Mumford stacks. Let us state the formula for torsion coefficients (special case of Corollary 8.9).
Note that even in the case of schemes, our result is slightly more general than Lefschetz-Verdier formulas
previously proven by Illusie [32, III Corollaire 4.5] and Varshavsky [34, Proposition 1.2.5] as we make
fewer properness assumptions.
Theorem. Let S be the spectrum of a field and let Λ be a Noetherian commutative ring annihilated by
an integer m invertible on S. Let
X1
f1

B′
b′1oo
g′

b′2 // X2
f2

B′′
b′′2oo
g′′

b′′1 // X1
f1

Y1 C
′oo // Y2 C′′oo // Y1
be a 2-commutative diagram of separated Deligne-Mumford stacks of m-prime inertia and of finite type
over S such that the morphisms g′ and B′′ → C′′ ×Y2 X2 are proper. For i = 1, 2, let Li ∈ Dcft(Xi,Λ),
2
i = 1, 2, u : b′∗1 L1 → b
′!
2L2, v : b
′′∗
2 L2 → b
′′!
1 L1. Then the morphism
g : B = B′ ×X1×X2 B
′′ → C′ ×Y1×Y2 C
′′ = C
is proper and we have an identity
g!〈u, v〉 = 〈g
′♯
! u, g
′′♯
! v〉
in H0(C,KC). Here K denotes the dualizing complex, g! : H0(B,KB)→ H0(C,KC) is the map induced
by the adjunction map g!KB ≃ g!g!KC → KC, g
′♯
! , g
′′♯
! are pushforward maps defined in Construction
7.16, and 〈−,−〉 is the Lefschetz-Verdier pairing defined in Construction 8.5.
This article is organized as follows. In Section 1, we apply the theory of gluing pseudofunctors [36]
and obtain a general gluing result for Deligne-Mumford stacks. In Section 2, we apply this gluing result to
construct the six operations for torsion coefficients and relations between them, including the base change
isomorphism (Theorem 2.18). In Section 3, we specialize the six operations to constructible complexes and
compare with operations constructed by duality. In Section 4, we develop an ℓ-adic formalism for a general
topos. In Section 5, we apply this formalism to Deligne-Mumford stacks and construct the six operations
for D+c (−,O), where O is a complete discrete valuation ring of residue characteristic ℓ invertible on S.
Again, our gluing technique allows us to construct the base change isomorphism in derived categories
(Theorem 5.28). In Section 6, we show that if the fraction field E of O has characteristic 0, the restriction
on the inertia of f in the construction of Rf! disappears when we pass from O to E. In Section 7, we
2For a Deligne-Mumford stack T , Dcft(T,Λ) denotes the full subcategory of D(T,Λ) spanned by complexes of con-
structible cohomology sheaves and finite tor-dimension.
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define pushforward of cohomological correspondences, which is used in the statement of Lefschetz-Verdier
formula. In Section 8, we state and prove the Lefschetz-Verdier formula for Deligne-Mumford stacks.
The six operations constructed in this article are used in joint work with Illusie [12, Section 3] to
give a generalization of Laumon’s theorem comparing direct image and extraordinary direct image. In an
appendix to the present article (Section 9), we relate this to modular representation theory and collect a
couple of consequences.
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1 Gluing pseudofunctors on Deligne-Mumford stacks
In this section, we prove a general result for the construction of pseudofunctors from the 2-category of
Deligne-Mumford stacks. Although the statement of the result is about gluing two pseudofunctors, the
key tool in the proof is the general theory of gluing finitely many pseudofunctors developed in [36].
Convention 1.1. In this article, all algebraic spaces and Deligne-Mumford stacks are assumed to be
quasi-separated. By a Deligne-Mumford stack, we thus mean a stack X such that the diagonal ∆: X →
X ×S X is representable, quasi-compact and quasi-separated, and such that there exists an algebraic
space X and an étale surjective morphism X → X . As in [33] and contrary to [20, Définition 4.1], we
do not assume that the diagonal of a Deligne-Mumford stack is separated. Note however that a Deligne-
Mumford stack of finite inertia has separated diagonal. Unless otherwise stated, all rings are assumed to
be commutative. Quasi-excellent schemes are assumed to be Noetherian.
Proposition 1.2. Let S be a Noetherian scheme and let f : X → Y be a separated morphism between
finite-type finite-inertia Deligne-Mumford S-stacks. Then f is isomorphic to a composition
X
π
−→ X ′
j
−→ Z
p
−→ Y,
where π is a proper homeomorphism, j is an open immersion, and p is proper and representable. More-
over, if f is quasi-finite, we can take p to be finite.
Proof. Let g : X → Y be the morphism of coarse spaces associated to f , which exists by the Keel-Mori
theorem [15] (see also [3, Theorem 1.1] and [29, Theorem 6.12]). Then g is a separated morphism between
finite-type algebraic S-spaces. Applying Nagata compactification [4, Theorem 1.2.1] (or [28, Theorem B])
to g, we get g = qk, where q : Z → Y is a proper morphism of algebraic spaces and k : X → Z is an open
immersion. It then suffices to take p to be the base change of q and j to be the base change of k. If f is
quasi-finite, so is g, and it then suffices to apply Zariski’s Main Theorem [20, Théorème 16.5] to g.
Let C be a 2-category admitting 2-fiber products. The inertia of a morphism f : X → Y is defined to
be
If = X ×∆f ,X×YX,∆f X.
The following is an immediate consequence of [12, Lemma 3.10].
Lemma 1.3. Let
U ′ //

  ❆
❆❆
❆❆
❆❆
❆ X
′

  ❇
❇❇
❇❇
❇❇
❇
U //

X

V ′ //
  ❆
❆❆
❆❆
❆❆
❆ Y
′
  ❇
❇❇
❇❇
❇❇
❇
V // Y
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be a 2-commutative cube in C with 2-Cartesian bottom and top squares. Then the square
IU ′/V ′ //

IX′/Y ′

IU/V // IX/Y
is 2-Cartesian.
It follows that Deligne-Mumford stacks of finite inertia are stable under 2-fiber products.
Definition 1.4. Let m be an integer. Following [12, Definition 3.8], we say that a morphism f : X → Y
of Deligne-Mumford stacks has m-prime inertia if, for every algebraically closed field Ω and every point
x ∈ X (Ω), the order of the group
AutXy(x) ≃ Ker(AutX (x)→ AutY(y))
is prime to m, where y ∈ Y(Ω) is the image of x under f . Note that morphisms of m-prime inertia are
closed under composition and base change.
Let us recall some definitions from [36]. Let C be a (2,1)-category, namely, a 2-category whose 2-cells
are all invertible. A 2-subcategory A of C is called arrowy if Ob(A) = Ob(C) and for every pair of objects
(X,Y ) of C, A(X,Y ) is a full subcategory of C(X,Y ). Let A and B be two 2-arrowy subcategories of C
and let D be a 2-category. We defined in [36, Definition 6.3] a 2-category GDCartA,B (C,D) whose objects are
quadruples (FA, FB, (GD), ρ), where FA : A → D and FB : B → D are pseudofunctors, (GD) is a system
of compatibility data between FA and FB for Cartesian 2-squares D, and ρ : FB | A ∩ B → FA | A ∩ B is
a pseudonatural equivalence.
Proposition 1.5. Let m be an integer, let S be a Noetherian scheme, and let C be the 2-category
whose objects are Deligne-Mumford S-stacks of finite type and finite inertia and whose morphisms are
the separated morphisms of m-prime inertia. Let X be an object of C, let AX be the arrowy subcategory
of C/X spanned by the open immersions, let BX be the arrowy subcategory of C/X spanned by the proper
morphisms, and let D be a 2-category. Then the DOb(C/X )-functor
(1.5.1) PsFun(C/X ,D)→ GDCartAX ,BX (C/X ,D)
is a DOb(C/X )-equivalence [36, Definition 1.5].
Proof. To simplify notation, let C′ = C/X , A = AX , B = BX and let A1 (resp. A2, resp. B1, resp. B2) be
the arrowy subcategories of C′ whose morphisms are the quasi-finite (resp. representable and quasi-finite,
resp. quasi-finite and proper, resp. finite) morphisms. By [36, Theorem 6.5], we may replace GDCart by
GD. Then the DOb(C
′)-functor (1.5.1) is a composite
PsFun(C′,D) E1−−→ GDA1,B(C
′,D) E2−−→ GDB1,A2,B(C
′,D)
P1−→ GDA2,B(C
′,D) E3−−→ GDA,B2,B(C
′,D) P2−→ GDA,B(C′,D),
where P1 and P2 are DOb(C
′)-equivalences by [36, Proposition 5.6] since B1,B2 ⊂ B. Moreover, E1
is a DOb(C
′)-equivalence by [36, Theorem 4.13]: it satisfies assumption (1) of [36, Theorem 4.13] by
Proposition 1.2. Furthermore, E2 and E3 are DOb(C
′)-equivalences by [36, Theorem 5.10]: E2 and E3
satisfy assumption (1) of [36, Theorem 5.10] by Proposition 1.2 and Zariski’s Main Theorem, respectively.
The other assumptions of [36, Theorems 4.13, 5.10] because the arrowy 2-subcategories are stable under
2-base change and taking diagonals in C′.
2 Operations on D(X ,Λ)
In this section, we apply the gluing result of the previous section to construct the six operations for torsion
coefficients and several relations between them, including the base change isomorphism (Theorem 2.18
(1)) and the projection formula (Theorem 2.18 (2)). We then construct a functor Rf† in Construction
2.27, which will be used in the construction of Rf! for coefficients of characteristic 0 in Section 6.
Let Λ be a (commutative) ring. See Convention 1.1.
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Construction 2.1. Let f : X → Y be a morphism of topoi. The functors
−⊗Λ − : Mod(X ,Λ)×Mod(X ,Λ)→ Mod(X ,Λ), Hom : Mod(X ,Λ)op ×Mod(X ,Λ)→ Mod(X ,Λ),
f∗ : Mod(Y,Λ)→ Mod(X ,Λ), f∗ : Mod(X ,Λ)→ Mod(Y,Λ)
have derived functors [14, Section 18.6]
−⊗LΛ − : D(X ,Λ)×D(X ,Λ)→ D(X ,Λ), RHom : D(X ,Λ)
op ×D(X ,Λ)→ D(X ,Λ),
f∗ : D(Y,Λ)→ D(X ,Λ), Rf∗ : D(X ,Λ)→ D(Y,Λ).
For M ∈ D(X ,Λ) and N ∈ D(Y,Λ), we have a canonical isomorphism
(2.1.1) RHomY(N,Rf∗M)
∼
−→ Rf∗RHomX (f∗N,M).
We consider the projection formula map
(2.1.2) N ⊗LΛ Rf∗M → Rf∗(f
∗N ⊗LΛ M),
adjoint to the composition
f∗(N ⊗LΛ Rf∗M)
∼
−→ f∗N ⊗LΛ f
∗Rf∗M → f
∗N ⊗LΛ M,
where the second map is induced by the adjunction f∗Rf∗M →M .
If X is algebraic, Y is locally coherent [31, VI Définition 2.3] and f is coherent [31, VI Définition 3.1],
then Rqf∗ commutes with small filtered inductive limits for all q by [31, VI Théorème 5.1]. Thus, in this
case, f∗-acyclic sheaves on X are stable under small filtered inductive limits. If, moreover, f∗ is of finite
cohomological dimension, then Rf∗ commutes with small direct sums by [14, Proposition 14.3.4 (ii)].
Definition 2.2. Let X be a topos. ForM ∈ D(X ,Λ) and an interval I ⊂ Z, we sayM has tor-dimension
contained in I if for every (constant) Λ-module N , and every i ∈ Z\I, Hi(M⊗LΛN) = 0. We let Dft(X ,Λ)
denote the full subcategory of D(X ,Λ) spanned by objects of finite tor-dimension.
Remark 2.3. Let X be a Deligne-Mumford stack. The 2-category of Deligne-Mumford S-stacks repre-
sentable over X is 2-equivalent to the 1-category Rep(X ) obtained by identifying isomorphic morphisms.
The objects of Rep(X ) are pairs (Y, f), where Y is a Deligne-Mumford S-stack and f : Y → X is a
representable morphism. A morphism of Rep(X ) from (Y, f) to (Z, g) is an isomorphism class of pairs
(h, α), where h : Y → Z is a morphism of Deligne-Mumford S-stacks and α : f ⇒ gh is a 2-cell. In such a
pair, h is necessarily a representable morphism. Two such pairs (h, α) and (i, β) are isomorphic if there
exists a 2-cell γ : h⇒ i such that β = (gγ)α, or, in other words, that β is equals the composite 2-cell
Y
i
✤ ✤✤ ✤
KS
γ
00f
✁✁
<Dα
h
// Z
g

X .
Construction 2.4. We define the étale site Et(X ) of X to be the full subcategory Et(X ) of Rep(X )
consisting of Deligne-Mumford stacks representable and étale over X , endowed with the étale topology.
The category Et(X ) admits finite projective limits. The corresponding topos Xet is algebraic. The full
subcategory of Et(X ) consisting of affine schemes étale over X , endowed with the étale topology, defines
the same topos by [31, III Théorème 4.1]. If X is quasi-compact, then Xet is coherent (see Convention
1.1). We will write Mod(X ,Λ) for Mod(Xet,Λ) and D(X ,Λ) for D(Xet,Λ).
Let f : X → Y be a morphism of Deligne-Mumford stacks. The functor
f−1 : Et(Y)→ Et(X ), U 7→ U ×Y X
is left exact and continuous by [31, III Proposition 1.6]. Hence it induces a morphism of topoi
(f∗, f∗) : Xet → Yet by [31, III Proposition 1.3] and Construction 2.1 applies. If f is quasi-compact,
then this morphism of topoi is coherent. If g : X → Y is also a morphism and α : f ⇒ g is a 2-cell, α
induces a natural transformation g−1 ⇒ f−1, and hence a 2-cell (f∗, f∗)⇒ (g∗, g∗).
A surjective smooth morphism of Deligne-Mumford stacks is of cohomological descent, because étale
locally it has a section.
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Definition 2.5. We say that a morphism f of Deligne-Mumford stacks is a universal homeomorphism if
it is a homeomorphism and remains so after every 2-base change of Deligne-Mumford stacks. Note that
we do not assume f to be representable. Unlike the case of schemes, a universal homeomorphism does
not induce an equivalence of étale topoi in general.
Construction 2.6. Let X be a topos and U be an object of X . Let U = X/U and consider the morphism
of topoi j : U → X . The restriction functor j∗ : Mod(X ,Λ) → Mod(U ,Λ) admits a left adjoint [31, IV
Proposition 11.3.1]
j! : Mod(U ,Λ)→ Mod(X ,Λ).
We denote j!ΛU by ΛU ,X . The functor j! is exact and induces a triangulated functor
j! : D(U ,Λ)→ D(X ,Λ).
For M ∈ D(U ,Λ), N ∈ D(X ,Λ), we have canonical isomorphisms
RHomX (j!M,N)→ RHomU (M, j∗N),(2.6.1)
RHomX (j!M,N)→ Rj∗RHomU (M, j∗N)(2.6.2)
induced by
Hom•X (j!M,N
′) ∼−→ Hom•U (M, j
∗N ′),
Hom•X (j!M
′, N ′) ∼−→ j∗Hom•U(M
′, j∗N ′),
where N ′ is homotopically injective and equipped with a quasi-isomorphism N → N ′, M ′ belongs to
P˜U and is equipped with a quasi-isomorphism M ′ → M . Here Hom
• and Hom• denote the complexes
associated to double complexes by taking products, and P˜U is the smallest full triangulated subcategory
of K(Mod(U ,Λ)) closed under small direct sums and containing K−(PU ), where PU is the full addi-
tive subcategory of Mod(U ,Λ) spanned by flat sheaves. Note that j∗ preserves homotopically injective
complexes. The map (2.6.2) is adjoint to the composition
j∗RHomX (j!M,N)
∼
−→ RHomU(j∗j!M, j∗N)→ RHomU (M, j∗N),
where the second map is deduced from the adjunction M → j∗j!M .
The projection formula map
(2.6.3) j!(j∗N ⊗LΛ M)→ N ⊗
L
Λ j!M,
adjoint to the composition
j∗N ⊗LΛ M → j
∗N ⊗LΛ j
∗j!M ≃ j
∗(N ⊗LΛ j!M),
where the first map is deduced from the adjunction M → j∗j!M , is an isomorphism. In fact, (2.6.3) is
induced by the isomorphism of complexes [14, Proposition 18.2.5]
j! tot⊕(j∗N ′ ⊗Λ M)
∼
−→ tot⊕(N ′ ⊗Λ j!M)
where N ′ belongs to P˜X and is equipped with a quasi-isomorphism N ′ → N .
Construction 2.7. Let f : Y → X be a morphism of topoi and U be an object of X . Let V = f−1(U),
U = X/U , V = Y/V . Consider the following 2-commutative square D of topoi
V
j′ //
g

Y
f

U
j // X .
The base change map, natural transformation of functors D(Y,Λ)→ D(U ,Λ)
BD : j∗Rf∗ ⇒ Rg∗j′∗,
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is a natural isomorphism. Thus the base change map deduced from BD by taking left adjoints is a natural
isomorphism of functors D(U ,Λ)→ D(Y,Λ)
(2.7.1) AD : j′!g
∗ ⇒ f∗j!.
By [36, Construction 8.6], B−1D and A
−1
D induce by adjunction the same natural transformation of functors
D(V ,Λ)→ D(X ,Λ)
(2.7.2) GD : j!Rg∗ ⇒ Rf∗j′! .
Construction 2.8. Let j : U → X be a representable étale morphism of Deligne-Mumford S-stacks.
Then Construction 2.6 applies to jet : Uet → Xet. If j is an open immersion, the adjunction map j∗Rj∗ ⇒
idD(U ,Λ) is invertible and we have thus a natural transformation of functors D(U ,Λ)→ D(X ,Λ)
(2.8.1) j! ⇒ Rj∗,
compatible with composition of open immersions.
If
V
j′ //
g

Y
f

U
j // X
is a 2-Cartesian square of Deligne-Mumford S-stacks with j representable and étale, then Construction
2.7 applies.
Construction 2.9. Let f : X → Y be a finite morphism of Deligne-Mumford S-stacks. Then
f∗ : Mod(X ,Λ)→ Mod(Y,Λ)
is exact and commutes with small filtered inductive limits. Let f ! : Mod(Y,Λ)→ Mod(X ,Λ) be its right
adjoint, which is left exact and thus has a right derived functor Rf ! : D(Y,Λ)→ D(X ,Λ), right adjoint to
Rf∗ : D(X ,Λ)→ D(Y,Λ). By finite base change, the projection formula map (2.1.2) is an isomorphism.
It follows that for K ∈ D(X ,Λ), M,N ∈ D(Y,Λ), we have canonical isomorphisms
RHomY(Rf∗K,N)→ Rf∗RHomX (K,Rf !N),
RHomX (f∗M,Rf !N)→ Rf !RHomY(M,N).(2.9.1)
We consider the map
(2.9.2) f∗N ⊗LΛ Rf
!M → Rf !(N ⊗LΛ M)
adjoint to the composite
f∗(f∗N ⊗LΛ Rf
!M) ∼−→ N ⊗LΛ f∗Rf
!M → N ⊗LΛ M,
where the first map is the inverse of (2.1.2) and the second map is induced by the adjunction f∗Rf !M →
M .
Construction 2.10. Let i : Y → X be a closed immersion of Deligne-Mumford stacks, and let j : U → X
be the complementary open immersion. For any complex M of Λ-modules on X , we have a natural short
exact sequence
0→ j!j∗M →M → i∗i∗M → 0,
hence a distinguished triangle in D(X ,Λ)
(2.10.1) j!j∗M →M → i∗i∗M → .
For any complex N of injective Λ-modules on X , we have a natural short exact sequence
0→ i∗i!N → N → j∗j∗N → 0.
It follows that, for any N ∈ D(X ,Λ), we have a distinguished triangle
(2.10.2) i∗Ri!N → N → Rj∗j∗N → .
In fact, it suffices to take a quasi-isomorphismN ′ → N , where N ′ is homotopically injective with injective
components [14, Proposition 14.1.6, Theorem 14.1.7].
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Notation 2.11. For a 2-Cartesian square
X
p2 //
p1

X2

X1 // S
of Deligne-Mumford stacks and Mi ∈ D(Xi,Λ), i = 1, 2, we write
M1 ⊠
L
S,Λ M2 = p
∗
1M1 ⊗
L
Λ p
∗
2M2.
We write ⊠LS for ⊠
L
S,Λ when no confusion arises.
Proposition 2.12 (Smooth base change). Let
X ′
h //
f ′

X
f

Y ′
g // Y
be a 2-Cartesian square of Deligne-Mumford stacks, and let M ∈ D(X ,Λ). Assume either
(a) g is étale, or
(b) g is smooth, Λ is annihilated by an integer m invertible on Y, and M ∈ D+(X ,Λ).
Then the base change map
g∗Rf∗M → Rf
′
∗h
∗M
is an isomorphism.
Proof. This is standard. We give a proof for the sake of completeness.
Consider the diagram with 2-Cartesian square
Y ′′
β // Y ′
g′ //
α′

Y
α

Y ′
g // Y
where α and β are étale presentations with Y and Y ′′ disjoint unions of quasi-compact schemes. Since
base change by α and α′β holds trivially, up to replacing g by g′β, we may assume that Y and Y ′ are
quasi-compact schemes. Case (a) is then trivial. In case (b), take an étale presentation γ : X → X with
X an algebraic S-space. Let X• = cosk0γ and let γ• : X• → X be the projection. Then Xn = (X/X )n+1
is an algebraic S-space (even if we had taken X to be an S-scheme). Take X ′• = X
′ ×X X• (2-fiber
product) and consider the square
X ′•
h• //
γ′•

X•
γ•

X ′
h // X .
By cohomological descent, the adjunction M → Rγ•∗γ∗•M is an isomorphism. It follows that it suffices
to show that the base change maps
g∗R(fγ•)∗M• → R(f ′γ′•)∗h
∗M•, h
∗Rγ•∗M• → Rγ
′
•∗h
∗
•M•
are isomorphisms, whereM• = γ∗•M . For the second map, repeating the first reduction step of this proof,
we may assume that X and X ′ are quasi-compact schemes. Therefore, we are reduced to proving the
theorem under the additional hypotheses that Y, Y ′ are quasi-compact schemes and X is an algebraic
space. In this case, take an étale presentation X → X with X a scheme and repeat the preceding
reduction. We may then assume that X is also an S-scheme. In this case, the result is classical ([31, XVI
Corollaire 1.2] for f quasi-compact, and a consequence of base change for Rg! [31, XVII Théorème 5.2.6]
and Poincaré duality [31, XVIII Théorème 3.2.5] in the general case).
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Proposition 2.13. Let f : X → Y be a smooth morphism of Deligne-Mumford stacks. Assume that Λ is
annihilated by an integer invertible on Y. Let M,L ∈ D(Y,Λ). Then the map
(2.13.1) f∗RHomY(M,L)→ RHom(f∗M, f∗L)
is an isomorphism.
Proof. The problem is local for the étale topology onX and on Y. We may assume that X and Y are quasi-
compact schemes and f is separated. Then f is compactifiable and (2.13.1) becomes the inverse of the
trivial duality isomorphism [31, XVIII Corollaire 3.1.12.2] via the natural isomorphism f∗(d)[2d] ∼−→ Rf !
[31, XVIII Théoème 3.2.5], where d is the relative dimension of f . Note that trivial duality holds in fact
for unbounded complexes: the proof of (2.24.2) applies.
Assume in the rest of this section that S is a Noetherian scheme3, and Λ is annihilated by an integer
m 6= 0. Unless otherwise stated, we do not assume that m is invertible on S. We say that a morphism
f : X → Y of Deligne-Mumford S-stacks is S-proper, if f is the 2-base change of some proper morphism
f0 : X0 → Y0 of Deligne-Mumford S-stacks with Y0 locally of finite type over S. Recall that the existence
of finite covers by schemes [20, Théorème 16.6] implies base change in D+ for S-proper morphisms. For
morphisms of m-prime inertia, this can be generalized to unbounded complexes as follows.
Lemma 2.14. Let f : X → Y be an S-proper morphism of Deligne-Mumford S-stacks. Assume that f
has m-prime inertia and the fibers have dimension ≤ d. Then f∗ has cohomological dimension ≤ 2d.
Proof. Up to replacing Y by an étale presentation and X by the corresponding 2-pullback, we may assume
that Y is a separated scheme. Then f factorizes through the coarse space of X , and we are reduced to
two cases: (a) f is a universal homeomorphism; (b) f is representable. By proper base change for D+,
we may assume that Y is the spectrum of an algebraically closed field. In case (a), X red = BG, G of
order prime to m. In this case, f∗ can be identified with the functor of taking G-invariants, which is
exact. Case (b) follows from [12, Lemma 7.4]. We give a proof that does not make use of cohomology
with proper support. We proceed by induction on d. By Chow’s lemma [16, Theorem IV.3.1], there
exists π : X → X proper and birational such that X is a scheme. For any F ∈ Mod(X ,Λ), complete the
adjunction F → Rπ∗π∗F into a distinguished triangle
F → Rπ∗π
∗F →M → .
By the case of schemes of this lemma [31, X Corollaires 4.3, 5.2], Rf∗Rπ∗π∗F ≃ R(fπ)∗π∗F ∈ D≤2d and,
for all i, the support of HiM has dimension ≤ d − 1 − i/2. By induction hypothesis, Rf∗M ∈ D≤2d−2.
Thus Rf∗F ∈ D≤2d.
Proposition 2.15.
(1) (Proper base change) Let
X ′
h //
f ′

X
f

Y ′
g // Y
be a 2-Cartesian square of Deligne-Mumford S-stacks where f is S-proper and has m-prime inertia,
M ∈ D(X ,Λ). Then the base change map
g∗Rf∗M → Rf
′
∗h
∗M
is an isomorphism.
(2) (Projection formula) Let f : X → Y be an S-proper morphism of Deligne-Mumford S-stacks, and
let M ∈ D(X ,Λ), N ∈ D(Y,Λ). Assume that f has m-prime inertia. Then the map (2.1.2)
N ⊗LΛ Rf∗M → Rf∗(f
∗N ⊗LΛ M)
is an isomorphism.
Proof. (1) We may assume Y quasi-compact. By Proposition 2.14, we are then reduced to the known
case when M ∈ D+.
3In fact S will denote a Noetherian scheme in the rest of the article. Since we will at times make other assumptions on
S, we prefer to list the assumptions on S in each section.
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(2) By (1), we may assume that Y is the spectrum of a separably closed field. Since Rf∗ commutes
with small direct sums (Construction 2.1), we may assume M ∈ D−(X ,Λ), and N is represented
by a complex in C−(Y,Λ) with flat components. Then we may assumeM ∈Mod(X ,Λ), and N is a
flat Λ-module. Then N is a filtered inductive limit of finite free Λ-modules. Since Rqf∗ commutes
with such limits (Construction 2.1), we may assume that N is a finite free Λ-module. In this case
(2.1.2) is obviously an isomorphism.
Proposition 2.16. Let
X
f //

Y

X0
f0 // Y0
be a 2-Cartesian square of Deligne-Mumford S-stacks where f0 is a proper universal homeomorphism
(Definition 2.5) of m-prime inertia, and Y0 is locally of finite type over S. Let M ∈ D(Y,Λ). Then the
adjunction map M → Rf∗f∗M is an isomorphism.
Proof. By proper base change (Proposition 2.15), we may assume that Y is the spectrum of an alge-
braically closed field. Then X red = BG, G of order prime to m. In this case the assertion is trivial.
Construction 2.17. We use the gluing result of Proposition 1.5 to give a construction of Rf!. Let C,
A = AS , B = BS be as in Proposition 1.5, and let D be the 2-category of triangulated categories. Define
an object (FA, FB, G, ρ) of GDCartA,B (C,D) as follows. Let FA : A → D be the pseudofunctor given by
Construction 2.8:
X 7→ D(X ,Λ), j 7→ j!, α 7→ α!,
and let FB : B → D be the pseudofunctor given by
X 7→ D(X ,Λ), p 7→ Rp∗, α 7→ Rα∗.
For every proper open immersion f , the 2-cell (2.8.1) f! ⇒ Rf∗ is invertible and let ρ(f) be its inverse.
For every 2-Cartesian square D of the form
(2.17.1) X
j //
q

Y
p

Z
i // W,
let GD : i!Rq∗ ⇒ Rp∗j! be the 2-cell as in (2.7.2). Then i∗GD can be identified with idRq∗ , hence is an
isomorphism. Consider the complementary square
Y −X
j′ //
q′

Y
p

W − Z
i′ // W.
The proper base change map
(2.17.2) i′∗Rp∗ ⇒ Rq′∗j
′∗
is an isomorphism by Proposition 2.15 (1), hence i′∗GD is 0⇒ 0. It follows that GD is an isomorphism.
Axioms (b), (b′), (c), (c′) in the definition of GDCart follow from [36, Proposition 8.8]. By Proposition
1.5, this defines a pseudofunctor F : C → D. For any morphism of C, namely, any separated morphism
f : X → Y of m-prime inertia between finite-type and finite-inertia Deligne-Mumford S-stacks, we define
Rf! : D(X ,Λ)→ D(Y,Λ)
to be F (f).
The gluing formalism also enables us to construct the following natural transformations.
10
(1) Support-forgetting map. Let D˜ be the 2-category whose objects are triangulated categories and
morphisms T → T ′ are triples (E,E′, ǫ), where E,E′ : T → T ′ are triangulated functors and
ǫ : E ⇒ E′ is a pseudonatural transformation. Let F˜A : A → D˜ be the pseudofunctor
X 7→ D(X ,Λ), j 7→ (j! ⇒ Rj∗).
given by (2.8.1) and let F˜B : B → D˜ be the pseudofunctor given by
X 7→ D(X ,Λ), p 7→ (Rp∗ = Rp∗).
Let F ′ : C → D be the pseudofunctor given by
X 7→ D(X ,Λ), f 7→ Rf∗.
By [36, Proposition 8.8 (4)], the gluing data for F and F ′ determine an object (F˜A, F˜B, G˜, ρ˜) of
GDCartA,B (C, D˜), thus defines a pseudofunctor F˜ : C → D˜ by Proposition 1.5. For any morphism
f : X → Y of C, this defines a natural transformation of functors D(X ,Λ)→ D(Y,Λ)
f! ⇒ Rf∗,
which is a natural isomorphism if f is proper.
(2) Base change isomorphism. Let g : X ′ → X be a morphism of Deligne-Mumford stacks, with X of
finite type and finite inertia over S, X ′ of finite type and finite inertia over some Noetherian scheme
S′. For every object Y of C/X , fix a 2-base change Y ′ → Y of g. Then Y ′ is of finite inertia over S′
by Lemma 1.3. For every morphism Z → Y of C/X , fix a 2-Cartesian square of S-stacks obtained
by 2-base change by g
Z ′
g′′ //
f ′

Z
f

Y ′
g′ // Y
In this way, we have defined a pseudofunctor C/X → CS′ , where CS′ is defined similarly to C but
with S replaced by S′. Let F1 be the composition C/X → C
F
−→ D, let F2 be the composition
C/X → CS′
FS′−−→ D, and let ǫ0 : |F1| → |F2| be given by ǫ0(Y) = g′∗ [36, Notation 1.9]. Let
ǫA : F1 | AX ⇒ F2 | AX be the pseudonatural transformation with |ǫA| = ǫ0 given by the inverse of
the base change map (2.7.1), and let ǫB : F1 | BX ⇒ F2 | BX be pseudonatural transformation with
|ǫB| = ǫ0 given by proper base change. It follows from [36, Propositions 8.10, 8.11] that (ǫA, ǫB)
is a morphism of GDCartAX ,BX (C/X ,D). Thus it induces a pseudonatural transformation ǫ : F1 ⇒ F2
with |ǫ| = ǫ0. For any morphism f : Z → Y of C/X , ǫ(f) is a natural isomorphism
g′∗Rf! ⇒ Rf
′
! g
′′∗.
(3) Projection formula isomorphism. Let X be a Deligne-Mumford S-stack of finite type and finite
inertia, and let N ∈ D(X ,Λ). Let F1 be the composition C/X → C
F
−→ D as in (2) and let
ǫ0 : |F1| → |F1| be given by ǫ0(Y) = NY ⊗LΛ −, where NY is the pull back of N to Y. Let
ǫA : F1 | AX ⇒ F1 | AX be the pseudonatural transformation with |ǫA|= ǫ0 given by the inverse of
the projection formula (2.6.3), and let ǫB : F1 | BX ⇒ F1 | BX be the pseudonatural transformation
with |ǫB|= ǫ0 given by the projection formula (Proposition 2.15 (2)). Let [1] be the category whose
objects are 0 and 1 and whose morphisms are id0, id1 and s : 0 → 1. Consider the pseudofunctor
C/X × [1]→ D given by
(Y, i) 7→ D(Y,Λ), (idY , s) 7→ NY ⊗LΛ −, (f, idi) 7→ f
∗,
where i = 0, 1. Then (2.6.3) and the map in Proposition 2.15 (2) are respectively the base change
maps [36, Constructions 8.5 and 8.3]. Hence [36, Propositions 8.10, 8.11] implies that (ǫA, ǫB) is a
morphism of GDCartAX ,BX (C/X ,D). Thus it induces a pseudonatural transformation ǫ : F1 ⇒ F1 with
|ǫ| = ǫ0. For any morphism f : Z → Y of C/X , ǫ(f) is a natural isomorphism
NY ⊗
L
Λ Rf!− ⇒ Rf!(NZ ⊗
L
Λ −).
We have obtained the following.
11
Theorem 2.18.
(1) (Base change) For every 2-Cartesian square of Deligne-Mumford stacks
X ′
h //
f ′

X
f

Y ′
g // Y
with X and Y of finite type and finite inertia over S, Y ′ of finite type and finite inertia over some
Noetherian scheme S′, f separated of m-prime inertia, the base change map
g∗Rf!M → Rf
′
!h
∗M
is an isomorphism for all M ∈ D(X ,Λ).
(2) (Projection formula) Let f : X → Y be a separated morphism between finite-type finite-inertia
Deligne-Mumford S-stacks, and let M ∈ D(X ,Λ), N ∈ D(Y,Λ). Assume that f has m-prime
inertia. Then the projection formula map
(2.18.1) N ⊗LΛ Rf!M → Rf!(f
∗N ⊗LΛ M)
is an isomorphism.
Corollary 2.19. Let f : X → Y be a separated morphism between finite-type and finite-inertia Deligne-
Mumford S-stacks. Assume that f has m-prime inertia and the fibers of f have dimension ≤ d. Then the
cohomological amplitude of Rf! : D(X ,Λ)→ D(Y,Λ) is contained in [0, 2d]. Moreover, for M ∈ D(X ,Λ)
of tor-dimension ≥ 0, Rf!M has tor-dimension ≥ 0.
Proof. For the first assertion, we may assume that Y is the spectrum of a field by Theorem 2.18 (1). We
decompose f ≃ pjπ as in Proposition 1.2 with j dominant. Then j! is exact, π∗ is exact, and p∗ has
cohomological dimension ≤ 2d by Lemma 2.14, because the source of p has dimension ≤ d. The second
assertion follows from Theorem 2.18 (2).
The following is immediate.
Corollary 2.20 (Künneth formula). For every 2-commutative diagram
X1
❅
❅❅
❅❅
❅❅
❅
f1

X2
f2
⑦⑦
⑦⑦
⑦⑦
⑦⑦
Y1 // S Y2oo
between finite-type and finite-inertia Deligne-Mumford S-stacks such that f1 and f2 are separated of
m-prime inertia, and for Mi ∈ D(Xi,Λ), i = 1, 2, we have a canonical isomorphism
(2.20.1) KF! : f1!M1 ⊠LS f2!M2
∼
−→ f!(M1 ⊠LS M2),
where f : X1 ×S X2 → Y1 ×S Y2.
Moreover, (2.20.1) is compatible with composition of morphisms.
Proposition 2.21. There exists a unique way to define, for every separated flat morphism f : X → Y
of m-prime inertia and fibers of dimension ≤ d between Deligne-Mumford stacks of finite type and finite
inertia over some Noetherian scheme T and every sheaf of Λ-modules F on Y, a trace map
Trf (F) : R2df!f∗F(d)→ F
satisfying the following conditions:
(a) (Compatibility with base change) For every 2-Cartesian square of Deligne-Mumford stacks
X ′
h //
f ′

X
f

Y ′
g // Y
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with X and Y of finite type and finite inertia over some Noetherian scheme T , X ′ and Y ′ of finite
type and finite inertia over some Noetherian scheme T ′, f as above, and for every F ∈Mod(Y,Λ),
the following diagram commutes
g∗R2df!f
∗F(d)
g∗ Trf (F) //
c

g∗F
R2df ′!h
∗f∗F(d) ≃ // R2df ′! f
′∗g∗F(d).
Trf′(g
∗F)
OO
Here c is the base change isomorphism.
(b) (Compatibility with composition) For every composable pair of separated flat morphisms
X
f
−→ Y
g
−→ Z
of m-prime inertia of Deligne-Mumford stacks of finite type and finite inertia over some Noetherian
scheme T and such that the fibers of f and g have dimension ≤ d and ≤ e, respectively, and for
every F ∈Mod(Z,Λ), the following diagram commutes
R2(d+e)(gf)!(gf)∗F(d+ e)
Trgf (F) //
≃

F
R2eg!R
2df!f
∗g∗F(d+ e)
R2eg! Trf (g
∗F)(e)
// R2df!f∗F(d).
Trf (F)
OO
(c) (Normalization) If f is finite flat of constant degree n, the composition
F
a // f∗f∗F
≃ // Rf!f∗F
Trf (F)// F ,
where a is the adjunction, is multiplication by n.
Moreover, Trf (F) is functorial in F , and, if f is étale and surjective, then the sequence
g!g
∗F
Trp1(g
∗F)−Trp2(g
∗F)
−−−−−−−−−−−−−−→ f!f
∗F
Trf (f
∗F)
−−−−−−→ F → 0
is exact. Here p1, p2 are the projections X ×Y X → X and g : X ×Y X → Y.
Proof. The construction of Trf being local for the étale topology on Y and on X , the proposition follows
from the case of schemes [31, XVIII Théorème 2.9].
Remark 2.22. Let j : X → Y be a separated étale representable morphism between finite-type and finite-
inertia Deligne-Mumford S-stacks. We have two functors Mod(X ,Λ)→ Mod(Y,Λ): j! from Construction
2.8 and the restriction R0j! of Rj! from Construction 2.17. The composite natural transformation
R0j!
R0j!a +3 Rj!j∗j!
Trj j! +3 j!,
where a : id ⇒ j∗j! is the adjunction, is a natural equivalence. In fact, by base change, we are reduced
to the trivial case where Y is the spectrum of a separably closed field. More generally, we have a natural
isomorphism Rj! ≃ j! of functors D(X ,Λ)→ D(Y,Λ).
Proposition 2.23. Let f : X → Y be a separated morphism between finite-type and finite-inertia Deligne-
Mumford S-stacks. Assume that f has m-prime inertia. Then Rf! admits a right adjoint Rf ! : D(Y,Λ)→
D(X ,Λ). In particular, for K ∈ D(X ,Λ) and L ∈ D(Y,Λ), we have a canonical isomorphism
(2.23.1) HomY(Rf!K,L)
∼
−→ HomX (K,Rf !L),
functorial in K and L.
If f is finite, Rf ! is isomorphic to the functor in Construction 2.9.
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Proof. This is a formal consequence of Brown Representability Theorem [14, Theorem 14.3.1 (ix)] and
the fact that Rf! commutes with small direct sums. We may also repeat the construction of Rf ! in [31,
XVIII Théorème 3.1.4] as follows. Choose a decomposition f ≃ pjπ as in Proposition 1.2 and an integer
d, upper bound of the dimensions of the fibers of f . For F ∈Mod(X ,Λ), define
f•! F = p∗τ≤2dC
•
ℓ (j!π∗F),
where C•ℓ is the modified Godement resolution (Construction 3.7). Then f
•
! F computes Rf!F . For every
q, the functor f q! : Mod(X ,Λ) → Mod(Y,Λ) is exact and commutes with small inductive limits, hence
admits by Adjoint Functor Theorem a right adjoint [31, XVIII Lemme 3.1.3]
f !q : Mod(Y,Λ)→ Mod(X ,Λ)
that preserves injectives. The functor
tot f !• : C(Mod(Y,Λ))→ C(Mod(X ,Λ))
gives rise to a functor between homotopy categories, which has a right localization [14, Theorem 14.3.1
(vi)]
Rf ! : D(Y,Λ)→ D(X ,Λ).
For K ∈ C(Mod(X ,Λ)) and M ∈ C(Mod(Y,Λ)), adjunction induces an isomorphism of complexes
(2.23.2) Hom•Y(tot f
•
! K,M)→ Hom
•
X (K, tot f
!
•M).
It follows that tot f !• preserves homotopically injective complexes. The isomorphism (2.23.1) is induced
by (2.23.2), where M is a homotopically injective resolution of L.
Proposition 2.24. Let f : X → Y be as in Proposition 2.23, let K ∈ D(X ,Λ), and let L,M ∈ D(Y,Λ).
We have canonical isomorphisms
RHomY(Rf!K,L)
∼
−→ Rf∗RHomX (K,Rf !L),(2.24.1)
RHomX (f∗M,Rf !L)
∼
−→ Rf !RHomY(M,L),(2.24.2)
functorial in K, L and M .
Proof. These are induced by the following isomorphisms
HomY(M,RHomY(Rf!K,L)) ≃ HomY(M ⊗LΛ Rf!K,L)
A−1
−−−→ HomY(Rf!(f∗M ⊗LΛ K), L)
≃ HomX (f∗M ⊗LΛ K,Rf
!L) ≃ HomX (f∗M,RHomX (K,Rf !L)) ≃ HomY(M,Rf∗RHomX (K,Rf !L)),
HomX (K,RHomX (f∗M,Rf !L)) ≃ HomX (f∗M ⊗LΛ K,Rf
!L) ≃ HomY(Rf!(f∗M ⊗LΛ K), L)
A
−→ HomY(M ⊗LΛ Rf!K,L) ≃ HomY(Rf!K,RHomY(M,L)) ≃ HomX (K,Rf
!RHomY(M,L)),
where A is induced by projection formula M ⊗LΛ Rf!K
∼
−→ Rf!(f∗ ⊗LΛ K) (Theorem 2.18 (2)).
The base change isomorphism in Theorem 2.18 (1) induces the following by adjunction.
Proposition 2.25. Let
X ′
h //
f ′

X
f

Y ′
g // Y
be a 2-Cartesian square of Deligne-Mumford S-stacks of finite type and finite inertia, with g separated of
m-prime inertia. Let M ∈ D(X ,Λ). Then the map
Rf ′∗Rh
!M → Rg!Rf∗M
is an isomorphism.
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Construction 2.26. Let f : X → Y be a separated morphism of m-prime inertia between finite-type
finite-inertia Deligne-Mumford S-stacks, and let M,N ∈ D(Y,Λ). We consider the map
(2.26.1) f∗N ⊗LΛ Rf
!M → Rf !(N ⊗LΛ M)
adjoint to the composite
Rf!(f∗N ⊗LΛ Rf
!M) ∼−→ N ⊗LΛ Rf!Rf
!M → N ⊗LΛ M,
where the first map is the inverse of (2.18.1) and the second map is induced by the adjunction Rf!Rf !M →
M .
If the fibers of f have dimension ≤ d, then we obtain a map
(2.26.2) f∗N(d)[2d]→ Rf !N,
composite of (2.26.1) applied to M = Λ and the map f∗Λ(d)[2d] → Rf !Λ adjoint to Trf (Λ). The map
(2.26.2) is an isomorphism for f étale and d = 0. To see this, we reduce to the case f is étale and
representable, where the assertion follows from Remark 2.22.
Construction 2.27. The construction of Rf! in Construction 2.17 works without assumption on the
inertia of f if we restrict to D+. More precisely, let C1 be the 2-category whose objects are Deligne-
Mumford S-stacks of finite type and finite inertia and whose morphisms are the separated morphisms, let
A be the arrowy 2-subcategory of C1 whose morphisms are the open immersions, let B1 be the arrowy 2-
subcategory of C1 whose morphisms are the proper morphisms, and let D be the 2-category of triangulated
categories. Let FA : A → D be the pseudofunctor given by Construction 2.8:
X 7→ D+(X ,Λ), j 7→ j!, α 7→ α!,
and let FB1 : B1 → D be the pseudofunctor given by
X 7→ D+(X ,Λ), p 7→ Rf∗, α 7→ Rα∗.
We define G and ρ as before. Note that the proper base change map (2.17.2) is still an isomorphism
in this case because we work in D+. This defines an object of GDCartA,B1(C1,D). Let F : C1 → D be a
corresponding pseudofunctor. For any morphism f : X → Y of C1, we define
Rf† : D+(X ,Λ)→ D+(Y,Λ)
to be F (f). If f has m-prime inertia, Rf† is isomorphic to the restriction of Rf! to D+. In general, Rf†
is not the correct definition of Rf!, but in Section 6 we will use it to give the correct definition of Rf! for
coefficients of characteristic 0.
For any morphism f : X → Y of C1, we have the support-forgetting natural isomorphism of functors
D+(X ,Λ)→ D+(Y,Λ)
Rf† ⇒ Rf∗,
which is a natural isomorphism if f is proper. Base change isomorphisms are also constructed as before.
We have obtained the following proposition.
Proposition 2.28. For any 2-Cartesian square of Deligne-Mumford stacks
X ′
h //
f ′

X
f

Y ′
g // Y
with X and Y of finite type and finite inertia over S, Y ′ of finite type and finite inertia over some
Noetherian scheme S′, f separated, the base change map
g∗Rf†M → Rf
′
†h
∗M
is an isomorphism for all M ∈ D+(X ,Λ).
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Proposition 2.29. Assume that S is finite-dimensional and Λ is annihilated by an integer m invertible
on S. Let f : X → Y be a morphism of m-prime inertia between finite-type Deligne-Mumford S-stacks.
(1) Rf∗ : D(X ,Λ) → D(Y,Λ) has finite cohomological amplitude. Moreover, for M ∈ D(X ,Λ) and
N ∈ D(Λ), the projection formula map (2.1.2)
N ⊗LΛ Rf∗M → Rf∗(N ⊗
L
Λ M)
is an isomorphism. In particular, Rf∗ preserves complexes of tor-dimension ≥ 0.
(2) Assume that f is a closed immersion (resp. f is separated and X , Y are of finite inertia). Then
Rf ! : D(Y,Λ) → D(X ,Λ) has finite cohomological amplitude. Moreover, for M ∈ D(Y,Λ) and
N ∈ D(Λ) the map (2.9.2) (resp. (2.26.1))
N ⊗LΛ Rf
!M → Rf !(N ⊗LΛ M)
is an isomorphism. In particular, Rf ! carries Dft to Dft.
Note that (2.1.2) is not an isomorphism for N ∈ D(Y,Λ) in general. Indeed, if f an open immersion
and N is supported on the complement of X , then Rf∗(f∗N⊗LΛM) = 0 but N⊗
L
ΛRf∗M is not necessarily
zero.
Proof. (1) The second assertion follows from the first one by an argument similar to the proof of
Proposition 2.15 (2). To show the first assertion, up to replacing Y by an étale presentation and
X by the corresponding 2-pullback, we may assume that Y is a scheme. In particular, if f is an
open immersion, then the result follows from the case of schemes, which is a result of Gabber [11,
Corollary 1.4]. In the general case, we proceed by induction. Let j : U → X be a dominant open
immersion with U separated over S and let i be a complementary closed immersion. Applying
Rf∗ to (2.10.2) and induction hypothesis to fi, we are reduced to prove that R(fj)∗ has finite
cohomological dimension. In other words, we may assume X separated over S. By the factorization
in Proposition 1.2, we are then reduced to two cases: (a) f is an open immersion; (b) f is proper.
Case (a) has been proven above and case (b) follows from Lemma 2.14.
(2) We easily reduce to two cases: (a) f is a smooth morphism of schemes; (b) f is a closed immersion.
In case (a), Rf ! ≃ f∗(d)[2d], where d is the relative dimension, and the assertions are obvious. In
case (b), the first assertion follows from (1) and the distinguished triangle (2.10.2), and the second
assertion follows from the first one and an argument similar to the proof of Proposition 2.15 (2).
Proposition 2.30 (Poincaré duality). Assume that Λ is annihilated by an integer m invertible on S. Let
f : X → Y be a separated morphism, smooth of relative dimension d, of m-prime inertia between finite-
type finite-inertia Deligne-Mumford S-stacks. For every N ∈ D(Y,Λ), the map f∗N(d)[2d] → Rf !N
(2.26.2) is an isomorphism.
Proof. We easily reduce to the case of schemes [31, XVIII Théorème 3.2.5].
3 Operations on Dc(X ,Λ)
In this section, after reviewing the notion of constructible sheaves on Deligne-Mumford stacks, we inves-
tigate the effects of the six operations constructed in the previous section on constructible complexes.
We then compare them with operations constructed by duality.
In Definition 3.1 through Construction 3.7, let Λ be a ring.
Definition 3.1. We say a sheaf of Λ-modules F on a Deligne-Mumford stack X is constructible if
α∗F ∈ Mod(X,Λ) is constructible4 for some (or, equivalently, for every) étale presentation α : X → X
where X is a scheme.
The full subcategory Modc(X ,Λ) of Mod(X ,Λ) consisting of constructible sheaves Λ-modules is stable
under extensions and cokernels.
Proposition 3.2. Let f : X → Y be a morphism of Deligne-Mumford stacks.
4For Λ not necessarily Noetherian, we use the definition of constructible sheaves of Λ-modules on a scheme X given in
[31, IX Définition 2.3], not the one suggested in the footnote at that place. In other words, we say that G ∈ Mod(X,Λ) is
constructible if for every affine open subscheme U ⊂ X, there exists a finite partition of U into constructible locally closed
subschemes U =
⋃
Ui such that G | Ui is locally constant of finite presentation for every i.
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(1) f∗ : Mod(Y,Λ)→ Mod(X ,Λ) preserves constructible sheaves.
(2) If f is representable and étale, then f! : Mod(X ,Λ)→ Mod(Y,Λ) preserves constructible sheaves.
Proof. The first assertion is obvious. To prove the second assertion, replacing Y by an étale presentation,
we may assume Y is a scheme. Let g : X → X be an étale presentation. For all F ∈Mod(X ,Λ), we have
an exact sequence
h!h
∗F → g!g
∗F → F → 0,
where h is the morphism X×X X → X . Thus we may assume X is a scheme. The assertion is well-known
in this case.
Proposition 3.3. Let X be a quasi-compact Deligne-Mumford stack. We let Etqc(X ) denote the full
subcategory of Et(X ) consisting of Deligne-Mumford stacks representable, étale and quasi-compact over
X . Let F be a sheaf of Λ-modules F on X . Then the following conditions are equivalent:
(a) F is constructible;
(b) For any epimorphism α : FI =
⊕
i∈I ΛUi,X → G, where Ui is an object of Etqc(X ) for every i ∈ I,
and G is either F or the kernel of an epimorphism ΛV,X → F , where V is an object of Etqc(X ), there
exists a finite subset J ⊂ I such that FJ →֒ FI
α
−→ G is an epimorphism, where FJ =
⊕
j∈J ΛUj ,X ;
(c) F is isomorphic to the cokernel of a map ΛU ,X → ΛV,X , where U and V are objects of Etqc(X );
Here ΛU ,X = j!ΛU is the sheaf defined in Construction 2.6, where j : U → X .
Proof. Let f : X → X be a quasi-compact étale presentation where X is a scheme.
(c) =⇒ (a). This follows from Proposition 3.2 (2).
(a) =⇒ (b). Note that f∗G would satisfy the definition of constructible sheaf if we replace “of finite
presentation” in the definition by “of finite type”. Since f∗α : f∗FI → f∗G is an epimorphism, there
exists a finite subset J ⊂ I such that f∗FJ → f∗G is an epimorphism by the proof of [31, IX Proposition
2.7]. Then FJ → G is an epimorphism.
(b) =⇒ (c). Note that (ΛU ,X )U∈Etqc(X ) is a system of generators of Mod(X ,Λ). Thus there exists an
epimorphism FI → F . By (b), we may assume that I is finite. Then FI ≃ ΛV,X , where V =
∐
i∈J Ui ∈
Etqc(X ). Applying the above argument to G = Ker(ΛV,X → F), we get an epimorphism ΛU ,X → G,
U ∈ Etqc(X ).
Corollary 3.4. Let X be a quasi-compact Deligne-Mumford stack, and let F be a constructible Λ-module
on X . The functor HomX (F ,−) : Mod(X ,Λ)→ Λ commutes with small inductive limits.
This follows from Proposition 3.3 and [31, VI Théorème 1.23].
Corollary 3.5. Let X be a quasi-compact Deligne-Mumford stack. Any Λ-module F on X is a filtered
inductive limit of constructible Λ-modules on X .
Proof. Fix an epimorphism
⊕
i∈I Fi → F , where Fi ∈ Modc(X ,Λ), i ∈ I. For every finite subset A ⊂ I,
fix a surjection
⊕
j∈JA
Gj → Ker(FA → F), where Gj ∈ Modc(X ,Λ), FA =
⊕
i∈A Fi. Then F is the
inductive limit of Coker(GB → FA), where (A,B) runs over pairs of finite subsets A ⊂ I, B ⊂ JA,
GB =
⊕
j∈B Gj . The pairs are ordered by inclusion.
Corollary 3.6. Let X be a quasi-compact Deligne-Mumford stack. The functor
lim
−→
: IndModc(X ,Λ)→ Mod(X ,Λ)
is an equivalence of categories.
This follows from Corollaries 3.4 and 3.5.
Construction 3.7. As in [31, XVIII 3.1.2], Corollary 3.6 allows us to construct the modified Godement
resolution. Let X be a quasi-compact Deligne-Mumford stack. For any sheaf F of Λ-modules on X , we
let C•(F) denote the Godement resolution of F and we define the modified Godement resolution to be
C•ℓ (F) = lim−→
i∈I
C•(Fi),
where (Fi)i∈I is a system of constructible Λ-modules such that F ≃ lim−→i∈I Fi. This is a flabby resolution
of F , independent of the choice of (Fi)i∈I up to isomorphism. For all q, the functor C
q
ℓ (F) is exact and
commutes with small inductive limits and étale localization.
17
Definition 3.8. Following [14, Definition 8.3.21 (iv)], we say that an additive full subcategory of an
Abelian category A is thick if it is closed under kernels, cokernels, and extensions. A Serre subcategory
of A is a thick subcategory of A closed under sub-objects and quotients. We say that a triangulated
subcategory of a triangulated category is thick if it is stable under direct summand.
Thick subcategories of Abelian categories are called “complete subcategories” and Serre subcategories
are called “thick subcategories” in [9, 1.11]. By [26, Proposition 1.3], the above definition of thick
subcategories of triangulated subcategories coincides with [5, C.D., Définition I.2.1.1]. If B is a thick
subcategory of an Abelian category A, then the full subcategory DB(A) of D(A) spanned by complexes
with cohomology in B is a thick subcategory.
In Propositions 3.9 through 3.14, let Λ be a Noetherian ring. In this case, Modc(X ,Λ) is a thick
subcategory of Mod(X ,Λ). Let Dc(X ,Λ) be the triangulated subcategory of D(X ,Λ) consisting of
complexes with constructible cohomology sheaves, which is a thick subcategory. We put Dcft(X ,Λ) =
Dc(X ,Λ) ∩Dft(X ,Λ).
Proposition 3.9. Let X be a Noetherian Deligne-Mumford stack. A sheaf of Λ-modules F on X is
constructible if and only if it is Noetherian.
It follows that Modc(X ,Λ) is a Serre subcategory of Mod(X ,Λ) in this case.
Proof. Let f : X → X be a quasi-compact étale presentation where X is a scheme. If F is constructible,
then f∗F is constructible, hence Noetherian [31, IX Proposition 2.9 (ii)]. It follows that F is Noetherian.
If F is Noetherian, then the sheaf G in Proposition 3.3 (b) is Noetherian by assumption (if G = F) or by
the above (if G = Ker(ΛV,X → F)), thus F is constructible by Proposition 3.3 (b) =⇒ (a).
The following is obvious.
Proposition 3.10. Let X be a Deligne-Mumford stack. The functor
−⊗LΛ − : D(X ,Λ)×D(X ,Λ)→ D(X ,Λ)
sends D−c ×D
−
c to D
−
c .
Proposition 3.11. Let f : X → Y be a proper finitely-presented morphism of Deligne-Mumford stacks.
Assume Λ is annihilated by an integer m. then the functor Rf∗ : D(X ,Λ) → D(Y,Λ) carries D+c (X ,Λ)
to D+c (Y,Λ). If, moreover, f has m-prime inertia, then Rf∗ carries Dc(X ,Λ) to Dc(Y,Λ).
Proof. For the first assertion, we reduce by cohomological descent to the case of schemes, which is [31,
XIV Théorème 1.1]. The second assertion follows from the first one.
Deligne’s theorem on generic constructibility and generic base change extends to Deligne-Mumford
stacks by cohomological descent as follows. See [13, Proposition 2.12] for the case of Artin stacks.
Proposition 3.12. Let S be a Noetherian Deligne-Mumford stack. Assume that Λ is annihilated by an
integer m invertible on S. Let f : X → Y be a morphism between finite-type Deligne-Mumford S-stacks
and let M ∈ D+c (X ,Λ). For every integer i, there exists a dense open substack S
◦ of S satisfying the
following conditions
(1) The restriction of Rif∗M to Y ×S S◦ is constructible.
(2) Rif∗M is compatible with arbitrary base change S′ → S◦ ⊂ S of Deligne-Mumford stacks.
Proposition 3.13. Let S be a Noetherian scheme. Assume that Λ is annihilated by an integer m
invertible in S. let f : X → Y be a separated morphism of m-prime inertia between finite-type and
finite-inertia Deligne-Mumford S-stacks. Then Rf† carries D+c (X ,Λ) to D
+
c (Y,Λ). If, moreover, f has
m-prime inertia, then Rf! carries Dc(X ,Λ) to Dc(Y,Λ).
Proof. By construction we are reduced to two cases: (a) f is an open immersion; (b) f is proper. Case
(a) is clear while (b) is a special case of Proposition 3.11.
Proposition 3.14. Let X be a finite-dimensional Noetherian Deligne-Mumford stack. Assume that Λ is
annihilated by an integer m invertible on X . Then
RHomX : D(X ,Λ)op ×D(X ,Λ)→ D(X ,Λ)
carries (Dcft)op ×Dft to Dft.
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Proof. As in [5, Th. finitude, Remarque 1.7], this follows from Proposition 2.29 (1).
In Propositions 3.15 and 3.16, let S be either a regular scheme of dimension ≤ 1 or a quasi-excellent
scheme, and let Λ be a Noetherian ring annihilated by an integer m invertible on S. Under these
assumptions, we can apply finiteness results of Deligne [5, Th. finitude] or Gabber [25]. In the second
case, one reduces to the case Λ = Z/mZ using arguments similar to [5, Th. finitude, 2.2].
Proposition 3.15. Let X be a Deligne-Mumford S-stack of finite type. Then
RHomX : D(X ,Λ)op ×D(X ,Λ)→ D(X ,Λ)
carries (D−c )
op ×D+c to D
+
c .
Proof. Take an étale presentation X → X with X a separated finite type S-scheme. It suffices to verify
the assertions for RHomX . This is [5, Th. finitude, Corollaire 1.6] for S regular of dimension ≤ 1. For S
quasi-excellent, the same proof allows us to deduce this from [25, 1.1].
Proposition 3.16. Let f : X → Y be a morphism between finite-type Deligne-Mumford S-stacks.
(1) Rf∗ sends D+c (X ,Λ) to D
+
c (Y,Λ). If f has m-prime inertia, then Rf∗ sends D
b
c(X ,Λ) to D
b
c(Y,Λ).
If, moreover, S is finite-dimensional, then Rf∗ sends Dc(X ,Λ) to Dc(Y,Λ).
(2) Assume that f is a closed immersion (resp. f is separated, and X and Y are of finite inertia). Then
Rf ! : D(Y,Λ) → D(X ,Λ) sends D+c (Y,Λ) to D
+
c (X ,Λ) and D
b
c(Y,Λ) to D
b
c(X ,Λ). If, moreover,
S is finite-dimensional, then Rf ! sends Dc(Y,Λ) to Dc(X ,Λ).
Proof. We will freely use Proposition 2.29 to extend results to Dc.
(1) The case of schemes was proved by Deligne [5, Th. finitude, Remarque 1.3] and Gabber [25, 1.1].
Up to replacing Y by an étale presentation and X by the corresponding pullback, we may assume
that Y is a scheme. For the first assertion, we then reduce by cohomological descent to the known
case where X is also a scheme. For the second assertion, as in the proof of Proposition 2.29 (1), we
reduce first to the case where X is separated, and then to the cases: (a) is an open immersion; (b)
f proper. Case (a) follows from the case of schemes and case (b) follows from Lemma 2.14.
(2) We easily reduce to two cases: (a) f is a smooth morphism of schemes; (b) f is a closed immersion.
In case (a), Rf ! ≃ f∗(d)[2d], where d is the relative dimension of f , and the assertions are trivial.
In case (b), the assertions follow from (1) and the distinguished triangle (2.10.2).
In the rest of this section let S be either (a) a regular scheme of dimension ≤ 1 or (b) a finite-
dimensional excellent scheme, endowed with a dimension function δS . Recall that every integral univer-
sally catenary scheme admits x 7→ − dim(OX,x) as a dimension function, and the difference between two
dimension functions on a scheme is a locally constant function. To state results on cohomological dimen-
sion more conveniently, we assume δS(s) ≥ 0 for every s ∈ S. Let Λ be a Noetherian ring annihilated by
an integer m invertible on S.
Construction 3.17. In case (a), let ΩS ∈ Dbc(S,Λ) be the object such that ΩS | T = Λ(dT )[2dT ] for
every connected component T of S, where dT = max(δS | T ). In case (b), let ΩS ∈ Dcft(S,Λ) be the
potential dualizing complex associated to (S, δS) in the sense of [27, Définition 2.1.2], which exists and is
unique up to isomorphism by [27, Théorèmes 5.1.1, 6.1.1]5. For any finite-type and separated morphism
a : X → S of schemes, let ΩX = Ra!ΩS ∈ Dcft(X,Λ). We define a triangulated functor
DX : D(X,Λ)op → D(X,Λ)
by DXM = RHomΛ(M,ΩX). We endow X with the dimension function δX(x) = δS(f(x)) +
tr.deg(x/f(x)) and we take dX = max δX = maxs∈S(dimXs + δS(s)).
Lemma 3.18.
(1) The functor DX restricts to functors (D−c )
op → D+c and D
op
cft → Dcft. Moreover, for M ∈
Dcft(X,Λ) of tor-amplitude contained in [a, b], DXM has tor-amplitude contained in [−b−2dX ,−a].
(2) For M ∈ Dcft(X,Λ), the natural map M → DXDXM is an isomorphism.
5The definition [27, Définition 2.1.2], existence and uniqueness [27, Théorème 5.1.1] are stated for Z/mZ, but can be
extended to Λ, as observed by Joël Riou (private communication). If K is a potential dualizing complex with coefficients
in Z/mZ, then K ⊗L
Z/mZ
Λ is a potential dualizing complex with coefficients in Λ by Proposition 2.29 (2).
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In particular, ΩX has tor-amplitude contained in [−2dX , 0] and RHom(ΩX ,ΩX) = DXΩX ≃ Λ. The
complex ΩX is a dualizing complex in the sense of [27, Définition 7.1.1] and, for Λ = Z/mZ, also in the
sense of [32, I Définition 1.7].
Proof. (1) It follows from Proposition 3.15 that DX sends (D−c )
op to D+c . The bound can be obtained
similarly to the proof of [5, Th. finitude, Corollaire 1.6]. In fact, we may assume M = j!L, where
j : Y → X is an immersion, Y is regular and connected and L ∈ Dcft(Y,Λ) has tor-amplitude
contained in [a, b] and locally constant cohomological sheaves. Then DXj!L ≃ Rj∗DY L by (2.6.2)
and
(DY L)y¯ = RHomΛ(Ly¯,Λ(dY )[2dY ])
for every geometric point y¯ → Y . We then apply the fact that Rj∗ has cohomological dimension
≤ max{2dY − 1, 0} [11, Theorem 1.1].
(2) In case (a), this is [5, Th. finitude, Théorème 4.3]. In case (b), [27, Proposition 4.1.2] (either
extended to Λ or combined with Proposition 2.29 (2)) shows that ΩX is a potential dualizing
complex for (X, δX). It then suffices to apply [27, Théorèmes 6.1.1, 7.1.3].
Construction 3.19. Let X be a finite-type Deligne-Mumford S-stack. We apply the Be˘ılinson-Bernstein-
Deligne gluing theorem [2, Théorèm 3.2.4] to define a dualizing complex ΩX . For every étale morphism
α : X → X with X a separated finite-type S-scheme, we associate ΩX . For any morphism f : X → Y
between such morphisms, there is a canonical isomorphism f∗ΩY
∼
−→ ΩX . Since, for all X , ΩX belongs
to D[−2dX ,0](X,Λ), where dX = maxs∈S(dimXs + δS(s)), there exists an object ΩX ∈ D[−2dX ,0](X ,Λ),
unique up to isomorphism, such that, for every étale morphism α : X → X with X a separated finite-type
S-scheme, we have α∗ΩX ≃ ΩX . It follows that ΩX belongs to Dc and has tor-amplitude contained in
[−2dX , 0]. We define a triangulated functor
DX : D(X ,Λ)op → D(X ,Λ)
by DXM = RHomΛ(M,ΩX ).
Proposition 3.20.
(1) The functor DX restricts to functors (D−c )
op → D+c and D
op
cft → Dcft. Moreover, for M ∈
Dcft(X ,Λ) of tor-amplitude contained in [a, b], DXM has tor-amplitude contained in [−b−2dX ,−a].
(2) For M ∈ Dcft(X ,Λ), the natural map M → DXDXM is an isomorphism.
Proof. Take an étale presentation X → X with X a separated finite type S-scheme. It suffices to verify
the proposition for X , which is Lemma 3.18.
Proposition 3.21. Assume that Λ is Gorenstein of dimension 0.
(1) The functor DX : (D−c )
op → D+c has cohomological amplitude contained in [−2dX , 0]. In particular
DX sends (Dbc)
op to Dbc.
(2) For M ∈ Dbc(X ,Λ), the natural map M → DXDXM is an isomorphism.
The additional assumption on Λ in Proposition 3.21 is satisfied notably if Λ = O/mn+1, where O a
discrete valuation ring of and m is the maximal ideal of O.
Proof. It suffices to combine the proofs of Lemma 3.18 and Proposition 3.20 with [5, Th. finitude, 4.7]
and [27, Théorème 7.1.2].
Remark 3.22. Let f : X → Y be a separated morphism of m-prime inertia between finite-type Deligne-
Mumford S-stacks. Assume either f is a closed immersion, or X and Y are of finite inertia. The
functor Rf ! : D(Y,Λ)→ D(X ,Λ) as defined in Construction 2.9 and Proposition 2.23 preservesDcft. The
isomorphisms (2.9.1) and (2.24.2) give an isomorphismDX f∗
∼
−→ Rf !DY of functors D(Y,Λ)→ D(X ,Λ).
Applying biduality (Proposition 3.20 (2)), we obtain an isomorphism of functors Dcft(Y,Λ)→ Dcft(X ,Λ):
Rf ! ≃ Rf !DYDY ≃ DX f
∗DX .
Construction 3.23. Let f : X → Y be a morphism between finite-type Deligne-Mumford S-stacks.
Thanks to Proposition 3.20, we can define a triangulated functor
Rf ! : Dcft(Y,Λ)→ Dcft(X ,Λ), N 7→ DX f∗DYN.
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By Remark 3.22, this definition is compatible with Construction 2.9 and Proposition 2.23. If f : X →
Y and g : Y → Z are two such morphisms, then, by biduality, we have an isomorphism of functors
Dcft(Z,Λ)→ Dcft(X ,Λ):
R(gf)! = DX (gf)∗DZ ≃ DX f∗g∗DZ ≃ DX f∗DYDYg∗DZ = Rf !Rg!.
For L,M ∈ Dcft(Y,Λ), we have
RHomX (f∗M,Rf !L) ≃ RHomX (f∗M,DXDXRf !L) ≃ DX (f∗M⊗LΛDXRf
!L) ≃ DX (f∗M⊗LΛf
∗DYL)
≃ DX f
∗(M ⊗LΛ DYL) ≃ Rf
!DY(M ⊗LΛ DYL) ≃ Rf
!RHomY(M,DYDYL) ≃ Rf !RHomY(M,L).
If f is smooth, it follows from the construction of ΩX and ΩY that ΩX ≃ f∗ΩY(d)[2d], where d is the
relative dimension of f . It follows that (2.13.1) induces an isomorphism f∗(DYN)(d)[2d] ≃ DX f∗N for
all N ∈ D(X ,Λ). Thus
Rf ! = DX f∗DY ≃ f∗(d)[2d].
Remark 3.24. Let f : X → Y be a morphism of m-prime inertia between finite-type Deligne-Mumford
S-stacks. Assume either f is representable and étale, or f is separated and X and Y are of finite
inertia. The functor Rf! : D(X ,Λ) → D(Y,Λ) as defined in Constructions 2.8 and 2.17 preserves Dcft.
The isomorphisms (2.6.2) and (2.24.1) give an isomorphism DYRf!
∼
−→ Rf∗DX of functors D(X ,Λ) →
D(Y,Λ). Applying biduality (Proposition 3.20 (2)), we obtain an isomorphism of functors Dcft(X ,Λ)→
Dcft(Y,Λ):
Rf! ≃ DYDYRf! ≃ DYRf∗DX .
Construction 3.25. Let f : X → Y be a morphism of m-prime inertia between finite-type Deligne-
Mumford S-stacks. Thanks to Proposition 3.20, we can define a triangulated functor
Rf! : Dcft(X ,Λ)→ Dcft(Y,Λ), M 7→ DYRf∗DXM.
By Remark 3.24, this definition is compatible with Constructions 2.8 and 2.17. If f : X → Y and g : Y → Z
are two such morphisms, then, by biduality, we have an isomorphism of functors Dcft(X ,Λ)→ Dcft(Y,Λ):
R(gf)! = DZR(gf)∗DX ≃ DZRg∗Rf∗DX ≃ DZRg∗DYDYRf∗DX ≃ Rg!Rf!.
Remark 3.26. If Λ is Gorenstein of dimension 0, then Remark 3.22 through Construction 3.25 hold
with Dcft replaced by Dbc.
4 Construction of Dc(X ,O)
In this section, we develop an ℓ-adic formalism for general topoi. Previous work on ℓ-adic formalism
includes Ekedahl [7], Behrend [1, 2.2] for general topoi, Deligne [6, 1.1.2] for étale topoi of algebraic
spaces, and Laszlo-Olsson [18] for lisse-étale topoi of Artin stacks. Our methods are closely related to
[7] and [18]. We fix a ring O and a principal ideal m = λO generated by a non-zero-divisor λ such that
O → lim
←−n∈N
Λn is an isomorphism. Here N is the ordered set of nonnegative integers and Λn = O/mn+1.
Construction 4.1. Let X be a topos. Consider the topos XN of projective systems (M• = (Mn)n∈N)
of sheaves on X and the ring Λ• = (Λn)n∈N ∈ XN whose transition maps Λn+1 → Λn are induced by
the identity map on O. Consider the morphism of topoi (π∗, π−1) : XN → X with π∗(F•) = lim←−n Fn such
that π−1G is constant of value G. The projection map π−1O → Λ• then induces a morphism of ringed
topoi π = (π∗, π∗) : (XN,Λ•)→ (X ,O), with π∗G = (Λn ⊗O G)n∈N.
For all n, let (en∗, e−1n ) : X → X
N be the morphism of topoi defined by e−1n (G•) = Gn, (en∗F )q = F
for q ≥ n, and (en∗F )q = {∗} for q < n. The functor e−1n admits a left adjoint en! given by (en!F )q = F
for q ≤ n and (en!F )q = ∅ for q > n. The morphism of topoi (en∗, e−1n ) induces a flat morphism of
ringed topoi en = (en∗, e−1n ) : (X ,Λn)→ (X
N,Λ•). Note that en∗ : Mod(X ,Λn)→ Mod(XN,Λ•) is exact
and e−1n en∗ = id. For M ∈ D(X
N,Λ•), we denote e−1n M by Mn. The functor e
−1
n : Mod(X
N,Λ•) →
Mod(X ,Λn) admits a left adjoint, still denoted by en!, given by (en!F )q = Λq ⊗Λn F for q ≤ n and
(en!F )q = 0 for q > n. We have adjoint pairs of functors (Len!, e−1n ) and (e
−1
n , en∗) between D(X ,Λn)
and D(XN,Λ•) (see [14, Theorem 14.4.5]). The composition πen : (X ,Λn) → (X ,O) is the ring change
morphism and for brevity we will sometimes omit (πen)∗ from the notation.
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Definition 4.2. We say that M ∈Mod(XN, π−1O) is strict if Mn+1 →Mn is an epimorphism for every
n ≥ 0. We say thatM ∈ Mod(XN, π−1O) is essentially zero if for every n ≥ 0, there exists r ≥ 0 such that
the transition mapMn+r →Mn is zero. We say that M is AR-null [32, V Définition 2.2.1] if, moreover, r
can be chosen independently of n. This applies to the full subcategory Mod(XN,Λ•) ⊂Mod(XN, π−1O).
The full subcategories
N ⊂ Mod(XN,Λ•), N ′ ⊂ Mod(XN, π−1O)
spanned by AR-null modules are Serre subcategories (Definition 3.8). We say that M ∈ Mod(XN,Λ•) is
preadic (“m-adic” in the terminology of [32, V Définition 3.1.1]) if, for all n, the natural map Λn ⊗Λn+1
Mn+1 → Mn is an isomorphism; M ∈ Mod(XN,Λ•) is AR-preadic (“AR-m-adic” in the terminology
of [32, V Définition 3.2.2]) if there exists a preadic module N ∈ Mod(XN,Λ•) and a homomorphism
N →M with AR-null kernel and cokernel. We let Modpa(XN,Λ•) (resp. ModAR-pa(XN,Λ•)) denote the
full subcategory of Mod(XN,Λ•) spanned by the preadic (resp. AR-preadic) objects.
Notation 4.3. Let M ∈ Mod(XN, π−1O). For any integer r, we let L(r) denote the translation of L
given by L(r)n = Lr+n for r+ n ≥ 0 and L(r)n = 0 for r+ n < 0. For r ≥ 0 (resp. r ≤ 0), the transition
map L(r)→ L (resp. L→ L(r)) has AR-null kernel and cokernel. We have L(r)(r′) = L(r + r′) if r ≤ 0
or r′ ≥ 0.
We refer the reader to [9, 1.11] for the construction of quotient categories of Abelian categories by
Serre subcategories and to [8, Chap. I] for more general categories of fractions.
Lemma 4.4. The functor
Mod(XN,Λ•)/N → Mod(XN, π−1O)/N ′
induced by the inclusion functor is fully faithful.
Proof. Let L,M ∈ Mod(XN,Λ•). By [32, V Proposition 2.4.4 (iv)], we have
HomMod(X N,π−1O)/N ′(L,M) ≃ lim−→
r∈N
HomMod(X N,π−1O)(L(r),M).
For a morphism a : L(r)→M , a(−r) : L(r)(−r) →M(−r) is a morphism of Mod(XN,Λ•). This defines
an inverse of the map
HomMod(X N,Λ•)/N (L,M)→ HomMod(X N,π−1O)/N ′(L,M).
Lemma 4.5. Let L,M ∈ Mod(XN,Λ•), L preadic. Then the localization map
HomMod(X N,Λ•)(L,M)→ HomMod(X N,Λ•)/N (L,M)
is an isomorphism.
It follows that M ∈ Mod(XN,Λ•) is AR-preadic if and only if there exists a preadic module
L ∈ Mod(XN,Λ•), isomorphic to M in Mod(XN,Λ•)/N . Moreover, the functor Modpa(XN,Λ•) →
Mod(XN,Λ•)/N is fully faithful.
Proof. By Lemma 4.4, it suffices to show that the localization map
HomMod(X N,Λ•)(L,M)→ HomMod(X N,π−1O)/N ′(L,M)
is an isomorphism. By [32, V Proposition 2.4.4 (iv)], we have
HomMod(X N,π−1O)/N ′(L,M) ≃ lim−→
r∈N
HomMod(X N,π−1O)(L(r),M).
Since L is preadic and M is a Λ•-module, the map
HomMod(X N,π−1O)(L,M)→ HomMod(X N,π−1O)(L(r),M)
induced by the transition map L(r)→ L is an isomorphism for every r. In fact, for n ≥ m,
HomO(Ln,Mm) ≃ HomO(Λn ⊗Λn+r Ln+r,Mm) ≃ HomO(Ln+r,Mm).
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Definition 4.6. We say thatM ∈ D(XN,Λ•) is essentially zero (resp. AR-null) ifHiM is essentially zero
(resp. AR-null) for all i. Let DN be the full subcategory of D(XN,Λ•) consisting of AR-null complexes,
which is a thick triangulated subcategory (Definition 3.8).
Lemma 4.7.
(1) For M ∈ Mod(X ,O), π∗M is preadic, H−1Lπ∗M is essentially zero, and H−qLπ∗M = 0 for q > 1.
(2) For N ∈ D(X ,Λn), the adjunction map Lπ∗(πen)∗N → en∗N has AR-null cone. In particular, for
N ∈Mod(X ,Λn), H−1Lπ∗(πen)∗N is AR-null.
By (1), for M ∈ D(X ,O), the distinguished triangle
Lπ∗τ≤qM → Lπ∗M → Lπ∗τ≥q+1M →
induces a short exact sequence
(4.7.1) 0→ π∗HqM → HqLπ∗M → H−1Lπ∗Hq+1M → 0,
where π∗HqM is preadic and H−1Lπ∗Hq+1M is essentially zero.
Proof. (1) The first assertion follows from the isomorphism Λn ⊗Λn+1 Λn+1 ⊗O M ≃ Λn ⊗O M . The
last assertion holds because e−1n H
−qLπ∗M ≃ T orOq (Λn,M) = 0 for q > 1. Consider the short exact
sequence of π−1O-modules 0 → F → π−1O → Λ• → 0, where F = (O)m∈N has transition maps
Fm+1 → Fm given by O
×λ
−−→ O, and Fn → (π−1O)n is given by O
×λn+1
−−−−→ O. This sequence gives
a π−1O-flat resolution of Λ•. So H−1Lπ∗M is a sub-π−1O-module of F ⊗π−1O π−1M , hence is
essentially zero.
(2) For N ∈ Mod(X ,Λn), H−1Lπ∗N is a sub-π−1O-module of F ⊗π−1O π−1N , hence is AR-null. For
the first assertion, by (a) we may assume N ∈ Mod(X ,Λn). In this case π∗N → en∗N is an
epimorphism with AR-null kernel.
The following is a variant of [7, Lemma 1.4].
Lemma 4.8. Let M ∈ D−(XN,Λ•) be AR-null, and let N ∈ D(XN,Λ•). Assume either M ∈ Db or
N ∈ D−. Then M ⊗LΛ• N is AR-null.
Proof. We may assume M ∈Mod(XN,Λ•). It then suffices to take a quasi-isomorphism N ′ → N , where
N ′ belongs to the smallest triangulated subcategory of K(Mod(XN,Λ•)) stable under small direct sums
and containing K−(P), where P is the full subcategory of Mod(XN,Λ•) spanned by flat modules.
Lemma 4.9. Suppose that X has enough points. Let M ∈ D(X ,Λn) and N ∈ D(X ,O). Then the
projection formula map
en∗M ⊗
L
Λ• Lπ
∗N → en∗(M ⊗LΛn e
−1
n Lπ
∗N)
is an isomorphism.
Proof. We may assume that X is the punctual topos. Since en∗ : Mod(X ,Λn)→ Mod(XN,Λ•) commutes
with small direct limits, we may repeat the arguments in the proof of Proposition 2.15 (2).
Let f : X → Y be a morphism of topoi. It induces a flat morphism of ringed topoi
(fN∗ , f
N∗) : (XN,Λ•)→ (YN,Λ•).
The base change map Len!f∗ ⇒ fN∗Len! is a natural isomorphism of functors D(Y,Λn) → D(XN,Λ•).
By adjunction, we have the following.
Lemma 4.10. For all M ∈ D(XN,Λ•), the base change map
(4.10.1) e−1n Rf
N
∗M → Rf∗e
−1
n M
is an isomorphism.
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The case M ∈ D+ is a particular case of [31, Vbis 1.3.12]. This case follows also from the fact that
the full subcategory IX of Mod(XN,Λ•) spanned by modules of the form
∏
n en∗I(n), where I(n) is an
injective Λn-module, is fN∗ -injective. For I ∈ IX , I is injective and e
−1
n I is injective for all n.
The lemma implies that RfN∗ preserves essentially zero complexes in D
+ and AR-null complexes in
D+.
The base change maps induce a natural transformation of functors D(X ,Λn)→ D(YN,Λ•)
(4.10.2) Len!Rf∗ ⇒ RfN∗ Len!.
Lemma 4.11.
(1) If M ∈ D+(XN,Λ•) is essentially zero, then we have Rπ∗M = 0.
(2) For N ∈ D+(X ,Λn), the adjunction map (πen)∗N → Rπ∗Lπ∗(πen)∗N is an isomorphism.
Part (1) is a particular case of [7, Lemma 1.1].
Proof. (1) Note that Rqπ∗M is the sheaf associated to the presheaf (U 7→ Hq(UN,M)), where U runs
over objects of X . Let a : U → pt be the morphism of topoi from U to the punctual topos. Since
RaN∗M is essentially zero, RΓ(U
N,M) ≃ R lim
←−
RaN∗M = 0.
(2) The composite
Rπ∗en∗N → Rπ∗Lπ
∗Rπ∗en∗N → Rπ∗en∗N
is the identity. By (a) and Lemma 4.7 (b), the second map is an isomorphism.
Definition 4.12. We define a functor
(4.12.1) D(XN,Λ•)→ D(XN,Λ•), M 7→ Mˆ = Lπ∗Rπ∗M.
Following Ekedahl [7, Definition 2.1 (iii)] we say that a complex M ∈ D(XN,Λ•) is normalized if the
adjunction map Mˆ → M is an isomorphism in D(XN,Λ•). We say that M ∈ D(XN,Λ•) is weakly
normalized if for all n, the natural map
(4.12.2) Λn ⊗LΛn+1 Mn+1 →Mn
is an isomorphism.
The following criterion is a variant of [7, Proposition 2.2 (ii)] and plays an essential role in what
follows.
Lemma 4.13. Let M ∈ D(XN,Λ•). Consider the following conditions:
(a) M is normalized;
(b) M ≃ Lπ∗N for some N ∈ D(X ,O);
(c) M is weakly normalized.
Then (a) =⇒ (b) =⇒ (c). Moreover, if M ∈ D+, then they are equivalent.
In particular, for M ∈ D+(XN,Λ•), Mˆ is normalized.
Proof. (a) =⇒ (b) By definition, M ≃ Lπ∗Rπ∗M .
(b) =⇒ (c) We have Mn ≃ Λn ⊗LO N and (4.12.2) is induced by the isomorphism
Λn ⊗LΛn+1 Λn+1 ⊗
L
O N
∼
−→ Λn ⊗LO N.
(c) =⇒ (a) assuming M ∈ D+. To prove that M is normalized, it suffices to show that the map
α : e−1n Mˆ → e
−1
n M is an isomorphism for all n. This map sits in the commutative diagram
(4.13.1) (πen)∗Λn ⊗LO Rπ∗M
γ ≃

β
∼
// (πen)∗e−1n Lπ
∗Rπ∗M
(πen)∗α
**❯❯❯
❯❯❯❯
❯❯❯❯
❯❯❯❯
❯❯
Rπ∗(Lπ∗(πen)∗Λn ⊗LΛ• M)
// Rπ∗en∗e−1n (Lπ
∗(πen)∗Λn ⊗LΛ• M)
// (πen)∗e−1n M,
where β is projection formula map for πen, γ is projection formula map for π, and the lower horizontal
arrows are adjunction maps. The map β is trivially an isomorphism. Taking the resolution F → (πen)∗Λn,
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where F is the complex O ×λ
n+1
−−−−→ O concentrated in degrees −1 and 0, we see that γ is an isomorphism.
Thus it suffices to show that the composite of the lower row of (4.13.1) is an isomorphism. This row is
obtained by applying Rπ∗ to the upper row of the commutative diagram
Lπ∗(πen)∗Λn ⊗LΛ• M
//
δ

en∗e
−1
n (Lπ
∗(πen)∗Λn ⊗LΛ• M)
//

en∗e
−1
n M,
π∗(πen)∗Λn ⊗LΛ• M
ǫ // en∗e−1n (π
∗(πen)∗Λn ⊗LΛ• M),
∼
55❦❦❦❦❦❦❦❦❦❦❦❦❦❦❦
where the vertical arrows are induced by Lπ∗(πen)∗Λn → π∗(πen)∗Λn. By Lemma 4.7 (2) and Lemma
4.8, δ has AR-null cone. By (c),
Λn ⊗LΛm Mm →Mn
is an isomorphism for all m ≥ n. It follows that ǫ has AR-null cone. Note that Lπ∗(πen)∗Λn⊗LΛ• M and
en∗e
−1
n M are both in D
+. Hence Rπ∗(ǫδ) is an isomorphism by Lemma 4.11 (a).
Lemma 4.14. Let M ∈ D(XN,Λ•) be normalized. Then the map
α : Lπ∗τ≥aRπ∗M → Lπ∗τ≥aRπ∗τ≥aM ≃ Lπ∗Rπ∗τ≥aM
is an isomorphism.
Proof. By Lemma 4.7 (1), the map
Lπ∗τ≥aRπ∗M → τ
≥aLπ∗τ≥aRπ∗M ≃ τ
≥aLπ∗Rπ∗M
∼
−→ τ≥aM
has essentially zero cone in D+. This map equals the composite map βα in the commutative diagram
(Lπ∗τ≥aRπ∗M)̂ αˆ //
γ

(Lπ∗Rπ∗τ≥aM)̂ βˆ //
δ

τ̂≥aM
β

Lπ∗τ≥aRπ∗M
α // Lπ∗Rπ∗τ≥aM
β // τ≥aM
Thus by Lemma 4.11 (1), βˆαˆ is an isomorphism. By Lemma 4.13, γ and δ are isomorphisms. Since δ
and βˆ have a common section given by the adjunction id→ Rπ∗Lπ∗, it follows that βˆ is an isomorphism.
Therefore, αˆ and α are isomorphisms.
Objects of D(XN,Λ•) satisfying condition (b) (resp. (c)) of Lemma 4.13 are clearly closed under
derived tensor product. Applying Lemma 4.13, we obtain the following proposition.
Proposition 4.15. Let M,N ∈ D+(XN,Λ•) be normalized. Then M ⊗LΛ• N is normalized.
Proposition 4.16. Assume that O is a regular ring. Let N ∈ D≥a(XN,Λ•) be normalized. Then
(1) −⊗LΛ• N has cohomological amplitude ≥ a− dimO.
(2) For all M ∈ D+(XN,Λ•) AR-null, M ⊗LΛ• N is AR-null.
Proof. By assumption, N ≃ Lπ∗N ′ for some N ′ ∈ D≥a(X ,O). ThenM⊗LΛ•N ≃M⊗
L
π−1O π
−1N ′. Then
(1) follows from the fact that −⊗Lπ−1O − has cohomological amplitude ≥ − dimO. For (2), we are then
reduced to the case M ∈ Db, which is covered by Lemma 4.8.
Proposition 4.17. Let M,N ∈ D(XN,Λ•). Suppose that either
(a) M is weakly normalized; or
(b) the cohomology sheaves of M are preadic, M ∈ D− and N ∈ D+.
Then the natural map
(4.17.1) e−1n RHomΛ•(M,N)→ RHomΛn(Mn, Nn)
is an isomorphism.
This is a variant of [18, 3.1.2].
25
Proof. Let jn : X≤n → XN be the morphism of topoi defined by j−1n M = (Mm)m≤n, (jn∗N)m = Nm for
m ≤ n, (jn∗N)m = Nn for m ≥ n. Let e′n : X → X
≤n be the morphism of topoi defined by e′n
−1N = Nn,
(e′n∗F )m = {∗} for m < n, (e
′
n∗F )n = F . Then en = jne
′
n. Let πn : (X
≤n,Λ≤n) → (X ,Λn) be the
morphism of ringed topoi given by πn∗ = e′n
−1, (π∗nF )m = Λm ⊗Λn F .
In case (b), we may assume M ∈ Mod(XN,Λ•) is preadic, then π∗nMn
∼
−→ j−1n M . As observed in
the remark following Lemma 4.10, there is a quasi-isomorphism N → I such that Ik and e−1n I
k are
injective for all k and n. Hence it suffices to show that for any N ∈ Mod(XN,Λ•), e−1n HomΛ•(M,N)→
HomΛn(Mn, Nn) is an isomorphism. This is clear because the map is the composition
e−1n HomΛ•(M,N) = e
′
n
−1
j−1n HomΛ•(M,N)
∼
−→ e′n
−1
Homj−1n Λ•(j
−1
n M, j
−1
n N)
∼
−→ πn∗HomΛ≤n(π
∗
nMn, j
−1
n N) ≃ HomΛn(Mn, πn∗j
−1
n N) ≃ HomΛn(Mn, Nn).
In case (a), Lπ∗nMn
∼
−→ j−1n M . Thus (4.17.1) is the composite isomorphism
e−1n RHomΛ•(M,N) = e
′
n
−1
j−1n RHomΛ•(M,N)
∼
−→ e′n
−1
RHomj−1n Λ•(j
−1
n M, j
−1
n N)
∼
−→ πn∗RHomΛ≤n(Lπ
∗
nMn, j
−1
n N) ≃ RHomΛn(Mn, πn∗j
−1
n N) ≃ RHomΛn(Mn, Nn).
Corollary 4.18. Let M ∈ D−(XN,Λ•), N ∈ D+(XN,Λ•), both satisfying condition (b) of Lemma 4.13.
Then
RHomΛ•(M,N) ∈ D
+(XN,Λ•)
is normalized.
Proof. By Lemma 4.13 and Proposition 4.17, we need to show that
(4.18.1) Λn ⊗LΛn+1 RHomΛn+1(Mn+1, Nn+1)→ RHomΛn(Mn, Nn)
is an isomorphism. By assumption, M = Lπ∗M ′, N = Lπ∗N ′, where M ′, N ′ are objects of D(X ,O).
Thus (4.18.1) is isomorphic to
Λn ⊗LΛn+1 RHomΛn+1(Λn+1 ⊗
L
O M
′,Λn+1 ⊗LO N
′)→ RHomΛn(Λn ⊗
L
O M
′,Λn ⊗LO N
′).
Therefore, it suffices to show that
Λn ⊗LO RHomO(M
′, N ′)→ RHomΛn(Λn ⊗
L
O M
′,Λn ⊗LO N
′)
is an isomorphism. This map is the composition of
(4.18.2) Λn ⊗LO RHomO(M
′, N ′)→ RHomO(M ′,Λn ⊗LO N
′)
and the adjunction isomorphism
RHomO(M ′,Λn ⊗LO N
′) ∼−→ RHomΛn(Λn ⊗
L
O M
′,Λn ⊗LO N
′).
Taking the resolution F → Λn, where F is the complex O
×λn+1
−−−−→ O concentrated in degrees −1 and 0,
we conclude that (4.18.2) is an isomorphism.
Proposition 4.19. Let N ∈ D+(XN,Λ•) be AR-null and let M ∈ D(XN,Λ•). Assume that one of the
following conditions holds:
(a) M ∈ D− is weakly normalized;
(a′) M is weakly normalized and N ∈ Db;
(b) M ∈ D− is of preadic cohomology sheaves.
Then RHomΛ•(M,N) is AR-null. Moreover, if (a) or (b) holds, then
RHomΛ•(M,N) = 0.
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Proof. We may assume N ∈Mod(XN,Λ•). In case (b), we may assume M ∈Mod(XN,Λ•) is preadic. In
all cases, by Proposition 4.17,
e−1n RHomΛ•(M,N) ≃ RHomΛn(Mn, Nn),
hence e−1n Ext
q
Λ•
(M,N) ≃ ExtqΛn(Mn, Nn). The transition maps of Ext
q
Λ•
(M,N) are induced by the
canonical maps
RHomΛm(Mm, Nm)→ RHomΛm(Mm, Nn)
α
−→ RHomΛn(Mn, Nn)
for m ≥ n. In cases (a) and (a′), α is the composition
RHomΛm(Mm, Nn)
∼
−→ RHomΛn(Λn ⊗
L
Λm Mm, Nn)
∼
−→ RHomΛn(Mn, Nn).
In case (b), α is the composition
Hom•Λm(Mm, N
′) ∼−→ Hom•Λn(Λn ⊗Λm Mm, N
′) ∼−→ Hom•Λn(Mn, N
′),
where N ′ is an injective resolution of Nn. In all cases, since N is AR-null, Ext
q
Λ•
(M,N) is AR-null for
all q, hence RHomΛ•(M,N) is AR-null. Therefore, if M ∈ D
−, then
RHomΛ•(M,N) ≃ RΓ(X , Rπ∗RHomΛ•(M,N)) = 0
by Lemma 4.11 (1).
We refer the reader to [5, C.D., Section I.2] for the construction of quotient categories of triangulated
categories by thick subcategories.
Corollary 4.20. Let M ∈ Db(XN,Λ•), N ∈ D+(XN,Λ•), M either normalized or of preadic cohomology
sheaves. Let D+N = DN ∩D
+(XN,Λ•), where DN is as in Definition 4.6. Then the localization map
HomD+(X N,Λ•)(M,N)→ HomD+(X N,Λ•)/D+N (M,N)
is an isomorphism.
Proof. We have
HomD+(X ,Λ•)/D+N (M,N) ≃ lim−→
s : N→N ′
HomD+(X N,Λ•)(M,N
′),
where s runs over maps in D+(XN,Λ•) with cone in D+N . For every such s, it follows from Proposition
4.19 that the map
HomD+(X N,Λ•)(M,N)→ HomD+(X N,Λ•)(M,N
′)
induced by s is an isomorphism.
Let f : X → Y be a morphism of topoi. Then fN∗ : D(YN,Λ•) → D(XN,Λ•) preserves weakly
normalized complexes.
Proposition 4.21. Let f : X → Y be a morphism of topoi. The functors
fN∗ : D+(YN,Λ•)→ D+(XN,Λ•), RfN∗ : D(X
N,Λ•)→ D(YN,Λ•)
preserve normalized complexes.
Proof. The assertion for fN∗ follows trivially from Lemma 4.13. For RfN∗, consider the square of ringed
topoi
(XN,Λ•)
πX //
fN

(X ,O)
f

(YN,Λ•)
πY // (Y,O).
It suffices to show that, for all M ∈ D(X ,O), the base change map
Lπ∗YRf∗M → Rf
N
∗ Lπ
∗
XM
is an isomorphism. By Lemma 4.10, it suffices to show that the projection formula map of D(X,Λn)
(4.21.1) Λn ⊗LO Rf∗M → Rf∗(Λn ⊗
L
O M)
is an isomorphism. It then suffices to take the resolution F → Λn, where F is the complex O
×λn+1
−−−−→ O
concentrated in degrees −1 and 0.
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Construction 4.22. Let U be an object of X and U = X/U . Then UN can be identified with XN/UN.
Consider the morphism of topoi j : U → X . The functor jN! : Mod(U
N,Λ•) → Mod(XN,Λ•) is a left
adjoint of jN∗ and is exact. It induces a triangulated functor jN! : D(U
N,Λ•) → D(XN,Λ•). The base
change map
(4.22.1) j!e−1n ⇒ e
−1
n j
N
!
is a natural isomorphism of functors D(UN,Λ•) → D(X ,Λn). In particular, jN! preserves AR-null com-
plexes. Moreover, we have a natural isomorphism of functors D(U ,Λn)→ D(XN,Λ•)
(4.22.2) jN! Len! ⇒ Len!j!.
It follows from projection formula (2.6.3) that jN! preserves weakly normalized complexes, and thus
preserves normalized complexes in D+ by Lemma 4.13.
Recall that for M ∈ Mod(XN,Λ•) satisfying the Mittag-Leffler-Artin-Rees condition, if we let M ′
denote its universal image system, the map M ′ → M is a monomorphism with AR-null cokernel. For
r ≥ 0, consider the functor Tr : Mod(XN,Λ•)→ Mod(XN,Λ•) defined by (TrF )n = Λn⊗Λn+r Fn+r. Note
that TrTs = Tr+s. The map TrF → F has AR-null kernel and is an epimorphism (resp. isomorphism)
for F strict (resp. preadic). By [32, V Proposition 3.2.3], F is AR-preadic if and only if F satisfies the
Mittag-Leffler-Artin-Rees condition and TrF ′ is preadic for some r ≥ 0. Here F ′ denotes the universal
image system of F . The functor
ModAR-pa(XN,Λ•)→ Modpa(XN,Λ•)
carrying F to TrF ′ is a right adjoint of the inclusion functor. By [32, V Propositions 2.1.2, 3.1.3,
3.2.4], Modpa(XN,Λ•), ModAR-pa(XN,Λ•) are stable under cokernels and Modpa(XN,Λ•) is stable under
extensions in Mod(XN,Λ•).
Proposition 4.23. Let 0→ L→M → N → 0 be a short exact sequence in Mod(XN,Λ•) with L and N
AR-preadic. Then M is AR-preadic.
This is a variant of [32, V Proposition 5.2.4], where one assumes moreover that Ln is Artinian for all n.
The Artinian condition is seldom satisfied in étale cohomology. Indeed, if there exists a nonzero Artinian
étale sheaf of Λn-modules for some n on a scheme X of finite type over a field, then X is necessarily an
Artinian scheme.
Proof. As in [32, V Proposition 5.2.4], we use the reductions in the proof of [32, V Proposition 3.2.4 (ii)]
as follows. Since L and N satisfy the Mittag-Leffler-Artin-Rees condition [32, V Proposition 3.2.3], M
satisfies this condition too [32, V Proposition 2.1.2 (ii)]. Let M ′ and N ′ be the universal image systems
of M and N , respectively. Let L′ = Ker(M ′ → N ′). Applying the snake lemma to the diagram
0 // L′ //

M ′ //

N ′ //

0
0 // L // M // N // 0,
we see that L′ → L is a monomorphism with AR-null cokernel. Therefore, we may assume that M and
N are strict.
Since N is AR-preadic, there exists an r ≥ 0 such that TrN is preadic. Let L′′ = Ker(TrM → TrN).
Applying the snake lemma to the diagram
0 // L′′ //

TrM //

TrN //

0
0 // L // M // N // 0,
we see that L′′ → L has AR-null kernel and cokernel. Therefore, we may assume that M is strict and N
is preadic.
In this case, L is strict [32, V Proposition 3.1.3 (ii)]. Choose r ≥ 0 such that TrL is preadic. Then
we have an exact sequence
0→ T → TrL→M → N → 0,
where T = Ker(TrL→ L) is AR-null. We are therefore reduced to the following lemma.
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Lemma 4.24. Let 0 → T → L → M → N → 0 be an exact sequence in Mod(XN,Λ•) with T AR-null,
L and N preadic. Then M is AR-preadic.
Proof. We decompose the exact sequence into two short exact sequences
0→ T → L→ Q→ 0,(4.24.1)
0→ Q→M → N → 0.(4.24.2)
Using (4.24.1) and Proposition 4.19 (b), we obtain an isomorphism Ext1Λ•(N,L)
∼
−→ Ext1Λ•(N,Q). The
preimage of the class of (4.24.2) under this isomorphism provides a 9-diagram
0

0

T

T

0 // L

// M ′ //

N // 0
0 // Q //

M //

N // 0.
0 0
Since L and N are preadic, M ′ is also preadic [32, V Proposition 3.1.3].
Definition 4.25. We say that M ∈ Mod(XN,Λ•) is adic (“Noetherian m-adic” in the terminology of
[32, V Définition 5.1.1]) if M is preadic and, for all n or, equivalently, for some n, Mn is Noetherian;
M ∈ Mod(XN,Λ•) is AR-adic if there exists an adic module N ∈ Mod(XN,Λ•) and a homomorphism
N →M with AR-null kernel and cokernel.
By Lemma 4.5,M is AR-adic if and only if there exists an adic module N ∈ Mod(XN,Λ•), isomorphic
to M in Mod(XN,Λ•)/N . Note that we do not assume Mn to be Noetherian, hence our notion of AR-
adic modules is more general than the notion of “Noetherian AR-m-adic projective systems” in [32, V
Définition 5.1.3]. However, if M is AR-adic and strict, then Mn is Noetherian. Let Moda(XN,Λ•) (resp.
ModAR-a(XN,Λ•)) be the full subcategory of Mod(XN,Λ•) consisting of adic (resp. AR-adic) modules.
Proposition 4.26. The category ModAR-a(XN,Λ•) is a thick subcategory of Mod(XN,Λ•) (Definition
3.8).
Proof. Using the same methods as in [32, V Proposition 5.2.1], one shows that ModAR-a(XN,Λ•) is stable
by kernel and cokernel. Using the same reductions as in the proof of Proposition 4.23, one deduces from
Lemma 4.24 that this subcategory is also stable by extension.
Construction 4.27. We define Modc(X ,O) to be the quotient
Modc(X ,O) = ModAR-a(XN,Λ•)/N .
By Lemma 4.5, the composition
Moda(XN,Λ•)
ι
−→ ModAR-a(XN,Λ•)
ψ
−→ Modc(X ,O)
of the inclusion functor ι and the localization functor ψ is an equivalence of categories. Let
φ : Modc(X ,O)→ Moda(XN,Λ•)
be a quasi-inverse of ψι. For M ∈ ModAR-a(X ,O), φψM ≃ TrM ′ for r big enough, where M ′ is the
universal image system of M and Tr is the functor defined in the proof of Proposition 4.23. By Lemma
4.5, ιφ is a left adjoint of ψ. We put O = ψΛ•. Note that O
×λ
−−→ O is a monomorphism in Modc(X ,O),
so that ιφ is not left exact unless X is an initial topos. By [32, V Théorème 5.2.3], Modc(X ,O) is a
Noetherian category.
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We denote the category of Noetherian Λn-modules on X by Modc(X ,Λn). For M ∈ Modc(X ,O),
N ∈ Modc(X ,Λn), we have en∗N ∈ ModAR-a(X ,Λ•), φψen∗ ≃ π∗(πen)∗, and
HomModc(X ,Λn)(e
−1
n φM,N) ≃ HomModc(X ,O)(M,ψen∗N).
Thus e−1n φψen∗ ≃ e
−1
n π
∗(πen)∗ ≃ id and ψen∗ : Modc(X ,Λn) → Modc(X ,O) is fully faithful. Define
Λn ⊗O M = e−1n φM . The family of functors
(Λn ⊗O − : Modc(X ,O)→ Modc(X ,Λn))n∈N
is conservative.
Definition 4.28. We say M ∈ Moda(XN,Λ•) is locally constant if Mn is locally constant [31, IX 2.0] for
all n. We say M ∈ Modc(X ,O) is locally constant if it is in the essential image of locally constant adic
modules. For any n, this is equivalent to Λn ⊗O M being locally constant.
Lemma 4.29. Let A be an Abelian category and let M be a Noetherian object of A. Let F : M →M be
an endomorphism. Then there exists n ≥ 0 such that the endomorphism on Im(M F
n
−−→M) induced by F
is a monomorphism.
We sayM ∈Modpa(XN,Λ•) is torsion-free ifM
×λ
−−→M is a monomorphism in Modpa. This definition
does not depend on the choice of λ. By the lemma, every adic object M of Mod(XN,Λ•) sits in a short
exact sequence 0→M ′ →M →M ′′ → 0 in Moda, where M ′′ is torsion-free, and M ′ is torsion, namely,
annihilated by λn for some n ≥ 0. In Mod(XN,Λ•) we have an exact sequence 0 → N → M ′ → M →
M ′′ → 0, where N is AR-null.
Proof. Since M is Noetherian, there exists n ≥ 0 such that M ′ = Ker(M F
n
−−→ M) = Ker(M F
n+1
−−−→ M).
Then the morphism M ′′ = Im(M F
n
−−→M) F−→M is a monomorphism.
Construction 4.30. We say that M ∈ D(XN,Λ•) is AR-adic if HiM is AR-adic for all i. Let
DAR-a(XN,Λ•) be the full subcategory of D(XN,Λ•) consisting of AR-adic complexes. We define
D∗c (X ,O) to be the quotient
D∗c (X ,O) = D
∗
AR-a(X
N,Λ•)/D∗N ,
where ∗ ∈ {∅,+, b}, D∗AR-a = DAR-a ∩ D
∗, D∗N = DN ∩ D
∗, DN as in Definition 4.6. The inclusion
functors induce fully faithful functors
Modc(X ,O)→ Dbc(X ,O)→ D
+
c (X ,O)→ Dc(X ,O)
by [14, Proposition 10.2.6]. Moreover, truncation and cohomology functors on DAR-a(XN,Λ•) induce
truncation and cohomology functors on Dc(X ,O).
In the rest of this section, we assume that X has enough points and O is a complete discrete valuation
ring with maximal ideal m.
Lemma 4.31. Let M ∈Modpa(XN,Λ•) be torsion-free. Then M is flat.
Proof. We may assume that X is the punctual topos. As M is strict, R1π∗M = 0. Moreover,
Ker(M ×λ
n+1
−−−−→M) is AR-null, so that the exact sequence
M
×λn+1
−−−−→M → π∗Λn ⊗O M → 0
induces a short exact sequence
0→ π∗M
×λn+1
−−−−→ π∗M →Mn → 0
Thus π∗M is a torsion-free, hence flat, O-module and Mn ≃ Λn ⊗O π∗M .
Proposition 4.32. Let M ∈ D+(XN,Λ•) be AR-adic. Then the cone of Mˆ → M is AR-null and
HqMˆn ∈ Mod(X ,Λn) is Noetherian for all q and n. In particular, Mˆ is AR-adic. If, moreover, M ∈
D[a,b](XN,Λ•), then Mˆ belongs to D[a−1,b](XN,Λ•).
This is similar to [18, Theorem 3.0.14].
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Proof. We may assumeM ∈Mod(XN,Λ•) AR-adic. Note that if F →M is a homomorphism of AR-null
kernel and cokernel with F adic, then the induced map Fˆ → Mˆ is an isomorphism. Thus we may assume
M adic. By the remark following Lemma 4.29, we may further assume that M is either (a) torsion-free
or (b) annihilated by some λn.
In case (a), M is flat by Lemma 4.31, hence normalized by Lemma 4.13, that is Mˆ ∼−→M . In case (b),
M ≃ π∗N , where N =Mn ∈Mod(X ,Λn) is Noetherian. By Lemma 4.7 (2), the cone C of Lπ∗N → π∗N
is AR-null. Hence, by Lemma 4.11, the composition N → Rπ∗Lπ∗N → Rπ∗π∗N , where the first map is
the adjunction map, is an isomorphism. Applying Lπ∗ on both sides, we obtain Lπ∗N ∼−→ Mˆ . Note that
Lπ∗N belongs to D[−1,0] and, by the proof of Lemma 4.7, e−1n H
qLπ∗N is a subquotient of Nn, hence is
Noetherian, for all q and n. Hence Mˆ belongs to D[−1,0](XN,Λ•) and HqMˆn ∈Mod(X ,Λn) is Noetherian
for all q and n. The cone of Mˆ →M is isomorphic to C, which is AR-null.
Corollary 4.33. Let M ∈ D+(XN,Λ•) be normalized. Then, for any n, M is AR-adic if and only if
HqMn is Noetherian for all q.
Proof. If M is AR-adic, then HqMn ≃ HqMˆn is Noetherian by Proposition 4.32. Conversely, if HqMn
is Noetherian for all q, we first show that ĤqM belongs to D[−1,0] and is AR-adic for all q. The short
exact sequence (4.7.1) for Rπ∗M induces a short exact sequence
0→M ′ → HqM →M ′′ → 0,
where M ′ is preadic and M ′′ is essentially zero. Since M ′n is Noetherian, M
′ is adic. By Lemma 4.11
(1), ĤqM ≃ M̂ ′. The latter belongs to D[−1,0] and is AR-adic by Proposition 4.32. The distinguished
triangle
τ̂≤qM →M → ̂τ≥q+1M →
induces a short exact sequence
0→ H0ĤqM → HqM → H−1Ĥq+1M → 0.
Thus HqM is AR-adic.
Construction 4.34. Let D+AR-a,norm(X
N,Λ•) be the full subcategory of D+AR-a(X
N,Λ•) consisting of
normalized complexes. By Lemma 4.11 (1) and Proposition 4.32, the restriction of the functor (4.12.1)
M 7→ Mˆ to D+ factors to give a functor
D+c (X ,O)→ D
+
AR-a,norm(X
N,Λ•)
called the normalization functor, that we still denote by M 7→ Mˆ . The normalization functor is a
quasi-inverse of the composition
D+AR-a,norm(X
N,Λ•)
ι
−→ D+AR-a(X
N,Λ•)
ψ
−→ D+c (X ,O)
of the inclusion and localization functors. Moreover, the composition of the normalization functor and ι
is a left adjoint of ψ.
LetD+,≤ac (X ,O) (resp.D
≥a
c (X ,O)) be the essential image ofD
+,≤a
AR-a(X
N,Λ•) (resp.D
≥a
AR-a(X
N,Λ•)) in
D+c (X ,O). By Proposition 4.32,M ∈ D
+
c (X ,O) belongs toD
+,≤a
c (X ,O) if and only if Mˆ ∈ D
≤a(XN,Λ•).
For M ∈ D+,≤ac (X ,O) and N ∈ D
≥a+1
c (X ,O),
HomD+c (X ,O)(M,N) ≃ HomD+AR-a(X ,Λ•)(Mˆ,N
′) = 0,
where N ′ ∈ D≥a+1AR-a (X
N,Λ•). Thus (D+,≤0c , D
≥0
c ) is a t-structure, of heart Modc(X ,O), compatible
with the truncation and cohomology functors of Construction 4.30. The cohomological amplitude of the
normalization functor M 7→ Mˆ is contained in [−1, 0] and is not 0 unless X is an initial topos.
For M ∈ Dbc(X ,O) and N ∈ D
+
c (X ,O), define RHomO(M,N) = RHomΛ•(Mˆ,N). By Proposition
4.19, this gives a functor
RHomO(−,−) : Dbc(X ,O)
op ×D+c (X ,O)→ D
+(O),
where D+(O) is the left-bounded derived category of O-modules. By Corollary 4.20, for M ∈ Dbc(X ,O)
and N ∈ D+c (X ,O), we have
H0RHomO(M,N) ≃ HomD+c (X ,O)(M,N).
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Let D+c (X ,Λn) be the full subcategory of D
+(X ,Λn) consisting of complexes with Noetherian coho-
mology sheaves. For M ∈ Dbc(X ,O), N ∈ D
+
c (X ,Λn), we have ên∗N ≃ Lπ
∗(πen)∗N ,
HomD+c (X ,Λn)(e
−1
n Mˆ,N) ≃ HomD+c (X ,O)(M, en∗N).
For N ∈ D+c (X ,O), we define Λn ⊗
L
O N = e
−1
n Nˆ . For m,n ≥ 0, the short exact sequence
0→ Λm
×λn+1
−−−−→ Λm+n+1 → Λn → 0
induces a distinguished triangle
Λm ⊗LO N
×λn+1
−−−−→ Λm+n+1 ⊗LO N → Λn ⊗
L
O N → .
The functor
Λn ⊗LO − : D
+
c (X ,O)→ D
+
c (X ,Λn)
is conservative. For an interval I, Λ0 ⊗LO N ∈ D
+,I
c (X ,Λ0) implies N ∈ D
+,I
c (X ,O).
5 Operations on D+c (X ,O)
In this section we fix a complete discrete valuation ring O and we let m denote its maximal ideal. We
apply the formalism of Section 4 to étale topoi Xet of Noetherian Deligne-Mumford stacks X and apply
the gluing result in Section 1 to complete the construction of the six operations for D+c (−,O). Note that
Xet has enough points. Recall from Proposition 3.9 that, for any n, M ∈ Mod(X ,Λn) is Noetherian if
and only if M is constructible. Here, as in Section 4, we let Λn = O/mn+1. We will let Modc(X ,O)
and D+c (X ,O) denote exclusively the categories constructed in Section 4 (rather than the more naive
categories considered at the beginning of Section 3).
Proposition 5.1. Let M,N ∈ D+(XN,Λ•) be AR-adic. Suppose that N is normalized. Then M ⊗LΛ• N
is AR-adic.
Proof. By Proposition 4.32 and Proposition 4.16 (2), we may assume M normalized. Moreover, by
Proposition 4.16 (1), we may assume that M = Lπ∗M ′, N = Lπ∗N ′, with M ′, N ′ ∈ Db(X ,O). In this
case, M ⊗LΛ• N belongs to D
b and is normalized. By Proposition 4.33,Mn and Nn belong to Dc for all n.
Hence, by Proposition 3.10, e−1n (M ⊗
L
Λ•
N) ≃ Mn ⊗LΛn Nn belongs to Dc for all n. Therefore M ⊗
L
Λ•
N
is AR-adic by Corollary 4.33.
Construction 5.2. For M ∈ D+(XN,Λ•) AR-adic and N ∈ D+c (X ,O), define
M ⊗LO N =M ⊗
L
Λ• Nˆ.
By Propositions 5.1 and 4.16, this gives a functor
−⊗LO − : D
+
c (X ,O) ×D
+
c (X ,O)→ D
+
c (X ,O).
Using this definition, for N ∈ D+c (X ,O), the projection formula of Lemma 4.9
(en∗Λn)⊗LΛ• Nˆ
∼
−→ en∗e
−1
n Nˆ
can be reformulated as
(en∗Λn)⊗LO N
∼
−→ en∗(Λn ⊗LO N).
Proposition 5.3. For all M,N ∈ D+c (X ,O), the map
Λn ⊗LO (M ⊗
L
O N) ≃ (Λn ⊗
L
O M)⊗
L
Λn (Λn ⊗
L
O N)
is an isomorphism.
Proof. By definition M ⊗LO N is represented by Mˆ ⊗
L
Λ•
Nˆ , which is normalized by Proposition 4.15, and
the assertion is trivial.
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Construction 5.4. Let f : X → Y be a morphism of Noetherian Deligne-Mumford stacks. It induces a
flat morphism of ringed topoi (fN∗ , f
N∗) : (XNet,Λ•)→ (Y
N
et,Λ•). The functor f
N∗ : D(YN,Λ•)→ D(XN,Λ•)
preserves AR-null complexes and AR-adic complexes. It induces a t-exact functor f∗ : D+c (Y,O) →
D+c (X ,O). For N ∈ D
+
c (Y,O), the map
f∗(Λn ⊗LO N)→ Λn ⊗
L
O f
∗N
is an isomorphism. In fact, the map fN∗Nˆ → f̂∗N is an isomorphism by Proposition 4.21.
The functor RfN∗ : D(X
N,Λ•)→ D(YN,Λ•) preserves AR-null complexes in D+ by Lemma 4.10.
In the rest of this section, let S be either a regular scheme of dimension ≤ 1 or a quasi-excellent
scheme. Assume that the residue characteristic ℓ of O is invertible on S.
Let X be a finite-type Deligne-Mumford S-stack.
Proposition 5.5. Let M ∈ D−(XN,Λ•) be normalized and AR-adic, and let N ∈ D+(XN,Λ•) be AR-
adic. Then RHomΛ•(M,N) ∈ D
+(XN,Λ•) is AR-adic.
Proof. Up to replacing M by τ̂≥aM ≃ Lπ∗τ≥aRπ∗M (Lemma 4.14), we may assume M ∈ Db. By
Propositions 4.32 and 4.19, we may assume N normalized. Then, by Corollary 4.18, RHomΛ•(M,N) is
normalized. By Corollary 4.33, Mn and Nn belongs to Dc for all n. Hence, by Propositions 4.17 and
3.15, e−1n RHomΛ•(M,N) ≃ RHomΛn(Mn, Nn) belongs to Dc. Therefore RHomΛ•(M,N) is AR-adic by
Corollary 4.33.
Construction 5.6. For M ∈ Dbc(X ,O) and N ∈ D
+(XN,Λ•) AR-adic, define
RHomX ,O(M,N) = RHomΛ•(Mˆ,N).
By Propositions 5.5 and 4.19, this gives a functor
RHomX ,O(−,−) : Dbc(X ,O)
op ×D+c (X ,O)→ D
+
c (X ,O).
We omit X or O from the notation when no confusion arises.
Proposition 5.7. For all M ∈ Dbc(X ,O), N ∈ D
+
c (X ,O), the map
Λn ⊗LO RHomO(M,N)→ RHomΛn(Λn ⊗
L
O M,Λn ⊗
L
O N)
is an isomorphism.
It follows that if S is finite-dimensional, then RHomO carries Dbc(X ,O)
op ×Dbc(X ,O) to D
b
c(X ,O)
by Propositions 3.14 and 3.15.
Proof. By definition, RHomO(M,N) is represented by RHomΛ•(Mˆ, Nˆ), which is normalized by Corollary
4.18. Hence the assertion follows from Proposition 4.17.
Proposition 5.8. Let f : X → Y be a morphism of finite-type Deligne-Mumford S-stacks. The functor
RfN∗ preserves AR-adic complexes in D
+.
In particular, RfN∗ induces a functor between D
+
c , which we denote by
Rf∗ : D+c (X ,O)→ D
+
c (Y,O).
Proof. Let M ∈ D+(XN,Λ•) be AR-adic. To prove that RfN∗M is AR-adic, we may assume M normal-
ized. Then RfN∗M is normalized by Proposition 4.21. By Corollary 4.33, Mn belongs to Dc for all n.
Hence, by Lemma 4.10 and Proposition 3.16 (1), e−1n Rf
N
∗M ≃ Rf∗Mn belongs to Dc for all n. Therefore
RfN∗M is AR-adic by Corollary 4.33.
Proposition 5.9. Let f : X → Y be a morphism of finite-type Deligne-Mumford S-stacks. For all
M ∈ D+c (X ,O), the map
Λn ⊗LO Rf∗M → Rf∗(Λn ⊗
L
O M)
is an isomorphism.
It follows that for f of ℓ-prime inertia, Rf∗ sends Dbc(X ,O) to D
b
c(X ,O) by Proposition 3.16 (1).
Moreover, for f proper of ℓ-prime inertia and fibers of dimension ≤ d, the cohomological amplitude of
Rf∗ is contained in [0, 2d].
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Proof. By definition Rf∗M is represented by RfN∗ Mˆ , which is normalized by Proposition 4.21. Hence
the assertion follows from Lemma 4.10.
Proposition 5.10. Let f : X → Y be a proper morphism between finite-type Deligne-Mumford S-stacks,
and let M ∈ D+(X ,Λ•), N ∈ D+AR-a,norm(Y,Λ•). Then the projection formula map
N ⊗LΛ• Rf
N
∗M → Rf
N
∗ (f
N∗N ⊗LΛ• M)
is an isomorphism.
Proof. By Lemma 4.10 and proper base change, we may assume that Y is the spectrum of a separably
closed field. As in the proof of Proposition 4.32, we may assume N ≃ Lπ∗K, where K is a finite
O-module. Replacing K by a finite free resolution, the assertion becomes clear.
Proposition 5.11.
(1) (Base change) Let
X ′
h //
f ′

X
f

Y ′
g // Y
be a 2-Cartesian square of Deligne-Mumford stacks with X and Y of finite type over S. Assume
that one of the following conditions holds:
(a) f is proper and Y ′ is of finite type over a scheme S′, either regular of dimension ≤ 1 or
quasi-excellent.
(b) g is smooth and of finite type.
Then the base change map
g∗Rf∗M → Rf
′
∗h
∗M
is an isomorphism for all M ∈ D+c (X ,O).
(2) (Projection formula) Let f : X → Y be a proper morphism between finite-type Deligne-Mumford
S-stacks, and let M ∈ D+c (X ,O), N ∈ D
+
c (Y,O). Then the map
N ⊗LO Rf∗M → Rf∗(f
∗N ⊗LO M)
is an isomorphism.
Proof. (1) By Lemma 4.10, the proper or smooth (Proposition 2.12) base change map gN∗RfN∗ Mˆ →
Rf ′N∗ h
N∗Mˆ is an isomorphism.
(2) This follows from Proposition 5.10.
Proposition 5.12. Let f : X → Y be a morphism of Deligne-Mumford stacks, with Y of finite type over
S. Let M ∈ Dbc(Y,O), L ∈ D
+
c (Y,O). Assume that one of the following conditions holds:
(a) The cohomology sheaves of M are locally constant (Definition 4.28) and X is of finite type over
some scheme S′ either regular of dimension ≤ 1 or quasi-excellent.
(b) f is smooth and of finite type.
Then the map
f∗RHomY(M,L)→ RHomX (f∗M, f∗L)
is an isomorphism.
Proof. (a) The assertion follows from Proposition 5.7 and the fact that Λn ⊗O M ∈ Dcft(Y,Λn) has
locally constant cohomology sheaves.
(b) The assertion follows from Propositions 5.7 and 2.13.
Let p : X → Y be a proper morphism of finite-type Deligne-Mumford S-stacks. If p has ℓ-prime inertia
and the fibers of p have dimension ≤ d, then pN∗ has cohomological dimension ≤ 2d by Lemma 2.14.
Lemma 5.13. Let p : X → Y be a proper morphism of ℓ-prime inertia between finite-type Deligne-
Mumford S-stacks. For all M ∈ D(X ,Λn), the map (4.10.2)
Len!Rp∗M → Rp
N
∗Len!M
is an isomorphism.
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Proof. By Lemma 4.10, it suffices to show that the map
Λm ⊗LΛn Rp∗M → Rp∗(Λm ⊗
L
Λn M)
is an isomorphism for m ≤ n, which is projection formula (Proposition 2.15 (2)).
Construction 5.14. Let j : U → X be an étale representable morphism between finite-type Deligne-
Mumford S-stacks. Then Construction 4.22 applies and we have jN! : D(U
N,Λ•)→ D(XN,Λ•).
Construction 5.15. We construct RfN! by gluing as in Construction 2.17. Let C be the 2-category
whose objects are Deligne-Mumford S-stacks of finite type and finite inertia and whose morphisms are
the separated morphisms of ℓ-prime inertia, let A be the arrowy 2-subcategory whose morphisms are the
open immersions, let B be the arrowy 2-subcategory whose morphisms are the proper morphisms, and
let D be the 2-category of triangulated categories. Let FA : A → D be the pseudofunctor
X 7→ D(XN,Λ•), j 7→ jN! , α 7→ α
N
! ,
and let FB : B → D be the pseudofunctor
X 7→ D(XN,Λ•), p 7→ RpN∗ , α 7→ Rα
N
∗ .
For any proper open immersion f , let ρ(f) be the inverse of the 2-cell (2.8.1) fN! ⇒ Rf
N
∗ . For any
2-Cartesian square D of the form (2.17.1), let GD : iN! Rq
N
∗ ⇒ Rp
N
∗ j
N
! be the 2-cell as in (2.7.2). By [36,
Proposition 8.8], (FA, FB, G, ρ) is an object of GD
Cart
A,B (C,D). By Proposition 1.5, this object defines a
pseudofunctor F : C → D. For any morphism f of C, we define
RfN! : D(X
N,Λ•)→ D(YN,Λ•)
to be F (f). If the fibers of f have dimension ≤ d, then RfN! has cohomological amplitude contained in
[0, 2d]. If f is representable and étale, then RfN! coincides with f
N
! (Construction 5.14) as in Remark
2.22.
We construct the support-forgetting map RfN! ⇒ Rf
N
∗ , the base change isomorphism and the projec-
tion formula isomorphism by gluing as before. We construct two more isomorphisms by gluing. We define
a pseudonatural transformation ǫ : F → Fn with ǫ(X ) = e−1n by gluing the inverse of (4.22.1) for A and
(4.10.1) for B, which is possible by [36, Propositions 8.9, 8.10]. We define a pseudonatural transformation
η : Fn → F with η(X ) = Len! by gluing the inverse of (4.22.2) for A and Lemma 5.13 for B, which is
possible by [36, Proposition 8.8]. We have obtained the following.
Lemma 5.16. Let f : X → Y be a separated morphism of ℓ-prime inertia between finite-type and finite-
inertia Deligne-Mumford stacks. Let M ∈ D(XN,Λ•), N ∈ D(Y,Λn). Then the maps
e−1n Rf
N
! M → Rf
N
! e
−1
n M,(5.16.1)
Len!Rf!N → Rf
N
! Len!N(5.16.2)
are isomorphisms.
It follows from (5.16.1) that RfN! preserves AR-null complexes. It follows from (5.16.1) and projection
formula (Theorem 2.18 (2)) that RfN! preserves weakly normalized complexes, thus preserves normalized
complexes in D+. It also follows from (5.16.1) that RfN! commutes with small direct sums, hence, by
Brown Representability Theorem [14, Theorem 14.3.1 (ix)], admits a right adjoint
RfN! : D(YN,Λ•)→ D(XN,Λ•).
Construction 5.17. Let f : X → Y be a morphism of ℓ-prime inertia between finite-type Deligne-
Mumford S-stacks. Assume either (a) f is representable and étale; or (b) f is separated and X , Y are of
finite inertia. Then RfN! is defined in Constructions 5.14 and 5.15. We prove as in Proposition 5.8 that
it preserves AR-adic complexes in D+. Thus RfN! induces
Rf! : D+c (X ,O)→ D
+
c (Y,O),
which sends Dbc to D
b
c.
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Construction 5.18. Let f : X → Y be a separated morphism between finite-type and finite-inertia
Deligne-Mumford S-stacks. We define
RfN† : D
+(XN,Λ•)→ D+(YN,Λ•)
by gluing jN! for j an open immersion and Rp
N
∗ for p proper as in Construction 2.27. If f is of ℓ-prime
inertia, then RfN† is isomorphic to the restriction of Rf
N
! to D
+. We construct the support-forgetting
map RfN† ⇒ Rf
N
∗ and the base change isomorphism by gluing as before. For N ∈ D
+
AR-a,norm, we glue
projection formula for RpN∗ (Proposition 5.10) and projection formula for j
N
! (which follows from (2.6.3)
and (4.22.1)) to get projection formula isomorphism for RfN† . Moreover, we glue (4.10.1) and the inverse
of (4.22.1) and obtain the following.
Lemma 5.19. Let f : X → Y be a separated morphism between finite-type and finite-inertia Deligne-
Mumford S-stacks, and let M ∈ D+(XN,Λ•). Then the map
e−1n Rf
N
† M → Rf
N
† e
−1
n M
is an isomorphism.
Construction 5.20. In particular, RfN† preserves AR-null complexes. It follows from Proposition 4.21
and projection formula (2.6.3) that RfN† preserves normalized complexes. One checks as in Proposition
5.8 that it preserves AR-adic complexes. Thus it induces
Rf† : D+c (X ,O)→ D
+
c (Y,O),
endowed with a support-forgetting map Rf† ⇒ Rf∗ which is a natural isomorphism if f is proper. If f
is of ℓ-prime inertia, then Rf† can be identified with Rf!.
Construction 5.21. Let f : X → Y be a finite morphism between finite-type Deligne-Mumford S-stacks.
The functor fN∗ admits a right adjoint f
N! : Mod(YN,Λ•) → Mod(XN,Λ•). Let RfN! : D(YN,Λ•) →
D(XN,Λ•) be the right derived functor. This is compatible with the definition following Lemma 5.16.
Combining the isomorphisms induced from Lemma 5.13 and (5.16.2) by adjunction, we have the
following.
Lemma 5.22. Let f : X → Y be a separated morphism of ℓ-prime inertia between finite-type Deligne-
Mumford S-stacks. Assume that either f is a closed immersion, or X and Y are of finite inertia. Then,
for all M ∈ D(YN,Λ•), the map
e−1n Rf
N!M → Rf !e−1n M
is an isomorphism.
It follows that RfN! preserves AR-null complexes in D+. Moreover, if S is finite-dimensional, then
RfN! preserves AR-null complexes and weakly normalized complexes by Proposition 2.29 (2).
Construction 5.23. Let i : Y → X be a closed immersion between finite-type Deligne-Mumford S-
stacks. Let j : U → X be the complementary open immersion. For any complex M of Λ•-modules on
XN, we have a natural short exact sequence
0→ jN! j
N∗M →M → iN∗ i
N∗M → 0,
hence a distinguished triangle in D(XN,Λ•)
(5.23.1) jN! j
N∗M →M → iN∗ i
N∗M → .
For any complex N of injective Λ•-modules on XN, we have a natural short exact sequence
0→ iN∗ i
!NN → N → jN∗ j
N∗N → 0,
hence, for any N ∈ D(XN,Λ•), a distinguished triangle
(5.23.2) iN∗Ri
N!N → N → RjN∗ j
N∗N → .
Proposition 5.24. In the situation of Proposition 5.22, RfN! preserves normalized complexes in D+.
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Proof. We easily reduce to two cases: (a) f is a closed immersion; (b) f is a smooth morphism of schemes.
Case (a) follows from the distinguished triangle (5.23.2) and Proposition 4.21. Case (b) follows from the
fact that RfN! ≃ fN∗(d)[2d], where d is the relative dimension of f .
Construction 5.25. In the situation of Proposition 5.22, one checks as in Proposition 5.8 that RfN!
preserves AR-adic complexes in D+. It induces
Rf ! : D+c (Y,O)→ D
+
c (X ,O),
which sends Dbc to D
b
c by Proposition 3.16 (2) and Proposition 5.26 (3) below.
As in Proposition 5.9, we have the following.
Proposition 5.26. Let f be a morphism between finite-type Deligne-Mumford S-stacks, and let M ∈
D+c (X ,O), N ∈ D
+
c (Y,O).
(1) If f is representable and étale, then the map
Λn ⊗LO Rf!M → Rf!(Λn ⊗
L
O M)
is an isomorphism.
(2) If f is separated, X and Y are of finite inertia, then the map
Λn ⊗LO Rf†M → Rf†(Λn ⊗
L
O M)
is an isomorphism.
(3) If f is as in Proposition 5.22, then the map
Λn ⊗LO Rf
!N → Rf !(Λn ⊗LO N)
is an isomorphism.
Construction 5.27. Let i : Y → X be a closed immersion between finite-type Deligne-Mumford S-
stacks, and let j : U → X be the complementary open immersion. For M ∈ D+c (X ,O), (5.23.1) and
(5.23.2) induce distinguished triangles
j!j
∗M →M → i∗i
∗M →,(5.27.1)
i∗Ri
!M →M → Rj∗j
∗M → .(5.27.2)
Construction 5.18 yields the following.
Theorem 5.28.
(1) (Base change) Let
X ′
h //
f ′

X
f

Y ′
g // Y
be a 2-Cartesian square of Deligne-Mumford stacks, with f separated, X and Y of finite type and
finite inertia over S, Y ′ of finite type and finite inertia over a scheme S′, either regular of dimension
≤ 1 or quasi-excellent. Then, for all M ∈ D+c (X ,O), the map
g∗Rf†M → Rf
′
†h
∗M
is an isomorphism.
(2) (Projection formula) Let f : X → Y be a separated morphism between finite-type and finite-inertia
Deligne-Mumford S-stacks, and let M ∈ D+c (X ,O), N ∈ D
+
c (Y,O). Then the map
N ⊗LO Rf†M → Rf†(f
∗N ⊗LO M)
is an isomorphism.
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Corollary 5.29 (Künneth formula). For every 2-commutative diagram
X1
❅
❅❅
❅❅
❅❅
❅
f1

X2
f2
⑦⑦
⑦⑦
⑦⑦
⑦⑦
Y1 // S Y2oo
of finite-type and finite-inertia Deligne-Mumford S-stacks such that f1 and f2 are separated, and for
Mi ∈ D+c (Xi,O), i = 1, 2, we have a canonical isomorphism
(5.29.1) f1†M1 ⊠LS f2†M2
∼
−→ f†(M1 ⊠LS M2),
where f : X1 ×S X2 → Y1 ×S Y2.
The base change isomorphism in Construction 5.15 induces the following by adjunction.
Proposition 5.30. Let
X ′
h //
f ′

X
f

Y ′
g // Y
be a 2-Cartesian square of Deligne-Mumford S-stacks of finite type and finite inertia, g separated of
ℓ-prime inertia. Let M ∈ D+c (X ,O). Then the map
Rf ′∗Rh
!M → Rg!Rf∗M
is an isomorphism.
The isomorphisms (2.1.1), (2.6.2), (2.24.1), (2.9.1) and (2.24.2) induce the following.
Proposition 5.31. Let f be a morphism between finite-type Deligne-Mumford S-stacks, and let K ∈
Dbc(X ,O), L ∈ D
+
c (Y,O), M ∈ D
b
c(Y,O), N ∈ D
+
c (X ,O).
(1) We have a canonical isomorphism
RHomY(M,Rf∗N)
∼
−→ Rf∗RHomX (f∗M,N).
(2) If f is representable and étale, then we have a canonical isomorphism
(5.31.1) RHomY(Rf!K,L)
∼
−→ Rf∗RHomX (K, f∗L).
(3) If f is separated of ℓ-prime inertia, and X and Y are of finite inertia, then we have a canonical
isomorphism
(5.31.2) RHomY(Rf!K,L)
∼
−→ Rf∗RHomX (K,Rf !L).
(4) If f is as in Proposition 5.22, then we have a canonical isomorphism
(5.31.3) RHomX (f∗M,Rf !L)
∼
−→ Rf !RHomY(M,L).
Remark 5.32. Let X be a scheme separated of finite type over S. In [7, Section 6], Ekedahl constructs a
category Dbc(X,O)Ek and the six operations on it. By Construction 4.34 and [7, Proposition 2.7 ii)], the
normalization functor induces an equivalence of categories Dbc(X,O)→ D
b
c(X,O)Ek. The six operations
constructed earlier in this section, when restricted to schemes, are compatible with the six operations of
Ekedahl via this equivalence.
In the rest of this section let S be either a regular scheme of dimension ≤ 1 or an excellent finite-
dimensional scheme, endowed with a nonnegative dimension function δS . Recall that ℓ is assumed to be
invertible on S.
Construction 5.33. Let X be a finite-type Deligne-Mumford S-stack. Let ΩX ,n ∈ D[−2dX ,0](X ,Λn) be
the dualizing complex in Construction 3.17. By construction, we have isomorphisms Λm ⊗LΛn ΩX ,n →
ΩX ,m for m ≤ n. We use the notation introduced in the proof of Proposition 4.17. The morphisms
of topoi (jn : X≤n → XN) give an open covering of XN. Let ΩX ,≤n = Lπ∗nΩX ,n ∈ D(X
≤n,Λ≤n).
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Then we have isomorphisms e′n
−1ΩX ,≤n = ΩX ,n and ΩX ,≤n | X≤m ≃ ΩX ,≤m for m ≤ n. Moreover,
RHomΛ≤n(ΩX ,≤n,ΩX ,≤n) ≃ Λ≤n. In fact,
e′n
−1
RHomΛ≤n(ΩX ,≤n,ΩX ,≤n) ≃ πn∗RHomΛ≤n(Lπ
∗
nΩX ,n,ΩX ,≤n)
≃ RHomΛn(ΩX ,n, πn∗ΩX ,≤n) ≃ RHomΛn(ΩX ,n,ΩX ,n) ≃ Λn.
By the Be˘ılinson-Bernstein-Deligne gluing theorem [2, Théorème 3.2.4], there exists a unique ΩX ∈
Db(XN,Λ•) such that for all n, j−1n ΩX ≃ ΩX ,≤n. By construction, ΩX is AR-adic and normalized. Thus
Λn ⊗LO ΩX ≃ e
−1
n ΩX ≃ ΩX ,n.
Define a triangulated functor DX : Dbc(X ,O)
op → D+c (X ,O) by DXM = RHomO(M,ΩX ).
Proposition 5.34. Let X be a finite-type Deligne-Mumford S-stack. The functor DX induces a
functor Dbc(X ,O)
op → Dbc(X ,O) of cohomological amplitude contained in [−2dX , 1]. Moreover, for
M ∈ Dbc(X ,O), the morphisms
Λn ⊗LO DXM → DX ,n(Λn ⊗
L
O M), M → DXDXM
are isomorphisms.
Proof. The first morphism above is an isomorphism by Proposition 5.7. ForM ∈ D[a,b]c (X ,O), Λn⊗LOM ∈
D
[a−1,b]
c (X ,Λn). By Proposition 3.21 (1), Λn⊗LODXM belongs to D
[−b−2dX ,−a+1] for all n. Hence DXM
belongs to D[−b−2dX ,−a+1]c (X ,O). Moreover, for all n, the following diagram commutes
Λn ⊗LO M //

DX ,nDX ,n(Λn ⊗LO M)
≃

Λn ⊗LO DXDXM
∼ // DX ,n(Λn ⊗LO DXM).
By Proposition 3.21 (2), the top arrow is an isomorphism. Therefore, the map M → DXDXM is an
isomorphism.
Remark 5.35. Let f : X → Y be a separated morphism of ℓ-prime inertia between finite-type Deligne-
Mumford S-stacks. Assume either f is a closed immersion, or X and Y are of finite inertia. The
isomorphism (5.31.3) gives an isomorphism DX f∗
∼
−→ Rf !DY of functors Dbc(Y,O) → D
b
c(X ,O). Using
biduality (Proposition 5.34), we obtain an isomorphism of functors Dbc(Y,O)→ D
b
c(X ,O):
Rf ! ≃ Rf !DYDY ≃ DX f
∗DY .
Construction 5.36. Let f : X → Y be a morphism between finite-type Deligne-Mumford S-stacks.
Thanks to Proposition 5.34, we can define a triangulated functor
Rf ! : Dbc(Y,O)→ D
b
c(X ,O), N 7→ DX f
∗DYN.
By Remark 5.35, this definition is compatible with previous definitions. For any N ∈ Dbc(Y,O), Propo-
sition 5.34 induces an isomorphism
Λn ⊗LO Rf
!N → Rf !(Λn ⊗LO N).
If f : X → Y and g : Y → Z are two such morphisms, then we have an isomorphism of functors
Dbc(Z,O)→ D
b
c(X ,O):
R(gf)! = DX (gf)∗DZ ≃ DX f∗g∗DZ ≃ DX f∗DYDYg∗DZ = Rf !Rg!.
For L,M ∈ Dbc(Y,O), we have
(5.36.1) RHomX (f∗M,Rf !L) ≃ DX (f∗M ⊗LO DXRf
!L) ≃ DX (f∗M ⊗LO f
∗DYL)
≃ DX f
∗(M ⊗LO DYL) ≃ Rf
!DY(M ⊗LO DYL) ≃ Rf
!RHomY(M,L).
If f is smooth, it follows from the construction of ΩX and ΩY that ΩX ≃ f∗ΩY(d)[2d], where d
is the relative dimension of f . It follows that Proposition 5.12 induces an isomorphism of functors
f∗(DYN)(d)[2d] ≃ DX f∗N for all N ∈ Dbc(Y,O). Thus
Rf ! = DX f∗DY ≃ f∗(d)[2d].
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Remark 5.37. Let f : X → Y be a morphism of ℓ-prime inertia between finite-type Deligne-Mumford
S-stacks. Assume either (a) f is representable and étale, or (b) f is separated and X and Y are of
finite inertia. The isomorphisms (5.31.1) and (5.31.2) give an isomorphism DYRf!
∼
−→ Rf∗DX of func-
tors Dbc(X ,O) → D
b
c(Y,O). Using biduality (Proposition 5.34), we obtain an isomorphism of functors
Dbc(X ,O)→ D
b
c(Y,O):
Rf! ≃ DYDYRf! ≃ DYRf∗DX .
Construction 5.38. Let f : X → Y be a morphism of ℓ-prime inertia between finite-type Deligne-
Mumford S-stacks. Thanks to Proposition 5.34, we can define a triangulated functor
Rf! : Dbc(X ,O)→ D
b
c(Y,O), M 7→ DYRf∗DXM.
By Remark 5.37, this definition is compatible with previous definitions. ForM ∈ Dbc(X ,O), Propositions
5.9 and 5.34 induce an isomorphism
Λn ⊗LO Rf!M → Rf!(Λn ⊗
L
O M).
If f : X → Y and g : Y → Z are two such morphisms, then we have an isomorphism of functors
Dbc(X ,O)→ D
b
c(Y,O):
R(gf)! = DZR(gf)∗DX ≃ DZRg∗Rf∗DX ≃ DZRg∗DYDYRf∗DX = Rg!Rf!.
6 Operations on D+c (X , E)
In this section, let E be a complete discrete valuation field, and let O be its ring of integers.
Construction 6.1. For an O-linear category C, we let C ⊗O E denote the category obtained from C by
inverting multiplication by nonzero elements of O. More precisely, C ⊗O E have the same objects as C
and for objects X , Y , HomC⊗OE(X,Y ) = HomC(X,Y )⊗O E. Clearly C ⊗O E is an E-linear category.
Now let C be an O-linear Noetherian Abelian category. Let T be the full subcategory of C spanned
by torsion objects, namely, objects annihilated by some power of the maximal ideal of O. Then T is a
Serre subcategory (Definition 3.8). By Lemma 4.29, the quotient category C/T is equivalent to C ⊗O E.
Let X be a topos. The above applies to the category C = Modc(X ,O). We define Modc(X , E) to be
the quotient Modc(X ,O)/T . We have Modc(X , E) ≃ Modc(X ,O)⊗O E.
Let DT be the full subcategory of Dc(X ,O) spanned by complexes whose cohomology sheaves belong
to T . Then DT is a thick triangulated subcategory. For ∗ ∈ {∅,+, b}, we define D∗c (X , E) to be the
quotient D∗c (X ,O)/D
∗
T , where D
∗
T = DT ∩D
∗. The inclusion functors induce fully faithful functors
Modc(X , E)→ Dbc(X , E)→ D
+
c (X , E)→ Dc(X , E).
Truncation and cohomology functors on Dc(X ,O) induce truncation and cohomology functors on
Dc(X , E). We denote the localization functor Dc(X ,O) → Dc(X , E) by M 7→ E ⊗O M . The
functor Dc(X ,O) ⊗O E → Dc(X , E) is not an equivalence in general, but it induces an equivalence
Dbc(X , E) ≃ D
b
c(X ,O) ⊗O E. If X has enough points, the canonical t-structure on D
+
c (X ,O) induces a
canonical t-structure onD+c (X , E), of heart Modc(X , E), compatible with the truncation and cohomology
functors.
This applies in particular to the étale topos of a Noetherian Deligne-Mumford stack X . The functor
−⊗O − in Construction 5.2 induces a functor
−⊗E − : D+c (X , E) ×D
+
c (X , E)→ D
+
c (X , E).
For any morphism f : X → Y of Noetherian Deligne-Mumford stacks, the functor f∗ in Construction 5.4
induces a functor
f∗ : Dc(Y, E)→ Dc(X , E).
In Construction 6.2 through Proposition 6.5, let S be either a regular scheme of dimension ≤ 1 or a
quasi-excellent scheme. Assume that E has characteristic 0 and residue characteristic ℓ invertible on S.
Construction 6.2. For any finite-type Deligne-Mumford S-stack, the functor RHomO(−,−) in Con-
struction 5.6 induces a functor
RHomE(−,−) : Dbc(X , E)
op ×D+c (X , E)→ D
+
c (X , E).
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Let f : X → Y be a morphism between finite-type Deligne-Mumford S-stacks. The functor Rf∗ in
Proposition 5.8 induces a functor
Rf∗ : D+c (X , E)→ D
+
c (Y, E).
If f is separated and X and Y are of finite inertia, then the functors Rf† in Construction 5.20 induces a
functor
Rf! : D+c (X , E)→ D
+
c (Y, E).
If, moreover, f has ℓ-prime inertia, then the functor Rf ! in Construction 5.25 induces a functor
Rf ! : D+c (Y, E)→ D
+
c (X , E).
Proposition 6.3. Let f : X → Y be a morphism between finite-type Deligne-Mumford S-stacks. Assume
that the fibers of f have dimension ≤ d.
(1) The functor Rf∗ sends Dbc(X , E) to D
b
c(Y, E). If f is proper, then the cohomological amplitude of
Rf∗ is contained in [0, 2d].
(2) If f is separated and X and Y are of finite inertia, then Rf! has cohomological amplitude contained
in [0, 2d], and, in particular, sends Dbc(X , E) to D
b
c(Y, E).
Proof. (1) We may assume Y is a scheme. For the first assertion, using reductions as in Proposition
2.29 (1), we may assume X separated over S. Then, for both assertions, since f factors through the
coarse space of X , we are reduced to two cases: (a) f is a proper universal homeomorphism; (b) f is
representable. Case (b) is follows from the remark following Proposition 5.9. In case (a), by proper
base change (Proposition 5.11 (1)), we may assume that Y is the spectrum of an algebraically closes
field. Then X red ≃ BG and the assertions are clear.
(2) By base change (Proposition 5.28 (1)), we may assume that Y is the spectrum of a field. The
assertion then follows from the decomposition in Propositions 1.2 and (1).
Proposition 6.4. Let f : X → Y be a proper universal homeomorphism (Definition 2.5) between finite-
type Deligne-Mumford S-stacks, and let L ∈ D+c (Y, E). Then the adjunction map L → Rf∗f
∗L is an
isomorphism.
Proof. By proper base change, we may assume that Y is the spectrum of an algebraically closed field.
Then X red ≃ BG and the assertion is clear.
Construction 6.5. Let S be either a regular scheme of dimension ≤ 1 or an excellent finite-dimensional
scheme, endowed with a dimension function. Recall that E has characteristic 0 and residue characteristic
ℓ invertible on S. The functor DX in Construction 5.33 induces a reflexive triangulated functor
DX : Dbc(X , E)
op → Dbc(X , E).
Let f be a morphism between finite-type Deligne-Mumford S-stacks. The functor Rf ! in Construction
5.36 induces a functor
Rf ! : Dbc(Y, E)→ D
b
c(X , E),
which is the restriction of the Rf ! in Construction 6.2 to Dbc when the latter is defined.
The finiteness of Rf∗ (Proposition 6.3) enables us to define a functor
Rf! : Dbc(X , E)→ D
b
c(Y, E), M 7→ DYRf∗DXM.
If f : X → Y and g : Y → Z are two such morphisms, then
R(gf)! = DZR(gf)∗DX ≃ DZRg∗Rf∗DX ≃ DZRg∗DYDYRf∗DX = Rg!Rf!.
For K ∈ Dbc(X , E), L ∈ D
b
c(Y, E), we have
(6.5.1) RHomY(Rf!K,L) ≃ DY(Rf!K ⊗DYL) ≃ DY(Rf!(K ⊗ f∗DYL))
≃ Rf∗DX (K ⊗DXRf !L) ≃ Rf∗RHomX (K,Rf !L).
If f is separated and X and Y are of finite inertia, then Rf! is the restriction of the Rf! in Construction
6.2 to Dbc. In fact, using the decomposition of f in Proposition 1.2, we are reduced to two cases: (a) f
proper and quasi-finite, (b) f representable. In case (a), one can repeat the argument of [24, Corollary
5.15]. Case (b) follows from Remark 5.37.
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Construction 6.6. Finally let E′ be an algebraic extension of E. We define Modc(X , E′) to be the
inductive 2-limit of Modc(X , E′′), and define D+c (X , E
′) to be the inductive 2-limit of D+c (X , E
′′), where
E′′ runs over all finite extensions of E contained in E′. Then D+c (X , E
′) admits the same operations as
D+c (X , E).
7 Pushforward of cohomological correspondences
In this section, we construct several operations on cohomological correspondences, including the extraor-
dinary pushforward used in the statement of the Lefschetz-Verdier formula. Throughout this section, we
fix a coefficient ring Λ of one of the following types:
(a) A ring annihilated by an integer m;
(b) A complete discrete valuation ring of residue characteristic ℓ > 0;
(c) An algebraic extension of a discrete valuation field of characteristic 0 and residue characteristic
ℓ > 0.
Accordingly, we fix a Noetherian base scheme S
(a) with no additional assumption (in particular, we do not assume m invertible on S);
(b) regular of dimension ≤ 1 or quasi-excellent finite-dimensional, with ℓ invertible on S;
(c) regular of dimension ≤ 1 or excellent finite-dimensional, with ℓ invertible on S.
Convention 7.1. In Sections 7 and 8, all S-stacks are assumed to be separated finite-type Deligne-
Mumford S-stacks that are, according to the type of Λ,
(a) of m-prime inertia;
(b) of ℓ-prime inertia;
(c) with no additional assumption.
For an S-stack X , we consider the category D(X,Λ) in case (a) and the category Dbc(X,Λ) in cases
(b) and (c). In order to get uniform statements for all cases, we adopt the following convention in cases
(b) and (c): D(X,Λ) := Dbc(X,Λ).
To simplify notation, we omit the base S in products and exterior products. We write f∗, f!, f !, ⊗,
⊠S for Rf∗, Rf!, Rf !, ⊗LΛ, ⊠
L
S , respectively. We let BC, PF, KF, adj, ev denote base change, projection
formula, Künneth formula, adjunction, and evaluation maps, respectively.
We start by reviewing the Künneth formula maps (Construction 7.2 through Proposition 7.5).
Construction 7.2. Let
(7.2.1) X2

X
p2oo
p1

S X1oo
be a 2-commutative diagram of S-stacks. Let Li,Mi ∈ D(Xi,Λ), i = 1, 2. We consider the map
H0(X1,M1)⊗H0(X2,M2)→ H0(X, p∗1M1 ⊗ p
∗
2M2)
carrying a⊗ b, a : Λ→ M1, b : Λ → M2 to Λ ≃ p∗1Λ ⊗ p
∗
2Λ
p∗1a⊗p
∗
2b−−−−−→ p∗1M1 ⊗ p
∗
2M2. We also consider the
morphism
p∗1RHomX1(L1,M1)⊗ p
∗
2RHomX2(L2,M2)→ RHomX(p
∗
1L1 ⊗ p
∗
2L2, p
∗
1M1 ⊗ p
∗
2M2),
composite of the obvious morphisms
p∗1RHomX1(L1,M1)⊗ p
∗
2RHomX2(L2,M2)→ RHomX(p
∗
1L1, p
∗
1M1)⊗RHomX(p
∗
2L2, p
∗
2M2)
→ RHomX(p∗1L1 ⊗ p
∗
2L2, p
∗
1M1 ⊗ p
∗
2M2).
In particular, if (7.2.1) is 2-Cartesian, we obtain
KFH0 : H0(X1,M1)⊗H0(X2,M2)→ H0(X,M1 ⊠S M2),
KF: RHomX1(L1,M1)⊠S RHomX2(L2,M2)→ RHomX(L1 ⊠S L2,M1 ⊠S M2).(7.2.2)
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Construction 7.3. Let
(7.3.1) X2
~~⑥⑥
⑥⑥
⑥⑥
⑥⑥
f2

X
p1~~⑥⑥
⑥⑥
⑥⑥
⑥⑥
f

p2oo
S
s

X1oo
f1

Y2
~~⑥⑥
⑥⑥
⑥⑥
⑥⑥
Y
q1~~⑥⑥
⑥⑥
⑥⑥
⑥⑥
q2oo
T Y1oo
be a 2-commutative diagram of S-stacks. Let Mi ∈ D(Xi,Λ), i = 1, 2. We consider the morphism
q∗1f1∗M1 ⊗ q
∗
2f2∗M2 → f∗(p
∗
1M1 ⊗ p
∗
2M2)
adjoint to the composite
f∗(q∗1f1∗M1 ⊗ q
∗
2f2∗M2)
∼
−→ p∗1f
∗
1 f1∗M1 ⊗ p
∗
2f
∗
2 f2∗M2
adj⊗adj
−−−−−→ p∗1M1 ⊗ p
∗
2M2.
In particular, if the top and bottom squares of (7.3.1) are 2-Cartesian, we obtain
KF∗ : f1∗M1 ⊠S f2∗M2 → f∗(M1 ⊠T M2).
This construction is compatible with composition of morphisms of squares.
Construction 7.4. For a 2-commutative diagram of S-stacks of the form (7.3.1) with top and bottom
squares 2-Cartesian satisfying S = T and s = id, and Ni ∈ D(Yi,Λ), we consider the map
KF! : f !1N1 ⊠S f
!
2N2 → f
!(N1 ⊠S N2)
adjoint to the composite
f!(f !1N1 ⊠S f
!
2N2)
KF!−−→
∼
f1!f
!
1N1 ⊠S f2!f
!
2N2
adj⊠Sadj
−−−−−−→ N1 ⊠S N2,
where KF! is given by the Künneth formula isomorphism for f! ((2.20.1) or (5.29.1)). The construction
of KF! is compatible with composition of morphisms of 2-Cartesian squares.
Künneth formula maps constructed above are compatible with the isomorphisms (2.24.1), (2.24.2),
(5.31.2), (5.31.3) in the following sense.
Proposition 7.5. In the situation of Construction 7.4, for Mi ∈ D(Xi,Λ), Li, Ni ∈ D(Yi,Λ), i = 1, 2,
the diagram
⊠SRHomYi(fi!Mi, Li)
KF

∼ // ⊠Sfi∗RHomXi(Mi, f
!
iLi)
KF∗

RHomY (⊠Sfi!Mi,⊠SLi)
KF! ≃

f∗ ⊠S RHomXi(Mi, f
!
iLi)
KF // f∗RHomX(⊠SMi,⊠Sf !iLi)
KF!

RHomY (f! ⊠S Mi,⊠SLi)
∼ // f∗RHomX(⊠SMi, f ! ⊠S Li)
commutes. Here the top and bottom horizontal arrows are both of type (2.24.1) in case (a), of type (5.31.2)
in case (b), and of type (6.5.1) in case (c). Moreover, the diagram
⊠SRHomXi(f
∗
i Ni, f
!
iLi)
KF

∼ // ⊠Sf !iRHomYi(Ni, Li)
KF!

RHomX(⊠Sf∗i Ni,⊠Sf
!
iLi)
KF∗
∼
// RHomX(f∗ ⊠S Ni,⊠Sf !iLi)
KF!

f ! ⊠S RHomYi(Ni, Li)
KF

RHomX(f∗ ⊠S Ni, f ! ⊠S Li)
∼ // f !RHomY (⊠SNi,⊠SLi)
43
commutes. Here the top and bottom horizontal arrows are both of type (2.24.2) in case (a), of type (5.31.3)
in case (b), and of type (5.36.1) in case (c).
Proof. The verification by adjunction is straightforward.
We will need the following generalizations of the base change and Künneth formula maps for f!.
Construction 7.6. Let
X ′
h
((PP
PPP
PPP
PPP
PPP
P
r!!❇
❇❇
❇❇
❇❇
❇
f ′
✶
✶✶
✶✶
✶✶
✶✶
✶✶
✶✶
✶
Z q
//
p

X
f

Y ′
g // Y
be a 2-commutative diagram of S-stacks with 2-Cartesian square such that r is proper. We define the
generalized base change map
GBC: g∗f! → f ′!h
∗
of functors D(X,Λ)→ D(Y ′,Λ) to be the composite
g∗f!
BC
−−→
∼
p!q
∗ adj−−→ p!r∗r
∗q∗ ≃ p!r!r
∗q∗ ≃ f ′!h
∗.
By adjunction, we obtain the generalized base change map
GBC: h∗f ′! → f !g∗
of functors D(Y ′,Λ) → D(X,Λ). The maps GBC are compatible with horizontal and vertical composi-
tions of squares.
Construction 7.7. Consider a 2-commutative diagram of S-stacks of the form (7.3.1) satisfying S = T ,
s = id. Assume that the morphisms X → X1 ×S X2, Y → Y1 ×S Y2 are proper. Then we have
2-commutative diagrams with 2-Cartesian squares
X p2
((
p1

r
$$■
■■
■■
■■
■■
■■
h2
**❯❯❯
❯❯❯❯
❯❯❯❯
❯❯❯❯
❯❯❯❯
❯❯
h1
✻
✻✻
✻✻
✻✻
✻✻
✻✻
✻✻
✻✻
✻ X
f
,,
r
//
$$■
■■
■■
■■
■■
■ Z
f ′
//

Y

Z
f ′
&&◆◆
◆◆◆
◆◆
◆◆◆
◆◆
◆◆ h′2
//
h′1

X2 ×Y2 Y
t2 //
g2

X2
f2

X1 ×S X2 // Y1 ×S Y2
X1 ×Y1 Y
g1 //
t1

Y
q2
//
q1

Y2
X1
f1 // Y1
where r is proper. Let Mi ∈ D(Xi,Λ), i = 1, 2. We define the generalized Künneth formula map
q∗1f1!M1 ⊗ q
∗
2f2!M2 → f!(p
∗
1M1 ⊗ p
∗
2M2)
to be the map given by the commutative diagram
g1!(t∗1M1 ⊗ g
∗
1g2!t
∗
2M2)
∼
BC
//
GBC
--
g1!(t∗1M1 ⊗ h
′
1!p
′∗
2 M2) adjr
//
≃PFh′
1

g1!(t∗1M1 ⊗ h1!p
∗
2M2)
≃PFh1

q∗1f1!M1 ⊗ q
∗
2f2!M2
BC⊗BC
∼
// g1!t∗1M1 ⊗ g2!t
∗
2M2
PFg1≃
OO
PFg2≃

KF!
∼
// f ′! (p
′∗
1 M1 ⊗ p
′∗
2 M2)
adjr // f!(p∗1M1 ⊗ p
∗
2M2)
g2!(g∗2g1!t
∗
1M1 ⊗ t
∗
2M2) ∼
BC //
GBC
11g2!(h
′
2!p
′∗
1 M1 ⊗ t
∗
2M2)
adjr //
≃PFh′
2
OO
g2!(h2!p∗1M1 ⊗ t
∗
2M2),
≃PFh2
OO
where p′i = tih
′
i : Z → Xi, i = 1, 2, and KF! is the Künneth formula isomorphism for f
′
! (t
∗
1M1 ⊠Y t
∗
2M2).
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Definition 7.8. A correspondence (or an S-correspondence to be more precise) is a morphism of S-stacks
b = (b1, b2) : B → X1 ×X2, where X1 and X2 are S-stacks. Recall that X1 ×X2 stands for X1×S X2 by
the convention of this section.
Let b = (b1, b2) : B → X1 × X2, c = (c1, c2) : C → Y1 × Y2 be correspondences. A morphism of
correspondences b → c is a triple g♯ = (g, (f1, f2)) of morphisms of S-stacks such that the following
diagram commutes
(7.8.1) X1
f1

B
b1oo
g

b1 // X2
f2

Y1 C
c1oo c2 // Y2.
The morphism of correspondences g♯ is called left-proper (resp. right-proper) if the morphism B →
X1 ×Y1 C (resp. B → X2 ×Y2 C) is proper. The morphism g
♯ is called of type (i) if it is left-proper and
f2 is an identity morphism. The morphism g♯ is called of type (ii) if f1 and g are both identities.
The transpose of a correspondence b = (b1, b2) : B → X1 ×X2 is
bT = (b2, b1) : B
b
−→ X1 ×X2 ≃ X2 ×X1.
The transpose of a morphism of correspondences g♯ = (g, (f1, f2)) : b→ c is g♯T = (g, (f2, f1)) : bT → cT .
Remark 7.9. If g is proper, then g♯ is left-proper and right-proper. Type (i) morphisms and type (ii)
morphisms of correspondences are left-proper. Conversely, every left-proper morphism of correspondences
g♯ is canonically the composite of a morphism of type (ii) followed by a morphism of type (i):
X1 B
b1oo b1 // X2
f2

X1
f1

B
b1oo
g

// Y2
Y1 C
c1oo c2 // Y2.
Definition 7.10. Let b′ : B′ → X1 × X2, b′′ : B′′ → X2 × X1, c′ : C′ → Y1 × Y2, c′′ : C′′ → Y2 × Y1
be correspondences. A morphism (b′, b′′) → (c′, c′′) is a datum (g′, g′′)♯ = (g′, g′′, (f1, f2)) such that
(g′, (f1, f2)) : b′ → c′ and (g′′, (f2, f1)) : b′′ → c′′ are morphisms of correspondences.
The morphism (g′, g′′)♯ is called of type (I) if g′♯ is of type (i) and g′′♯ is of type (ii). The morphism
(g′, g′′)♯ is called of type (II) if g′♯ is of type (ii) and g′′♯ is of type (i). The morphism (g′, g′′)♯ is
called left-decomposable if it is isomorphic to a composite (g′1, g
′′
1 )
♯ · · · (g′n, g
′′
n)
♯ such that for each 1 ≤
i ≤ n, (g′i, g
′′
i )
♯ is of type (I) or (II). The morphism (g′, g′′)♯ is called right-decomposable if its transpose
(g′, g′′, (f2, f1)) : (b′T , b′′T )→ (c′T , c′′T ) is left-decomposable.
Proposition 7.11. Let b′ : B′ → X1 × X2, b′′ : B′′ → X2 × X1, c′ : C′ → Y1 × Y2, c′′ : C′′ → Y2 × Y1
be correspondences and let (g′, g′′)♯ : (b′, b′′) → (c′, c′′) be a morphism. If either g′ is proper and g′′♯ is
left-proper, or g′′ is proper and g′♯ is left-proper, then (g′, g′′)♯ is left-decomposable. In particular, if g′
and g′′ are proper, then (g′, g′′)♯ is left-decomposable and right-decomposable.
Proof. By symmetry, it suffices to treat the case g′ proper and g′′♯ left-proper. In this case (g′, g′′)♯ can
be decomposed into three morphisms, of types (I), (II), (I), respectively:
X1
f1

B′oo // X2 B′′oo // X1
f1

Y1 B
′oo // X2
f2

B′′oo //
g′′

Y1
Y1 B
′oo
g′

// Y2 C′′oo // Y1
Y1 C
′oo // Y2 C′′oo // Y1.
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Definition 7.12. Let b = (b1, b2) : B → X1 ×X2 be a correspondence, and let Li ∈ D(Xi,Λ), i = 1, 2.
A b-morphism from L1 to L2 is a map b∗1L1 → b
!
2L2 in D(B,Λ).
A b-morphism is also known as a cohomological correspondence [32, III 3.2].
Notation 7.13. For an S-stack X , we let KX = a!ΛS , where a : X → S is the structure morphism.
In this section, we do not use the duality functors defined in previous sections (except implicitly in the
definition of f ! in case (c)). Instead, we let DX = RHomX(−,KX).
Remark 7.14. For b and Li ∈ D(Xi,Λ), i = 1, 2 as in Definition 7.12, the b-morphisms from L1 to L2
form a Λ-module HomB(b∗1L1, b
!
2L2). We will use the isomorphism ((2.24.2) in case (a), (5.31.3) in case
(b), (5.36.1) in case (c))
(7.14.1) RHomB(b∗1L1, b
!
2L2) ≃ b
!RHomX1×X2(p
∗
1L1, p
!
2L2),
where pi : X1 ×X2 → Xi, i = 1, 2 are the projections. We will also use the composite morphism
(7.14.2) DX1L1 ⊠ L2
KF
−−→ RHomX1×X2(L1 ⊠ ΛX2 ,KX1 ⊠ L2)
KF!
−−→ RHomX1×X2(p
∗
1L1, p
!
2L2).
Construction 7.15 (Dual). Let b = (b1, b2) : B → X1×X2 be a correspondence, and let Li ∈ D(Xi,Λ),
i = 1, 2. We define
Db : RHomB(b∗1L1, b
!
2DX2L2)→ RHomB(b
∗
2L2, b
!
1DX1L1)
to be the composite
RHomB(b∗1L1, b
!
2DX2L2)
α
−→ RHomB(DBb!2DX2L2, DBb
∗
1L1) ≃ RHomB(DBDBb
∗
2L2, b
!
1DX1L1)
β
−→ RHomB(b∗2L2, b
!
1DX1L1),
where α is the evaluation morphism RHomB(−,−) → RHomB(DB−, DB−) and β is induced by the
evaluation morphism id→ DBDB. We have DbTDb = id and DbDbT = id, so that Db is an isomorphism.
Applying H0(B,−), we obtain an isomorphism
Db : HomB(b∗1L1, b
!
2DX2L2)
∼
−→ HomB(b∗2L2, b
!
1DX1L1).
Construction 7.16 (Extraordinary pushforward). Let g♯ be a left-proper morphism of correspondences
of the form (7.8.1), and let Li ∈ D(Xi,Λ), i = 1, 2. We define
g♯! : g∗RHomB(b
∗
1L1, b
!
2L2)→ RHomC(c
∗
1f1!L1, c
!
2f2!L2)
to be the composite
g∗RHomB(b∗1L1, b
!
2L2)
adj
−−→ g∗RHomB(b∗1L1, b
!
2f
!
2f2!L2) ≃ g∗RHomB(b
∗
1L1, g
!c!2f2!L2)
≃ RHomC(g!b∗1L1, c
!
2f2!L2)
GBC
−−−→ RHomC(c∗1f1!L1, c
!
2f2!L2),
where GBC is defined in Construction 7.6. Taking H0(C,−), we obtain a map
g♯! : HomB(b
∗
1L1, b
!
2L2)→ HomC(c
∗
1f1!L1, c
!
2f2!L2).
The maps g♯! are compatible with composition of morphisms of correspondences.
Construction 7.17 (Pushforward). Let g♯ be a right-proper morphism of correspondences of the form
(7.8.1), and let Li ∈ D(Xi,Λ), i = 1, 2. We define
g♯∗ : g∗RHomB(b
∗
1L1, b
!
2L2)→ RHomC(c
∗
1f1∗L1, c
!
2f2∗L2)
to be the composite
g∗RHomB(b∗1L1, b
!
2L2)
adj
−−→ g∗RHomB(b∗1f
∗
1 f1∗L1, b
!
2L2) ≃ g∗RHomB(g
∗c∗1f1∗L1, b
!
2L2)
≃ RHomC(c∗1f1∗L1, g∗b
!
2L2)
GBC
−−−→ RHomC(c∗1f1∗L1, c
!
2f2∗L2).
Taking H0(C,−), we obtain a map
g♯∗ : HomB(b
∗
1L1, b
!
2L2)→ HomC(c
∗
1f1∗L1, c
!
2f2∗L2).
The maps g♯∗ are compatible with composition of morphisms of correspondences.
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Extraordinary pushforward and pushforward (Constructions 7.16 and 7.17) are dual to each other via
Construction 7.15. More precisely, we have the following.
Proposition 7.18. Let g♯ be a left-proper morphism of correspondences of the form (7.8.1), and let
Li ∈ D(Xi,Λ), i = 1, 2. Then the diagram
g∗RHomB(b∗1L1, b
!
2DX2L2)
Db
∼
//
g♯
!

g∗RHomB(b∗2L2, b
!
1DX1L1)
g♯T∗

RHomC(c∗1f1!L1, c
!
2f2!DX2L2)
α

RHomC(c∗2f2∗L2, c
!
1f1∗DX1L1)
≃

RHomC(c∗1f1!L1, c
!
2DY2f2∗L2)
Dc
∼
// RHomC(c∗2f2∗L2, c
!
1DY1f1!L1),
commutes. Here α is induced by the composite map
(7.18.1) f2!DX2
ev
−→ DY2DY2f2!DX2 ≃ DY2f2∗DX2DX2
ev
−→ DY2f2∗
of functors D(X2,Λ)op → D(Y2,Λ).
Proof. The diagram can be decomposed as
g∗RHom(b
∗
1
L1, b
!
2
DL2)
adj

adj
**❯❯❯
❯❯❯❯
❯❯❯
❯❯❯❯
❯❯
ev //g∗RHom(Db!2DL2, Db∗1L1)
∼ //
adj

g∗RHom(DDb
∗
2
L2, b
!
1
DL1)
ev //
adj

g∗RHom(b
∗
2
L2, b
!
1
DL1)
adj

g∗RHom(b
∗
1
L1, b
!
2
Df∗
2
f2∗L2)
ev//g∗RHom(Db!2Df∗2 f2∗L2, Db∗1L1)
≃
**❱❱❱
❱❱❱❱
❱❱❱❱
❱❱❱❱
❱❱❱
g∗RHom(b
∗
1
L2, b
!
2
f!
2
f2!DL2)
β //
≃

g∗RHom(b
∗
1
L1, b
!
2
f!
2
Df2∗L1)
ev//
≃

≃
OO
g∗RHom(Db
!
2
f!
2
Df2∗L2, Db
∗
1
L1)
≃
OO
≃

g∗RHom(DDb
∗
2
f∗
2
f2∗L2, b
!
1
DL1)
ev //
≃

g∗RHom(b
∗
2
f∗
2
f2∗L2, b
!
1
DL1)
≃

g∗RHom(b
∗
1
L1, g
!c!
2
f2!DL2)
β //
≃

g∗RHom(b
∗
1
L1, g
!c!
2
Df2∗L2)
ev//
(C)≃

g∗RHom(Dg
!c!
2
Df2∗L1, Db
∗
1
L1)
∼ //g∗RHom(DDg∗c∗2f2∗L2, b!1DL1)
ev //g∗RHom(g∗c∗2f2∗L2, b!1DL1)
≃

RHom(g!b
∗
1
L1, c
!
2
f2!DL2)
β //
GBC

RHom(g!b
∗
1
L1, c
!
2
Df2∗L2)
ev //
GBC

RHom(Dc!
2
Df2∗L2, Dg!b
∗
1
L1)
∼ //
GBC

RHom(DDc∗
2
f2∗L2, g∗b
!
1
DL1)
ev //
GBC

RHom(c∗
2
f2∗L2, g∗b
!
1
DL1)
GBC

RHom(c∗
1
f1!L1, c
!
2
f2!DL2)
α //RHom(c∗
1
f1!L1, c
!
2
Df2∗L2)
ev //RHom(Dc!
2
Df2∗L2, Dc
∗
1
f1!L1)
≃
**❱❱❱
❱❱❱❱
❱❱❱❱
❱❱❱❱
❱❱❱
RHom(DDc∗
2
f2∗L2, c
!
1
f1∗DL1)
ev //RHom(c∗
2
f2∗L2, c
!
1
f1∗DL1)
RHom(DDc∗
2
f2∗L2, c
!
1
Df1!L1)
ev //
≃
OO
RHom(c∗
2
f2∗L2, c
!
1
Df1!L1),
≃
OO
where the arrows marked with β are induced by (7.18.1). The square (C) commutes by the following
lemma while the other inner cells trivially commute.
Lemma 7.19. Let g : B → C be a morphism of S-stacks, and let M ∈ D(B,Λ), L ∈ D(C,Λ). Then the
following diagram commutes
RHomC(g!M,DL)
∼ //
ev

g∗RHomB(M, g!DCL)
ev

RHomC(DCDCL,DCg!M)
≃

g∗RHomB(DBg!DCL,DBM)
≃

RHomC(DCDCL, g∗DBM)
ev

g∗RHomB(DBDBg∗L,DBM)
ev

RHomC(L, g∗DBM)
∼ // g∗RHomB(g∗L,DBM).
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Proof. The diagram is adjoint to
g∗RHomB(M, g!DCL)⊗ L
KF∗ // g∗(RHomB(M, g!DCL)⊗ g∗L)
KF

RHomC(g!M,DCL)⊗ L
≃
OO
KF

g∗RHomB(M, g!DCL⊗ g∗L)
KF!

RHomC(g!M,DCL⊗ L)
∼ //
ev

g∗RHomB(M, g!(DCL⊗ L))
ev

DCg!M
∼ // g∗DBM,
where the upper square commutes by Proposition 7.5 and the lower square trivially commutes.
To conclude this section, we prove compatibility results for duality and extraordinary pushforward
(Constructions 7.15 and 7.16) with the morphisms introduced in Remark 7.14. In the case where (7.14.2)
is an isomorphism, these results give interpretations of duality and extraordinary pushforward in terms
of external tensor products.
Proposition 7.20. Let b : B → X = X1 × X2 be a correspondence, and let Li ∈ D(Xi,Λ),
i = 1, 2. Let P = DX1L1 ⊠ DX2L2, Q = DX2L2 ⊠ DX1L1, P˜ = RHomX(p
∗
1L1, p
!
2DX2L2),
Q˜ = RHomX(p∗2L2, p
!
1DX1L1). Then the following diagram commutes
RHomB(b∗1L1, b
!
2DX2L2)
∼ //
Db ≃

b!P˜
DidX ≃

b!Poo
≃

RHomB(b∗2L2, b
!
1DX1L1)
∼ // b!Q˜ b!Q.oo
Here the left horizontal arrows are given by (7.14.1) and the right horizontal arrows are given by (7.14.2).
Proof. By the following lemma, the left square commutes. For the right square, the two composite maps
P → Q˜ are both adjoint to the map DX1L1 ⊠ (DX2L2 ⊗ L2)→ DX1L1 ⊠KX2 .
Lemma 7.21. Let b : B → X be a morphism of S-stacks, and let Li ∈ D(X,Λ), i = 1, 2. Then the
following diagram commutes
RHomB(b∗L1, b!DXL2)
ev

∼ // b!RHomX(L1, DXL2)
ev

RHomB(DBb!DXL2, DBb∗L1)
≃

b!RHomX(DXDXL2, DXL1)
ev

RHomB(DBDBb∗L2, b!DXL1)
ev

RHomB(b∗L2, b!DXL1)
∼ // b!RHomX(L2, DXL1).
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Proof. The diagram is adjoint to
RHomB(b∗L1, b!DXL2)⊗ b∗L2
∼ //
KF

b!RHomX(L1, DXL2)⊗ b∗L2
KF!

RHomB(b∗L1, b!DXL2 ⊗ b∗L2)
KF!

b!(RHomX(L1, DXL2)⊗ L2)
KF

RHomB(b∗L1, b!(DXL2 ⊗ L2))
∼ //
ev

b!RHomX(L1, DXL2 ⊗ L2)
ev

DBb
∗L1
∼ // b!DXL1,
where the upper square commutes by Proposition 7.5 and the lower square trivially commutes.
Proposition 7.22. Let g♯ be a morphism of correspondences of the form (7.8.1), and let Li ∈ D(Xi,Λ),
i = 1, 2. Let f = f1 × f2 : X = X1 × X2 → Y1 × Y2 = Y , P = DX1L1 ⊠ L2, E = DX1(f1!L1) ⊠ L2,
P˜ = RHomX(p∗1,XL1, p
!
2,XL2), E˜ = RHomY (p
∗
1,Y f1!L1, p
!
2,Y L2). If g
♯ is of type (i) (Definition 7.8),
then f ♯! : f∗P˜ → E˜ is an isomorphism, where f
♯ = (f, (f1, f2)), and the diagram
(7.22.1) g∗RHomB(b∗1L1, b
!
2L2)
∼ //
g♯
!

g∗b
!P˜
GBC

g∗b
!P
GBC

oo
c!f∗P˜
f♯
!
≃

c!f∗Poo
RHomC(c∗1f1!L1, c
!
2L2)
∼ // c!E˜ c!Eoo
α
OO
commutes. Here the left horizontal arrows are given by (7.14.1), the right horizontal arrows are given by
(7.14.2), and α is the composite
E = DY1(f1!L1)⊠ L2
∼
−→ f1∗DX1L1 ⊠ L2
KF∗−−−→ f∗(DX1L1 ⊠ L2) = f∗P.
If g♯ is of type (ii) (Definition 7.8), then the diagram
(7.22.2) RHomB(b∗1L1, b
!
2L2)
g♯
!

b!P˜
∼oo b!P
adj //oo b!f !f!P
β≃

RHomC(c∗1L1, c
!
2f2!L2) c
!E˜
∼oo c!Eoo
commutes. Here the leftmost horizontal arrows are given by the inverse of (7.14.1), the unmarked arrows
are given by (7.14.2), and β is given by KF! : f!P
∼
−→ E.
Proof. In case (i), the first assertion follows immediately from the definitions. The upper-right square of
(7.22.1) trivially commutes and the lower-right square is induced from
f∗RHomX(p1,X∗L1, p2,X!L2)
≃

f∗(DL1 ⊠ L2)oo
RHomY (f!p∗1,XL1, p2,Y !L2)
≃BC

f1∗DL1 ⊠ L2
KF∗
OO
RHomY (p∗1,Y f1!L1, p
!
2,Y L2) D(f1!L1)⊠ L2,oo
≃
OO
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which commutes by Proposition 7.5. Moreover, the left square of (7.22.1) can be decomposed into
(7.22.3)
g∗RHomB(b∗1L1, b
!
2L2)
∼ //
≃

g∗b
!RHomX(p∗1,XL1, p
!
2,XL2)
GBC // c!f∗RHomX(p∗1,XL1, p
!
2,XL2)
≃

RHomC(g!b∗1L1, c
!
2L2)
GBC //
GBC **❯❯❯
❯❯❯❯
❯❯❯❯
❯❯❯❯
❯❯❯
RHomC(c∗f!p∗1,XL1, c
!
2L2)
∼ //
BC≃

c!RHomY (f!p∗1,XL1, p
!
2,Y L2)
BC≃

RHomC(c∗1f1!L1, c
!
2L2)
∼ // c!RHomY (p∗1,Y f1!L1, p
!
2,Y L2).
In fact, by definition, g♯! is the composite of the left vertical arrow and the oblique arrow of (7.22.3) while
f ♯! is the composite of the right vertical arrows of (7.22.3). The triangle and the lower right square of
(7.22.3) trivially commute. The upper square of (7.22.3) corresponds by adjunction to the square
b2!(g∗M ⊗ b∗M ′) p2,X!(b!g∗M ⊗M ′)
PFb
∼
oo p2,X!(f∗c!M ⊗M ′)
GBCoo
c2!(M ⊗ g!b∗M ′)
PFg ≃
OO
c2!(M ⊗ c∗f!M ′)
GBCoo p2,Y !(c!M ⊗ f!M ′),
PFc
∼
oo
PFf≃
OO
which is given by applying p2,Y ! to two equivalent definitions of the generalized Künneth formula map
(Construction 7.7) associated to the morphism of squares from
B
b //
g

X
f

C
c // Y
to the identity square of value Y . Here M ∈ D(C,Λ), M ′ = p∗1,XL1 ∈ D(X,Λ).
In case (ii), the diagram (7.22.2) can be decomposed as
(7.22.4) RHomB(b∗1L1, b
!
2L2)
adjf2

∼ // b!RHomX(p∗1,XL1, p
!
2,XL2)
adjf2

b!(DL1 ⊠ L2)
adjf

oo
RHomC(c∗1L1, c
!
2f2!L2)
∼ //
≃
**❱❱❱
❱❱❱❱
❱❱❱❱
❱❱❱❱
❱❱❱❱
b!RHomX(p∗1,XL1, f
!p!2,Y f2!L2)
≃

b!f !f!(DL1 ⊠ L2)
KF!≃

c!RHomY (p∗1,Y L1, p
!
2,Y f2!L2) c
!(DL1 ⊠ f2!L2).oo
The triangle and the upper left square of (7.22.4) trivially commute. The right square of (7.22.4) can be
further decomposed as
RHomX(p∗1,XL1, p
!
2,XL2)
adjf2
tt❤❤❤❤
❤❤❤❤
❤❤❤❤
❤❤❤❤
❤❤
DL1 ⊠ L2
adjf
adjf2uu❥❥❥❥
❥❥❥
❥❥❥
❥❥❥
❥❥❥
oo
RHomX(p∗1,XL1, f
!p!2,Y f2!L2)
≃

DL1 ⊠ f
!
2f2!L2
KF!

oo f !f!(DL1 ⊠ L2)
KF!
≃
uu❥❥❥❥
❥❥❥
❥❥❥
❥❥❥
❥❥❥
f !RHomY (p∗1,Y L1, p
!
2,Y f2!L2) f
!(DL1 ⊠ f2!L2),oo
where the lower-left square commutes by Proposition 7.5 and the other inner cells trivially commute.
8 Lefschetz-Verdier formula
In this section, we state and prove a Lefschetz-Verdier formula for Deligne-Mumford stacks (Theorem
8.8). Throughout this section, we fix S, the spectrum of a field, and a ring Λ of one of the following
types:
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(a) A Noetherian ring annihilated by an integer m invertible on S;
(b) A complete discrete valuation ring of residue characteristic ℓ invertible on S;
(c) An algebraic extension of a discrete valuation field of characteristic 0 and residue characteristic
invertible on S.
We adopt Convention 7.1 for S-stacks. For an S-stackX , we consider the categoryDcft(X,Λ) ⊂ D−c (X,Λ)
in case (a), and the category Dbc(X,Λ) in cases (b) and (c). In order to get uniform statements for all
cases, we make the following definition in cases (b) and (c): Dcft(X,Λ) := Dbc(X,Λ). We use the same
simplified notation as in the previous section. Note that KX = ΩX (we endow S with the dimension
function 0) so that DX in Notation 7.13 coincides with the duality functors in Sections 3, 5, 6.
We start by establishing a few Künneth formulas. Proposition 8.1 through Remark 8.4 below are
stated in case (a). In cases (b) and (c), one should replace D−c by D
b
c.
Proposition 8.1. In the situation of Construction 7.3, if S = T = S, s = id, and Mi ∈ D−c (Xi,Λ),
i = 1, 2, then the morphism KF∗ is an isomorphism.
Proof. We easily reduce to case (a). We may assume Mi ∈ Dbc. Using the distinguished triangle (2.10.2),
we reduce by induction to the case Mi = Rji∗Li, where ji : Ui → Xi is an immersion, Li ∈ Dbc(Ui,Λ),
and the cohomology sheaves of Li are locally constant. Note that the assertion for (fi, Rji∗Li) follows
from the assertions for (ji, Li) and (fiji, Li). Up to replacing Mi by Li, we may thus assume that
the cohomology sheaves of Mi are locally constant. We may further assume Mi ∈ Modc(Xi,Λ). As
(f1, f2) = (f1, id)(id, f2), we may assume that f1 or f2 is identity. By symmetry we may assume X2 = Y2,
f2 = id. As the problem is local on Y2, we may assume M2 constant. Then KF∗ is the composite
q∗1f1∗M1 ⊗ q
∗
2M2
BC
−−→ f∗p
∗
1M1 ⊗ q
∗
2M2 → f∗(p
∗
1M1 ⊗ p
∗
2M2),
where the first morphism is an isomorphism by generic base change (Proposition 3.12) and the second
morphism is an isomorphism by projection formula (Proposition 2.29 (1)).
Proposition 8.2. In the situation of Construction 7.2, if S = S, Li ∈ Dcft(Xi,Λ), Mi ∈ D−c (Xi,Λ),
i = 1, 2, then the morphism KF (7.2.2) is an isomorphism.
Proof. We reduce easily to case (a) for separated schemes, which is [32, III Proposition 2.3]. We may also
imitate the proof of [32, III Proposition 2.3] to reduce to Künneth formula for f∗ (Proposition 8.1).
Proposition 8.3. In the situation of Construction 7.4, if S = S, Ni ∈ D−c (Yi,Λ), i = 1, 2, then the
morphism KF! is an isomorphism.
Proof. Again we reduce easily to case (a) for separated schemes, which is [32, III Proposition 1.7.4]. As
before, we may also imitate the proof of [32, III Proposition 1.7.4] to reduce to Künneth formula for f∗
(Proposition 8.1).
Remark 8.4. In the situation of Remark 7.14, (7.14.2) is an isomorphism for L1 ∈ Dcft(X1,Λ), L2 ∈
D−c (X2,Λ) by Propositions 8.2 and 8.3. In this case, composing (7.14.1) with (7.14.2), we obtain an
isomorphism b!(DX1L1 ⊠ L2) ≃ RHomB(b
∗
1L1, b
!
2L2).
Construction 8.5 (Pairing). Let b′ = (b′1, b
′
2) : B
′ → X1 × X2, b′′ = (b′′2 , b
′′
1) : B
′′ → X2 × X1 be
correspondences, and let Li ∈ Dcft(Xi,Λ), i = 1, 2. We form a 2-Cartesian square
B //

B′′
b′′

B′
b′ // X1 ×X2
and define
〈−,−〉 : RHomB′(b′∗1 L1, b
′!
2L2)⊠X1×X2 RHomB′′(b
′′∗
2 L2, b
′′!
1 L1)→ KB
to be the composite
RHomB′(b′∗1 L1, b
′!
2L2)⊠X1×X2 RHomB′′(b
′′∗
2 L2, b
′′!
1 L1)
α
−→
∼
b′!(DX1L1 ⊠ L2)⊠X1×X2 b
′′!(DX2L2 ⊠ L1)
KF!
−−→ b!((DX1L1 ⊠ L2)⊗ (DX2L2 ⊠ L1)) ≃ b
!((DX1L1 ⊗ L1)⊠ (DX2L2 ⊗ L2))
ev⊠ev
−−−−→ b!(KX1 ⊠KX2)
KF!
−−→
∼
b!KX1×X2 ≃ KB,
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where α is given by Remark 8.4. The map 〈−,−〉 is clearly symmetric. It induces a map (similar to [32,
III (4.2.4)′])
〈−,−〉 : b′∗RHomB′(b
′∗
1 L1, b
′!
2L2)⊗ b
′′
∗RHomB′′(b
′′∗
2 L2, b
′′!
1 L1)→ b∗KB,
composite of
b′∗RHomB′(b
′∗
1 L1, b
′!
2L2)⊗ b
′′
∗RHomB′′(b
′′∗
2 L2, b
′′!
1 L1)
KF∗−−−→ b∗(RHomB′(b′∗1 L1, b
′!
2L2)⊠X1×X2 RHomB′′(b
′′∗
2 L2, b
′′!
1 L1))
b∗〈−,−〉
−−−−−→ b∗KB.
This further induces a map
〈−,−〉 : HomB′(b′∗1 L1, b
′!
2L2)⊗HomB′′(b
′′∗
2 L2, b
′′!
1 L1)→ H
0(B,KB),
composite of
HomB′(b′∗1 L1, b
′!
2L2)⊗HomB′′(b
′′∗
2 L2, b
′′!
1 L1)
KFH0−−−−→ H0(X1×X2, b′∗RHomB′(b
′∗
1 L1, b
′!
2L2)⊗b
′′
∗RHomB′′(b
′′∗
2 L2, b
′′!
1 L1))
H0(X1×X2,〈−,−〉)
−−−−−−−−−−−−→ H0(B,KB).
Remark 8.6. The pairing defined in Construction 8.5 is compatible with duality (Construction 7.15).
More precisely, for b′, b′′ and Li ∈ Dcft(Xi,Λ), i = 1, 2 as above, the diagram
RHomB′(b′∗1 L1, b
′!
2L2)⊠X1×X2 RHomB′′(b
′′∗
2 L2, b
′′!
1 L1)
〈−,−〉
,,❳❳❳❳❳
❳❳❳❳❳
❳❳❳❳❳
❳❳❳❳❳
❳❳❳❳❳
❳❳❳❳❳
Db′⊠X1×X2Db′′

RHomB′(b′∗2 DX2L2, b
′!
1DX1L1)⊠X1×X2 RHomB′′(b
′′∗
1 DX1L1, b
′′!
2 DX2L2) 〈−,−〉
// KB
commutes by Proposition 7.20. In particular, for u : b′∗1 L1 → b
′!
2L2, v : b
′′∗
2 L2 → b
′′!
1 L1, we have the
identity 〈u, v〉 = 〈Db′u,Db′′v〉 in H0(B,KB). In the case of schemes, such an identity is stated in [32, III
(5.1.6)].
Remark 8.7. The pairing defined in Construction 8.5 is related to noncommutative traces as follows.
Recall that for a finite group G, the inertia stack IBG := BG ×∆BG,BG×BG,∆BG BG of the classifying
stack BG can be identified with [G/G], where G acts by conjugation. Let g : IBG → G♮ be the coarse
moduli morphism, where G♮ is the space of conjugacy classes of G. Let C and Y be (separated finite-type)
S-schemes and let c : C → Y × Y be a correspondence. If in Construction 8.5, X1 = X2 = Y × BG (in
particular G has order prime to m in case (a) and prime to ℓ in case (b) by Convention 7.1), and
b′ = c×∆BG : C ×BG→ (Y ×BG) × (Y ×BG), b′′ = ∆Y×BG : Y ×BG→ (Y ×BG)× (Y ×BG),
then B can be identified with Y c × IBG, where Y c = C ×c,Y×Y,∆Y Y . For L ∈ Dcft(Y × BG,Λ), the
composite
HomC×BG((c1×idBG)∗L, (c2×idBG)!L)
〈−,idL〉
−−−−−→ H0(Y c×IBG,KY c×IBG)
(idY c×g)!
−−−−−−→ H0(Y c×G♮,KY c×G♮)
can be identified with the local trace over the not necessarily commutative ring Λ[G] defined in [32, III B
(6.10.1)], by [32, III B (6.10.2)]. The noncommutative local trace is a crucial ingredient in the divisibility
results of [32, III B Section 6] (see also [5, Rapport, Section 5]).
The following Lefschetz-Verdier formula expresses the compatibility of pairing (Construction 8.5) with
extraordinary pushforward (Construction 7.16).
Theorem 8.8. Let fi : Xi → Yi be morphisms of S-stacks (see Convention 7.1), i = 1, 2 and let f =
f1 × f2 : X = X1 ×X2 → Y1 × Y2 = Y . Let
(8.8.1) B′′
b′′
~~⑤⑤
⑤⑤
⑤⑤
⑤⑤
g′′

B
~~⑥⑥
⑥⑥
⑥⑥
⑥
g

oo
X
f

B′
b′oo
g′

C′′
c′′
~~⑤⑤
⑤⑤
⑤⑤
⑤⑤
C
~~⑥⑥
⑥⑥
⑥⑥
⑥
oo
Y C′
c′oo
52
be a 2-commutative diagram of S-stacks with 2-Cartesian top and bottom squares. We assume that
(g′, g′′)♯ is left-decomposable (Definition 7.10). Let Li ∈ Dcft(Xi,Λ), i = 1, 2. Then g is proper and the
following diagram commutes
(8.8.2) g∗(RHomB′(b′∗1 L1, b
′!
2L2)⊠X RHomB′′(b
′′∗
2 L2, b
′′!
1 L1))
〈−,−〉 // g∗KB
adj

g′∗RHomB′(b
′∗
1 L1, b
′!
2L2)⊠Y g
′′
∗RHomB′′(b
′′∗
2 L2, b
′′!
1 L1)
KF∗
OO
g′♯
!
⊠Y g
′′♯
!

RHomC′(c′∗1 f1!L1, c
′!
2f2!L2)⊠Y RHomC′′(c
′′∗
2 f2!L2, c
′′!
1 f1!L1)
〈−,−〉 // KC .
The case of schemes of the following was proven by Illusie [32, III Théorème 4.4, Corollaire 4.5] under
the additional assumption that f1, f2, g′, g′′, b′, b′′, c′, c′′ are proper.
Corollary 8.9. In the situation of Theorem 8.8, the diagram
(8.9.1) f∗(b′∗RHomB′(b
′∗
1 L1, b
′!
2L2)⊗ b
′′
∗RHomB′′(b
′′∗
2 L2, b
′′!
1 L1))
〈−,−〉 // f∗b∗KB
adj

f∗b
′
∗RHomB′(b
′∗
1 L1, b
′!
2L2)⊗ f∗b
′′
∗RHomB′′(b
′′∗
2 L2, b
′′!
1 L1)
KF∗
OO
g′♯
!
⊗g′′♯
!

c′∗RHomC′(c
′∗
1 f1!L1, c
′!
2f2!L2)⊗ c
′′
∗RHomC′′(c
′′∗
2 f2!L2, c
′′!
1 f1!L1)
〈−,−〉 // c∗KC ,
where b : B → X, c : C → Y , commutes. In particular, the diagram
(8.9.2) HomB′(b′∗1 L1, b
′!
2L2)⊗HomB′′(b
′′∗
2 L2, b
′′!
1 L1)
〈−,−〉 //
g′♯
!
⊗g′′♯
!

H0(B,KB)
g!

HomC′(c′∗1 f1!L1, c
′!
2f2!L2)⊗HomC′′(c
′′∗
2 f2!L2, c
′′!
1 f1!L1)
〈−,−〉 // H0(C,KC)
commutes. In other words, for u : b′∗1 L1 → b
′!
2L2 and v : b
′′∗
2 L2 → b
′′!
1 L1,
g!〈u, v〉 = 〈g
′♯
! u, g
′′♯
! v〉.
Proof. The diagram (8.9.1) can be decomposed as
f∗(b
′
∗RHomB′ (b
′∗
1
L1, b
′!
2
L2) ⊗ b
′′
∗RHomB′′ (b
′′∗
2
L2, b
′′!
1
L1))
KF∗ // f∗b∗(RHomB′ (b′∗1 L1, b′!2L2) ⊠X RHomB′′ (b′′∗2 L2, b′′!1 L1))
〈−,−〉 // f∗b∗KB
adj

f∗b
′
∗RHomB′ (b
′∗
1
L1, b
′!
2
L2) ⊗ f∗b
′′
∗RHomB′′ (b
′′∗
2
L2, b
′′!
1
L1)
KF∗
OO
g
′♯
!
⊗g
′′♯
!

KF∗ // c∗(g′∗RHomB′ (b′∗1 L1, b′!2L2) ⊠Y g′′∗RHomB′′ (b′′∗2 L2, b′′!1 L1))
KF∗
OO
g
′♯
!
⊗g
′′♯
!

c′∗RHomC′ (c
′∗
1
f1!L1, c
′!
2
f2!L2) ⊗ c
′′
∗RHomC′′ (c
′′∗
2
f2!L2, c
′′!
1
f1!L1)
KF∗// c∗(c′∗RHomC′ (c′∗1 f1!L1, c′!2 f2!L2) ⊗ c′′∗RHomC′′ (c′′∗2 f2!L2, c′′!1 f1!L1))
〈−,−〉// c∗KC,
where the left squares trivially commute and the right square is obtained by applying c∗ to (8.8.2). The
diagram (8.9.2) can be decomposed as
H0(X, b′∗RHomB′ (b
′∗
1
L1, b
′!
2
L2) ⊗ b
′′
∗RHomB′′ (b
′′∗
2
L2, b
′′!
1
L1))
〈−,−〉 // H0(B,KB)
g!

Hom
B′ (b
′∗
1
L1, b
′!
2
L2) ⊗ HomB′′ (b
′′∗
2
L2, b
′′!
1
L1)
g
′♯
!
⊗g
′′♯
!

KF
H0
22❞❞❞❞❞❞❞❞❞❞❞❞❞❞❞❞❞❞❞❞❞❞❞❞❞❞❞❞❞
KF
H0
// H0(Y, f∗b′∗RHomB′ (b′∗1 L1, b′!2 L2) ⊗ f∗b′′∗RHomB′′ (b′′∗2 L2, b′′!1 L1))
KF∗
OO
g
′♯
!
⊗g
′′♯
!

Hom
C′ (c
′∗
1
f1!L1, c
′!
2
f2!L2) ⊗ HomC′′ (c
′′∗
2
f2!L2, c
′′!
1
f1!L1)
KF
H0// H0(Y, c′∗RHomC′ (c′∗1 f1!L1, c′!2 f2!L2) ⊗ c′′∗RHomC′′ (c′′∗2 f2!L2, c′′!1 f1!L1))
〈−,−〉// H0(C,KC ),
where the triangle and the lower left square trivially commute and the right square is obtained by applying
H0(Y,−) to (8.9.1).
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Applying Corollary 8.9 to the case where f1 = f2 = g′′, b′′, c′′ are the diagonal morphisms, and
L1 = L2, and using the fact that g
′′♯
! id = id, we obtain the following corollary. The case of algebraic
spaces was shown by Varshavsky [34, Proposition 1.2.5] under the additional assumption that f is proper.
Note that Xb is not a substack of B in general, unlike the case of algebraic spaces.
Corollary 8.10. Let
X
f

B
g

b1oo b2 // X
f

Y C
a1oo a2 // Y
be a morphism of correspondences such that g is proper. Let L ∈ Dcft(X,Λ). Then
h : Xb := B ×b,X×X,∆X X → C ×c,Y×Y,∆Y Y =: Y
c
is proper and the following diagram commutes
HomB(b∗1L, b
!
2L)
〈−,idL〉 //
g♯
!

H0(Xb,KXb)
h!

HomC(c∗1f!L, c
!
2f!L)
〈−,idf!L〉// H0(Y c,KY c).
Applying duality to Theorem 8.8 and Corollary 8.9, we obtain the following compatibility of pairing
(Construction 8.5) with pushforward (Construction 7.17), by Proposition 7.18 and Remark 8.6.
Corollary 8.11. Let fi : Xi → Yi be morphisms of S-stacks, i = 1, 2 and let f = f1×f2 : X = X1×X2 →
Y1 × Y2 = Y . Consider a 2-commutative diagram of S-stacks of the form (8.8.1) with 2-Cartesian top
and bottom squares such that (g′, g′′)♯ is right-decomposable. Let Li ∈ Dcft(Xi,Λ), i = 1, 2. Then g is
proper and the following diagram commutes
g∗(RHomB′(b′∗1 L1, b
′!
2L2)⊠X RHomB′′(b
′′∗
2 L2, b
′′!
1 L1))
〈−,−〉 // g∗KB
adj

g′∗RHomB′(b
′∗
1 L1, b
′!
2L2)⊠Y g
′′
∗RHomB′′(b
′′∗
2 L2, b
′′!
1 L1)
KF∗
OO
g′♯∗ ⊠Y g
′′♯
∗

RHomC′(c′∗1 f1∗L1, c
′!
2f2∗L2)⊠Y RHomC′′(c
′′∗
2 f2∗L2, c
′′!
1 f1∗L1)
〈−,−〉 // KC .
In particular, for u : b′∗1 L1 → b
′!
2L2 and v : b
′′∗
2 L2 → b
′′!
1 L1,
g!〈u, v〉 = 〈g′♯∗ u, g
′′♯
∗ v〉
in H0(C,KC).
A related formula is Fujiwara’s theorem, previously conjectured by Deligne, which expresses the
trace of a cohomological correspondence, after sufficient twisting by Frobenius, as the sum of naive local
terms. Olsson extended this trace formula to Deligne-Mumford stacks [24, Theorem 12.3] by reducing
the problem to the coarse moduli spaces. By contrast, it is unclear how to reduce the Lefschetz-Verdier
formula for Deligne-Mumford stacks to the case of algebraic spaces. Instead, we will give a direct proof
of Theorem 8.8.
As mentioned earlier, a Lefschetz-Verdier formula for schemes was proven by Illusie and later another
one was proven by Varshavsky. Although Varshavsky’s statement is closer to ours in the sense that
it makes fewer additional properness assumptions, his proof makes essential use of compactifications of
correspondences. It is unclear how to extend Varshavsky’s method to Deligne-Mumford stacks. Our
proof of Theorem 8.8 is closer in spirit to Illusie’s original proof.
Proof of Theorem 8.8. We will use the notation b : B → X , c : C → Y , P = DX1L1⊠L2, Q = DX2L2⊠L1,
E = DY1f1!L1 ⊠ f2!L2, F = DY2f2!L2 ⊠ f1!L1.
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By compatibility of the diagram with composition, we may assume that (g′, g′′)♯ is of type (I) or (II).
By symmetry, it suffices to treat case (I). Recall that this is the case where g′♯ is of type (i) and g′′♯ is
of type (ii). In other words, f2 = id, g′′ = id, and B′ → X1 ×Y1 C
′ is proper. Thus we can decompose
(g′, g′′)♯ as follows
X1 B
′oo //

X2 B
′′oo // X1
X1
f1

X1 ×Y1 C
′oo //

X2 B
′′oo // X1
f1

Y1 C
′oo // X2 B′′oo // Y1.
Therefore it suffices to treat two special cases of type (I):
(1) f1 = id;
(2) The morphism B′ → X1 ×Y1 C
′ is an equivalence.
For (1), we will show more generally that the theorem holds for (g′, g′′)♯, not necessarily of type
(I), whenever fi = id, i = 1, 2 and g′, g′′ are proper. Indeed, in this case, g is clearly proper, and, by
Proposition 7.22, the diagram (8.8.2) can be decomposed as
g∗(b′!P ⊠X b′′!Q)
KF! //
KF! ≃

g∗g
!(c′!P ⊠X c′′!Q)
KF! //
adjg

g∗b
!(P ⊗Q)
adjg

〈−,−〉 // g∗c!KX
adjg

g′∗b
′!P ⊠X g
′′
∗ c
′′!Q
adjg′⊠Xadjg′′// c′!P ⊠X c′′!Q
KF! // c!(P ⊗Q)
〈−,−〉 // c!KX ,
where all inner squares commute.
In case (2), the front square of (8.8.1) is 2-Cartesian. It follows that the back square of (8.8.1) is
2-Cartesian as well and g is an equivalence. We may assume that g = id, so that (8.8.1) is of the form
B′′
b′′
~~⑤⑤
⑤⑤
⑤⑤
⑤⑤
B
b¯~~⑥⑥
⑥⑥
⑥⑥
⑥
doo
X
f

B′
b′oo
g′

B′′
c′′
~~⑤⑤
⑤⑤
⑤⑤
⑤⑤
B
c¯~~⑥⑥
⑥⑥
⑥⑥
⑥
doo
Y C′
c′oo
Then, by Proposition 7.22, the diagram (8.8.2) can be decomposed as
g′∗b
′!P ⊠Y b
′′!Q
BC⊠Y adjf

KF∗ //
(A)
b′!P ⊠X b
′′!Q
KF! // b!(P ⊗Q)
adjf

〈−,−〉 // b!KX
adjf

c′!f∗P ⊠Y c
′′!f!Q
KF! //
≃

c!(f∗P ⊗ f!Q) //
(B)≃

c!f!(P ⊗Q)
〈−,−〉 // c!f!KX
adjf

c′!E ⊠Y c
′′!F
KF! // c!(E ⊗ F )
〈−,−〉 // c!KY ,
where the unmarked arrow is induced by the composite
f∗P ⊗ f!Q
PF
−−→ f!(f∗f∗P ⊗Q)
adj
−−→ f!(P ⊗Q).
The upper-right and lower-left squares of the above diagram clearly commute. The square (A) can be
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decomposed as
g′∗b
′!P ⊠Y b
′′!Q
KF∗ //
≃BC

(A1)
b′!P ⊠X b
′′!Q
KF! // d!(P ⊠X b′′!Q)
KF! // b!(P ⊗Q)
adjf

c′!f∗P ⊠Y b
′′!Q
KF! //
adjf

d!(f∗P ⊠Y b′′!Q)
adjf
55❦❦❦❦❦❦❦❦❦❦❦❦❦❦
KF!
//
adjf

b!(f∗P ⊠Y Q)
adjf
66❧❧❧❧❧❧❧❧❧❧❧❧❧
adjf

(A2)
c!f!(P ⊗Q)
c′!f∗P ⊠Y c
′′!f!Q
KF! // d!(f∗P ⊠Y c′′!f!Q)
KF! // b!(f∗P ⊠Y f !f!Q)
KF! // c!(f∗P ⊗ f!Q).
OO
Here (A1) corresponds by adjunction to the commutative diagram
d!(c¯∗c′!f∗P ⊗ d∗R)
PF ≃

d!(c¯∗g′∗b
′!P ⊗ d∗R)BC∼oo
adjg′ //
PF≃

d!(b¯∗b′!P ⊗ d∗R)
≃ PF

d!c¯
∗c′!f∗P ⊗R
BC ≃

d!c¯
∗g′∗b
′!P ⊗R
adjg′ //BC
∼
oo
BC≃

d!b¯
∗b′!P ⊗ d∗R
BC≃

b′′∗b′!g
′∗c′!f∗P ⊗R
BC ≃

b′′∗b′!g
′∗g′∗b
′!P ⊗ R
adjg′ //BC
∼
oo
BC≃

b′′∗b′!b
′!P ⊗R
adjc′

b′′∗f∗c′!c
′!f∗P ⊗R
adjd′

b′′∗f∗c′!g
′
∗b
′!P ⊗R
BC
∼
oo
b′′∗f∗f∗P ⊗R
adjf // b′′∗P ⊗R,
where R = c′′!Q, and (A2) is obtained by applying b! to the commutative diagram
P ⊗Q
adj // f !f!(P ⊗Q)
f∗f∗P ⊗Q
adj //
adj
55❦❦❦❦❦❦❦❦❦❦❦❦❦❦❦
adj

f !f!(f∗f∗P ⊗Q)
adj
55❦❦❦❦❦❦❦❦❦❦❦❦❦❦❦
adj

∼
PF // f !(f∗P ⊗ f!Q)
id ))❘❘
❘❘❘
❘❘❘
❘❘❘
❘❘
adj

f∗f∗P ⊗ f
!f!Q
adj // f !f!(f∗f∗P ⊗ f !f!Q)
PF
∼
// f !(f∗P ⊗ f!f !f!Q)
adj
// f !(f∗P ⊗ f!Q).
bb❊❊❊❊❊❊❊❊❊❊❊❊❊❊❊❊❊❊❊❊❊
The diagram (B) can be identified with the exterior product of the evaluation map DL2 ⊗ L2 → KX2
and the diagram
f1∗DL1 ⊗ f1!L1 //
≃

f1!(DL1 ⊗ L1)
ev // f1!KX1
adjf1

D(f1!L1)⊗ L1
ev // KY1 ,
which corresponds by adjunction to the commutative diagram
f1∗RHomX1(L1,KX1)
adj //
id **❱❱❱
❱❱❱❱
❱❱❱❱
❱❱❱❱
❱❱❱
f1∗RHomX1(L1, f
!
1f1!KX1)
∼ //
adj

RHomY1(f1!L1, f1!KX1)
adj

f1∗RHomX1(L1,KX1)
∼ // RHomY1(f1!L1,KY1).
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9 Appendix: Brauer theory and Laumon’s theorem
The six operations constructed in this article are used in joint work with Illusie [12, Section 3] to give
a generalization of Laumon’s theorem comparing direct image and extraordinary direct image. The
generalization works for both torsion-free coefficients and torsion coefficients. In this appendix, we show
that the case of torsion coefficients can be deduced from the case of torsion-free coefficients by extending
results in Brauer’s modular representation theory to Grothendieck groups of categories constructed in
this article. Moreover, we deduce comparison results for other ordinary and extraordinary operations.
Let Λ be either (a) a field of characteristic ℓ > 0 or (b) an algebraic extension of a complete valuation
field of characteristic 0 and residue characteristic ℓ > 0. To get uniform statements for both cases, we let
m = ℓ in case (a) and m = 1 is case (b). Let S be a regular scheme of dimension ≤ 1 such that every
finite-type S-scheme has a dense open subscheme that is geometrically unibranch. Assume ℓ invertible
on S.
Notation 9.1. Let X be a Noetherian Deligne-Mumford stack. We let K(X ,Λ) denote the Grothendieck
ring of Modc(X ,Λ). For an object M of Modc(X ,Λ), we let [M ] denote its image in K(X ,Λ). We let
K∼(X ,Λ) denote the quotient of K(X ,Λ) by the ideal generated by [Λ(1)]− [Λ], where [Λ], [Λ(1)] denote
the classes of the constant sheaf Λ and the Tate twist Λ(1) in the Grothendieck group, respectively.
Let f : X → Y be a morphism of m-prime inertia between finite-type separated-diagonal Deligne-
Mumford S-stacks. The triangulated functors
Rf∗, Rf! : Dbc(X ,Λ)→ D
b
c(Y,Λ)
induce group homomorphisms
f∗, f! : K(X ,Λ)→ K(Y,Λ),
which in turn induce group homomorphisms
f∼∗ , f
∼
! : K
∼(X ,Λ)→ K∼(Y,Λ)
by passing to quotients.
Theorem 9.2 ([12, Section 3]). We have f∼∗ = f
∼
! .
Case (b) of Theorem 9.2 restricted to the case of schemes is a theorem of Laumon [19]. In [12, Section
3], cases (a) and (b) are proven using similar methods. Here we show that case (a) can be deduced from
case (b). We start by reviewing some facts from modular representation theory.
Let O be a complete discrete valuation ring with fraction field E of characteristic 0 and residue field F
of characteristic ℓ > 0, and let m be the maximal ideal of O. Note that for any field F of characteristic ℓ >
0, any Cohen ring of F satisfies the condition for O. For any F -module (resp. O-module, resp. E-module)
M of finite type, we endow M with the unique Hausdorff topology such that M is a topological module.
For a profinite group G, we define a coherent F [G]-module (resp. O[G]-module, resp. E[G]-module) to
be an F -module (resp. O-module, resp. E-module) of finite type endowed with a continuous F -linear
(resp. O-linear, resp. E-linear) action of G, and we denote by K(G,F ) (resp. K(G,O), resp. K(G,E))
the Grothendieck ring of the category of such modules. Let i : SpecF → SpecO, j : SpecE → SpecO.
Then we have a group homomorphism i∗ : K(G,F ) → K(G,O) defined by restriction of scalars, and a
ring homomorphism j∗ : K(G,O)→ K(G,E) defined by extension of scalars [M ] 7→ [E ⊗O M ].
Lemma 9.3. We have i∗ = 0 and j∗ is an isomorphism.
Proof. We claim that the localization sequence
K(G,F ) i∗−→ K(G,O)
j∗
−→ K(G,E)→ 0
is exact. It is clear that j∗i∗ = 0. We define a homomorphism s : K(G,E)→ K(G,O)/ Im i∗ sending the
class of a coherent E[G]-module M to the class of any G-stable O-lattice L of M . If L1 and L2 are two
G-stable lattices of M , then [L1]− [L2] belongs to Im i∗. Indeed, we may assume L1 ⊂ L2, in which case
L1/L2 is killed by a power of m, hence its class belongs to Im i∗. If 0→M ′
f
−→M
g
−→M ′′ → 0 is a short
exact sequence of coherent E[G]-modules, L is a G-stable O-lattice of M , then f−1(L) is a lattice of M
and g(L) is a lattice of M ′′. Hence s is a well-defined homomorphism. It is clearly an inverse of the map
K(G,O)/ Im i∗ → K(G,E) induced by j∗.
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Consider the decomposition map d : K(G,E)→ K(G,F ) sending the class of a coherent E[G]-module
M to the class of [L/mL], where L is a G-stable O-lattice L ofM . On shows as in the case of a finite group
[30, Section 15.2, Théorème 32] that this does not depend on the choice of the lattice. The decomposition
map is surjective. In fact, since every coherent F [G]-module comes from a coherent F [H ]-module for
some finite quotient group H of G, the surjectivity follows from the case of a finite group [30, Section
16.1, Théorème 33].
By construction i∗d = 0. It follows that i∗ = 0 and j∗ is an isomorphism.
Next we establish an analogue of Lemma 9.3 for Deligne-Mumford stacks. Let X be a Noethe-
rian Deligne-Mumford stack. Notation 9.1 applies to Λ = E,F . We extend it to O. We let
i∗ : K(X , F ) → K(X ,O) denote the group homomorphism induced by the exact restriction of scalars
functor e0∗ : Modc(X , F ) → Modc(X ,O), let j∗ : K(X ,O) → K(X , E) denote the ring homomorphism
induced by the exact functor (Convention 6.1)
Modc(X ,O)→ Modc(X , E), M 7→ E ⊗O M,
and let i∗ : K(X ,O) → K(X , F ) denote the ring homomorphism induced by the triangulated functor
(4.34)
Dbc(X ,O)→ D
b
c(X , F ), M 7→ F ⊗
L
O M.
Proposition 9.4.
(1) i∗ = 0 and j∗ is an isomorphism.
(2) i∗ is a surjection.
Proof. (1) We first show that the localization sequence
K(X , F ) i∗−→ K(X ,O)
j∗
−→ K(X , E)→ 0
is exact. Since E ⊗O (e0∗M) = 0 for all M ∈ Modc(X , F ), we have j∗i∗ = 0. We define a
homomorphism
s : K(X , E)→ K(X ,O)/ Im i∗, [E ⊗O M ] 7→ [M ].
Note that if M ∈ Modc(X ,O) satisfies E ⊗O M = 0 in Modc(X , E), then its class in K(X ,O)
belongs to Im i∗. If
0→ E ⊗O M ′
f
−→ E ⊗O M
g
−→ E ⊗O M
′′ → 0
is a short exact sequence in Modc(X , E), then there exists an integer n ≥ 0, fO : M ′ → M and
gO : M → M ′′ such that ℓnf = E ⊗O fO and ℓng = E ⊗O gO. Since E ⊗O Ker fO, E ⊗O
(Im fO/ Im fO ∩ Ker gO), E ⊗O (Ker gO/ Im fO ∩ Ker gO) and E ⊗O Coker gO are all zero objects
of Modc(X , E), it follows that [M ′] − [M ] + [M ′′] belongs to Im i∗. Hence s is a well-defined
homomorphism. It is clearly an inverse of the map K(X ,O)/ Im i∗ → K(X , E) induced by j∗.
It remains to show i∗ = 0. Note that the Abelian group K(X , F ) is generated by elements of the
form [f!M ], where f : Y → X is an immersion, Y is integral, M ∈ Modc(Y, F ) is locally constant.
For such f , we have a 2-commutative diagram
Modlisse(Y, F )
e0∗ //
f!

Modlisse(Y,O)
f!

Modc(X , F )
e0∗ // Modc(X ,O),
where Modlisse(Y,−) denote the full subcategory of Modc(Y,−) spanned by locally constant sheaves,
which is equivalent to Modc(G,−). Here G is a fundamental group of Y. The above diagram induces
a commutative diagram
K(G,F )
i∗ //

K(G,O)

K(X , F )
i∗ // K(X ,O).
We conclude by applying the fact that the top horizontal arrow vanishes (Lemma 9.3).
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(2) For f and G as before, we have a commutative diagram
K(G,O)
j∗
∼
//

K(G,E) d // K(G,F )

K(X ,O) i
∗
// K(X , F )
where the vertical maps are induced by f!. It then suffices to apply the fact that d is surjective.
With the help of Proposition 9.4, we can deduce case (a) of Theorem 9.2 from case (b) as follows. Let
f : X → Y be a morphism of ℓ-prime inertia between finite-type separated-diagonal Deligne-Mumford
S-stacks. We have a 2-commutative diagram of triangulated categories and triangulated functors
Dbc(X , E)
Rf∗

Dbc(X ,O)
E⊗O−oo F⊗
L
O− //
Rf∗

Dbc(X , F )
Rf∗

Dbc(Y, E) D
b
c(Y,O)
E⊗O−oo F⊗
L
O−// Dbc(Y, F ).
The 2-commutativity of the left square is trivial and the 2-commutativity of the right square is Proposition
5.9. The above diagram induces a commutative diagram of Abelian groups and homomorphisms
K(X , E)
f∗

K(X ,O)
j∗oo i
∗
//
f∗

K(X , F )
f∗

K(Y, E) K(Y,O)
j∗oo i
∗
// K(Y, F )
and a similar diagram for K∼. Similar statements hold for Rf!. By Proposition 9.4, j∗ is an isomorphism
and i∗ is a surjection. It follows that f∼∗ = f
∼
! for E implies f
∼
∗ = f
∼
! for F .
Now we turn to consequences of Theorem 9.2 on other operations. Let f : X → Y be a morphism of
between finite-type separated-diagonal Deligne-Mumford S-stacks. The triangulated functors
f∗, Rf ! : Dbc(Y,Λ)→ D
b
c(X ,Λ)
induce group homomorphisms
f∗, f ! : K(Y,Λ)→ K(X ,Λ),
f∗∼, f !
∼
: K∼(Y,Λ)→ K∼(X ,Λ).
Corollary 9.5. We have f∗∼ = f !
∼
.
Proof. We let ≡ denote congruence modulo the ideal generated by [Λ(1)]− [Λ]. Let y ∈ K(Y,Λ).
If f is smooth of relative dimension d, then f !y = f∗y(d). If f is a closed immersion, then y =
j!j
∗y + f∗f∗y = j∗j∗y + f∗f !y, where j is the complementary open immersion. It follows then from
Theorem 9.2 that f∗f∗y ≡ f∗f !y, so that f∗y ≡ f !y. The case of an immersion follows.
In the general case, let (Yα)α∈I be a partition of Y into locally closed substack such that each Yα is
the quotient stack of an affine scheme by a finite group action. For each α, form the 2-Cartesian square
Xα
fα

j′α // X
f

Yα
jα // Y.
Then y =
∑
α∈I jα!j
∗
αy =
∑
α∈I jα∗j
!
αy, so that
f∗y =
∑
α∈I
f∗jα!j
∗
αy =
∑
α∈I
j′α!f
∗
αj
∗
αy, f
!y =
∑
α∈I
f !jα∗j
!
αy =
∑
α∈I
j′α∗f
!
αj
!
αy.
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Thus we may assume Y = [Y/H ], where Y is an affine scheme endowed with an action of a finite group
H . Similarly, we may assume X = [X/G], where X is an affine scheme endowed with an action of a finite
groupG. Up to changingX andG, we may further assume that f = [g/γ], for (g, γ) : (X,G)→ (Y,H) (see
for example [35, Proposition 5.1], which extends trivially to our case). In this case g can be decomposed
into G-equivariant morphisms X i−→ Z
p
−→ Y where i is a closed immersion and p is an affine space. Then
f = [p/γ][i/id], where [i/id] is a closed immersion and [p/γ] is smooth.
Now assume that S is the spectrum of a field. For a finite-type separated-diagonal Deligne-Mumford
S-stack X , consider the functors
⊗,⊗! : Dbc(X ,Λ)×D
b
c(X ,Λ)→ D
b
c(X ,Λ),
where − ⊗! − := DX (DX − ⊗DX−). Note that, if we let ∆X/S : X → X ×S X denote the diagonal
morphism, then −⊗− ≃ ∆∗X/S(−⊠S−), and −⊗
!− ≃ R∆!X/S(−⊠S−) by Künneth formula (Proposition
8.2 extends trivially to the non-separated case). The functors induce bilinear maps
⊗,⊗! : K(X ,Λ)×K(X ,Λ)→ K(X ,Λ),
⊗∼,⊗!
∼
: K∼(X ,Λ)×K∼(X ,Λ)→ K∼(X ,Λ).
Applying Corollary 9.5 to ∆X/S, we obtain the following.
Corollary 9.6. We have ⊗∼ = ⊗!
∼
.
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