Early 17th-century mathematical publications of Johann Faulhaber contain some remarkable theorems, such as the fact that the r-fold summation of \m , 2m , ... , nm is a polynomial in n(n + r) when m is a positive odd number. The present paper explores a computation-based approach by which Faulhaber may well have discovered such results, and solves a 360-year-old riddle that Faulhaber presented to his readers. It also shows that similar results hold when we express the sums in terms of central factorial powers instead of ordinary powers. Faulhaber's coefficients can moreover be generalized to noninteger exponents, obtaining asymptotic series for Xa + 2" + ■ ■ ■ + na in powers of n~l(n + 1)_1 .
INTRODUCTION
Johann Faulhaber of Ulm (1580-1635), founder of a school for engineers early in the 17th century, loved numbers. His passion for arithmetic and algebra led him to devote a considerable portion of his life to the computation of formulas for the sums of powers, significantly extending all previously known results. Indeed, he may well have carried out more computing than anybody else in Europe during the first half of the 17th century. His greatest mathematical achievements appear in a booklet entitled Academia Algebroe (written in German in spite of its Latin title), published in Augsburg, 1631 [2] . Here we find, for example, the following formulas for sums of odd powers: Other mathematicians had studied 2Znx, ~Ln2, ... , In1, and he had previously gotten as far as Em12 ; but the sums had always previously been expressed as polynomials in n, not TV. Faulhaber begins his book by simply stating these novel formulas and proceeding to expand them into the corresponding polynomials in n. Then he verifies the results when n -4, TV = 10. But he gives no clues about how he derived the expressions; he states only that the leading coefficient in Z«2m_1 will be 2m~x/m , and that the trailing coefficients will have the form 4amN3-amN2 when m > 3 .
Faulhaber believed that similar polynomials in TV, with alternating signs, would continue to exist for all m, but he may not really have known how to prove such a theorem. In his day, mathematics was treated like all other sciences; an observed phenomenon was considered to be true if it was supported by a large body of evidence. A rigorous proof of Faulhaber's assertion was first published by Jacobi in 1834 [6] . A. W. F. Edwards showed recently how to obtain the coefficients by matrix inversion [1] , based on another proof given by L. Tits in 1923 [8] . But none of these proofs use methods that are very close to those known in 1631. He also gave similar formulas for odd exponents, factoring out 17nx instead of Y7n2 : I2«5 = (8TV22 -27V2 -1)IV/T4 ; I2«7 = (407V3 -407V22 + 67V2 + 6)lV/60.
And he claimed that, in general, Y7nm can be expressed as a polynomial in Nr times either Y7n2 or 17nx , depending on whether m is even or odd. Faulhaber had probably verified this remarkable theorem in many cases including Z11«6, because he exhibited a polynomial in n for I11«6 that would have been quite difficult to obtain by repeated summation. His polynomial, which has the form 6«17 + 561k16 + • ■ ■ + 1021675563656«5 +-96598656000« 2964061900800 turns out to be absolutely correct, according to calculations with a modern computer. (The denominator is 171/120. One cannot help thinking that nobody has ever checked these numbers since Faulhaber himself wrote them down, until today.)
Did he, however, know how to prove his claim, in the sense that 20th century mathematicians would regard his argument as conclusive? He may in fact have known how to do so, because there is an extremely simple way to verify the result using only methods that he would have found natural.
Reflective functions
Let us begin by studying an elementary property of functions defined on the integers. We will say that the function f(x) is r-reflective if f(x) = f(y) whenever x + y + r = 0 ;
and it is anti-r-reflective if f(x) = -f(y) whenever x + y + r = 0.
The values of x, y, r will be assumed to be integers for simplicity. When r = 0, reflective functions are even, and anti-reflective functions are odd. Notice that r-reflective functions are closed under addition and multiplication; moreover, the product of two anti-r-reflective functions is r-reflective. Given a function /, we define its backward difference Vf in the usual way:
Vf(x) = f(x) -f(x -1).
It is now easy to verify a simple basic fact. Lemma 1. If f is r-reflective, then Vf is anti-(r -\)-reflective. If f is anti-rreflective, then Vf is (r-l)-reflective.
Proof. If x + y + (r-l) = 0, then x + (y-l) + r = 0 and (x -1) + y + r = 0 .
Thus f(x) = ±f(y -1) and f(x -1) = ±f(y) when / is r-reflective or anti-r-reflective. Q Faulhaber almost certainly knew this lemma, because [2, folio D.
iii recto] presents a table of «8, V«8, ... , V8«8 in which the reflection phenomenon is clearly apparent. He states that he has constructed "grosse Tafeln," but that this example should be "alles gnugsam vor Augen sehen und auf höhere quantiteten [exponents] continuiren könde."
The converse of Lemma 1 is also true, if we are careful. Let us define I as an inverse to the V operator:
Here C is an unspecified constant, which we will choose later; whatever its value, we have
for all n. Therefore the choice C = 0 always agrees with the unique choice stipulated in the proof of Lemma 2, whenever a specific value of C is necessary in that lemma. □ When m is a positive integer, the function f(x) = xm obviously satisfies the condition of Lemma 3. Therefore we have proved that each function X'nm is either r-reflective or anti-r-reflective, for all r > 0 and m > 0. And Faulhaber presumably knew this too. His theorem can now be proved if we supply one small additional fact, specializing from arbitrary functions to polynomials: Lemma 4. A polynomial f(x) is r-reflective if and only if it can be written as a polynomial in x(x + r) ; it is anti-r-reflective if and only if it can be written as (x + r/2) times a polynomial in x(x + r). Proof. The second statement follows from the first, because we have already observed that an anti-r-reflective function must have /(-r/2) = 0 and because the function x+r/2 is obviously anti-r-reflective. Furthermore, any polynomial in x(x + r) is r-reflective, because x(x + r) = y(y + r) when x + y + r = 0. Conversely, if f(x) is r-reflective, we have f(x -r/2) = f(-x -r/2), so g(x) = f(x -r/2) is an even function of x ; hence g(x) = h(x2) for some polynomial h . Then f(x) -g(x + r/2) -h(x(x + r) + r2/4) is a polynomial in x(x + r). Q Theorem (Faulhaber) . There exist polynomials gfym for all positive integers r and m such that Y7n2m-X = gr,2m+x (n(n + r))Y7nx , I7n2m = gr,2m{n(n + r))Y7n2.
Proof. Lemma 3 tells us that 17nm is r-reflective if m + r is even and anti-rreflective if m + r is odd.
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Note that lrnx = ("+[). Therefore a polynomial in « is a multiple of lrnx if and only if it vanishes at -r, ... ,-1,0.
We have shown in the proof of Lemma 3 that lrnm has this property for all m; therefore lrnm/lrnx is an r-reflective polynomial when m is odd, an anti-r-reflective polynomial when m is even. In the former case, we are done, by Lemma 4. In the latter case, Lemma 4 establishes the existence of a polynomial g such that lrnm/lrnx -(n + r/2)g(n(n + r)). Again, we are done, because the identity vr 2 2n + r x l'n--X n' r + 2 is readily verified, fj 3 . A PLAUSIBLE DERIVATION Faulhaber probably did not think about r-reflective and anti-r-reflective functions in exactly the way we have described them, but his book [2] certainly indicates that he was quite familiar with the territory encompassed by that theory.
In fact, he could have found his formulas for power sums without knowing the theory in detail. A simple approach, illustrated here for X«13, would suffice: Suppose
where S(n) is a 1-reflective function to be determined. Then
and we have S(«) = 70X«n+42«9 + 2X«7.
In other words, lnX3 = ^N1-51nxx-31n9-l-ln1, and we can complete the calculation by subtracting multiples of previously computed results. The great advantage of using polynomials in TV rather than n is that the new formulas are considerably shorter. The method Faulhaber and others had used before making this discovery was most likely equivalent to the laborious calculation X«13 = i«14 + x-¿lnx2 -26X«11 + x-flnx0 -143X«9 + *-f X«8 + ^In1 . It is not difficult to prove this relation by establishing an isomorphism between the calculations of ln2m+x and the calculations of the quantities Sim -((2m + l)ln2m)/ (n + ¿) ; for example, the recurrence for X«13 above corresponds to the formula 5,2 = 647V6 -55,o -358 -^56 , which can be derived in essentially the same way. Since the recurrences are essentially identical, we obtain a correct formula for ln2m+x from the formula for S2m if we replace Nk everywhere by Nk+x/(k+ 1).
Faulhaber's CRYPTOMATH
Mathematicians of Faulhaber's day tended to conceal their methods and hide results in secret code. Faulhaber ends his book [2] with a curious exercise of this kind, evidently intended to prove to posterity that he had in fact computed the formulas for sums of powers as far as X«25 although he published the results only up to X«17.
His puzzle can be translated into modern notation as follows. Let ZV = " bxo-b9 + ---+ b0
where the integers bk , ck , dk , ek are as small as possible so that bk , ck , dk , ek are multiples of 2k . (He wants them to be multiples of 2k so that bkNk , ckNk , dkNk , ekNk are polynomials in n with integer coefficients; that is why he wrote, for example, X«7 = (127V2-87V+2)7V2/6 instead of (67V2-47V+l)7V2/3 . It is doubtful whether anybody solved this puzzle during the first 360 years after its publication, but the task is relatively easy with modern computers. We have «,0 = 532797408, «n = 104421616, «12= 14869764, «,3=1526532, au=H0160; ¿5 = 29700832, b9 = 140800; c, =205083120, c3 = 344752128, c1 = 9236480 ; dxx = 559104; exx = 86016; ^26 = 42; Z) = 1092. The fact that x2 = (29700832 + 532797408)/l 12499648 = 5 is an integer is reassuring: We must be on the right track! But alas, the other values are not integral.
A bit of experimentation soon reveals that we do obtain good results if we divide all the ck by 4. Then, for example,
x, = (344752128/4 -14869764)/7924252 = 9, and we also find x3 = 18, x4 = 20. It appears that Faulhaber calculated X9«8 and X«22 correctly, and that he also had a correct expression for X«23 as a polynomial in N ; but he probably never went on to express X«23 as a polynomial in n , because he would then have multiplied his coefficients by 4 in order to compute c^N6 with integer coefficients. The values of (xx, x2, X3, X4) correspond to the letters I E S U, so the concealed name in Faulhaber's riddle is undoubtedly I E S U S (Jesus).
But his formula for x5 does not check out at all; it is way out of range and not an integer. This is the only formula that relates to X«24 and X«25, and it involves only the simplest elements of those sums-the leading coefficients A2¿, D, dx 1 , ex ! . Therefore, we have no evidence that Faulhaber's calculations beyond X«23 were reliable. It is tempting to imagine that he meant to say ' ^26«T 1 ¡D ' instead of ' A2(lax, -D ' in his formula for x5, but even then major corrections are needed to the other terms and it is unclear what he intended.
All-integer formulas
Faulhaber's theorem allows us to express the power sum lnm in terms of about \m coefficients. The elementary theory above also suggests another approach that produces a similar effect: We can write, for example, Notice that the power-sum formulas obtained in this way are more "efficient' than the well-known formulas based on Stirling numbers (see [5, (6.12 we find ak = Vkf(lk/2\) = 2bk_l + (-l)kbk and therefore bk = Yl(-l)Um+W2i2k-Jaj.
7=0
In particular, when f(n) = 1 for all n , we have bk -(-1)^/^2^
. The infinite series is finite for each n .
Theorem. If f is any function defined on the integers and if r, s are arbitrary integers, we can always express f in the form f(n) = g(n) + h(n) where g(n) is r-reflective and h(n) is anti-s-reflective. This representation is unique, except when r is even and s is odd; in the latter case the representation is unique if we specify the value of g or h at any point. Proof. It suffices to consider 0 < r, s < 1 , because f(x) is (anti)-r-reflective if and only if f(x + a) is (anti)-(r + 2«)-reflective. When r = s -0, the result is just the well-known decomposition of a function into even and odd parts,
When r = s = 1, we have similarly
When r = 1 and s = 0, it is easy to deduce that h(0) = 0, g(0) = f(0),
And when r = 0 and s = 1, the general solution is g(0) = f(0) -C,
), the case r = 1 and s -0 corresponds to the decomposition
Similarly, the representation f(n) = ¿Zk>0b2kTk(n) + T,k>ob2k+iUk+l(n) corresponds to the case r = 0, 5=1, C = f(0).
Back to Faulhaber's form
Let us now return to representations of lnm as polynomials in n(n + 1). Setting u = 27V = n2 + n , we have Z« = jU In3 = \u2 ln% = \(u3 -\u2) In1 = \(u* -\u3 + \u2) and so on, for certain coefficients Akm>.
Faulhaber never discovered the Bernoulli numbers; i.e., he never realized that a single sequence of constants Bq, Bx, B2, ... would provide a uniform formula
for all sums of powers. He never mentioned, for example, the fact that almost half of the coefficients turned out to be zero after he had converted his formulas for lnm from polynomials in TV to polynomials in n . (He did notice that the coefficient of n was zero when m > 1 was odd.) However, we know now that Bernoulli numbers exist, and we know that Bj, = Bi = By = ■ ■ ■ = 0. This is a strong condition. Indeed, it completely defines the constants Akm) in the Faulhaber polynomials above, given that AQm) = 1 .
For example, let us consider the case m = 4, i.e., the formula for In1 : We need to find coefficients a = a[^ , b -A{2 ', c = A¡' such that the polynomial Jacobi mentioned these coefficients Akm) in his paper [6] , and tabulated them for m < 6, although he did not consider the recurrence ( * ). He observed that the derivative of lnm with respect to « is m ln'n~x +Bm ; this follows because power sums can be expressed in terms of Bernoulli polynomials, This yields Jacobi's recurrence
which is valid for all integers w > k + 1, so it must be valid for all w . Our derivation of ( ** ) also allows us to conclude that 4&=(2™W-2. Denoting the determinant by D(w , k), Jacobi's recurrence ( ** ) implies that we have
this can also be written in a slightly tidier form, using a special case of the "integer basis" polynomials discussed above:
It does not appear obvious that the determinant satisfies such a recurrence, nor that the solution to the recurrence should have integer values when w and k are integers. But, identities are not always obvious.
Generalization to noninteger powers
Recurrence ( * ) does not require w to be a positive integer, and we can in fact solve it in closed form when w -3/2 :
Therefore, Ak = (lk2)4~k is related to the kth Catalan number. A similar closed form exists for Ak ' when m is any nonnegative integer. For other cases of w , our generating function for Ak involves Bn(x) with noninteger subscripts. The Bernoulli polynomials can be generalized to a family of functions Bz(x), for arbitrary z, in several ways; the best generalization for our present purposes seems to arise when we define ßz(x) = xzWf)x^ß; So we can indeed expand the right-hand side as a power series with coefficients that are polynomials in w . It is actually a power series in u~xl2, not u~x ; but since the coefficients of odd powers of u"xl2 vanish when w is a positive integer, they must be identically zero. Sure enough, a check with computer algebra on formal power series yields 1+a\w)u~x + A2w)u~2 + A^' u~3 + 0(u~4), where the values of Ak for k < 3 agree perfectly with those obtained directly from ( * ). Therefore this approach allows us to express Ak as a polynomial in w , using ordinary Bernoulli number coefficients: We can now apply these results to obtain sums of noninteger powers, as asymptotic series of Faulhaber's type. Suppose, for example, that we are interested in the sum whenever a -/ -1 . The series on the right is finite when a is a positive odd integer; it is convergent (for sufficiently large n ) if and only if a is a nonnegative integer. The special case a = -2 has historic interest, so it deserves a special look: Academia Algebren, a book that is evidently extremely rare: An extensive search of printed indexes and electronic indexes indicates that no copies have ever been recorded to exist in America, in the British Library, or the Bibliothèque Nationale. Edwards found it at Cambridge University Library, where the volume once owned by Jacobi now resides. (I have annotated the photocopy and deposited it in the Mathematical Sciences Library at Stanford, so that other interested scholars can take a look.) Ivo Schneider, who is currently preparing a book about Faulhaber and his work, helped me understand some of the archaic German phrases. Herb Wilf gave me a vital insight by discovering the first half of Lemma 4, in the case r = 1 . And Ira Gessel pointed out that the coefficients in the expansion «2m+1 = Ylak(2k+X) are central factorial numbers in slight disguise.
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