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Abstract. We develop some aspects of the theory of hyperholomorphic functions whose
values are taken in a Banach algebra over a field – assumed to be the real or the com-
plex numbers – and which contains the field. Notably, we consider Fueter expansions,
Gleason’s problem, the theory of hyperholomorphic rational functions, modules of Fueter
series, and related problems. Such a framework includes many familiar algebras as par-
ticular cases. The quaternions, the split quaternions, the Clifford algebras, the ternary
algebra, and the Grassmann algebra are a few examples of them.
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1. Introduction
In [15], Fueter studied quaternionic-valued functions and introduced non-commuting hy-
percomplex variables which allow power series expansion of hypercomplex functions,
meaning functions that belong to the kernel of the operator D defined in (2.2) in the
quaternionic setting. Such variables are now known as Fueter variables. In the present
work, we extend their definition to functions in the kernel of D and whose values are
taken in a Banach algebra A over a field K and which contains K. We assume K to be
either R or C.
After defining the Fueter variables in Section 2, we start studying the notion of derivative
of A-valued functions, which is followed by Fueter expansions and Gleason’s problem, the
1
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theory of rational functions, and spaces of Fueter series, which include the Drury-Arveson
space and the Fock space. Such problems have already been considered in some particular
cases – for instance, when A is the quaternionic setting, the Clifford algebra, the setting
of split quaternions, or the real ternary algebra [1, 3, 5, 6].
The central object of our study are functions
(1.1) f : A → A.
To set the notation, we let a1, . . . , an ∈ A \ K be the generators of A different from the
identity element of K, i.e., a0 = 1. The number of generators n is assumed to be finite,
but it could, in fact, be taken to be infinity for all computations presented here. The
only aspect that would require a deeper understanding, in this case, is the Cauchy-Fueter
operator, defined in (2.2), which would become a differential operator of infinitely many
variables.
In some algebras, all “directions” are given by the elements ak, k = 0, 1, . . . , n. In those
algebras, there exist coefficients cjkl ∈ K, j, k, l ∈ {0, 1, . . . , n} such that
(1.2) ajak =
n∑
l=0
cjklal
for every j, k ∈ {1, . . . , n}. An example of such algebras is the quaternionic setting.
Denoting the complex units of the quaternions by i, j and k, the product of two elements,
say ij is k.
In other algebras, on the other hand, the product ajak might result in a new “direction”.
An example of it is the real ternary algebra, which is generated by the number 1 and
an element e which is not real (nor complex). However, e2 gives a new direction in such
an algebra. The quaternions themselves can also be seen as an example of such algebras
when the elements 1, i, and j are considered their generators. In this case, ij results in
a new direction of the algebra. This shows the quaternions explicitly as an example of a
Clifford algebra.
Then, in order to include in our study arbitrary algebras A where (1.2) need not hold, we
introduce a set of t-uples I which are associated with all linearly independent directions
of the algebra. If for a certain j and k the product ajak gives a new direction, then
(j, k) might be an element of I and a(j,k) ≡ ajak. Note that, in some algebras, there
might be multiple ways to build I. For instance, if ajak = −akaj, as is the case of the
Clifford algebra, and the Grassmann algebra, either (j, k) or (k, j) should be part of I,
not both, since they are not associated with linearly independent directions. In this case,
if (j, k) ∈ I, akaj = −a(j,k). Moreover, the direction e0 = 1 is not included in I.
Instead of using the set I directly, we refer to a map from it into Zm = {1, 2, · · · , m},
wherem is the cardinality of I. So instead of considering indexes that take value in I, they
are taken in Zm. Moreover, to avoid confusion, we denote the “independent directions”
of A by ek instead of ak. For instance, if we say the quaternions are generated by a0 = 1,
a1 = i, and a2 = j, then in our new notation: e0 = a0, e1 = a1, e2 = a2, and e3 = a1a2.
With the above discussion, the algebra A can be identified with the space Km+1 in the
following way
(1.3) Km+1 ≃ A =
{
a =
m∑
k=0
akek
∣∣∣∣∣ a0, a1, . . . , am ∈ K
}
.
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In particular, expression (1.2) can be rewritten in this general context as
(1.4) ejek =
m∑
ℓ=0
(χℓ)jkeℓ,
where the matrices χℓ belong to K(m+1)×(m+1) for every ℓ ∈ {0, 1, . . . , m}. We call the
matrices χℓ the characteristic operators of the algebra A since they encode all properties
of the algebra product. One can also see each χℓ as a metric tensor-like object associated
with the algebra ℓ-th direction of A. In fact, observe that for any a, b ∈ A, if we write
ab =
m∑
ℓ=0
cℓeℓ,
equation (1.4) leads to
(1.5) cℓ =
m∑
j,k=1
aj(χℓ)jkbk ≡ aχℓb
for every ℓ ∈ {0, 1, . . . , m}. However, note that the operators χℓ are not represented by
symmetric matrices in every algebra A. Also, note that, in the above expression, the
identification between elements of A with points in Km+1 – expressed by (1.3) – is being
used.
Also, we endow the algebra A with an involution, denoted by †, with the following prop-
erties:
• ∀a, b ∈ A, (ab)† = b†a†;
• ∀k ∈ K ⊂ A, kk† = k†k = |k|2.
We note that, in general, aa† is not a real (nor a complex) number and, then, it is not
always the case that aa† = a†a holds.
Because A is a Banach algebra, we also assume it has a norm N for which
(1.6) N(ab) ≤ N(a)N(b), ∀a, b ∈ A.
Such a norm may or may not be induced by the involution †. However, we assume
N(a) = N(a†) for every a ∈ A.
Note that because K ⊂ A, N is also a norm in K. Therefore, without loss of generality,
we can assume N(1) = 1. Then, we can write N(k) = |k|, where |k| denotes the usual
norm of k in C. Moreover, observe that
(1.7) N(ka) = |k|N(a)
for every a ∈ A.
Introduced some definitions in the algebra A, we look back at the functions f of the type
(1.1) and observe that, because of (1.3), they can be identified with functions
(1.8) f : Km+1 → A.
In our study, we consider in particular the subset of such functions which are K-analytic
– i.e., real analytic functions if K = R or complex holomorphic functions if K = C.
Our first goal is to study the analyticity of such functions. In the case of functions f of
a complex variable z, we say f is holomorphic at a certain point a ∈ C if the following
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notion of a derivative holds:
df
dz
(a) = lim
z→a
f(z)− f(a)
z − a
∈ C.
This is the case if and only if the Cauchy-Riemann equations are satisfied at a.
However, a straightforward extension of the definition of holomorphicity to functions that
take values in other settings, i.e., the definition in terms of what is generally called a
Fre´chet derivative does not always lead to interesting analytical structures.
The classic example of where such an extension “fails” is the quaternionic setting. In fact,
if f was a function of a quaternionic variable q and the condition for f to be hyperholo-
morphic at a certain point a ∈ H was
lim
q→a
(f(q)− f(a)) (q − a)−1 ∈ H
or
lim
q→a
(q − a)−1 (f(q)− f(a)) ∈ H,
then one would conclude that f is a linear function of q. Because of it, one considers
different definitions to build analysis tools upon, e.g., slice hyperholomorphicity.
Nonetheless, Malonek showed in [16] that, for real Clifford algebras with n non-real gen-
erators, the idea of Fre´chet derivatives could be used as a “good” definition of hyperholo-
morphicity. However, instead of seeing the function as a function of a single variable in
the algebra or, equivalently, a function of n+ 1 real variables, the Fre´chet derivative was
taken by considering the function as a function of n Fueter variables. With this result,
Malonek studied the so-called Fueter series in [17], i.e., power series of Fueter variables.
We now describe the content of the paper. In Section 3, we generalize Malonek’s results
on hyperholomorphicity to the algebras A we already described. In Section 4, we define
Fueter polynomials, which form the building blocks for Fueter power series expansions.
Then, in Section 5, we study the convergence of such series centered at a point where the
function is hyperholomorphic. We also introduce in this section the Cauchy product at
the center of the power series, i.e., the convolution of coefficients of power series. Such
a definition is necessary since, due to the lack of commutativity, the pointwise product
of two hyperholomorphic functions is not necessarily hyperholomorphic. We emphasize
that, because the Cauchy product is defined at the center of the power series, it is center
dependent. After introducing the convolution, we discuss Gleason’s problem. In Section
6, we define and characterize hyperholomorphic rational functions, which are important
tools in analysis. Moreover, we introduce reproducing kernel Banach spaces and study
multipliers in those spaces in Section 7. As an example of such spaces, in Section 8, we
present the counterpart of the Drury-Arveson space in our setting and, in Section 9, study
Blaschke factors in such a space. As another example, we also introduce the analogous of
the Fock space in Section 10.
Before that, we start by defining and presenting other motivations for the Fueter variables
in Section 2.
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2. A general principle
Consider A-valued functions f of m + 1 K-valued variables vk, k ∈ {0, 1, · · · , m}, which
are of class C1 in an open subset Ω of Km+1, and satisfying
(2.1) Df = 0.
In the above expression, D denotes the Cauchy-Fueter or Dirac operator, which is defined
as
(2.2) D = D0 +
m∑
k=1
ekDk,
where
Dj =
∂
∂vj
,
for every j ∈ {0, 1, · · · , m}. Such functions f are called left D-hyperholomorphic, left A-
analytic [14, Definition 3.1 p. 119], or left monogenic [16]. The word left is used because
one can also consider functions f that belongs to the kernel of D when it acts on f from
the right. Here, because we focus on functions that satisfy (2.1), we omit the word left
and just call them D-hyperholomorphic, A-analytic, or monogenic. The results we obtain
can be easily adapted for right D-hyperholomorphic functions.
Then, denoting v = (v0, v1, · · · , vm) ∈ Km+1, we have
df
dt
(tv) =
m∑
k=0
vk
∂f
∂vk
(tv)
=
m∑
k=1
vk
∂f
∂vk
(tv)− v0
(
m∑
k=1
eα
∂f
∂vk
(tv)
)
=
m∑
k=1
(vk − ekv0)
∂f
∂vk
(tv)
and so
f(v)− f(0) =
∫ 1
0
d
dt
f(tv)dt =
m∑
k=1
(vk − ekv0)
∫ 1
0
∂f
∂vk
(tv)dt.
Definition 2.1. We call the functions
(2.3) ζk(v) = vk − ekv0, k ∈ Zm,
the Fueter variables associated with D. They are also called total regular variables by
Delanghe [11].
Remark 2.2. In the Clifford algebra setting, one usually considers functions f of n + 1
variables in K that belong to the kernel of the Cauchy-Fueter operator
D = D0 +
n∑
k=1
Dkek.
We notice that this represents particular cases of the framework presented here since those
functions f are also in the kernel of the Cauchy-Fueter operator D given by expression
(2.2).
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More generally, for a fixed w ∈ Ω,
df
dt
(tv + (1− t)w) =
m∑
k=0
(vk − wk)
∂f
∂vk
(tv + (1− t)w)
=
m∑
k=1
(ζk(v)− ζk(w))
∂f
∂vk
(tv + (1− t)w)
holds true for every v ∈ Ω. Therefore,
(2.4) f(v)− f(w) =
∫ 1
0
d
dt
f(tv)dt =
m∑
k=1
(ζk(v)− ζk(w))
∫ 1
0
∂f
∂vk
(tv + (1− t)w)dt.
Following Malonek’s approach for the Clifford algebra in [16], consider now ζ = (ζ1, ζ2, · · · , ζm)
and let H m be the set of all such vectors. Then, there is a one-to-one correspondence
between Km+1 and H m:
Km+1 ≃ H m = {ζ = (ζ1, · · · , ζm) | ζk = vk − ekv0; v0, vk ∈ K} .
Because of this correspondence between those spaces, we use the notations f(v) and f(ζ)
indistinguishably. Moreover, we often write ξ = ζ(w) ∈ H m.
Remark 2.3. Although it is clear that H m ⊂ Am, observe that H m is not an A-
submodule. In fact, cζ belongs to H m for an arbitrary ζ ∈ H m if and only if c ∈ K.
As a consequence, we have that the product of two D-hyperholomorphic functions need
not be D-hyperholomorphic. For instance, if f(v) = ζjζk where j, k ∈ Zm, we have
ζjζk = vjvk − ejv0vk − ekv0vj + ejekv
2
0
and, then,
(2.5) D(ζjζk) = [ej, ek] v
2
0,
where [ej, ek] ≡ ejek − ekej is the commutator of ej and ek. Expression (2.5) does not
vanish in general since ej and ek might not commute. However, it follows from (2.5)
that D(ζjζk + ζkζj) = 0. More generally, as we will see in the next section, symmetrized
products of the Fueter variables (and, in particular, powers of a single variable) are D-
hyperholomorphic. Examples of algebras where expression (2.5) is different from zero
include the quaternions, the split quaternions and the Grassmann algebra – the latter
will be studied in more details in a future work.
We will denote by
(2.6) (Rk(w)f)(v) ≡
∫ 1
0
∂f
∂vk
(tv + (1− t)w)dt,
where w ∈ Ω is a fixed element, the backward-shift operator centered at w. Then, equation
(2.4) becomes
(2.7) f(v)− f(w) =
m∑
k=1
(ζk(v)− ζk(w))(Rk(w)f)(v).
Moreover, we note that
(Rk(w)f)(w) =
∂f
∂vk
(w).
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Remark 2.4. Sometimes, we denote the backward-shift operator (Rk(w)f)(v) defined in
(2.6) by (Rk(ξ)f)(ζ).
If a restriction to C2(Ω) functions is made, thenRk(w)f(v) isD-hyperholomorphic. More-
over, if f belongs to Cp(Ω) for some p ∈ N, the process given by (2.5) can be iterated p
times, generating the so-called Fueter polynomials, which is the object of study of Sec-
tion 4. In particular, C∞(Ω) functions give origin to Fueter series. Even then, we note
that each of the individual pointwise products (ζk(v)− ζk(w))(Rk(w)f)(v) in (2.7) do not
need to be D-hyperholomorphic. Their sum, however, which is equal to f(v)− f(w), is
D-hyperholomorphic.
3. Hyperholomorphicity of functions from Km+1 into A
In this section, we show how Malonek’s work in [16] generalizes from the Clifford algebra
to a more general scenario. The calculations follow the arguments in that paper.
We start by endowing the algebra Am with the Hermitian form
(3.1) [ζ, ξ]A =
m∑
k=1
ξ
†
kζk,
which in general is A-valued.
Defining
hk = (0, · · · , 0, 1, 0 · · · , 0) ∈ H
m k ∈ Zm
and
h0 = − (e1, · · · , em) ∈ H
m,
it follows that an arbitrary element ζ ∈ H m can be written as
(3.2) ζ =
m∑
k=0
vkhk.
Moreover,
(3.3) [ζ, hk]A = ζk
for every k ∈ Zm and
[ζ, h0]A = −v0
m∑
k=1
e2k −
m∑
k=1
vkek.
Remark 3.1. Note that if u ∈ Am, then there exist coefficients uk ∈ A, k ∈ Zm such
that
u =
m∑
k=1
ukhk.
In this sense, the set {hk}k∈Zm is a canonical basis for A
m.
Because of the above remark, instead of using the induced norm
N ([ζ, ζ ]A)
1/2 = N
(
m∑
k=1
ζ
†
kζk
)1/2
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in Am, we define
(3.4) ‖ζ‖Am =
(
m∑
k=1
N([ζ, hk]A)
2
)1/2
.
Remark 3.2. Expression (3.2) can only be written because of the embedding of H m in
Am. As a matter of fact, observe that even though (3.2) holds, ζkhk 6∈ H
m in general.
This is a different way to see the discussion in Remark 2.3.
Denote by L (Am,A) the set of all A-linear operators from Am into A. We recall that
L ∈ L is said to be A-linear from the left if
L(au+ bv) = aL(u) + bL(v)
for every a, b ∈ A and u, v ∈ Am. Because (3.2) holds, it follows that L ∈ L (H m,A) is
A-linear from the left if
L(aζ + bξ) = aL(ζ) + bL(ξ)
and, moreover, there exist constants Ak ∈ A, k ∈ Zm, such that L is uniquely character-
ized by
(3.5) L(ζ) = ζ1A1 + · · ·+ ζmAm.
Remark 3.3. A similar construction can be made for operators that are A-linear from
the right.
Next, we present the definition of a differentiable function from an open subset of H m
into A.
Definition 3.4. Let f be a continuous map from an open set Ω ∈ H m into A. Then,
f is said to be left hyperholomorphic if it has a Fre´chet derivative, i.e., if there exists an
A-linear from the left linear map L ∈ L (H m,A) such that
(3.6) lim
∆ζ→0
N (f(ξ +∆ζ)− f(ξ)− L(∆ζ))
‖∆ζ‖Am
= 0
for every ξ ∈ Ω.
Proposition 3.5. If f is left hyperholomorphic, then the linear map L in (3.6) is unique.
Proof. Equations (3.5) and (3.6) imply that
f(ξ +∆ζ)− f(ξ) = ∆ζ1A1 + · · ·+∆ζmAm + o(‖∆ζ‖Am),
where
lim
∆ζ→0
o(‖∆ζ‖Am)
‖∆ζ‖Am
= 0.

Theorem 3.6. Let f be a K-analytic function. Then, f is left hyperholomorphic if and
only if it is (left) D-hyperholomorphic.
Proof. The fact that f is K-analytic leads to
(3.7) f(ζ +∆ζ)− f(ζ) = ∆f(ζ) = ∆v0
∂f
∂v0
+∆v1
∂f
∂v1
+ · · ·+∆vm
∂f
∂vm
+ o(|∆v|)
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with
lim
∆v→0
o(|∆v|)
|∆v|
= 0.
Note that the order of the products in the right-hand side of (3.7) does not matter here.
Now, consider the variable substitution v0 = ζ0 and
vk = ζ0ek + ζk k ∈ Zm.
Then, equation (3.7) implies that
∆f(ζ) = ∆ζ0
(
D0f +
m∑
k=1
ekDkf
)
+
m∑
k=1
∆ζkDkf + o(‖∆ζ‖Am)
= ∆ζ0Df + [∆ζ,∇v] f + o(‖∆ζ‖Am),
where ∇v ≡
∑m
k=1Dkhk. Comparing the above expression with (3.5), we conclude that f
is hyperholomorphic if and only if Df = 0, i.e., f is D-hyperholomorphic. 
Corollary 3.7. The differential of f is given by
df = dζ0Df + [dζ,∇v] f.
Corollary 3.8. If f is D-hyperholomorphic from the left and from the right, then
df =
m∑
k=1
∂f
∂vk
× dζk,
where × denotes the symmetrized product, which is defined next – see equation (4.1).
4. Fueter polynomials
Generalizing classical cases, the Fueter variables generate polynomials which are hyper-
holomophic. They are called Fueter polynomials.
We recall that in a non-commutative algebraA, the symmetrized product of a1, . . . , aN ∈ A
is defined by
(4.1) a1 × a2 × · · · × aN =
1
N !
∑
σ∈SN
aσ(1)aσ(2) · · · aσ(N),
where the sum is over the set SN of all permutations on N indexes. It is worth mentioning
that such a product is used in quantum mechanics for fermionic systems. Also, observe
that, in general, the product × is non-associative, i.e.,
(a× b)× c 6= a× (b× c).
Moreover, if A is commutative, the symmetrized product reduces to the regular product.
Furthermore, as pointed out by Malonek in [17], for every k ∈ N
(4.2) (a1 + · · ·+ aN )
k =
∑
α∈NN0 ;
|α|=k
k!
α!
aα,
where aα = aα11 × · · · × a
αN
N .
Proposition 4.1. Let α = (α1, · · · , αm) ∈ Nm. The symmetrized product of the terms
ζαkk , k ∈ Zm, simply denoted by ζ
α, is hyperholomorphic.
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Proof. For this proof, we use the same method that appears in [10, 15], which was also
used in [3] in the setting of split quaternions. We start rewriting ζα as
ζα =
∑
σ∈S|α|
m∑
u=1
∑
k∈Z|α|;
σ(k)=u
ζσ(1) · · · ζσ(k−1)ζuζσ(k+1) · · · ζσ(|α|),
where |α| denotes the sum of the components of α and Z|α| = {1, 2, . . . , |α|}. Therefore,
D(ζα) =
∑
σ∈S|α|
m∑
u=1
∑
k∈Z|α|;
σ(k)=u
euζσ(1) · · · ζσ(k−1)ζσ(k+1) · · · ζσ(|α|)−
−
∑
σ∈S|α|
m∑
u=1
∑
k∈Z|α|;
σ(k)=u
ζσ(1) · · · ζσ(k−1)euζσ(k+1) · · · ζσ(|α|).
Hence,
v0D(ζ
α) =
∑
σ∈S|α|
m∑
u=1
∑
k∈Z|α|;
σ(k)=u
v0euζσ(1) · · · ζσ(k−1)ζσ(k+1) · · · ζσ(|α|)−
−
∑
σ∈S|α|
m∑
u=1
∑
k∈Z|α|;
σ(k)=u
ζσ(1) · · · ζσ(k−1)euv0ζσ(k+1) · · · ζσ(|α|)
=
∑
σ∈S|α|
m∑
u=1
∑
k∈Z|α|;
σ(k)=u
(v0eu − vu + vu)ζσ(1) · · · ζσ(k−1)ζσ(k+1) · · · ζσ(|α|)−
−
∑
σ∈S|α|
m∑
u=1
∑
k∈Z|α|;
σ(k)=u
ζσ(1) · · · ζσ(k−1)(euv0 − vu + vu)ζσ(k+1) · · · ζσ(|α|)
= −
∑
σ∈S|α|
m∑
u=1
∑
k∈Z|α|;
σ(k)=u
ζuζσ(1) · · · ζσ(k−1)ζσ(k+1) · · · ζσ(|α|)−
+
∑
σ∈S|α|
m∑
u=1
∑
k∈Z|α|;
σ(k)=u
ζσ(1) · · · ζσ(k−1)ζuζσ(k+1) · · · ζσ(|α|)
= 0
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since the sum is made on all the permutations and
∑
σ∈S|α|
m∑
u=1
∑
k∈Z|α|;
σ(k)=u
vuζσ(1) · · · ζσ(k−1)ζσ(k+1) · · · ζσ(|α|) =
=
∑
σ∈S|α|
m∑
u=1
∑
k∈Z|α|;
σ(k)=u
ζσ(1) · · · ζσ(k−1)vuζσ(k+1) · · · ζσ(|α|).

With the above proposition, our next result on Fueter polynomials follows trivially.
Corollary 4.2. Any Fueter polynomial is hyperholomorphic. In particular, (ζ − ξ)α is
hyperholomorphic for every α ∈ Nm0 and constant ξ ∈ H
m.
With the discussion presented in this section so far, it is clear that symmetrized products
of Fueter variables are fundamental for the construction of a hyperholomorphic Fueter
polynomial. Now, we note that such a product also appear naturally in an expansion of
K-analytic functions by repeatedly iterating the backward-shift operator. As an example,
observe that applying (2.7) to (Rk(ξ)f)(ζ) gives
f(ζ) = f(ξ) +
m∑
k=1
(ζk − ξk)
∂f
∂vk
(ξ)
+
m∑
k=1
∑
1≤j≤k
[(ζk − ξk)(ζj − ξj) + (ζj − ξj)(ζk − ξk)] (Rk(ξ)Rj(ξ)f)(ζ),
where f is assumed to be of class C2(Ω). Note that Rk(ξ)Rj(ξ) = Rj(ξ)Rk(ξ) for every
j, k ∈ Zm.
More generally, let R(ξ)α ≡ R1(ξ)
α1R2(ξ)
α2 · · ·Rm(ξ)
αm . Then,
(Rα(ξ)f)(ξ) =
∂|α|f
∂vα
(ξ)
∫ 1
0
∫ 1
0
· · ·
∫ 1
0
t
|α|−1
1 t
|α|−2
2 · · · t|α|−1 dt1 dt2 · · ·dt|α|
=
1
α!
∂2f
∂vkvj
(ξ),
where ∂vα = ∂vα11 ∂v
α2
2 · · ·∂v
αm
m . As a consequence, we can write for every function f of
class Cp(Ω)
(4.3) f(ζ) = f(ξ) +
∑
α∈Nm
0
;
|α|<p
(ζ − ξ)α
∂|α|f
∂vα
(ξ) +
∑
α∈Nm
0
;
|α|=p
(ζ − ξ)α(R(ξ)αf)(ζ).
5. Fueter series and Gleason’s problem
At this stage, we restrict our study to hyperholomorphic functions, which were defined
in Section 3, i.e., functions which are K-analytic and belong to the kernel of the Cauchy-
Fueter operator. We note that in some settings every hyperholomorphic function is auto-
matically K-analytic – this is true, for instance, for elliptic systems.
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Our concern now is with the result of successive iterations of R(ξ) to a function f , as
started in (4.3). Such a process leads, at least formally, to the Fueter series
(5.1) f(ζ) =
∑
α∈Nm
0
(ζ − ξ)αfα(ξ).
Our question is whether such a series converges in an open neighborhood of ξ.
In order to set the notation for the theorem that answers such a question, recall that if a
function f that takes value in Km+1 is K-analytic in a neighborhood Ω(w) of a point w,
then the power series
(5.2) f(v) =
∑
α∈Nm+1
0
(v − w)αfα(w),
where
(5.3) fα(w) =
1
α!
∂|α|f
∂vα
(w),
converges for every v ∈ Ω(w), i.e., there exist K > 0 and strictly positive numbers
r1, · · · , rm such that
(5.4) N(fα) ≤
K
rα00 · · · r
αm
m
≡
K
rα
.
Also, let σ1, · · · , σm be strictly positive numbers such that σk < rk, k ∈ Zm and recall
that we are denoting by ξ the element in H m that corresponds to the point w ∈ Km+1.
Following [17], we define
Uξ(σ) = {ζ ∈ H
m | N(ζk − ξk) ≤ σk, k ∈ Zm} ⊂ H m.
A last notation remark before the presentation of the theorem, we note that whenever α
takes value in Nm0 , the coefficient fα refers to f(0,α), where (0, α) ∈ N
m+1
0 . With that set,
we state a theorem on the convergence of Fueter series.
Theorem 5.1. Let f given by (5.2) be D-hyperholomorphic in a neighborhood of w ∈
Km+1. Then, the Fueter series given by (5.1) converges absolutely for every ζ ∈ Uξ(σ).
Proof. We start by observing that (5.1) and
f(ζ) =
∞∑
k=0
∑
α∈Nm
0
;
|α|=k
(ζ − ξ)αfα(ξ),
at least formally, are both “natural” representations of power series with Fueter variables.
On the one hand, however, they generally have different domains of convergence. Such a
remark is important, for instance, if A is the Clifford algebra [9]. On the other hand, if
one considers the domain Uξ(σ), the two expressions, if they converge, coincide because
(5.5) N((ζ − ξ)α) ≤
m∏
k=1
N(ζk − ξk)
αk ≤ σα < rα
and, as a consequence,
N

∑
α∈Nm
0
(ζ − ξ)αfα(ξ)

 ≤ ∑
α∈Nm
0
σαN (fα(ξ)) ≤ K
∑
α∈Nm
0
(σ
r
)α
<∞,
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where we have used expression (5.4). Hence, (5.1) converges absolutely in the the domain
Uξ(σ). 
Before presenting the next result, we just define elements ιk ∈ Nm0 whose j-th entries are
characterized by
(ιk)j = δjk, j, k ∈ Zm.
Proposition 5.2. Let f be given by (5.1). Moreover, let Rk(w) be given by (2.6) and
ζ(w) = ξ. Then,
Rk(w)f(v) =
∑
α∈Nm
0
;
α≥ιk
αk
|α|
(ζ(v)− ξ)α−ιkfα.
Proof. The proof is a generalization of the one presented for the quaternions in [5]. First,
note that
∂(ζ − ξ)α
∂vk
(v) = αk(ζ(v)− ξ)
α−ιk .
Therefore,
Rk(ξ)(ζ − ξ)
α =
∫ 1
0
∂(ζ − ξ)α
∂vk
(tv + (1− t)w)dt
=
∫ 1
0
αk(ζ(tv + (1− t)w)− ξ)
α−ιkdt
=
∫ 1
0
αkt
|α|−1(ζ − ξ)α−ιk(v)dt
=
αk
|α|
(ζ − ξ)α−ιk
since ζ(tv + (1− t)w) = tζ(v) + (1− t)ξ.
The above proves the proposition and justifies the name backward-shift operator given to
Rk(ξ). 
Definition 5.3. We define for α, β ∈ Nm0 and u, v in the algebra A, the Cauchy (or
convolution) product at ξ ∈ H m by
(5.6) (ζ − ξ)αu⊙ξ (ζ − ξ)
βv = (ζ − ξ)α+βuv
Remark 5.4. In the quaternionic setting, the Cauchy product at the origin can be defined
using the Cauchy-Kowaleskaya theorem (see [19]), and is then called Cauchy-Kowalweskay
product. It can also be applied to functions that are not necessarily hyperholomorphic at
the origin. The principle of the Cauchy-Kowaleskaya product is the following. The real
components of a quaternionic valued function f such that DCFf = 0 satisfy a set of linear
partial differential equations to which the Cauchy-Kovalesvkaya theorem is applicable.
The solution to this system is uniquely determined by the initial condition f(0, x1, x2, x3),
and the Cauchy-Kovaleskaya product of f and g is defined by the pointwise product of the
initial conditions f(0, x1, x2, x3)g(0, x1, x2, x3). In the case of Fueter series, the Cauchy-
Kovaleskaya is, in fact, not needed.
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Now, we extend the product ⊙ξ and the ⊙ξ-inverse for power series. Remembering that
ξ = ζ(w), let
f(ζ) =
∑
α∈Nm
(ζ − ξ)αfα and g(ζ) =
∑
α∈Nm
0
(ζ − ξ)αgα.
Setting v0 = w0, we obtain power series in vk−wk, k ∈ Zm, with coefficients in the algebra
A, i.e.,
f(w0, v1, . . . , vm) =
∑
α∈Nm
0
(v − w)αfα and g(w0, v1, . . . , vm) =
∑
α∈Nm
0
(v − w)αgα.
Observe that now the coefficients fα (and gα) commute with the variables. We consider,
then, the product f(w0, v1, . . . , vm)g(w0, v1, . . . , vm) and write it as
f(w0, v1, . . . , vm)g(w0, v1, . . . , vm) =
∑
α∈Nm
0
(v − w)αhα,
where
(5.7) hα ≡
∑
γ∈Nm
0
;
α−γ≥0
fα−γgγ.
With that, we define
(f ⊙ξ g)(ζ) ≡
∑
α∈Nm
0
(ζ − ξ)αhα.
Now, assume f0 ∈ A is invertible. Then, in a neighborhood of w in Ω ⊂ Km, we have
(f(w0, v1, . . . , vn))
−1 =
∑
α∈Nn
0
(v − w)αdα
for some coefficients dα ∈ A. We set
(5.8) f−⊙ξ(ζ) =
∑
α∈Nm
0
(ζ − ξ)αdα.
This is well defined since the coefficients fα (and hence dα) are uniquely determined by
f .
An important fact is that the Cauchy product in the way we defined is dependent on
the center of the power series (or of the polynomials). As an example, consider the
quaternionic setting, where e1 = i, e2 = j, and e3 = k. The polynomial P (ζ) = ζ
2
1j can
be seen as P = p1 ⊙0 p2, where p1(ζ) = ζ1k and p2(ζ) = ζ1i. However, p1 and p2 can also
be rewritten with a center at ξ such that ξk = ek, k ∈ Z3. In fact,
p1(ζ) = (ζ1 − i)k − j and p2(ζ) = (ζ1 − i)i− 1.
The convolution of p1 and p2 at this center is, then,
Q(ζ) = (p1 ⊙ξ p2)(ζ) = (ζ1 − i)
2j + j = ζ21j − 2ζ1k
since ζ1 and i commute. Hence, P 6= Q, i.e., the convolution of p1 and p2 at the origin is
different from their convolution at ξ.
We also observe that the right-hand side Cauchy product can be defined as
(f ⊙R
ξ
g)(z) ≡
∑
α∈Nm
0
hα(ζ − ξ)
α,
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where
f(ζ) =
∑
α∈Nm
fα(ζ − ξ)
α, g(ζ) =
∑
α∈Nm
0
gα(ζ − ξ)
α
and the coefficients hα are once again given by (5.7).
We now introduce Gleason’s problem.
Problem 5.5. Given a hyperholomorphic function f with domain given by Uξ(σ), find
functions g1, · · · , gm such that
f(ζ)− f(ξ) =
m∑
k=1
(ζk − ξk)⊙ξ gk(ζ)
for every ζ ∈ Uξ(σ).
Observe that expression (2.7) is a solution to this problem with the pointwise product –
instead of the ⊙ξ-product. The disadvantage of the poinwise product is that, as already
discussed, it is not necessary hyperholomorphic. However, (2.7) is usefull for us here, since
it shows that gk = Rk(ξ)f , k ∈ Zm is a solution to Problem 5.5. In fact, for every ζ such
that v0 = w0, the ⊙ξ-product coincides with the pointwise product and Gleason’s problem
(5.5) becomes equivalent to find solutions of (2.7). In turn, this fact allows writing in
general
f(ζ)− f(ξ) =
m∑
k=1
(ζk − ξk)⊙ξ (Rk(ξ)f)(ζ).
Now, we show that those are not all the solutions to the problem. Let G denote the space
of functions f ∈ G for which exist g1, g2, · · · , gm ∈ G that solve Gleason’s problem. The
space G is said to be resolvent-invariant. Moreover, let R be the space of Rk(ξ)-invariant
functions, called backward-shift-invariant, i.e., the space for which gk = Rk(ξ)f . Our next
results aim to prove that R $ G. We allow, in general, the functions to be matrix-valued.
First, we characterize the elements of G with the following proposition.
Proposition 5.6. A function f belongs to a finite-dimensional resolvent-invariant space
G if and only if it can be spanned by the columns of a matrix-valued function of the type
(5.9) G(ζ) = G(ξ)⊙ξ
(
I −
m∑
k=1
(ζk − ξk)Ak
)−⊙ξ
,
where Ak, k ∈ Zm, are constant matrices with entries in A.
Proof. Let G be a matrix-valued hyperholomorphic function whose columns form a basis
of G and f ∈ G. Then, by definition, there exist a constant column matrix η with entries
in A such that f = Gη and functions g1, . . . , gm ∈ G such that
f(ζ)− f(ξ) =
m∑
k=1
(ζk − ξk)⊙ξ gk(ζ).
Moreover, there exist constant matrices Ak, k ∈ Zm, such that gk = GAkη. Hence, the
above expression can be rewritten as
[G(ζ)−G(ξ)] η = G(ζ)⊙ξ
m∑
k=1
(ζk − ξk)Akη,
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which implies that G is given by (5.9).
Conversely, assuming G is given by (5.9) and f = Gη, where η is a constant column
matrix with entries in A. Then, because
G(ξ) = G(ζ)⊙ξ
(
I −
m∑
k=1
(ζk − ξk)Ak
)
,
we have
f(ζ)− f(ξ) = G(ξ)⊙ξ
(
I −
m∑
k=1
(ζk − ξk)Ak
)−⊙ξ
η −G(ξ)η
= G(ζ)⊙ξ
(
I −
(
I −
m∑
k=1
(ζk − ξk)Ak
))
η
=
m∑
k=1
(ζk − ξk)⊙ξ GAkη,
i.e., there exist functions gk = GAkη ∈ G which solves Gleason’s problem for f . 
Now, we show that backward-shift-invariant functions are a particular type of resolvent-
invariant functions.
Corollary 5.7. A function f belongs to a finite-dimensional backward-shift invariant
space R if and only it can be spanned by the columns of a matrix-valued function G given
by (5.9) where the matrices Ak, k ∈ Zm, commute among themselves.
Proof. Because we already know that gk = Rk(ξ)f is a solution to Gleason’s problem, we
can use the fact that R ⊂ G. Then, let f ∈ R be given by f = Gη, where G is of the
form (5.9), and η is a constant column matrix with entries in A. Hence, our goal is to
show that the constant matrices Ak, k ∈ Zm, in the definition of G are commutative.
From the proof of Proposition 5.6, we know that gk = GAkη Rk(ξ)f ∈ G. Therefore, we
must have Rk(ξ)G = GAk. Now, because the operators Rk(ξ) commute, Rk(ξ)Rj(ξ)G =
Rj(ξ)Rk(ξ)G and, then, AkAj = AjAk for every k, j ∈ Zm, as we wanted to show.
Conversely, let f be spanned by the columns ofG given by (5.9) with the constant matrices
Ak being commutative. Let, moreover, η be a constant column matrix with entries in A
such that f = Gη. Then, our goal is to show that the solutions gk = GAkη to Gleason’s
problem can be expressed as gk = Rk(ξ)f .
First, observe that the commutativity of the matrices Ak allows us to write G as
G(ζ) =
∑
α∈Nm
0
|α|!
α!
(ζ − ξ)αG(ξ)Aα,
where Aα = Aα11 A
α2
2 · · ·A
αm
m . Then, using Proposition 5.2,
(Rk(ξ)f)(ζ) =
∑
α∈Nm0 ;
α≥ιk
(|α| − 1)!
(α− ιk)!
(ζ − ξ)α−ιkG(ξ)Aαη
=
∑
α∈Nm
0
;
α≥ιk
(|α| − 1)!
(α− ιk)!
(ζ − ξ)α−ιkG(ξ)Aα−ιkAkη
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= G(ζ)Akη
= gk(ζ),
as we wanted to show. 
Remark 5.8. Before we go to the next section, observe that if f ∈ G, there exists a
constant column matrix η with entries in A such that f = Gη, where G is given by (5.9).
Also, f admits solutions to Gleason’s problem, which are given by gk = GAkη. Then,
f(ζ) = f(ξ) +G(ζ)⊙ξ
m∑
k=1
(ζk − ξk)Akη
= f(ξ) +G(ξ)⊙ξ
(
I −
m∑
k=1
(ζk − ξk)Ak
)−⊙ξ
⊙ξ
m∑
k=1
(ζk − ξk)Akη.
The above expression characterizes a hyperholomorphic rational function, the topic of our
next section.
6. Hyperholomorphic rational functions
Rational functions are, on the one hand, simply quotients of polynomials. On the other
hand, they are a fundamental player in many areas of analysis and other related topics.
In this section, we study hyperholomorphic rational functions or rational functions of
Fueter variables. Our focus is, in particular, the rational functions which are analytic in
a neighborhood a fixed ξ ∈ H m. From the theory of linear systems, we know that such
rational functions can be written in the following form
(6.1) R(ζ) = D + C ⊙ξ
(
I −
m∑
k=1
(ζk − ξk)Ak
)−⊙ξ
⊙ξ
(
m∑
k=1
(ζk − ξk)Bk
)
,
where Ak, Bk, C and D, k ∈ Zm, are matrices of appropriate sizes with entries in A.
Expression (6.1) is called a realization of R.
Observe that expression (6.1) is trivially a ratio, with respect to the ⊙-product, of Fueter
polynomials. The main goal of the next results we present in the sequel is to prove
the converse, i.e., to show that every rational function analytic at the origin admits a
realization (6.1). We start by showing that the inverse of a function that is invertible at
the origin and whose realization is given by 6.1 also admits a realization.
Proposition 6.1. Assume that D in (6.1) is invertible. Then,
(6.2) R(ζ)−⊙ξ = D−1 −D−1C ⊙ξ
(
I −
m∑
k=1
(ζk − ξk)A

k
)−⊙ξ
⊙ξ
(
m∑
k=1
(ζk − ξk)Bk
)
D−1,
where
(6.3) Ak = Ak − BkD
−1C.
Proof. The proof follows in a similar way to the one presented for the quaternions in [5]
and for the Grassmann algebra in [4]. Note that
R(ζ)⊙ξ R(ζ)
−1 = I − C ⊙ξ
[
−
(
I −
m∑
k=1
(ζk − ξk)Ak
)−⊙ξ
⊙ξ G(ζ)⊙ξ
(
I −
m∑
k=1
(ζk − ξk)A

k
)−⊙ξ
−
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−
(
I −
m∑
k=1
(ζk − ξk)A

k
)−⊙ξ
+
(
I −
m∑
k=1
(ζk − ξk)Ak
)−⊙ξ]
⊙ξ
(
m∑
k=1
(ζk − ξk)Bk
)
D−1,
where
G(ζ) =
(
m∑
k=1
(ζk − ξk)Bk
)
D−1C =
m∑
k=1
(ζk − ξk)
(
Ak −A

k
)
=
(
I −
m∑
k=1
(ζk − ξk)A

k
)
−
(
I −
m∑
k=1
(ζk − ξk)Ak
)
.
Therefore,
R(ζ)⊙ξ R(ζ)
−1 = I,
as we wanted to show. 
Proposition 6.2. Let
(6.4) Ru(ζ) = Du + Cu ⊙ξ
(
INu −
m∑
k=1
(ζk − ξk)(Au)k
)−⊙ξ
⊙ξ
(
m∑
k=1
(ζk − ξk)(Bu)k
)
,
where u = 1, 2, be two realizations of rational functions with compatible sizes. Then, for
k ∈ Zm,
(1) a realization of R1(ζ)⊙ξ R2(ζ) is given by
(6.5)
Ak =
(
(A1)k (Bk)1C2
0 (A2)k
)
, Bk =
(
(B1)kD2
(B2)k
)
, C =
(
C1 D1C2
)
, D = D1D2;
(2) a realization of R1(ζ) +R2(ζ) is given by
(6.6) Ak =
(
(A1)k 0
0 (A2)k
)
, Bk =
(
(B1)k
(B2)k
)
, C =
(
C1 C2
)
, D = D1 +D2;
(3) a realization of
(
R1(ζ) R2(ζ)
)
is given by
(6.7)
Ak =
(
(A1)k 0
0 (A2)k
)
, Bk =
(
(B1)k 0
0 (B2)k
)
, C =
(
C1 C2
)
, D =
(
D1 D2
)
;
(4) a realization of
(
R1(ζ)
R2(ζ)
)
is given by
(6.8) Ak =
(
(A1)k 0
0 (A2)k
)
, Bk =
(
(B1)k
(B2)k
)
, C =
(
C1 0
0 C2
)
, D =
(
D1
D2
)
.
Similarly to the proof of Proposition 6.1, the proof of the above proposition follows like
the one for the classical case. It is, then, omitted here.
With the results presented until now, we already know that the ⊙ξ-inverse of a realization
and that the ⊙ξ-product of the two realizations admit a realization themselves (Propo-
sition 6.1 and the first part of Proposition 6.2). Therefore, we only need to show that
every Fueter polynomial admits a realization to conclude that every rational function with
Fueter variables analytic at the origin admits a realization (6.1).
Proposition 6.3. Any Fueter polynomial admits a realization.
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Proof. In view of Proposition 6.2, it suffices to prove that constant terms and terms of the
form (ζk− ξk)M , k ∈ Zm, admit realizations. But this is clear. Indeed, a constant matrix
M corresponds to the realization Aj = B = C = 0 and D = M , j ∈ Zm. Moreover, the
function (ζk − ξk)M corresponds to C = M , Aj = D = 0, Bj = δjkIN , j ∈ Zm. 
Thus the following theorem has been proved:
Theorem 6.4. Let R be a function of Fueter variables analytic at the origin. Then, R is
rational if and only if it admits a realization given by (6.1).
With the next theorem, we present two more characterizations of rational functions.
Theorem 6.5. Assume R is a function of Fueter variables analytic at the origin. Then,
R is rational if and only if
(1) its Taylor coefficients are given by
(6.9) rα =
{
D, if |α| = 0
(|α|−1)!
α!
C (
∑m
k=1 αkA
α−ιkBk) , if |α| ≥ 1
,
where α ∈ Nm0 and A
α = Aα11 × · · · ×A
αm
m ;
(2) there exists a finite-dimensional resolvent-invariant space G such that Gleason’s prob-
lem is solvable for every f = Rη ∈ G, where η is a constant column matrix with entries
in A.
Proof. The proof of (1) follows from direct computation since R is rational if and only if
R(ζ) = D + C ⊙ξ
(
I −
m∑
k=1
(ζk − ξk)Ak
)−⊙ξ
⊙ξ
(
m∑
k=1
(ζk − ξk)Bk
)
= D +

∑
α∈Nm
0
|α|!
α!
(ζ − ξ)αCAα

⊙ξ
(
m∑
k=1
(ζk − ξk)Bk
)
= D +
m∑
k=1
∑
α∈Nm
0
;
α≥ιk
(|α| − 1)!
α!
(ζ − ξ)αCαkA
α−ιkBk
=
∑
α∈Nm
0
(ζ − ξ)αrα,
where rα is given by (6.9).
The proof for one direction of (2) is already given in Remark 5.8, where it was shown that
every f in a finite-dimensional G admits a realization. For the converse, we assume R is
rational, and there exists η such that f = Rη. Then,
f(ζ)− f(ξ) = C ⊙ξ
(
I −
m∑
k=1
(ζk − ξk)Ak
)−⊙ξ
⊙ξ
(
m∑
k=1
(ζk − ξk)Bk
)
η
and, moreover,
gk = C ⊙ξ
(
I −
m∑
k=1
(ζk − ξk)Ak
)−⊙ξ
Bkη
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solves Gleason’s problem in a space G generated by the columns of a function of the type
(5.9). 
7. Banach modules of Fueter series
Let c = (cα)α∈I0 be a family of non-null real numbers. The case where some of the
coefficients cα are zero is easily adapted.
We, then, set
(7.1) Kc(ζ, ξ) =
∑
α∈Nm
0
ζα(ξα)†
cα
,
assuming that the set
Ω(c) =

ζ ∈ H m
∣∣∣∣∣∣
∑
α∈Nm
0
(N(ζ))2α
|cα|
<∞


is an open neighborhood of the origin in H m.
Let
◦
W (c) denote the module of functions f(ζ) =
∑
α∈Nm
0
ζαfα with coefficients fα ∈ A
such that
(7.2) ‖f‖ ≡

∑
α∈Nm
0
|cα|(N(fα))
2


1/2
<∞.
Remark 7.1. For convenience, we only consider power series centered at the origin hereby.
However, one can easily reproduce the results presented in this and in the following
sections for power series centered at a different point. Because of this choice, we simply
write ⊙ instead of ⊙0, and Rk instead of Rk(0).
Proposition 7.2. The formula (7.2) defines a norm in
◦
W (c).
Proof. First, observe that for every a ∈ A,
(7.3) ‖af‖ =

∑
α∈Nm
0
|cα|(N(afα))
2


1/2
≤ N(a)‖f‖.
However, if we restrict ourselves to k ∈ K ⊂ A,
‖kf‖ = |k|‖f‖,
where we have used (1.7). Moreover,
‖f‖ = 0 ⇒

∑
α∈Nm
0
|cα|(N(fα))
2


1/2
= 0
⇒ fα = 0, ∀α ∈ Nm0
⇒ f = 0.
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Finally, if g(ζ) =
∑
α∈Nm
0
ζαgα belongs to
◦
W (c),
‖f + g‖2 =
∑
α∈Nm
0
|cα|(N(fα + gα))
2
≤
∑
α∈Nm
0
|cα| [N(fα) +N(gα)]
2
≤
∑
α∈Nm
0
|cα|
[
N(fα)
2 + 2N(fα)N(gα) +N(gα)
2
]
≤ ‖f‖2 + 2‖f‖ · ‖g‖+ ‖g‖2
≤ (‖f‖+ ‖g‖)2 .

The next result is to be compared, for instance, to the one presented for the split-
quaternions in [3].
Proposition 7.3. Let f and g be two elements of
◦
W (c) – with g(ζ) =
∑
α∈Nm
0
ζαgα.
Then, the Hermitian form
(7.4) [f, g] ≡
∑
α∈Nm
0
cαg
†
αfα
converges in A and we have
(7.5) N([f, g]) ≤ ‖f‖ · ‖g‖.
Proof. The proof follows directly from Cauchy-Schwartz:
N([f, g]) ≤
∑
α∈Nm
0
|cα|N(fα)N(gα)
≤

∑
α∈Nm
0
|cα|N(fα)
2


1/2
∑
α∈Nm
0
|cα|N(gα)
2


1/2
≤ ‖f‖ · ‖g‖

Remark 7.4. If A does not have zero divisors, the results presented by Paschke in [18]
can be applied to our study since the form satisfies the conditions to be what is defined
as an A-valued inner product. We, however, want to study a more generic scenario in
this work and allow A to have zero divisors.
Proposition 7.5. With the Hermitian form (7.4),
◦
W (c) admits the reproducing kernel
Kc given by (7.1), i.e.,
(7.6) [f(·), Kc(·, ξ)b] = b
†f(ξ)
for every b ∈ A.
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Proof. By definition,
[f(·), Kc(·, ξ)b] =
∑
α∈Nm
0
cα
(
b†
ξα
cα
)
fα
= b†
∑
α∈Nm
0
ξαfα
= b†f(ξ).

A priori, the module
◦
W (c) is not complete. By a general theorem on metric spaces, it has
a completion to a Banach space, which is unique up to a metric space (Banach space?)
isometry. In view of (7.6), we now prove that
◦
W (c) has a uniquely defined completion
which is a module of functions. The argument follows a known argument in the theory
of reproducing kernel Hilbert spaces. As in that case, we consider the vector module of
Cauchy sequences in
◦
W (c), and say that two such sequences (fn) and (gn) are equivalent
if
lim
n→∞
‖fn − gn‖ = 0
This is indeed an equivalence relation, and we denote by CS the quotient module. Still
like the classical case, the formula
(7.7) ‖
∼
f ‖ = lim
n→∞
‖fn‖
where (fn) belongs to the equivalence class
∼
f does not depend on the given representative
in the equivalence class, and defines a norm on CS. It now follows from (7.4) and (7.6)
that for f ∈ CS the limit
(7.8) b†f(w) ≡ lim
n→∞
b†fn(w)
exists in the topology of A and does not depend on the given representative of the equiv-
alence class.
We denote by W(c) the representation of CS as a module of functions. We, then, have
the following result:
Theorem 7.6. The space W(c) endowed with the norm (7.7) is a Banach module, in
which
◦
W (c) is naturally embedded in a dense way. Moreover, (7.6) holds in W(c).
Remark 7.7. If for certain algebra the form (7.4) is such that [f, f ] ≥ 0, i.e., it is a
positive real number for every f in W(c), then W(c) is a Hilbert module. If on the
other hand [f, f ] is a real number for every f ∈ W(c) but it is also negative to some f ,
then W(c) is a Potryagin or a Krein module. For example, the Banach module of power
series associated with modules with positive coefficients cα when the algebra A is the
quaternionic algebra is a Hilbert space; Pontryagin or Krein modules, on the other hand,
are what appear in the case of the split quaternions. For information on Pontryagin and
Krein spaces; see, e.g., [7, 8, 12].
Now, we want to start studying operators in W(c) and their adjoint with respect to the
Hermitian form (7.4). First, we present the following preliminary result.
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Proposition 7.8. Let g ∈ W(c) such that
(7.9) [f, g] = 0
for every f ∈ W(c). Then, g = 0. Analogously, if for a fixed g ∈ W(c) expression (7.9)
holds for every f ∈ W(c), then f = 0.
Proof. Note that for every α ∈ Nm0
[ζα, g] = cαg
†
α.
Because cα ∈ R is a positive number, expression (7.9) implies that gα = 0. Then, g = 0.
This also proves the analogous result. Just observe that
[f, g] = ([g, f ])† .

The uniqueness of the adjoint of operators O in W(c) follows directly form the above
result, as we present next.
Proposition 7.9. Let O be an operator in W(c) and assume that it admits an adjoint,
i.e., there exists A which is characterized by
[Af, g] ≡ [f, Og]
for every f, g ∈ W(c) for which the term on the right-hand side converges. Then, A is
unique, and we denote A = O∗.
Proof. Suppose O admits two adjoints, say A1 and A2. Then, note that for every f, g ∈
W(c)
[A1f − A2f, g] = [A1f, g]− [A2f, g] = [f, Og]− [f, Og] = 0.
Therefore, by Proposition 7.8, we conclude that
A1f − A2f = 0
for every f ∈ W(c), which implies that A1 = A2. 
Now, we present at least one condition for the existence of the adjoint of a certain operator
O. To do so, we first need to introduce some definitions and to explore more the structure
of the module W(c).
First, observe that
[f, g] =
∑
α∈Nm
0
cαg
†
αfα =
m∑
ℓ=0

∑
α∈Nm
0
cαg
†
αχℓfα

 eℓ,
where we have used the characteristic operators of the algebra A defined in (1.5). We,
then, identify K-valued inner product structures in certain spaces – denoted by Kℓ(c) –
and define
(7.10) 〈f, g〉Kℓ(c) ≡
∑
α∈Nm
0
cαg
†
αχℓfα.
Observe that each Kℓ(c) constitutes, in general, a Krein space, which includes, in partic-
ular, Pontryagin and Hilbert spaces. What determines if it ends up being a Hilbert space
or a Krein space is the coefficients cα together with the characteristic operator χℓ.
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Now, let us define a contractive operator. First, we introduce the notion of positivity
in A. Such a notion can be naturally given by stating that the quadratic form aa† is
non-negative for every a ∈ A and writing
aa†  0.
Such a definition does not always imply real positivity even if aa† is a real number. For
example, it can be a negative real number in the setting of the split-quaternions.
Definition 7.10. An operator O in W(c) is said to be a contraction if
[Of,Of ]  [f, f ]
for every f ∈ W(c).
Proposition 7.11. If the operator O is bounded in every Kℓ(c), then it admits an adjoint
in W(c).
Proof. Since O is bounded in every Kℓ(c), then in each of such spaces it admits an adjoint,
i.e., there exists an operator Aℓ such that
(7.11) 〈Of, g〉Kℓ(c) = 〈f, Aℓg〉Kℓ(c) .
Let us now show that the existence of such an adjoint in every Kℓ(c) implies the existence
of an adjoint in W(c). First, observe that
〈Of, g〉Kℓ(c) = [χℓOf, g]
and
〈f, Aℓg〉Kℓ(c) = [χℓf, Aℓg] .
The above two expressions together with (7.11) lead to
[χℓOf, g] = [f, χ
∗
ℓAℓg] ,
which, in turn, implies that
[Of, g] =
[
f,
(
m∑
k=0
e
†
ℓχ
∗
ℓAℓ
)
g
]
.
Then, using the definition of the adjoint operator, we conclude that
O∗ =
m∑
k=0
e
†
ℓχ
∗
ℓAℓ.

An operator that plays an important role in spaces of power series is the multiplication
operator. We, then, define the analogous of this operator in our setting.
Let Mζk , k ∈ Zm, denote the ⊙-multiplication operator by ζk, i.e., if f belongs to W(c),
then
(7.12) Mζkf = ζk ⊙ f.
Such an operator is further explored in particular examples of Banach modules of Fueter
series in the next sections.
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Before, we generalize it in the following way: let s be a Fueter series which belongs to
some Banach module of Fueter series. Moreover, let W(c) and W(d) be two Banach
modules of Fueter series. Then, the multiplier Ms :W(c)→W(d) is defined as
Msf = s⊙ f,
where f ∈ W(c) and g = s⊙ f ∈ W(d).
Proposition 7.12. The following holds in W(c):
[M∗sKd(·, ξ)b1, Kc(·, ζ)b2]W(c) = b
†
2

∑
α∈Nm
0
(ζα ⊙ s(ζ))ξ†
cα

 b1,
where b1, b2 ∈ A.
Proof. This follows from a simple computation since
[M∗sKd(·, ξ)b1, Kc(·, ζ)b2]W(c) = [Kd(·, ξ)b1,MsKc(·, ζ)b2]W(d)
=
(
[s⊙Kc(·, ζ)b2, Kd(·, ξ)b1]W(d)
)†
=
(
b
†
1s⊙Kc(ξ, ζ)b2
)†
= b†2

∑
α∈Nm
0
ξ(ζα ⊙ s(ζ))†
cα


†
b1
= b†2

∑
α∈Nm
0
(ζα ⊙ s(ζ))ξ†
cα

 b1.

8. Drury-Arveson module
In this section, we will study a particular case of a reproducing kernel module which has
its coefficients cα given by
cα =
α!
|α|!
,
i.e., the module W(c) with reproducing kernel
(8.1) Kc(ζ, ξ) =
∑
α∈Nm
0
|α|!
α!
ζα (ξα)†
and Hermitian form
[f, g] =
∑
α∈Nm
0
α!
|α|!
g†αfα,
which is called the Drury-Arveson module.
Proposition 8.1. For every k ∈ Zm, the operator Mζk is a contraction from W(c) into
itself.
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Proof. The proof follows from a direct computation. For every f ∈ W(c), it holds that
[Mζkf,Mζkf ] =
∑
α∈Nm
0
[
ζα+ιkfα, ζ
α+ιkfα
]
=
∑
α∈Nm
0
(α + ιk)!
(|α|+ 1)!
f †αfα
=
∑
α∈Nm
0
αk + 1
|α|+ 1
(
cαf
†
αfα
)
.
Observe that
|α| − αk
|α|+ 1
≥ 0
for every α ∈ Nm0 and, then, it admits a non-negative square root. Therefore, writing
dα =
√
cα(|α| − αk)
|α|+ 1
,
we conclude that
[f, f ]− [Mζkf,Mζkf ] =
∑
α∈Nm
0
|α| − αk
|α|+ 1
cαf
†
αfα
=
∑
α∈Nm
0
(dαfα)
† (dαfα)
 0,
as we wanted to show. 
Proposition 8.2. For every k ∈ Zm, the adjoint of Mζk is the backward-shift operator
Rk, i.e.,
[Rkf, g] = [f,Mζkg]
for every f, g ∈ W(c).
Proof. The proof is similar to the one for the quaternions seen in [5]. First, observe that
∀β ∈ Nm0 and α ∈ N
m
0 such that α ≥ ιk, k ∈ Zm, we have[
Rkζ
α, ζβ
]
=
[
αk
|α|
ζα−ιk , ζβ
]
=
(β + ιk)!
(|β|+ 1)!
δα−ιk ,β =
[
ζα, ζβ+ιk
]
.
Finally, if β is such that βk = 0,[
Rkζ
α, ζβ
]
= 0 =
[
ζα, ζβ+ιk
]
=
[
ζα,Mζkζ
β
]
.

Already preparing for the next section, let C be the operator of evaluation at the origin,
i.e., Cf = f(0) for every f ∈ W(c). Then, the identity
(8.2) I −
∑
k∈Zm
MζkM
∗
ζk
= C∗C
holds.
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9. Blaschke factor
We denoted the transpose of ξ = (ξ1 ξ2 · · · ξm) by
ξ∗ =


ξ
†
1
ξ
†
2
...
ξ†m

 .
For every ξ such that ‖ξ‖Am < 1, where the norm in A
m was defined in (3.4) and can be
written as
‖ξ‖Am =
(
m∑
k=1
N(ξk)
2
)1/2
,
we define the Blaschke factor Bξ as
Bξ = (1− ξξ
∗)1/2 ⊙ (1− ζξ∗)−⊙ ⊙ (ζ − ξ)(I − ξ∗ξ)−1/2.
Proposition 9.1. The following identity holds in the Drury-Arveson module W(c):
I − BξB
∗
ξ = (1− ξξ
∗)1/2
(
I −MζM
∗
ξ
)−1
C∗C
(
I −MζM
∗
ξ
)−∗
(1− ξξ∗)1/2.
Proof. The proof follows the one presented in [2] and [5]. First, observe that, because
‖ξ‖Am < 1, the operators I −MξM
∗
ξ and I −M
∗
ξMξ are self-adjoint and contractive,
their square root – and the inverse of their square root – exist.
Defining the Halmos extension of −Mξ according to [13]
H ≡
( (
I −MξM
∗
ξ
)−1/2
−Mξ
(
I −M∗ξMξ
)−1/2
−M∗ξ
(
I −MξM
∗
ξ
)−1/2 (
I −M∗ξMξ
)−1/2
)
and setting
J =
(
IW(c) 0
0 −IW(c)m
)
,
the following holds:
HJH∗ = H∗JH = J.
Then, using (8.2),
C∗C = I −MζM
∗
ζ
= (I Mζ) J
(
I
Mζ
)
= (I Mζ)HJH
∗
(
I
Mζ
)
= (X1 X2) J
(
X ∗1
X ∗2
)
= X1X
∗
1 − X2X
∗
2 ,
where
X1 =
(
I −MζM
∗
ξ
) (
I −MξM
∗
ξ
)−1/2
and
X2 = (Mζ −Mξ)
(
I −M∗ξMξ
)−1/2
.
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The proposition follows directly from the above expression. 
10. Fock module
In this section, we study the Fock module, which is the particular module of power series
W(c) for which cα = α!. Therefore, its reproducing kernel is
Kc(ζ, ξ) =
∑
α∈Nm
0
1
α!
ζα(ξα)†
and it is endowed with the Hermitian form
[f, g] =
∑
α∈Nm
0
α! g†αfα.
Before presenting a result on the ⊙-multiplication operator, we define the derivative op-
erator ∂k in the following way
∂kf =
∑
α∈Nm
0
αkζ
α−ιkfα.
With that, the following result, which is analogous of a result in the classical Fock space,
holds in our generalized setting.
Proposition 10.1. For every k ∈ Zm, the adjoint of Mζk in the Fock module W(c) is
the derivative operator, i.e.,
[∂kf, g] = [f,Mζkg]
for every f, g ∈ W(c).
Proof. This follows from a direct computation. Let α, β ∈ Nm0 . Then,[
∂kζ
α, ζβ
]
=
[
αkζ
α−ιk , ζβ
]
= (α− ιk)! αk δα−ιk ,β
= α! δα,β+ιk
=
[
ζα, ζβ+ιk
]
.

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