We first prove a new converse theorem for Dirichlet series of Maass type which does not assume an Euler product. The underlying idea is a geometric generalisation of Weil's classical argument. By studying the asymptotics of hypergeometric functions, we then show that the theorem remains valid if we allow twists to have arbitrary poles.
Introduction
Weil's converse theorem characterises holomorphic modular forms in terms of the analytic properties of their twisted L-functions [Wei67] . In this paper we will prove two direct generalisations to real-analytic automorphic forms on GL 2 (A Q ). Unlike the converse theorem proved by Jacquet-Langlands [JL70] , our statements do not assume an Euler product. Moreover, in the second theorem the character twists need not be holomorphic.
We will frequently encounter the local factors of completed L-functions. In particular, we will use following variation on the gamma function:
(1.1) Γ R (s) = π −s/2 Γ(s/2), and, given a Dirichlet character ψ mod q, the associated Gauss sum:
(1.2) τ (ψ) = a mod q ψ(a)e 2πi a q .
Our first theorem makes precise assumptions about the analytic properties of character twists, which are to be relaxed in the sequel.
Theorem 1.1. Let N be a positive integer, χ be a Dirichlet character mod N, ǫ ∈ {0, 1}, ν ∈ C be such that 1 4 − ν 2 > 0 and a n , b n be sequences of complex numbers such that |a n |, |b n | = O(n σ ) for some σ ∈ R. For all q relatively prime to N, primitive Dirichlet characters ψ modulo q and k such that ψ(−1) = (−1) k , define where [ǫ + k] ∈ {0, 1} is chosen to be equal to ǫ + k modulo 2. If ψ = 1 is the trivial character we omit it from the notation.
Let P be a set of primes coprime to N such that the congruence p ≡ u mod v has a solution p ∈ P for all u, v ∈ Z >0 with (u, v) = 1. Assume that:
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(1) For primitive characters ψ of conductor q ∈ P the functions, Λ f (s, ψ) and Λ g (s, ψ) continue to entire functions, (2) If ǫ = 1 then Λ f (s) and Λ g (s) continue to entire functions, (3) If ǫ = 0 and ν = 0 then Λ f (s) and Λ g (s) continue to meromorphic functions on C with at most simple poles in the set {1 ± ν, ±ν}, (4) If ǫ = 0 and ν = 0 then Λ f (s) and Λ g (s) continue to meromorphic functions on C with at most double poles in the set {0, 1}, and, for all primitive characters ψ of conductor q ∈ P ∪{1}, we have the functional equations: is a Bessel function, and, for n ≥ 0, a −n = (−1) ǫ a n , b −n = (−1) ǫ b n . Furthermore f (z) = g(−1/Nz) for all z ∈ H.
Weil's converse theorem follows from the assertion that if a holomorphic function F : H → C on the upper-half plane is invariant under an infinite order elliptic matrix 1 in SL 2 (R), then it is constant on H. Weil applied this to functions of the form F = f − f |γ, where f is a Fourier series and γ ∈ Γ 0 (N). Growth conditions on the Fourier coefficients of f then imply that f − f |γ = 0. The proof of Theorem 1.1 closely follows Weil's argument with one crucial difference. The geometric interpretation of invariance under an infinite order elliptic matrix M is that F must be constant on hyperbolic circles centered at the fixed point of M in H, and one can find non-constant real-analytic functions F with this property. The new insight in the proof of Theorem 1.1 the method of "two circles", suggested to the authors by David Farmer. We construct a second infinite order elliptic in SL 2 (R) and prove a version of Weil's lemma valid for real-analytic (even continuous) functions on the upper-half plane.
Our second theorem is inspired by that of Booker-Krishnamurthy [BK13] , and weakens the analytic assumptions on the character twists. We note that Raghunathan proved a version of the Hecke-Maass converse theorem allowing for polar L-functions in [Rag10] . Our theorem is different in that it assumes twisted functional equations rather than an Euler product, and applies to arbitrary level N.
Theorem 1.2. Let N, χ and ǫ be as in Theorem 1.1 and let ν ∈ C\{0} be such that 1 4 − ν 2 > 0 and a n , b n be sequences of complex numbers such that |a n |, |b n | = O(n σ ) for some σ = 1 2 + ε with 0 < ε < 1 2 − |Re ν|. Let P be a set of primes such that {p ∈ P :
For all primitive Dirichlet characters of modulus q ∈ {1} ∪ P assume Λ f (s, ψ) and Λ g (s, ψ) continue to meromorphic functions on C and satisfy functional equation (1.5). If there is a non-zero polynomial P (s) ∈ C[s] such that P (s)Λ f (s) continues to an entire function of finite order, then Λ f (s) and Λ g (s) have meromorphic continuation to C with possible simple poles in the set {±ν, 1 ± ν}, and f (z), g(z) as defined by equation (1.10) define weight 0 Maass forms on Γ 0 (N) of parity ǫ, nebentypus χ (resp. χ) and eigenvalue 1 4 − ν 2 . Furthermore f (z) = g(−1/Nz) for all z ∈ H.
We expect to apply Theorem 1.2 to the study of cancellation of zeros between automorphic L-functions. The assumptions that ν = 0 will be removed in a follow-up paper, which should include similar applications to cancellation of zeros between Artin L-functions. The assumption that ǫ < 1 2 − |Re ν| is first used in Lemma 4.10 and should be removed with further work.
The proof of Theorem 1.2 works by showing the assumptions imply those of Theorem 1.1. The argument uses the asymptotics of hypergeometric functions to study a Taylor expansion forg as defined in equation (1.11).
There should be other ways to weaken the assumptions of Theorem 1.1. For example, one could seek to relax the conditions on the set P of twisting moduli. In the context of modular forms, this was optimised by Diaconu-Perelli-Zaharescu [DPZ02] . In another direction Booker recently proved, again in the modular case, that one does not need an explicit formula for the twisted root numbers in functional equation (1.5), [Boo18] .
3.1. Additive Twists. Let q ∈ P be a prime such that (q, N) = 1 and set α = a q ∈ Q for some a ∈ Z. We use the following notation as in [BCK18] .
Up to sign, Definition 3.1 depends only on k modulo 2.
Lemma 3.2. We have
where the sums are over Dirichlet characters modulo q, and ψ 0 denotes the trivial Dirichlet character mod q.
Proof. This follows from
where (−) k denotes + if k is even and − if k is odd. As explained in the introduction, for m ∈ Z we write [m] for the element in {0, 1} with the same parity as m. We see that Λ f (s) = γ + f (s)L f (s). We define the completion of the additive twists by
Proposition 3.3. The additive twists satisfy the following functional equations
For the following Lemma, recall the (Gauss) hypergeometric function 2 F 1 which is reviewed in appendix A.2.
Lemma 3.4 (6.699(3-4) in [GR15] ). Let w ∈ R, k ≥ 0, and ν ∈ C. One has, for Re (−s ± ν) < ǫ,
Define Λ h (s) and its twists just as in (1.4) and (3.1) with a n replaced by c n . One has
Proof. The result follows readily from the following computation which uses Lemma 3.4: As before we conclude f (z) = g(−1/Nz).
3.3. Transformation properties from twisted functional equations. In this section we deduce further transformation properties of f and g from the twisted functional equations. For a primitive Dirichlet character ψ modulo a prime q we write
ψ(n)a n 2 |n| W ν (ny)e(nx) and define g ψ analogously. With the definition of Proposition 3.5 we have Λ f (s, ψ) = Λ f ψ (s).
Lemma 3.6. Let q ∈ P and let α = a/q, β = b/q and let z = wy + iy ∈ H. With the assumptions of Theorem 1.1, one has
Proof. As α, β ∈ R, we have
Applying the inverse Mellin transform to Proposition 3.5
(3.10) By Lemma 3.2, Λ f s, α, cos (j) − Λ f s, β, cos (j) is a linear combination of twists of Λ f (s) by characters of conductor q. Therefore, by the assumptions of Theorem 1.1, it is entire and we can shift the path of integration to the left. The integral in equation (3.10) equals
The last line follows from the functional equation in Proposition 3.3. Applying the Euler identity (A.11) we see that
In the last line we applied the inverse Mellin transform to the equality in Proposition 3.5 for h = g ψ .
Proposition 3.7. If a n (resp. b n ) satisfy the assumptions of Theorem 1.1, then,
for all non-principal characters ψ modulo q.
Proof. By the proof of Lemma 3.2,
This implies that the expression on the left-hand side is independent of the choice of a ≡ 0 mod q. In other words, it is a linear combination of non-principal characters modulo q that produces a multiple of the principal character. Since the set of all characters modulo q is linearly independent, the coefficients of this linear combination must vanish.
Proposition 3.7 is the analogue of [Bum98, Chapter 1, equation (5.13)] for Maass forms and we continue along the lines of [Bum98, Section 1.5]. Note that for a primitive Dirichlet character modulo q ∈ P we have
So, using the fact that f | ( 0 1 −N 0 ) = g which was proved in the previous section
Choosing for every a mod q an elementã that is inverse to −Na mod q the above equals
In the last sum we swapped a andã and used that ψ(a) = ψ(−N)ψ(ã). Proposition 3.7 states that this is also equal to χ(q)ψ(−N)τ (ψ)g ψ . So
This equation is true for all primitive characters ψ modulo q. Taking linear combinations we see that we can replace ψ(a) above with any function c(a) on (Z/NZ) × that satisfies a mod q c(a) = 0. This is exactly the starting point of the discussion in [Bum98, p. 63-64]. We assume that q is odd. Note that for a specific a we can chooseã so that s = (Naã+1)/q ∈ P and is odd and different from q. Using this equation and the analogous one with q and s replaced Bump constructs an elliptic matrix
Conversely we could start with a choice of D, s ∈ P, choose a andã such that ( q a Nã s ) ∈ SL 2 (Z) and follow Bump's construction to get an elliptic operator under which g 1 is invariant. Our aim is to show that g 1 is identically zero, so in the next section we study functions that are invariant under elliptic operators. 
be the Cayley transform that maps the upper half plane H to the open unit disk D and takes z 0 ∈ H to 0 ∈ D. The transformation L = KMK −1 on P 1 (C) fixes 0 and ∞ and hence has the form e iπθ 0
This implies that h is constant on the preimages under the Cayley transform of the circles C r . These are exactly the hyperbolic circles around z 0 .
A corollary of this is that if h is holomorphic, then it is constant on all of H. There are counter-examples to this in the real-analytic setting of Maass forms. Instead, we resort to the following theorem.
Theorem 3.9. If h is a continuous function on H that is invariant under two infinite order elliptic operators with distinct fixed points in H then it is constant.
Proof. Let M 1 , M 2 be the two elliptic operators and z 1 , z 2 be their fixed points in H. Let K be the Cayley transform that maps z 1 to 0. By the above proof h(z) = h(K −1 z) is constant on all circles around 0.
Let d = d hyp be the hyperbolic distance on D and y ∈ D. If d(0, y) ≤ d(0, Kz 2 ), then the circle of radius d(0, y) around 0 has two intersection points with the line connecting 0 and Kz 2 . Since this line is a geodesic we can deduce the following. One of the intersection points, y 1 , is between 0 and Kz 2 , satisfying d(y 1 , Kz 2 ) ≤ d(0, y 1 ) + d(y 1 , Kz 2 ) = d(0, Kz 2 ). The other one, y 2 , satisfies d(y 2 , Kz 2 ) = d(y 2 , 0) + d(0, Kz 2 ) ≥ d(0, Kz 2 ). By the intermediate value theorem the circle also contains an element y 3 with d(y 3 , Kz 2 ) = d(0, Kz 2 ). Since h is constant on circles around the origin we have h(y) = h(y 3 ). Now h is also constant around hyperbolic circles with centre Kz 2 . Since d(y 3 , Kz 2 ) = d(0, Kz 2 ), we obtain h(y 3 ) = h(0). This implies that h is constant on the disc of radius d(0, Kz 2 ). Now suppose h is constant on the closed disc of radius r ≥ d(0, Kz 2 ) around the origin. The disc contains a point y with d(y, Kz 2 ) = r +d(0, Kz 2 ) and the point Kz 2 with d(Kz 2 , Kz 2 ) = 0. Hence h is also constant on the closed disc of radius r + d(0, Kz 2 ) around Kz 2 . Repeating this process we see that h is constant.
3.5. Proof of Theorem 1.1. We now combine the results of the previous sections to deduce Theorem 1.1. The essential point is the construction of two infinite order elliptic matrices.
The proof will follow if we can find two infinite order elliptic matrices under which
Let D, s be two odd primes in P such that D ≡ a and s ≡ d modulo Nc, i.e., D = a − uNc and s = d − vNc for u, v ∈ Z. By the assumptions on P there are infinitely many such D and s. Let
. By the considerations at the end of Section 3.3 we can show that the function
The fixed point of M D,s in H is given by
Comparing real parts we find z 1 = z 2 if D = D ′ . Hence by Theorem 3.9 g 1 is constant. Since it converges to zero for z → i∞, g 1 vanishes. This implies
Proof of Theorem 1.2
In this section we will prove Theorem 1.2 by showing that its assumptions imply those of Theorem 1.1. To that end, let f and g be as in Theorem 1.2. From now on we assume that ν = 0, though this can be relaxed with technical modifications. 
Proof. Let z = wy + iy and c > σ. Applying the inverse Mellin transform to Proposition 3.5 with h =f and α = 0 implies
Similarly, making the change of variables s → 1 − s and applying the functional equation for Λ f along with the Euler identity, we see that
Since the integrand is meromorphic and rapidly decaying in s we can writẽ
Let α ∈ Q >0 and z = α(1 + iy) for y > 0. The above Lemma now reads
From now on we let β = −1/Nα. 
Remark 4.4. Although Lemma 2.4 in [BCK18] is stated for a function F that is related to a Maass form, an inspection of the proof shows that we can still apply it to g.
Moreover, if s is in a fixed compact set then we can choose the error terms to be independent of s. For ℓ 0 ≥ 0, we therefore conclude, for any 0 < y < 1,
where the integral is taken over any circle containing all poles of Λ f (s) and
Analoguously to [BK13, Section 2], we make the following definition. We will also consider the following subsets of M ν (a, b): Lemma 4.6. For α ∈ Q >0 the following function is in H(σ − 2ℓ 0 , ∞),
Proof. Let χ (0,1) be the characteristic function of the interval (0, 1). By Lemmas 4.2 and 4.3 we have 
Hence we have that the Mellin transform
.
Suppose β = u v ∈ Q × with (u, v) = 1 and u > 0. Given P as in Theorem 1.2, we introduce the infinite set
An important feature of the sets T β is that if λ ∈ T β , then Λ g s, λβ, cos (j) = Λ g s, β, cos (j) . Consider t 0 ∈ Z ≥0 and any subset T β,M ⊂ T β of cardinality M ≥ 2ℓ 0 > t 0 . For each λ ∈ T β,M , since the Vandermonde determinant does not vanish, there exist c λ ∈ C such that (4.10)
Lemma 4.7. Let α ∈ Q >0 , t 0 ∈ Z ≥0 , T β,M of size M ≥ 2ℓ 0 > t 0 , and c λ ∈ Q be as in (4.10). The following function is in H(t 0 + σ − 2ℓ 0 , ∞):
Proof. Recall that for every λ ∈ T β,M we have Λ g s, λβ, cos (j) = Λ g s, β, cos (j) . The function in (4.11) is λ∈T β,M c λ λ 2s−2t 0 −1 H λ −1 α (s − t 0 ) and hence the statement follows from Lemma 4.6. We just note that an important step in the calculation is applying (4.10) as follows:
(4.12)
In particular, the following function is in M v (t 0 + σ − M + 2, ∞):
In fact, (4.13) is in M ν t 0 (t 0 + σ − M + 2, ∞). Proof. We will present the proof for Λ g s, β, cos (δ) . Reversing the roles of f and g, one may recover the result for Λ f s, β, cos (δ) . Observe that we can replace
). Therefore we may assume β < 0, α = −1/Nβ > 0 and −b ∈ P.
Consider q ′ ∈ P such that q ′ = q and (b, q ′ ) = 1. Let β = b N q and β ′ = b N q ′ with b ∈ P. As β and β ′ have the same numerator, T β ∩ T β ′ is infinite. Let t 0 ∈ Z ≥0 and choose a subset T M ⊂ T β ∩ T β ′ of cardinality M > t 0 and c λ such that (4.10) is satisfied. By considering the difference of equation (4.13) evaluated at β and β ′ , we see that the following function is in M ν t 0 (t 0 + σ − M + 2, ∞):
The assumption that a n = O(n σ ) and the fact that the poles of γ ± f (s) lie in the half plane Re s < |ν| < 1 imply that, for all λ ∈ T M , Λ f s, αλ −1 , cos (n) is holomorphic in the half plane Re s > σ + 1. The functional equation in Proposition 3.3 hence implies that
is in H(−∞, t 0 −σ). Note that in the case ǫ = 1, each of the terms in (4.15) is in H(−∞, t 0 −σ) by Proposition 3.3. We deduce that, for every t 0 ∈ Z ≥0 , the following function is in
Since the above does not depend on T M anymore we can taking M arbitrarily large, we see that (4.16) is in M ν t 0 (−∞, t 0 − σ). The zeros of the quotient of gamma functions
are contained in the set of poles of γ
As ν = 0, thepoles are all simple. Hence, dividing (4.16) by (4.17) we see that
is in M ν (−∞, t 0 − σ). As α = α ′ and we may take arbitrary t 0 ≥ 0, we conclude that Λ g s, β, cos (ǫ+t 0 ) is in M ν (−∞, t 0 − σ). The function Λ g s, β, cos (ǫ+t 0 ) only depends on the parity of t 0 , so again we can choose t 0 arbitrarly large, but of a fixed parity, to conclude that Λ g s, β, Proof. Let α = − 1 N β = − q N b . As in the proof of Proposition 4.11 we can make the assumption that β < 0 and hence α > 0 and −b ∈ P. Consider t 0 ∈ Z ≥0 , M > t 0 and T β,M a subset of T β of cardinality M satisfying (4.10). For any λ ∈ T β,M we have that αλ −1 = − q N p has the form required in Proposition 4.8, so Λ f s − t 0 , αλ −1 , cos (ǫ) is in M ν (−∞, ∞). Then for t 0 ∈ {0, 1}, equation (4.13) implies that Λ g s, β, cos
Since Re (s 0 + δν) > t 0 + σ − 2ℓ 0 , the residue of (4.11) at s = s 0 + δν is zero. Hence
(4.22)
Since the poles of Λ g (s) are in the critical strip −σ < Re s < σ + 1, we have: vanishes at some of these values: if ǫ = 0, then it vanishes at −δν, 1 + δν and 1 − δν. If ǫ = 1, it vanishes at 1 − δν.
We conclude that
Assume that ǫ = 0. Equation (4.22) becomes
(4.25)
Equation 4.19 now follows from equation (4.10). Indeed, by assumption, s 0 − t 0 ∈ Z satisfies 0 > s 0 − t 0 > −2ℓ 0 . We also note that the quotient
does not have a pole at s 0 + δν, so it does not contribute to the residue. Now assume that ǫ = 1. In this case, we have
(4.26)
It follows from equation (4.22) that:
iπ
(4.27)
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The stated equation (4.20) now follows from (4.10). Note that the last term vanishes since −t 0 > s 0 − t 0 − 1 > −2ℓ 0 .
Proposition 4.11. Make the assumptions of Theorem 1.2. If ǫ = 1, then Λ g (s) and Λ f (s) continue to entire functions on C.
Proof. Since we already established that the only poles Λ f and Λ g can have are simple and in the set {±ν, 1 ± ν} it suffices to show that the residues of these functions vanish there. Let β = − 1 N q , T β,M a set of cardinality M satisfying (4.10), and λ = p ∈ T β,2ℓ 0 , so that α = q and αλ −1 = q p . By absolute convergence of the Dirichlet series we know that Λ (s − t 0 , αλ −1 , sin) is holomorphic for Re (s − t 0 ) ≥ σ + 1, and so by the functional equation it is also holomorphic for Re (s − t 0 ) ≤ −σ. When s 0 = 0, for all even t 0 ≥ σ + 1 equation (4.20) simplifies to:
We used the formulas
The left-hand side of equation (4.28) does not depend on t 0 . Recall that T β,M and the c λ were chosen such that (4.10) is satisfied. We want to show that we can add an element λ 0 ∈ T β to T β,M , so that (4.10) is still satisfied and in addition λ∈T β,2ℓ 0 c λ λ −t 0 +2δν assumes an arbitrary value. Equivalently, we want to find λ 0 ∈ T β such that the vectors (λ −t ) λ∈T β,M ∪{λ 0 } for t ∈ {0, 1, . . . , M − 1} are linearly independent of the vector (λ −t 0 +2δν ) λ∈T β,M ∪{λ 0 } . Consider the matrix that has these M + 1 vectors in R M +1 as Columns. Developing the determinant with respect to the last row we obtain an expression in λ 0 of the form (4.29)
where c is a non-zero constant (the Vandermonde determinant of T β,M ) and P is a polynomial with complex coefficients of degree M − 1. Since T β is an infinite set we can choose λ 0 arbitrarly large. Suppose the expression (4.29) vanishes for all λ 0 ∈ T β . By comparing the growth of the two terms in (4.29) for λ 0 → ∞, we conclude that P = dλ −t 0 0 and ν is purely imaginary. Now comparing the argument of the two terms we arrive at a contradiction. Hence there exists a λ 0 ∈ T β such that (4.29) is non-zero. So we can apply Lemma 4.10 with T β,M ∪ {λ 0 } instead of T β,M and choose coefficients c λ for λ ∈ T β,M ∪ {λ 0 } such that (4.10) and (4.28) is satisfied and λ∈T β,M ∪{λ 0 } c λ λ −t 0 +2δν = 1. We can also choose coefficients c ′ λ with λ∈T β,M ∪{λ 0 } c λ λ −t 0 +2δν = 2 such that (4.28) is satisfied with c λ replaced by c ′ λ . We conclude Res s=1+δν Λ f (s) = 0.
As δ ∈ {±} was arbitrary, we have shown that Res s=1+ν Λ f (s) = Res s=1−ν Λ f (s) = 0. Reversing the roles of f and g, we deduce the same for Λ g (s). By the functional equation, we have Res s=±ν Λ f (s) = Res s=±ν Λ g (s) = 0.
As above, for β = b N q the second line vanishes and we conclude Res s=s 0 +δν Λ g s, b N q , cos (1+s 0 ) = 0 for all s 0 < 1.
If β = b q for b < 0 coprime to q, then λ −1 α = q N p for a prime p congruent to −b modulo q. By the previous paragraph the second lines of equations (4.34) and (4.35) both vanish. Therefore, equation (4.34) for s 0 = 0 and t 0 = 3 implies that Res s=δν Λ g s, b
q , cos = 0 and equation (4.35) for s 0 = 0 and t 0 = 2 implies that Res s=δν Λ g s, b
q , sin = 0. Reversing the roles of f and g, we deduce the same for Res s=δν Λ f s, b q , cos and Res s=δν Λ f s, b q , sin . By equation (4.32), we deduce equation (4.33) as required.
Now consider ǫ = 0. Let t 0 > 1 and s 0 < 1 be integers. Let t 0 − s 0 be odd, and β, β ′ ∈ Q <0 with the same numerator. In (4.34) we choose the set T = T β,2ℓ 0 = T β ′ ,2ℓ 0 to be a subset of T β ∩ T β ′ . This is possible since T β ∩ T β ′ is infinite. Hence (4.34) applies to the pair β and α = −1/Nβ and the pair β ′ and α ′ = −1/Nβ. Subtracting the resulting equations from each other we obtain
When β = b N q and β ′ = b N q ′ with b < 0 coprime to Nq the last line vanishes, since Λ f (s − t 0 , αλ −1 , cos) − Λ f (s − t 0 , α ′ λ −1 , cos) is a linear combination of twists of Λ f by characters and hence holomorphic at s 0 − t 0 + δν, since s 0 − t 0 < −2. Therefore, we have
Varying t 0 we deduce that Res s=s 0 +δν Λ g s, β, cos [t 0 ] = Res s=s 0 +δν Λ g s, β, cos (s 0 +1) = 0 for all s 0 < 1 and all β of the form b N q with b coprime to Nq. We can omit the condition b < 0 by the same argument as in the case ǫ = 1.
On the other hand, if t 0 − s 0 is even we consider the equations (4.19) for β and β ′ . Subtracting the two equations from each other we note that when β = b N q and β ′ = b N q ′ , again the terms Res s 0 +δν (Λ f (s − t 0 , αλ −1 , cos) − Λ f (s − t 0 , α ′ λ −1 , cos)) vanish and so we are left with
where j = 1 2 (t 0 − s 0 ). We see that
Nq ′ , cos (s 0 ) ) for s 0 < 0, since in that case the last line of (4.37) vanishes. Varying t 0 we see that
We first insert s 0 = 0 and t 0 = 3 into (4.34). Since we have shown above that Res s=δν Λ f (s − 3, λ −1 α, cos) = Res s=−3+δν Λ f (s, λ −1 α, cos) = 0 we see Res s=δν Λ g (s, b q , sin) = 0. By equation (4.32) this implies that Res s=δν Λ g (s, ψ) = 0 for all odd characters ψ of conductor q. For the even twists consider (4.19) for s 0 = 0 and t 0 = 2. By our previous considerations the first line vanishes and we are left with
Hence Res s=δν Λ g (s, b q , cos) is independent of b coprime to q. Again we deduce that Res s=δν Λ g (s, ψ) = 0 from equation (4.32) . Reversing the roles of f and g and using the functional equation we finally conclude (4.33). (1) If f is odd, then Λ f (s) can be continued to an entire function.
(2) If f is even Λ f (s) has meromorphic continuation to C with possible poles at s ∈ {±ν, 1 + ±ν}. More precisely the function
can be continued to an entire function. So if ν = 0 the possible poles of L-functions lie at s = ±ν, 1 ± ν and are simple. If ν = 0 the possible poles are at s = 0, 1 and have order at most 2.
Proof. We focus on case (2); the first case is analogous but easier since an odd Maass form does not have a constant term. Let f (z) = f 0 (y) +f (z) be an even Maass form and g(z) = g 0 (y) +g(z), where the constant terms f 0 (y) (resp. g 0 (y)) has the form given in equation Remark A.2. In the even case, the poles s = 1 ± ν occur in the non-completed L-function, which, for example, may take the form ζ(s − ν)ζ(s + ν). On the other hand, the pole at s = ±ν comes from the Γ-factor. Under the Langlands correspondence, the case ν = 0 is supposed to correspond to 2-dimensional even Artin representations of Galois groups 4 , and the order of the pole at 1 corresponds to the multiplicicty of the trivial representation.
Let f be even. In the proof of Proposition A.1 we obtained Λ f (s) = Combining these calculations, we obtain the following proposition. If ψ is a primitive character mod q then it follows from (A.10) that Λ f (s, ψ) continues to an entire function. On the other hand, while the twist f ψ 0 by the principal character ψ 0 modulo q, has no constant term, the function f ψ 0 (−1/Nq 2 z) might, so Λ f (s, ψ 0 ) has no poles at ±ν but might have poles at 1 ± ν.
A.2. Hypergeometric functions. The Mellin transforms of twisted Maass forms yielded the hypergeometric function 2 F 1 , which is defined initially on |z| < 1 by the following power series
where (x) n is the rising Pochhammer symbol, that is, (x) n = Γ(x + n) Γ(x) = x(x + 1) · · · (x + n − 1).
For example, (1) n = n!, (2) n = (n + 1)! and
The function 2 F 1 ( a, b c | z) satisfies the so-called Euler identity:
