We provide numerical examples and analysis to show that the adaptive controller given by Theorem 3.1 of Yucelen et al.
INTRODUCTION
Theorem 3.1 of Yucelen et al. [1] provides an adaptive controller for a model reference adaptive control problem. This result implies that the error e(t) x f (t)− x m (t) converges to zero, where x f (t) is the state of a nonminimal-state-space realization of the plant and x m (t) is the state of the reference model. In addition, Theorem 3.1 implies that the state x p (t) of the plant in its minimalstate-space realization is bounded. In [1] , Theorem 3.1 is illustrated by several numerical examples. For each example, the error e(t) is shown to converge to zero, and the plant output y(t) is shown to follow the command.
Theorem 3.1 is of interest because the controller does not require (1) knowledge of the sign of the high-frequency gain of the plant; (2) any assumptions on the locations of the poles or zeros (e.g., the plant need not be minimum phase); or (3) knowledge of any poles or zeros of the plant. Stabilization with this limited level of modeling information is shown in [2] to be possible if the order of a stabilizing controller is known. However, to our knowledge, Yucelen et al. [1] are the first to provide an explicit controller. As a point of comparison, the controller in [3] does not require knowledge of the sign of the high-frequency gain, but is limited to minimum-phase systems.
In this note, we modify Example 5.3 of Yucelen et al. [1] in several ways, and we show that the plant output y(t) may be unbounded, and thus the state x p (t) may be unbounded. We trace this observation to an error in the proof of Theorem 3.1.
OUTPUT FEEDBACK ADAPTIVE COMMAND 375 2. NUMERICAL EXAMPLE Example 5.3 of Yucelen et al. [1] is the planṫ
where
In addition, the command r (t) driving the modified reference model (47) of Yucelen et al. [1] is identically zero. The poles of A are given by 0.25±4.4651j . Figure 1 verifies the numerical results shown in Figure 5 of Yucelen et al. [1] . In particular, the plant output y(t) converges to zero. We now consider two variations of (3). For both examples and unless indicated otherwise, we use exactly the same reference model, adaptive parameters, initial conditions, and command that are used for Example 5.3 in [1] . 
Example 1 Let
This example is identical to (3) except that B is replaced by −B, which changes the sign of the high-frequency gain. Application of the adaptive controller of Theorem 3.1 of Yucelen et al. [1] requires no modification in this case. The numerical results shown in Figure 2 indicate that y(t) is unbounded.
Example 2 Let
where is a nonnegative constant. This example is identical to (3) except that the parameter modifies the locations of the poles so that their real part is constant but their imaginary parts decrease in magnitude as increases. In particular, both poles become real and equal for = 19.9375. Figure 3 indicates that y(t) is unbounded for = 15. Finally, Figure 4 shows the upper bound for the values of the tuning parameter E for which y(t) is bounded. As shown in Figure 4 , this range decreases as increases. In particular, for 15.6, there are no values of E for which y(t) converges to zero. 
