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This study examines geographic patterns and geographic factors of residential
burglary at the Nashville, TN area for a twenty year period at five year interval starting in
1988. The purpose of this study is to identify what geographic factors have impacted on
residential burglary rates, and if there were changes in the geographic patterns of
residential burglary over the study period. Several criminological theories guide this
study, with the most prominent being Social Disorganization Theory and Routine
Activities Theory. Both of these theories focus on the relationships of place and crime.
A number of spatial analysis methods are hence adopted to analyze residential burglary
rates at block group level for each of the study year. Spatial autocorrelation approaches,
particularly Global and Local Moran‟s I statistics, are utilized to detect the hotspots of
residential burglary. To understand the underlying geographic factors of residential
burglary, both OLS and GWR regression analyses are conducted to examine the
relationships between residential burglary rates and various geographic factors, such as
Percentages of Minorities, Singles, Vacant Housing Units, Renter Occupied Housing
Units, and Persons below Poverty Line.
The findings indicate that residential burglaries exhibit clustered patterns by
forming various hotspots around the study area, especially in the central city and over
ix

time these hotspots tended to move in a northeasterly direction during the study period of
1988-2008. Overall, four of the five geographic factors under examination show positive
correlations with the rate of residential burglary at block group level. Percentages of
Vacant Housing Units and Persons below Poverty Line (both are indicators of neighbor
economic well-being) are the strong indicators of crime, while Percentages of Minorities
(ethnic heterogeneity indictor) and Renter Occupied Housing Units (residential turnover
indictor) only show modest correlation in a less degree. Counter-intuitively, Percentage
of Singles (another indicator of residential turnover) is in fact a deterrent of residential
burglary; however, the reason for this deterrence is not entirely clear.
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CHAPTER 1 INTRODUCTION

This past century has seen major urbanization throughout the world. According
to the 2005 UN World Urbanization Prospects Report, in 1900, 13% of the world‟s
population (220 Million) resided within cities. By the new millennium, 49% lived within
urban environments, and the report estimates that by 2030, 60% will be urban dwellers.
Increases in urban populations lead to new urban issues, such as changes in
infrastructure, disease mitigation, and increases in crime.
Within the United States, the majority (three-fourths) of the population currently
live in cities. Currently, there are 39 major metropolitan areas of over 1 million
population, and the majority of the US lives within those metro areas. The urbanization
over the last 50 years has changed the inner areas of major cities, going from moderately
affluent neighborhoods, to poor, minority dominated areas. These changes in culture and
affluence have created downtrodden communities where criminal cultures have emerged,
and thus have had an increase in crime.
Burglary in the United States is one of the most commonly committed crimes.
According to the US Census Bureau, in 2008 there were more than 2.2 million burglary
occurrences, which ranked second in property crimes only to larceny-theft. This is often
the case in many major U.S. metropolitan areas and Nashville, TN is no exception. In
2008 there are almost 12,000 burglaries committed in the Nashville metropolitan area, the
second most committed property crime behind larceny-theft.
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Property crimes, such as burglary, do not happen randomly in space. According
to Shover (1991), burglary tends to occur in neighborhoods where the residents are
primarily young, minorities, and renters. These neighborhoods typically tend to have
high population mobility, income inequality, and ethnic heterogeneity as well. In
general, there are mainly two categories of pertinent crime theories in crime analysis
community, when trying to identify areas of high crime rates: one approach focuses on
individuals who committed crime while the other tends to explore the relationships
between crimes and places, particularly at neighborhood level. Two criminological
theories that assist in the understanding of individuals are Anomie and General Strain
Theories. Anomie occurs when strain is created by the gap between economic success
and the opportunity to gain said success. Once the strain becomes prevalent, societal
norms weaken and crime rates increase. Agnew’s General Strain Theory posits that
when negative relationships have a detrimental effect on the individual, he or she is likely
to become delinquent. Two other criminological theories, Social Disorganization
Theory and Routine Activity Theory, deal with places and how certain areas tend to
attract more crimes than others. Social Disorganization occurs when community social
structures break down, a local neighborhood loses its ability to stave off crime, and as a
result, criminal cultures emerge. Routine Activities Theory explains that for a direct
contact predatory crime to occur, three elements must converge together at the same time
and space. These factors are motivated offender, suitable targets, and the absence of
guardians. In real-world cases, it is often necessary to look at not only individuals, but
also neighborhood characteristics. A thorough understanding of both aspects can aid
crime investigators to recognize places with the “red flags” in crime. In this study, the
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above mentioned crime theories are used to aid the understanding where and why
burglaries tend to occur in Nashville metropolitan areas.
In recent years, the advances of geographic information systems (GIS) have
increased dramatically their capability of integrating spatial analysis tools, which are
essential for crime analysis. ArcGIS Desktop 9.3, the leading GIS software by
Environmental Systems Research Institute, INC. (ESRI), offers several spatial statistical
tools that can assist the investigation of spatial patterns in crime. According to ESRI
(2007), across the nation more and more local police departments are using GIS in crime
mapping and crime analysis. For instance, the Columbia Police Department (CPD) in
South Carolina relies on ArcGIS Desktop 9.3 in crime comparative analysis and crime
pattern analysis as well as in forecasting future crime events. CPD Chief, H. Dean Crisp
Jr., states that “the crime rate for the city of Columbia has fallen dramatically with the
implementation of GIS mapping” (p. 1). The Spatial Statistical Tools package in
ArcToolbox, an application of AricGIS Desktop 9.3 allows users to identify hotspots of
spatial events, such as crimes, detect spatial autocorrelation, and perform ordinary and
spatial regression analysis. In this study, these spatial statistical tools are utilized to
examine spatio-temporal patterns in residential burglaries in the Nashville area.

In general, there are two main objectives of this study:
1) To determine if there are any interesting geographic patterns in the locations of
residential burglaries in the Nashville area, and if so, to identify what geographic
factors may be responsible for these patterns. It is expected that some geographic
patterns would be observed in residential burglaries because residential burglaries are
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not random occurrences, but most likely exhibit clustered patterns in certain
neighborhoods. It is anticipated that residential burglaries will likely occur more
often in the inner-city of Nashville, where there are ethnic heterogenic, socially
disorganized neighborhoods with lower than average real estate values, high
residential turnover, and a high percentage of public/rental housing.
2) If there are geographic patterns, do these patterns change over time? It is
hypothesized in this study that crime patterns change over time. Residential
burglaries often occur in socially disorganized neighborhoods, and neighborhoods do
change overtime and hence neighborhoods that at one time were socially disorganized
may no longer be the case, and vice versa.

CHAPTER 2 BACKGROUND
This chapter reviews the literature of relevance to this study and explains the main
themes and keywords used throughout the study. In particular, Section 2.1 discusses the
“who, what, when, why and how” of crime occurrences. Included in this section are
mainly the reviews of the four pertinent theories of crime. Following it, Section 2.2
explains the basic burglar thought process while crime hotspot detection and geographic
factors of crime are discussed in Section 2.3. Section 2.4, lastly, gives a brief overview of
the spatial statistical methods adopted in this study, including spatial autocorrelation
methods, such as Global and Local Moran‟s I, and spatial regression analysis, particularly
Geographically Weighted Regression (GWR) and its applications in crime analysis.

2.1 Criminological Theories
2.1.1 Anomie
In its most general terms, Anomie develops when the gap between economic
success and the opportunity to obtain success creates strain. When this occurs, societal
norms weaken, anomie ensues, and there is an increase in crime rates. Anomie theory
was first introduced by Robert K. Merton (1938) in his paper “Social Structure and
Anomie”. Featherstone and Deflam (2009) point out two theories of crime were actually
present in Merton‟s paper, although Merton himself did not distinguish between them.
They are Anomie and Strain theory (the latter will be discussed in Section 2.1.2).
Featherstone and Deflam (2009) define anomie simply as the “cultural exaggeration of
the success-goal leads men to withdraw emotional support from the rules” (p. 479).
7
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According to Bjarnason (2009), anomie theory is currently used in three distinct
ways: as a general sociological concept, as “institutional anomie”, and as a social
psychological condition and anomie scales to test various social subjects. In this study,
anomie is viewed as a combination of the general concept and institutional anomie.
Institutional anomie describes how societal institutions, such as church, have an
effect on individuals. According to Kim and Pridemore (2005), societal institutions help
an individual understand his/her own identity, as well as the identities of other members
of the societal group, and together try and put forth a decent society. When the societies
remain stable, the organization of society stays consistent even with the changing of
members and members of the society become predictable in their actions. In a capitalist
society, however, the pressures for economic success weaken the societal institutions‟
control over members, and this lack of control leads to an increase in crime. Strong noneconomic institutions can however stop the pressures from the economic structure and
have an effect on the individual‟s choices.
Kim and Pridemore‟s case study of Russia (2005), after the collapse of the Soviet
Union, is an example of both the general concept of anomie as well as institutional
anomie. They tested whether strong non-economic institutions, such as family, religion,
and political affiliation, would affect homicide rate changes brought about by poverty and
socioeconomic chaos caused by rapid economic transformation in Russia. They found
that poverty and socioeconomic change do have a positive effect on homicide rates while
there was a negative effect on homicide rates by strong families and political affiliation.
These effects were estimated using a negative regression model. It was found that
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stronger non-economic institutions tend to reduce the effect of poverty and social change
on homicides as well.

2.1.2 General Strain Theory
Like Anomie Theory, Strain Theory was again first introduced by Robert Merton
(1938) in his paper “Social Structure and Anomie”. As stated by Featherstone and Deflem
(2009), “Merton asserts that given the dominance of the success theme in American
culture, persons who are blocked from reaching the ‘wealth goals’ of society often
employ illegal methods for attaining monetary success” (p. 480). This was the main
theory explaining delinquency through the 1960‟s, but was regulated to a smaller role
during the 1970‟s and 1980‟s. Some delinquency researchers went as far as possibly
abandoning the theory all together (Agnew, 1992).
Robert Agnew (1992) revolutionized strain theory with his work in “Foundation
for a General Strain Theory of Crime and Delinquency”. He proposed a “general strain
theory of crime and delinquency that is capable of overcoming the criticisms of previous
strain theories” (p. 47). Current strain theory posits that negative relations can lead to
delinquency when these relationships have a detrimental effect. Negative relationships
are any relationships in which an individual is treated with negative stimuli by others
within their relationships. This individual typically reacts with anger; however
disappointment, depression, and fear are also common emotions from the negative
stimuli. According to Agnew (1992), general strain theory has the “potential to explain a
broad range of delinquency, including theft, aggression, and drug use” (p. 60).
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General strain theory has since been expanded upon, as well as, adopted in a
number of studies to explain other stress phenomena similar to crimes. Hoffman and
Ireland (2004) examined the affect that stress and strain have on school-aged
delinquency. They used national level data and considered the impact that illegitimate
opportunity structures have on stress, strain, delinquency and self-image in schools and
school aged children. Their study found that stress and strain affect delinquency and selfimage uniformly over the opportunity structures.
In an earlier study, Hoffman and Miller (1998) tested three „coping mechanisms‟
of Agnew‟s General Strain Theory as well as a general question of whether strain has an
effect on delinquency when all outside influences are controlled. They found that other
than the general hypothesis the others had no correlation to delinquency. It is interesting
to note that kids with heightened stress only show an increase in delinquency when they
do not have delinquent peers. A possible reason for this is that delinquent peer groups
are already delinquent, and stress is not likely to increase an already-happening
phenomenon.
Finally, Jang and Johnson (2003) tested the hypotheses about relationships
between strain, negative emotion and deviant coping strategies. A national sample
among African Americans was used for these analyses. Same-directed effects of
negative emotions on deviant coping were larger than the opposite-directed effects. No
real support was found for self-efficacy and self-esteem; however, religiosity was a
factor. The more religion had an influence on the person, the more likely they would
cope with strain.

11

2.1.3 Social Disorganization Theory
Unlike the first two theories discussed above, Social Disorganization Theory
deals with location rather than individuals. Social Disorganization Theory proposes that
criminal cultures emerge within a community when the social structures of the
community are conducive towards crime. According to Edwards (2010), Shaw and
McKay‟s study (1942) focused on juvenile delinquency in Chicago, they are credited
with first pushing the theory to prominence. Shaw and McKay only concentrated on
three structural factors, that is, socioeconomic status, ethnic heterogeneity and residential
mobility. They concluded that the ability of groups to move to better residential areas
alleviated social disorganization.
Bursik and Grasmick (1993) examined the traditional structure of economic
deprivation and its relationship to the crime rates of neighborhoods. Shaw and McKay
originally hypothesized that this relationship was an indirect one, and that ethnic
heterogeneity, residential instability and the ability of the neighborhood to regulate crime
were the forces behind crime rates. However, Shaw and McKay‟s conclusion of upward
mobility and settlement in desirable neighborhoods during the 1940‟s was not as probable
twenty years later, when inner city residents lost their ability to find unskilled jobs
because those traditionally inner city industries moved out to suburbs. This created
concentrated and isolated populations of extremely poor minorities within inner cities
without any ability for upward residential mobility. Bursik and Grasmick (1993)
concluded that even though there was still some validity with this indirect relationship
presently, there was a need to consider the “economic and political contexts in which
these communities are embedded” (p. 263).
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A couple of groups worth particular attention when applying social
disorganization theory are adolescents and immigrants. Kingston, et al. (2009) focused
on the relationships between neighborhood social structure, social processes, delinquent
opportunity structures, and adolescent crime rates. They tested forty-four different
neighborhoods in Denver, Colorado that are said to be socially disorganized. It was
concluded that, as with earlier research, the lack of public resources, ethnic heterogeneity,
and poverty all had effects on the illegal activity of the local adolescents. The best
predictor of crime rates, however, was the perception of limited future opportunities for
the neighborhood youths. Adolescents in these inner city neighborhoods see themselves
at a disadvantage as compared to other youths and they see their situation as hopeless
with no chance of getting ahead.
Herzog (2009) discussed the relationship between socially disorganized
neighborhoods and an influx of immigrant populations. Neighborhood level data were
used for the city of Haifa, Israel. Recently there has been an increase in the number of
former Soviet immigrants that are moving into the city, and tend to reside in
concentrations. These concentrations, although creating some ethnic heterogeneity, tend
to stabilize the neighborhoods with their large numbers.

2.1.4 Routine Activities Theory
Routine Activity Theory is a relatively new criminological theory. Cohen and
Felson first introduced this concept in 1979 and posited that for a direct contact predatory
crime to occur, at a minimum three elements had to converge at the same time and
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location: motivated offenders, suitable targets and absence of guardians. Motivated
offenders are person who must have criminal tendencies as well as the ability to carry out
a crime. With regards to burglary, Repetto‟s (1974) study on residential crime indicates
that burglars tend to have some technical skills and use tools to aid them in crime.
Suitable targets are either a person or object the offender deems of value. Guardians can
be any person that impedes crime, directly or indirectly. Normally locations with
guardianship tend to have minimal crime.
Routine activities are “any recurrent and prevalent activities which provide for
basic population and individual needs” (Cohen and Felson, p. 593),” and may occur at
home, at work, or at activities outside the home. Cohen and Felson (1979) observed that
after WWII there was a change in the routine activities of many Americans from routine
activities at home, to routine activities elsewhere, and this shift made it possible for an
increase in crime. Their study employed statistical data from 1960 – 1971 and found the
following:
Female Population
Enrollment in Colleges increased 118 %
Married women joining the workforce increased by 31 %
Households unattended by 8 am increased by almost 50 %
Out of Town Travel
72 % increase in visits to state and national parks
144 % increase in plant workers receiving 3 weeks of vacation
time
184 % increase in overseas travel
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81 % increase in vacations (1967-1972)
These trends indicated an increase in the lack of guardianship and therefore an increase in
crime rates.
In recent years, there have been some additions and modifications to the original
Routine Activities theory‟s three key elements. Felson (1998) changed the term
“motivated” offender to “likely” offender. Brunet (2002) states that this change is more
than just cosmetic, that it actually indicates that the offender is rational in his/her
decision-making. Brunet (2002) further explains that an offender looks for fast and
painless gains, as well as, stating that the offender‟s decision to commit a crime “also
depends on specific setting, offense and type of offender” (p. 71). Target suitability has
taken on traits of the Rational Choice theory and of situational crime prevention.
Rational Choice theory posits that crime is a choice that is influenced by its cost and
benefits. According to Brunet (2002), situational crime prevention is a “synthesis of
many theories including routine activities . . .

rational choice . . . and

environmental criminology . . .” (p. 70) that reduces the opportunities that offenders have
of committing crimes. Examples would be the high crime rates of houses near interstate
ramps (Rational Choice) and bars on windows and doors (limiting access and situational
crime prevention).
Guardianship perhaps has been given the most significant change from its original
concept. Brunet (2002) states that guardianship now consists of three types of
relationships, that is, guardian/target, handler/offender and manager/place. The
guardian/target relationship is the original concept of guardianship. Handler/offender
relationships can be an intimate relationship (a parent who “handles” a child), a
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hierarchical (manager telling subordinates to get back to work), and among strangers (a
stranger questioning kids activities around a car). The manager/place relationship deals
with a guardian impeding crime at a location, for example, security guards at a federal
building.

2.2 How Burglars Choose Their Targets
A review of the literature indicates that residential burglars are methodic in how
they choose an acceptable target for burglarizing. Bernasco and Lrykx (2003) point out
that “burglars burgle for material profit, that they select their target areas and targets
with care, that they plan their act, and that they take a number of environmental factors
into account when deciding on where and when to attack.” (p. 985). They further assert
that other important factors for offenders are the target‟s distance from the burglar‟s
residence as well as how familiar the offender is with a particular neighborhood.
Bernasco and Nieuwbeerta (2003) suggest that residential burglars employ three
basic criteria in the search for a suitable target. The first criterion mentioned is
“Affluence of the neighborhood”. Burglars are monetarily driven and are more inclined
to burglarize more affluent neighborhoods than poorer areas. These neighborhoods are
not necessarily those of wealthy residents, but generally refer to a neighborhoods wealth
in relation to others in close proximity. Most residences have visual cues that the
offender uses for determining a home‟s prosperous nature. For example, an offender
would be more drawn to a home with a well-manicured lawn than one with a yard in need
of maintenance. The second criterion is the “expected likelihood of a successful
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burglary”. Offenders prefer neighborhoods with minimal social cohesion and have
stability issues. These neighborhoods lack the guardianship that the Routine Activities
Theory states as necessary to impede illegal acts. The cohesiveness and stability of a
neighborhood are traditionally measured by residential mobility and ethnic heterogeneity.
Residential mobility is the residential turnover of the neighborhood and ethnic
heterogeneity is the amount of ethnic diversity that a neighborhood has. Residents in the
neighborhoods with high turnover and ethnic heterogeneity tend to not know other
residents well and are therefore less likely to identify offenders as strangers or intervene
in situations that seem illegal. Bernasco and Nieuwbeerta‟s (2003) final criterion is the
“proximity of the burglar’s residence to the target”. According to Sarangi and Youngs
(2006), burglars in urban settings tend to pick targets that are within one or two miles of
the offender‟s residence while the distance for rural burglaries is increased somewhat.
Burglars prefer neighborhoods that they are familiar with and are less likely to be seen as
strangers. Choosing targets close to home allows the offender to have a better
understanding of a neighborhood‟s infrastructure as well as the habits and tendencies of
the residents.

2.3 Crime Hotspots and Geographic Factors of Crime
In recent years, criminologists have suggested that local law enforcement
agencies should focus their efforts on areas with high crime rates rather than their entire
jurisdiction. Crime is not dispersed randomly within an urban setting, rather occurs in
several small areas within an urban area. Hotspots are the locations that have an

17

identifiable boundary (e.g. census block group) with a high concentration of crime (e.g.
911 phone calls) over an extended period of time. According to Anselin, et al (2000), “if
hotspots are random, and can occur anywhere, then crime in these locations does not
depend on distinctive features found in the observed hotspots; and crime reduction efforts
that target these features are likely to fail” (p. 222). A review of the literature agrees
with this assessment that crime is not random and certain neighborhood characteristics,
environmental, demographic and socio-economic, “attract” more crime than others.
Ford and Beveridge (2004) investigated neighborhood business characteristics in
the areas with a high concentration of visible drug sales. They observed that locations
with the highest number of visible drug sales also had the highest percentage of liquor
stores. These neighborhoods also had the highest average of fast food establishments as
compared to lesser visibility neighborhoods. It is also interesting to note that the more
desirable business types, such as banks, supermarkets, gyms, etc, were sparsely populated
in the high visibility neighborhoods.
According to Suresh and Vito (2007), neighborhoods with a high concentration of
public housing tend to have higher crime rates. An analysis of police call data from the
Louisville, KY Police Department was employed to determine the violent crime
concentration within the public housing neighborhoods. The analysis resulted in hotspots
of violent crime within the northwest and north central areas of the city, both of which
have the majority of public housing units within Louisville.
The number of taverns and lounges within a neighborhood can also have a
positive effect on local crime rates. Roncek and Maier (1991) investigated whether the
number of taverns and lounges in a neighborhood had a detrimental effect on Cleveland

18

neighborhoods‟ crime from 1979 – 1981. Ten different crimes were tested and all crime
types had significantly higher rates in blocks with taverns and lounges than those without.
This can be explained with Routine Activities Theory.

2.4 Spatial Statistical Approaches of Crime Analysis
It has been well established that crime does not happen in random locations. As
discussed earlier, certain geographic factors tend to be more attributed to crime and have
higher crime rates than other locations. Neighborhoods with higher crime rates usually
have similar crime rates to adjacent neighborhoods and this clustering creates geographic
patterns across space. Below two categories of spatial statistical methods are discussed in
detail. Spatial autocorrelation measures, such as Global and Local Moran‟s I, are used in
this study to detect hotspots of crime while spatial regression method, particularly
Geographically Weighted Regression (GWR), is used to assess causal geographic factors
of high crime occurrences.

2.4.1 Spatial Autocorrelation
Mencken and Barnett (1999) point out that “spatial autocorrelation is present
when a value for variable X at location j is dependent upon the value of variable X at
location i” (p. 408). A spatial pattern could be characterized with either positive or
negative spatial autocorrelation. Positive spatial autocorrelation, or spatial clustering,
occurs when locations close by have similar high or low values. When values are
dispersed in mixed high and low values throughout the study area, the pattern is referred

19

to as negative spatial autocorrelation. Negative spatial autocorrelation arises when a
small numbers of high values are surrounded by low values and vice versa. Spatial
outliers are represented by negative spatial autocorrelation (Anselin et al, 2000). It is
worth noting that no spatial autocorrelation suggests random spatial patterns, often
termed as Complete Spatial Randomness (CSR).

2.4.1.1 Global Moran’s I
For this study, Global Moran‟s I (GMI) statistic is used to determine the type of
spatial autocorrelation of residential burglary at the Nashville area. A negative GMI
index value indicates negative spatial autocorrelation and vice versa. The mean of GMI
does not equal 0, like a zero-order correlation coefficient, but -1/N-1. The mean
approaches 0 the larger N becomes. GMI is given by the below equation:

where a row standardized spatial weights matrix, Wij is applied (Menchen and Barnett
1999, p. 409).
Moran‟s I is frequently used for determining spatial autocorrelation of crime.
Menchen and Barnett (1999) utilized GMI statistic to determine whether murders and
non-negligent manslaughters within midsouthern states were clustered or random. It was
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found that for the midsouth counties, the GMI statistic showed a statistically significant
amount of spatial autocorrelation for both crimes.
2.4.1.2 Local Indicators of Spatial Association
GMI only provides a single statistical value for the entire study area in that it only
addresses if there are some types of spatial patterns in crime. In most cases, this is not
very practical because crime investigators are often interested in knowing where certain
crimes tend to occur rather than if there are crime hotspots or not. To deal with this, local
methods are needed. As stated by Longley and Tobón (2004), Local Indicators of Spatial
Association (LISA) “measure the degree of spatial dependence between a value of a
variable at one location and its neighbors, where neighborhood is defined according to
some measure of proximity” (p. 509). LISAs allow criminologists to locate clusters of
high crime neighborhoods throughout a city. Furthermore, LISAs also present how
significant the spatial clustering of similar values is for a given location. While there are
several variations of LISA statistics that could be viable, only Local Moran‟s I (LMI) is
utilized in this study.
According to Anselin (1995), Local Moran‟s I (LMI) for any observation is
defined as

where “the observations Zj and Zi are deviations of the mean, and the summation over j
is such that only the neighboring values j ϵ Ji are included” (Anselin, 1995, p98). The
LMI statistic is thus used to indicate the locations of spatial clustering or spatial outliers.

21

In short, the LMI statistic is based on the Moran‟s I scatterplot‟s quadrants. The
pattern of spatial association is broken down into four categories that correspond to the
quadrants (Figure 2.1). Positive spatial autocorrelation is implied by both “high-high”
and “low-low” combination, that is, two neighboring locations have either high values or
low values. A “high-high” cluster, termed as hotspot, occurs when a high value is
located in a high value neighborhood. A “low-low” cluster, termed as coolspot, is the
exact opposite of the “high-high” clusters. The LMI combinations of both “high-low”
and “low-high”, on the other hand, indicate a pattern with negative spatial
autocorrelation, which signify spatial outliers and are when a high value is in a low value
neighborhood and vice versa (Messner et al, 1999; Zhang et al, 2008). As pointed out by
Boots and Tiefelsdorf (2000), although LMI can detect negative autocorrelation, the
statistic cannot differentiate clusters into either high or low values. Therefore LMI is
better suitable for detecting hotspots or coldspots of a certain variable in geographic
space.
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Figure2.1 Local Moran‟s I Clusters and Outliers (Source: Figure 1, Zhang et al, 2002)

The LMI statistic has widely been used to detect the locations of crime hotspots.
For instance, Almeida et al (2003) utilized LMI statistics to detect criminal spatial
patterns in the Brazilian state of Minas Gerais. It was found that there was a distinct
“North-South” division of Minas Gerais: The North had the least amount of hotspots;
however, there were high value outliers. The opposite was true for the Southern part of
the state

2.4.2 Regression Analysis with Spatial Data
Regression analysis is often employed by geographers in an attempt to find causal
relationships between a dependent variable and a set of independent or explanatory
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variables. Dependant variables are often known as the y-variable, the response variable,
or the regressand, while the independent variables are known as the x-variables, the
predictor variables or the regressors. In the most basic form, a linear regression, the
model is given by:

where yi is the regressand, and measured at location i, xi is the regressor, ϵi is the error,
and β0 + β1 are the parameters (Charlton and Fotheringham, 2009).

2.4.2.1 Ordinary Least Square (OLS)
Based on the above basic linear regression model, Ordinary Least Squares (OLS)
is a global, multivariate regression model. The OLS model is given as :

in which a linear combination of the predictors gives a prediction of the dependent
variable. In an OLS model, it is assumed that the processes causing the observable
events are consistent across a study area and this assumption will cause the analysis of
clustered data to unfortunately misrepresent the actual cause of the phenomena.
There are several issues when applying regression analysis directly on spatial
data. First, an assumption of the basic regression model is that all observations should be
independent of each other. However, this is not always the case. According to Tobler‟s
First Law of Geography (Tobler, 1970), “everything is related to everything else, but
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near things are more related to each other”. When applied to spatial data, there is the
possibility that the variables as well as the residuals, exhibit spatial dependency (Charlton
and Fotheringham, 2009). Another issue with using spatial data in a basic regression
model is inefficient estimates of the parameters. This occurs when the standard errors of
the parameters are too large due to spatial structure in the residuals. Spatial structure is
when the value of the regressand is dependent on nearby regressors. This dependency
again causes bias and inefficiency in the estimates (Charlton and Fotheringham, 2009).
The next supposition of basic regression models is one of homogeneity or stantionarity.
“It is assumed that . . . the relationships being modeled are the same everywhere within
the study area from which the data are drawn” (Charlton and Fotheringham, 2009, p. 3).
With spatial data, this is seldom the case in that there is often a variation in data
generation processes across space in a condition known as spatial heterogeneity (Charlton
and Fotheringham, 2009). Multicolliniarity is another issue that must be addressed in
multiple regression analysis. This occurs when two or more independent variables are
correlated and can change the results of the analysis; however, this phenomena only
affects the independent variables and not the ability of the regression analysis to predict
the model correctly. Lastly, Misspecification is another issue that occurs with regression
models. A model that is misspecified does not represent the data you are trying to
predict, for instance some important explanatory variables are missing. Misspecification
is probable when the standard residuals of the data have statistically significant spatial
autocorrelation (ESRI, 2009).
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2.4.2.2 Spatial Regression Models
There have been several different modified models, attempting to overcome these
problems when dealing with spatial data. The spatial error and spatial lag models are
used to find unbiased parameter estimates while the spatial case model, spatial expansion
model, spatial adaptive filtering, and multi-level modeling were developed for the
problem of spatial heterogeneity. None of these models, however, can encompass all the
issues described above.
Geographically Weighted Regression (GWR), originally developed by
Fotheringham, et al (1998), allows the estimation of parameters within a study area to be
measured when the location of the regressand and regressor are known. Based on the
Ordinary Least Squares regression model, the GWR is defined:

where yi(u) is the dependant variable at location u, β0i(u) describes the relationship
around this specific location (u). Typically, estimates are taken from locations with data;
however, this does not always have to be the case in real-world applications (Charlton
and Fotheringham, 2009). In short, GWR allows the coefficients to be estimated at a
localized level while maintaining the same structure across the study area. In this sense,
GWR is another example of local models as local Moran‟s I Index discussed before.
A weighting function is used to estimate the parameters within a GWR model.
The weighted function is based on distance, which creates a larger dependency for the
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estimate with the closer locations than locations further away. This estimator,

, is

shown as:

,
while the square matrix of the weights near location u:

.
Charlton and Fotheringham (2009) explain that the geographic weights are
contained in the leading diagonal and 0 is in its off-diagonal elements. These weights are
known as kernels whose form is typically a Gaussian shape. Typically, both parameter
estimates and associated regression point standard errors are generated with GWR
analysis (Charlton and Fotheringham, 2009).

2.4.2.3 Regression Models in Criminological Studies
Recent criminological studies have used OLS and GWR to look at the
relationships of crime rates and some geographic factors; however, due to the inherent
nature of crime rates in space, the GWR was a better model. Malczewski et al (2004)
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investigated the relationship between spatial patterns of crime and a number of socioeconomic characteristics. They employed both OLS and GWR regression models to
study crime patterns and factors in London, Ontario. Both models found a significant
spatial relationship between dependent and independent variables and GWR was able to
indicate local variations of this relationship. Overall, the results by GWR are an
improvement over the standard global multiple regression analysis.
In a similar study, Cahill and Muligan (2007) examined the effectiveness of GWR
and OLS in studying the spatial relationship of dependent and independent variables.
Crime statistics from Portland, OR were used. The eight variables (predictors) were used
against a violence measure (dependent variable) and it was observed locally varying
relationships between the violence crime rate and eight independent variables. It was
concluded that GWR analysis was the more effective modeling tool, and should be used
in a variety of criminological studies.

CHAPTER 3 DATA, STUDY AREA AND METHODOLOGY

3.1 Data and Data Preprocessing
The data used for this study are the point locations of burglary crime incidents
obtained from the Nashville Metro Police Department (NMPD). The data covers a
twenty-year period, and is at five-year intervals starting in 1988 and ending in 2008, that
is, 1988, 1993, 1998, 2003 and 2008. The NMPD only released data for those burglaries
that have been closed cases. The reasoning for the data restriction is to ensure that the
current investigations are not impeded. The original datasets are in a tabular format
(Access Database) and was cleaned up for address geocoding and further analysis.
The data clean-up process involves sorting out the residential burglaries from all
other burglary types. Each table within the database has a field that indicated the type of
burglary that was committed, i.e. commercial, residential, etc. Since this study mainly
focuses on the geographic patterns and geographic factors of residential burglaries,
residential burglary incidents are extracted to new tables. There was also an issue of
duplication in the data tables. It is assumed that when the database was created, the
duplicates were created for every item taken rather than the whole event. The duplicates
were identified and removed from the table based on the event date and the address. The
comparison was necessary because many addresses were burglarized more than once.
The absence of the zip codes makes geocoding almost impossible using the National
Address Locators. It was determined that manually entering the zip codes for each
address would be the best method because it would ensure that the geocoding would be
28
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done accurately. This solution, however, proves to be too time consuming, so a local
address locator was created and used instead in this study. Building a local address
locator in ArcCatalog, an ArcGIS Desktop application, is a fairly simple process, and it
allows the geocoding to be accurate. In order to create the locator, a number of address
geocoding parameters were specified, such as what shapefile the locator would be
referenced to and it was determined that a clipped streets shapefile would suffice (Figure
3.1 shows the basic parameters used for this process). Using the local address locator,
burglary incidents in all five study years were successfully geo-coded (Figure 3.2).

Figure 3.1: Local Address Locator Parameters
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Figure 3.2: Geocoding Results in the Nashville Inner City Area
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Lastly, it is expected that the population in the study area is not uniformly
distributed across space. To take into account the unevenly population, residential
burglary rates per 1000 at the block group level must be converted, given by:
Crime Rate = # of Residential Burglaries / Block Group Total Pop * 1000
Block group is used in this study mainly because the detailed census of socio-economic
characteristics is only available at census block group level in the U.S. Census 2000.

3.2 Study Area
3.2.1 Overview
The City of Nashville is the state capitol of Tennessee and is located in the northcentral part of the state in Davidson County. In 2009, the Nashville-Metro area had a
population of 1,582,264 making it the largest population center in Tennessee (Figures 3.3
and 3.4). According to City-Data.Com, Nashville‟s major employers include Vanderbilt
University and Medical Center (13,601 employees), HCA, The Healthcare Company
(10,525 employees), Saturn Corp (7,609), Nissan Motor Manufacturing (6,500), Gaylord
Entertainment (4,950), Shoney‟s Incorporated (3,670), The Kroger Company (3,350),
CBRL Group Inc (3,275), Dell Computer Corp (3,000) and BellSouth (3,000) (CityData.com). There are five universities in Nashville, including Vanderbilt, and many
entertainment options; Tennessee Titans, Nashville Predators, Grand Ole Opry, and the
Country Music Hall of Fame. The study of this thesis project includes all or a part of
Davidson, Cheatham, Williamson, Rutherford, Wilson, Sumner, and Robertson counties,

32

a total of 2,856.13 square miles, which encompasses a total of twelve cities and
townships (Figures 3.6, 3.7, and 3.8), including the City of Nashville.
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Figure 3.3: Population Distribution (1990)
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Figure 3.4: Population Distribution (2000)
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Figure 3.5: Study Area
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Figure 3.6: Cities and Townships
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Figure 3.7: Major Roads
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3.2.2 Population Characteristics
To better understand the study area, several maps were created to show the
geographic patterns of ethnic heterogeneity, residential turnover, and the economic
situation using Census 2000 data at block group level. As expected, the majority of block
groups are dominated by white population and thus not ethnically heterogeneous in
both1990 and 2000 census (Figures 3.8 and 3.9). The ethnic heterogeneity can only be
observed within the inner cities of the region‟s population centers. Nashville,
Murfreesboro, Franklin, Lebanon, Gallatin, and Springfield all have block groups with up
to 50% of the population being minorities, and all but Franklin have block groups where
the majority of residents are minorities. In addition, an increase of the minority
population between I-24 and I-40, southeast of the study area observed from 1990 to
2000 as shown in Figures 3.8 and 3.9. This is largely due to an increase in the number of
Hispanics moving into the study area.
Again, the main population centers in the study area tend to have higher
residential turnover, including downtown Nashville, Murfreesboro, Franklin, Lebanon,
Gallatin, Portland, Springfield, and Ashland City. The majority of the block groups
within these centers have a greater than 10% single population in the 1990 Census;
however, by 2000 the percentages of singles had dwindled to below 10% for the majority
of the block groups, with the exceptions in Nashville, Murfreesboro, Gallatin, and
Lebanon (Figures 3.10 and 3.11). The similar patterns can also be observed in Figures
3.12 and 3.13, where the urban areas tend to have higher percentages of renter-occupied
housing units than surrounding suburban and rural areas.
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Figure 3.8: Percentage of Minorities (1990)
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Figure 3.9: Percentage of Minorities (2000)
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Figure 3.10: Percentage of Singles (1990)
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Figure 3.11: Percentage of Singles (2000)
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Figure 3.12: Percentage of Renter-Occupied Housing Units (1990)
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Figure 3.13 Percentage of Renter-Occupied Housing Units (2000)
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Like many other major cities in the U.S., there are more issues in terms of poverty
and economic situations in the inner city of the major population centers of the study
area, which are mainly composed of block groups that are primarily working and lower
class (Figures 3.14 and 3.15), with the high percentages of people living below the
poverty line (Figures 3.16 and 3.17) and higher than average residential vacancies
(Figures 3.18 and 3.19). These are the areas that tend to exhibit higher levels of social
disorganization.
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Figure 3.14: Household Income (1990)
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Figure 3.15: Household Income (2000)
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Figure 3.16: Percentage of Persons Below the Poverty Line (1990)

49

Figure 3.17: Percentage of Persons Below the Poverty Line (2000)
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Figure 3.18: Percentages of Vacant Housing Units (1990)
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Figure 3.19: Percentages of Vacant Housing Units (2000)
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3.3 Methodology
3.3.1 Global Moran’s I
In order to perform more in-depth analysis, the existence and type of spatial
autocorrelation in the data needs to be ascertained. Global Moran‟s I (GMI) tool in
ArcToolbox, an application in ArcGIS Desktop 9.3 Spatial Statistics Tools toolbox, that
is, Spatial Autocorrelation (Morans I) tool, is employed. In this study, the analysis was
conducted at block group level. In addition to input file and data, three additional
parameters need to be specified (Figure 3.20). The first is the Conceptualization of
Spatial Relationships. In this study the inverse distance method was chosen. According
to ESRI there are several factors that analysts need to be aware of when using the inverse
distance conceptualization. When a zero is used as the distance band or threshold
distance, all of the data features are considered neighbors to each other; however, when
this parameter is left blank, a default threshold is applied. Also according to ESRI, when
using “inverse distance conceptualizations, weights for distances less than 1 become
unstable. The weighting for features separated by less than 1 unit of distance is a weight
of 1.”
Secondly, a distance type has to be determined as well. Two options are available
within the GMI tool: Euclidean and Manhattan distances. Euclidean distance is the
straight-line distance between any two points or „as the crow flies.‟ Manhattan distances
are distances between two points measured along a network, such as, city streets (Figure
3.21). Since a polygon shapefile is used for the GMI statistics, the Euclidean distance is
chosen for this study.
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Finally, the issue of standardization needs to be decided. There are two possible
options: none and row standardization. The latter, row standardization, is employed in
this process, which allows spatial weights to be standardized. According to ESRI, “row
standardization is recommended whenever the distribution of your features is potentially
biased due to sampling design or an imposed aggregation scheme. When row
standardization is selected, each weight is divided by its row sum (the sum of the weights
of all neighboring features). Row standardized weighting is often used with fixed
distance neighborhoods and almost always used for neighborhoods based on polygon
contiguity. This is to mitigate bias due to features having different numbers of neighbors.
Row standardization will scale all weights so they are between 0 and 1, creating a
relative, rather than absolute, weighting scheme. Anytime you are working with polygon
features representing administrative boundaries, you will likely want to choose the Row
Standardization option. Each weight is divided by the sum of the weights of neighboring
features. This standardization specifies a cutoff distance when the Inverse Distance
Conceptualization is used, and ignores any features that occur outside the distance (ESRI,
2009).
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Figure 3.20: Global Moran‟s I Dialogue Box

Figure 3.21: Distance Types From Point A to Point B
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As stated in Chapter 2, the GMI only determines whether the pattern is clustered,
dispersed or random for the entire study area. A Z-score and p-value are calculated to
determine the significance of the pattern. Z-scores are measures of standard deviation
and p-values measure probability and is able to reject the null hypothesis when the value
is smaller than or equal to the significance level, α. These statistics are both derived
based on normal distribution, which allows significance and confidence to be connected
to Z-scores and p-values (Figure 3.22). These statistics are used as an indication of
rejection of the null hypothesis, which assumes that spatial phenomena under study are
randomly dispersed across the study area. The pattern is clustered when the Moran‟s I
index is positive and the Z-score and p-value are both statistically significant and so the
null hypothesis can be rejected. (It should be noted that the researcher should be aware of
the possibility of Type 1 errors. A type 1 error is when the null hypothesis is rejected
when it is in fact true. Type 1 errors are represented as α.) On the other hand, a negative
Moran‟s I index is indicative of dispersion (ESRI, 2009).

Figure 3.22: Standard Normal Distribution (Source: Google Images)
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3.3.2 Local Moran’s I
In order to find out where the patterns are located in a study area, Local Moran‟s I
(LMI) can be used. In this study, the same block group shapefile used for the GMI
calculation is also applied to the LMI tool in ArcGIS Desktop 9.3, Spatial Statistics
Tools toolbox, Cluster and Outlier Analysis (Anselin Local Morans I), as well as the
same parameter settings (Figure 3.23). The p-values in this statistic suggest the same as in
the GMI, the Z-scores; however, have additional indications. A high positive Z-score
signals that surrounding features have similar values: either hotspots (areas with high
values) or coldspots (areas with low values). Spatial outliers are indicated by a negative
Z-score. Additionally, the tool creates a field, COType, that contains the type of spatial
cluster or spatial outlier a feature is. Features with high positive Z-scores therefore have
either a „HH‟ or „LL‟ value, indicating the existence of hotspots or coldspots
respectively. Features with negative Z-scores are assigned either a „LH‟ or „HL‟
COType. An „LH‟ is a feature with a low value surrounded by high-value features and
the opposite is true for „HL‟ features. These values are statistically significant at the 0.05
level (ESRI, 2009).
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Figure 3.23: Local Moran‟s I Dialogue Box

3.3.3 Regression Variables
In this study, both Ordinary Least Squares (OLS) regression and GeographicallyWeighted Regression (GWR) were adopted to locate the causal relationships among the
rate of residential burglaries and certain demographic, socioeconomic and housing
variables at block group level. The independent variables used in both regression
analyses can be divided into the three main categories of geographic factors, that is,
neighborhood ethnic heterogeneity, residential turnover, and economic well-being. The
following discussions explain these geographic factors and how the independent variables
represent these neighborhood characteristics.
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1) Ethnic Heterogeneity
Ethnic heterogeneity refers to the ethnic makeup of a neighborhood, with the
more diverse block groups being more heterogenic. Areas that are ethnically heterogenic
typically have higher burglary rates than less diverse neighborhoods. Percentage of
Minorities (PctMnty) is used to determine this characteristic, which is only considered
an appropriate measure when the percentage is within the upper and lower quintile.
Block groups that lie within this range are deemed to have a significant majority (white)
population and thus heterogenic.
2) Residential Turnover
Block groups with high residential turnover generally lack guardianship and have
above average crime rates. These block groups have high transient populations and
therefore resident familiarity is low. People unaware of whom their neighbors are lead to
the lack of guardianship, for people who don‟t know each other are less likely to act
when something suspicious is happening. In this study, Percentages of Singles
(PctSngl) and Percentages of Renter Occupied Housing Units (PctRtOcc) indicate the
transient populations.
3) Economic Well-Being
The socioeconomic status of a block group can also impact burglary rate. Poor
neighborhoods lack the resources to stave off criminal elements and create difficulties for
residents moving up the socioeconomic ladder. These issues allow for criminal cultures
to emerge and lead to high crime rates. For this study, Percentage of Persons below
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Poverty Line (PctBlPL) and Percentage of Vacant Housing Units (PctVcnt) are used
to measure economic situation of block groups.

3.3.4 Ordinary Least Squares Regression
In this study, OLS regression analysis was carried out in order to establish what
geographic factors could in general be affecting the crime rates throughout the entire
study area. The purpose is twofold; to compare the results from GWR analysis and to
provide a basis for assessing the incremental benefit of a spatially-varying-parameter
model. This is implemented by using the OLS tool in ArcToolbox, Spatial Statistics
Tools toolbox (Figure 3.24), Ordinary Least Squares, is used in this regard. The
dependent variable used in the OLS is the yearly crime rate, while the independent
variables (Section 3.3.3) are based off of the Census 1990 data for the years 1988 and
1993 and, the 2000 Census for the years 1998, 2003 and 2008.
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Figure 3.24: OLS Regression Dialogue Box

The following statistics can be used to assess the errors and goodness of fit among
different regression models (ESRI, 2009):


AIC - This is a model performance measure used for comparison between
regression models. The smaller value is associated with the better model.



R2 – This examines how well the OLS model fits the data.



R2 Adjusted – This modification of the R-square statistic compensates for the
effect that including additional independent variables necessarily increases the fit
of the data.
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In many cases, the estimated OLS regression model must be tested for
misspecification. One approach is to test the levels of spatial autocorrelation among
model residuals using the same parameters as in the original GMI analysis. In regression
analysis, the error term is assumed to be independent and identically distributed with
respect to space. Spatial autocorrelation among the residuals is an indication that this
assumption is violated, such that the standard errors are artificially low. As a result, one
may conclude that terms in the model are statistically significant when in fact they are
not. On a positive note, spatial autocorrelation suggests that there exist systematic spatial
structure that may be captured and incorporated into a model using a spatially-varyingparameter specification.

3.3.5 Geographically Weighted Regression
Geographically Weighted Regression (GWR) is to determine how underlying
factors may differentially affect the crime rates on a more localized basis. In this
particular study, this analysis was performed in the Geographically Weighted
Regression tool in ArcToolbox Spatial Statistics Tools toolbox (Figure 3.25) with both
1990 and 2000 census block group data. As in the OLS model, the 1990 census data
were used in the GWR analysis of the 1988 and 1993 burglaries while the burglaries in
the recent years utilized the 2000 census data. The analysis was done at block group level
as well. The dependent and independent variables employed are the same as in the OLS
regression analysis.
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In GWR, two parameters must be decided beforehand, namely Kernel Type and
Bandwidth Method. There are two choices for Kernel Type: Fixed and Adaptive. A
Fixed Kernel Type is used best when events are random and therefore not spatially
autocorrelated. Observations that are spatially autocorrelated, however, are best analyzed
with an adaptive kernel type (Charlton and Fotheringham, 2009). In this study, adaptive
kernel type was adopted.

Figure 3.25: Geographically Weighted Regression Dialogue Box

The second parameter of GWR, The Bandwidth Method, determines the extent of
the kernel for the analysis. There are three methods that can be chosen for this
parameter: AICc, CV, and Bandwidth Parameter. AICc (corrected Akaike Information
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Criterion) determines a bandwidth size that minimizes the AICc. Two measures are used
in this computation: the deviation between the observed and fitted values, and the
model‟s complexity. According to Fotheringham, et al (1998), the CV (Cross Validation)
score “is essentially the sum of estimated squared prediction errors...” (p. 1911). Thus
CV option identifies the bandwidth that minimizes the CV Score. Finally, the Bandwidth
Parameter option allows users to input a bandwidth of their choice. If the Kernel Type
chosen is fixed, then the coefficient will be in the same units as the coordinate system
(e.g. Feet if the coordinate system is NAD83 State Plane TN (FT)). If the user employs
the Adaptive Kernel Type, a count of the nearest observations would be the kernel‟s
bandwidth (Charlton and Fotheringham, 2009). In this study, the AICc method is used in
order to minimize the bandwidths; however, the researcher will need to be careful of not
overfitting the model.
After the run of the GWR tool in ArcGIS 9.3, some critical statistical results will
be saved in a table specified by users, in which the following statistics are included
(Table 3.1):


Bandwidth/Neighbors – As the statistic suggests, the value represents the
bandwidth of the kernel or the number of neighbors in the GWR model.
According to ESRI 2009, this value is the most important because it controls the
amount of smoothing the model undergoes.



Residuals Squared – Residuals are the difference between the observed and
estimated y-value. This statistic is the sum of the squared residuals in the GWR
model. The GWR Model is a better fit for the observed data when the Residuals
Squared value is smaller.
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Effective Number – According to ESRI, the Effective Number “reflects a
tradeoff between the variance of the fitted values and the bias in the coefficient
estimates, and is related to the choice of bandwidth. As the bandwidth approaches
infinity, the geographical weights for every observation approach 1, and the
coefficient estimates will be very close to those for a global OLS model. For very
large bandwidths, the effective number of coefficients approaches the actual
number; local coefficient estimates will have a small variance but will be quite
biased. Conversely, as the bandwidth approaches zero, the geographical weights
for every observation approach zero with the exception of the regression point
itself. For extremely small bandwidths, the effective number of coefficients is the
number observations, and the local coefficient estimates will have a large variance
but low bias. The effective number is used to compute a number of diagnostic
measures” (ESRI, 2009).



Sigma – The Sigma is the approximate standard deviation of the residuals.



AICc – This statistic is used to measure the model‟s performance as well as being
employed to compare different regression models (e.g. the OLS and GWR
models). Usually the one with the lower AICc value is considered a better fit for
the data.



R2 – This is a measure of how well the model fits the data. The statistic can range
from 0 – 1.0 and higher values indicate a better fit. A value of 0.51 roughly
signifies that 51% of the data variations of the dependent variable fit the estimated
model.



R2Adjusted – This value is always smaller than the R2. It normalizes the
numerator and denominator of the R2 value by degrees of freedom.

65

STATISTICS

VALUE

DESC

Neighbours

109.00000000000

ResidualsSquared

1243.61786404000

EffectiveNumber

126.31104424200

Sigma

1.44853855348

AICc

2660.26626871000

R2

0.58961441532

R2Adjusted

0.50284740935

Dependent Field

0

1988_Rate

Explanatory Field

1

TotMnrty

Explanatory Field

2

TotMinor

Explanatory Field

3

TotSgn

Explanatory Field

4

HHFChild

Explanatory Field

5

BelowPL

Table 3.1 Example of GWR Output Diagnostic Statistics Table

Another output of the GWR tool is a shapefile, which also contains the original
spatial features along with the below additional statistical results in its attribute table
(Figure 3.23):


Condition Number – It measures the local collinearity. Results become unstable
when the model has strong collinearity. CNs larger than 30 are unreliable.
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Local R2 – It is similar to R2 but calculated for each location instead of a single
value for the entire study area. Local R2 indicates how well the local model fits
the observed y value at the respective location.



Predicted – The estimated y value computed by GWR at each location.



Residuals – The difference between the observed and estimated y-value at each
location.



Coefficient Standard Error – ESRI states that the Coefficient Standard Error
“measure the reliability of each coefficient estimate. Confidence in those
estimates are higher when standard errors are small in relation to the actual
coefficient values. Large standard errors may indicate problems with local
collinearity” (ESRI, 2009).

Before the model can be accepted, it is essential to determine if the model has
been misspecified. Misspecification is often assessed by running the Global Moran‟s I
tool on the GWR residuals (Figure 3.26). Likewise, the same parameter settings can also
be used as the original Global Moran‟s I assessment. A spatially autocorrelated result by
GMI indicates a poor model and vice versa.
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Figure 3.26: Example of GWR Output Shapefile Attribute Table

CHAPTER 4 RESULTS

4.1 Results in 1988 Burglaries
4.1.1 Scatter Plots
The scatter plots for each of the independent variables (Figures 4.1 – 4.5) show
positive correlations between each and the crime rates. Percentage of Minorities and
Percentage of Renter Occupied Housing Units have the strong positive correlation, with
Percentage of Singles having rather weak correlation. Percentage of Vacant Housing
Units and Percentage of Persons below Poverty Line show moderate correlation.
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Figure 4.1: Scatter Plot – Percentage of Minorities (1988)
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Figure 4.2: Scatter Plot – Percentage of Singles (1988)
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Figure 4.3: Scatter Plot – Percentage of Vacant Housing Units (1988)
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Figure 4.4: Scatter Plot – Percentage of Renter Occupied Housing Units (1988)
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Figure 4.5: Scatter Plot – Percentage of Persons below Poverty Line (1988)
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4.1.2 Global Moran’s I
The Global Moran‟s I (GMI) Index is calculated at 0.178368 for 1988 burglary
crime (Table 4.1). This positive value indicates that burglary crime events tend to be
clustered in 1988. The Z-Score in 1988 shows this clustered pattern is with high level of
confidence. The Z-Scores range between – 1.96 and +1.96 with 95% confidence. At
15.793527, the score is outside the normal range of Z-Scores, suggesting an over 99.9%
confidence. With such a high Z-Score, it is safe to conclude that the burglary pattern was
too unusual for it to be random. Thus the null hypothesis of spatial randomness in 1988
burglary crimes can be rejected (Figure 4.6).
Moran's Index
Expected Index
Variance
Z-Score
P-Value

0.178368
-0.001443
0.00013
15.793527
0.0000

Table 4.1: Global Moran‟s I Statistics (1988)

Figure 4.6: Screen Capture of GMI Output Diaglog Window (1988)

72

4.1.3 Local Moran’s I
The Local Moran‟s I (LMI) Z-Scores (Figure 4.7) indicate that the clustering of
residential burglaries in 1988 mostly occurs within Nashville proper, and more
specifically the inner city, where there are mainly composed of block groups with very
high and very low Z-Scores. The P-Values (Figure 4.8) at the 95% level and better
correspond, as expected. A block group with a high Z-Score has similar values to its
adjacent block groups, while low Z-Scores are suggestive of local outliers. It is worth
noting that Z-Scores alone cannot differentiate between hotspots or coldspots nor whether
the outlier is dominated by high or low values. ArcGIS DeskTop LMI tool produces a
useful statistic, called CoType, which allows us to further examine the types of
“Clusters/Outliers”, that is, the types of spatial association. There are typically four types
of possible spatial association: 1) a “High-High Cluster”, that is, hotspot, is an area that
consists of neighboring block groups with high values; 2) a “Low-Low Cluster”, that is,
coldspot, is where neighboring block groups are most with low values; 3) a “High-Low
Outlier” is an area where majority block groups are with high values but mixed with a
small number of low values; 4) a “Low-High Outlier” is an area where majority block
groups are with low values but mixed with a small number of high values. Figure 4.9
shows that the hotspots of residential burglaries in 1988 are located within the central
city, although there are several block groups with a lower crime level than the
surrounding block groups. The clustering tends to be pretty consistent on both sides of
the Cumberland River around downtown Nashville. There are also hotspots just to the
southeast of downtown. Lastly, a coldspot of residential burglaries in 1988 is observed
along the northeastern border of Nashville.
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Figure 4.7: LMI Z-Scores (1988)
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Figure 4.8: LMI P-Values (1988)
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Figure 4.9: LMI Cluster and Outlier Types (1988)
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4.1.4 Ordinary Least Squares Regression
The Ordinary Least Squares (OLS) Regression does not fit well with this
particular set of burglaries. The R2 and Adjusted R2 values illustrate that the dependent
variables only account for 25% of the crime over the whole study area (Tables 4.2, 4.3,
4.4, and Figure 4.10.) Furthermore, the model is misspecified according to the GMI
analysis ran on the OLS model residuals. As a result, a GWR analysis is needed in order
to examine more closely the crime data.
Variable
Intercept
PCTMNRTY
PCTSNGL
PCTVCNT
PCTRTOCC
PCTBWPL

Coef
0.00867913574
0.04823141022
-0.01439298938
0.13522749427
0.02383901592
0.04919225451

StdError
0.40826241577
0.00754225194
0.02094851779
0.03608036808
0.01422529253
0.01756042417

Table 4.2: OLS Coefficients and Standard Errors (1988)

Diag_Name
AIC
R2
AdjR2
F-Stat
F-Prob
Wald
Wald-Prob
K(BP)
K(BP)-Prob
JB
JB-Prob
Sigma2

Diag_Value
4010.85995794000
0.24910069284
0.24362766582
45.51424502820
0.00000000000
122.71866151400
0.00000000000
82.87627016550
0.00000000000
564.64495979700
0.00000000000
19.09698793110

Table 4.3: OLS Diagnostic Statistics (1988)
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Moran's Index
Expected Index
Variance
Z-Score
p-Value

0.156186
-0.001447
0.000257
9.841802
0.000000

Table 4.4: GMI Statistics Calculated on OLS Residuals (1988)

Figure 4.10: Global Moran‟s I for OLS Residuals (1988)

4.1.5 Geographically Weighted Regression
The Geographically Weighted Regression (GWR) model fits relatively better with
the observed data than the OLS model (Table 4.5). The explanatory variables account for
approximately 58% of the model (R2 ~ 0.58). The AIC value of 3954.55 is smaller than
the OLS AIC of 4010.86 as well, confirming that the GWR is a slightly better model for
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this data. Further testing of the model, via Global Moran‟s I, shows that there are no
spatial autocorrelations among GWR model residuals (Table 4.6 and Figure 4.11).

NAME
Neighbours
ResidualSquares
EffectiveNumber
Sigma
AICc
R2
R2Adjusted
Dependent Field
Explanatory Field
Explanatory Field
Explanatory Field
Explanatory Field
Explanatory Field

VALUE
69.00000000000
7426.26312741000
175.85614628800
3.78582026055
3954.55012407000
0.58320122392
0.44254563718
0
1
2
3
4
5

Table 4.5: GWR Diagnostic Statistics (1988)
Moran's Index
Expected Index
Variance
Z-Score
p-Value

-0.014641
-0.001443
0.000255
-0.826895
0.408297

Table 4.6: GMI Statistics Calculated on GWR Residuals (1988)
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Figure 4.11: GMI Statistics Calculated on GWR Residuals (1988)

The local coefficients of GWR can be mapped for all of the explanatory variables in
order to get a better understanding of the localized effects of each independent variable
on the dependent variable. The distribution of the Percentage of Minorities coefficients
shows that the northeastern section of the study area is where the factor of the percentage
of minority has the most impact on crime rates (Figure 4.12). It is also interesting to note
that in parts of the inner city area this factor actually has negative effects on the rates.
The distribution of the Percentage of Singles coefficients specifies that in the
northwestern part of the study area; especially the northwestern edge along I-24, the
Percentage of Singles heavily affects the crime rates (Figure 4.13). Most of the block
groups within Nashville proper show a negative to zero association. The block groups in
the east portion of the inner city have the strongest correlation within downtown.
Southeast of Nashville, between I40 and I24 also show positive correlation.
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In the southwestern half of the study area there are strong positive associations
between the Percentage of Vacant Housing Units and crime rates. The largest
coefficients are located in the block groups in the inner city as well as the block groups
just to the west of the inner city. The northeastern half of the study area shows a negative
or zero coefficient; however, a small cluster of positive block groups (in the 0.0001 – 0.1
range) can be found on the northeastern edge of the study region (Figure 4.14).
The distribution of the Percentage of Renter Occupied Housing Units coefficient
shows that the strong positive correlation between crime rate and percentage of renteroccupied housing units exists just to the east and west of the inner city. Outside the
central region of the study area, most block groups show a negative / zero association
(Figure 4.15).
The map of the Percentage of Persons below Poverty Line coefficients reveals
that the most part of the inner city exhibits a strong positive association with these block
groups just to the west and northwest of downtown being the strongest. Most of the
block groups shows a negative or zero association with crime rates; although, there are
three relatively small clusters of positively associated block groups, one along the
southern edge of the study area, one just to the east of the inner city, and the other on the
eastern tip (Figure 4.16).
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Figure 4.12 GWR Coefficients – Percentage of Minorities (1988)
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Figure 4.13: GWR Coefficients – Percentage of Singles (1988)
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Figure 4.14: GWR Coefficients – Percentage of Vacant Housing Units (1988)
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Figure 4.15: GWR Coefficients – Percentage of Renter Occupied Housing Units (1988)
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Figure 4.16: GWR Coefficients – Percentage of Persons below Poverty Line (1988)
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4.2 Results in 1993 Burglaries
4.2.1 Scatter Plots
Like the previous year of 1988, the scatter plots for each of the independent
variables reveal positive correlations with crime rates. Similarly, percentages of
minorities, renter occupied housing units, and persons below the poverty line have the
strong correlation. Percentages of singles and vacant housing units both have a weak to
moderate correlation with crime rates (Figures 4.17 – 4.21).
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Figure 4.17: Scatter Plot – Percentage of Minorities (1993)
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Figure 4.18: Scatter Plot – Percentage of Singles (1993)
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Figure 4.19: Scatter Plot – Percentage of Vacant Housing Units (1993)
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Figure 4.20: Scatter Plot – Percentage of Renter Occupied Housing Units (1993)
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Figure 4.21: Scatter Plot – Percentage Persons Below Poverty Line (1993)
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4.2.2 Global Moran’s I
In 1993 data, the GMI Index value is 0.254393, which is an indication that the
crime patterns are positively spatially autocorrelated, thus clustered (Table 4.7). The ZScore is extremely high, 22.50735, indicating an over 99.9% confidence. As in 1988
data, the null hypothesis of spatial randomness can hence be rejected in 1993 data as well
(Figure 4.22).
Moran's I
Expected Index
Variance
Z-Score
P-Value

0.254393
-0.001443
0.000129
22.50735
0.0000

Table 4.7: GMI Diagnostic Statistics (1993)

Figure 4.22: Screen Capture of GMI Output Diaglog Window (1993)
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4.2.3 Local Moran’s I
Again, the map of LMI Z-Scores (Figure 4.23) reveals that most of the burglary
hotspots are located within the inner city area of Nashville. The block groups within the
inner city are have extremely high and low Z-Scores, with the low Z-Score block groups
being suggestive of an outlier. The statistically significant P-Values (95% or better) for
the 1993 burglaries match the Z-Scores that are outside the normal distribution limits
(Figure 4.24). The “Cluster/Outlier” map (Figure 4.25) verifies that the cluster of high
crime rates is concentrated within the inner city. As in 1988 data, there are two prevalent
“High-Low Outliers” inside the central city area: one is located on the southwestern edge
of the Nashville city limits and the other is just to the east of downtown.
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Figure 4.23: LMI Z-Scores (1993)
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Figure 4.24: LMI P-Values (1993)
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Figure 4.25: LMI Cluster and Outlier Type (1993)
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4.2.4 Ordinary Least Squares Regression
According to the R2 and Adjusted R2 values of the OLS regression analysis in
1993, the model fits the burglary data inadequately. The R2 and Adjusted R2 stand
approximately only 24 % (0.238) and 23% (0.232) respectively (Table 4.8and 4.9). This
inadequacy is further confirmed by a GMI test in which the Z-Score, 11.53, signifies that
the OLS model residuals are positively, spatially autocorrelated and therefore the OLS
model is misspecified (Table 4.10 and Figure 4.26).
Variable
Intercept
PCTMNRTY
PCTSNGL
PCTVCNT
PCTRTOCC
PCTBWPL

Coef
-0.10299381642
0.05403467817
-0.01745278026
0.14410439152
0.01592572045
0.08351252655

StdError
0.49438887169
0.00913335464
0.02536778717
0.04369183098
0.01722623992
0.02126494616

Table 4.8: OLS Coefficients and Standard Errors (1993)
Diag_Name
AIC
R2
AdjR2
F-Stat
F-Prob
Wald
Wald-Prob
K(BP)
K(BP)-Prob
JB
JB-Prob
Sigma2

Diag_Value
4275.77451693000
0.23801912131
0.23246532482
42.85701171390
0.00000000000
117.30015395400
0.00000000000
39.78719745510
0.00000016484
4027.90528811000
0.00000000000
28.00421766930

Table 4.9: OLS Diagnostic Statistics (1993)
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Moran's Index
Expected Index
Variance
Z-Score
p-Value

0.182203
-0.001447
0.000254
11.528183
0.000000

Table 4.10: GMI Statistics Calculated on OLS Residuals (1993)

Figure 4.26: GMI Statistics Calculated on OLS Residuals (1993)

4.2.4 Geographically Weighted Regression
The R2 value of GWR based on 1993 burglary rates is approximately 0.63 and
accounts for only 63% of the variations in the data. The Adjusted R2 accounts for about
half of the R2 value, or 50%. According to the AIC statistic, the GMI model fits better
with this data set than the OLS; GWR 4117.71 and OLS 4275.77. The analysis of GMI I
on the GWR model residuals also confirms that the model does fit still within the normal
Z-Score distribution, however, the model does lean towards dispersion (Tables 4.11,
4.12, and Figure 4.27).
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NAME
Neighbours
ResidualSquares
EffectiveNumber
Sigma
AICc
R2
R2Adjusted
Dependent Field
Explanatory Field
Explanatory Field
Explanatory Field
Explanatory Field
Explanatory Field

VALUE
69.00000000000
9394.61684194000
175.85614628800
4.25808533396
4117.71928202000
0.63269106535
0.50873663773
0
1
2
3
4
5

Table 4.11: GWR Diagnostic Statistics (1993)
Moran's Index
Expected Index
Variance
Z-Score
p-Value

-0.019462
-0.001443
0.000253
-1.133245
0.257111

Table 4.12: GMI Statistics Calculated on GWR Residuals (1993)

Figure 4.27: GMI Statistics Calculated on GWR Residuals (1993)
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The distribution of the 1993 Percentage of Minorities Coefficients (Figure 4.28)
shows that the southwest section of the study area as the locale where the Percentage of
Minorities has a strong association with residential burglary rates. Similar to the findings
in 1988, this explanatory variable has a negative association with crime rates within the
inner city area, and an intense negative relationship just southwest of the Cumberland
River.
An examination of the Percentage of Singles coefficients (Figure 4.29) indicates
that crime rates for those block groups that are more likely affected by this variable are,
for the most part, outside the Nashville city limit, that is, just northwest, southwest and
east of the city. The least related block groups are just south of the Cumberland River
within downtown Nashville. There are, however, two clusters of positively associated
block groups within downtown Nashville.
In downtown Nashville, there is a strong correlation between the crime rates and
the Percentage of Vacant Housing Units. Outside of the city center, the northwestern and
eastern regions of the study area are also positively associated, as well as three clusters
along the southwestern edge of the study area (Figure 4.30).
The map of the percentage of renter-occupied housing units specifies that the
inner city area is both the most positively and most negatively affected local crime rates
in the study area with the Cumberland River being the dividing line. Other positively
affected areas are to the south and northeast of the city center (Figure 4.31).

98

The analysis of the Percentage of Persons below Poverty Line indicates that the
northwestern half, excluding the immediate city center, of the city has a strong positive
association between the explanatory and dependant variables. In the inner city there is a
large negative relationship between the variables however. The southeastern corner and
east of the city limits are also the areas showing positive correlation (Figure 4.32).

99

Figure 4.28: GWR Coefficients – Percentage of Minorities (1993)
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Figure 4.29: GWR Coefficients – Percentage of Singles (1993)
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Figure 4.30: GWR Coefficients – Percentage of Vacant Housing Units (1993)
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Figure 4.31: GWR Coefficients – Percentage of Renter Occupied Housing Units (1993)
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Figure 4.32: GWR Coefficients – Percentage of Persons below Poverty Line (1993)
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4.3 Results in 1998 Burglaries
4.3.1 Scatter Plots
In 1998 data, all independent variables show a strong positive correlation with the
crime rates with the exception of the Percentage of Singles. The Percentage of Singles
variable has only a weak positive correlation and the trend line could indicate the absence
of any correlation (Figures 4.33 -4.37).
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Figure 4.33: Scatter Plot – Percentage of Minorities (1998)
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Figure 4.34: Scatter Plot – Percentage of Singles (1998)
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Figure 4.35: Scatter Plot – Percentage of Vacant Housing Units
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Figure 4.36: Scatter Plot – Percentage of Renter Occupied Housing Units (1998)

% Below the Poverty Line
%
P
o
v
e
r
t
y

90
80
70
60
50
40
30
20
10
0
0

10

20

30

40

50

60

Crime Rate per 1000 Households

Figure 4.37: Scatter Plot – Percentage Persons Below Poverty Line (1998)
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4.3.2 Global Moran’s I
The 1998 GMI value is calculated at 0.195583 and the Z-Score is very high as
well at 17.313221, both of which indicate a clustered pattern of the burglary crimes with
an over 99.9% confidence level. These statistics enable the rejection of the null
hypothesis of spatial randomness in 1998 data as well (Table 4.13 and Figure 4.38).

Moran's I
Expected Index
Variance
Z-Score
P-Score

0.195583
-0.001443
0.00013
17.313221
0.0000

Table 4.13: GMI Diagnostic Statistics (1998)

Figure 4.38: Screen Capture of GMI Output Diaglog Window (1998)
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4.3.3 Local Moran’s I
The LMI Z-Scores map for the 1998 burglaries reveal, as with previous years, that
the majority of the clustering occurs within the central city portion of Nashville. There
does appear to be some additional clustering just to the east of downtown. There is also
an outlier to the southwest of the clustering (Figure 4.39). As expected, the P-Value
block groups that are 95% statistically significant or better correspond exactly with the
clustered or outlier Z-Score block groups (Figure 4.40).
An assessment of the “Cluster/Outlier” map (Figure 4.41) gives the conformation
that the clustering does occur within the central city neighborhoods of Nashville. There
are block group outliers within the inner city with lower than average burglary rates. The
southern edge of the city does have three block groups that are outliers with higher crime
rates than the surrounding areas.
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Figure 4.39: LMI Z-Scores (1998)
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Figure 4.40: LMI P-Values (1998)

111

Figure 4.41: LMI Cluster and Outlier Type (1998)
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4.3.4 Ordinary Least Squares Regression
For this year, the OLS regression model works moderately well, based on the R2
and Adjusted R2. The model accounts for approximately 31% of the total variations
(Table 4.14 and 4.15). Additionally, the GMI analysis performed on the OLS residuals
show misspecification and therefore a poor model fit (Table 4.16 and Figure 4.42).
Variable
Intercept
PCTMNTY
PCTSNGL
PCTBWPL
PCTVCNT
PCTRENT

Coef
-0.70150481286
0.04083741696
-0.04250869087
0.12731968350
0.31290443175
-0.02229406221

StdError
0.35400329071
0.00798093095
0.02485865682
0.01952942511
0.04933777513
0.01173818546

Table 4.14: OLS Coefficients and Standard Errors (1998)
Diag_Name
AIC
R2
AdjR2
F-Stat
F-Prob
Wald
Wald-Prob
K(BP)
K(BP)-Prob
JB
JB-Prob
Sigma2

Diag_Value
3840.16746369000
0.31202266513
0.30684211291
60.22961488450
0.00000000000
118.62123864500
0.00000000000
31.52608449370
0.00000737326
27008.45006560000
0.00000000000
17.90001011860

Table 4.15: OLS Diagnostic Statistics (1998)
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Moran's Index
Expected Index
Variance
Z-Score
p-Value

0.120618
-0.001495
0.000128
10.786689
0.000000

Table 4.16: GMI Statistics Calculated on OLS Residuals (1998)

Figure 4.42: GMI Statistics Calculated on OLS Residuals (1998)

4.3.4 Geographically Weighted Regression
The GWR model fits the observed data relative better than the OSL model with
the R2 and Adjusted R2 values approximately 0.59 and 0.44 respectively (Table 4.17).
Thus the independent variables explain about 59% (44%) of the variations in the crime
rates. According to the AIC statistic, the GWR model is a minimal improvement over the
OLS model; 3829 and 3840 respectively. The analysis of Global Moran‟s I on the GWR
residuals further confirms that the GWR model fits the data (Table 4.18 and Figure 4.43).
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NAME
Neighbours
ResidualSquares
EffectiveNumber
Sigma
AICc
R2
R2Adjusted
Dependent Field
Explanatory Field
Explanatory Field
Explanatory Field
Explanatory Field
Explanatory Field

VALUE
67.00000000000
7144.37940540000
175.07532353000
3.79937972666
3829.09156371000
0.58646022715
0.44100967038
0
1
2
3
4
5

Table 4.17: GWR Diagnostic Statistics (1998)

Moran's Index
Expected Index
Variance
Z-Score
p-Value

0.009950
-0.001495
0.000127
-0.750124
0.453180

Table 4.18: GMI Statistics Calculated on GWR Residuals (1998)
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Figure 4.43: GMI Statistics Calculated on GWR Residuals (1998)

The Percentage of Minorities coefficients map reveals that just north and east of
the inner city has the strongest association between the dependent and independent
variables (Figure 4.44). The positively related block groups dominate most areas of the
study area. Negative or zero associations do occur in the central city block groups and
the eastern tip, however.
The Percentage of Singles within the block groups (Figure 4.45) tends to have a
negative or zero relationship with the crime rates inside the Nashville city limits. The
central city, excluding two clusters, is composed of block groups with strong negative
associations. Outside of Nashville, the rest of the study area predominately has a positive
relationship with the strongest relationships being just to the northeast of the city limits.
The vast majority of the study area is composed of the block groups with positive
relationships between the crime rates and the Percentage of Vacant Housing Units
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(Figure 4.46). The strongest positive relationships are in the northern half of the region.
The negative and zero associations are primarily in the northeastern and southern regions
of the study area.
The percentage of renter-occupied housing units has mostly a negative association
with crime rate throughout the study area with the strongest in the downtown
neighborhoods. There are several clusters of positive relationships throughout the study
area and the strongest positive relationship is in the inner city region (Figure 4.47).
The Percentage of Persons below Poverty Line coefficient map reveals that the
northeastern edge of the study area is composed of the block groups with positive
association. Within the Nashville city limits the relationships are mixed. The central city
area has mostly strong positive associations. The strongest positive relationships are
located just to the west of downtown (Figure 4.48).
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Figure 4.44: GWR Coefficients – Percentage of Minorities (1998)
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Figure 4.45: GWR – Percentage of Singles (1998)
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Figure 4.46: GWR Coefficients – Percentage of Vacant Housing Units (1998)
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Figure 4.47: GWR Coefficients – Percentage of Renter Occupied Housing Units (1998)
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Figure 4.48: GWR Coefficients – Percentage of Persons below Poverty Line (1998)
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4.4 Results in 2003 Burglaries
4.4.1 Scatter Plot
Similar to 1998, four of the five variables; percentages of minorities, vacant
housing units, renter occupied housing units, and persons below the poverty line, have a
moderate to strong positive correlation with burglary rates while the Percentage of
Singles has a weak negative correlation, however (Figures 4.49 - 4.53).
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Figure 4.49: Scatter Plot – Percentage of Minorities (2003)
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Figure 4.50: Scatter Plot – Percentage of Singles (2003)
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Figure 4.51: Scatter Plot – Percentage of Vacant Housing Units (2003)
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Figure 4.52: Scatter Plot – Percentage of Renter Occupied Housing Units (2003)
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Figure 4.53: Scatter Plot – Percentage Persons Below Poverty Line (2003)
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4.4.2 Global Moran’s I
The GMI Index value for 2003 is 0.237284 (Table 4.19). A positive Moran‟s I
value is indicative of clustered patterns rather than the expected randomness. The ZScore, 20.906415, is once again well outside the normal range of values, and confirms
that the pattern is too unusual for the burglaries to be occurring in random locations. The
extremely small P-Value confirms the statistical significance of the rejection of the null
hypothesis of spatial randomness in the 2003 data (Figure 4.54).
Moran's I
Expected Index
Variance
Z-Score
P-Value

0.237284
-0.001443
0.00013
20.906415
0

Table 4.19: GMI Diagnostic Statistics (2003)

Figure 4.54: Screen Capture of GMI Output Diaglog Window (2003)
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4.4.3 Local Moran’s I
As with previous years, the LMI Z-Score for 2003 indicates that the majority of
the clustering occurs within the city limits of Nashville, and more specifically in the
center of the city (Figure 4.55). There is some clustering along the southwestern edge of
the city perimeter. There are outliers scattered throughout the central city area, and a
single outlier to the east of Nashville. The statistically significant block groups (PValues) match with the spatially autocorrelated block groups (Figure 4.56). The
“clusters/outliers” map validates that the hotspots of residential burglaries are located
within downtown Nashville, however, there are several lower crime rate outliers in the
vicinity. There is a small coldspot cluster on the southwestern edge of the city limits.
There is also a group of hotspots along the eastern edge of Nashville (Figure 4.57).
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Figure 4.55: LMI Z-Scores (2003)
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Figure 4.56: LMI P-Values (2003)
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Figure 4.57: LMI Cluster and Outlier Type (2003)
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4.4.4 Ordinary Least Squares Regression
Based on the R2 and Adjusted R2, the 2003 OLS model explains the observations
moderately (Table 4.20 and 4.21.) Both statistics account for approximately 28% of the
variations in crime rates. A GMI analysis of the 2003 OLS model residuals indicates that
there is spatial clustering of the OLS residuals (Table 4.22 and Figure 4.58). The
spatially positive autocorrelation signifies that the model is misspecified and thus a poor
fit to the data.
Variable
Intercept
PCTMNTY
PCTSNGL
PCTBWPL
PCTVCNT
PCTRENT

Coef
0.06993408536
0.05737340932
-0.07525179421
0.08815842935
0.21336952440
0.00113881458

StdError
0.39089918055
0.00881274115
0.02744954309
0.02156487376
0.05447999037
0.01296159442

Table 4.20: OLS Coefficients and Standard Errors (2003)
Diag_Name
AIC
R2
AdjR2
F-Stat
F-Prob
Wald
Wald-Prob
K(BP)
K(BP)-Prob
JB
JB-Prob
Sigma2

Diag_Value
3973.01971027000
0.28495077761
0.27956637082
52.92148020300
0.00000000000
127.60836788500
0.00000000000
78.36755364520
0.00000000000
2558.08019472000
0.00000000000
21.82570084680

Table 4.21: OLS Diagnostic Statistics (2003)
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Moran's Index
Expected Index
Variance
Z-Score
p-Value

0.173432
-0.001495
0.000133
15.195209
0.000000

Table 4.22: GMI Statistics Calculated on OLS Residuals (2003)

Figure 4.58: GMI Statistics Calculated on OLS Residuals (2003)

4.4.4 Geographically Weighted Regression
The high R2 and Adjusted R2 values indicate that the 2003 GWR model fits better
with the observed burglary rates (Table 4.23). The GWR model accounts for
approximately 63%, Adjusted R2 approximately 50%, of the crimes within the study
region. The AIC for the GWR, ~ 3864, is an improvement over the OLS Regression,
~3973. The GMI statistic for the model residuals, however, demonstrates that the GWR
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diagnostic statistics area actually misspecified and is not a good fit for the data (Table
4.24 and Figure 4.59).
NAME
NAME

VALUE

Neighbours
ResidualSquares
EffectiveNumber
Sigma
AICc
R2
R2Adjusted
Dependent Field
Explanatory Field
Explanatory Field
Explanatory Field
Explanatory Field
Explanatory Field

67.00000000000
7521.92335661000
175.07532353000
3.89847629714
3863.59383034000
0.62886786071
0.49833295249
0
1
2
3
4
5

Table 4.23: GWR Diagnostic Statistics (2003)
Moran's Index
Expected Index
Variance
Z-Score
p-Value

-0.015775
-0.001495
0.000132
-1.244535
0.213303

Table 4.24: GMI Statistics Calculated on GWR Residuals (2003)
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Figure 4.59: GMI Statistics Calculated on GWR Residuals (2003)

The Percentage of Minorities coefficient map reveals that the southern and eastern
regions of Nashville proper, as well as most the study area, maintain a positive
relationship between the explanatory variables and burglary rates (Figure 4.60). The
strongest associations are located northeast of the city center and in a cluster in the
northeastern area of the city. The northeastern region and southeastern tip of the study
area have a negative or zero relationship.
Approximately half of the study area includes those block groups with a positive
association between the crime rates and the Percentage of Singles (Figure 4.61). Within
the Nashville limits, the positive relationships are in the eastern and southern
neighborhoods. The eastern, southern and west/northwestern regions of the study area
have positive associations as well. The negative and zero relationships concentrate on the
city center, as well as the northern and southeastern regions of the study area.
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The inner city and just to the north/northwest have a very high positive
association between the Percentage of Vacant Housing Units and burglary rates (Figure
4.62). The eastern and northwestern regions of the study area also exhibit positive
relationships. The negative and zero relationships are located in the southern area of the
study boundary, as well as, two clusters northeast and directly east of the city center.
The map of Percentage of Renter Occupied Housing Units coefficients is
composed primarily of the block groups with negative and zero associations with the
dependent variables, and the strongest of these relationships is in the inner city. The
positive associations spread throughout the study area, with the major clustering in the
south, northeast and the central city. The strongest positive relationship is located just to
the northeast of the city center (Figure 4.63).
The Percentage of Persons below Poverty Line map (Figure 4.64) tends to have
the strongest positive relationships within the western central part of Nashville and study
area towards the residential burglary rates. The northern tip of the study area also has
clusters of positive associations. The negative relationships are primarily in the southern,
eastern, and northwester regions of the study area and the strongest associations are in the
inner city, southeast of the Cumberland River.
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Figure 4.60: GWR Coefficients – Percentage of Minorities (2003)
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Figure 4.61: GWR Coefficients – Percentage of Singles (2003)
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Figure 4.62: GWR Coefficients – Percentage of Vacant Housing Units (2003)
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Figure 4.63: GWR Coefficients – Percentage of Renter Occupied Housing Units (2003)
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Figure 4.64: GWR Coefficients – Percentage of Persons below Poverty Line (2003)
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4.5 Results in 2008 Burglaries
4.5.1 Scatter Plot
The scatter plots for 2008 are similar to those in 1998 and 2003. The same four
variables, that is, percentages of minorities, vacant housing units, renter occupied housing
units, and people below poverty line, all have positive correlation with the burglary rates.
Percentages of minorities, renter occupied housing units, and people below poverty line
all have a strong positive association and while Percentage of Vacant Housing Units only
have a weak to moderate correlation, which is different from the findings in the previous
years when Percentage of Vacant Housing Units exhibits strong correlation with the
burglary rates. The Percentage of Singles showed almost no correlation (Figures 4.65 –
4.69).
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Figure 4.65: Scatter Plot – Percentage of Minorities (2008)
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Figure 4.66: Scatter Plot – Percentage of Singles (2008)
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Figure 4.67: Scatter Plot – Percentage of Vacant Housing Units (2008)
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Figure 4.68: Scatter Plot – Percentage of Renter Occupied Housing Units (2008)
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Figure 4.69: Scatter Plot – Percentage Persons Below Poverty Line (2008)
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4.5.2 Global Moran’s I
In 2008 the residential burglary has a high Z-Score of 16.277513 and a GMI
Index value of 0.184221, both of which are indicative of a clustered pattern. The
extremely high Z-Score also indicates that the burglary pattern is too unusual for it to be
random. The low P-Value in conjunction with the high Z-Score and positive Moran‟s I
value conclude that the null hypothesis, complete spatial randomness, can be rejected
(Table 4.25 and Figure 4.70).
Moran's I
Expected Index
Variance
Z-Score
P-Value

0.184221
-0.001443
0.00013
16.277513
0

Table 4.25: GMI Diagnostic Statistics (2008)

Figure 4.70: Screen Capture of GMI Output Diaglog Window (2008)
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4.5.3 Local Moran’s I
The Z-Scores for the 2008 LMI statistic show that the clusters of burglary crimes
are located in the central northeastern region of Nashville. This same area also is dotted
with outliers. The eastern tip of the study area also has a single outlier (Figure 4.71).
The P-Values map (Figure 4.72) indicates that the clustered block groups are 95% or a
better statistically significant probability. The LMI Clusters and Outliers map (Figure
4.73) confirms that the hotspots are located in the central northeastern region of
Nashville, as well as several cold outliers in the same vicinity. There is a hot outlier on
the eastern edge of the study area.
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Figure 4.71: LMI Z-Scores (2008)
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Figure 4.72: LMI P-Values (2008)
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Figure 4.73: LMI Cluster and Outlier Type (2008)
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4.5.4 Ordinary Least Squares Regression
In the 2008 the OLS regression model, independent variables only account for
17% to 18% of the crime rates with the OLS R2 and Adjusted R2 values at 0.181 and
0.174 respectively (Table 4.26 and 4.27). According the GMI conducted on the OLS
model residuals, the model is misspecified, heavily clustered in space, and thus a poor fit
for the data (Table 4.28 and Figure 4.74).
Variable
Intercept
PCTMNTY
PCTSNGL
PCTBWPL
PCTVCNT
PCTRENT

Coef
0.64312121253
0.04379245564
-0.01105948616
0.04043810323
0.06689544260
-0.01164846861

StdError
0.29042351126
0.00654753797
0.02039398669
0.01602189687
0.04047660083
0.00962998121

Table 4.26: OLS Coefficients and Standard Error (2008)
Diag_Name
AIC
R2
AdjR2
F-Stat
F-Prob
Wald
Wald-Prob
K(BP)
K(BP)-Prob
JB
JB-Prob
Sigma2

Diag_Value
3574.89306712000
0.18105972663
0.17489300770
29.36078793250
0.00000000000
88.99767056700
0.00000000000
34.01592697410
0.00000236368
3357.36213363000
0.00000000000
12.04764666010

Table 4.27: OLS Diagnostic Statistics (2008)

149

Moran's Index
Expected Index
Variance
Z-Score
p-Value

0.129824
-0.001495
0.000132
11.417973
0.000000

Table 4.28: GMI Statistics Calculated on OLS Residuals (2008)

Figure 4.74: GMI Statistics Calculated on OLS Residuals (2008)

4.5.5 Geographically Weighted Regression
The 2008 GWR model‟s explanatory variables account for approximately 47%
(28% Adjusted R2) of the observed data (Table 4.29). There are likely other additional
environmental factors that contribute to the crime rates. Another possible reason is due to
the use of 2000 census data to measure the independent variables, which is apparently out
of date in 2008. The GMI statistic indicates that the GWR model is not spatially
autocorrelated (Table 4.30 and Figure 4.75).
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NAME
Neighbours
ResidualSquares
EffectiveNumber
Sigma
AICc
R2
R2Adjusted
Dependent Field
Explanatory Field
Explanatory Field
Explanatory Field
Explanatory Field
Explanatory Field

VALUE
67.00000000000
5174.33717760000
175.07532353000
3.23338790015
3612.93971397000
0.47029185196
0.28398245655
0
1
2
3
4
5

Table 4.29: GWR Diagnostic Statistics (2008)
Moran's Index
Expected Index
Variance
Z-Score
p-Value

-0.011854
-0.001495
0.000132
-0.900890
0.367641

Table 4.30: GMI Statistics Calculated on GWR Residuals (2008)

Figure 4.75: GMI Statistics Calculated on GWR Residuals (2008)
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The majority, excluding a couple clusters of block groups on the northeastern and
southeastern edges of the region, of the study area is composed of the block groups with a
positive association between percentage of the minority population and the burglary rates.
The strongest positive associations are along the northern and eastern edges of the city
(Figure 4.76).
At the northeastern, southeastern, and central regions of the study area, the block
groups tend to exhibit a negative or zero relationships between the Percentage of Singles
and the crime rates. The strongest negative cluster is in the central city. The other
sections of the study area have positive associations between the dependent and
independent variables. The strongest of the relationships are located in the study‟s
northwest corner (Figure 4.77).
The map of Percentage of Vacant Housing Units coefficients shows that the
western half and eastern tip of the study area‟s crime rates are influenced by the large
percentage of vacant dwellings in these areas. The block groups with the most weight are
along the western edge of the study region, just northeast of downtown, and the central
city. The eastern and southern edge as well as the northern tip of the study region are
composed of the block groups with negative or zero relationships between the crime rates
and Percentage of Vacant Housing Units (Figure 4.78).
In most block groups, the Percentage of Renter Occupied Housing Units has a
negative or zero influence with the residential burglary rates. The strongest negative
associations occur along the southeastern edge of Nashville as well as the northwestern
edge of the study area. The inner city has a strong positive relationships between the
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dependent and independent variables. There is also a cluster of positively associated
block groups at the northeastern and southeastern edges (Figure 4.79).
The central, eastern, and northern regions of the study area primarily have block
groups with a positive association between the burglary rates and the percentage of
persons below poverty level. The strongest positive relationships are directly east and
west of south central Nashville. The remaining areas of the study have a negative or zero
association between variables, with the strongest of these in the north and east (Figure
4.80).
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Figure 4.76: GWR Coefficients – Percentage of Minorities (2008)
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Figure 4.77: GWR Coefficients – Percentage of Singles (2008)
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Figure 4.78: GWR Coefficients – Percentage of Vacant Housing Units (2008)
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Figure 4.79: GWR Coefficients – Percentage of Renter Occupied Housing Units (2008)
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Figure 80: GWR Coefficients – Percentage of Persons below Poverty Line (2008)
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4.6 Summary
Looking more in depth at the findings in all years under study, several
conclusions can be made. First, the percentage of minorities, vacant housing units, and
persons in poverty tend to have the positive correlation to the burglary rates in all five
years in the study area (Table 4.31). The findings indicate that the Percentage of Vacant
Housing Units variable, followed by the Percentage of Persons below Poverty Line, is
likely to have the strongest association with the crime rates out of all five independent
variables based on the results of the scatter plots and OLS coefficients. This can be
further confirmed by the LMI and GWR maps. The LMI maps show clusters in and
around block groups with high percentages of vacant housing units and the GWR maps
indicate that the majority of the study region is affected by this variable.
Variable
% Minorities
% Single
% Vacant
% Renter
Occupied
% Poverty Line

1988

1993

1998

2003

2008

0.04823141

0.05403467817

0.04083741696

0.05737340932

0.04379245564

-0.014392989

-0.01745278026

-0.04250869087

-0.07525179421

-0.01105948616

0.135227494

0.14410439152

0.31290443175

0.21336952440

0.06689544260

0.023839016

0.01592572045

-0.02229406221

0.00113881458

-0.01164846861

0.049192255

0.08351252655

0.12731968350

0.08815842935

0.04043810323

Table 4.31: OLS Coefficients – High Positive Coefficient (Vacancies and Poverty)
There are a couple reasons why the vacancies, minorities, and poverty are the best
predictors of crime. Ethnic heterogeneity seems to be one of the more important reasons
for the higher crime rates, especially for residential burglary. Comparing the percentages
of minorities by block group with the GWR coefficients, it is revealed that the areas that
have the highest percentages of minorities have negative correlation (same as really low
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percentages), however, those block groups tend to have positive coefficients with the
ethnic heterogenic populations. These diverse block groups with the higher positive
coefficients tend to be located near the block groups with higher percentages of minority
population. For instance, the area around Vanderbilt has a fairly diverse population,
however, the block groups to the north, west, and east have high populations of
minorities. It is probable that people from the surrounding block groups come to
Vanderbilt to carry burglarizing because there would be a lack of guardianship and would
be a low risk, high reward for the burglar. Also, burglars tend to burglarize areas that are
more affluent, yet within close proximity of their „home base.‟
Vacancies and large percentage of person‟s below the poverty line within block
groups is an indicator of block group wealth. The General Strain Theory asserts that
residents in poor regions tend to have the opinion that they will never be able to get out of
the economic situation they find themselves in. This thought process can lead individuals
to become associated with negative relationships (gang members, drug dealers, etc.) and
when enough residents in a region have the negative associations, criminal cultures
emerge. These poverty stricken neighborhoods do not have the ability, monetarily, to
combat this culture.
A second conclusion drawn from the results is that the Percentage of Singles has
little to no effect on the burglary rates. The scatter plots, OLS coefficients, and the GWR
maps for all years confirm this. For 1988 and 1993, singles scatter plots show a weak
positive correlation between the variables. For subsequent years, the variable had a non
or negative correlation with the burglary rates. The OLS coefficients table (Table 4.32
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and 4.33) demonstrates that the percent of singles has a negative coefficient, and
therefore is actually a deterrent of burglary. Finally, the GWR maps indicate that block
groups with high percentages of singles have a zero or negative association with the
crime rates.
Variable
% Minorities
% Single
% Vacant
% Renter
Occupied
% Poverty Line

1988

1993

1998

2003

2008

0.04823141

0.05403467817

0.04083741696

0.05737340932

0.04379245564

-0.014392989

-0.01745278026

-0.04250869087

-0.07525179421

-0.01105948616

0.135227494

0.14410439152

0.31290443175

0.21336952440

0.06689544260

0.023839016

0.01592572045

-0.02229406221

0.00113881458

-0.01164846861

0.049192255

0.08351252655

0.12731968350

0.08815842935

0.04043810323

Table 4.32: OLS Coefficients – Negative Coefficient (Percentage of Singles)
Variable
% Minorities
% Single
% Vacant
% Renter
Occupied
% Poverty Line

1988

1993

1998

2003

2008

0.00754225194

0.00913335464

0.00798093095

0.00881274115

0.00654753797

0.02094851779

0.02536778717

0.02485865682

0.02744954309

0.02039398669

0.03608036808

0.04369183098

0.04933777513

0.05447999037

0.04047660083

0.01422529253
0.01756042417

0.01722623992
0.02126494616

0.01173818546
0.01952942511

0.01296159442

0.00962998121

0.02156487376

0.01602189687

Table 4.33: OLS Coefficients – Standard Errors

The reason(s) for the negative impact the Percentage of Singles is not entirely
clear. It is conceivable that since the single population tends to be younger, and are
therefore searching for a mate, they would tend to be friendlier to others in similar
situations. This would lead to a guardianship effect in block groups with high
concentrations of singles. It is also possible that the areas with the highest single
population also have other geographic factors playing a dominant role and therefore
regulating singles to obscurity. This is, however, conjecture on the part of the author and
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would need to be investigated further in a subsequent study. Nevertheless, the findings in
this research suggest that Percentage of Singles may not be a good predictor of residential
burglaries and hence should be excluded in future studies of residential burglaries in the
study area.
The last conclusion is that it is likely that the 2008 analysis is inaccurate possibly
because the regression analysis was performed on the 2000 Census data. There is a high
probability that the population statistics are highly off from the actual 2008 data. If a
comparison is run between the GWR Diagnostic results for each of the years, 1988 –
2003 had R2 values between 50% and 60%, however, for 2008, the R2 value was under
50% and the AIC was actually higher than the OLS AIC (Table 4.32).
1988

1993

1998

2003

2008

OLS R2

0.24910069284

0.23801912131

0.31202266513

0.28495077761

0.18105972663

OLS Adj R2

0.24362766582

0.23246532482

0.30684211291

0.27956637082

0.17489300770

OLS AIC

4010.85995794000

4275.77451693000

3840.16746369000

3973.01971027000

3574.89306712000

GWR R2

0.58320122392

0.63269106535

0.58646022715

0.62886786071

0.47029185196

GWR Adj R2

0.44254563718

0.50873663773

0.44100967038

0.49833295249

0.28398245655

GWR AICc

3954.55012407000

4117.71928202000

3829.09156371000

3863.59383034000

3612.93971397000

Table 4.32: Comparison of OLS and GWR R2 and AIC Values (All Years)

CHAPTER 5 FURTHER DISCUSSIONS AND CONCLUSIONS

One of main objectives of this study is to determine if there are any changes in the
geographic patterns of residential burglaries over the 20 years or if the patterns remained
relatively stable. It is found that the hotspots of residential burglaries gradually moved
towards the northwest are of Nashville area from 1988 to 2008 (Figure 5.1). In order to
understand the cause of this northwestern shift of burglary hotspots, it is essential to
study how demographic and socio-economic statistics changed over time.
Compared to the other explanatory variables, Percentage of Minorities may have
the substantial influence on the shift of the hotspots of residential burglary in the region
(Figure 5.2). In these two maps only the areas of ethnic heterogeneity; any areas that have
a percentage in the lowest or highest quintile have been removed, with the middle two
thirds remaining, are included. The heterogeneity tends to expand northward and
eastward, which corresponds to the geographic changes in crime rates. From 1990 to
2000, the percentage of persons living in poverty also increased in the block groups with
over 10% of persons below the poverty line (Figure 5.3). The increase is mainly towards
the northeast of the inner city; however, there is an increase down to the south along I-24
where over the years there has been a gradual increase of Hispanic population. As
expected, these block groups also tend to be low income neighborhoods with high ethnic
heterogeneity.
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Figure 5.1: Movement of Burglary Hotspots from 1988 - 2008
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Unlike the above two variables, there are no obvious northeastern movements
observed in the other two independent variables, Percentage of Vacant Housing Units and
Percentage of Renter Occupied Housing Units (Figure 5.4 and 5.5). In fact, the
Percentage of Renter Occupied Housing Units stays relatively stable throughout the study
period and overall Percentage of Vacant Housing Units actually decreases over time. It is
probable that there have been changes in geographic distribution of these two factors; but,
the changes are likely lesser in scale than both minorities and poverty.
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Figure 5.2: Changes in Distribution of Minority Population (1990 – 2000)
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Figure 5.3: Changes in Distribution of Persons in Poverty (1990 – 2000)
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Figure 5.4: Changes in Distribution of Renter Occupied Housing Units (1990 – 2000)
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Figure 5.5: Changes in Distribution of Vacant Housing Units (1990 – 2000)
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The changes in the geographic distribution of the explanatory variables
somewhat support the hypothesis, that is, economically disadvantaged block
groups, ethnic heterogeneity, and transient communities have at least a partial
positive relationship with crime rates in the study area. In order to confirm this
hypothesis, an examination of the local regression (GWR) analysis, as well as an
investigation of the socially disorganized block groups, is conducted. For four of
the five years under GWR analysis, that is, 1988, 1993, 1998, and 2003, the
explanatory variables such as Percentage of Minorities, Percentage of Vacant
Housing Units, Percentage of Renter Occupied Housing Units , and Percentage of
Households Below Poverty Line, all fit relatively well with the dependent
variable. The Percentage of Singles variable, as indicated in the previous chapter,
is not a good factor to explain burglary rates. Each of the four years accounts
approximately 60% of the variations of the data with adjusted R2 between 44 % 50% (Figures 5.6, 5.7, 5.8, and 5.9).
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Figure 5.6: Crime Hotspots and Explanatory Variables (1988)
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Figure 5.7: Crime Hotspots and Explanatory Variables (1993)
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Figure 5.8: Crime Hotspots and Explanatory Variables (1998)
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Figure 5.9: Crime Hotspots and Explanatory Variables (2003)
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For 1988 to 2003, the variables pertaining to economic wellbeing, namely,
Percentage of Vacant Housing Units and Percentage of Persons below Poverty Line, and
ethnic heterogeneity (explained by Percentage of Minorities) tend to have the positive
relationship with residential burglary rates at block group level, which fits with the Social
Disorganization and Rational Choice theories of crime. The economic wellbeing of the
block groups show strong correlations in all of the analytical tests performed on the data,
including scatter plot, OLS, and GWR. The ethnic heterogeneity variable showed mostly
positive correlation with burglary rates using the scatter plot, although to a lesser extent
than economic wellbeing indicators, particularly as shown in the OLS and GWR. The
lack of wealth within these block groups would not allow the neighborhoods to have
extensive law enforcement and criminal cultures could emerge. It is also likely that
because of the poor economic situation, there would also be an absence of guardians.
The General Strain and Anomie theories also can be explained here. Persons living in
these neighborhoods would likely live and mature in an environment that is ineffective in
creating economic success, and this would likely lead to negative relationships upon the
individual pushing them towards crime.
The residential turnover variables, that is, Percentage of Singles and Percentage of
Renter Occupied Housing Units, have somewhat positive effect on burglary rates at block
group level. However this dependency varies in the five years under study. The
Percentage of Singles variable only has a significant relationship with the crime rates in
two years, namely, 1988 and 1993. For the rest of the study year, there is somewhat
weak positive or no correlation at all and in fact the areas with the positive correlations
tend to lie outside of the major crime areas and this factor thus may not be a good
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indicator of residential burglaries. Theoretically, though a large Percentage of Singles
does possibly link to a lack of guardianship, this alone is not enough for a neighborhood
to be disorganized enough to permit crime, at least as observed in the data in the
Nashville area. Compared to the Percentage of Singles, the Percentage of Renter
Occupied Housing Units tends to be a better explanatory variable for transient
community, but, like Percentage of Singles, it also varies in the five year under
examination. In 1993 and 2003, the majority of the hotspot block groups exhibit a
positive correlation between crime rates and Percentage of Renter Occupied Housing
Units. In 1988 and 1998 there is positive relationships to a lesser degree and most of the
hotspot block groups have a negative or zero correlation between the dependent and
independent variables. The difference is the renter association along with the smaller
OLS coefficients suggests that the renter occupied units have a small effect on burglary.
Residential turnover could still possibly be a strong positive indicator of residential
burglaries using other more appropriate variables, however, for this study, it appears that
residential turnover has a minimal effect on residential burglaries.
A more in-depth analysis of the block groups indicate that block groups that are
socially disorganized, have less crime than the block groups surrounding them. A
socially disorganized block group is one that is ethnically heterogenic, has greater than
10% vacant housing units, more than 10% of the population in poverty, and at least 25%
renter occupied housing units. Most burglars burglarize areas between 1 and 2 miles
from their home base and a 1.5 mile buffer was chosen to study the burglaries in close
proximity to the socially disorganized neighborhoods. For 1988, only one block group,
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No. 8, has more burglaries than its neighbors and this is most likely due to block group 8
having a higher income than the adjacent block groups (Figure 5.10).
In 1993 data, burglaries show similar tendencies with regards to socially
disorganized block groups (Figure 5.11). Within Nashville, block groups 6, 8, 14, and 16
all have more burglaries than their neighbors which is probably due to changes in the
adjacent block groups characteristics; e.g. slightly different vacancy number than when
the census was taken, etc. In 1998 and 2003, similar observations can be seen with a
couple exceptions (Figures 5.12 and 5.13). In 1998, block group X has a larger number
of events than its adjacent groups, but not in 2003, and the opposite is true for block
group XII. Block group V, for both years, also has greater number of observations than
neighbors. 2008 is similar to 1998 (Figure 5.14). As previously discussed, burglars have
a tendency not to attack the areas where they are immediately from, but look for more
attractive targets near their home bases. This analysis gives credence to this theory.
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Figure 5.10: Nashville‟s Socially Disorganized Block Groups (1988)
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Figure 5.11: Nashville‟s Socially Disorganized Block Groups (1993)
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Figure 5.12: Nashville‟s Socially Disorganized Block Groups (1998)
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Figure 5.13: Nashville‟s Socially Disorganized Block Groups (2003)
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Figure 5.14: Nashville‟s Socially Disorganized Block Groups (2008)
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In conclusion, this study, to an extent, addresses the two main research questions
of the study area: a) whether the burglary pattern moves over time? b) what geographic
factors may contribute to the observed patterns and changes? The burglary pattern did in
fact change over time and moved towards the northeast of the study area, largely due to
the shift of population groups. The geographic factors that tend to be involved in the
criminological process are the ethnic heterogeneity (explained by percentage of
minorities), neighborhood wealth (explained by Percentage of Vacant Housing Units and
Percentage of Persons below Poverty Line), and transient population (explained by
percentage of renter-occupied housing units). The Percentage of Singles does not appear
to be a major factor in determining the burglary rates and not indicative, as originally
thought, of a transient population. It is highly probable that other geographic factors may
affect the burglary rate and further research thus is needed.
The findings of this research should provide the crime analysis community a
better understanding of residential burglaries, which would assist police departments in
recognizing neighborhoods conducive to residential burglary and by doing so, aid them in
alleviating crimes in these areas. Local metro areas have several options to help alleviate
burglaries. Identification of socially disorganized neighborhoods and an increase in
police presence within the surrounding areas within a 2 mile radius may improve
burglary rates. The local government could have educational seminars in which tips on
how to “burglary proof” residences and help setup neighborhood watches could also be
done. Authorities could also contact insurance companies and obtain insurance reports of
the most heavily burglarized areas in an attempt to determine why certain neighborhoods
are more likely to be burglarized. In short this study offers some insights into residential
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burglary patterns in Nashville, TN and provides a foundation for future crime studies in
the region.
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