Abstract. We obtain an algorithm for Bernstein-Sato polynomials (b-functions) of arbitrary varieties defined by Budur, Saito, and Mustaţȃ. The algorithm induces an algorithm for solving the membership problem of multiplier ideals. We will present some examples computed with our algorithm.
Introduction
Multiplier ideals are very important in higher dimensional geometry to study the singularities of ideal sheaves. It reflects the singularities of the ideal sheaves and provides strong vanishing theorem called the Kawamata-Viehweg-Nadel vanishing theorem (see [3] ). However, the multiplier ideals are defined via a log resolution of the ideal sheaf and divisors on the resolved space, and it is difficult to calculate them except some cases. In the case of monomial ideals or principal ideals generated by a non-degenerate polynomial, one can construct a log resolution of the ideal in the category of toric varieties, and there is a combinatorial description of multiplier ideals (see [2] , [3] ).
On the other hand, Budur, Mustaţȃ, and Saito introduced generalized BernsteinSato polynomials (or b-function) of arbitrary varieties in [1] , and provide the description of multiplier ideals in terms of b-functions using the theory of the V -filtration of Kashiwara and Malgralge (Theorem 2.6). This description is convenient for computations using the theory of computer algebra. In the case where the ideal is a principal ideal, algorithms for b-function are known using the theory of Gröbner bases in Weyl algebras ( [5] , [6] , [7] and [9] ). We will generalize the algorithms to the case of arbitrary ideals (Theorem 3.3 and Theorem 3.5). Our algorithm induced an algorithm for solving membership problem for multiplier ideals thanks to Theorem 2.6. In particular, we obtain an algorithm for the log canonical thresholds of arbitrary ideals. Finally, we present some examples computed with our algorithm.
Preliminaries on the Weyl algebra
2.1. Gröbner bases in the Weyl algebra. Let K be a subfield of complex numbers C. Let X be the affine space K d with the coordinate system x = (x 1 , . . . , x d ), and S = K[x] = K[x 1 , . . . , x r ] a polynomial ring over K which is the coordinate ring of X. We denote by ∂ x = (∂ x 1 , . . . , ∂ xr ) the partial differential operators
the rings of differential operators of X, and call them the Weyl algebra. This ring is non-commutative K-algebra with the commutation rules
We use the notation
We also use the notation |α| :
We define the filtration · · · ⊂ F (v,w) 0
by the conditions v i + w i ≥ 0 and the commutation rules. So we can define the associated graded ring of D X with respect to the filtration
The
of I is the left ideal of gr (v,w) (D X ) generated by all initial forms of elements in I. A finite subset G of D X is called Gröbner basis of I with respect to (v, w) if I is generated by G and in (v,w) (I) is generated by initial forms of elements in G. It is known that there is an algorithm that gives a Gröbner basis ( [9] Algorithm1.2.6). We can compute the restriction of ideals to subalgebras using Gröbner bases as in the commutative case.
Lemma 2.1. Let Z be a subsystem of (x, ∂), and (v, w) a weighted vector such that v i , w j > 0 if x i and ∂ j are members of Z, and v i = w j = 0 otherwise. Let G be a Gröebner basis of I with respect to (v, w). Then G ∩ K Z is a basis of the left ideal I ∩ K Z .
From now on, we assume that the weight vector (v, w) satisfies
Then D X has a structure of a graded K-algebra: We set
as the commutation rules are "homogeneous of degree 0". Hence D X is a graded K-algebra
, we define the homogenization of P with homogenizing variable u 1 to be
2.2. Bernstein-Sato polynomials. Budur, Mustaţȃ, and Saito introduced generalized Bernstein-Sato polynomials (or b-function) of arbitrary varieties in [1] and proved relation between b-functions and multiplier ideals using the theory of the V -filtration of Kashiwara and Malgralge. Let X be the affine space K r+n with the coordinate system (x, t) = (x 1 , . . . , x r , t 1 , . . . , t n ), and Y = V (t 1 , . . . , t n ) = K r a liner subspace of X with the defining ideal I Y = t 1 , . . . , t n . Let S = K[x] = K[x 1 , . . . , x r ] be a polynomial ring over K which is the coordinate ring of Y . We denote by
, and ∂
, where s i 's are independent variables and i f s i i is a symbol, has a D Y -module structure by the action
Then it follows that N f is an D X -module because the actions defined above respect the relation [v, g] := vg − gv = v(g) where v is a vector field on X and g ∈ K[x, t].
From now on, we fix the weighted vector (w, −w) ∈ Z r+n × Z r+n where w = ((0, . . . , 0), (1, . . . , 1)) ∈ Z r × Z n , that is, we assign the weight 1 to ∂ i , −1 to t i , and 0 to x j and ∂ j . Then
and
. . , f n ) and g ∈ S is defined to be the monic polynomial of the lowest degree satisfying the relation
Remark that S Q ⊗ S D Y is the ring of differential operators of Spec S Q , and
. Note that ϑ = − ∂ t i t i is a homogeneous element of degree 0, and ϑ(g i f
i . In the case of n = 1 and g = 1, this definition coincides with the usual b-function of f 1 . It is known that b-functions are independent of the choice of a basis of a and all their roots are negative rational
Since t
The algorithm for b-functions in the case of g = 1 is known using the expression (3) (see [8] Algorithm 4.6. or [9] Algorithm 5.1.6). However, the algorithm needs new 2n variable and requires a lot of computer resources. Note that (Ann D X i f
We will recall the relations between b-functions and multiplier ideals following [1] . For a positive rational number c, the multiplier ideal J (a c ) is defined via an log resolution of a or the integrability of |g| 2 /( i |f
Let π :X → X = Spec S be a log resolution of a, namely, π is a proper birational morphism,X is smooth, and there exists an effective divisor F onX such that aOX = OX(−F ) and the union of the support of F and the exceptional divisor of π is a simple normal crossing divisor. For a given real number c ≥0, the multiplier ideal J (a c ) associated to c is defined to be the ideal
where KX /X = KX − π * K X is the relative canonical divisor of π. This definition is independent of the choice of a log resolution π :X → X. By the definition, if c < c ′ , then J (a c ) ⊃ J (a c ′ ) and for a rational number c, there exists ε > 0 such that J (a c ) = J (a c+ε ), If a is a principal ideal generated by f , then it holds that
ideals are integrally closed, and the multiplier ideal at the log canonical threshold is a radical ideal. It is known that for the analytic spread ℓ of a and c ≥ ℓ, one has J (a c ) = aJ (a c−1 ). There is a description of multiplier ideals in terms of b-functions. In particular, the log canonical threshold lct(a) of a = (f 1 , . . . , f n ) is the minimal root of b f (−s).
(ii) Any jumping coefficients of a in [lct(a), lct(a) + 1) are roots of b f (−s).
Therefore an algorithm for Bernstein-Sato polynomials induces an algorithm for solving membership problem for multiplier ideals and an algorithm for log canonical thresholds.
Algorithms for Bernstein-Sato polynomials
We describe an algorithm for Bernstein-Sato polynomials of arbitrary ideals. Let S = K[x 1 , . . . , x r ] be a polynomial ring over a field over K, and a an ideal with a basis f = (f 1 , . . . , f n ) as in the previous section. The algorithm for b-function in the case of n = 1 and g = 1 is well known (see [5] , [6] , [7] , and [9] ). We will generalize the algorithm for arbitrary n and g. 
In the case of j = k, it is obvious that (∂ t j t j )ϑ = ϑ(∂ t j t j ). Therefore ϑP = P ϑ for
is trivial, so we will show the converse.
where P ℓ ∈ J and Q(s) ∈ D X [s]. Taking the degree zero part of this equality, we may assume
Theorem 3.3 (Algorithm for global b-functions). Let
. Then compute the following ideals;
is the generator of I g,4 .
Proof. By Lemma 3.1 and Lemma 2.4,
* . As I 1 + gf 1 , . . . , gf n is a homogeneous ideal, we have
is the minimal generator of the ideal The algorithm calculate
We can compute local b-functions similarly to the usual b-functions ( [5] , [6] , [7] ).
Theorem 3.5 (Algorithm for local b-functions). Let I g,3 be the ideal in Theorem 3.3 with a primary decomposition
is the generator of the ideal
Proof. By the definition, b Q,f,g (s) is the generator of the ideal
This ideal equals to
Since I g,3 ⊗ S S Q = q i ∩S⊂Q q i ⊗ S S Q , we conclude the assertion.
We can calculate the multiplier ideal at the log canonical threshold.
Theorem 3.6. Let I 1,2 (= I 1,3 ) be the ideal in Theorem 3.3 in the case of g = 1 with a primary decomposition
Proof. Let Q be a prime ideal. Then J ⊂ Q if and only if all the roots of b Q,f (−s) is strictly greater than lct(a). This is equivalent to J (a lct(a) ) Q = S Q . Therefore J ⊂ Q if and only if J (a lct(a) ) ⊂ Q, and thus it follows that J (a lct(a) ) = J (a lct(a) ) = J.
We are also able to compute the second jumping coefficient of a. If (g 1 , · · · , g m ) is a basis of J (a lct(a) ), then the second jumping coefficient is min{c | b f,g i (−c) = 0 for some i = 1, . . . , m}. Proof. Let h ∈ J (a c ), and c
Since all the roots of b f,h (−s) is strictly greater than c, we obtain b f,h (−c ′ ) ∈ Q\{0}. Hence we conclude h ∈ K c ′ .
The ideal J c is a candidate of J (a c ). 
Examples
The computations were made using Kan/sm1 [10] and Risa/Asir [4] . Let J c be the ideal defined in Proposition 3.7.
Example 4.1. (i) Let M = (x ij ) ij be the n × n general matrix and
which is a basis of
. Then The b f (s) = (s + 2)(s + 3), and (ϑ + 2)(ϑ + 3)f Thus J (a c ) = S for 0 ≤ c < 
