Abstract. Let g = g 0 ⊕ g 1 be a simple Z 2 -graded Lie algebra and let b 0 be a fixed Borel subalgebra of g 0 . We describe and enumerate the abelian b 0 -stable subalgebras of g 1 .
§1 Introduction
In this paper we solve the following problem, which has been posed by D. Panyushev in [12, §3] . Suppose that g = g 0 ⊕ g 1 is a simple Z 2 -graded Lie algebra and let b 0 be a fixed Borel subalgebra of g 0 . Describe and enumerate the abelian b 0 -stable subalgebras of g 1 . We obtain uniform formulas (which will be displayed at the end of the Introduction) in terms of combinatorial data associated to the Z 2 -gradation. The interest in this question lies in a theorem by Kostant [7] (which has been generalized to the Z 2 setting by Panyushev [11] ) relating commutative subalgebras to the maximal eigenvalue of the Casimir element. More precisely, if a ⊆ g 1 is an abelian b 0 -stable subalgebra of dimension k, the corresponding decomposable k-vector in Λ k g 1 obtained by wedging the vectors of a basis of a is an eigenvector of maximal eigenvalue for the Casimir operator Ω 0 of g 0 . Viceversa, any decomposable element in the "maximal" eigenspace of Ω 0 which is a highest weight vector for the action of g 0 corresponds to an abelian b 0 -stable subalgebra.
Panyushev has solved the previous problem in the very special case of the little adjoint module (i.e., when g 1 is the irreducible g 0 -module of highest weight θ s , the highest short root of g 0 ). Panyushev's strategy consists in identifying, in these cases, the abelian b 0 -stable subalgebras of g 1 with the abelian ideals consisting only of long roots of a Borel subalgebra of the Langlands dual g ∨ 0 of g 0 . Then the enumerative result follows by providing a bijection between these ideals and the alcoves in the intersection of the fundamental chamber of the Weyl group of g 0 with the half-space (θ s , x) < 1.
Before describing our approach to the general case, let us discuss for a moment Peterson's 2 rank abelian ideals theorem and its interpretations, since this result is crucial for our goals. In [8] Kostant attributed to D. Peterson the following result: the abelian ideals of a Borel subalgebra of a simple Lie algebra g of rank n are 2 n in number. Moreover they are parameterized by a special subset of the affine Weyl group W of g, the one consisting of the so-called minuscule elements. In [3] a geometric interpretation of the minuscule elements was proposed: they are exactly the elements which map the fundamental alcove C 1 of W into 2C 1 . In particular they are 2 n in number, since the ratio between the volumes of 2C 1 and C 1 is 2 n . Very recently an alternative approach to Peterson's result has been proposed in [9] : identify Λ k (g) with Λ (k,k) u, where u = xg[x] is the space of g-valued polynomial maps without constant term and Λ (k,k) u is the subspace of elements in Λ k u having x-degree k. Then one can identify u with the nilradical u − F of the opposite parabolic subalgebra p F corresponding to g in extended loop algebra of g. Now GarlandLepowsky generalization of Kostant theorem on the cohomology of u − F relates the abelian ideals of a Borel subalgebra of g to the minuscule elements of W .
Our approach to the description of the abelian b 0 -stable subalgebras of g 1 is based on a suitable combination of the two ideas described above. Recall that Z 2 -gradings are in bijection with involutions. Given any involution σ of g, we give the notion of σ-minuscule element in W , and we prove that the set W σ ab of σ-minuscule elements is a parameter space for the abelian b 0 -stable subalgebras of g 1 . Then we describe a canonical polytope D σ such that the cardinality of σ-minuscule elements equals
. Finally we calculate V ol(D σ ). To describe more in detail the final outcome we have to fix some notation and to recall Kac's classification of involutions of simple Lie algebras.
Let g be a simple Lie algebra of type X N , σ be an involution of g and g = g 0 ⊕ g 1 the corresponding gradation. Let k be the minimal integer such that σ k is of inner type and consider a realization ( h, Π, Π ∨ ) of the affine Kac-Moody algebra g of type X
(k)
N . Set Π = {α 0 , . . . , α n }, and let a 0 , . . . , a n be the labels of the affine Dynkin diagram of g. Kac's classification of involutions states that σ is completely determined by a (n + 2)-tuple (s 0 , . . . , s n ; k), where n = rk(g 0 ), k is as above, and s 0 , . . . , s n are coprime non negative integers satisfying k n i=0 a i s i = 2. We can define a Z-grading g = g j of g (see §2.1), determined by σ, such that the degree zero space g 0 is a reductive subalgebra of g containing h. We denote by ∆ 0 the set of roots of g 0 relative to h; if ∆ + is the positive system of g corresponding to Π then we can choose ∆ + 0 = ∆ + ∩ ∆ 0 as a positive system for g 0 . We can view g 0 and g 1 inside g as follows. Following [6, Ch. 8], we consider the extended loop algebra
2), with its natural Z-grading.
Fix a Cartan subalgebra h σ in g 0 . There exists an isomorphism of graded algebras Ψ : L(g, σ) → g mapping h σ ⊗ 1 into h. Indeed, we can identify the set of h σ -roots of g 0 with ∆ 0 , so that ∆ + 0 defines a Borel subalgebra b 0 of g 0 . Moreover, Ψ maps g 1 ⊗ t −1 onto g −1 , and the b 0 -stable abelian subalgebras of g 1 correspond under Ψ to the Ψ(b 0 )-stable abelian subalgebras of g −1 .
Now remark that for the (n + 2)-tuple (s 0 , . . . , s n ; k) characterizing σ there are only three kind of possibilities.
(1) k = 1, and there exist two indices p, q such that a p = a q = s p = s q = 1 and s i = 0 for i = p, q. (2) k = 1, and there exists an index p such that s p = 1, a p = 2 and s i = 0 for i = p.
(3) k = 2, and there exists an index p such that s p = 1, a p = 1 and s i = 0 for i = p.
Denote by W σ the Weyl group of ∆ 0 . Let W f be the Weyl group of the root system generated by Π f = {α 1 , . . . , α n }.
Consider now case (1), the hermitian symmetric case. We can assume that p = 0, hence we may regard W σ as a subgroup of W f . Denote by ℓ σ , ℓ f the connection indices of W σ , W f , respectively. We have
This formula is proved by providing a decomposition D σ = D 
′′
σ is shown to be isometric to a region whose alcoves are indexed by a set of coset representatives of W σ in W f . Now we deal with cases (2), (3) . We prove that the polytope D σ is always contained in another polytope P σ which is the fundamental domain of a certain affine Weyl subgroup of W associated to g 0 . Hence we can compute the volume of P σ as the index of this subgroup in W .
Finally, it turns out that P σ \ D σ is either empty or it consists of exactly one alcove, so the volume of D σ can be computed from that of P σ , possibly correcting by −1. We finish the proof of our enumerative formulas by giving a simple criterion to decide whenever the correction occurs. We have
where a 0 is the label of the vertex 0 in the Dynkin diagram of type X (k) N , χ ℓ is the truth function which is 1 if α p is long and 0 otherwise and L is the number of long simple roots in Π f .
The paper is organized as follows. In section 2 we recall the facts we need about involutions, loop algebras, and Lie algebra cohomology. In section 3 we introduce the notion of σ-minuscule elements and we discuss the relationships of these elements with b 0 -stable abelian subalgebras in g 1 . Section 4 is devoted to the study of the polytope D σ . In section 5 and 6 we prove our main results, in the semisimple and hermitian symmetric case respectively. §2 Preliminaries
In this section we summarize the results on affine Kac-Moody Lie algebras that we shall need in the paper. Our main references are [6] and [10] . In particular we use the labeling of Dynkin diagrams as given in tables Aff k, k = 1, 2, 3 in [6, §4.8].
Given a diagram of type X (k)
N , fix a realization ( h, Π, Π ∨ ) of the corresponding generalized Cartan matrix. Let g denote the corresponding affine Kac-Moody Lie algebra and g the finite dimensional Lie algebra of type X N . If n + 2 = dim h is the rank of g, then, in § 8.6 of [6] , an automorphism of g is associated to each (n + 1)-tuple s = (s 0 , . . . , s n ) of non-negative coprime integers. We denote this automorphism by σ s,k and call it the automorphism of type (s; k). The following theorem is Theorem 8.6 of [6] . N . Let σ be an automorphism of g of order two and write g = g 0 ⊕ g 1 for the corresponding gradation. By the above Theorem, we can assume that σ is an automorphism of type (s 0 , s 1 , . . . , s n ; k). Indeed we recover the three possibilities described in the Introduction.
Set ∆ to denote the set of roots of g. Let Π = {α 0 , . . . , α n } be the set of simple roots of g and ∆ + the corresponding set of positive roots. If α ∈ ∆ we let g α be the corresponding root space.
The numbers s 0 , . . . , s n define a Z-grading on g as follows: if α ∈ ∆ write α = n i=0 m i α i and
Then, if x ∈ g α , we set deg(x) = ht σ (α). We also set deg(h) = 0 for h ∈ h. We denote by g i the span of all x ∈ g such that deg(x) = i. Set also ∆ i = {α ∈ ∆ | ht σ (α) = i}. Notice that ∆ 0 is the root system of g 0 .
Let
its universal (one-dimensional) central extension, and
where j ∈ {0, 1} is defined by j ≡ j mod 2. The following is Theorem 8.5 of [6] .
Theorem B. Let h σ be a Cartan subalgebra of g 0 . There exists an isomorphism
2.3. By means of the grading ht σ , we can define parabolic subalgebras
If we set Y = {i | s i = 0}, then the parabolic subalgebras p σ and p − σ defined above are the subalgebras p
The grading on g defines (by restriction) a grading on u − σ and, henceforth, on
to be the standard boundary operator affording the Lie algebra homology H * ( u − σ ). It is defined by setting
if p > 1 and ∂ 1 (x) = 0.
We now recall Garland-Lepowsky generalization [4] of Kostant's theorem. We need some more notation. Set ∆
If λ is a dominant weight for this positive system, denote by V (λ) be the irreducible g 0 -module of highest weight λ.
Recall that W σ is the Weyl group of ∆ 0 . Denote by W ′ σ the set of elements of minimal length in the cosets W σ w, w ∈ W . The following is a special case of Theorem 3.2.7 from [10] , which is an extended version of Garland-Lepowsky result.
Moreover a representative of the highest weight vector of V (w( ρ) − ρ) is given by e −β 1 ∧ · · · ∧ e −β p where N (w) = {β 1 , . . . , β p } and the e −β i are root vectors.
Set
Define a conjugate linear antihomomorphism y → y * of g setting e * i = f i , f * i = e i on Chevalley generators and h
Let ( , ) be the normalized standard form on g [6, §6.2] and denote by { , } the hermitian form defined by setting {x, y} = (x, y * ).
By [10, Theorem 2.3.13], the hermitian form { , } is positive definite on u − σ . We extend the form { , } to a hermitian form on Λ p u − σ in the usual way, by determinants.
σ be the adjoint of ∂ p with respect to the hermitian form { , } and consider the laplacian L p :
and the decomposition
Λ p u − σ = q∈Z (Λ p u − σ ) q is an orthogonal sum. Therefore ∂ * p ((Λ p−1 u − σ ) q ) ⊆ (Λ p u − σ ) q . In particular, since (Λ p+1 u − σ ) −p = 0, we have that ∂ * p+1 = 0 on (Λ p u − σ ) −p , hence L p |(Λ p u − σ ) −p = ∂ * p ∂ p |(Λ p u − σ ) −p .
2.5.
We need some remarks on affine roots. Recall that a root is called real if it is W -conjugate to a root in Π, imaginary otherwise. Imaginary roots are isotropic with respect to ( , ) whereas real roots are not isotropic. Moreover there are only two possible roots lengths for real roots, except for the case ∆ ∼ = A
2n , in which three lengths occur. We call long a real root of maximal length and short a real root of minimal length. If only one length occurs, we shall conventionally say that all roots are long. This convention will be relevant to the formulation of our results. Set δ = n i=0 a i α i . The following statements hold. (1) The imaginary roots in ∆ are ±N + δ.
(2) Suppose that g is of type X (k)
All these properties follow from [6, Theorem 5.6, Proposition 6.3], where the relationships between the root system ∆ and ∆ f (the root system generated by Π f ) are described in detail. The explicit relation between W and W f is given in [6, Proposition 6.5]. Sometimes in the following we shall implicitly refer to these descriptions. §3 The set W σ ab .
In the following we identify g and L(g, σ). We observe that, if α ∈ ∆ 0 , then α(d) = α(c) = 0. This allows us to identify the set of roots of g 0 with respect to h σ with the set ∆ 0 . Recall that ∆ + 0 = ∆ + ∩ ∆ 0 and let b 0 denote the corresponding Borel subalgebra of g 0 . Notice also that
Definition. We say that an element w ∈ W is σ-minuscule if
Denote by W σ ab the set of σ-minuscule elements of W . We can now state Proof. Let i ⊂ g 1 be a b 0 -stable abelian subalgebra and fix a basis {x 1 , . . . ,
It follows that v i is a cycle in Λ p u − σ and, since i is b 0 -stable and v i is h-stable, its homology class is an highest vector for an irreducible component V i of H p ( u − σ ). By Theorem C there exists an element w ∈ W such that ℓ(w) = p and V i = V (w(ρ)−ρ). We now check that w is σ-minuscule. Suppose that N (w) = {β 1 , . . . , β p }. Then there is a nonzero c ∈ C such that, fixing root vectors e −β i ,
Hence e −β i lies in the span of the vectors t
Thus we have established a map F : I σ ab → W σ ab . Suppose now conversely that w ∈ W σ ab and set N (w) = {β 1 , . . . , β p }.
. By 2.4 (2) and the subsequent Remark, it follows that
At this point we wish to count the elements in I σ ab by counting the elements of W σ ab . This can be done by computing the volume of certain polytopes. In the following we identify h R with h * R via the standard invariant bilinear form, thus, for all real roots α,
. Let π be the canonical projection mod δ and set
We define a W -invariant nondegenerate pairing between h * 0 and h * R /Rδ by setting (α, λ + Rδ) = (α, λ). Clearly the number of elements of W σ ab is equal to
Vol(C 1 ) . Given w ∈ W , a root β ∈ ∆ + belongs to N (w) if and only if H β separates wC 1 and C 1 . It follows that
. . , n} we define a number ǫ i as follows:
if k = 2 and α i is a long root.
Denote by ∆ max 0 the set of maximal roots in ∆
First of all we prove that Φ σ ⊆ {α ∈ ∆ + | ht σ (α) = 1}. This will imply obviously that C σ ⊆ P .
It is clear that, if s i = 0, then α i = α i + ǫ i s i δ ∈ ∆ + and ht σ (α i ) = 0 = 1. By 2.5 we have that Φ σ ⊆ ∆ ∪ {0}. We observe that
If k = 1 then we can rewrite the above formula as
If k = 2 then there is a unique index p such that s p = 0, so we can write
In any case we have (α, x) ≥ −k ht σ (α)(δ, x).
In particular, if α ∈ ∆ 
Let Γ σ be the Dynkin graph of Π 0 . Γ σ is, in general, disconnected. Each of its connected components is of finite type. We write Σ|Γ σ if Σ is a connected component of Γ σ . Assume that Σ|Γ σ , and denote by Π Σ the simple roots in Σ, by W Σ the relative Weyl group, W Σ = s α | α ∈ Π Σ , and by ∆ Σ the relative root system, ∆ Σ = W Σ Π Σ . Moreover, let θ Σ be the highest root of ∆ Σ , α Σ = kδ − θ Σ , Π Σ = Π Σ ∪ {α Σ }, and W Σ = s α | α ∈ Π Σ . If X |Σ| is the type of the (finite) system ∆ Σ , then the root system generated by Π Σ is clearly of type X (1)
We also set
W σ and W σ are the direct products
Observe that rk g 0 = rk g − 2 while the rank of [g 0 , g 0 ] is given by the rank of the subsystem ∆ 0 . It follows that g 0 is semisimple if and only if there is a simple root α p ∈ Π such that Π 0 = Π\{α p }. The calculation of the order of W σ ab is better performed by separating the case when g 0 is semisimple from the case when g 0 has a nontrivial center.
To simplify notation, henceforward we identify h * 0 with n j=1
Rα j and π(ω 0 ) with
As usual, we set θ = δ − a 0 α 0 . §5 The semisimple case
We assume that Π 0 = Π\{α p }, hence Φ σ = Π σ ∪ {α p + s p ǫ p δ}. We define
Then D σ ⊆ P σ . We shall first compute Vol(P σ )/Vol(C 1 ); then we shall see that the set difference P σ \ D σ is either empty or exactly one alcove of W . It is easily seen that P σ is a fundamental domain for W σ , hence by [1, VI.4, Lemma 1] we have that
This description is not directly useful to obtain an explicit result. Indeed, we shall compute the volume of a certain translate of P σ . We need some preliminaries about translations and the structure theory of W . For α ∈ h * 0 , we define the translation by α, t α : h * R → h * R , setting
This agrees with Kac's definition [6, 6.5.2], according to our conventions. The translation t α preserves the standard invariant form for all α ∈ h * 0 . Since t α (δ) = δ for all α ∈ h * 0 , t α induces a map π( h * R ) → π( h * R ) which we still denote by t α . Notice that for x ∈ h * 1 and y ∈ h * 0 we have
For any S ⊆ h * 0 , we set T (S) = {t α | α ∈ S}. Then W = W f ⋉ T (M ), with M the lattice generated by W f (θ ∨ ) [6, Proposition 6.5]. We explicitly describe the lattice M . The first part of the next proposition is well known.
with r i = 1 if α i is short, and r i = k if α i is long.
Proof. (1) If ∆ is untwisted, or a 0 = 2, then θ is long, so that W f (θ ∨ ) is the set of short coroots. Since Q ∨ is generated by the short coroots, we obtain M = Q ∨ . (2) If k > 1 and a 0 = 1, then θ is a short root and since w(θ ∨ ) = w(θ) ∨ for all w ∈ W f , M includes α ∨ for all short α ∈ ∆ f . Any long β ∈ ∆ f is an integral linear combination of short roots, say β = c 1 β 1 + · · · + c s β s , and
Since for any long β we have that
, with r i = 1 if α i is short, and r i = k if α i is long. Then we have that M ′ ⊆ M . We shall prove that in fact M = M ′ . It suffices to prove that for any short α i and w ∈ W f we have
The group W σ is not in general a product of a subgroup of W f and a subgroup of T (M ). This motivates the following construction.
Assume that Σ|Γ σ . If α 0 ∈ Π Σ , we set Π Σ,f = Π Σ \ {α 0 } ∪ {−θ}, and if α 0 / ∈ Π Σ , we set Π Σ,f = Π Σ . Moreover, we set Π Σ,f = Π Σ,f ∪ {kδ − θ Σ } and denote by ∆ Σ,f , ∆ Σ,f the root systems generated by Π Σ,f , Π Σ,f , respectively.
If ∆ ∼ = A (2) 2n , it is clear that θ Σ ∈ ∆ f and kδ−θ Σ ∈ ∆ (see [6] , warning after 6.3.8). Moreover, θ Σ is the highest root of ∆ Σ,f . Therefore ∆ Σ,f and ∆ Σ,f are isomorphic to ∆ Σ and ∆ Σ , respectively. Moreover ∆ Σ,f is isomorphic to the untwisted affine system associated to ∆ Σ,f .
Assume that ∆ ∼ = A
2n . Then p = n, and there is just one connected component Σ = Γ σ . ∆ Σ is of type B n , but ∆ Σ,f is of type C n . In fact, Π Σ,f = {−θ, α 1 , . . . , α n−1 }, α 1 , . . . , α n−1 are short roots of ∆ Σ,f , and −θ is long. Moreover, θ Σ = 2α 0 +· · ·+2α n−2 +α n−1 , and hence θ Σ = −θ +2α 1 +· · ·+2α n−2 +α n−1 .
Thus θ Σ is the highest short root of ∆ Σ,f and ∆ Σ,f is a twisted affine root system of type A (2) 2n−1 . We define
Moreover, since for any non-isotropic α, β ∈ h * 0 s α s β and s α s β , have the same period, we obtain that W Σ and W Σ,f , with the given sets of generators, are naturally isomorphic as Coxeter systems, though the respective root systems are not necessarily isomorphic.
Finally, we set
Π Σ,f , and
W σ,f is the direct product of the (finite) Weyl groups W Σ,f , and W σ,f is the direct product of the W Σ,f , for all Σ|Γ σ .
, where
Proof. By [6, Proposition 6.5]
, where M Σ is the lattice generated by W Σ,f (kθ ∨ Σ ). Hence the claim follows by the above discussion and Proposition 5.1.
The above structure results allows us to compute explicitly the index of W σ,f in W .
Proposition 5.3. We have
where L is the number of long roots in Π f and r p is the ratio between the squared length of α p and that of any short root.
Proof. By standard group theory we obtain [ W :
We have only to prove that, in all cases, [M :
Moreover, r p = 1. Hence the claim follows by Proposition
(2).
Next assume that p ≥ 1. Set
, hence the claim is true in this case, too. Now we assume that k = 2, so that a p = 1. If α p is short, then b p = 1. Moreover, ∆ ∼ = A (2) 2n . Thus we obtain 2α
R , where R is the number of short roots in Π f , and the claim holds. Then we assume that α p is long. If ∆ ∼ = A
2n , then b p = 2, hence 4α
, where R is the number of short roots in Π f , which is equivalent to our claim. Finally, if ∆ ∼ = A
2n , then p = n and α n is long. We have b n = 1, hence 4α ∨ n ∈ M σ and 2α
n+1 , which is the claim in this case.
We then prove that Vol(P σ ) is equal to [ W :
It is clear that H
Proof. For any Σ|Γ σ , set h *
Rα and
, and
, and ω 0 + A Σ,f is its fundamental alcove, hence a fundamental domain for this action. Moreover W Σ,f fixes pointwise h *
is the direct product
where the a i are the labels of the Dynkin diagram. Thus we have (θ, o j ) = 1. Set moreover o 0 = 0 and for j ∈ {0, 1, . . . , n} \ {p} defineω
for all j such that α j ∈ Π Σ .
Proposition 5.5. We have
Proof. We have
Thus, in any case, t −o p (α j ) = α j , and hence
, for all Σ|Γ σ . By the definitions of P σ and A σ,f , it follows that t −o p (P σ ) = A σ,f , hence the claim.
Since t −o p preserves the standard invariant form, we also have that
, we obtain that conjugation by t o p maps the generators of W σ onto those of W σ,f , hence it maps W σ onto W σ,f .
We are now going to study the difference set D σ \ P σ .
Remark. (1). Notice that
Lemma 5.6. Assume that α p is long. Then, for each Σ|Γ σ , α p is connected to exactly one root α j(Σ) in Σ. Moreover, a ′ j(Σ) = 1, and −kα
Proof. Let Σ|Γ σ . Our assumptions imply that ∆ ∼ = A (1) n , n ≥ 2, hence α p is connected to exactly one root in Σ, say α j(Σ) . Since α j(Σ) supports θ Σ and any other root in Supp θ Σ is orthogonal to α ∨ p , we also obtain (α
The above results imply in particular that if α p is long, then D σ is properly included in P σ , since −kα Proof. It suffices to prove that if α p is short then D σ = P σ . Since α p is short, for at least one Σ|Γ σ we have that θ Σ is a long root, and therefore (θ Σ , α ∨ p ) < −1. It follows that θ Σ + 2α p is a root. Hence kδ − θ Σ − 2α p ∈ ∆ 0 . Now we have 2α p − kδ = −(kδ − θ Σ − 2α p ) − θ Σ and since (x, β) < k for all positive roots β ∈ ∆ 0 and x ∈ P σ , we obtain (x, 2α p − kδ) > −2k. It follows that (x,
Finally we show that when D σ = P σ then the difference set is an alcove of W . In fact, we shall explicitly provide an element w σ ∈ W such that w σ (
where w 0 Σ is the longest element in W Σ and w * Σ is the longest element in W (Π Σ \ {α j(Σ) }). Define then
Next lemma implies in particular that w σ ∈ W .
Lemma 5.8. We have w σ (P σ ) = P σ .
Moreover
where w 0 is the longest element in W σ and w * 0 is the longest element of
Proof. By Lemma 5.6 a
It follows that w σ ( Π σ ) = Π σ , and hence that w σ (P σ ) = P σ .
Since
It is well known that −w 0 induces a permutation of Π 0 . Since Π 0 = Π\{α p } we can define α i ′ = −w 0 (α i ) for i = p. For calculating the action of w σ on C 1 we need the following lemma.
Lemma 5.9.
Proof. We first prove that g 1 is irreducible as g 0 -module. Remark that, as g 0 -modules,
Moreover, the highest weight of g 1 as a g 0 -module is −α p restricted to Span (α
gives the desired result.
Lemma 5.10. We have
hence, in particular, w σ (C 1 ) = P σ \D σ and Vol(P σ \D σ ) = Vol(C 1 ).
To prove the Lemma we have to check that w 0 (α p ) = kδ − α p . Let { ω 0 , . . . , ω n , δ} be the dual basis of {α 0 , . . . , α n , ω 0 }. It suffices to check that (w 0 (α p ), ω i ) = ka i −δ ip (δ ip is a Kronecker δ). For i = p this is obvious. Assume that i = p. We have (w 0 (α j ), ω i ) = (α j , w 0 ( ω i )) for 0 ≤ j ≤ n. This implies that w 0 ( ω i ) = − ω i ′ + m ω p + rδ for some m, r ∈ Z. By applying δ to both sides of the previous equation we find that a i = −a i ′ + a p m, hence, by Lemma 5.9, that m = 
where L is the number of long roots in Π f .
The uniform formula established in the previous theorem can be made completely explicit in each case. If k = 1 and a p = 2, we have
If k = 2 and a p = 1, we have
23 §6 The hermitian symmetric case.
In this section we assume that g 0 is not semisimple. Since k Proof. For w ∈ W f we denote by Des (w) the descent set of w, i.e. Des (w) = N (w) ∩ Π f . For I ⊂ Π f , set X I = {w ∈ W f | Des (w) ∩ I = ∅}. Note that W σ = s α | α ∈ I with I = Π f \{α q }. It is well known that X I is the set of minimal length representatives of the right cosets W σ \W f . In particular |X I | = [W f : W σ ]. We shall prove that D ′′ σ − o q = X q C 1 , where X q = {w ∈ W f | Des (w) ⊆ {α q }}, and o q = Next we prove the reverse inclusion. We consider y ∈ X q C 1 and prove that y + o q ∈ D ′′ σ . We have (y + o q , α q ) = (y, α q ) + 1 ≥ 0, and if i = q we have (y + o q , α i ) = (y, α i ) ≥ 0. Moreover, (y + o q , θ) = (y, θ) + 1 ≤ 2, and (y + o q , θ Σ ) = (y, θ Σ ) ≤ 1 for all Σ|Π σ . This concludes the proof.
Combining the two lemmas we find Theorem 6.3. If g 0 is not semisimple then
We summarize the explicit results in the following 
