We investigate the spectrum of the differential operator L λ defined by the Klein-Gordon
Introduction.
Let L denote the operator generated in L 2 (R + ) by differential expression l(y) = −y + q(x)y, x ∈ R + , (1.1) and the boundary condition y (0) − hy(0) = 0; here q is a complex-valued function, and h ∈ C. The spectral analysis of L was first investigated by Naȋmark [6] . In this paper, he has proved that some of the poles of the resolvent's kernel of L are not the eigenvalues of the operator. Moreover, he has proved that these poles are on the continuous spectrum. (Schwartz named these poles as spectral singularities [11] .) Furthermore, Naȋmark has shown that if the condition ∞ 0 e εx q(x) dx < ∞, ε >0, (1.2) holds, then L has a finite number of eigenvalues and spectral singularities with finite multiplicities. The effect of spectral singularities in the spectral expansion of the operator L in terms of principal functions has been investigated in [4, 5] . The dependence of the structure of spectral singularities of L on the behavior of q at infinity has been studied in [9] . In [10] , some problems of spectral theory of the operator L with real potential and complex boundary condition were studied under the condition on the potential
which is weaker than that considered in [6] .
We consider the operator L λ generated in L 2 (R + ) by the Klein-Gordon s-wave equation for a particle of zero mass with static potential 4) and the spectral parameter-dependent boundary condition
where a, b ∈ C, a ≠ ±i, a ≠ 0, q is a complex-valued function and is absolutely continuous on each finite subinterval of R + . Some problems of the spectral theory of the Klein-Gordon equation have been investigated in [2, 3] with real potential, and in [1] with complex potential subject to the boundary condition y(0) = 0.
In this paper, using the similar technique used in [1, 12] , we discuss the spectrum of L λ and prove that this operator has a finite number of eigenvalues and spectral singularities with finite multiplicities if the conditions
hold. Therefore we find the principal functions corresponding to the eigenvalues and the spectral singularities of L λ . In the rest of the paper, we use the following notations:
(1.7)
2. Preliminaries. We suppose that the functions q and q satisfy
Obviously we have from (2.1) that lim x→∞ q(x) = 0, x|q(x)| is bounded and
(see [1] ). Under condition (2.1), equation (1.4) has the following solutions:
for λ ∈ C + , and
x q(t)dt and K ± (x, t) are solutions of integral equations of Volterra type and are continuously differentiable with respect to their arguments. Moreover, |K ± (x, t)|, |K ±
x (x, t)|, |K ± t (x, t)| satisfy the following inequalities:
where
and c > 0 is a constant [3] . Therefore f + (x, λ) and f − (x, λ) are analytic with respect to λ in C + and C − , respectively, and continuous in λ up to the real axis. f ± (x, λ) also satisfy the following asymptotic equalities:
Moreover, from (2.3) and (2.4), we have
for λ ∈ R. Hence f + (x, λ) and f − (x, λ) are the fundamental solutions of (1.4) for λ ∈ R * . Let ϕ(x, λ) denote the solution of (1.4) satisfying the initial conditions
which is an entire function of λ.
Eigenvalues and spectral singularities.
Let ψ ± (x, λ) denote the solutions of (1.4) satisfying the following conditions:
(see [3] ). We obtain from (2.9) and (3.2) that if
then we can write the solution ϕ(x, λ) of the boundary value problem (1.4) and (1.5) as follows:
be Green's function of L λ . Then, using classical methods, we easily obtain the kernel of the resolvent as follows [6] :
Now we denote the eigenvalues and the spectral singularities of L λ by σ d (L λ ) and σ ss (L λ ), respectively. From (2.8), (3.1), (3.4), (3.5), and (3.7), we obtain that
Definition 3.1. The multiplicity of a zero of g ± in C ± is defined as the multiplicity of the corresponding member of the spectrum.
It is clear from (3.8) and (3.9) that, in order to investigate the quantitative properties of the members of the spectrum of L λ , we must investigate the zeros of g + (λ) in C + and g − (λ) in C − . We will consider the zeros of g + (λ) in C + . The zeros of g − (λ) in C − will be similar then.
We define the following sets:
Lemma 3.2. Under condition (2.1), (a) the set N + 1 is bounded and has at most a countable number of elements, and its limit points can lie only in a bounded subinterval of the real axis, (b) the set N + 2 is compact.
Proof. From (2.3) we get that g + is analytic in C + , continuous in C + , and it has the form
It is clear from (2.5) and (3.12) that A + ∈ L 1 (R + ) and
Hence the proof is obtained from (3.14) by the assumption i ≠ a.
Now we suppose that the following conditions hold:
We then have
Using (2.5) and (2.6) we find
From (3.17) we get that the functions f + x (0,λ) and f + (0,λ) can be continued analytically from C + into the half-plane Im λ > −ε/2. Hence g + (λ) can be continued analytically from C + into the half-plane Im λ > −ε/2. Therefore the sets N + 1 and N + 2 cannot have limit points on the real axis. From Lemma 3.2, we find that N + 1 and N + 2 have a finite number of points. Moreover, multiplicities of the zeros of g + (λ) in C + are finite. (Similarly, we can prove the finiteness of the zeros, and their multiplicities, of g − (λ) in C − .) From (3.8) and (3.9), we get the following theorem. Obviously (3.18 ) is weaker than (3.15) which was considered in [10] for Sturm-Liouville case with real potential. Using (3.18), (2.6), and (2.5), we obtain
Here c > 0 is a constant. (3.19) cannot let g + (λ) continue analytically into a domain containing the real axis. So the technique of analytic continuation fails to apply here. From (2.3), (2.5), condition (3.18) gives that the function g + is analytic in C + , and all of its derivatives are continuous in C + . So
t n e −(ε/2) √ t dt, n = 2, 3,..., (3.21) and c > 0 is a constant. Let N + 3 and N + 4 denote the sets of limit points of N + 1 and N + 2 , respectively, and let N + 5 denote the set of all zeros of g + with infinite multiplicity in C + . Clearly,
Since all the derivatives of g + (λ) are continuous on R, we then have
In order to show the finiteness of the zeros of g + (λ) and their multiplicities, we need to prove that N + 5 = φ. So we will use the following uniqueness theorem given by Pavlov.
Pavlov's theorem. Assume that the function g is analytic in C + , all of its derivatives are continuous on C + , and there exists T > 0 such that where E(s) = inf n (A n s n /n!), n = 0, 1,..., µ(Q s ) is the linear Lebesgue measure of s-neighborhood of Q, and h is an arbitrary positive constant, then g(z) ≡ 0 [9] .
Therefore we have the following lemma. Considering (3.21) , we obtain the following estimates for B n :
B n ≤ Dd n n n n!. . ..,λ l and λ l+1 ,...,λ r be the zeros of g + and g − in R * with multiplicities n 1 ,...,n l and n l+1 ,...,n r , respectively. From (3.4) we get that 
with norms
respectively, where n 0 = max{n 1 ,...,n l ,n l+1 ,...,n r }+1. Obviously,
and H − ∼ H + (which is the dual of H + ) [7, 8] .
Theorem 4.1. The principal functions for the spectral singularities do not belong to the space L 2 (R + ); these functions belong to the space H − , in general, ∂ n ∂λ n ϕ(x, λ) λ=λ i ∉ L 2 R + , n= 0, 1,...,n i − 1, i = 1,...,l,l+ 1,...,r , ∂ n ∂λ n ϕ(x, λ) λ=λ i ∈ H − , n= 0, 1,...,n i − 1, i = 1,...,l,l+ 1,...,r . Proof. Let 0 ≤ n ≤ n i − 1 and i = 1,...,l. From (3.5), we obtain 
