Abstract. In this note, we answer the invariant subspace problem.
Introduction
An important open problem in operator theory is the invariant subspace problem. Since the problem is solved for all finite dimensional complex vector spaces of dimension at least 2, H denotes a separable Hilbert space whose dimension is infinite. It is enough to think for a contraction T , that is, T ≤ 1 on H. Thus, T ( = 0) denotes a contraction in L(H).
Let λ always denote an element of the spectrum σ(T ) of T . If λ ∈ σ(T ) such that S = T − λI H is one-to-one, and has dense range, then S 1 (: Range(S) → H) always denotes a densely defined operator defined by S 1 (a) = S −1 (a)
for a in the range of S, where S −1 (a) denotes an element such that S(S −1 (a)) = a. Clearly, S 1 is a linear mapping, and S 1 is a densely defined operator in H. It is not assumed that S 1 is bounded or continuous.
If S = T −λI H is one-to-one, then clearly S is not onto. If S( = 0) does not have a dense range, then the closure of Range (S) is a non-trivial invariant subspace of S and so is of T . Thus, if S = T − λI H is one-to-one, then we always assume that S has a dense range. In the proof of Proposition 2.3, we show that S
Preliminaries and Notation
In this note, C and L(H) denote the set of complex numbers, and the set of bounded linear operators from H to H where H is a separable Hilbert space whose dimension is not finite, respectively. For any vectors h 1 and h 2 in H, (h 1 , h 2 ) denotes the inner product of h 1 and h 2 .
For a set A = {a i : i ∈ I} ⊂ H, A denotes the closed subspace of H generated by {a i : i ∈ I}, and σ(T ) denotes the spectrum of T .
By a densely defined operator K in H, we mean a linear mapping K on the domain D(K) (which is a subspace of H and dense in H) of K into H ( [4] ). It is not assumed that K is bounded or continuous. We have a Hilbert space adjoint K * of K whose domain D(K * ) is to consist of all y ∈ H for which the linear functional
The Main Results
If S and T are densely defined operators, then we have the natural definition for the domain of product ST [4] :
Recall that an arbitrary subset M of H is said to be linearly independent if every nonempty finite subset of M is linearly independent. * is an extension of T * S * . If, in addition, S ∈ L(H), then
Proposition 2.2. Let S in L(H) be one-to-one and not onto. Suppose that h is a non-zero vector in H such that h does not belong to the range of S and
Then A is linearly independent.
Proof. Suppose that A is not linearly independent. Then there are nonzero constants
where n i ∈ {0, 1, 2, 3, · · ·} and 0 ≤ n 0 < n 1 < · · · < n m . If n 0 = 0, then
It is a contradiction, since h does not belong to the range of S. Therefore, n 0 = 0.
In the same way as above, we conclude that equation (2.5) is a contradiction, since h does not belong to the range of S. Therefore,
Thus, by equation (2.4), ker S n 0 = {0} which is a contradiction, since S is one-to-one and so is S n 0 . Therefore, A is linearly independent.
Let T be a contraction in L(H) and λ ∈ σ(T ) such that S = T − λI H is one-to-one, and has dense range.
In this note, S 1 (: Range(S) → H) always denotes a densely defined operator defined by
for a in the range of S, where S −1 (a) denotes an element such that S(S −1 (a)) = a. Since S is one-to-one, S 1 is well-defined. Clearly, S 1 is a linear mapping, and S 1 is a densely defined operator in H. It is not assumed that S 1 is bounded or continuous.
An operator S in L(H) has a cyclic vector f if the vectors f, Sf, S 2 f, · · · span H, and a closed operator in H is one whose graph is a closed subspace of H × H. Proposition 2.3. Let T be a contraction in L(H) and λ ∈ σ(T ) such that S = T − λI H is one-to-one, and has a dense range.
Then, the densely defined operator S 1 : Range(S) → H has a closed extension. In fact, S * * 1 is an extension of S 1 . Proof. Since SS 1 is the identity operator on the range of S, for any y ∈ H, the linear functional 
1 (x n ) = 0, and (c) every non-zero vector is cyclic for S. Then,
Proof. Since S = T − λI H is one-to-one and λ ∈ σ(T ), there is a non-zero vector h which does not belong to the range of S, that is,
then by Proposition 2.2, A is linearly independent. Since h is cyclic for S, by Gram-Schmidt process, we have an orthonormal basis B ′ for H such that
where f i (i = 0, 1, 2, ···) is a polynomial satisfying {S n h : n = 0, 1, 2, ··, m} = {f i (S)h : i = 0, 1, 2, ··, m} for any m ∈ {0, 1, 2, · · ·}. By equation (2.8), e i ∈ range(S * 1 ) for i ∈ {0, 1, 2, · · ·}. Since S * 1 is one-to-one ( [4] ), there is a unique element h i ∈ H such that (2.12) S * 1 (h i ) = e i , for i ∈ {0, 1, 2, · · ·}. Since S 1 S is the identity operator on H,
By Proposition 2.1 and equation (2.12),
be a sequence in D(S * 1 ) such that lim n→∞ x n = 0. Then, by equation (2.14), there are coefficients c n,i contained in C such that (2.15)
Since lim n→∞ x n = 0, by our assumption (b), (2.8), (2.13) and (2.15), we conclude that For a λ ∈ σ(T ), if S = T − λI H is one-to-one, then clearly S is not onto. If S( = 0) does not have a dense range, then the closure of Range (S) is a non-trivial invariant subspace of S. Thus, in this note, if a non-zero operator S = T − λI H is one-to-one, then we always assume that S has a dense range. in D(S * 1 ) satisfying lim n→∞ x n = 0, then S = T − λI H has a non-trivial invariant subspace.
Proof. (a) Suppose that S is not one-to-one.
Then, ker S = {0}. If ker S = H, then ker S is a non-trivial invariant subspace for S. If ker S = H, then T = λI H which contradicts the hypothesis (2.21).
Thus, in this case, ker S is a non-trivial invariant subspace for S.
(b) Since S is one-to-one, S is not onto. It is enough to show that there is a non-zero vector k(∈ H) which is not cyclic for S. Suppose that it is not true, that is, every non-zero vector in H is cyclic for S. Then, obviously, S has dense range. Note that S satisfies every assumption (a), (b), and (c) of Proposition 2. 
Since S has dense range, for a given h ∈ H, there is a sequence
Since S * * 1 is an extension of S 1 , by (2.22) and (2.24), (2.25)
By equations (2.23) and (2.25), we conclude that
Thus, there is a non-zero vector k(∈ H) which is not cyclic for S. If
then M = {0}, since S is one-to-one, and clearly, M = H. Thus, we conclude that M is a non-trivial invariant subspace for S.
(a) If S = T − λI H is not one-to-one, then T has a non-trivial invariant subspace.
(b) If S is one-to-one and lim n→∞ S * 1 (x n ) = 0 for any sequence {x n } ∞ n=0
in D(S * 1 ) satisfying lim n→∞ x n = 0, then T has a non-trivial invariant subspace.
Proof. In either case, by Proposition 2.5, if T = cI H for c ∈ C, then S = T − λI H has a non-trivial invariant subspace M. Then,
Therefore, M is also a non-trivial invariant subspace for T . is a sequence in D(S * 1 ) such that lim n→∞ x n = 0, then, by the same way as the proof of Proposition 2.4, there are coefficients c n,i contained in C such that (2.27)
where h i (i = 0, 1, 2, · · ·) is defined by equation (2.13).
Without loss of generality, we assume that x n = 0. By equation (2.13),
For a given ǫ (> 0), there is a natural number N(ǫ) such that (2.29)
Since the inverse image (S * ) −1 ((H) 1 ) of the unit ball H 1 is a bounded set and
there is a positive number M such that
Note that
By equations (2.29), (2.30), and (2.31), S * Proof. Suppose that λ ∈ σ(T ) and λ 0 ∈ ρ(T ) satisfy (2.32).
(Case 1) S = T − λI H is not one-to-one. It is proven by Theorem 2.6(a).
(Case 2) S = T − λI H is one-to-one. Let {λ n } ∞ n=1 be a sequence in ρ(T ) such that (2.33) lim
and the mapping
is also a convergent sequence, clearly, (2.34) lim
We will show that there is a natural number m such that 
