Orthogonal arrays and other combinatorial aspects in the theory of uniform point distributions in unit cubes  by Niederreiter, Harald
Discrete Mathematics 106/107 (1992) 361-367 
North-Holland 
361 
Orthogonal arrays and other 
combinatorial aspects in the 
theory of uniform point 
distributions in unit cubes 
Harald Niederreiter 
Institute for Information Processing, Austrian Academy of Sciences, Sonnenfelsgasse 19, 
A-1010 Vienna. Austria 
Received 29 November 1991 
Abstract 
Niederreiter Harald, Orthogonal arrays and other combinatorial aspects in the theory of 
uniform point distributions in unit cubes, Discrete Mathematics 106/107 (1992) 361-367 
We examine connections between low-discrepancy point sets in unit cubes and combinatorial 
notions such as orthogonal arrays, and we also discuss a related combinatorial problem for 
vector spaces over finite fields which extends a basic problem of algebraic coding theory. 
1. Introduction 
We consider the problem of distributing points as uniformly as possible over an 
s-dimensional unit cube I” = [0, l)“, s 2 1. The uniformity of a point distribution, 
or rather its deviation from uniformity, can be measured precisely by a quantity 
known as the discrepancy. Thus, the smaller the discrepancy the more uniform 
the distribution. Finite point sets in I” with a nearly uniform distribution are 
therefore also called low-discrepancy point sets (here ‘point set’ means the same 
as ‘multiset’ in combinatorics, i.e., a set in which the multiplicity of elements is 
taken into account). Low-discrepancy point sets are of interest in their own right, 
but they also allow numerous applications, in particular to multi-dimensional 
numerical integration. Surveys of low-discrepancy point sets and their applica- 
tions are given in [3,5, lo]. 
The problem of constructing low-discrepancy point sets has a certain com- 
binatorial flavor, and this flavor has become more pronounced with the 
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introduction of the theory of (t, m, s)-nets in [6]. The formal definition of a 
(t, m, s)-net will be given below, and the underlying idea is that a (t, m, s)-net 
shows a very regular distribution behavior with respect to a whole family of 
subintervals of 1’. Intuitively, it is clear that if this family of subintervals is 
sufficiently large, then a (t, m, s)-net is a low-discrepancy point set, and indeed 
this can be made precise by the discrepancy bounds established in [6]. For a given 
dimension s 2 1 and a fixed integer b 2 2, an elementary interval in base b is a 
subinterval J of I” of the form 
J = fi [aibe4, (a; + l)beh) 
i=l 
with a;, di E Z for 1 s i c S. 
Definition 1. Let 0 < t d m be integers. A (t, m, s)-net in base b is a multiset P of 
b” points in P such that every elementary interval J in base b with Vol(J) = b’-” 
contains exactly 6’ points of P. 
Thus, for a (t, m, s)-net every elementary interval with a prescribed volume 
receives exactly the ‘right share’ of points. Clearly, smaller values of t mean 
stronger uniformity properties. Various constructions of (t, m, s)-nets are known 
by now (see [6-8, 11, 12]), and they are all based on a general construction 
principle introduced in [6]. We refer to [lo, Chapter 41 for an expository account 
of these constructions. 
In Section 2 we describe the relationship between (t, m, s)-nets and classical 
combinatorial concepts such as orthogonal arrays, orthogonal latin squares, and 
finite projective geometries, and in Section 3 we point out connections with 
combinatorics in vector spaces, algebraic coding theory, and some applications. 
2. Orthogonal arrays and (t, III, s)-nets 
The strongest uniformity properties of a (t, m, s)-net are obtained when t = 0. 
In this case, it was already shown in [6] that the existence of certain (t, m, s)-nets 
is equivalent to the existence of certain types of combinatorial designs. Con- 
cretely, Theorem 5.4 of [6] says that for s 2 2 there exists a (0,2, s)-net in base b 
if and only if there exist s mutually orthogonal squares of order b, and this is in 
turn equivalent to the existence of s - 2 mutually orthogonal latin squares of 
order b by a well-known principle (see [2, pp. 222-2231). Since the existence of 
b - 1 mutually orthogonal latin squares of order b is equivalent to the existence 
of a finite projective plane of order b (see [2, pp. 209-210]), this leads to the 
amusing consequence that there exists a finite projective plane of order b if and 
only if there exists a (0,2, b + 1)-net in base b. Furthermore, if M(b) denotes the 
maximum cardinality of a set of mutually orthogonal latin squares of order b, 
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then for m 3 2 a (0, m, s&net in base b can only exist if s G M(b) + 2 G b + 1 (see 
[6, p. 3041). Thus, there is a combinatorial constraint on the dimensions s for 
which (0, m, s)-nets in base b with m 2 2 can exist. 
Mullen and Whittle [4] have recently managed to generalize these results from 
[6] to (t, m, s)-nets with arbitrary t 3 0. This important step was made possible by 
realizing that for general t a comparable classical combinatorial structure is 
available in the form of orthogonal hypercubes. We shall describe a somewhat 
simpler and more direct approach to the results of Mullen and Whittle by using 
the theory of orthogonal arrays as expounded in Raghavarao [13, Chapter 21. 
Let us first note that when we ask whether a (t, m, $)-net in base b exists, then 
the cases m = t and m = t + 1 are trivial. A multiset consisting of a single point 
from f’ with multiplicity 6’ is clearly a (t, t, s)-net in base b. Furthermore, the 
multiset consisting of the points (n/b, . . . , n/b) E I”, n = 0, 1, . . . , b - 1, each 
with multiplicity b’, is easily seen to be a (t, t + 1, s)-net in base b. However, for 
m 2 t + 2 there is again a combinatorial constraint on the existence of a 
(t, m, s)-net in base b. According to [13, Definition 2.1.31, for s B 2, b 3 2, and 
t 3 0 an orthogonal array (b’+‘, s, b, 2) of index b’ is an s x br+* matrix A with 
entries from a set of b elements such that any 2 x b’+* submatrix of A contains all 
possible 2 x 1 columns with the same frequency b’. 
Theorem 1. Let s 3 2, b s 2, and t 2 0 be integers. Then there exists a(t, t + 2, s)- 
net in base b if and only if there exists an orthogonal array (br+2, s, b, 2) of index 
b’. 
Proof. Let x, = (xj’), . . . , xy’) E I”, j = 1, 2, . . . , brt2, be the points of a (t, 
t + 2, $)-net in base b. Then we define the s x b’+’ matrix A = (ajj) with entries in 
2, = (0, 1, . . . , b - l} by 
ajj = [bxji)j for 1~ i c s, 1 c j s b’+‘. 
A 2 x b’+’ submatrix of A consists of the hth row and the ith row of A, say, with 
1 s h < i 6 s. Given (c, d) E Zg, we have (a,, ai,) = (c, d) if and only if 
x,‘h’ E [c/b, (c + 1)/b) and xji) E [d/b, (d + 1)/b) 
Now J = mr=, J, with 
Jh = [c/b, (C + 1)/b), Ji = [d/b, (d + 1)/b), and J, = [0, 1) 
for r # h, i is an elementary interval in base b with Vol(J) = b-‘, and so J 
contains exactly b’ points Xi, 1 d j s b’+*. Thus, there are exactly b’ values of 
j, 1 d j s b’+*, with (a,, ajj) = (c, d), and so A is an orthogonal array 
(b r+2, s, b, 2) of index b’. 
Conversely, suppose that A = (aij) is an orthogonal array (br+*, s, b, 2) of index 
6’ with entries in Z,. Then for 1 S j d b’+* we define the points xi = 
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(#) I x!“‘) E I” by ,..*, , 
d’) = ajjb-L + ahC,j,jb-2 I for 1 s i s s, 
where h(i) E (1, 2, . . . , s} with h(i) # i. We claim that the points xi, 1 s j s b’+‘, 
form a (t, t + 2, $)-net in base b. If J = nS=, J, is an elementary interval in base b 
with Vol(J) = b-‘, then we have J, f [0, 1) for exactly one or for exactly two 
subscripts r. If J, # [0, 1) for exactly one subscript, say for r = i, then J, = 
[a/b2, (a + l)/b2) for some integer a with 0 =S a < b2. If we write a = vb + w with 
v, WE-%, then xi EJ if and only if uij = v and u~(;),~ = w. By considering the 
2 x b’+2 submatrix of A consisting of the ith and h(i)th row of A, we see that the 
conditions uij = v and u~(;),~ = w are simultaneously satisfied for exactly b’ values 
of j. Thus, J contains exactly b’ points Xi, 1 ~j s br+2. If 1, # [0, 1) for exactly two 
subscripts, say for r = h and r = i with 1 s h < i c s, then with suitable c, d E Zh 
we have Jh = [c/b, (C + 1)/b) and Ji = [d/b, (d + 1)/b). Thus, xi EJ if and only if 
uhj = c and uij = d, and so by considering the 2 x br+2 submatrix of A consisting of 
the hth row and ith row of A we obtain again that J contains exactly b’ points 
xi, I s j s b’+2. Hence the claim is established. Cl 
Corollary 1. Let s 3 2, b a 2, and t 3 0 be integers. Then for m 2 t + 2 a (t, m, s)- 
net in base b can only exist ifs d (br+2 - l)/(b - 1). 
Proof. By [6, Lemma 2.81 the existence of a (t, m, s)-net in base b with m 2 t + 2 
implies the existence of a (t, t + 2, s)-net in base b, and hence the existence of an 
orthogonal array (brt2, s, b, 2) of index b’ by Theorem 1. By invoking Theorem 
2.2.1 or 2.2.4 in [13], we see that such an array can only exist if s s 
(bt+2 - l)/(b - 1). q 
Rao [14] has shown that if b is a prime power and s = (brc2 - l)/(b - l), then 
an orthogonal array (br+2, s, b, 2) of index b’ can be constructed from the 
projective geometry PG(t +2, b); see also [13, p. 191. Thus, if b is a prime 
power, then the upper bound on s in Corollary 1 is in general best possible, since 
there exists a (t, t + 2, s)-net in base b with s = (brt2 - l)/(b - 1) according to 
Theorem 1. Two more arguments for this fact are given in Mullen and Whittle 
[41- 
For given b > 2 and s B 2 let rb(s) as in [6, Definition 8.51 be the least value of t 
for which there exists a (t, m, s)-net in base b for any m 2 t. Then it follows from 
Corollary 1 that 
rb(s) 2 ]log,(bs - s + l)] - 2, 
where log, denotes the logarithm to the base b. 
We now consider an analog of Definition 1 for sequences which was introduced 
in [6]. 
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Definition 2. For s 2 1, b 2 2, and t 2 0, a sequence x,, x2, . . . , of points in I” is 
a (t, s)-sequence in base b if for all integers k 2 0 and m > t the point set 
consisting of the X, with kb” < n c (k + 1)b” is a (t, m, s)-net in base 6. 
Corollary 2. Let s 2 1, b 2 2, and t * 0 b e integers. Then a (t, s)-sequence in base 
b can only exist ifs s (b’+2 - l)/(b - 1) - 1. 
Proof. Lemma 5.15 in [6] shows that if there exists a (t, s)-sequence in base 6, 
then for any m 2 t there exists a (t, m, s + 1)-net in base 6. The conclusion 
follows from Corollary 1. q 
For given b 2 2 and s 2 1 let 4,(s) as in [6, Definition 8.71 be the least value of t 
for which there exists a (t, s)-sequence in base 6. Then it follows from Corollary 2 
that 
tb(s) 2 ]log,(bs -s + b)l - 2. 
On the other hand, Lemma 5.15 in [6] and the constructions in [S] show that if q 
denotes the least prime power appearing in the canonical factorization of 6, then 
rb(s + 1) = t,,(s) = 0 for s G q and 
rb(s + 1) G th(s) < s(log, s + log, log, s + 1) for s > q. 
3. (c, m, s)-nets and a combinatorial problem for vector spaces 
A general construction principle for (t, m, s)-nets in a prime power base b 
introduced in [6, Section 61 leads to a combinatorial problem for vector spaces 
which is also connected with algebraic coding theory. In the following we give 
Definition 7.1 in [6] in the slightly altered form used in [lo, Definition 4.271. 
Definition 3. Let s 2 1 and m 2 1 be integers and let V be a finite-dimensional 
vector space. For a system C = {cji’ E V: 1 G i d s, 1 sj d m} of vectors in V, let 
p(C) be the largest integer d such that any system {c,!“: 1 <J’ < d;, 14 i d s} with 
06 dj dm for 1 d i ds and CT=, d, = d is linearly independent in V (here the 
empty system is viewed as linearly independent). 
We always have 0 G p(C) G dim(V) =: k. The main interest is in the question of 
how large one can make p(C) by a suitable choice of C. Since the case ms c k 
is trivial for this question, we assume ms > k in the sequel. If V is a vector space 
over an infinite field, then by [6, Theorem 7.101 we can always achieve p(C) = k, 
and so it remains to consider vector spaces V over a finite field Fh, where b is an 
arbitrary prime power. 
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In the special case m = 1 and s > k, the system C in Definition 3 consists of the 
vectors c\‘), . . . , c’;‘) which can be taken to be in Fi. If we write cl’), _ . . , CT?) as 
the columns of a k x s matrix H and if H has rank k, then H can be viewed as a 
parity-check matrix of a linear code L over Fh of length s and dimension s - k. 
According to Definition 3, p(C) is equal to the largest value of d such that any d 
columns of H are linearly independent, and so p(C) + 1 is the minimum distance 
of the code L (see [15, Chapter 31 for background on linear codes). Thus, in the 
case m = 1 and s > k, the problem of maximizing p(C) is equivalent to a basic 
problem of algebraic coding theory, namely that of determining the largest 
minimum distance which can be achieved by a linear code over Fh with given 
length s and given dimension s -k (see, e.g., [l, pp. 329-3301). 
For the construction of (t, m, s)-nets in a prime power base b, the case V = Fr 
in Definition 3 is relevant. It is shown in [6, Section 61 that, given a system 
C = (c)j’ E Fr: 1 < GS, 1 d j < m}, one can construct a (t, m, s)-net in base b i 
with t = m - p(C) (see also [lo, Theorem 4.281). From Corollary 1 we can thus 
immediately derive the following result. 
Corollary 3. Let s > 2 and m 3 2 be integers and let b be a prime power. Then for 
any system C = {cc’) E F”‘. I b. lQi<s, l<j<m} with p(C)32 we have 
p(C) s m + 2 - [log,(bs - s + 1)1. 
This result is comparable to another general upper bound for p(C) which was 
established in [9, Theorem 21 by a completely different method. The paper [9] 
contains a detailed study of the quantity p(C) and, in particular, information on 
how large one can make p(C) for given s, m, and V. 
The upper bound for p(C) in Corollary 3 leads to bounds for various other 
quantities which are known to be included as special cases in Definition 3. For 
instance, the quantity p(g, f) defined in [lo, Definition 4.391 for f E F,[x] with 
deg(f) = m and an s-tuple g = (g, , . . . , gs) E Fb[x]s of polynomials over Fb falls 
into this category. Thus, if s 2 2, m 3 2, and p(g, f) 2 2, then the upper bound 
for p(C) in Corollary 3 holds for p(g, f) as well. Other instances of the quantity 
p(C) appear in the theory of pseudorandom numbers (see [lo, Chapter 9]), 
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