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1. IntroduCtion. We discuss the singular limit of the
incompressible ideal magneto-fiuid motion wlth respect to the Alfven
number in the three dimensional torus $T^{3}$ (i. e. , the periodic motion).
In the fluid dynamics there appear many systems of non-linear
differential equations involving parameters such as the Mach number
and the Alfven number etc. . One problem on the singular limit is to
determine the limiting system which has a completely different
property comparing with the original system, as such a parameter
tends to some value.
When the system is hyperbolic, this problem has been studied in
G. Browning – H. -0.Kreiss [21, S.Klainerman – A.Maj da [41, A.Maj da [51
and S. Schochet [6]. In particular, Browning and Kreiss studied the
Alfven limit of the compressible magneto-fluid motion as an example
of their theorems. However, to show this, they needed more
assumptions on the initial data than those in other papers above.
The purpose of this note is to determine the limiting system
for the incompressible magneto-fluid motion under the natural
assumptions on the initial data. The limiting system becomes
essentially the system of the two dimensional motion (see (2.6)).
We state main results in Section 2. In Section 3, we show the
uniform estimates with respect to the Alfven number, which are
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9obtained by the energy method. The convergence of the solutions is
generally proved in Section 4. Especially, Lemma 4.3 is employed to
determine the limlting system. The proof of our theorem is finally
completed in Section 5.
2. The statement of results. We consider the system of the
incompressible ideal magneto-fluid motion involving a large parameter
$\alpha$ .
(2. 1. a) $(8_{f}+(v^{\alpha}, \nabla))v^{\alpha}+\nabla p^{\alpha}+\alpha^{2}H^{\alpha}xrotH^{\alpha}=0$
(2. 1. b) $(8_{t}+(v^{\alpha}. \nabla))H^{\alpha}-(H^{\alpha}, \nabla)v^{\alpha}=0$ in $[0. T^{\alpha}]x\mathbb{T}^{3}$
$(2.1. c)$ $divv^{\alpha}=divH^{\alpha}=0$
$(2.1. d)$ $v^{\alpha}(0)=v_{0}^{\alpha}$ , $H^{\alpha}(0)=H_{0}^{\alpha}$ on $\mathbb{T}^{3}$
Here the fluid velocity $v^{\alpha}=t^{\alpha}(t, x)=(v_{1}^{\alpha}, v_{2}^{\alpha}, v_{3}^{\alpha})$ , the magnetic field
$H^{\alpha}=H^{\alpha}(t. x)=(H_{1}^{\alpha}, H_{2}^{\alpha}, H_{3}^{\alpha})$ and the pressure $p^{\alpha}=p^{\alpha}(t. x)$ are unknowns
depending on $\alpha$ . The reciprocal of $\alpha$ is the Alfven number which is
in proportion to $1v_{ll!}1/IH_{m}1$ , where $1v_{m}1,$ $IH_{m}1$ are typical mean values
of these quantlties.
Let $s\geq 3$ be an integer and assume that the initial data $(2.1. d)$
satisfy
$(2.2. a)$ $H_{0}^{\alpha}=\overline{H}+\alpha^{-1}K_{0}^{\alpha}$ , $(v_{0}^{\alpha}, K_{0}^{\alpha})\epsilon H_{\sigma}^{S}(\Gamma^{3})$ ,
where $\overline{H}\neq 0$ a constant vector, and there exist vector fields
$(v_{0}^{\infty}, K_{0}^{\infty})\epsilon H_{\sigma}^{S}(\mathbb{I}^{3})$ and a constant $\Delta_{0}>0$ such that
(2. 2. b) $(n_{0}^{\alpha} , K_{0}^{\alpha})$ $arrow$ $(n_{0}^{\infty}, K_{0}^{\infty})$ in $H^{S}(\Gamma^{3})$ , as $\alphaarrow\infty*$
$(2.2. c)$ $\Delta_{0}^{-1}\leq\alpha||(\overline{H}, \nabla)v_{0}^{\alpha}||+\alpha s-1||(\overline{H}, \nabla)K_{0}^{\alpha}||\leq s-1\Delta_{0}$ .
Throughout this note, $H^{r}(T^{3})$ denotes the Sobolev space of the $L^{2}$ -type
with inner product $( , )$
?
and norm I| $\cdot I1_{r}$ and $H_{\sigma}^{T}tT^{3}$ ) denotes the
solenoidal subspace of $H^{r}(T^{3})$ . The function space $H^{T}(T^{3})$ is
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identified with a space of functions in $H^{r}((-\pi, \pi)^{3})$ with perlodic
boundary conditlons and an element of $H^{r}(^{r}\mathbb{I}^{3})$ has a Fourler
development $f(x)= \sum_{(n)}f_{n}e^{in\cdot x}$ such that $\sum_{(n)}(1+|n|^{2})^{r}|f_{n}|^{2}<\infty$ .
We note that $(2.2.b)$ and $(2.2. c)$ imply that $(\overline{H}, \nabla)v_{0}^{\infty_{=}}(\overline{H}, \nabla)K_{0}^{\infty}=0$ ,
which are the compatibillty condition of the limiting system, and
there exists a constant $\Delta_{1}>0$ such that
(2.3) $Nv_{0}^{\alpha}N_{s}+I1K_{0}^{\alpha}II_{s}\leq\Delta_{1}$ .
It is known that, under the assumption $(2.2. a)$ . for fixed $\alpha$ ,
there exists a local in tlme ( $T^{\alpha}>0$ depends on $\alpha$ ) unlque classical
solution of $(2.1. a)-(2.1. d)$ (for example, see [11, [31). The
solution belongs to the following function space
$(v^{\alpha}, H^{\alpha}-\overline{H})\epsilon C([0. T^{\alpha}] ; H^{S}(T^{3}))\cap C^{1}([0, T^{\alpha}] ; H^{s-1}(T^{3}))$ ,
$\nabla p^{\alpha}\in C([0, T^{\alpha}] ; H^{s-1}(T^{3}))$ .
Here, for a Banach space X and a constant $T>0_{*}$ $c^{k}([0, T];X)$ denotes a
set of all k-times continuously differentlable functions on a time







Setting $K^{\alpha}=\alpha(H^{\alpha}-\overline{H})$ , we can wrlte $($ 2. 1. $a)-(2.1. d)$ in the form
(2. 4. a) $(a_{t}+(v^{\alpha}, \nabla))v^{\alpha}+K^{\alpha}$xrot $K^{\alpha}+\nabla(p^{\infty}+\alpha\overline{H}\cdot K^{\alpha})-\alpha(\overline{H} , \nabla)K^{\alpha}=0$
(2. 4. b) $(8_{t}+(v^{\alpha}. v))K^{\alpha_{-}}(K^{\alpha}. \nabla)v^{\alpha}-\alpha(\overline{H} , \nabla)v^{\alpha}=0$ in $[0, T^{\alpha}]xT^{3}$
$(2.4. c)$ $divt/^{\alpha}=divK^{\alpha}=0$
$(2.4. d)$ $v^{\alpha}(0)=v_{0}^{\alpha}$ , $K^{\alpha}(0)=K_{0}^{\alpha}$ on $\mathbb{I}^{3}$
The aim of this note is to prove the following
Theorem 2.1. Assume that $(2.2. a)-(2.2. c)$ hold. Then there
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exist a constant $T_{\sim}>0$ , independent of $\alpha$ , and vecter fields
$(n^{\infty}, K^{\infty})\epsilon c([0. T_{\sim}] ; H^{S}(\mathbb{I}^{3}))\cap c^{1}$ ([O. $T_{\sim}]$ ; $H^{s-1}(T^{3})$ )
such that
$(v^{\alpha}, K^{\alpha})arrow$ $(v^{\infty}, K^{\infty})$ $ueak^{\sim}$ in $L^{\infty}([0, T_{\sim}] ; H^{S}(\mathbb{T}^{3}))$ , as $\alphaarrow\infty$
and $(v^{\infty}, K^{\infty})$ is a unique solution of the foLL oving system
(2. 5. a) $(8_{t}+(v^{\infty}, \nabla))v^{\infty}+K^{\infty}xrotK^{\infty}+\nabla q^{\infty}=0$
$(2.5.b)$ $(8_{t}+(v^{\infty}, \nabla))K^{\infty_{-}}(K^{\infty}, \nabla)v^{\infty}=0$
$\dot{t}n[0_{*}T_{\sim}]xT^{3}$
$(2.5. c)$ $divt!^{\infty_{=}}divK^{\infty}=0$
(2. 5. d) $(\overline{H}, \nabla)v^{\infty}=(\overline{H}_{*}\nabla)K^{\infty}=0$
$(2.5. e)$ $v^{\infty}(0)=v_{0}^{\infty}$ , $K^{\infty}(0)=K_{0}^{\infty}$ on $T^{3}$
Here $\nabla q^{\infty}$ ts uniquely determined by
$\nabla(p^{\alpha}+\alpha\overline{H}\cdot K^{\alpha})arrow\nabla q^{\infty}$ $ueak^{\sim}$ in $L^{\infty}([0, r_{\sim}] ; H^{S-1}(T^{3}))$ , as $\alphaarrow\infty$ .
Remarks. (1) It follows that $\nabla q^{\infty}\epsilon C([0, T_{\sim}] ; H^{s-1}(^{r}\mathbb{I}^{3}))$ ,
$q^{\infty}\epsilon L^{\infty}$ $([0. T_{\sim}] ; L^{2}(T^{3}))$ and ( $\overline{H}$ , v) $q^{\infty}=0$ .
(2) The motion described by (2.5) is essentially the two dimenslonal
motion in the plane which is orthogonal to $\overline{H}$ . In fact, let
$\overline{H}=(0,0,1)$ , $U^{\infty_{=}}(n_{1}^{\infty} , v_{2}^{\infty})$ and $B^{\infty_{=}}(K_{1}^{\infty} , K_{2}^{\infty})$ . where $t;^{\infty_{=}}(n_{1^{*}}^{\infty}n_{2}^{\infty} , \nu_{3}^{\infty})$ and
$K^{\infty_{=}}(K_{1}^{\infty}, K_{2}^{\infty}, K_{3}^{\infty})$ , we can write $(2.5. a)-(2.5. e)$ in the system of the two
dimensional incompressible ideal magneto-fluid motion
(2. 6. a) $( a_{t}+(U^{\infty}, \nabla))U^{\infty}+\nabla(q^{\infty}+\frac{1}{2}\cdot(K_{3}^{\infty})^{2})+B^{\infty}xrotB^{\infty}=0$
(2. 6. b) $(\partial_{t}+(U^{\infty}, \nabla))B^{\infty_{-}}(B^{\infty}. \nabla)U^{\infty}=0$ in $[0. T_{\sim}]x\mathbb{T}^{2}$
$(2.6. c)$ $divU^{\infty}=divB^{\infty}=0$
$(2.6. d)$ $U^{\infty}(0)=U_{0}^{\infty}$ , $B^{\infty}(0)=B_{0}^{\infty}$ on $\mathbb{F}^{2}$ ,
where $U_{0}^{\infty}=(v_{01}^{\infty}, v_{02}^{\infty})$ and $B_{0}^{\infty}=(K_{01}^{\infty}, K_{02}^{\infty})$ , and two linear equations





$(2.7. c)$ $v_{3}^{\infty}(0)=v_{03}^{\infty}$ . $K_{3}^{\infty}(0)=K_{03}^{\infty}$ on $\mathbb{I}^{2}$
(3) When $(\alpha(\overline{H}. \nabla)v_{0}^{\alpha}, \alpha(\overline{H}. \nabla)K_{0}^{\alpha})$ converges to zero faster than $(2.2. c)$ ,
we can easily find the limiting system (2.5).
3. Uniform eStimateS. In this section, we show uniform
estimates in $\alpha$ of the solutions to $(2.4. a)-(2.4. d)$ , which will be
stated in Proposition 3.2 and Corollary 3.3. To this end we assume
that the solutlons $(v^{\alpha}, K^{\alpha}, p^{\alpha})$ are sufficiently smooth.
Lemma 3.1. There exists a constant $\Delta_{2}>0$ , independent of $\alpha$ ,
such that
$N$ a $t^{v^{\alpha}(0)}||s-1^{+||}$ a $t^{K^{\alpha}(0)}||s-1^{\leq}\Delta_{2}$ .
Proof. First, we estimate $8_{t}K^{\alpha}$ by $H^{S-1}$ -norm at $t=0$ . Since
$H^{r}(T^{3})$ forms a Banach algebra for any $r>3/2$ , it follows from $(2.2. c)$ ,
(2.3) and $(2.4.b)$ that
$||$ a $t^{K^{\alpha}}(0)N_{s-1}\leq$ Il $(v_{0}^{\alpha}, \nabla)K_{0}^{\alpha_{-}}(K_{0}^{\alpha}, \nabla)v_{0s-1^{+\alpha}}^{\alpha_{1[}}$ 1I $(\overline{H}. \nabla)v_{0}^{\alpha}||$ s-l
$\leq C(\Delta_{0}^{2}+\Delta_{1})$ ,
where $C$ is a positive constant depending on $s$ .
Next, in order to estimate $a_{t^{v^{\alpha}}}$ let $P_{\sigma}$ be the orthogonal
projection on $L^{2}(T^{3})$ to $L_{\sigma}^{2}(T^{3})$ . Applying $P_{\sigma}$ to (2. 4. a), we have
$8_{t}v^{\alpha}=-P_{\sigma}[(v^{\alpha}, \nabla)v^{\alpha}+K^{\alpha}xrotK^{\alpha}]+\alpha(\overline{H} , \nabla)K^{\alpha}$
Since $P_{\sigma}$ is a bounded operator on $H^{T}(T^{3})$ for any $r\geq 0$ , it follows that
11 a $t^{t^{\alpha}}(0)N_{s-1}\leq$ [$|(v_{0}^{\alpha} , \nabla)v_{0}^{\alpha}+K_{0}^{\alpha}$ xrot $K_{0}^{\alpha}11_{s-1}+\alpha$ II $(\overline{H}, \nabla)K_{0}^{\alpha}1I$ s-l
$\leq C(\Delta_{0}^{2}+\Delta_{1})$ ,
where $C1s$ the $s$ ame as above one. Now, putting $\Delta_{2}=2C(\Delta_{0}^{2}+\Delta_{1})$ , we
have proved the lemma. $o$
Proposition 3.2. There extst constants $T_{\sim}>0$ and $\Delta_{3}>0$ uhtch are
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$\dot{t}$ndependent of $\alpha$ such that, for any $t\epsilon[0. T_{\sim}]$ .
11 $v^{\alpha}(t)N_{s^{+}}[a_{t^{v^{\alpha}}}(t)N_{s-1}+1IK^{\alpha}(t)N_{s}+||a_{t}\kappa^{\alpha}tt)N_{s-1^{\leq}}\Delta_{3}$.
Proof. For simplicity, we ignore the superscripts $\alpha$ of
$(t/^{\alpha}, K^{\alpha}, p^{\alpha})$ and put $n^{i.\beta}=a_{t^{Dn}}^{i\theta}$ . etc. , where $\dot{t}=0$ , 1 and $\dot{t}+|\beta|\leq s$ .
Applying $a_{t^{D}}^{\dot{t}\beta}$ to (2. 4. a) and (2. 4. b). we have
(3. 1. a) $(a_{t}+tv , \nabla))v^{i}$ ‘ $\beta+KxrotK^{\dot{t}}$ ‘ $\beta+\nabla(p^{i} ‘ \beta+\alpha\overline{H}\cdot K^{i,\beta})-\alpha$ ( $\overline{H}$ , v) $K^{i}$ ’ $\mathcal{B}_{=F}i$ ,
$\beta$
(3. 1. b) $F^{\dot{t}}$ ’ $\theta_{=}(t/, \nabla)t/^{i.\theta}$ -a $t^{D}\dot{t}\beta((n. \nabla)n)+KxrotK^{t}$ ‘ $\beta_{-a_{t^{D}}^{i\theta}}$ (KxrotK),
$(3.2. a)$ ( $a_{t^{+}}($ $t$; , V)) $K^{i.\delta_{-}}(K, \nabla)n^{\dot{t}}$ ’ $b_{-\alpha}$ ( $\overline{H}$ , V) $v^{i,\mathcal{B}}=G^{i,\beta}$ ,
$(3.2.b)$ $G^{i,\theta_{=}}(v, \nabla)K^{\dot{t}}$ ‘ $\beta_{-a_{t^{D}}^{\dot{t}\mathcal{B}}}((V, \nabla)K)-(K, v)\nu^{\dot{t}}$ ‘ $\beta+a_{t^{D}}^{i\beta}((K, \nabla)v)$ .
Using the integration by parts, we know that $(3.1. a)$ and $(3.2. a)$
imply
$\frac{d}{dt}$ $(v^{i} ’ \beta i, \beta*v)_{0}=-2(KxrotK^{i.\theta}, v^{i} ‘ \beta)_{0}+2\alpha( (\overline{H} . \nabla)K^{i} ‘ \beta iv ‘ \beta)+0$
$+2(F^{\dot{t},\beta}, v^{\dot{t},\beta})$
$0$ ’
$\frac{d}{dt}(K, K)=2((K, \nabla)v,$ $K$ ) $+2\alpha((\overline{H}, \nabla)\iota;,$ $K^{i,\beta}$ )
$i, \mathcal{B}i, \mathcal{B}i,$ $\beta i,$ $\theta i,$$\beta 000^{+}$
$+2(G^{i,\theta}, K^{i,\theta})0$
$0$ 2where $( , )_{0}$ stands for the inner product in $H=L$ Since
$(KxrotK^{i,\theta}. v^{i.\beta})_{0}=((K, \nabla)v^{i,\theta_{-}}(v^{i,\theta}, \nabla)K,$ $K^{i,\beta}$ )
$0^{*}$
it follows that




) $+0(F^{\dot{t}}’\theta tv’\beta)o^{+}(G^{i.\beta}, K^{i}’\theta)_{0}$ .
To estimate $(3.1. b)$ and $(3.2. b)$ by the $L^{2}$ -norm, we use the
Gagliard-Nirenberg inequality: for any $i,$ $r$ with $0\leq\dot{t}\leq r$ ,
$|D^{\dot{t}}f|L^{2p/i^{\leq}}C_{r}|f|^{1_{\infty}}L^{-\dot{t}/r}||D^{r}fN_{0}^{i/r}$ ,
and the Sobolev inequality: for any $r>3/2$ ,
$|f|$ $\leq C_{r}NfN_{\gamma}$ ,
$L^{\infty}$
where $C_{r}$ are positive constants depending on $r$ . Then we can prove
(3. 4) $NF^{i}$ ‘ $\theta_{N_{0^{+}}}HG^{\dot{\iota}_{*}\theta}N_{0}\leq$ Cll $(v(t) , \kappa tt))N_{E}^{2}$ ,
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where 11 $(v(f) K ( t))N_{E}=1+Nv(C)N_{S}+||a_{t}v(t)N_{s-1}+NK(t)||+H8_{t}KS$ ( t) $||s-1$ and $C$
is a positive constant depending on $s$ .
For example,
(V. $\nabla$ ) $v^{i,\beta}-a_{f^{D}}^{\dot{t}b}((v, v)v)$
$=1 \leq j+|\gamma|*\sum_{j\leq i}$ $|\gamma|\leq|\beta|c_{\dot{t},j,\beta_{*V}}$
. ,$v^{j_{*}}$ V $\nabla t$;
where $c_{\dot{t},j.\beta_{*}\gamma^{=}}\frac{i!}{(i-j)!j!}\frac{\theta!}{(\beta-\gamma)!\gamma!}$ and each terms of the right hand
side are estimated by







Setting $p=(s-j)/|\gamma|$ , we $f$ ind $p|\gamma|+j\leq s$ and $q$ $( |\beta|-|\gamma|+1)+\dot{t}-j\leq s$ .
Hence, we have
$N(t, \nabla)n^{\dot{t}}$ ’ $\beta_{-a_{t^{D}}^{i\theta}}((\eta, \nabla)t/)H_{0}\leq C(11t1||^{2}s^{+}||a_{t^{t}};N_{s-1}^{2})$ .
Now, we have from (3.3) and (3.4)
(3. 5. a) $\frac{d}{dt}||(v^{\alpha}(t)*K^{\alpha}(t))||^{2}\leq EC$ II $(v^{\alpha}(t) , K^{\alpha}(t))||^{3}E$
On the other hand, by (2.3) and Lemma 3.1, we get
$(3.5.b)$ $N(v^{\alpha}(0) K^{\alpha}(0))N_{E}\leq 1+\Delta_{1}+\Delta_{2}\equiv\Delta_{4}$ .
Solving $($ 3. 5. $a)-(3.5.b)$ , we $f$ ind
$N(v^{\alpha}(t) K^{\alpha}(t))|I_{E}\leq 2\Delta_{4}/(2-C\Delta_{4}t)$ .
Hence, choosing constants $T_{\sim}$ and $\Delta_{3}$ which satisfy
$-1$
(3.6) $0<T_{\sim}<2(C\Delta_{4})$ . $\Delta_{3}=2\Delta_{4}/(2-C\Delta_{4}T_{\sim})$ ,
we have proved the proposition. $0$
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Note that $\nabla(p^{\alpha}+\alpha\overline{H}\cdot K^{\alpha})$ and $(\overline{H}. \nabla)K^{\alpha}$ are orthogonal in $L^{2}$ then
the followlng result follows easily from Proposition 3.2 and the
equations (2. 4. a) and (2. 4. b).
Corollary 3.3. There exists a constant $\Delta_{5}>0$ . independent of $\alpha$ ,
such that, for any $t\epsilon[0. T_{\sim}]$ ,
$\alpha 11(\overline{H}, \nabla)v^{\alpha}11$ $+\alpha 11(\overline{H}. \nabla)K^{\alpha}N$ $+N\nabla(p^{\alpha}+\alpha\overline{H}\cdot K^{\alpha})[|$ $\leq\Delta$
$s-1$ $s-1$ s-l 5
4. The convergence of functions. In this section, we discuss
in general the convergence of the sequences of functions having the
uniform estimate such as Proposition 3.2 or Corollary 3.3.
The following lemma can be proved similar to [51, but we show
it for completeness.
Lemma 4.1. Let $\{U^{\alpha}(t, x)\}$ be the sequence of functions
satisfying the follouing assumptions:
$(4.1. a)$ $U^{\alpha}\epsilon C([O. T_{\sim}];H^{S}(\mathbb{I}^{3}))\cap C^{1}([O, T_{\sim}];H^{S-1}(\mathbb{I}^{3}))$
and there exists a cons tant $\Delta_{6}>0$ . tndependent of $\alpha$ . such that
(4. 1. b) II $U^{\alpha}(t)11_{s}+||a_{t}u^{\alpha}(t)II_{s-1}\leq\Delta_{6}$ for any $t\epsilon[0, T_{\sim}]$ .
Then, by passtng to a subsequence, there exists a function
$U^{\infty}\epsilon C([0, T_{\sim}]xT^{3})$ such that, as $\alphaarrow\infty$
(4. 2. a) $U^{\alpha}arrow U^{\infty}$ $ueak^{\sim}$ in $L^{\infty}([0 , T_{\sim}1 ; H^{S}t’\mathbb{I}^{3}))$ ,
(4. 2. b) $U^{\alpha}arrow U^{\infty}$ in $C([0, T_{\sim}] ; H^{S-8}(\mathbb{I}^{3}))$ for any $\epsilon>0$ .
and furthermore,
(4. 2. c) $U^{\infty}\epsilon c_{u}([0, T_{\sim}] ; H^{S}t\mathbb{I}^{3}))\cap Lip([0, T_{\sim}] ; H^{S-1}(T^{3}))$ ,
(4. 2. d) a $t^{f}arrow$ a $t^{U^{\infty}}$ $ueak^{\sim}$ $\mathfrak{i}nL^{\infty}([0, T_{\sim}] ; H^{S-1}(T^{3}))$ , as $\alphaarrow\infty$ .
Proof. The first notice ls that, by $(4.1. a)$ and (4. l. b),
$\{U^{\alpha}(t, x)\}$ is uniformly bounded and equi-continuous with respect to $\alpha$
$-S$ $-$
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That is, for any $(t, x),$ $(s, y)\epsilon[O. T_{\sim}]xT^{3}$ and any $\alpha_{*}$
$|U^{\alpha}(f, x)|\leq C\Delta_{6}$ , $|U^{\alpha}$ (C. $x$ ) $-U^{\alpha}$ (S. $y$ ) $|\leq C\Delta_{6}(|f-sI+1x-y|)$ ,
where $C$ is a positive constant depending on $s$ .
By the $Ascoli-Arzela$ theorem and passing to a subsequence,
there exi $s$ ts $U^{\infty}\epsilon C([0. T_{\sim}]x’ \mathbb{I}^{3})$ such that
$tt$ . $x$ ) $[0, T_{\sim}] xT^{3}\sup_{\in}$, |
$U^{\alpha}tt,$
$x$ ) $-U^{\infty}(t, x)|$ $arrow 0$ , as $\alphaarrow\infty$ .
Since $T^{3}$ is a compact manifold, it follows that
$t\epsilon[0$ .$T_{\sim}1 T^{3}sup(\int|U^{\alpha}(t, x)-U^{\infty}(t, x)$
$[^{2}dx)^{1/2}$
$\leq C\sup_{\in(t,x)[0.T_{\sim}]xT^{3}}$
$|U^{\alpha}(t, x)-U^{\infty}(t, x)|$ ,
where $C=(2\pi)^{3/2}$ Hence, we have
(4. 3) $U^{\alpha}arrow U^{\infty}$ in $C([0 , T_{\sim}] ; L^{2}(T^{3}))$ , as $\alphaarrow\infty$ .
On the other hand, by $(4.1.b)$ and passing to a subsequence, we
have
(4. 4) $U^{\alpha}arrow U^{\infty}$ $weak^{\sim}$ in $L^{\infty}([0. T_{\sim}] ; H^{S}(\mathbb{T}^{3}))$ , as $\alphaarrow\infty$
because this topology is stronger than that in (4. 3). By the
resonance theorem, we know that $(4.1.b)$ and (4.4) imply
(4.5) $|||U^{\infty}|||\leq s,$$T_{\sim}\varliminf_{\alphaarrow\infty}||1U^{\alpha}|||\leq s_{*}T_{\sim}\Delta_{6}$ .
Using the Interpolation inequality: for any $r,$ $r’$ with $0\leq$ $\gamma’\leq$ $r$ ,
11 $fN_{r},$ $\leq C_{r}$ Il $f[_{o^{1-r’/r_{NfN_{r}^{r’/r}}}}$
we have from (4.3) and (4.5)
(4. 6) $U^{\alpha}arrow U^{\infty}$ in $C([0. T_{\sim}] ; H^{S-8}t^{-}\mathbb{F}^{3}))$ for any $S>0$ , as $\alphaarrow\infty$ .
Next, we show two regularities $(4.2. c)$ of $U^{\infty}$ Let $V^{\alpha}=U^{\alpha}-U^{\infty}$
We note that, for any $\varphi\epsilon H^{S}(T^{3})$ , there exi $st\varphi_{k}\epsilon C^{\infty}(^{\nu}r^{3})$ such that
$||\varphi-\varphi_{k}||sarrow$
$0$ , as $karrow\infty$ . For each $\varphi_{k}$ ,




The right hand side of above equality converges uniformly on $[0, T_{\sim}]$
to zero, as $\alphaarrow\infty$ . Now, $(V^{\alpha}(t) \varphi)_{s^{=}}(V^{\alpha}(t) \varphi-\varphi_{k})_{s^{+}}(V^{\alpha}(t) \varphi_{k})_{s}$ . The
first term of right hand side is estimated by
$|(V^{\alpha}(t)*\varphi-\varphi_{k})_{s}|\leq \mathfrak{l}1IV^{\alpha}111$ $N\varphi-\varphi_{k}N_{s}\leq 2\Delta_{6}N\varphi-\varphi_{k}11_{s}$ .
S. $T_{\sim}$
Therefore, $(V^{\alpha}(t) \varphi)_{S}$ converges uniformly on $[O, T_{\sim}]$ to zero. By
$(U^{\alpha}(\cdot) \varphi)_{s}\epsilon c([0, T_{\sim}])$ , we have $(U^{\infty}(\cdot).\varphi)_{S}\epsilon C([0, T_{\sim}])$ . Thi $s$ means
$U^{\infty}\epsilon C_{u}([0, T_{\sim}] ; H^{S}(\mathbb{I}^{3}))$ .
On the other hand, for any $t,$ $s\epsilon[0, T_{\sim}]$ . we have
II $U^{\alpha}tt$ ) $-U^{\alpha}(s)I1_{s-1}\leq Il18_{t}U^{\alpha}111_{s-1,T_{\sim}}1t-s|\leq\Delta_{6}|t-s|$ .
By (4. 6) we get $NU^{\infty}(t)-U^{\infty}(s)N$ s-l $\leq\Delta_{6}|t-s|$ . Thi $s$ means
(4. 7) $U^{\infty}\epsilon Lip([0, T_{\sim}] ; H^{s-1}(T^{3}))$ .
Finally, we know from (4.7) that there exist $a_{t}u^{\infty}($ $)$ havlng
finite values in $H^{s-1}$ On the-norm, on $[0. T_{\sim}]$ almost everywhere.
other hand, by $(4.1.b)$ and passing to a subsequence, there exists a
function $W(t, x)$ such that
$a_{t}u^{\alpha}arrow W$ $weak^{\sim}$ in $L^{\infty}$ $([0. T_{*}] ; H^{s-1}(T^{3}))$ . as $\alphaarrow\infty$ .
Since $W$ is equal to $a_{t}u^{\infty}$ in distribution sense, the proof is
completed. $\square$
By using the Sobolev inequality, the following convergence
follows easily from Lemma 4.1.
Corollary 4.2. Let $\{U^{\alpha}(t)\}$ be the same sequenee of functtons
$as$ Lemma 4.1, then
$U^{\alpha}\cdot D^{1}U^{\alpha}arrow U^{\infty}\cdot D^{1}U^{\infty}$ $ueak^{\sim}$ $\dot{t}nL^{\infty}$ $([0, T_{\sim}1 ; H^{s-1}(\mathbb{I}^{3}))$ , as $\alphaarrow\infty$ .
Next, we consider the convergence of functions having the
-10-
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estimate such as Corollary 3.3.
Lemma 4.3. Let $\{\gamma^{\alpha}(t, x)\}$ be the sequence of functions
sattsfying the foLLovtng $assunpt\dot{t}ons$ :
$(4.8.a)$ $V^{\alpha}\epsilon C([0, T_{\sim}];H^{S}(\Gamma^{3}))$
and there extsts a constant $\Delta_{7}>0$ , independent of $\alpha$ , such that
(4. 8. b) [( $\overline{H}$ , v) $\gamma^{\alpha}(t)H_{s-1}\leq\Delta_{7}$ for any $t\epsilon[0, T_{\sim}]$ .
Then, by pass ing to a subsequence, there extsts a function $V^{\infty}(t, x)$
such that, as $\alphaarrow\infty$ ,
$7^{\alpha}arrow V^{\infty}$ $ueak^{\sim}$ $\dot{t}nL^{\infty}$ ( $[0$ , T., ] ; $L^{2}(\mathbb{I}^{3})$ ),
$(\overline{H} , \nabla)7^{\alpha_{=}}(\overline{H} , \nabla)V^{\alpha}arrow$ $(\overline{H}.\nabla)V^{\infty}$ $ueak^{\sim}$ in $L^{\infty}([0, T_{\sim}] ; H^{s-1}(T^{3}))$ ,
where $7^{\alpha}(t, x)=V^{\alpha}(t, x)-V^{\alpha}(t, x- (\overline{H} , x)\overline{H}/|\overline{H}|^{2})$ .
Proof. We can assume $\overline{H}=(0,0,1)$ without loss of generality.
By the definition of $7^{\alpha}$ , we have
$\nu^{\alpha}(t, x)=V^{\alpha}(t, x)-V^{\alpha}(t, x_{1}, x_{2}, O)$ , $(\overline{H}, \nabla)V^{\alpha_{=}}(\overline{H}, \nabla)V^{\alpha}$
Since $\nu^{\alpha}(t, x_{1}, x_{2},0)=0$ , it follows that, for any $x_{3}\epsilon(-\pi, \pi)$ ,
$7^{\alpha}(t, x)= \int_{0}^{x_{3}}8_{3}V^{\alpha}$ (t.
$x_{1}$ , $x_{2}$ , $\zeta$ ) $d\xi$ .
Using the Schwarz inequality, we get
I $V^{\alpha}(t, x)|^{2} \leq\pi\int_{-\pi}^{\mathfrak{n}}$ I $a_{3}V^{\alpha}(t, x_{1} , x_{2} , \xi)1^{2}d\xi$ .
By integrating both sides of above inequality over $T^{3}$ , we have from
$(4.8.b)$ that
(4. 9) $||7^{\alpha}(t)|1_{0}\leq C$ II $(\overline{H}, \nabla)V^{\alpha}(t)N_{0}\leq C\Delta_{7}$ ,
ahere $C$ is a positive constant.
By $(4.8.b)$ and passing to a subsequence, there exists a function
$W(t, x)$ such that
$(\overline{H} , \nabla)V^{\alpha}arrow W$ $weak^{\sim}$ in $L^{\infty}([0, T_{\sim}] ; H^{s-1}(T^{3}))$ , as $\alphaarrow\infty$ .
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On the other hand, by (4.9) and passing to a subsequence, there
exists a function $V^{\infty}(t, x)$ such that
$V^{\alpha}arrow V^{\infty}$ $weak^{\sim}$ in $L^{\infty}$ $([0_{*}T_{\sim}] ; L^{2}tT^{3}))$ , as $\alphaarrow\infty$ .
Now, return to the proof of the lemma, we know that $W=(\overline{H}, \nabla)V^{\infty}$ in
distribution sense and this completes the proof. $0$
Lemma 4.4. Let $\{V^{\alpha}(t, x)\}$ be the sequence of functions
sattsfying the foll oving $ass$umptions: $V^{\alpha}\epsilon C$ ( $[0$ , T.. ] ; $H^{S}(T^{3})$ ) and there
exists a constant $\Delta_{8}>0_{*}$ independent of $\alpha$ . such that
$NvV^{\alpha}(t)11_{s-1}\leq\Delta_{8}$ for any $t\epsilon[0, T_{\sim}]$ .
Then, by passing to a subsequence, there exist a constant $\overline{V}$ and a
function $V^{\infty}(t.x)$ such that, as $\alphaarrow\infty$ ,
$V^{\alpha}-\overline{V}arrow V^{\infty}$ $ueak^{\sim}$ $\dot{t}nL^{\infty}$ $([0. T_{\sim}’] ; L^{2}(T^{3}))$ .
$\nabla V^{\alpha}arrow\nabla V^{\infty}$ ueaktt $\dot{t}nL^{\infty}$ $([0 , T_{*}1 ; H^{S-1}(T^{3}))$ .
This lemma is proved similar to Lemma 4.3, because we have
$||V^{\alpha}-\overline{V}||o^{\leq}CN\nabla V^{\alpha}N_{0}$ , where $C$ is a positive constant.
5. The proof of Theorem. By the results of Section 3 and 4,
it is proved that there exist a constant $T_{\sim}$ determined in (3.6) and
vector fields
(5. 1. a) $(v^{\infty}. K^{\infty})\epsilon c_{u}([0 , T_{\sim}1 ; H^{S}(T^{3}))\cap Lip([0, T_{\sim}] ; H^{s-1}(T^{3}))$ ,
$(5.1.b)$ $(q^{\infty}, u^{\infty}, L^{\infty})\epsilon L^{\infty}([O, T_{\sim}];L^{2}(\mathbb{I}^{3}))$
such that, as $\alpha-*\infty$ ,
(5. 2) $(v^{\alpha}, K^{\alpha})$ $arrow$ $(v^{\infty}, K^{\infty})$ $weak^{\sim}$ in $L^{\infty}([O, T_{\sim}] ; H^{S}tT^{3}))$
and each terms of $(2.4. a)$ and $(2.4.b)$ converge weakly in
$L^{\infty}([O, T_{\sim}];H^{S-1}(^{\nu}\mathbb{I}^{3}))$ to suitable terms, that is,
$(5.3. a)$ $(\partial_{C}v_{*}^{\alpha}8_{f}K^{\alpha})$ $arrow$ $(8_{t}v^{\infty}, 8_{t}K^{\infty})$ ,
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(5. 3. b) $( (v^{\alpha} , \nabla)v^{\alpha}$ . $K^{\alpha}$xrot $K^{\alpha},$ $(v^{\alpha}. v)K^{\alpha}$ . $(K^{\alpha}, v)v^{\alpha})$
$arrow$ $((v^{\infty}, v)v^{\infty},$ $K^{\infty}xrotK^{\infty}$ . $(t;^{\infty}, \nabla)K^{\infty},$ $(K^{\infty}, \nabla)v^{\infty})$ ,
$(5.3. c)$ $(\alpha(\overline{H}, \nabla)v^{\alpha},$ $\alpha(\overline{H}, \nabla)K^{\alpha})$ $arrow$ $((\overline{H}, \nabla)u^{\infty},$ $(\overline{H}. \nabla)L^{\infty})$ ,
(5. 3. d) $\nabla(p^{\infty}+\alpha\overline{H}\cdot K^{\alpha})$ $arrow\nabla q^{\infty}$ .
In fact, $(5.1.a),$ $(5.2),$ $(5.3. a)$ and $(5.3.b)$ follow easily from
Lemma 4.1 and Corollary 4.2. Setting $V^{\alpha}=\alpha t/^{\alpha}$ or $\alpha K^{\alpha}$ in Lemma 4.3 and
$V^{\alpha}=p^{\alpha}+\alpha\overline{H}\cdot K^{\alpha}$ in Lemma 4. 4, we obtain (5. 1. b). (5. 3. c) and (5. 3. d).
Now, it follows from $(5.3. a)-(5.3. d)$ that $(v^{\infty}, K^{\infty}, q^{\infty}, u^{\infty}, L^{\infty})$
satisfy the equations
(5. 4. a) $(a_{t}+(v^{\infty}, \nabla))v^{\infty}+K^{\infty}xrotK^{\infty}+\nabla q^{\infty_{-}}(\overline{H} , \nabla)L^{\infty}=0$ .
$(5.4. b)$ $(a_{t^{+}}(t;^{\infty}, \nabla))K^{\infty_{-}}(K^{\infty}, v)\iota;^{\infty}-(\overline{H}, \nabla)u^{\infty}=0$ .
By (2. 4. c) and Corollary 3.3, we have (2. 5. c), (2. 5. d) and
$(5.4. c)$ $divu^{\infty}=divL^{\infty}=0$ .
The initlal data $(2.5. e)$ follow from $(2.2.b),$ $(5.1. a)$ and (5.2).
Next, we show the regularity of the solution to $(5.4. a)-$
$(5.4. c)$ and $(2.5. c)-(2.5. e)$ . To this end we prove the following a
priori estimate.
Propos $it$ I on 5. 1. For any $t,$ $t_{0}\epsilon[0. T_{\sim}]$ ,
$Nv^{\infty}(t)N_{s^{+}}[K^{\infty}(t)||s^{\leq}\{Nv^{\infty}(t_{0})N_{S}+\# K^{\infty}(t_{0})[|s\}$ $x$
$x\exp[C(|\nabla v^{\infty}|+|\nabla K^{\infty}|)L^{\infty}L^{\infty}|t-t_{o^{1}}1$ .
where $C$ ts a postttve constant dependtng on $s$ .
Proof. Let the solution to $(5.4. a)-(5.4. c)$ and $(2.5. c)-(2.5. e)$
be sufficiently smooth, which is justified by approximating the
initial data by smooth data.
Using the Gagliard-Nirenberg inequality, we can prove similar
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to the proof of Proposltion 3.2 that
$\frac{d}{dt}\{\#t^{\infty}(f)N_{s^{+}}NK^{\infty}(t)H_{S}\}\leq C_{s}$ { $|\nabla t^{\infty}|$ $+|\nabla K^{\infty}$ I } $\{Nv^{\infty}(t)N_{S}+NK^{\infty}(t)N_{S}\}$ ,
$L^{\infty}$ $L^{\infty}$
where $C_{S}$ is a positive constant depending on $s$ . By the Gronwall’s
inequallty, we have proved the propositlon. $o$
By Proposition 5.1, we have
$\overline{11m}\{Nv^{\infty}(t)N_{S}+1IK^{\infty}(t)N_{S}\}\leq$ || $n^{\infty}(t_{0})11_{S}+1IK^{\infty}(t_{0})N_{S}$ .
$tarrow t_{0}$
On the other hand, since $(v^{\infty}, K^{\infty})\epsilon C_{u}([0, T_{\sim}] ; H^{S}tT^{3}))$ , it follows from





$(v^{\infty}, K^{\infty})\epsilon C([0, T_{\sim}];H (T ))$ .$s$ 3
Let new projection define as $P_{S}$ : $L^{2}(\mathbb{T}^{3})$ $arrow S^{\perp}$ where $S^{\perp}$ is
orthogonal complement of $S\cong\{(\overline{H}, \nabla)f; f\epsilon H^{1}(\mathbb{I}^{3})\}$ in $L^{2}$ . Applying $P_{\sigma}$ to




Since $(t^{\infty}, \nabla)tl^{\infty}+K^{\infty}xrotK^{\infty}\epsilon C([0, T_{\sim}]:H^{s-1}tT^{3}))$ and $P_{S},$ $P_{\sigma}$ are bounded
operators on $H^{r}(T^{3})$ for any $r\geq 0$ . it follows that
a $c^{v^{\infty}\epsilon C}$ $([0, T_{\sim}] ; H^{s-1}(T^{3}))$ .
Similarly, it is proved that
$(a_{t}K^{\infty}, \nabla q^{\infty}, (\overline{H}. \nabla)L^{\infty}, (\overline{H}. v)u^{\infty})\epsilon C([0. T_{\sim}] ; H^{S-1}(T^{3}))$ .
The next lemma shows that $(\overline{H}, \nabla)L^{\infty_{=}}(\overline{H}, \nabla)u^{\infty}=0$ and $(\overline{H}, \nabla)q^{\infty}=0$ in
$(5.4. a)-(5.4.b)$ . For simpllcity, we put $\overline{H}=(0,0,1)$ .
Lemma 5.2. Let $f\epsilon L^{2}(\Gamma^{3})$ and $\partial_{3}^{2}f\epsilon L^{2}(’\mathbb{I}^{3})$ . If $\partial_{3}^{2}f=0$ . then $f$ is
independent of $x_{3}$ .
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Proof. Any function $f\epsilon L^{2}(T^{3})$ has a Fourier development
$f(x)=$ $\sum f_{n}e^{\dot{t}n\cdot x}$ . Slnce the rlght hand side is a convergent series
$(n)$
in the $L^{2}$ -sense, we have
$a_{3^{f(x)=-}}^{2}\sum$ $(n_{3})^{2}f_{n}e^{in\cdot x}$
$(n)$
in distribution sense. By the assumptions, the right hand side is
belong to $L^{2}(T^{3})$ and ls equal to zero. Note that $\{e^{in\cdot x}\}$ is
complete in $L^{2}(T^{3})$ , then we have $(n_{3})^{2}f_{n}=0$ for any $n$ . This means
that $f$ is independent of $x_{3}$ . $\square$
Applying $(\overline{H}, \nabla)$ to $(5.4. a)$ and $(5.4.b)$ , we have
(5. 9. a) $\nabla(\overline{H}\cdot\nabla q^{\infty})-(\overline{H}, \nabla)$ $L=0$ ,2
$\infty$
(5. 9. b) $(\overline{H}, \nabla)^{2}u^{\infty}=0$ .
Applying $div$ to (5. 9. a), we get A $(\overline{H}\cdot\nabla q^{\infty})=0$ by (5. 4. c). We can prove
that $(\overline{H}, \nabla)q^{\infty}$ is equal to a constant, similar to Lemma 5.2. Now, we
2 $\infty$ 2 $\infty$ 2 $\infty$have $(\overline{H}, \nabla)$ $L$ $=(\overline{H}, \nabla)$ $u=0$ and $(\overline{H}, \nabla)$ $q=0$ . By Lemma 5.2, we have
$(\overline{H}, \nabla)L^{\infty_{=}}(\overline{H}, \nabla)u^{\infty}=0$ and $(\overline{H}, \nabla)q^{\infty}=0$ .
Finally, we prove the uniqueness of the limiting solution.
Let $(\tilde{v}^{\infty}, K^{\infty})$ be a solution to $(2.5. a)-(2.5. e)$ . The following
inequality follows easily from the same arguement in Proposition 5.1,
11 $(v^{\infty}-\tilde{v}^{\infty})(t)N_{0}+||(K^{\infty}-K^{\infty})(t)||o^{\leq}$ Il $(v^{\infty}-\tilde{v}^{\infty})(0)||+0||(K^{\infty}-K^{\infty})(0)||0$
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