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The cluster editing problem is a decision problem that, for a graph G and a parameter k,
determines if one can apply at most k edge insertion/deletion operations on G so that
the resulting graph becomes a union of disjoint cliques. The problem has attracted much
attention because of its applications in a variety of areas. In this paper, we present a
polynomial-time kernelization algorithm for the problem that produces a kernel of size
bounded by 2k. More precisely, we develop an O (mn)-time algorithm that, on a graph G
of n vertices and m edges and a parameter k, produces a graph G ′ and a parameter k′ such
that k′  k, that G ′ has at most 2k′ vertices, and that (G,k) is a yes-instance if and only if
(G ′,k′) is a yes-instance of the cluster editing problem. This improves the previously best
kernel of size 4k for the problem.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
Errors are ubiquitous in most experiments, and we have to ﬁnd out the true information buried behind them by removing
the inconsistencies in data of experiment results. In many cases, we want to achieve data consistence with the minimum
amount of modiﬁcations. The problem has been studied in different areas [16,19]. A graph theoretical formulation of the
problem is cluster editing that seeks a minimum collection of edge insertion/deletion operations that transforms a given
graph into a union of disjoint cliques. The cluster editing problem has applications in many areas, including machine
learning [1], World Wide Web [7], data-mining [3], information retrieval [14], and computational biology [6,18].
There has been extensive algorithmic research on the cluster editing problem. The problem was ﬁrst studied by Ben-
dor, Shamir and Yakhini [2]. Shamir, Sharan, and Tsur [19] proved that the problem is NP-hard. Approximation algorithms
for the problem have been studied. Currently, the best polynomial-time approximation algorithm for the problem has an
approximation ratio 2.5 [20]. It is also known that the problem is APX-complete, thus, it is unlikely that the problem has a
polynomial-time approximation scheme [5].
In this paper, we are focused on the parameterized version of the cluster editing problem, which is formally deﬁned
as follows: given (G,k), where G is a graph and k is an integer (i.e., the parameter), is it possible to apply at most k edge
insertion/deletion operations so that the resulting graph becomes a union of disjoint cliques?
Research on parameterized algorithms and complexity for the cluster editing problem has been active recently [4,8,11,
12,19]. The ﬁrst parameterized algorithm of time O (2.27k + n3) for the cluster editing problem was developed in [12],
which was later improved to O (1.92k + n3) [11], then to O (1.82k + n3) [4].
A research direction closely related to the parameterized algorithms is the study of kernelization algorithms for the
problem. We say that the problem cluster editing has a kernel of size g(k) if there is a polynomial-time algorithm (i.e.,
a kernelization algorithm) that reduces an instance (G,k) of the problem to an equivalent instance (G ′,k′) such that k′  k,
✩ This work was supported in part by the USA National Science Foundation under the Grants CCF-0830455 and CCF-0917288.
* Corresponding author.
E-mail addresses: chen@cse.tamu.edu (J. Chen), jmeng@cse.tamu.edu (J. Meng).0022-0000/$ – see front matter © 2011 Elsevier Inc. All rights reserved.
doi:10.1016/j.jcss.2011.04.001
212 J. Chen, J. Meng / Journal of Computer and System Sciences 78 (2012) 211–220that the graph G ′ has at most g(k′) vertices, and that the graph G can become a union of disjoint cliques after at most k
edge insertion/deletion operations if and only if the graph G ′ can become a union of disjoint cliques after at most k′ edge
insertion/deletion operations. Therefore, a kernelization algorithm offers an eﬃcient pre-processing that effectively reduces
the instance size of the problem. Gramm et al. [12] showed that the cluster editing problem has a kernel of size 2k2 + k.
Fellows [9] announced an improved kernel of size 24k for the problem, and conjectured that a kernel of size bounded by 6k
for the problem should exist. The conjecture was conﬁrmed later in [10]. The kernel size for the cluster editing problem
was further improved to 4k by Guo [13] based on the idea of critical cliques [17].
In this paper, we develop a new polynomial-time kernelization algorithm that provides a kernel of size 2k for the cluster
editing problem, improving the previous best result.
Our approach is based on the critical cliques of a graph, as that of [13]. However, the major difference between our
approach and [13] is that we introduce the concept of the editing degree of a vertex, which helps us to study how similar
a critical clique and its neighbors are to a disjoint clique. In particular, based on the editing degree, we present a condition
under which an instance of the cluster editing problem can always be reduced in polynomial time. Finally, we prove
that when the condition does not hold for a graph, then the graph contains no more than 2k vertices if the graph admits a
solution of no more than k edge insertion/deletion operations, thus achieving the 2k kernel for the cluster editing problem.
We remark that our kernelization algorithm is applicable to all instances of the cluster editing problem, even when the
parameter value k is large. After all, the kernelization algorithm runs in polynomial time. Indeed, an important contribution
of our results is that we identify graph substructures for the NP-complete cluster editing problem for which part of an
optimal solution can be constructed in polynomial time. Moreover, in case the parameter value k is small (as in many
applications, the error contained in data is small compared with the size of the data), the instance size of the problem can
be signiﬁcantly reduced.
2. Reduction Rules 1–4
We start with necessary deﬁnitions. A clique K in a graph G is a subgraph that is a complete graph. A disjoint clique is a
clique K in which no vertex is adjacent to any vertex not in K . For a vertex v , denote by N(v) the set of vertices that are
adjacent to v . For a subset S of vertices, denote by G[S] the subgraph of G that is induced by S , by N(S) the set of vertices
that are not in S but adjacent to some vertex in S , i.e., N(S) =⋃v∈S N(v) \ S , and by N2(S) the neighbors of N(S) that are
not in S ∪ N(S), i.e., N2(S) = N(N(S)) \ (S ∪ N(S)).
Deﬁnition. A critical clique K in a graph G is a clique such that for all vertices u and v in K , N(v) \ K = N(u) \ K , and K is
maximal under this property.
It has been proved [17] that every vertex in a graph G belongs to a unique critical clique. Therefore, the vertices of the
graph G are uniquely partitioned into groups such that each group induces a critical clique. The critical clique graph Gc of the
graph G is deﬁned as follows. Vertices of Gc correspond to critical cliques in G , and two vertices in Gc are adjacent if the
union of the two corresponding critical cliques in G induces a larger clique in G . It is known [15] that for a given graph G ,
the critical clique graph Gc of G can be constructed in linear time. For a critical clique K , in case there is no confusion, we
also denote by K the vertex set of the critical clique.
A solution to a graph G for the cluster editing problem is a sequence of edge insertion/deletion operations that converts
G into a collection of disjoint cliques. The solution to the graph G can be represented by a partition P = {C1,C2, . . . ,Ch}
of the vertex set of G , where each vertex subset Ci (called a cluster of P) becomes a disjoint clique after the edge in-
sertion/deletion operations of the solution. An optimal solution to G is a solution that uses the minimum number of edge
insertion/deletion operations.
Proposition 2.1. (See [13].) Let K be a critical clique in a graph G. Then in any optimal solution P to G, the critical clique K is entirely
contained in a single cluster in P .
Let S be a vertex subset in a graph G . By making S a disjoint clique, we mean to perform the following edge operations:
adding edges between pairs of vertices in S that are not adjacent, and deleting edges that are between a vertex in S and a
vertex not in S .
The analysis of the current paper shows that in many cases, an optimal solution to a graph G for the cluster editing
problem will make K ∪ N(K ) a disjoint clique for a critical clique K in G . Motivated by this, we introduce the following
deﬁnition.
Deﬁnition. Let K be a critical clique in a graph G and let v ∈ N(K ). The editing degree pK (v) of v with respect to K is
deﬁned to be the number of vertex pairs {v,w1}, where w1 ∈ N(K ) \ {v} and w1 /∈ N(v), plus the number of edges [v,w2],
where w2 /∈ K ∪ N(K ).
The concept of the editing degree distinguishes our approach from all previous kernelization algorithms for the cluster
editing problem, such as those proposed in [9,10,13,12]. Before presenting our formal reduction rules and the proofs for the
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to an instance (G,k) of the cluster editing problem. We consider the “local cost” of the solution P on each cluster Ci in P .
We say that a vertex v is “touched” by P if v is an end-vertex of any edge that is inserted or deleted by P . If all vertices
in a cluster Ci are touched by P , then the size of Ci is naturally bounded by 2 times the local cost of P on the cluster
Ci (note that each edge operation may touch two vertices in Ci). On the other hand, if a cluster Ci contains vertices that
are not touched by P , then it is not diﬃcult to verify that the set K of vertices in Ci that are not touched by P makes a
critical clique and that K ∪ N(K ) = Ci . If |K | + |N(K )|∑v∈N(K ) pK (v), then the size |K | + |N(K )| of the cluster Ci is again
bounded by 2 times the local cost of P on the cluster Ci because
∑
v∈N(K ) pK (v) is a good estimation for the local cost that
makes Ci a disjoint clique. Thus, the only remaining case is |K |+ |N(K )| >∑v∈N(K ) pK (v). But such a condition implies that
K ∪ N(K ) is not very far from a disjoint clique (i.e., compared to the size |K | + |N(K )| of Ci , the number of edge operations
that make K ∪ N(K ) a disjoint clique is small). In fact, our careful analysis shows that when |K | + |N(K )| >∑v∈N(K ) pK (v),
we can always identify in polynomial time some edge operations in the optimal solution P . Therefore, our kernelization
algorithm is focused on critical cliques K with |K | + |N(K )| >∑v∈N(K ) pK (v) and reduces the instance size when such a
structure is identiﬁed. Based on the above analysis, if an instance does not have such critical cliques, then the size of each
cluster is always bounded by 2 times the local cost of P on the cluster. As a consequence, the size of the entire graph G
will be bounded by 2 times the number of edge operations in the solution P .
Lemma 2.2. Let K be a critical clique. For every vertex v in N(K ), pK (v) 1.
Proof. If pK (v) = 0, then v is adjacent to every vertex in N(K ) \ {v}, and is not adjacent to any vertex not in K ∪ N(K ).
Since the vertex v is also adjacent to all vertices in K , K ∪ {v} would make a critical clique that contains K , contradicting
the maximality of the critical clique K . 
Let (G,k) be an instance of the cluster editing problem, and let K be a critical clique in the graph G . Our reduction
rules are given as follows.
Reduction Rules 1–4
Rule 1 if |K | > k, then make K ∪ N(K ) a disjoint clique, remove K ∪ N(K ) from G , and decrease k accordingly;
Rule 2 if |K | |N(K )| and |K |+|N(K )| >∑v∈N(K ) pK (v), then make K ∪N(K ) a disjoint clique, remove K ∪N(K ) from G ,
and decrease k accordingly;
Rule 3 if |K | < |N(K )| and |K | + |N(K )| >∑v∈N(K ) pK (v), and if there is no vertex u ∈ N2(K ) with |N(u) ∩ N(K )| >
(|K | + |N(K )|)/2, then make K ∪ N(K ) a disjoint clique, remove K ∪ N(K ) from G , and decrease k accordingly;
Rule 4 if |K | < |N(K )| and |K | + |N(K )| >∑v∈N(K ) pK (v), and if there is a vertex u ∈ N2(K ) with |N(u) ∩ N(K )| > (|K | +|N(K )|)/2, then insert necessary edges among vertices in N(K ) to make K ∪ N(K ) a clique, remove edges between
N(K ) and N2(K ) \ {u}, and decrease k accordingly.
In the remaining of this section, we verify that the above rules are all “safe”, i.e., the edge operations applied by each of
the rules are entirely contained in an optimal solution to the graph G for the cluster editing problem.
Lemma 2.3. Rule 1 is safe.
Proof. Suppose that an optimal solution P to the graph G uses no more than k edge operations to make G a collection
of disjoint cliques. By Proposition 2.1, the critical clique K must be entirely contained in a single cluster C in the optimal
solution P . If any vertex v1 in N(K ) is not in C , then the solution P would have to delete at least the |K | > k edges
between v1 and K , contradicting the assumed number of edge operations by P . On the other hand, if any vertex v2 not in
K ∪N(K ) is in C , then the solution P would have to insert at least the |K | > k edges between v2 and K , again contradicting
the assumed number of edge operations by P . Therefore, the cluster C in P must consist of exactly the vertices in K ∪N(K ),
and all edge operations applied by Rule 1 are contained in the optimal solution P . 
Now we consider Rules 2–4. For this, let K be a critical clique in the graph G , and let P = {C1,C2, . . . ,Ch} be an optimal
solution to the graph G , where Ci , 1 i  h, are the clusters in P . By Proposition 2.1 and without loss of generality, we can
assume K ⊆ C1. Let Ni = Ci ∩ N(K ) for 1 i  h. Note that some Ni can be empty. Let R = C1 \ (K ∪ N1) (see the left ﬁgure
in Fig. 1 for an illustration, where h = 3).
We deﬁne another solution P ′ to the graph G based on the above notations: P ′ = {K ∪ N(K ), R,C2 \ N2, . . . ,Ch \ Nh}
(see the right ﬁgure in Fig. 1 for an illustration), and will compare the number of edge operations of the solutions P
and P ′ .
Besides the edge operations that are common to P and P ′ , the solution P has the following edge operations that are
not in P ′:
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P-operation
(P1) inserting missing edges between K and R;
(P2) deleting all edges between Ni and K for i  2;
(P3) inserting missing edges between N1 and R .
(P4) inserting missing edges between Ni and Ci \ Ni for i  2; and
(P5) deleting all edges between Ni and N j , for i = j, 1 i, j  h,
while the solution P ′ has the following edge operations that are not in P :
P ′-operation
(P1′) deleting all edges between N1 and R;
(P2′) inserting missing edges between Ni and N j , for i = j, 1 i, j  h; and
(P3′) deleting all edges between Ni and Ci \ Ni , for i  2.
Lemma 2.4. Let G be a graph and let K be a critical clique in G with |K | |N(K )|, and for all v ∈ N(K ), pK (v) |K |. Then there is
an optimal solution to G that has K ∪ N(K ) as a cluster.
Proof. By the deﬁnitions, there is no edge between K and R in the graph G . Thus, the P-operation set (P1) contains exactly
|K | · |R| edge insertion operations. Also by deﬁnition, each vertex in N(K ) is adjacent to every vertex in K in the graph G .
Thus, the P-operation set (P2) contains exactly |K | · |N(K ) \ N1| edge deletion operations. In conclusion, the solution P
contains at least |K |(|R| + |N(K ) \ N1|) edge operations that are not in the solution P ′ .
On the other hand, the P ′-operation set (P1′) contains at most |N1| · |R|  |K | · |R| edge deletion operations (here we
have used the lemma assumption |N(K )|  |K |). The total number of edge operations in the P ′-operation sets (P2′) and
(P3′) is bounded by
∑
v∈N(K )\N1
pK (v) |K | ·
∣∣N(K ) \ N1
∣∣,
here we have used the lemma assumption pK (v)  |K | for all v ∈ N(K ). In conclusion, the solution P ′ contains at most
|K |(|R| + |N(K ) \ N1|) edge operations that are not in the solution P .
By the above comparison, we conclude that the number of edge operations in the solution P ′ is not larger than that in
the optimal solution P . Thus, P ′ is also an optimal solution and contains K ∪ N(K ) as a cluster. This completes the proof
of the lemma. 
Corollary 2.5. Rule 2 is safe.
Proof. By the conditions of Rule 2, |K | |N(K )| and ∑v∈N(K ) pK (v) |K |+ |N(K )|−1. For each vertex v in N(K ), we have
pK (v) =
∑
u∈N(K )
pK (u) −
∑
u∈N(K )\{v}
pK (u)
∑
u∈N(K )
pK (u) −
(∣∣N(K )
∣∣− 1)

(|K | + ∣∣N(K )∣∣− 1)− (∣∣N(K )∣∣− 1)= |K |,
here in the ﬁrst inequality, we have used the fact pK (u)  1 for all u ∈ N(K ). Thus, under the conditions of Rule 2, all
conditions of Lemma 2.4 are satisﬁed. By the lemma, there is an optimal solution that has K ∪ N(K ) as a cluster. Therefore,
the edge operations of Rule 2 are all contained in an optimal solution to the graph G . In consequence, Rule 2 is safe. 
Now we consider Rules 3 and 4.
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that K ∪ N(K ) is entirely contained in a single cluster in P0 .
Proof. Following the notations in Fig. 1, let P = {C1,C2, . . . ,Ch} be an optimal solution to the graph G , and let P ′ =
{K ∪ N(K ), R,C2 \ N2, . . . ,Ch \ Nh}. If N(K ) = N1, or if P ′ is an optimal solution to G , then the lemma is proved. Moreover,
if |N1| = 0, then all the |K | · |N(K )| edges between K and N(K ) should be deleted by the P-operation set (P2). Thus, the
solution P contains at least |K | · |N(K )| edge operations that are not in P ′ . On the other hand, by the lemma assumptions
|N(K )| > |K | 1 and |K | + |N(K )| >∑v∈N(K ) pK (v), we have
|K | · ∣∣N(K )∣∣ |K | + ∣∣N(K )∣∣− 1
∑
v∈N(K )
pK (v).
Since
∑
v∈N(K ) pK (v) is an upper bound on the total number of edge operations in the P ′-operation sets (P1′)–(P3′), the
solution P ′ contains at most |K | · |N(K )| edge operations that are not in P . But this will imply again that P ′ is an optimal
solution, thus again proves the lemma.
Thus, in the following discussion, we can assume without loss of generality that |N(K ) \ N1| > 0, that P ′ is not an
optimal solution, and that |N1| > 0.
By the lemma assumption
∑
v∈N(K ) pK (v) |K | + |N(K )| − 1 and by the fact that pK (v) 1 for all v ∈ N(K ), we have
∑
v∈N(K )\N1
pK (v) =
∑
v∈N(K )
pK (v) −
∑
v∈N1
pK (v)

(|K | + ∣∣N(K )∣∣− 1)− |N1| = |K | +
∣∣N(K ) \ N1
∣∣− 1. (1)
Note that
∑
v∈N(K )\N1 pK (v) is an upper bound on the total number of missing edges between all Ni and N j for i = j and
1 i, j  h. Since the total number of vertex pairs (v, v ′) where v ∈ Ni and v ′ ∈ N j for i = j and 1 i, j  h, is not smaller
than |N1| · |N(K ) \ N1|, we conclude that the total number of existing edges between all Ni and N j for i = j and 1 i, j  h
is at least
|N1| ·
∣∣N(K ) \ N1
∣∣−
∑
v∈N(K )\N1
pK (v).
Combining this with the inequality (1), we derive that there are at least
(|N1| − 1
) · ∣∣N(K ) \ N1
∣∣− |K | + 1 (2)
edges between all Ni and N j for i = j and 1  i, j  h. Note that (2) provides a lower bound on the number of edge
deletions by the P-operation set (P5).
By deﬁnitions, the number of edge insertions by the P-operation set (P1) is exactly |K | · |R|, and the number of edge
deletions by the P-operation set (P2) is exactly |K | · |N(K )\N1|. Combining these with (2), we conclude that the solution P
contains at least
(|K | + |N1| − 1
) · ∣∣N(K ) \ N1
∣∣+ |K | · (|R| − 1)+ 1 (3)
edge operations that are not in the solution P ′ .
On the other hand, the total number of edge operations in the solution P ′ but not in the solution P is bounded from
above by
∑
v∈N(K ) pK (v). By our assumption, P ′ is not an optimal solution to G . Thus, we must have
(|K | + |N1| − 1
) · ∣∣N(K ) \ N1
∣∣+ |K | · (|R| − 1)+ 1<
∑
v∈N(K )
pK (v) |K | +
∣∣N(K )
∣∣− 1,
which gives an upper bound on the value |K |(|N(K ) \ N1| + |R| − 2):
|K | · (∣∣N(K ) \ N1
∣∣+ |R| − 2)< ∣∣N(K )∣∣− (|N1| − 1
) · ∣∣N(K ) \ N1
∣∣− 2.
From this inequality, we obtain
|K | · (∣∣N(K ) \ N1
∣∣+ |R| − 2)+ ∣∣N(K )∣∣ · (∣∣N(K ) \ N1
∣∣− 1)< ∣∣N(K ) \ N1
∣∣2 + ∣∣N(K ) \ N1
∣∣− 2. (4)
If |R| > 0, then since |N1| > 0, we have
|K | · (∣∣N(K ) \ N1
∣∣− 1)+ (∣∣N(K ) \ N1
∣∣+ 1) · (∣∣N(K ) \ N1
∣∣− 1)
 |K | · (∣∣N(K ) \ N1
∣∣− 1)+ (∣∣N(K ) \ N1
∣∣+ |N1|
) · (∣∣N(K ) \ N1
∣∣− 1)
 |K | · (∣∣N(K ) \ N1
∣∣+ |R| − 2)+ ∣∣N(K )∣∣ · (∣∣N(K ) \ N1
∣∣− 1)
<
∣∣N(K ) \ N1
∣∣2 + ∣∣N(K ) \ N1
∣∣− 2.
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Thus, we must have |R| = 0. As we have analyzed above, the solution P contains at least (|K |+|N1|) · |N(K )\N1|−(|K |+
|N(K ) \ N1| − 1) edge operations that are not in the solution P ′ (see (3) and note |R| = 0). On the other hand, the total
number of edge operations in the P ′-operation sets (P2′) and (P3′) is bounded by ∑v∈N(K )\N1 pK (v) |K |+ |N(K ) \ N1|−1
(see the inequality (1)). Because |R| = 0, the P ′-operation set (P1′) is empty. Thus, the total number of edge operations
in P ′ that are not in P is bounded by |K | + |N(K ) \ N1| − 1. Since P ′ is not an optimal solution, we must have
(|K | + |N1|
) · ∣∣N(K ) \ N1
∣∣− (|K | + ∣∣N(K ) \ N1
∣∣− 1)< |K | + ∣∣N(K ) \ N1
∣∣− 1. (5)
By our assumption, |N(K ) \ N1| > 0. If |N(K ) \ N1| = 1, then the inequality (5) gives |N1| < |K |, which implies |N(K )| =
|N1| + |N(K ) \ N1| = |N1| + 1  |K |, contradicting the lemma assumption |N(K )| > |K |. If |N(K ) \ N1|  2, then from the
inequality (5) and the assumption |N1| > 0, we would have |K | · (|N(K ) \ N1| − 2) < |N(K ) \ N1| − 2, which implies |K | < 1
and is again impossible.
The above contradiction veriﬁes that either P ′ is an optimal solution that has K ∪ N(K ) as a cluster, or the optimal
solution P has a cluster (i.e., C1) that contains K ∪ N(K ). The lemma now follows directly. 
In fact, we can derive a result that is stronger and more precise than Lemma 2.6.
Lemma 2.7. Let K be a critical clique with |K | < |N(K )| and |K | + |N(K )| >∑v∈N(K ) pK (v). Then there is at most one vertex u in
N2(K ) such that |N(u) ∩ N(K )| > (|K | + |N(K )|)/2. Moreover, there is an optimal solution P that either has K ∪ N(K ) as a cluster,
or has a cluster that consists of K ∪ N(K ) plus a single vertex u in N2(K ) with |N(u) ∩ N(K )| > (|K | + |N(K )|)/2.
Proof. If there are two vertices u1 and u2 in N2(K ) such that |N(ui) ∩ N(K )| > (|K | + |N(K )|)/2 for i = 1,2, then there
are more than |K | + |N(K )| edges between N(K ) and N2(K ). On the other hand, the number of edges between N(K ) and
N2(K ) is bounded by
∑
v∈N(K ) pK (v) |K | + |N(K )| − 1. This contradiction shows that the existence of both u1 and u2 is
impossible.
As we have proved in Lemma 2.6, either the solution P ′ in Fig. 1 that has K ∪ N(K ) as a cluster is an optimal solution,
or the optimal solution P in Fig. 1 has a cluster C1 that consists of K ∪ N(K ) plus the vertex subset R . If |R| = 0, then the
optimal solution P has K ∪ N(K ) as a cluster and the lemma is proved. Thus, we can assume |R| 1.
The value
∑
v∈N(K ) pK (v), which is not larger than |K |+ |N(K )|−1, is an upper bound on the number of edges between
N(K ) and R in G . Thus, the P-operation set (P3) contains at least |N(K )| · |R| − (|K | + |N(K )| − 1) edge insertions. Note
that the P-operation set (P1) has exactly |K | · |R| edge insertions. We conclude that the solution P contains at least
|R| · (|K |+|N(K )|)− (|K |+|N(K )|−1) edge operations that are not in P ′ . On the other hand, the number of edge operations
that are in P ′ but not in P is bounded by ∑v∈N(K ) pK (v) |K | + |N(K )| − 1. Since P is optimal, we must have
|K | + ∣∣N(K )∣∣− 1 |R| · (|K | + ∣∣N(K )∣∣)− (|K | + ∣∣N(K )∣∣− 1),
which gives |R| · (|K | + |N(K )|)  2(|K | + |N(K )| − 1). This cannot be true for |R|  2. Therefore, we must have |R| = 1.
This shows that the optimal solution P has a cluster C1 consisting of K ∪ N(K ) plus a single vertex u. We can assume
that the number of vertices in N(K ) that are adjacent to u is larger than the number of vertices in K ∪ N(K ) that are
not adjacent to u — otherwise, instead of inserting edges between K ∪ N(K ) and u as P does, deleting edges between
N(K ) and u will result in another optimal solution that has K ∪ N(K ) as a cluster, thus proving the lemma. Therefore, we
have |N(u)∩ N(K )| > |K | + |N(K )| − |N(u)∩ N(K )|, which gives |N(u)∩ N(K )| > (|K | + |N(K )|)/2. This also guarantees that
u ∈ N2(K ). 
Now we are ready for Rules 3 and 4.
Corollary 2.8. Rule 3 and Rule 4 are safe.
Proof. By the conditions in the rules, |K | < |N(K )| and |K | + |N(K )| >∑v∈N(K ) pK (v). By Lemma 2.6, there is an optimal
solution P in which a cluster C1 contains K ∪ N(K ). Moreover, by Lemma 2.7, the cluster C1 either is K ∪ N(K ) or consists
of K ∪ N(K ) plus a vertex u in N2(K ). In case C1 consists of K ∪ N(K ) plus a vertex u in N2(K ), the vertex u must satisfy
the condition |N(u) ∩ N(K )| > (|K | + |N(K )|)/2.
Therefore, if there is no vertex u in N2(K ) with |N(u) ∩ N(K )| > (|K | + |N(K )|)/2, then K ∪ N(K ) must make a cluster
in the optimal solution P . This veriﬁes that Rule 3 is safe.
On the other hand, if there is a vertex u in N2(K ) satisfying |N(u)∩ N(K )| > (|K | + |N(K )|)/2, then by Lemma 2.7, there
is only one such a vertex, and the cluster C1 must either be K ∪ N(K ) or consist of K ∪ N(K ) plus the vertex u. In either
case, the optimal solution P has to insert edges among the vertices in N(K ) to make K ∪ N(K ) a clique, and remove edges
between N(K ) and N2(K ) \ {u}. Therefore, Rule 4 is safe. 
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Input: (G,k, K ): (G,k) is an instance of cluster editing, and K is a critical clique in G such that
N(K ) is a critical clique and N2(K ) = {u}
Output: a reduced equivalent instance (G ′,k′) of cluster editing
1. if |K | |N(K )|, then make K ∪ N(K ) a disjoint clique; G ′ = G \ (K ∪ N(K )); k′ = k − |N(K )|;
2. if |K | < |N(K )|, then pick any set U of |K | vertices in N(K ); G ′ = G \ (K ∪ U ); k′ = k − |K |;
3. return (G ′,k′).
Fig. 2. The Pendulum Algorithm.
3. The Pendulum Algorithm and Reduction Rule 5
Let (G,k) be an instance of the cluster editing problem. We say that a reduction rule cannot further reduce the size
of (G,k) if the reduction rule can neither reduce the number of vertices in the graph G nor decrease the parameter
value k.
Lemma 3.1. Let (G,k) be an instance of the cluster editing problem such that none of the Reduction Rules 1–4 can further reduce
the size of (G,k). Suppose that K is a critical clique in G satisfying |K | < |N(K )| and |K | + |N(K )| >∑v∈N(K ) pK (v). Then N2(K )
consists of a single vertex u and N(K ) is a single critical clique.
Proof. Because Rule 3 cannot further reduce the size of G , there must be a vertex u in N2(K ) such that |N(u) ∩ N(K )| >
(|K | + |N(K )|)/2. By Lemma 2.7, such a vertex u is unique.
If N2(K ) \ {u} is not empty, then Rule 4 would further reduce the size of (G,k) by deleting edges between N(K ) and
N2(K ) \ {u}. Therefore, N2(K ) must consist of the single vertex u.
The vertex set N(K ) must induce a clique in G — otherwise Rule 4 would insert edges between vertices in N(K ), which
would further reduce the parameter value k. Moreover, since two vertices in the same critical clique must be either both
adjacent to (all) vertices in K or both not adjacent to any vertex in K , the set N(K ) is a union of critical cliques.
Since u is the only vertex in N2(K ), if a vertex v in N(K ) is not adjacent to the vertex u, then N(v) \ (K ∪ {v}) =
N(K ) \ {v}, which is equal to N(w) \ (K ∪ {v}) for any vertex w in K . Since K ∪ {v} also induces a clique, this would
contradict the maximality of the critical clique K .
Thus, all vertices in N(K ) are adjacent to the vertex u. Since u is the only vertex in N2(K ), this immediately implies that
N(K ) consists of a single critical clique. 
Lemma 3.1 suggests an interesting special class of instances of the cluster editing problem, for which we develop an
algorithm, the Pendulum Algorithm, that deals with this special case. The algorithm only requires the conditions that N(K )
be a single critical clique and that N2(K ) consist of a single vertex, and does not directly depend on the conditions stated
in Rules 1–4. Therefore, the algorithm is also of independent interest. The algorithm is given in Fig. 2.
Lemma 3.2. The Pendulum Algorithm is correct.
Proof. First note that because N2(K ) = {u} and N(K ) is a critical clique, we have pK (v) = 1 for all vertices v in N(K ).
If |K | |N(K )|, then since pK (v) = 1 |K | for all vertices v in N(K ), by Lemma 2.4, there is an optimal solution for G
that has K ∪ N(K ) as a cluster. Note that to make K ∪ N(K ) a disjoint clique, we need to delete exactly the |N(K )| edges
between N(K ) and N2(K ) = {u}. Thus, step 1 of the algorithm is correct.
The case |K | < |N(K )| is more complicated. We prove the lemma for this case by showing that an optimal solution
for the graph G contains no more than k edge operations if and only if an optimal solution for the graph G ′ contains
no more than k′ = k − |K | edge operations. First of all, ∑v∈N(K ) pK (v) = |N(K )| < |N(K )| + |K |. Combining this with the
condition |K | < |N(K )| and Lemma 2.7, we derive that there is an optimal solution P1 = {C1,C2, . . . ,Ch} for G that has
a cluster C1 such that either C1 = K ∪ N(K ) or C1 = K ∪ N(K ) ∪ {u}. Suppose that the solution P1 contains k1  k edge
operations.
For the set U of |K | vertices in N(K ) picked in step 2 of the algorithm, let P ′1 = {C ′1,C2, . . . ,Ch} be the solution for the
graph G ′ = G \ (K ∪ U ) such that P ′1 has the same clusters as P1 except that the cluster C1 in P1 is replaced by the cluster
C ′1 = C1 \ (K ∪ U ). Every edge operation in P ′1 has a unique corresponding edge operation in P1, and an edge operation
in P1 has no correspondence in P ′1 if and only if the edge under the operation has at least one end in K ∪ U .
If C1 = K ∪ N(K ) ∪ {u}, then the solution P1 for G must insert the |K | edges between K and u, and these |K | edge
insertions of P1 have no correspondence in P ′1. If C1 = K ∪ N(K ), then the solution P1 for G must delete the |K | edges
between U and u (note |U | = |K |), and these |K | edge deletions of P1 have no correspondence in P ′1. In conclusion, for all
cases, the solution P ′1 for the graph G ′ contains at most k′1 = k1 −|K | k−|K | edge operations. This shows that an optimal
solution for the graph G ′ contains no more than k′ = k − |K | edge operations.
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k′ = k − |K | edge operations. Note that the vertex set N(K ) \ U makes a critical clique in the graph G ′ . Therefore, by
Proposition 2.1, we can assume N(K ) \ U ⊆ C ′1.
If the cluster C ′1 also contains a vertex v such that v /∈ N(K ) \ U and v = u, then we claim that P ′3 = {N(K ) \ U ,C ′1 \
(N(K ) \ U ),C ′2, . . . ,C ′h} is also an optimal solution for the graph G ′ . In fact, the solution P ′3 can be obtained from the
solution P ′2 by not performing the edge insertions between N(K ) \ U and C ′1 \ (N(K ) \ U ) (there are at least |N(K ) \ U |
such edge insertions in P ′2 because C ′1 \ (N(K ) \ U ) contains the vertex v that is not adjacent to N(K ) \ U ), and in case
u ∈ C ′1, by performing the additional |N(K ) \ U | edge deletions between u and N(K ) \ U . In any case, the solution P ′3 will
never contain more than k′2 edge operations. Thus, P ′3 must be an optimal solution for G ′ . To summarize, we obtain two
possibilities: either (1) the optimal solution P ′2 has a cluster C ′1 such that either C ′1 = N(K ) \ U or C ′1 = (N(K ) \ U )∪ {u}, or
(2) there is another optimal solution P ′3 that has N(K ) \ U as a cluster. In any case, we can always assume that there is an
optimal solution P ′4 = {C ′′1 ,C ′′2 , . . . ,C ′′h } of k′2 edge operations for the graph G ′ and that P ′4 has a cluster C ′′1 such that either
C ′′1 = N(K ) \ U or C ′′1 = (N(K ) \ U ) ∪ {u}.
Now consider the solution P4 = {C ′′1 ∪ K ∪ U ,C ′′2 , . . . ,C ′′h } for the graph G . If C ′′1 = N(K ) \ U , then P4 can be obtained
from P ′4 by adding the |U | = |K | edge deletions between U and u; and if C ′′1 = (N(K ) \ U ) ∪ {u}, then P4 can be obtained
from P ′4 by adding the |K | edge insertions between u and K . In any case, the solution P4 contains k′2 + |K | k′ + |K | = k
edge operations. This concludes that an optimal solution for the graph G contains no more than k edge operations.
Summarizing the above discussion, we conclude that an optimal solution for the graph G contains no more than k edge
operations if and only if an optimal solution for the graph G ′ contains no more than k′ = k − |K | edge operations. As a
consequence, step 2 of the Pendulum Algorithm works correctly.
This completes the proof of the lemma. 
Lemmas 3.1 and 3.2 suggest we add another reduction rule to the cluster editing problem. Let (G,k) be an instance of
the problem, and let K be a critical clique in G .
Reduction Rule 5
Rule 5 if |K | < |N(K )| and |K | + |N(K )| >∑v∈N(K ) pK (v), and if none of the Reduction Rules 1-4 can further reduce the
size of the instance (G,k), then call the Pendulum Algorithm on (G,k, K ).
Corollary 3.3. Rule 5 is safe.
Proof. Under the conditions in Rule 5, by Lemma 3.1, the set N2(K ) consists of a single vertex u and N(K ) is a single critical
clique. Therefore, (G,k, K ) is a valid input to the Pendulum Algorithm. By Lemma 3.2, calling the Pendulum Algorithm on
(G,k, K ) will further reduce the size of the instance (G,k) and produce a reduced equivalent instance. 
4. Final conclusion: the kernelization algorithm
Our kernelization algorithm for the cluster editing problem can be described as follows:
Kernelization
Input: an instance (G,k) of the cluster editing problem.
1. (G ′,k′) = (G,k);
2. while any of the Reduction Rules 1–5 can further reduce the size of (G ′,k′)
do apply the rule on (G ′,k′) and replace (G ′,k′) by the reduced instance;
3. return (G ′,k′).
By Lemma 2.3, Corollary 2.5, Corollary 2.8, and Corollary 3.3, in the instance (G ′,k′) returned by the algorithm Kernel-
ization, the graph G ′ has a solution with at most k′ edge operations if and only if in the original instance (G,k) the graph G
has a solution with at most k edge operations. Moreover, none of the Reduction Rules 1–5 can further reduce the size of
the instance (G ′,k′) returned by the algorithm Kernelization.
Theorem 4.1. Let (G,k) be an instance of the cluster editing problem such that none of the Reduction Rules 1–5 can further reduce
the size of (G,k). If there is a solution of no more than k edge operations for the graph G, then G contains at most 2k vertices.
Proof. Let P be an optimal solution for the graph G such that P contains no more than k edge operations. We say that
a vertex v in G is touched (by P) if the solution P inserted or deleted at least one edge incident to v . The vertex v is
untouched otherwise. For all vertices v in G , denote by p0(v) the number of edges incident to v that are inserted/deleted
by the solution P .
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are touched, and P2 consists of the clusters in P that are not in P1. Since clusters in P1 contain only touched vertices and
p0(v) 1 for a touched vertex v , we must have
∑
C∈P1
|C |
∑
C∈P1
∑
v∈C
p0(v), (6)
where |C | denotes the number of vertices in the cluster C .
Let C be a cluster in P2, and let K be the set of vertices in C that are untouched, K = ∅. Because C will become a
disjoint clique after the edge operations in the solution P and all vertices in K are untouched by P , the cluster C must be
exactly K ∪ N(K ). The same reason also shows that the induced subgraph G[K ] in G is a clique. We claim that the induced
subgraph G[K ] is actually a critical clique. Let u and v be two vertices in K . If N(u) \ K = N(v) \ K , then to make C a
disjoint clique, the solution P has to insert/delete at least one edge incident to either u or v , which would make at least
one of u and v touched, i.e., not in K . This contradiction shows that N(u) \ K = N(v) \ K for any two vertices u and v in K .
Moreover, if a vertex v not in K makes the induced subgraph G[K ∪ {v}] a clique (thus v ∈ N(K )), and if N(v) is equal to
K ∪ (N(K ) \ {v}), then v must be untouched (because C = K ∪ N(K )) and should be in K , again a contradiction. This veriﬁes
that the subgraph G[K ] is a critical clique in G .
Therefore, every cluster C in P2 can be written as C = K ∪ N(K ), where K is the set of untouched vertices in C , and K
induces a critical clique in G . By the theorem assumption, none of the Reduction Rules 1–5 can further reduce the size of
the instance (G,k). In particular, since none of the Reduction Rules 2–5 can further reduce the size of the instance, we have
|C | = |K | + ∣∣N(K )∣∣
∑
v∈N(K )
pK (v) =
∑
v∈N(K )
p0(v) =
∑
v∈C
p0(v),
the equality second to the last holds true because the solution P makes K ∪ N(K ) a disjoint clique so by the deﬁnition of
the editing degree pK (v) we have p0(v) = pK (v) for all vertices v in N(K ). The last equality holds true because all vertices
in K are untouched so p0(v) = 0 for all vertices v in K . Summarizing this over all clusters in P2, we get
∑
C∈P2
|C |
∑
C∈P2
∑
v∈C
p0(v). (7)
Adding (6) and (7) together and let V be the vertex set of the graph G , we get
|V | =
∑
C∈P
|C | =
∑
C∈P1
|C | +
∑
C∈P2
|C |
∑
C∈P1
∑
v∈C
p0(v) +
∑
C∈P2
∑
v∈C
p0(v) =
∑
v∈V
p0(v). (8)
Since each edge operation in the solution P increases the p0 value by 1 for exactly two vertices in the graph G , the value∑
v∈V p0(v) is bounded by 2 times the number of edge operations in the solution P . By the assumption, the solution P
contains no more than k edge operations. Therefore, (8) proves that the number of vertices in the graph G is bounded
by 2k. This completes the proof of the theorem. 
We remark that the bound 2k given in Theorem 4.1 is tight. To see this, consider the graph C2k that is a cycle of 2k
vertices. C2k has a solution of k edge operations: by deleting every other edges in C2k , we obtain a union of disjoint cliques
of 2 vertices. Moreover, it is not diﬃcult to see that every vertex in C2k is a critical clique. Thus, for each critical clique K
in C2k , |K | = 1, |N(K )| = 2, and ∑v∈N(K ) pK (v) = 4. Therefore, none of the Reduction Rules 1–5 is applicable to (G,k), while
G has 2k vertices.
We conclude the paper with the following theorem.
Theorem 4.2. There is an O (mn)-time kernelization algorithm for the cluster editing problem, that on an instance (G,k) produces
another instance (G ′,k′) such that k′  k, that G ′ has at most 2k′ vertices, and that the graph G has a solution of at most k edge
operations if and only if the graph G ′ has a solution of at most k′ edge operations.
Proof. Theorem 4.1 shows that the instance (G ′,k′) returned by the algorithm Kernelization is either a “NO”-instance (i.e.,
there is no solution of at most k′ edge operations for the graph G ′) or the graph G ′ contains no more than 2k′ vertices.
Since when a reduction rule can further reduce the size of an instance, it either reduces the number of vertices in the
graph by at least 1 (this happens when the graph contains a disjoint clique) or decreases the parameter value k by at
least 1, step 2 of the algorithm Kernelization iterates at most O (n + k) times. Since for each iteration of the step, we need
to construct a critical clique graph, which takes linear time, we conclude that the algorithm Kernelization runs in time
O (m(n+k)), where n is the number of vertices and m is the number of edges of the input graph G . Finally, note that for an
instance (G,k), where the graph G has n vertices and m edges, if k n/2, then the graph G already contains no more than
2k vertices. Thus, in this case, the theorem holds true without need of any further processing. Therefore, we can assume
without loss of generality that k < n/2. In consequence, the running time of the algorithm Kernelization is bounded by
O (m(n + k)) = O (mn). 
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