A crucial and limiting factor in data reuse is the lack of accurate, structured, and complete descriptions of data, known as metadata. Towards improving the quantity and quality of metadata, we propose a novel metadata prediction framework to learn associations from existing metadata that can be used to predict metadata values. We evaluate our framework in the context of experimental metadata from the Gene Expression Omnibus (GEO). We applied four rule mining algorithms to the most common structured metadata elements (sample type, molecular type, platform, label type and organism) from over 1,3 million GEO records. We examined the quality of well supported rules from each algorithm and visualized the dependencies among metadata elements. Finally, we evaluated the performance of the algorithms in terms of accuracy, precision, recall, and F-measure. We found that PART is the best algorithm outperforming Apriori, Predictive Apriori, and Decision Table. All algorithms perform significantly better in predicting class values than the majority vote classifier. We found that the performance of the algorithms is related to the dimensionality of the GEO elements. The average performance of all algorithm increases due of the decreasing of dimensionality of the unique values of these elements (2697 platforms, 537 organisms, 454 labels, 9 molecules, and 5 types). Our work suggests that experimental metadata such as present in GEO can be accurately predicted using rule mining algorithms. Our work has implications for both prospective and retrospective augmentation of metadata quality, which are geared towards making data easier to find and reuse.
INTRODUCTION 1
Biomedical data is increasingly being viewed as a valuable commodity 2 that can be mined for new insights beyond that for which it was created.
3
Large community-focused databases such as the Gene Expression Omnibus 4 (GEO) [1] or the database of Genotypes and Phenotypes (dbGAP) [2] of-5 fer a wealth of omics' data that have been used in developing diagnostic, 6 prognostic, and therapeutic models [3, 4] . One crucial and limiting factor 7 in the reuse of data lies in having access to accurate descriptions about the 8 data -known as metadata. Community standards to describe an experiment 9 (e.g. Minimum Information About a Microarray Experiment; MIAME [5]) 10 are being widely promoted to highlight essential metadata, but creating good 11 metadata can be challenging [6, 7] .
12
Indeed, metadata is often of low quality, and many entries are absent, erro-13 neous or inconsistent. The largest database of gene expression studies, the 14 GEO microarray database, contains 50,000 studies, over 1.3 million sam-15 ples, and is still growing [1] . Yet the description of these samples suffers from 16 a lack of consistency and completeness. For example, a preliminary analysis 17 revealed that are 32 different ways to specify the age in GEO (e.g. age, Age,
18
Age years, age year). Yet, these metadata are essential for researchers to find Annotation and Retrieval (CEDAR) [7, 8] .
32
In this study, we examine the utility of supervised machine learning to pre-33 dict metadata from existing metadata. This will help metadata submitter 34 during the submission process. Predicting metadata could be a guideline 35 for template authors during the process of metadata definition. This facility 36 will not only significantly facilitate the template definition task but also will 37 make the resulting templates more comprehensive and reflective of the ac-38 tual data. In CEDAR we also take advantage of emerging community-based 39 standard templates for describing different kinds of biomedical datasets, and
40
we investigate the use of computational techniques to help investigators to 41 assemble templates and to fill in their values [7] . mine the data, learn from the data, and find this association. In our study, we 74 wanted to find the correlation between metadata elements and their values.
75
Association rules are the main technique for data mining to find these cor-76 relations. Sharma et al., compared association rule mining algorithms (e.g.
77
AIS and FP-Growth, and Apriori) [ find the association between metadata elements and to predict the value of 145 each element of interest. We then evaluated our approach using a standard The compound used to label the extract. The metric type which has been used to rank the rules.
217
(default = confidence); C=0.9: The minimum confidence of a rule; D= 0.05:
218
The delta by which the minimum support is decreased in each iteration; U 
231
A Decision Table [ 
Experimental Setup and Evaluation Framework

251
We used the four ARM algorithms to discover rules from our GEO dataset 252 ( Figure 1 ). We predicted each feature based on the other features (e.g. 'type'
253
was predicted using molecule, label, platform, and organism). An example of 254 a rule is: if organism=Homo Sapiens, molecule=total RNA then type=RNA.
255
We performed 90:10 cross-validation in which we used 90% of the sample 256 data for training and 10% for testing. Since the same sample can be used in 
Results
265
In this section, we discuss rules discovered with each of the four ARM 266 algorithms over the experimental metadata from the GEO database. We re-267 port on the performance of each algorithm, and discuss associations within 268 the rulesets.
269
Over five thousand rules were generated from the analysis of the GEO Next, we sought to understand how each of the four rule mining algorithms 288 performed for each of the five selected features drawn from the GEO dataset.
289 Figure 2 shows the performance using F-measure, precision, recall and accu- and Predictive Apriori for Label, Organism, and Type. As shown in Figure   295 2 for each performance measurement we considered the confidence interval.
296
We calculated the confidence interval for 10 iterations for each algorithm. As 297 an example, Table S2 in supplementary materials shows the details regarding 298 the calculation of traditional confidence interval for all algorithms.
299 Next, Figure 3 shows the F-measure to predict the metadata element type (Table S1 ).
312
Next, we analyzed the rules to assess whether performance was influenced 
313
by length of rule. Figure 4 shows the rule length for all algorithms. We find 314 that the median length of rules is lowest for PART and Predictive Apriori
315
(length 2), while nearly all of the Decision Table rules have a length of 3.
316
Apriori appears to have the greatest variety in length of rules.
317
Finally, we investigated the associations that exist between GEO metadata, 318 at least as uncovered by each classifier.
319 Figure 5 shows the association network for rules generated by all algo- (GPL) has a power to predict all other elements. It means we can predict other algorithm based on the arrows in the network in Figure 5 .
331
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Figure 5: A network diagram illustrating associations between all elements (GPL for platform, Type, Organism, and Molecule) in rules generated by all algorithms. This association shows which element is more predictable based on other elements. It also reveals the power of each element to predict other elements. Thick lines indicate associations of bigger than 0.5 (strong association), medium lines indicate associations between 0.05 and 0.5. Associations of strength less than 0.05 are thin lines (weak association).
DISCUSSION
333
In this work, we explored the use of ARM algorithms to predict structured 334 metadata. Our results, based on the analysis of a subset of GEO's metadata 335 elements, support the hypothesis that associations between certain metadata 336 elements exist and can be used by ARM algorithms in a predictive manner.
337
Our goal is to simplify the authoring of metadata as much as possible for 338 metadata submitter with predicting the metadata value and recommend that 339 to the metadata submitter during the submission process. We show that algo-340 rithms, which have been used in this study, particularly PART and Decision 
