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REPRESENTATIONS OF AFFINE NAPPI-WITTEN ALGEBRAS
YIXIN BAO, CUIPO JIANG∗, AND YUFENG PEI∗∗
Abstract. In this paper, we study the representation theory for the affine Lie algebra Ĥ4
associated to the Nappi-Witten model H4. We classify all the irreducible highest weight
modules of Ĥ4. Furthermore, we give a necessary and sufficient condition for each Ĥ4-
(generalized) Verma module to be irreducible. For reducible ones, we characterize all the
linearly independent singular vectors. Finally, we construct Wakimoto type modules for
these Lie algebras and interpret this construction in terms of vertex operator algebras and
their modules.
1. Introduction
Two-dimensional conformal field theories (CFTs) has many applications both in physics
and mathematics. Vertex operator algebras [1, 7, 11, 15, 26] provide a powerful algebraic
tool to study the general structure of conformal field theory as well as various specific models
[6, 12, 25] etc. One of the richest classes of CFTs consists of the Wess-Zumino-Novikov-
Witten (WZNW) models [22], which were studied originally within the framework of sem-
simple(abelian) groups. It can be shown that most properties of these models are substan-
tially captured by the properties of the corresponding vertex operator algebras [12]. For
non-reductive groups, few results on WZNW models are known. However, there has been a
great interest in WZNW models based on nonabelian nonsemisimple Lie groups [18, 17, 14]
in the early 1990, partly because they allow the construction of exact string backgrounds.
Nappi and Witten showed in [18] that a WZNW model(NW model) based on a central ex-
tension of the two-dimensional Euclidean group describes the homogeneous four-dimensional
space-time corresponding to a gravitational plane wave. The corresponding Lie algebra H4
is called Nappi-Witten algebra. Just as the non-twisted affine Kac-Moody Lie algebras given
in [13], the affine Nappi-Witten algebra Ĥ4 is defined to be the central extension of the loop
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algebra of H4. The study of the representation theory of Ĥ4 was started in [14]. Further
studies on NW model were presented in [2, 3, 4, 5].
In the present paper, we initiate a systematic study of representations of the affine Nappi-
Witten algebra Ĥ4. We discuss the structure of all the (generalized) Verma modules and their
irreducible quotients. We give a necessary and sufficient condition for each Verma module to
be irreducible. Furthermore, for the reducible ones , we obtain a complete description for the
linearly independent singular vectors and classify all the irreducible highest weight modules.
After that we construct a simple vertex operator algebra associated to the NW model and
classify all irreducible representations. It is known that the Wakimoto modules for affine
Kac-Moody Lie algebras have important applications in conformal field theory, representation
theory, integrable systems, and many other areas of mathematics and physics(see [8, 20, 23]
and references therein). In this paper, we also construct a class of Wakimoto type modules
(free field realizations) for the affine NW algebra Ĥ4 and interpret this construction in terms
of vertex (operator) algebras and their modules.
This paper is organized as follows. In section 2, we recall some basic results on the NW
algebras and their affinizations. In section 3, we investigate the structure of the (generalized)
Verma modules over the affine NW algebras. In section 4, we discuss the vertex operator
algebra structures associated to the representations of affine NW algebras. In section 5, by
the vertex algebras and their modules obtained in section 4, we construct a class of Wakimoto
type modules (free field realizations) over the affine NW algebra.
Throughout the paper, we use C,Z, Z+ and N to denote the sets of the complex numbers,
the integers, the positive integers and the nonnegative integers, respectively.
2. Nappi-Witten algebras and their affinizations
2.1. Nappi-Witten Lie algebras. The Nappi-Witten Lie algebra H4 is a 4-dimensional
vector space
H4 = Ca⊕ Cb⊕ Cc⊕ Cd
equipped with the bracket relations
[a, b] = c, [d, a] = a, [d, b] = −b, [c, d] = [c, a] = [c, b] = 0.
Let (, ) be a symmetric bilinear form on H4 defined by
(a, b) = 1, (c, d) = 1, otherwise, ( , ) = 0.
It is straightforward to check that ( , ) is a non-degenerate H4-invariant symmetric bilinear
form on H4. The Casimir element is defined as
Ω = ab+ ba+ cd+ dc ∈ U(H4), (2.1)
3where U(H4) is the universal enveloping algebra of H4. For any 0 6= ℓ ∈ C, we introduce the
following modified Casimir element :
Ω˜ℓ = Ω−
1
ℓ
c2 ∈ U(H4). (2.2)
It is clear that both Ω and Ω˜ℓ lie in the center of U(H4).
2.2. H4-modules. The Nappi-Witten algebra H4 is equipped with the triangular decompo-
sition:
H4 = H
+
4 ⊕H
0
4 ⊕H
−
4 = H
≥0
4 ⊕H
−
4 ,
where
H+4 = Ca, H
0
4 = Cc⊕ Cd, H
−
4 = Cb.
For λ ∈ (H04 )
∗, the highest weight module (Verma module) of H4 is defined by
M(λ) = U(H4)⊗U(H≥04 )
Cλ, (2.3)
where Cλ is the 1-dimensional H
≥0
4 -module, on which h ∈ H
0
4 acts as multiplication by λ(h),
and H+4 acts as 0. For convenience, we denoteM(λ) byM(,d) when λ(c) =  and λ(d) = d.
The following lemma is well-known:
Lemma 2.1 (cf.[19]). For ,d ∈ C, M(,d) is irreducible if and only if  6= 0. If  = 0,
then the irreducible quotient L(d) = L(0,d) = Cv
d
such that
av
d
= bv
d
= cv
d
= 0, dv
d
= dv
d
. (2.4)

Let M = V (α, β, γ) for α, β, γ ∈ C, where V (α, β, γ) is the H4-module defined as follows:
V (α, β, γ) =
⊕
n∈ZCvn such that
dvn = (α+ n)vn, cvn = βvn, avn = −βvn+1, bvn = (α + γ + n)vn−1. (2.5)
Remark 2.2. M. Willard [21] showed that all irreducible weight modules of H4 with finite-
dimensional weight spaces can be classified into the following classes:
(1) Irreducible modules L(d) for d ∈ C.
(2) Irreducible highest weight modules M(λ) or irreducible lowest weight modules M−(µ).
(3) Intermediate series modules V (α, β, γ) defined as (2.5) such that β 6= 0 and α+γ /∈ Z.
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2.3. Affine Nappi-Witten algebras. To the pair (H4, ( , )), we associate the affine Nappi-
Witten Lie algebra Ĥ4, with the underlying vector space
Ĥ4 = H4 ⊗ C[t, t
−1]⊕ Ck (2.6)
equipped with the bracket relations
[h1 ⊗ t
m, h2 ⊗ t
n] = [h1, h2]⊗ t
m+n +m(h1, h2)δm+n,0k, [Ĥ4,k] = 0, (2.7)
for h1, h2 ∈ H4 and m,n ∈ Z. It is clear that Ĥ4 has the Z-grading:
Ĥ4 =
∐
n∈Z
Ĥ
(n)
4 ,
where
Ĥ
(0)
4 = H4 ⊕ Ck, and Ĥ
(n)
4 = H4 ⊗ t
n for n 6= 0.
Then one has the following graded subalgebras of Ĥ4:
Ĥ
(±)
4 =
∐
n>0
Ĥ
(±n)
4 , Ĥ
(≥0)
4 =
∐
n≥0
Ĥ
(n)
4 = Ĥ
(+)
4 ⊕H4 ⊕ Ck.
Let M be an H4-module and regard M as an Ĥ
(≥0)
4 -module with Ĥ
(+)
4 acting trivially and
with k acting as the scalar ℓ. The induced Ĥ4-module VĤ4(ℓ,M) is defined by
V
Ĥ4
(ℓ,M) = Ind Ĥ4
Ĥ
(≥0)
4
(M) = U(Ĥ4)⊗U(Ĥ(≥0)4 )
M. (2.8)
3. Structure of (generlized) Verma modules
3.1. Verma modules. Let M = L(d) = Cv
d
for d ∈ C be the one-dimensional irreducible
H4-module defined as in (2.4). Next we shall investigate the structure of the following stan-
dard Verma module:
V
Ĥ4
(ℓ,d) = U(Ĥ4)⊗U(Ĥ(≥0)4 )
Cv
d
. (3.1)
Let us recall some basic concepts. A partition λ is a sequence λ = (λ1, λ2, . . . , λr) of
positive integers in decreasing order: λ1 ≥ λ2 ≥ · · · ≥ λr > 0. Denote P for the set of all
partitions. We call r the length of λ, denoted by l(λ), and call the sum of λ′is the weight of
λ, denoted by |λ|. Let λ = (λ1, λ2, . . . , λr), µ = (µ1, µ2, . . . , µs) be two partitions. If r < s,
we rewrite λ as λ = (λ1, λ2, . . . , λr, λr+1, . . . , λs), where λr+1 = · · · = λs = 0. If r > s, we
rewrite µ in a similar way. The natural ordering on partitions is defined as follows:
λ > µ ⇐⇒ λ1 = µ1, · · · , λi = µi, λi+1 > µi+1, for some i ≥ 0.
λ = µ ⇐⇒ λi = µi, for all i ≥ 1.
For k ≥ 1 and partitions λ1, · · · , λk, µ1, · · · , µk, we define
(λ1, · · · , λk) ≻ (µ1, · · · , µk)⇐⇒ λ1 = µ1, · · · , λi = µi, λi+1 > µi+1, for some 0 ≤ i ≤ k.
5For convenience, we shall denote x ⊗ tn by x(n) for x ∈ H4, n ∈ Z. For x ∈ H4, λ =
(λ1, λ2, . . . , λr) ∈ P, denote
x(λ) := x(λr) · · · x(λ1), x(−λ) := x(−λ1) · · · x(−λr).
Let
S2 = {(d, a, b), (d, c, a), (d, c, b), (c, a, b)},
S3 = {(d, a), (d, b), (d, c), (a, b), (c, a), (c, b)},
S4 = {d, c, a, b};
and
B±1 = {d(±λ)c(±µ)a(±ν)b(±η), |λ, µ, ν, η ∈ P},
B±2 = {x1(±λ)x2(±µ)x3(±ν) | (x1, x2, x3) ∈ S2, λ, µ, ν ∈ P},
B±3 = {x1(±λ)x2(±µ) | (x1, x2) ∈ S3, λ, µ ∈ P},
B±4 = {x(±λ) |x ∈ S4, λ ∈ P}.
Then
B± =
4⋃
i=1
B±i
is a PBW basis for U(Ĥ
(±)
4 ). ForX = d(−λ)c(−µ)a(−ν)b(−η) ∈ B
−
1 , Y = d(λ)c(µ)a(ν)b(η) ∈
B+1 , we define
ht(X) = |λ|+ |µ|+ |ν|+ |η|, ht(Y ) = −(|λ|+ |µ|+ |ν|+ |η|).
Similarly, we can define ht(Z) for other elements Z in B±. The following lemma is obvious.
Lemma 3.1. Let X ∈ B−, Y ∈ B+ be such that ht(X) < −ht(Y ). Then Y (Xv
d
) = 0.
We are now in a position to give the first main result of this section.
Theorem 3.2. For ℓ,d ∈ C, the Ĥ4-module VĤ4(ℓ,d) is irreducible if and only if ℓ 6= 0.
Furthermore, if ℓ = 0, then the irreducible quotient of V
Ĥ4
(ℓ,d) is isomorphic to the one-
dimensional Ĥ4-module Cv
d
.
Proof. For v = Xv
d
∈ V
Ĥ4
(ℓ,d), X ∈ B, we denote
deg v = ht(X), deg v
d
= 0.
Then V
Ĥ4
(ℓ,d) is N-graded.
If ℓ = 0, it is easy to see that {x(−1)v
d
| x = a, b, c, d} are singular vectors and generate
the maximal non-trivial submodule of V
Ĥ4
(ℓ,d), which implies that V
Ĥ4
(ℓ,d) is reducible and
its irreducible quotient is Cv
d
.
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Conversely, let ℓ 6= 0. By PBW theorem and the definition of V
Ĥ4
(ℓ,d), we have
{v
d
, xv
d
| x ∈ B−}
is a basis of V
Ĥ4
(ℓ,d). For n ∈ Z+, let
pn = c(n), qn = d(−n).
Then
[pm, qn] = mδm,nk.
Therefore
s = ⊕n∈Z+(Cpn ⊕Cqn)⊕ Ck
is a Heisenberg algebra and V
Ĥ4
(ℓ,d) is an s-module such that k acts as ℓ 6= 0. Since
every highest weight s-module generated by one element with k acting as a non-zero scalar
is irreducible, it follows that V
Ĥ4
(ℓ,d) can be decomposed into a direct sum of irreducible
highest weight modules of s with the highest weight vectors in
N = {v
d
, c(−λ)a(−µ)b(−ν)v
d
, y1(−λ)y2(−µ)v
d
, x(−λ)v
d
| (y1, y2) ∈ {(a, b), (c, a), (c, b)}, x ∈ {a, b, c}, λ, µ, ν ∈ P}.
Now suppose that, for ℓ 6= 0, V
Ĥ4
(ℓ,d) is not irreducible and let U be a proper non-zero
submodule of V
Ĥ4
(ℓ,d). Then there exists a non-zero homogeneous singular vector u in U
such that u is a linear combination of elements in N such that
Xu = 0, for all X ∈ U(Ĥ
(+)
4 ).
We will show that there exists an element Y in B+ such that Y u 6= 0, giving a contradiction.
Hence we can obtain V
Ĥ4
(ℓ,d) is irreducible. We may assume that
u =
3∑
i=1
Xiv
d
,
where ht(X1) = ht(X2) = ht(X3) and
X1 =
l1∑
j=1
a1jc(−λ
(1j))a(−µ(1j))b(−ν(1j)),
where (λ(1j), µ(1j), ν(1j)) ≻ (λ(1,j+1), µ(1,j+1), ν(1,j+1)) for j = 1, · · · , l1 − 1,
X2 = X21 +X22 +X23,
7where
X21 =
l2∑
j=1
a2jc(−λ
(2j))a(−µ(2j)), X22 =
l3∑
j=1
a3jc(−λ
(3j))b(−ν(3j)),
X23 =
l4∑
j=1
a4ja(−µ
(4j))b(−ν(4j)),
for (λ(2j), µ(2j)) ≻ (λ(2,j+1), µ(2,j+1)) j = 1, · · · , l2 − 1; (λ
(3j), ν(3j)) ≻ (λ(3,j+1), µ(3,j+1)) j =
1, · · · , l3 − 1; and (µ
(4j), ν(4j)) ≻ (µ(4,j+1), ν(4,j+1)) j = 1, · · · , l4 − 1, and
X3 = X31 +X32 +X33,
where
X31 =
l5∑
j=1
a5jc(−λ
(5j)), X32 =
l6∑
j=1
a6ja(−µ
(6j)), X33 =
l7∑
j=1
a7jb(−ν
(7j)),
for λ(5j) ≻ λ(5,j+1) j = 1, · · · , l5 − 1; µ
(6j) ≻ µ(6,j+1) j = 1, · · · , l6 − 1; and ν
(7j) ≻ ν(7,j+1)
j = 1, · · · , l7 − 1.
We break up the proof into seven different cases.
(1) X32 6= 0. Let Y = b(µ
(61)), then
Y u = a61l
r61
r61∏
j=1
µ
(61)
j vd 6= 0,
where µ(61) = (µ
(61)
1 , · · · , µ
(61)
r61 ).
(2) X32 = 0, X33 6= 0. Taking Y = a(ν
(71)), we have
Y X1v
d
= Y X2v
d
= 0, Y X3v
d
6= 0.
Hence Y u 6= 0.
(3) X32 = X33 = 0, X23 6= 0. Let Y = a(ν
(41))b(µ(41)), then
Y X1v
d
= Y X3v
d
= 0, Y X2v
d
6= 0.
which implies that Y u 6= 0.
(4) X23 = X32 = X33 = 0, X31 6= 0. Let Y = d(λ
(51)), then we have
Y X1v
d
= Y X2v
d
= 0, Y X3v
d
6= 0.
Hence Y u 6= 0.
(5) X3 = X23 = 0, X1 6= 0. Let Y = a(ν
(11))b(µ(11))d(λ(11)), then
Y X2v
d
= 0, Y X1v
d
6= 0.
Hence Y u 6= 0.
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(6) X1 = X3 = 0, X23 = 0, X21 6= 0. Let Y = b(µ
(21))d(λ(21)), then Y u 6= 0.
(7) X1 = X3 = 0, X21 = X23 = 0, X22 6= 0. Let Y = a(ν
(31))d(λ(31)), then Y u 6= 0.
We complete the proof of the theorem.

3.2. Generalized Verma modules. Next we shall consider the generalized Verma modules
V
Ĥ4
(ℓ,,d) = V
Ĥ4
(ℓ,M(λ)) = Ind Ĥ4
Ĥ
(≥0)
4
M(λ)
as defined in (2.8), where M(λ) is the H4-module defined in (2.3) such that λ(c) =  ∈ C
∗
and λ(d) = d ∈ C. It is clear that Ĥ4 has the following new triangular decomposition:
Ĥ4 = Ĥ
−
4 ⊕ Ĥ
0
4 ⊕ Ĥ
+
4 , (3.2)
where
Ĥ+4 = Ca⊕ Ĥ
(>0)
4 , Ĥ
−
4 = Cb⊕ Ĥ
(<0)
4 , Ĥ
0
4 = Cc⊕Cd⊕ Ck.
According to this new triangular decomposition, for d, ℓ ∈ C and  ∈ C∗, we have the
standard Verma module
V new
Ĥ4
(λ) = U(Ĥ4)⊗U(Ĥ+4 +Ĥ04 )
wλ. (3.3)
where λ ∈ (Ĥ04 )
∗, Ĥ+4 wλ = 0 and xwλ = λ(x)wλ for all x ∈ Ĥ
0
4 . Furthermore, if
λ(c) = , λ(d) = d, λ(k) = ℓ,
then the generalized Verma module V
Ĥ4
(ℓ,,d) is isomorphic to the standard Verma module
V new
Ĥ4
(λ) as Ĥ4-modules.
The second main result of this section is stated as follows:
Theorem 3.3. For ℓ,d ∈ C and  ∈ C∗, the Ĥ4-module VĤ4(ℓ,,d) is irreducible if and
only if ℓ 6= 0 and  /∈ ℓZ. Furthermore, we have
(i) If ℓ 6= 0 and +mℓ = 0, for some m ∈ Z+, then all the linearly independent singular
vectors are
u = [
∑
λ∈P (m)
(aλc(−λ)b+
kλ∑
i=1
bλ\λi,λic(−λ \ λi)b(−λi))]
kv
d
,
9for all k ∈ Z+, satisfying
aλqiλiℓ− bλ\λi,λi = 0, i = 1, 2, · · · , kλ,
aλ+
kλ∑
i=1
bλ\λi,λi = 0,
bλ\λi,λi(+ λiℓ) +
kλ∑
j=1
bλ\λi\λj ,λi+λj = 0;
(ii) If ℓ 6= 0 and −mℓ = 0, for some m ∈ Z+, then all the linearly independent singular
vectors are
u = [
∑
λ∈P (m)
kλ∑
i=1
cλ\λi,λic(−λ \ λi)a(−λi))]
kv
d
,
for all k ∈ Z+, satisfying
qiλiℓcλ\λj ,λj + cλ\λi\λj ,λi+λj = 0, i, j = 1, 2, · · · , kλ, i 6= j,
cλ\λi,λi(−+ λiℓ)−
kλ∑
j=1
cλ\λi\λj ,λi+λj = 0, i = 1, 2, · · · , kλ,
where in (i) and (ii), P (m) is the set of all partitions of weight m,
λ(k) = (λ, λ, · · · , λ) ∈ Zk+, λ = (λ
(q1)
1 , λ
(q2)
2 , · · · , λ
(qkλ )
kλ
)
such that
∑kλ
i=1 qiλi = m, and λ \ λi = (λ
(q1)
1 , · · · , λ
(qi−1)
i , · · · , λ
(qkλ )
kλ
) and if λ = λi,
then c(−λ \ λi)b(−λi) = b(−λi), c(−λ \ λi)a(−λi) = a(−λi);
(iii) If ℓ = 0, then all the linearly independent singular vectors are
u = c(−λ)v
d
,
for all partitions λ ∈ P.
Proof. If ℓ = 0, then it is easy to see that {c(−λ)v
d
| λ ∈ P} are all the linearly independent
singular vectors.
Now assume that ℓ 6= 0.
Let s be the infinite-dimensional Heisenberg algebra defined in the proof of Theorem 3.2.
Then as an s-module, V
Ĥ4
(ℓ,,d) is a direct sum of irreducible highest weight s-modules
with k acting as ℓ and highest weight vectors in
Nλ = {b
iv
d
, c(−λ)a(−µ)b(−ν)biv
d
, y1(−λ)y2(−µ)b
iv
d
,
x(−λ)biv
d
| i ≥ 0, (y1, y2) ∈ {(a, b), (c, a), (c, b)}, x ∈ {a, b, c}, λ, µ, ν ∈ P}.
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Let
Ĥ+4 = Ĥ
(+)
4 +H
+
4 ,
where Ĥ
(+)
4 and H
+
4 are defined as in Section 2.3. For n ∈ Z, define
deg a(−n) = n− 1, deg b(−n) = n+ 1,deg c(−n) = n, deg d(−n) = n, deg k = 0.
Then U(Ĥ4) is Z-graded. So we get an N-gradation of V
new
Ĥ4
(ℓ,,d) by defining deg v
d
= 0.
Suppose that u ∈ V
Ĥ4
(ℓ,,d) is a singular vector such that
U(Ĥ+4 )u = 0.
Since V
Ĥ4
(ℓ,,d) is a direct sum of irreducible highest weight s-modules and M(λ) is irre-
ducible, we may assume that u is homogeneous and
u =
3∑
i=1
ui,
where
u1 =
l1∑
j=1
a1jc(−λ
(1j))a(−µ(1j))b(−ν(1j))bk1jv
d
,
for (λ(1j), µ(1j), ν(1j)) ≻ (λ(1,j+1), µ(1,j+1), ν(1,j+1)), j = 1, · · · , l1 − 1,
u2 = u21 + u22 + u23,
where
u21 =
l2∑
j=1
a2jc(−λ
(2j))a(−µ(2j))bk2jv
d
, u22 =
l3∑
j=1
a3jc(−λ
(3j))b(−ν(3j))bk3jv
d
,
u23 =
l4∑
j=1
a4ja(−µ
(4j))b(−ν(4j))bk4jv
d
,
for (λ(2j), µ(2j)) ≻ (λ(2,j+1), µ(2,j+1)), j = 1, · · · , l2 − 1; (λ
(3j), ν(3j)) ≻ (λ(3,j+1), µ(3,j+1)), j =
1, · · · , l3 − 1; (µ
(4j), ν(4j)) ≻ (µ(4,j+1), ν(4,j+1)), j = 1, · · · , l4 − 1, and
u3 = u31 + u32 + u33,
where
u31 =
l5∑
j=1
a5jc(−λ
(5j))bk5jv
d
,
u32 =
l6∑
j=1
a6ja(−µ
(6j))bk6jv
d
, u33 =
l7∑
j=1
a7jb(−ν
(7j))bk7jv
d
,
11
for λ(5j) ≻ λ(5,j+1), j = 1, · · · , l5 − 1; µ
(6j) ≻ µ(6,j+1), j = 1, · · · , l6 − 1; ν
(7j) ≻ ν(7,j+1), j =
1, · · · , l7 − 1.
Case 1 ℓ 6= 0 and  /∈ ℓZ. One can prove that u = 0 by the same method used in the
proof of Theorem 3.2. Therefore V new
Ĥ4
(ℓ,,d) is irreducible.
Case 2 ℓ 6= 0 and  ∈ ℓZ.
Since au = 0, it is easy to see that kij = 0, for i = 4, 6, 7. If u33 6= 0, we consider a(ν
(71)
1 )u.
Since no monomial of a(ν
(71)
1 )u1, a(ν
(71)
1 )u2, a(ν
(71)
1 )u31 and a(ν
(71)
1 )u32 is of the form b(−η),
where η ∈ P, we deduce that
+ ν
(71)
1 ℓ = 0.
Similarly, considering a(ν
(7p)
r7p )u, where ν
(7p)
r7p = min{ν
(7j)
r7j , j = 1, 2, · · · , l7}, we have
+ ν(7p)r7p ℓ = 0.
Then we deduce that l7 = 1 and u33 = a31(b(−ν
(71)
1 ))
k3v
d
such that
+ ν
(71)
1 ℓ = 0, k3(ν
(71)
1 + 1) = deg u.
If u32 6= 0, then by the fact that b(µ
(61)
1 )u = 0, we have
− µ
(61)
1 ℓ = 0.
Therefore
(µ
(61)
1 + ν
(71)
1 )ℓ = 0,
which is impossible since µ
(61)
1 + ν
(71)
1 > 0 and ℓ 6= 0. We deduce that u32 = 0 or u33 = 0.
Subcase 1 u33 6= 0, u32 = 0.
By the fact that b(µ
(41)
1 )u = b(µ
(41)
1 )u31 = b(µ
(41)
1 )u33 = b(µ
(41)
1 )u22 = 0, and both
b(µ
(41)
1 )u1 and b(µ
(41)
1 )u21 contain no monomials of the forms a(−λ)b(−µ) and b(−µ), where
λ, µ ∈ P, we have
b(µ
(41)
1 )u23 =
l4∑
j=1
a4j
r4j∑
p=1
δ
µ
(41)
1 ,µ
(4j)
p
(−+ µ
(41)
1 ℓ)
·a(−µ(4j))
̂
a(−µ
(4j)
p )b(−ν
(4j))vd = 0,
where
̂
a(−µ
(4j)
p ) means this factor is deleted. So if u23 6= 0, then − + µ
(41)
1 ℓ = 0, which
is impossible since  + ν
(71)
1 ℓ = 0. This proves that u23 = 0. Let Y = b(µ
(21)
1 ), then Y u =
Y u1 + Y u21 = 0. If u21 6= 0, comparing Y u1 and Y u21, we have
−+ µ
(21)
1 ℓ = 0,
which is not true. So u21 = 0. Similarly, u1 = 0. Therefore
u = u22 + u31 + u33.
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By the fact that a(ν
(31)
1 )u = 0, we can easily deduce that ν
(3j)  ν(71), j = 1, · · · , l3.
Similarly, we have λ(3j)  ν(71), λ(5k)  ν(71), j = 1, · · · , l3, k = 1, · · · , l5. If ν
(71)
1 = 1, then
+ ℓ = 0, u33 = a71b(−1)
k3v
d
and
u22 =
l3∑
j=1
a3jc(−1)
p3jb(−1)q3j bk3jv
d
, u31 =
l5∑
j=1
a5jc(−1)
p5j bk5jv
d
.
Since d(1)u = 0, we have
u22 + u31 + u33 = k(
k3∑
j=0
ℓ−k3+jCjk3c(−1)
k3−jb(−1)jbk3−jv
d
),
for some k ∈ C. Let
u =
k3∑
j=0
ℓ−k3+jCjk3c(−1)
k3−jb(−1)jbk3−jv
d
= (ℓ−1c(−1)b + b(−1))k3v
d
.
Then we have
au =
k3∑
j=0
ℓ−k3+jCjk3(jc(−1)
k3−j+1b(−1)j−1bk3−j + (k3 − j)c(−1)
k3−jb(−1)jbk3−j−1)v
d
= 0.
It is clear that a(n)u = b(n)u = c(n)u = d(m)u = 0, for n ≥ 1,m ≥ 2. We prove that u is a
non-zero singular vector for each k3 ∈ N.
Assume that ν
(71)
1 > 1. If ν
(3j)
1 = 1 for all j = 1, 2, · · · , l3. Then ν
(71)
1 = 2. In fact, if
ν
(71)
1 > 2, then a(ν
(71)
1 − 1)u22 = a(ν
(71)
1 − 1)u31 = 0, a(ν
(71)
1 − 1)u33 6= 0, a contradiction.
If k3 > 1, then a(1)u31 = 0, and a(1)u33 contains factor b(−2), but no monomial of a(1)u22
contains factor b(−2). So u33 = u22 = 0. Then u31 = 0 and we deduce that u = 0. If k3 = 1,
then u33 = a71b(−2)v
d
and one can easily deduce that
u = (ℓc(−2)b + c(−1)2b+ 2ℓc(−1)b(−1) + 2ℓ2b(−2))v
d
is a singular vector. Generally, for ν
(71)
1 = 2, we have
u = (ℓc(−2)b+ c(−1)2b− c(−1)b(−1) − ℓb(−2))kv
d
, k ≥ 1.
Now assume that ν
(71)
1 = m > 2 and l(ν
(71)) = 1. Let 1 ≤ p ≤ l3 be such that l(ν
(3p)) =
max{l(ν(3j)), j = 1, 2, · · · , l3} and if l(ν
(3q)) = l(ν(3p)), then ν(3p)  ν(3q). If l(ν(3p)) > 1,
then d(λ(3p))u 6= 0, a contradiction. So l(ν(3j)) = 1 for all j = 1, 2, · · · , l3. It follows that
k3j = 0, j = 1, · · · , l3 since au = 0. For x ∈ Z+, k ∈ Z+, denote (x, · · · , x) ∈ N
k by x(k).
Then
u =
∑
λ∈P (m)
[aλc(−λ)b+
kλ∑
i=1
bλ\λi,λic(−λ \ λi)b(−λi)]vd,
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where P (m) is the set of all partitions of weight m, λ = (λ
(q1)
1 , λ
(q2)
2 , · · · , λ
(qkλ )
kλ
) such that∑kλ
i=1 qiλi = m, and λ\λi = (λ
(q1)
1 , · · · , λ
(qi−1)
i , · · · , λ
(qkλ )
kλ
). By the fact that d(n)u = a(m)u =
0, form ∈ N, n ∈ Z+, and +mℓ = 0, we deduce that aλ, bλ\λi,λi , i = 1, 2, · · · , kλ are uniquely
determined by the following equations up to a non-zero scalar.
aλqiλiℓ− bλ\λi,λi = 0, i = 1, 2, · · · , kλ (3.4)
aλ+
kλ∑
i=1
bλ\λi,λi = 0, bλ\λi,λi(+ λiℓ) +
kλ∑
j=1
bλ\λi\λj ,λi+λj = 0. (3.5)
It is easy to check that the u determined by (3.4) and (3.5) is indeed a non-zero singular
vector. Generally
u = [
∑
λ∈P (m)
(aλc(−λ)b+
kλ∑
i=1
bλ\λi,λic(−λ \ λi)b(−λi))]
kv
d
, k = 1, 2, · · ·
satisfying (3.4) and (3.5) are all the linearly independent singular vectors.
Subcase 2 u33 = 0, u32 6= 0. Then −+ µ
(61)
1 ℓ = 0. Similar to the proof for Subcase 1,
we can deduce that u1 = u22 = u23 = 0, l6 = 1, µ
(61) = (µ
(61)
1 , · · · , µ
(61)
1 ) and k2i = k5j =
0, i = 1, 2, · · · , l2, j = 1, 2, · · · , l5.
We first assume that l(µ(61)) = 1 and µ
(61)
1 = m. Then it is easy to see that l(µ
(2j)) = 1,
j = 1, 2, · · · , l2, u21 = 0. Therefore
u =
∑
λ∈P (m)
kλ∑
i=1
cλ\λi,λic(−λ \ λi)a(−λi))vd,
where P (m) is the set of all partitions of weight m, λ(k) = (λ, λ, · · · , λ) ∈ Zk+, λ = (λ
(q1)
1 ,
λ
(q2)
2 , · · · , λ
(qkλ )
kλ
) such that
∑kλ
i=1 qiλi = m, and λ \ λi = (λ
(q1)
1 , · · · , λ
(qi−1)
i , · · · , λ
(qkλ )
kλ
). By
d(n)u = b(n)u = 0, for n ∈ Z+, we deduce that
qiλiℓcλ\λj ,λj + cλ\λi\λj ,λi+λj = 0, i, j = 1, 2, · · · , kλ, i 6= j, (3.6)
cλ\λi,λi(−+ λiℓ)−
kλ∑
j=1
cλ\λi\λj ,λi+λj = 0, i = 1, 2, · · · , kλ. (3.7)
Actually, u is uniquely determined by (3.6) and (3.7). Then one can easily deduce that all
the linearly independent singular vectors are
u = [
∑
λ∈P (m)
kλ∑
i=1
cλ,λic(−λ \ λi)a(−λi))]
kv
d
, k ∈ Z+
satisfying (3.6) and (3.7). 
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3.3. In this subsection, we shall study the irreducibility of Ĥ4-module
V
Ĥ4
(ℓ, α, β, γ) = Ind Ĥ4
H
(≥0)
4
V (α, β, γ)
with k acting as a scalar ℓ. It is obvious that V (α, β, γ) is irreducible if and only if β 6= 0
and α+ γ /∈ Z. Similarly, we have
Theorem 3.4. Let α, β, γ ∈ C be such that α + γ /∈ Z, β 6= 0. Then the Ĥ4-module
V
Ĥ4
(ℓ, α, β, γ) is irreducible if and only if β + nℓ 6= 0 for all n ∈ Z. Furthermore, we have
(i) If ℓ 6= 0 and β +ml = 0, for some m ∈ Z+, then for each k ∈ Z+,
u = [
∑
λ∈P (m)
(aλc(−λ)b+
kλ∑
i=1
bλ\λi,λic(−λ \ λi)b(−λi))]
kv0,
satisfying
aλqiλiℓ− bλ\λi,λi = 0, i = 1, 2, · · · , kλ,
aλ+
kλ∑
i=1
bλ\λi,λi = 0, bλ\λi,λi(+ λil) +
kλ∑
j=1
bλ\λi\λj ,λi+λj = 0
generates a non-trivial submodule of V
Ĥ4
(ℓ, α, β, γ);
(ii) If ℓ 6= 0 and β −mℓ = 0, for some m ∈ Z+, then for each k ∈ Z+,
u = [
∑
λ∈P (m)
kλ∑
i=1
cλ\λi,λic(−λ \ λi)a(−λi))]
kv0
satisfying
qiλiℓcλ\λj ,λj + cλ\λi\λj ,λi+λj = 0, i, j = 1, 2, · · · , kλ, i 6= j,
cλ\λi,λi(−+ λiℓ)−
kλ∑
j=1
cλ\λi\λj ,λi+λj = 0, i = 1, 2, · · · , kλ
generates a non-trivial submodule of V
Ĥ4
(ℓ, α, β, γ), where in (i) and (ii), P (m)
is the set of all partitions of weight m, λ(k) = (λ, λ, · · · , λ) ∈ Zk+, λ = (λ
(q1)
1 ,
λ
(q2)
2 , · · · , λ
(qkλ )
kλ
) such that
∑kλ
i=1 qiλi = m, and λ\λi = (λ
(q1)
1 , · · · , λ
(qi−1)
i , · · · , λ
(qkλ )
kλ
)
and if λ = λi, then c(−λ \ λi)b(−λi) = b(−λi), c(−λ \ λi)a(−λi) = a(−λi);
(iii) If ℓ = 0, then for each λ ∈ P, u = c(−λ)v0 generates a non-trivial submodule of
V
Ĥ4
(ℓ, α, β, γ).

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4. Vertex operator algebra structure associated to Ĥ4
We assume that the reader is familiar with the basic knowledge on the notations of vertex
operator algebras and their weak modules, admissible modules and ordinary modules.
For h ∈ H4 we define the generating function
h(x) =
∑
n∈Z
(h⊗ tn)x−n−1 ∈ Ĥ4[[x, x
−1]].
Then the defining relations (2.7) can be equivalently written as
[h1(x1), h2(x2)] = [h1, h2](x2)x
−1
2 δ
(
x1
x2
)
− (h1, h2)
∂
∂x1
x−12 δ
(
x1
x2
)
k. (4.1)
Given an Ĥ4-module W , let h(n) denote the operator on W corresponding to h ⊗ t
n for
h ∈ H4 and n ∈ Z. We shall use the notation for the action of h(x) on W :
hW (x) =
∑
n∈Z
h(n)x−n−1 ∈ (EndW )[[x, x−1]]. (4.2)
Definition 4.1. Let W be a restricted Ĥ4-module in the sense that for every h ∈ H4 and
w ∈ W , h(n)w = 0 for n sufficiently large. We say that the Ĥ4-module W is of level ℓ if the
central element k acts as a scalar ℓ in C.
Let ℓ be a complex number. Consider the induced module defined as (3.1)(let d = 0):
V
Ĥ4
(ℓ, 0) = U(Ĥ4)⊗U(Ĥ(≤0)4 )
v0.
Set
1 = v0 ∈ VĤ4(ℓ, 0).
Then
V
Ĥ4
(ℓ, 0) =
∐
n≥0
V
Ĥ4
(ℓ, 0)(n),
where V
Ĥ4
(ℓ, 0)(n) is spanned by the vectors
h
(1)
−m1 · · · h
(r)
−mr1
for r ≥ 0, h(i) ∈ H4, mi ≥ 1, with n = m1+ · · ·+mr. It is clear that VĤ4(ℓ, 0) is a restricted
Ĥ4-module of level ℓ. We can regard Ĥ4 as a subspace of VĤ4(ℓ, 0) through the map
Ĥ4 → VĤ4(ℓ, 0), h 7→ h(−1)1.
In fact, Ĥ4 = VĤ4(ℓ, 0)(1).
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Theorem 4.2 (cf. [15, 17]). Let ℓ be any complex number. Then there exists a unique vertex
algebra structure (V
Ĥ4
(ℓ, 0), Y,1) on V
Ĥ4
(ℓ, 0) such that 1 is the vacuum vector and
Y (h, x) = h(x) ∈ (EndV
Ĥ4
(ℓ, 0))[[x, x−1]]
for h ∈ H4. For r ≥ 0, h
(i) ∈ Ĥ4, ni ∈ Z+, the vertex operator map for this vertex algebra
structure is given by
Y (h(1)(n1) · · · h
(r)(nr)1, x) =
◦
◦ ∂
(−n1−1)h(1)(x) · · · ∂(−nr−1)h(r)(x) ◦◦ 1,
where
∂(n) =
1
n!
(
d
dx
)n
◦
◦
◦
◦ is the normal ordering, and 1 is the identity operator on VĤ4(ℓ, 0).
Proposition 4.3 (cf. [15]). Any module W for the vertex algebra V
Ĥ4
(ℓ, 0) is naturally a
restricted Ĥ4-module of level ℓ, with hW (x) = YW (h, x) for h ∈ H4. Conversely, any restricted
Ĥ4-module W of level ℓ is naturally a VĤ4(ℓ, 0)-module as vertex algebra with
YW (h
(1)(n1) · · · h
(r)(nr)1, x) =
◦
◦ ∂
(−n1−1)h
(1)
W (x) · · · ∂
(−nr−1)h
(r)
W (x)
◦
◦ 1W ,
for r ≥ 0, h(i) ∈ Ĥ4, ni ∈ Z. Furthermore, for any VĤ4(ℓ, 0)-module W , the VĤ4(ℓ, 0)-
submodules of W coincide with the Ĥ4-submodules of W .
Remark 4.4. Theorem 4.2 and Proposition 4.3 in fact hold for the general quadratic Lie
algebra , i.e., a (possibly infinite-dimensional) Lie algebra equipped with a symmetric invariant
bilinear form.
In the following, we shall show that V
Ĥ4
(ℓ, 0) is in fact a vertex operator algebra under
certain conditions.
Let ℓ be a non-zero complex number. Set
ω =
1
2ℓ
(a(−1)b(−1) + b(−1)a(−1) + c(−1)d(−1) + d(−1)c(−1)) 1−
1
2ℓ2
c(−1)c(−1)1
=
1
ℓ
(a(−1)b(−1)1 + c(−1)d(−1)1) −
1
2ℓ
c(−2)1 −
1
2ℓ2
c(−1)c(−1)1 (4.3)
and define operators L(n) for n ∈ Z by
Y (ω, x) =
∑
n∈Z
ωnx
−n−1 =
∑
n∈Z
L(n)x−n−2.
Next, we will follow [7] in using the vertex algebra structure to establish the Virasoro
algebra relations, rather than directly calculating the commutators.
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Proposition 4.5. Let ℓ be a complex number such that ℓ 6= 0. Then for h ∈ H4 and m,n ∈ Z,
[L(m), h(n)] = −nh(m+ n), (4.4)
[L(m), L(n)] = (m− n)L(m+ n) +
1
3
(m3 −m)δm+n,0, (4.5)
on any restricted Ĥ4-module W of level ℓ. In particular, these relations hold on VĤ4(ℓ, 0) and
L(0)v = nv, for v ∈ V
Ĥ4
(ℓ, 0), n ≥ 0,
L(−1) = D,
where D is the D-operator of the vertex algebra V
Ĥ4
(ℓ, 0) defined by
Dv = v−21 for v ∈ VĤ4(ℓ, 0).
Proof. By Theorem 4.2, any restricted Ĥ4-moduleW of level ℓ is naturally a VĤ4(ℓ, 0)-module.
Then relation (4.4) can be written as
[h(n), L(m)] = nh(m+ n), (4.6)
for h ∈ H, m,n ∈ Z. Equivalently, in terms of generating function, we have
[Y (h, x1), Y (ω, x2)] = −h(x2)
∂
∂x1
x−12 δ
(
x1
x2
)
. (4.7)
By the commutator formula ([15]) for the vertex algebra and modules, it suffices to prove
hnω = δn,1h, for n ≥ 0. (4.8)
Since V
Ĥ4
(ℓ, 0) is Z-graded Ĥ4-module with VĤ4(ℓ, 0)(n) = 0 for n < 0, then
h(m)ω = 0, for m > 2. (4.9)
Next we compute h(2)ω, h(1)ω, and h(0)ω, using the relation (4.1) with k acting as ℓ.
ℓh(2)ω = h(2)
(
a(−1)b(−1)1 + c(−1)d(−1)1 −
1
2
c(−2)1 −
1
2ℓ
c(−1)c(−1)1
)
= (a(−1)h(2) + [h, a](1))b(−1)1 + (c(−1)h(2) + [h, c](1))d(−1)1
−
1
2
(c(−2)h(2) + 2(h, c)ℓ)1 −
1
2ℓ
c(−1)c(−1)h(2)1
= [h, a](1)b(−1)1 − (h, c)ℓ1
= ([h, a], b)ℓ1 − (h, c)ℓ1
= 0.
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ℓh(1)ω = h(1)
(
a(−1)b(−1)1 + c(−1)d(−1)1 −
1
2
c(−2)1−
1
2ℓ
c(−1)c(−1)1
)
= (a(−1)h(1) + [h, a](0) + (h, a)k)b(−1)1 + (c(−1)h(1) + (h, c)k)d(−1)1
−
1
2ℓ
(c(−1)h(1) + (h, c)k)c(−1)1
= a(−1)(h, b)ℓ1 + [[h, a], b](−1)1 + b(−1)(h, a)ℓ1 + c(−1)(h, d)ℓ1
+d(−1)(h, c)ℓ1 − c(−1)(h, c)1
= ℓh(−1)1
= ℓh.
ℓh(0)ω = h(0)
(
a(−1)b(−1)1 + c(−1)d(−1)1 −
1
2
c(−2)1−
1
2ℓ
c(−1)c(−1)1
)
= (a(−1)h(0) + [h, a](−1))b(−1)1 + c(−1)h(0)d(−1)1 −
1
2ℓ
(c(−1)c(−1)h(0)1
= a(−1)[h, b](−1)1 + [h, a](−1)b(−1)1 + c(−1)[h, d](−1)1
= 0.
For h ∈ H, n ∈ Z, we have
[L(−1)−D, h(n)] = 0 (4.10)
as operators on V
Ĥ4
(ℓ, 0) and
(L(−1) −D)1 = ω01− 1−21 = 0. (4.11)
It follows that L(−1) = D on V
Ĥ4
(ℓ, 0). Similarly, L(0) = D, where the weight operator D
is defined by Dv = nv for v ∈ V
Ĥ4
(ℓ, 0)(n) with n ∈ Z. For the Virasoro relations (4.5), it
suffices to prove
ω1ω = L(0)ω = 2ω,
ω3ω = L(2)ω = 21,
ωnω = L(n− 1)ω = 0,
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for n = 2, n ≥ 4. By (4.4), we get
L(0)ω =
1
ℓ
L(0)
(
a(−1)b(−1)1 + c(−1)d(−1)1 −
1
2
c(−2)1 −
1
2ℓ
c(−1)c(−1)1
)
= 2ω.
L(2)ω =
1
ℓ
L(2)
(
a(−1)b(−1)1 + c(−1)d(−1)1 −
1
2
c(−2)1 −
1
2ℓ
c(−1)c(−1)1
)
=
1
ℓ
(
[L(2), a(−1)]b(−1)1 + [L(2), c(−1)]d(−1)1 − c(0)1 −
1
2ℓ
[L(2), c(−1)]c(−1)1
)
−
1
ℓ
(
a(−1)b(1)1 + c(−1)d(1)1 −
1
2ℓ
c(−1)c(1)1
)
=
1
ℓ
(
a(1)b(−1)1 + c(1)d(−1)1 − c(0)1 −
1
2ℓ
c(1)c(−1)1
)
=
1
ℓ
((a, b)k1+ (c, d)k1)
= 21.
L(1)ω =
1
ℓ
L(1)
(
a(−1)b(−1)1 + c(−1)d(−1)1 −
1
2
c(−2)1 −
1
2ℓ
c(−1)c(−1)1
)
=
1
ℓ
(
a(0)b(−1)1 + c(0)d(−1)1 − c(−1)1 −
1
2ℓ
c(0)c(−1)1
)
=
1
ℓ
(c(−1)1 − c(−1)1)
= 0.
L(n)ω =
1
ℓ
L(n)
(
a(−1)b(−1)1 + c(−1)d(−1)1 −
1
2
c(−2)1 −
1
2ℓ
c(−1)c(−1)1
)
=
1
ℓ
(
a(n− 1)b(−1)1 + c(n− 1)d(−1)1 − c(n − 2)1−
1
2ℓ
c(n − 1)c(−1)1
)
= 0
for n ≥ 3. 
Remark 4.6. The construction of the conformal vector ω, named Nappi-Witten construction,
is different from the Segal-Sugawara construction for affine Lie algebras [15, 24], because it
is easy to check that the action of the Casimir element Ω defined in (2.1) acts on H4(under
the adjoint representation) is not a scalar. For more general study on conformal vectors, we
refer the reader to [17].
Summarizing, we have
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Theorem 4.7. Let ℓ be a complex number such that ℓ 6= 0. Then the vertex algebra V
Ĥ4
(ℓ, 0)
constructed in Theorem 4.2 is a vertex operator algebra of central charge 4 with ω defined in
(4.3) a confomral vector. The Z-grading on V
Ĥ4
(ℓ, 0) is given by L(0)-eigenvalues. Moreover,
H = V
Ĥ4
(ℓ, 0)(1), which generates VĤ4(ℓ, 0) as vertex algebra, and
[h(n), L(m)] = nh(m+ n), for h ∈ H, m,n ∈ Z.
Let ℓ be a complex number such that ℓ 6= 0 and M be a H4-module on which the modified
Casimir operator Ω˜ℓ acting as a scalar cM . Let W = Ind
Ĥ4
Ĥ
(≥0)
4
(M). Since W is a restricted
Ĥ4-module of level ℓ, by Proposition 4.3, W = Ind
Ĥ4
Ĥ
(≥0)
4
(M) has a unique admissible module
structure for the vertex operator algebra V
Ĥ4
(ℓ, 0) such that YW (h, x) = hW (x) for h ∈ H4.
Moreover, W =
∐
n∈NW(r+n) with W(r) = M , where r =
cM
2ℓ . In particular, if M is finite-
dimensional, W is an ordinary module for the vertex operator algebra V
Ĥ4
(ℓ, 0).
Theorem 4.8. For ℓ 6= 0 and d ∈ C, the Ĥ4-module VĤ4(ℓ,d) is naturally an irreducible
ordinary module for the vertex operator algebra V
Ĥ4
(ℓ, 0). Furthermore, the modules V
Ĥ4
(ℓ,d)
exhaust all the irreducible ordinary V
Ĥ4
(ℓ, 0)-modules up to equivalence.
Proof. This proof is completely parallel to the proof of Theorem 6.2.33 in [15]. 
Remark 4.9. For any vertex operator algebra V , Zhu in [27] constructed an associative alge-
bra A(V ) such that there is one-to-one correspondence between the irreducible admissible V -
modules and the irreducible A(V )-modules. This fact has been used to classify the irreducible
modules for vertex operator algebras associated to affine Lie algebra (cf.[12]). Similarly, for
ℓ ∈ C∗, one can show that A(V
Ĥ4
(ℓ, 0)) is canonically isomorphic to U(H4).
5. Wakimoto type realizations
In this section, we shall construct Wakimoto type modules for affine Nappi-Witten algebra
Ĥ4 in terms of vertex operator algebras and their modules.
5.1. Weyl algebra. Let A be the Weyl algebra with generators β(n), γ(n)(n ∈ Z), k, and
the following relations
[β(m), γ(n)] = δm+n,0k, [γ(m), γ(n)] = [β(m), β(n)] = 0, [k,A] = 0. (5.1)
Consider the following irreducible A-module VA generated by a vector 1 which satisfies:
k|VA = id, β(n)1 = 0, n ≥ 0, γ(n)1 = 0, n > 0.
Define a linear operator D on VA by the formulas
D1 = 0, [D,β(n)] = −nβ(n− 1), [D, γ(n)] = −(n− 1)γ(n − 1).
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Let
β(x) =
∑
n∈Z
β(n)x−n−1, γ(x) =
∑
n∈Z
γ(n)x−n,
Then
[γ(x1), β(x2)] =
∑
m,n∈Z
[γ(m), β(n)]x−m1 x
−n−1
2 = −x
−1
2 δ
(
x1
x2
)
.
Theorem 5.1 (see [12]). There exists a unique vertex algebra structure (VA, Y,1) on VA such
that 1 is the vacuum vector and the vertex operator map for this vertex algebra structure is
given by
Y (β(−1)1, x) = β(x), Y (γ(0)1, x) = γ(x) ∈ EndVA[[x, x
−1]]
and
Y (β(−n1) · · · β(−nr)γ(−m1) · · · γ(−ms)1, x)
= ◦◦ ∂
(n1−1)β(x) · · · ∂(nr−1)β(x)∂(m1)γ(x) · · · ∂(ms)γ(x) ◦◦ 1.
for r, s ≥ 0,mi ≥ 0, ni ≥ 1, where 1 is the identity operator on VA.
Remark 5.2. VA is not a vertex operator algebra since it has infinite dimensional homoge-
neous components.
5.2. Heisenberg algebras. Let h be a finite dimensional abelian Lie algebra with a non-
degenerate symmetric bilinear form (·, ·) and hˆ = h⊗C[t, t−1]⊕C c the corresponding affine
Lie algebra. Let λ ∈ h and consider the induced hˆ-module
M(1, λ) = U(hˆ)⊗U(h⊗C[t]⊕Cc) C ≃ S(h⊗ t
−1
C[t−1]) (as vector spaces)
where h⊗ tC[t] acts trivially on C, h acts as (α, λ) for α ∈ h and c acts as 1. For α ∈ h and
n ∈ Z, we write α(n) for the operator α⊗ tn and put
α(z) =
∑
n∈Z
α(n)z−n−1.
Set 1 = 1 ∈ C. For α1, · · · , αk ∈ h, n1, · · · , nk ∈ Z+ and v = α1(−n1) · · · αk(−nk)1 ∈
M(1) =M(1, 0), we define a vertex operator corresponding to v by
Y (v, x) = ◦◦∂
(n1−1)α1(x)∂
(n2−1)α2(x) · · · ∂
(nk−1)αk(x)
◦
◦ .
We can extend Y to all v ∈ V by linearity. Let {u1, · · · , ud} be an orthonomal basis of h. Set
ωH =
1
2
∑d
i=1 ui(−1)
21. The following theorem is well known :
Theorem 5.3 (cf. [11]). The space M(1) = (M(1, 0), Y,1, ωH ) is a simple vertex operator
algebra and M(1, α) for α ∈ h give a complete list of inequivalent irreducible modules for
M(1).
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In the following, we always assume that h = Cp⊕Cq is a 2-dimensional abelian Lie algebra
equipped with the following symmetric bilinear form ( , ) such that
(p, q) = 1, (p, p) = (q, q) = 0.
Set
p(x) =
∑
n∈Z
p(n)x−n−1, q(x) =
∑
n∈Z
q(n)x−n−1.
Then
[p(x1), q(x2)] = −
∂
∂x1
x−12 δ
(
x1
x2
)
.
5.3. Wakimoto type realization.
Theorem 5.4. Let ℓ be a nonzero complex number. Then there exists a homomorphism of
vertex algebras
Φ : V
Ĥ4
(ℓ, 0) −→ VA ⊗M(1)
defined by
a(x) 7→ β(x),
b(x) 7→ ℓγ′(x) + p(x)γ(x),
c(x) 7→ p(x),
d(x) 7→ ℓq(x) +
1
2
ℓ−1p(x)− ◦◦ β(x)γ(x)
◦
◦ .
Proof. It suffices to prove the following commutation relations:
[d(x1), d(x2)]
= [ℓq(x1) +
1
2
ℓ−1p(x1)−
◦
◦ β(x1)γ(x1)
◦
◦ , ℓq(x2) +
1
2
ℓ−1p(x2)−
◦
◦ β(x2)γ(x2)
◦
◦ ]
=
1
2
[q(x1), p(x2)] +
1
2
[p(x1), q(x2)] + [
◦
◦ β(x1)γ(x1)
◦
◦ ,
◦
◦ β(x2)γ(x2)
◦
◦ ]
= −
∂
∂x1
x−12 δ
(
x1
x2
)
+
∂
∂x1
x−12 δ
(
x1
x2
)
= 0.
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[a(x1), b(x2)] = [β(x1), ℓγ
′(x2) + p(x2)γ(x2)]
= ℓ[β(x1), γ
′(x2)] + p(x2)[β(x1), γ(x2)]
= −ℓ
∂
∂x1
x−12 δ
(
x1
x2
)
+ p(x2)x
−1
2 δ
(
x1
x2
)
= c(x1)x
−1
2 δ
(
x1
x2
)
− ℓ
∂
∂x1
x−12 δ
(
x1
x2
)
.
[c(x1), d(x2)] = [p(x1), ℓq(x2) +
1
2
ℓ−1p(x2)−
◦
◦ β(x2)γ(x2)
◦
◦ ]
= ℓ[p(x1), q(x2)] = −ℓ
∂
∂x1
x−12 δ
(
x1
x2
)
.
[d(x1), a(x2)]
= [ℓq(x1) +
1
2
ℓ−1p(x1)−
◦
◦ β(x1)γ(x1)
◦
◦ , β(x2)]
= −a(x1)[γ(x1), β(x2)]
= a(x2)x
−1
2 δ
(
x1
x2
)
.
[d(x1), b(x2)]
= [ℓq(x1) +
1
2
ℓ−1p(x1)−
◦
◦ β(x1)γ(x1)
◦
◦ , ℓγ
′(x2) + p(x2)γ(x2)]
= ℓ[q(x1), p(x2)]γ(x2)− ℓ[β(x1), γ
′(x2)]γ(x1)− γ(x1)p(x2)[β(x1), γ(x2)]
= −ℓ
∂
∂x1
x−12 δ
(
x1
x2
)
γ(x2) + ℓ
(
∂
∂x1
x−12 δ
(
x1
x2
))
γ(x1)− γ(x1)p(x2)[β(x1), γ(x2)]
= −ℓ
∂
∂x1
x−12 δ
(
x1
x2
)
γ(x2) + ℓ
∂
∂x1
x−12 δ
(
x1
x2
)
γ(x2)− ℓx
−1
2 δ
(
x1
x2
)
γ′(x2)
−γ(x1)p(x2)x
−1
2 δ
(
x1
x2
)
= −(ℓγ′(x2) + γ(x2)p(x2))x
−1
2 δ
(
x1
x2
)
= −b(x2)x
−1
2 δ
(
x1
x2
)
.
Here we use the following fact:
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(
∂
∂x1
x−12 δ
(
x1
x2
))
γ(x1)
= γ(x2)
∂
∂x1
x−12 δ
(
x1
x2
)
− γ′(x2)x
−1
2 δ
(
x1
x2
)
.
[c(x1), a(x2)] = [c(x1), b(x2)] = [p(x1), β(x2)] = 0.

Remark 5.5. (1) Φ is not surjective, since γ(0)1 has no preimage.
(2) In some physics literature[2, 14], several different Wakimoto type modules for Ĥ4 were
given.
As a consequence, we have theWakimoto type modules over Ĥ4:
Corollary 5.6. For α ∈ h, VA⊗M(1, α) is a module for the vertex algebra VĤ4(ℓ, 0) and an
Ĥ4-module of level ℓ.
Proof. Since M(1, α) is a module for M(1, 0), it follows that VA ⊗M(1, α) is naturally a
module for the vertex algebra VA ⊗ M(1, 0). Then by Theorem 5.4, VA ⊗ M(1, α) is a
V
Ĥ4
(ℓ, 0)-module. By Proposition 4.3, VA ⊗M(1, α) is also an Ĥ4-module of level ℓ.

Remark 5.7. If (α, p) = 0, then VA ⊗M(1, α) contains an irreducible submodule ismorphic
to V
Ĥ4
(ℓ,d) for some d ∈ C. If (α, p) 6= 0, then VA ⊗M(1, α) is isomorphic to VĤ4(ℓ,,d)
for some  ∈ C∗, d ∈ C.
References
[1] R. Borcherds, Vertex algebras, Kac-Moody algebras, and the Monster, Proc. Natl. Acad. Sci. USA 83
(1986) 3068-3071.
[2] Y. Cheung, L. Freidel and K. Savvidy, Strings in gravimagnetic fields, Journal of High Energy Physics
054 (2004) 1-48.
[3] G. DAppollonio and T. Quella, The abelian cosets of the Heisenberg group, Journal of High Energy
Physics 045 (2007).
[4] G. DAppollonio and T. Quella, The diagonal cosets of the Heisenberg group, Journal of High Energy
Physics 060 (2008).
[5] G. DAppollonio and E. Kiritsis, String interactions in gravitational wave backgrounds, Nucl. Phys. B
674 (2003), 80-170.
[6] C. Dong, Vertex algebras associated with even lattices, J. Algebra 160 (1993), 245-265.
[7] C. Dong and J. Lepowsky, Generalized Vertex Algebras and Relative Vertex Operators, Progress in
Math. Vol. 112, Birkha¨user, Boston 1993.
25
[8] B. Feigin and E. Frenkel, A new class of representations of affine Kac-Moody algebras, Russ. Math.
Surv.43 (1988), 221-222.
[9] J. M. Figueroa-O’Farrill and S. Stanciu, Nonsemisimple Sugawara constructions, Phys. Lett. B (1994)
327-340.
[10] E. Frenkel and D. Ben-Zvi, Vertex algebras and algebraic curves, Mathematical Surveys and Mono-
graphs 88, AMS, 2001.
[11] I. Frenkel, J. Lepowsky and A. Meurman, Vertex operator algebras and the monster, Pure and Appl.
Math. 134, Academic Press, Boston, 1988.
[12] I. Frenkel and Y. Zhu, Vertex operator algebras associated to representations of affine and Virasoro
algebras, Duke Math. J. 66 (1992), 123-168.
[13] V. Kac, Infinite-Dimensional Lie Algebras, (1990) 3rd ed. Cambridge, UK: Cambridge University Press.
[14] E. Kiritsis and C. Kounnas, String propagation in gravitational wave backgrounds, Phys. Lett. B 594
(1994), 368-374.
[15] J. Lepowsky, H. Li, Introduction to Vertex Operator Algebras and Their Representations, Progress in
Math. 227, Birkha¨user, Boston, 2003.
[16] H. Li, Local systems of vertex operators, vertex superalgebras and modules, J. Pure Appl. Alg. 109
(1996), 143-195.
[17] B. Lian, On the classification of simple vertex operator algebras, Commun. Math. Phys. 163 (1994),
307-357.
[18] C. Nappi, E. Witten, Wess-Zumino-Witten model based on a nonsemisimple group, Phys. Rev. Lett.
23 (1993), 3751-3753.
[19] R. V. Moody and A. Pianzola, Lie algebras with triangular decompositions, Canadian Mathematical
Society Series of Monographs and Advanced Texts. John Wiley & Sons Inc., New York, 1995.
[20] M. Szczesny, Wakimoto modules for twisted affine Lie algebras, Math. Res. Lett. 9 (2002), 433C448.
[21] M. Willard, Lie Theory and Special Functions, Academic Press, Inc., New York, 1968.
[22] E. Witten, Non-abelian bosonization in two-dimensions, Commun. Math. Phys. 92 (1984), 455-472.
[23] M. Wakimoto, Fock representations of the affine Lie algebra A
(1)
1 , Commun. Math. Phys. 104 (1986),
605-609.
[24] S. Wang, Construction of the vertex operator algebra associated to finite nondegenerate solvable Lie
algebra, Acta Math. Sinica 48 (2005), 867-878.
[25] W. Wang, Rationality of Virasoro vertex operator algebras, Internat. Math. Res. Notices 7 (1993),
197-211.
[26] X. Xu, Introduction to Vertex Operator Superalgebras and Their Modules, Kluwer Academic Publishers,
Dordrecht/Boston/London, 1998.
[27] Y. Zhu, Modular invariance of characters of vertex operator algebras, J. Amer. Math. Soc. 9 (1996),
237-301.
26 BAO, JIANG, AND PEI
Department of Mathematics, Shanghai Jiaotong University, Shanghai 200240, PR China
E-mail address: wintervanilla84@gmail.com
Department of Mathematics, Shanghai Jiaotong University, Shanghai 200240, China
E-mail address: cpjiang@sjtu.edu.cn
Department of Mathematics, Shanghai Normal University, Shanghai 200234, China
E-mail address: peiyufeng@gmail.com
