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Abstract
This work explores the application of various supervised clas-
sification approaches using prosodic information for the iden-
tification of spoken North Sa´mi language varieties. Dialects
are language varieties that enclose characteristics specific for
a given region or community. These characteristics reflect seg-
mental and suprasegmental (prosodic) differences but also high-
level properties such as lexical and morphosyntactic. One as-
pect that is of particular interest and that has not been stud-
ied extensively is how the differences in prosody may un-
derpin the potential differences among different dialects. To
address this, this work focuses on investigating the standard
acoustic prosodic features of energy, fundamental frequency,
spectral tilt, duration, and their combinations, using sequential
and context-independent supervised classification methods, and
evaluated separately over two different units in speech: words
and syllables. The primary aim of this work is to gain a better
understanding on the role of prosody in identifying among the
different language varieties. Our results show that prosodic in-
formation holds an important role in distinguishing between the
five areal varieties of North Sa´mi where the inclusion of contex-
tual information for all acoustic prosodic features is critical for
the identification of dialects for words and syllables.
Index Terms: prosodic analysis, North Sa´mi language, dialect
comparison, dialect identification, under-resourced languages
1. Introduction
Dialects can be generally defined as language varieties that
characterize the form of the language within a specific, typically
geographic, region or community (see, e.g., [1]). The percep-
tion of dialectal cues in speech is particularly important as it has
wide ranging implications in shaping attitudes and signalling
the origin of the speaker [2]. Overall, the task of identifying
a dialect is similar to the more general problem of language
identification, where, however, distinguishing among dialectal
varieties introduces more challenges as it involves subtler dif-
ferences between variants of the same language.
Previous studies have indicated that the perception of lan-
guage differences seems to be dependent on a complex interplay
of segmental (phonemes), suprasegmental (prosody, phonotac-
tics), and higher-level information (such as lexemes) (see, e.g.,
[3, 4, 5]). The same information seems to be relevant also for
dialect identification (see, e.g., [5, 6, 7]). For instance, it has
been shown that adults can distinguish between languages that
are prosodically similar by making use of either rhythmic tim-
ing or pitch information [5].
In automatic language identification (LID), most methods
are based on the processing of lexical, phonotactic, and acous-
tic features (see, e.g., [8]). In general, the task of a LID system
is to classify a given spoken utterance into one out of many lan-
guages. Similarly, for automatic dialect identification (DID),
the task is to classify an utterance among many spoken dialects
within a language. Overall, DID has remained relatively unex-
plored compared to LID, perhaps due to the inherent challenges
in DID (dialectal similarities tend to be much higher compared
to languages) but also due to the limited data resources avail-
able.
Most systems for DID make use of an array of approaches
that can be categorized into the following: (i) lexical, (ii) phono-
tactic, and (iii) acoustic. Lexical and phonotactic techniques
are typically based on extracting word or phone representations
using, for instance, n-gram statistics (see, e.g., [8, 9, 10, 11]).
Acoustic approaches utilize acoustic features, such as Mel Fre-
quency Cepstral Coefficients (MFCCs), that are then typically
modelled with an i-Vector framework (see, e.g., [12, 13]). Cur-
rently, the state-of-the-art methods in DID and LID are based on
using deep bottleneck features (BNF) in order to extract frame-
level features for i-Vector systems (see, e.g., [13]).
Overall, in the context of LID and DID, prosody has not
been studied extensively, perhaps due to the inherent challenges
in modelling the dynamic nature of prosodic phenomena that
entail temporal variations across long sequences in speech. To
address this, in this work we examine the prosodic differences
between the five language varieties of North Sa´mi and deter-
mine how important is the role of prosody in distinguishing
among the five dialects. Our target is not to improve over ex-
isting state-of-the-art DID systems, but rather to gain an under-
standing of the importance and relevance of prosody in dialect
identification but also to potentially identify important prosodic
factors to consider in the development of future systems. Next,
the North Sa´mi language and its dialects are briefly presented.
1.1. The North Sa´mi language and dialects
The North Sa´mi language is an indigenous and endangered lan-
guage with speakers covering a geographic area spanning the
northern regions of three countries: Finland, Norway, and Swe-
den. North Sa´mi is the most widely spoken among the Sa´mi
languages with approximately 25 000 speakers [14, 15]. As a
minority language, practically all North Sa´mi speakers are bilin-
gual in Sa´mi and the majority language of the country they live
in. However, North Sa´mi is a majority language in only two
regions, in Kautokeino and Karasjoki in Norway [14].
North Sa´mi belongs to the Uralic language family and is re-
lated to, for instance, Finnish, Estonian, and Hungarian. There
are 10 Sa´mi languages altogether [16] that differ from each
other in many linguistic aspects such as phonology, morphol-
ogy, syntax, and lexicon. In general, adjacent Sa´mi languages
can be mutually intelligible.
The North Sa´mi language is further divided into three main
dialect groups: Sea Sa´mi (northernmost coastal area in Nor-
way), Finnmark Sa´mi (northern Finland and Norway), and
Torne Sa´mi (west from Finnmark Sa´mi speaking area, and
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Table 1: Number of speakers, number of recordings, and over-
all duration of recordings for each variety in the extended
DigiSami corpus. Light gray denotes the recordings from Fin-
land and dark gray those from Norway.
Location/Varieties Speakers (female) Recordings Minutes
Inari (sin) 4 (2) 245 43:54
Ivalo (siv) 7 (6) 403 52:58
Utsjoki (sut) 7 (5) 496 67:13
Kautokeino (skt) 9 (4) 609 91:23
Karasjoki (skr) 5 (3) 305 47:31
northernmost parts of Sweden) [15]. The data used in this
work represents the Finnmark North Sa´mi variety. The Finn-
mark North Sa´mi dialect group is still traditionally divided into
Western and Eastern subdialects [15]. The speech data used
for this work represents both of these subdialects and speakers
from both Norway and Finland. This means that in addition to
the dialectal differences (mostly concerning phonetic and [mor-
pho]phonological features), there are two majority languages,
Finnish and Norwegian, which are in constant language contact
with the Sa´mi languages [14].
In previous works on North Sa´mi language varieties, dif-
ferences between the five dialects have been identified using i-
vectors [17] and evidence of their typological differences have
been observed [18]. In the present study we investigate the po-
tential prosodic differences among the five regional varieties of
North Sa´mi and explore whether the geographical dispersion of
North Sa´mi also underpins disparities in the production of North
Sa´mi that are reflected in the acoustic prosodic characteristics of
North Sa´mi speakers. Moreover, we investigate the features and
units of analysis that hold a role in discriminating between the
dialects.
2. Materials and Methods
The material used in this study consists of North Sa´mi contin-
uous speech from recordings of speakers from five geograph-
ically distinct locations. Analysis of the data is based on the
extraction of standard acoustic features that are commonly uti-
lized for speech analysis (see, e.g., [19]).
2.1. The extended DigiSami corpus
The DigiSami corpus [20] is a collection of read speech record-
ings from five locations that have been traditionally inhabited
by the Sa´mi: Inari, Ivalo, and Utsjoki in Northern Finland, and
Kautokeino and Karasjoki in Northern Norway. The task of the
speakers was to read aloud Wikipedia articles about Sa´mi lan-
guages and traditional costumes. The corpus consists of speech
data from 25 (16 female) native North Sa´mi speakers (16-
65 years of age) recorded using a 4-channel portable recorder
(Roland Edirol R-4 Pro) and condenser mini-lavalier micro-
phones (AKG C 417L). The data also contain annotations at
the word, sentence, and phrase level that were produced with a
combination of manual annotations and forced alignment (using
WebMAUS Basic, see [21, 22]). For a more detailed description
of the data collection process and corpus, see [23, 17, 20].
To extend the original DigiSami corpus [20] (due to the
limited duration of the corpus recordings), additional record-
ings were collected from seven native Sa´mi speakers (4 female,
age range 22-64) at two locations, namely, at Oulu Univer-
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Figure 1: Processing pipeline for the signals.
sity (Finland) and Kautokeino (Norway) (see Table 1 for an
overview). Specifically, two speakers were recorded at Oulu
University (originally from Utsjoki and Ivalo), and five speak-
ers at Kautokeino (four originally from Kautokeino and one
from Karasjoki). The recording process was the same as in
the DigiSami corpus [20]: the speakers read aloud the same
Wikipedia articles in North Sa´mi (with the inclusion of some
additional sentences). For the recordings, a Zoom H2n portable
recorder with five built-in microphones (using Mid-Side record-
ing mode) was used. The new data were annotated with the
same procedure as in the original DigiSami corpus to make the
data compatible with the DigiSami corpus (e.g., annotations at
the word, sentence, and phrase level). This resulted, in total, to
32 speakers and approximately 5 hours of speech data for the
extended DigiSami corpus.
In the experiments, a 4-fold evaluation procedure was used
where speakers from each dialect where split into four groups
to form batches of approximately equal duration in minutes –
no speaker occurring at the same time in the training and test
sets. Although this resulted in balanced speech data within each
dialectal group, this was not the case across dialectal groups
where the batch duration was different for each dialect (see Ta-
ble 1). However, given the current data, this type of data di-
vision was deemed optimal for the current experiments. The
4-fold evaluation process was repeated five times (with differ-
ent training and test sets) and the final results were averaged.
2.2. Feature extraction
Extraction of the acoustic features from the speech signals first
involved a pre-processing stage that was followed by computa-
tion of the features and normalization.
2.2.1. Pre-processing
As majority of the speech recordings were carried out in non-
ideal conditions, thus introducing varying types of noise as well
as irregular sound levels across the recordings, all signals were
first passed through a pre-processing pipeline. Following man-
ual inspection of the signals it was observed that the noise com-
ponent present within individual recordings was relatively sta-
tionary. Therefore, spectral noise subtraction was utilized to
denoise the signals [24]. Specifically, each recording was first
denoised (using spectral noise subtraction in Praat [25]) and
subsequently level normalized (see also Fig. 1). This process
led to an improved subjective quality of the recordings and also
resulted in higher signal-to-noise ratio (SNR).
2.2.2. F0, energy, spectral tilt, and duration
Following pre-processing of the speech data, each recording
was initially downsampled to 8 kHz and, subsequently, fea-
tures were computed using a 25-ms window and 5-ms frame
shift. F0 was computed using the YAAPT pitch tracking algo-
rithm [26], signal energy was computed according to Eq. (1)
(where x denotes the signal, t the current sample, and w the
frame length; see, e.g., [19]), and spectral tilt by computing the
mel frequency cepstral coefficients (MFCCs) and taking the first
(C1) MFCC (see, e.g., [27, 28]). Word durations were extracted
from the corpus annotations. In addition to words, syllable seg-
mentations were estimated from the recordings using a signal
envelope-based harmonic oscillator algorithm [29]. This seg-
mentation method has been shown to compare well with other
syllabification methods (see [29] for more details and compar-
ison). In the present study, the oscillator was set to a centre
frequency of 5 Hz with critical damping (Q = 0.5).
EN(t) =
τ=w
2
−1∑
τ=−w
2
|x(t+ τ)|2 (1)
2.2.3. Normalization
To account for inter- and intra-talker variation as well as the
relationship of some features with their subjective perception,
all raw feature values were normalized. Specifically, energy
was logarithmically normalized (e.g., [30]), F0 was semitone
normalized relative to the median F0 for each speaker according
to Eq. (2), spectral tilt was z-score normalized per speaker, and
durations (words/syllables) were logarithmically normalized.
F0′(t) = 12 · log2
( F0(t)
F0median
)
(2)
2.3. Statistical descriptors
Five statistical descriptors were computed over words and
syllables utilizing the normalized feature values (except for
word/syllable duration as descriptors cannot be computed for
single values). Specifically, the mean, standard deviation,
minimum, maximum, and range (defined as the difference be-
tween the maximum and minimum feature value during a
word/syllable) were computed for all data. Words and syllables
were selected as the level for analysis as they provide a good
basis for the evaluation of potential differences in the data.
2.4. Supervised classification
To explore the potential importance of contextual information
in the classification of the five dialectal varieties, both sequence
classification and context-independent classification methods
were utilized. Specifically, three standard context-independent
classification algorithms were selected: (i) k-nearest neighbours
(kNN), (ii) support vector machines (SVM), and (iii) random
forests (RF). These algorithms do not make use of the sequence
of their inputs. To account for input ordering, as prosodic infor-
mation is expected to extend across segmental content to tempo-
ral segments that spread further than a single segment and might
span words and whole utterances, two sequence classifiers were
used: (i) linear chain conditional random fields (CRF) and (ii)
long short-term memory (LSTM) recurrent neural networks.
The hyperparameters for all classifiers were optimized for
best performance in a subset of the test data. Specifically, for
the context-independent classifiers and for kNN, the number of
k was set to 10 after heuristically searching for the best k, for
SVM, a radial basis function (RBF) kernel was used with C
= 100 and σ = 12.0790, and for RF, a classifier with 50 de-
cision trees was utilized. For the sequence classifiers, CRFs
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Figure 2: Confusion matrix for the combination of energy, F0,
and spectral tilt, over words for the CRF classifier.
were trained using belief propagation and L2 regularization.
The maximum number of iterations for CRF training was set to
100 (ensuring training error convergence) and the regularization
term to 1. Finally, for the LSTMs, a unidirectional architecture
with one hidden LSTM layer containing 128 cells was used and
was trained forwards with delays from 0 to 10 frames. Training
was carried out with a mini-batch size of 128, 200 epochs, and
learning rate of 0.1. At the output layer, a softmax activation
function was used to provide the class probability values.
2.5. Evaluation
Classification performance was measured both at the word- and
syllable-level separately for all classifiers. For each reference
unit (word/syllable) the label of the original dialect was com-
pared to the hypotheses provided by the classifiers. Perfor-
mance was measured in terms of the unweighted average recall
(UAR) and classification accuracy.
3. Results
Experiments were run in a 4-fold evaluation setup (see sec-
tion 2.1) for energy, F0, spectral tilt, duration, and all possi-
ble combinations, with features computed over words and sylla-
bles separately, and trained using kNNs, SVMs, RFs, CRFs, and
LSTM networks. A second setup was also tested with the same
evaluation procedure, but with the difference that training and
testing vectors included the two previous and two forthcoming
(word/syllable) vectors to account for contextual dependencies
in the data.
Results from the first setup indicate that both the word and
syllable context is very important for the classification of the
five dialects of Sa´mi (see Fig. 2 and Fig. 3). In particular, for
the context-independent classifiers (for words), performance for
F0 and EN is near the random baseline (20%), and for ST, it
is higher, at approximately 35%. When context information is
introduced with the sequence classifiers, the features of F0 and
EN get an increase in performance, both reaching with CRFs a
UAR of approximately 34% and for ST 50.8%. Similarly, for
the overall best feature combination of EN, F0, and ST, context-
independent classifiers reached a performance between 35-40%
whereas context-dependent reached up to 60%. Performance
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Figure 3: UAR for all classifiers over syllables and words. Horizontal dash dotted line denotes the random baseline performance. Top
panel: results with context-independent vectors. Bottom panel: results with context vectors.
for both words and syllables is similar with the exception that
the LSTM network seems to perform better over syllables.
In the second setup, context information was included in the
feature vectors. The results provide further support for the im-
portance of acoustic prosodic context in identifying North Sa´mi
dialects. In this case, the performance improved for the context-
independent classification methods, where, for instance, for
SVM and words, F0 reached a UAR of around 30% and ST
46%. EN did not change in performance and the best overall
UAR was 58% for a combination of EN, F0, and ST with CRFs.
Finally, observing the individual classification performance
of the five dialects (Fig. 2) for the best feature combination of
EN, F0, and ST for CRFs, it can be seen that it ranges between
47.05% and 69.92%. In particular, the lowest overall perfor-
mance was for Inari and the highest for the Utsjoki dialect.
In general, the performance across the dialects varied with the
different classifiers but mostly with the different features and
feature combinations utilized. These differences in the perfor-
mance of prosodic features for the distinct dialects likely reflect
dialectal differences in the use of prosodic cues.
4. Discussion and Conclusions
The results presented in this work provide evidence that
prosodic information is important for the identification of the
differences among the five North Sa´mi dialects. In particular,
from the individual features’ perspective, F0, EN, ST, and dura-
tion (word/syllable) did not reach high performance when con-
sidered independently of their context. However, when context
information was introduced, their capacity to discriminate the
dialects improved considerably, with the overall best individ-
ual feature performance reached for ST (50.8%) and the best
combination for EN, F0, and ST (60%). Both the syllable- and
word-level experiments provided good performance, indicating
that in the current task, beyond the selection of the unit of anal-
ysis (words/syllables), the inclusion of longer temporal contexts
is likely a more important factor. The good performance of ST,
a measure that quantifies the relative contribution of high versus
low frequency bands of the spectrum[31, 27], is indicative that
ST carries relevant prosodic information for the dialects. How-
ever, ST also introduces some segmental information that might
have helped in improving performance.
Overall, both the Finnish Sa´mi language varieties (69.6%
for Utsjoki, 66.1% for Ivalo, 47.1% for Inari) and Norwegian
Sa´mi (59.6% for Karasjoki, 57.1% for Kautokeino) clustered
well. It is noteworthy that identifying dialects seems to be a
difficult task also for human listeners. For instance, across four
regional varieties of Dutch, listeners were able to correctly iden-
tify 90% the country of origin, 60% the region, and 40% the
province [32, 33].
In future work, it will be interesting to extend the experi-
ments to include more sequence classification methods that take
into account forward and backward states (bidirectional LSTM
networks) and include more data in the evaluations. In addition,
beyond the acoustic prosodic investigations, it would be also of
interest to include linguistic data in the analysis (phonotactics
and lexical analysis).
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