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Abstract
Il presente lavoro riguarda l’analisi di un circuito monofase in circolazione natu-
rale (L2 loop) attraverso un codice di Fluidodinamica Computazionale (CFD), con
lo scopo di validare il codice per confronto con un database sperimentale. Il lavoro
e` stato svolto presso il Gruppo di Ricerca Nucleare di S. Piero a Grado (GRNSPG)
dell’Universita` di Pisa, servendosi del codice ANSYS CFX 11.0 per le simulazioni
CFD. I risultati numerici sono stati confrontati con un database sperimentale, di-
sponibile nell’ambito di una collaborazione con il DIPTEM/Tec dell’Universita` di
Genova. L’apparecchiatura L2 opera con il pozzo caldo e il pozzo freddo entrambi in
configurazione orizzontale. Molte serie di test sono state condotte al DIPTEM/Tec
per studiare l’influenza della variazione di temperatura al pozzo freddo e del flusso
termico al pozzo caldo.
Durante l’attivita` di simulazione sono state condotte varie analisi di sensibilita`.
E’ stata analizzata l’influenza dell’infittimento della mesh, del modello di turbo-
lenza utilizzato, e del tipo di condizione al contorno del problema. Le simulazioni
hanno mostrato che la predizione di flussi determinati dal galleggiamento richiede
condizioni al contorno estremamente accurate; risultati soddisfacenti sono stati in-
fatti ottenuti solo con mesh complesse e modellando il Conjugated Heat Transfer
(CHT), ossia con l’aggiunta di domini solidi alla griglia, in corrispondenza delle
capacita` termiche piu` significative dell’apparecchiatura. Le simulazioni hanno inol-
vii
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tre fornito informazioni importanti sul meccanismo dell’inversione del flusso. Si e`
notato, in particolare, che il flusso all’interno del circuito e` caratterizzato da impor-
tanti effetti tridimensionali e di stratificazione e si e` potuta osservare in dettaglio la
formazione e amplificazione delle perturbazioni che causano l’instabilita` del flusso.
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CAPITOLO 1
Contesto del lavoro e obiettivi
Le prime applicazioni dei codici di fluidodinamica computazionale erano relative
al campo aeronautico e aerospaziale, e in generale a problemi di aerodinamica. Le
potenzialita` e i vantaggi offerti da questo tipo di strumento di simulazione nume-
rica sono state successivamente estese alla maggior parte dei campi dell’ingegneria,
facendo emergere la necessita` della validazione dei codici CFD per questi nuovi
utilizzi.
La validazione di un modello di fluidodinamica computazionale e` un proces-
so attraverso il quale si determina l’accuratezza della rappresentazione della realta`
fornita dal modello, nella prospettiva della sua destinazione d’uso1 [1]. Piu` in par-
ticolare, la validazione puo` essere vista come il processo attraverso il quale si valuta
l’incertezza2 dovuta alla modellazione nei risultati di una simulazione, attraverso
1Il concetto di destinazione d’uso e` di fondamentale importanza per comprendere gli obiettivi
della validazione. Con un esempio si puo` dire che il modello di uno scambiatore di calore che non
preveda la modellazione dello scambio di calore per irraggiamento e` adatto solo per applicazioni in
cui i meccanismi di trasmissione del calore preponderanti siano la conduzione e la convezione
2L’incertezza non va confusa con l’errore. L’errore e` definibile come una carenza riconoscibile
1
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l’utilizzo di dati sperimentali [2]. Un codice articolato come ANSYS CFX 11.0, pro-
gettato e commercializzato con lo scopo di essere applicabile ad un’ampia gamma
di problemi, necessita di un processo di validazione molto complesso: la sua appli-
cabilita` deve essere testata su diversi dati relativi a destinazioni d’uso che possono
essere molto diverse tra loro.
Il presente lavoro puo` essere pensato come un contributo a questo processo di
validazione, relativo a una destinazione d’uso del codice particolare e definita.
I dati sperimentali disponibili (la realta` fisica che attraverso il codice si vuole
rappresentare) si riferiscono ad un circuito rettangolare in cui un fluido monofase si
muove per effetto di forze di galleggiamento dovute a gradienti di densita` indotti da
gradienti di temperatura. L’apparato sperimentale ha come obiettivo lo studio della
circolazione naturale del fluido e lo realizza in una situazione estremamente semplice.
La circolazione naturale, pero`, trova impieghi molto complessi e in scale anche
molto maggiori, per i quali la fluidodinamica computazionale puo` rappresentare uno
strumento progettuale estremamente utile. Lo scopo del lavoro di validazione che si
presenta in questa tesi e` quindi la verifica della capacita` del codice di predire flussi
dovuti a forze di galleggiamento, al fine di stabilirne l’adeguatezza a destinazioni
d’uso in cui le forze di galleggiamento abbiano un ruolo riconducibile a quello del
caso dello studio sperimentale.
Le simulazioni effettuate, hanno cioe` l’obiettivo di determinare se sia possibile,
combinando le possibilita` offerte dal codice in uso in termini di modelli implemen-
tati, mettere a punto un modello che simuli il flusso osservato sperimentalmente,
cioe` validarlo per applicazioni che coinvolgano fenomeni fisici simili a quelli coinvolti
negli esperimenti. Inoltre e` stata studiata la sensibilita` dei risultati del modello a
diversi tipi di discretizzazione spaziale.
in una qualsiasi fase o attivita` di modellazione o simulazione che non sia dovuta a una mancanza
di conoscenza [1]. L’incertezza, invece, e` una carenza potenziale in una qualsiasi fase o attivita`
di modellazione o simulazione, che sia dovuta a una mancanza di conoscenza [1]. Sono errori, ad
esempio, le semplificazioni fisiche introdotte nel modello e gli errori di arrotondamento. L’incer-
tezza, essendo potenziale, e` una mancanza che potrebbe anche non essere presente. La sua causa,
cioe` la mancanza di conoscenza, fa classificare come incertezza le carenze dovute, ad esempio, alla
modellazione di un fenomeno fisico non completamente compreso.
CAPITOLO 2
Introduzione ai sistemi in circolazione
naturale
Questo capitolo propone informazioni sui principi che regolano il funzionamento
dei sistemi in circolazione naturale (NCSs, Natural Circulation Systems). Vengo-
no inoltre presentati le loro applicazioni ingegneristiche e lo stato dell’arte delle
simulazioni numeriche applicate ai problemi di circolazione naturale.
2.1 Principio di funzionamento
Con il nome di circolazione naturale si intende generalmente l’insieme dei fe-
nomeni che si presentano in un ambiente sottoposto ad un campo gravitazionale,
quando uno o piu` pozzi caldi e freddi sono in contatto con un corpo fluido. Questo
insieme di fenomeni puo` essere ottimizzato con lo scopo di ottenere un meccanismo
di circolazione che trova larga applicazione, nel quale la forza motrice e` dovuta alla
differenza di densita` del fluido in differenti regioni, causata da gradienti di tempe-
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ratura. Bisogna tenere presente che la presenza di gradienti di densita` e` necessaria
ma non sufficiente per dare inizio e mantenere un flusso in circolazione naturale.
Se un gradiente di densita` all’interno di un volume di fluido e` orientato nella stessa
direzione e verso delle linee di forza di un campo di forze di massa, si verifica il mo-
vimento del fluido a causa della differente intensita` della forza di massa per unita`
di volume in differenti zone del volume. in alcune situazioni, una simile differen-
za di densita` e` velocemente neutralizzata dal mescolamento del fluido. Allo scopo
di rendere il movimento continuo, il gradiente di densita` deve essere mantenuto in
entita`, direzione e verso [3].
Un sistema in circolazione naturale e` un dispositivo basato su questi fenomeni,
progettato per realizzare la circolazione di fluido lungo un percorso (eventualmente
chiuso come nel caso del circuito L2) senza l’ausilio di sistemi di pompaggio. I
sistemi in circolazione naturale sono quindi normalmente costituiti da piu` sorgenti
di calore, pozzi freddi, ed un volume che possa contenere il fluido e creare con-
tinuita` materiale tra sorgenti calde e fredde. Infatti, i gradienti di densita` sono
normalmente creati e mantenuti somministrando e sottraendo calore al fluido, visto
che la maggior parte dei fluidi nella gran parte degli intervalli di temperatura, si
espandono (contraggono) quando viene loro somministrato (sottratto) calore. La
sorgente di calore e` posta ad una elevazione minore rispetto al pozzo freddo, affin-
che` il gradiente di densita` abbia la stessa direzione, ma anche lo stesso verso, delle
linee di forza del campo di forze di massa in cui il sistema e` immerso. Il campo
di forze di massa che si utilizza e` normalmente quello generato dalla gravita`, ma
applicazioni basate sulla forza centrifuga possono funzionare in linea teorica. Ov-
viamente, un effetto della circolazione naturale realizzata attraverso una fonte di
calore e un pozzo freddo e` il trasferimento indiretto di calore dalla fonte di calore al
pozzo freddo. Questa e` la caratteristica che rende i sistemi in circolazione naturale
particolarmente interessanti, dal punto di vista tecnico.
Si consideri un circuito in circolazione naturale di forma rettangolare, con la
fonte di calore e il pozzo freddo in configurazione orizzontale e condotti di connes-
sione tra i due perfettamente adiabatici (si veda Fig. 2.1). Il circuito puo` essere
utilizzato per valutare la portata in massa dall’equazione di bilancio delle forze che
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agiscono sul fluido all’interno del circuito. Se si assumono condizioni stazionarie,
il fluido cede al pozzo freddo la stessa quantita` di calore assorbita alla sorgente.
Se ρc e ρh sono la densita` del fluido nei condotti verticali discendente e ascendente
rispettivamente, la pressione idrostatica ai punti a e b (pa and pb) in condizioni di
fluido fermo e` data da:
pa = ρcgH (2.1)
pb = ρhgH
dove H e` l’altezza del circuito e g e` l’accelerazione di gravita`. La differenza di
pressione pa− pb provoca il flusso attraverso il circuito, e nello stato stazionario che
si sta ipotizzando, e` equilibrata dalle forze di attrito. E’ quindi possibile scrivere:




dove ρ¯ e` la densita` media del fluido all’interno del circuito, R e` la resistenza idraulica
misurata in [m−4] e W e` la portata in massa.
Figura 2.1: Principio di funzionamento della circolazione naturale in regime
stazionario
Dall’equazione 2.1 si deduce immediatamente che il flusso aumenta con l’altezza
H del circuito e con la differenza di densita` tra i condotti adiabatici verticali ρc−ρh.
2.1.1 Numeri adimensionali utili nella descrizione di flussi in con-
vezione naturale
Alcuni gruppi adimensionali sono utilizzati in fluidodinamica per lo studio dei
problemi di convezione naturale. I piu` importanti sono:
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misura il rapporto tra le forze di galleggiamento e le forze viscose in un fluido. Nella
definizione, β e` il coefficiente di espansione termica isobarico, Ts e` la temperatura
della parete, T∞ e` la temperatura del fluido lontano dalla parete, mentre L e` una
lunghezza caratteristica del corpo (diametro per tubi cilindrici). Per la convezione
naturale su lastra piana verticale, la transizione dello strato limite fluidodinamico
da laminare a turbolento avviene in un intervallo esprimibile come 108 < Gr < 109.
Il numero di Grashof puo` essere confrontato con il quadrato del numero di
Reynolds per valutare il prevalere degli effetti di convezione naturale su quelli di
convezione forzata o viceversa.
Il numero di Rayleigh e` definito come il prodotto del numero di Grashof per
il numero di Prandtl. La sua espressione per un flusso convettivo su lastra piana
verticale e` la seguente:
Ra = Gr Pr =






dove α e` la diffusivita` termica, ∆T e` la differenza di temperatura tra la parete e
il fluido lontano dalla parete. Poiche´ il numero di Grashof misura il rapporto tra
le forze di galleggiamento e le forze viscose, mentre il numero di Prandtl misura il
rapporto tra la diffusivita` molecolare della quantita` di moto e la diffusivita` termica,
il numero di Rayleigh da` un’indicazione sul rapporto tra le forze di galleggiamento
e il prodotto degli effetti della diffusivita` termica e di quantita` di moto.
Il significato del numero di Rayleigh puo` essere meglio compreso analiticamente
[4]. Con riferimento al problema di Rayleigh-Be´nard (si veda la figura 2.15 di
pagina 35) si ipotizzi che la differenza di temperatura tra la lastra piana superiore
e quella inferiore (∆T = Th − Tc) sia sufficientemente piccola da non innescare
alcun moto nel fluido. La trasmissione di calore nel fluido sara` quindi di tipo
puramente conduttivo e tra le due piastre l’andamento di temperatura nel fluido
sara` di tipo lineare. Se una porzione di fluido dovesse muoversi lungo la direzione
verticale e verso la piastra fredda, verrebbe a trovarsi in una zona in cui il fluido
2.1. Principio di funzionamento 7
che lo circonda si trova a una temperatura inferiore alla sua. Per questo motivo,
una forza di galleggiamento diretta verso l’alto tenderebbe ad accelerarlo in quella
direzione. Se questa forza fosse sufficientemente intensa per far muovere la porzione
di fluido piu` velocemente di quanto impieghi il meccanismo di scambio termico
ad equalizzare la sua temperatura con quella del fuido circostante, il movimento
verso l’alto continuerebbe. In caso contrario, la porzione di fluido in movimento si
fermerebbe essendo venuta meno la differenza di temperatura (e quindi di densita`)
che provoca le forze di galleggiamento.
Per una descrizione quantitativa di quanto esposto solo qualitativamente, si chia-
mi δz lo spostamento iniziale verso l’alto della porzione di fluido. E´ facile mostrare
che la temperatura del fluido circostante nella sua nuova posizione differisce da quel-
la di partenza per una quantita` calcolabile come δT = (∆T/H) δz. Trascurando
la convezione ed essendo assenti sorgenti di energia termica, l’equazione di conser-





in cui, avendo assunto piccolo lo spostamento verticale, il Laplaciano della tempe-





Si puo` a questo punto introdurre un tempo di rilassamento termico (δtT ), suffi-
ciente alla porzione di fluido in movimento per portarsi alla temperatura del fluido




= δT = δtT α∇
2T






La forza di galleggiamento che agisce sull’unita` di volume di fluido e` propor-
zionale alla differenza di densita` tra questo e il fluido che lo circonda, a sua volta
proporzionale al coefficiente di epsansione termica isobarico β:
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dove ρ0 e` la densita` del fluido che circonda la porzione di fluido dopo il suo spo-
stamento δz. Se si assume che questa forza bilanci esattamente le forze viscose del
fluido, la porzione in movimento si spostera` con velocita` vz costante. Per percorrere










si puo` esprimere la condizione di equilibrio tra forze di galleggiamento e forze viscose
eguagliando la 2.6 e la 2.7. Si ottiene un’espressione per la velocita` e una per il tempo
necessario a spostarsi di δz:
vz =





β ρ0 g H∆T
(2.8)
Per arrivare alla definizione del numero di Rayleigh si deve osservare che il fluido
rimane stabile (non si innsecano moti dovuti a forze di galleggiamento) se il tempo
di equalizzazione della temperatura (δtT ) e` minore del tempo necessario a percorrere
δz a velocita` costante (δTv). Il numero di Rayleigh per il problema di Rayleigh-
Be´nard si puo` scrivere proprio come il rapporto tra queste due durate temporali
(equazioni 2.5 e 2.8):
Ra =




2.2 Classificazione dei sistemi in circolazione naturale
Seguendo Vijayan e Nayak [3], e` possibile classificare i sistemi in circolazione
naturale in base a sei parametri:
1. Stato del fluido circolante
• sistemi monofase, nei quali il fluido si mantiene allo stesso stato (liquido
o gassoso) lungo l’intero percorso di circolazione;
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• sistemi bifase, nei quali il fluido subisce dei cambiamenti di fase (ebolli-
zione e/o condensazione) lungo il percorso di circolazione;
• sistemi supercritici, nei quali il sistema opera allo condizioni critiche del
fluido.
2. Interazione con l’ambiente esterno
• sistemi a circuito chiuso, che scambiano con l’ambiente energia ma non
massa;
• sistemi a circuito aperto, che scambiano con l’ambiente sia massa che
energia.





4. Campo di forze di massa
• campo gravitazionale;
• campo di forze centrifughe;
• campi di forze elettrodinamiche.
5. Quantita` di fluido contenuta nel circuito
• la circolazione naturale monofase avviene senza perdite di fluido;
• la circolazione naturale bifase avviene con un contenuto di fluido nel
circuito minore rispetto a quella monofase;
• Condensazione a riflusso, attesa quando si verifichi una diminuzione si-
gnificativa del contenuto di fluido nel circuito.
6. Numero di canali scaldati/raffreddati
• sistemi a singolo canale; • sistemi a multiplo canale (sistemi
a canali paralleli).
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2.3 Applicazioni ingegneristiche della circolazione na-
turale
Nella sezione 2.1 e` stato osservato che la circolazione naturale realizza il tra-
sferimento indiretto di calore dalla sorgente al pozzo freddo, utilizzando un fluido
come vettore e senza il contributo di sistemi di pompaggio. Se si confrontano con i
sistemi a circolazione forzata (FCSs, Forced Circulation Systems), basati su sistemi
di pompaggio del fluido, i sistemi a circolazione naturale (NCSs) mostrano alcune
caratteristiche che li rendono preferibili o meno in base all’applicazione [5]. Devono
essere considerati tre temi principali:
• l’assenza di sistemi meccanici dedicati alla circolazione del fluido rende i siste-
mi in circolazione naturale notevolmente piu` affidabili dei sistemi in circola-
zione forzata; infatti, visto che il principio di funzionamento della circolazione
naturale si basa esclusivamente su leggi naturali, non ci si aspetta che un
sistema in circolazione naturale si guasti;
• nei sistemi a circolazione forzata, si puo` ottenere una forza motrice di grande
intensita` per mezzo di sistemi meccanici di pompaggio; nei sistemi in circola-
zione naturale questo e` piu` difficile da ottenere; due importanti conseguenze
di questi aspetti si devono tenere presenti:
– la forza motrice di un NCS puo` essere aumentata usando condotti verti-
cali piu` alti (cioe` aumentando H nella formula 2.2), ma questo cambia le
proporzioni del sistema aumentando l’importanza dei problemi di natu-
ra economica e sismica nel momento della valutazione tra un FCS e un
NCS;
– a causa delle minori forze motrici disponibili, il sistema deve essere pro-
gettato con lo scopo di ridurre le perdite di carico; questo porta a sistemi
semplificati con condotti di grosso diametro; aumentano il volume del
sistema e la quantita` di fluido necessaria a riempire il circuito; questo
ha ripercussioni sulla sicurezza del sistema e aumenta notevolmente il
costo operativo qualora il fluido di lavoro fosse particolarmente costoso
(es: acqua pesante)
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• la circolazione naturale e` caratterizzata da un meccanismo di retroazione ri-
generativo: qualsiasi cambiamento nella forza motrice del fluido influisce sulla
portata che a sua volta influisce sul trasporto di calore dalla sorgente al pozzo
freddo e quindi, di nuovo, sulla forza motrice; questo puo` generare compor-
tamenti oscillatori (come si vedra` piu` avanti) e rende i sistemi in circolazione
naturale maggiormente soggetti a instabilita` rispetto a quelli a circolazione
forzata.
La circolazione naturale e` stata utilizzata con successo per numerose applica-
zioni, tra le quali vanno ricordati i generatori di vapore in circolazione naturale per
centrali termoelettriche a combustibile fossile, i sistemi di circolazione del fluido in
centrali elettriche termonucleari, collettori solari in circolazione naturale, reboilers
a termosifone per l’industria chimica di processo, sistemi geotermici a termosifone,
sistemi in circolazione naturale per il raffreddamento di componenti elettroniche.
Nel seguito si descrivono le aplicazioni della circolazione naturale sviluppate per
le centrali elettriche termonucleari: si tratta di uno dei campi di ricerca di maggior
interesse per i sistemi in circolazione naturale.
2.3.1 Applicazioni della circolazione naturale negli impianti nuclea-
ri
I sistemi in circolazione naturale sono estremamente importanti per la sicurezza
dei reattori nucleari. Nelle centrali nucleari esistenti, alcuni compiti estremamente
importanti sono assolti da sistemi in circolazione naturale, e un’attenzione crescente
viene dedicata al ruolo di tali sistemi nei progetti di reattori avanzati.
Le applicazioni dei sistemi in circolazione naturale nelle centrali nucleari attual-
mente operanti possono essere riassunte come segue:
• Il nocciolo e` posizionato ad una elevazione inferiore a quella dei generatori di
vapore e all’ingresso dell’acqua di raffreddamento nei PWR e BWR rispettiva-
mente. In tutte le configurazioni geometriche adottate, la circolazione naturale
permette la rimozione del calore di decadimento prodotto dal nocciolo nel caso
di guasto delle pompe centrifughe di circolazione.
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(a) generatore di vapore in circolazione natura-
le
(b) reboiler a termosifone per l’industria
chimica di processo
(c) generatori di vapore in circolazione naturale
di un PWR
(d) collettore solare in circolazione naturale
Figura 2.2: Quattro esempi di sistemi in circolazione naturale
2.3. Applicazioni ingegneristiche della circolazione naturale 13
• La circolazione naturale e` la modalita` operativa del lato secondario della mag-
gior parte dei generatori di vapore dei reattori esistenti ad acqua pressurizzata.
• La circolazione naturale e` inoltre essenziale per il raffreddamento del nocciolo
nel caso estremamente indesiderabile di perdita del refrigerante primario.
• Reattori basati sulla circolazione naturale durante il normale funzionamento
(es. reattore di Dodewaard in Olanda e reattore VK-50 in Russia) sono stati
in esercizio per lunghi periodi. La maggior parte dei reattori ad acqua bollente
possono operare in circolazione naturale per livelli di potenza inferiori a circa
il 40% della piena potenza.
Per quanto riguarda le applicazioni della circolazione naturale ai reattori avanza-
ti, e` necessario dare alcune definizioni preliminari. Secondo la IAEA [6], un progetto
di impianto nucleare avanzato e` un progetto che attualmente riveste interesse all’in-
terno dell’industria nucleare, dal quale ci si aspettano miglioramenti rispetto ai suoi
predecessori e/o sulle versioni esistenti. Questa categoria deve essere ulteriormente
distinta in due sotto-categorie:
1. Evolutionary designs: si tratta di progetti che realizzano miglioramenti di
progetti esistenti attraverso modifiche di piccola o moderata entita`, con parti-
colare attenzione al mantenimento delle caratteristiche di provata affidabilita`
del progetto esistente con lo scopo di ridurre il rischio tecnologico; richiedono,
al massimo, lavoro di ingegnerizzazione o test specifici prima dello sviluppo
commerciale;
2. Innovative designs: Un progetto innovativo contiene modifiche concettuali
radicali nel sistema di progettazione o nella configurazione del sistema rispetto
alle pratiche correnti. Per questo tipo di impianti si rende necessario un
lavoro sostanziale di R&D, prove di fattiblita` e probabilmente un prototipo
di impianto.
In entrambe le categorie di progetti, e` possibile osservare una crescente rilevanza
dei sistemi passivi. Secondo la definizione data dalla IAEA [6], un sistema passivo
e` “un sistema composto esclusivamente da componenti passivi o un sistema che
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usa componenti attivi in forma limitata per dare inizio a una modalita` operativa
completamente passiva”, dove per componente passivo si intende “un componente
che non necessita di alcun input esterno per operare” (cioe` un sistema che basa il
suo funzionamento solo ed esclusivamente su leggi naturali). I sistemi in circolazione
naturale sono dei sistemi passivi e per questo giocano un ruolo fondamentale nella
concezione di reattori nucleari avanzati. Sia la rimozione di calore dal sistema
primario intatto, sia la rimozione del calore dal sistema primario in caso di incidente
potrebbe dipendere dalla circolazione naturale in un futuro prossimo.
Concentrando l’attenzione sui Reattori Avanzati ad Acqua Leggera (ALWRs,
Advanced Light Water Reactors) , si possono identificare alcune caratteristiche
relative alla circolazione naturale che rivestono particolare importanza in alcuni
progetti:
• uso di sistemi passivi a gravita` per rifornire il nocciolo di acqua in caso di
incidente e permettere la rimozione del calore di decadimento (es. reattori
AP600, AP1000, SBWR e ESBRW);
• raffreddamento del nocciolo in circolazione naturale per tutte le condizioni di
esercizio (es. SBWR e ESBWR).
Allo scopo di chiarire la rilevanza dei sistemi passivi nel progetto dei reattori
nucleari, si mostreranno piu` in dettaglio due esempi rilevanti. I due esempi sono
inoltre utili per avere un’idea della grande varieta` di configurazioni che un sistema
in circolazione naturale puo` assumere, in riferimento alla posizione e alla forma della
sorgente di calore, del pozzo freddo e del corpo fluido che li connette.
Il primo esempio si riferisce alla rimozione di calore dal contenimento dei reattori
Westinghouse AP600 e AP1000 [7]. Il funzionamento del sistema puo` essere com-
preso sulla base della figura 2.3, che mostra un disegno dell’edificio di contenimento.
Il contenimento consiste in un grande recipiente di acciaio che ospita il sistema di
produzione di vapore (Nuclear Steam Supply System, NSSS) e tutti i sistemi passivi
di iniezione di sicurezza. Il contenimento in acciacio e` contenuto all’interno di una
struttura di cemento armato che delimita alcuni condotti che permettono l’ingres-
so dell’aria dall’ambiente, facendola venire in contatto con la superficie esterna del
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contenimento. Nel caso in cui del vapore dovesse essere liberato all’interno del con-
tenimento, ad esempio per una rottura del sistema primario o per l’intervento di una
valvola di sicuezza, la sua energia si trasferirebbe per conduzione e poi per convezio-
ne all’aria esterna al contenimento, innalzandone la temperatura. Il riscaldamento
dell’aria crea le condizioni per l’instaurarsi di un regime di circolazione naturale che
richiama aria dall’esterno dell’edificio per espellerla, riscaldata, dalla sommita` della
struttura in cemento armato, garantendo l’asportazione del calore latente necessa-
rio alla condensazione del vapore liberato nel contenimento. Per coadiuvare questo
meccanismo durante le fasi iniziali di un Incidente di Perdita di Refrigerante (Loss
Of Coolant Accident, LOCA ), viene iniettata dell’acqua fredda per gravita` dalla
cima del contenimento che, creando un sottile film di liquido, ne migliora il raffred-
damento. Un grosso serbatoio si trova sulla sommita` dell’edificio del contenimento,
allo scopo di contenere l’acqua fredda necessaria per questa operazione. Quando
la riserva d’acqua si esaurisce, le esigenze di raffreddamento sono ormai ridotte e il
raffreddamento per effetto della sola circolazione naturale d’aria e` sufficiente.
Figura 2.3: Schema del contenimento del reattore AP600/AP100
Il secondo esempio si riferisce alla rimozione del calore dal sistema primario in-
tatto, nel caso di perdita del pozzo di calore (circuito secondario dei generatori di
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vapore nei PWR e turbina nei BWR) . La soluzione illustrata in figura 2.4 si ri-
ferisce all’Economic Simplified Boiling Water Reactor (ESBWR). Consiste nell’uso
di quattro circuiti ad alta pressione totalmente indipendenti, contenenti ciascuno
uno scambiatore di calore utilizzato per condensare vapore sul lato tubi (isolation
condensers, IC) . Il calore latente di condensazione viene trasferito all’acqua conte-
nuta in un grosso serbatoio, situato fuori dal contenimento. L’acqua del serbatoio
evapora e viene espulso nell’ambiente esterno. Gli ICs sono connessi al Reactor
Pressure Vessel (RPV) e posizionati a maggiore elevazione rispetto alla sorgente di
vapore nel RPV. Quando il vapore e` stato condensato, il liquido ottenuto torna al
vessel attraverso una apposita linea di ritorno del condensato.
Figura 2.4: Schema di uno degli “isolation condenser” del reattore ESBWR
2.4 Instabilita` nei sistemi in circolazione naturale
2.4.1 Definizione di instabilita`
Instabilita` e` il nome dato ad alcune delle possibili risposte di un sistema a una
perturbazione: se il sistema, in seguito alla perturbazione, non si riporta allo stato
precedente ad essa, il suo comportamento e` generalmente considerato instabile.
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L’instabilita` nei sistemi in circolazione naturale e` dovuta alle retroazioni intrin-
seche del meccanismo di convezione naturale. Infatti, ogni perturbazione della forza
motrice causa un cambiamento della portata che a sua volta causa una variazione
della temperatura alla sorgente e al pozzo freddo. La variazione di temperatura del
fluido, quindi della sua densita`, causa un’ulteriore perturbazione della forza motrice
di galleggiamento. Questo meccanismo di feedback e` la causa del possibile insorgere
di fenomeni di instabilita` nei sistemi in circolazione naturale [8].
E´ possibile classificare diversi tipi di comportamenti, in base alla risposta del
sistema a una perturbazione:
Sistema stabile; risponde alla perturbazione riportandosi allo stato non pertur-
bato;
Sistema con stabilita` neutrale (o marginale); in seguito a una perturbazio-
ne le variabili che lo caratterizzano assumono un andamento oscillatorio con
ampiezza e frequenza costanti nel tempo;
Sistema instabile; per effetto di una perturbazione puo` portarsi in uno stato
stabile diverso da quello precedente alla perturbazione o essere soggetto ad
un’evoluzione oscillatoria con ampiezza crescente.












Figura 2.5: Rapporto di decadimento (DR, decay ratio)
Per descrivere matematicamente questi tre comportamenti si introduce un “rapporto
di decadimento” (DR, decay ratio), definito come il rapporto tra l’ampiezza di due
oscillazioni successive di una grandezza caratterizzante l’andamento transitorio del
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sistema successivamente alla perturbazione (es. oscillazioni della portata in massa





in cui il significato di A1 e A2 puo` essere facilmente dedotto dalla figura 2.5
Figura 2.6: Differenza qualitativa tra le risposte di sistemi stabili, neutralmente
stabili e instabili ad una perturbazione
Una classica interpretazione dei concetti di stabilita`, neutral-stability e insta-
bilita` puo` essere a questo punto ricavata dalla figura 2.6, facendo riferimento al
concetto di rapporto di decadimento. Se il DR e` maggiore di uno, l’ampiezza della
perturbazione cresce nel tempo e il sistema e` instabile. Per DR unitario, l’ampiezza
della perturbazione si mantiene costante e il sistema e` stabile neutralmente. Infine,
per DR minore di uno l’ampiezza della perturbazione decresce nel tempo e il sistema
torna asintoticamente allo stato precedente la perturbazione, cioe` e` stabile.
E´ opportuno notare che le non-linearita` determinano una limitazione superiore
dell’ampiezza delle oscillazioni. L’ampiezza delle oscillazioni dei sistemi instabili e
neutralmente stabili e` quindi limitata e non puo` crescere indefinitamente.
Generalmente, la funzione primaria di un sistema in circolazione naturale e`
il trasferimento di calore dalla sorgente di calore al pozzo freddo. I fenomeni di
instabilita` vengono studiati soprattutto in funzione degli effetti negativi che possono
avere su questa funzione. Inoltre, oscillazioni continue della portata e del flusso
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di calore possono causare vibrazioni meccaniche indesiderate nei componenti del
sistema. Nel caso di instabilita`, condizioni di Flusso Termico Critico (CHF, Critical
Heat Flux) possono essere indotte prematuramente negli scambiatori di calore.
2.4.2 La teoria della “Hot pocket” di Welander
In un articolo del 1967 [9], P. Welander propose una spiegazione teorica del
fenomeno dell’instabilita` nei sistemi in circolazione naturale. Welander prese a ri-
ferimento un circuito molto semplice costituito da un pozzo freddo, una sorgente di
calore e due tratti verticali. In un circuito di questo genere che abbia raggiunto uno
stato stazionario stabile, la temperatura del fluido si mantiene costante nel tempo
in ogni sezione. Il fluido circola con velocita` costante e le forze di galleggiamento
sono bilanciate dalle forze di attrito. Welander spiega le instabilita` che si posso-
no osservare in un sistema di questo genere ammettendo che un disturbo termico
subito dal sistema generi una “sacca calda”(“hot pocket”) di fluido in uscita dal
riscaldatore. Questa sacca calda si trova a una temperatura maggiore di quella
stazionaria in uscita dal riscaldatore e, muovendosi lungo il tratto verticale ascen-
dente del circuito, e` in grado di accelerare il flusso grazie alla perturbazione nelle
forze di galleggiamento dovuta alla sua temperatura. A questo punto la sacca calda
percorre il raffreddatore e ne esce ad una temperatura piu` alta di quella stazionaria
per quel tratto del circuito. Una perturbazione termica di segno opposto avrebbe
fatto al contrario emergere una “sacca fredda” dal riscaldatore; percorrendo il tratto
verticale ascendente, la sacca fredda rallenta il flusso nel circuito. Va osservato che
l’accelerazione (decelerazione) del flusso dovuta a una sacca calda (fredda) provoca
la formazione di una sacca fredda (calda) in uscita dal riscaldatore a causa dei mu-
tati tempi di residenza del fluido all’interno dello scambiatore di calore. In questo
modo, la generazione alternata di sacche calde/fredde provoca un comportamento
oscillante del flusso. Come visto in 2.4.1 con l’ausilio delle figure 2.5 e 2.6, il com-
portamento oscillatorio derivante dalla perturbazione di un sistema puo` dar luogo
a tre possibili situazioni: la stabilita`, la stabilita` neutrale e l’instabilita`. In caso
di risposta instabile, l’oscillazione nel valore delle forze di galleggiamento risulta
amplificata fino a quando non interviene perfino un cambiamento della direzione
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del flusso all’interno del circuito.
In figura 2.7 sono riportati i segnali di temperatura in ingresso e in uscita dal
raffreddatore, oltre al segnale di ∆Tcooler per una parte del transitorio di uno degli
esperimenti condotti sul circuito L2, che e` l’apparecchiatura sperimentale utilizzata
in questo lavoro (si veda capitolo 3). E´ possibile osservare come, le perturbazioni
che inevitabilmente intervengono nel sistema vengano amplificate fino a raggiungere
un’entita` tale da dare luogo all’inversione della differenza di temperatura a cavallo
del pozzo di calore. Cio` e` dovuto alla inversione della portata nel circuito, che
avviene come conseguenza estrema dell’amplificazione delle oscillazioni di portata.
Nella sezione 4.5, il meccanismo dell’amplificazione della perturbazione in un
sistema in circolazione naturale verra` spiegato alla luce delle simulazioni CFD
effettuate per questo lavoro.





















Teoria di Welander (1967) sull’instabilità
Temperatura ingresso pozzo di calore
Temperatura uscita pozzo di calore








Figura 2.7: Tipico andamento in transitorio delle temperature in un caso instabile
2.5 Leggi di scala per l’analisi stazionaria e di stabilita`
Gli studi sul comportamento stazionario e sulla stabilita` di sistemi a circolazione
naturale attraverso metodi analitici e leggi di scala (si veda Vijayan [10], [12], [11]
e [13] sui sistemi single-phase) permettono di effettuare un’analisi preliminare di un
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sistema in circolazione naturale e di approfondire ulteriormente la comprensione del
suo principio di funzionamento.
Lo scopo dell’elaborazione di una legge di scala (“scaling law”) e` quello di po-
ter confrontare sistemi che, basandosi su principi di funzionamento simili, abbiano
proporzioni e scale anche molto diverse. Si ottiene cos`ı la possibilita` di estrapolare
i dati sperimentali relativi a un prototipo e trarre delle conclusioni su un impianto
simile ma di taglia maggiore.
Nei lavori citati, si derivano innanzitutto leggi di scala specifiche per i circuiti in
circolazione naturale. Successivamente, basandosi sui numerosi risultati sperimen-
tlai ottenuti separatamente da diversi gruppi di ricerca su diversi tipi di circuito, se
ne verifica la capacita` di predire il comportamento stazionario e i campi di stabilita`
per questo genere di sistema.
Le ipotesi iniziali della derivazione teorica sono: temperatura e flusso termico
costanti, rispettivamente al raffreddatore e al riscaldatore, perdite di calore verso
l’esterno trascurabili, riscaldamento per effetti viscosi e effetti di conduzione assiali
trascurabili, approssimazione di fluido di Boussinesq per la trattazione delle forze
di galleggiamento. E´ previsto, inoltre, che il circuito abbia diametro variabile. Le





















































= 0 resto del circuito (2.13c)
Facendo riferimento alla figura 2.8, si possono comprendere i termini contenuti nelle
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Figura 2.8: Notazione usata nella derivazione dei gruppi adimensionali
equazioni: Γ = Σ(LiAi) dove Ai rappresenta la sezione trasversale del tratto i-esimo,
f e` il coefficiente di attrito di Darcy-Weisbach, ρr e` una densita` di riferimento, z
e` la quota rispetto all’altezza del riscaldatore (z = 0), (Leff )i e` una lunghezza
equivalente del tratto i-esimo, attraverso la quale le perdite di carico concentrate
vengono trasformate in perdite distribuite aggiuntive, Di e` il diametro del tratto i-
esimo, N e` il numero totale di tratti in cui e` suddiviso il circuito, s e` una coordinata
spaziale che segue l’andamento del circuito, qh e` il flusso di calore specifico imposto
al riscaldatore, U e` il coefficiente di scambio termico globale al raffreddatore, Pc e` il
perimetro della sezione trasversale del raffreddatore, Ts e` la temperatura costante
del refrigerante, cp e` il calore specifico a pressione costante e i pedici h, c e p
indicano, rispettivamente, il riscaldatore, il raffreddatore e il resto del circuito.
























in cui il pedice r indica che la grandezza e` quella di riferimento per la adimensio-
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nalizzazione, il pedice ss si riferisce al valore della grandezza allo stato stazionario
e ∆Th e` il salto di temperatura del fluido tra ingresso e uscita del riscaldatore. Le













Si intuisce che il tempo di riferimento rappresenta il tempo impiegato da una par-
ticella a percorrere il circuito allo stato stazionario (tempo di transito), mentre il
diametro e la sezione trasversale di riferimento sono il diametro idraulico e la sezione
trasversali medi sull’intero sviluppo del circuito.
Sostituendo queste grandezze nelle 2.11, 2.12 e 2.13, si trova il sistema di
equazioni differenziali adimensionali che segue:



















































= 0 resto del circuito (2.15c)
I due numeri adimensionali che compaiono nelle equazioni sono il numero di
Grashof modificato e il numero di Stanton. Il primo, una versione modificata da







in cui il parametro ∆Tr rappresenta una differenza di temperatura di riferimento
definita come (QH)/(Ar µ cp) e Q e` il flusso termico totale trasferito al riscaldatore.
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Se si assume che le correlazioni empiriche utilizzate per un flusso completamente
sviluppato possano essere utilizzate anche in questo caso, il coefficiente di attrito f









in cui per moto laminare vale p = 64 e b = 1, mentre per moto turbolento,
utilizzando la correlazione di Blasius, p = 0.316 e b = 0.25.
Analisi del sistema allo stato stazionario Il sistema di equazioni adimensio-
nalizzate espresso dalle 2.14 e 2.15, puo` essere trasformato in un sistema stazio-
nario ponendo pari a zero i termini che contengono la dipendenza dal tempo. Per
definizione di ω, allo stato stazionario vale:
ω = 1 (2.19)
Risolvendo invece le 2.15, si ricava invece che il valore dell’integrale che compare
nella 2.14 vale 1. A questo punto e` possibile calcolare il valore del numero di reynolds





















Per i flussi in transizione tra stato laminare e turbolento si ipotizza una transizione
continua dei coefficienti p e b da quelli validi per un caso a quelli validi per l’altro.
Nelle espressioni precedenti, NG e` un parametro che dipende dalle caratteristiche












2.21 ottengano un buon accordo con i dati sperimentali. Si noti che per circuiti a
diametro costante come il circuito L2, vale NG = (Leff )t/D. La figura 2.9 riporta
i risultati ottenuti applicando le correlazioni 2.21 di Vijayan ai numerosi database
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Figura 2.9: Confronto tra le espressioni ottenute da Vijayan e i dati sperimentali
per circuiti di diametro costante [14]
sperimentali disponibili riguardanti circuiti in circolazione naturale. In particola-
re, per ottenere i risultati mostrati nella figura sono state trascurate le perdite
concentrate, assumendo cioe` che (leff )i = li.
In figura 2.10, invece, le espressioni 2.21 sono confrontate con i soli dati relativi
agli esperimenti stabili della campagna sperimentale sul circuito L2 che costituisce
il caso di studio di questo lavoro. Compaiono dati relativi a diverse inclinazioni del
circuito utilizzate per simulare l’effetto della gravita` ridotta, nonche` dati relativi
a fluidi diversi (per questo lavoro bisogna riferirsi ai dati con inclinazione nulla e
con acqua come fluido di lavoro). In entrambe le figure si nota come le espressioni
Per quanto riguarda il comportamento allo stazionario, quindi, i dati sperimentali
ottenuti lavorando su un prototipo possono essere utilizzati per un sistema di scala




Il numero di Reynolds allo stato stazionario (Ress) sara` lo stesso nel prototipo e nel
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sistema scalato.
Figura 2.10: Confronto tra le espressioni ottenute da Vijayan e i dati sperimentali
per il circuito L2 [15]
Analisi della stabilita` del sistema La determinazione dei campi di stabilita` del
sistema prevede che le variabili del sistema allo stato stazionario siano perturbate
con l’introduzione di un disturbo. Lo studio dell’evoluzione delle variabili a seguito
della perturbazione permette di stabilire i campi di stabilita` del sistema in base a
parametri opportuni. Seguendo il citato lavoro di Vijayan ([10], [12], [11] e [13]), si
perturbano la temperatura e la portata adimensionalizzata nel modo seguente:
ω = ωss + ω
′ = ωss + ω¯ǫe
nτ e θ = θss + θ
′ = θss + θ¯ǫe
nτ (2.24)
in cui ǫ e` una quantita` piccola, ω¯ e θ¯ sono le ampiezze delle perturbazioni ed n e`
un numero complesso e rappresenta il tasso di crescita della perturbazione. Le 2.14
e 2.15 sono da considerarsi valide anche per le grandezze perturbate e quindi, per
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L’equazione caratteristica di questo sistema di equazioni si puo` scrivere come:
Y (n) = Yr + iYi = 0 (2.26)
in cui n e` una variabile complessa, e Yr e Yi sono, rispettivamente, la parte reale a
la parte immaginaria di Y (n). La stabilita` del sistema puo` essere determinata stu-
diando le radici dell’equazione 2.26 in base al criterio di stabilita` di Nyquist. Questo
studio evidenzia che, mentre la portata allo stato stazionario puo` essere calcolata
simulando un solo gruppo adimensionale (Grm/NG), la stabilita` del sistema e` in-
fluenzata da due parametri adimensionali, ma a patto che si conservino anche alcuni
rapporti di scala relativi alle dimensioni geometriche (condizione non richiesta nel
calcolo della soluzione stazionaria). Una mappa di stabilita` come quella riportata









∀ i, j (2.27)


















Le mappe della figura 2.11 mostrano proprio la situazione semplificata di tre diversi
circuiti a diametro costante, che essendo caratterizzati da diversi valori di LtLh e
Lt
H hanno mappe di stabilita` diverse. Per quanto detto a proposito della soluzione
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Figura 2.11: Mappe di stabilita` in funzione di Grm e Stm ottenute per circuiti a
diametro costante e diversi valori dei rapporti di lunghezza caratteristici (tratto da
[16])
stazionaria, invece, a parita` di Grm, i tre circuiti sarebbero caratterizati dallo stesso
Ress. Si noti come un aumento del rapporto Lt/D provochi uno spostamento della
zona instabile della mappa verso valori maggiori del numero di Grashof modificato
Grm.
2.6 Stato dell’arte nella simulazione numerica di NCSs
La simulazione numerica e` un’attivita` complessa mirata ad ottenere una descri-
zione di specifici fenomeni fisici con un certo grado di precisione. La simulazione
numerica e` ampiamente utilizzata nello studio di fenomeni di interesse ingegneristi-
co. La rapida crescita della potenza di calcolo e il solido background accumulato
fanno della simulazione numerica un validissimo strumento in numerose situazio-
ni. I campi di applicazione maggiormente attivi sono l’analisi e la comprensione
di risultati sperimentali, lo studio approfondito di fenomeni fisici, le verifiche di
sicurezza per mezzo della simulazione di stuazioni accidentali e la progettazione di
nuovi impianti. Essa si compone di differenti fasi, nell’ordine:
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Identificazione del problema: selezione degli aspetti della realta` che si ritiene
necessario simulare e delle loro interazioni con l’ambiente ad essi circostanti.
Definizione del modello: messa a punto di un set di equazioni che descrivano il
problema
Soluzione delle equazioni del modello con strumenti numerici: una fase ul-
teriormente suddivisibile in
• discretizzazione spaziale e temporale del dominio computazionale;
• discretizzazione delle equaizoni;
• risoluzione delle equazioni discretizzate.
Analisi dei risultati
2.6.1 Analisi del comportamento di NCSs attraverso equazioni di
bilancio monodimensionali
Il problema della previsione dei campi di stabilita` e del comportamento dinamico
dei sistemi in circolazione naturale e` stato oggetto, negli ultimi decenni, di un grande
sforzo di ricerca nel campo della simulazione numerica. Questa sezione riassume i
risultati ottenuti, evidenziando i piu` importanti in un campo vasto e ricchissimo,
con speciale attenzione a quelli relativi ai sistemi monofase.
Vari motivi hanno incoraggiato e continuano a incoraggiare la discretizzazione
delle equazioni su domini spaziali monodimensionali [17]. Se in passato questo era
infatti dovuto, principalmente, alle risorse di calcolo disponibili, in tempi piu` recenti
altri motivi fanno si che questo tipo di analisi rimanga attuale. L’utilizzo di leggi
di scala (si veda la sezione 2.5) favorisce la costruzione di prototipi sperimentali
in cui il fluido segue percorsi prestabiliti e praticamente monodimensionali. I dati
sperimentali disponibili sono quindi particolarmente adatti all’applicazione di codici
1-D; la valutazione di codici monodimensionali per l’analisi di sicurezza in campo
nucleare ha convogliato il lavoro su quel tipo di codice. Le scale di tempo coinvol-
te in alcuni transitori impongono una discretizzazione temporale molto fitta, che
coniugata con una discretizzazione spaziale composta da molti nodi pone problemi
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di potenza di calcolo disponibile. Per la sua vastita` e solidita`, la letteratura sulle
analisi monodimensionali di sistemi in circolazione naturale e` imprescindibile anche
nell’affrontare un lavoro di simulazione tridimensionale.
Figura 2.12: Schematizzazione del problema studiato da Welander [9]
Il primo, pionieristico lavoro fu presentato da P. Welander nel 1967. In questa
tesi, il lavoro di Welander [9] e` citato anche in 2.4.2 a proposito di una spiegazione
fisica intuitiva - e generalmente accettata - del fenomeno dell’instabilita` nei sistemi
in circolazione naturale, estratta dallo stesso articolo. Welander tratta il problema
di un circuito costituito da un riscaldatore e un raffreddatore puntiformi connessi da
tubi verticali adiabatici, illustrato in figura 2.12. Nel lavoro, le equazioni di bilancio
che descrivono il sistema sono adimensionalizzate e vengono individuate le soluzioni
stazionarie. Attraverso la linearizzazione delle equazioni, e` individuato il campo di
stabilita` del circuito in funzione di due gruppi adimensionali. Infine, le equazioni
adimensionalizzate sono integrate numericamente con una discretizzazione monodi-
mensionale e si verifica un buon accordo tra il comportamento (stabile o instabile)
previsto da queste simulazioni e la mappa di stabilita` ottenuto con il metodo di
stabilita` lineare. L’autore osserva che le simulazioni numeriche disegnano un cam-
po di instabilita` leggermente piu` ampio di quello predetto dal metodo di stabilita`
lineare, ma attribuisce l’effetto al tipo di discretizzazione utilizzata, ipotizzando che
un metodo piu` accurato fornirebbe probabilmente dei risultati piu` in accordo con
le previsioni teoriche.
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Nella letteratura successiva, si seguono due strade principali:
L’analisi modale che consiste nel rappresentare la risposta del sistema come una
combinazione lineare di modi spaziali predefiniti, in cui i coefficienti della
combinazione lineare sono funzioni del tempo. L’analisi modale richiede la
soluzione di sistemi di equazioni dfferenziali ordinarie (ODEs)
L’analisi nodale che prevede la discretizzazione delle equazioni differenziali alle
derivate parziali (PDEs) che descrivono il sistema su una opportuna discre-
tizzazione del dominio spazio temporale della simulazione. L’analisi nodale
prevede la soluzione di sistemi di ODEs o di equazioni algebriche.
Analisi nodale In casi di studio particolarmente complessi, l’analisi nodale e`
una scelta quasi obbligata. Il principale problema relativo al suo utilizzo e` l’effetto
dell’errore di troncamento dovuto alla discretizzazione delle PDEs: introducendo
dei fenomeni diffusivi fittizi, non presenti nella realta`, questo errore puo` tradursi in
una inaccuratezza macroscopica nella previsione del comportamento di un sistema.
Ambrosini e Ferreri in [18] presentano il confronto fra diversi tipi di discre-
tizzazione applicati a problemi di circolazione naturale e verificano l’effetto della
diffusione numerica sulle previsioni ottenute per i diversi metodi. Il caso di studio
e` proprio il problema di Welander [9], illustrato in figura 2.12. Per prima cosa,
viene ottenuta una mappa di stabilita` per mezzo di una linearizzazione del proble-
ma, come visto in 2.5. La mappa individua i campi di stabilita` per il problema di
Welander in funzione di due parametri adimensionali basati su quelli usati nel suo
lavoro: uno riferito agli effetti dell’attrito alla parete (ǫ) e l’altro relativo alle forze












in cui ǫwel e` il parametro adimensionale individuato da Welander [9] per gli effetti
dell’attrito, definito come ǫwel = (RL)/(2 k∆S), k e` un coefficiente definito come
k = (ΠwH)/(Aρ cp), Πw e` il perimetro della sezione trasversale del condotto, H
e` l’altezza del circuito e ∆S e` la lunghezza dei tratti orizzontali (tendente a zero).
In figura 2.13 e` riportata la mappa di stabilita` ottenuta per un valore di b pari a
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Figura 2.13: Mappa di stabilita` teorica ottenuta in [18] attraverso l’analisi di
stabilita` lineare
0.25. Successivamente, viene presentata l’applicazione al problema di Welander di
4 diversi schemi di discretizzazione delle equazioni differenziali adimensionalizzate,
con lo scopo di effettuare un’analisi sull’influenza dell’errore di troncamento dei vari
schemi sul comportamento previsto. I quattro schemi utilizzati sono:
FTUS (Forward Time, Upwind Space) Uno schema che prevede un’approssi-
mazione del primo ordine nella discretizzazione delle derivate, con uno schema
upwind per la discretizzazione delle derivate spaziali e una discretizzazione
esplicita delle derivate temporali;
ITUS (Implicit Time, Upwind Space) Uno schema che prevede un’approssi-
mazione del primo ordine nella discretizzazione delle derivate, con uno sche-
ma upwind per la discretizzazione delle derivate spaziali e una discretizzazione
implicita delle derivate temporali;
Schema esplicito di Mc Cormack Uno schema che prevede un’approssimazione
del secondo ordine nella discretizzazione delle derivate, e una discretizzazione
esplicita delle derivate temporali;
Schema upwind esplicito Warming-Beam Uno schema che prevede un’appros-
simazione del secondo ordine nella discretizzazione delle derivate, con uno
schema upwind per la discretizzazione delle derivate spaziali e una discretiz-
zazione esplicita delle derivate temporali;
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Nella figura 2.14 si riportano i risultati delle simulazione effettuate con i quattro
schemi per il caso di riferimento evidenziato in figura 2.13, che si trova nella parte
instabili della mappa di stabilita` teorica. L’instabilita` e` prevista dai due schemi
Figura 2.14: Confronto del comportamento previsto per il circuito di Welander
utilizzando quattro diversi schemi di discretizzazione delle equazioni di bilancio e
diversi numeri di nodi [18]
del secondo ordine per entrambe le discretizzazioni spaziali, mentre tra quelli del
primo ordine, solo lo schema esplicito con la discretizzazione e` in grado di farlo.
Le osservazioni tratte in [18] dai risultati delle simulazioni, ma attese anche da
considerazioni teoriche sulle caratteristiche degli schemi, sono le seguenti:
• Gli schemi del primo ordine, per la natura del troncamento effettuato nell’ap-
prossimazione delle derivate, introducono un comportamento diffusivo non
fisico. Per entrambi, l’effetto della diffusione termica diminuisce all’aumen-
tare del numero di nodi della discretizzazione spaziale. Lo schema implicito
(ITUS), pero`, tende ad essere piu` diffusivo di quello esplicito (FTUS).
• I restanti due schemi, essendo accurati al secondo ordine nell’approssima-
zione delle derivate, presentano un effetto di diffusivita` numerica molto piu`
contenuto.
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• Lo smorzamento delle oscillazione dovuto alla diffusione numerica e` quindi do-
vuto principalmente alla derivata seconda presente nell’espressione dell’errore
commesso nella discretizzazione nel caso dei metodi del primo ordine (assente,
per definizione, in quelli del secondo ordine).
Queste conclusioni, confermate e ulteriormente sviluppate in [19], sono state utiliz-
zate nella scelta degli schemi di discretizzazione utilizzati nelle simulazioni di questo
lavoro (si veda 4.4).
Applicazione di codici termoidraulici di sistema L’applicazione di codici
termoidraulici di sistema a problemi di circolazione naturale monofase in circuiti
chiusi (ATHLET [20], RELAP5/Mod3 [21], Cathare2 V1.3u e Relap5/Mod3.2 [22],
RELAP5/Mod 3.3 [23]), permette con qualche accorgimento di ottenere risultati
accettabili. Nei lavori citati si mettono in evidenza una serie di difficolta` incontrate
nell’applicazione di questo tipo di codice:
• La maggior parte dei codici termoidraulici di sistema in commercio si basa
su una discretizzazione del primo ordine delle derivate e su schemi impliciti
o semi-impliciti per l’avanzamento temporale. Per quanto visto nel paragrafo
precedente, questo genere di schema necessita di discretizzazione piu` fitte a
causa degli effetti di diffusione numerica introdotti.
• I codici termoidraulici di sistema sviluppati in ambito nucleare, sono partico-
larmente indicati per le applicazioni tipiche di quel settore. In circuiti molto
semplici come quelli presi in considerazione nei lavori citati, le pressioni e le
portate sono generalmente molto piu` basse di quelle tipiche di un impianto
nucleare, portando i casi studio fuori dai confini di applicazione ottimale dei
codici.
• I codici temoidraulici di sistema, al contrario dei codici monodimensionali
semplificati, permettono di simulare l’interazione del fluido con le strutture
termiche. Allo stesso tempo presentano una difficolta` maggiore nella simu-
lazione di sorgenti e pozzi di calore di dimensioni ridotte, come quelle del
problema di Welander.
2.6. Stato dell’arte nella simulazione numerica di NCSs 35
Analisi modale Come detto in apertura di questa sezione (pagina 29), l’analisi
modale consiste nel rappresentare la risposta del sistema come una combinazione
lineare di modi spaziali predefiniti, in cui i coefficienti della combinazione lineare
sono funzioni del tempo.
L’esempio piu` noto di analisi modale applicata a problemi di convezione naturale
e` rappresentata dal lavoro di Lorenz. In un articolo del 1963 [24], il meteorologo
Edward N. Lorenz affronto` il problema del moto di convezione naturale tra due
lastre piane mantenute a due temperature diverse tra loro ma costanti nel tempo
(si veda la figura 2.15).
Il problema era gia` stato trattato da Lord Rayleigh (1916). Come gia` accennato
in 2.1.1, Lord Rayleigh aveva individuato un numero adimensionale1 (successiva-
mente avrebbe preso il suo nome) che descrivendo il rapporto tra forze di galleggia-
mento e forze d’attrito individua le condizioni di innesco di moti verticali in fluidi
viscosi.
Figura 2.15: Problema di Rayleigh-Be´nard
Nel 1962, B. Saltzman aveva sviluppato un sistema di equazioni differenziali
ordinarie partendo dalle equazioni differenziali alle derivate parziali che descrivono
lo stesso problema [25] (noto anche come problema di Rayleigh-Be´nard2). Per farlo
aveva sviluppato le variabili del problema in doppia serie di Fourier rispetto a due
1Si ricorda che il numero di Rayleigh si definisce come Ra = ρ β∆T g l
3
η D
, si veda la sezione 2.1.1
2Agli inizi del ventesimo secolo, il ricercatore francese Henry Be´nard diede alcuni fondamentali
contributi sperimentali allo studio dei moti convettivi su lastra piana orizzontale scaldata dal basso
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dimensioni spaziali ricavando coefficienti della serie che fossero funzione solo del
tempo. Dopo ulteriori semplificazioni le aveva integrate numericamente a partire
dalla condizione di fluido immobile. Saltzman aveva potuto cos`ı osservare che le
variabili caratteristiche del sistema seguivano andamenti irregolari e apparentemente
aperiodici.
Il contributo di Lorenz consiste in una ulteriore semplificazione delle equazioni
differenziali ottenute da Saltzmann, capaci di dare soluzioni accettabili per numeri di
Rayleigh leggermente superiori al valore critico. Attraverso la deduzione analitica e
l’integrazione numerica del suo sistema di equazioni, Lorenz fece delle osservazioni
fondamentali sull’evoluzione del sistema a seguito di una perturbazione. In uno
spazio tridimensionale delle fasi, con le tre variabili caratteristiche del sistema da lui
individuate sui tre assi, egli osservo` che le oscillazioni irregolari che a Saltzman erano
sembrate aperiodiche, erano caraterizzate da una certa coerenza, in particolare,
il sistema si muoveva in questo spazio attorno a tre soluzioni stazionarie, come e`
possibile comprendere dalla figura 2.16. Il sistema di equazioni sviluppato da Lorenz
e` il seguente: 

dX
dt = σ(Y −X)
dY
dt = −XZ + rX − Y
dZ
dt = XY − bZ
(2.31)
I tre parametri del sistema possono essere identificati come segue: σ e` il numero di
Prandtl del fluido, r e` il numero di Rayleigh per la particolare configurazione del
problema e β e` un parametro geometrico del sistema.
Delle tre soluzioni del sistema, una prevede che il fluido sia completamente fermo
(X = Y = Z = 0). Le altre due, che si presentano solo se r > 13 si possono scrivere
come X = Y = ±
√
b(r − 1).
La particolare forma dell’attrattore relativo al problema di Lorenz (figura 2.16) e`
conosciuta come “attrattore di Lorenz” o “butterfly attractor”, per l’aspetto assunta
nello spazio tridimensionale delle fasi individuato dagli assi X ,Y e Z.
Nel lavoro di lorenz, il contenuto della dinamica del sistema considerato viene
ridotta a tre soli modi di oscillazione, e si ottiene un sistema di equazioni molto
semplice, utilizzato nella letteratura successiva come esempio semplice di sistema
3si veda la sezione sui numeri adimensionali 2.1.1
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Figura 2.16: Attrattore di Lorenz
dinamico caotico. Studi successivi hanno dimostrato che la semplificazione intro-
dotta in questo modo e` eccessiva per il problema di Rayleigh-Be´nard, mentre puo`
essere applicata con successo ad uno specifico problema di circolazione naturale in
circuito chiuso: il problema del circuito toroidale [26], [27]. Il circuito toroidale
e` costituito da un toro in posizione verticale con la meta` inferiore riscaldata e la
meta` superiore raffreddata per mezzo di due scambiatori di calore (si veda la figura
2.17). In circuiti con geometrie diverse da questa (es. circuiti rettangolari o circuito
di Welander), la maggior parte della dinamica del sistema e` descritta dai tre modi
di oscillazione individuati da Lorenz, ma per una descrizione accurata e` necessario
considerare altri modi. Ambrosini e Ferreri [28] propongono i risultati ottenuti con
uno sviluppo che preveda 500 modi di oscillazione, con l’aggiunta di un termine che
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Figura 2.17: Schema di un circuito toroidale in circolazione naturale
simuli il comportamento diffusivo non fisico introdotto da un metodo di discretiz-
zazione del primo ordine (si veda il paragrafo sull’analisi nodale di questa sezione).
Lo scopo e` il confronto dei risultati dell’analisi modale con quelli dell’analisi nodale:
lo studio del comportamento dinamico attraverso lo sviluppo modale, infatti, non
introduce alcuna diffusivita` numerica, mentre gli schemi del primo ordine, come
visto, sono limitati, nella loro capacita` di simulare il flusso, proprio dalla diffusivita`
numerica introdotta a causa del troncamento. A conferma dell’effetto fondamentale
dell’errore di troncamento, l’aggiunta del termine diffusivo alle equazioni dell’ana-
lisi modale, rende i risultati di questa analisi qualitativamente molto simili a quelli
ottenuti con lo schema di discretizzazione del primo ordine.
Fichera e Pagano [30] sviluppano un modello in cui l’espansione in serie di Fou-
rier dell’andamento temporale delle variabili adimensionalizzate che descrivono un
circuito rettangolare e` troncata ai primi tre modi di oscillazione. Questa approssima-
zione e` utilizzata con successo per progettare un sistema di controllo che stabilizza
il flusso nel circuito.
2.6.2 Simulazioni multidimensionali di sistemi in circolazione na-
turale
La letteratura sull’applicazione di codici di fluidodinamica computazionale a
problemi di circolazione naturale in circuito chiuso non e` molto ricca. Oltre a
quanto riportato in [23], il lavoro piu` ampio tra quelli disponibili e` quello realizzato
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presso il DIPTEM/Tec dell’universita` di Genova [31] e [32]. L’obiettivo di questi
studi e` la comprensione dei fenomeni fisici coinvolti attraverso lo studio del campo
di moto predetto da un codice di fluidodinamica computazionale. Si evidenziano
ad esempio le caratteristiche tridimensionali del campo di velocita` all’interno dei
circuiti e la stratificazione del fluido in base alla temperatura nei tratti orizzontali.
Allo stesso tempo, pero`, non e` stato possibile individuare uno studio approfondito
degli aspetti modellistici relativi alle simulazioni effettuate.
2.6.3 Utilita` della simulazione CFD di sistemi in circolazione na-
turale
Nella sezione 2.3, e` stato descritto brevemente l’utilizzo dei sistemi in circo-
lazione naturale in applicazioni ingegneristiche. E´ stato inoltre osservato che il
loro utilizzo principale e` il trasferimento indiretto di calore dalla fonte al pozzo
freddo. Questa utlizzazione, specialmente in applicazioni relative all’industria ener-
getica, richiede un alto grado di affidabilita` della corrente di fluido allo scopo di
evitare l’interruzione del trasferimento di calore ad esso strettamente collegato. La
comprensione approfondita dei fenomeni coinvolti nei flussi dovuti a forze di galleg-
giamento e` cruciale nella verifica di affidabilita` di sistemi in circolazione naturale
in differenti condizioni operative. Come visto in 2.6.1, i codici di termoidraulica
monodimensionale hanno dimostrato di poter prevedere questo genere di flussi da
un punto di vista macroscopico, anche se molte questioni modellistiche e numeriche
restano aperte. Cio` che la fluidodinamica computazionale puo` aggiungere a questi
studi e` la descrizione dettagliata e tridimensionale dei campi di moto coinvolti, aiu-
tando a comprendere fenomeni come l’instabilita`, l’inversione del flusso e i fenomeni
caotici dei transitori iniziali che caraterizzano i sistemi in circolazione naturale [33].
Queste conoscenze sono estremamente piu` importanti nei sistemi in circolazione
naturale che in quelli a circolazione forzata: le forze motrici ottenibili in sistemi
in circolazione naturale sono normalmente inferiori a quelle tipiche dei sistemi in
circolazione forzata, rendendo necessaria l’adozione di componenti di dimensioni
maggiori nei primi che nei secondi, a parita` di prestazioni. Ne deriva un’importan-
za decisamente maggiore dei fenomeni tridimensionali e quindi la maggiore utilita`
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della loro comprensione. Nell’utilizzo di codici CFD per la simulazione di sistemi
in circolazione naturale bisogna sempre tenere presente che la loro validazione per
questo genere di applicazioni e` in corso.
2.6.4 BPG per l’uso della CFD nella NRS
Un set di Best Practice Guidelines (BPG) consiste in una serie di buone pratiche
consolidate relative a un campo specifico. Le BPG sono generalmente rivolte a chi
si avvicina all’utilizzo di una nuova tecnica o allo studio di un nuovo argomento e
hanno lo scopo di evitare i piu` comuni errori commessi nell’uso di codici. L’attivita`
di simulazione presentata in questa tesi e` stata sviluppata facendo riferimento alle
‘BPG for the use of CFD in Nuclear Reactor Safety Applications” [34], un insieme
di BPG sviluppato nell’ambito di un progetto OECD (Organisation for Economic
Co-operation and Development) che si riferisce all’utilizzo della fluidodinamica com-
putazionale nel campo specifico della sicurezza dei reatori nucleari. In particolare,
durante il processo di creazione delle griglie spaziali utilizzate nelle simulazioni, al-
cune linee guida sono risultate utili, in parallelo agli strumenti disponibili in ANSYS




Questo capitolo descrive il circuito L2, costruito ed esercito presso il DIP-
TEM/Tec dell’Universita` di Genova. Vengono quindi presentati i risultati ottenuti
nelle campagne sperimentali e descritti i casi studio utilizzati come riferimento spe-
rimentale per il confronto con i risultati delle simulazioni. Tutto cio` che e` contenuto
in questo capitolo e` stato ricavato da [15], [35] e [31].
3.1 Descrizione dell’apparecchiatura sperimentale L2
Il circuito L2 ha forma rettangolare ed e` composto da tubi di diametro costante.
Le sue dimensioni caratteristiche sono riportate in tabella 3.1.
Con riferimento alla tabella 3.1, D e` il diametro dei tubi, W e` la lunghezza dei
tratti orizzontali, H quella dei tratti verticali, Lheater e` la lunghezza della parte
del tratto orizzontale inferiore interessato dal riscaldatore, Lcooler e` la lunghezza
41
42 3. L’apparecchiatura sperimentale considerata
D W H Lheater Lcooler Ltot Ltot/D H/W
30 1112 988 960 900 4100 136,7 0,88
Tabella 3.1: Dimensioni principali del circuito L2 [mm]
della parte del tratto orizziontale superiore interessato dal raffreddatore, mentre
Ltot e` la lunghezza totale del circuito. La figura 3.1 mostra uno schema del circuito
Figura 3.1: Disegno del circuito L2
L2 [15]. La sorgente di calore (riscaldatore) e` costituita da un cavo di nicromel
avvolto con spire di passo costante attorno al tubo di rame nel quale scorre il
fluido di lavoro. L’avvolgimento e` connesso a un generatore di corrente continua
programmabile (Sorensen DHP 150-33). Il pozzo freddo (raffreddatore) e` costituito
da uno scambiatore di calore a tubi coassiali situato nel tubo orizzontale piu` alto del
circuito. L’intercapedine e` connessa a un bagno criostatico (Haake KT90), capace
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di mantenere la temperatura del fluido refrigerante a -20◦C, assorbendo una potenza
termica di 1.0 kW, mentre per una potenza termica di 2.5 kW e` capace di lavorare
in un range di temperatura compreso tra -10◦C e +30◦C. Il fluido secondario e`
costituito da una miscela di acqua e glicole al 50%, con punto di congelamento
di -40◦C. Una pompa esterna e` stata utilizzata per ottenere un’alta portata di
refrigerante allo scambiatore (0.60 kg/s), con lo scopo di minimizzare la differenza di
temperatura tra l’ingresso e l’uscita dallo scambiatore di calore per quel che riguarda
il fluido refrigerante; l’effetto ottenuto e` molto simile a quello di un pozzo di calore a
temperatura costante. Un vaso di espansione aperto, collegato al circuito nella sua
parte piu` alta, permette al fluido di espandersi e contrarsi a seguito delle escursioni
termiche subite, mantenendo costante la temperatura all’interno del circuito. I due
tubi verticali sono isolati da uno strato di ArmaflexR© spesso 2 cm (λ=0.038 W/mK
a 40◦C) e possono essere considerati adiabatici.
La figura 3.2 mostra la posizione delle termocoppie usate durante le campagne
sperimentali. Tutte le termocoppie calibrate (±0.1 K) utilizzate per gli esperimenti
sono di tipo T, schermate, e con un diametro esterno di 0.5 mm. Venti termocoppie
(tc. 1-20) misurano la temperatura del fluido in 4 sezioni (dalla A alla D), e sono
disposte a 142 mm di distanza dall’asse del tubo orizzontale ad esse piu` vicino.
In ogni sezione, una termocoppia e` posta sull’asse del tubo verticale mentre altre
4 sono disposte radialmente ad una distanza pari alla meta` del raggio (7.5 mm)
dalla parete del tubo e distribuite a intervalli di 90◦. La temperatura del fluido
refrigerante del pozzo freddo e` misurata all’ingresso e all’uscita dallo scambiatore
(tc. 27 e 28), mentre con una termocoppia ausiliaria e` possibile monitorare la
temperatura interna del bagno criostatico. Due termocoppie schermate (tc. 29 e
30) sono disposte sopra e sotto il circuito per misurare la temperatura dell’ambiente.
Inoltre, 18 termocoppie sono poste all’interno dell’isolamento del riscaldatore allo
scopo di monitorare la temperatura dell’isolante. Per semplicita`, solo alcune di esse
sono rappresentate in figura 3.2.
I circuiti rettangolari in circolazione naturale sono stati ampiamente studiati
negli ultimi decenni, ed e` stato osservato che la configurazione in cui sia la fonte di
calore che il pozzo freddo sono posti in orizzontale, e` quella in cui si manifestano
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Figura 3.2: Posizione delle termocoppie usate durante gli esperimenti
piu` facilmente fenomeni di instabilita` [10]. E´ stato inoltre osservato analiticamente,
che la stabilita` di tali circuiti presenta un minimo per rapporti altezza/larghezza
vicini all’unita` [36]. Su questa base, considerando la geometria del loop L2 (si veda
la tabella 3.1) e la posizione del riscaldatore e del raffreddatore, ci si puo` aspettare
che il circuito L2 presenti forti fenomeni di instabilita`. Questa previsione e` stata
confermata durante le campagne sperimentali effettuate al DIPTEM/Tec. Questo
rende l’analisi dei risultati presentati nella sezione 3.2 particolarmente interessante
per tre ragioni principali: la fisica dei fenomeni di instabilita` puo` essere osservata in
un significativo numero di casi; le prestazioni del codice CFD usato per questo lavoro
possono essere verificate su flussi dovuti al galleggiamento sia di tipo stabile che di
tipo instabile; l’applicabilita` del codice di CFD utilizzato puo` essere migliorata
attraverso l’analisi di sensibilita` delle sue prestazioni applicata a diversi tipi di
comportamento del circuito.
3.2 Risultati delle campagne sperimentali sul circuito
L2
Come e` stato detto nella sezione precedente, il circuito L2 permette di regolare
sia la temperatura del pozzo freddo che la potenza termica fornita dal riscaldatore.
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Questo consente di studiare l’effetto che la variazione indipendente di questi due
parametri ha sulla stabilita` del flusso. Come si puo` osservare nella tabella 3.2, che
puo` essere letta come una sorta di “mappa di stabilita` discretizzata”, entrambi i
parametri hanno una forte influenza sul comportamento del circuito.
T pozzo freddo [◦C]
Potenza riscaldatore [kW] -10 0 10 20 30
0.5 S IS IS IS IS
1.0 IS IS IS IS IS
1.5 IS IS IS IS IS
2.0 IS IS IS S S
2.5 IS IS S S IS
Tabella 3.2: Campi di stabilita` del circuito L2 al variare delle condizioni operative
del riscaldatore e del raffreddatore (S=stabile, IS=Instabile)
E´ possibile identificare due campi di stabilita`: uno per alte potenze del riscalda-
tore e temperature del pozzo freddo relativamente elevate ed uno per le condizioni
opposte, cioe` bassa potenza del riscaldatore e bassa temperatura del pozzo freddo.
Nel resto delle prove sperimentali (la maggior parte), il circuito ha mostrato un
comportamento instabile.
Per la caratterizzazione del comportamento del circuito e` stata usata la differen-
za di temperatura del fluido tra ingresso e uscita del riscaldatore e del raffreddatore.
Per il calcolo di queste due differenze di temperatura e` stata dapprima mediato il
segnale delle cinque termocoppie di ciascuna delle 4 sezioni di misura (due per cia-
scun tratto verticale, indicate in figura 3.2 con A, B, C e D). Le quattro temperature
mediate sono state usate per il calcolo delle differenze di temperatura sul riscalda-
tore e sul raffreddatore. Usando la notazione di figura 3.2, le formulazioni adottate
sono:
∆Tcooler =
T6 + T7 + T8 + T9 + T10
5
−
T11 + T12 + T13 + T14 + T15
5
∆Theater =
T1 + T2 + T3 + T4 + T5
5
−
T16 + T17 + T18 + T19 + T20
5
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Sia nel caso di comportamento stabile che nel caso di comportamento instabile,
∆Theater e ∆Tcooler hanno valori molto simili, con differenze che raggiungono i 5 K
durante i transitori iniziali e nei casi stabili si attestano intorno ai 2 K.
∆Theater e ∆Tcooler possono essere utilizzati per caratterizzare i due possibili
comportamenti (stabile e instabile):
• in caso di comportamento stabile, la differenza di temperatura attraverso ri-
scaldatore e raffreddatore presenta un transitorio iniziale caratterizzato da un
andamento caotico, associabile al riscaldamento del circuito dalle condizioni
iniziali di stagnazione. Sia il fluido di lavoro che le strutture del circuito si
portano, durante questa fase, dalla temperatura ambiente a una temperatu-
ra media caratteristica del particolare esperimento. Durante questa fase e`
possibile osservare molte inversioni del flusso (piu` o meno frequenti in base
all’esperimento) e forti variazioni della temperatura nel tempo. Successiva-
mente, ∆Theater e ∆Tcooler oscillano in maniera periodica intorno a un valore
stabilizzato, discostandosi molto poco (meno di 1 K) da esso per tutto il resto
dell’esperimento.
• nei casi instabili, il comportamento caotico iniziale e` ugualmente osservabi-
le, ma ∆Theater e ∆Tcooler non raggiungono la stabilizzazione; al contrario, il
comportamento caotico continua fino alla fine dell’esperimento con inversioni
del flusso e forti oscillazioni nella temperatura; cio` che caratterizza un espe-
rimento rispetto ad un altro e` il numero di oscillazioni tra una inversione del
flusso e la successiva, l’ampiezza delle oscillazioni e la loro frequenza. I casi
instabili possono essere caratterizzati da un comportamento definibile come
pulsazione bidirezionale: ogni oscillazione della temperatura coincide con una
inversione del flusso.
Un esempio di caso stabile e` mostrato in figura 3.3, in cui e` rappresentata l’e-
voluzione temporale di ∆Theater e ∆Tcooler per il caso con 2.0 kW di potenza al
riscaldatore e 20◦C di temperatura del pozzo freddo. Le figure 3.4 e 3.5 si riferi-
scono ai due possibili comportamenti instabili, in particolare al caso 1.5 kW e 30◦C
(instabile) e 1.0 kW e -10◦C (pulsazione bidirezionale).
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Heater power = 2.0 kW      Heat sink temperature = 20°C
Figura 3.3: ∆Theater e ∆Tcooler per un caso stabile
time [s]





















Heater power = 1.5 kW     Heat sink temperature = 30°C
Figura 3.4: ∆Theater e ∆Tcooler per un caso instabile
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time [s]





















Heater power = 1.0 kW     Heat sink temperature = -10°C
Figura 3.5: ∆Theater e ∆Tcooler per un caso instabile con pulsazione bidirezionale
Dalle figure 3.3, 3.4 e 3.5 e` possibile verificare che la differenza di temperatura
nei tratti verticali e` di piccola entita`.
Le figure da 3.6 a 3.10 mostrano l’evoluzione di ∆T per i 5 diversi valori definiti
in tabella 3.2 per il flusso di calore al riscaldatore. In ogni figura e` rappresentato
l’andamento di ∆T rispetto al tempo per ciascuna delle 5 temperature del pozzo
freddo. Il periodo caotico iniziale e` omesso e le figure si riferiscono alla situazione in
cui le temperature medie del fluido e della struttura del circuito siano stabilizzate.
Dall’analisi delle figure e` possibile trarre alcune considerazioni:
• le inversioni di flusso, riconoscibili dall’inversione di segno di ∆T , sono piu`
frequenti per le basse potenze che per quelle alte;
• allo stesso tempo, la crescita della potenza al riscaldatore fa aumentare il
numero di oscillazioni tra una inversione di flusso e la successiva;
• per gli esperimenti effettuati con la stessa potenza al riscaldatore e` possibile
identificare una ∆T caratteristica: nei casi stabili ∆T raggiunge questo valore
alla fine del periodo caotico iniziale mentre nei casi instabili le oscillazioni di
∆T avvengono attorno al valore caratteristico.
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Heat sink at  -10°C
Heat sink at     0°C
Heat sink at   10°C
Heat sink at   20°C
Heat sink at   30°C
Heater power = 1.0 kW
Figura 3.6: ∆T per i casi con 0.5 kW di potenza termica al riscaldatore
time [s]



















Heat sink at  -10°C
Heat sink at     0°C
Heat sink at   10°C
Heat sink at   20°C
Heat sink at   30°C
Heater power = 1.0 kW
Figura 3.7: ∆T per i casi con 1.0 kW di potenza termica al riscaldatore
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Heat sink at  -10°C
Heat sink at     0°C
Heat sink at   10°C
Heat sink at   20°C
Heat sink at   30°C
Heater power = 1.5 kW
Figura 3.8: ∆T per i casi con 1.5 kW di potenza termica al riscaldatore
time [s]



















Heat sink at  -10°C
Heat sink at     0°C
Heat sink at   10°C
Heat sink at   20°C
Heat sink at   30°C
Heater power = 2.0 kW
Figura 3.9: ∆T per i casi con 2.0 kW di potenza termica al riscaldatore
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Heat sink at  -10°C
Heat sink at     0°C
Heat sink at   10°C
Heat sink at   20°C
Heat sink at   30°C
Heater power = 2.0 kW
Figura 3.10: ∆T per i casi con 2.5 kW di potenza termica al riscaldatore
Tra le analisi dei risultati sperimentali risulta molto interessante quella relativa
alle frequenze di oscillazione della ∆T . La figura 3.11 mostra la stretta dipendenza
che lega in particolar modo la frequenza alla potenza termica fornita al riscalda-
tore: per tutte le temperature di pozzo freddo l’aumento della potenza comporta
un aumento della frequenza. Piu` difficile e` invece identificare un legame univoco
tra frequenza e temperatura del pozzo freddo: nella maggior parte dei casi a pa-
rita` di potenza termica al riscaldatore, a temperatura del pozzo freddo maggiore
corrisponde una frequenza maggiore.
Regime di moto nel circuito Per valutare il regime di moto all’interno del cir-





Il diametro del circuito e` costante e vale 0.03m. Le proprieta` del fluido (µ e ρ)
e del campo di moto (v), sono invece diverse per ognuna delle prove sperimentali.
Ogni esperimento e` quindi caratterizzato da un valore del numero di Reynolds che
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Figura 3.11: Valori di frequenza delle oscillazioni di ∆T ricavati dai dati
sperimentali, in funzione dei parametri operativi
dipende dalle condizioni operative del circuito. La viscosita` dinamica e la densita`
possono essere considerate funzione della sola temperatura, e per la valutazione che
si vuole ottenere vengono considerati i valori corrispondenti alla temperatura media
misurata nei 4 punti di monitoraggio, esaurito il transitorio termico iniziale. Per il
calcolo del valore di velocita` da utilizzare per la valutazione del numero di Reynolds,
si sfrutta invece la possibilita` di misurare il tempo che intercorre tra il passaggio di
una sacca calda di fluido in due successive sezioni di monitoraggio della temperatura
[15].
Prova T [◦C] µ [Pa · s] ρ [m3/s] v [m/s] Re
0.5 kW, 20◦C 36 0,00068580 993,60 0,053 2300
1.5 kW, 0◦C 44 0,00058790 990,60 0,080 4040
1.5 kW, 10◦C 50 0,00052910 988,00 0,075 4200
2.0 kW, 20◦C 63 0,00043250 981,60 0,097 6600
2.5 kW, 20◦C 69,5 0,00039580 978,00 0,110 8150
Tabella 3.3: Valutazione del numero di Reynolds per le prove sperimentali oggetto
di simulazione
Se si accetta che l’intervallo di transizione da flusso laminare a flusso turbolento
sia identificata dai valori 2000÷ 4000, si puo` concludere che tutte le prove si trovino
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nell’intervallo di transizione dal regime laminare a quello turbolento, o nel campo
turbolento. Allo stesso tempo, se la temperatura media del fluido puo` considerarsi
costante dopo il transitorio iniziale (e con essa la viscosita` dinamica e la densita`),
la velocita` del fluido e` soggetta ad una grande variabilita` durante il comportamento
caotico, con numerose inversioni del flusso. Per questo, il valore del numero di
Reynolds che e` possibile calcolare con i dati a disposizione non puo` essere l’unico
parametro per valutare il regime di flusso nel circuito.
CAPITOLO 4
Simulazioni numeriche
Questo capitolo descrive la procedura seguita durante le simulazioni numeriche
degli esperimenti effettuati sul circuito L2, nonche` i risultati ottenuti. Vengono
richiamati brevemente i principi della fluidodinamica computazionale e le caratte-
ristiche del codice utilizzato (ANSYS CFX 11.0). Vengono quindi presentate le
griglie spaziali generate per le simulazioni, le differenti condizioni al contorno e ini-
ziali applicate alle equazioni del modello; infine, i risultati ottenuti vengono discussi
e confrontati con i dati sperimentali.
4.1 Generalita` sulla fluidodinamica computazionale
Con il nome di Fluidodinamica Computazionale si intende un complesso insie-
me di tecniche, utilizzate per risolvere problemi di fluidodinamica servendosi del
calcolatore. Gli input richiesti da un codice di CFD sono:
• un dominio computazionale e una sua discretizzazione;
• un insieme di equazioni differenziali da risolvere sul dominio computazionale
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(il modello). Queste equazioni modellano determinati aspetti della realta` con
un certo grado di approssimazione. Normalmente, un codice CFD risolve
le equazioni di Navier-Stokes insieme ad altre equazioni che possono essere
aggiunte in base alla fisica del problema;
• le condizioni iniziali e al contorno necessarie per la soluzione delle equazioni
del modello.
I codici di fluidodinamica computazionale utilizzano un metodo di discretizzazio-
ne per generare un sistema di equazioni algebriche, basate sulle equazioni differen-
ziali del modello e sulla discretizzazione del dominio computazionale ricevuti come
input. Successivamente risolve il sistema ottenuto attraverso un metodo iterativo
appropriato.
L’output di un codice CFD e` una soluzione discretizzata e approssimata delle
equazioni differenziali del modello. Nel seguito, si useranno le seguenti convenzioni:
il simbolo ⊗ rappresenta il prodotto diadico tra due vettori, ~a rappresenta il generico
vettore chiamato “a” e
~~b rappresenta il generico tensore chiamato “b”.
La maggior parte delle equazioni usate in un codice di fluidodinamica computa-
zionale esprime una legge di conservazione. La forma generale locale e istantanea
delle legge di conservazione di una variabile e`:
∂ρφ
∂t
+∇ · (ρφ~v) = −∇ · ( ~Jφ) + ρSφ (4.1)
dove ~v e` la velocita` del fluido, φ e` una proprieta` estensiva del fluido, ~Jφ e` la sorgente
non diffusiva superficiale di φ e Sφ. In base alla variabile φ, si scrivono espressioni
opportune per ~Jφ e Sφ, ottenendo cos`ı le leggi di conservazione di differenti variabili
intensive (es: φ = 1 per la conservazione della massa, φ = ~v per la conservazione
della quantita` di moto ecc.)
Tre equazioni di conservazione sono sempre incluse in un modello di fluidodina-
mica:
• l’equazione di continuita` (conservazione della massa)
∂ρ
∂t
+∇ · (ρ~v) = 0 (4.2)
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• l’equazione vettoriale di conservazione della quantita` di moto
∂(ρ~v)
∂t
+∇ · (ρ~v ⊗ ~v) = −∇p+∇ · ~~τ + ~SM (4.3)
in cui −~~τ e` la componente deviatorica del tensore degli sforzi −~~σ.






+∇ · (ρ~vhtot) = ∇ · (λ∇T ) +∇ · (~v · ~~τ) + ~v · ~SM + ~SE (4.4)
in cui htot = h+v
2/2 e` la cosiddetta entalpia totale, ~SE e` la sorgente di energia
per unita` di massa e ~v · ~SM rappresenta il lavoro compiuto sul fluido a causa
di sorgenti di quantita` di moto esterne al fluido.
Per un fluido monofase, queste equazioni sono cinque, visto che l’equazione di
conservazione della quantita` di moto e` una equazione vettoriale, composta da tre
equazioni scalari. Per questo si scelgono cinque variabili indipendenti, mentre le
altre sono espresse in funzione di queste. Questo puo` essere fatto in maniera imme-
diata (es: htot = h + v
2/2), attraverso equazioni di stato che dipendono dallo spe-
cifico fluido in esame (es: ρ = ρ(p, T )), attraverso leggi costitutive, scritte facendo
delel ipotesi sul fluido e il suo comportamento (es: ~~τ = ~~τ(p, u, ~w)).
Molti flussi di interesse ingegneristico sono caratterizzati da un comportamento
turbolento, con oscillazioni caotiche delle variabili che descrivono il flusso. Questi
flussi coinvolgono un ampio spettro di scale temporali e spaziali, che richiedono una
discretizzazione molto fitta del tempo e dello spazio per essere risolte in maniera
corretta. Conseguentemente, la simulazione di tutte le scale temporali e spaziali del
flusso rende necessario l’utilizzo di risorse computazionali che non sono giustificate
ne` disponibili per la maggior parte delle applicazioni ingegneristiche. Per aggirare
questo problema, e simulare solo le scale temporali e spaziali di reale interesse, i
codici di fluidodinamica computazionale sfruttano un approccio statistico al proble-
ma. Considerando una variabile intensiva φ, cio` significa fare l’ipotesi che in ogni
posizione del dominio fluido e ad ogni istante , φ sia composta da una componente
media φ¯ e da una componente fluttuante a media nulla φ′:
φ(t) = φ¯(t) + φ′(t) (4.5)











L’intervallo temporale ∆t definisce l’intervallo sul quale si calcola la media e deve
essere scelto con cura. Deve infatti essere abbastanza grande per filtrare in maniera
efficace la componente di φ, ma abbastanza piccolo da evitare la perdita di infor-
mazioni sull’evoluzione a lungo termine della variabile [37]. Questo procedimento
di mediatura e` comunemente chiamato mediatura di Reynolds.
Il procedimento di mediatura viene applicato alle equazioni che compongono il
modello del fluido, con l’obiettivo di ottenere delle nuove equazioni in termini delle
componenti medie delle variabili. Dopo il procedimento di mediatura, ipotizzando
che la componente fluttuante della densita` dia nulla (ρ′ = 0), le equazioni 4.2, 4.3 e
4.4 viste prima diventano:
• l’equazione di continuita` mediata secondo Reynolds
∂ρ
∂t
+∇ · (ρ~v) = 0 (4.6)




+∇ · (ρ~v ⊗ ~v) = −∇p+∇ · ~~τ + ~SM −∇ · (ρ~v′ ⊗ ~v′) (4.7)






+∇ · (ρ~v htot) = ∇ · (λ∇T − ρ~v′ h) +∇ · (~v · ~~τ) + ~SE (4.8)
in cui htot = h+
1
2~v
2 + k e k = 12~v
′2 e` l’energia cinetica turbolenta.
Va osservato che alcuni termini delle equazioni contengono la componente flut-
tuante delle variabili (ρ~v′ ⊗ ~v′ nell’equazione 4.7, ρ~v′ h nell’equazione 4.8). Questi
termini derivano dal procedimento di mediatura del termine avvettivo delle equa-
zioni di conservazione, ma possono essere visti come termini diffusivi aggiuntivi.
Riflettono infatti il trasporto convettivo della variabile causato dall’oscillazione tur-
bolenta della velocita`, che agisce aumentando il miscelamento oltre il livello dovuto
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all’agitazione termica a livello molecolare. La presenza di questi termini rende ne-
cessario un ulteriore sforzo modellistico per esprimerli in funzione delle componenti
medie della variabili. Un possibile approccio e` l’introduzione dei concetti di visco-
sita` turbolenta e diffusivita` turbolenta. L’idea alla base di questo approccio
e` l’introduzione di una viscosita` dovuta alla turbolenza (µt) e di una diffusivita`
dovuta alla turbolenza (Γt).
• Il tensore degli sforzi di Reynolds (ρ~v′ ⊗ ~v′) viene in questo modo scritto in
funzione della velocita` media per mezzo della viscosita` turbolenta:




δ(ρk + µt∇~v) (4.9)
• il flusso di Reynolds (ρ~v′ φ per la generica variabile estensiva, ρ~v′ h per l’en-
talpia totale) e` assunto lineare rispetto al gradiente medio della variabile
trasportata:
ρ~v′ φ = Γt∇φ (4.10)






A valle delle ipotesi viste finora, lo sforzo modellistico residuo e` concentrato nella
definizione dei valori di µt e Γt. Molti modelli diversi sono stati proposti per questa
operazione. E´ possibile classificarli in base al numero di equazioni di conservazione
che aggiungono al modello:
modelli a zero equazioni usano semplici equazioni algebriche per calcolare un
valore globale di µt. Nessuno di questi modelli p stato utilizzato in questo la-
voro a causa delle prestazioni generalmente poco soddisfacenti che permettono
di ottenere.
modelli a una equazione
modelli a due equazioni sono largamente diffusi grazie al buon compromesso tra
sforzo computazionale e accuratezza dei risultati che permettono di ottenere.
Due equazioni differenziali e due variabili vengono aggiunte al modello del
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fluido. Dalle equazioni introdotte, puo` essere calcolato il valore locale delle
due variabili aggiuntive. Attraverso semplici relazioni, i valori ottenuti sono
tuilizzati per calcolare µt. I modelli k − ǫ e k − ω fanno parte di questa
categoria.
• nel modello k − ǫ, le due variabili aggiuntive sono l’energia cinetica tur-
bolenta k e la dissipazione dell’energia cinetica turbolenta ǫ. La rela-
zione che lega le due variabili alla viscosita` turbolenta e` la seguente:
µt = Cµρ
k2
ǫ , in cui Cµ e` una costante di proporzionalita`.
• nel modello k−ω, le variabili aggiuntive sono l’energia cinetica turbolenta
k e il rateo di dissipazione dell’energia per unita` di volume ed unita` di




4.1.1 Caratteristiche di ANSYS CFX 11.0
ANSYS CFX 11.0 e` uno dei numerosi codici commerciali di fluidodinamica
computazionale. Le sue caratteristiche salienti sono:
• la discretizzazione delle equazioni differenziali viene eseguita con una tecnica
ibrida tra quella agli elementi finiti e quella ai volumi finiti;
• la risoluzione delle equazioni differenziali e` effettuata in maniera accoppia-
ta; cio` significa che le equazioni idrodinamiche (4.2 e4.3) sono risolte come
un sistema unico. Successivamente viene risolta l’equazione di conservazione
dell’energia e le altre equazioni del modello;
• La tecnica di risoluzione del sistema di equazioni algebriche derivato dal si-
stema di equazioni differenziali del modello e` chiamato Multigrid (MG). In
un processo Multigrid, le prime iterazioni sono effettuate su una griglia fitta,
mentre le successive sono effettuate su griglie sempre piu` grossolane. I risul-
tati sono quindi nuovamente trasferiti alla griglia fitta originale. CFX 11.0
realizza crea le griglie grossolane in maniera virtuale, evitando la necessito` di
creare delle vere griglie aggiuntive (Multigrid algebrico).
4.1. Generalita` sulla fluidodinamica computazionale 61
ANSYS CFX 11.0 permette di includere diversi aspetti della realta` nel modello
del fluido. E´ infatti possibile modellare fluidi multifase e multicomponente; e` pos-
sibile modellare il trasferimento di calore per radiazione e i flussi turbolenti; Non
tutte le equazioni implementate nel codice sono state utilizzate per questo lavoro.
Nel seguito vengono descritte quelle che invece sono state incluse in uno o piu` dei
modelli sviluppati.
Trattazione delle forze di galleggiamento Le forze di galleggiamento ricopro-
no un ruolo centrale in un flusso in circolazione naturale. Il loro contributo e` rappre-
sentato matematicamente da un termine di sorgente nell’equazione di conservazione
della quantita` di moto:
SM,buoy = g (ρ− ρref ) (4.12)
dove ρref e` un valore di riferimento della densita`. Per la valutazione del termine
ρ− ρref , ANSYS CFX 11.0 offre due possibilita`:
Il modello di fluido di “Boussinesq” utilizza un valore costante della densita`
(ρref ) per tutti i termini delle equazioni del modello eccetto quello riguardante
la sorgente di quantita` di moto dovuta alle forze di galleggiamento (SM,buoy).
In questo caso, il termine ρ− ρref e` rappresentato linearmente dalla relazione
ρ− ρref = −ρref β (T − Tref ) (4.13)
dove Tref e` la temperatura di riferimento per il galleggiamento e β e` il coeffi-
ciente di dilatazione termica.
Il modello “Full buoyancy” Il modello full buoyancy e` quello utilizzato in tutte
le simulazioni effettuate per questo lavoro. Il termine ρ − ρref che compa-
re in 4.12 e` valutato direttamente. Questo richiede che l’utente introduca
una espressione che definisca la densita` in funzione della temperatura o della
pressione.
A richiesta dell’utente, e` possibile utilizzare un termine aggiuntivo dovuto al galleg-
giamento nei modelli di turbolenza. In particolare, se il modello “Full buoyancy”
e` attivato (ipotesi verificata in tutte le simulazioni effettuate per questo lavoro), i
termini aggiuntivi sono espressi come segue.
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g · ∇p (4.14)
Per l’equazione di dissipazione dell’energia cinetica turbolenta:
Pǫb = C3 ·max(0, Pkb) (4.15)
dove σp e C3 sono due costanti modificabili il cui valore di default e` 1.
Trattazione dello strato limite fluidodinamico e termico Quando l’opzione
“no slip” e` attivata (velocita` del fluido alla parete imposta nulla) e il fluido e` mo-
dellato come turbolento, ANSYS CFX 11.0 puo` utilizzare un approccio basato su
wall functions per il calcolo del valore delle variabili all’interno dello strato limite.
Nell’affrontare il problema della modellazione dello strato limite fluidodinamico
con un approccio di questo tipo, il codice suppone che il nodo piu` vicino alla parete
si trovi all’esterno del sottostrato laminare e all’interno della zona turbolenta dello
strato limite. Vengono quindi utilizzate relazioni empiriche per descrivere l’anda-
mento della velocita` all’interno del sottostrato laminare e fornire alle equazioni del
modello delle condizioni al contorno relative al nodo piu` vicino alla parete. In questo
modo, il sottostrato laminare viene scavalcato. Il legame logaritmico tra velocita` e







ln(y+) + C (4.16)
dove v+ e` la velocita` adimensionale, κ e` la costante di Von Karman (circa 0,41),
mentre y+ e vτ sono, rispettivamente, la distanza dalla parete adimensionale e la









in cui τω e` lo sforzo di taglio alla parete e Vt e` la velocita` tangente alla parete in un
punto a distanza ∆y da essa.
L’equazione 4.16 ha il difetto di essere singolare nelle zone in cui la velocita` Vt
si avvicina allo zero, cioe` avvicinandosi alla parete. Per
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Questa espressione non presenta singolarita` in prossimita` della parete, visto che nei
flussi turbolenti il valore di k non e` mai nullo. Basandosi su questa nuova velocita`










Dalla definizione di vτ e` possibile ottenere il valore dello sforzo di taglio alla parete
con la relazione
τω = ρ v
∗ vτ
Il maggiore inconveniente dell’impiego di wall functions e` che la previsione dipen-
de dalla distanza dalla parete del nodo ad essa piu` vicino, e risulta dei conseguenza
sensibile alla discretizzazione spaziale in prossimita` della parete. L’infittimento
della mesh avvicina alla parete il nodo della griglia ad essa piu` vicino, con la pos-
sibilita` che questo venga a trovarsi all’interno del sottostrato laminare e non fuori,
come ipotizzato da un approccio del tipo “wall function”. L’infittimento, quindi,
non migliora necessariamente i risultati della simulazione. ANSYS CFX 11.0 of-
fre la possibilita` di superare questo problema utilizzando le cosiddette “Scalable
wall functions”. L’idea alla base di questo approccio e` una limitazione inferiore da
imporre al valore di y∗, definita come
y˜∗ = max (y∗; 11, 06) (4.17)
Il valore di 11.06 e` quello assunto da y∗ nell’intersezione tra il profilo di velocita`
logaritmica e quello lineare in prossimita` della parete. Imponendo questo limite
tutti i punti della griglia sono situati all’esterno del sottostrato laminare.
Trattamento della rugosita` di parete Quanto detto finora a proposito della
trattazione del flusso vicino alla parete e` valido per tubi che possano essere consi-
derati idraulicamente lisci. Per tubi rugosi, il profilo logaritmico di velocita` sussiste
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ma si sviluppa piu` vicino alla parete. Per tenerne conto, l’espressione della velocita`















e yR e` la “equivalent sand grain roughness”.
4.2 Dominio computazionale e griglie
Per l’attivita` di simulazione numerica sono state generate diverse griglie allo
scopo di testare la sensibilita` dei risultati del calcolo alle caratteristiche della discre-
tizzazione spaziale, come indicato nelle BPG. Il software utilizzato per la creazione
delle geometrie e per la generazione dele griglie e` ANSYS ICEM CFD [38].
Sono state create diverse geometrie. La prima ad essere definita ed utilizzata e`
anche la piu` semplice, essendo composta solo dal dominio fluido. Il passo successivo
e` stata l’aggiunta di una parte limitata della struttura del circuito, in particolare e`
stato modellato il tubo in rame nel quale scorre il fluido nella zona del riscaldatore.
Lo scopo dell’aggiunta di un dominio solido e` quello di simulare l’inerzia termica
delle strutture, particolarmente importante nei sistemi in circolazione naturale. In
4.5.1 si evidenziera` chiaramente il ruolo del dominio solido nel modello e la sua im-
portanza. La presenza del dominio solido comporta l’utilizzo della procedura CHT
(Conjugate Heat Transfer), che combina la risoluzione di un problema puramente
diffusivo (nel dominio solido) con la risoluzione del problema fluidodinamico (nel
domino fluido). Un passo ulteriore e` stata l’aggiunta di tutti i tubi del circuito al
dominio solido.
Per la creazione delle griglie a partire dalle geometrie e` stata preferita l’adozione
di una mesh strutturata ad O-grid, che permette di seguire in maniera soddisfacente
la geometria prevalentemente cilindrica del dominio computazionale. Tutte le griglie
sono quindi composte di elementi esaedrici. Il software ANSYS ICEM CFD integra
uno strumento che permette di creare geometrie strutturate a partire dalla divisione
della geometria in blocchi. Sugli spigoli dei blocchi e` possibile posizionare i nodi
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scegliendone il numero e la distribuzione. A partire da queste indicazioni, il software
genera la griglia.
Per quanto riguarda le dimensioni delle griglie sono stati adottati tre livelli
successivi. Ad ogni livello e` stato aumentato il numero di nodi sugli spigoli dei
blocchi e cambiata la distribuzione dei nodi su alcuni spigoli.
livello 0 le griglie generate con il livello 0 di infittimento sono le piu` grossolane.
Non e` stato previsto, in questi casi, l’infittimento della griglia nella zona del
dominio fluido piu` vicina alla parete. Per le griglie in cui e` previsto un dominio
solido, le pareti dei tubi sono composte da 3 strati di prismi.
livello 1 le griglie generate con il livello 1 di infittimento hanno un numero mag-
giore di nodi sugli spigoli dei blocchi rispetto a quelle generate con il livello
0. Inoltre e` previsto un infittimento della griglia nella zona del dominio fluido
piu` vicina alla parete. Per le griglie in cui e` previsto un dominio solido, le
pareti dei tubi sono composte da 3 strati di prismi.
livello 2 le griglie generate con il livello 2 di infittimento prevedono un numero
ulteriormente incrementato di nodi sugli spigoli dei blocchi e un infittimento
maggiore nelle regioni del dominio fluido piu` vicine alla parete. Per le griglie
in cui e` previsto un dominio solido, le pareti dei tubi sono composte da 3 strati
di prismi.
Combinando le tre geometrie con i tre livelli di infittimento sono state ottenute 9
griglie (si veda la tabella 4.1). Ogni griglia e` identificata da un ID che sara` usato nel
seguito per rendere il testo piu` leggibile. La colonna “ID simulazioni” della tabella
4.1 permette di associare ogni griglia alle simulazioni nelle quali e` stata utilizzata.
La figura 4.1 rappresenta una sezione trasversale della griglia su un piano orto-
gonale all’asse di uno dei tubi, riferita alla prima geometria (solo fluido), e per il
livello di infittimento 0 (mesh grossolana).
Le figure 4.2 e 4.3 rappresentano una sezione trasversale della griglia su un piano
ortogonale all’asse di uno dei tubi, riferita alla seconda o alla terza geometria (fluido
e dominio solido).
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Figura 4.1: Sezione nel piano ZY (trasversale all’asse di uno dei tubi) per la griglia
G1
Per maggiore chiarezza si include la figura 4.4, in cui e` rappresentato un parti-
colare della griglia G8, in cui sono inclusi solo gli elementi appartenenti al piano di
sezione del circuito che contiene gli assi dei tubi. In azzurro il dominio fluido della
zona del gomito in alto a destra, in rosso il dominio fluido della zona del riscalda-
tore, in arancione il dominio solido della zona del riscaldatore e in nero il dominio
solido della zona del gomito. Si puo` notare l’infittimento della griglia del dominio
fluido in prossimita` della parete e i tre strati di prismi che costituiscono le pareti
dei tubi.
4.3 Condizioni iniziali e al contorno
La geometria del dominio fluido del circuito L2 e` piuttosto semplice, visto che
il circuito ha sezione circolare di diametro costante. Il fluido puo` essere suddiviso
in tre parti principali (si veda la figura 4.5):
1. La zona del riscaldatore e` costituita dal tubo orizzontale inferiore, limita-
tamente alla lunghezza occupata dal riscaldatore.
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Geometria ID
Livello Numero Exa ratio ID
infitt. esaedri GiG1 simul.
G1 0 16,128 100%
S1, S4,
S6
Solo fluido G2 1 37,905 235% S2, S5
G3 2 95,305 590% S3
G4 0 — — —
Fluido e dominio
solido (solo tubo






G6 2 — — —
Fluido e dominio
solido (tubo di














Tabella 4.1: Dati fondamentali riguardanti le griglie utilizzate nelle simulazioni
(fra parentesi, nella quarta colonna, il numero di elementi che costituiscono la
discretizzazione del dominio solido)
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Y
Z X
Figura 4.2: Sezione nel piano ZY (trasversale all’asse di uno dei tubi) per la griglia
G8
2. La zona del pozzo freddo e` costituita dal tubo orizzontale superiore, limi-
tatamente alla lunghezza dello scambiatore a tubi coassiali che costituisce il
pozzo freddo.
3. Le gambe verticali e i gomiti costituiscono il resto del dominio fluido. Lo
scambio di calore con l’esterno e` limitato in queste zone, in particolar modo
nelle gambe verticali, che sono ricoperte da uno strato di isolante.
A causa delle caratteristiche fisiche di ciascuna, le tre zone devono esere trattate
in tre maniere distinte per quanto riguarda le condizioni al contorno. E´ opportuno
distinguere due aspetti
Interazione meccanica con l’ambiente L’interazione meccanica del fluido con
le pareti dei condotti del circuito e` caratterizzata in ANSYS CFX 11.0 da due
parametri principali: “slip/no slip” e “smooth/rough wall”. Con il primo parametro
e` possibile indicare se la velocita` del fluido rispetto alla parete debba essere nulla (no
slip) o diversa da zero (slip) quando la distanza dalla parete sia nulla (l’opzione “no
slip” e` stata attivata per tutte le simulazioni). Con il secondo parametro si decide
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Figura 4.3: Sezione nel piano ZY (trasversale all’asse di uno dei tubi) per la griglia
G9
se debba essere introdotta (“rough walls”) o no (“smooth walls”) l’influenza della
rugosita` superficiale dei tubi del circuito. Il valore di rugosita` associato all’opzione
“rough wall” deve essere introdotto dall’utente e dipende dalle caratteristiche del
tubo. Esso interviene nel modello modificando la legge logaritmica che descrive
il profilo di velocita` vicino alla parete. Per simulazioni effettuate con l’opzione
“rough wall” attiva, sono stati utilizzati valori della rugosita` del rame e dell’acciaio
forniti dal DIPTEM/Tec dell’Universita` di Genova (6.79 · 10−7m per i tubi in rame
e 3.06 ·10−7m per i tubi in acciaio). In un caso sono stati introdotti valori differenti
allo scopo di analizzare la sensibilita` del modello a questo parametro.
La formula 2.2 mostra come le forze d’attrito e la forza di galleggiamento costi-
tuiscano i contributi piu` importanti nella determinazione di un flusso in circolazione
naturale. Per questo, la modellazione dell’interazione meccanica del fluido con la
parete costituisce un aspetto di grande importanza nel modello del circuito L2.
Interazione termica con l’ambiente La modellazione dell’interazione termica
del fluido con l’ambiente e` molto piu` complessa rispetto alla modellazione dell’in-
terazione meccanica. Le zone (si veda la figura 4.5) in cui il dominio fluido e` stato




Figura 4.4: Sezione nel piano ZY (trasversale all’asse di uno dei tubi) per la griglia
G9
suddiviso all’inizio di questa sezione richiedono infatti delle condizioni al contorno
diverse:
• Nella zona del riscaldatore, il fluido e` a contatto con la parete del tubo in cui
scorre. Il tubo assorbe calore per conduzione dall’avvolgimento di nicromel
che costituisce la sorgente di calore. Nelle simulazioni in cui la griglia non
comprende il dominio solido, la condizione al contorno applicata alla super-
ficie esterna del dominio fluido e` del tipo “Heat Flux” (flusso termico) che
impone un flusso termico costante nel tempo. Il valore di flusso termico uti-
lizzato e` quello effettivamente sviluppato dall’avvolgimento per effetto joule,
decurtato di un 5% per simulare le perdite di calore verso l’esterno. Per quel
che riguarda invece le simulazioni in cui la griglia comprende un dominio so-
lido, la stessa condizione al contorno e` stata applicata alla superficie esterna
del tubo, mentre all’interfaccia tra solido e fluido e` stata imposta la continuita`
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del flusso termico.
• Il raffreddatore e` costituito da uno scambiatore a tubi coassiali in cui il flui-
do refrigerante e` mantenuto a temperatura costante da un bagno criostatico.
L’utilizzo di una pompa aggiuntiva a quella interna del bagno ha permesso
di raggiungere elevate portate di refrigerante (0.60 kg/s). Ne deriva un salto
di temperatura molto ridotto (minore di 1 K) tra l’ingresso e l’uscita del lato
refrigerante dello scambiatore che simula molto fedelmente un pozzo freddo
a temperatura costante lungo l’intera lunghezza del raffreddatore. Per que-
sto motivo e` stata utilizzata la condizione al contorno di tipo “Temperature
and heat exchange coefficient” (temperatura e coefficiente di scambio termico
convettivo) che permette di fissare la temperatura esterna al dominio compu-
tazionale e il coefficiente di scambio termico convettivo lato esterno. Come
per la zona del riscaldatore, la condizione al contorno e` stata applicata alla su-
perficie esterna del dominio fluido o alla superficie esterna del dominio solido
in base al tipo di griglia adottato.
Figura 4.5: Zone della geometria del dominio computazionale
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• Per gli altri tratti di tubo (tratti dei tubi orizzontali non facenti parte di
scambiatori di calore, gomiti e tubi verticali), sono state sperimentate due
condizioni al contorno differenti. I tratti verticali sono isolati, mentre i gomiti
non lo sono. Data la scarsa estensione dei tubi non isolati, in un primo momen-
to l’intera zona e` stata considerata adiabatica rispetto all’ambiente esterno.
Successivamente e` stata applicata la condizione al contorno del tipo “Tempe-
rature and heat exchange coefficient” (temperatura e coefficiente di scambio
termico ocnvettivo) differenziando, in alcuni casi, i coefficienti di scambio ter-
mico convettivo tra le zone isolate e quelle non isolate. La temperatura esterna
utilizzata e` in questo caso la temperatura ambientale.
Per quanto riguarda invece le condizioni iniziali, sia il dominio fluido che il
dominio solido (dove presente) sono stati inizializzati alla temperatura dell’ambiente
dell’esperimento. La temperatura ambiente e` disponibile dal database sperimentale
fornito dal DIPTEM/Tec.
4.4 Scelta degli schemi di discretizzazione delle equa-
zioni
Come riportato in [39], ANSYS CFX 11.0 offre la possibilita` di intervenire sugli
schemi utilizzati nella discretizzazione delle equazioni sul dominio computazionale
spaziale e temporale.
Avanzamento temporale Per la discretizzazione dei termini delle equazioni di
bilancio che coinvolgono derivate temporali, vengono proposti due possibilita`:











in cui φ e` la variabile intensiva trasportata, n e` il passo temporale attuale e
∆t e` l’avanzamento temporale.
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Utilizzando le informazioni contenute nei lavori citati in 2.6.1, in tutte le simula-
zioni e` stata usata la seconda opzione, che eliminando buona parte degli effetti di
diffusivita` numerica permette migliori risultati per il problema specifico.
Discretizzazione del termine avvettivo Per la discretizzazione del termine
avvettivo, ANSYS CFX 11.0 utilizza l’approccio dei volumi finiti, e utilizza quindi i
valori delle variabili alle interfacce tra i volumi per calcolare il valore della derivata
approssimata. Facendo riferimento alla figura 4.6, in cui le interfacce sono indicate
con le lettere minuscole mentre i punti al centro dei volumi di integrazione sono
indicati con le lettere maiuscole, il valore della variabile φ all’interfaccia j-esima e`
dato da:
Figura 4.6: Notazione di riferimento per il metodo dei volumi finiti
φj = φup + ψ∇φ · ~r (4.20)
in cui φup e` il valore della variabile nel nodo a monte (“upwind”) rispetto all’interfac-
cia j-esima, ψ e` un parametro scalare, ∇φ e` un gradiente della variabile trasportata
(da definire) e ~r e` il vettore che unisce il nodo j-esimo al nodo a monte. Per il calcolo
di ψ e ∇φ il codice offre diverse possibilita`:
• Approssimazione upwind del primo ordine: il valore della variabile all’inter-
faccia j-esima corrisponde semplicemente al valore della variabile nel nodo a
monte dell’interfaccia.
ψ = 0 → φj = φup (4.21)
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• Differenze centrali: Il valore all’interfaccia i-esima viene calcolato come il va-
lore nel nodo a monte dell’interfaccia sommato al modulo della componente
del gradiente della variabile calcolato a cavallo del’interfaccia e in direzione del
nodo a monte. Ipotizzando di voler calcolare il valore all’interfaccia e (facendo
sempre riferimento alla figura 4.6, che rappresenta volumi finiti bidimensionali
quadrati di dimensione costante con i nodi centrati sulle facce), e assumendo













in cui ∆x rappresenta la distanza tra i nodi P ed E. Si ottiene una di-
scretizzazione del secondo ordine, che pur riducendo fortemente gli effetti di
diffusione numerica tende a introdurre comportamenti oscillatori fisicamente
inaccettabili.
• “High resolution scheme”: il valore di ψ viene scelto localmente in maniera
da essere il piu` possibile vicino all’unita` (per ridurre l’effetto della diffusio-
ne numerica), ma sufficientemente lontano da essa da evitare l’insorgenza del
comportamento oscillatorio visto a proposito dello schema precedente. Il gra-
diente ∇φ e` invece calcolato come il gradiente della variabile a cavallo del
nodo a monte dell’interfaccia.
Considerando le osservazioni viste in 2.6.1 a proposito dell’effetto della diffusione
numerica sulla simulazione di flussi “buoyancy driven”, nelle simulazoni effettuate
per questo lavoro e` stato usato lo schema “High resolution”, progettato per ridurre
l’entita` dell’errore di troncamento evitando i problemi dello schema alle differenze
centrali.
4.5 Presentazione e discussione dei risultati
Questa sezione illustra i risultati delle simulazioni effettuate.
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4.5.1 Procedura di calcolo
Per questo lavoro sono state effettuate numerose simulazioni. Queste differiscono
per il modello di turbolenza adottato, per le caratteristiche della griglia e per le
condizioni al contorno.
La finestra temporale delle simulazioni e` variabile. Dato il particolare interesse
rivestito, alcune sono state portate avanti fino a raggiungere alcune migliaia di
secondi, mentre altre, il cui interesse si e` rapidamente rivelato scarso, sono state
interrotte intorno ai 1000 secondi.
Le simulazioni sono state effettuate sfruttando la possibilita` offerta da ANSYS
CFX 11.0 di avere un timestep variabile. Sfruttando una valutazione del numero
di Courant1 mediata sull’intero dominio computazionale, il codice stabilisce se un
timestep debba essere piu` lungo (o piu` corto) del precedente. Questo permette di
ottimizzare lo sfruttamento delle risorse computazionali a disposizione senza che la
stabilita` del calcolo venga compromessa.
Il criterio di convergenza utilizzato e` l’imposizione di un limite massimo ai re-
sidui delle equazioni del modello. E´ stato impostato il limite di 10−4, che con i
timestep molto brevi2 scelti dal codice secondo il criterio appena esposto, permette
di raggiungere la convergenza in circa 3 iterazioni per ogni avanzamento temporale.
La tabella 4.2 raccoglie le caratteristiche principali delle simulazioni effettuate
e puo` essere utilizzata per avere un riferimento rapido nella lettura delle pagine
che seguono. La legenda per le condizioni al contorno del problema termico e` la
seguente:
condizione al contorno del secondo tipo: si impone il flusso termico ai bordi
del dominio computazionale a cui e` applicata. Si utilizza con flusso nullo per
imporre l’adiabaticita` di parti del bordo del dominio.
condizione al contorno del terzo tipo: Si imposta il calcolo del flusso termico
1L’imposizione di condizioni restrittive sul numero di Courant assicura che il dominio discreto
di dipendenza includa il dominio analitico di dipendenza. In altre parole, assicura che i dati che
verranno utilizzati per l’avanzamento temporale dall’algoritmo di discretizzazione delle equazioni
di bilancio siano sufficienti per ottenere una soluzione accettabile.
2ordine di grandezza del centesimo di secondo
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attraverso la parete secondo la formula:
qw = hc (Tb − Tnw) (4.23)
in cui hc e` il coefficiente di scambio lato esterno, imposto dall’utente, Tb e`
la temperatura del fluido all’esterno del dominio computazionale, Tnw e` la
temperatura del nodo centrale dell’elemento adiacente alla parete.
I parametri ∆Theater e ∆Tcooler, gia` definiti per il caso sperimentale, vengono
usati nel seguito per un confronto tra i dati sperimentali e i risultati delle simulazioni.
I valori di questi parametri relativi alle simulazioni, sono ottenuti utilizzando i valori
di temperatura ottenuti dal codice per dei punti del dominio computazionale disposti
in analogia alle termocoppie utilizzate nell’esperimento (“monitor points”).
4.5.1.1 Simulazioni del caso di studio 2.0 kW e 20◦C (stabile)
Il primo caso di calcolo ad essere simulato e` un esperimento in cui il circuito L2
ha raggiunto la stabilizzazione, dopo un transitorio caotico iniziale della durata di
circa 800 s. Nella figura 4.7 e` riportata l’evoluzione della differenza di temperatura
tra ingresso e uscita dei due scambiatori di calore per i primi 1000 s di transitorio.
Si puo` osservare come, intorno agli 800 secondi il circuito abbia raggiunto un regime
di circolazione stabile, con oscillazioni residue di frequenza ed ampiezza costante.
In figura 3.3 di pagina 47, l’evoluzione temporale dei due parametri e` riportata per
l’intera durata dell’esperimento (12800 secondi).
Nel seguito si riportano i risultati delle simulazioni effettuate con ANSYS CFX
11.0.
Simulazione S1 La prima delle simulazioni effettuate prevede un modello estre-
mamente semplice del circuito. L’utilizzo della griglia G13 esclude infatti dal do-
minio computazionale le strutture termiche solide del circuito, mentre il fluido e`
modellato come laminare. I tratti verticali del circuito sono modellati come adiaba-
tici, nella zona del riscaldatore la condizione al contorno e` di flusso termico imposto,
mentre al raffreddatore sono imposti la temperatura del fluido refrigerante e il coef-
ficiente di scambio termico convettivo lato refrigerante. Il codice ha utilizzato un
3Per le caratteristiche delle griglie si veda la tabella 4.1 di pagina 67




Modello CC CC CC Inter.
Sperim. fluido sink source pipes mecc.
S1 2.0 kW, 20◦C G1 Laminare 3 (a) 2 2 smooth
S2 2.0 kW, 20◦C G2 Laminare 3 (a) 2 2 smooth
S3 2.0 kW, 20◦C G3 Laminare 3 (a) 2 2 smooth
S4 2.0 kW, 20◦C G1 k − ǫ 3 (a) 2 2 smooth
S5 2.0 kW, 20◦C G2 k − ǫ 3 (a) 2 2 smooth
S6 2.0 kW, 20◦C G1 SST 3 (a) 2 2 smooth
S7 2.0 kW, 20◦C G5 k − ǫ 3 (a) 2 2 smooth
S8 2.5 kW, 20◦C G8 k − ǫ 3 (a) 2 2 rough
S9 2.5 kW, 20◦C G8 k − ǫ + buoy. 3 (a) 2 2 rough
S10 2.5 kW, 20◦C G9 k − ǫ + buoy. 3 (a) 2 2 rough
S11 2.5 kW, 20◦C G8 k − ǫ + buoy. 3 (a) 2 2 rough (x2)
S12 2.5 kW, 20◦C G8 SST 3 (a) 2 2 rough
S13 2.5 kW, 20◦C G8 k − ǫ + buoy. 3 (a) 2 3 (b) rough
S14 2.5 kW, 20◦C G8 k − ǫ + buoy. 3 (a) 2 3 (c) rough
S15 2.5 kW, 20◦C G8 k − ǫ + buoy. 3 (a) 2 3 (d) rough
S16 0.5 kW, 20◦C G5 k − ǫ 3 (a) 2 2 rough
S17 1.5 kW, 0◦C G8 k − ǫ + buoy. 3 (a) 2 2 rough
S18 1.5 kW, 10◦C G8 k − ǫ + buoy. 3 (a) 2 3 (d) rough
Tabella 4.2: Caratteristiche principali delle simulazioni effettuate [2=flusso termi-
co imposto; 3(a)=temperatura imposta(T pozzo freddo) e coefficiente di scam-
bio termico convettivo(850W/(m2K)); 3(b)=temperatura imposta(T ambiente)
e coefficiente di scambio termico convettivo(2W/(m2K)); 3(c)=temperatura im-
posta(T ambiente) e coefficiente di scambio termico convettivo(4W/(m2K));
3(d)=temperatura imposta(T ambiente) e coefficiente di scambio termico
convettivo(2W/(m2K) per i tubi verticali, 100W/(m2K) per i gomiti)]
78 4. Simulazioni numeriche
Figura 4.7: Transitorio iniziale dell’esperimento 2.0 kW 20◦C
avanzamento temporale medio di 0.032 s e il transitorio simulato e` di 1000 s. Il
risultato della simulazione per quanto riguarda i parametri ∆Theater e ∆Tcooler e`
riportato in figura 4.8. Si osserva che il risultato della simulazione si discosta molto
dal comportamento sperimentale: il comportamento e` infatti di tipo pulsante, e ad
ogni oscillazione di ∆Theater e ∆Tcooler coincide una inversione del loro segno (quindi
una inversione del flusso).
Simulazioni S2 e S3 Mantenendo tutti gli aspetti del modello della simulazione
S1 invariati, la griglia G1 e` stata sostituita con la griglia G2 e successivamente con
la griglia G3, ottenendo, rispettivamente, le simulazioni S2 e S3. I risultati di queste
simulazioni sono riportati nelle figure 4.9 e 4.10, dalle quali e` facile notare che il
comportamento del circuito non cambia in maniera sostanziale rispetto a quanto
ottenuto con S1. Il comportamento e` sempre di tipo pulsante, anche se la frequenza
delle oscillazioni e la loro ampiezza sono diminuite.
Simulazione S4 Utilizzando la griglia G1 e il modello di turbolenza k− ǫ, con le
stesse condizioni al contorno delle simulazioni fin qui descritte, sono stati ottenuti i
risultati riportati in figura 4.11, relativi alla simulazione S4. Nella figura e` riportato
un confronto tra il salto di temperatura sul riscaldatore sperimentale e quello relativo




Modello CC CC CC Inter.
Sperimentale fluido sink source pipes mecc.
S1 2.0 kW, 20◦C G1 Laminare 3 (a) 2 2 smooth




Modello CC CC CC Inter.
Sperimentale fluido sink source pipes mecc.
S2 2.0 kW, 20◦C G2 Laminare 3 (a) 2 2 smooth
Figura 4.9: Transitorio iniziale della simulazione S2




Modello CC CC CC Inter.
Sperimentale fluido sink source pipes mecc.
S3 2.0 kW, 20◦C G3 Laminare 3 (a) 2 2 smooth
Figura 4.10: Transitorio iniziale della simulazione S3
alla simulazione. E´ possibile osservare un netto cambiamento nel comportamento del
circuito, con la comparsa degli andamenti caotici tipici dell’esperimento. Nonostante
cio`, non si ottiene la previsione della stabilizzazione del flusso. E´ da notare, inoltre,
la grande differenza nel tempo di latenza iniziale delle oscillazioni. Mentre nel caso
sperimentale nessuna variazione della differenza di temperatura sul riscaldatore e`
riscontrabile prima dei 180 secondi, mentre nella simulazione un picco molto alto
e` riconoscibile gia` dopo 30 secondi dall’inizio del transitorio. Questo effetto e` da
ricondurre all’assenza di un dominio solido nel modello. Nella simulazione, infatti, il
flusso termico al riscaldatore e` imposto al fluido direttamente sulla superficie interna
del tubo. Nel caso sperimentale, invece, il flusso e` imposto all’esterno del tubo.
Simulazione S5 Lasciando invariato il modello della simulazione S4, la griglia G1
e` stata sostituita con la griglia G2, piu` fitta. I risultati della simulazione, presentati
con la stessa modalita` di quelli della simulazione S4, sono riportati in figura 4.12.
Considerazioni simili a quelle fatte per la simulazione S4 possono essere ripetute a
proposito della simulazione S5.




Modello CC CC CC Inter.
Sperimentale fluido sink source pipes mecc.
S4 2.0 kW, 20◦C G1 k − ǫ 3 (a) 2 2 smooth




Modello CC CC CC Inter.
Sperimentale fluido sink source pipes mecc.
S5 2.0 kW, 20◦C G2 k − ǫ 3 (a) 2 2 smooth
Figura 4.12: Transitorio iniziale della simulazione S5
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Simulazione S6 Utilizzando la griglia G1, con le condizioni al contorno adottate
in tutte le simulazioni viste finora, si e` utilizzato il modello di turbolenza SST (si
veda la sezione 4.1.1), per testare la risposta dei risultati. La simulazione S6, quindi,
ha le stesse caratteristiche della simulazione S4, a parte il modello di turbolenza
(SST invece di k − ǫ). La figura 4.13 riporta un confronto tra i risultati di queste
due simulazioni (ancora una volta, la sola differenza di temperatura sul riscaldatore e`




Modello CC CC CC Inter.
Sperimentale fluido sink source pipes mecc.
S6 2.0 kW, 20◦C G1 SST 3 (a) 2 2 smooth
Figura 4.13: Confronto tra i transitori iniziali delle simulazioni S4 e S6
a parita` di tutte le altre caratteristiche del modello e a parita` di discretizzazione
spaziale, il modello k− ǫ restituisce risultati piu` simili a quelli sperimentali rispetto
al modello SST. In particolare, nella simulazione S6 non vengono previste serie di
oscillazioni amplificate della ∆Theater tra un’inversione di flusso e la successiva. Il
comportamento del circuito si avvicina piuttosto a quello pulsante.
Simulazione S7 La simulazione S7 prevede che il fludio sia modellato come tur-
bolento (modello k − ǫ) e utilizza la griglia G5. Questa e` equivalente alla griglia
G2 per quanto riguarda il dominio fluido, ma prevede anche un dominio solido.
In particolare (si veda la tabella 4.1) e` modellato il tubo nel quale scorre il fluido
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Modello CC CC CC Inter.
Sperimentale fluido sink source pipes mecc.
S7 2.0 kW, 20◦C G5 k − ǫ 3 (a) 2 2 smooth
Figura 4.14: Transitorio iniziale della simulazione S7
come il comportamento del fluido non cambi in maniera sostanziale, essendo molto
simile a quello ottenuto dalla simulazione S4 (si veda la figura 4.15), che differisce
da questa solo per quanto riguarda la griglia. Puo` notarsi un leggero aumento nel
tempo di latenza iniziale rispetto a quanto ottenuto nelle simulazioni viste finora,
senza pero` ottenere una coincidenza accettabile con il dato sperimentale.
4.5.1.2 Simulazioni del caso 2.5kW e 20◦C (stabile nel lungo periodo)
Il secondo caso sperimentale analizzato e` stato quello in cui la potenza prodotta
dal riscaldatore e` di 2.5 kW e la temperatura del criostato e` fissata a 20 ◦C. Anche
in questo esperimento, il circuito ha raggiunto un regime di circolazione stabile,
riconoscibile dal segno costante di ∆Theater e ∆Tcooler e dalle piccole oscillazioni
residue che lo caratterizzano. Rispetto al caso precedente, questo esperimento ha
avuto un transitorio caotico molto piu` lungo (circa 10000 s, si veda la figura 4.17), e
le serie di oscillazioni amplificate osservabili tra due inversioni del flusso sono state
generalmente piu` lunghe (cfr. figure 4.7 e 4.16). Nel seguito si riportano i risultati




Modello CC CC CC Inter.
Sperimentale fluido sink source pipes mecc.
S4 2.0 kW, 20◦C G1 k − ǫ 3 (a) 2 2 smooth
S7 2.0 kW, 20◦C G5 k − ǫ 3 (a) 2 2 smooth
Figura 4.15: Confronto tra i transitori iniziali delle simulazioni S4 e S7
Figura 4.16: Parte del transitorio caotico dell’esperimento 2.5 kW 20◦C
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Figura 4.17: Salto di temperatura sugli scambiatori di calore per l’esperimento 2.5
kW 20◦C
delle simulazioni effettuate con ANSYS CFX 11.0 riguardanti questo caso.
Simulazione S8 la prima delle simulazioni sul secondo caso sperimentale (2.5
kW e 20◦C) utilizza la griglia G8 in cui e` presente il dominio solido che rappresenta
la parete dei tubi dell’intero circuito. Il modello della simulazione S8 contiene an-
che un’altra differenza modellistica rispetto alle simulazioni viste finora: l’opzione
“rough walls4” e` attivata, utilizzando dati di rugosita` superficiale dei tubi forniti
dal DIPTEM/Tec. In figura 4.18 e` rappresentato il confronto tra i dati di ∆Theater
per il caso sperimentale e per la simulazione S8 per un periodo di 1000s. Dato il
comportamento caotico del circuito sperimentale e dei risultati sperimentali, le due
scale temporali hanno le stesse proporzioni ma sono traslate in maniera da rendere
piu` agevole il confronto. Entrambi i dati si riferiscono a intervalli temporali suc-
cessivi al transitorio termico iniziale: i transitori delle simulazioni sul secondo caso
sperimentale hanno infatti una finestra temporale maggiore di quelle viste finora
(S1-S7), data la maggiore lunghezza del periodo caotico sperimentale. In figura si
nota come il comportamento caotico della simulazione si avvicini, qualitativamente,
4Per i particolari sulla modellazione della rugosita` superficiale dei tubi in ANSYS CFX 11.0 si
veda la sezione 4.1.1 che contiene un paragrafo dedicato a questo particolare aspetto




Modello CC CC CC Inter.
Sperimentale fluido sink source pipes mecc.
S8 2.5 kW, 20◦C G8 k − ǫ 3 (a) 2 2 rough
Figura 4.18: Confronto tra dati sperimentali e risultati della simulazione S8 per un
periodo di 1000 s, esaurito il transitorio iniziale
a quello sperimentale. Un confronto qualitativo piu` approfondito e` riportato nella
sezione 4.5.3. La frequenza delle oscillazioni e il loro valore medio sono riportati per
tutte le simulazioni relative a questo caso di studio.
Simulazione S9 La simulazione S9 e` effettuata con la stessa discretizzazione
spaziale della S8. Per quanto riguarda il modello, l’unica differenza e` l’attivazione
dell’opzione “buoyancy turbulence”, associata all’opzione “production and dissipa-
tion” come visto in 4.1.1, questa opzione, associabile a modelli in cui il fluido sia
modellato come turbolento utilizzando un modello a due equazioni, aggiunge un
termine dovuto al galleggiamento in entrambe le equazioni del modello di turbo-
lenza. I risultati della simulazione sono riportati in 4.19. Confrontando la figura
con i risultati della simulazione S8 (figura 4.18), si nota facilmente che il tipo di
comportamente del circuito non cambia in maniera sostanziale. Per un confronto
quantitativo, ad esempio sulla frequenza delle oscillazioni, si puo` fare riferimento
alla sezione 4.5.3.




Modello CC CC CC Inter.
Sperimentale fluido sink source pipes mecc.
S9 2.5 kW, 20◦C G8 k − ǫ + buoy. 3 (a) 2 2 rough
Figura 4.19: Confronto tra dati sperimentali e risultati della simulazione S9 per un
periodo di 1000 s, esaurito il transitorio iniziale
Simulazione S10 Utilizzando il modello della simulazione S9, ma sostituendo la
griglia G8 con la griglia G9 (piu` fitta), sono stati ottenuti i risultati che in figura 4.20
vengono confrontati proprio con quelli della simulazione S9. Ancora una volta, il
comportamento del circuito e` di tipo caotico con inversioni del flusso non prevedibili.
L’indicazione piu` interessante che e` possibile ricavare dalla figura 4.20 e` che il
passaggio dalla discretizzazione G8 alla discretizzazione G9 (infittimento), non pro-
voca cambiamenti sostanziali nel comportamento del circuito. Per questo, la griglia
G8 sara` preferita alla G9 nel resto delle simulazioni, visto che a parita` di risulta-
ti richiede uno sforzo computazionale notevolmente minore (il numero di elementi
della griglia G8 e` circa la meta` di quello della griglia G9, si veda la tabella 4.1).
La simulazione S10, come tutte quelle presentate finora, non prevede la stabiliz-
zazione del flusso osservata nell’esperimento. Per un confronto quantitativo tra la
simulazione S10 e le altre simulazioni relative allo stesso caso di studio si rimanda
a 4.5.3.




Modello CC CC CC Inter.
Sperimentale fluido sink source pipes mecc.
S9 2.5 kW, 20◦C G8 k − ǫ + buoy. 3 (a) 2 2 rough
S10 2.5 kW, 20◦C G9 k − ǫ + buoy. 3 (a) 2 2 rough
Figura 4.20: Confronto tra i risultati delle simulazioni S9 e S10 per un periodo di
1000 s, esaurito il transitorio iniziale
Simulazione S11 Utilizzando il modello e la discretizzazione spaziale della Si-
mulazione S9, si e` modificato il parametro relativo alla rugosita` superficiale dei tubi
per valutare la sensitivita` dei risultati a questo parametro. Il dato di rugosita` uti-
lizzato nelle simulazioni viste finora (o almeno in quelle in cui i tubi sono modellati
come rugosi) e` stato fornito dal DIPTEM/Tec e si basa su misurazioni effettuate
direttamente sui tubi del circuito. Per la simulazione S11 si e` provato a raddoppiare
i valori (uno per i tubi in rame e uno per i tubi in acciaio). Data l’importanza delle
forze di attrito, quindi anche di quelle di attrito alla parete, nella stabilizzazione
di un flusso “buoyancy driven”, si e` voluto osservare se la mancata previsione della
stabilizzazione fosse dovuta a una sottostima degli effetti della rugosita` della parete.
I risultati della simulazione S11 sono riportati in figura 4.21, confrontati con
quelli della simulazione S9. Durante i primi 400 secondi di transitorio, i risultati
delle due simulazioni sono praticamente indistinguibili. Solo successivamente gli
andamenti della differenza di temperatura attraverso il riscaldatore possono essere
distinti per S9 e S11. Questi risultati indicano che la rugosita` non influenza in modo




Modello CC CC CC Inter.
Sperimentale fluido sink source pipes mecc.
S9 2.5 kW, 20◦C G8 k − ǫ + buoy. 3 (a) 2 2 rough
S11 2.5 kW, 20◦C G8 k − ǫ + buoy. 3 (a) 2 2 rough (x2)
Figura 4.21: Confronto tra i transitori iniziali delle simulazioni S9 e S11
determinante il comportamento generale del circuito. La simulazione S11 non ha
raggiunto la stabilizzazione, nonostante il transitorio sia stato simulato per circa
5000 secondi.
Simulazione S12 Sempre basandosi sulla simulazione S9, la simulazione S12 e`
stata ottenuta sostituendo il modello k − ǫ con il modello SST, come gia` fatto
per passare dalla simulazione S4 alla S6. I risultati della simulazione S12 sono
confrontati con quelli della simulazione S9 nella figura 4.22, dalla cui analisi si
possono ricavare due osservazioni: il comportamento della portata previsto da S12
e` di tipo caotico, come quello previsto da S9. Per quanto riuarda pero` l’ampiezza
minima delle oscillazioni di ∆Theater, si osserva che il modello SST la sottostima
rispetto ai dati sperimentali e rispetto alla simulazione S9. Per un confronto piu`
preciso si rimanda a 4.5.3.
Simulazioni S13, S14 e S15 Le simulazioni S13, S14 e S15 utilizzano lo stesso
modello e la stessa discretizzazione spaziale della simulazione S9, a parte una mo-




Modello CC CC CC Inter.
Sperimentale fluido sink source pipes mecc.
S9 2.5 kW, 20◦C G8 k − ǫ + buoy. 3 (a) 2 2 rough
S12 2.5 kW, 20◦C G8 SST 3 (a) 2 2 rough
Figura 4.22: Confronto tra i transitori iniziali delle simulazioni S9 e S12
difica apportata alle condizioni al contorno. Come si vedra` nella sezione 4.5.3, la
temperatura media dei 4 punti di monitoraggio utilizati nella simulazione tende ad
essere sovrastimata da tutti i modelli visti finora. In base alle considerazione della
sezione 4.3, facendo riferimento alla figura 4.5, date le caratteristiche dell’apparato
sperimentale la zona dei tubi verticali e dei gomiti e` stata fin qui modellata come
adiabatica. Per introdurre una perdita di calore aggiuntiva nel modello e` sembrato
opportuno rendere piu` realistica la scelta delle condizioni al contorno per queste
due zone, imponendo una condizione analoga a quella imposta al raffreddatore,
imponendo cioe` la temperatura dell’ambiente come temperatura esterna e diversi
coefficienti di scambio. Al riscaldatore, invece, si continua ad imporre il flusso ter-
mico. Per la simulazione S13, e` stato scelto un coefficiente di scambio convettivo
uniforme per entrambe le zone, fissato a 2 W/(m2K), coerente con i dati forniti
dal costruttore per il materiale isolante utilizzato nella zona dei tubi verticali (si
veda la sezione 3.1). Per la simulazione S14 questo coefficiente e` stato raddoppia-
to. Per la simulazione S15, invece, il coefficiente di scambio sui tubi verticali e` il
medesimo della simulazione S14, mentre osservando che i gomiti non erano termi-
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camente isolati nell’esperimento si e` imposto in quella zona un coefficiente piu` alto




Modello CC CC CC Inter.
Sperimentale fluido sink source pipes mecc.
S13 2.5 kW, 20◦C G8 k − ǫ + buoy. 3 (a) 2 3 (b) rough
S14 2.5 kW, 20◦C G8 k − ǫ + buoy. 3 (a) 2 3 (c) rough
S15 2.5 kW, 20◦C G8 k − ǫ + buoy. 3 (a) 2 3 (d) rough
Figura 4.23: Confronto tra i transitori iniziali delle simulazioni S13, S14 e S15
no un comportamento caotico accettabile. La simulazione S15, pero`, prevede serie
di oscillazioni amplificate molto lunghe (fino a 10 oscillazioni tra una inversione di
flusso e la seguente). Questo avvicina il comportamento qualitativo previsto da S15
ai risultati sperimentali piu` di quanto sia successo per le simulazioni fin qui viste. In
figura 4.24 e` riportato un transitorio di 1000 secondi easurito il transitorio iniziale
sia per la simulazione S15 che per l’esperimento. Nonostante i risultati raggiunti
con la simulazione S15 nella previsione del regime caotico iniziale del flusso possano
considerarsi soddisfacenti, il modello S15 non e` in grado di prevedere la stabiliz-
zazione rilevata nell’esperimento. Per gli effetti delle condizioni al contorno sulla
temperatura media del fluido nel circuito si veda la sezione 4.5.3.




Modello CC CC CC Inter.
Sperimentale fluido sink source pipes mecc.
S15 2.5 kW, 20◦C G8 k − ǫ + buoy. 3 (a) 2 3 (d) rough
Figura 4.24: Confronto tra dati sperimentali e risultati della simulazione S15 per
un periodo di 1000 s, esaurito il transitorio iniziale
4.5.1.3 Simulazioni di casi instabili
Alcuni dei modelli applicati ai due casi stabili nel lungo periodo, sono stati usati
su casi instabili. I casi sperimentali in questione sono: l’esperimento 0.5 kW e 20◦C
(simulazione S16), l’esperimento 1.5 kW e 0◦C (simulazione S17) e l’esperimento
1.5 kW e 10◦C (simulazione S18).
Simulazione S16 Il caso sperimentale per la simulazione S16 e` quello con 0.5 kW
di potenza termica al riscaldatore e 20◦C di temperatura nel bagno criostatico.
Il modello utilizzato e` lo stesso della simulazione S7: flusso turbolento, model-
lo k − ǫ, tubi verticali e gomiti adiabatici, flusso termico imposto al riscaldatore,
temperatura e coefficiente di scambio lato refrigerante imposto al raffreddatore.
La discretizzazione spaziale utilizzata e` la G5 (dominio solido sul riscaldatore).
I risultati della simulazione S16, relativamente al salto di temperatura sul ri-
scaldatore, sono mostrati in figura 4.25 confrontati con quelli sperimentali per un
periodo di 4000 s, esaurito il transitorio iniziale. Si osserva che il modello predice




Modello CC CC CC Inter.
Sperimentale fluido sink source pipes mecc.
S16 0.5 kW, 20◦C G5 k − ǫ 3 (a) 2 2 rough
Figura 4.25: Confronto tra dati sperimentali e risultati della simulazione S16 per
un periodo di 4000 s, esaurito il transitorio iniziale
correttamente il comportamento caotico, pur introducendo un numero di oscilla-
zioni tra due inversioni del flusso mediamente maggiore rispetto al caso di studio
sperimentale. Il valore medio di ∆Theater intorno al quale il dato sperimentale oscil-
la e` correttamente predetto. Nella sezione 4.5.3 l’analisi quantitativa e` riportata in
maniera piu` dettagliata.
Simulazione S17 Il caso sperimentale per la simulazione S17 e` quello con 1.5 kW
di potenza termica al riscaldatore e 0◦C di temperatura nel bagno criostatico.
La simulazione S17 utilizza lo stesso modello della S9: flusso turbolento, modello
k−ǫ, rugosita` superficiale dei tubi fornita dal DIPTEM/Tec, ‘buoyancy turbulence”
attivata con l’opzione “production and dissipation”, tubi verticali e gomiti adiabati-
ci, flusso termico imposto al riscaldatore, temperatura e coefficiente di scambio lato
refrigerante imposto al raffreddatore. La griglia utilizzata e` la G8 (dominio solido
sull’intero sviluppo del circuito).
I risultati sono riportati in figura 4.26 confrontati con quelli sperimentali per i
primi 4000s di transitorio.




Modello CC CC CC Inter.
Sperimentale fluido sink source pipes mecc.
S17 1.5 kW, 0◦C G8 k − ǫ + buoy. 3 (a) 2 2 rough
Figura 4.26: Confronto tra dati sperimentali e risultati della simulazione S17 per i
primi 4000s di transitorio
Le considerazioni gia` fatte per la simulazione S9 possono applicarsi anche alla
simulazione S17, dalla quale si ottiene un buon accordo, almeno qualitativo, tra
risultati della simulazione e dati sperimentali.
Simulazione S18 Il caso sperimentale per la simulazione S18 e` quello con 1.5 kW
di potenza termica al riscaldatore e 10◦C di temperatura nel bagno criostatico.
Il modello utilizzato e` quello della simulazione S15: flusso turbolento, modello
k−ǫ, rugosita` superficiale dei tubi fornita dal DIPTEM/Tec, ‘buoyancy turbulence”
attivata con l’opzione “production and dissipation”, tubi verticali e gomiti non adia-
batici con coefficienti di scambio differenziati, flusso termico imposto al riscaldatore,
temperatura e coefficiente di scambio lato refrigerante imposto al raffreddatore. La
griglia utilizzata e` la G8.
I risultati sono riportati nella figura 4.27, in cui la differenza di temperatura
attraverso il riscaldatore e` confrontata con il dato sperimentale per un periodo di
4000 s, esaurito il transitorio iniziale. Si osserva una buona corrispondenza tra l’an-
damento sperimentale e quello dei risultati delle simulazioni. Questo conferma che
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il modello utilizzato per la simulazione S15, utilizzato anche per la simulazione S18,
permette di ottenere buoni risultati, almeno per quel che riguarda il comportamento




Modello CC CC CC Inter.
Sperimentale fluido sink source pipes mecc.
S18 1.5 kW, 10◦C G8 k − ǫ + buoy. 3 (a) 2 3 (d) rough
Figura 4.27: Confronto tra dati sperimentali e risultati della simulazione S18 per i
primi 4000s di transitorio
4.5.2 Tecniche per l’analisi dei risultati
e` stato eseguito con diverse tecniche. Ognuna di esse e` stata usata per confrontare
un particolare aspetto dei risultati delle simulazioni con il corrispondente aspetto
dei risultati sperimentali. Bisogna osservare che il database sperimentale fornito
dal DIPTEM/Tec e` costituito dai segnali ottenuti dalle termocoppie del circuito.
Questo comporta che i soli confronti diretti che e` possibile realizzare sono cofronti
sui valori di temperatura o su parametri dipendenti da essi (es: ∆Tcooler e ∆Theater).
I metodi utilizzati sono:
Confronto qualitativo un confronto qualitativo degli andamenti temporali delle
temperature simulate con quelle sperimentali e` stato effettuato monitorando la
96 4. Simulazioni numeriche
simulazione direttamente dall’interfaccia di CFX 11.0, sfruttando la possibilita`
di impostare alcuni punti del dominio computazionale come “monitor points”
per alcune variabili. Questo ha permesso di trarre le prime conclusioni sui
risultati delle simulazioni, viste in 4.5.1. Si e` potuta inoltre valutare almeno
in parte la validita` dei risultati durante l’avanzamento del calcolo, quindi senza
attendere la simulazione dell’intero intervallo temporale impostato; in questo
modo, le simulazioni che presentavano risultati totalmente inaccettabili sono
state interrotte prima delle altre.
Analisi nel dominio delle frequenze Utilizzando la “Signal Processing Toolbox”
di MATLAB [40] e` stato possibile identificare la frequenza caratteristica del-
le oscillazioni tipiche del comportamento caotico del circuito in alcune fasi
dell’esperimento e della simulazione. I dati trovati dall’analisi spettrale dei ri-
sultati delle simulazioni sono stati confrontati con quelli dei dati sperimentali.
In particolare, l’analisi in frequenza e` stata realizzata per i segnali di ∆T . In
fase sperimentale, come visto in 3.2, ogni combinazione di temperatura del
pozzo freddo e potenza termica al riscaldatore e` risultata associata ad una
particolare frequenza delle oscillazioni delle temperature del fluido circolante
(si veda [15]).
Come menzionato in 4.5.1, ANSYS CFX 11.0 offre la possibilita` di eseguire la
simulazione di un transitorio con avanzamento temporale di durata variabile.
L’analisi in frequenza di un segnale richiede che il campionamento del segnale
sia effettuato a frequenza costante. Per questo, prima dell’utilizzo della “Si-
gnal Processing Toolbox” di MATLAB e` stato necessario interpolare i risultati
ottenuti dal codice creando un segnale a frequenza costante. Questo e` stato
ottenuto con un programma MATLAB molto semplice.
Il segnale cos`ı elaborato e` trasformato secondo l’algoritmo FFT (Fast Fourier
Transform) dalla ‘Signal Processing Toolbox” di MATLAB che evidenzia le
frequenza maggiormente rappresentate nel segnale elaborato. La frequenza
piu` importante di tutte viene identificata come la frequenza dell’oscillazione
del flusso.
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4.5.3 Presentazione schematica dei risultati
In questa sezione il confronto tra dati sperimentali e risultati delle simulazioni
e` organizzata sulla base di una serie di parametri elaborati per lo scopo.
Analisi in frequenza
Con il metodo descritto in 4.5.2, la frequenza delle oscillazioni del segnale pre-
dette dai vari modelli sviluppati e` stata confrontata con la frequenza sperimentale.
Come visto in 3.2, con particolare riferimento alla figura 3.11, la frequenza delle
oscillazioni delle variabili nel transitorio caotico e` strettamente legata alle condizioni
operative del circuito ed e` quindi un parametro da tenere in conto nella validazione
del codice. In figura 4.28, i dati sperimentali e i risultati delle simulazioni sono
confrontati tra di loro. I dati sono stati ottenuti applicando la procedura descritta
in 4.5.2 ad una parte del segnale opportunamente isolata. E´ stato programmato un
semplice programma MATLAB che, escludendo il transitorio iniziale, separa tutti
gli intervalli di amplificazione di un disturbo compresi tra due inversioni del flusso.
Tra questi intervalli, il programma sceglie quello composto dal maggior numero di
oscillazioni e fornisce un segnale riferito solo a questo. La prima osservazione re-
lativa alla figura e` che anche per i risultati delle simulazioni vale la relazione tra
potenza al riscaldatore e frequenza (si veda la figura 3.11). Per quel che riguarda
invece il confronto tra i dati sperimentali e i risultati delle simulazioni, si nota una
generale tendenza a sovrastimare la frequenza di oscillazione. Le simulazioni da S1
a S5 non sono presenti nel grafico in quanto, non avendo raggiunto un regime di
circolazione simile a quello sperimentale non e` possibile individuare un valore della
frequenza adatto al contesto di questo confronto. E´ Particolarmente interessante
notare come la sostituzione della condizione al contorno di adiabaticita` sui tratti
verticali e sui gomiti abbia avvicinato la frequenza di circolazione a quella sperimen-
tale. La simulazione S15 - insieme alla simulazione S18, caratterizzata dallo stesso
modello e dalla stessa discretizzazione spaziale - realizza un grado di accordo con i
dati sperimentali che puo` considerarsi soddisfacente.
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Parametro: Frequenza delle oscillazioni [Hz]
ID Valore Valore Errore ID Valore Valore Errore
Simul. sperim. simul. rel. Simul. sperim. simul. rel.
S1 0.023 - - S8 0.026 0.029 11.5%
S2 0.023 - - S9 0.026 0.0284 9.2%
S3 0.023 - - S10 0.026 0.025 3.8%
S4 0.023 - - S11 0.026 0.0278 6.9%
S5 0.023 - - S12 0.026 0.029 11.5%
S6 0.023 - - S13 0.026 0.028 7.7%
S7 0.023 0.025 7.0% S14 0.026 0.0269 3.5%
S15 0.026 0.0258 0.8%
S16 0.012 0.015 25.0%
S17 0.019 0.02 5.3%
S18 0.0184 0.019 3.3%
Figura 4.28: Confronto tra la frequenza del dato sperimentale e quella dei risultati
delle simulazioni
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Confronto del salto di temperatura sugli scambiatori
Le figure 4.29 e 4.30 riportano i dati di ∆Tcooler e ∆Theater relativi ai dati speri-
mentali e alle simulazioni. I valori sono calcolati utilizzando i valori di temperatura
ottenuti dai “monitor point” della simulazione, in analogia a quanto avvenuto per
gli esperimenti. Come visto in 3.2, anche durante i periodi di comportamento cao-
tico, i valori del salto di temperatura sugli scambiatori oscillano intorno a dei valori
costanti (in modulo ma non in segno). Nei confronti che seguono, per le prove speri-
mentali stabili si utilizza il valore del salto di temperatura sugli scambiatori relativo
al comportamento stabilizzato; per le prove sperimentali instabili e per i risultati
delle simulazioni si utilizza il valore medio del modulo del salto di temperatura sugli
scambiatori, esaurito il transitorio iniziale.
Per questi parametri di osserva che l’aggiunta delle strutture solide al dominio
computazionale ha generalmente migliorato i risultati delle simulazioni, facendo di-
minuire l’errore relativo al dato sperimentale. Gli errori relativi maggiori si rilevano
nella simulazione della differenza di temperatura sul raffreddatore. Ulteriori studi
sono quindi necessari a proposito delle condizioni al contorno utilizzate per il pozzo
freddo: e` possibile ad esempio variare il coefficiente di scambio termico convettivo
imposto o simulare il fluido refrigerante e le strutture dello scambiatore. Come os-
servato in [32], la seconda opzione comporta un aumento del numero di elementi
che puo` arrivare al 100%, rendendo la simulazione di tutto lo scambiatore di calore
una opzione da considerare con prudenza.
Confronto della temperatura media stabilizzata
Un ulteriore parametro pensato per confrontare i dati sperimentali e i risultati
delle simulazioni e` il valore medio delle temperature relative ai 4 “monitor points”.
La figura 4.31 riporta questo parametro sia per quanto riguarda gli esperimenti che
per i risultati delle simulazioni.
Anche per questo parametro si osservi che la sostituzione della condizione di
adiabaticita` sui tratti verticali e le gambe ha avvicinato i risultati delle simulazioni
S15 e S18 ai dati sperimentali.
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Parametro: ∆Tcooler [K]
ID Valore Valore Errore ID Valore Valore Errore
Simul. sperim. simul. rel. Simul. sperim. simul. rel.
S1 7.3 - - S8 10.5 9.2 12.4%
S2 7.3 - - S9 10.5 8.2 21.9%
S3 7.3 - - S10 10.5 9.0 14.3%
S4 7.3 8.9 21.9% S11 10.5 8.9 15.2%
S5 7.3 8.7 19.2% S12 10.5 8.0 23.8%
S6 7.3 9.3 27.4% S13 10.5 8.6 18.1%
S7 7.3 7.9 8.2% S14 10.5 8.3 21.0%
S15 10.5 8.3 21.0%
S16 3.3 4.2 27.3%
S17 6.75 6.4 5.2%
S18 6.05 6.3 4.1%
Figura 4.29: Confronto tra il salto di temperatura sul raffreddatore rilevato
sperimentalmente e quello ottenuto dalle simulazioni
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Parametro: ∆Theater [K]
ID Valore Valore Errore ID Valore Valore Errore
Simul. sperim. simul. rel. Simul. sperim. simul. rel.
S1 6.4 - - S8 8.20 9.20 12.2%
S2 6.4 - - S9 8.20 8.90 8.5%
S3 6.4 - - S10 8.20 9.50 15.9%
S4 6.4 8.50 32.8% S11 8.20 9.00 9.8%
S5 6.4 8.60 34.4% S12 8.20 8.50 3.7%
S6 6.4 8.20 28.1% S13 8.20 9.60 17.1%
S7 6.4 8.25 28.9% S14 8.20 8.50 3.7%
S15 8.20 9.00 9.8%
S16 3.4 4.60 39.4%
S17 6.85 5.20 24.1%
S18 5.95 5.62 5.5%
Figura 4.30: Confronto tra il salto di temperatura sul riscaldatore rilevato
sperimentalmente e quello ottenuto dalle simulazioni
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Parametro: Temperatura media “Monitor Points” [◦C]
ID Valore Valore Errore ID Valore Valore Errore
Simul. sperim. simul. rel. Simul. sperim. simul. rel.
S1 63.0 52.0 17.5% S8 69.5 82.0 18.0%
S2 63.0 63.8 1.3% S9 69.5 82.0 18.0%
S3 63.0 73.0 15.9% S10 69.5 82.0 18.0%
S4 63.0 72.0 14.3% S11 69.5 80.0 15.1%
S5 63.0 72.0 14.3% S12 69.5 80.0 15.1%
S6 63.0 72.0 14.3% S13 69.5 81.0 16.5%
S7 63.0 73.8 17.1% S14 69.5 78.0 12.2%
S15 69.5 68.0 2.2%
S16 36.0 41.0 13.9%
S17 44.0 48.0 9.1%
S18 50.0 49.0 2.0%
Figura 4.31: Confronto tra la media delle temperature relative ai 4 “monitor points”
ottenuta negli esperimenti e dalle simulazioni
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4.5.4 Caratteristiche del flusso all’interno del circuito
In questa sezione si riportano alcune considerazioni sulle caratteristiche del flus-
so all’interno del circuito. I confronti visti finora tra dati sperimentali e risultati
delle simulazioni avevano lo scopo di gettare le basi per la validazione dei modelli
sviluppati per la predizione di flussi in circolazione naturale. E´ stato osservato che
i risultati ottenuti, ad esempio, dalle simulazioni S15 e S18, possono essere consi-
derati soddisfacenti e si puo` quindi ragionevolmente supporre che il campo di moto
tridimensionale e transitorio previsto dal codice sia simile a quello realizzato nel cir-
cuito sperimentale. In questa sezione si utilizzano quindi i risultati del codice per un
post-processing piu` avanzato e completo. I dati sperimentali sono infatti costituiti
da misurazioni puntuali di temperatura, mentre i risultati del codice contengono i
valori di molte altre variabili del flusso in un grande numero di punti all’interno del
circuito. Resta inteso che non ci si aspetta di ricavare una descrizione fedele del
comportamento del fluido nel circuito. Allo stesso tempo, il grado di accordo otte-
nuto per i parametri di confronto tra dati sperimentali e risultati delle simulazioni,
autorizza ad utilizzare le informazioni sul campo di moto previsto dal codice per
trarre considerazioni qualitative sul flusso che e` materialmente impossibile ricavare
dai dati sperimentali.
Figura 4.32: Stratificazione del fluido all’interno del condotto nella zona del
riscaldatore
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Figura 4.33: Formazione di un pennacchio caldo in uscita dal riscaldatore
Figura 4.34: Trasformazione del pennacchio in una “hot pocket”
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Figura 4.35: Aspetti tridimensionali del campo di velocita` nel riscaldatore (1)
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Caratteristiche tridimensionali del flusso La figura 4.35 mostra le linee di
flusso relative a un istante della simulazione (esaurito il transitorio termico iniziale).
L’asse x e` l’asse del riscaldatore, quindi nella figura si vedono le linee di flusso che
uscendo da un tratto verticale entrano nel riscaldatore. Le linee di flusso sono state
rappresentate fino alla meta` della lunghezza del riscaldatore. Utilizzando anche la
figura 4.36, e` possibile osservare come il moto assiale sia sovrapposto a uno tan-
genziale a causa di due fenomeni: i moti convettivi generati dal flusso termico e
l’effetto sul campo di moto del cambio di direzione dovuto alla curva del circuito.
Un’ulteriore importante osservazione, gia` in parte presente in [23], si puo` fare sulla
stratificazione del fluido all’interno del riscaldatore. E´ stato possibile infatti osser-
vare in dettaglio il processo di formazione di “hot pocket” e comprenderlo piu` a
fondo. Nel riscaldatore, il fluido tende a stratificarsi a causa del gradiente radiale
di temperatura, raccogliendosi nella parte alta del condotto (figura 4.32).
La parte piu` calda del fluido tende a scivolare lungo la parete interna del circuito,
formando un pennacchio (figura 4.33) che infine libera una porzione di fluido piu`
caldo di quello presente nel tratto verticale, che a causa della sua densita` si muove
nel tratto verticale producendo un aumento della velocita` nel circuito (figura 4.34).
Nella figura 4.34, si puo` anche notare come alla formazione di una ‘hot poc-
ket” sia associata la formazione di una “cold pocket”. Infatti, come visto in 2.4.2,
l’accelerazione del fluido nel circuito diminuisce il tempo di residenza del fluido nel
riscaldatore, facendo s`ı che la porzione di fluido caldo liberata dal pennacchio come
appena visto sia seguita da una porzione di fluido freddo5. La formazione della
“cold pocket” e` ulteriormente favorita dalla stratificazione del fluido nel riscalda-
tore. Infatti, una parte della superficie interna del condotto rimane a contatto con
fluido caldo, e la superficie di scambio termico a disposizione del fluido in arrivo dal
tratto verticale ne risulta diminuita.
Andamenti di velocita` nel circuito Nelle figure 4.38 e 4.37 e` rappresentato,
rispettivamente, l’andamento in transitorio della velocita` e della temperatura nei
quattro punti di monitoraggio utilizzati durante il calcolo. Si puo` trovare conferma
5Qui, con fluido caldo (freddo) si intende fluido piu` caldo (freddo) della temperatura in uscita
dal riscaldatore nel caso stazionario
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Figura 4.36: Aspetti tridimensionali del campo di velocita` nel riscaldatore (2)
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Figura 4.37: Andamento della temperatura nei punti di monitoraggio e di ∆Theater
e ∆Tcooler per una parte del transitorio della simulazione S15
di quanto detto in precedenza a proposito dell’accelerazione e decelerazione subita
dal fluido in corrispondenza della fuoriuscita dal riscaldatore di porzioni di fluido
piu` calde o piu` fredde.
Figura 4.38: Andamento della velocita` nei punti di monitoraggio per una parte del
transitorio della simulazione S15
CAPITOLO 5
Conclusioni
Scopo di questo lavoro e` stato la validazione del codice ANSYS CFX 11.0 per
l’applicazione a problemi di circolazione naturale. Il modello, messo a punto e raffi-
nato in base alle indicazioni ottenute dal confronto dei risultati con i dati sperimen-
tali, ha dimostrato di riuscire a prevedere in maniera accettabile il comportamento
del flusso in un circuito rettangolare, in cui un riscaldatore e un raffreddatore rea-
lizzino le differenze di temperatura necessarie all’innescarsi del moto di un fluido
monofase. Va osservato, pero`, che e` possibile ottenere una previsione abbastanza
soddisfacente del flusso solo nei periodi di comportamento caotico che caratteriz-
zano tutti gli esperimenti. La stabilizzazione del circuito, con la scomparsa delle
inversioni di flusso e delle oscillazioni delle variabili, osservata negli esperimenti,
non e` stata invece predetta da nessuno dei modelli messi a punto.
Numerosi aspetti del modello sono stati presi in considerazione e alcune impor-
tanti conclusioni si possono trarre a proposito della loro influenza sui risultati.
Il modello di turbolenza a due equazioni k − ǫ, ha dato i risultati piu` pros-
simi a quelli sperimentali, rispetto al modello SST. Per quel che riguarda l’opzione
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“buoyancy turbulence” offerta dal codice nei modelli di turbolenza (sezione 4.1.1),
la sua influenza sui risultati delle simulazioni non e` stata rilevante, quantomeno per
i gradienti di densita` coinvolti nel caso di studio. (cfr. S8 e S9, figure 4.18 e 4.19)
Le simulazioni hanno evidenziato il ruolo fondamentale della modellazione
della struttura dell’apparato sperimentale. L’inerzia termica dei tubi influenza
fortemente il comportamento del circuito, e in proposito e` necessario sottolineare
due aspetti. La creazione di un dominio solido posto tra la superficie esterna del
fluido e la sorgente di calore permette di rappresentare in maniera piu` soddisfacente
il ritardo sperimentale registrato nel primo tratto del transitorio dai segnali di dif-
ferenza di temperatura sul riscaldatore (cfr. S5 e S7, figure 4.12 e 4.14). Inoltre il
comportamento qualitativo di ∆Theater e ∆Tcooler migliora significativamente grazie
all’introduzione della parete dei tubi di tutto il circuito, che permette di simulare
la capacita` termica dell’intera struttura (cfr. S4 e S8, figure 4.11 e 4.18).
E´ emersa la grande importanza delle condizioni al contorno imposte al pro-
blema. La decisione di imporre il flusso termico per modellare il riscaldatore e
di imporre il coefficiente di scambio lato refrigerante e la temperatura del refrige-
rante per la modellazione del raffreddatore si e` rivelata efficace. La condizione di
adiabaticita` imposta inizialmente ai tratti verticali si e` rivelata invece poco cor-
retta, o comunque poco soddisfacente, mentre simulare le reali perdite di calore
ha permesso di ottenere i risultati migliori. E´ necessario considerare che in alcune
simulazioni sono stati introdotti tre diversi coefficienti di scambio termico convet-
tivo (raffreddatore, tubi verticali e gomiti). Un’analisi di sensibilita` su questi tre
parametri potrebbe permettere un ulteriore miglioramento della qualita` dei risul-
tati. Non e` da escludere, infine, la possibilita` che la mancata modellazione della
parte secondaria dello scambiatore di calore che costituisce il pozzo freddo sia alla
base della mancata previsione della stabilizzazione del circuito. La simulazione del
fluido secondario e delle strutture termiche del raffreddatore potrebbe inoltre for-
nire indicazioni interessanti per un’analisi di sensitivita` sui valori dei coefficienti di
scambio termico convettivo utilizzati nelle condizioni al contorno. Al tempo stesso
va considerato che il volume di fluido refrigerante contenuto nello scambiatore e`
paragonabile a quello del fluido di lavoro del circuito. Per questo, la simulazione
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dell’intero scambiatore richiederebbe risorse computazionali notevolmente maggiori
rispetto a quelle utilizzate per questo lavoro.
Il post-processing dei risultati ha inoltre permesso di evidenziare gli aspetti
tridimensionali del flusso, e in particolare di osservare la stratificazione all’interno
del riscaldatore e del raffreddatore. L’interpretazione fisica dell’instabilita` data da
Welander ha trovato inoltre una conferma tramite gli strumenti di visualizzazione,
ottenendo una rappresentazione efficace del processo di formazione delle sacche calde
e fredde ipotizzate da Welander.
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