Dynamic simulation is vitally important in power system analysis, but traditional approaches based on numerical integration over small time steps are time-consuming. Also, the Newton-Raphson method suffers from difficulty in convergence when solving nonlinear algebraic equations. This paper proposes a novel dynamic simulation approach based on holomorphic embedding. By obtaining a high-order approximation of system dynamics, it achieves a much larger time step and thus enhances the computational efficiency significantly. In addition, the new approach avoids non-convergence issues in solving algebraic equations, which improves robustness. The approach includes flexible modeling of synchronous generators and controllers, and we propose a method for modeling generator coordinate transformations. The approach is tested on the IEEE 39-bus, 10-generator system and a Polish 2383-bus, 327-generator system. The results demonstrate promising computational efficiency and satisfactory numerical robustness for the analysis of large-scale power systems.
Mathematically, dynamic simulation solves the initial-value problem (IVP) of differential-algebraic equations (DAE). Conventional approaches commonly used by commercial software that include explicit and implicit methods [4] , [8] approximate the trace of state variables as numerical integration of differential equations with small time steps. Because numerical integration is a low-order approximation of system dynamics, the time step should be small enough to confine the error, which limits the speed of the simulation. To enhance performance, it is desirable to develop novel methodologies that extend time steps and decrease errors.
Moreover, complex nonlinear dynamic behaviors also pose challenges for simulation. To simplify computation, many dynamic simulation algorithms assume that loads use a constantimpedance model [9] [10] [11] , which makes the DAE convertible to ordinary differential equations (ODE). However, the actual load behaviors may be quite different from those of constant impedance loads, and such an assumption may cause substantial errors in DSA [12] , [13] . More accurate modeling of load behaviors leads to nonlinearity in algebraic equations, and conventional approaches usually use the Newton-Raphson method to solve the equations. However, the Newton-Raphson method depends on the selection of the initial guess: it may fail to converge when the system is large, or the system is in stress, or the disturbance is relatively large.
In recent years, the holomorphic embedding (HE) [14] has become a promising methodology for power system analysis. It was initially proposed as an efficient and robust approach for steady state analysis, which has been used for solving stressed power flow [15] , voltage security analysis (VSA) [16] , network reduction [17] , and power flow with FACTS devices [18] . HE is also utilized in probabilistic power flow [19] and remote voltage control [20] . HE is further extended to study dynamic voltage security [21] , which achieves much larger time steps and avoids non-convergence issues. However, ref. [21] does not consider synchronous generators, and the method cannot be directly applied to model synchronous generators because the transformation between generator and network coordinates has sinusoidal functions, which cannot apply the method from ref. [21] . Moreover, ref. [21] only considers continuous increase of load and generation in VSA, but does not consider faults. Many instability events are caused by faults, so it is important to analyze the dynamic security under faults efficiently and robustly. This paper proposes an efficient and robust approach for dynamic simulation in power systems based on holomorphic embedding. The paper first proposes generic rules for deriving HE formulation and solving HE approximate solutions of DAE. Then, by introducing the generator interface, HE formulations of synchronous generators and the coordinate transformation, and the HE formulation of power system dynamics are established. The instant switches in power systems caused by faults are also modeled and solved by HE. By putting together the HE formulations for solving system dynamics and instant switches, the overall dynamic simulation process based on HE is established. The contributions of this paper are four-fold: 1) General rules for deriving and solving HE formulation of DAE in power systems are proposed; 2) The models of synchronous generators and controllers in HE formulation are established through a flexible generator interface; 3) The transformation between generator and network coordinates is modeled and solved with HE; 4) The HE formulation of instant switches in power systems is proposed and solved.
The rest of the paper is organized as follows. Section II proposes generic rules for deriving and solving HE formulations for DAE. Section III establishes HE formulation of power system dynamics, and elucidates the modeling of synchronous generators and coordinate transformation. Section IV proposes the HE formulation for solving system states at post-fault instant. Section V puts together the HE for solving system dynamics and instant-switches, and establishes a full solution for dynamic simulation based on HE. Section VI consists of test cases on 2-bus system, an IEEE 39-bus system and a Polish 2383-bus system. Section VII is the conclusion.
II. HOLOMORPHIC EMBEDDING IN TIME DOMAIN

A. Dynamic Simulation of Power Systems
The dynamic simulation of a power system typically solves a set of DAE:ẋ = f (x, y, p(t)), (1a) 0 = g(x, y, p(t)),
where x denotes state variables, y stands for algebraic variables (e.g., voltage phasors on the buses), and p(t) denotes system configuration (e.g., the connection status of branches, the extent of load increase). The disturbances introduced into a power system can be represented by changing p(t). In this paper, the bold variables denote vectors or matrices. In a numerical integration method for solving DAE, with a known system state at time t (i.e., x(t) and y(t)), and given a time step Δt, the next-step state x(t + Δt) is approximated as the following discrete form:
where Δx t is an approximated increment of x based on (1a). Such a scheme introduces error at level O(Δt k+1 ), and k is usually up to 5 (e.g., modified Euler method with k = 2 and Runge-Kutta method with k = 4). Methods with k > 5 also exist but are less frequently used because they are difficult to derive, and many more computation sub-steps are needed to increase the order k which affects the efficiency. Therefore, the commonly-used numerical integration methods are low-order approximations, which confine the time step Δt. Moreover, solving (1) also includes solving algebraic equations (AE) (1b), but the Newton method may fail to converge. To improve the efficiency and the robustness of dynamic simulation, a higher-order approximation of DAE with improved convergence is desirable. In the following sections, the holomorphic embedding (HE) will be utilized to solve the DAE of power systems with arbitrarily higher-order approximations.
B. Approximation With Holomorphic Embedding
For an IVP in the complex domain:
where h is a holomorphic (infinitely differentiable in complex domain) function. HE solves z as a power series ∞ k=0 z[k]α k , and the series converges to z(α) within a radius R z :
Therefore, within the convergence radius R z , the truncated power series
In the following contents of this paper, we use variables with square-bracketed integers (e.g. z[k]) to denote the coefficients of power series. Moreover, the Padé approximant is a common post-processor of power series to further expand the usable region of approximation [22] . For the truncated power series N L k=0 z[k]α k , the Padé approximant has the following form:
where m + n = N L . It is recommended that m and n are as close as possible to achieve a best convergence region [23] .
As for solving problems in power systems, the embedded variable α is usually a real variable. Because R ⊂ C, the power series (4) and Padé approximant (5) still hold for α ∈ R. Holomorphic embedding has been used to solve power flows [24] and static voltage security analysis [16] . In those steady-state studies, the embedded variable α either connects the desired solution from a trivial solution without physical meaning, or is an implicit representation of time. In dynamic studies, the time t can be explicitly used as the embedded variable. In power systems, the DAE (1) is holomorphic in segments, which means that in each segment without the occurrence of a singularity, the solutions x(t) and y(t) can be asymptotically approximated by their Taylor series. Thus, for the DAE of power systems (1) with initial values x(0) and y(0), in the time interval with continuous p(t), we can use HE to obtain approximate solutions as truncated series:
or the corresponding Padé approximants. 
C. Basic Rules for Deriving HE
As (4) shows, the computation of HE is to derive the coefficients z[k] that correspond to the studied variable z(α). The equations of the HE coefficients can be derived from the original DAE by following some rules. Assume that the studied DAE only contains the following operations: 1) Linear operations e.g. az(α) + b, where a, b are constants; 2) Multiplication of variables, such as z 1 (α)z 2 (α); and 3) Derivatives, such as dz(α) dα . Many equations can be converted to formulas that only contain the above operations. For example, the division operation can be eliminated by multiplying the denominator on both sides of the equation. More complex operations, such as sinusoidal functions, can be approximately converted to polynomials (also multiplication) with truncated Taylor series (see Section III). After converting the equations from the original DAE into the formulas using the above operations, the terms in the equations of HE coefficients can be derived following the rules listed in Table I .
By using the rules in Table I , the HE can be solved by gathering all the terms in the equations. To better illustrate the derivation of HE, a simple example DAE is shown:
From Table I , the equations of HE coefficients are derived:
where f δ (i, j) = 1 only if i = j, and otherwise f δ (i, j) = 0. In differential equations, the higher-order coefficients (e.g. z 1 [k + 1] in (8a)) can be directly calculated by using the lowerorder coefficients (coefficients of z 1 and z 2 of up to the kth order). While in algebraic equations, because level-0 coefficients are already known in IVP, the highest-order coefficients (e.g. z 1 [k] and z 2 [k] in (8b)) have linear relationships. Therefore, solving the nonlinear DAEs is transformed to solving the linear equations of HE coefficients, which avoids the numerical problems in solving nonlinear equations directly. When solving large-scale DAEs, solving the linear equations will be the major Algorithm 1: General Procedures for Solving DAEs with HE. Input: DAE (e.g. eq. (7)), initial states x 0 , y 0 , maximum HE order N L .
Output: HE coefficients x[k], y[k]
, k = 0, . . . , N L . 1: k ← 0, x[0] ← x 0 , y[0] ← y 0 . 2: while k < N L do 3: k ← k + 1.
4:
Obtain equations for HE coefficients at kth order based on the rules in Table I ( bottleneck of performance, but note that the coefficient matrix of the linear equations is constant, which only needs factorization once. The Algorithm 1 describes an iterative procedure for solving DAEs with HE.
D. Multi-Stage HE
The approximants of time-domain solution of DAE derived by HE have limited convergence radius, in other words, the solution approximately satisfies the DAE only within an interval in the time domain. Also, the step length is limited if the system hits non-smoothness (e.g. limiters, model switches). To reach the desired simulation length, a multi-stage scheme is used. The entire time-domain solution is connected by multiple segments of solutions derived by HE. In each stage, the imbalance of DAE is checked along the HE solutions. Generally, for a DAE with the form of (3):
Assume the approximate solution based on HE to bẽ
and then we can derive:
Both (10) and (11) are truncated power series and can be further converted to Padé approximations. Here we take the power-series approximate solutions (10) and (11) as an example. The imbalance of the DAE is derived by substituting (10) and (11) into the right-hand side of (9), and calculating the difference between the two sides:
Define Δ(t) = Δ(t) ∞ . The furthest time point t max satisfying Δ(t) < ε E , t ≤ t max can be efficiently identified with binary search and is set as the initial-value point of the next stage. The interval between the initial-value point and t max is regarded as the effective HE step. The multi-stage HE can also accurately identify the non-smooth switching events. By iteratively solving the initial-value problems, the entire time-domain solution can be obtained.
III. HE FORMULATION OF TIME-DOMAIN SIMULATION
A. Network Equations
Ref. [21] proposes an HE formulation without synchronous generators. For power systems with synchronous generators, the HE formulation can be written as:
where V i is the voltage phasor on bus i, whose reciprocal is W i . Y il is the element of row i and column l in the admittance matrix Y. The constant-PQ loads are included in P i and Q i terms (positive values denote generations and negative values denote loads), while the constant-impedance loads are merged into Y. The current of other loads (e.g., constant-current loads, induction motor loads) on bus i is represented by I Li , and the current of all the synchronous machines is represented by I Gi . Such a flexible current interface enables modular design of the overall simulation framework in which different components can be modeled in HE separately and then assembled for simulation. Also, such a design is convenient for accommodating user-defined models. All the phasors (i.e., voltage and current) are modeled in the network x-y coordinates. The generator buses use synchronous generator models instead of PV buses. From (13) , the HE coefficients satisfy the Eqn. (14) at the bottom of the page.
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B. Synchronous Generator
To realize a more generic dynamic simulation, we propose the HE modeling of synchronous generator and its controllers. There are several kinds of dynamic models of synchronous generators in different orders. For example, the more detailed commonly used 6th-order model [25] is shown aṡ where for a generator numbered as i, δ i is the rotor angle, and ω i is the per-unit rotor slip under base nominal value ω s . H i is the time constant of the rotor, T Mi is the mechanical torque input to the generator, T Ei is the electric torque, and D i is the damping coefficient of the rotor. Four quantities describe the electromagnetic fields on the generator's own d-q coordinates, which are the transient potentials e di and e qi , and the sub-transient potentials e di and e qi . The corresponding four differential equations are (15d)-(15g). Accordingly, the current and voltage phasors on the stator are described by their components on the d-and q-axes as I di , I qi , V di , and V qi . The excitation field potential is V fi . The armature resistance is R si , the synchronous, transient, subtransient reactances on d-and q-axes are X di , X di , X di , X qi , X qi , and X qi . Moreover, the transient and subtransient time constants of equivalent coils on the d-and q-axes are T di0 , T di0 T qi0 and T qi0 . There is also a time constant of additional leakage on d-axis, T AAi .
In eq. (15), the state variables are δ i , ω i , e di , e qi , e di , and e qi . T Mi and V fi are input variables, which can be obtained from the turbine governor and the exciter, respectively. The T Ei , I di , and I qi can be eliminated with (15c), (15h), and (15i). V di and V qi connect to the external network.
C. Treating Transformation of Coordinates
In (15), each generator uses its own d-q coordinates, which is fixed on the rotor. While for the power grid, a reference phasor should be designated, whose real and imaginary parts act as the x-y coordinates of the network (see Fig. 1 ). Thus, when modeling the synchronous generators and the network, a transformation between the generator d-q coordinates and the network x-y coordinates is needed.
Denote the rotor angle as δ i , the voltage (and the same for current) under two coordinates has the following transformation. Evidently, the transformation matrix M(δ i ) depends on the rotor angle δ i , and it has sinusoidal functions of δ i :
The HE formulations of sinusoidal functions are not straightforward, here an approximation is adopted for deriving the HE of sin δ i and cos δ i . Select a δ i0 in the vicinity of the variation interval of δ i , and choose an approximation order m (3 or 4 is recommended), then sin δ i and cos δ i can be approximated with truncated Taylor series:
(17) Thus, the sinusoidal functions can be approximated by polynomials, and the rules for deriving HE formulations listed in Table I can be utilized. Note that both interface current and voltage need to do coordinate transformations. Theoretically there are two ways of introducing the transformation, as (16) shows. However, since κ i and σ i are polynomial approximations to the sinusoidal function, the transformations are not exactly interchangeable. Therefore, we should be careful when selecting the transformations of current and voltage. When transforming between d-q coordinates and x-y coordinates, the power should be the same, in other words:
If the current uses transformation (16b)
according to (18) , the voltage should use transformation (16a):
Because otherwise, the invariance of power (18) is not satisfied because σ 2 i + κ 2 i = 1. Therefore, transformations (19) and (20) are used in this paper. HE suggests that δ i0 be selected as the initial value of δ i , and thus δ i0 = δ[0]. Also κ i [0] = cos δ i0 , σ i [0] = sin δ i0 . Then the HE coefficients of (19) and (20) are
When solving the system dynamics with synchronous generators, take 6th-order generator model as an example. From (15h) and (15i) we can obtain (14), (21), (22) and (23), and then the coefficients of bus voltage V x [n], V y [n] are solved.
D. Controllers on Synchronous Generators
The synchronous generators are equipped with various controllers, such as automatic voltage regulators (AVR) and turbine governors (TG). When modeling the synchronous generators, it is necessary to model these controllers also. As examples, one AVR model and one TG model are listed in this paper. The TG uses the Type-II TG model in ref. [25] :
and the AVR uses the Type-III model in ref. [25] :
Then the corresponding HE formulations can be derived based on the rules introduced in Section II-C. Note that there is a non-differentiable limiter function L(·) and non-windup limiter function L NW (·) in the AVR and TG models, which cannot be entirely converted into HE formulation. To address such a problem, the HE is formulated only in the vicinity of the initial value (i.e., only the segment where the initial value is located is considered). Since multi-stage HE is adopted, when the variable goes beyond the segment, the switching event will be detected by the imbalance of the equation, and then the segment for HE approximation changes accordingly.
IV. SOLVE POST-SWITCH STATE WITH HE
Instant disturbances may occur in power systems, such as faults, or opening or closing of switches. As (1) shows, at the instant, the state variable x does not change, and as system parameters change from p(t − f ) to p(t + f ), the algebraic variable y changes accordingly. Usually the algebraic variable before disturbance y(t − f ) is known, and the post-disturbance variable 
then α = 0 corresponds to y(t − f ) and α = 1 corresponds to y(t + f ). The post-switch state can be obtained by solving the approximate solution of (26) and assigning α = 1. The equations of HE coefficients are shown in (27) . shown at the bottom of the next page. At the instant of disturbance, the state variables are constant, and thus the equations of dynamic elements (e.g., synchronous machines and asynchronous machines) can be significantly simplified. Take synchronous machines as an example, only the algebraic equations on stators are retained and can be generalized as the following form:
With different orders of generator models [25] , the parameters are determined in Table II. Because rotor angle δ i is constant at the instant of disturbance, the transformation between d-q and x-y axes is linear. Based on (28) and (16b), the equations of HE coefficients are:
Combining (29) and (27) eliminates the I xi and I yi terms. In summary, post-switch states are computed by solving the problem (26) at α = 1. Note that multi-stage HE technique may be needed to reach the solution at α = 1.
V. OVERALL DYNAMIC SIMULATION PROCESS
With the methods introduced in Sections III and IV, the whole process of dynamic simulation can be realized. Fig. 2 illustrates the key steps for transient stability analysis. The dynamic simulation starts with a certain state (labeled as 0 in the figure), and then the dynamic processes (labeled 1 , 2 , and 3 , representing the pre-fault, fault-on, and post-fault stages, respectively) are simulated with the method demonstrated in Section III until a switch occurs in the system. The post-switch states (labeled 4 ) need to be solved by using the method introduced in Section IV. And the post-switch states are used as the starting points of the following simulations of dynamics. The initial state of the entire simulation is usually given by the steady-state power flow. At the initial steady state, usually the system is not in stress and the solution does not deviate much from the normal state, so the conventional methods for solving power flow (e.g., Newton-Raphson method) are usually sufficient. While when solving the post-switch state, the system state may significantly deviate from the original one, and the conventional Newton-Raphson method may fail to converge. Thus, HE should be selected as a reliable method for solving the post-switch state in dynamic simulation. Fig. 3 shows the overall procedures of simulation based on HE.
VI. TEST CASES
A. 2-Bus Test System
A 2-bus system (Fig. 4) is used to compare the accuracy because the real solution of such a system can be obtained analytically. Increase the loading level λ at a constant rate dλ dt = 2t + 1 from initial value λ(0) = 0 until voltage collapse. The solution of the bus 2 voltage V 2 = V 2x + jV 2y is: 
, the voltage collapses. The traditional explicit methods include modified Euler (ME) and 4th-order Runge-Kutta (RK4) methods with the Newton-Raphson (NR) method for solving algebraic equations. To be concise, they are abbreviated as ME-NR and RK4-NR, respectively. Also, as a commonly used implicit method, the trapezoidal method (abbreviated as TRAP) is also ⎡ tested. All the traditional methods use Δt = 0.01 s as time step. For HE, set N L = 30. Set E = 1.01, z = 0.01 + j0.05, and P + jQ = 0.1 + j0.3, conduct simulation with HE and traditional methods, and compare with the real solutions in (30). Fig. 5 shows the error, and Table III shows the computation time. Results show that HE has the lowest error and fastest computation speed.
B. IEEE 39-Bus System
First, the proposed approach is tested on the modified IEEE 39-bus system. The system has 10 synchronous machines, 19 PQ loads, 18 ZIP loads, and 18 induction motors. The synchronous generators use 6th-order models. A three-phase fault is applied at bus 3 at 0.5 s and is then cleared at 0.75 s. The three-phase fault is applied with a larger fault impedance of Z f = j0.5. System dynamics in 10 s are simulated. The methods are developed in Matlab and are tested on laptop computer with Intel Core i7-6600U CPU and 8GM RAM. Fig. 6 shows the curves of voltage magnitude.
Table IV compares the computation time of different methods, including ME-NR, RK4-NR and TRAP with different time steps, and HE. Fig. 7 also shows the mean error of state variables in each method for comparison. To calculate the error of each method, the result from RK4-NR with a very tiny time step Δt = 1 × 10 −5 s is considered as the real solution. The results show that HE has a significant advantage in both efficiency and accuracy to ME-NR, RK4-NR and TRAP. Conventional methods are expected to use very small time step (Δt < 0.001 s) to get the same error level as HE; however, in that case, the computation speed will be very slow.
There are also variable step control schemes for the conventional methods that may speed up computation. But using larger time step may further decrease accuracy. The numerical experiment is also performed with the adaptive-step-length 4th-order Runge-Kutta method [26] in the same testing environment. The variable-step RK4 method uses minimum step length as 10 −5 s and maximum step length as 0.5 s. The step-doubling scheme [26] is used to estimate the error, and the step length amplifies or shrinks once the estimated error is too small or too large. The initial step length is 0.01 s. Fig. 8 shows the comparison of error among variable-step RK4-NR, fixed-step RK4-NR (Δt = 0.01 s) and HE. The benchmark method is also the RK4-NR with a tiny time step Δt = 10 −5 s. The variable-step RK4-NR uses 201 steps to finish computation, where the smallest step is about 0.0036 s (at the beginning of the post-fault stage), and the largest step is about 0.075 s (at the end of the simulation). The results show that variable-step RK4-NR uses significantly fewer steps than fixed-step RK4-NR, but it sacrifices accuracy: its mean error is about 10 times that of the fixed-step counterpart. In addition, the error estimation and step control scheme costs extra computational resources. Although the average time-step length of variable-step RK4-NR is 5 times that of the fixed-step method, the variable-step RK4-NR takes 21.25 s, which only saves about 39% of computation time. Compared with variable-step and fixed-step RK4-NR methods, HE has advantage both in accuracy and computational efficiency.
The parameter N L in HE influences the computational speed. The larger N L is, the more computation is needed in each HE approximation. In the meantime, the effective range of HE approximation also enlarges with the increase of N L , and thus fewer stages will be needed. Therefore, there might be a best N L to achieve the least computation time. In this simulation configuration, different N L values are tested. Fig. 9 shows the computation time as well as the average length of HE stages. The result indicates that the effective range of HE approximation grows as N L increases; however, as the time consumption in each HE stage rises, the total computation time first drops and then increases. In this case, selecting a N L value between 15 and 30 yields the best computation performance.
The previous test selects a relatively small disturbance to the system. Next, more severe disturbances are tested by decreasing the fault impedance Z f . It is found that when Z f is small, traditional methods will fail to converge, or converge to some non-practical solutions (as shown in Fig. 10 ). We have conducted more tests by selecting various Z f values where |Z f | ∈ [0.01, 0.02], and compare the results obtained by TRAP, ME-NR, RK4-NR methods, respectively. Also, the three methods with initial values provided for Newton-Raphson by HE (actually the initial values are accurate enough for NR so that further NR iterations are not needed) are also tested. The results are shown in Fig. 11 . It can be seen that without proper initial values, the conventional methods return highly inconsistent results, which reveal that NR method is not reliable. In contrast, by giving proper initial values, all the methods return consistent high-voltage solutions, and they are also consistent with the HE solution. To further verify the correctness of the HE results, the continuation approach is also used to solve the post-fault state, which gradually changes from the on-fault admittance matrix Y − to the post-fault admittance matrix Y + by adding a tiny increment ΔY ε each time and solving the updated equations repeatedly [27] . The continuation approach uses 50 steps and reaches the same high-voltage solution as the HE derives. Thus, the consistency with the continuation approach result further verifies the correctness of the HE result.
When solving DAE, both differential and algebraic equations can induce computation errors. As shown in the test case above, HE can reduce the error from algebraic equations and avoid the non-convergence problems. Also, HE effectively reduces the cut-off errors from differential equations by providing higherorder approximate solutions, and thus achieves much larger time steps and higher efficiency.
C. 2383-Bus Polish System
The proposed dynamic simulation method based on HE is demonstrated on the Polish test system with 2383 buses, 327 synchronous generators with turbine governors and exciters, 1827 ZIP loads, and 1542 induction motors. The generators use 6th-order model. In the first case, we disarm all the controllers on the generators, apply 3-phase fault on bus 1396 at 0.5 s, and clear the fault at 0.95 s. The fault impedance Z f = j0.01. In this case, the generator at bus 1140 accelerates significantly and finally runs out of step with the system. Fig. 12 shows the system dynamics simulated by HE. For the entire 5-s simulation, by setting N L = 15, the HE takes 135.11 s to finish computation. Another case is multiple contingencies. The AVRs and TGs on the generators are activated, and the generators still use the 6thorder model. Double 3-phase faults are applied simultaneously on buses 42 and 540 at 0.5 s, and the faults are cleared at 0.75 s. Then another 3-phase fault is applied on bus 1396 at 1.5 s, and the fault is cleared at 1.95 s. All the faults are assumed to have impedance of Z f = j0.01. With N L = 15, the simulation of 10 s dynamics takes 92.69 s to finish. In comparison, the unstable case takes more computation time, this is because when system loses stability, the system states often change drastically (e.g. the rapid angle change shown in Fig. 12(d) ), which causes reduced effective range of HE approximation.
Note that all the conventional methods fail to converge when solving the post-fault states with NR method, so here HE is utilized for solving the post-switch states instead of NR method (HE only costs trivial portion of computation time). To compare the accuracy of different methods, results from RK4 with tiny time step (Δt = 2 × 10 −4 s) is set as the benchmark. Figs. 13 and 14 demonstrate errors of traditional methods (ME, RK4 and TRAP) with time step Δt = 0.01 s and HE in the unstable and stable cases, respectively. time of the methods. These results verify that HE has advantages both in accuracy and efficiency.
The above tests in the Polish system verify the robustness and efficiency of HE in computing dynamics of large-scale systems. The HE can well handle stable and unstable cases and avoid numerical instability or divergence, which has significant advantages over traditional approaches in the analysis of complex nonlinear systems. In addition, the proposed approach can be utilized for more complex tasks, such as cascading outages [28] and controller placement [29] .
This paper is mainly focused on the simulation of electromechanical transients. As a generic methodology, HE can also be applied to electromagnetic simulation. However, it has been observed that the timescales of the dynamics will also affect the time step of HE: the faster the dynamics are, the shorter time step it requires. So for a stiff power system (e.g. with detailed modeling of power electronics), the issue may be similar with that encountered by conventional methods: the time step obtained by HE is limited and the computation is slowed down. However, as a higher-order approximation method, the effective time step of HE should still be larger than that of a conventional method. Moreover, necessary model simplifications should also be made to improve the efficiency e.g., use simplified equivalent models on components far from the fault location. Generally, the enhancement of performance may need both advanced simulation methodology and appropriate modeling practice. And the performance enhancement of HE regarding stiff systems will be our next research focus.
VII. CONCLUSION
This paper proposes a novel approach for dynamic simulation of power systems which enhances both efficiency and robustness of computation. The holomorphic embedding (HE) method is utilized to approximate the differential-algebraic equations (DAE) of the system, and generic rules for deriving the HE formulation are proposed. Within the generic HE computation framework, the HE modeling of synchronous generators and the treatment of transformation between generator and network coordinates are proposed. In addition, the HE formulations for solving the system states at the post-fault instant is proposed. Finally on the top level, the multi-stage HE is utilized to connect HE solutions into complete traces of system dynamics and to control the computation errors. With much larger effective time steps than traditional numerical integration methods, and non-iterative semi-analytical computation scheme of algebraic equations that avoids non-convergence issues, the HE has advantages over traditional simulation algorithms, both in efficiency and in robustness.
The proposed approach is tested on a 2-bus system, IEEE 39-bus system and the Polish 2383-bus system, respectively. By comparing with the commonly used modified Euler and Runge-Kutta with Newton-Raphson methods, and trapezoidal method, HE achieves less computation time as well as lower error. In addition, the HE avoids the common problem in Newton-Raphson method that the computation of algebraic equations does not converge when system is under stress or undergoes large disturbances. With enhanced efficiency and robustness, the proposed novel simulation approach is suitable for operational dynamic security assessment in practical systems. In addition, the proposed approach can be further utilized in cascading outage analysis, extended-term simulation of renewable energy integration and system restoration, which constitute our future work. 
