Abstract--Batch processing machines are commonly used in wafer fabrication, kilns, and chambers used for environmental stress screening (ESS). This paper proposes two models to schedule batches of jobs on two machines in a flow shop. A set of jobs with known processing times and sizes has to be grouped, to form batches, in order to be processed on the batch processing machines. The jobs are nonidentical in size. The processing time of a batch is the longest processing time of all the jobs in that batch. Mixed integer formulations are proposed for the flow shop problem when the buffer capacity is unlimited or zero. Numerical examples are presented to demonstrate the application of our model. (~)
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INTRODUCTION
A batch processing machine is one in which several jobs can be processed simultaneously in a batch. These machines are commonly used in wafer fabrication, kilns, and chambers used for environmental stress screening (ESS). In this paper, we address the problem of scheduling two batch processing machines in a flow shop. A practical application of this setting can be found in an ESS facility. ESS is a screening process to detect defects that could not be detected by visual inspection or in-circuit testing. ESS has evolved from burn-in techniques and would require the entire product to be exposed to tests at conditions specified by the customer. The chambers employed in an ESS are of varying capacities and would depend on the number of assemblies to be tested and also on the test conditions. The number of ESS chambers employed in a facility varies and would depend on the number of assemblies to be tested and also on the number of tests to be conducted for a particular assembly. Typical applications of an ESS are in the printed circuit board assembly environment to validate the assembly process and also as a support for the new product introduction process.
The problem can be defined as follows. The set of jobs (j c J) are to be grouped into batches (b E B), such that the batches are processed in all the machines (m C M). Each batch has the same process flow (i.e., each batch b E B is processed in machine one first and then in machine two). Each job has a processing time on machine m (Pjm) and a size (sj). Each machine can process a batch as long as the total size of a batch is less than the machine capacity (Sin). The batch processing time is equal to the longest processing times of all the jobs in that batch. Minimizing makespan tends to maximize the throughput, hence our objective in this paper is to minimize the makespan or the completion time of the last batch on machine two.
We assume that all the jobs are available at the beginning and the processing times and sizes of jobs are known (i.e., deterministic). Once a batch is formed, adding or removing a job from it is not permitted. The machines cannot be pre-empted. For the two-machine flow shop problem, the optimal schedules do not require sequence changes between machines [1] . Thus, the problem considered here is a permutation flow shop problem, i.e., all the batches are processed on each machine in the same order. The problem under study requires two distinct, but dependent, decisions to be made:
(1) batching decision--which job in which batch, and (2) scheduling decision--sequence in which the batches are to be processed.
The problem is complicated by the fact that these two decisions are dependent on each other. The two decisions are dependent because the batch processing time depends on the jobs in the batch. In a static flow line problem, the batches to be processed are known in advance. In our research, we will develop models, to prescribe the batches as well as the scheduling sequence. One model is formulated for the flow shop with unlimited buffer capacity between the machines. Another model is formulated when the intermediate buffer capacity is zero. This phenomenon is commonly referred to as blocking. In the zero buffer capacity problem, the batches cannot proceed to the next machine while that machine is busy, but must remain on the machine, which, therefore, is idle.
The problem under study is NP-hard. When the processing time of all the jobs is equal, i.e.,
pjm=p,
Vie J, mEM, the batch formation problem is actually a bin-packing problem. The bin-packing problem is NP-hard. Since, our problem can be reduced to a bin-packing problem it is also NP-hard. In this paper, we propose mixed integer formulations of the problem. Commercial solvers can be employed to solve the proposed formulation to find an optimal schedule. Commercial solvers may require prohibitive time to solve larger instances (as the problem is NP-hard), in such cases specialized algorithms for large scale problems such as branch-and-price, branch-and-cut, and branch-price-cut can be implemented.
The rest of the paper is organized into five sections. Section 2 discusses the literature reviewed. Section 3 presents our model. Numerical examples are presented in Section 4. In Section 5, we present our conclusions and discuss future scope for research.
LITERATURE REVIEW
Many of the scheduling models proposed, thus far, deal with one or more machines in each stage that can process one job at a time. There are only a limited number of models that deal with batch processing machines in a flow shop. For an overview of batching and scheduling problems, we invite the reader to refer to [2] .
Batch processing machine problems can be classified into problems with constant batch processing time and varying batch processing time. In varying batch processing time problems, the processing time of a batch depends on the jobs that constitute a batch. On the other hand, in constant batch processing time problems, batch processing times are independent of these jobs. References [3] [4] [5] [6] [7] [8] [9] [10] dealt with problems in which the processing time of the batches were dependent on the batches formed. [11] [12] [13] [14] dealt with constant batch processing times. This paper deals with the varying batch processing time scenario.
A two-stage model comprising of a batch processing machine in the first stage and a discrete machine in the next stage was formulated in [14] . The objective was to minimize the makespan. The batch processing time was assumed to be a constant. A heuristic was proposed and the results were compared to the optimal solution. Constructive algorithms to minimize makespan in a flow shop comprising of batch processing machines were presented in [8] . The discussion was limited to a static model, i.e., it was assumed that the batches to be processed were given as an input. A mathematical formulation for a two-machine flow shop problem was presented in [15] . Their objective was to minimize the makespan and the sum of completion times. Both the machines can process only one job at a time. A variety of batching and scheduling problems with batch processing machines was addressed by [16] . However, they assume that the batch processing time on each machine is independent of the batch. Reference [17] considered a twomachine flow shop problem. The batch processing machines can process a batch as long as the number of jobs in a batch is less than a predetermined number. They analyzed the scheduling problem with respect to three due date related problems. This paper is different from the existing ones by prescribing both the batches to be formed and the scheduling sequence for two machines in a flow shop. The batch processing time depends on the jobs assigned to a batch. The batches are formed based on the sizes of the job and the capacity of the machines.
MODEL FORMULATION
See Nomenclature for notations used in presenting the model.
Model 2-FS
We now present the model when the buffer capacity between the machines is unlimited.
Minimize Cmax.
(1) Objective (1) minimizes the makespan or the completion time of the last batch on machine two. Constraint (2) ensures that each job is assigned to exactly one batch. Constraint (3) ensures that the capacity of the machines are not violated. Constraint (4) determines the batch processing time. The processing time of a batch b is the longest processing time of all the jobs in the batch. Constraints (5) and (6) ensure that batch b is assigned to exactly one position in the machining sequence and each position in the machining sequence has exactly one batch, respectively. Constraint (7) determines the batch processing time for the k th batch on machine m. If Zbk = 1, then, Qkm >_ Pbm, since the objective is to minimize the makespan, Qkm will be Pbm. If Zbk -= 0, then, Qkm >_ Pbm --BigM, since Qkm >-0 (constraint (14) ) and the objective is to minimize the makespan~ Qkm will be 0. Thus, constraint (7) helps to determine the batch processing time of the batch scheduled in k th position on machine m. Constraint (8) determines the completion time of the k th batch on machine one. Constraint (9) determines the completion time of the first batch on machine two and constraint (10) determines the completion time of the remaining batches on machine two. Completion time of the first batch scheduled on machine two is the sum of its processing times on machines one and two. Constraint (9) uses this information to determine the completion time of the first batch scheduled on machine two. Constraint (11) ensures that the }th batch is processed in machine two only after its completion in machine one. Since, the buffer capacity is unlimited between machines one and two, machine one is always busy. Constraint (12) determines the makespan. Constraint (13) imposes the binary restrictions on X and Z decision variables. Constraint (14) imposes the nonnegativity requirement on the decision variables.
Commercial solvers such as CPLEX and OSL apply branch and bound procedure to solve mixed integer formulations. Good lower bounds will aid these commercial solvers to prove optimality in a shorter time. The linear relaxation of model 2-FS is obtained by relaxing the binary restrictions on X and Z variables (i.e., 0 < Xjb, Zbk <_ 1). Adding the following constraint can strengthen the linear relaxation of model 2-FS.
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bEB Constraint (15) implies that the makespan should be at least the sum of the processing times of all the batches in a machine. Adding constraint (15) to model 2-FS will improve the lower bounds.
Model 2-FSNB
We now present a model where the intermediate storage between machines one and two is zero. Since, the buffer capacity is zero, machine one is blocked when machine two is busy processing (k -1) TM batch 'while machine one has already processed the k th batch. In such a case, machine one is idle for (Ck-l,2 -Ck,1) time units. Machine 1 starts processing the (k + 1) TM batch once it is relieved, i.e., at Ck-1,2. Thus, though the completion time of k th batch on machine one is Ck,1 it does not depart until Ck-l,2.
Minimize Cm~x (16) Subject to: 
bEB Qkm>-Pbm+BigM(Zbk-1),
Xjb, Zbk binary,
The objective (16) minimizes the makespan. Constraints (17)-(22) are similar to the constraints (2)-(7) in model 2-FS. Constraint (23) implies that the completion time and departure time of the first batch on first machine is equal to the processing time of the first batch. Constraints (24) and (25) determine the completion times of the remaining batches on machines one and two, respectively. Constraint (26) ensures that the departure time of batch k on machine one is at least the completion time of batch k -1 on machine two. Constraint (27) determines the makespan. Finally, constraints (28) and (29) impose the binary and the nonnegativity restrictions on the decision variables, respectively.
NUMERICAL EXAMPLES
Numerical examples are provided in this section to demonstrate the application of the model. The number of jobs considered in the example is ten. The processing times and the sizes of the jobs are as shown in Table 1 . The machine sizes are assumed as ten.
The example is solved using AMPL and CPLEX and the results are summarized in Table 2 . The batches formed, the jobs in each batch, and the batch processing times on machines 1 and 2, respectively, are shown in Table 2 . The model also prescribes the following batch sequence, 9-7-6-5-8-4-3-10-1. Since, the batch processing times of batches 1, 2, 3, 6, 8, and 9 are zero, the actual sequence is 7-5-4-10. For a two-machine flow shop problem with makespan objective Johnson's rule (SPT(1)-LPT(2)) guarantees an optimal solution. By applying Johnson's rule to the batches shown in Table 2 , the batch sequence is also 7-5-4-10. The Gantt chart for the optimal schedule is as shown in Figure 1 . The optimal makespan is 45.
The solution prescribed by model 2-FSNB for the above example is also 45. The solution from model 2-FS indicates that machine one never completes the k th batch before machine two P. DAMODARAN AND K. SRIHARI completes (k -1) th batch. Hence, the solution prescribed by model 2-FS is also optimal when the buffer capacity is zero. Table 3 presents the data used for our next example with zero buffer capacity between the two batch processing machines. Again, ten jobs are considered and the capacity of each machine is assumed as ten. The results obtained by solving Model 2-FSNB are summarized in Table 4 . The model also prescribed the following batch sequence, 6-7-9-5-4-1-3-2-10-8. Since the processing times of the batches 4, 5, 6, 7, and 9 are zero, the actual sequence is 1-3-2-10-8. The Gantt chart for the optimal schedule is as shown in Figure 2 . The optimal makespan is 47.
CONCLUSIONS
This paper presents mathematical formulations for the batch-scheduling problem with two machines in a flow shop environment. The formulations can be used to prescribe optimal solutions when the buffer capacity is unlimited or zero. Numerical examples are presented to demonstrate the application of our model. The problem discussed in this paper is NP-hard. Solving larger instances of the problem using a commercial solver would be a challenge. Techniques such as branch-and-price (branch-and-bound + column generation) and branch-and-cut (branch-andbound + row generation) may be devised to solve larger instances.
