Short-run inequality, long-run inequality and mobility are closely related. To see why, consider a common inequality index, the variance of the log of income, and a mobility index that examines income at two time periods: m(y 1 , y 2 ) ; 12r(ln(y 1 ), ln(y 2 )), where y 1 and y 2 are income in the first and second periods, respectively, and r( ) is the correlation coefficient. The intuition for this mobility index is that high correlation of income over time reduces income mobility.
Suppose there are only two time periods, so that Var(ln(y 1 þ y 2 )) is long-run inequality. If changes in income over time are modest, so that y 2 /y 1 is not far from 1, and inequality is fairly stable, so that Var(ln(y 1 )) % Var(ln(y 2 )), then:
Varðlnðy 1 þ y 2 ÞÞ Varðlnðy 1 ÞÞ % 1 À mðy 1 ; y 2 Þ=2:
(This is proved in Appendix 1.) In this simple two-period example, the ratio of long-run inequality over short-run inequality is (approximately) a function of mobility, indeed, only of mobility; for any level of short-run inequality, greater mobility reduces long-run inequality. Thus, shifting concern for equity from short-run to long-run inequality leads directly to mobility. Since economic mobility examines changes in incomes over time, empirical work requires panel data. A serious problem with empirical work on mobility is that household survey data are likely to measure income with error, which exaggerates the extent of both mobility and inequality at any point in time. This is the case even in developed countries; see Bound and others (2001) for a detailed discussion of the problem, and of potential solutions, that focuses on the U.S. and other developed countries.
While mobility studies a decade ago usually ignored measurement error (Fields and Ok 1999a; Gardiner and Hills 1999; Gottschalk, 1997; Gottschalk and Spolaore 2002; Maasoumi and Trede 2001) , more recent empirical work does address it.
1 First, there is the earnings dynamics literature. Yet this literature has its own limitations. For example, both Abowd and Card (1989) and Meghir and Pistaferri (2004) assume that measurement error is serially uncorrelated and uncorrelated with earnings and hours. While the latter uses a less restrictive model of earnings dynamics, it obtains only an upper bound of the effect of measurement error on estimated mobility.
Second, a few papers use employer data to assess measurement error in survey data on earnings (Pischke 1995; Dragoset and Fields 2006; Gottschalk and Huynh 2006) . But they are limited to U.S. data, and it is unclear whether their results apply to other countries, other types of income, or expenditure data. Indeed, in developing countries many workers are self-employed; for 1. A related literature focuses on the impact of measurement error on indicators of inequality and poverty; see Chesher and Schluter (2002) for a theoretical analysis and an application to Indonesian data. them no employer data exist to assess the extent of measurement error in their reported incomes.
Finally, three very recent papers examine mobility in developing countries. Two use instrumental variable (IV) methods to address measurement error bias in household survey data from Latin America (Antman and McKenzie 2007 and others 2007) . The third examines transitions in and out of poverty, which is closely related to mobility, using panel data from South Korea (Lee and others 2010) .
This paper adds to the literature in four ways. First, it presents IV methods that can be used for correlation-based mobility measures, which are consistent with axioms that mobility measures should satisfy. IV methods do have limitations, but they require neither explicit models of income dynamics nor data that are amenable to validation from employers or other sources. Second, the IV methods presented in this paper can be implemented using only two periods of panel data, while other methods require three or more time periods. For example, the method of Lee and others (2010) requires panel data that have at least four time periods. Third, this paper characterizes the conditions under which IV methods reduce measurement error bias in estimates of mobility and inequality, including bounds on those estimates when some assumptions do not hold. Fourth, this paper provides estimates of mobility for a low income Asian nation: Vietnam.
The paper first discusses how to measure mobility, and then shows how to reduce measurement error bias for mobility indices based on the correlation of income over time. The method is then applied to data from Vietnam. The results suggest that at least 15 percent, and perhaps much more, of measured mobility in expenditures per capita is due to measurement error, and the same is true for at least 12 percent of measured inequality.
I I . E C O N O M I C M O B I L I T Y : CO N C E P T S A N D M E A S U R E M E N T
Economic mobility focuses on changes in individual or household incomes over time, yet the term "mobility" has many meanings (Fields and Ok 1999b) . This paper focuses on relative income mobility. Relative mobility indices focus on changes in income shares, not changes in income. Thus, growth in everyone's income at the same rate yields the same (relative) mobility as no change in anyone's income (in each case, shares do not change): no mobility at all. Shorrocks (1993) presents axioms that relative mobility indices should satisfy. The key axiom has the following intuition: For a group of people observed at two periods of time, mobility increases if one person whose income is higher than another's in both periods switches income with the other person in one of the two periods. (Switching incomes in both periods is pointless; it yields the original situation of one person being richer than the other in both periods.) This axiom, proposed by Atkinson and Bourguignon (1982) , focuses on mobility over time, not the distribution of income in one time period; indeed, switching cannot change the income distribution in either period. The intuition for this "Atkinson-Bourguignon condition" is that the switch equalizes the distribution of life cycle income, just as a Pigou-Dalton transfer (from a richer to a poorer person) reduces inequality at one point in time.
Relative mobility indices that satisfy the Atkinson-Bourguignon condition are either derived from inequality indices or social welfare functions or are based on the correlation coefficient of a function of income. Shorrocks (1993) discusses the former. Regarding the latter, relative mobility is defined as 12r(f(y 1 ), f(y 2 )), where r( ) is the correlation coefficient and f( ) is any function that is increasing in income (f 0 ( ) . 0). Examples are one minus the correlation coefficient (that is, f(y) ¼ y), the Hart (1981) index (f(y) ¼ ln(y)), and one minus the rank correlation coefficient (f(y) ¼ rank(y)). Any mobility measure defined as 12r(f(y 1 ), f(y 2 )), where f 0 ( ) .0, satisfies the AtkinsonBourguignon condition (see Appendix 1). Different mobility measures may give different results because they emphasize different aspects of mobility, such as mobility among the poor, or among the rich. To check for robustness in empirical work, one should use several measures, examples of which were given in the previous paragraph. One can also use an "exponential family" of mobility measures: m(y 1 , y 2 ) ¼ 12r(y 1 a , y 2 a ), with a .0. These indices satisfy the Atkinson-Bourguignon condition, since f 0 (y) ¼ ay a21 .0, and as a increases, this family of measures is increasingly sensitive to mobility at high incomes (see Appendix S1 in the supplemental material, available at http://wber.oxfordjournals.org/).
A final issue is: How do correlation-based mobility measures differ from the measure used in Antman and McKenzie (2007) and Fields and others (2007) ? Those papers use b in the equation y 2 ¼ aþ by 1 þ u 2 , where Cov(y 1 , u 2 ) ¼ 0. A higher b indicates less mobility so, like r(y 1 , y 2 ), b measures immobility. If Var(y 1 ) ¼ Var(y 2 ) then b ¼ r(y 1 , y 2 ), so b is equal to the correlation-based measure (when both use the same transform of y, e.g., ln(y)). But if Var(y 1 ) , Var(y 2 ) then b , r(y 1 , y 2 ), and Var(y 1 ) . Var(y 2 ) implies that b . r(y 1 , y 2 ). While b does satisfy the Atkinson-Bourguignon condition, it may give misleading results when Var(y 1 ) = Var(y 2 ). The intuition is that, if y 2 ¼ aþ by 1 þ u 2 , then for a given b (and a given Var(y 1 )), an increase in Var(u 2 ) will not change measured mobility, since b is fixed, even though it reduces r(y 1 , y 2 ) and thus implies more off-diagonal observations in transition matrices for income of the type shown below for Vietnam (Table 2) . A more formal exposition is in the online Appendix S1.
All indices of relative mobility tend to exaggerate mobility if income is measured with error. Fortunately, one can use IV methods to address this problem for correlation-based measures. This section explains the problem, and how to reduce or remove it. A. Bias Due to Measurement Error. Studies of economic mobility typically use income or expenditure data from household surveys. Anyone who has seen how such data are collected realizes that they contain many errors, and validation studies (Bound and Krueger 1991; Pischke 1995) have verified this. Intuitively, measurement error causes measured mobility to overestimate true mobility because fluctuations in measured income due to measurement error are treated as actual income fluctuations.
More formally, consider correlation-based mobility indices. The goal is to estimate m(y 1 *, y 2 *) ¼ 12r(f(y 1 *), f(y 2 *)), where asterisks denote "true" income, so the task at hand is to estimate r(f(y 1 *), f(y 2 *)). For simplicity, let f(y*) ¼ y*.
2 The correlation coefficient of two variables is equal to the covariance of those variables divided by their standard deviations. Thus r(y 1 *, y 2 *) can be expressed as s y 1* ,y 2* /(s y 1* ,y 2* ), where s y 1* ,y 2* denotes covariance and s y 1 * and s y 1 * denote standard deviations. Let observed income in time periods 1 and 2 be y 1 ¼ y 1 * þ u þ e y1 and y 2 ¼ y 2 * þ u þ e y2 , respectively, where e y1 , e y2 and u are white noise errors; note that u allows the measurement error in y to be correlated over time. This implies that the correlation of observed income, which can be denoted by r(y 1 , y 2 ), satisfies the following approximation:
If s u 2 ¼ 0 (measurement error is uncorrelated over time), the second term in (1) is less than r(y 1 *, y 2 *). Intuitively, e y1 and e y2 add noise to y 1 * and y 2 *, raising observed mobility.
If s u 2 .0, so that measurement error is correlated over time, the numerator and the denominator in the second term in (1) exceed their respective terms in r(y 1 *, y 2 *), so that r(y 1 , y 2 ) can overestimate r(y 1 *, y 2 *). Yet this occurs only if measurement errors are more correlated than income itself (see online Appendix S1), which is very doubtful. In fact, U.S. validation studies (Bound and Krueger 1991; Pischke 1995) find that measurement error is much less correlated over time than earnings. Finally, if measurement errors are linearly correlated with unobserved income the correlation of observed income still underestimates the true correlation (online Appendix S1).
3 Henceforth, all measurement errors are assumed to be uncorrelated with y 1 * and y 2 *; this implicitly includes linearly correlated errors.
B. Instrumental Variable Estimation of r(y 1 , y 2 ). IV methods can provide estimates of r(y 1 *, y 2 *) that remove, or at least reduce, measurement error bias. To 2. The analysis applies to any function f(y*) if measurement error in y* causes observed f(y*) to equal f(y*) plus an additive error.
3. Intuitively, the component of the error that is linearly correlated with y 1 * (or y 2 *) amounts to multiplying y 1 * (y 2 *) by a constant, which does not affect r(y 1 *, y 2 *). see how this works, note that, for an ordinary least squares (OLS) regression of a variable x 1 on a constant and another variable, x 2 , the OLS coefficient for x 2 is a consistent estimate of the covariance of the two variables divided by the variance of x 2 , which can be denoted as s x 1 ,x 2 /s 2 x 2 . Similarly, regressing x 2 on x 1 consistently estimates s x 1 ,x 2 /s 2 x 1 . Thus, for any two variables, OLS regression can be used to consistently estimate their correlation coefficient. This implies that one can estimate r(y 1 *, y 2 *) using OLS regression to be
where b 1LS is the OLS (slope) coefficient from regressing y 1 * on y 2 *, and b 2LS is the OLS coefficient from regressing y 2 * on y 1 *. Of course, OLS regressions using y 1 and y 2 yield estimates of r(y 1 , y 2 ), not r(y 1 *, y 2 *), since measurement errors in the observed variables lead to biased estimates of those coefficients. Yet IV methods can be used to remove bias due to measurement error. More precisely, if credible instruments can be found one can use IV methods to consistently estimate b 1LS , b 2LS , and thus consistently estimate r(y 1 *, y 2 *).
As explained above, this approach requires two regressions, one of y 1 * on y 2 * and another of y 2 * on y 1 *. In fact, if the variance of income is the same in both time periods (that is, if s y 1* ¼ s y 1* ), one regression is sufficient. This is evident from noting that, for an OLS regression of y 2 * on y 1 * and a constant, the coefficient on y 1 * (b 2LS ) consistently estimates s y 1* ,y 2* /s y 1*
2
. If the variance of income is unchanged over time, so that s y 1 * equals s y 1 *, then this coefficient also consistently estimates s y 1* ,y 2* /s y 1* ,y 2* , which is the correlation coefficient for y 1 * and y 2 *. Indeed, one regression may be sufficient even if s y 1 * = s y 2 *; the regression coefficient, which equals s y 1* ,y 2* /s y 1* 2 , can be transformed into the correlation coefficient (s y 1* ,y 2* /(s y 1* s y 2* )) by multiplying it by s y 1* /s y 2* . While one cannot estimate s y 1* /s y 2* directly, since y 1 * and y 2 * are unobserved, one plausible assumption is that the measurement errors in y 1 * and y 2 * are a fixed proportion of their true variances. In this case s y 1 /s y 2 ¼ s y 1* /s y 2* , so s y 1* /s y 2* can be consistently estimated using the variances of observed income in each time period.
The IV approach consistently estimates r(y 1 *, y 2 *) only if suitable instruments can be found. To see the issues involved in finding suitable instruments, consider estimation of b 1 and b 2 in the following two equations:
where, by definition, Cov(y 2 *, u 1 ) ¼ Cov(y 1 *, u 2 ) ¼ 0. Let z 1 and z 2 be the instrumental variables for y 1 and y 2 (the observed values of y 1 * and y 2 *), respectively. The IV estimate of r(y 1 *,y 2 *), denoted r IV (y 1 , y 2 ), is ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi ffi b 1IV b 2IV p , where b 1IV and b 2IV are the IV estimates of b 1 and b 2 (see Bowden and Turkington 1984) . But a disturbing result appears if one attempts to estimate the covariance of z 1 and z 2 using y 1 and y 2 as the instruments for z 1 and z 2 : it is easy to show that this IV estimate of r(z 1 , z 2 ) also equals ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi ffi b 1IV b 2IV p . So does r IV (y 1 , y 2 ) estimate r(y 1 *, y 2 *) or r(z 1 , z 2 )? The answer depends on the nature of instruments. The following subsections consider three distinct types of instruments: second measurements of y 1 * and y 2 *, variables that "cause" y 1 * and y 2 *, and variables "caused by" y 1 * and y 2 *.
C. Instruments that are Second Measurements. Turning to the first possibility, second measurements can be defined as second efforts to measure a variable of interest. For household survey data, the ideal approach would be to return to the household to administer some or all of the questions in the household questionnaire a second time. If instruments are second measurements, it does not matter that the IV estimates for r(y 1 *, y 2 *) and r(z 1 , z 2 ) are identical: the correlation of z 1 and z 2 simply reflects the correlation of y 1 * and y 2 *.
Consistent IV estimation of r(y 1 *, y 2 *) using second measurements requires strong, even unrealistic, assumptions on the measurement errors. Fortunately, less restrictive assumptions can provide informative bounds on r(y 1 *, y 2 *). Formally, let z 1 and z 2 be second measurements, with error, of y 1 * and y 2 *. The measurement errors in y 1 , y 2 , z 1 and z 2 can be expressed as follows:
Assume that all nine u and e error terms are white noise. The first, u f , is household specific and does not vary over time or by the type of measurement. There are also two time specific measurement errors: u t1 is common to both measurements in the first time period, and u t2 is analogously defined for the second period. Moreover, there are measurement errors that pertain to the type of measurement (y is one type and z is the other); u m1 affects the first type of measurement in both time periods, and u m2 is analogously defined for the second measurement. Finally, the four e terms are purely idiosyncratic errors. This decomposition allows a wide variety of correlation across the (aggregate) measurement errors of these four variables.
The variances and covariances of y 1 , y 2 , z 1 and z 2 can be used to solve for the variances of u m1 , u m2 and the four e terms, but not the variances of y 1 * and y 2 * (s y 1* 2 and s y 2* 2 ), nor for their covariance (s y 1* ,y 2* ). 4 Indeed, one can 4. See Appendix 2 for the proof.
show that the IV estimator removes these "solved" terms:
The middle expression in (9) shows how different assumptions regarding s uf 2 , s ut1 2 , and s ut2 2 lead to bias in r IV (y 1 , y 2 ). If s uf 2 ¼ 0, that is, there is no "fixed" measurement error that is constant across both time and the two measurements, and if s ut1 2 ¼ s ut2 2 ¼ 0, that is, there is no common error for measurements at the same time, then r IV (y 1 , y 2 ) consistently estimates r(y 1 *, y 2 *). Alternatively, if s uf 2 ¼ 0 but there is an error that is specific to one or both time periods (s ut1 2 .0 and/or s ut2 .0), then r IV (y 1 , y 2 ) underestimates r(y 1 *, y 2 *). Conversely, if s uf 2 . 0 but there are no time-specific errors (s ut1 2 ¼ s ut2 2 ¼ 0), then r IV (y 1 , y 2 ) overestimates r(y 1 *, y 2 *). Finally, if s uf 2 , s ut1 2 , and s ut2 2 are all positive, then r IV (y 1 , y 2 ) could underestimate or overestimate r(y 1 *, y 2 *). This last case is most plausible. Some households may underreport (or exaggerate) income or expenditure at any time for any measurement (s uf 2 .0), and real economic or social conditions in any year could affect all measurements in that year, which implies s ut1 2 .0 and s ut2 .0. In fact, r IV (y 1 , y 2 ) is very likely to underestimate r(y 1 *, y 2 *), but perhaps not by as much as r(y 1 , y 2 ) underestimates r(y 1 *, y 2 *). To see why underestimation is likely, consider the alternative possibility, that r IV (y 1 , y 2 ) overestimates r(y 1 *, y 2 *). From equation (9), this occurs only if s uf 2 /(s ut1 2 þ s uf 2 ) . r(y 1 *, y 2 *). Recall that the correlation coefficient for observed income almost certainly underestimates the true correlation, that is r(y 1 *, y 2 *) . r(y 1 , y 2 ). Thus overestimation occurs only if s uf 2 /(s ut1 2 þ s uf 2 ) . r(y 1 , y 2 ), which implies (after rearranging terms) that s uf 2 .
[r(y 1 , y 2 )/(12r(y 1 , y 2 ))]s ut1 2 . U.S. earnings data suggest that autocorrelation of the aggregate error is ,1/3; Pischke's (1995) Glewwer(y 1 *, y 2 *), and if r(y 1 , y 2 ) , r IV (y 1 , y 2 ), then r IV (y 1 , y 2 ) provides a lower bound on r(y 1 *, y 2 *) that is higher than that given by (the sample estimate of ) r(y 1 , y 2 ). Finally, the second measurement approach has another advantage, which is that it can be used to remove at least part of the measurement error in observed inequality at a given point in time. To see how, note that equations (5) and (6) imply that Var(
More importantly, equations (5)- (8) imply that Cov(y 1 , z 1 ) ¼ s y1* 2 þ s uf 2 þ s ut1 2 , and that Cov(y 2 , z 2 ) ¼ s y2* 2 þ s uf 2 þ s ut2 2 . Comparing these two sets of equations, Var(y 1 ) and Var(y 2 ) overestimate Var(y 1 *) and Var(y 2 *) by the sum of the variances of all four components of the measurement error, yet the covariance terms exclude the contribution to this bias of the last two of these four components. The variance of (the log of) income (or expenditures) is a useful inequality index, 6 so these covariance terms provide an upper bound estimate on inequality that is lower than the (over)estimate of inequality obtained from measuring the variance of (the log of) observed income.
D. Instruments that "Cause" Income: A Dubious Choice. Now turn to the second case, where z 1 "causes" y 1 * and z 2 "causes" y 2 *. Suppose y 1 * and y 2 * are generated by
where v 1 is uncorrelated with z 1 and v 2 is uncorrelated with z 2 . Using these z variables as instruments is very unlikely to lead to a consistent estimate of r(y 1 *, y 2 *). Indeed, adding the fairly innocuous assumption that Cov(v 1 , z 2 ) ¼ Cov(v 2 , z 1 ) ¼ 0 implies that r IV (y 1 , y 2 ) estimates r(z 1 , z 2 ), not r(y 1 *, y 2 *), and nothing is gained by relaxing this covariance assumption. See Appendix 2 for details.
The intuition here is that v 1 and v 2 in the processes that generate y 1 * and y 2 * add to the variance, and perhaps the covariance, of y 1 * and y 2 *, but neither the variances nor the covariance of v 1 and v 2 is captured by z 1 and z 2 . Thus all variables that "cause" y 1 * and y 2 * lack crucial information that is needed to estimate r(y 1 *, y 2 *).
E. Instruments that Are "Caused" by Income. Finally, consider the third case, where the instruments z 1 and z 2 are "caused by" y 1 * and y 2 *. Assume that the process generating the data is
6. While the variance of the log of income is a convenient measure of inequality, it does have one theoretical flaw, which is that it does not satisfy the Pigou-Dalton condition (that transfers from one person with a high income to another with a lower income reduce inequality) in the upper tail of the income distribution. Nevertheless, in practice it yields results very similar to those based on measures that do not have this flaw, and so it is a useful indicator of inequality that is often used in the earnings dynamics literature.
7. This is similar to a result in Antman and McKenzie (2007) . They also show that using instruments obtained from a process in which instruments "cause" income (see their equation (8)) yields inconsistent estimates of mobility.
where w 1 is uncorrelated with y 1 * and w 2 is uncorrelated with y 2 *. If Cov(y 1 *, w 2 ) ¼ Cov(y 2 *, w 1 ) ¼ 0, then
Appendix 2 proves this, and Appendix S2 shows that the zero correlation assumptions imply that z 1 and z 2 in (10) and (11) meet the requirement that instruments be uncorrelated with the error in the equation of interest:
The intuition here is that, unlike variables that cause y 1 * and y 2 *, variables caused by y 1 * and y 2 * are potentially valid instruments because they include all the variation and covariation of y 1 * and y 2 *. Of course, other variables may also cause z 1 and z 2 ; they are in the error terms w 1 and w 2 . These "omitted variables" may be correlated with y 1 * and y 2 *; if so, this leads to biased estimates of r(y 1 *, y 2 *). Yet if the correlation of w 1 and y 1 * (and w 2 with y 2 *) is linear, omitting these variables does not cause any bias; it simply changes the estimates of p 1 and p 2 , which cancel out in the estimate of r(y 1 *, y 2 *), as seen in (12).
The assumption that Cov(y 1 *, w 2 ) ¼ 0 and Cov(y 2 *, w 1 ) ¼ 0 is difficult to test. Yet if the impacts of y 1 * and y 2 * on z 1 and z 2 , respectively, do not persist over time, it may be that Cov(y 1 *, w 2 ) ¼ 0, since lack of persistence implies that w 2 does not reflect past values of y 2 * (one of which is y 1 *). In contrast, if there is persistence it follows that Cov(y 1 *, w 2 ) .0, which causes overestimation of b 1 , and so of r(y 1 *, y 2 *). Even so, such persistence does not imply that Cov(y 2 *, w 1 ) = 0 unless z 1 has a "causal" effect on y 2 *.
A final problem with variables caused by y 1 * and y 2 * as instruments is that (10) and (11) are linear. What if equation (11) were, say, quadratic in y 2 *? Then IV estimates of b 1 in (3) using z 2 in (11) to instrument y 2 * are inconsistent if, in (3), Cov(u 1 , y 2 * 2 ) = 0 (see Appendix S2). Similarly, if equation (10) is non-linear, then IV estimates of b 2 in (4) using z 1 to instrument y 1 * are inconsistent if Cov(u 2 , y 1 * 2 ) = 0. Thus if E[y 1 *j y 2 *] is non-linear in y 2 * and the causal impact of y 2 * on z 2 is non-linear, or if E[y 1 *j y 2 *] is non-linear in y 1 * and the causal impact of y 1 * on z 1 is non-linear, then plim[r IV (y 1 , y 2 )] = r(y 1 *, y 2 *).
This implies that all four relationships must be checked for non-linearity. If both of the first pair, that is equations (3) and (11), are non-linear, then z 2 should be transformed so that equation (11) becomes linear, and if both of the second pair, i.e. equations (4) and (10), are non-linear, then z 1 should be transformed so that (10) is linear.
How can one check for non-linearity, since y 1 *, y 1 * 2 , y 2 * and y 2 * 2 are unobserved, and using their observed counterparts leads to attenuation bias? Fortunately, under certain conditions one can check linearity using observed variables. Specifically, if the coefficient on y 1 * 2 (y 2 * 2 ) in a regression of any variable on y 1 * and y 1 * 2 (y 2 * and y 2 * 2 ) is zero, then regressing that variable on the observed values, of y 1 and y 1 2 (y 2 and y 2 2 ) will yield a zero coefficient on y 1 2 (y 2 2 ) if both the measurement error e y1 (e y2 ) and y 1 * (y 2 *) are symmetric. Also, regardless of whether e y1 (e y2 ) and y 1 * (y 2 *) are symmetric, if the coefficient on y 1 * 2 (y 2 * 2 ) is not zero then the coefficient on y 1 2 (y 2 2 ) is also nonzero; and if e y1 (e y2 ) and y 1 * (y 2 *) are symmetric and the coefficient on y 1 * 2 (y 2 * 2 ) is not zero, then the coefficient on y 1 2 (y 2 2 ) has the same sign as the coefficient on y 1 * 2 (y 2 * 2 ). These symmetry conditions can be checked via y 1 (y 2 ), since if y 1 * and e y1 (y 2 * and e y2 ) are symmetric, so is y 1 (y 2 ). Of course, symmetry of y 1 (y 2 ) does not guarantee that both y 1 * and e y1 (y 2 * and e y2 ) are symmetric, but it is difficult to imagine a scenario where neither of the unobserved variables is symmetric but their sum is symmetric.
To summarize, instrumental variables should be either second measurements of the income variable or variables caused by income.
8 Instruments that cause income yield inconsistent estimates. Estimates using second measurements may be biased, but such bias is very likely to underestimate the correlation of income in the two times periods, that is underestimate r(y 1 *, y 2 *), and so is very likely to overestimate mobility. When using instruments caused by income, if the impact of income on the instrument persists over time the IV estimate is likely to overestimate r(y 1 *, y 2 *), and thus it would underestimate mobility. Finally, when using instruments caused by income one should also check for non-linearity in the key relationships; it leads to inconsistency, but this problem can be addressed by transforming the instrument to generate a more linear relationship in the equations that show how income "causes" that instrument (i.e., equations (10) and (11) Background. Vietnam provides a good opportunity to study mobility. It was one of the world's poorest countries in the 1980s. In the 1990s, its high rate of GDP growth (8 percent) reduced its poverty rate from 58 percent in 1992-93 to 37 percent in 1997-98 (Glewwe, Agrawal and Dollar 2004 ). Yet Vietnam also experienced a small increase in inequality; the Gini coefficient on per capita expenditure rose from 0.33 to 0.35.
Another reason to study Vietnam is data availability. The 1992-93 Vietnam Living Standards Survey (VLSS) covered a nationwide sample of 4,800 households. The 1997-98 VLSS surveyed 6,000 households, including 4,305 of those in the 1992-93 VLSS. Both collected extensive data on many topics. This paper uses the consumption expenditure data to measure welfare, as Deaton (1997) recommends. The VLSS also collected income data, but such data tend to be less accurate, and microeconomic theory measures utility in 8. Lewbel (1997) proposed a method to generate instruments to address problems of measurement error bias, but his method works only for estimating structural relationships, and equations (3) and (4) are not structural.
terms of consumption, not income. Finally, the VLSS also collected data on the height and weight of all household members. For more details on the VLSS, see World Bank (1995 Bank ( , 2000 .
One concern is attrition bias. All but 96 (2.0 percent) of the 4,800 households surveyed in 1992-93 were to be included in 1997-98 (Table 1) . In 1997-98, interviewers returned to the dwellings of these 4,704 households and interviewed households that remained within their villages. They did not attempt to reinterview those that left their villages. Of the 4704 households, 4305 were reinterviewed in 1997-98, a retention rate of 91.5 percent. However, some of these 4,305 have weak links to the original household. For example, for 21 dwellings, the head of the household in 1992-93 was not a member in 1997-98 and the head in 1997-98 was not a member in 1992-93. These are excluded from the panel, yielding a retention rate of 91.1 percent. A stricter definition of panel households is that at least half the people who were members in either year were members in both years; this removes 436 households, yielding an 81.8 percent retention rate. The second panel of Table 1 shows that, for the variables used in the analysis, the means (in 1992-93) for the panel households are very similar to the means for all households (including attriters), which suggests that attrition bias is unlikely to be a serious problem.
B. Mobility Uncorrected for Measurement Error. Mobility indices summarize in one number the joint distribution of income or expenditure at two points in time. Their values are not intuitive, so Table 2 shows (relative) transition matrices for Vietnam from 1992-93 to 1997-98. It groups households by per capita expenditure quintiles (poorest 20 percent, next poorest 20 percent, etc.). For robustness, both VLSS panel data samples (that is, using the two different definitions of a panel household) are shown. Table 2 seems to show substantial mobility. For each sample, only 41 percent of the population did not change quintiles after five years; 40 percent moved up or down by one quintile and 19 percent moved two or more quintiles. Thus, ignoring measurement error, one could argue that Vietnam's modest rise in inequality in the 1990's is of less concern because low expenditure levels seem to be temporary for many households. Indeed, half of those in the poorest quintile in 1992-93 appear to have left that quintile by 1997-98. Table 3 quantifies the apparent mobility in Table 2 with mobility indices based on correlations of functions of per capita expenditure.
9 If expenditure is positively correlated over time, measured mobility will lie between 0 (no mobility) and 1 (complete mobility; expenditure is uncorrelated over time). All but one of the indices give similar results, from 0.278 to 0.331. Recalling the transition matrices, this range indicates substantial mobility.
As explained below, the second measurement method to reduce measurement error bias cannot be applied to a few components of expenditure (housing, utilities, health, education, and in kind wages). These components 9. In Tables 3, 4 and 5, the household is the unit of observation. Notes: 1. The 96 households excluded from the 1997-98 survey were all from the Red River Delta region. Those households were dropped because the 1997-98 survey oversampled some regions, but not the Red River Delta, so the 1997-98 survey required slightly fewer households from that region than did the 1992-93 survey.
2. The six natural cases refer to households in which no one moved in or out of the household in the past five years, but death or birth led to cases where the number of household members present in both years was less than 50 percent of the individuals who were members in either year. Examples are a household with three adults in 1992-93 of whom two had died by 1997-98, and a household with a married couple in 1992-93 that had had three children by 1997-98.
3. The individual figures are the number of household members in 1992-93 in the associated groups of households. When individuals who were no longer household members in 1997-98 are excluded, the number of individuals who were members in the 3,848 households in both years is 16,750, which is 70.3 percent of the individuals originally surveyed in all 4,800 households in 1992-93. 2. Column and row totals are not exactly 20 percent because the quintile classification is defined with respect to all households, not just the panel households.
Glewwe account for about 20 percent of total expenditures. When using the second measurement approach to assess how much r(y 1 , y 2 ) underestimates r(y 1 *, y 2 *), the estimates of r(y 1 , y 2 ), and m(y 1 , y 2 ) must use an expenditure variable that excludes these components. Information on this version of the expenditure variable is shown in the first line of Table 4 , which for simplicity shows only the results based on the log functional form. 10 The estimated mobility, 0.341 ("head same" sample), is 14 percent higher than that in Table 3 based on "full" total expenditure (0.298); this small difference implies that the excluded components have somewhat lower mobility. Table 4 also shows mobility estimates using the two separate measurements (the details of which are explained below). They show much higher mobility; intuitively, they are noisier estimates of (log) household expenditure. The variance of the (log) expenditure variable Note: The expenditure variable used here differs from that in Tables 1, 2 and 3 in that it excludes housing, utilities, health, education, and in kind wages. Table 3 , the log functional form gave results similar to those of most of the other functional forms. The log functional form also has the advantage that its distribution is almost symmetric, which is useful for checking the linearity of equations (3), (4), (10), and (11). Henceforth, the analysis will focus on this functional form. (Table 4) is also of interest since it is an inequality index. It almost certainly overestimates inequality, so it is useful to see how much this bias can be reduced.
Note that in
C. Corrected Correlation Coefficients. The mobility estimates in Tables 2, 3 , and 4 ignore measurement error and so very likely overestimate mobility. This subsection uses instrumental variable (IV) methods to minimize this bias for the mobility index 12r(ln(y 1 ), ln(y 2 )), using two types of instruments, second measurements and adult body mass index (BMI).
11
How can one construct a second measurement of expenditure? The VLSS expenditure variable is the sum of ten separate components. Five of these ten components are themselves the sum of many items: food expenditures on 18 items during major holidays, food expenditures on 45 items during the rest of the year, nonfood expenditures on 14 small items ( past two weeks), nonfood expenditures on 50 larger items (last year), and estimated rental values for 26 types of durable goods. The other five components, which together constitute only 20 percent of total expenditure, are housing, utilities, health, education, and in kind wages. The method for obtaining a second measurement can be used only on components that are the sum of many items, so the latter five components are excluded from the expenditure variable for the analysis based on IVs that are second measurements.
The procedure to obtain two distinct measurements of expenditures for four of the five categories was, for each category, to divide all items into two comparable subgroups. Intuitively, each subgroup is a (noisy) measurement of expenditure for that category (after inflating expenditure on items in each subgroup by the inverse of the ratio of spending on that subgroup over spending on both subgroups). Subgroups were created as follows. Within each category, rank all items by mean expenditure. Assign the item with the most expenditure to subgroup 1, assign the next two (second and third highest) to subgroup 2, assign the next two (fourth and fifth) to subgroup 1, and so on. The intuition for why these constitute separate measurements is that, in each category, each of the two subgroups is a "sample" of the expenditures for that category.
The one exception to this procedure, for "non-holiday" food expenditure, reflects both a problem applying it to Vietnam and additional information available in the VLSS. For non-holiday food, two questions were asked: 1) Amount spent, by item, since the first interview (about two weeks earlier); and 2) A set of questions (how many months out of the last 12 months the item was purchased, frequency of purchase in those months, and value of a typical purchase) that approximate the past 12 months' expenditure. Thus two 11. One shortcoming of using adult body mass index as an instrument is that most household surveys do not collect height and weight data. Yet more surveys now do so, including some of the World Bank's LSMS surveys, the Rand Corporation's Family Life Surveys, and Oxford University's Young Lives surveys. separate measurements already exist for non-holiday food expenditure. This is useful since rice is by far the dominant food staple in Vietnam, so assigning it to one measurement yields a far higher variance in the other measurement. Thus for non-holiday food purchases the two measurements are the two-week and 12-month recalls. This was not done for food items consumed from own production; this has only a 12-month recall, so such consumption was divided into two subgroups, using the method described above.
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IV mobility estimates using the second measurement approach are in the top half of Table 5 . To estimate b 1 in equation (3), the observed values of y 1 and y 2 are those for one type of measurement, and the other measurement for y 2 is used as the instrument for y 2 in that specification; b 2 in equation (4) is estimated analogously. (Recall from subsection III.B that reversing which measurement is used in the equations and which is used as the instrument does not change estimated mobility.) Estimated mobility is 0.291 for the head same sample; this is 15 percent lower than the estimate in Table 4 using observed expenditure (0.341). The result for the stricter definition of panel households is similar. Such estimates are very likely upper bounds on true mobility, 13 so more than 15 percent of observed mobility in Vietnam is just measurement error.
As explained in Section III, the variances and covariances of the two measure-ments of expenditures also provide upper bounds on inequality. Applying this to Vietnam, observed inequality in Table 4 ("full" measurement) was 0.300 in 1992-93 and 0.281 in 1997-98. Yet Cov(y 1 , z 1 ) is 0.265 and Cov(y 2 , z 2 ) is 0.248. The former is 12 percent less than 0.300 and the latter is 12 percent less than 0.281, so at least 12 percent of observed inequality, and perhaps much more, is upward bias due to measurement error.
The second instrument, the body mass index (BMI) of adults age 18 and older, is defined as weight (kilograms) over height (meters) squared. It is arguably caused by expenditure since it measures a person's weight given his or her height; wealthier people eat more and so are heavier. In the VLSS data, 65 -70 percent of adults are of normal weight or overweight, and another 25-30 percent are moderately underweight. Only 4 percent are severely underweight. This suggests little causal feedback from BMI to current expenditure. 14 12. The two week vs. 12 month approach was not used for expenditure on infrequently purchased non-food items since about one third of the households report not purchasing such items in the last 2 weeks, and no non-food item dominates the way rice dominates food expenditures. Also, the division of all items into two subgroups was repeated using a different assignment rule (highest expenditure to group 1, second highest to group 2, third highest to group 1, etc.). The results were very similar to those presented in Tables 4 and 5. 13. The two inequalities presented in subsection III.C, combined with estimates of 0.023 for s um1 2 and 0.104 for s ey1 2 imply that r IV (y 1 , y 2 ) overestimates r(y 1 *, y 2 *) only if s uf 2 , 0.033 and s ut1 2 , 0.016. This is not only a small range for those variances but also implies very small measurement errors. 14. Feedback from weight to income could occur if low nourishment lowers adults' work capacity (the efficiency wage hypothesis). This claimed lack of feedback does not rule out a causal effect of adult height on household income. Height reflects nutrition in early childhood, while BMI reflects current nutritional status.
Moreover, any measurement error in BMI is unlikely to be correlated with expenditure measurement errors. Indeed, the VLSS height and weight data were collected by a person different from the one who filled out the household questionnaire. Yet if BMI is a stock of health, y 1 * could be positively correlated with w 2 (because w 2 would include past BMI, which is partly determined by y 1 *), leading to overestimation of b 1 in equation (3).
A final issue is the linearity of equations (3), (4), (10), and (11). Recalling Section III, consistent estimation of b 1 using causal instruments requires that either (3) or (11) be linear, and to estimate b 2 consistently either (4) or (10) must be linear. Observed log per capita expenditure is close to symmetric in both years (see Figure 1) , which implies that linearity can be checked by using observed values of expenditure. Unfortunately, adding squared terms yields statistically significant coefficients for equations (4), (10), and (11). Thus z 1 (BMI in 1992-93) in (10) must be transformed to obtain a linear relationship. A nonparametric regression of that equation yields a slightly convex function (see the upper graph in Figure 2 ). It was made more linear by transforming BMI in a way that reduces all values above its median. 15 Regressing the Notes: 1. All results set f(y) ¼ ln(y), so the mobility index is 12r(ln(y 1 ), ln(y 2 )). 2. Numbers in parentheses are standard errors (delta method used for ffiffiffiffiffiffiffiffiffiffi ffi b 1 b 2 p ). 3. Numbers in brackets show estimated mobility as a fraction of the estimate of mobility obtained when measurement error is ignored (as given in Table 3 for the BMI results and Table 4 for the second measurement results).
4. For the estimates based on Body Mass Index (BMI), BMI has strong predictive power in the first-stage regressions. In particular, in the regression of 1992-93 log expenditures on the 1993 BMI variable (and a constant), the t-statistic on the BMI variable is 5.42, which implies an F-test of 29.4. For the analogous regression for 1998, the t-statistic for 1998 BMI is 11.02, which implies an F-statistic of 121.5. transformed BMI on log per capita expenditure and its square yielded a tstatistic of 1.83 for the squared term, indicating a more linear function. Figure 2 shows kernel (nonparametric) regressions of BMI, and transformed BMI, on log per capita expenditures. Both graphs show that BMI gradually increases with per capita expenditures, with transformed BMI (the lower graph) showing a somewhat more linear relationship. Table 5 presents estimates of b 1 , b 2 , ffiffiffiffiffiffiffiffiffiffi ffi b 1 b 2 p , and mobility using BMI (averaged over adults) as an instrument. The log function implies that Var(y 1 *) should be close to Var(y 2 *), so both b 1 and b 2 should be approximately equal to r(y 1 *, y 2 *). Yet the estimate of b 1 , 1.00, is doubtful; indeed, it implies zero mobility. Recall from subsection III.C that this may reflect a persistent effect of y 1 * on BMI, which implies that Cov(y 1 , w 2 ) .0, which in turn leads to overestimation of b 1 . Ignoring this, mobility is estimated at 0.105 for the "head same" sample and 0.087 for the "50 percent threshold" sample, so that two thirds of measured mobility is measurement error.
The finding that most of measured mobility is measurement error is doubtful, as is the result that b 1 is much larger than b 2 . It is likely that past FIGURE 1. Density of Observed Log Per Capita Expenditures, 1992-93 and 1997-98 254 household expenditures affect current BMI since a person's weight is a stock that reflects previous weight; this implies upward bias in b 1 (recall the discussion in subsection III.B). Yet it does not imply upward bias in estimating b 2 , which estimates r(y 1 *, y 2 *) if Var(y 1 *) % Var(y 2 *). The estimates of b 2 suggest that r(y 1 *, y 2 *) is between 0.801 and 0.836, so mobility is between 0.l64 and 0.199. This implies that 33 percent to 42 percent of estimated mobility from observed expenditure (as given in Table 3 ) is measurement error.
Instruments caused by y 1 * and y 2 * also yield an upper bound on inequality. First, note that equations (5) and (6) imply that Cov(y 1 , y 2 ) ¼ Cov(y 1 *, y 2 *) þ Var(u f ) þVar(u m1 ). Dividing both sides by r(y 1 *, y 2 *) implies that Cov(y 1 , y 2 )/ r(y 1 *, y 2 *) is equal to ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi ffi
)/r(y 1 *, y 2 *). While this expression still overestimates inequality (averaged over both years), Cov(y 1 , y 2 )/r(y 1 *, y 2 *) for the "head same" sample is 0.287, which is about 12 percent less than the estimate of 0.328 based on ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi Varðy 1 ÞVarðy 2 Þ p . The , 1992-93 result for the "50 percent threshold" sample indicates a 14 percent reduction. Thus 12 -14 percent of measured inequality, and perhaps much more, is due to measurement error. In summary, estimates that use second measurements as instruments find that at least 15 percent of observed mobility, and at least 12 percent of measured inequality, in Vietnam is due to measurement error. Estimates using BMI as an instrument, which require somewhat stronger assumptions, indicate that 33-42 percent of observed mobility, and at least 12 -14 percent of observed inequality, is measurement error. These findings are not in conflict, but if they were, one should probably place more confidence in the second measurement results, since that method requires weaker assumptions.
V. C O N C L U S I O N
Vietnam's rapid economic growth in the 1990s coincided with a modest rise in inequality. One could downplay the higher inequality by noting that panel data show substantial economic mobility, so that Vietnam's long-run distribution of expenditure is more equal than its distribution in any year. Yet household survey data almost certainly overestimate mobility due to substantial measurement error in observed income or expenditures. This paper shows how instrumental variable methods can provide estimates of economic mobility that reduce bias due to such measurement error. Application to Vietnamese data shows that at least 15 percent, and perhaps even a third, of observed mobility is due to measurement error. While these reduced estimates of mobility may disappoint those concerned about long-run inequality in Vietnam, there is one encouraging result: measurement error also implies that observed inequality overestimates actual inequality. Indeed, analysis of the Vietnamese data suggests that at least 12 percent, and perhaps much more, of observed inequality is only measurement error.
While the instrumental variable methods proposed here can be used to estimate the impact of measurement error on measured mobility and inequality, any estimates are only as reliable as the assumptions required for valid instruments. For example, some may disagree that BMI is caused by per capita expenditures in the simple way shown in equations (10) and (11). Future work should develop better methods for assessing the quality of instruments "caused by" income, and future surveys should attempt to collect data that are second measurements of household income or expenditure.
Finally, it is worth noting that more accurate measurement of mobility provides important information for policy formulation. If mobility is very low, then the poor have low incomes every year, and many of them may be caught in a "poverty trap." This implies that attempts to reduce poverty should focus on policies that increase the economic assets of the poor, two examples of which are land and human capital. In contrast, if mobility is high, the incomes of the poor (and of the nonpoor) fluctuate widely from year to year, which would reduce their welfare if they are unable to smooth their consumption over those years. In this case policies to reduce poverty should focus on reducing income fluctuations, such as designing interventions that could improve the operation of insurance and credit markets (with particular attention to the poor's access to those markets), and providing "safety nets" for households that experience unanticipated negative shocks in their incomes. The third line holds because adding a constant to a variable affects neither its variance nor its covariance. The fifth and seventh lines use the approximation that for any number r close to zero ln(1 þ r) % r. Assume that y 2 /y 1 (¼ p) is close to 1; then ( p21)/2 is close to zero. Proposition 2.The mobility measure 12r(f(y 1 ),f(y 2 )), where r is the correlation coefficient and f is a monotonically increasing function, satisfies the Atkinson-Bourguignon condition.
Consider N persons with positive incomes in each of two time periods, 1 and 2. Let y i1 and y i2 denote the income of person i (i ¼ 1, 2, . . . N) in time periods 1 and 2, respectively. The Atkinson-Bourguignon condition states that for any two persons, i and j, such that the income of one is greater than the income of the other in both time periods, that is, (y i1 -y j1 )(y i2 -y j2 ) .0, mobility increases if individuals i and j switch incomes in one of the two time periods. More formally, m(y 1 0 ,y 2 0 ) . m(y 1 , y 2 ) if (i) y k1 ¼ y k1 0 and y k2 ¼ y k2 0 for all k = i, j; and (ii) either (
, an income switch in the second period.
Without loss of generality, assume the switch is in time period 1, so y 2 ¼ y 2 0 and the only difference between y 1 and y 1 0 is that
The correlation of f(y 1 ) and f(y 2 ) is: 0 ), f(y 2 )). The only difference between Cov(f(y 1 ),f(y 2 )) and Cov(f(y 1 0 ),f(y 2 )) due to the income switch is that the term (f(y i1 )2 f ðy 1 Þ)(f(y i2 )2 f ðy 2 Þ) þ (f(y j1 )2 f ðy 1 Þ)(f(y j2 )2 f ðy 2 Þ) is in the former while (f(y j1 )2 f ðy 1 Þ)(f(y i2 )2 f ðy 2 Þ) þ (f(y i1 )2 f ðy 1 Þ)(f(y j2 )2 f ðy 2 Þ) is in the latter. Therefore, The inequality holds since the Atkinson-Bourguignon condition implies (y i1 2y j1 )(y i2 2y 2j ) . 0, and monotonic transformations of y 1 and y 2 do not alter the signs of y i1 2y j1 and y i2 2y j2 . This then implies that r((f(y 1 ),f(y 2 )) . r(f(y 1 0 ),f(y 2 )), and so 12r(f(y 1 ),f(y 2 )) , 12r(f(y 1 0 ),f(y 2 )). . If the instrumental variables z 1 and z 2 are second measurements of y 1 * and y 2 *, and the measurement errors have the following structure, allowing them to be correlated over time and across measurements:
where all the components of each measurement error are uncorrelated with y 1 *, y 2 * and all other components, then the variances of u m1 , u m2 , e y1 , e y2 , e z1 and e z2 are all identified, but the remaining variances, and r(y 1 *, y 2 *), are not identified.
Equations (A.1)-(A.4) have 11 unobserved variables (y 1 *, y 2 *, u f , u t1 , u t2 , u m1, u m2 , e y1 , e y2 , e z1 , and e z2 ) and four observed variables (y 1 , y 2 , z 1 and z 2 ). All measurement errors are uncorrelated with each other and with y 1 * and y 2 *, so there are 11 unobserved variances but only one nonzero unobserved covariance, Cov(y 1 *, y 2 *). The four observed variances and six observed covariances are related to the unobserved variances and covariances as Proposition 3. (Instruments that are "Caused By" y 1 * and y 2 *). If the instrument z 1 is caused by y 1 * in the sense that z 1 ¼ k 1 þ p 1 y 1 * þ w 1, where y 1 * is uncorrelated with w 1 , and the instrument z 2 is caused by y 2 * in the sense that z 2 ¼ k 2 þ p 2 y 2 * þ w 2, where y 2 * is uncorrelated with w 2 , and Cov(y 1 *,w 2 ) ¼ Cov(y 2 *,w 1 ) ¼ 0, then plim[r IV (y 1 , y 2 ) ¼ r(y 1 *,y 2 *).
The measurement error structure for y 1 and y 2 is the same as in (A.21) and (A.22) . The causal equations are
ðA:38Þ
Assume that u, e y1 and e y2 are uncorrelated with each other and with y 1 *, y 2 *, w 1 , and w 2 . There are seven unobserved variables, so there are seven unobserved variances but only two unobserved covariances, Cov(y 1 *, y 2 *) and Cov(w 1 , w 2 ). The relationships between the observed variances and covariances and the unobserved variances and covariances are: Using (A.44)-(A.47), one can estimate r(y 1 *, y 2 *). Indeed, inserting them in equation (6) in the text shows that plim[r IV (y 1 , y 2 ) ¼ r(y 1 *, y 2 *).
This result is serendipitous since none of the unobserved terms can be solved for without further assumptions. For example, if s u 2 ¼ 0, or s w1,w2 ¼ 0, then one can solve for all of the unobserved variances and covariances, yet neither of these assumptions is credible.
