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Abstract
We present a rigorous derivation of the BCS gap equation for superfluid
fermionic gases with point interactions. Our starting point is the BCS
energy functional, whose minimizer we investigate in the limit when the
range of the interaction potential goes to zero.
1 Introduction
In BCS theory [1, 2, 3] of superfluid fermionic gases the interaction between the
spin-1/2 fermions is usually modeled by a contact potential. This approximation
is justified for the low density atomic gases usually observed in the lab, since
the range of the effective interaction is much smaller than the mean particle
distance. In the theoretical physics literature [2, 4, 3] the states of superfluidity
are usually characterized via the simplified BCS gap equation
− 1
4πa
=
1
(2π)3
∫
R3

 tanh (
√
(p2−µ)2+|∆|2
2T
)
√
(p2 − µ)2 + |∆|2 −
1
p2

 d3p , (1)
where µ is a fixed chemical potential and ∆ is the corresponding order param-
eter of the system. This order parameter does not vanish below the critical
temperature Tc, uniquely defined by
− 1
4πa
=
1
(2π)3
∫
R3
(
tanh
(
p2−µ
2Tc
)
p2 − µ −
1
p2
)
d3p
1
for a < 0. The parameter a is the scattering length of the corresponding in-
teraction and the usual argument for the derivation of equation (1) involves an
ad-hoc renormalization scheme. The main goal of this paper is to give a rigor-
ous derivation of equation (1) starting from the BCS functional of superfluidity
[2, 3, 5] for a sequence of interaction potentials Vℓ with range tending to zero,
and scattering length a(Vℓ) converging to a negative a. The present result is a
consequence of our previous work [6] where we treated the more general case
of BCS-Hartree-Fock theory and where we allowed for potentials with strong
repulsive core. Dropping the direct and exchange term, however, as we do here,
allows us to give a shorter, more transparent derivation of (1), and also to work
with simpler assumptions on the interaction potentials.
2 The Model
We consider a gas of spin 1/2 fermions in the thermodynamic limit at temper-
ature T ≥ 0 and chemical potential µ ∈ R. The particles interact via a local
two-body potential which we denote by V . The state of the system is described
by two functions γˆ : R3 → R+ and αˆ : R3 → C, which are conveniently combined
into a 2× 2 matrix
Γ(p) =
(
γˆ(p) αˆ(p)
αˆ(p) 1− γˆ(−p)
)
, (2)
required to satisfy 0 ≤ Γ ≤ 1C2 at every point p ∈ R3. The function γˆ is
interpreted as the momentum distribution of the gas, while α (the inverse Fourier
transform of αˆ) is the Cooper pair wave function. Note that there are no spin
variables in Γ; the full, spin dependent Cooper pair wave function is the product
of α(x − y) with an antisymmetric spin singlet.
The BCS functional FVT , whose infimum over all states Γ describes the
negative of the pressure of the system, is given as
FVT (Γ) =
∫
R3
(p2 − µ)γˆ(p) d3p+
∫
R3
|α(x)|2V (x) d3x− TS(Γ), (3)
where
S(Γ) = −
∫
R3
TrC2
(
Γ(p) ln Γ(p)
)
d3p
is the entropy of the state Γ. The functional (3) can be obtained by restricting
the many-body problem on Fock space to translation-invariant and spin-rotation
invariant quasi-free states, and dropping the direct and exchange term in the
interaction energy, see [5, Appendix A] and [7].
The normal state Γ0 is the minimizer of the functional (3) restricted to states
with α = 0. It is given by
γˆ0(p) =
1
1 + e
p2−µ
T
.
2
The system is said to be in a superfluid phase if and only if the minimum of
FVT is not attained at a normal state, and we call a normal state Γ0 unstable in
this case.
In a previous work [5] we thoroughly studied the functional (3). It is not
difficult to see that this functional has a (not necessarily unique) minimizer
(γ, α). More difficult is the question under which circumstances it is possible
to guarantee that α does not vanish. Such a non-vanishing α in fact describes
a macroscopic coherence of pairs such that the system displays a superfluid
behavior. The corresponding Euler-Lagrange equations for γ and α can be
equivalently expressed via ∆ = 2(2π)−3/2Vˆ ∗ αˆ in the form of the BCS gap
equation
∆(p) = − 1
(2π)3/2
∫
R3
Vˆ (p− q) ∆(q)
E∆µ (q)
tanh
E∆µ (q)
2T
d3q (4)
with E∆µ (p) =
√
(p2 − µ)2 + |∆(p)|2; here, Vˆ denotes the Fourier transform of
V . The function ∆(p) is the order parameter and is related to the wavefunction
of the Cooper pairs. The equation (4) is highly non-linear; nonetheless, it is
possible to show [5] that the existence of a non-trivial solution to (4) at some
temperature T is equivalent to the fact that a certain linear operator has a
negative eigenvalue. For T = 0 this operator is given by the Schro¨dinger-type
operator | − ∆ − µ| + V . This rather astonishing fact that one can reduce a
non-linear to a linear problem, allowed for a more thorough mathematical study.
Using spectral-theoretic methods, the class of potentials leading to a non-trivial
solution for (4) has been precisely characterized. For instance, in [8] it was
shown that if
∫
V (x)dx < 0, then there exists a critical temperature Tc(V ) > 0
such that (4) attains a non-trivial solution for all T < Tc(V ), whereas there is
no solution for T ≥ Tc(V ). Additionally, in [8] the precise asymptotic behavior
of Tc(λV ) in the small coupling limit λ → 0 was determined; the resulting
expression generalizes well-known formulas in the physics literature [9, 3] valid
only at low density. The low density limit µ → 0 of the critical temperature
was studied in [10].
3 Main Results
We study the case of short-range interaction potentials Vℓ, with range ℓ tending
to zero in such a way that Vℓ converges to a contact interaction. Such contact
interactions are thoroughly studied in the literature [11, chap I.1.2-4] and are
known to arise as a one parameter family of self-adjoint extensions of the Lapla-
cian on R3 \ {0}. The relevant parameter uniquely determining the extension
is, in fact, the scattering length, which we assume to be negative, in which case
the resulting operator is non-negative, i.e., there are no bound states. In other
words, we require that the scattering length a(Vℓ) converges to a negative value
as ℓ→ 0, i.e.,
lim
ℓ→0
a(Vℓ) = a < 0.
3
It was pointed out in [10, Equ. (3)] that the scattering length of any potential
V ∈ L1 ∩ L3/2 can be written as
a(V ) =
1
4π
〈
|V |1/2
∣∣∣∣ 11+V 1/2 1
p2
|V |1/2
V 1/2
〉
(5)
where V 1/2 is defined by V 1/2 = V |V |−1/2. Note that in case of a two-body
interaction that does allow bound states the system would display features of
a Bose-Einstein condensate of fermion pairs in the low density limit, see [4, 12,
13, 14, 15].
In order to obtain a non-vanishing limit of the sequence of scattering lengths
a(Vℓ), we have to adjust the sequence of potentials so that the corresponding
Schro¨dinger operator just barely fails to have a bound state. We shall follow the
method of [11, chap I.1.2-4] and first choose a potential V such that p2 + V is
non-negative and has a simple zero-energy resonance. Equivalently this means
that the corresponding Birman-Schwinger operator
V 1/2 1p2 |V |1/2
has −1 as lowest, simple, eigenvalue. Next we scale this potential and multiply
it by a factor λ(ℓ) < 1, such that the corresponding Vℓ does no longer have a
zero resonance, but a negative scattering length. Recall that a potential with
zero resonance has an infinite scattering length.
To be precise, we define Vℓ according to
Vℓ(x) = λ(ℓ)ℓ
−2V (xℓ ), (6)
where λ(0) = 1, λ < 1 for all ℓ > 0 and 1 − λ(ℓ) = O(ℓ). We are interested
in the limit ℓ → 0 meaning that the range of the potential converges to zero.
This scaling essentially leaves the L3/2 norm of V invariant, but the L1 norm
vanishes linearly in ℓ. This is a major difference to the work [6] where we
allowed the point interaction to be approximated by a sequence Vℓ, whose L
1
norm converges to a positive number, with its L3/2-norm even diverging. This
required a new approach in the proof and led to a more general statement about
contact interactions [16]. In the case considered here it suffices to rely on results
of [11, chap I.1.2-4].
Our main objective now is to consider the solution ∆ℓ of the BCS gap-
equation (4), coming from a minimizer of the functional FVℓT , and to show that
in the limit where the range ℓ goes to zero, i.e., the potentials Vℓ tend to a
contact interaction, the order parameter ∆ℓ converges to a constant function
∆, which satisfies the simplified equation (1). This equation appears throughout
the physics literature as the one describing superfluid systems.
It is obvious that the critical temperature Tc is defined as the temperature
where ∆ = 0 satisfies the equation (1). More precisely:
Definition 1 (Critical temperature). Let µ > 0. The critical temperature Tc
corresponding to the scattering length a < 0 is given by the equation
− 1
4πa
=
1
(2π)3
∫
R3
(
tanh
(
p2−µ
2Tc
)
p2 − µ −
1
p2
)
d3p. (7)
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Since the function
T 7→
∫
R3
(
tanh
(
p2−µ
2T
)
p2 − µ −
1
p2
)
d3p
is strictly monotone in T the critical temperature Tc is unique.
As our main theorem we reproduce the BCS gap equation for contact inter-
actions, see, e. g., [2, Eq. (10)], [4, Eq. (7)].
Theorem 1 (Effective Gap equation). Let T ≥ 0, µ ∈ R and assume V ∈
L3/2(R3) ∩ L1(R3) and |x|V (x) ∈ L1(R3) ∩ L2(R3). Let further (γˆℓ, αˆℓ) be a
minimizer of FVℓT with corresponding ∆ℓ = 2(2π)−3/2Vˆℓ ∗ αˆℓ. Then there exist
∆ ≥ 0 such that |∆ℓ(p)| → ∆ pointwise as ℓ→ 0. If ∆ 6= 0 then it satisfies the
equation
− 1
4πa
=
1
(2π)3
∫
R3
(
1
K∆T,µ
− 1
p2
)
d3p , (8)
where we use the abbreviations
K∆T,µ(p) =
E∆µ (p)
tanh
(E∆µ (p)
2T
) , E∆µ (p) =√(p2 − µ)2 + |∆|2 .
Furthermore, the limiting ∆ does not vanish if and only if T < Tc.
4 Proofs
Recall that we chose V so that V 1/2 1p2 |V |1/2 has −1 as lowest simple eigenvalue,
i.e., there is a unique φ, with(
V 1/2 1p2 |V |1/2 + 1
)
φ = 0.
With Uℓ denoting the unitary operator (Uℓϕ)(x) = ℓ
−3/2ϕ(xℓ ), we can rewrite
Vℓ(x) = λ(ℓ)ℓ
−2V (xℓ ) = λ(ℓ)ℓ
−2UℓV U
−1
ℓ .
Since Uℓp
2U−1ℓ = ℓ
2p2, it is easy to see that
UℓV
1/2 1
p2
|V |1/2U−1ℓ =
1
λ(ℓ)
V
1/2
ℓ
1
p2
|Vℓ|1/2.
Denoting φℓ = Uℓφ, this implies
V
1/2
ℓ
1
p2
|Vℓ|1/2φℓ = λ(ℓ)UℓV 1/2 1
p2
|V |1/2φ = −λ(ℓ)φℓ. (9)
showing that the lowest eigenvalue of 1 + V
1/2
ℓ
1
p2 |Vℓ|1/2 is 1 − λ(ℓ) = O(ℓ).
Moreover, note that
‖Vℓ‖p = λ(ℓ)ℓ3/p−2‖V ‖p (10)
for p ≥ 1.
5
Remark 1. In [6, Appendix A.1], we show that the scattering length corre-
sponding to the potential Vℓ, indeed, converges to the negative value
lim
ℓ→0
a(Vℓ) = − 1
λ′(0)
|〈|V |1/2|φ〉|2
〈sgn(V )φ|φ〉 < 0.
In the next Lemma, we derive a lower bound for the BCS functional which
is uniform in ℓ. This will allow us to obtain limits for the order parameter ∆ℓ.
Lemma 1. There exists C1 > 0, independent of ℓ, such that
FVℓT (Γ) ≥ −C1 +
1
2
∫
R3
(1 + p2)(γˆ − γˆ0)2 d3p+ 1
2
∫
R3
|p|b|αˆ|2 d3p, (11)
for 0 ≤ b < 1, where we denote γˆ0(p) = 11+e(p2−µ)/T .
Proof. For details of the proof of this Lemma we refer to [6, Lemma 3]. The main
observation in the proof is that we may express the difference FVℓT (Γ)−FVℓT (Γ0)
as
FVℓT (Γ)− FVℓT (Γ0) =
T
2
H(Γ,Γ0) +
∫
R3
Vℓ(x)|α(x)|2 d3x,
where H(Γ,Γ0) is the relative entropy of Γ and Γ0. By means of [17, Lemma 3],
which is an extension of [18, Theorem 1], giving a bound on the relative entropy
one obtains
FVℓT (Γ)−FVℓT (Γ0) ≥
〈
α
∣∣p2 + Vℓ − µ∣∣α〉
+
1
2
∫
R3
(1 + p2)(γˆ − γˆ0)2 d3p− C
for an appropriate constant C. By means of a Birman-Schwinger type argument
one can further show that
p2 + Vℓ ≥ |p|b − C1 ,
uniformly in ℓ for 0 ≤ b < 1 and an appropriate C1, which, together with the
constraint |αˆ|2 ≤ 1, then implies the statement.
It was shown in [5, Theorem 1] that the functional FVℓT attains a minimizer
(γℓ, αℓ) for each Vℓ. Lemma 1, with αˆℓ(p) ≤ 1, immediately tells us that the
terms ∫
R3
(1 + |p|b)|αˆℓ(p)| d3p and
∫
R3
(1 + |p|2)(γˆℓ − γˆ0)2 d3p
are uniformly bounded in ℓ. Let us further mention the following useful relations
between ∆ℓ and the minimizer (γℓ, αℓ),
γˆℓ =
1
2
− 1
2
p2 − µ
K∆ℓT,µ
, ∆ℓ = 2K
∆ℓ
T,µαˆℓ, (12)
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which follow from the corresponding Euler-Lagrange equations. One immediate
consequence of these relations and Lemma 1 is the uniform boundedness of∫
R3
γˆℓ(p)|p|b d3p, which implies
lim
R→∞
lim
ℓ→0
∫
|p|2≥R
γˆℓ(p) d
3p = 0. (13)
In the following lemma we show that, as ℓ → 0, pointwise limits for the main
quantities exist. To this aim we introduce the notation
m∆ℓµ (T ) =
1
(2π)3
∫
R3
(
1
K∆ℓT,µ
− 1
p2
)
d3p .
Lemma 2. Let (γℓ, αℓ) be a sequence of minimizers of FVℓT and ∆ℓ = 2(2π)3/2 Vˆℓ∗
αˆℓ. Then there is a subsequence of ∆ℓ, which we continue to denote by ∆ℓ, and
a ∆ ∈ R+ such that
(i) |∆ℓ(p)| converges pointwise to the constant function ∆ as ℓ→ 0,
(ii) lim
ℓ→0
m∆ℓµ (T ) = m
∆
µ (T ).
We shall see later that it is not necessary to restrict to a subsequence, the
result holds in fact for the whole sequence.
Proof. (i) Set cℓ =
1
(2π)3/2
∫
R3
Vℓ(x)αℓ(x) d
3x. Then
|∆ℓ(p)− cℓ| ≤ 1
(2π)3/2
∫
R3
∣∣(e−ip·x − 1)Vℓ(x)αℓ(x)∣∣ d3x
≤ (2π)−3/2‖αℓ‖2
(∫
R3
∣∣(e−ip·x − 1)Vℓ(x)∣∣2 d3x
)1/2
.
Now ‖αℓ‖2 is uniformly bounded in ℓ and | · |V ∈ L2(R3) by assumption, so∫
R3
∣∣(e−ip·x − 1)Vℓ(x)∣∣2 d3x = ℓ−1λ(ℓ)2
∫
R3
∣∣(e−iℓp·x − 1)V (x)∣∣2 d3x
≤ ℓλ(ℓ)2|p|2
∥∥ | · |V ∥∥2
2
.
(14)
Hence, |∆ℓ(p) − cℓ| converges to zero pointwise. Since αˆℓ = −2(K∆ℓT,µ)−1∆ℓ is
uniformly bounded in L2, it is straightforward to see, using E∆ℓµ ≥ |∆ℓ|, that
the same holds for the sequence ∆ℓ/E
∆ℓ
µ . This fact can now be used to show
that the sequence |cℓ| is a uniformly bounded. Assume on the contrary that
c¯ = lim supℓ→0 |cℓ| =∞. Then by dominated convergence
lim sup
ℓ→0
∫
|p|≤R
|∆ℓ|2
(p2 − µ)2 + |∆ℓ|2 d
3p =
∫
|p|≤R
lim sup
ℓ→0
1
(p2−µ)2
|cℓ|2
+ 1
d3p =
4
3
πR3.
(15)
7
However, the divergence of right side of Eq. (15) as R → ∞ contradicts the
uniform boundedness of ∆ℓ/E
∆ℓ
µ in L
2(R3). Hence c¯ <∞ and limℓ→0 |∆ℓ(p)| =
c¯ for a suitable subsequence.
(ii) Obviously by (i) the integrand of m∆ℓµ (T ) converges pointwise to the inte-
grand of m∆µ (T ). By (12) we are able to rewrite the integrand as
1
K∆ℓT,µ(p)
− 1
p2
=
1
p2 − µ −
1
p2
− 2γˆℓ(p)
p2 − µ. (16)
Using (13) we now conclude that
lim
R→∞
lim
ℓ→0
∫
|p|2≥R
(
1
K∆ℓT,µ(p)
− 1
p2
)
d3p = 0,
which together with the dominated convergence inside |p|2 ≤ R, implies the
statement of (ii).
Proposition 1. Let a = limℓ→0 a(Vℓ), then
lim
ℓ→0
1
(2π)3
∫
R3
(
1
K∆ℓT,µ
− 1
p2
)
d3p = − 1
4πa
. (17)
Proof. We again follow the proof of [6, Theorem 2]. Observe that with help of
the second relation in (12) the BCS gap equation (4) for αℓ can be conveniently
written in the form
(K∆ℓT,µ + Vℓ)αℓ = 0, with αℓ ∈ H1(R3) .
By means of the Birman–Schwinger principle one concludes that K∆ℓT,µ+Vℓ hav-
ing 0 as an eigenvalue is equivalent to V
1/2
ℓ
1
K
∆ℓ
T,µ
|Vℓ|1/2 having −1 as eigenvalue.
We now rewrite V
1/2
ℓ
1
K
∆ℓ
T,µ
|Vℓ|1/2 as
V
1/2
ℓ
1
K∆ℓT,µ
|Vℓ|1/2 = V 1/2ℓ
1
p2
|Vℓ|1/2 +m∆ℓµ (T )|V 1/2ℓ 〉〈|Vℓ|1/2|+Aµ,T,ℓ, (18)
where Aµ,T,ℓ is given in terms of the integral kernel
Aµ,T,ℓ(x, y) =
Vℓ(x)
1
2 |Vℓ(y)| 12
(2π)3
∫
R3
(
1
K∆ℓT,µ
− 1
p2
)
(e−i(x−y)·p − 1) d3p , (19)
which can be estimated, e. g., by
|Aµ,T,ℓ(x, y)| ≤ |Vℓ(x)|
1
2 |Vℓ(y)| 12
(2π)3
∫
R3
∣∣∣∣∣ 1K∆ℓT,µ −
1
p2
∣∣∣∣∣ (|x− y| |p|)1/2 d3p. (20)
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Using the relation (16) as well as the uniform boundedness of
∫
R3
γˆℓ(p)|p|1/2 d3p
we are able to conclude that the integral
∫
R3
∣∣∣∣∣ 1K∆ℓT,µ −
1
p2
∣∣∣∣∣ |p|1/2 d3p =
∫
R3
∣∣∣∣ 1p2 − µ − 1p2 − 2γˆℓ(p)p2 − µ
∣∣∣∣ |p|1/2 d3p
is uniformly bounded in ℓ. We can thus bound the Hilbert-Schmidt norm of
Aµ,T,ℓ by
‖Aµ,T,ℓ‖2 ≤ const ‖Vℓ| · |‖1/21 ‖Vℓ‖1/21 ≤ O(ℓ3/2) . (21)
We further proceed with equation (18). By construction, 1 + V
1/2
ℓ
1
p2 |Vℓ|1/2
is invertible and thus can be factored out, i.e.,
1 + V
1/2
ℓ
1
K∆ℓT,µ
|Vℓ|1/2 =
(
1 + V
1/2
ℓ
1
p2
|Vℓ|1/2
)
×
×
[
1 + 1
1+V
1/2
ℓ
1
p2
|Vℓ|1/2
(
m∆ℓµ (T )|V
1
2
ℓ 〉〈|Vℓ| 12 |+AT,µ,ℓ
)]
,
with the second term on the right hand side necessarily having an eigenvalue 0.
With J = Vℓ(x)/|Vℓ(x)| and X = |Vℓ|1/2 1p2 |Vℓ|1/2, we are able to rewrite
1
1 + V
1/2
ℓ
1
p2 |Vℓ|1/2
=
1
1 + JX
= 1− JX1/2 1
1 +X1/2JX1/2
X1/2 .
This allows us to bound∥∥∥ 1
1 + V
1/2
ℓ
1
p2 |Vℓ|1/2
∥∥∥ ≤ 1 + ‖X‖
∥∥∥∥ 11 +X1/2JX1/2
∥∥∥∥ ≤ O(ℓ−1),
where we have used that, due to the HLS-inequality, ‖X‖ ≤ C‖Vℓ‖3/2, as well
as the fact that 1+X1/2JX1/2 is self-adjoint with its lowest eigenvalue of order
O(ℓ). Indeed, X1/2JX1/2 has the same spectrum as JX . Hence,∥∥∥ 1
1+V
1/2
ℓ
1
p2
|Vℓ|1/2
Aµ,T,ℓ
∥∥∥ ≤ ∥∥∥ 1
1+V
1/2
ℓ
1
p2
|Vℓ|1/2
∥∥∥‖Aµ,T,ℓ‖ ≤ O(ℓ1/2).
Since
1
1 + V
1/2
ℓ
1
p2 |Vℓ|1/2
(
m∆ℓµ (T )|V 1/2ℓ 〉〈|Vℓ|1/2|+AT,µ,ℓ
)
has an eigenvalue −1 and 1+ (1+V 1/2ℓ 1p2 |Vℓ|1/2)−1Aµ,T,ℓ is invertible for small
enough ℓ, we can argue by factoring out the term 1+(1+V
1/2
ℓ
1
p2 |Vℓ|1/2)−1Aµ,T,ℓ
that the rank one operator
m∆ℓµ (T )
(
1 +
1
1 + V
1/2
ℓ
1
p2 |Vℓ|1/2
Aµ,T,ℓ
)−1
1
1 + V
1/2
ℓ
1
p2 |Vℓ|1/2
|V 1/2ℓ 〉〈|Vℓ|1/2|
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has an eigenvalue −1, which, by taking the trace, implies
− 1 = m∆ℓµ (T )
〈
|Vℓ|1/2
∣∣∣∣∣
[
1 + 1
1+V
1/2
ℓ
1
p2
|Vℓ|1/2
Aµ,T,ℓ
]−1
1
1+V
1/2
ℓ
1
p2
|Vℓ|1/2
∣∣∣∣∣V 1/2ℓ
〉
.
(22)
With the aid of Eq. (5) and the resolvent identity, we can rewrite Eq. (22) as
4πa(Vℓ) +
1
m∆ℓµ (T )
=
〈
|Vℓ|1/2
∣∣∣ 1
1+V
1/2
ℓ
1
p2
|Vℓ|1/2
Aµ,T,ℓ
[
1 + 1
1+V
1/2
ℓ
1
p2
|Vℓ|1/2
Aµ,T,ℓ
]−1
×
× 1
1+V
1/2
ℓ
1
p2
|Vℓ|1/2
∣∣∣V 1/2ℓ 〉 ,
(23)
where the right hand side is bounded by
‖Vℓ‖1
∥∥∥ 1
1+V
1/2
ℓ
1
p2
|Vℓ|1/2
∥∥∥∥∥∥ 1
1+V
1/2
ℓ
1
p2
|Vℓ|1/2
Aµ,T,ℓ
∥∥∥×
×
∥∥∥[1 + 1
1+V
1/2
ℓ
1
p2
|Vℓ|1/2
Aµ,T,ℓ
]−1∥∥∥ ≤ O(ℓ1/2) .
This implies Eq. (17) and completes the proof.
With the aid of Lemma 2 and Proposition 1, we can now finish the proof of
Theorem 1.
Proof of Theorem 1. We know from Lemma 2 and Proposition 1 that |∆ℓ(p)|
has a subsequence that converges to a constant function ∆, which satisfies the
equation
− 1
4πa
=
1
(2π)3
∫
R3
(
1
K∆T,µ
− 1
p2
)
d3p.
Since the solution |∆| of (8) is unique we obtain that the sequence |∆ℓ(p)|
converges to the unique solution of (8). Furthermore, this shows that the limit
of |∆ℓ| does not vanish in the case that T < Tc, and that the limit vanishes for
T ≥ Tc.
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