ABSTRACT. We establish several inequalities for eigenvalues of selfadjoint operators in Hilbert space. The results are quite general. In particular, let il be a region in Rn , oil its boundary and t. 
In this paper we establish conditions on the domains Dl ' D 2 , and D3 and the operator A for which the inequality p(AJ ::; fli ::; P((vi)l/m) holds. As an example, we establish that the eigenvalues for the three problems Here p is any polynomial with nonnegative real coefficients of degree m,
n is any open region in R n for which problems (1.4), (1.5) , and (1.6) are selfadjoint with discrete spectra, an is the boundary set of n, fl is the Laplace operator and a/a n is the normal outward directed derivative on an.
Results of this type have been established before by Payne [7] , Diaz [4] , and Weinstein [8] (as well as others) but not with the generality discussed here.
We also establish for problems generalization of an earlier result of Payne [7] and is applicable for choices of A and B which are not related through the operator A in (1.1 )-( 1.3).
AN INEQUALITY RELATING POWERS OF AN OPERATOR
Ultimately we will use the so-called "mini-max principle". This will require estimates for quantities of the form: (Aku,u) in terms of (Amu,u) where o ::; k ::; m are integers, u is a vector in the domain of Am and (.,.) is the inner product. The proof is based on some work of Chen [2] but its results have been improved slightly as well as generalized. In this paper the quantity 0° = 1. 
holds.
(ii) Inequality (2. (iv) As we shall see shortly, the proof of Theorem 1 depends on the Schwarz inequality applied many times. Although it is easy to say when the Schwarz inequality is strict, the multiple application of the Schwarz inequality makes it difficult to say when inequality (2.1) is strict. Analysis of specific problems can shed some light on whether inequality (2.1) is strict.
The proof of Theorem 1 depends on writing the fraction k / m as a repeating binary "decimal". The reason for a binary representation is that the Schwarz inequality is based on squares. Lemmas A and B are used to prove identical inequalities for parts (i) and (ii) of Theorem 1 respectively. Lemma C extends the result of Lemmas A and B. Finally the result of Lemma C is enough to prove Theorem 1 with relative ease. Proof of Lemma A. The division algorithm guarantees the existence of rand q as defined. Since 2k < 2m, q must be either zero or one. Case (i) (q = 0). If q = 0 then 2k = r < m. In this case we have
Of course the inequality is the Schwarz inequality and the equalities are assumed by hypothesis.
In this case we have
In Lemma B we prove the same thing but with the hypotheses of part (ii) of Theorem 1.
Lemma B.
Assume the hypotheses of Theorem 1 (ii) and (u, u (2.4) which is no more that inequality (2.2) with k, r, and q replaced with r, r', and q' respectively. Subsitution of (2.4) into the supposed valid (2.3) yields the inequality
This will complete the proof if we can show that (i) 0 ~ r' < m, and (ii) 2(n+l)k = m(2q+ql)+r'. Condition (i) is satisfied by construction. Notice that 2,,+1 = 2/r and that 2"k = mq + r by hypothesis. Substitution of the latter into the left-hand side of condition (ii) along with equation r = r'12 + q' ml2
Thus inequality (2.3) holds for all positive integers a:. 0 At this point we have developed enough to complete the proof of Theorem with relative ease. Since kim is a rational number, we can write it as a repeating binary "decimal". Such an expansion consists of an initial "block" followed by infinitely many (repeating) "blocks" which are identical. We will write kim in a fashion to suggest that fact. After writing kim in this manner we apply Lemma C to the "blocks" to obtain the result.
Proof of Theorem 1. Suppose that (U, U) = 1. First observe that if k = 0 or k = m the result is trivial so we may suppose that 0 < k < m. As k / m is rational, we may write it in the form
The numbers s, s', t, and t' are nonnegative integers. Furthermore s' may be chosen to be the "length" of the nonrepeating "block" and t' may be chosen to be the "length" of the repeating "block". The numbers s' and t' are not unique but both may be chosen strictly less than m and at least 1. The numbers sand t should be thought of as the "value" of each "block", nonrepeating and repeating respectively. We may, and in fact will, assume that t is chosen so that the term t2::12-I'i < 1. This merely guarantees that there is no "carry" from the term with the infinite sum to the term s2-s '. If t were chosen so that t 2:~ 1 2 -I' i ;::: 1 then we could simply choose s larger by the amount that
excee s one.
For typographical convenience we again define a = 2-5 ' and r = 2:: 1 2-I 'i .
With these definitions we can rewrite (2.5) as k = msa + matr. Equivalently and more conveniently we have (2.6)
5'
First observe that the product mtr is an integer since k2 and ms are both integers. Secondly the prodcut mtr < m since it was assumed above that twas chosen so that tr < 1. In particular equation ( The next thing to do is to obtain an inequality for the factor I(AmITU, u)l. We rewrite the quantity mtr as follows: 00 00 (2.8)
For our purposes it is best to rewrite (2.8) as
We have already established that mtr is an integer less than m and therefore Lemma C is applicable with (2.9). Hence the inequality Placing inequality (2.11) into inequality (2.7) yields the inequality
The proof is complete if we can show that the quantity sa
is the same as kim. But this is not difficult as equation (2.6) implies that kim = sa + tra. Also the definitions of rand J are related by r = L:
Hence equality (2.6) and the definition of rand J imply that
In the event that 0 < (u, u) =I-1 we can always normalize u and apply the above proof to v = uiliull . Then the result is that
Finally, if u = 0, the result is trivial. 0
Examples. We will see some more interesting implications of Theorem 1 later but for now we can look at some simple applications. In the following assume that the inner product space consist of two orthonormal vectors u and v. In
(i) Equality need not hold in (2.1) even if A is selfadjoint. For example suppose that Au = u and Av = 2v ; then
(ii) Inequality (2.1) may be reversed if A is not selfadjoint. For example
It is interesting to notice that none of the linearity assumed explicitly in Theorem 1 is necessary. One can prove the following completely abstract theorem for which the results are identical except for notation. 
The remainder of the proof follows easily following the method of proof for Theorem 1 using the above changes. It is interesting to note that we are able to establish the same result for which we assumed homogeneity to obtain the result of Theorem 1 for nonunit vectors U without any explicit assumption of homogeneity or in fact any structure on the set X at all. Remark. (i) Notice that in Theorems 1 and 2 the functions B j and t7 respectively may depend on the choice of the vector u. In our applications, however, the functions B j will be the same regardless of the choice of u.
(ii) While Theorem 2 is somewhat abstract, it does point out what is really required. First some sort of "Schwarz inequality" as in (2.13) and (2.16) is required. Secondly, a condition of "symmetry" in A is required by equations (2.14) and (2.17).
INEQUALITIES FOR EIGENVALUES OF RELATED OPERATORS
In This section we will give some general eigenvalue comparison theorems for selfadjoint problems related through a single operator. These results use the result of Theorem 1. First we will recall some basic facts. 
Definition. Let
An = min{(Tu,u): u E D, Ilull = 1 and (u,u) = o for i = 1,2, ... ,n -1}
where u i is a (nontrivial) eigenvector of T corresponding to Ai' Moreover, any minimizing vector in (3.1) or (3.2) is an eigenvector of T with corresponding eigenvalue.
Theorem 3 is well known. A proof can be found in Weinstein and Stenger [9] as well as other texts. We next apply Theorem 3 to polynomials in an operator. The combination of Theorems 1 and 4 provide many interesting inequalities for eigenvalues. (3.3) and (3.4) 
Moreover, equality holds in (3.5) for the index i only if there is a vector WE DI which is simultaneously an eigenvector of problems
The sequence of inequalities (3.8) can be justified as follows. The quantity
Since the polynomial p is assumed to be nondecreasing for nonnegative argument, we also have p((B'W,W)I/I)::; p(A;/I) which is the first inequality of (3.8). The second inequality of (3.8) holds by hypothesis and finally since w is a unit vector orthogonal to each of the first i-I eigenvectors of problem (3.4), Theorem 3 implies the last inequality of (3.8).
If equality holds in (3.5), the last inequality of (3.7) or (3.8), as the case may be, must actually be an equality. According to Theorem 3, the last inequalities of (3.7) and (3. are selfadjoint with discrete spectra of finite multiplicity:
In fact, if 1< m, the strict inequality p(A~/I) < f1i holds for each i.
Proof of Theorem 5. To see why inequality (3.12) holds, we notice that in Theorem 4 we can choose D I to be all vectors in H which satisfy the boundary conditions of (3.9). (More precisely, DI is the domain of the closure of the operator (B)I with domain given by the boundary conditions.) We let D2 be the domain for problem (3.10) constructed as D I was above and D3 the domain of problem (3.11) constructed as above. Thus we have Dl ;2 D2 ;2 D 3 • Notice that p(x) is nondecreasing for x ~ 0 since its coefficients except for the constant term are nonnegative.
We utilize Theorem 1 to establish inequalities (p(B)w, w) ~ p((Bmw, w)l/m) and (p(B)v, v) ~ p((B'v, V)I/I) for each unit vector w E D3 and unit vector
We choose the operator B to be the operator A of Theorem 1. Let D(x) be a positive definite diagonal n x n matrix for each x E nand U(x)
s. M.HOOK be the (complex) unitary matrix so that A(x) = U(x)*(D(x))2 U (x).
For each j = 1, 2, ... , n, let Bju = e j . grad(D(x)u(x) grad(u)) where e j is the jth standard basis vector in Rn. With these choices of A and B j it is easy to show that both parts (i) and (ii) of Theorem 1 are satisfied for v E D2 and w E D3 where the number n of Theorem l(not to be confused with the dimension of Rn) is the number m for problems (3.9)-(3.11). That is, for unit An upper bound for the eigenvalues of (3.17) may also be obtained through the following more general example.
(ii) Suppose that p and q are polynomials with real nonnegative coefficients with the degree of p greater than the degree of q. Suppose that deg(p) = m.
Consider the two problems 
((p(-Ll) -q(-Ll))v,v)::; (p(-Ll)v,v) ::;p(((-Ll) v,v)
).
The remainder follows in the manner of the proof of Theorem 4. As a final example for this section we can consider certain "weighted" eigen- To show why (3.29) holds, we note that in Theorem 3 we consider "unweighted" eigenvalue problems of the type of problem (3.28) where we could write the right-hand side as f.l Identity( v) . For the "weighted" problem an operator other than the identity is chosen as in (3.27 ). In the event that the weighted problem (3.27) is considered in which a complete set of eigenvectors exists, the ith eigenvalue is characterized by minimizing the ratio
where v satisfies (3.31 )
(v,(-Ll)'v)=O forj=I,2, ... ,i-l
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As we have seen in previous examples, in general we will only need to show that the quantity in (3.30) is at least (3.32) (
( _.1)mv, v)(m-i)/m .
To do this we choose any unit vector v which satisfies the boundary conditions of (3.27) and apply Theorem 1. But
Using the fact that the quantity in (3.30) is at least as large as the quantity in (3.32) and an argument similar to the proof of Theorem 4 except that the "weighted" orthogonality condition (3.31) is used in place of the usual orthogonality condition when constructing the test vector w for i ~ 2 , we obtain the desired result (3.29) .
In particular for the three problems
.12w = IW in n;
u=O on 8n;
and
v=8vlan=0 on 8n, the eigenvalues satisfy Notice that Theorem 5 and the results of (3.27)-(3.29) generally will provide a sequence of inequalities similar to (3.33) .
We can use inequality (3.29) to extend and improve a result established by Levine and Protter [6] for problem (3.27) with m = 2 and I = 1 . In [6] , lower bounds for eigenvalues were considered. Among these results are: (i) For 
Here V is the volume of n in R n and Bn is the volume of the unit ball in Rn;and (ii) For (3.36) the eigenvalues satisfy .
Inequality (3.38) is stronger than inequality (3.37) since
for all positive integers n.
Using the result (3.29) and the more general version of (3.36), (3.27), we can extend inequality (3.38). For the eigenvalue problem (3.39)
Inequality (3.40) follows as a straightforward combination of inequalities (3.29) and (3.35).
At this point it should be clear what some of the applications of Theorems 1 and 4 are. In general one cannot easily provide an exhaustive list of all of the applications, particularly in a short paper. In order to keep things simple we have only considered one type of boundary condition and in most of the examples the basic operator has been the Laplace operator. In closing this section we make the following remarks.
1. Most of the preceding results are applicable to the same problems but which have the more general elliptic operator of Theorem 5 in place of the Laplace operator.
2. There are many other types of boundary conditions in various combinations to consider. Basically, if the combination of the operator and boundary conditions satisfy both parts of Theorem 1, most of the results of the preceding examples will carry over.
3. No mention here has been made to systems of equations. There is no reason to exclude consideration of systems except for the sake of simplicity. Again, the most significant conditions to satisfy for a system are those which Theorem 1 requires.
OTHER INEQUALITIES FOR SELFADJOINT OPERATORS
The inequalities of §3 are for operators which are related through a single operator. We can also obtain inequalities for eigenvalues of operators which need not be related through a single operator. The principal theorem of this section is a generalization of the method of Rayleigh-Ritz which is effectively expressed by Theorem 3. We will begin with a few definitions.
Definition. Let en be n-dimensional complex space with its usual inner product -< ',' >-. Let M be any collection of n x n complex matrices. Let A and B be matrices that lie in M. We say that A ~ B if the inner product Here we use Theorem 6 with f the trace of 2 x 2 matrices which is one of the coefficients of the characteristic polynomial and is applicable in Theorem 6 according to example (i). Thus Theorem 6 implies that a + 11. Thus the right-hand side of (4.7) is at least as large as the left-hand side. Equality is attained in (4.7) with the choice P n = un and un is a unit eigenvector of T corresponding to An . Equation (4.6) is established similarly.
We also have the following theorem which is a generalization of an earlier result of Payne [7] which follows from Theorem 6 and has several interesting implications. 
for each positive integer n.
Proof of Theorem 7. Choose any positive integer n. In the following, the sets {Pi} 7=1 are orthonormal sets of vectors in the submanifold indicated. We have
The equalities are from Theorem 6 taking f(A) = trace(A) . The first inequality follows from the fact that the minimum of a sum is at least the sum of the minima taken separately. The second inequality follows from the inclusion Here n is a region in R m and a n is its boundary and a I a n is the normal derivative on an. Payne established the inequality
Inequality (4.15) follows easily from Theorem 7 with A = f).2 and B = -o:f).. As usual, the domains D A , DB' and D4+B are determined by the boundary conditions.
(ii) We can apply Theorem 7 to polynomials as in §3 which need not have nonnegative coefficients. As a specific example consider the three problems: It is easy to see that Al = 1 A2 = 2, f.11 = 1, f.12 = 3, r 2 = 1(7+/5) ~ 4.62.
It is a standard fact that trace(A + B) = trace(A) + trace(B). We also have r l ~ 2.38 > A, + f.11 = 2. The fact that r l ~ Al + f.1, is implied by inequality ( 4.11) with n = 1 . This example demonstrates that strict inequality in (4.11) is possible. We also note that 4.62 ~ r 2 < f.12 +A 2 = 5. Thus we cannot conclude in general that r i ~ f.1i + Ai for each index i.
As noted in §3, it is likewise impossible here to give an exhaustive list of all applications of Theorems 6 and 7. These examples are merely a few of their applications. We note that if we consider related operators as we did in our applications of Theorem 4 in §3 we get inequalities for eigenvalues for each index taken separately. If we fail, as in examples (iii) and (iv) above, to require that the operators be related, we do it at the expense of obtaining inequalities like those of §3 and must settle for the slightly less pleasing inequality (4.11). However we conclude this paper with an example and a proposed problem.
Example. As we have seen earlier, for the problems holds for each index i in addition to the case i = 1 , which is stronger than the left-hand inequality of (4.26).
The second problem related to the above is to establish additional hypotheses on Theorem 7 so that the inequality License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use
