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give full details of version 1 CRISTA retrievals, which yielded temperatures of ϳ1 K precision. Data analyzed here come from improved version 2 retrievals (precision of ϳ0.5 K). 17. P. Preusse, B. Schaeler, J. T. Bacmeister, D. Offermann, Adv. Space Res., in press. Visibility is defined here as the measured wave temperature amplitude divided by its actual amplitude. 18. There were two main measurement modes: a stratosphere mode (77 hours of data every 200 km along track) and a stratosphere-mesosphere mode (55 hours of data every 400 km along track). Additionally, every fourth profile was a high-altitude scan (HAS) (15) . HAS data were not analyzed here. 19 
where is atmospheric density and g is gravitational acceleration. This equation yields a predominantly westward EP flux ϳ0.02 to 0.2 Pa below 30 km (given the quoted uncertainties in h and T). When mountain waves break, the vertical EP flux gradient quantifies the force exerted on the atmosphere and the intensity of turbulence generated locally (2, 4, 19, 22 (14, 15) , which is coupled to the land surface model Simple-Land (SLand) (15) . The QTCM simulates a seasonal climate over the Sahel that is close to observations and that compares favorably with current atmospheric general circulation models (GCMs). We modeled the major effects of a varying vegetation on climate through its control of the evapotranspiration process and modification of surface albedo with SLand. Other effects, such as surface roughness and modification of soil properties, were not considered.
Vegetation growth in the tropics responds mostly to the interannual variations of water availability and is less influenced by temperature and nutrient limitation on these time scales because of the relatively large rainfall variability there. The central equation in the dynamic vegetation model is a biomass equation driven by photosynthesis and vegetation loss
where t is time, a is a carbon assimilation coefficient, ␤ is the soil moisture dependence as used in the original SLand, w is soil wetness, L is the plant leaf area index (LAI), and k is the extinction coefficient of photosynthetically active sunlight taken as 0.75. The vegetation time scale is set to 1 year. This equation is similar to the biomass equations used in models with more explicit vegetation dynamics (16 -19) . V is interpreted as vegetation amount or leaf biomass, and it is normalized between 0 and 1. The LAI is as-
where L max is a maximum LAI of 8.
The carbon assimilation coefficient a takes a value such that V ϭ 1 at equilibrium (dV/ dt ϭ 0) and without water stress (␤ ϭ 1). This model does not explicitly include plant competition nor does it consider species-specific characteristics such as resource allocation. Seasonality is not explicitly modeled for V, so Eq. 1 represents variation on the background of a mean seasonal cycle. The original version of the land model was modified to account for the effects of leaf-to-canopy scaling (20) so that the canopy conductance g c for evapotranspiration is
where g s max is a leaf-level maximum conductance. Note that photosynthesis and evapotranspiration are closely related in Eqs. 1 and 2 (20) . Besides modifying evapotranspiration through Eq. 2, vegetation also changes land surface albedo A as (21)
This corresponds to an albedo of 0.38 at V ϭ 0 (desert) and 0.08 at maximum vegetation V ϭ 1 (dense forest). Thus, vegetation feeds back into the atmosphere by modifying evapotranspiration and surface albedo through Eqs. 2 and 3. In order to identify the relative importance of oceanic forcing as represented by SST, land surface, and vegetation processes, we performed a series of model experiments, starting from a run in which both land and vegetation were interactive. In this realistic case, designated AOLV, the atmosphere, ocean, land, and vegetation all contribute to variability. The monthly output from this run was then used to derive a vegetation climatology that has a seasonal cycle but does not change from year to year, which was used as a model boundary condition for the second run, designated AOL. The output of the run AOL was then used to derive a soil moisture climatology that was used to drive the third experiment, AO. In all these three runs, the coupled atmosphere-land-vegetation model is driven by the observed monthly SST from 1950 to 1998 (22) . All three start from an initial condition taken from an interactive land-vegetation run forced by a climatological SST. The modeled annual rainfall over the Sahel from these experiments is shown in Fig. 1 , B through D.
Compared to the observations in Fig. 1A , the AO run forced by interannually varying SST but with noninteractive soil moisture and vegetation (Fig. 1B) shows a weak interannual variation and a much weaker interdecadal signal, although a drying trend can be seen from the 1950s to the 1980s. The interactive soil moisture (Fig. 1C) appears to increase this interdecadal drying trend into the early 1990s. The simulated soil moisture shows a high degree of correlation with precipitation. The amplitude of interannual variation is also larger in general, in agreement with other studies (23) (24) (25) .
Allowing vegetation feedback to the atmosphere in AOLV substantially enhances the decadal rainfall variability (Fig. 1D) . The wet periods in the 1950s and the dry periods in the 1970s and the 1980s stand out and are more like observations of actual conditions. Compared to the noninteractive vegetation case, AOL, the interannual variability does not show enhancement. In some cases, the year-to-year change, such as from the dry 1987 to the relatively wet 1988, is actually reduced because the slowly responding vegetation is still low from the previous drought. This complicated lagged rela- tionship between vegetation and precipitation is also seen in the observations (26), but our understanding of vegetation dynamics and the modeling tools available are not sufficient for a precise assessment of the reasons for this. Variation in rainfall drives a similar trend in vegetation through vegetation growth or loss (Fig.  1D) . The vegetation lags slightly behind the rainfall, and its variation is also smoother, although these tendencies are not very strong, because the 1-year vegetation time scale used in the model runs is comparable to the time resolution of the plot.
To assess the internal climate variability in the model, additional nine-member ensemble runs have been conducted corresponding to each of the three cases above. The member runs in an ensemble differ only in their initial atmospheric and soil moisture conditions. We used the Sahel rainfall difference between the wet period 1950 -67 and the dry period 1968 -87 as an indicator of the amplitude of the interdecadal variation. Successive amplification of the decadal trend occurs with the inclusion of interactive soil moisture, especially vegetation (Fig. 2) . However, even the AOLV ensemble still tends to underestimate the observed decadal trend, and the case shown in Fig. 1D is on the high side of the distribution. Furthermore, the scatter among the ensemble members also increases when additional feedbacks are included. Interactive vegetation increases the variance even though initial vegetation conditions are identical in these runs.
The interactive vegetation modifies the precipitation through a chain of positive feedback loops. For instance, decreased rainfall leads to less water availability and reduces vegetation, which in turn leads to higher surface albedo and reduced evapotranspiration. This weakens the large-scale atmospheric circulation by reducing the energy and water flux into the atmosphere column, thus further decreasing the local rainfall (6, 10, 12, 27 ) .
The dynamic nature of the vegetationclimate interaction can be understood more precisely in a linear system by simplifying these feedback processes
Here VЈ and PЈ are perturbations in vegetation and precipitation, respectively, and they approximate the interannual and interdecadal anomalies shown above. The coefficients ␣ and represent the strength of the local interaction between vegetation and the atmosphere. Equation 4 is a linearized version of the biomass equation (Eq. 1) because soil moisture is forced by precipitation. A similar expression was derived by Brovkin et al. (28) . Equation 5 approximates the vegetation feedback to rainfall through changes in surface albedo in Eq. 3 and evapotranspiration in Eq. 2. Rainfall is sinusoidally forced at a frequency and an amplitude F 0 , representing the SST-induced change in the large-scale atmospheric circulation.
The dependences on of the amplitude of PЈ and phase lag are shown in Fig. 3 (29) . At low-frequency forcing ( 3 0), vegetation has enough time to establish a near equilibrium with the precipitation, so the precipitation is enhanced by a factor of 1/(1 Ϫ ␣) with little phase lag. This explains the amplification of the interdecadal variation of rainfall shown in Fig.  1D . At high-frequency forcing ( 3 ϱ), vegetation has little time to respond to the forcing because of its relatively long adjustment time; therefore, the precipitation variation is mostly a direct response to the forcing. At intermediatefrequency forcing, the amplitude is enhanced slightly, but the phase lag is at a maximum. This phase lag has significant consequences for the interannual variability. In 1988, for instance, the memory in vegetation of the previous drought years has delayed and reduced the otherwise strong wetting tendency resulting from SST-induced atmospheric circulation change (Fig. 1, C and D) .
The modeled Sahel rainfall in AOLV shows a correlation with observations of 0.67, a significant improvement from a 0.44 correlation in AOL. However, the year-toyear comparison with the observations is not as satisfactory. When we decompose the Sahel rainfall time series into low-frequency (longer than 10 years) and high-frequency (shorter than 10 years) components, the correlation with the observation is only 0.1 at high frequency and 0.94 at low frequency for the AOLV run. The discrepancy in the interannual simulation, both in our model and in the GCMs (4, 30) , may have a considerable contribution from chaotic atmospheric internal variability, for which model and observation can only be compared in a statistical sense.
Although we focus on natural climate variations involving vegetation change, this does not exclude any role anthropogenic land use change might play. It is possible that desertification might account for the remaining difference between the interactive vegetation run and observations in Fig. 2 on decadal time scales, but because the vegetation feedback acts to amplify Sahel rainfall variability that originates from SST variations, significant effects can occur with relatively small vegetation changes. The change of surface albedo (not shown in Fig. 1 ) on the interdecadal time scale is about 0.03 in the experiment with interactive vegetation (AOLV). This is a subtle change compared either to the albedo change values of 0.1 used in GCM desertification experiments (6 ) or to what could be estimated from satellite observations in earlier decades. Current satellite systems will be capable of measuring this level of variation for future decadal fluctuations. The present results suggest the importance of such measurements because of the role vegetation feedbacks can play in interannual and interdecadal climate variability in climatically sensitive zones such as the Sahel. Carbon dioxide is nonflammable, relatively nontoxic, and naturally abundant, and is consequently promoted as a sustainable solvent in chemical processing. Carbon dioxide's "green" properties have provided the driving force for development of a number of new applications, such as replacement of organic solvents in polymerization (1), as a medium for conducting hydrogenations and oxidations in the absence of transport limitations (2), as a solvent in biocatalysis (3), and as a raw material in synthesis (4) . Many of these applications have been made possible by the relatively recent discovery that certain functional groups, subsequently denoted "CO 2 -philic" (see below), enable miscibility of target compounds with CO 2 at moderate pressures (5). Development of CO 2 -soluble surfactants, for example, permits CO 2 -based emulsion polymerization and dry cleaning. The design and synthesis of CO 2 -philic phosphine ligands has spawned a number of CO 2 -soluble metal catalysts. By combining concepts in CO 2 -philic design with an understanding of molecular assembly in solution, we have generated compounds that gel CO 2 at concentrations below 5 weight %. Creation of gels in CO 2 has allowed us to generate cellular polymers with a bulk density Ͻ5% of that of the parent polymer and cells Ͻ1 m. Generation of gels, and more recently foams, using CO 2 thus provides a technically and environmentally satisfying solution to a material fabrication problem.
A one-step, CO 2 -based route for generation of low bulk density, microcellular materials is of particular technical interest because these materials-organic analogs to silicate aerogelshave some intriguing applications (catalyst and separation supports, low-dielectric materials, insulation, tissue engineering scaffolds), and because current routes to organic and inorganic aerogels involve multiple process steps and large volumes of solvent. Commercial foaming processes using CO 2 are by contrast "greener," but they do not generate the combination of low bulk density and submicrometer pore size. These processes either add CO 2 to a polymer melt in an extruder or mix CO 2 with (polyurethane) precursor materials before polymerization. In either case, the pressure used is relatively low (30 to 100 atm), and thus the amount of CO 2 mixed with the polymer is usually Ͻ5 weight %. Foam with a very low bulk density (Ͼ95% density reduction relative to the parent polymer) is produced, but its cells can be as large as 1 mm (6) . Research conducted during the 1980s and 1990s showed that high-pressure CO 2 (pressures up to 500 atm) can be used to swell thermoplastic polymers by as much as 30%, and that subsequent rapid depressurization produces a microcellular foam. Such methods readily produce foams with cells Ͻ2 m, but density reductions rarely exceed 65% (7). There would be considerable utility in a single-step process by which one could generate organic, low-density, microcellular materials with a benign foaming medium such as CO 2 .
As a means to generate low-density microcellular foam, we synthesized molecules that would dissolve in CO 2 under relatively moderate pressures, then associate in solution to form gels. Previous work has shown that gels can be created in traditional organic solvents through hydrogen bonding (8) , association between ionic groups (9) , or association between electrondonating and electron-accepting moieties (10) . To form foams from such gels, it is necessary to preserve the supramolecular aggregates created in solution, both during and after solvent removal. Although it is possible to design molecules that aggregate in solution, for example through multipoint hydrogen-bond formation (11), only
