Recent work has employed joint typicality encoding and decoding of nested linear code ensembles to generalize the compute-forward strategy to discrete memoryless multiple-access channels (MACs). An appealing feature of these nested linear code ensembles is that the coding strategies and error probability bounds are conceptually similar to classical techniques for random i.i.d. code ensembles. In this paper, we consider the problem of recovering K linearly independent combinations over a K-user MAC, i.e., recovering the messages in their entirety via nested linear codes. While the MAC rate region is wellunderstood for random i.i.d. code ensembles, new techniques are needed to handle the statistical dependencies between competing codeword K-tuples that occur in nested linear code ensembles.
I. INTRODUCTION
Structured codes have been widely studied as an effective strategy for many applications in network information theory [1] - [12] . In many cases, the resulting achievable strategy can be interpreted as an instance of recovering linear combinations under the compute-forward framework [3] . That is, many of these scenarios can be reduced to the canonical problem of computing 1 ≤ L ≤ K linear combinations of codewords over a K-user multiple-access channel (see Fig. 1 ).
a jk X n k j = 1, . . . , L Fig. 1 . The problem of computing L linearly independent combinations of K user codewords over a multiple-access channel. The message m k of user k is one-to-one mapped to a codeword x n k (m k ). The decoder wishes to recover L linear combinations K k=1 a jk X n k , j = 1, . . . , L, where a jk is the coefficient for user k in the jth linear combination.
Initial work on the compute-forward framework [3] relied on nested lattice codes that were specifically tailored for the Gaussian multiple-access channel (MAC). One technical limitation of this approach is that the achievability results are limited to single-user decoding. Therefore, the best-known rate region is based on successive interference cancellation (SIC) [13] , and the fundamental joint decoding rate region is unknown.
More recently, we have generalized the compute-forward framework [14] using a nested linear coding architecture building on the prior work of Padakandla and Pradhan [15] for network information theory as well as Miyake [16] for sparse linear codes. By using nested linear coset codes, we have established an achievable rate region for computing two linear combinations of nested linear codewords over a discrete memoryless MAC using simultaneous joint typicality decoding. Moreover, when specialized to the Gaussian MAC, this rate region recovers and improves upon the lattice-based compute-forward rate region. From a technical perspective, we have generalized several important lemmas and coding theorems in network information theory to support random nested linear code ensembles with joint typicality encoding and decoding.
In this paper, we take a further step towards solving the joint decoding rate region of recovering multiple linear combinations over a K-user MAC. For nested linear codes, analyzing the performance of simultaneous joint typicality decoding has several technical difficulties due to the fact that the codewords used by the K-users are linearly dependent. The main contribution of this paper is that we provide key lemmas to analyze the performance nested linear codes. As a case study, we consider recovering K linearly independent combinations over a K-user MAC, which is equivalent to the standard multipleaccess channel problem of recovering all K messages. Since the capacity region of the multiple-access channel is known, we emphasize that the motivation of this study is to understand the fundamental performance limits of nested linear codes for computing multiple linear combinations. Formally, the main result of this paper (presented in Theorem 1) is a compact characterization of the joint decoding rate region for multipleaccess via nested linear codes. More importantly, the new analysis used in this paper provides better bounding techniques that improve upon our previous results [14, Theorem 5] for the two-user case (see Remark 5) .
The rest of the paper is organized as follows. In the next section, we present the problem statement and introduce the nested linear coding architecture. In Section III, we present the main result of the paper. In Section IV, we present the nested linear coding scheme and outline the proof of Theorem 1. In the final section, we give some concluding remarks. We closely follow the notation in [17] as well as the definition of typical sets. Two notable departures from this notation are that we denote the set of random variables, X k , k ∈ S by X S , and we define sets of message indices starting at zero rather than one, [n] := {0, . . . , n − 1}. We use the notation F q to denote the finite field of order q. We denote deterministic row vectors with lowercase, boldface font (e.g., a ∈ F K q ). Note that a deterministic row vector can also be written as a sequence (e.g., u n ∈ F n q ). We will use uppercase, sans-serif font to denote realizations of random matrices (e.g., G ∈ F n×κ q ) or deterministic matrices. We denote by e k ∈ F K q the standard basis (row) vector where the k-th element is 1 and the rest of the elements are all zero. We reserve K = {1, . . . , K} to denote the full set of users. We define the matrix e(S) ∈ F |S|×K q as the stack of standard basis vectors e k , k ∈ S, i.e., the rows of e(S) are e k , k ∈ S.
II. PROBLEM STATEMENT
Consider the K-user discrete memoryless multiple-access channel
which consists of K sender alphabets X k , k ∈ K, one receiver alphabet Y, and a collection of conditional probability distributions p Y |X1,...,XK (y|x 1 , . . . , x K ).
A (2 nR1 , . . . , 2 nRK , n) code for the multiple-access channel consists of
• K message sets [2 nR k ], k ∈ K;
• K encoders, where encoder k ∈ K assigns a codeword x n k (m k ) to each message m k ∈ [2 nR k ]; • a decoder that assigns an estimate (m 1 , . . . , m K ) ∈ [2 nR1 ] × · · · × [2 nRK ] to each received sequence y n . The message tuple is assumed to be uniformly distributed over [2 nR1 ] × · · · × [2 nRK ] and we define the probability of error as P (n) e = P{(M 1 , . . . ,M K ) = (M 1 , . . . , M K )}. A rate tuple is said to be achievable if there exists a sequence of (2 nR1 , . . . , 2 nRK , n) codes such that lim n→∞ P (n) e = 0. The capacity region of the multiple-access channel is the closure of the set of achievable rate tuples (R 1 , . . . , R K ).
The capacity of the multiple-access channel is known [18] - [20] and is given by the collection of rate tuples (R 1 , . . . , R K ) that satisfy
for some distribution p(q) K k=1 p(x k |q). In this work, we are particularly interested in the performance of a specific class of codes over multiple-access channels, namely, the nested linear coding architecture [14] , [15] . The nested linear coding architecture consists of the following three components depicted in Fig. 2: 1) an auxiliary linear code (shared by all encoders)
2) a joint typicality encoder for multicoding 3) a symbol-by-symbol function of the auxiliary linear codeword. As in the multicoding strategy first introduced by Gelfand and Pinsker [21] , the auxiliary linear code is designed at a higher rate than the target achievable rate, joint typicality encoding is used to select codewords of the desired type, and a function is used to map the codeword symbols from the finite field to the channel input alphabet. The key component that makes these codes behave differently from standard random i.i.d. codes is the nested structure of the auxiliary linear codes. Indeed, if the same linear coding architecture is used with independently generated linear codes at each user, the coding strategy would simply recover the MAC capacity. 1 Our main motivation for using random nested linear codes for the DM-MAC is to generalize the compute-forward framework [3] to discrete memoryless networks such that it is compatible with standard joint typicality arguments (c.f. [14] ). Our hope is that, with such a generalization, we will obtain an alternative set of tools that can overcome some of the technical difficulties that arise with lattice-based approaches, are compatible with other joint-typicality-based theorems, and ultimately lead to new achievable rates. For example, in a situation where the decoder wishes to recover multiple linearly independent combinations, what is the fundamental performance of the compute-forward strategy? In the current latticebased compute-forward paradigm, the decoders are analyzed using sequential decoders, i.e., first they recover one linear combination, then, given the first linear combination, they recover the second linear combination and so on. Simultaneous decoding may lead to better performance, especially for multiple receivers.
The main contribution of this paper is our initial attempt to find the optimal performance of simultaneous joint typicality decoders when computing multiple linear combinations of nested linear codes. In particular, we provide an achievable rate for computing K linearly independent combinations, which we believe provides some of the technical foundation needed to handle the general case of 1 ≤ L ≤ K linear combinations.
III. MAIN RESULTS
We present our main result of this paper in the following theorem. The coding strategy and error analysis is given in Section IV.
for some S ⊆ K of size |S| = K − rank(A), with
where W A = AU T K .
Nested linear code
Multicoding x1(u1)
Multicoding
Encoder K . . . Fig. 2 . Nested linear coding architecture for computing a linear combination with coefficient vector a j ∈ F K q over a K-user DM-MAC. Each user selects, via multicoding, a linear codeword U n k of the desired type, maps it into the channel input alphabet via the function x k (u k ), and transmits it as X n k . The receiver observes Y n over the DM-MAC specified by p(y|x 1 , . . . , x K ) and outputs an estimates of K k=1 a jk X n k , j ∈ [1 : L].
The set S for a given A matrix is a smallest set of indices (which may not be unique) corresponding to the standard basis vectors that, if appended to A, the resulting appended matrix is full rank, i.e., (3) is satisfied. Remark 1. By the Steinitz Lemma [22] , there always exists at least one S ⊆ K such that (3) is satisfied. Example 1. Consider the two-user case, i.e. K = 2. First, for r = 2, A is rank 0 and thus there is only one corresponding inequality
For r = 1, we have three types of A matrices in the form of 
respectively. Finally, we consider the case when A has only non-zero elements, i.e., A is of the form [ā 1ā2 ]. There are two possible subsets S = {1} and S = {2} that satisfy (3) which gives the condition
The joint decoding rate region of the two-user case is formally given in the following corollary.
Corollary 1. A rate pair is achievable for the DM-MAC via nested linear codes if
for some p(u 1 )p(u 2 ) and x 1 (u 1 ), x 2 (u 2 ), whereF q = F q \{0}.
Remark 4. Although Theorem 1 is stated for finite auxiliary alphabets, it can be extended to continuous alphabets. Let Y and Y denote the channel outputs conditioned on U K = u K and U K = u K , respectively. We say that the channel law is weakly continuous at u K if Y and Y converge in law as u K → u K . Provided that the channel is weakly continuous almost everywhere and that differential entropies h(U k ) and entropies H( U k ) are finite, Theorem 1 continues to hold as stated (e.g., the Gaussian MAC with Gaussian random variables U k , k ∈ K). [14, Theorem 5] . For a fixed distribution p(u 1 )p(u 2 ) and functions x 1 (u 1 ), x 2 (u 2 ), if R CF is strictly contained in R MAC , then R LMAC,old is strictly contained in R MAC whereas R LMAC is equal to R MAC . Thus, Corollary 1 strictly improves upon our previous results [14, Theorem 5] for the two-user case, i.e., R LMAC,old is contained in R LMAC .
The proof of this remark is omitted due to space limitation.
IV. PROOF OF THEOREM 1
We now specify the nested linear codes that will be used as our encoding functions in this paper. In addition to the messages m k ∈ [2 nR k ], k = 1, . . . , K, we use auxiliary indices l k ∈ [2 nR k ], k = 1, . . . , K, with rates R k andR k , respectively. We defineR k := R k +R k , R max := max{R 1 , R 2 , . . . , R K }, andR max := max{R 1 ,R 2 , . . . ,R K }. Let m k denote the length nR k / log(q) q-ary expansion of m k ∈ [2 nR k ]. Similarly, let l k denote the length nR k / log(q) q-ary expansion of l k ∈ [2 nR k ]. For simplicity, we assume that nR k / log(q) and nR k / log(q) are integers for all rates in the sequel.
, and 0 is a vector of zeros with length n(R max −R k )/ log(q). Note that all μ k (m k , l k ) have the same length due to zero padding. When it is clear from the context, we will simply write the zero padded index pair of user k as μ k .
We define a (2 nR1 , . . . , 2 nRK , 2 nR1 , . . . , 2 nRK , F q , n) nested linear code as the collection of K codebooks generated by the following procedure.
Codebook generation. Fix a finite field F q and a parameter ∈ (0, 1). Randomly generate a κ× n matrix, G ∈ F κ×n q , and sequences d n k ∈ F n q , k = 1, . . . , K where each element of G and d n k are independently and randomly generated according to Unif(F q ), and κ = nR max / log(q).
For each k ∈ K, generate a linear code C k with parameters (R k ,R k , n, q) by
for m k ∈ [2 nR k ], l k ∈ [2 nR k ]. Note that from this construction, each codeword is i.i.d. uniformly distributed (i.e., n i=1 p q (u ki ) where p q = Unif(F q )), and the codewords are pairwise independent.
Encoding. Fix F q , pmf K k=1 p(u k ), and functions x k (u k ), k ∈ K. For k ∈ K, given m k ∈ [2 nR k ], find an index l k ∈ [2 nR k ] such that u n k (m k , l k ) ∈ T (n) (U k ). If there is more than one, select one randomly and uniformly. If there is none, randomly choose an index from [2 nR k ]. Node k transmits x ki (u ki ), i = 1, . . . , n. Decoding. Let < . Upon receiving y n , the decoder finds a unique index tuple (m 1 , . . . , m K , l 1 , . . . , l K ) such that
where the jointly typical set is with respect to the joint distribution K k=1 p(u k )p(y|x 1 (u 1 ), . . . , x K (u K )). If there is no such index tuple, or more than one, the decoder declares an error.
Analysis of the probability of error. Let M 1 , . . . , M K be the messages, and L 1 , . . . , L K be the indices chosen by the encoders. Then, the decoder makes an error only if one or more of the following events occur, l 1 ) , . . . , U n K (m K , l K ), Y n ) ∈ T (n) for some (m 1 , . . . , m K , l 1 , . . . , l K ) = (M 1 , . . . , M K , L 1 , . . . , L K )}.
Then, by the union of events bound,
By the covering lemma in [14, Lemma 9] , the probability P(E 1 ) tends to zero as n → ∞ if
Define M := {M 1 = 0, . . . , M K = 0, L 1 = 0, . . . , L K = 0} as the event where all messages and the chosen auxiliary indices are zero. By symmetry of the codebook construction and encoding steps, we have that P (
. By the Markov lemma in [14, Lemma 12] , the second term P(E 2 ∩ E c 1 |M) tends to zero as n → ∞ if (12) is satisfied. Before we bound the last term P(E 3 ∩ E c 1 ), we will need some definitions. Define the set of incorrect index tuples by
(m 1 , . . . , m K , l 1 , . . . , l K ) = (0, . . . , 0)}.
For 1 ≤ r ≤ K and A ∈ F 
Proof: In the following we bound the number of elements (index tuples) M in the set L(r, A). First, note that by the Steinitz Lemma [22] , there exists e(S) such that rank(A ) = K. Since the rank of M ∈ L(r, A) is r by assumption, A M has rank r. Moreover, since AM for M ∈ L(r, A) has rank 0, e(S)M has rank r, i.e., μ k , k ∈ S are the linearly independent basis vectors of M ∈ L(r, A). Since M consists of the basis vectors μ k , k ∈ S and their linear combinations, we have at most q r(K−r) 2 n(R(S)+R(S)) possible M ∈ L(r, A).
We now continue our analysis on P(E 3 ∩ E c 1 ). Let u n k (μ k ) denote u n k (m k , l k ) such that μ k = μ k (m k , l k ) and E(μ 1 , . . . , μ K ) = {(U n 1 (μ 1 ), . . . , U n K (μ K ), Y n ) ∈ T (n) }.
Then,
where the summation on A is over all A ∈ F
is the union of events bound, and step (b) follows from Lemma 1 and the following Lemma. The proof of this lemma is omitted due to space limitation. Thus, P(E 3 ∩ E c 1 ) tends to zero as n → ∞ if for r ∈ K and A ∈ F The proof is complete by eliminatingR k , k ∈ K.
V. CONCLUDING REMARKS
In this paper, motivated by the problem of computing multiple linearly independent combinations of the codewords, we presented an achievable rate region of nested linear codes for recovering the messages over a K-user MAC. The technical difficulty for analyzing the performance of multicoding and simultaneous joint typicality decoding of nested linear code ensembles is two-fold. First, similar to random i.i.d. code ensembles, multicoding creates dependencies among the codewords given the selected messages and indices (c.f. [23] ). Secondly, nested linear codes have linear dependencies among codewords that create statistically dependencies, unlike random i.i.d. generated codes. The two dependency issues combined makes it difficult to use previous lemmas and techniques and requires new fundamental tools. Our technical contribution in this paper is that we show how to tackle these dependencies by grouping the competing incorrect messages and indices into groups that share the same null-space and provide cardinality bounds and packing lemmas that can be applied to each group.
