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1. Introduction
The microstructure and composition of the porous electrodes of
lithium-ion batteries have a strong influence on their resulting
effective thermal conductivity, as has been shown by Maleki
et al., Sangrós et al., and Vadakkepatt et al. in their publica-
tions.[1–3] Chen et al., Samba et al., Guo et al., and Jeon et al.
discuss the strong influence of thermal transport properties,
i.e., thermal conductivity, density, and specific heat capacity dur-
ing the cell operation and their effects on the electrochemical–
thermal behavior.[4–7] Numerous publica-
tions, such as Schuster et al., Ramadass
et al., Zhang et al., and Fleckenstein
et al. describe the dependence of aging
mechanisms on elevated temperature
levels and nonuniform temperature distri-
butions within the cell.[8–12] Thermal man-
agement systems are used to avoid critical
temperature levels. However, as heat trans-
port by conduction relies physically on
temperature gradients, whether thermal
management systems contribute to reduc-
ing temperature gradients or if they are
even increased in certain operation condi-
tions depend on their suitable design.
This effect is becoming more critical with
increasing cell dimensions, leading to lon-
ger thermal transport paths. Yang et al.[13]
described that well-designed thermal
management systems help to increase
performance and, according to Werner
et al.,[14,15] also reduce the aging of the bat-
teries. However, good design of thermal
management systems, based on predictive
design tools, requires knowledge of the cell-specific thermal
transport properties. However, there are not many sources, par-
ticularly for the effective thermal conductivity of the porous elec-
trodes of the lithium-ion cells, nor are there established methods
for its prediction. A few values according to Maleki et al., Chen
et al., Sangrós et al., and Vadakkepatt et al.[1–4] in the existing
literature are used for electrochemical–thermal simulation,
which do not usually contain information on microstructure
parameters and composition, as can be seen in the publications
by Chen et al., Samba et al., Guo et al., and Jeon et al.[4–7] Table 1
contains a detailed overview of the data sets available in the lit-
erature for the effective thermal conductivity of porous electrodes
of lithium-ion battery cells.
The literature data in Table 1 vary between 0.32 and
3.5Wm1 K1 for the porous graphite coating of the anodes,
depending on the measuring method and fluid within the pores
during themeasurement. Gases, such as helium, nitrogen, argon
or carbon dioxide, are used for filling the pore space during mea-
surement (as will be discussed in detail in Section 4) as electro-
lytes are extremely volatile and noncompatible with established
measurement methods. The data for LiCoO2 (LCO)-based
cathode coatings vary in a range from 0.26 to 2.75Wm1 K1
and for nickel manganese cobalt oxide (NMC) between 0.2 and
0.9Wm1 K1. According to Richter et al.,[18] the lithium iron
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The performance and lifetime of lithium-ion batteries are strongly influenced by
the temperature distribution within the cells, as electrochemical reactions,
transport properties, and aging effects are temperature dependent. However,
thermal analysis and numerical simulation of the temperature inside the cells can
only be as accurate as the underlying data on thermal transport properties. This
contribution presents a numerical and analytical model for predicting the thermal
conductivity of porous electrodes as a function of microstructure parameters.
Both models account for the morphology of the electrode structures and bulk
material properties of the constitutive components. Structural parameters con-
sidered in both models alike are the porosity of the electrode coatings, particle
size distribution, particle shape, particle contact areas, and binder carbon black
distribution. The numerical model is based on the well-established finite volume
discretization, allowing for detailed 3D analyses. The analytical model is an
extension of the well-known Zehner–Bauer–Schluender approach for solid
packing and provides fast predictions of the effects of parameter variations.
The results of both models have been successfully verified against each other
and compared to literature data and experimental measurements.
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phosphate (LFP)-based coatings have a range of 0.13 to
0.36Wm1 K1. The data from Maleki et al. and Gotcu
et al.,[16,17] are based on the laser flash method. Here, the energy
pulse of a xenon flash heats the bottom of the sample, while the
time series of the temperature on the top is detected by an infra-
red sensor, as can be seen by Maleki et al. and Parker et al.[16,20]
The temporal development of this top-side temperature contains
information on the thermal diffusivity that can be retracted by
different methods, according to Parker et al., Cape et al., and
McMasters et al.[20–22] Gotcu et al. shows that the thermal diffu-
sivity can then be used to calculate the thermal conductivity if the
density and heat capacity of the sample are known.[17]
Photothermal deflection spectroscopy is described by Loges
et al., Salazar et al., and Bertolotti et al.[19,23–25] as a method
for the determination of the thermal diffusivity. Here, the sample
is excited with a power-modulated laser, which leads to temper-
ature oscillations. This creates an oscillating temperature gradi-
ent in the sample and the surrounding medium, which, in turn,
causes gradients in the refractory index, a so-called thermal lens,
in the surrounding medium.[19,23–25] A detection laser is used to
measure the fluctuating extension of the thermal lens. The ther-
mal diffusivity of the porous coating can be determined by eval-
uating the deflection of the laser beam with a variety of evaluation
schemes.[19,23–25] The values from Richter et al. are based on the
constant heat-flux method, in which steel cylinders are pressed
onto the sample at a defined pressure.[18] The temperature is con-
trolled in such a way that a certain heat flux is transported
through the sample. The thermal conductivity can be determined
Table 1. Comparison of data on thermal conductivity of porous electrode coatings of different cell chemistries and cell states published in literature. All
values with no unit are given in Wm1 K1. The acronyms XALT, Hohsen, and MTI represent cell manufacturers.
Author Chemistry Anodes Cathodes Microstructure
Maleki et al.[16] Graphite, LCO
without electrolyte
0.89 (2.45 V) – 1.2 (3.75 V) 2.33 (2.45 V) – 2.49 (3.75 V) Particle size:
LCO (10–20 μm)
Graphite (20–45 μm)
Chen et al.[4] Graphite, LCO with electrolyte 1.04 1.58 Not specified
Gotcu et al.[17] –; NMC – 0.45 (SOC 100%) Porosity: 40% (SOC 100%)
N2-atmosphere 0.34 (SOC 0%) Porosity: 45% (SOC 0%)
Composition: 90 wt% NMC; 5 wt% PVDF;
5 wt% Carbon black
–; LCO – 0.39 (SOC 100%) Porosity: 40% (SOC 100%)
N2-atmosphere 0.29 (SOC 0%) Porosity: 45% (SOC 0%)
Composition: 90 wt% NMC; 5 wt% PVDF;
5 wt% Carbon black
Richter et al.[18] XALT 0.32 (2.3 bar) – 0.61 (11.5 bar) 0.30 (2.3 bar) – 0.39 (11.5 bar) Not specified
Graphite; NMC air-atmosphere
XALT 0.89 (2.3 bar) – 1.37 (11.5 bar) 0.82 (2.3 bar) – 0.90 (11.5 bar) Not specified
Graphite; NMC with electrolyte
Hohsen 0.26 (2.3 bar) – 0.52 (11.5 bar) 0.17 (2.3 bar) – 0.26 (11.5 bar) Not specified
Graphite; LCO air-atmosphere
Hohsen 1.11 (2.3 bar) – 1.38 (11.5 bar) 1.03 (2.3 bar) – 1.48 (11.5 bar) Not specified
Graphite; LCO with electrolyte
MTI – 0.13 (2.3 bar) – 0.15 (11.5 bar) Not specified
–; LFP air-atmosphere
MTI – 0.32 (2.3 bar) – 0.36 (11.5 bar) Not specified
–; LFP with electrolyte
Loges et al.[19] Cell A 2.5 (5 C) – 1.8 (45 C) 2.0 (5 C) – 0.7 (45 C) Porosity: 46% (SOC 0%)
Graphite; LCO Porosity: 24% (SOC 0%)
CO2-atmosphere
Cell B 2.75 (5 C) – 2.00 (45 C) 1.8 (5 C) – 0.5 (45 C) Porosity: 47% (SOC 0%)
Graphite; LCO Porosity: 29% (SOC 0%)
CO2-atmosphere
Cell C 3.5 (5 C) – 2.9 (45 C) 0.25 (5 C) – 0.20 (45 C) Porosity: 53% (SOC 0%)
Graphite; NMC Porosity: 37% (SOC 0%)
CO2-atmosphere
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from the heat flux and the temperature difference using
Fourier’s law. Burheim et al. shows that the method allows
for a variation of contact pressures.[26] While elevated contact
pressure leads to a minimization of the contact resistance
between the sample and cylinders, it may also cause an unde-
fined disturbance of the microstructure of the sample,
specifically lowering porosity, increasing particle–particle contact
areas, typically being reflected in an increase of the thermal
conductivity with increasing pressure.
Chen et al.[4] and Richter et al.[18] report thermal conductivity
values for electrolyte-filled pore space, Richter et al.[18] even in
direct comparison to a coating filled with non-electrolyte. The
sharp increase in thermal conductivity in the case of electrolytes
compared with the ambient air-filled coating can be explained by
the fact that this leads to a reduction in the thermal resistance
between the steel cylinders and the sample. This is reflected
in the increase in the thermal conductivity of 0.26Wm1 K1
for the medium air to 1.11Wm1 K1 for the electrolyte, regard-
ing the Hohsen coating (see Richter et al.[18] in Table 1). As a
comparison, pure electrolyte has a thermal conductivity of
0.18[27] to 0.45Wm1 K1[4] and, therefore, a higher thermal
conductivity than ambient air (0.026Wm1 K1[28]). The mea-
suring results from Richter et al.[18] suggest that the fluid and
the thermal contact resistances have a great influence on the
effective thermal conductivity. Therefore, precise numerical
and experimental methods are needed to describe the influence
of the filling fluid and electrolyte.
Table 1 also shows that the microstructure parameters and
material composition are only partially specified. However, they
have a strong influence on the thermal conductivity of porous
electrodes. This is probably an additional reason for the scatter-
ing values of the effective thermal conductivity, in addition to the
points discussed earlier.
The variations in effective thermal conductivity represented in
Table 1, along with the vast variety of parameters and their wide
ranges, make identifying representative values difficult and pre-
dicting cell- or coating-specific values practically impossible.
Filling this gap experimentally is very expensive and bears strong
uncertainties imposed by determining the numerous parame-
ters. Therefore, several analytical and numerical approaches have
been developed to describe the effective thermal conductivity of
the porous electrodes. Sangrós et al.[2] determined the effective
thermal conductivity using the discrete element method. They
consider the heat conduction through the active material (AM)
phase, while neglecting the heat conduction through the binder
carbon black (BCB) and electrolyte phase. He et al.[29] reconstruct
a porous anode coating using an approach they call the
simulated-annealing method. The thermal simulation is done
using the Lattice–Boltzmann method. The AM phase, binder
and electrolyte phase are considered. He et al.[29] have errone-
ously assumed a value of 1.04Wm1 K1 for the bulk thermal
conductivity of the AM graphite, instead of the usual value
of 140Wm1 K1, according to Sangrós et al.[2] and
Buerschaper.[30] In addition, the carbon black (CB) content
in the binder phase is also neglected. Vadakkepatt et al.[3] use
X-ray tomography or a dual-beam focused ion beam–scanning
electron microscope for the reconstruction of real cathode coat-
ings and calculate the thermal conductivity numerically using a
volume-averaging technique. They consider the AM and the
electrolyte phase, and the BCBmixture as a homogeneous phase.
In addition, Vadakkepatt et al.[3] compare the numerical model
with an enhanced analytical Bruggemann-type approach,[31]
where all phases are treated in a homogenizedmanner. It cannot,
therefore, represent structural parameters other than porosity.
Two different predictive approaches are presented in this work
that take a large set of microstructural parameters and bulk mate-
rial properties of the electrode coating into consideration.
The first one is a numerical model, based on a generic 3D geom-
etry generation of the microstructure and solving the heat trans-
port equation using the finite volume method. The second
approach is an extension of the Zehner–Bauer–Schluender
(ZBS) model,[32–34] i.e., an analytical representation of the various
complex thermal transport paths within the microstructure by a
weighted combination of parallel and series connections of ther-
mal resistances. The ZBS model was originally developed for the
description of effective thermal transport within porous fillings,
such as fixed beds. It has been extended in our work to represent
the specific microstructure of porous electrode coatings, such as
particle contact areas, particle distances, and the BCB phase and
its distribution. A stochastic microstructure is generated by a
newly developed structure-generation routine in the numerical
model. Parameters, such as particle shape, porosity, BCB mix-
ture and particle overlap, can be freely adjusted and applied to
real microstructures. The BCB phase is modeled as so-called
binder bridges, which form a binder network by overlapping.
In contrast to the approaches presented so far in literature,
the models in this contribution consider the morphology of the
electrode structures and the bulk thermal conductivity of the
individual material phases.
The article is organized in the following manner: Section 2
gives a description of the numerical model. In Section 2.1,
the generation of the porous microstructure and the BCB
network for the numerical model is presented. The generic
microstructure geometries generated are compared with litera-
ture data on real electrode coatings. Section 2.2 briefly introduces
the finite volume method as implemented in the open-source
code OpenFOAM and the adaptation of it to the problem of heat
conduction in porous electrode structures. The extension of the
ZBS model is discussed in Section 3. Section 4 presents and
discusses results of studies with varying values for porosity, elec-
trode composition, and material properties. The numerical and
analytical model are compared and verified regarding each other.
The results of the models are also compared to existing literature
data and our own measurements to check the validity for certain
parameter sets. Section 5 provides a summary.
2. Numerical Simulation
2.1. Microstructure Generation
A structure generator developed in MATLAB in-house is used for
the generation of a porous electrode structure, which stochasti-
cally deposits and sediments particles, one after the other, as
graphic objects in a system volume of predefined size until a
stable position of each particle is reached. The particle size
distribution, particle shape (spheres, ellipsoids, super ellipsoids)
and an initial rotation represent the input parameters.
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An algorithm for the sedimentation of the particles in which a
particle, starting from a random position, is lowered in a negative
z-direction in a predetermined increment until it either reaches
the lower system limitation or touches another, already posi-
tioned, particle and, ultimately, reaches a stable position.
If the particle crosses one of the four lateral boundaries during
the sedimentation process, the particle will be cut off, and on the
opposite side, the cutout is created as a reflection. When a
particle reaches the lower system limitation, which corresponds
to the electrode current collector, it will be cut off by a user-
defined length. This length is called a current collector cut
and is used to adjust the contact area between the particles
and the lower system limitation or current collector. A current
collector cut of zero corresponds to a point contact of the particles
and a value greater than zero corresponds to a cutting off of the
particles, thus, creating a contact area between the AM phase and
the current collector. The occurrence of collisions is checked dur-
ing the sedimentation process after each lowering step using the
Gilbert–Johnson–Keerthi algorithm according to Gilbert et al.[35]
When the sedimenting particle has reached a stable position, the
next particle is generated at the upper system limitation and
lowered downward. This is repeated until either the maximum
particle number, previously calculated on the basis of the system
volume and the average particle size of the specified particle size
distribution, is reached or a particle protrudes beyond a
predefined value above the upper system limitation, the so-called
separator cut. Similar to the current collector cut, the contact area
between the AM and the separator can be adjusted by the
separator cut. Figure 1 shows an example of a generated struc-
ture of the system size 5 5 5 μm on the right-hand side. As
shown in Figure 1, there is a current collector cut and a separator
cut, so that the particles on the current collector or separator side
have a contact area between the AM particles.
Information, such as the Cartesian coordinates of the particle
centers and the particle size and shape, is automatically trans-
ferred to OpenSCAD, a code-based open-source computer-aided
design (CAD) program. With this data, which is available in the
MATLAB source code after the particle positioning, a SCAD file
is created in OpenSCAD for each particle and each reflected
particle. This SCAD file includes all the geometric information
of the particles as string variables. The particle position, particle
shape and, if necessary, a rotation is realized in the SCAD file
code by the geometric operations translate, scale, and rotate.
Due to the scale-operation and an implemented shrinkage factor,
the particles can be shrunk or enlarged relative to their diameter
to avoid or cause particle overlapping. If an overlap with another
particle exists, an intersection process is started using the
OpenSCAD Boolean operations, which removes the overlap
volume from one particle and leaves the other one complete.
Otherwise, the volume fraction would be calculated incorrectly
(see Figure 2). After another check of the geometry in
OpenSCAD, the final SCAD files of the particle are converted
into stereolithography (STL) files. The STL files describe the
surface of the particles using triangular facets and are needed
for the meshing of the structure and the calculation of the vol-
ume fraction of the AM particles. If the volume fraction is higher
Figure 1. Left, schematic representation of the sedimentation process in the system volume. Right, representation of the current collector cut, a reflected
particle, and the separator cut.
Figure 2. Stepwise generation of a particle overlap: a) particle overlapping, b) forming an intersection between the particles, c) resulting cut particle 1 and
unchanged particle 2.
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than the default value, particles are removed randomly from the
structure until the fraction matches the desired amount within a
defined tolerance.
Bauer et al.[36] report in their article about the presence of BCB
clusters. They also mentioned that the localization of the binder
within the CB agglomerates is difficult to detect. Similar findings
were reported by Almar et al.,[37] whose contribution deals with
the analysis of the microstructure by focused-ion beam
tomography–scanning electron microscope images. They consid-
ered in their work the BCB mixture as a homogenized mixed
phase. Pfaffmann et al.[38] investigated the BCB distribution in
porous electrodes with an energy selective backscattered detector.
They showed that the binder seems to be mainly contained in the
CB regions. As a conclusion, the BCBmixture is approximated as
a homogeneous phase and in a next step inserted into the porous
particle structure. Furthermore, the size of CB typically varies
between 20 and 30 nm and thus shows a 100 to 200 times smaller
particle size in comparison to the AM.[37] The assumption of a
homogeneous phase represents a simplified description of the
BCB phase, for a reduction of computing time. The calculation
of the effective thermal conductivities of the BCB mixture is
explained in detail in Section 4. Rahani and Shenoy[39] show
two possible models of how the binder phase is distributed in
a porous electrode structure: Binder shells and binder bridges.
In the present structure-generation routine, this assumption is
extended to the BCB mixture and therefore the homogeneous
mixture is implemented in the form of binder shells and binder
bridges. The user defines the amount of the BCB phase and the
generation probability that a binder shell and/or bridge occurs on
a particle. In addition, a relative distance to the particle size for
the generation of binder bridges must be specified. No more
binder bridges occur above this maximum distance.
The generation of the binder shells and bridges is carried out
according to an iterative process in which, starting from a maxi-
mum value, the radius of the shell or bridge is reduced until the
volume fraction desired is reached. The procedure for the crea-
tion of the binder shells and bridges is analogous to that of the
particles. The MATLAB program uses string variables to gener-
ate the source code for the individual SCAD files for each binder
object (shell or bridge). The binder for the shells is created as a
sphere around the particles (see Figure 3a) and, in the next step,
the actual particle is removed by the difference operation to
create the binder shells (see Figure 3a,b). The cutting processes
for each binder shell are again implemented in the individual
existing SCAD file using string variables.
The individual steps for generating a binder bridge are shown
in Figure 4. Firstly, a 2D polygon is created (see Figure 4a)
based on the distance between two particles and their radii.
In a next step, this polygon is transformed into a 3D rotational
solid (see Figure 4b,c) using the OpenSCAD operation
rotate_extrude. Finally, the OpenSCAD operation difference is
used to cut off the overlap of the binder bridges with the particles
(see Figure 4d).
Comparable to the particles, the binder objects must also be
checked for possible overlaps with all other objects: Particles,
reflections of particles, binder shells, reflections of binder shells,
and binder bridges. Finally, an STL file is created for each binder
object comparable to the particle phase. Figure 5 shows an example
Figure 3. Stepwise generation of a binder shell: a) generation of a binder sphere, b,c) resulting binder shell after cutting process with particle.
Figure 4. Stepwise generation of a binder bridge: a) 2D polygon with constriction, b) binder bridge as 3D body of rotation, c) positioning of the binder
bridge between particles, and d) binder bridge after cutting process with particles.
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of three structures generated: a) One with shells, b) one with
bridges, and c) one with a combination of shells and bridges.
In order to discuss which kind of binder distribution might be
more realistic, the particles are removed from both structures
in Figure 6a,b, so that only the binder shells or bridges are shown.
Wang et al.,[40] Chong et al.,[41] and Lim et al.[42] showed that
the BCB mixture is concentrated near to the contact points
between two adjacent particles, caused by the capillary effect
of the binder solution, which corresponds to a binder distribu-
tion in the form of binder bridges, as can be seen on the left-hand
side of Figure 7. Indrikova et al.,[43] Pfaffmann et al.,[38]
Bauer et al.,[36] and Almar et al.[37] showed in their work that
the BCB fraction which completely covers the AM is negligible,
compared with the fraction that forms bridge-like structures (as
can be seen on the right-hand side of Figure 7 for the CB phase).
Based on the work of these authors, it can be concluded that a
BCB network like the generated binder-bridge distribution in
this work (compare Figure 6b) is a very good resemblance of
the BCB distributions in electrodes shown in Figure 7.
In the case of the binder shells, the binder is mainly distrib-
uted near the AM surface, and this leads to a reduced overlap in
comparison to the binder bridges. The overlap of the binder
bridges results in an uneven binder distribution, which is com-
parable to binder networks in real electrodes, according to Almar
et al., Bauer et al. and Pfaffmann et al.[36–38] In addition, several
crossing binder bridges lead to a partial covering of the particle,
which, in turn, leads to shell-like binder structures. Another
aspect to be considered is the surface covering of the AM by
the BCB mixture. In the case of the binder shells, there is nearly
a complete surface coverage, while binder bridges lead to a partial
coverage. The surface coverage of the AM particles with BCB
mixture can be calculated with an implemented contact area
calculation. In the case of binder bridges, the average surface
coverage of the particles by the BCB mixture is about 35–40%,
which almost corresponds to the literature value of 40% accord-
ing to Yoo et al.[44] In summary, the resulting binder distribution
of the binder bridges enables a more precise replication of real
Figure 5. a) A structure with binder shells, b) structure with binder bridges, and c) structure with binder shells and binder bridges.
Figure 6. Binder distribution within the porous structure, by a) binder
shells and b) binder bridges.
Figure 7. Left, illustration of a SEM image of binder bridges between adjacent particles. Reproduced with permission.[40] Copyright 2008, Elsevier. Right,
ESB image of the distribution of the graphite AM, CB, and pore space. Reproduced with permission.[38] Copyright 2017, Elsevier.
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binder distributions found in literature and will, therefore, be the
focus in the following sections.
When the structure generation routine has finished, the pre-
processing phase starts. The files of each particle and binder
bridge are transferred to the meshing tool snappyHexMesh[45]
to create a discretization grid of the whole porous electrode struc-
ture. All grid cells that are not assigned to the particles or binder
phase are defined as electrolyte. After the grid generation, the
initial and boundary conditions and the coupling conditions
between the different phases/regions are defined. A first-order
boundary condition (Neumann condition: “fixedValue”), i.e., a
constant temperature of 323 K (top) and 273 K (bottom), is
selected for the upper and lower limits of the system volume.
The arithmetic mean of these two temperatures for the initial
condition is set for the entire system. The lateral system limita-
tions are considered adiabatic, therefore, a second type of bound-
ary condition (Dirichlet condition: “zeroGradient”) is applied. The
coupling condition “turbulentTemperatureCoupledBaffeMixed”
of OpenFOAM is chosen for the contact areas of the regions.
The OpenFOAM extension “swak4Foam” is used for the auto-
matic calculation of the contact areas. In addition to the calcula-
tion of the contact areas between the particles, the areas between
particles and binder, particles and electrolyte, and particles and
current collector and separator are also calculated.
2.2. Definition and Determination of the Effective Thermal
Conductivity
This section describes the definition and calculation method of
the effective thermal conductivity for porous electrodes. A tem-
perature gradient in solids and static fluids induces heat trans-
port by thermal conduction. According to the second law of
thermodynamics, heat in macroscopic processes always flows
from a higher temperature level to a lower temperature level.
The stationary heat flux density ~̇q for steady-state conditions
can be described with the Fourier heat conduction equation,
where λ represents the thermal conductivity of the material
and ∇T the temperature gradient[46]
~̇q ¼ λ · ∇T (1)
In the case of 1D heat conduction, the vectorial Equation (1)
reduces to the scalar Equation (2), where A is the cross-sectional
area normal to the heat flow direction and s is the path length in
the heat flow direction:[46]




· A · ðT2  T1Þ (2)
The case of stationary, 1D heat conduction described in
Equation (2) is shown schematically in Figure 8. The shaded sys-
tem boundaries are adiabatic as no heat flows over the lateral
surfaces.
The area shown in green (see Figure 8, left) represents a
homogeneous solid or a static fluid which has a constant thermal
conductivity. In this case, heat transfer by convection can be
neglected. However, the area can also be described as a black
box, which represents a heterogeneous system, such as the
porous electrode coating (see Figure 8, right). As a result, due
to the heterogeneous structure, we speak of an effective thermal
conductivity, which consists of contributions of various compo-
nents with different material and transport properties. If
Equation (2) is applied, an effective thermal conductivity must
be assigned to the heterogeneous electrode structure.
Conversely, if the temperature difference applied, the stationary
heat flow and the geometrical dimensions of the structure are
known, the effective thermal conductivity can be determined. In
this work, a thermal simulation of the porous electrode
structure is carried out by specifying a defined temperature
difference as a boundary condition to determine the stationary heat
flow through the structure. The effective thermal conductivity of
the porous electrode coating is then calculated using Equation (3)
λeff ¼
Q̇ · s
A · ðT1  T2Þ
(3)
2.3. Numerical Solution Method
The numerical method for calculating the heat flow through the
porous structure is presented in this section. This work uses the
open-source simulation software OpenFOAM, which is based on
the finite volume method, to determine the steady-state heat
Figure 8. Left, schematic diagram of stationary heat conduction, heat flow from higher temperature T2 (top) to lower temperature T1 (bottom). Right,
porous electrode structure as a black box system.
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flow. The basis is the conservation equation for the transport of a













Some assumptions can be made to simplify Equation (4) for
the investigation of the porous electrode structures. The term of
the temporal change of Equation (4) is omitted, because only
steady-state simulations are performed. Furthermore, the elec-
trolyte is assumed to be static fluid ð~v ¼ 0Þ, since flows of the
fluid within the electrodes can be neglected, whereby the convec-
tion term also becomes zero. Finally, the source term is omitted
on the right-hand side, since the numerical simulations are not
intended to depict real thermal processes within the porous elec-
trodes but only to determine an effective transport quantity.
Thus, the general conservation equation is simplified to
Equation (5), in which only the diffusion term is present:
∇ · ðΓ∇ϕÞ ¼ 0 (5)
The stationary simulation of the porous electrode structure is
performed with the solver “chtMultiRegionFoam”,[48] which can
calculate the heat transfer between several fluid and solid regions
by solving the conservation equation for the transport quantity of
the specific enthalpy h. The proportionality factor Γ corresponds
to the material-dependent thermal diffusivity a, which in
OpenFOAM, contrary to the usual convention a ¼ λ=ðρ · cpÞ,
is defined as the ratio of thermal conductivity λ to specific heat
capacity cp, see a ¼ ðλ=cpÞ.
2.3.1. Postprocessing
After completing the simulation, the post-processing tool
“wallHeatFlux” from OpenFOAM is used to calculate the incom-
ing and outgoing heat flows in each region (particle, binder
bridges, and electrolyte). The total heat flows through the hot
(top) and cold side (bottom) of the structure are calculated
automatically to determine the effective thermal conductivity.
The thermal conductivity is then determined according to
Fourier’s heat conduction, Equation (3).
3. Analytical Model
The following section deals with an analytical model approach to
describe the effective thermal conductivity of porous electrode
coatings. Many analytical approaches have been developed to
model classical porous particle structures, such as the
Maxwell–Eucken,[49,50] effective medium theory,[51–53] and
Krischer model.[54] The Maxwell–Eucken model represents the
lower and the upper limit of the effective thermal conductivity
of porous particle beds. Thereby, it is only possible to differenti-
ate between a solid phase and a fluid phase, where one of the two
phases can be considered as continuous and the other as
disperse.[49,50] The disperse phase is uniformly distributed in
the continuous phase in the manner of spheres.[49,50] A further
development is the effective medium theory model, which is a
mixture of the upper and lower limits of the Maxwell–Eucken
model and can, thus, contain more than two phases that are sto-
chastically distributed.[51–53] In the Krischer model, on the other
hand, thermal resistors are mixed and arranged in series and/or
parallel connections.[54] Several phases can also be considered in
this model, but it provides no structural information. The models
mentioned above are unsuitable for describing the thermal con-
ductivity of porous electrode structures, as none of them contain
structural information, such as the particle shape, particle contact
areas, or binder distribution. In contrast, the ZBS model[32–34]
represents a further development of the Krischer model,
which takes into account the particle shape and preferred ther-
mal heat-conduction pathways. In the following, a self-developed
extension of the ZBS model regarding porous electrode coatings
is derived in detail. Input parameters are bulk thermal conduc-
tivities and volume fractions of the AM λAM, vAM, the BCB mix-
ture λBCB, vBCB and the fluid phase λF,ϕ, as well as the particle
distance parameter c and the particle contact area parameter α.
These parameters are assumed to be known for the following
derivation, according to Equation (6):
λeff ¼ f ðλAM, λBCB, λF, vAM, vBCB,ϕ, c, αÞ (6)
The three main thermal heat-conduction pathways in a porous
electrode are shown schematically on the left-hand side of
Figure 9. In pathway 1, heat conduction takes place through
the fluid/electrolyte phase and in pathway 2, because of the con-
tact areas of the AM particles. Pathway 3 represents a mixture of
the fluid, AM and BCB. The right-hand side of Figure 9 shows
the unit cell of the thermal resistance network of the extension
to the ZBS model developed in this work for porous electrodes.
Hereby, a section of a rotationally symmetrical basic structure is
illustrated. Thereby, a parallel connection of the three main heat-
conduction pathways is assumed. In addition, the three main
heat-conduction pathways are weighted differently due to struc-
tural parameters, such as porosity, tortuosity, and the particle
contact area. Here, pathway 3 contains the structural informa-
tion, such as the particle shape (phase 3) and the geometry of
the binder distribution (phase 4, 6) representing binder bridges.
This structure forms the basis for deriving an extended form of
the ZBS model by transforming its phases and their connections
into a resistor network. The latter will be described next.
The effective thermal conductivity of the resistance network
is described by a parallel connection of the three main heat-
conduction pathways (see Equation (7)), considering the corre-
sponding radii of the cylinder cut-out.
λeff ¼ ð1 r22Þ · λpath1 þ ðr22  r23Þ · λpath2 þ r23 · λpath3 (7)
Pathway 1 corresponds to the thermal conductivity of the fluid
λpath1 ¼ λF and pathway 2 to the conductivity of the AM
λpath2 ¼ λAM. The ratio of the effective thermal conductivity of
the electrode λeff and the thermal conductivity of the fluid λF
is formed to determine the radius r2. In the case of a nonther-
mally conducting particle bed λS=λF ! 0, the diffusion processes
occuring in the fluid can be regarded as analogous, whereby
Equation (8) results:
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¼ v1 ¼ 1 r22 (8)
Regarding the limit value, this results in the ratio of porosity ϕ
and tortuosity of the fluid τF after the well-known Knudsen dif-
fusion,[55] which also corresponds to the volume fraction v1








The tortuosity of the fluid phase τF can be described by differ-
ent approaches, such as the Bruggemann formula.[3,31] Here, the





1 ffiffiffiffiffiffiffiffiffiffiffi1 ϕp (10)
In addition, the radius r3 is required, which is calculated from
the volume fraction v2 of pathway 2. The volume fraction v2 can
be described as an expression of the total volume fraction of
the AM vAM and the parameter α, according to Equation (11).
Then, by transformation, Equation (12) yields the radius r3:
v2 ¼ α · vAM ¼ ðr22  r23Þ (11)
r3 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r22  α · vAM
q
(12)
In a next step, the thermal conductivity of pathway 3 can be
expressed by a series connection of phase 3, 4, and 5 and phase 6
and 7 according to Equation (13). The parameter c corresponds to




ð1 cÞ=λ3,4,5 þ c=λ6,7
(13)
For reasons of simplification, the radius r and the height z of
the inner cylindrical section of the resistance network in
Figure 10 are normalized to the value one. According to
Equation (14), the thermal conductivity of phase 6 and 7 can
be described via a parallel connection, with normalized radius
rBCB of the binder bridge mentioned above.
Figure 10. Illustration of phases 3, 4, and 5 with normalized radius r and
height z. Here, phase 3 represents the shape of the AM particle, described
according to the surface Equation (15).
Figure 9. Left, illustration of the three main heat-conduction pathways in porous electrodes: Pathway 1 heat conduction through the fluid, pathway 2 heat
conduction through the AM, and pathway 3 heat conduction through a mixture of fluid, AM, and BCB. Right, illustration of the thermal resistance network
of the extended ZBS model for porous electrodes for phases 1 to 7.
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λ6,7 ¼ r2BCB · λBCB þ ð1 r2BCBÞ · λF (14)
The boundary of phase 3 is described via the surface
Equation (15) and corresponds to the shape of the AM particle,
which is varied using the so-called particle shape factor B.
If B ¼ 0, the particle boundary and the z-axis coincide and the
AM content of the particle v3 is nearly zero. For B ¼ 1, the parti-
cle becomes a sphere and for B ! ∞, the AM occupies the entire
cylinder volume in Figure 10.
Sðr, z,BÞ ¼ r2 þ z
2
ðB ðB 1Þ · zÞ2 ¼ 0 (15)
In order to determine the unknown shape factor B, the volume
fraction v3,norm is normalized to the system volume fraction v3,4,5
according to Equation (16). By means of Equation (15) and (16),
the shape factor B can be calculated iteratively for a known vol-








2 · r · zðr,BÞdr (16)
In a last step, the radius rBCB of the binder bridge is required.
Therefore, the volume fraction v4 and v6 of the binder phases 4
and 6 are calculated according to Equation (17) and (18):
v4 ¼ ð1 cÞ · r23 ·
ZrBCB
0
2 · r · ð1 zðr,BÞÞdr (17)
v6 ¼ c · r23 · r2BCB (18)
The sum of the volume fraction v4 and v6 gives the total frac-
tion of the BCB phase vBCB. The normalized radius rBCB of the
binder bridge can be determined iteratively by inserting
Equation (17) and (18) in (19):
vBCB ¼ v4 þ v6 (19)
The thermal conductivity λ3,4,5 of phase 3, 4, and 5 can then
be calculated using Equation (20) and, finally, the effective
thermal conductivity λeff of the porous electrode results.























4. Results and Discussion
In the following, the numerical and analytical models for deter-
mining the effective thermal conductivity of electrode coatings
are verified against each other. This is done by a series of selected
simulation studies, in which the thermal conductivity of the AM,
the composition, and the fraction of the BCB mixture are varied.
Assuming the identical structural parameters for the numerical
and analytical model is attempted as far as possible. Thereby, the
studies for the porous anode and cathode coatings are performed
for discharged cells at begin-of-life, which corresponds to a State
of Charge of 0%. Furthermore, the thermal resistance caused by
the SEI formation at the surface of the porous anode coatings is
neglected in this work. First, the thermal transport parameters of
the individual electrode components and the particle size distri-
bution required for the structure generation of the numerical
model are discussed. Table 2 lists the bulk material parameters
of the individual phases necessary for modeling, including the
literature references. If several references are indicated, the
mean value of these is calculated.
Since the BCB phase is considered homogeneous, the thermal
conductivity of the mixture can be calculated according to
Hamilton and Crosser,[67] with the necessary bulk properties
of the BCB phase (see Table 2). The literature data[65,68–70] which
contain thermal conductivity values as a function of the CB frac-
tion for the homogeneously considered BCBmixture are used for
the parameterization of the model. Thus, a parameterization fac-
tor for the model of f ¼ 3.2 results. Table 3 shows the thermal
conductivity of the homogeneous BCB mixture as a function of
the CB fraction.
The particle size distribution according to Ender[71] is used for
the anode coating, whereas the cathode coating is generated by a
particle size distribution from Almar et al.[37] Both particle size
distributions were determined using computer-aided electrode
reconstructions based on focused-ion beam tomography images.
The numerical structures generated in this work, with the parti-
cle size distributions mentioned above, have average specific sur-
face areas of 1.2 μm1 (anode structures) and 1.1 μm1
(cathode structures). These values show a good agreement
with the literature values of 0.7 to 1.3 μm1 according to
Almar et al.[37] Structures with system dimensions of
15 15 20 μm are generated, which have a number of
Table 2. Listing the thermal transport parameters of the components of







Graphite 139[2,30,56] 2260a) 715a)
LCO 6[57–59] 5028a) 716a)
Binder PVDF (B) 0.20[60–63] 1809a) 1114a)
Carbon black 23.85[64–66] 2260a) 650a)
LP30 0.18a) 1286a) 1648a)
a)Experimentally determined value.
Table 3. Compositions and thermal conductivities of the BCB
mixture, calculated according to Hamilton and Crosser,[67] with a
parameterization factor f ¼ 3.2.
Fraction in wt% Binder PVDF 90 70 50 30 10 3
CB 10 30 50 70 90 97
λBCB in Wm
1 K1 0.25 0.40 0.66 1.25 3.81 10.00
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3 million grid cells, for the following simulations. System vol-
umes of larger dimensions do not show significant changes in
the effective thermal conductivity.
The analytical model derived in Section 3 depends on the
mean particle distance, which is reflected in the parameter c.
For this purpose, the numerical tool is utilized to generate, first,
a series of reference structures as a function of porosity and,
afterward, their effective thermal conductivity is calculated.
The numerically calculated thermal conductivities are approxi-
mated to the analytical model applying the method of least
squares, which results in the porosity-dependent parameteriza-
tion factor c:
c ¼ 0.008 · expð4.21 · ϕÞ (21)
The expression of the particle distance parameter c shown in
Equation (21) is used for the following comparisons of the
numerical with the analytical model. Furthermore, no particle
contact is considered in the simulation studies, which is why
the particle contact parameter α is set to zero.
In the first study, the influence of the thermal conductivity of
the AM on the effective thermal conductivity is investigated. For
this purpose, the thermal conductivity of the AM is varied and
simulations are performed with three anode and three cathode
structures each of different porosities but identical compositions
(the solid volume consists of 10 vol% BCB and 30 wt.% of the
BCB is CB). LP30 is chosen as the electrolyte. The thermal
conductivity of the AM is varied from 138.6Wm1 K1 (anode,
isotropic average graphite) and 6Wm1 K1 (cathode, LCO)
by 20% and 50%, respectively. Furthermore, a generic
minimum of 10Wm1 K1 (anode) and a maximum of
20Wm1 K1 (cathode) are investigated. Figure 11 shows the
simulation results of the variation study of the thermal conduc-
tivity of the anode AM on the left-hand side, all three porosities
investigated show a minor influence on the effective thermal
conductivity. A significant reduction in the effective thermal con-
ductivity can be observed only for the generic minimum of
10Wm1 K1. The limitation of heat transport is, therefore,
not attributed to the thermal conductivity of the AM but to
the conductivity of the BCB mixture and the electrolyte.
The slight difference in the effective thermal conductivity of
the anode and cathode coating can also be explained by the
aforementioned inhibitions. The electrolyte and the BCB phase
have a very low thermal conductivity of 0.18 and 0.4Wm1 K1
(30 wt% CB), compared to the AM phase (compare Table 2, 3,
and Figure 11). The lowest thermal resistances, in this case
assigned to the electrolyte and the BCB phases, lead to a signifi-
cant reduction in the effective thermal conductivity despite of the
higher thermal conductivity of the AM of the anode coatings.
Therefore, similar results are obtained for both the anode and
cathode coatings. This is also confirmed by the illustrated results
in Figure 12, where the increase in the thermal conductivity of
the BCB phase and thus a reduction of the limiting thermal resis-
tance leads to significant difference in both the anode and cath-
ode coatings caused by the higher conductivity of the anode
coating. The results of the cathode structures (on the right-hand
side, according to Figure 11) show, in contrast to the anode struc-
tures, an influence of the AM thermal conductivity, which
depends on the porosity. This is caused by the low thermal con-
ductivity of the AM of the cathode compared to the anode. More
Figure 11. Influence of the thermal conductivity of the AM on the effective thermal conductivity: Left, anode structures, and right, cathode structures.
Figure 12. Comparison of the effective thermal conductivity of the numerical and analytical model as a function of the AM thermal conductivity: Left,
anode structure (porosity 0.48), and right, cathode structure (porosity 0.47).
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heat-transport pathways through the AM particles exist at lower
porosities, so that an increase in the AM thermal conductivity has
a greater effect.
The effective thermal conductivity for a mean porosity of about
0.48 from Figure 12 is plotted over the thermal conductivity of
the AM for both the anode and the cathode coatings. In addition,
the results of the analytical model are also shown for comparison
in Figure 12. Both models predict almost the same trend for the
effective thermal conductivity. The effective thermal conductivity
of the coatings increases strongly at low AM thermal conductivi-
ties, whereas the slope of the curve decreases at higher active
thermal conductivities. Due to the underlying stochastics in
the structure generation, the anode and cathode coatings show
varying effective thermal conductivities, despite identical compo-
sitions and particle size distributions. Consequently, the numer-
ical results show an average uncertainty of 7% for the coatings.
The average deviation from the mean values of the simulation
results compared to the results of the analytical model is about
4% for the anode and 8% for the cathode coating. When the
stochastic uncertainty of structure generation is included, there
are only minor deviations between the results.
The influence of the thermal conductivity of the BCB mixture
on the effective thermal conductivity is investigated in the follow-
ing study. The BCB mixture is considered as a homogeneous
phase and modeled in the manner of binder bridges. The
thermal conductivity of the mixture is determined using the
Hamilton and Crosser model, according to Table 3. Usual mass
fractions of CB in the BCB mixture are 30–50 wt%. The generic
proportions of 10, 70, 90, and 97 wt% are also considered to
estimate the effects of the CB. The value of 97 wt% was chosen
so that the thermal conductivity of the BCBmixture has a generic
maximum value of 10Wm1 K1. Three structures of different
porosities with a BCB fraction of about 10 vol% related to the total
solid volume are regarded for the anode and cathode coating.
Figure 13 illustrates the simulation results for the anode (left)
and the cathode structures (right); the effective thermal conduc-
tivity is plotted over the porosity. The simulation results show
that the thermal conductivity of the BCB mixture has a great
influence on the effective thermal conductivity of anode and cath-
ode structures. The binder bridges lead to thermal conduction
pathways between the particles. A higher conductivity of the
binder bridges results in better conducting transport pathways
through the solid phase and, thus, in an increase of the effective
thermal conductivity of the electrode structures. This effect
occurs more strongly with lower porosity, i.e., with increased
solid content, which is confirmed by the simulation results in
Figure 13. The effective thermal conductivity increases very
strongly with increasing thermal conductivity of the BCB mix-
ture, especially for the anode structures, as the high AM conduc-
tivity of graphite contributes additionally to improved heat
transport. In contrast, the increase in effective thermal conduc-
tivity is generally lower in the cathode structures, as the effect of
the improved heat-transport pathways is less pronounced
here due to the lower thermal conductivity of the AM.
Nevertheless, the effective thermal conductivity increases signif-
icantly with the conductivity of the BCB mixture.
The influence of the composition of the BCB consisting of
polyvinylidene fluoride (PVDF) and CB is discussed in the fol-
lowing. For this purpose, the results of the anode and cathode
structures for the mean porosity according to Figure 13 are
chosen and, therefore, plotted in Figure 14 over the CB fraction.
The same color coding as that shown in Figure 13 is used.
Furthermore, the results of the numerical model are compared
with the analytical model for verification. Both models show a
very good agreement and an exponential increase in effective
thermal conductivity with the increasing CB fraction. The effec-
tive thermal conductivity of the anode coating shows a signifi-
cantly higher gradient with an increase in the CB fraction
compared to the cathode coating. The numerical simulation
results show an uncertainty of 7% for the anode and 9% for
the cathode coating due to the stochasticity of the structure
generation. The average deviation from the mean values of
the simulation results compared to the results of the analytical
model is about 4% for the anode and 11% for the cathode coat-
ing. There are only minor deviations between the results when
including the stochastic uncertainty of structure generation. As
explained at the beginning, the usual CB fraction in the mixture
lies within a range of 30 to 50 wt%. In summary, Figure 14 shows
a significant improvement in the effective thermal conductivity
for this range, with increasing CB fraction.
In the next study, the BCB fraction will be increased from
5 vol%, in relation to the solid volume, to 20% for anode and cath-
ode structures, with a constant CB fraction of 30 wt%. LP30 is
again chosen as the electrolyte. The results for both the numeri-
cal and analytical model are shown in Figure 15. The analytical
and numerical model again show a very good agreement. On the
one hand, the solid phase increases with the increasing BCB frac-
tion and, on the other hand, further heat-conduction pathways
Figure 13. Influence of the thermal conductivity of the BCB mixture on the effective thermal conductivity: Left, anode structures, and right, cathode
structures.
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are formed (see Figure 16), which leads to an increase in the
effective thermal conductivity. The increase results from the
reduction of the electrolyte phase, which has a lower thermal con-
ductivity compared to the BCB phase. The uncertainty of the
structure generation is reflected in a mean uncertainty of 4%
for the anode and cathode coatings. The average deviation from
the mean values of the simulation compared to the results of the
analytical model is about 8% for both the anode and cathode
coatings. Considering the stochastic uncertainty, there are mini-
mal deviations again between the analytical and the numerical
model. Compared to the study in which the CB fraction was
increased, a smaller increase in the effective thermal conductivity
can be recognized.
Finally, a validation of the simulation data is carried out using
the literature data listed in Table 1. The literature data vary
between 0.89 and 3.2Wm1 K1 for the anode coating (graphite)
Figure 15. Influence of the BCB fraction on the effective thermal conductivity: Left, anode coating, and right, cathode coating.
Figure 16. Illustration of the electrode coating and the BCB network with an increasing BCB mixture from 5 to 20 vol%.
Figure 14. Influence of the CB fraction in the BCB mixture on the effective thermal conductivity of structures of medium porosity: Left, anode structure
(porosity 0.48), and right, cathode structure (porosity 0.47).
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and 0.82 and 1.58Wm1 K1 for the cathode coating (LCO).
These values are in a very good agreement with the simulation
data, which range from 1.2 to 3Wm1 K1 for the anode coating
and 0.6 to 1.8Wm1 K1 for the cathode coating. Typical
compositions of common coatings were chosen for the compari-
son and, thus, the simulation results of the variation of the CB
fraction between 10 and 50 wt% in the BCB mixture and the
study of the variation of the volume fraction of the BCB phase
were used.
Table 4 shows the experimentally determined effective ther-
mal conductivities for both the anode and cathode coatings for
two commercial cells A and B. For the experiments cells at
begin-of-life were used with a State of Charge of 0%. The cells
were dissembled in an argon atmosphere within a glove box sys-
tem, so that the anodes and cathodes could be used for the exper-
imental determination of the effective thermal conductivity of
their porous coatings. The experimental results were determined
at a temperature of 25 C by laser flash analysis, with helium as
filling fluid instead of electrolyte. Helium was preferred due to
the volatility of electrolytes and their incompatibility with the
measuring method. Further details of the measuring method
can be found in the Supporting Information. The structure
parameters and the composition of the cells were analyzed by
images of the focused ion beam tomography and, in a next step,
transferred to the structure-generation routine as input parame-
ters. The thermal parameters for the bulk materials from Table 2
and 3 and the thermal transport properties of helium,[28] as a
filling medium were selected for the simulation of the recon-
structed coatings. The comparison of the experimental with
the numerical and analytical results in Table 4 shows a very good
agreement, consequently, the numerical and analytical model are
considered validated.
5. Conclusion and Outlook
In this work, a numerical and an analytical model are introduced
which describe the effective thermal conductivity of porous elec-
trode coatings. An automated simulation tool based on a detailed
generic 3D geometry was developed for the numerical approach,
which considers the morphological parameters and thermal bulk
material properties of real electrode structures. Nonlinear sys-
tems of transport equations are discretized by the finite volume
method and solved with a suitable solver from the open-source
package OpenFOAM to calculate the effective thermal conductiv-
ity. The analytical model approach based on thermal resistance
networks according to ZBS was fundamentally developed further
for porous electrode coatings by introducing parameters such as
particle contact areas, particle distances, and the BCB phase and
its distribution. The goal was to develop a fast and precise model
which shows a high agreement with the numerical simulation
results over a wide parameter range. Several studies were carried
out by varying the AM conductivities, conductivities of BCB
mixtures and compositions of these mixtures, as well as solid
fractions of the individual electrode components. The studies
show that an increase in the AM bulk thermal conductivity
of the anode coating has no significant influence on the effec-
tive thermal conductivity of the porous coating. This contrasts
with the AM of the cathode, which has a fundamentally lower
thermal conductivity and, therefore, more room for improve-
ment. The variation in thermal conductivity of the BCB mixture
shows a great influence on the effective thermal conductivity of
both the anode and cathode coatings. An increase in the con-
ductivity of this phase can be achieved by new types of binders,
carbon nanotubes instead of CB, or simply by increasing the CB
content. In the last study, the BCB fraction was increased at a
constant AM volume fraction, which resulted in a higher
effective thermal conductivity of the coatings. The increase
in thermal conductivity of the BCB mixture has the greatest
influence compared to the studies shown, since the thermal
transport pathways formed by the binder are the limiting factor.
Altogether, the studies showed a significant dependence of the
effective thermal conductivity on the porosity. In comparison to
the numerical simulation, the analytical model showed the
same dependencies and correlations and only slight deviations
were noticeable; therefore, the models can be regarded as veri-
fied. Finally, the numerical model was validated using literature
and our own measurement data. The presented models can also
be applied to different anode and cathode coatings, consisting
of different AM fractions and materials as well as BCB fractions
and distributions. Thereby, with the aforementioned structure-
generation routine, the AM amount and the shape of the AM
particles can be varied and also the thermal transport properties
can be changed according to the required AM, as shown in
Figure 11 and 12. The binder fraction is generated according
to a user-defined input parameter and different binder distribu-
tions can be realized by combinations of binder shells and
binder bridges, as shown in Figure 5. Furthermore, the thermal
transport properties of the binder or BCB phase can also be
changed depending on the electrode coating. Finally, it is pos-
sible to vary the thermal properties of the electrolyte. Therefore,
it is possible to describe a broad spectrum of different anode
and cathode compositions. In future, the models can be
extended by current collectors and separators so that complete
electrode stacks or unit cells can be simulated or calculated. In
addition, the influence of the orientation of ellipsoid-shaped
particles on the effective thermal conductivity can be investi-
gated and transferred to the analytical model.
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Table 4. Comparison of the experimentally, numerically, and analytically
determined effective thermal conductivity of the electrode coatings of
cell A and B at room temperature. Helium was chosen as the filling







Anode Cathode Anode Cathode Anode Cathode
Cell A 2.46 0.31 0.70 0.07 2.41 0.12 0.82 0.06 2.52 0.86
Cell B 2.74 0.45 1.01 0.14 2.64 0.18 0.87 0.04 2.50 0.90
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