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On the fractional parts of roots of positive real
numbers
Melvyn B. Nathanson
Abstract
Let [θ] denote the integer part and {θ} the fractional part of the real
number θ. For θ > 1 and {θ1/n} 6= 0, define Mθ(n) = [1/{θ
1/n}]. The
arithmetic functionMθ(n) is eventually increasing, and limn→∞Mθ(n)/n =
1/ log θ. Moreover, Mθ(n) is “linearly periodic” if and only if log θ is ra-
tional. Other results and problems concerning the function Mθ(n) are
discussed.
1 The sequence of roots and the arithmetic func-
tion Mθ(n)
Let N, N0, and Z denote the positive integers, nonnegative integers, and inte-
gers, respectively. An arithmetic function is a function whose domain is the set
N of positive integers. Let θ be a real number, and let [θ] denote the integer
part of θ and {θ} the fractional part of θ. Thus, θ = [θ] + {θ}, where [θ] ∈ Z
and 0 ≤ {θ} < 1. Let ‖θ‖ = min({θ}, 1 − {θ}) denote the distance from θ to
the nearest integer.
A famous theorem of Koksma [6] (see Kuipers and Niederreiter [7, Corol-
lary 4.2]) states that the sequence of the fractional parts of the nth powers of
θ, that is, ({θn})∞n=1, is uniformly distributed in the interval [0, 1] for almost all
real numbers θ > 1. Nonetheless, there is no known number θ whose powers are
uniformly distributed modulo 1. It is a famous unsolved problem to understand
the distribution of the fractional parts of the powers of a rational number, and,
in particular, of 3/2 (cf. [1, 3, 4, 5, 9, 11, 12]).
There is a large body of research on the fractional parts of powers, but there
seems to have been no investigation of the dual problem of the distribution of
the fractional parts of the nth roots of a positive real number θ 6= 1. Mahler
and Szekeres [8] and Bugeaud and Dubickas [2] have considered the distribution
modulo 1 of the sequence
(
‖θn‖1/n
)∞
n=1
, but this is different from the sequences
that will be considered in this paper.
Let θ be a positive real number. For every positive integer n such that
{θ1/n} 6= 0, we define the arithmetic function
Mθ(n) =
[
1
{θ1/n}
]
.
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Let Mθ(n) =∞ if {θ
1/n} = 0. Note that Mθ(n) =∞ for infinitely many n ∈ N
if and only if θ = 1. We observe that if 0 < θ < 1 and n > − log θ/ log 2,
then 1/2 < θ1/n = {θ1/n} < 1. It follows that 1 <
{
θ1/n
}−1
< 2 and Mθ(n) =[{
θ1/n
}−1]
= 1. Thus, the function Mθ(n) is eventually constant for 0 < θ < 1,
and so it suffices to consider only θ > 1.
For θ > 1, let N0(θ) denote the smallest integer n such that n > log θ/ log 2.
If n ≥ N0(θ), then 1 < θ
1/n < 2 and so
0 < {θ1/n} = θ1/n − 1 < 1
and
Mθ(n) =
[
1
θ1/n − 1
]
.
We can use Maple to compute the function Mθ(n) for various θ and for n
from 1 to 90. Here is the data for θ = 3/2, 2, 17, and π with 1 ≤ n ≤ 90. We
put a box around Mθ(N0(θ)). We obtain the following eventually increasing
sequences of integers.
θ =
3
2
2 4 6 9 11 14 16 19 21 24 26 29 31 34 36
38 41 43 46 48 51 53 56 58 61 63 66 68 71 73
75 78 80 83 85 88 90 93 95 98 100 103 105 108 110
112 115 117 120 122 125 127 130 132 135 137 140 142 145 147
149 152 154 157 159 162 164 167 169 172 174 177 179 182 184
186 189 191 194 196 199 201 204 206 209 211 214 216 219 221
θ = 2
∞ 2 3 5 6 8 9 11 12 13 15 16 18 19 21
22 24 25 26 28 29 31 32 34 35 37 38 39 41 42
44 45 47 48 49 51 52 54 55 57 58 60 61 62 64
65 67 68 70 71 73 74 75 77 78 80 81 83 84 86
87 88 90 91 93 94 96 97 99 100 101 103 104 106 107
109 110 112 113 114 116 117 119 120 122 123 125 126 127 129
θ = 17
∞ 8 1 32 1 1 2 2 2 3 3 3 4 4 4
5 5 5 6 6 6 7 7 7 8 8 9 9 9 10
10 10 11 11 11 12 12 12 13 13 13 14 14 15 15
15 16 16 16 17 17 17 18 18 18 19 19 19 20 20
21 21 21 22 22 22 23 23 23 24 24 24 25 25 25
26 26 27 27 27 28 28 28 29 29 29 30 30 30 31
2
θ = π
7 1 2 3 3 4 5 6 7 8 9 9 10 11 12
13 14 15 16 16 17 18 19 20 21 22 23 23 24 25
26 27 28 29 30 30 31 32 33 34 35 36 37 37 38
39 40 41 42 43 44 44 45 46 47 48 49 50 51 51
52 53 54 55 56 57 58 58 59 60 61 62 63 64 65
65 66 67 68 69 70 71 72 72 73 74 75 76 77 78
It is an open problem to understand and “predict” these sequences of inte-
gers. The goal of this paper is to obtain basic results about the function Mθ(n)
and to ask some questions suggested by the experimental data. We shall prove
that Mθ(n) is, for fixed θ, an eventually increasing function of n and, for fixed
n, an eventually decreasing function of θ (Theorem 1), that Mθ(n) ∼ n/ log θ
(Theorem 2 ), and that Mθ(n) = Mψ(n) for infinitely many n if and only if
θ = ψ (Theorem 3). We shall also prove that Mθ(n) is strictly increasing if and
only if θ ≤ e (Theorem 6). For almost all θ > 1, the computational data for the
function Mθ(n) have no obvious pattern, but for certain θ we find that Mθ(n)
is eventually linearly periodic in the sense that there exist positive integers k, ℓ,
and n0 such that
Mθ(n+ k) = Mθ(n) + ℓ (1)
for all n ≥ n0. A fundamental result of this paper (Theorem 8) is that iden-
tity (1) holds if and only if θ = ek/ℓ, and that there is a simple algorithm
(Theorem 9) to compute the periodic pattern.
2 Growth, asymptotics, and uniqueness of the
function Mθ(n)
Theorem 1 Let θ and ψ be real numbers such that 1 < ψ < θ. If n >
log θ/ log 2, then
Mθ(n) ≤Mψ(n)
and
Mθ(n) ≤Mθ(n+ 1).
Moreover,
Mθ(n) >
n
θ − 1
− 1
and so limn→∞Mθ(n) =∞.
Proof. The inequality n > log θ/ log 2 > logψ/ log 2 implies that ψ1/n < θ1/n
and
Mθ(n) ≤
1
θ1/n − 1
<
1
ψ1/n − 1
< Mψ(n) + 1
3
and so Mθ(n) ≤Mψ(n). Similarly,
1 < θ1/(n+1) < θ1/n ≤ θ
and so
Mθ(n) ≤
1
θ1/n − 1
<
1
θ1/(n+1) − 1
< Mθ(n+ 1) + 1
and Mθ(n) ≤Mθ(n+ 1).
Let εn = θ
1/n − 1 > 0. Applying the binomial theorem, we obtain θ =
(1 + εn)
n > 1 + nεn. Equivalently,
0 < εn <
θ − 1
n
.
It follows that
Mθ(n) >
1
θ1/n − 1
− 1 =
1
εn
− 1 >
n
θ − 1
− 1
and so limn→∞Mθ(n) =∞. This completes the proof. 
Theorem 2 If θ > 1, then
lim
n→∞
Mθ(n)
n
=
1
log θ
.
Proof. For all real numbers x we have
lim
n→∞
(
1 +
x
n
)n
= ex.
Let 0 < ε < 1. For x > 0, the inequality
lim
n→∞
(
1 +
(1− ε)x
n
)n
= e(1−ε)x < ex < e(1+ε)x = lim
n→∞
(
1 +
(1 + ε)x
n
)n
implies that there exists an integer N(ε) > log θ/ log 2 such that(
1 +
(1− ε)x
n
)n
< ex <
(
1 +
(1 + ε)x
n
)n
for all n ≥ N(ε). Taking nth roots, subtracting 1, and reciprocating, we obtain
n
(1 + ε)x
<
1
ex/n − 1
<
n
(1− ε)x
.
If θ > 1, then x = log θ > 0, and so
n
(1 + ε) log θ
<
1
θ1/n − 1
<
n
(1− ε) log θ
.
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Then
n
(1 + ε) log θ
− 1 < Mθ(n) <
n
(1− ε) log θ
.
Equivalently,
1
(1 + ε) log θ
−
1
n
<
Mθ(n)
n
<
1
(1 − ε) log θ
for all integers n ≥ N(ε). It follows that
1
(1 + ε) log θ
≤ lim inf
n→∞
Mθ(n)
n
≤ lim sup
n→∞
Mθ(n)
n
≤
1
(1 − ε) log θ
for all ε > 0, and so limn→∞Mθ(n)/n = 1/ log θ. This completes the proof. 
Theorem 3 Let 1 < ψ ≤ θ be real numbers. Let (ni)
∞
i=1 be a strictly increasing
sequence of positive integers and let (εi)
∞
i=1 be a sequence of integers such that
ni + εi ≥ 1 for all i and limi→∞ εi/ni = 0. If Mψ(ni + εi) = Mθ(ni) for all
i, then ψ = θ. In particular, if Mψ(n) = Mθ(n) for infinitely many positive
integers n, then ψ = θ.
Proof. If Mψ(ni + εi) = Mθ(ni) for i = 1, 2, . . . , then
1
logψ
= lim
i→∞
Mψ(ni + εi)
ni + εi
= lim
i→∞
Mθ(ni)
ni + εi
= lim
i→∞
Mθ(ni)
ni
lim
i→∞
ni
ni + εi
=
1
log θ
and so ψ = θ. In particular, if εi = 0 for all i, thenMψ(n) = Mθ(n) for infinitely
many positive integers n only if ψ = θ. This completes the proof. 
The asymptotic estimate for Mθ(n) given in Theorem 2 can be sharpened
for 1 < θ ≤ e.
Theorem 4 Let θ be a real number such that 1 < θ ≤ e. For every integer
n > log θ/ log 2,
n− 1
log θ
<
1
θ1/n − 1
<
n
log θ
(2)
and [
n− 1
log θ
]
≤Mθ(n) <
n
log θ
. (3)
Proof. If 1 < θ ≤ e and x = log θ, then 0 < x ≤ 1. By Lemma 2 in
Appendix A, for every integer n ≥ 2 we have
(
1 +
x
n
)n
< ex <
(
1 +
x
n− 1
)n
5
and so
n− 1
x
<
1
ex/n − 1
<
n
x
.
Equivalently,
n− 1
log θ
<
1
θ1/n − 1
<
n
log θ
.
This proves (2), and inequality (2) implies (3). 
Corollary 1 Me(1) = 1 and
Me(n) = n− 1
for every integer n ≥ 2.
Proof. We have 1/2 < {e} = e − 2 < 1 and so 1 < (e − 2)−1 < 2 and
Me(1) = 1. For n ≥ 2 we have 1 < e
1/n ≤ e1/2 < 2. Applying Theorem 4 with
θ = e, log θ = 1, and n ≥ 2, we obtain
n− 1 ≤Me(n) < n
and so Me(n) = n− 1. This completes the proof. 
Theorem 5 For x ≥ 1, define the function
g(x) =
1
log
(
1 + 1x
) . (4)
Let θ > 1 and n > log θ/ log 2. Then Mθ(n) = x if and only if
g(x) log θ ≤ n < g(x+ 1) log θ. (5)
If Mθ(n) = x, then(
x+
1
2
−
1
x
)
log θ ≤ n <
(
x+
3
2
)
log θ. (6)
Proof. Let n > log θ/ log 2. We have Mθ(n) = x if and only if
x ≤
1
θ1/n − 1
< x+ 1.
Solving this equation for n, we obtain (5).
By Lemma 3 in Appendix A, for x ≥ 1 the function g(x) is positive and
strictly increasing, and satisfies inequality (16). Inserting the estimates from (16)
into (5) gives (6). 
Corollary 2 Let θ > 1. If n1 and n2 are integers such that n2 > n1 >
log θ/ log 2, then
Mθ(n2)−Mθ(n1) <
n2 − n1
log θ
+
3
2
. (7)
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Proof. Let n2 > n1 > log θ/ log 2. Theorem 1 implies that x1 = Mθ(n1) ≤
Mθ(n2) = x2. If x1 < x2, then, by (5),
n1 < g(x1 + 1) log θ ≤ g(x2) log θ ≤ n2.
Applying inequality (17) from Appendix A, we obtain
n2 − n1
log θ
> g(x2)− g(x1 + 1) > x2 − x1 − 1−
1
x2
≥ x2 − x1 −
3
2
.
This completes the proof. 
Corollary 3 Let θ > 1. If n > log θ/ log 2, then
Mθ(n) =
[
n
log θ
±
1
2
]
.
Proof. Let
Ln =
[
n
log θ
−
1
2
]
and
λn =
{
n
log θ
−
1
2
}
=
n
log θ
−
1
2
− Ln ∈ [0, 1).
Let x = Mθ(n). Rearranging inequality (6), we obtain
Ln − 1 ≤ Ln − 1 + λn < x ≤ Ln + λn +
1
x
< Ln + 2.
Because x is an integer, we have x = Ln or x = Ln + 1. This completes the
proof. 
An arithmetic function f(n) is eventually strictly increasing if there exists
an integer n0 such that f(n) < f(n+ 1) for all n ≥ n0.
Theorem 6 Let θ > 1. The arithmetic function Mθ(n) is eventually strictly
increasing if and only if θ ≤ e.
Proof. By Corollary 1, we have Me(n) = n − 1 for n ≥ 2, and so Me(n) is
eventually strictly increasing.
Let 1 < θ < e. Then 0 < log θ < 1. By Theorem 5, for every integer
n > log θ/ log 2, we have Mθ(n) = x if and only if
g(x) log θ ≤ n < g(x+ 1) log θ.
The length of this interval is (g(x+1)−g(x)) log θ. Applying (17) with y = x+1,
we obtain
1−
1
x+ 1
< g(x+ 1)− g(x) < 1 +
1
x
.
Because limn→∞Mθ(n) =∞, we have
x = Mθ(n) >
log θ
1− log θ
> 0
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for all sufficiently large n, and so
0 < (g(x+ 1)− g(x)) log θ <
(
1 +
1
x
)
log θ < 1.
This implies that the interval [g(x) log θ, g(x + 1) log θ) contains at most one
integer; that is, there is at most one integer n such that Mθ(n) = x. This means
that the function Mθ(n) is eventually strictly increasing.
Let θ > e. Then log θ > 1. If x and y are positive integers such that
y ≥ x+
log θ + 1
log θ − 1
then the lower bound in (17) gives
(g(y)− g(x)) log θ >
(
y − x−
1
y
)
log θ
> (y − x− 1) log θ
≥ y − x+ 1.
If n ∈ N and g(x) log θ ≤ n < g(y) log θ, then x ≤ Mθ(n) ≤ y − 1. The
interval [x, y − 1] contains exactly y − x integers. Consider the interval I =
[g(x) log θ, g(y) log θ). Because the length of I is greater than y − x + 1, it
follows that I contains at least y − x + 1 integers n; that is, there are at least
y−x+1 integers n such that x ≤Mθ(n) ≤ y−1. By the pigeonhole principle, at
least one of the intervals [g(x+ i− 1) log θ, g(x+ i) log θ) with i = 1, . . . , y − x
contains two integers, and so there exist integers n and n+1 such that Mθ(n) =
Mθ(n+1) = i. It follows that if θ > e, then the functionMθ(n) is not eventually
strictly increasing. This completes the proof. 
For example, if θ = 2, then Theorem 6 and Corollary 2 imply that, for n ≥ 2,
the function M2(n) is strictly increasing with bounded gaps, and that
1 ≤M2(n+ 1)−M2(n) <
1
log 2
+
3
2
< 3.
Thus, M2(n+ 1) −M2(n) ≤ 2 and so (M2(n+ 1)−M2(n)− 1)
∞
n=2 is a binary
sequence, that is, a sequence of 0s and 1s.
3 Explicit values and linear periodicity
In Corollary 1 we proved that Me(n) = n − 1 for all n ≥ 2. This allows us to
compute other explicit values of the function Mθ(n). For example, if ℓ ≥ 2 and
n ≥ 1, then
Me1/ℓ(n) =
[
1
e1/ℓn − 1
]
=Me(ℓn) = ℓn− 1.
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Let k and ℓ be relatively prime positive integers, and let θ = ek/ℓ. Let q ∈ N
satisfy q > 1/(ℓ log 2). If n = kq, then n > log θ/ log 2 and
Mek/ℓ(n) =
[
1
ek/ℓn − 1
]
=
[
1
e1/ℓq − 1
]
=Me(ℓq) = ℓq − 1.
Because n+ k = k(q + 1), we have
Mek/ℓ(n+ k) =Mek/ℓ(n) + ℓ.
If n = kq + r, where 1 ≤ r ≤ k − 1, then
θ1/n = ek/ℓn = e(kq/n)/ℓq = e(1−r/n)/ℓq
and so
Mek/ℓ(n) =
[
1
ek/ℓn − 1
]
=
[
1
e(1−r/n)/ℓq − 1
]
= Me(1−r/n)(ℓq).
These results suggest examining the function Mθ(n) for numbers θ such that
log θ is rational. We compute Mθ(n) for log θ = 2/3, 2/5, 4/5, 3/7, and 5/7,
and 1 ≤ n ≤ 90. We put a box around Mθ(N0(θ)).
θ = e2/3
1 2 4 5 7 8 10 11 13 14 16 17 19 20 22
23 25 26 28 29 31 32 34 35 37 38 40 41 43 44
46 47 49 50 52 53 55 56 58 59 61 62 64 65 67
68 70 71 73 74 76 77 79 80 82 83 85 86 88 89
91 92 94 95 97 98 100 101 103 104 106 107 109 110 112
113 115 116 118 119 121 122 124 125 127 128 130 131 133 134
θ = e2/5
2 4 7 9 12 14 17 19 22 24 27 29 32 34 37
39 42 44 47 49 52 54 57 59 62 64 67 69 72 74
77 79 82 84 87 89 92 94 97 99 102 104 107 109 112
114 117 119 122 124 127 129 132 134 137 139 142 144 147 149
152 154 157 159 162 164 167 169 172 174 177 179 182 184 187
189 192 194 197 199 202 204 207 209 212 214 217 219 222 224
θ = e4/5
4 2 3 4 5 7 8 9 10 12 13 14 15 17 18
19 20 22 23 24 25 27 28 29 30 32 33 34 35 37
38 39 40 42 43 44 45 47 48 49 50 52 53 54 55
57 58 59 60 62 63 64 65 67 68 69 70 72 73 74
75 77 78 79 80 82 83 84 85 87 88 89 90 92 93
94 95 97 98 99 100 102 103 104 105 107 108 109 110 112
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θ = e3/7
1 4 6 8 11 13 15 18 20 22 25 27 29 32 34
36 39 41 43 46 48 50 53 55 57 60 62 64 67 69
71 74 76 78 81 83 85 88 90 92 95 97 99 102 104
106 109 111 113 116 118 120 123 125 127 130 132 134 137 139
141 144 146 148 151 153 155 158 160 162 165 167 169 172 174
176 179 181 183 186 188 190 193 195 197 200 202 204 207 209
θ = e5/7
23 2 3 5 6 7 9 10 12 13 14 16 17 19 20
21 23 24 26 27 28 30 31 33 34 35 37 38 40 41
42 44 45 47 48 49 51 52 54 55 56 58 59 61 62
63 65 66 68 69 70 72 73 75 76 77 79 80 82 83
84 86 87 89 90 91 93 94 96 97 98 100 101 103 104
105 107 108 110 111 112 114 115 117 118 119 121 122 124 125
We shall call an arithmetic function f eventually linearly periodic if there are
positive integers k, ℓ, and n0 such that
f(n+ k) = f(n) + ℓ
for all n ≥ n0. We define the difference function ∆(f) of an arithmetic function
f as follows: ∆(f)(n) = f(n + 1)− f(n). The difference function is eventually
periodic if there are positive integers k and n1 such that ∆(f)(n+k) = ∆(f)(n)
for all n ≥ n1.
For example, consider the function f whose sequence of values is 1, 2, 4, 5, 7, 8, . . .,
that is,
f(n) =
{
3q − 2 if n = 2q − 1
3q − 1 if n = 2q.
Then
f(n+ 2) = f(n) + 3
for all n ∈ N, and so f is eventually linearly periodic. We can also write
f(n) =
3
2
n+ χ(n (mod 2))
where
χ(n (mod 2)) =
{
−1 if n ≡ 0 (mod 2)
− 12 if n ≡ 1 (mod 2).
The sequence of values of the difference function ∆(f) is 1, 2, 1, 2, 1, 2, . . ., and
so ∆(f)(n+ 2) = ∆(f)(n) for n ≥ 1, that is, ∆(f) is eventually periodic. Note
that f(n) =Me2/3(n) for 1 ≤ n ≤ 90.
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Lemma 1 Let f be an arithmetic function. Let k, ℓ, and n0 be positive integers.
The following are equivalent:
1. f is eventually linearly periodic, and f(n+ k) = f(n) + ℓ for all n ≥ n0;
2. there is a function χ defined on Z/kZ such that
f(n) =
ℓ
k
n+ χ(n (mod k))
for all n ≥ n0;
3. the difference function ∆(f) defined by ∆(f)(n) = f(n + 1) − f(n) is
eventually periodic, and ∆(f)(n+ k) = ∆(f)(n) for all n ≥ n0.
Proof. If f is eventually linearly periodic, then there are positive integers k,
ℓ, and n0 such that n0 ≡ 0 (mod k) and f(n+ k) = f(n) + ℓ for all n ≥ n0. It
follows that f(n+qk) = f(n)+qℓ for all q ≥ 0 and n ≥ n0. For r = 0, 1, . . . , k−1,
we define ar = f(n0 + r) and
χ(r (mod k)) = ar −
ℓ
k
(n0 + r).
If n ≥ n0, then there exist unique integers q ∈ N0 and r ∈ {0, 1, . . . , k− 1} such
that n = n0 + qk + r. It follows that n ≡ r (mod k) and
f(n) = f(n0 + qk + r) = f(n0 + r) + qℓ
= ar +
(
n− n0 − r
k
)
ℓ
=
ℓ
k
n+ χ(n (mod k)).
Conversely, this implies that
f(n+ k) =
ℓ
k
(n+ k) + χ(n+ k (mod k))
=
ℓ
k
n+ χ(n (mod k)) + ℓ
= f(n) + ℓ
for n ≥ n0, and so (1) and (2) are equivalent.
Similarly, if f is eventually linearly periodic and, for all n ≥ n0, we have
f(n+ k) = f(n) + ℓ
then
f(n+ 1 + k) = f(n+ 1) + ℓ
and so
∆(f)(n+ k) = f(n+ 1 + k)− f(n+ k) = f(n+ 1)− f(n) = ∆(f)(n).
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Hence, ∆(f) is eventually periodic.
Conversely, suppose that ∆(f)(n + k) = ∆(f)(n) for all n ≥ n0. Let ℓ =
f(n0 + k)− f(n0). If n ≥ n0 and f(n+ k)− f(n) = ℓ, then
f(n+ 1 + k)− f(n+ 1) =
k∑
i=1
(f(n+ 1 + i)− f(n+ i))
=
k−1∑
i=1
∆(f)(n+ i) + ∆(f)(n+ k)
=
k−1∑
i=1
∆(f)(n+ i) + ∆(f)(n)
= f(n+ k)− f(n)
= ℓ.
It follows by induction that f(n+k) = f(n)+ ℓ for all n ≥ n0. This proves that
(1) and (3) are equivalent. 
Corollary 4 Let f be an arithmetic function. If f is eventually linearly peri-
odic, and if k, ℓ, and n0 are positive integers such that f(n+ k) = f(n) + ℓ for
all n ≥ n0, then
lim
n→∞
f(n)
n
=
ℓ
k
.
Proof. The function χ is bounded, and so
lim
n→∞
f(n)
n
= lim
n→∞
(
ℓ
k
+
χ(n)
n
)
=
ℓ
k
.

Let θ > 1. The computational data suggest that Mθ(n) is eventually linearly
periodic if there exist positive integers k and ℓ such that θ = ek/ℓ. The data
for θ = e2/3 and θ = e2/5 lead to the following explicit formula for Mθ(n) for
numbers of the form θ = e2/ℓ.
Theorem 7 Let ℓ be an odd integer, ℓ ≥ 3, and let θ = e2/ℓ. For every positive
integer n,
Me2/ℓ(n) =
ℓ
2
n+ χ(n (mod 2))
where
χ(n (mod 2)) =
{
−1 if n ≡ 0 (mod 2)
− 12 if n ≡ 1 (mod 2).
Proof. Let x = Me2/ℓ(n). Applying inequality (6) with log θ = 2/ℓ, we
obtain
x+
1
2
−
1
x
≤
ℓn
2
< x+
3
2
.
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If n is even, then ℓn/2 is an integer. If x ≥ 3, then
x < x+
1
6
≤ x+
1
2
−
1
x
≤
ℓn
2
< x+ 1 +
1
2
and so ℓn/2 = x+ 1; that is,
Me2/ℓ(n) =
ℓ
2
n− 1.
If n is even and x < 3, then ℓ = 3, θ = e2/3, n = 2, and x = 2. In this case we
also have Me2/3(2) = 2 = (ℓ/2)n− 1.
If n is odd, then (ℓn− 1)/2 is an integer. If x ≥ 2, then
x− 1 < x−
1
2
≤ x−
1
x
≤
ℓn− 1
2
< x+ 1
and so x = (ℓn− 1)/2; that is,
Mθ(n) =
ℓ
2
n−
1
2
.
If n is odd and x = 1, then ℓ = 3, θ = e2/3, and n = 1. In this case we also have
Me2/3(1) = 1 = (ℓ/2)n− 1/2. This completes the proof. 
A fundamental result of this paper is the following necessary and sufficient
condition for the eventual linear periodicity of Mθ(n).
Theorem 8 Let θ > 1. The arithmetic function Mθ(n) is eventually linearly
periodic if and only if there exist positive integers k and ℓ such that θ = ek/ℓ.
Proof. Let k, ℓ ∈ N and θ = ek/ℓ. By Theorem 1, limn→∞Mθ(n) =∞, and
so there exists an integer n0 > k/(ℓ log 2) such that Mθ(n) > 2k for all integers
n ≥ n0. Let n ≥ n0 and Mθ(n) = x. Then x > 2k. Applying inequality (6) to
θ = ek/ℓ and log θ = k/ℓ, we obtain
k
ℓ
(
x+
1
2
−
1
x
)
≤ n <
k
ℓ
(
x+
3
2
)
. (8)
The inequality on the left of (8) implies that
−1 < −
2k
x
≤ 2ℓn− 2kx− k.
Because 2ℓn− 2kx− k is an integer, it follows that
0 ≤ 2ℓn− 2kx− k
and so
k
ℓ
(
x+
1
2
)
≤ n.
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Adding k to each side of this inequality, we obtain
k
ℓ
g(x+ ℓ) <
k
ℓ
(
x+ ℓ +
1
2
)
≤ n+ k.
Similarly, the inequality on the right of (8) is equivalent to
2ℓn− 2kx < 3k.
Because 2ℓn− 2kx and 3k are integers, we have
2ℓn− 2kx ≤ 3k − 1.
It follows that
n ≤
k
ℓ
(
x+
3
2
−
1
2k
)
and, because x > 2k,
n+ k ≤
k
ℓ
(
x+ ℓ+
3
2
−
1
2k
)
<
k
ℓ
(
x+ ℓ+
3
2
−
1
x+ ℓ+ 1
)
≤
k
ℓ
g(x+ ℓ+ 1).
The inequality
k
ℓ
g(x+ ℓ) < n+ k <
k
ℓ
g(x+ ℓ+ 1)
implies that Mθ(n + k) = x + ℓ = Mθ(n) + ℓ. Thus, the function Mθ(n) is
eventually linearly periodic.
Conversely, if θ > 1 and Mθ(n) is eventually linearly periodic, then there
exist positive integers k, ℓ and n0 such that Mθ(n + k) = Mθ(n) + ℓ for all
n ≥ n0. It follows that
Mθ(n+ qk) = Mθ(n) + qℓ
for every integer n ≥ n0 and every positive integer q. Applying inequality (6)
to Mθ(n) = x and Mθ(n+ qk) = x+ qℓ, we obtain
log θ
(
x+
1
2
−
1
x
)
≤ n < log θ
(
x+
3
2
)
and
log θ
(
x+ qℓ+
1
2
−
1
x+ qℓ
)
≤ n+ qk < log θ
(
x+ qℓ+
3
2
)
.
Combining these inequalities gives
log θ
(
x+
1
2
−
1
x
)
+ qk < log θ
(
x+ qℓ +
3
2
)
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and
log θ
(
x+ qℓ+
1
2
−
1
x+ qℓ
)
< log θ
(
x+
3
2
)
+ qk
and so
qk
qℓ+ 1 + 1x
< log θ <
qk
qℓ− 1− 1x+qℓ
.
Equivalently,
k
ℓ+ 1q
(
1 + 1x
) < log θ < k
ℓ− 1q
(
1 + 1x+qℓ
) .
This inequality holds for all positive integers q, and so log θ = k/ℓ. This com-
pletes the proof. 
4 An algorithm for Mek/ℓ(n)
A second fundamental result of this paper is an algorithm to compute Mek/ℓ(n).
Theorem 9 Let k, ℓ, and n be positive integers. For each r ∈ {0, 1, . . . , k − 1}
there exist unique integers ur and vr such that
k + 2ℓr = 2kur + vr (9)
and
0 ≤ vr ≤ 2k − 1. (10)
Define χ : Z/kZ → Q as follows: If n ≡ r (mod k) for r ∈ {0, 1, . . . , k − 1},
then
χ(n (mod k)) = ur − 1−
ℓr
k
= −
1
2
−
vr
2k
. (11)
If
n > max
(
k
ℓ log 2
,
(
ek/ℓ − 1
)
(2k + 1)
)
(12)
then
Mek/ℓ(n) =
ℓ
k
n+ χ(n (mod k)) =
[
ℓ
k
n−
1
2
]
. (13)
Proof. We begin with the observation that if vr and x are integers such that
vr < 2k < x, then
vr
2k
+
1
x
≤
2k − 1
2k
+
1
x
= 1−
(
1
2k
−
1
x
)
< 1.
Let n satisfy inequality (12). Let x = Mek/ℓ(n). Theorem 1 implies that
x > 2k. If r ∈ {0, 1, . . . , k − 1} and n ≡ r (mod k), then there exists q ∈ N0
such that n = kq + r. Inequality (6) gives
k
ℓ
(
x+
1
2
−
1
x
)
≤ kq + r <
k
ℓ
(
x+
3
2
)
.
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Rearranging, we obtain
x+
1
2
−
1
x
≤ ℓq +
ℓr
k
< x+
3
2
and so
x+ 1−
k + 2ℓr
2k
−
1
x
≤ ℓq < x+ 2−
k + 2ℓr
2k
.
It follows from (9) and (10) that
x− 1 < x−
vr
2k
−
1
x
≤ ℓq + ur − 1 < x+ 1−
vr
2k
≤ x+ 1.
Because ℓq + ur − 1 is an integer, it follows that
Mek/ℓ(n) = x = ℓq + ur − 1
= ℓ
(
n− r
k
)
+ ur − 1
=
ℓ
k
n+ ur − 1−
ℓr
k
=
ℓ
k
n+
k + 2ℓr − vr
2k
− 1−
ℓr
k
=
ℓ
k
n−
1
2
−
vr
2k
=
ℓ
k
n+ χ(n (mod k)).
Because 0 ≤ vr/2k < 1, we have
ℓ
k
n−
1
2
− 1 < x ≤
ℓ
k
n−
1
2
and so
x =
[
ℓ
k
n−
1
2
]
.
This completes the proof. 
We shall apply Theorem 9 to compute Me3/7(n). With k = 3 and ℓ = 7, we
have
r ur vr χ(r (mod 3))
0 0 3 -1
1 2 5 -4/3
2 5 1 -2/3
16
and so
Mθ(n) =
7
3
n+ χ(n (mod 3))
=


7
3n− 1 if n ≡ 0 (mod 3)
7
3n−
4
3 if n ≡ 1 (mod 3)
7
3n−
2
3 if n ≡ 2 (mod 3)
=


7q − 1 if n = 3q
7q + 1 if n = 3q + 1
7q + 4 if n = 3q + 2.
5 Problems and remarks
1. For θ > 1 with log θ irrational, find patterns in the sequence (Mθ(n))
∞
n=1.
Is it possible to “predict” the value of Mθ(n)? How “pseudo-random” is
the deterministic sequence Mθ(n)? Describe the set of all sequences of the
form (Mθ(n))
∞
n=n0
for θ > 1.
2. Let m ∈ N. The sequence of integers A = (an)
∞
n=1 is uniformly distributed
modulo m if
lim
N→∞
1
N
N∑
n=1
card ({n ∈ {1, 2, . . . , N} : an ≡ r (mod m)}) =
1
m
for all r ∈ {0, 1, . . . ,m − 1}. The sequence of integers A = (an)
∞
n=1 is
uniformly distributed if A is uniformly distributed modulo m for allm ∈ N.
Is the integer sequence ([1/{θ1/n}])∞n=1 uniformly distributed for almost
all θ > 1?
3. Consider the binary sequence (M2(n+ 1)−M2(n)− 1)
∞
n=2. How “almost
periodic” is this seqence?
4. The Bernoulli numbers are the coefficients in the Taylor series
x
ex − 1
=
∞∑
r=0
Br
r!
xr = 1−
x
2
+
∞∑
r=1
B2r
(2r)!
x2r.
This series converges for |x| < 2π. Equivalently,
1
ex/n − 1
=
n
x
−
1
2
+
∞∑
r=1
B2r
(2r)!
x2r−1
n2r−1
Writing θ = ex, we obtain
1
θ1/n − 1
=
n
log θ
−
1
2
+
∞∑
r=1
B2r
(2r)!
(log θ)2r−1
n2r−1
.
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5. The Beatty sequence associated with the real numbers α and β is the
sequence ([nα+β])∞n=1. By Theorem 9, if θ > 1 and log θ is rational, then
the sequence (Mθ(n))
∞
n=1 eventually coincides with the Beatty sequence
([n/ log θ−1/2])∞n=1. By Corollary 3,Mθ(n) = [n/ log θ−1/2] or [n/ log θ+
1/2] for all n > log θ/ log 2. Kevin O’Bryant and the author [10] have
proved that there exist real numbers θ > 1 such that Mθ(n) = [n/ log θ +
1/2] for infinitely many positive integers n, but they also proved that, for
every θ > 1, Mθ(n) = [n/ log θ − 1/2] for almost all positive integers n;
that is, if θ > 1, then the set{
n ∈ N : Mθ(n) =
[
n
log θ
+
1
2
]}
has asymptotic density 0.
6. We could have considered the function M ′θ(n) =
[
1/‖θ1/n‖
]
instead of
Mθ(n) =
[
1/{θ1/n}
]
. However, for θ > 1 and n ≥ log θ/ log 3/2, we have
1 < θ1/n ≤ 3/2 and so {θ1/n} = ‖θ‖ = θ1/n − 1. Thus, the functions
M ′θ(n) and Mθ(n) eventually coincide.
Let 0 < θ < 1 and let ψ = θ−1 > 1. Then
1
1− θ1/n
=
1
1− ψ−1/n
=
ψ1/n
ψ1/n − 1
=
1
ψ1/n − 1
+ 1.
If n ≥ − log θ/ log 3/2, then 2/3 ≤ θ1/n < 1 and 1 < ψ1/n ≤ 3/2; hence∥∥θ1/n∥∥ = 1− θ1/n and ∥∥ψ1/n∥∥ = ψ1/n − 1. It follows that
M ′θ(n) =
[
1
1− θ1/n
]
=
[
1
ψ1/n − 1
]
+ 1 =M ′ψ(n) + 1
and it suffices to considerM ′θ(n) only for θ > 1. Thus, there is no essential
difference between the functions Mθ(n)and M
′
θ(n).
7. If A = (θn)
∞
n=1 is any sequence of real numbers, then we can examine the
arithmetic function
MA(n) =
[
1
{θn}
]
.
If 1 < θn < 2, then
MA(n) =
[
1
θn − 1
]
.
Consider, for example, the sequence A =
(
n1/n
)∞
n=1
. For every integer
x ≥ 2, what is the smallest integer n such that MA(n) = x?
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A Estimates for the exponential and logarith-
mic functions
This section contains the proofs of the estimates for the exponential and loga-
rithmic functions that were used in Sections 2 and 3.
Lemma 2 For all real numbers x > 0 and integers n ≥ 1,
(
1 +
x
n
)n
<
(
1 +
x
n+ 1
)n+1
< ex (14)
For all real numbers x such that 0 < x ≤ 1 and for all integers n ≥ 2,
ex <
(
1 +
x
n
)n+1
<
(
1 +
x
n− 1
)n
. (15)
Proof. Recall that
ex = lim
n→∞
(
1 +
x
n
)n
= lim
n→∞
(
1 +
x
n− 1
)n
for all real and complex numbers x. For 1 ≤ i < k ≤ n, we have
0 <
i
n+ 1
<
i
n
< 1
and so
k−1∏
i=1
(
1−
i
n
)
<
k−1∏
i=1
(
1−
i
n+ 1
)
.
If x > 0, then the binomial theorem gives
(
1 +
x
n
)n
=
n∑
k=0
k−1∏
i=1
(
1−
i
n
)
xk
k!
≤
n∑
k=0
k−1∏
i=1
(
1−
i
n+ 1
)
xk
k!
<
n+1∑
k=0
k−1∏
i=1
(
1−
i
n+ 1
)
xk
k!
=
(
1 +
x
n+ 1
)n+1
and so
ex = sup
{(
1 +
x
n
)n
: n = 1, 2, . . .
}
.
This proves (14).
If 0 < x ≤ 1 and n ≥ 2, then x < n/(n− 1). Equivalently,
1 +
x
n
< 1 +
nx
(n− 1)(n+ x)
.
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Again applying the binomial theorem, we obtain
1 +
x
n
< 1 +
nx
(n− 1)(n+ x)
<
(
1 +
x
(n− 1)(n+ x)
)n
=
(
n(n− 1 + x)
(n− 1)(n+ x)
)n
=
(
n−1+x
n−1
n+x
n
)n
=
(
1 + xn−1
1 + xn
)n
.
It follows that (
1 +
x
n
)n+1
<
(
1 +
x
n− 1
)n
and
ex = inf
{(
1 +
x
n− 1
)n
: n = 1, 2, . . .
}
.
This proves (15). 
Lemma 3 For x ≥ 1, the function
g(x) =
1
log
(
1 + 1x
)
is positive and strictly increasing, and
x+
1
2
−
1
x
≤ g(x) < x+
1
2
. (16)
For y ≥ x ≥ 1,
y − x−
1
y
< g(y)− g(x) < y − x+
1
x
. (17)
Proof. For x > 0, the function g(x) is positive, and is strictly increasing
because
g′(x) =
1
x(x + 1) log2(1 + 1/x)
> 0.
Let t > −1, and consider the function
h(t) =
4
2 + t
+ log(1 + t).
Because
h′(t) = −
4
(2 + t)2
+
1
1 + t
=
t2
(2 + t)2(1 + t)
> 0
it follows that h(t) is strictly increasing and so h(t) > h(0) = 2 for t > 0. Let
x > 0 and t = 1/x. We obtain
log
(
1 +
1
x
)
> 2−
4x
2x+ 1
=
2
2x+ 1
20
and so
g(x) =
1
log
(
1 + 1x
) < x+ 1
2
.
This gives the upper bound for g(x).
Let 0 < t < δ < 1. Using the Taylor polynomial of degree 1 for the function
log(1 + t), we obtain a real number u satisfying 0 < u < t such that
log(1 + t) = t−
t2
2(1 + u)2
< t−
t2
2(1 + δ)2
.
It follows that
1
log(1 + t)
>
1
t− t
2
2(1+δ)2
=
1
t
(
1
1− t2(1+δ)2
)
>
1
t
(
1 +
t
2(1 + δ)2
)
=
1
t
+
1
2(1 + δ)2
>
1
t
+
(1− δ)2
2
>
1
t
+
1
2
− δ.
Because this inequality is true for all δ > t, we have
1
log(1 + t)
≥
1
t
+
1
2
− t.
Replacing t with 1/x gives the lower bound for g(x). Inequality (17) is an
immediate consequence of (16). 
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