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Abstract
Sympathetic nerve activity plays an essential role in the normal regulation of blood pressure
in humans and in the etiology and progression of many chronic diseases. Sympathetic nerve
recordings associated with blood pressure regulation can be recorded directly using microneurography. A general characteristic of this signal is spontaneous burst activity of spikes (action
potentials) separated by silent periods against a background of considerable gaussian noise.
During measurement with electrodes, the raw muscle sympathetic nerve activity (MSNA) signal is amplified, band-pass filtered, rectified and integrated. This integration process removes
important information regarding action potential content and their discharge properties.
The first objective of this thesis was to propose a new method for detecting action potentials from the raw MSNA signal to enable investigation of post-ganglionic neural discharge
properties. The new method is based on the design of a mother wavelet that is matched to an
actual mean action potential template extracted from a raw MSNA signal and applying it to the
raw MSNA signal using a continues wavelet transform (CWT) for spike detection. The performance of the proposed method versus two previous wavelet-based approaches was evaluated
using 1) MSNA recorded from seven healthy participants and, 2)simulated MSNA. The results
show that the new matched wavelet performs better than the previous wavelet-based methods
that use a non-matched wavelet in detecting action potentials in the MSNA signal.
The second objective of this thesis was to employ the proposed action potential detection
and classification technique to study the relationship between the recruitment of sympathetic
action potentials (i.e., neurons) and the size of integrated sympathetic bursts in human MSNA
signal. While in other neural systems (e.g. the skeletal motor system) there is a well understood
pattern of neural recruitment during activation, our understanding of how sympathetic neurons
are coordinated during baseline and baroreceptor unloading are very limited. We demonstrate
that there exists a hierarchical pattern of recruitment of additional faster conducting neurons
of larger amplitude as the sympathetic bursts become stronger. This information has important
implications for how blood pressure is controlled, and the malleability of sympathetic activaiii

tion in health and disease.
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Chapter 1
Introduction
The autonomic nervous system (ANS) regulates many physiologic processes autonomously,
that is, without conscious controls. The two major divisions are the sympathetic and parasympathetic systems. Disorders of the ANS cause autonomic insufficiency or failure and can affect
any system of the body. Therefore, understanding and studying of both the normal and abnormal characteristics of the ANS is very important. For instance, conditions like hypertension
[1–3], congestive heart failure [4] and obesity [5, 6] are associated with autonomic dysregulation.
One of the powerful research tools used to directly assess autonomic function and to examine the origin of many autonomic disorders is a technique developed by Hagbarth and Vallbo
[7]. The technique is known as Microneurography and consists of directly recording the sympathetic nerve activity from a peripheral nerve in awake subjects. Microneurography has provided an exciting era in research regarding autonomic outflow and the neural control of the
cardiovascular system with opportunities to study neurovascular control in skeletal muscle [8]
and blood pressure regulation [9]. Researchers have been using this technique to study the
relationship between the sympathetic nerve activity and hypertension [1–4] and other diseases.
The human muscle sympathetic nerve activity (MSNA), a signal recorded using microneurography, is generated by multiple neurons supplying the muscle vascular bed in human sub-
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jects. A general characteristic of this signal is the spontaneous burst activity of spikes (action
potentials) that are time-locked with the cardiac cycle and separated by silent periods against
a background of considerable gaussian noise. Traditionally, due to relatively poor signal-tonoise aspects of this neurogram, analysis of this multi-fiber recording from human peripheral
nerves has, to a large extent, been constrained to the integrated neurogram signal through bandpass filtering, rectification and integration. These steps reduce background noise and provide
a quantitative measure of sympathetic outflow, but eliminate action potential information. For
instance, the number of action potentials and their morphologies that contribute to a given
sympathetic burst are lost during integration process.
The main reasons for studying action potential content are: 1) Loss of information that occurs in the integration process, 2) Potential for recruitment of different post-ganglionic neuronal
populations and 3) Population differences in recruitment patterns. Detail of coding patterns in
the single action potentials should, in theory, provide information about recruitment strategies
used by the central nervous system to achieve the spontaneous activity and stress responses.
However, this high frequency content of the signal is lost in the integrated signal. Understanding the recruitment patterns of sympathetic neurons may have important implications for how
blood pressure and blood flow are controlled, and the malleability of sympathetic activation in
health and disease.
Therefore, to retrieve the action potential content of the multi-fibre recording for variations
in action potential frequency, morphology and timing, it is necessary to develop alternative
techniques to extract the action potentials from the noisy neurogram. Developing a reliable
method for detecting and extracting action potentials from a noisy raw sympathetic signal and
applying such a method to retrieve action potential content in real MSNA signal are major
objectives of this thesis.
In the subsequent sections we review 1) the microneurography for recording of the MSNA
signal, 2) the traditional analysis of the MSNA signal, 3) the limitation and drawbacks of this
analysis and 4) an alternative method to overcome these limitations followed by the objectives
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of this thesis.

1.1

Microneurography: a direct method to assess autonomic
function

Post-ganglionic efferent sympathetic nerve traffic to muscle and skin vascular beds can be
measured directly using the microneurography which involves inserting metal microelectrodes
percutaneously into mixed peripheral nerves [7]. Efferent sympathetic nerve activity is carried by unmyelinated “C” fibres whose conduction velocities are about 1 m/s [11]. Since the
unmyelinated nerve fibres tend to be grouped in bundles it is possible to insert the tip of an
electrode in their vicinity and record their activity.
Sympathetic nerve traffic, dependent on the goal of the study, can be recorded from any
human mixed nerve that is accessible to a recording electrode. The peroneal (fibular) nerve is
used widely for measuring nerve traffic to a skeletal muscle vascular bed. Fig. 1.1 shows the
position of the peroneal nerve. The sympathetic nerve activity can be recorded from bundles of
either skin or muscle nerve fibers. The muscle bundles in the peroneal nerve contain sensory
nerves from muscle spindles, efferent motor nerves and efferent sympathetic nerves. The neural
activity recorded from efferent sympathetic nerves innervating the vessels in the muscle is
called muscle sympathetic nerve activity (MSNA). This signal is defined as “multi-unit” in
that several axons are recorded from simultaneously. Bursts of sympathetic activity in muscle
nerves are tightly linked to the cardiac cycle [7] whereas those directed to skin are not.
Typically, recordings of MSNA are obtained using a 200 µm diameter, 35 mm long tungsten microelectrode tapering to an uninsulated 1 to 5 µm tip. This electrode is inserted percutaneously into the nerve just posterior to the fibular head. A reference electrode is positioned subcutaneously 1-3 cm from the recording site. Fig. 1.2 shows the position of recording electrode,
reference electrode and pre-amplifier. An MSNA site is confirmed by manually manipulating
the microelectrode until a characteristic pulse-synchronous burst pattern is observed. Satisfac-
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tory recordings of MSNA are usually defined by (1) heart pulse synchronicity (2) increases in
response to breath-holding (3) facilitation during Valsalva straining and suppression during the
hypertensive overshoot after release and (4) no change during tactile or auditory stimulation
[8].
The recorded neural signal is usually amplified with gain ∼ 75000, bandpass filtered (7002000 Hz), rectified and integrated (resistance-capacitance integrator circuit, time constant 0.1
s). These processes can be implemented using custom-made or commercially available hardware (e.g., one source is nerve traffic analysis system model 662C-3, Bioengineering of University of Iowa, Iowa City, IA). Fig. 1.3 shows these signal conditioning steps during recording
of the MSNA signal. A single-unit sympathetic nerve activity can be recorded with the same
technique described above. The only difference is that the microelectrode must have a much
higher impedance so that it can limit the area from which the neural activity is recorded [14].

(B)

Cross section of the
Peroneal nerve

Skin Fascicle

Muscle Fascicle

High-impedance
tungsten
microelectrode

Figure 1.1: The peroneal nerve. (A) The anatomical position of the Peroneal nerve. (B) Schematic representation of a microelectrode
inserted into a human peripheral nerve for sympathetic recordings. The nerve contains bundles of sympathetic nerves that target blood
vessels in muscle or skin, Adapted from [12, 13]
.
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Figure 1.2: The technique of microneurography. Position of recording electrode, reference
electrode, fibular head and pre-amplifier during Microneurography.
.
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2-Bandpass Filter (700-2000 Hz)
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Figure 1.3: Common signal conditioning steps during recording of muscle sympathetic nerve
activity. The recorded raw neurogram is amplified, band-pass filtered and integrated. A sympathetic burst is shown with a dashed rectangle.
.
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1.2
1.2.1

Integrated MSNA burst Analysis
General quantification

An important but problematic feature of the MSNA signal is that it is dominated by high levels
of environmental and bioelectric background noise that produce a low signal-to-noise neurogram. Traditionally, due to relatively poor signal-to-noise aspects of this neurogram, analysis
of this multi-fiber recording from human peripheral nerves has been constrained to the integrated neurogram signal through band-pass filtering, rectification and integration as mentioned
above. These steps reduce background noise and provide a quantitative measure of sympathetic
outflow.
The amount of integrated neural activity is often quantified both as number of bursts per
100 heartbeats (burst incidence) and burst per min (burst frequency). Also, the total MSNA
activity can be described as the product of burst incidence/burst frequency × averaged burst
area/amplitude (in arbitrary unit) [15]. Figure 1.4 shows these traditional quantification of
MSNA signal. Sundolf and Wallin [15] showed that the burst frequency is highly repeatable
between recording sessions for the same individual.
The amplitude of a given sympathetic burst is a function of the number and size of action
potentials present in the recorded signal. However, measures of burst amplitude/area are difficult to compare between individuals because the burst areas/amplitudes are highly dependent
on the proximity of the electrode tip to the group of post-ganglionic sympathetic axons from
which the recording is made. Attempts have been made to quantify burst amplitude by normalizing burst amplitude/area to the largest burst in a recording and calculating the distribution
of burst amplitudes [15, 16]. Although these techniques have been relatively successful in
identifying differences in overall burst intensity across subjects [17, 18] the information content extracted from these approaches is still relatively limited. However, it might be useful for
calculating burst amplitude changes by normalizing them within a given recording session.

Figure 1.4: General methods of quantifying integrated MSNA signal. (A) Burst amplitude is determined from the peak burst heights
across bursts (h). (B) Burst frequency is calculated by identifying the number of bursts (e.g. 1, 2, 3 and 4 above) occurring within a
specific of time (t). (C) Burst incidence is the number of bursts occurring over 100 consecutive heart beats.
.
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1.2.2

Integrated burst reflex latency

The MSNA signal consists of pulse synchronous bursts of action potentials that occur during
temporary reduction in blood pressure and vanish during transient elevations of blood pressure
[8, 9]. The inverse relationship between MSNA and blood pressure is due to arterial baroreflex
modulation of sympathetic vasoconstrictor outflow.
The baroreflex begins with stretch sensitive cells known as baroreceptors. These are sensory receptors found in the wall of blood vessels in the region of the carotid sinus, aorta, heart,
and lungs. These receptors are sensitive to vascular stretch induced by blood pressure and send
coded nerve impulses concerning the blood pressure fluctuations to the nucleus of the tractus
solitarius (NTS) in the medulla [10]. The NTS sends excitatory messages to the caudal ventrolateral medulla (CVLM), activating the CVLM. The activated CVLM then sends inhibitory
messages to the rostral ventrolateral medulla (RVLM), thus inhibiting the RVLM. The RVLM
is the primary regulator of the sympathetic nervous system, sending excitatory messages to the
sympathetic preganglionic neurons located in the intermediolateral nucleus of the spinal cord.
Therefore, when the baroreceptors are activated (by an increased blood pressure), the NTS activates the CVLM, which in turn inhibits the RVLM, thus inhibiting the sympathetic branch of
the autonomic nervous system leading to a decrease in blood pressure (i.e., vasodilation). The
NTS additionally activates Nucleus Ambiguus increasing parasympathetic activity resulting in
a reduction of heart rate and cardiac contractility. The parasympathetic excitation mainly works
to further reduce the heart rate until blood pressure returns to a normal level. The decrease in
the cardiac output and peripheral resistance causes a reduction in the blood pressure. Likewise,
low blood pressure causes an increase in sympathetic tone via “disinhibition” (i.e., activation)
of the RVLM, leading to vasoconstriction.
There is a delay between the detection of blood pressure reduction by baroreceptors and the
occurring of sympathetic bursts (see Fig. 1.5), termed “reflex latency”. Reflex latency is often
determined using the approach introduced by Fagius and Wallin [11] and is based upon the time
delay between the peak of the burst (the highest point of the integrated MSNA burst) and the
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R-wave related to the burst (generally the R-wave occurrence of the previous cardiac cycles);
see Fig. 1.6. Reflex latency is a convenient indirect measurement of conduction velocity in pre
and post-ganglionic sympathetic fibres [11]. The reflex latency measurements can be used for
comparison between individual sympathetic bursts or across individuals for different purposes.

Arterial
Barorecptors

Smooth muscle

Blood vessel

4. Increase in mean
MSNA

Figure 1.5: The schematic representation of inverse relationship between muscle sympathetic nerve activity and blood pressure fluctuations. Notice a reduction in the blood pressure is detected by baroreceptors and the MSNA will be increased eventually using baroreflex.

5. Increase in vascular
resistance

6. Increase in Blood Pressure

1. Decrease in Blood Pressure

2. The afferent signal is sent
to the central nervous system

3. The altered sympathetic nerve activity
is originated by the VMC.

Vasomotor center (VMC)
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Figure 1.6: The reflex latency. Examples for finding reflex latency for individual bursts in
relation to preceding R-waves.
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1.2.3

Baroreflex pressure threshold and baroreflex sensitivity analyses

In general, the sympathetic bursts occur more frequently during spontaneous transient blood
pressure reductions than during transient increases in blood pressure (see Fig. 1.7). It has been
shown that there is a close negative correlation between the occurrence of a sympathetic burst
and diastolic blood pressure and a low correlation to systolic blood pressure [9]. To study the
effects of spontaneous temporary blood pressure fluctuations, researchers have investigated the
correlation between the diastolic blood pressure of individual heart beats to the probability of
occurrence of a sympathetic burst (baroreflex pressure threshold) and to the amplitude of the
occurring bursts (baroreflex sensitivity) [9, 19, 20].
Baroreflex threshold diagram: Diastolic pressures of individual heart beats are grouped
in intervals of 1 mmHg and for each interval burst incidence (i.e., occurrence of sympathetic
bursts in 100 heart beats ) is calculated and plotted against the mean of the pressure interval.
It is common to calculate the threshold (T 50 ) value which is defined as the diastolic pressure at
which 50% of the diastolic blood pressures are associated with a burst. The variability of the
threshold is defined as the slope of the regression line [9]. Fig. 1.8A shows an example of a
baroreflex threshold diagram from a female participant.
Baroreflex sensitivity diagram: Baroreflex sensitivity is evaluated in a linear regression
analysis of individual sympathetic burst amplitude or area versus the diastolic blood pressure
during the cardiac interval corresponding to the burst. The sensitivity is defined as the slope of
the regression line. An example of baroreflex sensitivity analysis is shown in Fig. 1.8B.
It has been shown that the baroreflex threshold diagram is a robust measure of baroreflex
function and it is highly reproducible. In contrast, the strength of a sympathetic burst is only
weakly coupled to diastolic pressure and this relationship is not an appropriate tool for analysis
of baroreflex function [19].
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Figure 1.7: The relationship between variations in blood pressure and MSNA. This representative example shows that more bursts occurring during decreasing than during increasing blood
pressure. Arrows indicate sequences of bursts and corresponding blood pressure beats.
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Figure 1.8: The baroreflex threshold and sensitivity diagrams. (A) Example of a baroreflex
threshold diagram from a female participant. The individual circles represent the mean diastolic blood pressure in each 1-mmHg blood pressure bin. For each of these bins the percentage
of heart beats associated with a burst is plotted against the mean of the pressure in that bin.
The dotted line represents the diastolic blood pressure associated with 50% bursts (T 50 ). In this
particular female the (T 50 ) is 55.83 mmHg. (B) Example of a baroreflex sensitivity diagram,
the amplitude of individual bursts is plotted against the corresponding diastolic blood pressure
for that burst. Burst amplitudes are normalized (100 means the maximum burst amplitude).
.
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1.3

Drawbacks and limitations of the integrated burst analysis

Although the information extracted from the integrated MSNA signal is useful and important,
this traditional analysis (i.e., integrating the raw MSNA signal) removes important information
regarding action potential content of the raw MSNA signal. The raw MSNA signal contains
spikes (action potentials) that represent the discharge pattern of individual neurons within the
recording field of the microelectrode tip. Detail of coding patterns in the action potentials
should, in theory, provide information about recruitment strategies used by the central nervous
system to achieve the spontaneous activity and stress responses. For instance, Wallin et al [21],
in the absence of action potential analysis, hypothesized the presence of multiple populations of
post-ganglionic axons; however, to test this hypothesis, it is necessary to assess action potential
content of the multi-fibre recording for variations in the number of active action potentials,
morphology and timing.
Additionally, in some certain physiological conditions such as very low pulse pressures or
intense stress, integrating the raw MSNA signal is not able to provide a good integrated MSNA
signal for traditional analysis. Fig. 1.9 demonstrates this point where the integrator produces
burst fusing pattern during severe apnoea. Such fusions represent a challenge to traditional
burst detection and quantification and shows the need for alternative method for studying the
raw MSNA signal.
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Figure 1.9: The fused burst patterns. A representative example of fused bursts of muscle sympathetic nerve activity.
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1.4

Spike Detection in human MSNA signal

An alternative method for analyzing the MSNA signals is to develop a method to separate the
action potentials from the background noise in the raw MSNA signal and to study their morphology, latency (i.e., conduction velocity) and their relationship with the sympathetic bursts.
Fig. 1.10 shows a general idea of the spike detection concept in human MSNA recordings.
Since all studies of action potential content of the extracellular recordings of the MSNA start
from the shape and location of individual action potentials within sympathetic bursts, it is necessary to precisely detect and localize the occurrence of action potential within sympathetic
bursts. Action potential detection in human MSNA signal is challenging because the spikes in
extracellular sympathetic recordings are contaminated with high level of background or environmental noises.
Spike detection in noisy extracellular recordings is a classical problem because of its practical importance to experimental neuroscience. There are different algorithms for spike detection and classification from multi-unit but non-sympathetic neural recordings [see 22–25].
The most common spike detection tool is the time-amplitude window discriminator techniques
[26–29] where a threshold can be set automatically (e.g., as a multiple of the estimated noise
standard deviation). Signals that pass the defined threshold are identified as action potential.
However, the threshold is a conservative choice that is not able to capture low amplitude spikes
in the MSNA signal and it produces considerable false positive alarms. Other detection methods include power or energy detection [30–32] where the instantaneous power of the signal is
calculated using a moving window and compared with a threshold estimated from the standard
deviation of the noise power. In general, the performance of the power detector methods are
better than that of amplitude thresholding but their performance decreases during low signalto-noise ratio (SNR) signals.
The other techniques are automated wavelet-based methods that have been implemented to
detect and classify neural recordings [33–38]. The general idea of wavelet-based spike detection is that a nerve signal containing a train of action potentials but contaminated with noise
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is decomposed by the wavelet transform into a set of time-scale and time-translated version
of a particular template called “mother wavelet” to provide a resemblance index (i.e., wavelet
coefficient) between the signal of interest (e.g., action potentials) and the mother wavelet. If
the index is “large” the resemblance is strong and if the index is small, the resemblance is
weak . Therefore, the mother wavelet should be similar to the signal under interrogation. For
detection purposes, the wavelet coefficients related to action potentials and noise portions can
be separated using wavelet de-noising techniques [39, 40].
Based on our knowledge, there are only three methods available that have been applied
for action potential detection from raw MSNA signal. Two of these methods are wavelet-based
techniques [41, 42]. Both of these methods have shown remarkably better performance than the
time-amplitude discriminator and have been successful for action potential detection. The other
spike detection approach that has been applied to sympathetic recordings [43] uses a mixture
probabilistic model for identifying spikes. Although this method provides good spike counting
accuracy, it does not provide any information about spike morphology and it is computationally
expensive. Because of the non-stationary nature of the human MSNA signal, the wavelet-based
methods can be a proper choice to handle this problem as it has been used previously [41, 42].

Integrated MSNA

Filtered MSNA

1 s

Spike peak-to-peak amplitude (size) clustering

Spike seperation and averaging

Figure 1.10: General concept of spike detection and classification.
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1.5

Objective and Outline of this thesis

There are two main objectives of the research presented in this thesis. The first purpose was
to develop a reliable action potential detection and classification method to accurately and
robustly detect and localize the occurrence of individual action potentials in extracellular sympathetic recordings obtained from humans. The second purpose was to apply this new action
potential detection method to real sympathetic signals and to directly study recruitment patterns of multi-fiber post-ganglionic sympathetic neural recordings during baseline and orthostatic stress of lower body negative pressure (LBNP). The organization of the thesis and a brief
summary of each chapter is as follows:
Chapter 2 provides a general background of wavelet analysis of sympathetic neural signals. The application and performance of the discrete wavelet transform (DWT) and stationary
wavelet transform (SWT) for detection of spikes in human raw MSNA signal is reviewed in this
chapter. A method for finding an actual mean action potential template after bandpass filtering
and before amplification of the raw MSNA signal is presented in this chapter. Also, this chapter
demonstrates the classification of sympathetic action potentials based on their morphology.
Chapter 3 proposes a novel method for improving the performance of the previous waveletbased techniques for detecting spikes in sympathetic recordings. The new method is based on
the design of a mother wavelet that is matched to an actual mean action potential template
extracted from a real raw MSNA signal. To detect action potentials, the new matched wavelet
is applied to the MSNA signal using a continuous wavelet transform following a thresholding
procedure and finding of a local maxima that indicates the location of action potentials. The
performance of the proposed method versus two previous wavelet-based approaches is evaluated using 1) real MSNA recorded from seven healthy participants during LBNP protocol and,
2) simulated MSNA. To this end this chapter also presents a new method to model a simulated
MSNA signal based on statistical properties of the MSNA signal derived from the detection
method provided here. The problem of action potential summation in multi-fiber recordings is
also discussed in this chapter and the performance of the new method in detecting overlapped
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spikes is evaluated.
Chapter 4 employs the novel action potential detection technique presented in chapter 3 to
study the relationship between the recruitment of sympathetic action potentials and the size
of integrated sympathetic bursts in human muscle sympathetic nerve activity. Due to the lack
of action potential content and analysis of sympathetic recordings little is known about the
recruitment pattern of sympathetic neurons during baseline and different physiological conditions. This chapter aims to examine recruitment characteristics of post-ganglionic sympathetic
neurons to test the hypothesis that sympathetic neurons follow a size principle in their recruitment patterns.
Chapter 5 summarizes this thesis with some concluding remarks and presentation of possible work in the future.

1.6

Contributions of the author

Chapter 2 was presented at
• A. Salmanpour, L. J. Brown and J. K. Shoemaker, “Detection and Classification of
Raw Action Potential Patterns in Human Muscle Sympathetic Nerve Activity,” 30th Annual International conference of the IEEE Engineering in Medicine and Biology Society
(IEEE EMBS), Vancouver, BC, Canada, pp. 2928-2931, 2008.
and
• A. Salmanpour, L. J. Brown and J. K. Shoemaker, “Performance Analysis of Stationary
and Discrete Wavelet Transform for Action Potential Detection from Sympathetic Nerve
Recordings in Humans,” 30th Annual International conference of the IEEE Engineering
in Medicine and Biology Society (IEEE EMBS), Vancouver, BC, Canada, pp. 2928-2931,
2008.
Chapter 3 was published in Journal of Neuroscience Methods
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• A. Salmanpour, L. J. Brown, J. K. Shoemaker, “Spike detection in human muscle
sympathetic nerve activity using a matched wavelet approach,” Journal of Neuroscience
Methods, vol. 193, pp. 343-355, 2010.
It was also presented at
• A. Salmanpour, L. J. Brown and J. K. Shoemaker, “Detection of Single Action Potential
in Multi-unit Postganglionic Sympathetic Nerve Recordings in Humans: A Matched
Wavelet Approach,” IEEE International Conference on Acoustic, Speech, and Signal
Processing (IEEE ICASSP), Dallas, Texas, USA, pp. 554-557, 2010.
Chapter 4 was submitted to Journal of Neurophysiology
• A. Salmanpour, L. J. Brown, C. D. Steinback, C. W. Usselman, R. Goswami and J. K.
Shoemaker, “Relationship between size and latency of action potentials in human muscle
sympathetic nerve activity,” Journal of Neurophysiology
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the direct result of using and applying the spike detection software developed here to study
action potential content in different physiological conditions:
• CD Steinback, A. Salmanpour, T. Breskovic, Z. Dujic, and J. K. Shoemaker, “Sympathetic neural activation: an ordered affair,” Journal of Physiology, vol. 588, pp. 48254836, 2010.
• T Breskovic, CD Steinback, A Salmanpour, Z Dujic, and JK Shoemaker, “Recruitment
pattern of sympathetic neurons during functional residual capacity and total lung capacity apnea in breath hold divers and controls”, submitted to Experimental Physiology.
• M Zamir, R Goswami, L Liu, A Salmanpour and JK Shoemaker, “Myogenic activity in
autoregulation during low frequency oscillations”, Auton Neurosci (2010),
doi:10.1016/j.autneu.2010.07.029.
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Chapter 2
Spike detection using stationary and
discrete wavelet transform from
sympathetic nerve recordings in humans
2.1

Introduction

Estimation of autonomic responses to stress in humans is most directly assessed through microneurographic measures of peripheral sympathetic nerve activity [1]. Using this technique,
multi-fibre recordings of sympathetic nerve activity can be assessed from a superficial nerve using methods developed by Hagbarth and Vallbo [2] and used frequently in our laboratory [3–6].
Historically, previous studies in microneurographic recordings from humans has emphasized
the summation of the bursts per unit time either with or without inclusion of the size or area
of each burst in the integrated signal. This approach provides an estimate of total sympathetic
outflow and its bursty pattern. However, there is much signal content lost in the integration
process. As shown in Fig. 2.2, the raw signal contains spikes (action potentials) that, in theory,
represent the discharge pattern of individual neurons within the recording field of the microelectrode tip. For two main reasons our laboratory is pursuing the analysis and quantification of
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this raw sympathetic neurogram. First, we are interested in the relationship between discharge
pattern and neurotransmitter release. Sympathetic neurons directed to the vasculature in skeletal muscle release multiple vasoconstricting neurotransmitters, namely, ATP, norepinephrine
and neuropeptide Y. It is proposed that it is the frequency content of the neural discharge that
determines neurotransmitter release patterns [7]. While contentious [8], this hypothesis will
require much closer attention to the discharge patterns of the original nerve signal. As the
number of neurons contributing to the efferent discharge will vary with each burst, it is necessary to examine the neural content of each burst. Whereas some information can be gleaned
from the discharge patterns of single neurons followed over time [9], the examination of neuronal populations and recruitment patterns requires a different approach of separating signal
and noise components, exposing the multiple action potentials in real time.
The second reason for our investigation is an interest in the loss of information that occurs
in the integration process due to an inherent low signal to noise aspect of the signal. Detail
of coding patterns in the single action potentials should, in theory, provide information about
recruitment strategies used by the central nervous system to achieve the spontaneous activity
and stress responses. However, this high frequency content of the signal is lost in the integrated
signal. Additionally, the low signal-to-noise aspect of this signal combines with the sensitivity
settings of the integrator to lose some action potential data. Fig. 2.2 demonstrates this point
where the integrated signal fails to expose neural activity that is present in the raw signal.
The integration process incorporates both signal and noise in the neurogram and can, on some
occasions, obscure burst activity. Only by adequate de-noising of the raw signal can such bursts
be detected.
As it is apparent from Fig. 2.2 the amplified and filtered MSNA are contaminated with
high environmental and bioelectric background noise. Therefore, one of the primary steps in
action potential detection from the filtered MSNA signal is removing this background noise.
The action potentials then can be identified using a simple peak detection scheme from the
de-noised signal. A common noise removal approach involves applying signal averaging to the

32
MSNA signal [3]. In theory this approach can reduce background noise by

√

n, but temporal

sensitivity is lost in the process. Recently, wavelet-based de-noising techniques have been
applied to reduce noise in the filtered muscle sympathetic nerve activity [12–15]. However,
improvements to the wavelet-based de-noising techniques are required as the signal and noise
share similar characteristics, minimizing the effectiveness of the approach. Wavelet transform
represents a signal as a weighted sum of temporally scaled and shifted versions of a “mother”
wavelet function. If the signal is deterministic, it will contribute significantly only to a few
coefficients describing the wavelet representation of the signal, while the noise will contribute
uniformly to all coefficients. Ideally, the mother wavelet function exactly matches the neuronal
signal so that a single coefficient describes the signal.
In this paper, we compare the performance of stationary wavelet transform (SWT) and
discrete wavelet transform (DWT) in detecting filtered action potentials in MSNA recordings.
Two thresholding and noise estimation techniques will be examined based on the method developed by Donoho [22] and modified by Diedrich [12]. We also propose a detection method
for finding a typical action potential waveform; moreover, the result of action potential shape
classification is explained.
This paper is organized as follows: Section 2 reviews wavelet-based de-noising techniques
used in the experiments, section 3 discusses the method for recording and detecting action
potentials and the method for generating simulated MSNA, section 4 shows comparison results
between SWT and DWT and discusses the achieved results based on the proposed method, and
section 5 concludes the paper.

2.2
2.2.1

Background
Discrete Wavelet Transform (DWT)

A fast wavelet decomposition and reconstruction algorithm was developed by Mallat [16]. The
Mallat algorithm for discrete wavelet transform (DWT) consists a set of quadrature mirror
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filters (QMF), h0 (low-pass filter) and h1 (high-pass filter). The filters, h0 and h1 , are related to
the mother wavelet, ψ(x), and the scaling function, φ(x), in the time domain as follows:
Φ(x) = 2

Pk=∞

Ψ(x) = 2

Pk=∞

k=−∞
k=−∞

h0 (k)Φ(2x − k)

(2.1)

h1 (k)Φ(2x − k)

In the frequency domain (2.1) becomes
Φ(ω) = H0 ( ω2 )Φ( ω2 )
Ψ(ω) =

H1 ( ω2 )Φ( ω2 )

(2.2)

In this thesis, we use “Symlet 7” as the mother wavelet. Fig. 2.1 (A-F) shows the “Symlet 7”
wavelet function, the corresponding scaling function, decomposition and reconstruction highpass and low-pass filters (Matlab, the Mathworks, Inc), respectively.
The DWT decomposition process can be computed by (2.3) and (2.4).

cADWT
j+1 (k)

=

X

(n)
h0 (n − 2k)cADWT
j

(2.3)

h1 (n − 2k)cDDWT
(n)
j

(2.4)

n

cDDWT
j+1 (k) =

X
n

Briefly, the DWT consists of log2 (N) stages at most to decompose a signal f of length N.
Starting from cA0DWT = f , the first step produces two sets of coefficients: approximation coefficients cA1DWT , and detail coefficients cD1DWT . These coefficients are computed by convolving
f with the low-pass filter (h0 ) for approximation, and with the high-pass filter (h1 ) for detail,
followed by down-sampling by factor 2. The next step splits the approximation coefficients
cA1DWT in two parts using the same scheme, replacing f by cA1DWT and producing cA2DWT and
cD2DWT , and so on. Note that the DWT algorithm segments the frequency content of the cADWT
j
approximately in half in each level of decomposition. The inverse DWT (IDWT) reconstructs
DWT
cADWT
from cADWT
j
j+1 and cD j+1 using inverting the decomposition step by inserting zeros (Up-

sampling by factor two) and convolving the results with the appropriate reconstruction filters,
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f0 = h0 (−n) and f1 = h1 (−n), and summing. The IDWT is computed by (2.5)
cADWT
(k)
j

=

X

h0 (k − 2n)cADWT
j+1 (n)+

n

(2.5)

X

h1 (k −

2n)cDDWT
j+1 (n)

n

The original signal ( f ) can be recovered by iteratively continuing the IDWT algorithm.
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Figure 2.1: (A) The Symlet 7 wavelet function. (B) The scaling function corresponding to
Symlet 7. (C) Decomposition high-pass filter h1 . (D) Decomposition low-pass filter h0 . (E)
Reconstruction high-pass filter f1 . (F) Reconstruction high-pass filter f0 .
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2.2.2

Stationary or Undecimated Wavelet Transform (SWT)

One of the major problems of the DWT is that this transform is not time-invariant which means
that shifts in the input signal will produce different set of the DWT coefficients. In order
to resolve this problem, the Stationary Wavelet Transform (SWT) has been introduced [17]
which is time-invariant. The SWT can be obtained by omitting the decimation and up-sampling
the low-pass and high-pass filters for the next level of processing from the Mallat algorithm
[16, 17]. The SWT decomposition process can be computed by (2.6) and (2.7)
WT
cASj+1
(k) =

X

h0 j (n − k)cASj WT (n)

(2.6)

h1 j (n − k)cASj WT (n)

(2.7)

n

WT
cDSj+1
(k) =

X
n

Note that the approximation and detail coefficients at level j are both of size N, the signal
length, and a set of level dependent low-pass h0 j and high-pass h1 j filters, which simply are h0
and h1 filters with up-sampling by two in each level of decomposition, are used in the SWT
WT
WT
and cDSj+1
by convolving
algorithm. The cASj WT coefficients can be recovered from cASj+1

each approximated and detailed coefficients with a set of level dependent reconstruction filters.
This process is called inverse SWT (ISWT) and is shown as follows:
cASj WT (k) =

X

WT
h0 j (k − n)cASj+1
(n)+

n

(2.8)

X

h1 j (k −

WT
n)cDSj+1
(n)

n

The main drawbacks of the SWT algorithm is that this algorithm is computationally expensive.
For further discussion about the differences between DWT and SWT please refer to [17–20].
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2.2.3

Wavelet-Denoising: Thresholding and Noise Estimation

Wavelet Denoising includes thresholding of the detailed coefficients computed by DWT or
SWT. A level dependent noise estimation threshold, T j has usually been used in the case of
colored noise and can be computed based on the technique developed by Donoho [21, 22] as
follows:
p
T Sj = σ j 2 loge (N)

(2.9)

Equation (2.9) is called regular or standard thresholding method. In (2.9) N is the length of the
input signal and σ j is the standard deviation of the colored gaussian noise. σ j can be calculated
for each level of decomposition as follows:
σj =

median(|cD j − cD j )
0.6745

(2.10)

where 0.6745 is the 75th percentile of the standard normal distribution [21, 22] and cD j are the
detail coefficients for level j computed by SWT or DWT. The detail coefficients are thresholded
by a hard thresholding procedure as follows



S


 cD j if |cD j | > T j
0
cD j = 



 0
if |cD j | ≤ T Sj

(2.11)

Finally, IDWT or ISWT uses the thresholded detail coefficients, cD0j , with corresponding approximated coefficients, cA j , to build a denoised version of the input signal.

2.3
2.3.1

Materials and Methods
Data acquisition and recording conditions

MSNA was recorded from the peroneal nerve of three healthy subjects (two males, one female,
27 ± 2 yrs). Briefly, for peroneal nerve recordings, a 200 µm diameter, 35 mm long tungsten
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microelectrode tapering to an uninsulated 1 to 5 µm tip was inserted transcutaneously into
the peroneal nerve just posterior to the fibular head. A reference electrode was positioned
subcutaneously 1-3 cm from the recording site. Neurograms were measured with a nerve
traffic analysis system (662C-3, Bioengineering of University of Iowa, Iowa City, IA). Fig. 2.3
illustrates of the nerve traffic analysis system (662C-2). The neural signal was preamplified
with a gain of 1000 and further amplified with a gain of 75. This neuronal activity was then
band-pass filtered (bandwidth of 700-2,000 Hz) and finally filtered MSNA was rectified and
integrated (see Fig. 2.2). Integration is accomplished with a leaky integrator typically set with
a 0.1 s time constant. All signals were digitized with a data acquisition system (Powerlab
software, AD Instruments Inc.) at a sampling rate that varied from 100 Hz for the rectified and
integrated neurogram to 10 kHz for the amplified and filtered neurogram.
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3 Seconds

Figure 2.2: The raw and integrated MSNA signals. Original data of the amplified neurogram
(top panel), the filtered neurogram (middle panel) and the integrated neurogram (bottom panel).
Area inside rectangle shows an obvious burst of action potentials in the filtered neurogram
(middle panel) that is lost during integration (bottom panel).

Figure 2.3: The block diagram of the Iowa nerve traffic analysis system 662C-3.
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2.3.2

Proposed method for action potential detection

The proposed method for detection of averaged action potential from filtered MSNA involves
a three-step process: 1) Wavelet-Denoising using stationary wavelet transform (SWT), 2) Peak
detection using a thresholding procedure and action potentials separation, and 3) Averaging.
The stationary or undecimated wavelet transform (SWT) has the advantage of translation
invariance and its performance was compared against the DWT method. The SWT method
can be obtained by omitting the decimation and up-sampling the filters for the next level of
processing from Mallat algorithm [16, 17]. The SWT was chosen considering its potential
benefit in more exact action potential waveform estimation. One de-noising technique was
used based on the method developed by Donoho [21, 22] and modified by Diedrich [12] and
involved thresholding of the detail coefficients. A simple peak detection algorithm was then
applied to the de-noised signal to detect action potentials and finally taking an average of all
identified waveforms, an average action potential pattern was computed.

2.3.3

The method for generating simulated MSNA

In order to compare different action potential detection algorithms, simulated MSNA with
varying noise levels was generated. Simulated signals were constructed with averaged action
potentials extracted from long extracellular MSNA recordings during baseline and lower-body
negative-pressure (LBNP, -10, -20, -40 and -60 mmHg) in three healthy subjects. A noise
analysis was done before generating simulated MSNA. A 10s noise signal was extracted from
each recording after held inspiration reflex (neural silence). The power spectral density (PSD)
of the noise was estimated by Welch’s method [25]. The result is shown in Fig. 2.4. The
amplitude distribution of the noise was computed and fitted with a Gaussian distribution. Since
the length of the noise was not long enough ∼ 10s for an appropriate simulation, a band-pass
filter was designed based on the Kaiser window method with a center pass band frequency of 1
kHz and subsequently applied to a sequence of Gaussian white noise 60s in length. The PSD of
the simulated noise after band-pass filtering approximated that of the recorded noise (Fig. 2.4).
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Finally, We generated 60s of the simulated MSNA, 30s for the base-line and 30s for (LBNP
-60 mmHg), (see Fig. 2.5). Each segment was assigned a mean burst rate of 30 bursts/min
, (22 bursts/min for base-line, 38 bursts/min for LBNP -60 mmHg) and 15 spikes/burst. The
signal to noise ratio (SNR) was defined as the ratio between the absolute peak amplitude of the
action potential and the standard deviation of the noise as defined in [12, 13]. The SNR of the
simulations was changed from 1 (poor SNR) to 6 (high SNR) with a step size of 0.5. Fig. 2.5
shows a simulated MSNA with S NR = 3.
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Figure 2.4: The power spectral density (PSD) of the measured and simulated noise
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Several wavelet-based action potential detection algorithms were applied to the simulated
MSNA signals. Two de-noising techniques were examined, 1) the standard thresholding method
developed by Donoho [21, 22] and explained in (2.9) and (2.10), and 2) the modified thresholding method introduced by Diedrich [12] which simply multiplies a correction factor, k, in (2.9)
for threshold calculation. This correction factor was fixed at 0.8 during all simulation. The
three wavelet algorithms each using different de-noising methods, were selected as follows:
the SWT with modified threshold (SWTM) [12], the DWT with standard wavelet threshold
(DWTS) and DWT with modified threshold (DWTM) [12]. Performance evaluation was repeated 50 separate times for each SNR. The performance of each method was quantified using
the percent of correctly detected action potentials (PCD), the percent of false positive alarms
(PFP) and the percent of false negative alarms (PFN). The definition of the PCD, PFP and PFN
are as follows:
NCD
× 100;
NAP

(2.12)

NFP
× 100;
NCD + NFP

(2.13)

NFN
× 100;
NAP

(2.14)

PCD =
PFP =

PFN =

where NCD is the number of correctly detected action potentials, NAP is the number of action
potentials inserted into the simulation, NFP is the number of false positive alarms and NFN is
the number of missed action potentials.

2.4
2.4.1

Results
Comparison between DWT and SWT

The detection performance of each of the three methods is displayed in Fig. 2.6. It can be seen
that the SWTM results in a higher PCD and lower PFN for the S NR ≥ 3 and lowest PFP for all
SNRs. The DWTM acts similarly to SWTM in PCD and PFN for S NR ≤ 2.5 and its PFP is the
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highest for SNR between 2.5 and 4. The DWTS has the lowest PCD and the highest PFP for
S NR > 4 and its PFN is the lowest during all SNRs. As result, the SWTM has the highest PCD
and lowest PFP during all simulation and its PFN is the lowest for S NR > 3. Therefore, the
SWT with Modified threshold method is the appropriate choice for action potential detection
in human MSNA based on our experiment.
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2.4.2

An averaged action potential after band-pass filtering

In this section, we explain the method that has been used to find the averaged action potential after bandpass filtering. After recording the MSNA signals and converting them to the
MATLAB file format, we selected bursts in the baseline and high activity sections. For the
first subject, we found 152 bursts in long MSNA recordings. Then, we applied Stationary
Wavelet Transform (SWT) with “Symlet 7” as mother wavelet, a decomposition level of 5, a
hard thresholding procedure and a modified threshold level [12], to remove background noise
in each burst. After removing the background noise, the peak detection algorithm was applied
to find the negative peaks of the action potentials. Then, a discriminator algorithm separated
each action potential by putting the peak of each action potential in the center of a predefined
window. A 32 point window length (3.2 msec) was chosen on the basis that this duration is
long enough to represent the human action potential. Fig. 2.7 shows the complete process for
finding the averaged action potential. After finding the averaged action potential for subject
1, the same procedure was repeated to investigate the averaged action potential for subject 2
and subject 3. Fig. 2.8 shows the action potential waveforms for all three subjects. The three
averaged action potentials are the same. Table 2.1 shows some statistical information about the
number of bursts and the number of detected action potentials for each subject.
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Figure 2.7: The complete process for finding the averaged action potential after bandpass filtering.
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Figure 2.8: Averaged action potentials for all subjects after bandpass filtering.

Table 2.1: some statistical information about each subject
Subject No.Burst No. of detected APs
1
152
1590
2
112
1085
3
94
541

50

2.4.3

An averaged action potential before pre-Amplification

After finding the averaged action potential patterns after the bandpass filter and confirming
them for all subjects, the averaged patterns were determined for the signal before the bandpass filter (after variable gain-amp) and before the pre-amplifier. In order to examine the effect
of the bandpass filter on the action potential’s shape. To this end, the delay created by the
bandpass filter was computed. Then after de-noising the filtered MSNA signal and finding the
negative peaks as explained in the previous section, an algorithm corrected each peak’s location with respect to the bandpass filter’s delay to find the exact position of the peak before
the bandpass filter. Once the position of the detected peaks was computed, a discriminator
algorithm separated each action potential by putting the new peak of each action potential in
the center of a predefined window. Taking an average of all detected waveforms, an averaged
action potential pattern was computed, representing the action potential shape before the bandpass filter. As we mentioned earlier, the second goal of this part of the paper was to propose a
method which could be used to find an averaged action potential from the MSNA signal before
the pre-amplifier. In other words, we wanted to discover the raw pattern which comes through
the electrodes. In order to do this, first we computed the total transfer function for all of the
amplifiers (Pre-amplifier, Isolation-amplifier and Variable-gain amplifier) after the electrodes.
The transfer functions for pre-amplifier isolation-amplifier and variable-gain amplifier were
calculated theoretically using the circuit diagram provided by Bioengineering of University of
Iowa for nerve traffic analysis system model 662C-3. The transfer functions were also calculated experimentally and they were similar to those calculated theoretically. Therefore, the
theoretical transfer functions were used for the rest of the analysis in this section. Then by
taking the discrete Fourier transform (DFT) of the averaged pattern before the bandpass filter
and multiplying it by the inverse of the total transfer function of the amplifiers, the DFT of
the averaged pattern before the pre-amplifier can be found. By taking the inverse DFT of this
averaged pattern, the real action potential can be computed in the time domain. The process of
finding a mean action potential template before pre-amplification is illustrated in Fig. 2.9. Fig.
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2.10 shows the raw action potentials before the pre-amplifier. By comparing Fig. 2.8 and Fig.
2.10, it can be seen that the fundamental shape of the action potentials have not been changed
by bandpass filtering. It is also worthwhile to compare the raw action potential waveform, Fig.
2.10, with an ideal action potential waveform which is shown in Fig. 2.11, [11]. An ideal
action potential can be described by an exchange of ions across the neuron membrane [11]. As
it is apparent the results in Fig. 2.10 are similar to an ideal action potential waveform in Fig.
2.11.

(A)

(1)

Matched Wavelet
AP Detection

2 sec

H(s)

(4)

(2)

(B)

APs Seperation

using estimated APs location and
band pass filter’s delay

(5)

APs Seperation

(3)

Averaging

(6)

Averaging

1/H(s)

1 msec

(7)

0.2 V

0.5 V

5 uV

Figure 2.9: Illustration of the method for finding mean AP template before the bandpass filter and after electrodes, (A) Representative
examples of the multi-unit raw, filtered and integrated MSNA. (B) step (1): applying matched wavelet AP detection method to the filtered
MSNA signal, step (2) separating of the detected APs by using estimated locations and windowing, step (3) averaging the separated APs
(mean AP template after band pass filter), step (4) extracting APs from the signal before band pass filter by using the estimated APs
location, band pass filter’s delay and windowing, step (5) same as 2, step (6) averaging the separated APs (mean AP template before
band pass filter), step (7) inverse filtering provides a mean AP template after electrodes.
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Figure 2.10: Averaged action potentials for all subjects before pre-amplification (after electrodes).

Figure 2.11: An ideal action potential waveform.
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2.4.4

Action potential classification

In this section, we show and discuss the results of a classification algorithm which has been
applied to all detected action potentials. After detecting all action potentials after bandpass
filtering as described before, a matrix Mmn was formed, where m is the total number of detected
action potentials and n is the length of each action potential. Then k-means clustering method
[23], which uses one minus the sample correlation between points to measure distance between
them, was applied to matrix Mmn to find different clusters. The classification algorithm found
that almost all detected action potentials could be classified by one of 3 major classes. These
classes were found in all subjects. Fig. 2.12 shows the 3 classes found in the detected action
potentials after bandpass filtering (upper panel) and the corresponding action potentials before
the pre-amplifier as described earlier. From a physiological point of view, clusters 1 and 2 can
be described based on positive and negative ion discharges in the human nerves. However,
cluster 3 may reflect a) action potentials distant from the electrode tip, or b) a superposition of
the two action potentials firing in sequence. Further analysis needs to be done to verify these
hypotheses. Distributions of action potentials among different subjects are shown in Table 2.2.
It can be seen that the majority of the action potentials can be classified as class 1 and class 2.
There are fewer action potentials in class 3 for the subject 1 than the same class in the subject
2 and 3.
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Figure 2.12: Classification of action potential waveforms. (upper panel) Major action potential
waveforms classified in the filtered MSNA and (lower panel) the averaged action potential
patterns before pre-amplification(after the electrodes).

Table 2.2: Distributions of 3 classes found from all 3 subjects
Subject Class 1 Class 2 Class 3
1
50%
40.57% 9.43%
2
28.85% 50.69% 20.46%
3
35.30% 41.40% 23.29%
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2.5

Conclusion

In this paper we have presented an approach for action potential detection in raw and filtered
MSNA recordings. The performance of the discrete and stationary wavelet transform in detecting action potentials from extracellular sympathetic nerve recordings in humans was investigated in this paper. Two de-noising techniques (Standard [21, 22] and Modified [12]
thresholding methods) were examined. The averaged action potential templates were computed from MSNA collected from three healthy subjects and were used to generate a simulated
MSNA based on a new method. The performance of three wavelet-based action potential detectors were quantified in detecting action potentials from a simulated MSNA with varying
noise levels using PCD, PFP and PFN . Results showed that the SWT with modified threshold
method performed well for the SNR above 3.5 in terms of PCD and PFN and its PFP was lowest during all SNRs. The SWT method was applied to real MSNA signal for finding averaged
action potential patterns and the effect of band-pass filtering was examined on action potential waveforms. Similar action potential patterns were identified from three healthy subjects.
The classification algorithm found three major physiologically reasonable positive classes in
all subjects.
In conclusion, the stationary wavelet transform with modified de-noising technique is a
useful method to investigate sympathetic nerve activity and to study the action potential’s discharge behavior in humans.
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Chapter 3
Spike detection in human muscle
sympathetic nerve activity using a
matched wavelet approach
3.1

Introduction

Sympathetic nerve activity plays an essential role in the normal regulation of blood pressure in
humans [1] and in the etiology and progression of many chronic diseases. Thus, the evaluation
of sympathetic activity has become an important research topic in cardiovascular studies in
normal and pathological conditions, such as heart failure [2–4] and hypertension [5, 6].
Sympathetic outflow associated with blood pressure regulation can be recorded by direct
measurement using the microneurographic technique which involves the insertion of a tungsten
microelectrode with a tip of 1 to 5 µm into a peripheral nerve (usually the peroneal nerve)
[7]. The neural activity recorded from a nerve bundle innervating the vessels in the muscle is
called muscle sympathetic nerve activity (MSNA). This signal is defined as “multi-fibre” in that
several axons are recorded from simultaneously. A general characteristic of the MSNA signal
is spontaneous burst activity of action potentials separated by silent periods. An important but
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problematic feature of this MSNA signal is that it is dominated by high levels of environmental
and bioelectric background noise that produce a low signal-to-noise neurogram.
Traditionally, analyzing of the MSNA signal involves three steps, namely, bandpass filtering (∼ bandwidth of 700-2,000 Hz), rectification and integration (typically, with a time constant
0.1 s). These steps reduce background noise and provide a quantitative measure of sympathetic
outflow. The strength of sympathetic activity is then expressed both as number of bursts/100
heartbeats (burst incidence) and burst/min (burst frequency). Moreover, the total MSNA activity can be described as (burst incidence or burst frequency × averaged burst area).
However, one of the drawbacks of this traditional processing of the human MSNA signal
is that the integration process loses considerable neurophysiologic information. For instance,
information regarding action potential content (i.e., number of action potentials/burst, action
potential morphology and inter-spike intervals) is lost during integration. This is problematic
because the ability to test specific hypotheses regarding post-ganglionic sympathetic neuronal
recruitment requires information on action potentials as individuals and/or, as a population.
For example, to examine the presence of multiple populations of post-ganglionic axons, as
proposed by Wallin et al [8], and their timing, it is necessary to assess the action potential
content of the multi-fibre recording for variations in action potential frequency, morphology
and timing. Major challenges in this objective are to separate the action potential signal from
the background noise and to sort them into different classes.
Methods that achieve detection and sorting of spikes from multi-unit but non-sympathetic
neural recordings have been studied extensively [see 9–11, 14]. The spike detection has been
addressed in some neural recordings (e.g., motor unit action potential, myoelectric signals,
radial nerve recordings and etc) and spike classification or sorting has been used [10, 11, 15,
16]. Nonetheless, the detection of spikes in the MSNA signal remains problematic because of
the high level of background noise (i.e., low signal-to-noise ratio (SNR)).
Recently, automated wavelet-based methods have been implemented to detect and classify
neural recordings [17–22]). The general idea of wavelet analysis of neural signals is that a
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nerve signal containing a train of action potentials but contaminated with noise is decomposed
by the wavelet transform into a set of time-scale and time-translated version of a particular
template called “mother wavelet” to provide a resemblance index (i.e., wavelet coefficient)
between the signal of interest (e.g., action potentials) and the mother wavelet. If the index is
“large” the resemblance is strong and if the index is small, the resemblance is weak . Therefore,
the mother wavelet should be similar to the signal under interrogation. For detection purposes,
the wavelet coefficients related to action potentials and noise portions can be separated using
wavelet de-noising techniques [23, 24].
Application of wavelet analysis to the MSNA signal was introduced by Diedrich et al [25]
in an attempt to reduce noise and detect action potentials in the filtered MSNA signal. Their
method involved applying a discrete wavelet transform (DWT) with “Symlet 7” as a mother
wavelet to the MSNA signal. The denoised MSNA signal was constructed by the thresholding of detailed coefficients using a denoising technique. Subsequently, action potentials were
identified in the denoised MSNA signal by applying a simple peak detection scheme. This
wavelet method was modified by the same group [26] to use a stationary wavelet transform
(SWT) instead of the DWT along with kurtosis of wavelet coefficients for better estimation
of the threshold. We have also used this SWT method for action potential detection [27, 28].
However, the retrieval rate of action potentials with this method is relatively low (approximately 70% when SNR is 3 (see section 3.2.5 for SNR definition)) and aberrant waveforms
are observed. A different group has used a mixed separation model applied to human MSNA
recordings [29]. This approach accurately assesses action potential firing patterns (inter-spike
interval, spike rate) but provides minimal information on action potential morphology. Indices
of the action potential morphology, such as size and width, provide important information on
the neural axon characteristics.
Unfortunately, the wavelet approach has not been optimized to maximize its ability to detect action potentials particularly with respect to the best choice of “mother wavelet”. Matlab’s
“Symlet 7” mother wavelet, being the best fit of choice in the library of options, was selected in
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the previous studies via visual judgement. However, the “Symlet 7” is not directly derived from
an actual action potential waveform. As a result, action potentials detected from the wavelet
technique with a non-matched mother wavelet (Symlet 7 in this case) may be distorted, producing the aberrant waveforms mentioned above. On the other hand, the decomposition of a
signal in the presence of noise using a wavelet matched to the signal should produce a sharper
and higher peak in the wavelet domain (i.e., time-scale domain) as compared to non-matched
wavelets, enhancing the ease of thresholding and detection of the wavelet coefficients thereby
maximizing detection probability and minimizing false alarms.
Methods for optimizing the wavelet have been proposed [30–33]. These methods propose
a signal-dependent selection of the mother wavelet based on an optimization criterion. Other
techniques have used the theory of a matched filter to design a wavelet matched to a specific
signal for detection purpose [34–39]. These methods have improved event detection in comparison with methods that use non-matched wavelets.
Therefore, the primary objective of this paper was to enhance the wavelet-based approach
for detection of action potentials in MSNA recordings by designing a matched wavelet from
an actual mean action potential waveform. Our algorithm uses a continuous wavelet transform
(CWT) with the matched wavelet to convert the filtered MSNA signal to a matched wavelet
base. In this domain, we expect to see sharper peaks in the location of each action potential.
By applying a threshold, estimated from the wavelet coefficients, the wavelet coefficients related to action potentials can be separated from the background noise. Finally, by searching for
local maxima, the exact location of each action potential can be determined and then extracted
from the original filtered MSNA signal. The preliminary results of the new action potential
detection algorithm based on matched wavelet were originally reported in [40].
The reason for using CWT is that this transform uses only a family of wavelets. Since we
design a new mother wavelet in this chapter, it is easier to use CWT directly.However, it is also
possible to use SWT method, but a pair of quadrature mirror filters need to be constructed from
the new matched wavelet and corresponding scaling function [37].
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because a wavelet was designed directly from an actual action potential waveform

3.2

Materials and Methods

The methods aim to develop a spike detection algorithm by designing a matched wavelet using
real recordings of the MSNA data, to evaluate the spike detection algorithm using a simulated
MSNA signal and then to apply the new spike detection method to real MSNA data.

3.2.1

Data acquisition and recording conditions

The MSNA data were recorded from seven individuals (two males, five females, 23 - 30 years).
All participants were healthy as determined by a medical questionnaire and family history. The
experimental procedures were approved by the Health Sciences Research Ethics Board at The
University of Western Ontario and all participants provided informed written consent before
participating in the study.
Recordings of MSNA were obtained from the peroneal nerve using a 200 µm diameter, 35
mm long tungsten microelectrode tapering to an uninsulated 1 to 5 µm tip. This electrode was
inserted percutaneously into the nerve just posterior to the fibular head. The nerve contains
bundles of sympathetic nerves that target blood vessels in muscle or skin (see Fig. 3.1A). A
reference electrode was positioned subcutaneously 1-3 cm from the recording site. An MSNA
site was confirmed by manually manipulating the microelectrode until a characteristic pulsesynchronous burst pattern was observed. The burst pattern was such that it did not produce skin
paresthesias and increased in response to voluntary apnea but not during arousal to a loud noise
[7]. Neurograms were measured with a nerve traffic analysis system (662C-3, Bioengineering
of University of Iowa, Iowa City, IA). The neural signal was preamplified with a gain of 1000
(using preamplifier and isolation amplifier, gain=100 and 10, respectively) and further amplified with a gain of 75 (using a variable gain amplifier gain=0.1-99). This neuronal activity was
then band-pass filtered (bandwidth of 700-2,000 Hz) and the filtered MSNA was rectified and
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integrated. Integration is accomplished with a leaky integrator set with a 0.1 s time constant
(see Fig. 3.1B). All signals were digitized with a data acquisition system (PowerLab software,
ADInstruments Inc.) at a sampling rate that varied from 100 Hz for the rectified and integrated
neurogram to 10 kHz for the amplified and filtered neurogram.

66

Peroneal Nerve
Schwann cell with
Muscle Fascicle
afferent C & efferent
High-impedance
sympathetic fibers (neurons) Skin Fascicle
tungsten
microelectrode

(A)

1-Pre-Amplifer (Gain=100)
2-Isolation Amplifier (Gain=10)
3-Variable Gain Amplifier (Gain=75)

Raw MSNA

4-Bandpass Filter (700-2000 Hz)

Filtered MSNA

5-Full-wave Rectification
6-Integration (Time constant 0.1s)

Integrated MSNA

(B)
1 sec

Figure 3.1: The cross-section of the peroneal nerve and common signal conditioning of the
MSNA signal. (A) Schematic representation of a microelectrode inserted into a human peripheral nerve for sympathetic recordings. The nerve contains bundles of sympathetic nerves that
target blood vessels in muscle or skin, Adapted from [41, 42]. (B) Representative examples of
the raw, filtered and integrated muscle sympathetic nerve activity.
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3.2.2

Action potential detection using a matched wavelet

Our action potential detection algorithm involves five main stages: a) designing a wavelet
matched to a mean action potential template constructed using spike templates extracted from
several real raw MSNA signals, b) performing wavelet transform of the filtered MSNA signal
using the matched wavelet, c) separating the wavelet coefficients related to action potentials and
noise using wavelet thresholding techniques, d) estimating the location of individual action
potentials, and e) separating action potentials from the original filtered MSNA signal using
locations determined in step d).
This algorithm does not sort spikes from different axons, but it attempts to identify the exact
location of action potentials embedded in high levels of noise which is the most challenging
task in the MSNA recordings. However, once detected individual action potentials can be
clustered in terms of their peak-to-peak amplitude or classified using different approaches (e.g.,
K-means clustering). The task of clustering and characterizing action potentials is beyond the
scope of this study.
To design a wavelet matched to the mean action potential template, we use theoretical
works proposed by Chapa and Rao [37]. They showed that there is a solution for matching
both the amplitude and phase of the wavelet spectrum to that of the signal of interest in the
frequency domain while ensuring the necessary conditions for an orthonormal multi-resolution
analysis (MRA). Moreover, the resulting wavelet looks like the signal of interest and it is
bandlimited. The decomposition of the filtered MSNA signal into the matched wavelet basis
is then accomplished using a continuous wavelet transform (CWT) with the matched wavelet.
In the wavelet domain, the wavelet coefficients (i.e., resemblance index) are considerable in
the presence of action potentials and negligible for noise segments. These wavelet coefficients
related to action potentials and noise portions can be separated using wavelet thresholding
techniques. After the wavelet thresholding stage, a wavelet coefficient of maximum magnitude
can be considered as the maximum correlation between the matched wavelet and the signal. As
a result, by finding the local maxima in the wavelet coefficients associated to action potentials
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(e.g., after thresholding), the location of individual action potentials can be determined. Finally,
the action potentials are extracted from the original filtered MSNA signal using the estimated
locations. In this way, the amplitude and morphology of each extracted action potential remains
unaltered. Each step will be explained in subsequent sections.

3.2.3

Wavelet decomposition using continuous wavelet transform with
matched wavelet

The continuous wavelet transform (CWT) of an arbitrary function f (x) is a projection of that
function onto the wavelet basis and is given by the following expression
W f (a, b) =

Z

∞

−∞

1

f (x)a− 2 ψ(

x−b
)dx.
a

(3.1)

where a > 0 represents the scale and b is the translation. One can choose dyadic scales and
translations from a discrete set {a j = 2 j ; b = k2 j ; j, k ∈ Z}. The mother wavelet is ψ = ψ1,0 . The
matched wavelet, designed in this study, is a discrete function (i.e., ψ(k) = ψ(k∆x)). A discrete
approximation of the CWT can be implemented by replacing integration with summation in
(3.1). The steps for the translation parameter, b, are equal to the original signal step and can
be calculated by the sampling frequency of the signal f s (kHz) and its duration T (s), simply,
b ∈ {0, 1, ..., T f s } which provides the finest translation steps possible. Also, because of the
advantage of designing a matched wavelet to the mean action potential template (see section
3.2.4), there is no need to use multiple scales for (a) in (3.1). Indeed, for the first scale a = 1
(i.e., matched mother wavelet), the projection of any arbitrary action potential onto the matched
wavelet will be maximum. This is the major difference between our approach and previous
approaches that use multiple scales for the CWT [21] or multiple decomposition levels for the
DWT or SWT [25, 26].
After applying the CWT with matched wavelet to the signal of interest (i.e., the filtered
MSNA signal), a new representation of the signal is obtained based on its wavelet coefficients,
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where only a few wavelet coefficients will be maximum corresponding to action potentials and
other coefficients related to noise will be negligible. In order to separate these coefficients,
a thresholding procedure that uses the standard deviation of the noise needs to be calculated.
Several methods for finding such a threshold and estimating the noise level were proposed
previously [23, 24, 43]. In the case of colored noise, the standard deviation of the noise (i.e.,
σ j ) changes in each level of decomposition; therefore, a level-dependent estimate of the σ j is
required (Eq. 3.2)
σ j = median(|W(a j , b) − W(a j , b)|)/0.6745

(3.2)

where W(a j , b) are the wavelet coefficients for scale j (i.e., j = 0 in this chapter) computed
by CWT and matched wavelet. Equation (3.2) is then used in the calculation of the standard
colored noise threshold [43]
p
T j = σ j 2 loge (N)

(3.3)

In (3.3) N is the length of the input signal. A modified form of Eq. (3.3) has improved the detection performance in human MSNA signal ([25]). This modified threshold is called modified
colored noise threshold (T jM ) and is shown in Eq. (3.4)
p
T jM = 0.8σ j 2 loge (N)

(3.4)

The wavelet coefficients are later thresholded by a hard thresholding procedure as follows



M


 W(a j , b) if |W(a j , b)| > T j
0
W =



 0
if |W(a j , b)| ≤ T jM

(3.5)

After thresholding, the location of action potentials (i.e., action potential arrival times)
needs to be determined. The maximum correlation between each action potential and the
matched wavelet basis function corresponds to a wavelet coefficient of maximum magnitude.
Therefore, finding the largest suprathreshold wavelet coefficient can be taken as a good approx-
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imation to the occurrence time of the action potentials.
Finally, the action potential waveforms are obtained from the original MSNA signal by
putting the estimated location of action potentials in the center of a predefined window. The
width of the window can be chosen by the user; usually, a 32 point window length (i.e., 3.2 ms
at a 10-KHz sampling rate) is chosen on the basis that this duration is long enough to represent
the human action potential.

3.2.4

Matching a wavelet to the mean action potential template

The design of a new mother wavelet requires a mean action potential template. We assume
that the shape of post-ganglionic action potentials is similar across axons and individuals with
only the amplitude of the action potentials differing among axons and across the subjects as
this feature is determined by axonal size and distance from the recording electrode. We also
assume that overlap between action potentials can occur but the probability of the overlapping
spikes is relatively low in the MSNA recordings; this issue will be addressed using a simulation
in section 3.2.7 and section 3.3.3.
We divided the subjects under study in two different groups. We used MSNA data from
the first group (five subjects) for building our main mother wavelet template. In contrast, the
MSNA data from the second group (two subjects) was used to build a simulated MSNA data
for evaluation of our action potential detection algorithm. To build the mean action potential
template the ten largest sympathetic bursts (i.e., largest amplitude) were chosen from each of
five participants in the first group during supine rest. To build the new matched wavelet it was
necessary to find a sufficient number of action potentials from real recordings. To do so, the
methods described previously [27] which incorporated a wavelet approach was used based on
the SWT method with “Symlet 7” as the mother wavelet followed by peak detection to identify
the locations of action potentials. The action potentials were then extracted from the original
raw MSNA signal using estimated locations and a window of 3.2 ms in length. To ensure
that distinct and non-overlapping (non-summated) action potentials were used in the average
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template, all action potentials with an inter-spike interval of 6 1.4 ms were excluded.
Finally, the mean action potential template was constructed by averaging all detected nonoverlapping action potentials in ten bursts for each participant. Each mean action potential
was normalized (i.e., k S i k2 = 1 where S i is a mean action potential vector). The mean action
potential templates were then averaged over five participants to build one mean action potential
template. In total, 900 action potentials were incorporated in the averaged template. Note that
this procedure for building the mean action potential template was done “once and for all” for
this group of individuals. The design of the matched wavelet was based on this mean action
potential template and was used for all analyses in this study. Fig. 3.2 shows the detected
action potentials for each individual (upper panel) and the normalized mean action potential
template for each subject (lower panel).
The extracellular action potential in human MSNA is triphasic and templates similar to
those produced in the current study have been shown in [25, 26, 44, 45]. Also, the action potential morphology was not noticeably different between individuals (see Fig. 3.2). Therefore,
this average action potential was considered suitable for application to building a template that
could be used across all tests in this report; if any variations occurred, they were incorporated
into the very template used to study the participants in this study. The matched wavelet for the
mean action potential template was designed using the method described in (3.5).
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Figure 3.2: Detected and mean action potential templates in five subjects. Each column shows
all detected action potentials in each subjects (upper panel) and the mean action potential template (lower panel). Notice that the action potential morphology is not significantly different
between individuals. A mean action potential template across five subjects is constructed by
averaging all five mean action potential templates shown in the lower panel.
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3.2.5

A new method for generating simulated MSNA signal

To properly test the detection performance of the new action potential detector, a simulated
MSNA signal was generated and its content was assessed. The simulated MSNA signal was
generated by extracting action potential templates from the real MSNA signal and inserting
them randomly into noise (with varying levels) in burst fashion.
Data segments, 60 s in length, were extracted from the MSNA signal (both integrated and
filtered MSNA) in the first group from each individual during baseline activity. The interburst interval distribution was calculated based on the location of each burst of the integrated
neurogram (i.e., the centers of the burst) for each of the participant and averaged over five
participants (see Fig. 3.3A). The inter-spike interval and within-burst spike distribution were
estimated and averaged over five participants (see Fig. 3.3B and 3.3C, respectively). These
data formed the parameters from which the simulated MSNA was generated.
Three different simulated signals, each 60 s in length, with different mean burst rate (i.e,
bursts/min) and spike rate (i.e., spikes/min) were constructed using the two mean action potential templates extracted from the two remaining subjects using our previous approach [27] as
explained in section 3.2.4. The two templates are shown in Fig. 3.3I.
The process of generating a simulated signal is as follows: First, the position of each burst
was assigned randomly according to estimated inter-burst distribution and a fixed burst duration of 0.8 sec. Three different mean burst rates were used; first simulation (10 bursts/min),
second simulation (30 bursts/min) and third simulation (45 bursts/min). Second, the two mean
spike templates (derived from the second group) were randomly inserted into bursts based on
the estimated spike arrival time distribution and the inter-spike interval distribution. Two different mean action potential templates were used in our simulations to ensure that the new
algorithm is not sensitive to a particular waveform shape. Different spike rates were used for
each simulation where 100 spikes/min, 600 spikes/min and 1350 spikes/min were used for the
first, second and third simulation, respectively. The neural noise was generated and added to
each of the simulated signals.
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In order to build a noise signal with the same characteristics of the real neural noise, a linear
prediction coefficient (LPC) method [46] was applied to a segment of real neural noise (e.g., a
10-sec segment after the cessation of a breath hold) (Fig. 3.3D) to estimate filter coefficients
of an autoregressive (AR) model (Fig. 3.3E). Then, the resulting AR filter with order 150 was
applied to a sequence of Gaussian white noise, 60 s in length, with varying noise levels. After
AR filtering, the power spectral density (PSD) and normalized autocorrelation function of the
simulated noise were shown to be very similar to those of the extracted real neural noise (Fig.
3.3F and 3.3G, respectively). Both real and simulated noises showed the Gaussian probability
density distribution (Fig. 3.3H).
The SNR was defined as the ratio between the absolute peak amplitude of the action potential and the standard deviation of the noise [21, 25, 47]. The SNR of the simulations was
changed from 1 to 5 with a step size of 0.5. To provide some feeling for the noise level, Fig.
3.4 shows a segment of a simulated burst with 20 action potentials at two different SNRs.
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Figure 3.3: Illustration of the simulation components. (A) Inter-burst interval distribution.
(B) Inter-spike interval distribution. (C) Distribution of spikes arrival time within bursts. (D)
Representative examples of the integrated and filtered MSNA signal during and after breathholding, the segment after breath-holding is assumed to be neural noise. (E) The output of the
linear prediction filter coefficients (LPC) (black) vs. measured neural noise (gray). (F) The
power spectral density (PSD) of the measured (gray) and simulated noise (black). (G) The
normalized autocorrelation function of the measured (gray) and simulated noise (black). (H)
Histogram of the measured neural noise (gray) vs. simulated noise (black). (I) Two templates
that were used for simulation.
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Figure 3.4: A simulated burst at two different SNRs. (A) A simulated burst with 20 action
potentials at SNR=3, the black triangles indicate the location of the action potentials. (B)
The same simulated burst at SNR=4. (C) and (D) Two enlarged portions of the signal in A
and B (shown with rectangles). Compare the level of noise samples and amplitudes of action
potentials.

77

3.2.6

Evaluation of detection performance using simulated data

The matched wavelet spike detector (MWD) method using a modified colored noise threshold (Eq. (3.4)) as a threshold estimator was compared against two common wavelet-based
spike detection algorithms. The two wavelet algorithms were as follows: 1) the stationary
wavelet transform with modified colored noise threshold (SWT, Eq. (3.4)) [26, 27]. Notice
that a kurtosis method has been used for better estimation of the wavelet threshold [26]. We
found the kurtosis method to be computationally expensive for the purpose of the current study.
Therefore, the SWT method was used with a modified threshold for comparison here. However, the kurtosis method can give a better threshold. 2) The discrete wavelet transform with
modified colored noise threshold (DWT) [25]. Both SWT and DWT used “Symlet 7” as the
mother wavelet, decomposition level of 5 and hard thresholding. Both SWT and DWT methods showed a better detection performance than the unsupervised amplitude discriminator [48].
Therefore, the detection using an amplitude discriminator will not be a subject of further investigation.
The performance of the MWD versus the SWT and DWT was quantified using the percentage of correct detection of action potentials (PCD) and the percentage of false positive alarms
(PFP). In other literature the PCD and PFP are known as sensitivity and false discovery rate,
respectively. The definition of the PCD and PFP are as follows:
NCD
× 100;
NAP

(3.6)

NFP
× 100;
NCD + NFP

(3.7)

PCD =

PFP =

where NCD is the number of correctly detected action potentials, NAP is the number of action
potentials inserted into the simulation and NFP is the number of false positive alarms. Performance evaluation was repeated 50 separate times for each SNR and simulation.
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3.2.7

Performance evaluation of the algorithm on overlapping spikes

A consequence of multi-fibre neural recordings, where multiple action potentials are firing
within a short period of time (e.g., 0.8 sec), is the probability that overlapping spikes may
occur and summate. This eventuality would reduce the number of counted spikes and modify the amplitude of the detected action potential. To our knowledge, none of the studies
reporting spike detection methods applied to MSNA signal have dealt with the issue of overlapping spikes. Here, we evaluate the performance of our MWD method on the detection of
overlapping spikes. The details of this simulation were based on known discharge properties
of human MSNA. In the MSNA signal, bursts of sympathetic activity in muscle nerves are
tightly linked to the cardiac cycle. Macefield and Wallin [45] showed that in the recordings
of single post-ganglionic sympathetic axons in young and healthy human subjects, the mean
firing frequency (i.e., the mean of the inverse of all inter-spike intervals) was only 0.33 Hz and
the firing probability (i.e., the percentage of heart beats during which single units fired,) was
35%. These numbers changed slightly during different pathological disorders or physiological stresses [3, 42, 45]. These authors concluded that, in younger healthy individuals, single
muscle sympathetic neurons usually fire once during sympathetic bursts both in subjects with a
high and in subjects with a low number of bursts at rest. Thus, it is reasonable to model action
potentials as occurring independently of each other.
Based on the Macefield’s results [45], an experiment was conducted to find the probability
of overlapping spikes in a simulated MSNA signal. In our simulation, we used thirty spikes
in each MSNA burst (this number (i.e., 30 spikes) was used based on preliminary results in
our lab that shows the number of spikes per bursts can be in the range of 5 to 45 spikes/burst).
The shape and amplitude of these thirty spikes were similar and the duration of each spike was
fixed at 3.2 ms. Each spike fired independently at the mean frequency rate and firing probability mentioned above. The multi-fibre signal was constructed by adding the activity of the
all spikes. Then, the probability of overlapping spikes (i.e., the time difference between the
arrival times of the two spikes ≤ 2 ms) and the probability of the complete overlap (i.e., the
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time difference between the arrival times of the two spikes ≤ 0.3 ms) were calculated. The
simulation was repeated 100, 000 times.
We also tested the performance of our algorithm on overlapping spikes using a simulated
signal. Using the two spike templates extracted from two subjects (see Fig. 3.3I), we generated
a simulated signal with 32 overlapping spikes. The time difference between the arrival time of
these two spikes was altered from 3.2 ms (i.e., no overlap) to 0 (i.e., complete overlap). The
neural noise was generated and added to the simulated signal with the method explained in
section (3.2.5) and the simulated signal underwent spike detection.

3.2.8

Validation using lower body negative pressure protocol

We applied the new MWD method for detecting spikes in actual recordings of MSNA data.
Using the method described in section (3.2.1), MSNA recordings during baseline, −40 and
−60 mmHg of lower-body negative-pressure suction (LBNP) were recorded in the same seven
healthy participants. LBNP was used to increase the sympathetic activity via baroreflex unloading. Data segments, each 60 s in length, were extracted from base-line and each level of
LBNP. The activity in the integrated MSNA was quantified by counting the number of bursts
per minute (burst rate) and burst area rate. For the same time segments, the matched wavelet
designed in section 3.3.1 was used for spike detection and the spike rate (spikes/min) was
calculated in each physiological state (e.g., baseline, -40 and -60 LBNP). The spike rate was
compared to burst rate and burst area rate using linear regression. The Pearson correlation
coefficient (r) was used to quantify the goodness of fit.
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3.3
3.3.1

Results
Matching a wavelet to the mean action potential template

The results of matching the magnitude spectra and group delay of the wavelet to that of a
mean action potential template are shown in Fig. 3.5B and 3.5C, respectively. Notice that
the matched wavelet magnitude spectra and group delay matches the mean action potential
magnitude spectra and group delay very well in the passband. The matched wavelet and the
mean action potential template are shown in Fig. 3.5D; the matched wavelet is very similar to
the mean action potential template and does have the required structure of a wavelet. Please
compare the new designed matched wavelet to the “Symlet 7” shown in chapter 2.
The matched wavelet using the CWT method was applied to the real MSNA signal using
the technique described in section 3.2.3. The result of detecting action potentials in one burst
of MSNA signal is shown in Fig. 3.6 (A-F). Notice the sharp and tall wavelet coefficient peaks
(near to one) around several action potentials labeled by an expert user and compare it with
other wavelet coefficients related to the noise (see Fig. 3.6C). As mentioned in section 3.2.3
the location of these action potentials can be determined by finding the largest suprathreshold
wavelet coefficient after wavelet thresholding (see Fig. 3.6D, filled circles). Finally, action
potentials are extracted using estimated locations centered into a 32 point window from the
original filtered MSNA signal. It can be observed that spikes with different amplitudes were
extracted using the new method (see Fig. 3.6E).
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Figure 3.5: Designing a wavelet match to the mean action potential template, (A) An actual
mean action potential template. (B) Spectrum amplitude match in the passband. matched
wavelet (circle-solid line) versus mean action potential template (square-dash dotted line) (C)
Matched wavelet group delay (solid line) versus mean action potential group delay (dash dotted
line) (vertical dotted lines show passband). (D) Matched wavelet versus mean action potential
template.
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Figure 3.6: Performance of the new action potential detection method on the real MSNA signal. (A) One burst of MSNA (0.8 sec). (B) An enlarged portion of the signal in A (shown
with a rectangle) where several action potentials are labeled using triangles by an expert user.
(C) Wavelet coefficients using matched wavelet, horizontal lines show the wavelet thresholds
estimated from the wavelet coefficients. Notice to the sharp and tall peaks (near to one) around
labeled action potentials. (D) The wavelet coefficients related to the labeled action potentials after wavelet thresholding. The local maxima shows the location of the action potentials
(shown with filled circles). (E) These action potentials are extracted from B by using the estimated location centered at a 32 points window. (F) All extracted action potentials from A.
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3.3.2

Evaluation of detection performance using simulated data

Mean results for the simulations with varied noise levels are displayed in Fig. 3.7. Of note,
the MWD produced a higher the percentage of correct detection (PCD) of action potentials
and lowest the percentage of false positive alarms (PFP) for all SNRs in three simulations.
The DWT has the lowest PCD and highest PFP during all simulation which confirms previous
results [28, 47]. While the SWT has a comparable PFP to the MWD for the SNR>3, its PFP
increases rapidly as the SNR decreases.
Major improvements in all three simulations are observed with the MWD, and these include
the lowest false positive alarms (3 ± 2%), a 94 ± 2% decrease in PFP compared to DWT, a
50 ± 41% decrease in PFP compared to SWT, a 83 ± 97% increase in PCD compared to the
DWT and a 44 ± 55% increase in PCD compared to the SWT. These numbers are averaged
values that were calculated for all SNRs with three simulations per SNR.
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Figure 3.7: Mean results for simulations with varied noise levels, mean burst rate and action
potential rate. The simulations tested the performance of DWT decomposition with modified
thresholds, SWT decomposition with modified thresholds and the new matched wavelet detector (MWD). Each point on each curve represents the mean result of 50 simulations.
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3.3.3

Performance evaluation of the algorithm on overlapping spikes

Based on the simulation explained in section 3.2.7, it was observed that overlap occurred when
two action potentials fired within 6 2 ms. The probability of this timing was around 3%.
However, this overlap seldom included complete overlap and two action potentials were still
counted. The probability of complete overlap (i.e., time difference less than or equal to 0.3 ms)
was 0.28%. Therefore, the probability of the overlapping spikes in the MSNA signal is low but it can happen.
We found that if the time difference between the arrival times of the two spikes (i.e., the
time duration between the two negative peak values of dominant spikes) is 0.3 ms or less, the
MWD method detects the overlap spike as one spike. Notice that in this scenario, two spikes
almost have complete overlap (i.e., synchronized firing) and produce a compound spike whose
amplitude is larger than the original spikes. At 0.4 ms, 0.5 ms and 0.6 ms time difference,
the method sometimes finds one spike and sometimes fails to detect any spikes. For the time
difference between arrival times equal to 0.7 ms or above, our method found two spikes for
each overlapping spikes in the most cases.
Fig. 3.8 demonstrates the performance of the MWD on the five overlapping spikes. Fig.
3.8A shows the original two dominant spikes marked as (1) and (2) where each spike fires five
times. The form of five overlapping spikes (i.e., the sum of the two dominant spike trains in
Fig. 3.8A) is shown in Fig. 3.8B. The time duration between the two negative peak values of
dominant spikes is 1.4 ms, 1.2 ms, 0.8 ms, 0.5 ms and 0.1 ms for the overlap spikes marked
as (s1) to (s5), respectively. It can be seen that when two original spikes are superimposed,
the resultant spike shape changes. For instance, spike (s5) is the result of two spikes firing
simultaneously producing a compound spike with larger amplitude. In contrast, in the case
of spike (s4), two spikes almost cancel each other and produce a superimposed spike with a
smaller amplitude. The overlapping spike trains with additive neural noise are shown in Fig.
3.8C (The SNR is 4). Fig. 3.8D shows the estimated locations of overlap spikes (i.e., the local
maxima of wavelet coefficients after thresholding). Notice that the MWD detects the original
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locations of spikes for the overlap spikes of s1, s2 and s3. For spikes (s4) and (s5) only one
spike is detected (i.e., the MWD misses one spike).
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Figure 3.8: Performance of the MWD method to the overlapping spike signal. (A), (B) and (C)
Show the original spike signals, their sum and the signal with simulated noise, respectively and
(D) Shows the detected spike events. Notice that the MWD detects two spikes for the overlap
spikes s1, s2 and s3 but it only detects one spike for overlap spikes s4 and s5 (i.e., it misses one
spike.)
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3.3.4

Validation using lower body negative pressure protocol

Fig. 3.9 illustrates individual data reflecting a good correlation between the number of bursts
per minute and the number of detected spikes per minute (Fig. 3.9A, r=0.86) and burst area
rate (Fig. 3.9B, r=0.89) for seven healthy subjects. Notice the increase in both the average
burst rate and spike rate (Fig. 3.9C) and burst area rate (Fig. 3.9D) as the LBNP level was
increased and the sympathetic nervous system was activated for each subject.
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Figure 3.9: Comparison of spike detection and burst parameters during a lower body negative
pressure (LBNP) protocol. (A) mean spike rate vs. mean burst rate. (B) mean spike rate vs.
mean burst area rate. The mean spike rate demonstrates the same general increasing pattern as
the mean burst rate (C) and mean burst area rate (D) as LBNP level is increased.
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3.4

Discussion

A new method for detecting action potentials in human muscle sympathetic nerve activity was
presented in this paper. The novelty of this method was based on designing a wavelet matched
to an actual mean action potential template in order to improve the detection performance of
wavelet based techniques. Also, a new method was introduced for simulating artificial MSNA
data using statistical properties of the actual MSNA recordings. The performance of the new
action potential detection method was compared with two commonly accepted wavelet-based
methods (the DWT and SWT with “Symlet 7” as the mother wavelet) using the simulated
MSNA data. The new method improved detection performance over the DWT and the SWT
methods in terms of an increase in correctly detected action potentials and a considerable reduction in false positive alarms. These features produce an analytical approach that is appropriate
for studying human MSNA signal. We also tested the performance of the MWD method on
overlapping spikes. It was observed that if the time difference between the arrival times of the
two spikes is ≥ 0.7 ms, the MWD method detects the overlap spike as two spikes.
In this study, we have improved our spike detection model by optimizing the mother
wavelet for wavelet analysis of human MSNA signal. We used a modified threshold during
performance analysis for all the new and two previous methods. This modified threshold is not
an optimized choice and better wavelet threshold estimator such as Bayesian methods [49–51]
or kurtosis methods [26] can be used; these may provide an improved threshold and, therefore,
enhanced performance. Nonetheless, the current study has produced major improvements provided by the matched wavelet approach and has left the problem of determining an optimized
threshold for future study.
Since, all MSNA data in our study were recorded with one device (e.g., nerve traffic analysis system (662C-3, Bioengineering of University of Iowa, Iowa City, IA)), only one mother
wavelet was designed from five healthy subjects and was used during performance analysis
and evaluation of the new method. However, any new hardware or filter software may change
the measured action potential waveforms. The advantage of the method proposed here is that
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the MWD can be designed for each independent study or laboratory. Spike templates for constructing the new mother wavelet can be either extracted and averaged manually or extracted
using the method explained in (3.2.4). The procedure for designing a mother wavelet explained
in section (3.5) can be used for matching the new wavelet. A numerically fast implementation
of the matching algorithm can be found in the original paper [see 37]. Alternatively, if the frequency response of the new hardware is available, then filtering the matched wavelet designed
in this paper by ratio of the frequency response of the new and old hardware can provide the
new matched wavelet template.
While designed for human sympathetic action potentials, an advantage of this new method
is that it may be applicable for spike detection in other extracellular recordings (e.g., renal sympathetic nerve activity (RSNA) in rats) without any major assumption. The only requirement is
a mean action potential template for the target signal and the rest of the algorithm should work
in the same way. However, this has not yet been investigated.
In conclusion, the proposed matched wavelet action potential detector has provided a methodological advance that exposes spikes in sympathetic neurograms obtained from humans. Potentially, this MWD is a powerful method to expose action potentials and, thereby, enable
studies that aim to understand recruitment strategies used by the sympathetic nervous system,
how these strategies are controlled and how they are mechanistically involved in cardiovascular
control or pathology.
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3.5

Appendix A: Algorithms for designing a matched wavelet

3.5.1

Wavelet analysis and pattern detection

In a wavelet decomposition, a signal, f (x), is decomposed into a sum of weighted wavelets
[52, 53].
f (x) =

∞ X
∞
X

dkj ψ j,k (x)

(3.8)

j=0 k=−∞

where the wavelet coefficients can be calculated as follows
dkj = h f (x), ψ j,k (x)i

(3.9)

where h., .i stands for the inner product and the wavelets, ψ j,k (x) = 2− j/2 ψ(2− j x − k), have the
properties of the mother wavelet function, ψ(x) = ψ0,0 (x).
In theory of signal detection, one approach for using the wavelet coefficients to detect
patterns in a signal is designing a wavelet that matches the signal of interest. Then, one may
look for the maximum energy coefficient in the wavelet coefficients at each scale to find the
location of patterns.
The projection equation for the wavelet coefficients, given in (3.9), is an inner product summation (in the discrete case) and can be rewritten in the frequency domain applying Parseval’s
identity [54]
dkj = h f (x), ψ j,k (x)i = hF(ω), Ψ j,k (2 j ω)i

(3.10)

where Ψ j,k (2 j ω) = 2 j/2 e−i2 ωk Ψ(2 j ω), is the Fourier transform of ψ j,k (x). The energy of dkj at a
j

particular scale, j0 , and translation, k0 , is given by its squared magnitude
|dkj00 |2 = |hF(ω), Ψ j0 ,k0 (2 j0 ω)i|2

(3.11)
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Applying the Cauchy-Schwarz inequality to the right side of (3.11) gives
|hF(ω), Ψ j0 ,k0 (2 j0 ω)i|2 ≤
hF(ω), F(ω)ihΨ j0 ,k0 (2 j0 ω), Ψ j0 ,k0 (2 j0 ω)i

(3.12)

where the equality holds for
F(ω) = KΨ j0 ,k0 (2 j0 ω)

(3.13)

where both F and Ψ are complex spectra. Therefore, |dkj00 |2 is maximized when the complex
frequency spectrum of ψ j0 ,k0 is identical to that of f (x). Rewriting (3.13) in terms of amplitude
and phase gives
|F(ω)|eiθF (w) = K2 j0 /2 |Ψ(2 j0 ω)|ei(θψ (2 0 ω)−2 0 ωk0 )
j

j

(3.14)

where θF (ω) and θψ (ω) are the phase of F(ω) and Ψ(ω), respectively. This result provides the
need for a wavelet matched to a signal of interest in both magnitude and phase.

3.5.2

Conditions for an orthonormal multiresolution analysis

A special case of wavelet analysis is orthonormal multiresolution analysis (MRA), where the
following condition is satisfied [54]:
hφ j,k , φ j,m i = δk,m
hφ j,k , ψ j,m i = 0

(3.15)

hψ j,k , ψl,m i = δ j,l .δk,m
where δ(.) denotes the Kronecker delta function, φ(x) = φ0,0 (x) is called the scaling function
and φ j,k (x) = 2− j/2 φ(2− j x − k). The wavelets and the scaling functions form an orthonormal
basis for continuous functions [54].
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3.5.3

Matching discrete spectrum magnitude

Matching the spectrum magnitude of the wavelet to that of the signal of interest is implemented
in the discrete domain and begins by taking the Fourier transform of (3.15) (first line) which
gives the Poisson summation,
∞
X

|Φ(ω + 2πm)|2 = 1.

(3.16)

m=−∞

Equation (3.16) is a key for finding a wavelet that satisfies (3.15). The only requirement is to
find the scaling function from the wavelet. A relationship between the scaling function and the
wavelet function can be found by using a pair of quadrature mirror filters, h (lowpass filter)
and g (high pass filter) as suggested by Mallat [52]. The following condition of the Fourier
transform of h and g must be satisfied [52, 53].
|H(ω)|2 + |G(ω)|2 = 1

(3.17)

The filters, h and g, are related to the mother wavelet, ψ(x), and the scaling function, φ(x), in
the frequency domain as follows:
Φ(ω) = H( ω2 )Φ( ω2 )
Ψ(ω) =

G( ω2 )Φ( ω2 )

(3.18)

Let Φ(k∆ω) and Ψ(k∆ω) be the sampled scaling function and wavelet spectra, respectively,
with the sampling frequency ∆ω = π/2l . From (3.18) and (3.17) the following closed form
solution for finding the scaling function from the wavelet function can be found [37]:
l

X
πk
πk
|Φ( l )|2 =
|Ψ( p−1 )|2
2
2
p=0

(3.19)

By replacing (3.19) into the Poisson summation (3.16), the necessary and sufficient condition
on Ψ (Fourier transform of the wavelet) that guarantees an orthonormal MRA can be derived
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as follows [37]:
∞ X
l
X

Y(

m=−∞ p=0

2l
(k + 2l+1 m)) = 1
p
2

(3.20)

where Y(k) = |Ψ(k∆ω)| contains the samples of spectrum of the wavelet. To find a closed form
solution in (3.20), the band of the wavelet was limited to the 2π/3 ≤ |ω| ≤ 8π/3 (wavelet passl

band) [37], and so the argument of the (3.20) is limited to 2l−1 /3 < | 22p (k + 2l+1 m)| < 2l+2 /3.
Because of designing real wavelet, the spectra of the wavelet is only matched for positive
frequency indices, k, in the passband (i.e., |Ψ(k∆ω)| = |Ψ(−k∆ω)|). The conditions in (3.20)
generate a set of L linear equality constrains in Y(k) of the form
L
X

αik Y(k) = 1

k = {d2l /3e, . . . , b2l+2 /3c}

(3.21)

AY = 1

(3.22)

i=1

and in vector notation as

where A = {αik } and 1 is a vector of 1’s with length L.
Let W = |F(k∆ω)|2 and Y = |Ψ(k∆ω)|2 be vectors containing the samples of spectrum
of the desired signal and the matched wavelet in the passband, respectively. The problem
of finding the optimal wavelet power spectrum amplitude with respect to the desired input
spectrum amplitude is given as follows

min{
Y

(W − Y)T (W − Y)
}
WT W

(3.23)

and satisfying the equality constrains (3.22).

3.5.4

Matching discrete spectrum phase

The first half of the problem shown in (3.14) has been solved, the next set of equations provides a closed form solution for finding group delay (negative derivative of the phase) of the
matched wavelet from the group delay of the signal of interest. By repeated substitutions of
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the equations in (3.18) and assuming G(ω) = eiω H(w + π), the following infinite products can
be calculated [52–54]:
w

Ψ(ω) = e−i 2 H(

∞
Y
ω
ω
H( m )
+ π)
2
2
m=2

(3.24)

Taking the phase of both sides gives
∞
X
ω
ω
ω
θH ( m )
θΨ = − − θH ( + π) +
2
2
2
m=2

(3.25)

where θΨ and θH are the phases of Ψ and H, respectively, and θH is 2π−periodic. The negative
of the group delay can be found by taking the derivative of the (3.25) as follows:
∞
X
1 ω
ω
ΓΨ (ω) = − λ( + π) +
2−m λ( m )
2 2
2
m=2

(3.26)

where ΓΨ (ω) = dθΨ (ω)/dω + 1/2 and λ(ω) = dθH (ω)/dω are all even function.
The group delay of the desired signal is then matched with (3.26). Let ΓF and ΓΨ be vectors containing the samples of the group delay of the desired signal and the matched wavelet,
respectively. The optimal group delay of the matched wavelet is the solution of
min{(ΓF − ΓΨ )T (ΓF − ΓΨ )}
ΓΨ

(3.27)

and λ(ω) has to be 2π-periodic in (3.26).
The optimal group delay of the matched wavelet, ΓΨ , can be summed to provide the discrete
phases of matched wavelet and when combined with the magnitude of the matched wavelet
provide the full estimate of the discrete matched wavelet spectrum (Ψ(n∆ω)). By taking inverse
Fourier transform the discrete matched wavelet ψ(k∆x) can be calculated in time domain.
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Chapter 4
Relationship between size and latency of
action potentials in human muscle
sympathetic nerve activity
4.1

Introduction

The first recordings of human post-ganglionic sympathetic nerve recordings were reported by
Hagbarth and Vallbo [1], initiating an exciting era in research regarding autonomic outflow
and the neural control of the cardiovascular system [2, 3]. Traditionally, due to relatively poor
signal-to-noise aspects, analysis of this multi-fiber recording from human peripheral nerves
has, to a large extent, been constrained to the integrated neurogram signal through band-pass
filtering, rectification and integration. These steps reduce background noise and provide a
quantitative measure of sympathetic outflow, but eliminate all action potential information.
For instance, the number of action potentials and their morphologies that contribute to a given
sympathetic burst are lost during the integration process.
Nonetheless, observations based on the integrated neurogram have led investigators to hypothesize details about the properties of the single neurons that make up the multi-fiber re-
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sponse. For example, variations in the size of the integrated bursts are deemed to reflect recruitment patterns from a pool of axons within the recording field of the electrode; however,
uncertainty continues regarding the size of the pool of post-ganglionic sympathetic axons from
which variations in recruitment can occur. Also, a provocative observation in human sympathetic recordings is that the conduction of sympathetic traffic, based on the delay of the burst
from a representative R-wave of the ECG (Wallin et al. 1994), is inversely related to burst size.
As burst size is expected to be related to the number of action potentials occurring within the
same burst, the shorter reflex latency of larger bursts is hypothesized to be due to a) variations
in synaptic delays between the brain stem and peripheral nerve; that is, more discharges of the
same neurons per burst, and/or b) more than one population of efferent sympathetic neurons
with progressive recruitment thresholds and conduction velocities [4]. Variations in baroreflex
control of burst occurrence versus burst size have led some investigators to postulate different
sites of control over these two features (i.e., the number of units recruited within a sympathetic
burst) [5]. Macefield and Wallin [6] have provided considerable advances regarding the discharge properties of single sympathetic neurons in humans. These studies indicate that such
neurons discharge in a probabilistic manner, typically firing only once in a sympathetic burst
[6, 7]. However, multiple within-burst firings of the same neuron occur with increasing stress
[6] and with some pathologies [8, 9]. From these studies on single-fibre recordings, Macefield
and Wallin [6] have proposed that a) between-individual variations exist in the number of active sympathetic neurons and b) increases in firing probability of active neurons may be the
primary mechanism by which burst intensity (size) is augmented.
By analogy, one may consider that properties of excitable neurons are similar across neural
systems. For example, recruitment of additional motor units, of increasing size, is the strategy
employed during muscular contraction of growing intensity [10, 11]. Here the larger neurons
have a higher recruitment threshold (they are not recruited at rest) and, compared with smaller
axons, exhibit faster conduction velocities [12]. Moreover, the firing rates of active neurons increases after recruitment [13]. Whether such an ordered pattern is a property of other excitable
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nerve systems such as the sympathetic nervous system, remains untested.
To study post-ganglionic sympathetic discharge patterns, we developed a novel technique
that enables the identification and morphological classification of multiple vasomotor neurons
contributing to sympathetic bursts [14, 15]. This method was applied to human muscle sympathetic nerve activity (MSNA) data obtained at rest and during lower body negative pressure
(LBNP) to elicit a wide range of MSNA. Using this approach we tested the hypothesis that
variations in human MSNA are related to recruitment of a new population of efferent sympathetic fibres that differ in terms of action potential size and latency. The alternate outcome is
that the increase in MSNA is accomplished primarily by increasing the firing probability of
low-threshold axons that are present under baseline conditions. Our aim was to extract action
potential content from extracellular sympathetic recordings during base-line and LBNP suction of -60 mmHg and classify these action potentials based on their peak-to-peak amplitude.
LBNP was used to increase the sympathetic activity via baroreflex unloading to test the role of
baroreceptor input in the regulation of action potential recruitment. This approach of action potential classification complements the single-unit approach that has been proposed previously
[6, 7] by emphasizing the total number of action potentials per sympathetic burst, and the size
of these action potentials, but not how a single axon behaves over time.

4.2

Methods

4.2.1

Subjects

Eight healthy individuals (four males, four females) participated in this study. They were 23 30 years in age, 47 - 98 kg in weight and 160 - 188 cm in height. All participants were healthy
as determined by a medical questionnaire and family history. The participants provided signed
consent to the study procedures and these procedures were approved by the Human Subjects
Research Ethics Board at The University of Western Ontario.
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4.2.2

Experimental Protocol

Data were obtained from supine individuals during five minutes of baseline and three minutes of LBNP -60 mmHg. Continuous beat-by-beat measurements of mean arterial pressure
(MAP) were made with a photoplethysmograph finger cuff (Finometer; Finapres Medical Systems, Amsterdam, The Netherlands) from the middle finger of the right hand. Blood pressures
obtained from the Finometer were validated with manual sphygmomanometer blood pressure
measurements. Changes in cardiac output (CO) was acquired using the Finometer Modelflow
algorithm. Heart rate was measured with a standard lead II electrocardiogram (ECG; Pilot
9200, Colin Medical Instruments, San Antonio, TX). Data were collected on Chart 5 Powerlab
data acquisition system (ADInstruments, Colorado Springs, CO).

4.2.3

Sympathetic Neural Recordings

Recordings of MSNA were obtained from the fibular (peroneal) nerve using a 200 µm diameter, 35 mm long tungsten microelectrode tapering to an uninsulated 1 to 5 µm tip. This
electrode was inserted percutaneously into the nerve just posterior to the fibular head. A reference electrode was positioned subcutaneously 1-3 cm from the recording site. An MSNA
site was obtained by manually manipulating the microelectrode until a characteristic pulsesynchronous burst pattern was observed. The recording site was taken to provide MSNA when
a) the burst pattern was not associated with skin paresthesias, b) increased in burst strength in
response to voluntary apnea but not during arousal to a loud noise [1], and c) burst probability was inversely related to diastolic blood pressure [16]. Neurograms were measured with a
nerve traffic analysis system (662C-3, Bioengineering of University of Iowa, Iowa City, IA).
The neural signal was preamplified with a gain of 1000 (using preamplifier and isolation amplifier, gain=100 and 10, respectively) and further amplified with a gain of 75 (using a variable
gain amplifier gain=0.1-99). This neuronal activity was then band-pass filtered (bandwidth of
700-2,000 Hz) and the filtered MSNA was rectified and integrated. Integration is accomplished
with a leaky integrator set with a 0.1 s time constant. All signals were digitized with a data
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acquisition system (PowerLab software, ADInstruments Inc.) at a sampling rate that varied
from 100 Hz for the rectified and integrated neurogram to 10 kHz for the amplified and filtered
neurogram. Previous work from our laboratory (unpublished) indicates that the band-pass filter
settings applied to the raw data do not impair our ability to detect action potential waveforms.
However, the impact of signal conditioning, including amplifier characteristics and band-pass
filter settings, on action potential morphology requires further assessment.

4.2.4

Integrated MSNA burst Analysis

Integrated bursts of MSNA were identified as exhibiting pulse-synchrony, having an amplitude
(i.e, the highest peak of the burst) twice as big as the previous minimum point of the burst,
having characteristic rising and falling slopes, and increasing in incidence and size during endexpiratory apnoea but not startle. Burst occurrence was confirmed by visually inspecting the
corresponding raw neurogram.
The strength of sympathetic activity was expressed both as number of bursts per 100 heartbeats (burst incidence) and burst per min (burst frequency). In addition, burst size was normalized to the mean amplitude both at rest and during LBNP to account for any electrode
repositioning. Reflex latency was determined using the approach introduced by Fagius and
Wallin [17] and used frequently since. This process is simply the time delay between the Rwave related to the burst (the previous R-wave in which the burst was observed) and the peak
of the burst (the highest point of the integrated MSNA burst). Reflex latency was calculated
for each burst and averaged for all detected bursts in each condition and volunteer (mean reflex
latency). The baroreflex threshold diagram was used to compare the arterial baroreflex control
of MSNA at rest and LBNP -60 mmmHg. To do so, diastolic pressures of individual heart beats
were grouped in intervals of 1 mmHg and for each interval burst incidence was calculated and
plotted against the mean of the pressure interval [16].
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4.2.5

Action Potential Detection and Analysis

Action potentials were detected and extracted from the filtered raw MSNA signal using the
techniques developed previously [14]. Briefly, this technique uses a continuous wavelet transform (CWT) for action potential detection. The CWT used a “mother wavelet” that was adapted
to an actual average action potential waveform constructed from physiological recordings of
post-ganglionic sympathetic action potentials (i.e., matched mother wavelet had the same morphology as a physiological sympathetic action potential) [14]. The designing process involves
a) detecting action potentials from the filtered raw MSNA signal and averaging them to build a
mean action potential template and b) matching the amplitude and the phase of the new mother
wavelet to that of the mean action potential template in the frequency domain [14].
The CWT with the matched mother wavelet was applied to the filtered MSNA to provide
a wavelet coefficient between the signal of interest (i.e., an action potential) and the mother
wavelet such that the wavelet coefficient was largest in the presence of the action potentials
and negligible when applied to noise. Wavelet coefficients related to action potentials and
noise were separated based on thresholding analysis [14]. The exact location of the negative
peak for each action potential was then detected by isolating the largest supra-threshold wavelet
coefficient. Using this location information the action potential waveforms were obtained from
the original signal by putting the estimated location of action potentials in the center of a
predefined window (3.2 ms). In this way, the amplitude and morphology of each extracted
action potential remained unaltered. Extracted action potentials were then ordered based on
peak-to-peak amplitude and histogram analysis was performed to separate action potentials
into amplitude-based clusters based on Scott’s Rule [18]. The Scott’s rule proposes the optimal
histogram bin width based on the sample size and an estimate of the standard deviation of the
data. As such, the number of total clusters varied by subject.
The signal-to-noise ratio for a period of data was determined as the amplitude of the negative peak of the mean action potential over the standard deviation of the background noise
(i.e. during sympathetic silence). Action potential latency was determined as the time delay
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between the R-wave of the electrocardiogram related to the burst of action potentials (i.e., the
previous R-wave in which the burst of action potentials was observed) and the negative peak
of the action potential waveform, similar to that described previously [7].

4.2.6

Action Potential Summation Simulation

A limitation to the study of total action potential content in a burst is the potential problem
of action potential summation if two (or more) axons fire simultaneously such that their electrical discharges summate in the neurogram. We have quantified the potential risk of this
problem (for detailed explanation see [14]). Using published data from recordings of single
post-ganglionic sympathetic axons [6], a simulation analysis was performed to determine the
probability of action potential overlap. From these previous data, it was assumed that each axon
was active only once within a burst of activity, had a mean firing frequency of 0.33 Hz, and had
a firing probability (percentage of heart beats during which a neuron was active) of 35%. The
shape and amplitude of each action potential was the same between “neurons” and the duration
was fixed at 3.2 ms. A population of 30 simulated “neurons” was used for this simulation. Each
“neuron” was active independently from the others. Using these criteria, 10,000,000 simulated
bursts of sympathetic activity (containing 1.2×108 simulated action potentials) were generated.
These data were then assessed for overlapping action potentials. The overlap was calculated
based on the distance between the negative peaks of two action potentials where the complete
overlap occurred if the distance was ≤ 0.3 ms and partial overlaps were counted if the distance
was > 0.3 ms and ≤ 2 ms. Two possible patterns of summation were expected. First, complete
superimposition would produce a larger-than expected action potential that would occupy a
bin that was not contiguous in the binning designation. Second, incomplete summation would
produce an aberrant waveform whose shape and amplitude would be misleading but, nonetheless, composed of two action potentials that could be counted. Thus, action potential clusters
were eliminated if they were larger than all others and in a bin that was not contiguous with
the remaining data. Further, action potential waveforms that were not tri-phasic and of small
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amplitude were also eliminated from the analysis.

4.2.7

Statistical Analysis

Values are given as means ± STD. The effect of condition (baseline vs LBNP) was assessed using
a two-tailed, paired, t test. Probability values < 0.05 were considered statistically significant.
Linear regression analysis was used to quantify the relationship between following variables
(Burst amplitude vs Burst latency), (Burst Size vs Number of action potentials within a burst),
(Burst size vs. Number of unique action potential clusters within a burst) and (Number of
action potentials within a burst vs. Number of unique action potential clusters within a burst).

4.3

Results

This section summarizes the result of integrated burst and action potential analyses in sympathetic neural recordings. We divided our data into two different groups. Group (A) contains and
compares sympathetic burst parameters and action potential content in MSNA data at baseline
and LBNP -60 mmHg for seven subjects (three males, four females)(subject number: 1 to 7).
Subject 8 was excluded from this group because a high level of motor unit activity was present
only during LBNP -60 mmHg.
Group (B) compares the same parameters in MSNA data at baseline and LBNP -80 mmHg
for only two subjects (two males)(subject number: 7 and 8). Because of the difficulty of
obtaining the MSNA signal at -80 mmHg, this level of LBNP were recorded only for two
subjects. Although subject 8 showed a high level of motor unit activity at LBNP -60 mmHg,
clean sympathetic nerve signals (i.e., without motor unit activity) were recorded at baseline
and LBNP -80 mmHg.
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4.3.1

Baseline vs. LBNP -60 mmHg

Integrated Bursts Analysis
Corresponding filtered raw and integrated MSNA data were obtained for 300 s at baseline
and 180 s of steady-state LBNP for burst and action potential analysis. An example of the raw
MSNA data at base-line and LBNP -60 mmHg is shown in Figure 4.1. Compared with baseline,
burst frequency (14±4 vs. 33±3 bursts.min−1 , P < 0.001) and burst incidence (24±7 vs. 43±8
burst.100 heart beats−1 , P < 0.001) were increased at LBNP -60 mmHg. Compared to baseline
(0.21 ± 0.08 vs. 0.26 ± 0.09 V; P < 0.05 V), mean burst amplitude was increased slightly
at LBNP -60 mmHg. In each participant the burst incidence was linearly related to diastolic
blood pressure in a manner that was reset to higher sympathetic outflow with LBNP indicating
that the sympathetic bursts reflected baroreflex-mediated sympathetic activity (see Figure 4.2).
There was a linear relationship between the burst amplitude and corresponding burst reflex
latency both at baseline (slope = −0.00082 ± 0.0002; r = −0.5 ± 0.1, P < 0.001) and LBNP -60
mmHg (slope = −0.00098 ± 0.00029; r = −0.56 ± 0.13, P < 0.001). Figure 4.3 illustrates this
linear relationship for one representative subject at baseline and LBNP -60 mmHg. However,
mean reflex latency was not different between baseline and LBNP -60 mmHg (1.28 ± 0.05 s
vs. 1.29 ± 0.05 s). The regression line for the linear relationship between burst size and burst
latency was used to calculate the mean reflex latency variation between largest and smallest
bursts [4]. The mean reflex latency variations (i.e., latency of small - latency of large bursts)
were 0.12 ± 0.03 at baseline and 0.12 ± 0.04 at LBNP -60 mmHg.
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Figure 4.1: A representative example of filtered raw and integrated muscle sympathetic nerve
activity. (A) at rest and (B) during LBNP -60 mmHg.
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Figure 4.2: The occurrence of sympathetic bursts in relation to diastolic blood pressure. (A)
Representative examples of baroreflex threshold diagram from one participant during baseline
(circle - solid line) and LBNP -60 mmHg (filled circle - dashed line). (B) Mean baroreflex
relations during baseline (circle-line) and LBNP -60 mmHg (filled circle - dashed line) (n=7).
Mean values are from each subject’s lowest and highest diastolic pressure at baseline (circle)
and LBNP (filled circle). Error bars indicate SD. Baseline regression: y = −3.85x+312, LBNP
regression y = −3.47x + 305.

114

A

B

1.4
r = −0.57

1.3
1.25
1.2
1.15
1.1
1.05

r = −0.62

1.35
Burst Latency (s)

Burst Latency (s)

1.35

1.4

1.3
1.25
1.2
1.15
1.1

0

50

100
150
Burst Amplitude (%)

1.05

200

0

50

100
150
Burst Amplitude (%)

200

C 1.4
Baseline
LBNP

Burst Latency (s)

1.35
1.3
1.25
1.2
1.15
1.1
1.05

0

50

100
150
200
Burst Amplitude (%)

250

Figure 4.3: Relationship between relative integrated burst size and corresponding reflex latencies at baseline (A) and LBNP -60 mmHg (B). In each panel 100% represents mean burst size
at baseline and LBNP -60 mmHg. (C) Mean response relation (i.e., reflex latency vs. burst
size) during baseline (circle-line) and LBNP -60 mmHg (filled circle - dashed line) (n=7).
Mean values are from each subject’s lowest and highest burst amplitude at baseline (circle)
and LBNP (filled circle). Error bars indicate SD. Baseline regression: y = −0.00082x + 1.36,
LBNP regression y = −0.00098x + 1.38.
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Action Potential Analysis
For sympathetic action potential analyses, 77 ± 21 integrated sympathetic bursts consisting of
a total of 866 ± 499 detected action potentials at baseline and 98 ± 38 bursts consisting of a
total of 1205 ± 908 detected action potentials at LBNP -60 mmHg were analyzed per subject.
Compared to baseline, action potentials per minute (156 ± 91 vs. 420 ± 255 spikes.min−1 ,
P < 0.05) and action potentials per 100 heart beats (271 ± 172 vs. 557 ± 388 spikes.100 heart
beats−1 , P < 0.05) were increased significantly during LBNP -60 mmHg. This increase in
total action potential content over time was due to the increase in burst frequency and burst
incidence because the number of action potentials per integrated burst at baseline was not
changed by LBNP -60 mmHg (see Table 4.1).
The number of distinct “clusters” of action potentials was not different when detected action
potentials were binned based on peak-to-peak amplitude at LBNP -60 mmHg and the same bin
size was used for clustering at baseline, (see Table 4.1). A representative example of detected
sympathetic action potential clusters is shown in Figure 4.4. The extracellular action potential
in human MSNA is triphasic and templates similar to those produced in the current study have
been shown in [6, 19].

Table 4.1: Post-ganglionic sympathetic action potentials (AP) and action potential clusters
within sympathetic bursts detected at baseline and LBNP -60 mmHg for each participant.
Baseline
Subject
AP/bursts clusters/bursts
1
10
6
2
9
5
3
7
3
4
20
8
5
6
3
6
18
9
7
9
5
Mean±SD
11 ± 6
6±2

LBNP -60 mmHg
AP/bursts clusters/bursts
11
6
9
5
10
5
17
7
5
4
24
11
9
5
12 ± 6
6±2
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Figure 4.4: Mean action potential clusters. Representation of mean post-ganglionic sympathetic action potential clusters detected at baseline shown with black color (93 bursts, 971
action potentials) and at LBNP -60 mmHg shown with gray color (148 bursts, 1652 action
potentials) in one participant. Solid and dashed lines represent means and standard deviations
of cluster amplitudes. Clusters are binned based on peak-to-peak amplitude of each action
potential.
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Using linear regression analysis, there were strong relationships between relative integrated
burst size and the number of action potentials per sympathetic burst both at baseline, r = 0.76±
0.1 (range 0.61 to 0.88) (P < 0.001 in all subjects) and LBNP -60 mmHg, r = 0.74±0.11 (range
0.61 to 0.85) (P < 0.001 in all subjects). There were moderate to strong relationships between
relative integrated burst size and the number of active action potential clusters at baseline r =
0.6 ± 0.12 (range 0.47 to 0.77) (P < 0.001 in all subjects) as well as LBNP -60 mmHg,
r = 0.6 ± 0.14 (range 0.44 to 0.83) (P < 0.001 in all subjects). In addition, the number of
detected action potentials and the number of distinct clusters within a given sympathetic burst
were strongly correlated at baseline (r = 0.7 ± 0.1, P < 0.001) (range 0.55 to 0.81) and at
LBNP -60 mmHg (r = 0.74 ± 0.03, P < 0.001) (range 0.69 to 0.8). Figure 4.5 represents these
linear relationships between a) relative integrated burst size and the number of action potentials
per burst, b) the relative integrated burst size and the number of unique action potential clusters
per burst, and c) the number of action potentials versus the number of unique action potential
clusters per bursts for one subject. Similar patterns in these relationships were observed for the
remaining subjects (see Figure 4.5 section A3, B3 and C3 for mean responses).
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Figure 4.5: Relationship between action potential content and relative integrated burst size during baseline and LBNP. Number of post-ganglionic sympathetic action potentials as a function
of relative integrated burst size at baseline (A1) and LBNP -60 mmHg (A2)(100% represents
mean burst size at baseline and LBNP -60 mmHg). (A3) Mean response relations (i.e., number
of action potential vs. burst size) during baseline (circle-line) and LBNP -60 mmHg (filled
circle - dashed line) (n=7). Mean values are from each subject’s lowest and highest burst amplitude at baseline (circle) and LBNP (filled circle). Baseline regression: y = 0.1002x + 0.87,
LBNP regression y = 0.1157x + 0.65. Number of clusters occurring per burst as a function of
relative integrated burst size at baseline (B1) and LBNP -60 (B2). (B3) Mean response relations (i.e., number of unique action potential cluster vs. burst size) during baseline (circle-line)
and LBNP -60 mmHg (filled circle - dashed line) (n=7). Mean values are from each subject’s
lowest and highest burst amplitude at baseline (circle) and LBNP (filled circle). Baseline regression: y = 0.0273x + 2.87, LBNP regression y = 0.0347x + 2.68. Relationship between
the number of post-ganglionic sympathetic action potentials and clusters occurring per burst
at baseline (C1) and LBNP -60 mmHg (C2). (C3) Mean response relations (i.e., number of
unique action potential cluster vs. number of action potentials) during baseline (circle-line)
and LBNP -60 mmHg (filled circle - dashed line) (n=7). Mean values are from each subject’s
lowest and highest number of action potentials per sympathetic burst at baseline (circle) and
LBNP (filled circle). Baseline regression: y = 0.29x + 2.82, LBNP regression y = 0.29x + 2.88.
Error bars indicate SD. r values represent correlation coefficient between variables for each
scatter plot.
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The relationship between the occurrence of individual action potential clusters as a function
of burst amplitude in one subject is shown in Figure 4.6A during baseline and in Figure 4.6B
at LBNP -60 mmHg. In general, action potential clusters present at rest were also present
during LBNP. Also, the larger action potential clusters tended to fire within larger bursts but
not smaller bursts. At both baseline and LBNP -60 mmHg action potential cluster latency
decreased in each subject as an inverse function of peak-to-peak amplitude. The mean response
was fitted using an exponential function (R2 = 0.9863, P = 0.0015) at baseline and (R2 =
0.9890, P = 0.0017) at LBNP -60 mmHg. This exponential pattern was consistent with the
well-defined relationship between action potential amplitude (proportional to the square of
axon diameter) and conduction velocity [20] (see Figure 4.7). It was observed that the whole
latency-size profile shifted upward around 9.5 ms during LBNP as the integrated mean reflex
latency increased around 10 ms. The increase in mean reflex latency during LBNP was also
reported in [21].
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Figure 4.6: The relationship between the occurrence of individual action potential clusters as a function of burst amplitude in one subject
during baseline (A) and LBNP -60 mmHg (B). In each section A or B, integrated sympathetic bursts are ordered by burst size where
100 % represents mean burst size at baseline in A and at LBNP -60 mmHg in B. Below the sympathetic burst size, occurrences of
post-ganglionic sympathetic action potentials as a function of integrated burst size are indicated for each action potential cluster (left
panel). Note that large action potential clusters are predominately recruited at larger bursts. Data presented are from the same participant
presented in Figure. 4.4. (black and gray clusters for baseline and LBNP, respectively). Notice that the firing pattern of action potentials
is similar during baseline and LBNP where large clusters occur during the large bursts. Also two new clusters (cluster 19 and 20) exist
during LBNP but not during baseline.
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As mentioned above, the effect of any action potential summation (i.e. two action potentials firing at exactly the same time to produce a summated action potential waveform) within
larger bursts of activity was tested using a simulation. The simulation results indicated that the
probability of complete overlap and summation to produce a single, larger amplitude, waveform (i.e., the time difference between the arrival times of the two spikes ≤ 0.3 ms) was around
0.28%. However, partial overlap occurred when two action potentials fired within > 0.3 and
≤ 2 ms with a probability of 3%. Within this range, action potentials with a separation of
> 0.7 ms could be detected as distinct waveforms and only action potentials with a separation
> 1.4 ms were classified further based on peak-to-peak amplitude. For a complete performance
evaluation of our spike detection algorithm on overlapping spikes see [14]. Notice that this cutoff of 1.4 ms will also capture multiple firings of single units that appear to display maximal
instantaneous firing rates of up to 230 Hz in single-unit sympathetic recordings [6, 7].

4.3.2

Baseline vs. LBNP -80 mmHg

Figure 4.8 shows an example of the raw MSNA data at baseline and LBNP -80 mmHg. Notice
the increase of the amplitude of integrated sympathetic bursts during LBNP -80 mmHg for
this individual. Table 4.2 compares the sympathetic bursts parameters (i.e., burst amplitude,
burst latency, burst frequency and burst incidence) for group (B). It was observed that the
LBNP -80 mmHg increased burst frequency and burst incidence in both subjects. However,
the burst latency did not change in this group. The amplitude of the sympathetic bursts were
increased about 80% in subject 8 and 34% in subject 7. The total number of action potentials
per sympathetic bursts and the number of active action potential clusters per sympathetic bursts
were increased for subject 8 but not for subject 7 (see Table 4.3.) Figure 4.9A-B illustrates the
relationship between the occurrence of individual action potential clusters as a function of
burst amplitude in subject 8 during baseline and LBNP -80 mmHg, respectively and shows the
increased firing of action potentials during LBNP.
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Figure 4.8: A representative example of filtered raw and integrated muscle sympathetic nerve
activity at rest (A) and LBNP -80 mmHg (B).
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Table 4.2: Sympathetic burst parameters at baseline and LBNP -80 mmHg for group (B).
Burst Parameters
Burst Amplitude (v)
Burst Latency (s)
Burst/min
Burst/100 hb

Subject 7
Baseline LBNP -80 mmHg
0.13
0.18
1.29
1.29
17
30
35
50

Subject 8
Baseline LBNP -80 mmHg
0.3
0.54
1.37
1.37
29
70
44
80

Table 4.3: Post-ganglionic sympathetic action potentials (AP) and action potential clusters
within sympathetic bursts detected at baseline and LBNP -80 mmHg for group (B).
Baseline
Subject
AP/bursts clusters/bursts
7
9
5
8
13
5
Mean±SD
11 ± 3
5±0

LBNP -80 mmHg
AP/bursts clusters/bursts
11
5
33
9
22 ± 16
7±3
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4.4

Discussion

There were two important new findings of the current study. First, clusters of larger axons
exhibited shorter latency and, from a probabilistic perspective, were more likely to be present
in larger bursts. Second, this range of action potential size and latency was observed at rest
and persisted unaltered during the orthostatic stress of -60 mmHg of LBNP. Thus, the results
indicate that there exists a fundamental pattern of recruitment of additional larger, faster conducting neurons as the sympathetic bursts become stronger (i.e., larger amplitude bursts) and
that moderate levels of baroreceptor unloading do little to modify this fundamental pattern.
Although LBNP increased burst frequency and burst incidence, it did not change the number of detected action potentials or the number of distinct clusters within a sympathetic burst.
This latter observation implies that the same population of neurons at baseline fires more often
during LBNP -60 mmHg. Yet, within each condition, there appears to be a recruitment strategy
whereby the larger action potentials are recruited with a lower probability and, once recruited,
contribute to the larger integrated MSNA burst.

4.4.1

Integrated burst and action potential Analysis

The integrated bursts were explained by a baroreflex mechanism as their occurrence was linearly related to diastolic blood pressure. However, the strength of each integrated burst was not
explained by blood pressure, consistent with the understanding that burst occurrence, but not
strength, is under baroreflex modulation [5], at least when assessed under conditions of supine
rest when baroreflex inputs are strong. The current study extends this understanding to high
(but not extreme) levels of baroreceptor unloading.
Recently, we reported observations that severe chemoreflex activation produced important
increases in the strength of integrated MSNA bursts in humans [22]. This earlier study revealed that the pattern of action potential recruitment during breath-hold displayed an ordered
pattern whereby larger bursts were more likely to contain larger action potentials with faster
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conduction velocity. This earlier study also indicated that progressive and severe chemoreflex
stress can elicit very large bursts of MSNA with the conclusion that large action potentials are
reserved for high stress circumstances. However, this earlier study did not emphasize action
potential discharge patterns at baseline. The current data suggest that this ordered pattern of
sympathetic action potential recruitment is present even under baseline conditions and may,
therefore, not necessarily be reflex-specific, but rather be evidence for a generalized principle
of postganglionic sympathetic neural recruitment.
However, the conclusion of a generalized sympathetic discharge pattern, that is extended
by severe chemoreflex stress, raises the question of why baroreceptor unloading would not lead
to a greater proportion of larger axons being recruited, if they are supposedly reserved for high
stress circumstances. LBNP of -60 mmHg is analogous to upright posture which can elicit
∼ 300% increase in sympathetic outflow and is certainly a strong and physiologically relevant
stress. Nonetheless, it remains possible that this level of baroreceptor unloading is not severe
enough to elicit the recruitment of latent postganglionic neurons. To test this idea, we examined
the MSNA outflow in two individuals in whom the MSNA recording site was maintained at -80
mmHg of LBNP. These preliminary data are provided in Figure 4.9. These data indicate severe
baroreceptor unloading can lead to the appearance of new and larger amplitude action potential
clusters indicative of a latent population of neurons that are recruited during severe stress,
just like the chemoreflex responses reported previously [22]. However, this new population
of action potentials was elicited in only one of two individuals, suggesting that individual
variations exist in terms of post-ganglionic recruitment of MSNA at high stress levels. We do
not know if this reflects the severity of the baroreflex stress which at -80 mmHg may be closer
to maximal tolerance in one subject than the other.
The mechanisms mediating varying levels of action potentials of different recruitment
thresholds are likely related to the proportion and activity of strong versus weak pre-ganglionic
inputs to post-ganglionic neurons. Specifically, the pattern of strong and weak pre-ganglionic
inputs to post-ganglionic neurons is recognized and known to impact post-ganglionic recruit-
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ment [23, 24]. Just how this anatomical basis produces functional differences in multi-fiber
recruitment of larger versus smaller axons, and burst composition, remains to be understood.
Nonetheless, our findings are in agreement with the previous study by [4]. These authors, in the
absence of action potential analysis, measured integrated burst reflex latencies during apnoea
and LBNP and concluded that the recruitment of faster conducting sympathetic neurons might
be one mechanism explaining the variation of reflex latencies between large and small sympathetic bursts. In addition, the inverse relationship between action potential amplitude and its
latency follows the pattern of recruitment based on the “size principle” originally described for
motor units neurons [11] which indicates that neurons with high threshold of activation have
larger diameters (i.e., higher amplitude action potential) and higher conduction velocities (i.e.,
shorter latency) than neurons with low thresholds of activations. If this rule was valid for the
human MSNA signal, it can be expected that small sympathetic bursts contain neurons that
exhibit a low activation threshold and a low conduction velocity (i.e., low amplitude action
potentials with longer latencies) whereas, large integrated bursts would contain these smaller
action potentials as well additional neurons with higher threshold, larger amplitudes, and faster
conducting velocities. Our results would support this expectation.

4.4.2

Action Potential Size - Latency Relationship

The shorter latency of larger action potential clusters is the basis of an assumption that these
action potentials are generated by larger neurons. It remains possible, however, that the larger
amplitude action potentials could be the result of summation of any two medium size action
potential that fire at the same time [25, 26]. We believe this is possible but rare. First, the same
axon will not superimpose upon itself even though it can fire at the theoretical maximum of
500 Hz. Even if such high rates were observed for single units our analysis does not classify
the amplitude of any spikes with inter-spike distances of < 2 msec. Second, our simulation
analysis argues against substantial superimposition of axons. It is also possible that the larger
amplitude clusters simply reflect action potentials from neurons that are geographically close
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to the recording electrode. However, this would not explain their shorter latency.

4.4.3

Baroreflex Control?

A common observation in integrated MSNA reports is that the baroreflex affects the probability
of burst occurrence but not its size. In an analogous manner, the current data suggest that the
level of baroreceptor unloading affected the number of action potentials per minute but had
little impact on the recruitment of larger action potentials (i.e., the number of spikes per bursts
was not different at this level of LBNP). Thus, it may be that these larger action potentials with
faster conduction velocities reflect a level of control that is minimally affected by baroreflex
pathways, at least, perhaps, until severe baroreceptor unloading occurs.
Although LBNP -60 mmHg produced modest increases in the amplitude of integrated
bursts, it seems that this amount of increase was not the result of the recruitment of additional neurons (i.e., the number of action potentials and distinct clusters within sympathetic
bursts were not significantly different at this level of LBNP). That is, the action potential clusters present during LBNP were those already present at baseline. This could be explained using
a hypothetical model for arterial baroreceptor influence on MSNA presented by Kienbaum et
al [5]. Based on the observation that the baroreflex regulated the occurrence of sympathetic
bursts but not their strength, these authors suggested that two different sites of control were
involved in the modulation of these two independent features of sympathetic outflow. These
earlier conclusions were based on observations made in resting man. The current data, assessed at a moderate level of orthostatic stress, support and extend this hypothesis to a wider
range of baroreceptor loading. Nonetheless, one may argue that severe baroreflex stress may
be required. However, the standard approach of relating burst probability to diastolic pressure
as a measure of baroreflex control, consistently indicates a weak baroreflex control over burst
strength. However, removal of some baroreceptor input in the current study did result in some
shift towards increased burst size and probability of larger action potentials. Therefore, the
baroreflex mechanism may exert some regulatory influence over action potential recruitment
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and burst strength. Our data from two individuals at -80 mmHg LBNP support that idea that
more severe orthostatic stress may expose a greater inhibitory role of baroreceptor inputs on
MSNA burst strength with a low-pressure threshold at least in some individuals. In support of
this conjecture, the recent work by [27] showed that the severe levels of LBNP (e.g., suction
≥ 80 mmHg) may affect the both amplitude and reflex latency of integrated bursts significantly.
Thus, one would expect that the higher levels of LBNP might affect the action potential content
differently than that of lower/medium levels of LBNP.

4.4.4

Limitations

The current approach for action potential detection in MSNA bursts provides information on
the size and latency of action potentials within MSNA bursts. A limitation of the approach
is that it cannot be determined whether separate action potentials with the same shape (i.e.,
size) are from the same or different neurons. Generally, those clusters active during baseline
continued to be active during LBNP. However, whether or not these are the same neurons is
not known. All that can be said here is that action potentials of similar size are present both at
rest and during LBNP.
Also, the performance of the correct detection of action potentials by this method is a
function of the signal-to-noise ratio. We have tested the accuracy of the current action potential
detection method using a simulated MSNA data with varying sets of burst rate, action potential
rate and signal-to-noise ratios [14]. In the present study, the average signal-to-noise ratio for the
data was 3.7 ± 0.3. Based on a previous performance analysis [14] this level of signal-to-noise
would produce a correct detection rate of 91 ± 11% and a false positive detection rate of 3%.
In addition, the observed exponential relationship between size and latency of action potentials
suggests that large action potentials fire in the first part of the burst; moreover, any complete
overlapping action potential causing a larger action potential could occur anywhere within a
sympathetic burst which is not necessarily fitted with the observed size-latency relationship.
Therefore, the potential for the larger action potentials to be due to signal summation, or to be
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a function of the analytical approach, is small.

4.4.5

Summary and Conclusions

Earlier, Wallin et al [4] pondered the mechanism(s) producing the shorter latency of larger integrated bursts and suggested that altered synaptic delays and/or latent populations of neurons
with higher recruitment thresholds and faster conduction velocities could account for such
burst-by-burst variations in latency. When combined with information derived from the behavior of single sympathetic units, the current data lend support to both options of additional
sympathetic outflow. This outflow can change spontaneously and such variations occur at baseline and during reflex activation. At rest, burst strength predicts not only the number of active
sympathetic units but also the size and latency of these units. Thus, the current results suggest
that various populations of sympathetic post-ganglionic units exist with varying recruitment
thresholds and conduction velocities. Baroreceptor unloading enhances burst incidence due to
the increased probability of recruiting the same action potential population that was present
at baseline. The shorter latency of larger bursts, both at rest and during LBNP, is, at least
partly, the result of more and faster conducting larger action potentials in the larger bursts. In
conclusion, this study has provided new evidence that exposes post-ganglionic action potential
discharge patterns and provides detailed information about size and latency of action potentials
in human MSNA recordings. The findings indicate that a hierarchical pattern of recruitment of
a new population of efferent sympathetic fibres can explain variations in MSNA burst size at
rest and baroreflex unloading; moreover, the moderate levels of baroreceptor unloading do not
change the pattern of neural sympathetic recruitment in human MSNA.
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Chapter 5
Conclusions
During the past three decades, researchers have used microneurography to study autonomic
nervous system function. This is accomplished by recording muscle sympathetic nerve activity
(MSNA) which is a direct recording of sympathetic nerve activity representing post-ganglionic
vasoconstrictor nerve traffic. The technique involves inserting a 200 µm diameter tungsten
electrodes with a 1-5 µm uninsulated tip into a post-ganglionic nerve fiber (commonly the peroneal). This signal is then amplified, bandpass-filtered (bandwidth 700-2,000 Hz), rectified
and integrated to provide a mean voltage neurogram. Studies have focused on this mean voltage neurogram because of the low signal-to-noise ratio of the raw MSNA signal. Although
this traditional processing (i.e., integrating raw MSNA signal) provides a quantitative measure
of sympathetic outflow, it removes very important information regarding sympathetic action
potentials and how this discharge pattern contributes to the total nerve activity.
The current thesis has attempted to provide a new method for retrieving action potentials
embedded within the high level of back ground noise. This technique provides detailed information about the action potential content (i.e., the total number of action potentials per
sympathetic burst and the size of these action potentials) and it complements the traditional
processing of MSNA signal.
We believe that the current approach can be applied to the MSNA signal for testing and
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understanding the recruitment strategy of sympathetic neurons used by central nervous system
to achieve the spontaneous activity and stress responses.
Major contributions of this thesis are 1) proposing a novel approach for detecting action
potentials in human muscle sympathetic nerve activity and 2) its application for understanding
the recruitment strategies of sympathetic neurons.

5.1

Summary of results

The main goals of Chapter 2 were 1) to examine the performance of discrete wavelet transform
(DWT) and stationary wavelet transform (SWT) with non-matched wavelet (i.e., “Symlet 7” in
this case) for spike detection in human MSNA signal, 2) to develop a method for finding mean
action potential templates before bandpass filtering and before pre-amplification to examine
the effect of band-pass filtering on action potential’s shape, and 3) to classify action potentials
extracted from original filtered MSNA based on their morphology using the k-means clustering
approach.
It was concluded that the SWT method performs better than the DWT method for the detection of sympathetic action potentials embedded within a high level of background noise in
sympathetic recordings. This conclusion is a direct result of translation invariance of the SWT
method; moreover, it is in agreement with the previous study by Brychta et al [1]. These authors also showed improved performance of the SWT method in spike detection from renal
sympathetic nerve activity (RSNA) in the mice. Using an inverse filtering approach, we found
the shape of the mean action potential template after the electrodes. Although the overall
morphology of this mean template was similar to that of the template after band-pass filtering
(i.e., both templates showed the tri-phasic waveforms), some differences were evident. The
main difference was the dominant negative peak for the mean action potential template after
electrodes while the mean template after bandpass filtering showed both a prominent positive
peak before the dominant negative peak. This result suggests that the hardware used to ob-
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tain and condition the neurogram may affect action potential morphology. Specifically, the
pre-amplification, variable gain amplification and application of a band-pass filter will alter
the shape of the recorded action potential. The effect of bandpass filtering on action potential’s morphology was also reported in [2]. These authors suggested that the different setting
of bandpass filter (i.e., different pass band) may distort the overall shape of action potential
recorded by microneurography. Nonetheless, our result that the mean action potential template
after electrodes has a main negative component is in agreement with the single-unit recording
of C fiber action potentials reported previously [3–6].
In Chapter 3, the main objectives were 1) to increase the accuracy of action potential detection in human MSNA by designing a wavelet matched to a real mean action potential template
and modifying the previous wavelet-based approaches, 2) to develop a method for realistic
simulation of MSNA signal with different burst rate, spike rate and signal-to-noise ratio for
evaluation of the proposed method, 3) to test and calculate the probability of the overlapping
spikes in sympathetic bursts and to evaluate the performance of the proposed action potential
detector methods on the overlapping spikes and 4) applying the new method on real MSNA
signal obtained at rest and during LBNP protocol.
It was concluded that the matched wavelet detector (MWD), which uses the continuous
wavelet transform (CWT) with matched mother wavelet, performs better than the SWT and
DWT methods with a non-matched wavelet (i.e., “Symlet 7”) for detection of sympathetic
action potentials in human MSNA. Specifically, the MWD offers a very low false positive rate
(less than 3 % for SNRs of 1 to 5) which is an important feature for any physiologist. Also, a
flexible model for simulation of MSNA signal was proposed. By combining the template with
the statistical properties measured from real signals, realistic simulated MSNA signals can now
be created.
Also, using a simulation, it was shown that the probability of overlapping spikes is relatively low but can happen during multi-fiber recording of MSNA signal. This is a direct result
of low firing frequency of sympathetic neurons [see 3, 4] compared to other neural systems
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that show high firing frequency of neurons that increase probability of overlapping spikes [see
8, 9]. The MWD method successfully detected overlapping spikes with separation of ≥ 0.7 ms.
The mean spike rates detected using the matched wavelet detector method during lower
body negative pressure protocol were shown to be highly correlated to commonly used integrated burst rate (r = 0.86) and burst area rate (r = 0.89) parameters. These correlations were
comparable to those previously reported with the SWT method using kurtosis analysis (r =
0.85 and r = 0.91, respectively) [10] and were improved from than those previously reported
with the DWT method (r = 0.79, r = 0.52, respectively) [7].
Also, we have implemented the MWD method as stand-alone custom software written
using MATLAB (version 2009a, Mathworks, Natick, MA). The complete designing and processing of a MSNA signal that is sampled at 10 Khz and 6-min long takes only 16 s on a Intel
(R) Core (TM) 2 CPU 2.00-GHz personal DELL laptop with 2 GB RAM.
In Chapter 4, the main goal was to apply the MWD method presented in chapter 3 to real
MSNA signal in order to study recruitment patterns of post-ganglionic sympathetic neurons
during rest and baroreflex un-loading. Specifically, we were trying to answer a fundamental
question: Is there an ordered pattern in the recruitment of post-ganglionic sympathetic neurons?
The main conclusion of this study indicated that there exists a hierarchical pattern of recruitment of additional larger, faster conducting neurons as the sympathetic bursts become
stronger (i.e., larger amplitude bursts) and that moderate levels of baroreceptor unloading do
little to modify this fundamental pattern. This study has provided significant new information
on how the sympathetic nervous system grades its output during rest and baroreflex unloading.

5.2

Overall Conclusions

In conclusion, based on the work presented here, the following generalizations are concluded:
1. The SWT method performs better than the DWT method for the detection of sympathetic action potentials embedded within a high level of background noise in human
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sympathetic recordings.
2. To study the effect of bandpass-filtering and signal conditioning on action potentials
morphology, an inverse filtering approach can be used to estimate the shape of the mean
action potential template during different stages of signal conditioning of the MSNA
signal.
3. Once action potentials are extracted from raw filtered MSNA signal, K-means clustering
approach can be used to classify different action potentials based on their morphology.
4. The continuous wavelet transform (CWT) that uses a matched mother wavelet performs
better than the SWT and DWT methods with a non-matched wavelet for detection of
sympathetic action potentials in human MSNA and it has much lower false positive rate.
5. It is possible to simulate realistic MSNA signals by using action potential templates with
the statistical properties measured from real MSNA signals.
6. By using statistical information from single-unit MSNA recordings, it is possible to estimate the probability of overlapping spikes.
7. The matched wavelet detector method can detect successfully overlap spikes with separation above 0.7 ≥ ms.
8. By applying the matched wavelet detector method to real MSNA signal, it is possible to
study recruitment strategy used by the sympathetic nervous system.
9. It appears that the sympathetic nervous system uses a hierarchical pattern of recruitment
of sympathetic neurons based on their size. This fundamental pattern is evident at rest
and may not be altered by the medium level of baroreceptor unloading.
10. This recruitment information may have important implications for how blood pressure
and blood flow are controlled, and the malleability of sympathetic activation in health
and disease.
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5.3

Future Directions

There are some future directions that can be taken to further analyses based on the work presented here. We showed the effect of bandpass filtering on sympathetic action potential’s shape
in chapter 2. Currently, there are two different band-pass settings used in multi-fiber (700-2000
Hz) and single-fibre (300-5000 Hz) recordings of muscle sympathetic nerve activity. The effect of these different band-pass filter settings on signal conditioning of action potentials can
be further investigated. In general, a less restrictive pass-band might be a better choice for
recording sympathetic action potentials.
The matched wavelet detector developed in chapter 3 can detect and identify spikes of different sizes. Peak-to-peak clustering of detected action potentials can provide different classes
of spikes based on their size. A limitation of this approach is that it cannot be determined
whether separate action potentials with the same shape (i.e., size) are from the same or different neurons. Therefore, implementing a statistical method to automatically sort the detected
spikes into classes derived from individual neurons would be a useful addition.
While our algorithm is designed to detect and extract sympathetic nerve activity from background noise, it cannot be applied to recordings that reflect the mixture of more than one type
of nerve recordings. Presence of motor unit activity can create a such mixture nerve activity
during recording of MSNA signal. Developing a method for separating such mixed signals
would be very beneficial. The challenge here is that these nerve types produce similar AP
shapes.
The analysis presented in chapter 4 for understanding the recruitment of post-ganglionic
sympathetic neurons in healthy individuals can be applied to study neural recruitment properties in patients with disorders that involve the autonomic nervous system (e.g., hypertension,
congestive heart failure). This latter is one the ultimate goals of the work presented in this
thesis.
Finally, it is hoped that the sympathetic action potential detection procedures developed
here can be applied to understand further the recruitment strategies used by the sympathetic
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nervous system, how these strategies are modified by disease and how neuroplastic phenomena
can be explained in the peripheral nervous system.
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