In epidemiologic research, subjects are often cross-classified by disease status and exposure category. Some exposures are inherently categorical (married or single, male or female, presence or absence of a positive family history of some condition). Exposure categories are also often formed from continuous variables such as body mass index, years of occupational exposure, cigarettes smoked per day, or dietary intake.
Subjects may be misclassified into an in-correct exposure category; such misclassification is defined as nondifferential if the probabilities of exposure misclassification are the same for persons with the disease as for persons without the disease but differential if the probabilities differ for persons with and without the disease. In case-control studies, differential misclassification may arise from such sources as biased or selective recall by cases, bias by interviewers who are not blinded to case status, or differences between the methods of exposure measurement used for cases and for noncases. Differential misclassification has often been thought unlikely to arise in cohort studies, in which exposure is determined before the onset of disease, although Wacholder et al. (1) have recently demonstrated this possibility. Exposure misclassification will tend to bias measures of association between expo-1233 sure and disease and affect the power of statistical tests for association (2) (3) (4) . For a dichotomous variable, nondifferential misclassification biases the expected relative risk or odds ratio toward the null value (5, 6 ), but differential misclassification may bias the expected relative risk either toward or away from the null value. If the variable has more than two categories, the expected relative risk may be biased in either direction by either differential or nondifferential misclassification (2) (3) (4) (5) (6) .
Misclassification into exposure categories formed from a continuous variable arises from measurement error in the underlying continuous variable, which may cause an observation to be placed in the wrong category and thus be misclassified. In this paper, we refer to measurement error that is independent of disease status as nondifferential measurement error, to parallel the terminology used for misclassification. It is widely assumed that if measurement error in a continuous variable were nondifferential, then misclassification into categories formed from that variable would also be nondifferential (7, 8) .
In this paper, we describe the mechanism by which nondifferential measurement error in a continuous variable may often give rise to differential misclassification. We then examine some effects of nondifferential measurement error in a continuous exposure variable on estimates of relative risk.
METHODS
We used simulations to explore the effects of measurement error in a continuous variable on misclassification. The SAS RANNOR and RANBIN functions were used to generate data (9) . In each simulation, we chose true exposure values (E) evenly spaced over a specified interval. Error terms randomly sampled from a normal distribution with mean zero and a specified standard deviation were then added to the true values to simulate measured values. To simulate a disease outcome, we calculated a probability of disease (p) for each true exposure value from a linear logistic model, with specified parameters a and b, of the form: In (p/{\ -p)) = a + b*E. We then generated a 0 or 1 value for disease status by sampling from a binomial distribution with n = 1 and probability of "success" (disease) equal to the probability of disease calculated for that exposure value.
We conducted a preliminary investigation of the effects of measurement error on estimates of relative risk under different conditions using simulations. In each of these simulations, the integers from 1,600 to 2,499 were arbitrarily chosen as the true exposure values, and high and low categories were defined by a cutpoint of 2,200. We varied the magnitude of measurement error by varying the standard deviation of the measurement error, using values of 100, 300, and 500. We also varied the true relative risk in the high compared with the low category by using three different sets of values for the parameters a and b of the linear logistic model. We ran 200 simulations for each of the nine combinations of three levels of true relative risk and three values of the standard deviation of the measurement error.
To examine the effects of nondifferential measurement error on the bias in relative risk, we calculated the relative risk for the measured values in each simulation and compared the mean of these values with the true relative risk. We also applied procedures that predict (10) or correct for (4, 7) the effects of nondifferential misclassification on relative risk. We calculated predicted and corrected relative risks for each simulation using the misclassification rates and the true and measured relative risks calculated for that simulation. The purpose of this was to examine the effects of applying procedures that assume nondifferential misclassification to data with nondifferential measurement error. The formulas used are given in the Appendix.
RESULTS

Misclassification probabilities higher close to cutpoints
We first present an example to demonstrate that, when a continuous exposure variable with measurement error is dichotomized with an arbitrary cutpoint, the probability of misclassification may well not be uniform across exposure values. Figure I shows two identical scatterplots of measured versus true values for a sample of 100 uniformly distributed true values. Error terms randomly sampled from a normal distribution with mean 0 and standard deviation 150 were added to the true values to generate measured values. The magnitude and direction of measurement error were therefore independent of the true exposure value.
Cutpoints of 2,000 (figure I, top) and 2,200 (figure I, bottom) were arbitrarily chosen to divide true and measured values into high-and low-exposure categories. In each part of the figure, most of the misclassified points (quadrants 1 and 3) have true values close to the cutpoint. Points with true values more distant from the cutpoint have little misclassification. This example demonstrates the point that, when exposure categories are formed from a continuous variable with normally distributed measurement error, the probability of misclassification is higher near the cutpoint used to form the categories, regardless of the specific value chosen for the cutpoint.
Probability of misclassification
For a given true exposure value with normally distributed measurement error, the probability that the corresponding measured value will fall on the other side of a given cutpoint (and thus be misclassified) can readily be determined from a cumulative normal distribution. In the examples in figure 1, the probability of misclassification is only 0.02 for true values 300 units (2 standard deviations) from the cutpoint, but 0.48 for true values 10 units from the cutpoint.
Figures 2 and 3 both depict a situation in which uniformly distributed true exposure values ranging from 1,600 to 2,500 are grouped into categories of low and high using a cutpoint of 2,200. As in figure 1 , measurement error is assumed to be independent of disease status and to be normally distributed with a standard deviation of 150. For each true exposure value, the expected probability of exposure misclassification based on these assumptions was calculated from a cumulative normal distribution. In figures 2 and 3, the probabilities of misclassification are shown plotted as a dotted line against true exposure values.
Figures 2 and 3 both also show an exposuredisease relation plotted as a solid line against true exposure values. Figure 2 shows the expected probability of disease for a linear logistic model (a = -10, b = 0.004), and figure 3 shows the expected probability of disease p as a quadratic function of the true exposure value E (p = 6.592 -0.00673.E + 0.00000112E
2 ), resulting in a J-shaped curve over the specified range of values.
Differential misclassification when the exposure variable is categorized
For the examples shown in figures 2 and 3, the probability of exposure misclassification and the probability of disease both depend on the true exposure value. In these circumstances differential misclassification is likely to arise.
The process by which differential misclassification arises may be seen from inspection of the low category in figure 2. Those with true exposure values close to the upper bound of the low category are more likely to have the disease (because they have higher exposure). Consequently, within the low category persons with the disease will tend to have higher exposure values than persons without the disease. However, those with true exposure values close to the upper bound of the low category are also more likely to be misclassified (solely because of being closer to the cutpoint). The net result 
TRUE VALUE FIGURE 3. Probability of misclassification (
) into low-and high-exposure categories, based on normally distributed exposure measurement error (mean = 0, standard deviation = 150), and probability of disease ( ), based on a linear model with a quadratic term, plotted for true exposure values from 1,600 to 2,500.
is that, in the low category, persons with disease will be more likely to be misclassified (simply because they have higher exposure values) than persons without the disease. Similar reasoning shows that, in the high category, persons with the disease will be less likely to be misclassified than are persons without the disease. Thus, in both the high and the low category, misclassification will tend to be differential.
The degree and direction of differential misclassification depend in part on the exposure-disease model, as shown by the example in figure 3. In the low category in that example, the probability of disease is highest at the lowest level of exposure. Persons with true exposure values close to the upper bound of the low category are both more likely to be misclassified and less likely to have the disease than are persons with the lowest true exposure values. The net result is that, in the low category, persons without the disease will be more likely to be misclassified than persons with the disease. Therefore, misclassification in the low category in figure 3 will tend to be differential, but in the opposite direction from that seen in the low category in figure 2 .
The calculated mean misclassification probabilities for the situations depicted in figures 2 and 3 showed differential misclassification in the direction predicted. In the low category, for the situation depicted in figure 2 , those with the disease were more likely to be misclassified than those without the disease (18 percent vs. 9 percent), but for the situation in figure 3 , those with the disease were less likely to be misclassified than those without the disease (9 percent vs. 10 percent). In the high category, those with the disease were less likely to be misclassified than those without the disease in both figure 2 (17 percent vs. 21 percent) and figure 3 (14 percent vs. 22 percent). These findings demonstrate the point that, for a given distribution of exposure values and distribution of measurement error, the probabilities of misclassification for persons with or without the disease vary with the model relating exposure to disease.
Conditions giving rise to differential misclassification
The preceding examples show differential misclassification arising from a normally distributed exposure measurement error and two specific models for the disease-exposure relation. However, it can be seen from these examples that the general mechanism by which differential misclassification arises does not depend on these specific distributions and should be expected to arise in other situations as well. The mathematical results to support this statement are given in the Appendix.
As shown in the Appendix, two conditions are necessary for differential misclassification to arise from nondifferential measurement error. 1) Within an exposure category, the probability of misclassification must vary with the underlying true exposure value as can occur when categories are formed from a continuous exposure variable. 2) Within an exposure category, the probability of disease must also vary with the underlying true exposure value. This might, for example, be expected to occur within a smoking category of "1-2 packs a day," since those who smoke two packs a day may have a higher risk of lung cancer than those who smoke one pack a day. Table 1 shows the relation between these two conditions and the type of misclassification expected to arise from nondifferential measurement error. When both conditions are present, the general result is differential misclassification. If either condition is absent, the general result is nondifferential misclassification.
Case 1 in table 1 corresponds to the situation exemplified by figure 2, in which exposure categories are formed from a continuous variable but the probability of disease depends on the underlying exposure value, rather than on the category. Case 2 corresponds to the situation in which the true exposure measurement is inherently categorical and the probability of disease depends only on the category (for example, if infants born in hospital A are at greater risk than infants born in hospital B). Case 3 
Effects of nondifferential measurement error on estimated relative risks
We investigated the effects of nondifferential measurement error on estimates of relative risk, using 200 simulations for each of nine combinations of true relative risk and exposure measurement error, as described in the Methods section. The results are presented in tables 2 and 3, and the corresponding formulas are shown in the Appendix. Table 2 shows the mean sensitivity and specificity, overall and by disease status, for each combination of measurement error and relative risk. As the level of measurement error increased, the probabilities of correct classification decreased. For a given degree of measurement error, the overall mean sensitivity and specificity were the same regardless of the expected relative risk. However, the probabilities of misclassification by disease status varied with the expected relative risk as well as with the degree of measurement error. The differences between persons with the disease and persons without the disease were greater at higher levels of relative risk. For every combination of measurement error and relative risk, the mean sensitivity was higher for persons with the disease than for persons without the disease, but the mean specificity was lower.
Mean values of the true and measured relative risks based on the simulated data over the 200 simulations are presented in table 3. The true relative risks for the simulated data with no measurement error were close to the expected values of relative risk. The measured relative risks for the simulated data with measurement error were everywhere smaller than the true relative risks. At each level of exposure measurement error, the mean measured relative risk was less than the true relative risk, showing that in these simulations, misclassification on average biased the estimates of relative risk away from the true relative risk and toward the null value of 1.0. Data on misclassification rates are sometimes used to predict the effects of misclassification on relative risks, either to estimate the expected degree of bias or to determine the sample size that may be required to detect a certain level of risk in the presence of misclassification. Such calculations often use the assumption that misclassification is nondifferential. Table 3 presents the mean predicted relative risks that were calculated from the simulated data using the assumption of nondifferential misclassification. If misclassification were nondifferential, the predicted relative risks would be equal to the measured relative risks. However, the mean predicted relative risks were lower than the mean measured relative risks, showing that for these examples, predictive procedures that assume nondifferential misclassification do not in general give the correct results when measurement error is nondifferential. In these examples, the bias introduced by misclassification was smaller than would be predicted.
Procedures such as those described by Kleinbaum et al. (4) and by Willett (7) can be used to correct measured relative risks for nondifferential misclassification. Table 3 presents the mean corrected relative risks that were calculated from the simulated data using the assumption of nondifferential misclassification. If misclassification were nondifferential, the corrected relative risks would be equal to the true relative risks. The mean corrected relative risks were higher than the mean true relative risks, and the greater the magnitude of measurement error, the more inaccurate the correction. For the highest relative risk and magnitude of measurement error, the mean corrected relative risk was more than double the true relative risk. The proportion of samples in which the corrected relative risk was greater than the true relative risk ranged from 83.5 percent to 100 percent.
DISCUSSION
In this paper, we demonstrate the apparent paradox that nondifferential exposure measurement error (measurement error unrelated to disease status) can give rise to differential misclassification, in which misclassification probabilities differ by disease status. This phenomenon is likely to occur whenever exposure categories are formed from a continuous exposure variable with nondifferential measurement error, but the probability of disease is a function of the continuous variable, rather than of the categories formed by grouping.
Our findings confirm and extend those recently reported by Wacholder et al. (1) , who showed that blind assessment of exposure category does not necessarily ensure nondifferential misclassification (1). The dif- ferential misclassification that occurs when categories are formed from a continuous variable can arise in cohort studies, in which exposure is measured before disease onset, as well as in case-control studies.
Our results apply to any exposure categories formed from continuous variables. Even exposure categories that appear inherently categorical but bear some relation to an underlying continuous exposure measurement could potentially be affected by differential misclassification. Although, for simplicity, we confine our examples to situations with two categories, our results apply to any number of categories.
As shown in the Appendix, the degree and direction of differential misclassification are a function of the distribution of exposure, the definition of the exposure categories, the distribution of measurement error, and the relation between exposure and disease. Thus, for the same degree of measurement error and the same overall probabilities of misclassification, the probabilities of misclassification for persons with the disease and persons without the disease will vary with the form of the exposure-disease relation. For the specific examples we used, the effect of the resulting differential misclassification was to bias the estimated relative risk toward the null value. This will not always be the case. We show elsewhere examples of real data in which measurement error is nondifferential, but the relative risk is biased away from the null value (11) .
Predicting the effects of misclassification
There are a number of methods that may be used to predict the effects of nondifferential misclassification into ordered exposure categories on risk estimates or required sample size, including those described by Walker and Blettner (12) and by Marshall et al. (8) . These and other methods that assume nondifferential misclassification have been applied to ordinal exposure categories formed from continuous variables with measurement error (13) (14) (15) . However, our results show that methods that assume nondifferential misclassification do not in general correctly predict the effects of misclassification on risk estimates for categories formed from a continuous variable. Therefore, such methods are likely to give incorrect results for categories formed from di-etary data or from other continuous exposure measurements and, in general, should not be applied to such categories.
In our examples, the bias in estimates of relative risk that arose from differential misclassification was less than the bias predicted by assuming nondifferential misclassification. The observation that in some circumstances misclassification has less effect than predicted implies that low estimates from imperfect methods may sometimes represent truly low relative risks, not high relative risks attenuated by misclassification. An additional implication is that the sample sizes needed to compensate for the effects of misclassification on reducing statistical power may not always be as large as suggested.
Correcting for the effects of misclassification
Our results suggest that, when categories have been formed from a continuous variable, estimates of relative risk should not be corrected for misclassification using methods that assume nondifferential misclassification, such as those described by Kleinbaum et al. (4) and Willett (7) . The assumption that random nondifferential error leads to nondifferential misclassification may result in "corrected" relative risks that are considerably higher than the true relative risks. Ironically, the greater the degree of measurement error, the more inaccurate the "correction," so that highly inaccurate measurements may have "corrected" risks more than double the true risks.
Our results emphasize the point made by Marshall (16) that methods of correction and adjustment are crucially dependent upon a set of assumptions that may well not be correct, and that improving the quality of exposure measurements may be a better strategy than trying to correct for poor exposure measurements. Exposure measurements may have multiple types and sources of error. The effects of these errors arc likely to be complex and not easily predicted, and correction for these errors is likely to be difficult.
Differential misclassification commonly unrecognized
Although the problems associated with differential misclassification are well known and well documented, it is commonly assumed that such misclassification arises only from obvious differences in measurement between persons with and without the disease. Our findings suggest that differential exposure misclassification is far more common than is usually recognized, particularly in cohort studies. Whenever exposure categories are explicitly or implicitly formed from a continuous exposure measurement, even random imprecision in measurement error in the continuous variable may well give rise to differential misclassification. Failure to recognize the likelihood of differential misclassification may lead to incorrect assumptions about the effects of nondifferential measurement error on estimates of relative risk.
Differential misclassification is likely to arise from nondifferential measurement error in many situations commonly encountered in epidemiologic studies. Further research is necessary to delineate the expected effects of differential misclassification associated with different types of nondifferential measurement error, methods of forming categories, distributions of exposure, and relations of exposure to disease. Our results show a need for more careful and critical evaluations of the effects of different types of exposure measurement error.
APPENDIX Differential misclassification from nondifferential measurement error
We now show that misclassification may be nondifferential at a detailed level of exposure but differential for aggregate levels of exposure. For a given population, let Pr(E,) denote the probability that a randomly selected individual has a true exposure value E,. Let PT(D | £,) denote the probability that a randomly selected individual with a true exposure value £, has the disease. For the sake of simplicity, we assume no confounding. Define an exposure category C as consisting of all true exposure values E within a specified range. Let Pr(Af | £, e C) denote the probability that a randomly selected individual with true exposure value of E, within the range of C is misclassified out of category C. Let the probability of exposure misclassification for any true exposure value E, be independent of the probability of disease (nondifferential), so that:
By the definition of conditional probability, the average probability of disease among those with true exposure E, within the exposure category C (Pr(£) c )) is the weighted average of the probabilities of disease for the true exposure values within the category, weighted by the probability of occurrence of each exposure value within the category:
Similarly, the average probability of being both misclassified and diseased given an exposure value within the category C (Pr (M c D D c ) ) is the weighted average of the probabilities of being both diseased and misclassified for the true exposure values within the category, weighted by the probability of occurrence of each true exposure value within the category:
By the definition of conditional probability, the average probability within the category C of being misclassified given disease is: Total n*, "V N From equations 2-4, the probability within the category of being misclassified for those with the disease may be reexpressed as:
Similar reasoning shows that the probability within the category of being misclassified for those without the disease may be expressed as:
£>C £>C
The right-hand sides of equations 5 and 6 will be identical (showing that the expected misclassification rates are nondifferential) if the probability of misclassification is constant over all values of E, within the category or if the probability of disease is constant over all values of £, within the category or both.
However, if the probability of misclassification and the probability of disease are not constant over all values of E, within the category, then the probability within the category of being misclassified for those with the disease will not in general be the same as the probability within the category of being misclassified for those without the disease. In other words, misclassification will, in general, be differential under these conditions. For many types of measurement error, the probability of misclassification will not be invariant over all values of E,. In general, if the probability density of measured values of exposure (x) for a given true exposure value of E is some function f(x \ E), then for a category C = [a.b] the probability of misclassification conditional on the true value Ej is given by:
For example, if measurement error is additive and normally distributed with mean p = 0 and variance a 1 , then for a true exposure value E, measured exposure values will be normally distributed with mean n = E, and variance a 2 , and the probability of misclassification conditional on the true value E, will be:
Formulas used to calculate quantities in tables 2 and 3
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