We consider the problem of robust inference under the important generalized linear model (GLM) with stochastic covariates. We derive the properties of the minimum density power divergence estimator of the parameters in GLM with random design and used this estimator to propose a robust Wald-type test for testing any general composite null hypothesis about the GLM. The asymptotic and robustness properties of the proposed test are also examined for the GLM with random design. Application of the proposed robust inference procedures to the popular Poisson regression model for analyzing count data is discussed in detail both theoretically and numerically with some interesting real data examples.
Introduction
Generalized linear models (GLMs), first introduced by Nelder and Wedderburn (1972) where the canonical parameter θ is an unknown measure of location depending on the predictor x and φ is a known or unknown nuisance scale or dispersion parameter typically required to produce standard errors following Gaussian, gamma or inverse Gaussian distributions. The functions a(φ), b(θ) and c (y, φ) are known.
In particular, a(φ) is set to 1 for binomial, Poisson, and negative binomial distributions (known φ), and it is does not enter into the calculations for standard errors. The mean, µ Y |X=x (θ) = E [Y |X = x], of the conditional distribution of Y given X = x, is dependent only on θ since
and is assumed, according to GLMs, to be modeled linearly with respect to x through a known link function, g, i.e.,
where g is a monotone and differentiable function and β ∈ R k is an unknown parameter. In this setting, since θ = θ x T β , we shall also denote the density in (1) by f y, x T β, φ .
The non-robustness of the maximum likelihood and the maximum quasi-likelihood estimators has been studied extensively in the literature. Consequently, robust procedures for GLMs have been considered to robustify the MLE. Stefanski et al. (1986) studied optimally bounded score functions for the GLM. They In this paper we will consider the whole class of GLMs with random covariates. Let (
Since the density function of Y i |X = x i is dependent on x i , the corre-the asymptotic distribution of η α assuming that X i , i = 1, ..., n, are non-random (fixed design). The main purpose of this paper is to present the asymptotic distribution as well as the robustness properties of η α when X i , i = 1, ..., n come from a random design. Following this, a family of Wald-type tests is introduced based on η α . We have studied the asymptotic distribution and the robustness properties of the Wald-type test statistic.
The structure of the paper is as follows. In Section 2 we present the asymptotic distribution of the MDPDE of η for the random design case. Section 3 introduces a Wald-type test for testing general linear hypothesis on parameters under study and establishes its asymptotic distribution. The robustness properties of the Wald-type tests are studied in Section 4. The Poisson regression model under the random design is studied in Section 5.
Properties of the MDPDEs under Random Design
We are going to assume that the explanatory variables are not only independent random variables but also identically distributed and moreover
T are independent and identically distributed. We shall assume that X 1 , ..., X n is a random sample from a random variable X with marginal distribution function G(x).
First of all, we are going to consider asymptotic properties of the MDPDE and thereafter, we shall get the corresponding robustness properties.
Asymptotic Properties
In order to get the asymptotic distribution of η α , we are going to follow the same scheme as given in Maronna et al. (2006) for M-estimators. Thus, the asymptotic distribution of η α is given by
where
Let us now study the robustness of the MDPDEs η α of η through the classical influence function of Hampel et al. (1986) . Let us rewrite the MDPDE in terms of a statistical functional T α (H) at the true joint distribution H(y, x) of (Y, X T ) as the solution of (6), whenever it exists. Consider the contaminated distribution H =
, where is the contamination proportion and ∧ (yt,xt) is the degenerate distribution at the contamination point (y t , x t ). Then, the influence function of T α (H) is defined as
which measures the bias in the estimator occurring due to the infinitesimal contamination in the data generating distribution.
Note that, the MDPDE functional T α (H) is clearly an M-estimator functional and we can get its influence function directly from existing M-estimator theory. In particular, the influence function of the MDPDE
where J α (η) is as defined in Section 2.1 and (y t , x t ) is the point of contamination.
Further, suppose T 
It can be observed from the form the above influence function that it is bounded in the contamination point (y t , x t ) for all α > 0 and unbounded at α = 0 for most standard GLMs. For example, under the simple normal linear regression model, the influence function of the MDPDE of β depends on the contamination point through the quantity (
and hence it is bounded for all α > 0 implying the robustness of the corresponding MDPDEs. The case of logistic regression has particularly been studied in Basu et al. (2016) whose results follow as a special case from the above general results for GLMs. In this paper, apart from presenting the general theory, we will examine the case of Poisson regression in detail in Section 5.
5
The asymptotic distribution of η α , given in Section 2.1, will be useful in order to define a family of Wald-type test statistics for testing the null hypothesis
with m : R k+1 → R r , r < k + 1. We shall assume that M (η) = ∂ ∂η m T (η) is a continuous full rank matrix with k + 1 rows and r columns.
If φ is known or we are only interested in testing some hypothesis on β, say, m * (β) = 0, we shall consider
The most commonly used hypothesis under this set-up is the general linear hypothesis on β given by Lβ = l 0 for some r × k matrix L and r-vector l 0 . Here we have
On the other hand, if we are interesting in testing
Definition 1 Let η α be the MDPDE for η. The family of Wald-type test statistics for testing the null hypothesis given in (10) is given by
Theorem 2 The asymptotic distribution of the Wald-type test statistic, W n ( η α ), defined in (11), under the null hypothesis given in (10) , is a chi-square distribution with r degrees of freedom.
Proof. We know that
Then the asymptotic distribution of W n ( η α ) is a chi-square distribution with r degrees of freedom.
Based on the previous theorem the null hypothesis given in (10) will be rejected if we have that
Now we consider η * ∈ Θ such that m (η * ) = 0, i.e., η * does not belong to the null hypothesis. We denote
and we are going to get an approximation to the power function for the Wald-type test given in (12) .
Theorem 3 Let η * ∈ Θ be the true value of the parameter such that m (η * ) = 0 and η α P −→ n→∞ η * . The power function of the test given in (12) , in η * , is given by
where φ n (x) tends uniformly to the standard normal distribution φ (x) and σ (η * ) is given by
Proof. We have
Now we are going to get the asymptotic distribution of the random variable
and the result follows.
Remark 4 Based on the previous theorem, we can obtain the sample size necessary to get a specific power π (η * ) = π 0 . From (13), we must solve the equation
and we get that n = [n * ] + 1 with
Corollary 5 Under the assumptions of Theorem 3, we have π (η * ) → 1 as n → ∞. Thus, our proposed Waldtype test is consistent at any fixed alternative.
We may also find an approximation of the power of the Wald-type test given in (11) at an alternative close to the null hypothesis. Let η n ∈ Θ − Θ 0 be a given alternative and let η 0 be the element in Θ 0 closest to η n in the Euclidean distance sense. A first possibility to introduce contiguous alternative hypotheses is to consider a fixed d ∈ R p and to permit η n moving towards η 0 as n increases in the following way
A second approach is to relax the condition m (η) = 0 defining Θ 0 . Let d * ∈ R r and consider the following sequence, {η n }, of parameters moving towards η 0 according to
Note that a Taylor series expansion of m (η n ) around η 0 yields
By substituting η n = η 0 + n −1/2 d in (16) and taking into account that m(η 0 ) = 0, we get
so that the equivalence in the limit is obtained for d
In the following we shall denote by χ 2 l (s) the non-central chi-square random variable with l degrees of freedom and non-centrality parameter s.
Theorem 6
We have the following results under both versions of the contiguous alternative hypothesis:
Proof. A Taylor series expansion of m( η β ) around η n yields
From (16), we have
we have
We can observe by the relationship d
We apply the following result concerning quadratic forms. "If Z ∼ N (µ, Σ), Σ is a symmetric projection of rank k and Σµ = µ, then Z T Z is a chi-square distribution with k degrees of freedom and noncentrality parameter µ T µ". In our case, the quadratic form is
where I is the r × r identity matrix. Hence, the application of the result is immediate and the noncentrality parameter is
4 Robustness of the Proposed Wald-type Test Statistics
Influence Function of the Wald-type Test Statistics
In order to study the robustness of the proposed Wald-type tests of Section 3, we will start with the influence function of the Wald-type test statistics W n ( η α ) in (11) for testing the general composite hypothesis (10) .
Consider the MDPDE functional T α (H) at the true joint distribution H of (Y, X) as defined in Section 2.2 and define the statistical functional corresponding to the Wald-type test statistics W n ( η α ) at H as (ignoring the multiplier n)
Again, considering the contaminated distribution, H , the influence function of the Wald-type test functional
Suppose η 0 = (β 0 , φ 0 ) be the true parameter value under null hypothesis given in (10) that satisfies m(η 0 ) = 0 and the corresponding null joint distribution be H 0 (y, By another differentiation, we get the second order influence function of W α (·) at H as given by
Note that the influence function of the test statistic is directly related to the influence function of the corresponding estimator. In particular, at the null distribution H 0 (y, x), we get the nonzero second order influence function indicating the robustness properties of the proposed Wald-type test statistics. These are summarized in the following theorem.
Theorem 7
The influence functions of the proposed Wald-type test statistics W n at the null distribution
Clearly, the above second order influence function is bounded whenever the function Ψ α (y t , x T t β, φ) is bounded, i.e., for all α > 0, implying the robustness of the proposed Wald-type tests with α > 0. However, at α = 0, Ψ 0 (y t , x T t β, φ) and hence the second order influence function is unbounded implying the non-robust nature of the classical MLE based Wald-test.
Level and Power Robustness
Let us now study the stability of the level and the power of the proposed Wald-type test statistics under data contamination. For this, we will derive the level and power influence functions respectively under the null hypothesis and the contiguous alternatives η n = η 0 + n −1/2 d in (14) . Considering contamination over these 
where H η denote the joint model distribution of (Y, X) with parameter η = (β T , φ) T , given by H η (y, x) = f (y, x T β, φ)G(x). For the proposed Wald-type test statistic W n , its LIF and PIF are defined by
Theorem 8 Under the assumptions of Theorem 5, we have the following:
1. Under H P n, ,(yt,xt) , the proposed Wald-type test statistics W n asymptotically follows a non-central chi-square distribution with r degrees of freedom and non-centrality parameter
2. The asymptotic power function under G P n, ,(yt,xt) can be approximated as
Proof. Let us denote η * n = T α (H P n, ,(yt,xt) ). Then, the asymptotic distribution of the MDPDE η α under H P n, ,(yt,xt) yields
Now, using a suitable Taylor series approximation and the above asymptotic distribution, we get
Again, another Taylor series approximation yields
and hence
using m (η 0 ) = 0. Therefore, combining all above, we get
But, by (20),
, a non-central χ 2 random variable with degrees of freedom r and non-centrality parameter δ as defined in (18) .
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The second part of the theorem follows by the infinite series expansion of a the above non-central χ 2 distribution in terms of the central chi-square variables as
Note that, substituting = 0 in Theorem 8, we get an alternative expression for the asymptotic power function of our proposed Wald-type test statistics under the contiguous alternatives
Further, substituting d = 0 r in Theorem 8, we can derive the asymptotic distribution of the Wald-type test statistics W n under H L n, ,(yt,xt) which is non-central chi-square with r degrees of freedom and non-centrality parameter
Therefore, the asymptotic level under contiguous contamination H L n, ,(yt,xt) turns out to be
Note that, as → 0, α( , (y t , x t )) → α 0 , the nominal level of the test.
Using the above expressions for asymptotic power and level under contiguous contamination, one can easily derive the PIF and LIF of the proposed Wald-type test statistics as described in the following theorem.
Theorem 9 Assume the conditions of Theorem 8 hold. Then, the power and level influence functions of our proposed Wald-type test based on W n is given by
and
Also, the level influence function of any higher order is also identically zero.
Proof. The proof follows by differentiating the expression of π(η n , , (y t , x t )) from Theorem 8 with respect to using the chain rule and is similar to that of Theorem 8 of .
Note that the above theorem implies the stability of the asymptotic level of our proposed Wald-type tests with respect to the infinitesimal contamination for any α ≥ 0. On the other hand the power influence function is bounded implying the stability of the asymptotic contiguous power only when the influence function of the MDPDE is bounded, i.e., for α > 0. The PIF of the classical Wald-type test based on MLE (at α = 0) is unbounded indicating its well-known non-robust nature.
Application: Poisson Regression Model under Random Design
Poisson regression is a very popular member of the class of GLMs where the underlying distribution given by the density f (y,
; the density has the form
Hence, in terms of formula (1), we have φ = 1 and θ = x 
For the particular case of α = 0, we have γ 1,0 (x) = 0 and hence this estimating equation further simplifies to
which is nothing but the likelihood score equation of the maximum likelihood estimator (MLE) of β. Now, the asymptotic distribution of the MDPDE β α of β can be derived directly from the results of Section 2.1. In particular, under the model distribution with true parameter value β 0 , we have
where we now have
, which is exactly the Fisher information matrix under the present set-up generating the asymptotic distribution of the MLE β 0 . Based on these asymptotic distributions, one can compute the asymptotic relative efficiency of our MDPDEs over α which is presented in Table 1 for the case of a scalar normally distributed covariate x (k = 1). Clearly, as expected from the literature of the MDPDE in any other model, the ARE decreases slightly as α increases but this loss in efficiency is not substantial at small positive α. And, with this small price in asymptotic efficiency, we gain high robustness properties of our MDPDEs with α > 0. 
Note that the above influence function is bounded at α > 0 and unbounded at α = 0. This implies the robustness of the MDPDEs with α > 0 and the non-robust nature of the MLE at α = 0. In particular, the influence function of the MLE under the Poisson regression model is a straight line (unbounded in both outliers in response, y t , and leverage points in covariate space, x t ) and is given by i.e., consider the hypothesis
where L is a full rank matrix of order r × k, with r < k (rank (L) = r), and l 0 is an r-dimensional vector, both of known values. We assume that rank (L, l 0 ) = r. This clearly belongs to the general class of hypothesis considered in (10) with m(η) = m(β) = Lβ − l 0 and M (β) = L T (since φ = 1 known here). Then the proposed MDPDE based Wald-type test statistics for testing (26) is given by
By Theorem 2, under H 0 , the above Wald-type test statistics W n ( β α ) asymptotically follow a χ 2 r distribution. The tests are also consistent at any fixed alternative from Corollary 5. We will now derive their asymptotic power under contiguous alternatives H 1,n : β n = β 0 + n −1/2 d, where β 0 is the true null parameter value satisfying Lβ 0 = l 0 . From Theorem 6, we get the asymptotic distribution of our Wald-type test statistic W n ( β α ) to be a non-central chi-square distribution with degrees of freedom r and non-centrality parameter
Ld. Hence the asymptotic contiguous power can be obtained from the distribution function of this non-central chi-square distribution, which is presented in Table 2 for the case k = 1 with a normally distributed covariate x. One can clearly observe that the asymptotic contiguous power for any fixed d decreases slightly with increasing α, but the loss in power in not quite significant. Notice the similarity with the nature of ARE of the corresponding MDPDE β α from Table 1 , because the asymptotic contiguous power is directly related to the asymptotic variance (and hence to the asymptotic efficiency) of the estimator used.
As in the case of the MDPDE, we indeed gain high robustness of the proposed Wald-type test statistics with α > 0 at a small cost in asymptotic contiguous power. To see this, we consider the influence function analysis for the Poisson regression model following the general theory developed in Section 4. In particular, the first order influence function of the Wald-type test statistics is always zero and corresponding second order influence function for testing (26) under the Poisson regression model at the null distribution H 0 with true parameter value β 0 simplifies to
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