We report a measurement of the B 
Introduction
The lifetimes of b-flavored hadrons are related to both the strength of the b quark coupling to c and u quarks, and to the dynamics of b hadron decay. The spectator model assumes that the light quarks in b and c hadrons do not affect the decay of the heavy quark, and thus predicts the lifetimes of all b-hadrons to be equal. For charm hadrons this prediction is inaccurate; the measured D + lifetime is approximately 2.5 times that of the D 0 and more than twice that of the D − s [1] . More sophisticated models predict that the differences among b-hadron lifetimes should be much smaller than those in the charm system, because of the larger mass of the b quark [2, 3, 4] . Bigi et al. [3] predict a difference in lifetime between the B + and B 0 meson of several percent, and between the B 0 s and B 0 mesons of about 1%. Although some assumptions in reference [3] have been questioned by Neubert and Sachrajda [4] , there is agreement that the models predict a difference between the B 0 s and B 0 lifetimes of the order of ±1%.
The first measurements of the B 0 s lifetime [5, 6] were made using correlated D The OPAL detector is described in reference [7] . The central tracking system is composed of a silicon microvertex detector, a precision vertex drift chamber and a large volume jet chamber surrounded by a set of chambers to measure the z-coordinate of tracks (z-chambers) 2 . These detectors are located inside a solenoid. The detectors outside the solenoid consist of a timeof-flight scintillator array and a lead glass electromagnetic calorimeter with a presampler, followed by a hadron calorimeter consisting of the instrumented return yoke of the magnet, and several layers of muon chambers. Charged particle types are identified by their specific energy loss, dE/dx, in the jet chamber. Further information on the performance of the tracking and dE/dx measurements can be found in reference [8] .
This analysis uses data collected during the 1991-1995 LEP running periods at center-ofmass energies within ±3 GeV of the Z 0 mass. After the standard hadronic event selection [9] and detector performance requirements, a sample of 3.7 million events is selected. Charged tracks and electromagnetic clusters not associated with a charged track are grouped into jets using the JADE E0 recombination scheme [10] with a y cut value of 0.04. Tracks from identified secondary vertices, Λ and K Simulated event samples were generated using the JETSET 7.4 Monte Carlo program [11] , together with a program to simulate the response of the OPAL detector [12] . The Monte Carlo sample includes approximately 4 million simulated multihadronic Z 0 decays and one million Z 0 → bb decays (the equivalent of about 4.5 million multihadronic decays). In addition, three special Monte Carlo samples were generated in which each event contains at least one D − s decaying in the channels of interest. The parameter optimisation used in this simulation is described in [11] . For each of the following decay channels, 20000 events were generated: D Tracks forming the D − s candidates are required to be in the same jet and to have the appropriate charge combination. At least two of the three candidate tracks are required to have good θ measurements either from the z-chambers or from a measurement of the track endpoint as it exits the main jet chamber. Similarly, to reject poorly reconstructed candidates, at least two of the three tracks are required to have hits in the silicon microvertex detector.
D
To reduce the combinatorial background, the tracks forming the D − s are subject to particle identification requirements. For candidate pion tracks, the probability for the measured dE/dx value to be consistent with the pion hypothesis is required to be greater than 1%. For candidate kaon tracks, if the observed energy loss of a kaon candidate is less than the mean dE/dx expected for a kaon, the probability of consistency with the kaon hypothesis is required to be greater than 1%, and greater than 3% otherwise. If both kaon candidates have energy losses greater than the mean dE/dx expected for a kaon, the product of the two dE/dx probabilities is required to be greater than 0.02. These tighter requirements reduce the background from pion tracks, for which the mean dE/dx value is above that of kaons. Furthermore, one of the kaon candidates must satisfy a pion-rejection criterion by having an observed dE/dx less than that expected for a pion, and a probability of less than 10% that the dE/dx is consistent with a pion hypothesis.
For the K * 0 K − mode, the invariant mass of the Kπ combination is required to satisfy 0.865 < m Kπ < 0.925 GeV. In the φπ mode, the width of the K + K − peak is dominated by detector resolution and the K + K − invariant mass is required to satisfy 1.010 < m KK < 1.030 GeV. The momenta of the kaons are required to be greater than 2 GeV and that of the pion must exceed 1 GeV.
To reduce further the D − → K * 0 π − background in the K * 0 K − mode, the kaon candidate originating directly from the D − s decay is subject to a tighter, 5%, dE/dx requirement. Also, in this mode both kaons must meet the pion-rejection criterion described above.
We require that the D 
Decay length determination
The D − s decay vertex is reconstructed in the x-y plane by fitting the D − s candidate tracks to a vertex. To reject very poorly reconstructed vertices, the χ 2 of the vertex fit is required to be less than 10 (for 1 degree of freedom).
The beam spot position is measured using charged tracks in the opal data with a technique that follows any significant shifts in the position during a LEP fill [13] . The intrinsic width of the beam spot in the y direction is about 8 µm. the width in the x direction is directly measured using µ + µ − events and varies between 100 µm and 160 µm, depending on the LEP optics.
The distance from the D − s decay vertex to the beam spot is determined in the x-y plane. This distance is converted into three dimensions using the polar angle of the K + K − π − momentum vector. Typical decay length errors are about 300 µm, with only a small contribution coming from uncertainties in the position of the interaction point within the beam spot. Rejecting candidates with decay length errors greater than 3 mm helps to reduce the effects of poorly measured tracks.
D − s selection results
The K + K − π − invariant mass distribution for all candidates that pass the selection is shown in figure 1 . A likelihood fit to the measured
s candidates is performed separately for the two decay channels. The K + K − π − mass distribution is parameterized as the sum of a quadratic term to account for random combinatorial background (which also is observed to describe accurately the background in the simulated data samples), a Gaussian function which describes the mass peak of the reconstructed D Table 1 : Monte Carlo events were used to study the background from events where the three K + K − π − candidate tracks come either from the same fully reconstructed charm hadron for which a pion or a proton has been mis-identified as a kaon, or from a partially reconstructed charm hadron. The resulting 
where p Bs (max) = 45GeV and R is given by
The function } is a Gaussian function which describes the probability to observe a decay length, L i , given a true decay length l and the measurement uncertainty σ i L and scale factors on this error, s 1 and s 2 . Two scale factors are employed to describe both the majority of tracks for which the measured decay length uncertainty is a good estimate and the small fraction, f 2 , of mis-measured candidates in which the measured decay length uncertainty is an underestimate. The scale factors s 1 and s 2 , as well as the fraction of mis-measured candidates, f 2 , are free parameters in the lifetime fit. B is the probability of a particular B Ds . This function is constructed as: 
The functional form of the likelihood function, L comb , used empirically to parameterize the combinatorial background, is composed of an exponential convolved with the B 0 s boost function, B, a fraction with no lifetime and the same double-Gaussian resolution function as the signal. This is expressed as:
where the parameters describing the resolution, s 1 , s 2 and f 2 , are the same as used in the likelihood terms that describe the D − s signal and
The fraction of background with no lifetime, f 0 , as well as the characteristic lifetime of the background, τ bg , are free parameters in the fit.
The combinatorial background in the event sample is taken into account by fitting for it simultaneously with the D − s signal. The probability that a candidate has arisen from a combination of background tracks, F comb (m i ), is determined as a function of the K + K − π − invariant mass of each candidate, m i , using the results of the fit to the K + K − π − invariant mass spectrum.
Thus, the full likelihood for candidate i is:
In total six parameters are free in the fit: the B 0 s lifetime, the parameters describing possible scale factors on the decay length error (s 1 , s 2 and f 2 ) and the parameters describing the combinatorial background (f 0 and τ bg ).
3 The D − s momentum dependence on The fractions f cc , f B + , f B 0 and f Λ b has been neglected. This omission was studied in simulated data and found not to produce a noticeable bias in the resulting lifetime. figure 2 represent the sum of the decay length probability distributions for each event. Using the 42 bins that are expected to contain at least five candidates (as predicted by the lifetime fit), a total χ 2 of 54.7 is found for the sum of the signal and sideband decay length distributions. For the positive decay length bins, a total χ 2 of 24.0 for 29 bins is observed. These χ 2 values and plots shown in figure 2 indicate that the fitted functional forms provide a good description of the data for both signal and background. It should be stressed that the fit is to the unbinned data.
Checks of the Method
A number of different checks have been made to investigate potential biases in the method of selecting and fitting the signal.
Potential bias in the selection and fitting procedure
Tests were performed on several samples of simulated data to check for biases in the selection and fitting procedures. The first tests involved a toy Monte Carlo program which generated decay length data for the signal D To investigate the effects of the combinatorial background on the lifetime fit, the same selection and fitting procedure has been applied on a Monte Carlo sample of 4 million multihadronic z 0 decays. Due to the choice of branching ratios used to produce this sample of simulated events, there are fewer reconstructed D − s signal candidates than we observe in the data. The fitted lifetime has been found to be 1.73 ± 0.29 ps, which is consistent with the generated B The lifetime fit has also been repeated as for the standard result, except that the φπ and K * K channels are fitted separately. The results are 1.53 ± 0.23 ps and 2.14 ± 0.40 ps, respectively, consistent at the level of 1.3 standard deviations.
Use of the tight (neural network) selection
As a check, a much tighter selection was developed which employs a neural network to reject significantly more combinatorial background, thereby producing a much purer D − s signal. However, this also results in a rather significant loss of signal, and as such is not as statistically powerful for the B 
Evaluation of Systematic Errors
Systematic errors arise from the level, parameterization and source of the background, the potential bias from the selection and fitting procedure, the boost estimation method, the beam spot determination and possible tracking errors. The systematic errors are summarized in table 4.
Combinatorial background
We consider the effects of both the level of the combinatorial background, as determined by a fit to the K + K − π − mass spectrum, and the effective lifetime of this background, as estimated from the candidates in the sideband region. The systematic error due to the level of this background is determined by repeating the calculation of the event-by-event probability that an event is combinatorial background by changing the estimated size of the D lifetime by ±0.07 ps which is assigned as a systematic error. Tests were also conducted using the toy Monte Carlo which indicated that the level of these observed changes is consistent with the expected 0.05 ps uncertainty due to statistical fluctuations in the sideband sample; however we conservatively retain the observed variation as a systematic uncertainty.
Several alternative parameterizations describing of the decay length distributions of the combinatorial background have been investigated. For example, we have included an exponential on the negative decay length side, in place of the second Gaussian function, to describe those events that are significantly mis-measured. The resulting B 0 s lifetime is +0.02 ps higher than the standard result. In another check the second wider Gaussian was used only for the combinatorial background term in the likelihood function, changing the lifetime by +0.05 ps. Leaving out this second Gaussian altogether decreased the lifetime by 0.10 ps, although the quality of this fit is significantly worse, as illustrated by an increase in χ 2 of about 300 for 40 bins, c.f. 54.7 for 42 bins with the default parameterization. Consequently this last case is not considered as a systematic error. In no case do these alternative parameterizations significantly improve the quality of the B 0 s lifetime fit, and an error of ±0.05 ps was assigned to cover such effects.
We assign a total systematic error due to the combinatorial background, parameterization and source, of ±0.12 ps. 
Boost estimation
The energy spectrum of the Monte Carlo B 
Beam position and size
The average intersection point of the LEP beams in OPAL is used to estimate the production vertex of the B 0 s candidates. The sensitivity of τ (B 0 s ) to the assumed position and size of the beam spot has been evaluated as in reference [6] , resulting in a variation in the fitted lifetime of no more than 0.01 ps, which has been assigned as a systematic error.
Detector alignment
The effects of alignment and calibration uncertainties on the B 0 s lifetime are estimated from a detailed study of 3-prong τ decays [13] . These uncertainties lead to an uncertainty of 0.01 ps on τ (B Combining the systematic errors in Table 4 , we find τ (B . This result is also in agreement with current theoretical expectations [3, 4] .
