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CONDENSATION PHENOMENA IN NONLINEAR DRIFT EQUATIONS
JOSE´ A. CARRILLO, MARCO DI FRANCESCO, AND GIUSEPPE TOSCANI
Abstract. We study nonnegative, measure-valued solutions to nonlinear drift type equa-
tions modelling concentration phenomena related to Bose-Einstein particles. In one spatial
dimension, we prove existence and uniqueness for measure solutions. Moreover, we prove that
all solutions blow up in finite time leading to a concentration of mass only at the origin, and
the concentrated mass absorbs increasingly the mass converging to the total mass as t→∞.
Our analysis makes a substantial use of independent variable scalings and pseudo-inverse
functions techniques.
1. Introduction
In this paper we perform a rigorous study of nonnegative measure solutions of the nonlinear
drift-type equation
∂τf = ∇v · (vf(1 + fγ)), γ > 0, (1)
posed on v ∈ Rd, d ≥ 1, and τ ≥ 0, with initial condition fI ∈ L1+(Rd).
In the case γ = 1, the nonlinear drift on the right-hand side of equation (1) appears as the
confinement operator in the Fokker-Planck equation introduced by Kaniadakis and Quarati
[16, 17], who proposed a correction to the linear drift term of the Fokker-Planck equation to
account for the presence of quantum indistinguishable particles, bosons or fermions. There,
the evolution equation for bosons density has been postulated in the form
∂τf = ∇ · [∇f + vf(1 + f)] ,  > 0. (2)
The fundamental assumption leading to the correction in the drift term of the linear Fokker-
Planck equation is established in [5] by imposing that a state of congestion emerges when the
mean distance between neighboring particles is comparable to the size of the quantum wave
fields in which the particles are embedded. In the case of a gas composed by Bose-Einstein
identical particles, (according to quantum theory) the probability that a new particle will
enter the velocity range dv increases when the neighboring particles are of the same type.
More precisely, the presence of f(v)dv particles per unit volume increases this probability in
the ratio 1 + f(v), for some  > 0.
By a direct calculuation, one can easily check that the Bose-Einstein distribution [5]
fλ(v) =
1

[
e|v|
2/2+λ − 1
]−1
, (3)
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satisfies the equation
∇fλ(v) + vfλ(v)(1 + fλ(v)) = 0
for any fixed positive constant λ, and it is therefore a stationary state for the equation (2).
The constant λ is related to the mass of Bose-Einstein distribution
mλ =
∫
Rd
1

[
e|v|
2/2+λ − 1
]−1
dv,
and, since mλ is decreasing as λ increases, the maximum value of mλ is attained at λ = 0. If
d = 3, the value
mc = m0 =
∫
R3
1

[
e|v|
2/2 − 1
]−1
dv < +∞
defines a critical mass.
One of the main problems in kinetic equations relaxing towards a stationary state char-
acterized by the existence of a critical mass is to detect a singular part (the condensate) for
the solution when the initial distribution has a supercritical mass m > mc,. In general this
phenomenon is heavily dependent of the dimension of the physical space. For instance, in
dimension d ≤ 2 the maximal mass m0 of the Bose-Einstein distribution (3) is +∞, and the
eventual formation of a condensate is lost.
The kinetics of Bose–Einstein condensation - in particular, the way in which the Bose
fluid undergoes a transition from a normal fluid to one with a condensate component - has
been the object of various investigations [10, 11, 12, 15, 20, 23, 24, 25]. The results in the
aforementioned literature are mainly based on study of kinetic equations, like the quantum
Boltzmann equation and the Boltzmann–Nordheim equation, which describes the dynamics
of weakly interacting quantum fluids, see also the recent [13].
Several kinetic models for Bose-Einstein particles have been proposed and studied in the
literature. In particular, a related model described by means of Fokker-Planck type non linear
operators has been proposed by Kompaneets [18] to describe the evolution of the radiation
distribution in a homogeneous plasma when radiation interacts with matter via Compton
scattering. This equation has been exhaustively studied in [9]. It should be noticed that the
Kompaneets equation also features a nonlinear drift of similar type as in (1).
The study of the mathematical theory for the Fokker-Planck equation (2), both in the
bosons and fermions cases, is quite recent, and still partly open. Existence of solutions for
the fermions case has been investigated in [3]. For bosons, equation (2) has been stud-
ied in dimension one of the velocity variable in [4]. In this case, however, the equilibrium
Bose-Einstein density is a smooth function, which makes it possible to prove exponential
convergence to equilibrium by relying on standard entropy methods. The three-dimensional
problem, and the eventual formation of a condensed part in the solution of the equation (2),
has been recently investigated in [26], where it is shown that, for a given initial supercritical
mass, there is blow-up in finite time of the solution. However, nothing has been proven on
the behavior of the solution after the blow-up time. It is clear that both the finite-time blow
up proven in [26], and the possible subsequent formation of a condensed part, are due to the
presence of the nonlinearity in the drift equation. Indeed, the dissipation of energy in the
linear drift equation is not enough to produce blow up in finite time, and concentration of
mass is obtained only as time goes to infinity.
While the case γ = 1 is the most relevant one from the physical point of view (due to its
relationship with the Bose-Einstein distribution), Fokker-Planck equations of type (1), with
γ > 1 and with linear diffusion have been considered in [2], with the aim of finding minimizers
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to sub-linear entropies. There, it has been shown that a suitable coupling of the degree of
nonlinearity of the drift and of the space dimension (γ > 2 if d = 1) allows the equilibrium
profile to have a singular part, which is localized in space in a precise way.
The analysis of [2, 26] motivates the study of equation (1), both in dimension one, and in
higher dimensions of the velocity variables. By enlightening its main properties - in particular
towards the direction of the formation of condensation in finite time, and the continuation of
measure solutions for all times - we hope to shed a light on the main problem of the formation
of a condensed part in the case of the complete Fokker-Planck equation with linear diffusion
(2).
The first step in our analysis is to reduce (1) to the new equation
∂tρ− div(xρ1+γ) = 0, (4)
via a time dependent scaling which removes the linear drift part, see section 2 below. The
main advantage of (4) is that the nonlinear drift term becomes homogeneous.
In one space dimension, this very simple key observation paves the way to our next key
remark, namely that the Cauchy problem for the equation (4) can be related to the Cauchy-
Dirichlet problems for a classical scalar conservation lawut +
(
1
1+γu
1+γ
)
ξ
= 0 if ξ < 0
ut −
(
1
1+γu
1+γ
)
ξ
= 0 if ξ > 0,
(5)
with boundary datum u(0, t) = 0, via the scaling
u(ξ, t) = x′(ξ)ρ (x(ξ), t) , ξ ∈ R, t ≥ 0
x(ξ) = sign(ξ)
1
1 + γ
(γ|ξ|)(1+γ)/γ , x′(ξ) = (γ|ξ|)1/γ . (6)
see section 3 below.
The scaling (6) can be easily justified in case of a bounded solution ρ ∈ L∞ of (4), which
corresponds to u(0, t) = 0. Then, when the left and right traces of u at ξ = 0 become positive,
u and ρ start losing mass. Based on the previous results in the literature, and having not
included diffusion in the model, we clearly expect that the lost mass gets concentrated. Hence,
the scaling (6) becomes the main tool to explore condensation phenomena for (1) via the
auxiliary equation (4).
On the other hand, this requires a global-in-time well-posedness theory for measure solu-
tions for (1), in a way to embrace also entropy solutions a la Oleinik–Kruzˇkov [22, 19], at least
for short times. The achievement of such a goal constitutes the main result of this paper, and
it is rigorously stated in Definition 5.1 and in Theorem 5.2 in Section 5, the main difficulty
being represented by the nonlinearity ρ1+γ in the drift term, which renders the definition of
a Dirac delta type solution a non trivial task. The main tool used to overcome this difficulty
is to consider the pseudo–inverse formulation of the equation (4), see section 4, which allows
to consider constant solutions in the pseudo–inverse variable corresponding to concentrated
parts in the solution to (4).
Based on our existence and uniqueness result in Theorem 5.2, we then analyse the large
time behaviour or the measure solutions. More precisely, under suitable restriction on the
initial conditions (still in a context of large data) we prove that all measure solutions to (4)
concentrate in a finite time, and the concentrated mass is strictly increasing after the blow-up
time. Finally, we prove that all the total mass concentrates as t → +∞. This is proven in
4 JOSE´ A. CARRILLO, MARCO DI FRANCESCO, AND GIUSEPPE TOSCANI
Theorem 6.1. A quite enlightening special solution is described in the example 3.6, in which
we see a bounded initial data evolving towards a condensate state as follows: at some time t∗
the profile of the solution becomes unbounded at zero, but still integrable. Immediately after
t∗, the solution concentrates gradually, and all the mass is concentrated in infinite time.
It is interesting to notice that (partially) explicit solutions of the pseudo-inverse equation
(28) are provided in section 4 by the method of characteristics for fully nonlinear PDEs, in
the spirit of Hamilton-Jacobi type equations, see [21]. A possible way to achieve existence
and uniqueness for that problem was then the use of the theory of viscosity solutions, see e.
g. [6]. On the other hand, the special structure of the equation and its relation to the scalar
conservation law (5) allow to prove existence and uniqueness in a more direct way, and this
gives as a by product the equivalence with Oleinik’s entropy solutions of (4) for short times.
The paper is organized as follows. In section 2 we present the scaling needed to write (4),
and provide a short time existence result of smooth solutions via characteristics, which holds
in arbitrary space dimension. In section 3 we analyse the one-dimensional case, and explain
in detail the relation with the classical conservation law model (5). Here we provide also the
special solution mentioned above. In section 4 we introduce the use of the pseudo-inverse
variable, and provide explicit solutions via the method of characteristics for fully nonlinear
PDEs. In section 5 we provide out main results in Theorem 5.2. In section 6 we prove the
results about the qualitative and asymptotic behaviour mentioned before.
Let us mention that all the main results are proven for the one-dimensional scaled equation
(4), but they can be easily re-stated for the solution f to (1), see Remarks 5.4 and 6.4.
2. The multi dimensional case
Throughout the whole paper, P(Rd) will denote the space of probability measures on Rd.
Ld denotes the Lebesgue measure on Rd. δx0 is the usual Dirac delta measure centered at x0.
For a given function ρ ∈ L1(Rd) we use the notation
supp(ρ) :=
{
x ∈ Rd :
∫
B(x,)
ρ(x) dx 6= 0 for all  > 0
}
.
We start with the observation that there exists a time-dependent mass–preserving scaling
which removes the linear drift term ∂v(vf) from (1). More precisely, let us set
f(v, τ) = edτρ(x, t)
x = eτv
t = e
dγτ−1
dγ .
(7)
We obtain the following scaled equation for ρ(x, t)
∂tρ− div(xρ1+γ) = 0 (8)
with ρ(x, 0) = fI(x). The new equation (8) has the great advantage of featuring a homoge-
neous nonlinearity in the drift term. We next write (8) in non conservative form
ρt − (1 + γ)ργx · ∇ρ = dρ1+γ , (9)
which can only be done in case of smooth solutions. For a fixed x0 ∈ Rd, the characteristics
curves for the nonlinear first-order equation (9) starting at x0 are denoted by Xx0(t), with
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Ux0(t) := ρ(Xx0(t), t). They solveX˙x0(t) = −(1 + γ)Xx0(t)Ux0(t)
γ , Xx0(0) = x0
U˙x0(t) = dU
1+γ
x0 (t), Ux0(0) = u0 := fI(x0).
(10)
The solution to the second equation in (10) is
Ux0(t) =
fI(x0)
(1− γdfγI (x0)t)1/γ
,
which implies 
Xx0(t) = x0(1− γdfγI (x0)t)(1+γ)/γd
ρ(Xx0(t), t) =
fI(x0)
(1−γdfγI (x0)t)1/γ
.
(11)
The above formulae (11) suggest two important properties to hold for (8) in any dimension:
i) all solutions become unbounded in a finite time t∗ depending on the initial condition,
ii) the only point x at which a solution may become unbounded is x = 0.
Another property which is suggested by (11) is the confinement property
supp[ρ(·, t)] ⊂ Conv (supp(fI) ∪ {0}) for all t > 0,
which formally holds as long as solutions can be obtained via characteristics, since all the
curves Xx0(·) point towards the axis x = 0. Here, Conv(A) denotes the convex hull of A.
Finally, (11) suggests that X0(t) ≡ 0 as long as the solution ρ stays smooth.
As usual in the context of scalar conservation laws [7], we can use of the characteristic curves
recovered in (11) to produce a local existence theorem for smooth solutions to (8) with smooth
initial data. To perform this task, one has to invert the formula (11) for characteristics by
recovering the initial point x0 as a function of Xx0(t) and t. By the implicit function theorem,
this can be done as long as the function
F(x, x0, t) := x0(1− γdfγI (x0)t)(1+γ)/γd − x
satisfies
DF
Dx0
6= 0.
A straightforward computation yields
DF
Dx0
= (1− γdfγI (x0)t)(1+γ)/γdId − (1 + γ)x0 ⊗∇fγI (x0)(1− γdfγI (x0)t)(1+γ−γd)/γdt. (12)
Since ∂F∂x0 |t=0 = Id, it is clear that characteristics do not cross at least on a small time–strip
provided ∇ργ0 is finite almost everywhere. In one space dimension, the above condition (12)
reads
(1− γfγI (x0)t)(1+γ)/γ − (1 + γ)x0(1− γfγI (x0)t)1/γ(fγI )′(x0)t 6= 0,
which is satisfied for all 0 ≤ t < (γfγI (x0))−1 provided x0f ′I(x0) ≤ 0. Therefore, the latter
condition ensures that the solution ρ is classical on (x, t) ∈ R× [0, t∗) with t∗ = (γmax fγI )−1.
At t = t∗, ρ tends to +∞ at the point x = 0.
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In more than one space dimension, and for a radially symmetric initial datum fI(x0) =
f˜I(|x0|), (12) reads
DF
Dx0
= (1− γdf˜γI (|x0|)t)(1+γ)/γdId − (1 + γ)x0 ⊗ x0
(
f˜γI
)
r
(|x0|)
|x0| (1− γdf˜
γ
I (|x0|)t)(1+γ−γd)/γdt.
Therefore, in case ρ is initially radially non-increasing, the solution is classical until t =
(γdmax fγI )
−1. This is due to the fact that the matrix x0 ⊗ x0 is non-negative definite. We
have therefore proved the following
Theorem 2.1 (Local existence of smooth solutions). Let fI ∈ C1 ∩ L∞(Rd), fI ≥ 0. Then,
there exist a time t∗ > 0 and ρ(·, ·) ∈ C1([0, t∗)× Rd) solution to (9). Moreover,
• if fI is radially non increasing, then the maximal time t∗ is given by
t∗ = (γdmax fγI )
−1, (13)
• if the maximal time is given by (13), then the solution ρ blows up at x = 0, namely
lim
(x,t)→(0,t∗)
ρ(x, t) = +∞,
• if the maximal time satisfies t∗ < (γdmax fγI )−1, then the solution ρ develops a dis-
continuity before blowing up.
The result in Theorem 2.1 shows that discontinuities may arise in a finite time, as usual in
this context, since characteristics may cross in finite time. The result in Theorem 2.1 can be
easily re-formulated in terms of the original equation (1). We omit the details.
3. The one dimensional case
Let us then recover a reasonable notion of weak solution at least in the one dimensional
case. Being the only possible concentration point at zero, the characteristics all pointing
towards the origin, and dealing with a conservation law, we cannot expect anything else than
a concentration of mass at zero. Then, we need a notion of measure solution that allows for
this possibility. We are going to start by introducing a notion of weak solution that avoids
the concentration at the origin issue by allowing a loss of mass through the origin. This will
be just an intermediate step in our construction.
Definition 3.1 (Weak solutions). Let T > 0. Then, ρ(x, t) is a weak solution to (8) on [0, T ]
with initial datum fI ∈ L∞(R) if and only if
• xρ1+γ ∈ L∞(R× [0, T ))
• for all ϕ ∈ C∞c (R× [0, T )) such that ϕ(0) = 0, one has∫
Rd
∫ T
0
ϕt(x, t)ρ(x, t)dxdt =
∫
Rd
ϕ(x, 0)fI(x)dx+
∫
Rd
∫ T
0
ρ1+γ(x, t)x · ∇ϕ(x, t)dxdt. (14)
We will clarify in Section 3 that examples of non uniqueness of weak solutions can be easily
found. Therefore a definition of entropy solution in the spirit of [19] is needed. This notion
can be written for the evolution equation (8) but we prefer to postpone it since it will be
much clearer through a new change of variables.
In order to deal with entropy solutions, we shall restrict to the case of initial condition
fI ∈ BV (R). Note that in one dimension, this implies that fI ∈ L1 ∩ L∞(R). We will
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assume that we work with probability measures denoted by P(R), and thus with unit mass
non-negative densities. Further restrictions will be required later on.
Let fI ∈ P(R) ∩ BV (R) with the additional condition fI ∈ C1(R), and let ρ be the local-
in-time C1 bounded solution to
ρt − (xρ1+γ)x = 0 (15)
with initial datum fI provided by Theorem 2.1. As we already pointed out in section 2, the
characteristic curve generated at x0 = 0 is a vertical line, and it therefore separates the mass
on x < 0 from the mass on x > 0. More precisely, let t∗ be the maximal time of existence of
ρ provided in Theorem 2.1, for all t ∈ [0, t∗[ we have∫ 0
−∞
ρ(x, t)dx = mL :=
∫ 0
−∞
fI(x)dx,
∫ +∞
0
ρ(x, t)dx = mR :=
∫ +∞
0
fI(x)dx
This property is due to the expression for the flux xρ1+γ , which clearly vanishes at x = 0 as
long as ρ is bounded. We introduce the scaled solution u as follows:
u(ξ, t) = x′(ξ)ρ (x(ξ), t) , ξ ∈ R, t ≥ 0
x(ξ) = sign(ξ)
1
1 + γ
(γ|ξ|)(1+γ)/γ , x′(ξ) = (γ|ξ|)1/γ . (16)
It is immediately checked that∫ +∞
0
ρ(x, t)dx =
∫ +∞
0
u(ξ, t)dξ,∫ 0
−∞
ρ(x, t)dx =
∫ 0
−∞
u(ξ, t)dξ,
and that u satisfies
ut − sign(ξ)
(
1
1 + γ
u1+γ
)
ξ
= 0. (17)
Since ρ is bounded, u has the trace property
u(0, t) = 0 for all t ∈ [0, t∗[. (18)
The change of variable x = x(ξ) introduced in (16) admits the inverse transformation
ξ(x) = sign(x)
1
γ
[(1 + γ)|x|] γ1+γ , (19)
which is not differentiable at x = 0. However, in view of (18), the inverse change of variable
ρ(x, t) = ξ′(x)u(ξ(x), t) (20)
is well defined for all x 6= 0.
Although the change of variable (16) has the advantage of being defined on ξ ∈ R, the
equation (17) may be uncomfortable to deal with because of the discontinuous coefficient at
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ξ = 0. We shall therefore consider two separate Cauchy problems:ut −
(
1
1+γu
1+γ
)
ξ
= 0 ξ > 0, t ≥ 0
u(ξ, 0) = uI,R(ξ) := (γξ)
1/γfI
(
(γξ)(1+γ)/γ
1+γ
)
ξ > 0,
(21)
ut +
(
1
1+γu
1+γ
)
ξ
= 0 ξ < 0, t ≥ 0
u(ξ, 0) = uI,L(ξ) := (−γξ)1/γfI
(
− (−γξ)(1+γ)/γ1+γ
)
ξ < 0,
(22)
We shall denote solutions to (21) (to (22) resp.) by uR (uL resp.), and we shall often refer
to u as
u(ξ, t) =
{
uL(ξ, t) ξ < 0
uR(ξ, t) ξ > 0
(23)
As the initial condition in both problems (21) and (22) is nonnegative, the characteristic
curves generated near the boundary ξ = 0 are outgoing. Therefore, no boundary condition
needs to be prescribed in order to achieve a unique entropy solution for the initial value
problems (21)-(22), see [1, 8]. Moreover, it is well known in the context of scalar conservation
laws with uniformly convex or concave flux that the classical notion of entropy solution in
Kruzˇkov sense [19] is equivalent to the notion of weak solutions together with the Oleinik’s
condition [22]. This condition roughly speaking requires a one-sided bound for the space
derivative in a distributional sense. In the present context, since the convexity of the flux
depends on the sign of ξ, and in view of well known results cf. [14], the correct Oleinik type
condition is given by the distributional inequality
−sign(ξ)(uγ)ξ ≤ C
t
, ξ 6= 0, t > 0.
for some positive constant C. However, our assumption of fI ∈ BV (R) allows to formulate
the entropy condition in the even simpler way
lim
ξ↗ξ−0
u(ξ, t) ≥ lim
ξ↘ξ+0
u(ξ, t) if ξ0 < 0,
lim
ξ↗ξ−0
u(ξ, t) ≤ lim
ξ↘ξ+0
u(ξ, t) if ξ0 > 0. (24)
Definition 3.2. Let fI ∈ P(R)∩BV (R). A function u ∈ L∞([0,+∞);BV (R)) is an entropy
solution to the Cauchy problem (21)–(22) if u can be written as (23) with uR solving (21)
and uL solving (22) in a weak sense, and u satisfies the jump conditions (24).
We can therefore collect the results in [22, 19, 1, 14] adapted to problem (21)-(22) in the
following theorem.
Theorem 3.3. Let fI ∈ P(R)∩BV (R), then there exists a unique u ∈ L∞([0,+∞);BV (R))
entropy solution to the problem (21)–(22) in the sense of Definition 3.2.
Remark 3.4 (Comparison principle). As a consequence of the classical theory of scalar
conservation laws (see [7, Chapter 6]), for two given entropy solutions u1L, u
2
L to (21) we have
u1L(x, t) ≤ u2L(x, t) for almost every x < 0 and for all t > 0 provided u1L(x, 0) ≤ u2L(x, 0).
Remark 3.5 (Mass conservation for solutions to (8)). It can be easily checked (see the proof
of Theorem 5.2 below) that if u is a entropy solution to (21)–(22) then ρ defined from u via
the scaling (20) is a weak solution to (8) on [0,+∞] according to Definition 3.1.
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If the two traces u(0−, t) and u(0+, t) of the entropy solutions to (21)–(22) are zero, the
total mass of the system is conserved. However, this property is lost as soon as one of the
two traces becomes positive. In this case, ρ solution to (15) becomes unbounded at x = 0 due
to the change of variables (20) and start losing mass at the origin. Our conjecture is that,
speaking in terms of ρ, such lost mass gets concentrated to a delta measure at the origin, as
we shall see in the example below. Therefore, the notion of solution u provided in definition
3.2 will be used to extend our solutions ρ in a measure sense after their blow up in a finite
time.
Example 3.6 (An explicit solution). We shall provide an explicit solution to (15) by setting
as initial datum
ρ(x, 0) = fI(x) =
{
1 if 0 ≤ x ≤ 11+γ
0 otherwise.
(25)
We use the scaling (16), which turns the initial condition fI into
u0(ξ) := (γξ)
1/γfI
(
1
1 + γ
(γ|ξ|)(1+γ)/γ
)
= (γξ)1/γχ[0,1/γ]
We recall the characteristic equations for the scaled equation (21):{
ξξ0(t) = ξ0(1− γt),
u(ξξ0(t), t) = u0(ξ0),
for 0 ≤ ξ0 ≤ 1/γ. If ξ0 > 1/γ we have ξξ0(t) ≡ ξ0. There is a rarefaction fan 1/γ−t < ξ < 1/γ
which is filled up with the characteristic lines ξλ(t) =
1
γ − λt, with λ ∈ (0, 1). The profile in
the rarefaction fan is
u(ξ, t) =
(
1− γξ
γt
)1/γ
.
Therefore, the unique entropy solution to (21) with initial datum u0 is
u(ξ, t) =

(
γξ
1−γt
)1/γ
, if 0 ≤ ξ ≤ 1γ − t, and 0 ≤ t < 1γ(
1−γξ
γt
)1/γ
, if max{0, 1γ − t} ≤ ξ ≤ 1γ
0, otherwise
By applying the scaling (20), we obtain the solution ρ to (15) with initial datum fI given in
(25):
ρ(x, t) =

(
1
1−γt
) 1
γ
, if 0 ≤ x ≤ (1−γt)
γ
1+γ
1+γ and 0 ≤ t ≤ 1/γ[
((1+γ)x)
− γ1+γ −1
γt
] 1
γ
, if max{0, (1−γt)
γ
1+γ
1+γ } ≤ x ≤ 11+γ
0, otherwise
(26)
It is easily seen that ρ in (26) preserves the total mass
∫ +∞
0 ρ(x, t)dx =
1
1+γ as long as t ≤ 1γ .
At t = t∗ := 1γ , the total mass starts decreasing. More precisely, for t ≥ t∗,
m(t) :=
∫ +∞
0
ρ(x, t)dx =
(
1
γt
)1/γ 1
1 + γ
.
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Such a behaviour suggests that the mass of ρ(·, t) starts concentrating at t > t∗, in particular
that a Dirac’s delta part centered at zero with mass
1
1 + γ
(
1−
(
1
γt
)1/γ)
is generated for t > 1γ . Please notice that the mass concentrated at zero is continuous in
time, and it converges to the total mass of ρ as t → +∞. The solution found here can be
easily scaled back to a solution f to (1) via the scaling (7). The qualitative behaviour is
substantially the same, with the only difference that the f is subject to a confinement, which
makes the support of f shrink to v = 0 for large times with algebraic rate.
Remark 3.7 (Need for a measure solution theory). The above example shows that the
entropy solution concept provided in Definition 3.1 is only satisfactory for short times, and it
therefore needs to be improved to include also measure solutions. On the other hand, allowing
for a Dirac’s delta solution in (15) is complicated in view of the nonlinearity w.r.t. ρ in the
drift term. In the next section we shall solve this issue by producing a theory for measure
solutions. In particular, the concentration phenomenon (which is somewhat hidden in the
above computation) will be made evident.
4. Measure solutions
The example provided in the example 3.6 shows that a notion of measure solution is needed
in order to establish a global-in-time existence theory for (15). In this section we shall per-
form this task by considering the equation satisfied by the pseudo-inverse of the distribution
function of the solution to (15). Let us start by providing a formal argument to justify the
use of the pseudo inverse equation. Assume ρ to be the unique short–time smooth solution
to (15), defined on R× [0, T ], with initial datum fI having unit mass, and set
F (x, t) :=
∫ x
−∞
ρ(ξ, t)dξ.
Let [0, 1]× [0, T ] 3 (z, t) 7→ X(z, t) ∈ R be the pseudo-inverse of F
X(z, t) = inf{x : F (x, t) > z}.
Formally, X satisfies the equation
Xt = − X
Xγz
. (27)
The interplay between (27) and (15) will be more clear in the proof of Theorem 5.2. Clearly,
the equation (27) in the above form does not allow to consider a possible solution X(z, t)
which is constant on some interval I ⊂ [0, 1]. Let us then instead consider the more general
version
Xt|Xz|γ +X = 0, (28)
in which we have allowed for possible changes in the sign of Xz. Please notice that having
X(·, t) constant on some interval I ⊂ [0, 1] is equivalent to a jump discontinuity for F (·, t) at
some point x0, which means that ρ = ∂xF is a probability measure with a non trivial Dirac
delta part at x0. As already pointed out before in section 2, we shall see that solutions to
(15) can only concentrate at x = 0.
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Remark 4.1 (Connected components of ρ). Let us also mention that the equation (28)
loses its meaning if the solution ρ(·, t) to (15) is supported on a disconnected set. Suppose
for instance that the curve x = x1(t) is the left edge of a connected component of ρ(·, t)
with x1(t) < sup supp(ρ), and assume for simplicity that no concentration occurs. Then,
X(·, t) will be discontinuous at the point z1 =
∫ x1(t)
−∞ ρ(x, t)dx (which is ‘locally’ constant in
time). In case of a finite number of connected components, X would be discontinuous on a
set of stationary points z1, . . . , zk, until two connected components possibly merge into one
which means that X becomes continuous on one of the zj ’s. On the other hand, this creates
unnecessary complications to the notation and the calculations below. Therefore, we shall
restrict for simplicity to the case of an initial condition fI with a single connected component
in its support, for more details see Section 5.
Equation (28) can be partially solved via the method of characteristics for fully nonlinear
first order equations, see e. g. [21]. Let us recall that (28) is coupled with the initial condition
X(z, 0) = X¯(z) := inf
{
x :
∫ x
−∞
fI(y)dy > z
}
,
where z ∈ [0, 1]. We shall assume for simplicity that X¯ ∈ X0 ∩ C1((0, 1)).
Let us then define characteristics as follows: the vector Y (s) := (z(s), t(s)) is the charac-
teristic curve on the set [0, 1]× [0, T ]. We shall start by considering characteristics generated
at a point (z0, 0) in the initial interval t = 0. The solution evaluated on the characteristics
is U(s) := X(Y (s)) = X(z(s), t(s)). The gradient of X along the characteristics is given by
P (s) := (p1(s), p2(s)) := (Xz(Y (s)), Xt(Y (s))). As for the initial conditions at s = 0, for a
fixed initial point z0 ∈ [0, 1] we have
Y (0) = (z0, 0), U(0) = X¯(z0)
P (0) = (p1(0), p2(0)) = (X¯z(z0),−X¯(z0)|X¯z(z0)|−γ).
Let us differentiate (28) with respect to z first and t second:
Xtz|Xz|γ + γsign(Xz)Xt|Xz|γ−1Xzz +Xz = 0 (29)
Xtt|Xz|γ + γsign(Xz)Xt|Xz|γ−1Xzt +Xt = 0. (30)
We have
p˙1(s) = Xzz(Y (s))z˙(s) +Xzt(Y (s))t˙(s) (31)
p˙2(s) = Xtz(Y (s))z˙(s) +Xtt(Y (s))t˙(s). (32)
In order to remove the second derivatives in (31) and (32) we require
z˙(s) = γsign(Xz(Y (s)))Xt(Y (s))|Xz(Y (s))|γ−1 = γsign(p1(s))|p1(s)|γ−1p2(s), (33)
t˙(s) = |Xz(Y (s)))|γ = |p1(s)|γ (34)
so that (29) and (30) imply
p˙1(s) = −p1(s), p˙2(s) = −p2(s). (35)
Finally, differentiating U(s) = X(z(s), t(s)) with respect to s yields
U˙(s) = p1(s)z˙(s) + p2(s)t˙(s) = (γ + 1)|p1(s)|γp2(s). (36)
Solving (35) gives
p1(s) = X¯z(z0)e
−s > 0, p2(s) = −X¯(z0)X¯z(z0)−γe−s,
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and therefore (36) gives U˙(s) = (γ + 1)X¯(z0)e
−(1+γ)s, which yields U(s) = X¯(z0)e−(1+γ)s.
Finally, solving (33) and (34) yields
z˙(s) = −γX¯(z0)X¯z(z0)−1e−γs,
t˙(s) = X¯z(z0)
γe−γs,
which result in
z(s) = z0 − X¯(z0)X¯z(z0)−1(1− e−γs)
t(s) =
1
γ
X¯z(z0)
γ(1− e−γs).
We notice that z can be written as a function of t as follows:
z = z(t) = z0 − γX¯(z0)X¯z(z0)−(γ+1)t
Example 4.2 (Explicit solution revisited). Let us take as initial condition
X¯(z) = z,
which corresponds (in terms of probability densities ρ) to the initial condition in Section 3.6
up to a dilation and a multiplication by a constant. The characteristic curves obtained above
are given by
U(s) = z0e
−(1+γ)s
z(s) = z0e
−γs
t(s) =
1− e−γs
γ
p1(s) = e
−s
p2(s) = −z0e−s.
Characteristics can be also written as
z = z˜(t) = z0(1− γt),
U = U˜(t) = z0(1− γt)
1+γ
γ .
The above characteristics occupy the region A = {(z, t) ∈ [0, 1]×R+ : 0 ≤ z ≤ 1− γt}. The
formula for the solution X in A is
X(z, t) = z(1− γt)1/γ . (37)
In order to fill up the region B := [0, 1]×R+ \A, we introduce the rarefaction wave originated
at the point (z0, t0) = (1, 0) in the next computations. Since U(0) = 1, assuming that the
equation (28) is satisfied on the region B, we have the following set of characteristics:
U(s) = e−(γ+1)s (38)
z(s) = 1 + λ−1(e−γs − 1) (39)
t(s) =
λγ
γ
(1− e−γs) (40)
p1(s) = λe
−s
p2(s) = −λ−γe−s,
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where λ = p1(0). Unlike in the region A, the value λ should not be prescribed according to
the initial condition, since the characteristic lines we are computing are originated at (1, 0)
and enter the region B. Therefore, heuristically speaking we are not interested in the slope
of the initial condition at z = 1, since the above mentioned characteristic lines ‘will not
touch’ the profile originated from the initial condition. In order to fill the whole region B, the
parameter λ should be taken in the set (1,+∞). Such parameter can be seen as the analogous
of a self-similar variable. In order to find the explicit formula for X = X(z, t) on B, we use
(39) and (40) to write λ and s in terms of z and t. Inserting (40) in (38) gives
U(s) = U˜(t) = (1− γλ−γt)γ+1+ γ. (41)
The positive part is needed in order to make formula (41) well defined for all t. (39) provides
the formula for λ, namely λ =
(
γt
1−z
) 1
1+γ
, which can be inserted in (41) to get to the formula
for X = X(z, t) on the region B:
X(z, t) =
[
1− (γt) 11+γ (1− z) γ1+γ
] 1+γ
γ
+
. (42)
From (42) and (37) we deduce the following properties:
• When t < 1/γ, the two profiles for X on A and B match in a C1 way at the point
z = 1− γt, with derivative equals to ∂X∂z
∣∣
z=1−γt = (1− γt)1/γ .
• When t ≥ 1/γ, only the profile for X on B survives. X is constant zero on the interval
z ∈ [0, 1− (γt)−1/γ ], and X(·, t) ∈ C1[0, 1) for all t ≥ 1/γ.
• X has an infinite z-derivative on z = 1 for all times t > 0.
Let µ(t) ∈ P(R) the distributional x-derivative of F (·, t) the pseudo inverse of X(·, t). It is
easily seen that µ(t) = [1− (γt)−1/γ ]δ0 + ρ(·, t) with ρ(·, t) ∈ BV (R) being the weak solution
found in Example 3.6 except suitable time change of variables to have unit mass. In particular,
as t → +∞, the concentrated mass of µ(t) tends to the total mass 1 as in the Example 3.6.
Moreover, the concentrated mass is continuous in time.
We now want to recover an equivalent formulation of the Oleinik condition (24) in terms
of the pseudo inverse variable X. Let fI ∈M0 and let ρ be the local-in-time solution to (15)
provided by Theorem 2.1 on 0 ≤ t < t∗. Let uR solve (21) and uL solve (22) respectively, and
let u be defined as in (23). Notice that ρ and u are linked through the scaling (20). As ρ is
bounded on 0 ≤ t < t∗, then u(0, t) = 0 for all 0 ≤ t < t∗. Denote
mL =
∫ 0
−∞
u(ξ, t)dξ, mR = 1−mL =
∫ +∞
0
u(ξ, t)dξ.
In view of u(0, t) = 0, it is obvious that mL and mR are constant in time on 0 ≤ t < t∗. Let
us define the primitive variables
GR(ξ, t) =
∫ ξ
0
uL(η, t)dη, ξ > 0,
GL(ξ, t) =
∫ ξ
−∞
uR(η, t)dη ξ < 0,
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and their pseudo-inverses
YR(z, t) = inf{ξ > 0 : mL +GR(ξ, t) > z}, z ∈ ]mL, 1],
YL(z, t) = inf{ξ < 0 : GL(ξ, t) > z}, z ∈ [0,mL[,
Y (z, t) =
{
YL(z, t) z ∈ [0,mL[
YR(z, t) z ∈ [mL, 1]
.
Since supp[u] is a connected interval and u ∈ L∞(R), then both YR and YL are continuously
differentiable in their respective domains with the possible exceptions of the boundary points
z = 0 and z = 1 (for instance, YR has an infinite derivative at z = 1 in case sup(supp[uR]) > 0,
since uR cannot have decreasing shocks on ξ > 0, and it therefore tends to zero at the right
edge of its support).
Analogously to the u variable, let us introduce left and right distribution functions and
pseudo-inverses for ρ. More precisely, let
FR(x, t) =
∫ x
0
ρ(η, t)dη, x > 0, (43)
FL(x, t) =
∫ x
−∞
ρ(η, t)dη x < 0, (44)
XR(z, t) = inf{x : mL + FR(x, t) > z}, z ∈ ]mL, 1],
XL(z, t) = inf{x : FL(x, t) > z}, z ∈ [0,mL[,
X(z, t) =
{
XL(z, t) z ∈ [0,mL[
XR(z, t) z ∈ ]mL, 1]
. (45)
By means of the scaling (20), a straightforward computation yields
Y (z, t) =
sign(X(z, t))
γ
((1 + γ)|X(z, t)|) γ1+γ . (46)
Since the boundary condition uL(0, t) = uR(0, t) = 0 is satisfied, Y solves the equation
YtY
γ
z + sign(Y )
1
1 + γ
= 0, z ∈ [0, 1], t > 0.
We are now ready to rephrase the jump admissibility conditions (24) in terms of the pseudo
inverse variable X defined in (45). Assume for instance that Xz(·, t) has an increasing jump on
some point z0 ∈ (0, 1) with X(z0, t) > 0. Then, Y (·, t) defined in (46) will have an increasing
jump at the same point z0. Formally, since GR is the pseudo-inverse of Y on the set Y > 0,
this means that GR has a decreasing jump in its derivative, i. e. uR has an decreasing jump,
which is not admissible due to (24). Thanks to this argument, and with a specular one for
the case X(z0, t) < 0, we can rephrase condition (24) as follows:
(XJ) Assume X(·, t) has a jump discontinuity in its z-derivative Xz(·, t) at some point z0.
Then
lim
z↗z−0
Xz(z, t) < lim
z↘z+0
Xz(z, t) ifX(z0, t) < 0,
lim
z↗z−0
Xz(z, t) > lim
z↘z+0
Xz(z, t) ifX(z0, t) > 0, . (47)
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5. Existence and uniqueness of entropy measure solutions
We are now ready to state our notion of measure solution to (28). We shall use the following
notation:
M0 =
{
µ ∈ P(R) : µ = mδ0 + ρL1, m ∈ [0, 1], ρ ∈ L1+(R), supp(ρ) = [a, b], a, b ∈ R
}
.
For a given µ ∈M0, with µ = mδ0 + ρL1 the pseudo-inverse distribution
Xµ(z) = inf{x ∈ R : µ((−∞, x]) > z} (48)
satisfies meas({Xµ(z) = 0}) = m, and the following properties:
(X1) Xµ is continuous on [0, 1],
(X2) Xµ is non-decreasing on [0, 1].
We shall use the notation
X0 = {X ∈ L∞([0, 1]) : X satisfies (X1)-(X2)}.
For future use, we also need the additional properties
(X3) If Xµ(z) 6= 0, then Xµ has finite nonzero left and right derivatives ∂−z Xµ(z) and
∂+z Xµ(z).
(X4) If Xµ(0) < 0, then limh↘0
Xµ(h)−Xµ(0)
h = +∞,
(X5) If Xµ(1) > 0, then limh↘0
Xµ(1)−Xµ(1−h)
h = +∞,
and the notation
X+0 = {X ∈ X0 : X satisfies (X3)–(X5)}.
Please notice that the conditions (X4) and (X5) are nothing but avoiding non-entropic jump
discontinuities at the edges of the support of ρ. Condition (X3) will be used later on to
highlight the fact that ρ is in BVloc(R \ {0}).
Definition 5.1 (Entropy measure solutions). Let fI ∈ P(R)∩BV (R) with connected compact
support. A curve of probability measures [0,+∞) 3 t 7→ µ(t) ∈ M0 is an entropy measure
solution to (8) with initial datum fI if, given F (x, t) := µ(t)((−∞, x]) its cumulative distri-
bution, and the pseudo-inverse function X(·, t) : [0, 1]→ R of F (·, t), the following properties
are satisfied:
(In) µ(0) = fIL1,
(Re) X(·, t) ∈ X+0 for all times t ≥ 0,
(Ol) X(·, t) satisfies the rephrased Oleinik condition (47) on (0, 1) and for all t > 0,
(Eq) X(·, t) satisfies (28) almost everywhere in z ∈ [0, 1] and for all t > 0.
We now state the main result of our paper.
Theorem 5.2 (Existence and uniqueness of measures solutions). Let fI ∈ P(R) ∩ BV (R)
with connected compact support. Then, there exists a unique global-in-time entropy measure
[0,+∞) 3 t 7→ µ(t) ∈ M0 solution to (8) with initial datum fI in the sense of Definition
5.1. Moreover, the absolutely continuous part ρ ∈ L∞([0,∞);L1(R)) of µ(t) is given by the
change of variables (20) where u is the unique entropy solution to (21)–(22) in the sense of
Definition 3.2.
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Proof. Step 1: construction of u.- Let supp(fI) = (A,B). For simplicity we shall assume
a < 0 < b, but the proof can be easily repeated in the case of a and b having the same sign.
Let
uI(ξ) := (γ|ξ|)1/γfI
(
sign(ξ)
1 + γ
(γ|ξ|)(1+γ)/γ
)
.
Notice that mL :=
∫ 0
−∞ uI(ξ)dξ =
∫ 0
−∞ fI(x)dx. Moreover, as fI ∈ L∞, then uI is continuous
at ξ = 0 with uI(0) = 0. Let uL and uR be the unique (global in time) entropy solutions to
(21) and (22) provided by Theorem 3.3 with initial conditions uI,L = uI |ξ<0 and uI,R = uI |ξ>0
respectively. Let u be defined as in (23). By a simple comparison argument, in view of Remark
3.4, we infer that u(ξ) > 0 if and only if ξ ∈ I(t) = (a(t), 0) ∪ (0, b(t)) for some continuous
functions a(t) and b(t). We set
t∗ = sup{t ≥ 0 : u(·, t) is continuous at ξ = 0 and u(0, t) = 0}.
Once again by a simple comparison argument, it is easily seen that t∗ > 0, since uI is
continuous at ξ = 0, and therefore the u = 0 datum at ξ = 0 is ‘transported’ for at least some
short time, until possible shocks may occur at ξ = 0. Let
ML(t) :=
∫ 0
−∞
uL(ξ, t)dξ, MR(t) :=
∫ +∞
0
uR(ξ, t)dξ.
We remark that ML(t) and MR(t) are constant with ML(t) +MR(t) = 1 on 0 ≤ t ≤ t∗.
Step 2: construction of ρ.- Now, let us set
ρL(x, t) = ξ
′(x)uL(ξ(x), t), on x < 0, (49)
ρR(x, t) = ξ
′(x)uR(ξ(x), t), on x > 0, (50)
ρ(x, t) =
{
ρL(x, t) if x < 0
ρR(x, t) if x > 0
, (51)
with ξ(x) defined in (19). Notice that supp[ρ(·, t)]\{0} = (A(t), B(t))\{0} for all times, with
A(t) = − 1
1 + γ
(γ|a(t)|) 1+γγ
B(t) =
1
1 + γ
(γ|b(t)|) 1+γγ .
By comparison with the solution u˜ to (21)–(22) with initial condition
u˜I = (γ|ξ|)1/γ sup(fI)χ|(a(0),b(0)),
from (51) we easily get
ρ(x, t) ≤ C|x|−1/(1+γ)
(
|x|γ/(1+γ)
)1/γ
= C
for t small enough, which means that ρ(·, t) ∈ L∞ for small times (see Example 3.6 for more
details). On the other hand, since ξ′(x) blows up at x = 0, ρ may develop a blow-up at x = 0
at time t = t∗ (see Theorem 6.1 below). However, we can estimate
ρ(x, t) ≤ |ξ′(x)|‖u(·, t)‖L∞(R) ≤ |ξ′(x)|‖uI‖L∞(R) ≤ C|x|−1/1+γ , (52)
where we have used uI ∈ L∞, which is a trivial consequence of the definition of uI and of fI
having compact support. As ρ(·, t) is compactly supported for all times, then (52) shows that
ρ(·, t) ∈ L1(R) for all t ≥ 0. Moreover, xρ1+γ ∈ L∞(R). We claim that ρ is a weak solution
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to (15) in the sense if Definition 3.1. To see this, we have to verify that ρ satisfies (14) for
all φ ∈ C∞c (R × [0,+∞)) with φ(0, t) = 0. The first and the second term in (14) scale in a
straightforward way. Let us compute, for φ˜(ξ, t) = φ(x(ξ), t),∫ +∞
0
∫ +∞
0
ρ1+γ(x, t)xφx(x, t)dxdt =
∫ +∞
0
∫ +∞
0
ξ′(x)1+γxu1+γR (ξ, t)φx(x, t)dxdt
=
∫ +∞
0
∫ +∞
0
[(1 + γ)x]−1xu1+γR (ξ(x), t)ξ
′(x)φ˜ξ(ξ(x), t)dxdt
=
∫ +∞
0
∫ +∞
0
(1 + γ)−1u1+γR (ξ, t)φ˜ξ(ξ, t)dξdt,
and this term, combined with the other two terms and with the definition of weak solution
for u, and with the terms obtained on x < 0, gives the desired formula (14). Since u is of
bounded variation (cf. [7]), the right and left limits of u are always defined, and u has at
most a countable number of jumps. The jumps are decreasing on ξ < 0 and increasing on
ξ > 0 since u is an entropy solution. The scaling u → ρ clearly preserves the ordering of
the jumps, and hence all the jumps of ρ are admissible. We stress that the ρ introduced
here is globally defined for all times. Such ρ represents the absolutely continuous part of the
candidate measure solution to our problem.
Step 3: construction of the cumulative distributions.- As ρ ∈ L1(R), we can
define the cumulative distributions FL and FR as in (44) and (43). Please notice that FL
(resp. FR) is a strictly increasing bijection from [A(t), 0) (resp. (0, B(t)]) onto [0,ML(t))
(resp. (0,MR(t)]). Moreover, FR and FL are defined globally in time. Let 0 < t1 < t2 and
let us apply Definition 3.1 with the test functions ϕ1(x, t) = χ

[t1,t2]
(t)χ(−∞,x0](x) for x0 < 0
and ϕ2(x, t) = χ

[t1,t2]
(t)χ[x0,+∞)(x) for x0 > 0, where χ
 is a standard mollification of a
characteristic function. After sending → 0, multiplying by (t2 − t1)−1, and sending t2 ↘ t1
we get
∂FL(x0, t1)
∂t
= x0ρL(x0, t1)
1+γ x0 < 0, (53)
∂FR(x0, t1)
∂t
−M ′R(t) = x0ρR(x0, t1)1+γ x0 > 0. (54)
Step 4: definition of the candidate solution X(z, t).- Let us set
XL(z, t) = inf{x : FL(x, t) > z} on 0 ≤ z < ML(t)
XR(z, t) = inf{x : 1−MR(t) + FR(x, t) > z} on 1−MR(t) < z < 1,
and
X(z, t) =

XL(z, t) on 0 ≤ z < ML(t)
0 on ML(t) ≤ z ≤ 1−MR(t)
XR(z, t) on 1−MR(t) < z < 1
. (55)
The candidate solution µ(t) ∈M0 is defined as µ(t) = ∂xF (·, t) in the sense of distributions,
with F (x, t) = inf{z ∈ [0, 1] : X(z, t) > x} being the pseudo inverse ofX. Notice in particular
that X = Xµ according to (48). It is clear from the above definition that µ(t) ∈ M0, with
µ(t) = m(t)δ0 + ρ(·, t)L1, which proves that the absolutely continuous part of µ(t) is ρ(t)
given in Step 3.
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As fI ∈M0, then X(·, 0) ∈ X0, and the property (In) is trivially proven. Now, as XL(·, t)
and XR(·, t) are both strictly increasing, we have that XL(·, t) : [0,ML(t)) → [a(t), 0) is the
inverse of FL(·, t) and XR(·, t) : (1−MR(t), 1]→ (0, b(t)] is the inverse of 1−MR(t)+FR(·, t).
Therefore,
∂zXL(z, t) = (ρL(XL(z, t), t))
−1, z ∈ (0,ML(t)), (56)
∂zXR(z, t) = (ρR(XR(z, t), t))
−1, z ∈ (1−MR(t), 1). (57)
Moreover
∂tXL(z, t) = −∂zXL(z, t)∂tFL(X(z, t)t), z ∈ (0,ML(t)), (58)
∂tXR(z, t) = −∂zXL(z, t)∂t (FR(X(z, t), t)−MR(t)) , z ∈ (1−MR(t), 1). (59)
We can then combine (53)–(54) with (56)–(59) to obtain that (28) is satisfied on the set
z ∈ (0,ML(t)) ∪ (1 −MR(t), 1). Since X defined in (55) is constantly zero in the remaining
set z ∈ [ML(t), 1−MR(t)], then the property (Eq) is satisfied.
Step 5: regularity.- As for the property (Re), it is clear that X(·, t) is continuous on z /∈
[ML(t), 1−MR(t)]. Moreover, since FL(0, t) = ML(t) and FR(0, t) = 0, then XL(ML(t)−, t) =
0 = XR((1−MR(t))+, t), which implies continuity on the whole set [0, 1]. Moreover, X(·, t) is
bounded, and non-increasing. Since u(·, t) ∈ BV (R) for all times, then ρ(·, t) ∈ BVloc(R\{0}),
and therefore the property (X3) is proven. Since u is an entropy solution in the sense of
Definition 3.2, an increasing jump at ξ = a(t) is not entropic, and therefore the same holds
for ρ(·, t) at x = A(t). Therefore, ρ(·, t) is continuous at x = A(t) with ρ(A(t), t) = 0.
Similarly, one can prove that ρ(B(t), t) = 0. This proves properties (X4) and (X5). Thus,
(Re) is proven.
Finally, we prove the property (Ol), namely that the Oleinik condition (47) is satisfied.
Let z0 a point of jump for Xz(·, t), and let x0 = X(z0, t). Assume first that x0 < 0. It is
clear that ρL has a jump at x0. Since ρ is entropic, the jump is decreasing. Since Xz(z
−
0 , t) =
(ρL(x
−
0 , t)
−1 has an increasing jump, as required in (47). A similar computation holds in the
case x0 > 0.
Step 6: uniqueness.- Finally, we prove uniqueness. Let X˜ be another solution in the
sense of Definition 5.1 with initial condition fI . Let
IL(t) = {z ∈ [0, 1] : X˜(z, t) < 0},
IR(t) = {z ∈ [0, 1] : X˜(z, t) > 0}.
Let
F˜L(x, t) = inf{z ∈ IL(t) : X˜(z, t) > x}, on x < 0
F˜R(x, t) = inf{z ∈ IR(t) : X˜(z, t) > x}, on x > 0.
Both F˜L and F˜R are strictly increasing on their respective domains because of property (X1).
As a consequence of (28), a simple computation shows that
∂tF˜L(x, t) = (∂xF˜L)
1+γx,
for all x < 0. Therefore, ρ˜L := F˜L,x satisfies (15) on x < 0, and a symmetric argument shows
that ρ˜R := F˜R,x satisfies (15) on x > 0. Let
ρ˜(x, t) =
{
ρ˜L(x, t) if x < 0
ρ˜R(x, t) if x > 0
,
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and let u˜ be defined by u˜(ξ, t) = x(ξ)ρ˜(x(ξ), t) with x(ξ) given as in (16). The usual scaling
computation gives that u˜ is a weak entropy solution to (21)–(22) in the sense of Definition
3.2. The fact that u˜ satisfies the entropy condition (24) comes from property (47) and from
the reversed argument at the end of Step 5 above. Therefore, as X˜(z, 0) = X(z, 0) implies
that u and u˜ have the same initial condition, the result in Theorem 3.3 implies that u ≡ u˜.
This also implies that IL(t) = [0,ML(t)) and IR(t) = (1 −MR(t), 1], which imply also that
X and X˜ coincide on the set z 6= 0. Now, at each time t there are two possible situations:
either IL(t) ∪ IR(t) = [0, 1], or IL(t) ∪ IR(t) $ [0, 1]. In the former case, X˜(·, t) ≡ X(·, t) on
[0, 1]. In the latter case, as we clearly have X˜(z, t)↗ 0 as z ↗ sup IL(t) and X˜(z, t)↘ 0 as
z ↘ inf IR(t), the only possible way to extend X˜ on the set [0, 1]\(IL(t)∪IR(t)) in a way such
that X˜(·, t) is non-decreasing is to set X˜(z, t) = 0 on z ∈ [0, 1] \ (IL(t)∪ IR(t)). Therefore, X˜
coincides with X defined in (55), and the proof is complete. 
Remark 5.3. In theorem 5.2 we have assumed for simplicity that the support of the initial
condition has just one connected component. Such assumption could be easily removed by
considering a finite number of components, and then generalizing the above result to all BV
initial probability densities with compact support by approximation. We omit the details.
Remark 5.4 (Existence and uniqueness for (1)). The definition 5.1 and the statements in
Theorem 5.2 can be easily transferred to the level of f solution to (1). Roughly speaking, a
notion of measure solution to (1) can be recovered, which satisfies the same properties of µ(t)
in Theorem 5.2.
6. Qualitative and asymptotic behaviour
We now prove that all measure solutions to (15) develop a singularity in finite time, and
that the concentrated mass is strictly increasing in time, and it converges to the total mass
for large times.
Theorem 6.1 (Finite time blow up). Let fI ∈ P(R)∩BV (R) with connected compact support.
Then, the unique global-in-time entropy measure solution µ(t) = m(t)δ0 +ρ(·, t)L1 to (8) with
initial datum fI in the sense of Definition 5.1 satisfies the following properties:
(FTBU) There exists a time T < +∞ such that ρ(·, t) 6∈ L∞(R) for all t ≥ T .
(SCon) The function m(·) is continuous and strictly increasing in time, and it satisfies
lim
t→+∞m(t) = 1.
Proof. The proof relies on an extensive use of the comparison principle 3.4. Let supp(fI) =
(a, b), and assume for simplicity that b > 0. Let [c, d] ⊂ (0, b) such that
λ := min
x∈[c,d]
fI(x) > 0.
We define uI(ξ) as in the proof of Theorem 5.2,
uI(ξ) := (γ|ξ|)1/γfI
(
sign(ξ)
1 + γ
(γ|ξ|)(1+γ)/γ
)
,
and consider u the unique entropy solution to (21)–(22) with initial condition uI . Let
u¯0(ξ) := λ(γ|ξ|)1/γχ[c,d],
20 JOSE´ A. CARRILLO, MARCO DI FRANCESCO, AND GIUSEPPE TOSCANI
and consider the corresponding entropy solution u¯R to (21) on ξ > 0. We next show that
u¯(0+, t) becomes nonzero in a finite time t∗. The solution u¯ has an increasing shock wave
ξ = s(t) originating at ξ = c, with velocity −u¯(s(t))γ/(1 + γ). At ξ = d, a rarefaction wave is
originated with left front given by the straight line ξ(t) = d−tλγγd, i. e. the rarefaction wave
is faster than the shock wave. If the shock wave reaches ξ = 0 before the rarefaction wave
does, then the assertion is proven. Otherwise, another shock wave is originated, which can be
easily computed to travel with a law of order −Ct1/γ for large times. Hence, the rarefaction
wave reaches zero in a finite time, and the assertion that u¯(0+, t) becomes nonzero in a finite
time t∗ is proven. Now, we employ the comparison principle in Remark 3.4 to deduce that
u(0+, t) also becomes nonzero at least for t ≥ t∗. Now, if µ(t) has already developed a blow-up
singularity in L∞ before t = t∗, then (FTBU) is trivially true. Assume this is not the case,
then we know from the proof of Theorem 5.2 that ρ defined in (51) is the unique entropy
solution to (15), and the above computations show that limx↘0+ ρ(x, t∗) = +∞, which proves
(FTBU).
Now, a trivial application of the definition of weak solution for u (with suitable choice of
the test functions and with suitable mollifiers) gives, for all s > t∫ +∞
0
u(ξ, s)dξ −
∫ +∞
0
u(ξ, t)dξ = −
∫ s
t
u1+γ(0+, σ)dσ. (60)
Now, let t1 = sup{t > 0 : m(t) = 0}. The support of u(·, t) is a connected interval, and we
know that u(0+, t1) > 0. To see this, assume by contradiction that this is not the case, then
there exists an interval (0, δ) on which u(·, t) is zero, and by a simple characteristics argument
it is easy to see that u(0+, t1) will remain zero for some short time [t1, t1 + ) with  > 0,
which contradicts the maximality of t1. Therefore, inf supp(uR(·, t)) = 0 for all t ≥ t1. Once
again, a very simple characteristics argument shows that u(0+, t) > 0 for all t ≥ t1, as in that
point u will achieve values originated from the interior of supp(u(·, t1)). Hence, (60) implies
that ∫ a(s)
0
u(ξ, s)dξ <
∫ a(t)
0
u(ξ, t)dξ,
which gives ∫ +∞
0
ρ(x, s)dx <
∫ +∞
0
ρ(x, t)dx,
and hence m(t) is increasing by conservation of the total mass. To finish the proof of (SCon),
we need to prove that all the mass concentrates as t → +∞. To prove this assertion, let
C = ‖fI‖L∞ , and let [A,B] ⊃ supp(fI). Define
f¯(x) = Cχ[A,B],
and consider
u˜I(ξ) := (γ|ξ|)1/γ f¯
(
sign(ξ)
1 + γ
(γ|ξ|)(1+γ)/γ
)
.
Let u˜(ξ, t) be the entropy solution in the sense of Definition 3.2 with initial condition u˜. A
simple characteristic argument shows that
lim
t→+∞ ‖u˜(·, t)‖L∞ = 0.
Hence, by the usual comparison argument,
lim
t→+∞ ‖u(·, t)‖L∞ = 0.
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Still by a comparison argument, one easily sees that supp(u(·, t)) is uniformly bounded in
time, and this implies ∫
R
u(ξ, t)dξ → 0, as t→ +∞,
From the proof of Theorem 5.2, ρ defined in (51) from u is the absolutely continuous part of
µ(t), and we have ∫
R
ρ(x, t)dx =
∫
R
u(ξ, t)dξ → 0, as t→ +∞,
which implies the assertion. 
As a straightforward consequence of the above proof, we have the following
Corollary 6.2. Under the same assumptions of Theorem 6.1, the support of µ(t) is uniformly
bounded in time.
Remark 6.3. The strict monotonicity of m(t) would be clearly violated in case of solutions
with many components in their support. In that case, the concentrated mass would stay
constant for some waiting time until a new wave will hit the boundary x = 0.
Remark 6.4 (Asymptotic behaviour for the original equation (1)). A similar statement to
that in Theorem 6.1 can be formulated for the global measure solution to (1) mentioned in
Remark 5.4. Once again, the same qualitative properties can be easily recovered via the
scaling (7). Additionally, the measure of the support of all measure solutions of (1) converges
algebraically to zero for large times. As a consequence of the scaling (7) and of Corollary 6.2,
we can easily see that
Wp(δ0, f(t)) ≤ C(1 + t)−1/γ ,
for some C > 0, and for all 1 ≤ p ≤ ∞. Here Wp denotes the p-Wasserstein distance, see e.
g. [27]. f(t) is, by abuse of notation, the global-in-time measure solution to (1) mentioned in
Remark 5.4.
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