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Abstract
In this thesis, we give a short proof of the Bernstein inequality for the ring of formal power
series. Let R = k[[x1, . . . ,xn]] be the ring of formal power series over a field of characteristic
zero k and let D(R,k) stand for the ring of k−linear differential operators in R. If M is a finitely
generated D(R,k)−module then d(M)≥ n where d(M) is defined to be the Krull dimension of
the graded ring grΣ(D(R,k))/Ann(grΓ(M)) in which Σ = Σ0 ⊆ Σ1 ⊆ Σ2 ⊆ ·· · is the standard
filtration on D(R,k) and Γ= Γ0⊆ Γ1⊆ Γ2⊆ ·· · is any good filtration on M. This is a celebrated
inequality called the Bernstein inequality.
The Bernstein inequality was originally proved by I. N. Bernstein [2] for the ring of poly-
nomials by a beautiful short argument. It was extended to formal power series by J, E, Bjo¨rk
[3]. His proof is far from simple.
In chapter 1 we reproduce Bernstein’s simple proof for the ring of polynomials and we
are going to see that the proof is short and simple. Unfortunately this simple proof does not
extend to formal power series since the Bernstein filtration in the ring of formal power series
has quite more difficult structure compared to that of ring of polynomials. To be more precise
the Bernstein filtration in the ring of polynomials T = k[x1, . . . ,xn] is Ξ= Ξ0 ⊆ Ξ1 ⊆ Ξ2 ⊆ ·· · in
which Ξ j is the k−vector space generated by monomials of the form xα11 · · ·xα11 ∂ β11 · · ·∂ βnn of total
degree j where ∂i = ∂/∂xi : T → T whereas the Bernstein filtration in the ring of formal power
series is Σ= Σ0 ⊆ Σ1 ⊆ Σ2 ⊆ ·· · in which Σ j is the left R−module generated by monomials of
the form dα11 · · ·dαnn of total degree j in which di = ∂/∂xi : R→R. Clearly the Bernstein filtration
for the ring of polynomials is of simpler structure. In chapter 2 we give Bjo¨rk’s proof of the
Bernstein inequality and as we will see, the proof is utterly difficult as it is comprised of many
elegant homological algebra tools. In the third chapter a new and short proof for the Bernstein
inequality for formal power series is given which is inspired by [6] and is of elementary nature.
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Chapter 1
Bernstein inequality for the ring of
polynomials
In this chapter we provide the proof of the Bernstein inequality for the ring of polynomials. Our
references are [8], [4], [3] and [5].
1.1 Preliminaries on Graded Rings and Modules
In this section, we will cover the definition and some properties of graded rings and modules
that we are going to use later in this thesis. Some results are analogues of classical theorems of
commutative algebra. Most of the results in this section are gathered from [4].
Definition 1.1.1. A ring R is called graded if there exists a family of subgroups {Rn}n∈Z of R
such that R =
⊕
n∈ZRn (as abelian groups) and RnRm ⊆ Rn+m for all n,m ∈ Z.
A graded ring R is said to be nonnegatively graded if Rn = 0 for all n≤ 0. A non-zero element
x ∈ Rn is called a homogeneous element of R of degree n and we denote by deg(x) = n.
Remark 1.1.2. If R =
⊕
n∈ZRn is a graded ring then R0 is a subring of R, 1 ∈ R0 and Rn is an
R0−module for all n ∈ Z.
1
2There are many examples of graded rings. In fact, every ring R is trivially graded by setting
R0 = R and Rn = 0 for n 6= 0. Other rings with more interesting gradings are polynomial rings.
Example 1.1.3. Let S be a ring and x1, . . . ,xl be indeterminates over S. Then the polynomial
ring R = S[x1, . . . ,xl] is graded ring with
Rn = { ∑
m∈Nl
rmx
m1
1 · · ·xmll : rm ∈ S and m1+ · · ·+ml = n}
Clearly R0 = S and deg(xi) = 1 for i = 1, . . . , l. This way of grading the polynomial ring is
called the standard grading.
Definition 1.1.4. Let R =
⊕
n∈ZRn be graded ring and M an R−module. We say that M is a
graded R−module if there exists a family of subgroups {Mn}n∈Z of M with M =⊕n∈ZMn (as
abelian groups) and RnMm ⊆Mn+m for all n,m∈Z. If u∈M\0 then there exist a unique integer
s and unique non-zero elements ui j ∈ Mi j with u = ui1 + · · ·+ uis . The elements ui j are called
homogeneous components of u.
Definition 1.1.5. Let R =
⊕
n∈ZRn be a graded ring and let M =
⊕
n∈ZMn, N =
⊕
n∈ZNn be
graded R−modules. An R−homomorphism f : M → N is said to be graded of degree k if
f (Nn) ⊆ Mn+k for all n. Denote Homk(M,N) to be the Abelian group of homogeneous ho-
momorphisms of degree k. We define ∗HomR(M,N) =
⊕
k∈ZHomk(M,N) which is a graded
R−submodule of HomR(M,N). The graded modules M and N are said to be isomorphic if there
exists a degree 0 isomorphism between them.
Let M =
⊕
n∈ZMn be a graded module over the graded ring R =
⊕
n∈ZRn. Given an integer l
we can define the new graded modules M(l) over the graded ring R which is equal to M but
with a different grading as follows: for every n ∈ Z we define M(l)n = Mn+l . We call M(l)
as M twisted by l. Clearly if x ∈ M is homogeneous of degree l then Rx is isomorphic with
(R/Ann(x))(−l) as graded modules.
The following result is well-known in commutative algebra.
Proposition 1.1.6 ([1], Prop. 2.2). Let R =
⊕
n∈NRn be a nonnegatively graded then the
following are equivalent.
31. R is a Noetherian ring.
2. R0 is Noetherian and R is a finitely generated R0−algebra.
Remark 1.1.7. Let R =
⊕
n≥0 Rn be a nonnegatively graded ring and let M =
⊕
n∈NMn be a
finitely generated R-module then Mn is finitely generated as R0−module for all n≥ 0.
Proof. The graded module M can be generated by finitely many homogeneous elements u1, . . . ,us
of degrees k1, . . . ,ks. Let n ≥ 0 and u ∈ Mn be given. There exist homogeneous elements
f1, . . . , fs of degrees n− k1, . . . ,n− ks with u = f1u1 + . . .+ fsus. By 1.1.6, R is finitely gen-
erated algebra over R0 hence there exist x1, . . . ,xt ∈ R+ which generate R as an R0−algebra.
Clearly Mn = Rn−k1u1 + · · ·+Rn−ksus where R j stands for R0 module generated by monomials
of total degree j therefore Mn is finitely generated over R0.
Definition 1.1.8. Let R be a Noetherian graded ring. A graded ideal m is called ∗maximal if
every graded ideal strictly containing m equals R. The ring R is called ∗local if it has a unique
∗maximal ideal. We shall denote a ∗local ring R with ∗maximal ideal m by (R,m).
Lemma 1.1.9. Let R = R0⊕R1⊕R2⊕·· · be a nonnegatively graded ring. Then:
1. Every ∗maximal ideal of R is of the form m=m0⊕R1⊕R2⊕·· · for some maximal ideal
m0 in R0.
2. If (R0,m0) is local then R is ∗local with ∗maximal ideal m=m0⊕R1⊕R2⊕·· · .
Proof. We only need to show (1). Let m = m0⊕R1⊕R2⊕·· · . Clearly m is a graded ideal of
R. If I = I0⊕ I1⊕ I2⊕ ·· · is a graded ideal containing m then clearly m0 ⊆ I0. Since I0 is an
ideal of R0 we have I0 =m0 or I0 = R0. In the first case we have I =m while in the second case
we have I = R therefore m is a ∗maximal ideal of R.
Conversely assume that n= n0⊕R1⊕R2⊕·· · is ∗maximal. Let n0 ( I0 for some ideal I0 in R0
then we have n( I = I0⊕ I1⊕ I2⊕·· · since n is ∗maximal we have I = R whence I0 = R0. This
proves that n0 is a maximal ideal in R0.
4Lemma 1.1.10. Let R be a graded ring which is not a field and assume that the only graded
ideals of R are (0) and R. Then R= k[t, t−1] where k = R0 is a field and t is transcendental over
k.
Proof. Clearly every non-zero homogeneous element of R is a unit therefore if a ∈ Rn \0 then
there exists b ∈ R−n with ab = 1. This proves that R0 is a field.
Now let n be the smallest positive integer with Rn 6= 0. Let t ∈ Rn \ 0. If t is algebraic over
k then there exists a polynomial p(x) = asxs + · · ·+ a1x+ a0 ∈ k[x] such that p(t) = 0 whence
t(asts−1 + · · ·+ a1) = −a0. Since deg(t) > 0 we have deg(asts−1 + · · ·+ a1) > 0, therefore
deg(−a0)> 0 which is a contradiction. Thus t is transcendental over k.
Now we show that every homogeneous element of Rm is of the form ct i for some i. The result
it true when 0 ≤ m < n. Now assume that m ≥ n and let u ∈ Rm. Clearly t−1u ∈ Rm−n and
0≤ m−n < m. Thus by the induction hypothesis t−1u = ct i for some i. Whence u = ct i+1 and
we are done. Similarly each every homogeneous element of Rn when n < 0 is of the form ct−i
for some c and i≥ 0. This completes the proof.
Proposition 1.1.11. (Graded version of prime avoidance) Let R be a ring and I be a graded
ideal generated by homogeneous elements of positive degree. Assume that p1, . . . ,pn are homo-
geneous prime ideals, non of which contain I. Then there exists a homogeneous element x ∈ I
with x /∈⋃ni=1 pi.
Proof. Without loss of generality we can assume that there is no containment relations among
the homogeneous prime ideals p1, · · · ,pn whence for each 1≤ i≤ n, pi does not contain
p1∩·· ·∩ pˆi∩·· ·∩pn. Therefore there exist homogeneous elements ui /∈ pi with
ui ∈ p1 ∩ ·· · ∩ pˆi ∩ ·· · ∩ pn. Since I * pi, there exist homogeneous elements wi ∈ I of positive
degree with wi /∈ pi. By replacing wi with sufficiently large power of it we may assume that
deg(uiwi) > 0. Let yi = uiwi. Clearly yi /∈ pi but yi ∈ I ∩ p1 ∩ ·· · ∩ pˆi ∩ ·· · ∩ pn. By taking the
powers of yis we may assume that deg(yi) = deg(y j) for every i 6= j. Set y = y1 + · · ·+ yn.
Clearly y is homogeneous with y ∈ I but y /∈ p1∪·· ·∪pn.
5Definition 1.1.12. Suppose that M is graded module over a graded ring R and let N be a sub-
module of M. We denote by N∗ the R−submodule of M generated by all homogeneous elements
of N.
Clearly if p is a prime ideal of a graded ring R then the graded ideal p∗ ⊆ p is also prime. It is
natural to ask what is the relation between p and p∗. The following results will shed a light on
the answer.
Lemma 1.1.13. Let R be a graded ring and p a non-homogeneous prime ideal of R. Then there
are no primes between p and p∗.
Proof. By passing to R/p∗ we may assume that R is a graded domain and p∗ = 0. Let W be
the set of all non-zero homogeneous elements of R. Since p∩W = 0, pRW is a non-zero prime
ideal of RW . Clearly every non-zero homogeneous element of RW is a unit whence by 1.1.10
RW = k[t−1, t] where k is a field t is transcendental over k. Since dim(k[t, t−1]) = 1 there are no
primes between (0) and pRW . Whence, there are no primes between p∗ and p.
Theorem 1.1.14. (Matijevic, Roberts) Let R be a graded ring and p a non-homogeneous prime
ideal of R. Then ht(p) = ht(p∗)+1.
Proof. The result is clear when ht(p∗) =∞ so we can assume that ht(p∗)<∞. We will complete
the proof by induction on n = ht(p∗). If n = 0 then we are done by 1.1.13. Now let that n > 0
and let q be a prime ideal properly contained in p. We need to show that ht(q) ≤ n. We have
q∗ ⊆ p∗. If q∗ = p∗ then p∗ = q∗ ⊆ q ( p. Since there is no prime between p∗ and p by 1.1.13
we have q = p∗ whence ht(q) ≤ n and we are done. If q∗ ( p∗ then ht(q) ≤ n by the induction
hypothesis.
Proposition 1.1.15. Let R be a Noetherian graded ring and let p be a homogeneous prime ideal
of height n. Then there exists a chain of distinct homogeneous prime ideals
p0 ( p1 ( p2 ( · · ·( pn = p.
Proof. We will use induction on n= ht(p). If n= 0 then there is nothing to prove. Let n > 0 and
the result holds for all homogeneous prime ideals of height less than n. Let q be a prime ideal
6properly contained in p of height n−1. If q is homogeneous then we are done by the induction
hypothesis so suppose that q is not homogeneous. By 1.1.14 we have ht(q∗) = ht(q)−1= n−2.
By passing to R/q∗ we can assume that R is a graded domain and p is a homogeneous prime
ideal of height 2. It suffices to show that p contains a homogeneous prime ideal of height 1. Let
x ∈ p be a non-zero homogeneous element of p. By the Krull’s principal ideal theorem, p is not
a minimal prime divisor of (x) so there exists a prime ideal p1 with (x) ⊆ p1 ( p. Since (x) is
homogeneous we can assume that p1 is also homogeneous and clearly it is of height 1.
Theorem 1.1.16. Let R be a nonnegatively graded ring. Then
dim(R) = sup{ht(m) : m is a ∗maximal ideal in R}.
Proof. There exists a maximal ideal n of R with dim(R) = ht(n). If n is homogeneous then we
are done so we assume that n is not homogeneous. By 1.1.14 we have ht(n) = ht(n∗)+ 1. By
1.1.9 n∗ is not ∗maximal whence there exists a ∗maximal ideal m of R with n∗ ( m. We have
ht(m)≥ ht(n∗)+1 = ht(n) = dim(R).
Theorem 1.1.17. Let R is a nonnegatively graded Noetherian ring. Then
dim(R) = sup{p0 ( p1 ( · · ·( pn : p0, · · · ,pn are homogeneous primes of R}.
Proof. Immediate from 1.1.16 and 1.1.15
The following lemma is the graded version of Nakayama’s lemma.
Lemma 1.1.18. Let R= R0⊕R1⊕R2⊕·· · be a nonnegatively graded ring with (R0,m0) local.
By 1.1.9 R is ∗local with m = m0⊕R1⊕R2⊕ ·· · as its ∗maximal ideal. Let M = M0⊕M1⊕
M2⊕·· · be a finitely generated nonnegatively graded R−module with mM = M then M = 0.
Proof. By 1.1.7 each of the Mns are finitely generated R0−modules and mM = M implies that
m0Mn = Mn for all n≥ 0. Now NAK implies that Mn = 0 for all n≥ 0.
Proposition 1.1.19. Let M be a graded module over a graded ring R and let N be a submodule
of M. Then:
71.
√
AnnR(M/N∗) = (
√
AnnR(M/N))∗.
2. If N is a p−primary submodule of M then N∗ is a p∗− primary submodule of M.
Proof. (1) Since N∗ ⊆ N we have AnnR(M/N∗) ⊆ AnnR(M/N) therefore
√
AnnR(M/N∗) ⊆
(
√
AnnR(M/N))∗. Now let r be a homogeneous element of degree s in (
√
AnnR(M/N))∗.
There exists an integer m with rmM⊆N. Since rm is of degree ms we have rmMn⊆Mn+ms∩N =
N∗n+ms for all n ∈ Z. Whence
√
AnnR(M/N∗)⊇ (
√
AnnR(M/N))∗.
(2) Let r be a zero-divisor on M/N∗. We need to show that r is nilpotent on M/N∗. Let s
stand for the non-zero homogeneous components of r. We use induction on s to show that r
is nilpotent on M/N∗. If s = 0 then r = 0 and there is nothing to prove. Let s > 0 and the
hypothesis of the induction holds for all integers less than s. Let x be a non-zero element of
M/N∗ with rx ∈ N∗. Let rs and xt be the homogeneous components of highest degree in r
and x respectively. We have rsxt ∈ N∗. This shows that rs is a zero-divisor on M/N therefore
there exists some integer e with res M ⊆ N. Clearly res Mn ⊆ Mn+es ∩N for all n ∈ Z whence
rs ∈
√
AnnR(M/N∗).
Now choose t to be an integer with rtsx ∈ N∗ but rt−1s x /∈ N∗. Let x′ = rt−1s x and r′ = r− rs. We
have r′x′ = rx′− rsx′ ∈ N∗. Hence r′ is a zero-divisor on N∗. By induction we have
r′ ∈√AnnR(M/N∗). Since we showed rs ∈√AnnR(M/N∗) we have r ∈√AnnR(M/N∗).
This shows that N∗ is a primary submodule of M and since N is p− primary, by (1), N∗ is
p∗−primary.
Corollary 1.1.20. Let M be a graded module over a graded ring R and let N be a graded
submodule of M. If N has a primary decomposition then all of the primary components of N
can be chosen to be homogeneous.
Proof. Let N = Q1∩·· ·∩Qt be a primary decomposition of N. We have
N = N∗ = (Q1∩·· ·∩Qt)∗ = Q∗1∩·· ·∩Q∗t
By 1.1.19 the above decomposition is a decomposition into homogeneous primary submodules.
8Corollary 1.1.21. Let M be finitely generated graded module over a Noetherian graded ring
R. Then AssR(M) is consisted of homogeneous prime ideals. Moreover, if p ∈ AssR(M) then
p= (0 :R g) for some homogeneous element g ∈M.
Proof. That AssR(M) is consisted of homogeneous prime ideals is immediate from 1.1.20. Now
let p ∈ AssR(M) we have p = (0 :R g) for some g ∈M. Let g = g1 + · · ·+ gs where gi are the
homogeneous components of g of degrees k1 < · · · < ks. Clearly ⋂si=1(0 :R gi) ⊆ p. Now let
r ∈ p be homogeneous. We have 0 = rg = rg1 + · · ·+ rgs. Since each of the elements rgi are
homogeneous and have pairwise distinct degrees we have rgi = 0 for i = 1, . . . ,s. Therefore
p ⊆ ⋂si=1(0 :R gi) and hence p = ⋂si=1(0 :R gi). Since p is a prime ideal we have p = (0 :R g j)
for some 1≤ j ≤ s.
Proposition 1.1.22. Let R be a Noetherian graded ring and M a non-zero finitely generated
R−module. Then there exists a filtration
0 = M0 (M1 ( · · ·(Mr = M
such that Mi/Mi−1 ∼= (R/pi)(li) for some homogeneous prime ideal pi and integer li.
Proof. Let Λ stand for the set of all graded submodules of M which are either zero or have
a filtration with above property. Let N be a maximal element of Λ. If M = N the we are
done. Suppose M 6= N. and let N′ = M/N. Let q ∈ AssR(N′). By 1.1.20, q is homogeneous
therefore N′ has a graded submodule L isomorphic to (R/q)(l) for some integer l as graded
modules. Since L is a graded submodule of M/N, it can be written in the form M′/N where M′
is the inverse image of L in M with respect to the natural map M→ M/N. Clearly M′ ∈ Λ a
contradiction.
1.2 Preliminaries on Hilbert Series
We begin with the definition of Hilbert Series. Our main references are [8] and [1]. While the
introductory given these two books is quite deep, we modify the results if necessary in such a
way that it fits with the objective of our thesis.
9Definition 1.2.1. Let R = k[x1, . . . ,xl] be the ring of polynomials in l variables over a field k
equipped with standard grading and M =
⊕
n≥0 Mn a graded R−module. Suppose that
Vdimk(Mn)< ∞ for all n. Define the Hilbert function HM : Z≥0→ Z of M by
HM(n) = Vdimk(Mn)
for all n ∈ Z≥0. We define Hilbert series of M to be
P(M, t) =
∞
∑
n=0
Vdimk(Mn)tn
as an element of Z[[t]].
It is natural to ask if the ring R = k[x1, . . . ,xl] possesses a Hilbert series.
Example 1.2.2. Let R = k[x1, . . . ,xl] =
⊕∞
n=0 Rn be the ring of polynomials in l variables over
a field k equipped with the standard grading. For m = (m1, . . . ,ml) ∈ Zl≥0 let xm = xm1 · · ·xml .
We have:
Rn = { ∑
m∈Zl≥0
rmxm : rm ∈ k and m1+ · · ·+ml = n}
Clearly the vector dimension of each of Rns over the field k is equal to the number of solutions
of m1+ · · ·+ml = n in Zl≥0 which is equal to
(l+n−1
l−1
)
. Thus
P(R, t) =
∞
∑
n=0
(
l+n−1
l−1
)
tn = (1− t)−l
The above example shows that if R = k[x1, . . . ,xl] is the ring of power series in l variables over
a field k then the Hilbert series of it will be a rational function of t of the form f (t)
(1−t)l where f (t)
is a polynomial in Z. We will see that this is not a coincedence on the following theorem.
Theorem 1.2.3. Let R = k[x1, . . . ,xl] be the ring of polynomials over the field k equipped with
standard grading and let M =
⊕∞
n=0 Mn be finitely generated graded R−module. Suppose that
Vdimk(Mn)< ∞ for all n≥ 0 then P(M, t) = g(t)(1−t)l where g(t) ∈ Z[t].
10
Proof. We proceed by on induction on l. If l = 0 then R = k. Since M is a finitely generated
R−module, Mn = 0 for large n whence P(M, t) is a polynomial and we are done. Let l > 0 and
we are done for all integers less than l. We have the following exact sequence
0→ (0 :M xl)(−1)→M(−1) xl−→M→M/xlM→ 0
Therefore for each n≥ 0 we have
0→ (0 :M xl)n−1→Mn−1 xl−→Mn→ (M/xlM)n→ 0
Whence we have
Vdimk(Mn)tn−Vdimk(Mn−1)tn = Vdimk((M/xlM)n)tn−Vdimk((0 :M xl)n−1)tn
Summing up these equations over n≥ 0 we have
P(M, t)− tP(M, t) = P(M/xlM)− tP((0 :M xl))
Note that M/xlM and (0 :M xl) are modules over k[[x1, . . . ,xl−1] there for by the hypothesis
of the induction P(M/xlM) =
g1(t)
(1−t)l−1 and P((0 :M xl)) =
g2(t)
(1−t)l−1 for some g1(t),g2(t) ∈ Z[t].
Therefore we have
(1− t)P(M, t) = g1(t)− tg2(t)
(1− t)l−1
diving the last equation by 1− t gives the result.
Corollary 1.2.4. Let R = k[x1, . . . ,xl] be the ring of polynomials over the field k equipped with
standard grading and let M =
⊕∞
n=0 Mn be a non-zero finitely generated graded R−module.
Suppose that Vdimk(Mn)< ∞ for all n≥ 0 then there exists a unique integer s = s(M)≤ l with
P(M, t) = g(t)(1−t)s where g(t) ∈ Z[t] and g(1) 6= 0.
Proof. By 1.2.3 we have P(M, t)= g(t)
(1−t)l for some g(t)∈Z[t]. We may write g(t)= (1−t)m f (t)
where f (1) 6= 0. We have P(M, t) = f (t)(1−t)s where s = l−m. If s≥ 0 then we are done, if s < 0
then clearly P(M,1) = 0 which implies that ∑∞n=0 Vdimk(Mn) = 0 whence M = 0 which is a
contradiction. The uniqueness of s = s(M) is clear.
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Lemma 1.2.5. Let R = k[x1, . . . ,xl] be the ring of polynomials in l variables over a field k
equipped with standard grading and let
0→Ms→Ms−1→ ··· →M0→ 0
be an exact sequence of graded modules with degree 0 maps. If for each 0 ≤ i ≤ s and n ≥ 0
Vdimk(Min)< ∞ then ∑si=1(−1)iPMi(t) = 0.
Proof. Since the maps in the above exact sequence are of degree 0, for each n≥ 0 we have the
following exact sequence of k−vector spaces
0→ (Ms)n→ (Ms−1)n→ ··· → (M0)n→ 0
therefore we have ∑si=1(−1)i Vdimk((Mi)n) = 0. Multiplying the last equation by tn and adding
the equations over n gives the result.
Proposition 1.2.6. Let R = k[x1, . . . ,xl] be the ring of polynomials in l variables over a field k
equipped with standard grading and let M =
⊕∞
n=0 Mn be a graded R−module having a Hilbert
series of the form
P(M, t) =
f (t)
(1− t)s
where f (t) ∈ Z[t] and f (1) 6= 0. Then there exists a unique polynomial Q(x) ∈ Q[x] of degree
s−1 such that Vdimk(Mn) = Q(n) for large n.
Proof. Let f (t) = a0+a1t+ · · ·+artr. We have
P(M, t) =
f (t)
(1− t)s = f (t)
∞
∑
n=0
(
n+ s−1
s−1
)
tn
Comparing the coefficients of tn for n≥ r we have
Vdimk(Mn) =
r
∑
i=0
ai
(
n+ s− i−1
s−1
)
Let Q(x) =∑ri=0 ai
(x+s−i−1
s−1
)
. Clearly Q(x) ∈Q[x], Vdimk(Mn) = Q(n) for n≥ r and the degree
of Q(x) is at most s−1. Note that the coefficient of xs−1 in Q(x) is a0+a1+···+ar(s−1)! = f (1)(s−1)! . Since
f (1) 6= 0 the degree of Q(x) is s−1. This completes the proof.
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The above proposition gives rise to the notion of Hilbert polynomial.
Definition 1.2.7. Let R = k[x1, . . . ,xl] be the ring of polynomials in l variables over a field k
equipped with standard filtration and M =
⊕∞
n=0 Mn a graded R−module with Hilbert func-
tion HM(n). A polynomial QM(x) ∈ Q[x] is called the Hilbert polynomial of M if QM(n) =
Vdimk(Mn) for all sufficiently large integers n.
Proposition 1.2.8. Let R = k[x1, . . . ,xl] be the ring of power series over a field k equipped
with standard grading. Let M be a graded finitely generated R−module then M has a Hilbert
polynomial QM(x) and deg(QM(x)) = s(M)−1≤ l−1.
Proof. Immediate from 1.2.4 and 1.2.6.
Proposition 1.2.9. [1, Proposition. 11.3] Let R = k[x1, . . . ,xl] be the ring of polynomials in l
variables over a field k equipped with standard grading, let M=
⊕∞
n=0 Mn be a finitely generated
graded R−module and let x ∈ R be a non-zero divisor graded element. Then s(M/xM) =
s(M)−1.
Definition 1.2.10. Let R= k[x1, . . . ,xl] =
⊕∞
n=0 Rn be the ring of polynomials in l variables over
a field k equipped with standard filtration and M =
⊕∞
n=0 Mn a graded R−module. An element
x ∈ Rt is said to be superficial of order t if AnnMn(x) = 0 for sufficiently large n.
The above definition motivates the question that if superficial elements exist. The next proposi-
tion shows the existence of superficial elements when M is a finitely generated graded module
over R = k[x1, . . . ,xl].
Proposition 1.2.11. Let R = k[x1, . . . ,xl] =
⊕∞
n=0 Rn be the ring of polynomials in l variables
over a field k of characteristic zero equipped with standard grading and let
M =
⊕∞
n=0 Mn be a finitely generated graded R−module. Then there exists 1 ≤ i ≤ l such that
xi is superficial for M.
Proof. Let R+ =
⊕∞
n=1 Rn and let 0 = Q1∩ ·· · ∩Qt be a minimal primary decomposition of 0
in M. Since M is graded, by 1.1.20 all Qis can be chosen to be graded. Let Pi =
√
AnnR(M/Qi)
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be the prime ideal associated to Qi for i = 1, . . . , t. Since R+ is a maximal ideal for R, we can
reorder the Qis so that R+ * Pi for i = 1, · · · , t−1 and R+ = Pt .
Clearly R+ * P1 ∪ ·· · ∪Pt−1 thus R1 * Pi ∩R1 for any i = 1, . . . , t− 1, else R+ ⊆ Pi which
is a contradiction. We claim that R1 *
⋃t−1
j=1(Pj ∩R1). If R1 =
⋃t−1
j=1(Pj ∩R1) then since k is
of characteristic zero and hence infinite, we have written R1 which is a vector space over k as
a finite union of finite number of proper subspaces which is a contradiction. This implies that
there exists a homogeneous element x= xi for some 1≤ i≤ l which is not in P1∪·· ·∪Pt−1. We
show that x is a superficial element for M.
Since Pt =
√
AnnR(M/Qt) there exists k≥ 1 such that Rk+ = Pkt ⊆AnnR(M/Qt). Therefore,
Rk+M ⊆ Qt . Since M is finitely generated over R, there exists a number N such that Mn ⊆ Rk+M
for n≥ N therefore Mn ⊆Qt for n≥ N. Now we claim that AnnMn(x) = 0 for n≥ N. Let n≥ N
and u ∈ AnnMn(x) be given. We have ux = 0 ∈ Q1∩ ·· · ∩Qt−1 since x /∈ Pi for i = 1, · · · , t− 1
we have u ∈ Q1∩·· ·∩Qt = 0. This completes the proof.
Proposition 1.2.12. [1, Corollary. 11.18] Let (A,m) be a Noetherian local ring and let x be a
non zero-divisor element of m. Then dim(A/Ax) = dim(A)−1.
Lemma 1.2.13. Let R = k[x1, . . . ,xl] =
⊕∞
n=0 Rn be the ring of polynomials in l variables over
a field k equipped with standard grading, let M =
⊕∞
n=0 Mn be a finitely generated graded
R−module with dim(M)> 0. Then for any superficial element x ∈ R+ for M we have
dim(M/xM) = dim(M)−1.
Proof. Without loss of generality we may assume that AnnR(M)= 0 thus dim(M/xM)= dim(R/xR).
Let N = R+. Since N is maximal ideal of R of height l we have dim(R) = l = dim(RN). Using
1.2.12 we have
dim(R/xR)≥ dim(RN/xRN) = dim(RN)−1 = dim(R)−1
In order to complete the proof we need to show that dim(R/xR) < dim(R). Suppose we have
dim(R/xR) = dim(R). Therefore there exists a prime ideal p containing xR with
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dim(R/p) = dim(R). Since p is minimal over (0) = AnnR(M), p ∈ AssR(M). By 1.1.21
p= (0 :R g) for some homogeneous element g∈M. Since x∈ p we have g∈ (0 :M x) and clearly
Rk+g⊆ (0 :M x) for all k ≥ 1. Since x is superfluous (0 :M x)n = 0 for large n hence Rk+g = 0 for
large k. Hence R+ ⊆ p and therefore R+ = p. We have
dim(M) = dim(R) = dim(R/p) = dim(R/R+) = dim(k) = 0
a contradiction. Hence dim(R/xR)< dim(R) as desired.
Using the above results, we will prove the following theorem which is of great importance in
later chapters.
Theorem 1.2.14. Let R= k[x1, . . . ,xl] =
⊕∞
n=0 Rn be the ring of polynomials in l variables over
a field k equipped with standard grading and let M =
⊕∞
n=0 Mn be a non-zero finitely generated
graded R−module of dimension d = dim(M). Then there exists f (t) ∈ Z[t] with f (1) 6= 1 such
that
P(M, t) =
f (t)
(1− t)d .
Proof. We prove the theorem using induction on d. If d = 0 then there exists a number N such
that Mn = 0 for n≥ N. Thus P(M, t) =∑ti=0 Vdimk(Mi) = f (t). Clearly f (1) =Vdimk(M) 6= 0.
Now assume that d > 0 and the hypothesis of the induction holds for all non-zero finitely gener-
ated graded modules over R. By 1.2.11 there exists 1≤ i≤ l such that xi is a superficial element
for M. Let x = xi. We have the following exist sequence.
0−→ AnnMn(x)−→Mn x−→Mn+1 −→
(
M/xM
)
n+1 −→ 0
The above exact sequence implies that
Vdimk(Mn+1)−Vdimk(Mn) = Vdimk(
(
M/xM
)
n+1)−Vdimk(AnnMn(x)) (1.1)
therefore
Vdimk(Mn+1)tn+1−Vdimk(Mn)tn+1 = Vdimk(
(
M/xM
)
n+1)t
n+1−Vdimk(AnnMn(x))tn+1
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Summing these equations up we have
P(M, t)− tP(M, t) = P(M/xM, t)− tP(AnnM(x), t)
Note that by 1.2.13, dim(M/xM) = d− 1 whence by the induction hypothesis P(M/xM, t) =
g1(t)
(1−t)d−1 for some g1(t) ∈ Z[t] with g1(1) 6= 0. Since x is superficial over M, P(AnnM(x), t) =
g2(t) is polynomial in Z[t]. Whence,
P(M, t) =
g1(t)+ t(1− t)d−1g2(t)
(1− t)d
Let g(t)= g1(t)+t(1−t)d−1g2(t). In order to complete the proof we need to show that g(1) 6= 0.
If d > 1 then g(1) = g1(1) 6= 0. Let d = 1. We have
g(1) = g1(1)−g2(1) = Vdimk(M/xM)−Vdimk(AnnM(x))
If g(1) = 0 we have Vdimk(M/xM) = Vdimk(AnnM(x)). Since M/xM and AnnM(x) are both
of dimension zero Vdimk((M/xM)n) and Vdimk(AnnMn(x)) are both zero for sufficiently large
n thus using equation 1.1 if n is sufficiently large we have
Vdimk(Mn+1) = ∑ni=−1(Vdimk(Mi+1)−dimk(Mi))
= ∑ni=−1(dimk(M/xM))i+1−∑ni=0 dimk(AnnMi(x))
= Vdimk(M/xM)−Vdimk(AnnM(x)) = 0
This shows that Vdimk(Mn) = 0 for large n which implies dim(M) = 0, a contradiction whence
g(1) 6= 0 this completes the proof.
Corollary 1.2.15. Let R = k[x1, . . . ,xl] be the ring of polynomials over a field k and let M be
a finitely generated graded R−module. Then s(M) = dim(M). In particular, dim(M) ≤ l and
deg(QM(x)) = dim(M)−1.
Proof. Immediate from 1.2.4 and 1.2.14.
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1.3 Preliminaries on D−modules
Let T = k[x1, . . . ,xn] be the ring of polynomials over n variables over a field of characteristic
zero k. We define the Weyl algebra in n variables over the field k to be the ring generated by
the k−linear derivations on R with multiplications on R and denote it by Dn(k). In the other
words Dn(k) is the k−algebra is generated by ∂i = ∂/∂xi : T → T and multiplication operators
x1, . . . ,xn. Note that ∂ix j− x j∂i = δi j hence Dn(k) is consisted of finite sums of elements of the
form cxα∂ β where c ∈ k.
Proposition 1.3.1. The family {xα∂ β} is a basis for the Weyl algebra Dn(k) as a vector space
over k.
Proof. We only need to show that the family {xα∂ β} is linearly independent over k. Let
D = ∑kαβ xα∂ β be a linear combination of finitely many elements of {xα∂ β}. Let D = 0
and assume that kαβ 6= 0 for some α and β . Let β ∗ be a multi-index with kαβ ∗ 6= 0 for some α
and kαβ = 0 when |β | = β1 + · · ·+βn > β ∗. We have D(xβ ∗) = β ∗!∑kαβ ∗xα . Since the field
k has characteristic zero we have β ∗! 6= 0 hence kαβ ∗ = 0 which is a contradiction. Therefore
{xα∂ β} is linearly independent over k.
In light of the above proposition we define Ξv to be the k−vector subspace of Dn(k) gen-
erated by elements of the form xα11 · · ·xαnn ∂ β11 · · ·∂ βnn with ∑αi +∑β j ≤ v. Clearly Ξ = Ξ0 ⊆
Ξ1 ⊆ Ξ2 ⊆ ·· · is an increasing sequence of finite dimensional k−subspaces of Dn(k) with⋃∞
v=0Ξv = Dn(k) and ΞvΞk ⊆ Ξk+v. The filtration Ξ is called the standard filtration of Dn(k).
We denote the direct sum Ξ0⊕ (Ξ1/Ξ0)⊕ (Ξ2/Ξ1)⊕·· · by grΞ(Dn(k)). Set Ξ(v) = Ξv/Ξv−1
for all v ≥ 0. Let D ∈ Ξv, let E ∈ Ξk and let D and E stand for the image of D and E in Ξ(v)
and Ξ(k) respectively. Since ΞvΞk ⊆ Ξk+v, DE ∈ Ξk+v. We define the product DE to be the
image of DE in Ξ(k+ v). We need to check if this product is well-defined. Let D1 be an-
other element of Ξv with D = D1. There exists some G ∈ Ξv−1 with D−D1 = G. We have
DE −D1E = GE ∈ Ξv+k−1 whence DE = D1E. This shows that DE does not depend on the
choice of D. Similarly, it can be shown that DE does not depend on the choice of E. Moreover
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it can be shown that if D ∈ Ξv and E ∈ Ξk then DE−ED ∈ Ξk+v−1 therefore we have shown the
following result.
Proposition 1.3.2. The ring grΞ(Dn(k)) is a commutative graded ring.
The next proposition shows that grΞ(Dn(k)) does have a familiar structure.
Proposition 1.3.3. The ring grΞ(Dn(k)) is the polynomial ring in 2n variables with coefficients
in k.
Proof. We have grΞ(Dn(k)) = k[x1, . . . ,xn,∂1, . . . ,∂n]. We need to show that x1, . . . ,xn,∂1, . . . ,∂n
are algebraically independent over k. Let R = Σkαβ xα∂
β
= 0. We need to show that kαβ = 0
for all α and β . Suppose the contrary therefore there exists α and β with kαβ 6= 0. Let v
be the largest integer with |α|+ |β | = v such that there exists kαβ 6= 0 in Σkαβ xα∂ β . Let
D = Σkαβ xα∂ β and assume that D is the image of D in Ξ(v) hence D = Σ∗kαβ xα∂
β
where Σ∗
extends over |α|+ |β |= v. Clearly D is the v−graded component of R and since R= 0 we have
D = 0 therefore D ∈ Ξv−1. This shows that D = ∑rα ′β ′xα ′∂ β ′ where |α ′|+ |β ′| < v which is a
contradiction by 1.3.1.
Definition 1.3.4. Let M be a Dn(k)−module. A filtration on M is an increasing sequence of
k−vector subspaces Γ= Γ0 ⊆ Γ1 ⊆ Γ2 ⊆ ·· · with:
1. Γi is finitely generated for all i≥ 0.
2. ΞiΓ j ⊆ Γi+ j for all integers i and j.
3.
⋃∞
i=0Γi = M.
Quite similar to the proof we provided for 1.3.2, it can be shown that if M is an Dn(k)−module
equipped with a filtration Γ= Γ0 ⊆ Γ1 ⊆ Γ2 ⊆ ·· · then grΓ(M) = Γ0⊕ (Γ1/Γ0)⊕ (Γ2/Γ1)⊕·· ·
is an grΞ(Dn(k))−module.
Definition 1.3.5. Let M be anDn(k)−module equipped with a filtration Γ= Γ0⊆ Γ1⊆ Γ2⊆ ·· ·
and let 0 6= m ∈M. There exists a unique number v with m ∈ Γv \Γv−1. The image γ(m) of m
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in Γv/Γv−1 is called the Γ−symbol of m. Similaly, for the case that M = Dn(k) and 0 6= a ∈ A
the Ξ−symbol of a is denoted by ξ (a) and is called the principle symbol of a.
Definition 1.3.6. Let M be anDn(k)−module equipped with a filtration Γ=Γ0⊆Γ1⊆Γ2⊆ ·· · .
The filtration Γ is said to be good if grΓ(M) is finitely generated as an grΞ(Dn(k))−module.
Proposition 1.3.7. Let M be an Dn(k)−module equipped with a filtration Γ = Γ0 ⊆ Γ1 ⊆
Γ2 ⊆ ·· · . Assume that grΓ(M) is a finitely generated grΞ(Dn(k))−module generated by the
Γ−symbols γ(m1), . . . ,γ(mt). Then M is a finitely generated Dn(k)−module.
Proof. It is enough to show that Γv is generated by m1, . . . ,mt for all v≥ 0 by induction of v. Let
0 6=m∈M and γ(m)∈ Γv/Γv−1 be the Γ−symbol of m of degree v in the gradedDn(k)−module
grΓ(M). Let γ(m1), . . . ,γ(mt) be of degrees k1, . . . ,kt . There exists elements a1, . . . ,at ∈Dn(k)
with principle symbols ξ (a1), . . . ,ξ (at) of degrees v− k1, . . . ,v− kt with ξ (a1)γ(m1)+ · · ·+
ξ (at)γ(mt) = γ(m). The result is clear if v = 0. Let v > 0 and assume that the hypothesis of
the induction holds for all integers less than v. We have m− a1m1−·· ·− atmt ∈ Γv−1. Since
Γv−1 is generated by m1, . . . ,mt we have m− a1m1− ·· ·− atmt = b1m1 + · · ·+ btmt for some
b1, . . . ,bt ∈Dn(k). Therefore m = (a1+b1)m1+ · · ·+(at +bt)mt .
Proposition 1.3.8. Let M be a finitely generated Dn(k)−module then M has a good filtration.
Proof. Let M be generated by m1, . . . ,mt as an Dn(k)−module. For each v ≥ 0 we set Γv =
Ξvm1+ · · ·+Ξvmt . Clearly each Γv is finitely generated, ΞkΓv ⊆ Γk+v for all k,v≥ 0, ⋃∞i=0Γi =
M and grΓ(M) is generated by γ(m1), . . . ,γ(mt).
Proposition 1.3.9. The ring Dn(k) is left and right Noetherian.
Proof. Let I be a left ideal of Dn(k) and let Ωi = Ξi∩ I for each i≥ 0. We have ⋃∞i=0Ωi = I and
ΞvΩk⊆Ωk+v for all k,v≥ 0 henceΩ=Ω0⊆Ω1⊆Ω2⊆ ·· · is a filtration on I and clearly grΩ(I)
is an ideal of grΞ(Dn(k)). Since by 1.3.3 grΞ(Dn(k)) is the polynomial ring with 2n variables
over the field k and hence is Noetherian, grΩ(I) is finitely generated, therefore by 1.3.7, I is a
finitely generated Dn(k)−module this shows that Dn(k) is left Noetherian. Similarly, it can be
shown that Dn(k) is right Noetherian.
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The following proposition is of great importance and will be used later in this thesis to obtain a
new proof for the Bernstein inequality.
Proposition 1.3.10. Let M be an finitely generatedDn(k)−module. Let Γ= Γ0 ⊆ Γ1 ⊆ Γ2 ⊆ ·· ·
and Ω=Ω0 ⊆Ω1 ⊆Ω2 ⊆ ·· · be two good filtrations on M. Then:
1. There exists an integer w such that Γv ⊆Ωv+w and Ωv ⊆ Γv+w for all values of v.
2.
√
AnngrΞ(Dn(k))(grΓ(M)) =
√
AnngrΞ(Dn(k))(grΩ(M)).
Proof. 1. Since grΓ(M) if finitely generated as an grΞ(Dn(k))−module, there exist integers
k1, . . . ,ks and elements ui ∈ Γki \Γki−1 with 1≤ i≤ s such that γ(u1), . . . ,γ(us) generate grΓ(M)
as an grΞ(Dn(k))−module. Let k0 = max{k1, . . . ,ks}. For v ≥ k0 we set Rv = ΞvΓ0 + · · ·+
Ξv−k0Γk0 . We claim that Γv ⊆ Rv for v≥ k0 by induction. Since 1 ∈ Ξ0, Γk0 = Rk0 . Assume that
v > k0 and Γv−1 ⊆ Rv−1. Let θ ∈ Γv \Γv−1. There exist bv−k1 ∈ Σv−k1 , . . . ,bv−ks ∈ Σv−ks such
that
γ(θ) = σ(bv−k1)γ(u1)+ · · ·+σ(bv−ks)γ(us)
thus
θ ∈ Σv−k1Γk1 + · · ·+Σv−ksΓks +Γv−1 ⊆ Rv+Γv−1 ⊆ Rv+Rv−1 = Rv
whence Γv ⊆ Rv. This completes the induction.
Note that by 1.3.3 grΞ(Dn(k)) is a finitely generated k−algebra, since grΓ(M) is a finitely gener-
ated grΞ(Dn(k))−module by 1.1.7, each Γi is a finitely generated k−vector space. Clearly {Ω j∩
Γk0} j≥0 forms an increasing chain of k−vector subspaces of the finite dimensional k−vector
space Γk0 thus we have Γk0 ⊆Ωw′ for some number w′. If 0≤ j ≤ k0 and v≥ k0 we have
Ξv− jΓ j ⊆ Ξv− jΓk0 ⊆ Ξv− jΩw′ ⊆ ΞvΩw′ ⊆Ωv+w′
This shows that Γv ⊆ Rv ⊆ Ωv+w′ for all v ≥ k0. If v < k0 then Γv ⊆ Γk0 ⊆ Ωw′ ⊆ Ωv+w′ . Thus
Γv ⊆Ωv+w′ for all v≥ 0.
Swapping Γ and Ω and repeating the above proof gives a number w′′ with Ωv ⊆ Γv+w′′ for all
v≥ 0. Set w = max{w′,w′′}. This proves 1.
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2. Let f ∈
√
AnngrΞ(Dn(k))(grΓ(M)) be homogeneous of degree s. There exists an integer m≥ 1
with f m ∈ AnngrΞ(Dn(k))(grΓ(M)) and an element β ∈ Ξs \Ξs−1 with f = ξ (β ). Thus βmΓi ⊆
Γms+i−1 for every i≥ 0. By induction on q this implies that
βmqΓi ⊆ Γi+msq−q (1.2)
for every q ≥ 1. By the first part there exists an integer w such that Γi−w ⊆ Ωi ⊆ Γi+w for all
i≥ 0. Together with (1.3) for q = 2w+1 we have
βm(2w+1)Ωi ⊆ βm(2w+1)Γi+w ⊆ Γi+ms(2w+1)−w−1 ⊆Ωi+ms(2w+1)−1
Thus βm(2w+1)Ωi ⊆ Ωi+ms(2w+1)−1 for all i ≥ 0. Therefore f m(2w+1) ∈ AnngrΞ(Dn(k))(grΓ(M))
whence f ∈
√
AnngrΞ(Dn(k))(grΩ(M)). Hence
√
AnngrΞ(Dn(k))(grΓ(M))⊆
√
AnngrΞ(Dn(k))(grΩ(M)).
The opposite inclusion follows similarly.
Definition 1.3.11. Let M be a finitely generated Dn(k)−module. We define its dimension to
be the Krull dimension of grΓ(M) as an grΞ(Dn(k))−module and denote it by d(M) in which
Γ= Γ0 ⊆ Γ1 ⊆ Γ2 ⊆ ·· · is a good filtration for M.
Theorem 1.3.12. Let M be a finitely generated Dn(k)−module then its dimension is indepen-
dent of the good filtration chosen.
Proof. By 1.3.8 M does have a good filtration Γ = {Γi}i≥0. If Ω = {Ωi}i≥0 is any other good
filtration for M then by 1.3.10 we have
dim(grΞ(Dn(k))/
√
AnngrΞ(Dn(k))(grΓ(M))) = dim(grΞ(Dn(k))/
√
AnngrΞ(Dn(k))(grΩ(M)))
hence the definition of the dimension of M is independent of the good filtration chosen.
1.4 Bernstein inequality for the ring of polynomials
In this section we provide the proof for the Bernstein inequality for the ring of polynomials. As
we are going to see, the proof is very simple.
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Lemma 1.4.1. Let M be a finitely generatedDn(k)−module with filration Γ= {Γi}i≥0. Assume
the Γ0 6= 0 then the k−linear transformation
φ (i) : Ξi→ Homk(Γi,Γ2i)
given by φ (i)a (u) = au for all a ∈ Ξi and u ∈ Γi is injective.
Proof. We proceed by induction on i to prove this lemma. If i = 0 then Ξi = k. Since Γ0 6= 0
the result follows. Now assume that i > 0 and φ ( j) is injective for all values of j < i. Let a ∈ Ξi
with φ (i)a = 0 and look for a contradiction. Let cxα∂ β be an element which appears in a in
which c ∈ k\0 and |α|+ |β |= i. Let |α|> 0 and let xα = xα11 · · ·xαnn . Without loss of generality
we may assume that α1 > 0. Clearly α1cδ∂ β is a summand in [a,∂1] where δ = xα1−11 · · ·xαn
therefore [a,∂1] is a non-zero element in Ξi−1. Since aΓi = 0 and ∂1Γi−1 ⊆ Γi we have
[a,∂1]Γi−1 = (a∂1−∂1a)Γi−1 ⊆ a∂1Γi−1 ⊆ aΓi = 0
This is a contradiction since [a,∂1] ∈ Ξi−1 \ 0. Similarly we can reach a contradiction for the
case that |β |> 0. This completes the proof.
Theorem 1.4.2. Let M be a finitely generated Dn(k)−module then d(M)≥ n.
Proof. Since M is finitely generated M has a good filtration by 1.3.8. Let Γ= {Γi}i≥0 be a good
filtration for M. We have
d(M) = dimgr(Dn(k))(grΓ(M))
where gr(Dn(k)) = k[x1, . . . ,xn,∂1, . . . ,∂n]. By 1.2.15 dimk(Γi/Γi−1) is a polynomial in i of
degree d(M)− 1 for large i hence dimk(Γi) = ∑ij=0 dimk(Γ j/Γ j−1) is a polynomial in i of de-
gree d(M) for large i. By 1.4.1, Ξi is a k−vector subspace of Homk(Γi,Γ2i). Hence dimk(Ξi)≤
dimk(Homk(Γi,Γ2i). Since dimk(Homk(Γi,Γ2i))= dimk(Γi)dimk(Γ2i) and dimk(Γi)=∑ij=0 dimk(Γ j/Γ j−1)
together with dimk(Ξi) =
(i+2n
2n
)
are polynomials in i of degrees d(M) and 2n for high i respec-
tively, we have 2d(M)≥ 2n hence d(M)≥ n.
This simple proof does not extend to formal power series primarily because there is no analogue
of the Bernstein filtration for formal power series.
Chapter 2
Bernstein inequality for the ring of
power series: Bjo¨rk’s proof
In this chapter we recall Bjo¨rk’s proof of the Bernstein inequality over the ring of power series.
The main complication compared to the case of polynomials is that for formal power series one
needs to develop an extensive and cumbersome homological theory of filtered rings. Our main
references will be [3] and [11].
2.1 Preliminaries on filtered rings
Throughout this section we assume that A be ring equipped with a filtration Σ = Σ0 ⊆ Σ1 ⊆
Σ2 ⊆ ·· · with 1 ∈ Σ0, ⋃∞i=0Σi = A and ΣkΣv ⊆ Σk+v for all k,v ≥ 0. We denote the direct sum
Σ0⊕ (Σ1/Σ0)⊕ (Σ2/Σ1)⊕·· · by grΣ(A). Similar to the method we used in 1.3 it can be shown
that grΣ(A) is a graded ring. We assume that grΣ(A) is a Noetherian ring.
Definition 2.1.1. Let M be an A−module. A filtration on M is an increasing chain of Σ0−submodules
Γ= Γ0 ⊆ Γ1 ⊆ Γ2 ⊆ ·· · of M with:
1. ΣiΓ j ⊆ Γi+ j for all integers i and j.
2.
⋃∞
i=0Γi = M.
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Quite similar to 1.3.2, it can be shown that if M is an A−module equipped with a filtration
Γ= Γ0 ⊆ Γ1 ⊆ Γ2 ⊆ ·· · , then grΓ(M) = Γ0⊕ (Γ1/Γ0)⊕ (Γ2/Γ1)⊕·· · is an grΣ(A)−module.
Definition 2.1.2. Let M be an A−module equipped with a filtration Γ = Γ0 ⊆ Γ1 ⊆ Γ2 ⊆ ·· · .
The filtration Γ is said to be good if the associated graded grΣ(A)−module grΓ(M) = Γ0⊕
Γ1/Γ0⊕Γ2/Γ1⊕·· · is finitely generated.
Repeating the proofs of 1.3.7, 1.3.8, 1.3.9 and 1.3.10 respectively we have the following four
results:
Proposition 2.1.3. Let M be an A−module equipped with a filtration Γ = Γ0 ⊆ Γ1 ⊆ Γ2 ⊆ ·· ·
with
⋃∞
i=0Γi = M. Assume that grΓ(M) is a finitely generated grΣ(A)−module generated by the
Γ−symbols γ(m1), . . . ,γ(mt). Then M is a finitely generated A−module.
Proposition 2.1.4. Let M be a finitely generated A−module then M has a good filtration.
Proposition 2.1.5. The ring A is left and right Noetherian.
Proposition 2.1.6. Let M be an finitely generated A−module. Let Γ= Γ0 ⊆ Γ1 ⊆ Γ2 ⊆ ·· · and
Ω=Ω0 ⊆Ω1 ⊆Ω2 ⊆ ·· · be two good filtrations on M. Then:
1. There exists an integer w such that Γv ⊆Ωv+w and Ωv ⊆ Γv+w for all values of v.
2.
√
AnngrΣ(A)(grΓ(M)) =
√
AnngrΣ(A)(grΩ(M)).
Let M be finitely generated A−module. By 2.1.4, M has a good filtration Γ=Γ0⊆Γ1⊆Γ2⊆ ·· ·
and by 2.1.6 the dimension of grΓ(M) as an grΣ(A)−module is independent of the good filtration
chosen. Whence, we have the following definition.
Definition 2.1.7. The dimension of a finitely generated A−module M, denoted by d(M) is the
dimension of grΓ(M) as an grΣ(A)−module where Γ is any good filtration for M.
Proposition 2.1.8. If 0 → M′ α−→ M β−→ M′′ → 0 is an exact sequence of finitely generated
A−modules then d(M) = max{d(M′),d(M′′)}
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Proof. Let Γ = Γ0 ⊆ Γ1 ⊆ Γ1 ⊆ Γ2 ⊆ ·· · be a good filtration for M. For each i ≥ 0 we define
Γ′i = α−1(Γi) and Γ′′i = β (Γi). Clearly Γ′ = {Γ′i}i≥0 and Γ′′ = {Γ′′i }i≥0 give rise to filtrations on
M′ and M′′ respectively and we have the following exact sequence of grΣ(A)−modules.
0→ grΓ′(M′)→ grΓ(M)→ grΓ′′(M′′)→ 0
Therefore
d(M) = dimgrΣ(A)(grΓ(M))
= max{dimgrΣ(A)(grΓ′(M′)),dimgrΣ(A)(grΓ′′(M′′))}
= max{d(M′),d(M′′)}.
Let M be a finitely generated A−module and let Γ= {Γv}v≥0 be a good filtration on M. Since M
is a finitely generated A−module there exists a free resolution of finitely generated A−modules
F = · · · → F2 d2−→ F1 d1−→ F0 µ−→M→ 0
Applying the dual functor ∗ = Hom(−,A) to the deleted complex of F we have the following
complex
0→ F∗0
d∗1−→ F∗1
d∗2−→ F∗2 → ···
Clearly Ext j(M,A) = kerd∗j+1/ imd
∗
j is finitely generated for all j ≥ 0. In order to equip
Ext j(M,A) with a filtration we need to define a filtration on F∗ =Hom(F,A) where F is finitely
generated free module over A. Note that if M is equipped with a good filtration {Γ j} j≥0 and
N is a submodule of M then N and M/N can be equipped with filtrations {N ∩ Γ j} j≥0 and
{(Γ j +N)/N} j≥0 respectively which gives rise to the following exact sequence
0→ gr(N)→ gr(M)→ gr(M/N)→ 0
Since gr(M) is a finitely generated gr(A)−module, so are gr(N) and gr(M/N) whence
{N∩Γ j} j≥0 and {(Γ j +N)/N} j≥0 are good filtrations of N and M/N respectively.
Proposition 2.1.9. Let M be a finitely generated A−module generated by m1, . . . ,mt , let
Γ= {Γ j} j≥0 be a good filtration on M, let F =⊕ti=1 Aεi be a free A−module of rank t and let
d : F →M be the map which sends εi to mi for 1≤ i≤ t. Then:
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1. There exists a good filtration Ω=Ω0 ⊆Ω1 ⊆Ω2 ⊆ ·· · with d(Ω j)⊆ Γ j for all j≥ 0 and
grΩ(F) is a finitely generated graded free gr(A)−module.
2. The module F∗ = Hom(F,A) has a good filtration Ω∗ = {Ω∗v}v≥0 with
grΩ∗(F
∗)∼= Hom∗grΣ(A)(grΩ(F),grΣ(A)).
3. If G=
⊕t ′
i=1 Aε ′i is another finitely generated free A−module and δ : G→F is an A−homomorphism,
then there exists a filtration Ω′ =Ω′0 ⊆Ω′1 ⊆Ω′2 ⊆ ·· · with δ (Ω′j)⊆Ω j for all j≥ 0 and
we have the following commutative diagram where the horizontal maps are natural and
vertical maps are isomorphims of graded grΣ(A)−modules.
grΩ∗(F
∗) grΩ′∗(G∗)
Hom∗grΣ(A)(grΩ(F),grΣ(A)) Hom
∗
grΣ(A)
(grΩ′(G),grΣ(A))
δ ∗
ΘF ΘG
gr(δ )∗
4. Let · · · → F1 d1−→ F0 µ−→ M → 0 be a free resolution of a finitely generated A−module
M equipped with a good filtration Γ. Each free module Fj can be taken to be finitely
generated with d j(Ω
( j)
i )⊆Ω( j−1)i where Ω( j) = {Ω( j)i }i≥0 is a good filtration on Fj. Then
the complexes
0→ grΩ∗(F∗0 )→ grΩ∗(F∗1 )→ ···
and
0→ Homgr(A)(grΩ(F0),gr(A))→ Homgr(A)(grΩ(F1),gr(A))→ ·· ·
are isomorphic and the Ω∗−filtrations induce a good filtration on {Ext j(M,A)} which
are the cohomology groups of the complex 0→ F∗0
d∗1−→ F∗1
d∗2−→ F∗2 · · · .
Proof. (1) For each 1≤ i≤ t there exists an integer ui with mi ∈ Γui \Γui−1. We define
Ωn =
⊕t
i=1Σn−uiεi. Clearly grΩ(F) is generated by ε1, . . . ,εt as a free graded gr(A)−module
and d(Ω j)⊆ Γ j for all j ≥ 0.
(2) We define the filtration
Ω∗v = {Φ ∈ F∗ : Φ(Ωk)⊆ Σk+v for all k}
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Let i,v≥ 0 be given. We need to show that ΣiΩ∗v ⊆Ωv+i. LetΦ∈Ω∗v then we haveΦ(Ωk(F))⊆
Σk+v for all k ≥ 0. Therefore ΣiΦ(Ωk(F))⊆ ΣiΣk+v ⊆ Σk+v+i for all k ≥ 0. Hence ΣiΦ ∈Ω∗v+i.
Next we verify that
⋃∞
v=0Ω∗v = F∗. Let θ :
⊕s
i=1 Aεi→ A be given. For each i ≥ 0 there exists
αi ≥ 0 with θ(εi) ∈ Σαi . Let α∗ = max(α1, . . . ,αs). Clearly θ(Ωk) = θ(⊕Σk−uiεi) ⊆ Σk+α∗
therefore θ ∈Ω∗α∗ whence
⋃∞
v=0Ω∗v = F∗ and Ω∗ is a filtration on F∗.
Now we define a graded homomorphism of degree zeroΘF : grΩ∗(F∗)→Hom∗gr(A)(grΩ(F),gr(A))
with ΘF(Φ)(α) = Φ(α) where Φ ∈ Ω∗v , α ∈ Ωn, − : Ωn→ Ωn/Ωn−1 and − : Ω∗v → Ω∗v/Ω∗v−1
indicate natural homomorphisms for all v,n ≥ 0. Note that if Φ = 0 then Φ ∈ Ω∗v−1 hence
Φ(α) ∈ Σn+v−1 and therefore ΘF is well-defined. We claim that ΘF is a graded isomorphism
between graded modules. If θF(Φ) = 0 then Φ(α) ∈ Σn+v−1 for all α ∈ Ωn hence Φ ∈ Ω∗v−1
thus ΘF is 1−1. Now let µ : grΩ(F)→ gr(A) be a graded homomorphism of degree v. Assume
that µ(εi) = rui+v where rui+v ∈ Σui+v. Now define Φ : F → A by mapping εi to rui+v. Clearly
Φ ∈Ω∗v and ΘF(Φ) = µ .
(3) Let δ (ε ′i ) = fi ∈Ωwi \Ωwi−1 for 1≤ i≤ t ′. Similar to the construction in (1) let
Ω′n = ⊕t
′
i=1Σn−wiε
′
i . We define δ ∗ : Ω∗v/Ω∗v−1→ Ω′∗v /Ω′∗v−1 with δ ∗(Φ) = Φ(δ ) where Φ is the
image of Φ in Ω∗v/Ω∗v−1. On the other hand, we have the graded map of degree 0,
gr(δ ) : grΩ′(G) → grΩ(F) with gr(δ )(α ′) = δ (α ′) where α ′ ∈ Ω′n. Clearly the diagram is
commutative.
(4) Since M is finitely generated, there exists a resolution of finitely generated free A−modules
for M. That each Fj can be equipped with filtrationsΩ( j)= {Ω( j)i }i≥0 with d j(Ω( j)i )⊆Ω( j−1)i for
i, j ≥ 0 is a direct result of (3). We have Ext j(M,A) = kerd∗j+1/ imd∗j . Note that for each j ≥ 0
we have the exact sequence 0→ kerd∗j+1 ↪→ F∗j . It can be easily seen that grΩ∗(F∗j ) is generated
by pi : F → A where pi is the i−th projection. Hence Ω∗ induces a good filtration on kerd∗j+1
given by Γv = (Ω∗v(F∗j )∩ kerd∗j+1. Similarly the natural map kerd∗j+1→ Ext j(M,A) induces a
good filtration on Ext j(M,A) given by Ω∗v(Ext j(M,A)) = (Ω∗v(F∗j )∩ kerd∗j+1 + imd∗j )/ imd∗j ).
This completes the proof.
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Let B be an Abelian group and let · · · ⊆ ϒ j−1 ⊆ ϒ j ⊆ ϒ j+1 ⊆ ·· · be a filtration of subgroups
of B with
⋃
ϒ j =B. Assume that d :B→B is a map with d2 = 0 and d(ϒ j) ⊆ ϒ j. We set
Z∞j = kerd ∩ϒ j and B∞j = imd ∩ϒ j. Let H = kerd/ imd and let ϒ j(H ) = Z∞j + imd/ imd.
We have gr(H ) = ⊕ Z
∞
j +imd
Z∞j−1+imd
. On the other hand, the map d gives rise to the natural map
gr(d) :
⊕
j≥0ϒ j/ϒ j−1 →
⊕
j≥0ϒ j/ϒ j−1. Set H = ker(gr(d))/ im(gr(d)). For k ≥ 0 and all j
we set Zkj = {x ∈ ϒ j : dx ∈ ϒ j−k} and Bkj = ϒ j ∩ d(ϒ j+k−1). Clearly we have ϒ j = Z0j ⊇ Z1j ⊇
Z2j ⊇ ·· · ⊇ Z∞j and B0j ⊆ B1j ⊆ ·· · ⊆ B∞j . Since d2 = 0 we have Bkj ⊆ Zkj whence the quotient
(Zkj +ϒ j−1)/(Bkj +ϒ j−1) makes sense. For each k ≥ 0 we define
Hk =
⊕
j≥0(Zkj +ϒ j−1)/(Bkj +ϒ j−1).
Definition 2.1.10. An Abelian group H is a subfactor of another Abelian group G if H ∼=G0/K
where K ⊆ G0 ⊆ G.
Proposition 2.1.11. [3, Proposition 4.9] Let w be an integer with Z∞j +ϒ j−1 = Zwj +ϒ j−1 then
gr(H ) is isomorphic to a subfactor of H.
Proposition 2.1.12. The gr(A)−module grΩ∗(Ext j(M,A)) is a subfactor of the grΣ(A)−module
Ext jgr(A)(grΓ(M),gr(A))) for each j.
Proof. Since M is finitely generated there exists a free resolution
· · · → F2 d2−→ F1 d1−→ F0 µ−→M→ 0
Let ∗ = Hom(−,A) stand for the dual functor. We have the deleted dual complex
0→ F∗0
d∗1−→ F∗1
d∗2−→ F∗2 → ···
SetB =
⊕
F∗j , d =
⊕
d∗j and Ωv(B) =
⊕
Ω∗v(F∗j ) where Ω∗v has the meaning of 2.1.9. Clearly
· · · ⊆Ωv−1(B)⊆Ωv(B)⊆Ωv+1(B)⊆ ·· ·
and d2 = 0. Therefore the map d gives rise to the map gr(d) : gr(B)→ gr(B). We can simplify
gr(B) as follows:
gr(B) =
⊕
v
Ωv(B)
Ωv−1(B)
=
⊕
v
⊕
jΩ∗v(F∗j ))⊕
jΩ∗v−1(F∗j ))
=
⊕
v
⊕
j
Ω∗v(F∗j )
Ω∗v−1(F∗j )
=
⊕
j
grΩ∗(F
∗
j )
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Therefore gr(d) :
⊕
j grΩ∗(F
∗
j )→
⊕
j grΩ∗(F
∗
j ). By 2.1.9 we have
gr(d) :
⊕
j
Homgr(A)(gr(Fj),gr(A))→
⊕
j
Homgr(A)(gr(Fj),gr(A))
Note that the complex
· · · → gr(F2) gr(d2)−−−→ gr(F1) gr(d1)−−−→ gr(F0) gr(µ)−−−→ grΓ(M)→ 0
is a free resolution for grΓ(M). Therefore we have
H = kergr(d))/ imgr(d) =
⊕
j
Ext j(grΓ(M),gr(A))
On the other hand
gr(H ) =
⊕
v
(Z∞v + imd)/(Z
∞
v−1+ imd) =
⊕
v
kerd∩Ωv(B)+ imd
kerd∩Ωv−1(B)+ imd
We have ker(d :
⊕
F∗j →
⊕
F∗j )∩Ωv(B) =
⊕
j kerd∗j+1∩Ω∗v(F∗j ). Therefore we have
gr(H ) =
⊕
j
⊕
v
kerd∗j+1∩Ω∗v(F∗j )+d∗j (F∗j−1)
kerd∗j+1∩Ω∗v−1(F∗j )+d∗j (F∗j−1)
=
⊕
j
grΩ∗(Ext
j(M,A))
By 2.1.11 gr(H ) is a subfactor of H therefore the proof is complete.
Theorem 2.1.13. Let Γ be some good filtration on a finitely generated A−module M. Then
d(Ext j(M,A))≤ dimgr(A)(Ext jgr(A)(grΓ(M),gr(A)) for all j ≥ 0.
Proof. Immediate by 2.1.9 and 2.1.12.
Lemma 2.1.14. Let F d−→ G e−→ H be a complex of filtered A−modules with filtrations Γ(F) =
{Γv(F)}v≥0, Γ(G)= {Γv(G)}v≥0 and Γ(H)= {Γv(H)}v≥0, let d(Γv(F))⊆Γv(G) and e(Γv(G))⊆
Γv(F) and let gr(F)
gr(d)−−−→ gr(G) gr(e)−−→ gr(H) be and exact sequence of homogeneous maps of
degree 0 then F d−→ G e−→ H is exact.
Proof. Let g ∈ kere. There exists v≥ 0 with g ∈ Γv(G)\Γv−1(G) with gr(e)(g¯) = 0. Therefore
there exists fv ∈ Γv(F) with g¯ = gr(d)( f¯v). We have g− d( fv) ∈ Γv−1(G) hence there exists
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gv−1 ∈ Γv−1(G) with gv−1 = g−d( fv). Since ed = 0 we have e(gv−1) = 0 therefore by the same
method we can show that there exists gv−2 ∈ Γv−2(F)with gv−2 = g−d( fv−1)∈ Γv−2(G). Since
Γ−1(G) = 0 after v steps we have g= d( f1+ · · ·+ fv) for some f1, . . . , fv ∈ F . Thus F d−→G e−→H
is exact.
Lemma 2.1.15. Let N be a filtered right A−module with filtration Ω(N) = {Ω j} j≥0. Let F =⊕s
i=1 A be a finitely generated free A−module with filtration Γ j(F) =⊕si=1Σ j. Then:
1. Each element of N⊗A F is of the form ∑si=1 ni⊗ εi where εi is the ith injection at 1 ∈ A.
2. Let ∑si=1 ni⊗ εi = 0 if and only if ni = 0 for all 1≤ i≤ s.
3. We define τv to be the subgroup of N⊗A F generated by n⊗ εi where n ∈ Ωt and t ≤ v.
Then the graded abelian groups grτ(N⊗A F) and grΩ(N)⊗gr(A) gr(F) are isomorphic.
4. Let N′ be another filtered right A−module with filtration Ω′(N′) = {Ω′j} j≥0 and let
φ : N′→ N be an A−homomorphism with φ(Ω′j)⊆Ω j for all j ≥ 0 and let τ ′ = {τ ′v}v≥0
have the meaning of (3) for N′⊗F. Then we have the following commutative digram of
graded gr(A)−modules whose vertical maps are isomorphisms.
grτ ′(N
′⊗A F) grτ(N⊗A F)
grΩ′(N
′)⊗gr(A) gr(F) grΩ(N)⊗gr(A) gr(F)
gr(φ⊗1F )
ΘN′ ΘN
gr(φ)⊗1gr(A)
Proof. We just need to prove (3) as (1), (2) and (4) are clear. We define
ΘN : grτ(N⊗A F)→ grΩ(N)⊗gr(A) gr(F)
by Θ(∑ni⊗ εi) = ∑piv(ni)⊗ εi. Where ∑ni⊗ εi ∈ τv, ¯: τv → τv/τv−1 and pit : Ωt → Ωt/Ωt−1
are natural maps for all integers of v and t.
Let ∑ni⊗ εi = 0 where ∑ni ⊗ εi ∈ τv. Since ∑ni ⊗ εi ∈ τv−1 we have ∑ni ⊗ εi = ∑n′i ⊗ εi
for some n′i ∈ Ωt with t ≤ v− 1. Therefore we have ∑(ni− n′i)⊗ εi = 0. By (2), ni = n′i for
all i. Hence piv(ni) = 0. Thus Θ is well-defined. Now assume that Θ(∑ni⊗ εi) = 0 where
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∑ni⊗ εi ∈ τv. We have ∑piv(ni)⊗ εi = 0. Since gr(F) is a free module generated by εi ∈ Γ0 we
have piv(ni) = 0 therefore ni ∈ Ωv−1. This shows that ∑ni⊗ εi ∈ τv−1 hence Θ is injective. By
the definition of Θ it is clear that it is also surjective. This completes the proof.
Proposition 2.1.16. Let M be a left A−module and let Γ be a filtration on M. Then
fdA(M)≤ fdgr(A)(grΓ(M)). Therefore w.dim(A)≤ w.dim(gr(A)).
Proof. Let w = fdgr(A)(grΓ(M)) and let
· · · → F1→ F0→M→ 0
be a free resolution of M. Let N be a right A−module with filtration Ω(N) = {Ω j(N)} j≥0. We
have the following complex whose jth homology group is Tor j(grΩ(N),grΓ(M)).
0→ grΩ(N)⊗gr(F0)→ grΩ(N)⊗gr(F1)→ grΩ(N)⊗gr(F2)→ ·· · (2.1)
By 2.1.15, each of the modules N⊗A Fi has a filtration τi = {τi j(N⊗Fj)} j≥0 with
grτi(N⊗Fi)∼= grΩ(N)⊗gr(Fi)
Since w = fdgr(A)(grΓ(M)) the w
th homology in (1.4) is zero we have the following exact se-
quence
grτw−1(N⊗Fw−1)→ grτw(N⊗Fw)→ grτw+1(N⊗Fw+1)
by 2.1.14, the following sequence is exact
N⊗Fw−1→ N⊗Fw→ N⊗Fw+1
Therefore Torw(N,M) = 0 and fd(M)≤ w = fdgr(A)(grΓ(M)).
Proposition 2.1.17. [3, Proposition 4.14] If M is a left A−module such that Exts(M,A) = 0 for
all s 6= j then Exts(M,N) = 0 for all s > j and all right A−modules N.
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2.2 Preliminaries on regular rings
Let R be a ring and let M be an R−module. It is well known that M does have a flat resolution.
In the other words, there exist a exact sequence of the form
F = · · · → Fn+1 dn+1−−→ Fn→ ··· → F1 d1−→ F0 σ−→M→ 0
where each of the Fns are flat. We define its nth syzygy to be Y0 = kerσ and Yn = kerdn.
Let T : RM → RM be an additive covariant functor and let FM denote the resolution F with
the module M deleted. We define the the nth left derived functors of T by
LnT (M) = Hn(TFM) =
ker(T dn)
im(T dn+1)
It is shown that the definition of left derived functors of T is independent of flat resolutions
chosen.
Similary for the case that T : RM → RM is a contravariant additive functor we define the nth
right derived functors of T by
RnT (M) = Hn(TFM) =
ker(T dn+1)
im(T dn)
and the definition is independent of the flat resolution chosen. When T = Hom(−,A) then the
nth right derived functor is denoted by ExtnR(−,A) and when T = −⊗R A then nth left derived
functor is denoted by TorRn (−,A).
Given an exact sequence of modules 0→ A′→ A→ A′′→ 0 the Horseshoe lemma states that
given two flat resolutions F ′ and F ′′ for A′ and A′′ respectively, there exists a flat resolution
F for A such that 0→F ′→F →F ′′→ 0 is an exact sequence of complexes. Also, given
module B there are long exact sequences
0→ Hom(A′′,B)→ Hom(A,B)→ Hom(A′,B)→ Ext1(A′′,B)→ ···
0→ A′⊗R B→ A⊗R B→ A′′⊗R B→ TorR1 (A′,B)→ ···
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Similarly, an injective resolution of an R−module N is an exact sequence
0→ N µ−→ E0 δ 0−→ E1 δ 1−→ ·· · → En δ n−→ En+1→ ·· ·
where each En is injective. We define the nth cosyzygy V n of N to be V 0 = coker(µ) and
V n = coker(δ n). Obviously the cosyzygy of an R−module N depend of the injective resolution
chosen.
Definition 2.2.1. An injective resolution 0→ N → E0 → E1 → E2 → ··· → En → 0 of an
R−module N, is said to be of length n. The smallest such n is called the injective dimension of
N and is denoted by idR(N).
Theorem 2.2.2. The following statements are equivalent for a left R−module N.
1. id(N)≤ n.
2. Extk(M,N) = 0 for all left R−modules M and k ≥ n+1.
3. Extn+1(M,N) = 0 for all left R−modules M.
4. Every injective resolution of N has its (n−1)st cosyzygy injective.
Definition 2.2.3. Let R be a ring. We define its left injective dimension liD(R) to be
liD(R) = sup{id(N) : N ∈ RM}.
Definition 2.2.4. A flat resolution 0→ Fn→ ··· → F1→ F0→M→ 0 of an R−module M is
said to be of length n. The smallest such n is called the flat dimension of M and is denoted by
fdR(M).
Theorem 2.2.5. [9, Theorem 9.13] The following are equivalent for a left R−module N:
1. fd(N)≤ n;
2. Tork(M,N) = 0 for all modules M and k ≥ n+1;
3. Torn+1(M,N) = 0 for all modules M;
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4. every flat resolution of N has its n−1st syzygy flat.
Proposition 2.2.6. Let R be a ring and 0 → N σ−→ F δ−→ M → 0 be an exact sequence of
R−modules with F flat and fd(N) = n then fd(M) = n+1.
Proof. LetF = 0→ Fn dn−→ Fn−1→ ··· → F1 d1−→ F0 φ−→ N→ 0 be flat resolution of length n for
N. Clearly
0→ Fn dn−→ Fn−1→ ·· · → F1 d1−→ F0 σφ−→ F δ−→M→ 0
is a flat resolution of length n+1 for M. Therefore fd(M)≤ n+1. Let w = fd(M). If w < n+1
then by 2.2.5 kerdn−2 is flat which is a contradiction since it implies that n−2nd syzygy of F
is flat thus fd(N)≤ n−1. Therefore fd(M) = n+1.
Theorem 2.2.7. Let 0→ N′→ N→ N′′→ 0 be an exact sequence of R−modules with
fd(N′) = n < ∞ and fd(N′′)≤ n then fd(N) = n.
Proof. We proceed by induction on n. Given a module M we have the long exact sequence
· · · → Tor1(M,N′)→ Tor1(M,N)→ Tor1(M,N′′)→ ···
If n= 0 then by 2.2.5 Tor1(M,N′)=Tor1(M,N′′)= 0 whence Tor1(M,N)= 0 therefore fd(N)=
0. Now assume that n > 0 and we are done for all integers less than n. Let w = fd(N′′). We
have the following flat resolutions for N and N′′ respectively.
F ′ = 0→ F ′n
d′n−1−−→ ·· · → F ′1
d′1−→ F ′0 σ
′−→ N′→ 0
F ′′ = 0→ F ′′w
d′′w−1−−→ ·· · → F ′′1
d′′1−→ F ′′0 σ
′′−→ N′′→ 0
By the Horseshoe lemma there exists a flat resolutionF = · · · → F1 d1−→ F0 σ−→ N→ 0 such that
0→F ′′→F →F → 0 is an exact sequence of complexes. The construction ofF in
Horseshoe lemma shows that 0→ kerσ ′→ kerσ → kerσ ′′→ 0 is exact moreover fd(kerσ ′) =
n−1 and fd(kerσ ′′)≤ n−1 by flat resolutions 0→ F ′n
d′n−→ ·· · → F ′1
d′1−→ kerσ ′→ 0 and
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0→ F ′′w
d′′w−1−−→ ·· · → F ′′1
d′′1−→ kerσ ′′ → 0 therefore by the hypothesis of the induction we have
fd(kerσ) = n−1. Let u = fd(N). If u < n then by 2.2.5 kerdu−1 has to be flat whence we have
the flat resolution
0→ kerdu−1→ Fu−1→ ·· · → F1→ kerσ → 0
for kerσ which shows that fd(kerσ)≤ u−1 which is a contradiction whence fd(N) = n.
Definition 2.2.8. Let A be a subring of ring B. B is called flat over A when B is flat both as a
left and as a right A−module.
Using the above definitions, we have the following proposition.
Proposition 2.2.9. Let A be subring of a ring B and assume that B is flat over A. Then:
1. If K is a left B−module then TorAv (N,K) ∼= TorBv (N⊗A B,K) for all right A−modules N
and all v.
2. If L is a left A−module, then fdA(B⊗A L)≤ fdB(B⊗A L).
Proof. 1. Let · · · → F2 δ2−→ F1 δ1−→ F0 δ0−→ K→ 0 be a free resolution for the B−module K.
We have the following commutative diagram of complexes whose vertical maps are natural
isomorphisms with µ : N→ N⊗A B mapping n to n⊗1.
· · · N⊗A F2 N⊗A F1 N⊗A F0 0
· · · (N⊗A B)⊗B F2 (N⊗A B)⊗B F1 (N⊗A B)⊗B F0 0
1N⊗δ2
µ⊗1F2
1N⊗δ1
µ⊗1F1 µ⊗1F0
1N⊗AB⊗δ2 1N⊗AB⊗δ1
Since B is flat over A, Fvs are flat A−modules for all v ≥ 0. Now the above diagram gives the
result.
2. Let w = fdB(B⊗A L), let v > w and let N be a right A−module. By the first part and 2.2.5 we
have
TorAv (N,B⊗A L)∼= TorBv (N⊗A B,B⊗A L) = 0
thus fdA(B⊗A L)≤ w.
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Definition 2.2.10. Let R be a ring. We define its weak global dimension w.dim(R) to be
w.dim(R) = sup{fd(B) : B ∈ RM}.
Theorem 2.2.11. [9, Theorem 9.19] For any ring R,
w.dim(R) = sup{fd(R/I) : I is a left ideal in R}
= sup{fd(R/I) : I is a right ideal in R}.
Theorem 2.2.12. [9, Theorem 9.22] Let R be a left Noetherian ring then w.dim(R) = liD(R).
Theorem 2.2.13. [10, Proposition 9.3] Let (R,m) be a local ring and let k= R/m be its residue
field. Let G be a finitely generated R−module, let g1, . . . ,gn ∈ G and let ¯ : G→ G/mG be the
natural map. Then the following statements are equivalent:
1. G is generated by g1, . . . ,gn.
2. the R−module G/mG is generated by g¯1, . . . , g¯n.
3. the k−vector space G/mG is generated by g¯1, . . . , g¯n.
Furthermore, the number of elements in each minimal generating set for the R−module G is
equal to Vdimk(G/mG).
Theorem 2.2.14. [10, Corollary 15.18] Let (R,m) be a local ring. Then dim(R) is equal to the
least number of elements of R that are needed to generate an m−primary ideal.
Definition 2.2.15. Let (R,m) be a local ring of dimension d. A system of parameters for R is a
set of d elements which generate an m−primary ideal.
In the light of 2.2.14 every local ring (R,m) does have a system of parameters. This fact together
with 2.2.13 imply that dim(R) ≤ Vdimk(m/m2). When the equality dim(R) = Vdimk(m/m2)
happens, the ring R is of great importance. We have the following definition.
Definition 2.2.16. Let (R,m) be a local ring. Then R is said to be regular if dim(R)=Vdimk(m/m2).
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Theorem 2.2.17. [9, Theorem 9.57] A local ring (R,m) is regular iff w.dim(R)<∞ in this case
we have w.dim(R) = dim(R).
Theorem 2.2.18. [9, Theorem 9.33] Let R be a commutative Noetherian ring and x ∈ R be an
element which is neither a unit nor a zero divisor. Let R∗ = R/Rx and asssume that
w.dim(R∗)< ∞ then
w.dim(R)≥ w.dim(R∗)+1.
Theorem 2.2.19. [9, Theorem 9.34] Let R be a commutative Noetherian ring then
w.dim(R[t]) = w.dim(R)+1.
Theorem 2.2.20. [1, Theorem 11.22] Let (R,m) be a local ring of dimension d and let k=R/m.
Then the following are equivalent:
1. grm(R) =
⊕∞
i=0m
i/mi+1 ∼= k[x1, . . . ,xd ] where the xi are independent indeterminates.
2. Vdimk(m/m2) = d.
3. m can be generated by d elements.
Lemma 2.2.21. [8, Theorem 18.1] Let (R,m) be a regular local ring of dimension n and let K
be a zero dimensional module then Ext j(K,R) = 0 if j 6= n and is isomorphic to R/m if j = n.
The last two results of this section is highly dependent on the following lemma which has an
elementary proof.
Lemma 2.2.22. Let M be a finitely generated module over a local ring (R,m) with dim(M)> 0.
Then there exists a zero-dimensional submodule K of M and an element x ∈ m such that x is a
non-zero divisor on MK .
Proof. Since M is finitely generated over R, M ∼= FS for some finitely generated free R−module
F. Let
S = S1∩·· ·∩Sn
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be a minimal primary decomposition of S in R. If all of the Sis are m−primary in F then for
each 1 ≤ i ≤ n there exists mi ≥ 1 with mmiF ⊆ Si whence mm∗F ⊆ S1 ∩ ·· · ∩ Sn = S where
m∗ =m1+ · · ·+mn hence dim(M) = dim(FS ) = 0 which is a contradiction. Hence there exists a
1≤ i≤ n with dim( FSi ) 6= 0. Take S′ = Si1 ∩·· ·∩Sil where dim( FSi j ) 6= 0. Put N =
F
S′ and K =
S′
S .
We have the following exact sequence
0→ K→M→ N→ 0
We claim the S
′
S is of zero dimension. To see this, using the same argument in the very beginning
of the proof, it can be shown that there exists a number m with mmS′ ⊆ S hence dim(K) =
dim(S
′
S ) = 0. Now we have
ZdvR(
M
K
) = ZdvR(
F
S′
) =
⋃
p∈Ass( FS′ )
p
Since for each p ∈ Ass( FS′ ) we have p 6=m the prime avoidance lemma gives the result.
Proposition 2.2.23. Let (R,m) be a regular local ring of dimension n and let M be a finitely
generated R−module then dim(Ext jR(M,R))≤ n− j for all j ≥ 0.
Proof. We proceed by induction on dim(M). Let dim(M) = 0. Since l(M/mv+1M) is a poly-
nomial of degree dim(M) for large v we have VdimR/m(mvM/mv+1M) = 0 whence mv+1M =
mvM. By NAK mvM = 0. There exists an integer s and a filtration
0 = M0 (M1 ( · · ·(Ms−1 (Ms = M
with Mv/Mv−1 ∼= R/m for all 1≤ v≤ s whence we have the exact sequence
0→Mv−1→Mv→ R/m→ 0
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which gives rise to the following long exact sequence
· · · Ext j−1(Mv−1,R)
Ext j(R/m,R) Ext j(Mv,R) Ext j(Mv−1,R)
Ext j+1(R/m,R) · · ·
(2.2)
We proceed by induction on s. If s = 1 then M ∼= R/m. Whence by 2.2.21 dim(Ext j(M,R)) =
0 < n− j. Now let s > 1 and the hypothesis of the induction holds for all integers less than s. If
j < n−1 then Ext j(R/m,R)∼= 0∼=Ext j+1(R/m,R) thus Ext j(M,R)∼=Ext j(Ms−1,R). Therefore
by the hypothesis of the induction we have dim(Ext j(M,R)) = dim(Ext j(Ms−1,R))≤ n− j.
If j = n−1 then by 2.2.21 and (2.2) we have the exact sequence
0→ Extn−1(M,R)→ Extn−1(Ms−1,R)→ R/m
therefore by the hypothesis of the induction dim(Extn−1(M,R)) ≤ dim(Extn−1(Ms−1,R)) ≤ 1.
If j > n−1 then by 2.2.21 amnd (2.2) we have the exact sequence
· · · → Ext j(M,R)→ Ext j(Ms−1,R)→ 0
which leads to the exact sequence 0→ T → Extn(M,R)→ Extn(Ms−1,R)→ 0 where T is either
zero or R/m whence dim(Extn(M,R)) = 0.
Now assume that l = dim(M) ≥ 1 and the hypothesis of the induction holds for every finitely
generated R−module of dimension less than l. By 2.2.22 there exists a zero dimensional module
K and x ∈ m such that x is a non-zero divisor on M/K. We have the exact sequence 0→ K→
M → M/K → 0. Since dim(K) = 0 by 2.2.21 Ext j(K,R) = 0 if j < n and Extn(K,R) is a
submodule of R/m. Using the long exact sequence we have
Ext j(M/K,R)→ Ext j(M,R)→ Ext j(K,R)
it is enough to show that dim(Ext j(M/K,R))≤ n− j.
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Set N = M/K. Since x ∈m is a non-zero divisor on N we have the following exact sequence
0→ N x−→ N→ N/xN→ 0
which gives rise the following long exact sequence
· · · → Ext j(N/xN,R)→ Ext j(N,R) x−→ Ext j(N,R)→ Ext j+1(N/xN,R)→ ···
Set Q = Ext j(N,R). Since Q/xQ is isomorphic with a submodule of Ext j+1(N/xN,R) we have
dim(Q/xQ)≤ n− j−1 therefore dim(Q)≤ n− j.
Proposition 2.2.24. Let (R,m) be regular local ring of dimension n and let M be a finitely
generated R−module then Extv(M,R) = 0 for all v < n−dim(M).
Proof. We proceed by induction on l = dim(M). If dim(M)= 0 then by 2.2.21 Ext j(M,R)= 0 if
j 6= n and Extn(M,R) is a submodule of R/m and we are done. Now assume that l = dim(M)> 0
and Extv(S,R) = 0 for all v < n−dim(S) if dim(S)< l. By 2.2.22 M contains a submdule K of
M and x ∈m which is a non-zero divisor on M/K. We have the following exact sequence
0→ K→M→M/K→ 0
thus we have
Ext j(M/K,R)→ Ext j(M,R)→ Ext j(K,R)
It is enough to show that dim(Extv(N,R)) = 0 if v < n−dim(M) where N = M/K. The exact
sequence 0→ N x−→ N→ N/xN→ 0 leads to the exact sequence
Extv(N/xN,R)→ Extv(N,R) x−→ Extv(N,R)→ Extv+1(N/xN,R)
Since dim(N/xN)≤ dim(N)−1 we have v+1< n−dim(N/xN). Since by the hypothesis of the
induction we have Extv(N/xN,R) = Extv+1(N/xN,R) = 0 we have Extv(N,R) =mExtv(N,R).
By NAK Extv(N,R) = 0. This completes the induction.
Theorem 2.2.25. [8, Theorem, 19.3] Let (R,m) be a regular local ring and p a prime ideal then
Rp is again regular.
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Using the above theorem we can extend the definition of local rings to arbitrary commutative
rings.
Definition 2.2.26. A Noetherian ring R is a regular ring if its localization on any prime ideal is
a regular local ring.
Theorem 2.2.27. Let R be regular ring of dimension n and M a finitely generated R−module
then:
1. dim(Ext jR(M,R))≤ n− j for all j ≥ 0.
2. Extv(M,R) = 0 for all v < n−dim(M).
Proof. The results are immediate from 2.2.23, 2.2.24, S−1 ExtiR(M,N)∼= ExtiS−1R(S−1M,S−1N)
for every multiplicatively closed subset S of R, dim(M)= sup{dim(Mp) : p is a prime ideal in R}
and M = 0 iff Mp = 0 for all prime ideals p of R.
Theorem 2.2.28. [3, Theorem, 4.15] Let A be a left and right Noetherian ring, M an A−module
and let µ = w.dim(A) < ∞. If Extv(Ext j(M,A),A) = 0 for all v < j then M has a filtration
R0(M)⊆ ·· · ⊆Rµ(M) = M such that
Rv(M)/Rv−1(M) ↪→ Extµ−v(Extµ−v(M,A),A)
for all v≥ 1.
Theorem 2.2.29. [8, Theorem, 19.5] If R is regular then so are R[X ] and R[[X ]].
Theorem 2.2.30. Let A be a left Noetherian filtered ring, let µ =w.dim(A) and let M be a non-
zero finitely generated A−module then there exists a number 0≤ j ≤ µ with Ext j(M,A) 6= 0.
Proof. Suppose to the contrary that Exti(M,A) = 0 for all integers i≥ 0. By 2.1.17,
Exti(M,N) = 0 for all i > 0 and all right A−modules N. Therefore M is a projective A−module
and hence is a summand of a free module. Thus, there exists an A−module M′ with M⊕M′ =⊕
α A. Clearly Hom(M,A) 6= 0 which is a contradiction. Since µ = liD(A) by 2.2.12, 0 ≤ j ≤
µ .
41
Let w= dim(grΣ(A)) and let grΣ(A) be a regular ring. By 2.2.17 and 2.1.16 we have w.dim(A)≤
w. Let µ = w.dim(A) and let M be a finitely generated A−module then by 2.2.5 there exists a
finite number j(M) with Ext j(M)A (M,A) 6= 0. By the definition of global injective dimension, we
have 0≤ jA(M)≤ µ . The number jA(M) is called the extent of the module M as an A−module.
2.3 Preliminaries on the ring of differentials over the ring of formal
power series
Definition 2.3.1. Let R be a ring containing a field k and M an R−module. A map δ : R→M is
called a k−linear derivation from R to M if it is additive, k−linear and δ (ab) = aδ (b)+bδ (a)
for all a,b ∈ R.
Definition 2.3.2. Let (R,m,k) be local and δ a k−linear derivation from R to R. Clearly
δ (m2) ⊆ m. Hence δ gives rise to an R/m−homomorphism m/m2 → R/m which is called
the tangent map. Let Derk(R) denote the set generated by of all k−linear derivations on R with
multiplication operators defined on elements of R. We say that Derk(R) has maximum rank if
every R/m−homomorphism m/m2→ R/m is a tangent map of some derivation.
Theorem 2.3.3. Let (R,m) be a local ring which contains the field of rational numbers and let
Derk(R) be of maximum rank then R is regular.
Proof. Let n = VdimR/m(m/m2). By 2.2.13 there exists a minimal set of generators x1, . . . ,xn
for m. We define δi : m/m2→ R/m with
δi(x j) =

1, i = j
0, i 6= j
Let t1, . . . , tn be independent indeterminates over R/m. We defineΦ : (R/m)[t1, . . . , tn]→ grm(R)
with Φ(∑rαtα) = ∑rαxα . Clearly Φ is a surjective ring homomorphism. We show that Φ is
injective. Let ∑rαxα11 · · ·xαnn = 0 where − : R→ R/m is the natural map from R to R/m. Let
s =| α∗ |= α∗1 + · · ·+α∗n be maximum in ∑rαxα11 · · ·xαnn . We have ∑|α|=s rαxα11 · · ·xαnn ∈ ms+1.
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Set δ ∗ = δα
∗
1
1 · · ·δα
∗
n
n . Since δi(ml+1)⊆ ml for all l ≥ 0 we have rα∗ ∈ m. Whence ker(Φ) = 0.
By 2.2.20 R is regular.
Now let R= k[[x1, · · · ,xn]] be the ring of power series on n variables over a field of characteristic
zero k. Let Dn(R) stand for the ring of k−linear derivations on R. To be more precise Dn(R)
is generated by di = ∂/∂xi : R→ R and multiplications on R therefore each element of R is a
finite sum of elements of the form fαd
α1
1 · · ·dαnn where fα is an element of R. Dn(R) is filtered
ring with the Σi = {∑ fαdα11 · · ·dαnn : ∑α j = i}. Clearly
grΣ(Dn(R)) = Σ0⊕ (Σ1/Σ0)⊕ (Σ2/Σ1)⊕·· ·= R[d¯1, . . . , d¯n]
Therefore grΣ(Dn(R)) is regular by 2.2.29.
Lemma 2.3.4. [3, Lemma, 4.2] Let M be a left D1−module such that Vdimk(M) < ∞ then
M = 0.
Lemma 2.3.5. Let M be a left Dn(k)−module. Then the Dn(k)−linear map ∆ : M→ (B⊗Dn
M)⊕ (E⊗Dn M) which maps m to (1⊗m,1⊗m) is injective where B = k(xn)⊗k[xn]Dn(k) and
E = k(∂n)< x1, . . . ,xn;∂1, . . . ,∂n−1 >.
Proof. If ∆(m) = 0 then p(xn)m = q(∂n)m = 0. We have D1(k) = k < xn,∂n >. Clearly D1m is
finite dimension whence by 2.3.4 D1m = 0 and therefore m = 0.
Theorem 2.3.6. Let k be a field of characteristic zero then w.dim(Dn(k)) = n.
Proof. ClearlyDn(k)/L∼= k[x1, . . . ,xn]where L is the ideal generated by ∂1, . . . ,∂n. SinceDn(k)
is a flat k[x1, . . . ,xn]−module and w.dim(k[x1, . . . ,xn]) = n therefore w.dim(Dn(k))≥ n.
By 2.1.16 and 2.2.19 we have w.dim(Dn) ≤ w.dim(gr(Dn)) = 2n. Thus the weak dimen-
sion of Dn(k) is finite. We use induction on n to prove the theorem. We have D0(k) = k and
clearly w.dim(k) = 0. Assume that n > 0 and we are done for all integers less than n. We have
Dn(k)= k < x1, . . . ,xn;∂1, . . . ,∂n >. Let B= k(xn)⊗k[xn]Dn(k). Each element of B is a finite sum
of elements of the form fβ∂
β1
1 · · ·∂ βnn where fβ ∈ k(xn)[x1, . . . ,xn−1]. If b ∈ B then there exists
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q(xn) ∈ k[xn] with q(xn)b ∈ Dn(k). We filter B with Σv(B) = {b : b = Σ j≤vb j(x,∂ ′)∂ jn} where
b j(x,∂ ′) ∈ k(xn) < x1, . . . ,xn−1;∂1, . . . ,∂n−1 >= Dn−1(k(xn)). Clearly Σ(B) is filtration on B
with grΣ(B)(B)∼=Dn−1(k(xn))[t]. The ring gr(B) is a polynomial ring in one variable with coeffi-
cients in Weyle algebra Dn−1(k(xn)). By the induction hypothesis, w.dim(Dn−1(k(xn)) = n−1
therefore by 2.2.19 w.dim(gr(B)) = w.dim(Dn−1(k(xn))[t]) = n hence by 2.1.16, w.dim(B)≤
n. Replacing the procedure with ∂n instead of xn we set E = k(∂n) < x1, . . . ,xn;∂1, . . . ,∂n−1 >
and we have w.dim(E)≤ n.
Let M be a Dn(k)−module. Since B is localization of Dn with respect the multiplicatively
closed set k[xn]\0, it is flat over Dn(k). By 2.2.9 we have fdDn(B⊗Dn M)≤ fdB(B⊗Dn M)≤ n.
Since by the induction w.dim(B)≤ n. Similarly we have fdDn(E⊗Dn M)≤ n.
In order to complete the proof we assume that w.dim(Dn(k)) = w > n and look for a contradic-
tion. Let M be a Dn(k)−module with fdDn(k)(M) = w. Using 2.3.5 we have the following exact
sequence
0→M ∆−→ (B⊗M)⊕ (E⊗M)→M→ 0
Since w.dim(M)≤ w by 2.2.7 we have w.dim((B⊗M)⊕ (E⊗M)) = w which is a contradic-
tion. This completes the induction and the proof of this theorem.
Lemma 2.3.7. LetK be the quotient field of R= k[[x1, . . . ,xn]] and let B=K ⊗R Dn⊗kDm(k).
Then w.dim(B)≤ n+m.
Proof. We have Dm(K ) =K < y1, . . . ,ym;∂/∂y1, . . . ,∂/∂ym >. Each element of B is of the
from ∑Qαdα where Qα ∈Dm(K ). We filter B with
Σv(B) = { ∑
|α|≤v
Qαdα : Qα ∈Dm(K )}
Clearly grΣ(B)(B) is isomorphic to the ring of polynomials in n variables overDm(K ) therefore
by 2.1.16, 2.3.6 and 2.2.19 we have w.dim(B)≤ n+m.
Lemma 2.3.8. Let Dn,m = Dn(k)⊗kDm(k). If w is finite and w.dim(Dn,m) = w > n+m then
there exists a left ideal L of Dn,m which contains a non-zero element f ∈ R with fd(Dn,m/L) =
w−1.
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Proof. By 2.2.11 we have
w.dim(Dn,m) = sup{fd(Dn,m/L) : L is a left ideal of Dn,m}
there exists a left ideal L∗ of Dn,m with w.dim(Dn,m/L∗) = w. We have the exact sequence
0→ L∗→ Dn,m→ Dn,m/L∗→ 0. By 2.2.6 we have fd(L∗) = w−1. Since Dn,m is Noetherian,
we may assume that L∗ is maximal with this property. We claim that if L is an ideal of Dn,m
with L∗ ( L then fd(L)≤ w−2. Suppose fd(L)> w−2. By the maximality of L∗ we can only
have fd(L) = w. By 2.2.6 we have fd(L) = fd(Dn,m/L)− 1 ≤ w− 1 which is a contradiction.
Therefore fd(L)≤ w−2.
Let M = Dn,m/L∗ and let B =K ⊗R Dn,m where K is the fraction field of R = k[[x1, . . . ,xn]].
Clearly B is flat over Dn,m. Let M1 = B⊗Dn,m M by 2.2.9 and 2.3.7 we have fdDn,m(M1) ≤
fdB(M1)≤ n+m. Let ∆ : M→M1 be a map from M to M1 which maps m ∈M to 1⊗m ∈M1.
If ∆ is injective we have the following exact sequence
0→M ∆−→M1→M1/∆(M)→ 0
Since fd(M) = w and fd(M1/∆(M))≤ w therefore by 2.2.7 we have fd(M1) = w. But fd(M1)≤
n+m < w which is a contradiction. Therefore ∆ is not injective, hence there exits a non-zero
element t ∈ M with 1⊗ t = 0 in M1. Whence there exists f ∈ R with f t = 0. Let Q be a lift
of t in Dn,m. Clearly f Q ∈ L∗. Let L = L∗+Dn,mQ. By the first part of the proof we have
fd(L) ≤ w− 2. By 2.2.6 the exact sequence 0→ L∗→ L→ L/L∗→ 0 with fd(L/L∗) ≤ w− 1
and fd(L∗) = w− 1 gives fd(L) = w− 1 thus fd(L/L∗) = w. Let L0 = {R ∈ Dn,m : RQ ∈ L∗}.
Clearly L/L∗ ∼= Dn,m/L0 whence fd(L0) = w−1 and clearly f ∈ L0.
Remark 2.3.9. Let GL(n,k) stand for the general linear group of degree n with entries in the
field k. The group GL(n,k) acts on Dn naturally. To be more precise if A = (kiv) ∈ GL(n,k)
andB = (qvi) is its inverse we define x˜i = ∑nv=1 kvixv and d˜i = ∑qivdv. Clearly :˜ Dn→Dn is an
isomorphism of Dn.
Definition 2.3.10. An element f ∈ k[[x1, . . . ,xn]] is said to be regular in xn if f (0, . . . ,0,xn) 6= 0.
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Theorem 2.3.11. [11, Lemma3. ChVII] If 0 6= f ∈ R = k[[x1, · · · ,xn]] then there exists an
invertible linear transformation Φ : R→ R such that Φ( f ) is regular in xn.
Proposition 2.3.12. [11, Corollary1. ChVII] Let f ∈ k[[x1, . . . ,xn]] be regular in xn and let
t be the order of f (0, . . . ,0,xn). If t ≥ 1 then there exist power series g ∈ k[[x1, . . . ,xn]] and
si ∈ k[[x1, . . . ,xn−1]] (i = 0,1, . . . , t−1) such that
f = g(xtn+ st−1x
t−1
n + · · ·+ s0)
where g and si are uniquely determined, g is invertible and none of the si is invertible.
Theorem 2.3.13. [11, Theorem 5. ChVII] Let f ∈ k[[x1, . . . ,xn]] be a non-invertible power series
containing a term of them from axhn where 0 6= a∈ k and h≥ 1. Let t ≥ 1 be the smallest integer of
this property. Then for every g∈ k[[x1, . . . ,xn]] there exist power series u and si ∈ k[[x1, . . . ,xn−1]]
(i = 0, . . . ,s−1) such that
g = u f +
t−1
∑
i=0
sixin
The power series u and si are uniquely determined by g and f .
Proposition 2.3.14. w.dim(Dn(k)⊗kDm(k)) = n+m.
Proof. Let Dn,m = Dn(k)⊗Dm(k). We proceed by induction on n. If n = 0 then Dn,m =Dm(k)
and we are done by 2.3.6. Let n > 0 and we are done for all integers less than n. First we show
that w.dim(Dn,m)≤ n+m. Let w=w.dim(Dn,m). We claim that w is finite. To see this consider
the filtration
η = Σ0⊗kDm(k)⊆ Σ1⊗kDm(k)⊆ Σ2⊗kDm(k)⊆ ·· ·
which gives the associated graded ring
grη(Dn,m) = R[ζ1, . . . ,ζn]⊗kDm(k)
where ζ1, . . . ,ζn are the images of d1, . . . ,dn in Σ1/Σ0. Now filtering the above ring with the
filtration
τ = R[ζ1, . . . ,ζn]⊗k Ξ0 ⊆ R[ζ1, . . . ,ζn]⊗k Ξ1 ⊆ R[ζ1, . . . ,ζn]⊗k Ξ2 ⊆ ·· ·
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gives
grτ(grη(Dn,m)) = R[ζ1, . . . ,ζn,y1, . . . ,yn,ρ1, . . . ,ρm]
where Dm(k) = k < y1, . . . ,ym;∂1, . . . ,∂m > and ρ1, . . . ,ρm are images of ∂1, . . . ,∂m in Ξ1/Ξ0.
Using 2.1.16 two times we have w ≤ 2n+ 2m and hence is finite. If w > n+m then by 2.3.8,
there exists a left ideal L of Dn,m which contains a non-zero element f ∈Rn = k[[x1, · · · ,xn]]with
fd(L)=w−1. By 2.3.11 and 2.3.12, we may assume that f = xtn+r1(x′)xt−1n + · · ·+rt(x′)where
ri(x′)∈Rn−1 = k[[x1, · · · ,xn−1]]. We haveDm+1(k)= k < y1, · · · ,ym,xn;∂/∂y1, · · · ,∂/∂ym,∂/∂xn >
and the inclusion map Dn−1,m+1 = Dn−1⊗Dm+1 ↪→ Dn,m. Set L0 = L∩Dn−1,m+1. By 2.3.13 L
is generated by L0 in Dn,m. Since Dn,m is flat over Dn−1,m+1 we have L∼= Dn,m⊗Dn−1,m+1 L0. By
the induction hypothesis w.dim(Dn−1,m+1) = n+m. Using the exact sequence
0→ L0→ Dn−1,m+1→ Dn−1,m+1/L0→ 0
and the fact that Dn,m is flat over Dn−1,m+1 we have Dn−1,m+1/L0⊗Dn−1,m+1 Dn,m ∼=Dn,m/L. Now
fdDn−1,m+1(Dn−1,m+1/L0) = fdDn−1,m+1(L0)+ 1 by 2.2.6 whence fdDn−1,m+1(L0) ≤ n+m− 1. On
the other hand since Dn,m is flat over Dn−1,m+1 thus
fdDn−1,m+1(L) = fdDn−1,m+1(L0⊗Dn−1,m+1 Dn,m)≤ fdDn−1,m+1(L0)≤ n+m−1
whence fdDn,m(L)≤ fdDn−1,m+1(L)≤ n+m−1 which is a contradiction. Therefore w.dim(Dn,m)≤
n+m.
It remains to show that w.dim(Dn,m)≥ n+m. By 2.2.17 and 2.2.19 we have
w.dim(R⊗k k[y1, . . . ,ym])≥ n+m
Since Dn,m is flat over R⊗k k[y1, . . . ,ym], every flat Dn,m−module is a flat
R⊗k[y1, . . . ,ym]−module, therefore fdDn,m(R⊗k[y1, . . . ,ym])≥ n+m and hence w.dim(Dn,m)≥
n+m. This completes the induction.
Theorem 2.3.15. w.dim(Dn) = n.
Proof. Immediate from 2.3.14 by setting m = 0.
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2.4 Bjo¨rk’s proof of the Bernstein inequality for power series
Now we are in the position to give Bjo¨rk’s proof of the Bernstein inequality. Though it was a
long journey, it gave us a lot of splendid results. Our main reference is [3].
Proposition 2.4.1. Let M be finitely generated Dn−module then d(Ext j(M,Dn)) ≤ 2n− j for
all j ≥ 0.
Proof. By 2.2.29 gr(Dn) = R[d1, . . . ,dn] is a regular ring where R = k[[x1, . . . ,xn]]. Let Γ be a
good filtration for M. By 2.1.12 and 2.2.27 we have
d(Ext j(M,Dn))≤ dim(Ext j(grΓ(M),gr(Dn))≤ 2n− j.
Let M be a finitely generated D−module. Lets recall that the extent of M is the largest integer
j(M) with Ext j(M)(M,Dn) 6= 0.
Lemma 2.4.2. Let M be a finitely generated D−module. Then Extv(M,Dn)= 0 if v< 2n−d(M)
which means that j(M)+d(M)≥ 2n.
Proof. Let Γ be a good filtration on M. By 2.1.9 and 2.1.12 Ext j(M,Dn) does have a filtration Γ∗
such that the gr(D)−module grΓ∗(Ext j(M,Dn)) is a subfactor of the module Ext jgr(D)(grΓ(M),gr(Dn)))
for each j. Since by 2.2.29, gr(D) is a regular ring therefore by 2.2.27 Ext jgr(D)(grΓ(M),gr(Dn)))=
0 when j < 2n−d(M). Hence Ext j(M,Dn) = 0 when j < 2n−d(M) whence
j(M)≥ 2n−d(M).
Corollary 2.4.3. Extv(Ext j(M,Dn),Dn) = 0 if v < j.
Proof. Immediate from 2.4.2 and 2.4.1.
Proposition 2.4.4. Let M be finitely generated D−module then d(M)+ j(M) = 2n.
Proof. By 2.3.15, w.dim(Dn) = n. Therefore by 2.3.4, the Dn−module M has a filtration
R0(M)⊆R1(M)⊆ ·· ·⊆Rn(M)=M with M(v)=Rv(M)/Rv−1(M) ↪→Extn−v(Extn−v(M,Dn),Dn)
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for 1≤ v≤ n. By 2.4.1, d(M(v))≤ d(Extn−v(Extn−v(M,Dn),Dn))≤ n+v. The exact sequence
0→Rv−1(M)→Rv(M)→M(v)→ 0 gives d(Rv) = sup{d(Rv−1(M)),d(M(v))}. Induction
on v shows that d(Rv(M))≤ n+ v.
By 2.4.2, d(M)+ j(M) ≥ 2n. In order to complete the proof we need to show that d(M) ≤
2n− j(M). By the definition of j(M) we have Extn−v(M,Dn) = 0 if n− v < j(M) and hence
Extn−v(Extn−v(M,Dn),Dn)= 0 if n−v< j(M) therefore M(v)= 0 if n−v< j(M). This implies
thatRn− j(M)(M) = M. By the previous paragraph we have
d(M) = d(Rn− j(M)(M))≤ n+n− j(M) = 2n− j(M)
This completes the proof.
The next theorem is a well-known inequality in the theory of D−modules which is called
the Bernstein inequality. All of the materials we presented so far, led to the following result.
Theorem 2.4.5. Let M be a finitely generated D−module then d(M)≥ n.
Proof. We have d(M) = 2n− j(M). Note that since Dn is left Noetherian, j(M)≤ n by 2.2.30
hence d(M)≥ n.
Chapter 3
A Short Proof of the Bernstein
Inequality for the ring of power series
In the previous chapter we went over Bjo¨rk’s proof of the Bernstein ineqaulity. In this chapter
we shall give a short proof of the inequality. While the original proof of the Bernstein inequality
is elegant in its own right, it is indeed lengthy and as we saw it uses a lot of sophisiticated
mathematicial tools. Our proof is inspired by [6] and has an elemantary nature. The main
simplification compared to Bjork’s proof is that our proof does not use homological algebra.
3.1 Preliminaries
Before we present a short proof for Bernstein inequality for the ring of power series, we cover
some theorems needed for our proof. Our main references will be [3] and [11].
Lemma 3.1.1. [3, 3.3.22] Let p be a prime ideal in k[[x1, . . . ,xn]] and put h = ht(p). Then there
exists a k−linear transformation which sends xi to yi = ∑kvixv where (kvi) ∈GL(n,k) such that
k[[x1, . . . ,xn]] is identified with k[[y1, . . . ,yn]]. Let S = k[[yh+1, . . . ,yn]]. Then:
1. p∩S = 0.
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2. There exists an irreducible polynomial t(y′,y1) = ye1+ r1(y
′)ye−11 + · · ·+ re(y′) ∈ S[y1]∩p
where y′ indicates the variables yh+1, . . . ,yn.
Lemma 3.1.2. Let p be a prime ideal of height h in R= k[[x1, . . . ,xn]] then the variables x1, . . .xn
can be chosen so that p∩ k[[xh+1, . . . ,xn]] = 0 and R/p is finite over k[[xh+1, . . . ,xn]].
Proof. By 3.1.1 there exist a change of variables for R such that k[[xh+1, . . . ,xn]]∩p= 0 and for
each 1≤ i≤ h there exists an irreducible polynomial
ti(x′,xi) = xeii + r1i(x
′)xei−1i + · · ·+ reii(x′) ∈ S[xi]∩p
where x′ indicates the variables xh+1, . . . ,xn and S= k[[xh+1, . . . ,xn]]. For each 1≤ i≤ h let si≥ 1
denote the smallest integer such that ti contains a non-zero term of the form ax
si
i . The existence
of the term xeii guarantees the existence of si. We claim that R/p is generated by elements of
the form x j11 · · ·x jhh over S where − : R→ R/p indicates the natural map and 0 ≤ jl ≤ sl − 1
for all 1 ≤ l ≤ h. Let f ∈ R be non-invertible. By 2.3.12 there exists U1 ∈ k[[x1, . . . ,xn]] and
R1, . . . ,Rs1−1 ∈ k[[x2, . . . ,xn]] such that
f =U1t1+
s1−1
∑
i=0
Rixi1
Clearly U1t1 ∈ p since t1 ∈ p. Using 2.3.12 for Ris and t2 we have
Ri =Vit2+
s2−1
∑
j=0
R(i)j x
j
2
Where Vi ∈ k[[x2, . . . ,xn]] and R(i)j ∈ k[[x3, . . . ,xn]]. This process can proceed and after h steps f
can be written as the sum of an element in p and sum of elements of the form R j1··· jhx
j1
1 · · ·x jhh
where R j1··· jh ∈ S and 0≤ jl ≤ sl−1 for all 1≤ l ≤ h.
3.2 A Short Proof for Theorem 2.4.5
Let M be a finitely generated D−module. Clearly M is an R−module. Since R is Noetherian,
there exists some z ∈M with AnnR(z) is a prime ideal. Let p= AnnR(z) and let N = Dz. Note
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that by 2.1.8 we have d(N) ≤ d(M). Therefore, in order to show the Bernstein inequality, it is
enough to show that d(N)≥ n.
Consider the filtration Σ0z⊆ Σ1z⊆ Σ2z⊆ ·· · . We have
gr(N) = Σ0z⊕ (Σ1z/Σ0z)⊕ (Σ2z/Σ1z)⊕·· ·
Clearly the gr(D)−module gr(N) is generated by z ∈ Σ0z whence gr(N) ∼= gr(D)/J where J is
the annihilator of gr(N) as a gr(D)−module. Since gr(N) is a graded gr(D)−module, J has to
be a graded ideal in gr(D) and clearly J∩R = p. We have
d(N) = dim(gr(N)) = dim(gr(D)/J)
We need to show that the dimension of the ring gr(D)/J is at least n. Let D˜ = gr(D)/J and let
D˜i stand for the ith graded piece of D˜ whence D˜ = D˜0⊕ D˜1⊕ D˜2⊕·· · . Let D˜+ ⊆ D˜ be the ideal
generated by elements of positive degree. Clearly D˜+ is a homogeneous prime ideal of D˜, hence
dim(D˜) ≥ dim(D˜/D˜+)+ ht(D˜+). We have D˜/D˜+ ∼= R/p whence dim(D˜/D˜+) = dim(R/p) =
n−h. It follows that it is enough to show that ht(D˜+)≥ h.
Let S ⊆ D˜0 be consisted of non-zero elements of D˜0. Since D˜0 ∼= R/p and p is a prime
ideal in R, S is a multiplicatively closed set. Let K stand for the fraction field of R/p and let
S−1D˜ = S−1D˜0⊕ S−1D˜1⊕ ·· · be the ring obtained from D˜ by inverting every element of S.
Clearly ht(D˜+)≥ ht(S−1D˜+) whence it is enough to show that
ht(S−1D˜+)≥ h.
Clearly
S−1D˜/S−1D˜+ ∼= S−1(D˜/D˜+)∼= S−1(R/p) = K
therefore S−1D˜+ is a maximal ideal of S−1D˜ whence dim(S−1D˜) = ht(S−1D˜+). By 1.2.15 the
function p˜(t) = VdimK(S−1D˜0⊕S−1D˜1⊕·· ·⊕S−1D˜t) is, for sufficiently large t, a polynomial
in t, which we denote p˜(t), and deg p˜(t) = dim(S−1D˜) = ht(S−1D˜+). It is enough to prove that
deg p˜(t)≥ h.
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Let T = k[[xh+1, . . . ,xn]], and let K be the field of fractions of T . By 3.1.2, K is finite
extension of K . Let d be the degree of the extension. Since VdimK (L) = d(VdimK(L)) for
every K−vector space L, we conclude that
q(t) = VdimK (S−1D˜0⊕S−1D˜1⊕·· ·⊕S−1D˜t) = d p(t)
Hence q(t), for sufficiently high t, is a polynomial in t of the same degree as p˜(t). We denote
this polynomial q˜(t). It is enough to show that
deg q˜(t)≥ h.
Since K is finite field extension of K , S−1L =K ⊗T L for every (D˜0 = R/p)−module L.
In particular, S−1D˜0⊕ S−1D˜1⊕ ·· · ⊕ S−1D˜t = (K ⊗T D˜0)⊕ (K ⊗T D˜1)⊕ ·· · ⊕ (K ⊗T D˜t).
But D˜i ∼= Σiz/Σi−1z, hence
q˜(t) = VdimK ((K ⊗T D˜0)⊕ (K ⊗T D˜1)⊕·· ·⊕ (K ⊗T D˜t))
= VdimK (K ⊗T (D˜0⊕ D˜1⊕·· ·⊕ D˜t))
= VdimK (K ⊗T (Σtz))
The last equality and the next lemma use the crucial fact that Σtz and N are T−modules,
henceK ⊗T (Σtz) andK ⊗T N exist (in contrast, Σtz and N are not (D˜0 = R/p)−modules).
Lemma 3.2.1. The set {dt11 · · ·dthh z} ⊆K ⊗T N as t1, . . . , th range over all non-negative integers
is linearly independent overK (by slight abuse of notation we identify the elements dt11 · · ·dthh z
of N with their images inK ⊗T N under localization map N→K ⊗T N that sends every n∈N
to 1⊗n).
Proof. Since K is a finite extension of K , let fi, for very i with 1 ≤ i ≤ h, be the monic
monomial polynomial of x¯i over K , where xi is the image of xi in K. Clearly, fi(xi) ∈ p and
therefore fi(xi)z= 0 while f ′i (xi), where f
′
i is the derivative of fi, in non-zero in K and therefore
f ′i (xi)z 6= 0. We claim that if s > t then
fi(xi)sdti z = 0 (3.1)
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If t = 0 (hence s≥ 1), there is nothing to prove since fi(xi)z = 0. Clearly
fi(xi)sdi = di fi(xi)s− s f ′i (xi) fi(xi)s−1
therefore for t > 0 we have
fi(xi)sdti z = di fi(xi)
sdt−1i z− s f ′i (xi) fi(xi)s−1dt−1i z = 0, (3.2)
where both summands in the middle vanish by induction on t. This proves the claim.
Equalities (3.1) and (3.2) imply by induction on t that
fi(xi)tdti z = (−1)tt! f ′i (xi)tz 6= 0 (3.3)
Now let
γ = ∑
t1,...,th
ct1,...,thd
t1
1 · · ·dthh z,
Where ct1,...,th ∈K be a linear combination of finitely many elements of the set {dt11 · · ·dthh z}.
Let {τ1, . . . ,τh} be an index of highest total degree τ1+ · · ·+τh. Every other ct1,...,thdt11 · · ·dthh z in
this linear combination has some t j with t j < τ j, hence f j(x j)ci1,...,ind
i1
1 · · ·dinn z = 0 and
f1(x1)
τ1 · · · fh(xh)τhγ = cτ1,...,τh f1(x1)τ1 · · · fh(xh)τhdτ11 · · ·dτhh z
= (−1)τ1+···+τht1! · · · th!cτ1,...,τh f ′1(x1)τ1 · · · f ′h(xh)τhz 6= 0
where we use (3.3) and the fact that fi(xi)
τi and f ′i (xi)
τi commute with every dτ jj with j 6= i.
Therefore γ 6= 0.
The number of elements {dt11 · · ·dthh z}, as d1+ · · ·+dh ≤ t, is the number of monomials in h
variables of total degree at most t, which equals
(t+h
h
)
. Since these elements are in Σtz and are
linearly independent, q˜(t)≥ (t+hh ) for sufficiently high t. But q˜(t) is a polynomial in t and (t+hh )
is a polynomial in t of degree h. Hence the degree of q˜(t) is at least h. This completes the proof
of 2.4.5.
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