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Abstract
In this work, we investigate SDEs whose coefficients may depend on the entire past of the solution
process. We introduce different Lipschitz-type conditions on the coefficients. It turns out that for existence
and uniqueness of a strong solution it suffices to have Lipschitz continuity in mean, in a sense to be made
precise. We then investigate when it suffices to have local Lipschitz conditions. Furthermore we consider
the case of drift coefficients which are locally Lipschitz in mean. Finally we show how these results can be
applied to prove existence and uniqueness of solutions in interest rate term structure models.
c© 2006 Elsevier B.V. All rights reserved.
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0. Introduction
The well-known existence and uniqueness result for strong solutions of SDEs with Lipschitz-
type coefficients can be obtained in several settings of varying generality. The setting chosen
in this work is motivated by and in fact tailor-made for applications to term structure models
arising in mathematical finance, which are typically of the following form. Let I ⊂ [0,∞)
be an interval, and X an infinite-dimensional process (t, ω1) 7→ X (t, T, ω1)T∈I (describing a
collection of market observables) on a space Ω1, which satisfies an SDE of the form
X (0, T ) = X0(T ), dX (t, T ) = α(t, T, X)dt + σ(t, T, X)dW 1t (0.1)
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for an m-dimensional Brownian motion W 1 and suitable functions α, σ of the process X . Two
examples are the Heath, Jarrow and Morton (for short, HJM) interest rate framework [4] where
X (t, T ) is the T -forward rate at time t , and the forward implied volatility models for term
structures of option prices introduced in Scho¨nbucher [10] and Schweizer and Wissel [11],
where X (t, T ) is the T -forward implied volatility at time t . In both examples, no-arbitrage
conditions (i.e., economically motivated restrictions on the models) enforce a special form of the
drift function α(t, T, ·) which depends on the quantity ∫ Tt σ(t, s, X)ds, and in forward implied
volatility models in addition on the quantities X (t, T ), X (t, t) and
∫ T
t X (t, s)ds (see [4], Section
4 and [11], Section 2 for details).
The main differences between the type of SDEs considered in this paper and the standard
setting are the following. First, in our case the state variable is infinite-dimensional. This reflects
the fact that in the applications we have in mind, the quantity under consideration at each time t
is a whole function of T (like an interest rate curve in the HJM framework). Secondly, we allow
local instead of global Lipschitz conditions for the coefficients of our SDEs. This is motivated
by the fact that in the application to term structure models, the drift coefficient cannot be chosen
freely, but will be given as a function of the diffusion coefficient, and in general only satisfies
local Lipschitz conditions.
In order to study the existence and uniqueness question, one can view (0.1) as an equation
for the infinite-dimensional process X (t, T, ·)T∈I on the space Ω1, and use the theory of Hilbert-
space valued SDEs given by Da Prato and Zabczyk [2] to obtain existence and uniqueness results.
These methods are employed in Filipovic´ [3] for HJM-type forward rate models, and are the
natural way of dealing with (0.1) for an analysis of the geometric properties of X . In contrast, in
this work we are mainly interested in existence and uniqueness results. The idea is now to view
X = X (t, ·, ·) as a process on the space Ω = I ×Ω1, reducing the dimension of the range space
and enlarging the dimension of the domain space of X . Working on the space Ω , we are able to
obtain existence and uniqueness results for (0.1) without using the theory of Hilbert-space valued
SDEs. To this end, we formulate different weak types of Lipschitz conditions for SDEs which
are still sufficient for existence and uniqueness results and cover the form of coefficients arising
in the models of the form (0.1).
The paper is structured as follows. In Section 1, we introduce the relevant notation and
definitions. Section 2 contains a first straightforward adaptation of the standard existence result
to our setting. The main result is given in Section 3, where we deal with local conditions.
Section 4 studies a different variation of local conditions, and in Section 5 we show as an example
application how our main result can be used in HJM interest rate models.
1. Lipschitz-type coefficients: Notation and definitions
We now introduce the relevant notation and definitions for our existence results. For a
comparison with other settings for strong solutions of SDEs in some standard references on the
topic, see the comments at the end of this section. In this work, we consider the following set-
up. Let T0 > 0. Let (Ω ,G, P) be a probability space, G = (Gt )0≤t≤T0 a filtration on (Ω ,G, P)
satisfying the usual conditions, andW anm-dimensional Brownian motion with respect to P and
G. Throughout this work, “adapted” and “stopping time” stand for “G-adapted” and “G-stopping
time”.
We first introduce the space in which we construct solutions.
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Definition 1.1. Fix p ≥ 1 and d ∈ N. We define S pc to be the space of all Rd -valued, adapted,
P-a.s. continuous processes X which satisfy
‖X‖p := E
[
sup
0≤t≤T0
|X (t)|p
]
<∞;
we identify X and X ′ in S pc if ‖X − X ′‖ = 0.
Note that the space S pc is the subspace of all continuous processes in the space S p of Protter [8,
p. 244], and the norm ‖ · ‖ is the same as the norm ‖ · ‖S p in [8]. (S pc , ‖ · ‖) is a Banach space;
this is shown analogously to the result for L p spaces using that the P-a.s. limit of G-adapted
processes is G-adapted by completeness of G.
We now turn to the question of how the coefficients may depend on the solution process. We
consider the following class of coefficients.
Definition 1.2. Let n, d ∈ N. A map
f : [0, T0] × Ω × {X | X Rd -valued adapted process} → Rn
is called (S pc -)progressively measurable if for each X ∈ S pc the map
(t, ω) 7→ f (t, ω, X)
is progressively measurable and satisfies for all X ∈ S pc
f (t, ·, X)I{t≤τ(·)} = f (t, ·, X τ )I{t≤τ(·)}∀t a.s. (1.1)
for each deterministic time τ .
Throughout this work, let Y denote a G0-measurable function on Ω satisfying
Y ∈ L p(P). (1.2)
Finally define for progressively measurable functions β, v the map
Φ(X)(t) := Y (·)+
∫ t
0
β(u, ·, X)du +
∫ t
0
v(u, ·, X)dWu (X ∈ S pc , t ∈ [0, T0]). (1.3)
Clearly, X is a fixed point of Φ if and only if X is a solution of the SDE
X (0) = Y, dX (t) = β(t, ·, X)dt + v(t, ·, X)dWt . (1.4)
We now look for minimal Lipschitz-type conditions which guarantee existence and
uniqueness of a fixed point of Φ. We work with the following concept.
Definition 1.3. An S pc -progressively measurable function f is called
(a) Lipschitz in mean (on S pc ) if there exists a function C on [0, T0] with C(t) t→0→ 0 such that for
all X, X ′ ∈ S pc and t ∈ [0, T0]
E
[(∫ t
0
| f (u, ·, X)− f (u, ·, X ′)|2du
) p
2
] 1
p
≤ C(t) ∥∥X − X ′∥∥ ;
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(b) weakly Lipschitz in mean (on S pc ) if there exists a function C on [0, T0] with C(t) t→0→ 0 such
that for all X, X ′ ∈ S pc and t ∈ [0, T0]
E
[(∫ t
0
| f (u, ·, X)− f (u, ·, X ′)|du
)p] 1p
≤ C(t) ∥∥X − X ′∥∥ .
The motivation for these definitions is simple. As we shall see below in Theorem 2.2,
Definition 1.3(a) and (b) come out as minimal assumptions which allow maintaining literally
the same proof for existence and uniqueness of a fixed point of Φ as in the well-known standard
case.
A natural question that arises is in which way these conditions can be localized if one is
only looking for local existence and uniqueness of a solution. To this end, we need to impose
further structural assumptions on both the stochastic set-up (Ω ,G,G, P) and on the coefficients.
The motivating idea is as follows. Suppose that the underlying probability space factors into
two components, Ω = Ω0 × Ω1, and the dependence of the coefficients f on X is of the form
f
(
t, (ω0, ω1), X
) = f˜ (t, (ω0, ω1), X (t˜, ω˜0, ω1)t˜≤t,ω˜0∈Ω0). Loosely speaking, the dependence
of f on X in the first factor of the underlying space Ω is still on the whole process, while in
the second factor the dependence on X is now pathwise as in the standard case. For a concrete
choice of Ω0, Ω1, see the term structure modelling framework at the beginning of Section 5.1.
This idea can be slightly generalized in the following way. Let F ⊆ G be a sub-σ -algebra
of G.
Definition 1.4. Let n, d ∈ N. We say an (S pc -)progressively measurable map f : [0, T0] × Ω ×
{X | X Rd -valued adapted process} → Rn is strongly (S pc -)progressively measurable if (1.1)
holds for each F-measurable stopping time τ .
The following example makes the above motivating idea precise.
Example 1.5. Let (Ω1,F1, P1) be a probability space, F1 = (F1t )0≤t≤T0 a filtration on this
space satisfying the usual conditions, W 1 an m-dimensional Brownian motion with respect to
P1 and F1. Let (Ω0,F0, P0) be another probability space, F0 = (F0t )0≤t≤T0 a right-continuous
filtration on this space, and
(Ω ,G, P) := (Ω0 × Ω1,F0 ⊗ F1, P0 ⊗ P1).
Let N denote the family of P-zero sets in G, and G the filtration given by
Gt :=
(
F0t ⊗ F1t
)
∨N , t ∈ [0, T0].
We define a sub-σ -algebra F ⊆ G by
F :=
(
{∅,Ω0} ⊗ F1
)
∨N ,
and a process W on Ω by Wt (ω0, ω1) := W 1t (ω1) for all (ω0, ω1) ∈ Ω . It is straightforward to
check that (Wt )0≤t≤T0 is a (G, P)-Brownian motion on Ω .
Throughout this work, we impose the following condition on our underlying stochastic set-up
(Ω ,G,G, P) and F .
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Assumption 1.6. We assume that there exists a map q : S pc → S pc such that for each X ∈ S pc ,
the process q(X) satisfies
q(X)(t) = E
[
sup
0≤u≤t
|X (u)|p
∣∣∣∣∣F
] 1
p
P-a.s. ∀t ∈ [0, T0]. (1.5)
In other words, the right-hand side of (1.5) admits a version with P-a.s. continuous trajectories.
Note that ‖X‖p = E[q(X)(T0)p].
Assumption 1.6 is satisfied in Example 1.5. To see this, note that for X ∈ S pc and At :=
sup0≤u≤t |X (u)|p, Bt (ω0, ω1) := EP0 [At (·, ω1)], we have
Bt (ω0, ω1) = EP [At (·, ·) | F] (ω0, ω1) P-a.s. ∀t ∈ [0, T0].
It is easy to see that Bt is ({∅,Ω0}⊗F1t )∨N -measurable, and hence Gt -measurable. Finally,
for P1-a.e. ω1, the process At (·, ω1) on Ω0 is P0-a.s. continuous and sup0≤t≤T0 |At (·, ω1)| ≤
AT0(·, ω1) ∈ L1(P0), so by the dominated convergence theorem EP0 [At (·, ω1)] is continuous.
Hence q(X)(t) := B
1
p
t does the job.
The reason for introducing the additional σ -algebra F is the following. In general, we are
not able to obtain an existence result under a local version of Lipschitz in mean coefficients
(exceptions are discussed in Section 4). We therefore measure in Definition 1.7 below Lipschitz
continuity and explosion of the coefficients in an F-measurable way (in terms of the function q),
i.e., in a finer way than in Definition 1.3. The subsequent local formulation in Definition 1.8 then
allows us to prove a local existence result in Section 3.
Under Assumption 1.6, we can now define for each X ∈ S pc a sequence of [0, T0] ∪ {∞}-
valued stopping times τN (X), N ∈ N by
τN (X) := inf{t ∈ [0, T0] | q(X)(t) ≥ N } (1.6)
with the convention inf ∅ = ∞. Note that as a random variable, τN (X) is F-measurable. Also
note that for each F-measurable [0, T0]-valued random time σ , we have
q(X)(σ ) := q(X)(t)|t=σ = E
[
sup
0≤u≤σ
|X (u)|p
∣∣∣∣∣F
] 1
p
P-a.s. (1.7)
If σ takes only finitely many values, this can be shown by considering a partition of Ω and
using Assumption 1.6. For arbitrary σ , (1.7) follows by approximating σ by a sequence of F-
measurable stopping times taking only finitely many values.
We can now formulate our new type of Lipschitz conditions for (strongly) progressively
measurable functions.
Definition 1.7. An S pc -progressively measurable function f is called
(a) Lipschitz (on S pc ) if there exists a function C on [0, T0] with C(t) t→0→ 0 such that for all
X, X ′ ∈ S pc and t ∈ [0, T0]
E
[(∫ t
0
∣∣ f (u, ·, X)− f (u, ·, X ′)∣∣2 du) p2 ∣∣∣∣∣F
] 1
p
≤ C(t)q(X − X ′)(t);
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(b) weakly Lipschitz (on S pc ) if there exists a function C on [0, T0] with C(t) t→0→ 0 such that for
all X, X ′ ∈ S pc and t ∈ [0, T0]
E
[(∫ t
0
∣∣ f (u, ·, X)− f (u, ·, X ′)∣∣ du)p∣∣∣∣F]
1
p
≤ C(t)q(X − X ′)(t).
Definition 1.8. An S pc -progressively measurable function f is called
(a) locally Lipschitz (on S pc ) if there exists a sequence of functions CN on [0, T0] with
CN (t)
t→0→ 0 such that for all X, X ′ ∈ S pc and t ∈ [0, T0]
E
(∫ t∧τN (X)∧τN (X ′)
0
∣∣ f (u, ·, X)− f (u, ·, X ′)∣∣2 du) p2
∣∣∣∣∣∣F

1
p
≤ CN (t)q(X − X ′)
(
t ∧ τN (X) ∧ τN (X ′)
) ;
(b) weakly locally Lipschitz (on S pc ) if there exists a sequence of functions CN on [0, T0] with
CN (t)
t→0→ 0 such that for all X, X ′ ∈ S pc and t ∈ [0, T0]
E
[(∫ t∧τN (X)∧τN (X ′)
0
∣∣ f (u, ·, X)− f (u, ·, X ′)∣∣ du)p∣∣∣∣∣F
] 1
p
≤ CN (t)q(X − X ′)
(
t ∧ τN (X) ∧ τN (X ′)
)
.
Examples for SDEs whose coefficients satisfy such Lipschitz conditions are the forward rate
SDEs arising in the HJM interest rate models (see Section 5.2) and the forward implied volatility
SDEs in [11]. We also consider the following way of localizing Lipschitz in mean conditions,
which we analyze further in Section 4.
Definition 1.9. An S pc -progressively measurable function f is called
(a) locally Lipschitz in mean (on S pc ) if there exist functions CN on [0, T0] with CN (t) t→0→ 0 and
for each X¯ ∈ S pc a sequence of F-measurable stopping times σN with σN ↗ ∞ a.s. such
that for any X, X ′ ∈ S pc with |X |, |X ′| ≤ X¯ ,
E
[(∫ t∧σN
0
∣∣ f (u, ·, X)− f (u, ·, X ′)∣∣2 du) p2 ] 1p ≤ CN (t) ∥∥X − X ′∥∥ ;
(b) weakly locally Lipschitz in mean (on S pc ) if there exist functions CN on [0, T0] with
CN (t)
t→0→ 0 and for each X¯ ∈ S pc a sequence of F-measurable stopping times σN with
σN ↗∞ a.s. such that for any X, X ′ ∈ S pc with |X |, |X ′| ≤ X¯ ,
E
[(∫ t∧σN
0
∣∣ f (u, ·, X)− f (u, ·, X ′)∣∣ du)p] 1p ≤ CN (t) ∥∥X − X ′∥∥ .
Remark. (1) The definitions of the different types of Lipschitz continuity depend on p. We
usually omit the addendum “on S pc ” if we consider one fixed value of p.
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(2) It follows easily from Jensen’s inequality
∣∣∣∫ ba f (t)dt∣∣∣2 ≤ (b−a) ∫ ba | f (t)|2dt that a function
which is Lipschitz (locally Lipschitz/Lipschitz in mean/locally Lipschitz in mean) is also
weakly Lipschitz (locally Lipschitz/Lipschitz in mean/locally Lipschitz in mean).
(3) Clearly we have that “Lipschitz” ⇒ “Lipschitz in mean” ⇒ “locally Lipschitz in mean”,
and also “Lipschitz” ⇒ “locally Lipschitz” (by (1.7)) and “locally Lipschitz” ⇒ “locally
Lipschitz in mean” (for a locally Lipschitz function and X¯ ∈ S pc , take σN := τN (X¯) and
note that for |X | ≤ X¯ we have q(X¯) ≥ q(X) a.s. and thus τN (X¯) ≤ τN (X) a.s.). The same
implications hold for the corresponding weak conditions.
(4) If we take F = G, then the conditions in Definitions 1.7(a) and 1.8(a) boil down to the
standard (locally) Lipschitz conditions usually imposed for strong solutions of SDEs (see
e.g. Protter [8], sections V.3 and V.7).
Usually (see e.g. Karatzas and Shreve [6, Chap. 5.2], Revuz and Yor [9, Chap. IX.2], or Jacod
[5, Chap. XIV.1b]), the coefficients for a given ω may depend on the current value X (t, ω)
or on the trajectory X (u, ω)u≤t . In contrast, here we allow the coefficients for a given ω to
depend on the entire process X (u, ω′)u≤t,ω′∈Ω up to current time; note that this includes a
possible dependence on all ω′ ∈ Ω , not only on the given ω. The “process Lipschitz” and
“functional Lipschitz” coefficients defined in Protter [8, p. 250] are of the same form as the
strongly progressively measurable and Lipschitz coefficients in our setting for F = G. These
conditions of [8] can be weakened to our setting for F 6= G and to local conditions if one
restricts to Brownian motion and Lebesgue measure as integrator processes. On the other hand,
the question of whether one can generalize the set-up of this paper to more general integrators
such as general semimartingales (see Protter [8]) and random measures (see Jacod [5]) is not
considered here.
2. Lipschitz in mean coefficients
In this section we obtain the basic existence and uniqueness result for coefficients which are
Lipschitz in mean. The proof is almost literally the same as in the classical case. We use the
following terminology.
Definition 2.1. Let X0 ∈ S pc . An S pc -progressively measurable function f is called bounded in
mean at X0 if
E
(∫ T0
0
| f (t, ·, X0)|2dt
) p
2
 1p <∞; (2.1)
it is called weakly bounded in mean at X0 if
E
[(∫ T0
0
| f (t, ·, X0)|dt
)p] 1p
<∞; (2.2)
it is called bounded at X0 if there exists a constant C such that
| f (t, ·, X0)|p ≤ C ∀t, a.s.
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It is called at most linearly growing (in mean for S pc ) if for some function C on [0, T0] with
C(t)
t→0→ 0 and all X ∈ S pc
E
[(∫ t
0
| f (u, ·, X)|2du
) p
2
] 1
p
≤ C(t) (1+ ‖X‖) (2.3)
and at most weakly linearly growing (in mean for S pc ) if for some function C on [0, T0] with
C(t)
t→0→ 0 and all X ∈ S pc
E
[(∫ t
0
| f (u, ·, X)|du
)p] 1p
≤ C(t) (1+ ‖X‖) . (2.4)
Recall the definition of Φ in (1.3), and remember that a fixed point of Φ is a solution to
the SDE (1.4), and vice versa. We now have the following generalization of the existence and
uniqueness result for SDEs under Lipschitz and linear growth conditions.
Theorem 2.2. Let X0 ∈ S pc . Assume that β and v are progressively measurable functions, v is
Lipschitz in mean on S pc and bounded in mean at X0, and β is weakly Lipschitz in mean on S pc
and weakly bounded in mean at X0. Then Φ maps S pc into itself and has a unique fixed point in
S pc .
Proof. Like in the proof of the classical result, we use a fixed point argument. First, since β and
v are progressively measurable, the continuous process Φ(X) is adapted. Next, for X, X ′ ∈ S pc
we have
sup
0≤t≤T0
|Φ(X)(t)− Φ(X ′)(t)|
≤
∫ T0
0
|β(u, ·, X)− β(u, ·, X ′)|du + sup
0≤t≤T0
∣∣∣∣∫ t
0
(
v(u, ·, X)− v(u, ·, X ′)) dWu∣∣∣∣ .
Taking pth powers, expectations and using that β is weakly Lipschitz in mean, we obtain
∥∥Φ(X)− Φ(X ′)∥∥p = E[ sup
0≤t≤T0
|Φ(X)(t)− Φ(X ′)(t)|p
]
≤ 2p−1C(T0)p
∥∥X − X ′∥∥p + 2p−1E[ sup
0≤t≤T0
∣∣∣∣∫ t
0
1v(u)dWu
∣∣∣∣p
]
,
(2.5)
where we have used the abbreviation 1v(u) := v(u, ·, X) − v(u, ·, X ′). By applying the
Burkholder–Davis–Gundy inequalities to the continuous local martingale Mt :=
∫ t
0 1v(u)dWu
(t ∈ [0, T0]) and then using that v is Lipschitz in mean, we have for a constant C p depending
only on p that
E
[
sup
0≤t≤T0
|Mt |p
]
≤ C pE
(∫ T0
0
|1v(u)|2du
) p
2
 ≤ C pC(T0)p ∥∥X − X ′∥∥p .
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Plugging this estimate into (2.5), we obtain∥∥Φ(X)− Φ(X ′)∥∥p ≤ (2p−1C(T0)p + 2p−1C pC(T0)p) ∥∥X − X ′∥∥p . (2.6)
Finally we have
sup
0≤t≤T0
|Φ(X0)(t)|p ≤ 3p−1|Y (·)|p + 3p−1
(∫ T0
0
|β(u, ·, X0)|du
)p
+ 3p−1 sup
0≤t≤T0
∣∣∣∣∫ t
0
v(u, ·, X0)dWu
∣∣∣∣p . (2.7)
By the Burkholder–Davis–Gundy inequalities we obtain similarly to above
E
[
sup
0≤t≤T0
∣∣∣∣∫ T0
0
v(u, ·, X0)dWu
∣∣∣∣p
]
≤ C pE
(∫ T0
0
|v(u, ·, X0)|2du
) p
2
 ,
and so taking expectations in (2.7) and using (1.2) and (weak) boundedness in mean, we obtain
that ‖Φ(X0)‖p < ∞. This together with (2.6) yields that Φ maps S pc into itself, and by (2.6) it
is a contraction if T0 is small enough; this uses that C(t) → 0 as t → 0. Hence, for small T0,
there exists a unique fixed point by Banach’s fixed point theorem. For arbitrary T0, a solution is
obtained as usual by pasting together solutions on small intervals, and uniqueness follows from
uniqueness on the small intervals. 
Corollary 2.3. Assume that β and v are strongly progressively measurable functions satisfying
the conditions of Theorem 2.2. Let τ be an F-measurable stopping time and suppose that we
have X1, X2 ∈ S pc such that
X j (t ∧ τ) = Φ(X j )(t ∧ τ) ∀t
for j = 1, 2. Then X τ1 = X τ2 .
Proof. We have for j = 1, 2
X τj (t) = X j (t ∧ τ) = Y +
∫ t
0
β(u, ·, X j )I{u≤τ }du +
∫ t
0
v(u, ·, X j )I{u≤τ }dWu
= Y +
∫ t
0
β(u, ·, X τj )I{u≤τ }du +
∫ t
0
v(u, ·, X τj )I{u≤τ }dWu .
Since the functions β˜(t, ·, X) := β(t, ·, X)I{t≤τ }, v˜(t, ·, X) := v(t, ·, X)I{t≤τ } again satisfy the
conditions of Theorem 2.2, the assertion follows from the uniqueness statement of Theorem 2.2
applied to β˜, v˜. 
Sometimes one is interested in solution processes which only take values in some subset Γ of
Rd . Then the following result will be useful.
Proposition 2.4. Let Γ ⊆ Rd be a closed subset. Let u, v be progressively measurable processes,
u locally integrable and v locally square-integrable (in t , P-a.s.), and X (0) ∈ Γ . Let
X (t) = X (0)+
∫ t
0
u(s)ds +
∫ t
0
v(s)dWs (0 ≤ t <∞).
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If X and u, v satisfy a.s.
for all t, X (t) ∈ Rd \ Γ ⇒ u(t) = 0 and v(t) = 0,
then X (t) ∈ Γ for all t ≥ 0 a.s.
Proof. Let τ := inf{t ≥ 0|X (t) 6∈ Γ }. For  > 0 define
τ := inf{t ≥ 0|dist(X (t),Γ ) = },
τ ∗ := inf
{
t ≥ 0
∣∣∣∣∃t ′ ∈ (0, t)s.t. dist(X (t ′),Γ ) = 2 , dist(X (t),Γ ) ∈
{

4
,
3
4
}}
.
On the set {τ <∞}, we have by continuity of the paths τ 2 < τ ∗ < τ and also X (τ 2 ) 6= X (τ ∗ ).
But ∫ τ∗
τ 
2
u(s)ds +
∫ τ∗
τ 
2
v(s)dWs = 0 P-a.s.
by assumption. Hence P[τ <∞] = 0. Now since Rd \ Γ is open, we have
{τ <∞} =
⋃
n∈N
{τ 1
n
<∞}.
Hence P[τ <∞] = 0. 
3. Locally Lipschitz coefficients
In this section, we establish the main result of this paper, which treats the case where the
coefficients are locally Lipschitz. We obtain a generalization of the existence and uniqueness
result for locally Lipschitz coefficients which depend only on the current state X (t, ω) of the
process (see Protter [8], Theorem V.38).
We have the following result.
Theorem 3.1. (a) Let X0 ∈ S pc be uniformly bounded in t, ω. Assume that β and v are strongly
progressively measurable functions which are bounded at X0, v is locally Lipschitz on S pc ,
and β is weakly locally Lipschitz on S pc . Then there exist an F-measurable stopping time
τ and a unique continuous adapted process X on {t < τ } such that X (t) = Φ(X)(t) on
{t < τ } and limt→τ E[sup0≤u≤t |X (u)|p | F] = ∞ on {τ <∞} a.s.
(b) Moreover, if v is at most linearly growing and β at most weakly linearly growing, then
τ = ∞ and X ∈ S pc .
We have imposed the condition that X0 is uniformly bounded, i.e. that ‖X0‖∞ :=
supt∈[0,T0],ω∈Ω |X0(t)(ω)| < ∞, for technical reasons (see the next result). For the proof of
Theorem 3.1 we need the following auxiliary result.
Lemma 3.2. (a) Let f be weakly locally Lipschitz on S pc and bounded at some uniformly
bounded X0 ∈ S pc . Let ϕ(x) := (x ∨ 0) ∧ 1 for x ∈ R and define
hN (t, X) := ϕ(N − q(X)(t)).
Then for N > ‖X0‖∞ the function f × hN is weakly Lipschitz on S pc .
(b) If f is locally Lipschitz on S pc and bounded at X0, then for N > ‖X0‖∞ the function f ×hN
is Lipschitz on S pc .
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Proof. We show part (a); part (b) is proved analogously. Clearly we have |ϕ(x)−ϕ(y)| ≤ |x− y|
and also q(X + X ′)(t) ≤ q(X)(t)+ q(X ′)(t) for X, X ′ ∈ S pc (this is proved like the Minkowski
inequality). For X, X ′ ∈ S pc it follows that
|hN (t, X)− hN (t, X ′)| ≤ |q(X)(t)− q(X ′)(t)| ≤ q(X − X ′)(t).
Let now f be weakly locally Lipschitz and bounded at X0. Then
| f (t, X)hN (t, X)− f (t, X ′)hN (t, X ′)|
≤ [| f (t, X)− f (t, X ′)|hN (t, X ′)+ |hN (t, X)− hN (t, X ′)|| f (t, X)|] I{τN (X ′)≤τN (X)}
+ [| f (t, X)− f (t, X ′)|hN (t, X)+ |hN (t, X)− hN (t, X ′)|| f (t, X ′)|] I{τN (X)<τN (X ′)}.
Hence using the definitions of hN and τN yields for N > ‖X0‖∞ that∫ t
0
| f (u, X)hN (u, X)− f (u, X ′)hN (u, X ′)|du
≤
∫ t∧τN (X ′)
0
| f (u, X)− f (u, X ′)|duI{τN (X ′)≤τN (X)}
+
∫ t∧τN (X)
0
| f (u, X)− f (u, X ′)|duI{τN (X)<τN (X ′)}
+ sup
0≤u≤t
|hN (u, X)− hN (u, X ′)|du
×
∫ t∧τN (X)
0
(| f (u, X)− f (u, X0)| + | f (u, X0)|)du
+ sup
0≤u≤t
|hN (u, X)− hN (u, X ′)|du
×
∫ t∧τN (X ′)
0
(| f (u, X ′)− f (u, X0)| + | f (u, X0)|) du
≤
∫ t∧τN (X)∧τN (X ′)
0
| f (u, X)− f (u, X ′)|du
+ q(X − X ′)(t)
∫ t∧τN (X)∧τN (X0)
0
(| f (u, X)− f (u, X0)| + | f (u, X0)|) du
+ q(X − X ′)(t)
∫ t∧τN (X ′)∧τN (X0)
0
(| f (u, X ′)− f (u, X0)| + | f (u, X0)|)du.
We now take pth powers and E[·|F] here. Since q(X − X ′)(t) is F-measurable and f is weakly
locally Lipschitz and bounded at X0, we obtain
E
[(∫ t
0
| f (u, X)hN (u, X)− f (u, X ′)hN (u, X ′)|du
)p∣∣∣∣F]
≤ 3p−1C pN
(
q(X − X ′)(t))p + 3p−1 (q(X − X ′)(t))p
× 2p−1 (2C p + (q(X − X0)(t ∧ τN (X) ∧ τN (X0)))p
+ (q(X ′ − X0)(t ∧ τN (X ′) ∧ τN (X0)))p)
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≤ 3p−1C pN
(
q(X − X ′)(t))p
+ 3p−1 (q(X − X ′)(t))p × 2p−1 (2C p + (N + N )p + (N + N )p) .
Hence f × hN is weakly Lipschitz. 
Now we come to the
Proof of Theorem 3.1. (a) Let βN := β × hN and vN := v × hN . By Lemma 3.2, we have
for N > ‖X0‖∞ that βN is weakly Lipschitz, vN is Lipschitz, and they are again (weakly)
S pc -bounded at X0 since 0 ≤ hN ≤ 1. Hence, by Theorem 2.2 the map
ΦN (X)(t) := Y (·)+
∫ t
0
βN (u, ·, X)du +
∫ t
0
vN (u, ·, X)dWu
has a unique fixed point XN ∈ S pc . Let ρN := τN−1(XN ). Using the definitions of ρN and hN ,
we get q(XN )(u) ≤ N − 1 for u ≤ ρN and therefore for M ≥ N
hN (u, XN ) = 1 = hM (u, XN ) for u ≤ ρN .
This yields for M ≥ N
XN (t ∧ ρN ) = ΦN (XN )(t ∧ ρN ) = ΦM (XN )(t ∧ ρN ),
and by construction
XM (t ∧ ρN ) = ΦM (XM )(t ∧ ρN ).
Since ρN is F-measurable and βM , vM are strongly progressively measurable, it follows from
Corollary 2.3 that XρNN = XρNM . Hence we have ρM ≥ ρN , and we can define τ := limN→∞ ρN
and
X (t) := I{t≤ρN }XN (t)+
∞∑
j=N+1
I{ρ j−1<t≤ρ j }X j (t)
on {t < τ }. We obtain XρN = XρNN and since β, v are strongly progressively measurable, again
using the definition of ρN yields
XρN (t) = XρNN (t) = ΦN (XN )(t ∧ ρN ) = Φ(XN )(t ∧ ρN ) = Φ(X)(t ∧ ρN ).
It follows that X (t ∧ τ) = Φ(X)(t ∧ τ), whence we have existence. Uniqueness follows via
Theorem 2.2 from stopping at ρN . Finally for the last statement, note that on {τ <∞}
E
[
sup
0≤u≤ρN
|X (u)|p | F
] 1
p
= q(XN )(ρN ) = N − 1 (3.1)
and let N →∞ here.
(b) First suppose that T0 > 0 is so small that for C p being the constant in the
Burkholder–Davis–Gundy inequalities and C the function from (2.3) and (2.4) we have
6p−1C(T0)p + 6p−1C pC(T0)p ≤ 12 . (3.2)
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We have XρN (t) = Φ(X)(t ∧ ρN ) = Φ(XρN )(t ∧ ρN ) since β and v are strongly progressively
measurable, and this implies∣∣XρN (t)∣∣p ≤ 3p−1|Y |p + 3p−1 (∫ ρN∧T0
0
|β(u, ·, XρN )|du
)p
+ 3p−1
∣∣∣∣∫ ρN∧T0
0
v(u, ·, XρN )dWu
∣∣∣∣p .
Using (2.3) and (2.4), and the Burkholder–Davis–Gundy inequalities as in the proof of
Theorem 2.2, we obtain∥∥XρN ∥∥p ≤ 3p−1E [|Y |p]+ 3p−1C(T0)p2p−1 (1+ ∥∥XρN ∥∥p)
+ 3p−1C pC(T0)p2p−1
(
1+ ∥∥XρN ∥∥p) .
Now (3.2) implies
E
[
sup
0≤t≤T0
∣∣XρN (t)∣∣p] = ∥∥XρN ∥∥p ≤ 2× 3p−1E [|Y |p]+ 1,
and this together with (3.1) yields limN→∞ ρN = ∞ a.s. For arbitrary T0, we use the usual
pasting argument. 
We conclude this section with a result which provides a class of (weakly) locally Lipschitz
coefficients that arise in applications.
Proposition 3.3. Let n ≥ 2, X0 ∈ Rd , p, p2, . . . , pn ≥ 1 and suppose that f1, . . . , fn are
progressively measurable functions which are bounded at X0. Suppose that there are constants
CN (N ∈ N) such that for all X, X ′ ∈ S pc , t ∈ [0, T0], and τ := t ∧ τN (X) ∧ τN (X ′), we have
E
[∫ τ
0
∣∣ f1(u, ·, X)− f1(u, ·, X ′)∣∣p du∣∣∣∣F] ≤ CN (q(X − X ′)(τ ))p , (3.3)∫ τ
0
| f j (u, ·, X)− f j (u, ·, X ′)|p j du ≤ CN
(
q(X − X ′)(τ ))p j ( j = 2, . . . , n). (3.4)
Then the function f1 · · · fn is progressively measurable and bounded at X0. If λ := 1p + 1p2 +
· · · + 1pn < 1, it is weakly locally Lipschitz in S
p
c , and if λ < 12 it is locally Lipschitz in S
p
c .
Proof. We show the assertion for λ < 1; the assertion for λ < 12 is proved similarly.
Clearly f1 · · · fn is progressively measurable and bounded at X0. Write f j := f j (u, ·, X),
f ′j := f j (u, ·, X ′). Now
| f1 · · · fn − f ′1 · · · f ′n|
≤ | f1 − f ′1|| f2 · · · fn| + | f ′1|| f2 − f ′2|| f3 · · · fn| + · · · + | f ′1 · · · f ′n−1|| fn − f ′n|.
By Ho¨lder’s inequality applied after multiplying with 1, we obtain∫ τ
0
| f1 · · · fn − f ′1 · · · f ′n|du
≤ t1−λ
(∫ τ
0
| f1 − f ′1|pdu
) 1
p
(∫ τ
0
| f2|p2du
) 1
p2 × · · · ×
(∫ τ
0
| fn|pndu
) 1
pn + · · ·
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+ t1−λ
(∫ τ
0
| f ′1|pdu
) 1
p × · · · ×
(∫ τ
0
| f ′n−1|pn−1du
) 1
pn−1
(∫ τ
0
| fn − f ′n|pndu
) 1
pn
.
(3.5)
For j = 2, . . . , n, assumption (3.4) and the definition of τ yield∫ τ
0
| f j |p j du ≤ 2p j−1
∫ τ
0
(| f j (u, ·, X0)|p j + | f j (u, ·, X)− f j (u, ·, X0)|p j )du
≤ 2p j−1(T0C p j + CN (q(X − X0)(τ ))p j )
≤ 2p j−1(T0C p j + CN (N + |X0|)p j ) =: AN
and the same estimate for f j replaced by f ′j . Using that f1 is bounded at X0 and satisfies (3.3)
similarly gives
E
[∫ τ
0
| f ′1|pdu
∣∣∣∣F] ≤ AN .
Hence, taking pth powers and then E[·|F] in (3.5), we obtain by again using (3.3) and (3.4) that
E
[(∫ τ
0
| f1 · · · fn − f ′1 · · · f ′n|du
)p∣∣∣∣F] ≤ nn p−1t p(1−λ)An−1N CN (q(X − X ′)(τ ))p . 
4. Locally Lipschitz in mean drift coefficients
In this section, we investigate under which assumptions the condition on the drift coefficients
can be relaxed to “locally Lipschitz in mean”. It turns out that we need to impose quite restrictive
conditions on the diffusion coefficient as well as on the dimension, compared to the case of
locally Lipschitz coefficients. This is due to our proof technique which is based on comparison
results for one-dimensional SDEs. For applications of such SDEs, we refer the reader to [11].
We suppose that d = 1. We assume that there exist progressively measurable functions
β∗ ≤ 0, β∗ ≥ 0 which are Lipschitz in mean and bounded in mean at some X0 ∈ S pc and
are such that we have for all X∗, X, X∗ ∈ S pc
X∗ ≤ X ≤ X∗ ⇒ β∗(·, ·, X∗) ≤ β(·, ·, X) ≤ β∗(·, ·, X∗). (4.1)
Finally, we assume that for all X, X ′ ∈ S pc ,
|v(t, ·, X)− v(t, ·, X ′)| ≤ C |X (t, ·)− X ′(t, ·)| ∀t a.s. (4.2)
Clearly, (4.2) implies that v is Lipschitz. Now we have
Theorem 4.1. Suppose d = 1 and p > 2. Assume that β and v are strongly progressively
measurable functions, β is weakly locally Lipschitz in mean and satisfies (4.1), and that v is
bounded in mean at X0 and satisfies (4.2). Then the equation X = Φ(X) has a unique solution
in S pc .
As above, for some applications it is useful to consider solution processes which take values
in some subset of R. Then the following modification is appropriate. Suppose that, instead of
(4.1), we have for some  > 0 and all X, X∗ ∈ S pc

2
≤ X ≤ X∗ ⇒ β(·, ·, X) ≤ β∗(·, ·, X∗). (4.3)
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Then we have
Theorem 4.2. Suppose d = 1 and p > 2 and let Y ≥ . Assume that β and v are
strongly progressively measurable functions, β is weakly locally Lipschitz in mean on the set
{X ∈ R | X ≥ 2 } and satisfies (4.3), and that v is bounded in mean at X0 and satisfies (4.2).
Furthermore, suppose that for f ∈ {β, v} and all X ∈ S pc
for all t, ω, X (t, ω) ≤  ⇒ f (t, ω, X) = 0. (4.4)
Then the equation X = Φ(X) has a unique solution X ∈ S pc . It satisfies X ≥ .
The proofs of Theorems 4.1 and 4.2 require some further preparation. Suppose that v satisfies
(4.2) and β is weakly locally Lipschitz in mean. Let X∗, X∗ ∈ S pc satisfy X∗ ≤ X∗, define
X¯ = |X∗| ∨ |X∗| and let σN ↗∞ be stopping times as in Definition 1.7(d). Next define
R∗ := {X ∈ R | X∗(t) ≤ X (t) ≤ X∗(t) ∀t P-a.s.}, (4.5)
R∗N := {X ∈ R | X∗(t ∧ σN ) ≤ X (t) ≤ X∗(t ∧ σN ) ∀t P-a.s.}.
These sets satisfy
Proposition 4.3. R∗ and R∗N are nonempty closed subsets of S pc .
Proof. We show the claim for R∗; the same proof works for R∗N . If Xn → X in S pc , then
supt |Xn(t) − X (t)| → 0 in L p(P), and hence P-a.s. along a subsequence (nk). This implies
that if each Xn ∈ R∗, then also X ∈ R∗. 
We finally define for X ∈ S pc
ΦN (X)(t) := Φ(X)(t ∧ σN ),
Ψ(X)(t) := (Φ(X)(t) ∨ X∗(t)) ∧ X∗(t), (4.6)
ΨN (X)(t) := Ψ(X)(t ∧ σN ) = (ΦN (X)(t) ∨ X∗(t ∧ σN )) ∧ X∗(t ∧ σN ).
It is clear that Ψ maps R∗ into itself, and that ΨN maps R∗N into itself. We now have
Lemma 4.4. Suppose that v satisfies (4.2) and either β is weakly locally Lipschitz in mean for
all X ∈ S pc , or X∗ is a constant and β is weakly locally Lipschitz in mean for all X ∈ S pc with
X ≥ X∗. Then the map ΨN : R∗N → R∗N has a unique fixed point XN ∈ R∗N .
Proof. This is similar to the proof of Theorem 2.2. For X, X ′ ∈ R∗N , we have
sup
0≤t≤T0
|ΨN (X)(t)−ΨN (X ′)(t)| ≤ sup
0≤t≤T0
|ΦN (X)(t)− ΦN (X ′)(t)|.
Now using that β is weakly locally Lipschitz in mean, we obtain as in (2.5) in the proof of
Theorem 2.2∥∥ΨN (X)−ΨN (X ′)∥∥p ≤ 2p−1CN (T0)p ∥∥X − X ′∥∥p
+ 2p−1E
[
sup
0≤t≤T0
∣∣∣∣∫ T0∧σN
0
1v(u)dWu
∣∣∣∣p
]
.
By applying the Burkholder–Davis–Gundy inequalities to the continuous local martingale Mt :=∫ t∧σN
0 1v(u)dWu (t ∈ [0, T0]) and then using Jensen’s inequality, we now obtain similarly to
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(2.6) in the proof of Theorem 2.2 that∥∥ΨN (X)−ΨN (X ′)∥∥p ≤ (2p−1CN (T0)p + T p2−10 2p−1C pC) ∥∥X − X ′∥∥p.
This shows that for T0 small enough, ΨN is a contraction on R∗N and hence has a unique fixed
point. The extension to arbitrary T0 is done by the usual pasting argument. 
Corollary 4.5. Suppose that the assumptions of Lemma 4.4 hold and that β, v are strongly
progressively measurable. Then the map Ψ : R∗ → R∗ has a unique fixed point.
Proof. First, note that strong progressive measurability implies
Φ(X)(t ∧ σN ) = Φ(XσN )(t ∧ σN ) ∀X ∈ R
and hence
Ψ(X)(t ∧ σN ) = Ψ(XσN )(t ∧ σN ) ∀X ∈ R.
Let now M ≥ N . Using σN ≤ σM , one easily verifies that the stopped process XσNM is a solution
of X = ΨN (X) and hence equal to XN ; in fact,
XσNM (t) = XM (t ∧ σN ) = ΨM (XM )(t ∧ σN ) = Ψ(XM )(t ∧ σN ∧ σM )
= Ψ(XM )(t ∧ σN ) = Ψ(XσNM )(t ∧ σN ) = ΨN (XσNM )(t).
Since σN ↗ ∞ a.s., it follows that X (t) := XN (t) for t ≤ σN is a.s. well defined and
defines a process X ∈ R∗. Clearly XσN = XσNN = XN and by the definition of ΦN we have
X (t) = limN→∞ XN (t) ∀t a.s. Hence, letting N →∞ in
XN (t) = ΨN (XN )(t) = Ψ(XN )(t ∧ σN ) = Ψ(XσN )(t ∧ σN ) = Ψ(X)(t ∧ σN )
yields X = Ψ(X).
For uniqueness, note that for any X ∈ R∗ with X = Ψ(X), we have
XσN (t) = Ψ(X)(t ∧ σN ) = Ψ(XσN )(t ∧ σN ) = ΨN (XσN )(t)
and hence XσN = XN by Lemma 4.4. 
The last step is to show that under the conditions of Theorems 4.1 and 4.2, and for suitably
chosen X∗, X∗ ∈ S pc , the fixed point of Ψ is automatically a fixed point of Φ. To do this, we
need the following results.
Proposition 4.6. Let (ht )t≥0 be an integrable (in t , a.s.) progressively measurable process and
(Mt )t≥0 a continuous martingale. Then the stochastic differential equation
dX t = htdt + X tdMt
has the unique solution
X t = E(M)t
(
X0 +
∫ t
0
E(M)−1u hudu
)
.
Proof. See e.g. Revuz and Yor [9], Prop. IX 2.3. 
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Corollary 4.7. For j = 1, 2 let β j be progressively measurable processes, let v satisfy (4.2),
and let Y j ∈ L p(P) be F0-measurable. Let τ be a stopping time. Suppose that Y1 < Y2 a.s. and
β1(u) ≤ β2(u) for a.e. u a.s. If there exist processes X j ∈ S pc such that
X τj (t) = Y j +
∫ t∧τ
0
β j (u)du +
∫ t∧τ
0
v(u, ·, X j )dWu,
then X τ1 (t) < X
τ
2 (t) ∀t a.s.
Proof. We have h(t) := I{t≤τ }(β2(t)− β1(t)) ≥ 0. With this we can write
X τ2 (t)− X τ1 (t)
= Y2 − Y1 +
∫ t
0
I{u≤τ }(β2(u)− β1(u))du +
∫ t
0
I{u≤τ }(v(u, ·, X2)− v(u, ·, X1))dWu
= Y2 − Y1 +
∫ t
0
h(u)du +
∫ t
0
(X τ2 (u)− X τ1 (u))dMu,
where
Mt (·) :=
∫ t
0
I{u≤τ }
v(u, ·, X2)− v(u, ·, X1)
X τ2 (u, ·)− X τ1 (u, ·)
dWu
is well defined thanks to (4.2) and also a continuous martingale whose quadratic variation is finite
because 〈M〉t ≤ Ct by (4.2). Hence, by Proposition 4.6 we have X τ2 (t)− X τ1 (t) > 0 ∀t a.s. 
We finally come to the
Proof of Theorem 4.1. Let X∗, X∗ ∈ S pc be the solutions of the equations
X∗(t) = Y (·)− 1+
∫ t
0
β∗(u, ·, X∗)du +
∫ t
0
v(u, ·, X∗)dWu,
X∗(t) = Y (·)+ 1+
∫ t
0
β∗(u, ·, X∗)du +
∫ t
0
v(u, ·, X∗)dWu
respectively, which exist by Theorem 2.2. It follows from β∗ ≤ β∗ and Corollary 4.7 that
X∗ < X∗. Let R∗ and Ψ : R∗ → R∗ be defined by (4.5) and (4.6), and let X ∈ R∗ be the
solution of X = Ψ(X), which exists by Corollary 4.5. Define the stopping time
τ := inf{t ∈ [0, T0] | X (t) ≥ X∗(t) or X (t) ≤ X∗(t)} ∈ [0, T0] ∪ {∞}.
By definition of τ and X , we have for the stopped processes
X τ (t) = Y (·)+
∫ t∧τ
0
β(u, ·, X)du +
∫ t∧τ
0
v(u, ·, X)dWu,
(X∗)τ (t) = Y (·)− 1+
∫ t∧τ
0
β∗(u, ·, X∗)du +
∫ t∧τ
0
v(u, ·, X∗)dWu,
(X∗)τ (t) = Y (·)+ 1+
∫ t∧τ
0
β∗(u, ·, X∗)du +
∫ t∧τ
0
v(u, ·, X∗)dWu .
Because of X ∈ R∗ and (4.1), Corollary 4.7 implies X∗τ (t) < X τ (t) < X∗τ (t) ∀t a.s. On the
set {τ < ∞}, we have by continuity of X∗, X, X∗ that X∗(τ ) = X (τ ) or X∗(τ ) = X (τ ). Hence
τ = ∞ a.s. and therefore X∗(t) < X (t) < X∗(t) ∀t a.s. This implies from the definition of Ψ
that X is a fixed point of Φ.
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For uniqueness, note that any solution of X = Φ(X) satisfies X∗ < X < X∗ by the above
argument, and is therefore equal to the fixed point of Ψ . 
The proof of Theorem 4.2 is similar to the last proof. For the reader’s convenience we also
give it in detail.
Proof of Theorem 4.2. Let X∗ := ∗ for some ∗ ∈ ( 2 , ), and X1, X∗ ∈ S pc be the solutions of
the equations
X1(t) = Y (·)+
∫ t
0
v(u, ·, X1)dWu,
X∗(t) = Y (·)+ 1+
∫ t
0
β∗(u, ·, X∗)du +
∫ t
0
v(u, ·, X∗)dWu,
which exist by Theorem 2.2. It follows from 0 ≤ β∗ and Corollary 4.7 that X1 < X∗. Next,
(4.4) and Proposition 2.4 imply that X1 ≥ , and hence X∗ < X∗. Let R∗ and Ψ : R∗ → R∗
be defined by (4.5) and (4.6), and let X ∈ R∗ be a solution of X = Ψ(X), which exists by
Corollary 4.5. Define the stopping time
τ := inf{t ∈ [0, T0] | X (t) ≥ X∗(t) or X (t) ≤ X∗(t)} ∈ [0, T0] ∪ {∞}.
By definition of τ and X , we have for the stopped processes
X τ (t) = Y (·)+
∫ t∧τ
0
β(u, ·, X)du +
∫ t∧τ
0
v(u, ·, X)dWu,
(X∗)τ (t) = Y (·)+ 1+
∫ t∧τ
0
β∗(u, ·, X∗)du +
∫ t∧τ
0
v(u, ·, X∗)dWu .
Because of X ∈ R∗ and (4.3), Corollary 4.7 implies that X τ (t) < (X∗)τ (t) ∀t a.s., and because
of (4.4), Proposition 2.4 implies that (X∗)τ (t) = ∗ <  ≤ X τ (t) ∀t a.s. On the set {τ < ∞},
we have by continuity of X∗, X, X∗ that X∗(τ ) = X (τ ) or X∗(τ ) = X (τ ). Hence τ = ∞ a.s.
and therefore X∗(t) < X (t) < X∗(t) ∀t a.s. This implies that X is a fixed point of Φ.
For uniqueness, note that any solution of X = Φ(X) satisfies X∗ < X < X∗ by the above
argument, and is therefore equal to the fixed point of Ψ . 
5. Application to interest rate modelling
In this section we show how to apply the results of the last sections to continuous-time term
structure models for interest rates. In this application, X models an interest rate curve, the forward
rate curve f (·, T )T∈[0,T ∗]. In Section 5.1, we introduce a framework for the construction of such
models. The same framework could also be used for the construction of models for the term
structure of implied volatilities; see [11]. In Section 5.2 we give, within the setting of Section 5.1,
sufficient conditions for existence and uniqueness of solutions of the SDEs arising in the HJM
framework.
5.1. Term structure modelling
Let T ∗ ≥ T0 > 0. Resume the setting and the notation of Example 1.5 in Section 1. Let
(Ω1,F1, P1) be a probability space, F1 = (F1t )0≤t≤T0 a filtration on this space satisfying the
usual conditions, and W 1 an m-dimensional Brownian motion with respect to P1 and F1. Let the
space (Ω0,F0, P0) be given by ([0, T ∗],B[0, T ∗],U[0,T ∗]), where U[0,T ∗] denotes the uniform
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distribution on [0, T ∗]. Let F0 be the constant filtration given by F0t = F0 = B[0, T ∗] for all
t ∈ [0, T0], and let N denote the family of P-zero sets in B[0, T ∗] ⊗ F1. So
(Ω ,F,G, P) =
(
[0, T ∗] × Ω1,
(
{∅,Ω0} ⊗ F1
)
∨N ,B[0, T ∗] ⊗ F1,U[0,T ∗] ⊗ P1
)
,
G = (Gt )t∈[0,T0] with Gt =
(
B[0, T ∗] ⊗ F1t
)
∨N , t ∈ [0, T0],
Wt (T, ω1) := W 1t (ω1) ∀t ∈ [0, T0], (T, ω1) ∈ [0, T ∗] × Ω1.
In Section 5.2 below, we shall construct processes f (t) on the space Ω such that f (t, T, ω1)
represents the T -forward rate at time t when the market is in state ω1 ∈ Ω1. Hence, we regard
the term structure ( f (t)) of forward rates as a one-dimensional process on the product space
Ω = [0, T ∗] × Ω1.
In our approach, we need to show that stochastic integrals with respect toW can be interpreted
as stochastic integrals with respect to W 1 in the natural way. This is the content of the following
result.
Proposition 5.1. Let h be a G-progressively measurable process on Ω such that
∫ T0
0 h
2
udu <
∞ P-a.s. Then we have ∫ T00 hu(T )2du < ∞ P1-a.s., for a.e. T ∈ [0, T ∗], and the stochastic
integral
∫
hudWu satisfies(∫ t
0
hudWu
)
(T ) =
(∫ t
0
hu(T )dW 1u
)
∀t ∈ [0, T0] P1-a.s.
for a.e. T ∈ [0, T ∗].
Proof. For each locally square-integrable martingale N on Ω , we have
〈h.W, N 〉 =
∫
hd〈W, N 〉 P-a.s.
Let now N 1 be a locally square-integrable continuous martingale on Ω1 and define N (T, ω1) :=
N 1(ω1). Since the covariation process can be defined pathwise, we have
〈h.W, N 〉(T, ω1) = 〈(h.W )(T ), N 1〉(ω1)
and (∫
hd〈W, N 〉
)
(T, ω1) =
(∫
h(T )d〈W 1, N 1〉
)
(ω1),
and hence
〈(h.W )(T ), N 1〉(ω1) =
(∫
h(T )d〈W 1, N 1〉
)
(ω1)
for P-a.e. (T, ω1), and so, by Fubini’s theorem, for P1-a.e. ω1 ∈ Ω1 for a.e. T ∈ [0, T ∗]. This
implies (h.W )(T ) = h(T ).W 1P1-a.s., for a.e. T . 
From now on, we identify F1-progressively measurable (or F1-adapted) processes h1 on
Ω1 with G-progressively measurable (G-adapted) processes h on Ω by setting h(t, T, ω1) :=
h1(t, ω1), and similarly F1-stopping times τ 1 on Ω1 with G-stopping times τ on Ω by setting
τ(T, ω1) := τ 1(ω1). With a slight abuse of notation, we write τ for τ 1 and h for h1, and in
particular W for W 1.
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Fix now d ∈ N, p ≥ 1, and let S pc denote the space of Definition 1.1. Note that for any
G-measurable, Rd -valued random variable Z ∈ L1(P), we have
EP [Z |F] (ω1) = 1
T ∗
∫ T ∗
0
Z(T, ω1)dT P1-a.s.
In particular, for a process X ∈ S pc the function q defined in (1.5) is given by
q(X)(t) =
(
1
T ∗
∫ T ∗
0
sup
0≤u≤t
|X (u, T, ·)|pdT
) 1
p
. (5.1)
Moreover, a progressively measurable function f is locally Lipschitz in the sense of
Definition 1.8(a) if and only if there exist functions CN on [0, T0] with CN (t) t→0→ 0 such that
we have for all t ∈ [0, T0] and τ = t ∧ τN (X) ∧ τN (X ′)∫ T ∗
0
(∫ τ
0
| f (u, T, ·, X)− f (u, T, ·, X ′)|2du
)p
2
dT ≤CN (t)pT ∗
(
q(X − X ′)(τ ))p. (5.2)
5.2. An application to the HJM framework
We can use the results of Section 3 to prove a slight generalization of an existence result in
the seminal work of HJM [4] on the term structure of interest rates. We resume the set-up of
Section 5.1 with p > 2, dimension d = 1 and time horizon T ∗ = T0. In the HJM interest rate
framework, we have a collection of zero-coupon bonds paying one unit of currency at time T ,
whose prices are
P(t, T ) = exp
(
−
∫ T
t
f (t, s)ds
)
, t ∈ [0, T ] (5.3)
for all T ∈ [0, T ∗], where f (t, T ) denotes the T-forward rate at time t . We assume as in HJM [4]
that f (t, T ) satisfies
d f (t, T ) = α(t, T )dt + σ(t, T )dWt
for some R- and Rm-valued progressively measurable processes α and σ . Heath et al. show ([4],
Prop. 3) that the existence of an equivalent local martingale measure for all P(t, T ) as defined in
(5.3) implies the existence of a progressively measurable Rm-valued process φ such that for all
T ∈ [0, T ∗],
α(t, T ) = σ(t, T ) ·
∫ T
t
σ(t, s)ds − φt · σ(t, T ), t ∈ [0, T ]; (5.4)
conversely, they show that (5.4) for some bounded process φ implies the existence of an
equivalent martingale measure for all P(t, T ) on FT ∗ .
Let now σ = σ(t, T, ω1, f ) be a strongly progressively measurable function in the sense of
Definition 1.4. It could e.g. be of the form σ = σ(t, T, ω1, f (t, T, ω1)) for some progressively
measurable function σ(t, T, ω1, ·). Let φ be a bounded Rm-valued process and define the
progressively measurable function
α(t, T, f ) = σ(t, T, f ) ·
∫ T
t
σ(t, s, f )ds − φt · σ(t, T, f ).
Moreover, let f0 ∈ L p[0, T ∗]. Then we have the following result.
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Proposition 5.2. Let σ be a strongly progressively measurable function which satisfies
|σ(t, T, f )− σ(t, T, f ′)| ≤ C | f (t, T )− f ′(t, T )|, (5.5)
|σ(t, T, f )| ≤ C
(
1+ | f (t, T )| 12
)
. (5.6)
Then the SDE
f (0, T ) = f0, d f (t, T ) = α(t, T, f )dt + σ(t, T, f )dWt (5.7)
has a unique solution f ∈ S pc . Moreover, if we have
for all t, T, ω1, f, f (t, T, ω1) ≤ 0⇒ σ(t, T, ω1, f ) = 0,
then the solution satisfies f ≥ 0.
Note that while the diffusion coefficient σ might well depend only on the path of f , the
coefficient α in general does not: If we have for example σ = σ(t, T, f (t, T )), then α(t, T, f )
will depend not just on the path f (t, T ), but on f (t, s)s∈[t,T ], i.e. on the whole process f .
Moreover, in general we cannot expect α to be globally Lipschitz, but only locally. This is an
example where we need an existence result for Lipschitz conditions in the form of Definition 1.8.
Let us also remark that we obtain existence of a solution for each finite time horizon T ∗ > 0.
By uniqueness, these solutions can be glued together to a solution on [0,∞).
Proof of Proposition 5.2. It follows from (5.6) that α and σ satisfy (2.3). We next want to apply
Proposition 3.3 with n = 2, p2 = p in order to show that α is weakly locally Lipschitz. Now by
(5.5), σ is locally Lipschitz, and the function f1(t, T, X) := σ(t, T, X) satisfies (3.3). Moreover,
the function f2(t, T, X) :=
∫ T
t σ(t, s, X)ds satisfies for X, X
′ ∈ S pc and τ := t∧τN (X)∧τN (X ′)∫ τ
0
| f2(u, ·, X)− f2(u, ·, X ′)|pdu =
∫ τ
0
∣∣∣∣∫ T
u
σ(u, s, X)ds −
∫ T
u
σ(u, s, X ′)ds
∣∣∣∣p du
≤
∫ τ
0
∣∣∣∣∣
∫ T ∗
0
|σ(u, s, X)− σ(u, s, X ′)|ds
∣∣∣∣∣
p
du
≤
∫ τ
0
(T ∗)p−1
∫ T ∗
0
|σ(u, s, X)ds − σ(u, s, X ′)|pdsdu
≤ (T ∗)p+1C pq(X − X ′)(τ )p
by (5.1). Hence f2 satisfies (3.4) and so α is weakly locally Lipschitz. Now we can apply
Theorem 3.1 to obtain a unique solution f of (5.7). The positivity result for f follows from
Proposition 2.4. 
Heath et al. [4, Prop. 4] formulate the result of Proposition 5.2 for Lipschitz continuous
functions σ which in addition are bounded. The proof of this result is given in Morton [7, Chap.
4.6]. Proposition 5.2 above generalizes it to Lipschitz continuous functions σ which grow at most
like the square root of f .
We remark that Morton [7] constructs, in contrast to the processes considered here, forward
rate processes which are jointly continuous in t and T , from initial conditions which are
continuous in T .
Remark. (1) We use the classical parametrization of HJM [4] here. In the Musiela
parametrization, one considers the forward rate as a function of time to maturity, f˜ (t, x) =
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f (t, t+x). For the advantages of this parametrization, see Filipovic´ [3], Chapter 1.3. It is not
clear how to obtain existence results within the Musiela parametrization in our framework
due to the term ∂
∂x f˜ arising in the dynamics of f˜ (see Carmona and Tehranchi [1], Chapter
2.4.4).
(2) In the HJM framework, the drift coefficient α is quadratic in the diffusion coefficient σ with
positive sign. Hence it is not possible to relax condition (5.6) to a linear growth condition.
As already noted in [4], if σ is linear in f the solution will in general explode in finite time
with positive probability.
Acknowledgements
The author would like to thank Martin Schweizer for many stimulating discussions and
much helpful advice. Furthermore, he would like to thank an anonymous referee for several
suggestions and comments which improved the presentation of this paper. Financial support by
the National Centre of Competence in Research “Financial Valuation and Risk Management”
(NCCR FINRISK), Project 1 (Mathematical Methods in Financial Risk Management), is
gratefully acknowledged.
References
[1] R. Carmona, M. Tehranchi, Interest Rate Models: An Infinite Dimensional Stochastic Analysis Perspective,
Springer, Berlin, 2006.
[2] G. Da Prato, J. Zabczyk, Stochastic Equations in Infinite Dimensions, Cambridge University Press, 1992.
[3] D. Filipovic´, Consistency Problems for Heath–Jarrow–Morton Interest Rate Models, in: LNM, vol. 1760, Springer,
Berlin, 2001.
[4] D. Heath, R. Jarrow, A. Morton, Bond pricing and the term structure of interest rates: A new methodology for
contingent claims valuation, Econometrica 60 (1992) 77–105.
[5] J. Jacod, Calcul Stochastique et Proble`mes de Martingales, in: LNM, vol. 714, Springer, Berlin, 1979.
[6] I. Karatzas, S. Shreve, Brownian Motion and Stochastic Calculus, 2nd ed., Springer, Berlin, 1991.
[7] A. Morton, A class of stochastic differential equations arising in models for the evolution of bond prices, Technical
report, School of Operations Research and Industrial Engineering, Cornell University, 1988.
[8] P. Protter, Stochastic Integration and Differential Equations, 2nd ed., Springer, Berlin, 2004.
[9] D. Revuz, M. Yor, Continuous Martingales and Brownian Motion, 3rd ed., Springer, Berlin, 1999.
[10] P. Scho¨nbucher, A market model of stochastic implied volatility, Philos. Trans. R. Soc. Ser. A 357 (1758) (1999)
2071–2092.
[11] M. Schweizer, J. Wissel, Term structures of implied volatilities: Absence of arbitrage and existence results, Math.
Finance. http://www.nccr-finrisk.unizh.ch/media/pdf/wp/WP271 1.pdf, 2006 (in press). Preprint, ETH Zurich.
