We have developed a spectral cumulus parameterization using a cloud-resolving model. This includes a new parameterization of the entrainment rate which was derived from analysis of the cloud properties obtained from the cloud-resolving model simulation and was valid for both shallow and deep convection. The new scheme was examined in a single-column model experiment and compared with the existing parameterization of Gregory (2001, Q J R Meteorol Soc 127:53-72) (GR scheme). The results showed that the GR scheme simulated more shallow and diluted convection than the new scheme. To further validate the physical performance of the parameterizations, Atmospheric Model Intercomparison Project (AMIP) experiments were performed, and the results were compared with reanalysis data. The new scheme performed better than the GR scheme in terms of mean state and variability of atmospheric circulation, i.e., the new scheme improved positive bias of precipitation in western Pacific region, and improved positive bias of outgoing shortwave radiation over the ocean. The new scheme also simulated better features of convectively coupled equatorial waves and Madden-Julian oscillation. These improvements were found to be derived from the modification of parameterization for the entrainment rate, i.e., the proposed parameterization suppressed excessive increase of entrainment, thus suppressing excessive increase of low-level clouds.
Introduction
The cumulus parameterization is responsible for reproducing tropical convection, and thus convectively coupled equatorial waves (CCEWs) and Madden-Julian oscillation (MJO; Madden and Julian 1971) which play important roles in global atmospheric circulation. Simulations of these phenomena are still considered difficult for even recent general circulation models (GCMs), since they involve a lot of unresolved cloud-related processes and still contain many uncertainties (e.g., Kim et al. 2009; Weaver et al. 2011) . However, recent analysis on results from GCMs revealed that improvements were found compared with past GCMs due to the updates in cumulus parameterizations (Hung et al. 2013) . Regardless of the formulation in the parameterizations, the updates are commonly related to the representation of unresolved cloud properties, especially vertical profile of convective clouds, e.g., diluted convective updraft relating to entrainment and convective momentum transport. Therefore, modeling procedures for unresolved cloud properties are considered key to improving the physical performance of cumulus parameterization.
Although considering detailed unresolved cloud properties was found to be important for improvement, some problems remain in their modeling. One problem is that cumulus parameterization must consider and express different cloud types in its parameterization. To overcome this, some cumulus parameterizations were used with a shallow convection scheme (e.g., Park and Bretherton 2009; Zhang and Song 2009) . In contrast, some cumulus parameterizations were developed so that the parameterizations could model both deep and shallow convection using selective frameworks (e.g., Tiedtke 1989; Bechtold et al. 2008 Bechtold et al. , 2014 or generalized frameworks (e.g., Arakawa and Schubert 1974; Chikira and Sugiyama 2010; Yoshimura et al. 2015) . In reality, deep and shallow convection can coexist, and thus the parameterization should be able to express not only different cloud types but also their coexistence. Unfortunately, the best approach to expressing this coexistence has not yet been determined.
Another problem is that an in-cloud parameterization that models a detailed unresolved convective cloud structure has not yet been established. One of the most important incloud parameterizations is entrainment rate, and several past studies proposed different parameterizations (e.g., Nordeng 1994; Grant and Brown 1999; Gregory 2001; Neggers and Siebesma 2002; Zhang et al. 2016 ). In particular, based on cloud-resolving model (CRM), Gregory (2001) developed a parameterization that modeled the entrainment rate with in-cloud quantities, and it has been known to work well in cumulus parameterization and analysis on in-cloud properties (e.g., Del Genio et al. 2007; Chikira and Sugiyama 2010; Del Genio and Wu 2010) . However, noting that the parameters are different for deep and shallow convection, the model coefficients for entrainment rate showed inconsistency for different cloud types (Gregory 2001) or different altitudes (Del Genio and Wu 2010) . Based on CRM simulation, Zhang et al. (2016) recently proposed parameterization for entrainment rate using in-cloud vertical velocity. The model coefficients of their parameterization also showed dependence on the altitude. These are likely because incloud properties were parameterized based only on analysis of few convective clouds' structure in short time scale (e.g., the time scale was limited to several hours), and thus lacked generality to express different cloud types. In more realistic cases, various kinds of clouds appear in various time scales, and so in-cloud properties should be parameterized using statistical long-range analysis to obtain more generalized parameterization.
The purpose of this study is to propose a generalized in-cloud parameterization which can be implemented into cumulus parameterization using CRM, and to evaluate the validity of cumulus parameterization employing the in-cloud parameterization in simulation of global atmospheric circulation. Using CRM, a parameterization for in-cloud properties relating to entrainment rate is introduced. Long-range CRM simulation is performed to analyze statistical in-cloud properties and to develop a generalized in-cloud parameterization. To treat a variety of different cloud types and express their coexistence in coarse resolution, we consider a spectral approach (e.g., Arakawa and Schubert 1974) rather than the bulk mass flux approach (e.g., Tiedtke 1989; Gregory and Rowntree 1990), and we adopted it to the cumulus parameterization.
Section 2 summarizes formulations for existing in-cloud parameterizations. New formulations for the in-cloud parameterization are presented in Sect. 3 by performing CRM simulation and statistical analysis on the convective cloud structure. In Sect. 4, the spectral cumulus parameterization is constructed, and the formulations are provided. Fundamental properties of the developed cumulus parameterization are examined using a single-column model (SCM) experiment, and the results are presented in Sect. 5. To validate the developed parameterization, Sect. 6 compares the results of Atmospheric Model Intercomparison Project (AMIP) experiments using the proposed and existing parameterizations, and reanalysis data are used for the validation. Section 7 gives a summary and conclusion.
2 Formulations for in-cloud properties of convective updraft
Cloud mean updraft velocity equation
The cloud mean updraft velocity equation is commonly used to diagnose in-cloud updraft velocity in parameterizations of convective clouds, and the diagnosed velocity is also used to model in-cloud quantities. The cloud mean updraft velocity equation is given as (Gregory 2001): where w is the updraft velocity, is the fractional cloud area, is the density, g is the gravitational acceleration, p is the pressure, is the entrainment rate. Overbar and prime indicate hydrostatic basic state and deviation from the basic state, respectively, and ̄c indicates the value is averaged over cloudy areas. Since Eq.
(1) takes a complicated form, past studies have attempted to simplify the equation to estimate cloud mean updraft velocity. Simpson and Wiggert (1969) suggested following to estimate vertical variation of cloud mean updraft velocity:
where is the parameter to account for the turbulence effect on buoyancy, C d is the parameter to account for the effect of pressure perturbation terms. Recent studies (e.g., Nordeng 1994; Bretherton et al. 2004; Chikira and Sugiyama 2010) employed a more simplified form:
where the effects of turbulence and pressure perturbation are considered in the buoyancy term using a parameter a.
On the other hand, Gregory (2001) employed a modified Eq. (2) given as:
where detrainment rate is used with a parameter b. This formulation is different from Eq. (3) as the effect of pressure perturbation is modeled as a drag term using detrainment
1 2 w rate rather than entrainment rate as in Eq. (2). Equation (3) or (4) is used to estimate the updraft velocity which is used to parameterize in-cloud quantities in cumulus parameterizations. This study focused on the in-cloud parameterization for entrainment rate using the updraft velocity as described below. Hereafter, in-cloud values are denoted by subscripts u (for updraft) and d (for downdraft) for simplicity.
Entrainment rate of convective updraft
The entrainment rate u and detrainment rate u are key variables for cumulus parameterization as they determine the lateral mixing rate between clouds and environmental air, and thus cloud mass flux. Updraft cloud mass flux M u is related to entrainment and detrainment as follows (e.g., Tiedtke 1989; Rooy et al. 2013 ):
where z is the vertical coordinate, E u and D u are updraft entrainment and detrainment, respectively. The equation means that cloud mass flux increases vertically as the entrainment increases and decreases as the detrainment increases.
One approach for modeling entrainment rate is to model the value using only environmental quantities (e.g., Gregory and Rowntree 1990; Bechtold et al. 2008; Yoshimura et al. 2015) . Alternatively, some approaches employed in-cloud quantities as the diagnostic parameters to estimate the entrainment rate. Neggers and Siebesma (2002) proposed the following formulation of entrainment rate for shallow convection:
where c and are turnover time scale and calibration parameter, respectively. Nordeng (1994) proposed the following equation for entrainment rate by integrating the cloud mean updraft velocity equation and using in-cloud buoyancy:
where w b is the cloud base updraft velocity, B u is the incloud buoyancy, z b is the cloud base height, z t is the cloud top height. Gregory (2001) proposed a model of entrainment rate that assumes the reduction of in-cloud buoyancy is derived from entrainment with the following formulation:
where a = 1∕6 and C are model parameters derived from the relationship of terms in the cloud mean updraft velocity
Although Eqs. (7) and (8) have different forms, their only difference is whether the cloud mean updraft velocity is vertically integrated; the essential relationship between buoyancy and entrainment is considered identical, i.e., the entrainment rate is defined as a function of in-cloud buoyancy and cloud mean updraft velocity. It should be noted here that Eqs. (7) and (8) require w u , which is obtained from Eqs. (3) or (4), and thus w u is an important quantity for computing the entrainment rate in these parameterizations. Parameterizing entrainment rate using in-cloud quantities seems to be more accurate than parameterizing only from environmental values, since the value of entrainment rate depends not only on environment but also on the states of convective clouds (Gregory 2001) . However, using these parameterizations for various cloud types is problematic. For instance, Eq. (6) is proposed only for shallow convection. Nordeng (1994) used Eq. (7) only for deep convection. In Eq. (8), the value of C is dependent on cloud types as C = 0.5 for shallow convection and C = 0.25 for deep convection (Gregory 2001) . Chikira and Sugiyama (2010) used this formulation in cumulus parameterization, but the choice of the value of C lacked a physical basis. Del Genio and Wu (2010) showed that the value is not constant for the different altitudes in the convective clouds. However, they indicated that the values of C were identical for different cloud types with different cloud depths.
As discussed here, applying these parameterizations remains problematic as they lacked generality for different cloud types. Therefore, using long-range CRM simulation, an improved parameterization is discussed and proposed in the following section. In particular, we focus on Eq. (8) since the in-cloud parameterization can be extended for different cloud types as noted in Del Genio and Wu (2010) .
CRM experiment

Experimental setup and analysis procedure
The experimental setup for the long-range CRM simulation follows the convective radiative quasi-equilibrium (CRQE) experiment designed to mimic global atmospheric energy budget (Grabowski 2006; Baba 2015) . The configurations of CRQE experiment are characterized by zonal wind forcing, incoming shortwave radiation of 342 W m −2 , ground (sea) surface properties such as surface albedo (set to 0.15) and surface temperature (set to 288 K). A nonhydrostatic atmospheric model which has been validated in both realistic and idealized experiments (Baba et al. 2010; Takahashi 2013, 2014; Baba 2015 Baba , 2016 ) is employed for the present CRM simulation. A simplified 3-class one-moment microphysics (Grabowski 1998 ) is employed as cloud microphysics. The other physical parameterizations are identical to those employed in Baba (2015) . The horizontal size of the domain is 200 km, and a periodic boundary condition is applied to the horizontal direction. The model top is set to 24 km. The time integration is performed for 120 days.
The resolution of CRM that simulates deep convection must be higher than that of normal CRM (1-2 km resolution) when the entrainment is measured (e.g., Kuang and Bretherton 2006; Romps 2010 ). However, due to the limitation of computational resources, very fine resolution, such as 100 m or finer, cannot be applied to the present long-range CRM simulation. Khairoutdinov et al. (2009) discussed resolution dependence of simulated properties of deep convection, and showed that statistics of deep convection converged with resolution finer than 1600 m, but updraft-core profiles only converged with resolution finer than 200 m. Del Genio and Wu (2010) investigated in-cloud properties using 600 and 125 m horizontal resolutions and found that qualitatively similar trends could be obtained for the profiles of in-cloud quantities even with 600 m resolution. Based on the finding, the horizontal resolution of this experiment was set to 600 m. Total 62 vertical layers were used and the vertical resolution was set to be finer than 600 m below the 12 km height.
The procedure of analysis to parameterize in-cloud properties is as follows. The convective clouds are extracted from the results of experiment by the cloud partitioning method of Xu (1995) . This method can identify convective clouds using three criteria relating to convective cloud properties, i.e., the convective clouds are identified when (1) updraft velocity of the cloud below the melting level is larger than those in adjacent region, or (2) the maximum updraft velocity exceeds 3 m s . Then, convective cloud columns including both deep and shallow convection can be identified, excluding non-convective cloud (stratiform clouds and dry convection) columns. The convective clouds are then categorized into deep and shallow clouds to obtain representative statistical convective cloud structures. The threshold for identifying deep convection is that the cloud top height reaches 500 hPa height; otherwise, the convective column is identified as a shallow convection. After identifying convective column, the cloudy area was identified by positive updraft velocity and total cloud condensate larger than 1 × 10 −5 kg kg −1 . Entrainment and detrainment used to be measured using the traditional tracer budget method (e.g., Siebesma and Cuijpers 1995) , which is hard to conduct for the present experiment. This is because the traditional method analyzes the tracer budget for single convective cloud. However, in long-range CRM simulation, convective clouds appear and disappear during the integration, and thus it is hard to separate each tracer responding to each convective cloud and consequently hard to calculate their budgets. Therefore, the following methods were adopted instead. First, entrainment and detrainment are measured by the direct method of Romps (2010) , which does not require tracing the conserved variable and which measures the entrainment and detrainment using the local lateral air exchange rate between clouds and environmental air. However, this method is known to overestimate entrainment and detrainment compared to the traditional method (e.g., Dawe and Austin 2011; Rooy et al. 2013) . To overcome this drawback, the transformation method used in Dawe and Austin (2011) was then adopted. This method converts the directly measured values of entrainment and detrainment into values as measured by the traditional method. For this conversion, total water was used as the conserved variable.
To extract statistical and representative convective cloud structures, conditional averaging was performed for simulated convective clouds during the last 30 days.
Properties of convective clouds
First, the statistical properties of simulated convective clouds are analyzed. Table 1 summarizes some statistics of the extracted convective clouds. The results show distinct differences for deep and shallow convective clouds, indicating that cloud base height, cloud top height, and maximum updraft velocity are greatly dependent on the cloud types. These are consistent with known features: for example, deep convection has a higher cloud base height and larger maximum cloud updraft velocity, and the values are comparable with those of preceding studies (e.g., Khairoutdinov and Randall 2002; von Salzen and McFarlane 2002) . In addition, the occupation ratio of each cloud type is consistent with the features of original experiment as the experimental setup is likely to simulate more shallow convection (Grabowski 2006) . In contrast to the above differences, the mean values of cloud base updraft velocity were found to be similar regardless of the difference in cloud types.
Cloud base updraft velocity (denoted as w b hereafter) is important for cumulus parameterization because the convective cloud structure is modeled by the cloud base mass flux (e.g., Pan and Randall 1998) or directly characterized by the value of w b (e.g., Tiedtke 1989; Chikira and Sugiyama 2010) . Generally, only one representative value of w b is assumed, and thus its unresolved distribution is not considered. The distribution from the results of the experiments are shown in Fig. 1 . The values of w b were collected from the results of CRM simulation during last 30 days, and the frequency was calculated for the several bins of the values of w b . The simulated w b showed spectral distribution, and the distributions vary depending on the cloud types, although their mean values are similar. The clear difference of the distribution is the value of w b which indicates the most frequent occurrence. The most frequent velocity of deep convection is smaller than that of shallow convection. Because the total number of shallow convection is much greater than that of deep convection, the total distribution of w b becomes similar to that of shallow convection.
Next, entrainment and detrainment are measured. Figure 2 shows the vertical profiles of these quantities for both deep and shallow convection. As the vertical profiles indicate, the peak and large values of entrainment are located in the lower altitudes, while those of detrainment are located in the higher altitudes. The features are common for both deep and shallow convection. Thus, in-cloud structure is considered to be determined by entrainment in the lower altitudes, but by detrainment in the higher altitudes. These trends are consistent with the results of preceding studies (e.g., Siebesma et al. 2003; Romps 2010) . (2003) is included in the conditionally averaged cloud properties. Several preceding studies showed that smaller entrainment rate for deep convection than that for shallow convection (e.g., Gregory 2001; Del Genio and Wu 2010) , and this fact agrees with the present smaller entrainment rate for deep convection. Del Genio and Wu (2010) showed the vertical profiles of entrainment rate, and the present maximum value for deep convection is within the range of their values (approximately from 0.3 × 10 −3 to 2.0 × 10
). A key relationship for the in-cloud quantities is the relative significance of buoyancy, entrainment and detrainment since these quantities dominate cloud mean updraft velocity and thus cloud mass flux. The in-cloud buoyancy is estimated by:
where T v,u is the in-cloud virtual temperature, T v is the environmental virtual temperature which is obtained from horizontally averaged T v for whole domain excluding the cloudy area, l u is the in-cloud cloud condensate. The significances of each term appearing in Eq. (4) are compared in Fig. 4 , which shows that buoyancy cannot be expressed by only entrainment term u w 2 u near the cloud top region. This is inconsistent with the assumption in Gregory (2001) that the 8). This is because Gregory (2001) did not investigate the correspondence between in-cloud buoyancy and the entrainment term, although he investigated the correspondence with other quantities. Contrary to the Eq. (8), the buoyancy remains large even in the upper altitude where the entrainment term decreases. In the higher altitudes, the detrainment term remains large, and thus the term seems to be related to the buoyancy decrease in the region.
New formulations and estimation of parameters
As indicated in the above analysis, the entrainment term could not approximate the profile of in-cloud buoyancy near the cloud top, and the value of entrainment term tends to decrease. This fact indicates that the parameterization of Gregory (2001) may be inappropriate for expressing entrainment in the region. To extend the parameterization of Gregory (2001) so that it can be applicable for whole cloudy regions with identical model parameters, the decrease of the entrainment term is required to be modeled. In Eq. (4), Gregory (2001) assumed that the detrainment term acts to reduce the effect of buoyancy on the increase in the cloud mean updraft velocity. In other words, when the updraft velocity decreases and thus buoyancy decreases, the detrainment acts to reduce the buoyancy if there is no entrainment. Considering this relationship, and assuming that remaining buoyancy which has been already reduced by the effect of entrainment is finally reduced by the effect of detrainment, the following equation can be led:
where the value of entrainment term is limited to be positive (the minimum value is set to zero), and the detrainment term u w 2 u is additionally considered compared to Eq. (8). C 1 and C 2 are the model parameters to be estimated. Estimations were performed for the model parameters so that relative residual error between left-hand and right-hand side (LHS and RHS) terms in Eq. (10) can become less than 15% . Since the vertical profiles of entrainment term showed nonlinear profiles, least squares method did not provide good estimation especially for the profile at low altitude. Therefore, the estimation was performed so that the residual error at the low altitude can be minimum. Approximated values of C 1 and C 2 are C 1 = C 2 ≈ 0.2 , and they are found to be valid for both deep and shallow convection (Fig. 5) , even though some deviations remain near the cloud top region. Although Gregory's scheme could partly reproduce profiles of the entrainment terms, the reproduction is limited to the shallow convection, and the peak values and qualitative trends are not in agreement with measured profiles (see also Fig. 5 ).
Because the entrainment term changes the vertical profile of w u as in Eq. (4), the cloud mean updraft velocity equation should reflect the modification of entrainment term. The entrainment term expressed by Eq. (10) is incorporated into Eq. (4) rather than Eq. (3) because the detrainment effect The remaining quantity, i.e., detrainment rate u , can be obtained from the detrainment model (which will be described later). Denoting a n = a − C 1 and b n = b − C 2 , Eq. (11) can be expressed as:
Estimation of the additional parameters of a n and b n was performed using results of CRM experiments as done for C 1 and C 2 . The estimation revealed that the parameters of a n ≈ 0.5 and b n ≈ 0.75 yield good results. Figure 6 shows profiles of the LHS and RHS terms of Eq. (12) using these values for a n and b n . The profiles of the modeled RHS term match the profiles of the LHS term for both deep and shallow convection, although there remains deviation for higher altitude regions of deep convection. This indicates that the selected parameters can satisfy the balance of the Eq. (12) for both deep and shallow convection. The remaining problem is which method is appropriate to model the detrainment rate. Recently, Derbyshire et al. (2011) proposed an adaptive detrainment model for
cumulus parameterization. The parameterization uses buoyancy expressed by virtual potential temperature excess to environment ′ v and is given as:
where R det = 1∕2 is the model parameter, and the subscript * indicates the value is obtained before the detrainment is evaluated. The validity of this model for the present study was examined comparing the measured and modeled detrainment (Fig.7) . The comparison shows that the parameterization of Derbyshire et al. (2011) approximates the measured detrainment qualitatively well, and so the parameterization can be applied to model the detrainment rate in Eq. (10). It should be noted here that since Eq. (13) parameterizes detrainment rate using in-cloud buoyancy, resulting parameterization expressed in Eq. (10) becomes buoyancy dependent parameterization.
(13) 
Updraft budget equations
The above formulations of entrainment were applied to the spectral cumulus parameterization. The parameterized entrainment rate was used in the updraft budget equations to compute updraft cloud mass flux and in-cloud quantities. Based on the preceding studies (e.g., Tiedtke 1989; Nordeng 1994; Yoshimura et al. 2015) , the updraft budget equations for the j-th cloud type, where superscript j denotes the value of j-th convective cloud type, are given as:
, where the symbol ̄ denotes an environmental value, M u is the updraft cloud mass flux, s is the dry static energy, q is the humidity, l is the total cloud condensate, i is the cloud ice content, L is the effective latent heat, L f is the latent heat of fusion, c u is the cloud condensation rate, f u is the freezing rate, G p is the precipitation generation rate, and is the horizontal (zonal and meridional) velocities. Note that l represents total cloud condensate, thus the cloud ice content i is included in the value of l, and the cloud water content can be diagnosed by l − i . is the pressure gradient term for convective momentum transport (CMT, see Appendix 6). Numerical evaluation of the budget equations is described in Appendix 1. The deposition rate of cloud ice c u,i is given by:
where (T) is the ice fraction ( 0 ≤ (T) ≤ 1 ), T 0 = 273.15 K is the melting temperature, and T i = 258 K. The generation rate of snow G p,i is expressed as G p,i = G p i u ∕l u . The details of microphysical terms are described in Appendix 8. The updraft entrainment E u and detrainment D u are expressed using cloud mass flux, entrainment rate and detrainment rate as:
The updraft entrainment rate u is given by the relationship obtained from the Eq. (10) as
The updraft detrainment rate u appearing in Eqs. (21) and (22) is modeled by Eq. (13) as described before.
The above equations are solved for different cloud types, i.e., in-cloud quantities are different for each cloud type. Each cloud type is characterized and initialized by different values of w b , i.e., w u at the cloud base in Eq. (12). It should be noted that each cloud type has a possbility to correspond to deep or shallow convection, depending on the atmospheric condition and characterization at the cloud base. In the vertical integration of the budget equation, Eq. (12) is integrated simultaneously, since the value of w u is required to calculate entrainment rate (see Appendix 2 for the discretization). Since w b mainly takes the value ranging from 0.1 to 1.4 m s −1 , these are set to minimum and maximum values of w b . The spectral distribution of w b (as shown in Fig. 1 ) is considered by using constant interval of 0.1 m s −1 and weighting factors (expressed as j hereafter), which are used to convert each cloud mass flux to the bulk cloud mass flux. The weighting factors are determined so that each value can be proportional to the frequency of w b and the summation becomes equal to the total number of cloud types. Here, the total number of cloud types is set to 14, which is the same as in Chikira and Sugiyama (2010) . However, the influence of number of cloud types is unknown and should be examined in future study. The values of w b are prescribed as noted here, and the cloud base mass flux is diagnosed by the convective closure (see Appendix 4 for the convective closure, and see Appendix 5 for the definitions of bulk updraft mean properties, cloud base height and sub-cloud layer).
Downdraft budget equations
Cumulus parameterization generally considers downdraft budget equations to calculate downdraft cloud mass flux and relating quantities. For simplicity, a spectral approach is not taken, and a bulk downdraft cloud mass flux is solved for the convective downdraft, as done in the preceding studies (Chikira and Sugiyama 2010; Yoshimura et al. 2015) . The budget equations and calculation procedures are almost identical to those applied in the cumulus parameterization of atmospheric model of European Center for Medium-Range Weather Forecasts (ECMWF 2014). The budget equations for the convective downdraft are expressed similarly to those for convective updraft as:
where M d is the downdraft cloud mass flux, e d is the evaporation rate of precipitation in the downdraft, is the pressure gradient term for CMT. The budget equations for total condensate and cloud ice are given as:
i.e., their downdraft quantities are neglected and only effect of compensative transport is considered for the environmental values of these quantities in Eqs. (34) and (35) (this assumes entrained quantities evaporate immediately, and the relating terms which have small impacts on downdraft are omitted here for simplicity). The numerical evaluation of these equations is described in Appendix 3. The downdraft is initiated from the level of free sinking (LFS), and the downdraft mass flux at the height of the LFS is given as
is the bulk cloud base mass flux. The height of the LFS is located below the minimum saturated moist static energy, and defined as the maximum height where an equal (50% ) mixture of cloudy air and environmental air has negative buoyancy with respect to the environmental air. The downdraft entrainment and detrainment include organized and turbulent components given as:
The turbulent entrainment and detrainment rates in downdraft are given as (e.g., Tiedtke 1989):
The organized entrainment rate in the downdraft is based on Nordeng (1994) and is given as:
where w d,LFS = 1 m s −1 is the downdraft velocity at the LFS and T v,d is the downdraft virtual temperature. The organized downdraft detrainment rate is indirectly determined from decrease of downdraft cloud mass flux. The organized downdraft detrainment occurs when the downdraft is thermodynamically positive buoyant or reaches below the cloud base. When the downdraft is positive buoyant, downdraft cloud mass flux detrains over one model layer, i.e., turbulent detrainment rate is neglected and the organized detrainment rate is set to org d = 1∕Δz where Δz is the layer thickness. Below the cloud base, downdraft cloud mass flux decreases linearly with respect to the height, and this decrease is used to account for the detrainment. In this case, turbulent detrainment rate is also neglected, and the organized detrainment rate is given as
Tendency to environment
The tendencies of convective updraft and downdraft to the environment are given as (e.g., Tiedtke 1989; Nordeng 1994; Yoshimura et al. 2015) :
where M melt is the melting rate of snow, ẽ p is the evaporation (sublimation) rate of precipitation which is given to the environment. The first and second terms on the right-hand side of the equations represent compensative transport due to updraft and downdraft, and so the transports of prognostic quantities must be solved in the cumulus parameterization (see Appendix 7).
The precipitation fluxes at the ground surface are obtained by integrating a generation rate of precipitation with evaporation (sublimation) rate as:
where P is the total precipitation flux, P snow is the snow flux, F ice = P snow ∕P is the ice fraction for precipitation, and the rain flux is defined as P rain = P − P snow . Integrating the right-hand side of Eqs. (37) and (38) from the cloud top to a certain height z gives precipitation fluxes at the height of z, and these fluxes are used in the downdraft calculation to compute the evaporation of precipitation within downdraft.
SCM experiment
Model and experimental setup
SCM experiments are useful to understand essential properties of developed cumulus parameterization since they
can reduce influences of simulated large-scale atmospheric motion and uncertainty of other physical parameterizations. The experimental setup of the present SCM experiment follows Zhang and McFarlane (1995) . The constant radiative cooling of 2 × 10 −5 K s −1 was given and set to linearly decrease above 100 mb level. Sensible and latent heat fluxes were imposed at the surface using non-dimensional drag coefficients which values given as 2 × 10 −3 . The vertical coordinate was discretized with an interval of 25 mb, and 40 layers were used. Dry adiabatic adjustment was activated when the atmospheric condition becomes statistically unstable, and large-scale condensation was activated when saturation of water vapor occurs. The initial profile of atmosphere was created from the data of Intensive Flux Array averaged fields of the Tropical Ocean Global Atmosphere Coupled Ocean-Atmosphere Response Experiment (Ciesielski et al. 2003) by taking the average of profiles with rainfall greater than 20 mm day −1 . Time integration was performed for 30 days, and mean vertical profiles of convective clouds were analyzed using the results of the last 15 days.
To clarify the difference between the developed parameterization (new scheme hereafter) and existing parameterization, Gregory (2001) (GR scheme hereafter) was used as the existing parameterization for comparison. Following the implementation of Chikira and Sugiyama (2010) , the GR scheme uses Eq. (3) for cloud mean updraft velocity equation and Eq. (8) for updraft entrainment rate. The values of model parameters in the equations also follow Chikira and Sugiyama (2010) , i.e., a = 0.15 and C = 0.6 . A constant interval of 0.1 m s −1 is set to the distribution of w b , and the total number of cloud types is set to 14 for the GR scheme. Figure 8 compares the time evolution of convective available potential energy (CAPE) simulated with the two schemes. It is apparent that the value reaches equilibrium after 5 days although with significant fluctuations. Further, the new scheme simulated larger CAPE than the GR scheme, and thus much deeper clouds are more significant than the GR scheme. Indeed, the average convective rain rate of the new scheme was 12.4 mm day −1 , compared to 8.7 mm day −1 of the GR scheme. Figure 9 compares averaged vertical profiles of convective heating (cooling) and moistening (drying) rates. The simulated profiles are qualitatively similar to those presented in Zhang and McFarlane (1995) as convective cooling and drying are dominant near the 1000 mb level. Above the level, the new scheme simulated larger convective heating and drying rates up to 400 mb level. This indicates that deeper convective clouds are more significant in the new scheme than that in the GR scheme.
Results
Time averaged vertical profiles of simulated cloud mass flux for each convective cloud type are compared in Fig. 10 . In both schemes, the vertical profiles of each cloud type have a certain spread, but their detailed profiles are different. As the value of w b increases, the GR scheme produces large cloud mass flux above the melting level. In contrast, cloud mass flux simulated with new scheme increases only in the lower altitude. Because shallow convection shows large cloud mass flux and updraft at low altitudes, these trends mean that the GR and new schemes simulate shallow convection with small and large values of w b , respectively. The trends of new scheme are consistent with the results of CRM experiment since shallow convection is more dominant for larger value of w b .
The time averaged vertical profiles of entrainment and detrainment are compared in Fig. 11 . Both entrainment and detrainment profiles show that the GR scheme simulated larger entrainment and detrainment than the new scheme for most altitudes, except near the lowest level. The profiles mean that lateral mixing between clouds and the environmental air in the GR scheme is more active than that in the new scheme. Considering this trend, the trends of CAPE, and the profiles of heating and drying rates (less heating and moistening lower atmosphere), the GR scheme is considered to simulate shallower and more diluted convective clouds than the new scheme. The GR scheme tends to simulate entrainment as long as in-cloud buoyancy remains, and so this feature results in larger entrainment. In the both cases, entrainment remains even near the 200 mb level (approximately 11 km height) which is much higher than that simulated by CRM. This may be derived from the formulation of Gregory's parameterization for entrainment rate that tends to simulated large entrainment rate near the cloud top. This is because near the cloud top, the updraft velocity is small, and too large value of entrainment rate is likely to appear by dividing the in-cloud buoyancy with the small updraft Fig. 8 Comparison of time evolution of convective available potential energy (CAPE) over 30 days for the GR and new schemes Fig. 9 Comparison of time averaged vertical profiles of convective heating (cooling) and moistening (drying) rates velocity, even though cloud top entrainment appears to be large as presented in Zhang et al. (2016) . Similar trends are seen in Fig. 7 of Chikira and Sugiyama (2010) and the solution should be discussed in the future study. Section 6 below uses AMIP experiments to examine the impact of the different features of each scheme on atmospheric circulation.
AMIP experiment
Model and experimental setup
An atmospheric general circulation model (AGCM), which is a grid model and consists of a composite grid system (a) (b) Fig. 14 Zonal mean and annual mean vertical profiles of temperature and humidity biases from ERA-interim using 7-year model results. Contour lines and shade indicate zonal and annually averaged profiles and biases from ERA-interim, respectively (Baba et al. 2010 ) was used for the AMIP experiment. The land surface was parameterized based on the revised Hydrology, tiled ECMWF Scheme for Surface Exchanges over Land (H-TESSEL; ECMWF 2014) including snow process (Dutra et al. 2010 ). The sea ice temperature was solved by a slab model. The roughness length over ocean was parameterized by Miller et al. (1992) . The microphysics of non-convective clouds were based on Lohmann and Roeckner (1996) , and partial condensation was computed by the method of Kuwano-Yoshida et al. (2010) . The orographic and non-orographic gravity waves were parameterized by McFarlane (1987) and Scinocca (2003) , respectively. All other parameterizations were same as those used in Baba (2015) . The horizontal resolution of 2.5° and non-uniformly spaced vertical 51 layers (up to 80 km height) were used. The first model layer thickness is 100 m near the model bottom and 2400 m near 20 km height. The layer thickness Fig. 15 Comparison of annual mean precipitation, biases from CMAP precipitation data, convective and non-convective precipitation using 7-year model results above this level was set to a constant 2400 m. A time step of 26 min was used for the time integration. The experimental setup follows the original AMIP experiment. The sea surface temperature and sea ice concentration were given by reanalysis data (Rayner et al. 2003) . Time integration was performed for 7 years from 1 January 1979 to 31 December 1985, and the daily data were analyzed.
Mean state
Convective and non-convective cloud structures were analyzed by zonal mean vertical profiles of cloud mass flux, heating rate and moistening rate (Fig. 12) . The GR scheme simulated weaker cloud mass flux, lower heating and drying rates from convective clouds in the higher altitude, meaning that the convection simulated by the GR scheme is weaker (a) (b) Fig. 16 Comparison of annual mean outgoing longwave radiation (OLR), outgoing shortwave radiation (OSR) and their biases from CERES-EBAF satellite data using 7-year model results than that simulated by the new scheme. The trends are consistent with the results of SCM experiment, which showed that the GR scheme tended to simulate shallower diluted convection. Responding to the weaker convective updraft, cooling and moistening from non-convective clouds (evaporation of cloud condensate and precipitation) in the upper equatorial region are less significant in the GR scheme due to the weaker vertical circulation, while heating and drying from non-convective clouds (formation of cloud condensate) in the lower equatorial region (height between 1000 and 800 hPa) are more significant. This fact means that non-convective clouds at the low altitude in the GR scheme increased compared to those in the new scheme. In this trend, shallow diluted convection is considered to transport moisture to the region of non-convective clouds, as seen in Fig. 12 (drying rate from convective clouds at 800 hPa height of GR scheme is less significant compared to that of the new scheme, see also Fig. 9 where the GR scheme showed moistening trends at 900 mb level).
The differences in the convective structures are considered to be derived from entrainment and detrainment profiles of convective updraft. Figure 13 shows meridional mean vertical profiles of entrainment and detrainment. Since the GR scheme could not consider the decrease of entrainment by the detrainment, the entrainment (not 'entrainment rate') tends to excessively increase in lower altitude and even in upper altitude where the detrainment is dominant. These trends cause excessive entrainment of environmental air into convective clouds, leading to too much formation of diluted convective and non-convective clouds in the low altitude, and less formation of strong deeper clouds. These trends eventually may cause some differences in the precipitation and radiative properties.
Zonal mean vertical profiles of temperature and moisture were evaluated using ERA-interim (Dee et al. 2011) , as shown in Fig. 14. Warm biases are apparent at the upper atmosphere, but these are common for both cases and are considered to derive from other physical parameterizations. Otherwise, temperature profiles show good agreement with the reanalysis data. In contrast to the temperature trends, a large negative humidity bias is observed in the GR scheme at the equator in low to middle altitudes. This may be caused by the scheme computing excessive consumption or dilution of humidity in this region, originating from too much entrainment in the low altitudes as shown in Fig. 13 .
The simulated annual mean precipitation is validated by comparing the results with CPC Merged Analysis of Precipitation (CMAP) data (Xie and Arkin 1997) in Fig. 15 . In the results, neither scheme showed unrealistic double Intertropical Convergence Zone (ITCZ) trends (e.g., Bellucci et al. 2010) . The most prominent difference between the GR scheme and the new scheme is the precipitation pattern in the western Pacific region, where the new scheme improved positive precipitation bias compared with the GR scheme. Both schemes present positive precipitation bias in high latitude regions, but the bias is considered to be derived from non-convective cloud scheme since the non-convective precipitation is dominant in the high latitude regions (as shown also in Fig. 15) .
Radiative properties from model results were analyzed using Clouds and the Earth's Radiant Energy System, Energy Balanced and Filled (CERES-EBAF) satellite data (Loeb et al. 2009 ), as in Fig. 16 . The biases in outgoing longwave radiation (OLR) in both cases are different but of similar magnitude, and a clear difference is not observed from the annual mean state. A significant difference is seen in the outgoing shortwave radiation (OSR) trends, where the new scheme greatly improves positive bias of the OSR over the ocean. This is considered to be derived from the difference in cloud condensate at low altitude, since low-level clouds are known to have high albedo due to small effective radius of cloud droplets (e.g., Baba 2015). As noted above, low-level nonconvective clouds are more significant in the GR scheme, because weak diluted updraft that enhanced formation of the low-level clouds was simulated by the scheme. It can be therefore concluded that the large OSR bias in the GR scheme is originated from the low-level clouds trends.
Variability
Further analysis on the variability of atmospheric circulation, especially intraseasonal variability, was performed using US CLIVAR MJO diagnostics (Waliser et al. 2011) . To conduct comparison with observation, Advanced Very High Resolution Radiometer (AVHRR, Liebmann and Smith 1996) OLR and daily wind data of NCEP-NCAR reanalysis (Kalnay et al. 1996) were used in the following analysis.
Lag-cross-correlation diagrams for OLR and zonal wind anomalies are compared in Fig. 17 . The comparison indicates that the results of both schemes are in good agreement with the trend of reanalysis data, although the lag of zonal wind to OLR is slightly shorter than the reanalysis data. The lag-cross-correlation captured clear signals for periodical appearance and cycle of intraseasonal variability in both the OLR and zonal wind anomalies as indicated by reanalysis data, and the signal propagates eastward with a similar propagation speed. The trends suggested that the both schemes can simulate essential features of MJO, especially, the features in terms of spontaneous generation with its reasonable cycle and eastward movement.
The features of simulated CCEWs and MJO were validated using space-time spectral analysis. Figure 18 shows the coherence-squared and phase between equatorial OLR and zonal wind at 850 hPa. In the symmetric spectrum, although high coherence-squared of model results is spread wider than the reanalysis data, the both schemes captured MJO, which is defined as the spectral components within zonal wavenumbers 1-3, and period of 30-80 days. It is apparent from comparisons that the spectrum of the new scheme is closer to the reanalysis than the GR scheme, and qualitative trends of the lags of zonal wind to OLR are reproduced. Moreover, the GR scheme simulated a much more unrealistic westward propagating component, and the Kelvin wave became obscure in comparison to the new scheme. This trend is consistent with the trend of increased low-level clouds in the GR scheme as seen in the mean state, since such increase in the westward spectral component relates to an increase of low-level clouds (weak convective and nonconvective) moving westward along with the trade wind in the equatorial region. In addition to the improvement in the symmetric spectrum, the new scheme improves mixed Rossby-gravity wave trends in the asymmetric spectrum as compared with the GR scheme.
Finally, the composite life cycle of MJO was evaluated using band-pass filtered OLR, zonal and meridional winds at 850 hPa (Fig. 19) . The comparison of the life cycle apparently showed that the both schemes could simulate generation and eastward propagation of MJO. However, the intensity of MJO represented by OLR anomalies is different, i.e., the intensity simulated by new scheme is moderate and closer to reanalysis than the GR scheme, which simulated too strong intensity. Hirons et al. (2013) described that cumulus congestus increase due to the resulting effect of dry air entrainment caused by modified cumulus parameterization could improve MJO simulation. They noted that cumulus congestus moistened mid-troposphere and the effect dominated MJO behavior. Since GR scheme tends to increase low-level entrainment and thus causes diluted convection, it can be assumed that similar improvement can be obtained also by the GR scheme. However, the situation is different and the difference can be found from the moistening profiles of convective and non-convective clouds (see Fig. 12 ). The moistening at the mid-troposphere was not enhanced by both convective and non-convective clouds, and drying became significant only in the low-level. This may be derived from the fact that cumulus congestus did not increase by the increase of dry air entrainment in GR scheme, and most of the moisture was consumed by the formation of low-level clouds since moisture transport was limited to low altitudes due to the weakened convection. Shallow convection is known to play important roles in simulating MJO (e.g., Zhang and Song 2009; Hung et al. 2013 ), but since the GR scheme overestimated low-level Fig. 19 Comparison of composite life cycle of MJO over 7 years. 20-100 day band pass filtered OLR (shade, unit: W m −2 ), zonal and meridional winds at 850 hPa anomalies (vectors) are used ▸ entrainment and thus simulated too much low-level clouds, the GR scheme is considered to overestimate the intensity of MJO.
Summary and conclusion
A spectral cumulus parameterization employing new incloud parameterization was proposed based on findings for the statistical in-cloud properties obtained from a cloudresolving model (CRM) simulation. Features of the developed parameterization were first examined in SCM experiment. The scheme was subsequently assessed in an AGCM using an AMIP experiment.
Long-range CRM simulation was used to estimate statistical in-cloud properties and their relationship. The results showed that entrainment was dominant in the lower altitudes, while detrainment was dominant in the higher altitudes. The change in entrainment term of the cloud updraft velocity equation was found that it could not be expressed only by the variation of buoyancy. The detrainment term was found to have impact on the buoyancy variation and thus also was expected to have impact on the variation of entrainment term. Considering the effect of detrainment on the buoyancy, a consistent equation for entrainment rate that can be applied for both deep and shallow convection was introduced. Considering this modification for entrainment rate, the cloud mean updraft velocity equation was modified so the formulation could account for the effect of detrainment.
A cumulus parameterization was constructed using relevant existing parameterizations and the proposed formulations for entrainment rate. To consider the coexistence of deep and shallow convection, the parameterization was based on a spectral approach rather than a bulk mass flux approach.
SCM experiments were performed to examine basic features of the developed cumulus parameterization (new scheme), and the results were compared with those from a cumulus parameterization employing the entrainment model of Gregory (2001) (GR scheme). The comparisons showed that convective clouds simulated with the GR scheme became shallower and more diluted due to larger entrainment.
The cumulus parameterizations were implemented into an AGCM, and AMIP experiments were performed. The results from the new scheme were compared with those obtained from the GR scheme, and validated with reanalysis data. The new scheme showed improvements in both the mean state and variability of the simulated global atmospheric circulation, i.e., the new scheme improved positive precipitation bias in the western Pacific region and improved positive OSR bias over the ocean, and also simulated better features of CCEW, and MJO with moderate strength. The improvement was found to derive mainly from differences in the simulated entrainment profile. The GR scheme tended to simulate an excessive increase of entrainment in the low altitudes, resulting in enhancing shallow diluted and low-level non-convective clouds; similar features were found in the SCM experiments. In contrast, the new scheme suppressed the excess of entrainment and thus suppressed unrealistic increase of low-level clouds.
In conclusion, the developed parameterization employing new in-cloud parameterization for entrainment rate can improve some biases of the existing parameterization. The proposed cumulus parameterization is not perfect, and thus further studies might be required for further improvement. For example, convective closure of the parameterization may need improvement so that the parameterization can simulate accurate diurnal cycle over continents (e.g., Bechtold et al. 2014) . In addition, to determine coefficients of entrainment, more realistic long-range CRM experiment (e.g., TOGA-COARE experiment, Wu et al. 1998 ) might be beneficial since the present study is based on an idealized long-range CRM simulation.
The pilot version code of this cumulus parameterization is available under MIT license at https ://gitla b.com/babay / cumul us.
where Δz k is the layer thickness at level k, represents diagnostic variables in cumulus parameterization, and u represents in-cloud quantities. Here, superscript j representing j-th cloud type is omitted for simplicity, and will be omitted hereafter. S is the microphysical source (sink) term. Using fractionally integrated quantities without effect of detrainment, the updraft detrainment rate based on Eq. (13) can be calculated as:
The detrainment terms are evaluated and upper half level values are obtained as:
When cloud mean updraft velocity becomes negative, the height is defined as the cloud top. In this case, cloud mass flux detrains completely at the cloud top layer and the detrainment rate is set to 1∕Δz k . and pressure. The freezing rate of cloud condensate is set so that the ice fraction would not fall below (T) , and is given as:
where ̄f u ≥ 0 . The generation rate of precipitation is modeled by Sundqvist et al. (1989) as:
where c 0 = 1.8 × 10 −3 s −1 and l crit =0.5 g kg −1 is the critical cloud condensate. The critical value of cloud condensate has dependence on temperature with consideration for the Bergeron-Findeisen process for cold temperature. In the convective downdraft, following evaporation of precipitation is considered:
In the calculation of e d , condensation (deposition) of precipitation is not allowed. Since Eq. (63) represents evaporation of total precipitation, snow sublimation is considered by partitioning the evaporation using the ice fraction. Direct evaporation to the environmental air is activated only below the cloud base. The evaporation (sublimation) of precipitation follows the work of Kessler (1995) and is given as:
where C c = 0.05 is the area fraction of convective cloud, RH = 0.8 the critical relative humidity, p s the surface pressure. Other coefficients are given as 1 = 5.44 × 10 −4 , 2 = 5.09 × 10 −3 , and 3 = 0.5777.
