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INTRODUCTION 
On s’interesse dans ce travail a l’equation de Riccatil, classique 
dans la theorie du filtrage stochastique et du controle de systemes 
gouvernes par des equations d’evolution lineaires. Rappelons que 
l’equation de Riccati se presente comme une equation d’evolution 
dans l’algebre Y(H, H) d es operateurs lineaires continus sur un 
espace de Hilbert H, du type 
dP(t) dt + A* 0 P(t) + P(t) 0 A + P(t) 0 P(t) = F(t), t > 0, (0.1) 
P(O) = PO , (0.2) 
ou l’on s’est don& A, un operateur lineaire borne’ ou non dans H, 
d’adjoint A*, P,, E ,Ep(H, H) etF(t) E L?‘(H, H), t > 0, et oh l’inconnue 
est la fonction P definie sur [0, + co[ a valeurs dans oEo(H, H); le 
symbole o designe le produit de composition dans pEp(H, H). 
Lorsque l’operateur A est continu, l’espace H &ant de dimension 
finie ou infinie, l’equation (0.1) (0.2) fait I’object d’une litterature 
abondante pour laquelle nous renvoyons par exemple a Kalman- 
Bucy [l], Bucy-Joseph [2], K 1 a man-Falb-Arbib [3], Faurre [4] et 
a la bibliographie de ces travaux. 
Lorsque A est un operateur non borne (et done H de dimension 
infinie), l’equation de Riccati a CtC CtudiCe pour la premiere fois par 
J. L. Lions [5] qui obtient l’existence et I’unicitC de solutions de (O.l), 
(0.2) comme consequence de I’existence et I’unicitC de solutions d’un 
probleme convenable de controle. Aprb [SJ le probkme restait encore 
1 et aussi B certaines dquations similaires un peu plus ghhles. 
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ouvert dune etude directe de l’equation de Riccati pour des operateurs 
non born& et c’est precisement ce probleme que nous abordons ici. 
A cet aspect de ce travail s’en ajoutent deux autres: nos resultats se 
presentent par rapport a ceux de [5] con-me des r&hats de regularite; 
par ailleurs notre travail apporte une methode d’approximation 
numerique de l’equation de Riccati. 
Pour d’autres etudes de l’equation de Riccati associee a des opera- 
teurs non born&, signalons H. J. Kushner [6] qui donne une etude 
directe dans le cas des operateurs paraboliques du deuxieme ordre; 
Da Prato [7] et tout recemment [8] Ctudie l’equation (O.l), (0.2) par les 
methodes des semigroupes *. Enfin, nous renvoyons a NCdelec [9] pour 
une etude sysdmatique de l’approximation de l’equation de Riccati; 
certaines techniques utilisees au $11 sont d’ailleurs inspirees de [lo]. 
Le $1 (no 1 94) est consacre a l’introduction d’un cadre fonctionnel 
adapt6 a l’equation et qui permet de donner un sens a (0.1) lorsque A 
est un operateur non borne. Le cadre fonctionnel ainsi precise, le 
$11 (no 5 8 13) d onne un theoreme d’existence et d’unicite de solutions 
de (O.l)-(0.2), d es exemples, et des resultats de regularit& L’existence 
de solutions est obtenue par construction d’une solution approchee et 
passage a la limite; la solution approchee est construite a l’aide de la 
methode des pas fractionnaires classique en analyse numerique (cf. G.I. 
Marchouk [lo], N. N. Yanenko [II], R. Temam [12]). 
Le plan est le suivant: 
I. ESPACES FONCTIONNELS 
1. Les espaces V, H, et v’. 
2. Espaces de Hilbert-Schmidt rattaches a V, H, et v’. 
3. Formes bilineaires. 
4. Une application simple. 
II. EQUATION DE RICCATI 
5. EnoncC du theoreme d’existence et d’unicite. 
6. Demonstration de l’unicid. 
7. Solution approchee. 
8. Estimations a priori. 
9. Passage a la limite. 
10. Comportement lorsque T -+ + CO. 
11. Exemples. 
12. Resultats de regularit& (I). 
13. Resultats de regularite (II). 
* Cf. 6galement [a]. 
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I. ESPACES FONCTIONNELS 
1. LES ESPACES V, H ET V 
Nous nous donnons de man&e usuelle [ 131 deux espaces de Hilbert 
reels et separable.9 V et H, V &ant un sous-espace dense de H 
I’injection de V dans H Ctant continue. Nous notons ((.,.)) et I( . (1 
(resp. (.,.) et 1 * I) 1 e produit scalaire et la norme dans V (resp. H). 
Le dual H’ de H s’identifie alors a un sous-espace dense du dual V 
de V. On identifie encore H et H’, et alors 
VCHC V’, (1-l) 
oh chaque espace est un sous-espace dense du suivant, les injections 
Ctant continues. 
On note (u, V) le produit scalaire dans la dualitt d’un Clement 
u E V’ avec un element o E V; si u E H ce produit scalaire coincide 
avec le produit scalaire de u et w  dans H. 
On se donne Cgalement un operateur A lineaire continu de V dans 
V, A E S?( V, vl), coercif au sens 
(-4% 4 2 a II u I?, a>o, VUEV. (1.2) 
On note A * E Z( V, V’) le transpose de A qui est Cgalement coercif 
(A*% 4 a a II @ II29 VUE v. U-3) 
D’apres le thCor&me des projections, les operateurs A et A* sont des 
isomorphismes de V sur V’; A-l est done lineaire continu de V sur V 
et son transpose est A *-l. A fortiori A-l (restreint a H) est continu 
de H dans H; on notera que son adjoint dans H n’est autre que A*-l 
(restreint P H). 
Nous supposerons que 
l’injection de V dans H est compacte. (1.4) 
Cette hypothese nous permet en particulier de definir une base 
hilbertienne commode de V, H et Y’. En effet soit A I’isomorphisme 
canonique de V sur V’, i.e. 
Mu, 4 = ((% -41, vu, 8) E v. 
a Ces deux hypothbsea pour simplifier. 
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Son inverse d--l est lintaire continu de v’ sur V, done de H dans V, et 
c’est ainsi un operateur lineaire auto-adjoint et compact dans N. Alors 
il existe une base {eJiEN orthonormee dans H formee de vecteurs 
propres de n-l: 
Ae, = pi2ei, Pi2 > 0, i = l,..., (1.5) 
(ei , ej) = &ii (symbole de Kronecker). U.6) 
Si on suppose, ce qui est loisible, la suite pi croissante au sens large, 
on a 
lien-lpi = +oo. (1.7) 
Les {ei}iEN forment aussi une base hilbertienne orthogonale dans V et 
dans v’; en effet 
((ei , ej)) = (Aei , ej) = pi2(ei , ej> = p&j (1.8) 
((ei , ej)), = (A-Q, , ei) = -$ (ei , ej) = -$ hi (l-9) 
z 
(((.,.))* , [I . I[* produit scalaire et norme dans V’). 
Notons que la norme de l’injection de V dans H n’est autre que 
pi1 = CG1 : 
co I u I B II u IL VUE v. (1.10) 
2. ESPACES DE HILBERT-SCHMIDT RATTACHBS A V, 23, ET V 
Nous aurons P considerer dif%ents espaces de Hilbert-Schmidt 
rattaches a V, H, et V’. Rappelons les definitions relatives a ces 
espaces (cf. par exemple [14]). Si X et Y sont deux espaces hilbertiens, 
on peut definir sur X @ Y un produit scalaire prehilbertien &pare en 
posant 
~~1~~1~'P209)2~x~~~~9)1~~2~x~~p)1~~)2~r~ 
TJlY fP2EXP y1 >P)2E y* 
On note alors X & Y l’espace de Hilbert complete de X Q Y pour ce 
produit scalaire. 
A tout Clement de X @ Y on peut associer un operateur lineaire 
continu de X dans Y : a ‘p @ q~ E X @ Y, on associe l’operateur 
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On d&nit ainsi une application lineaire de X @ Y dans 9(X, Y) et on 
vtrifie que cette application est injective continue de norme < 1. Par 
prolongement, on a une application lineaire continue injective de 
norme ,< 1, de X & Y dans 9(X, Y). On montre que cette appli- 
cation est injective et on peut done identifier X @a Y a un sous-espace 
hilbertien de 9(X, Y): 
IPI x&r G I p I~Lp(X.Y) 7 VPEXG, Y. (2.1) 
Les operateurs lineaires continus de X dans Y qui sont dans X @a Y 
s’appellent des operateurs de Hilbert-Schmidt. 
Rappelons encore les proprietes suivantes: 
Si P E X & Y alors son transpose P* E Y’ $J2 X’ et 
I p* I Y'&X' = I p IX@*Y - (2.2) 
Si P E 9(X, Y), Q E Y Bjz Z, R E A?(.& W) (X, Y, Z, W espaces 
hilbertiens), alors R 0 Q o P E X &, W et 
I RoQoP I XQ~W G I R Immz,m IQ IYG~Z IP /a,~) . (2.3) 
Nous aurons ainsi a considerer les espaces H B2 H, H a2 V, 
H @a Y’, V @a H, V’ @a H. Pour preciser les relations entre ces espaces 
nous faisons la remarque facile suivante: si X, , Yi , i = 1,2, sont 
deux couples d’espaces hilbertiens, A, E 9(X, , X,), A, E 9( Yr , Ya), 
alors 
P E X, a2 Yl ---z A, o P o A, E X2 a, Yz (cf. (2.3)), 
definit une application lineaire continue de X, @a Yr dans X, @a Yz ; 
si A, et A r sont injectives (resp. a image dense) alors il en est de m&me 
de cette application. 11 en r&&e ainsi que X’ @a Y’ est isomorphe a 
H&Y. 
Cela donne pour V, H, V’: 
V’@2HCH@i,HC Va2H, (2.4) 
Ha2 VCH&HCHa, V’, (2.5) 
chaque espace &ant un sous-espace dense du suivant les injections 
&ant continues; V ai, H est en dualite avec V’ Biz H, H 8, V’ avec 
H $a V (pour une forme bilineaire convenable). 
Pour simplifier l’ecriture nous noterons parfois 
H= H&H, V= V’&HnH@j,v 
[.,.I designera le produit scalaire de H ainsi que la dual& entre V et V’. 
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Si P E .Z(X, Y) (X et Y espaces hilbertiens) et si (9&, est une base 
hilbertienne orthonormee de X, alors 
p E x G2 y 0 c II f%Ji)ll2y < +a 
&I 
et dans ce cas 
II p lli&Y = ; II fTrpi)ll2y ’ 
G&e a cette propriete, et utilisant la base {ei}+EN du no 1, on 
caracterise facilement les espaces apparus en (2.4) et (2.5): un element 
P de H = H &, H admet un developpement (convergeant dans 
SW, HN 
P = 5 tuei @ f?j , 
i,j=l 
avec 
[PI” = I p I?&H = j$ I Eu I2 < +oo. 
i,j=l 
De m&me 
{PEm&~~(lPl&I= 2 15j12Pi2<-t% 
i,j=l 
{PEHa,v’-+{lPl;@*v’= g &12--++m. 
&j-l 3 







PROPOSITION 2.1. Sous l’hypothke (1.4), l’injection de V dans H est 
compacte. 
Dkmonstration. Soit P) une suite d’elements de V qui converge 
vers P dans V faible; il faut demontrer qu’elle converge vers P dans 
H fort. On peut supposer P = 0, et on a: 
SUR L’fiQUATION DE RICCATI 91 
avec 
(2.12) 
oh c1 est une con&ante indhpendante de n. En particulier, pour Vi et Vj, 
[u(n), ei @ ej] + 0, lorsque n ---f +co, 
c’est-h-dire, 
kg’ ---f 0, n--t 00, Vi,j. (2.13) 
Donnons nous E > 0 et montrons que 
(2.14) 
pour n assez grand. 
11 existe i, = iO(E) (cf. (1.7)) tel que pour i > i, on a: pg > dc>; 
alors avec (2.12): 
En raison de (2.13), 1 i existe n, = Q(E) tel que pour n > no(e), 
et (2.14) en r&&e pour n 3 K+-,(E). 
Opkrateurs positifs 
Un opkrateur P E _Lp(H, H) est dit positifs (et on note P > 0) si 
Notons le r&.&at suivant qui nous sera utile. 
PROPOSITION 2.2. 5% P E H Biz H et Q E -Ep(H, H) avec Q > 0, 
alors 
[Q@, PI 2 0, PQ, PI 2 0. (2.15) 
8 ou accdtif ou monotone. 
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Si P E H Q2 H, si Q et R G L?(H, H) sont >,O et que Q ou R est 
auto-adjoint et compact, on a 
[QoPoR,P] 20. (2.16) 
DCmonstration. Soit 
P = f tijei @ ej ; 
i,j=l 
nous dkmontrons tout d’abord (2.15) avec P remplack par 
et il est facile ensuite de faire tendre N vers l’infini. Or 
= f ti&kt(ei , ek)(Qei 9 4 
i,j,k,l=l 
[P, o Q, PN] = [ t tuQ*es 8 ej , 5 tklek @ el] 
i,j=l k,Z=l 
= 5 &h&?*ei , ek)(e5 ,eJ 
i,j,k,Z-1 
Supposons Q auto-adjoint et compact. Pour Ctablir (2.16) nous 
raisonnons de man&-e analogue mais en dkcomposant P sous la forme 
C &pi @ q* , oh les yi sont les vecteurs propres orthonormaux de 
l’optkateur Q. 
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(car hj > 0). 
3. FORMES BILINI~AIRES 
Si P et Q E V’ g5, H, alors (cf. (2.3)), P 0 A E V g2 H et le produit 
scalaire 
[P~A,Ql 
a un sens. En outre 
est une forme bilinkaire continue sur V’ B2 H; plus prCcisCment: 
I [f’o-%Ql I d I PoA lva,H IQ IVG~H 
I[P~A,QII < IAILsw.v) V’IY~G~~HIQIY~~~H~ (3-l) 
SiPetQEH& V,aalorsA * D P E H @a v’ et le produit scalaire 
[A*oP,Ql 
a un sens. En outre 
W’, Q> I-+ [A* 0 P, Ql 
est une forme bilinkaire continue sur H &. V: 
j [A* 0 P, Q] I B I A* 0 P IHG~Y, 1Q tew 
1 [A* 0 P,Q] I < I A* ILZWJ~) I P IHCW IQ hw + (3.2) 
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PROPOSITION 3.1 (CoercivitC). 
[PoA,Pl b4w+&rf’ QPE V’Gi,H, (3.3) 
[A* 0 P, PI b a I lJ l&J, QPEH@J, (3.4) 
azlec 01 &jini en (1.2). 
De’monstration. Soit 
P = f fijei @ ej 
i,j=l 
et 
Pour dhmontrer (3.3), on dkmontre cette inCgalitC avec P remplacb par 
PN et il est facile ensuite de faire tendre N vers l’infini. On a 
P,oA= 2 tijA*ei@ej, 
i,j=l 
= i &fkz(A*ei , e&j s 6) 
i,j,k,Z=l 
= f &&kj(A*% 9 ek) 
i,j,k=l 
DCmonstration identique pour (3.4). 
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4. UNE APPLICATION SIMPLE 
Soit T > 0 et CII > 1; on note L”(O, T; X) (X Banach) l’espace des 
(classes de) fonctions de [0, T] t+ X de puissance @’ sommable pour 
la mesure de Lebesgue; %?([O, T]; X) designe l’espace des fonctions 
continues sur [0, T] a valeurs dans X (normes usuelles pour ces 
espaces). 
Les considerations des no 1 a 3 et le theoreme de Lions (cf. [13]) 
concernant les equations differentielles operationnelles IinCaires dans 
un espace hilbertien, entrainent immediatement ceci. 
PROPOSITION 4.1. Pour PO E H Bj, H dome’ et 
F E L2(0, T; H Bjz H) 
don&, il existe P unique pi vbz$ie 
P EL~(O, T; V’ B2 H) n L2(0, T; H 6, V), (4.1) 
P E WO, Tl; H @j2 W, (4.2) 
-$+A*~P+P~A=F .QJr IO, q, (4.3) 
P(0) = PO . (4.4) 
IL EQUATION DE RICCATI 
5. ENONCB DU THEORBME D'EXISTENCE ET D'UNICITB 
Dans ce qui suit, r designe un entier 22 (r = 2 pour 1’Cquation de 
Riccati de la theorie du contrble). Si P E 2(H, H), B,,(P) designe le 
compose P 0 -me 0 P (r fois). 
THBORBME 1. Pour PO et F don&s, 
P,+HB2H, PO k 0, P,* = P. , (5-l) 
FE L2(0, T; H B2 H), (5.2) 
F(t) 2 0, F*(t) = F(t), p.p. t > 0. (5.3) 
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il existe P unique qui vkijie 
P EL~(O, T; V’ & H) n L2(0, T; H Bj, V), 
P EL~(O, T; H gj, H), 
P(t) >, 0, P*(t) = P(t) vt >, 0, 
g + A* 0 P + P 0 A + B,(P) = F, 






Remarque 5.1. Si P verifie (5.4) (5.5) et (5.7), alors 
$ d2(0, T; V Gi, H) + L2(0, T; H a, V’) 
et done d’apres [13], aprb modification Cventuelle sur un ensemble de 
mesure nulle 
PE V([O, T]; H Bij, H). 
Cela donne un sens a (5.8). 
Remarque 5.2. Le Theoreme 1 est valable pour tout T > 0. Si done 
F est don& sur R, = [0, co[ avec 
F doc(R+ ; H C% H) 
et (5.3), alors il existe P unique verifiant 
P &,(R+ ; v’ 632 H) %c(R+ ; H 632 v> 
P ~-G&R+ ; H 6 H) 
et (5.6)-(5.8). 
Au no 11 nous donnerons des resultats plus precis relatifs au 
comportement de P(T) lorsque T -+ co. 
Remarque 5.3. L’equation de Riccati intervenant en theorie du 
controle est l’equation (5.7) avec r = 2. 
Remarque 5.4. Le Theo&me 1 et ce qui suit s’etendent aisement 
au cas oti les operateurs A dependent de t. De man&e precise, pour 
presque tout t E [0, T], on se donne A(t) E Y( V, V’) avec 
I 
t F-F (A(t)u, V) est mesurable, vu, v E v. 
I(494 41 G c II u II II v IL 24, VE v, c in&pendant de t. 
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Nous n’envisagerons pas ce cas pour simplifier quelque peu la prC- 
sentation. 
6. D~IONSTRATION DE L'UNICITB 
Soient P et Q deux solutions de (5.4)-(5.8) et soit R = P - Q: 
$ + A* 0 R + R 0 A + B,(P) - B,(Q) = 0. (6.1) 
On vkrifie facilement en raisonnant par rkcurrence sur Y, que 
D-l 
W-‘) - f&(Q) = c &(Q) 0 R 0 %-i-d’>. F-2) 
i=O 
Prenant alors le produit scalaire dans H de (6.1) avec R, et utilisant 
(2.16), (3.3), et (3.4), nous trouvons 
$ [WY d 0, 
et ainsi 
[WI = 0, t > 0. 
7. SOLUTION APPROCHBE 
Soit N un entier destinC h tendre vers I’infini et k = TIN. Pour 
n = o,..., N - 1, soit 
F” = ; f;‘kF(t) dt. 
Nous allons dkfinir une famille d’C1Cments de H &, H, 
(7.1) 
avec 
pM/3 , n = O,..., N - 1, i= 1,2,3,* 
pfw3, Pn+l > 0 et auto-adjoints, n = O,..., N - 1. (7.2) 
On part de 
PO = PO ) (7.3) 
4 IZ + i/3 est un indice supkrieur et non un exposant. 
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puis, lorsque PO, P1J3 ,..., Pn sont connus, on d&nit successivement 
Pn+lJ3, Pn+213, et P”+l comme suit 
(a) Pn+l/3 est dt$ni par 
p-+1/3 -P” + k&.@‘*)o pfi+=l3 = 0. (7.4) 
Comme Pn est auto-adjoint et positif par hypothbe, il en est de m&me 
de B,-,(Plt) et l’operateur I + kB,..JPIZ) est done inversible dans 
(H, H). L’equation (7.4) s’ecrit 
(I + kB&Pfi)) 0 Pra+li3 = P” 
et definit Pn+l13 de man&e unique 
Pn-t1i3 = (I + kB,,(P”))-lo P”; (7.5) 
en outre d’aprb (2.3), Pn+l13 E H Bj, H. 
L’operateur P +l/a est auto-adjoint (au sens de Y(H, H)); en effet 
(Pn+li3)* = (P”)* 0 ((I + kB,-,(Pn))-l)* 
= (P”) 0 (I + kB,-,(Pn))-l. 
11 est bien connu que Pn et (I + kB,.-,(P”))-l commutent dansP(H, H) 
et on a bien 
(pnt-l/a)* = pn+1/3~ (7.6) 
L’operateur Pn+l/3 est 20 car si y E H et Y = (1+ kB,-,(P))-lq, 
(PnS”$, q-4 = ((I+ kJL,(P”)Y 0 P”cp, d, 
= Pa, ((I+ k&-,(P’Y)*p), 
= (P”v, (I+ k&-,(Pn))-ld, 
= (P”(I + k&--,(W) Y ‘u), 
= ((I + kB,-,(Pn)) Y, P’T) 3 0. 
(b) Pnf213 est la solution dans V’ gs, H de 
f’n+V - f’n+W + kp’-P o A = kFn. (7.7) 
L’existence et l’unicite d’une solution Pn+2/3 de (7.7) est une cons& 
quence immediate du no 3 et du theoreme des projections. 
(c) Pn+l est la solution dans H g2 V de 
pm+1 - pnw3 + k/J* 0 pn+1 = 0. (7.8) 
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L’existence et I’unicid d’une solution P”+l de (7.8) est conskquence du 
no 3 et du thkorkme des projections. 
Nous devons encore vCrifier que Pn+l est auto-adjoint et positif. On 
a 
pn+l zz (I + kA*)-1 o p’W3, 
pn+3/3 = (pn+1/3 + kI;")o(I + k&l, 
(7.9) 
(7.10) 
et par elimination, 
P”+l = (I + kA*)-1 o (Pn+1/3 + @) o (I+ k&l. (7.11) 
L’adjoint de P”+l est (cf no 1, et (7.7)): 
(P*+l)* = ((I + kA)-I)* o (P+1/3 + kP)* o ((I + AA*)-l)* 
= (I + kA*)-’ 0 (Pn+lj3 + kFn) o (I + kA)-1, 
d’oh 
(pn+l)* = pn+1* 
Sip,EH, ona bien 
(Pn+$, tp) = ((I + kA*)-1 o (Pn+lls + kF*) o (I + k/l)-lq, q) 
= ((Pn+lls + kF”) o (I + kA)-$, (I + kA)-lp) 2 0, 
d’Oil 
Pn+l 2 0. 
8. ESTIMATIONS A PRIORI 
Estimations h priori dans H g2 H 
D’aprbs le (2.3) et (7.5): 
[pn+l’7 G I(1 + kfL,(Pn))-l I~TH.HD’~~, 
et comme P” > 0, 
et ainsi 
[Pn+lq < [P”]. (8.1) 
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On vhrifie aiskment que 
(cf (1.2) (1.3) (l.lO)), t e on a alors de m&me avec (7.9) et (7.10): 
[Pn+213] < [Pnf113 + kF”]. 
[Pn+zJ3] < {[P”+V3] + k[F”]}, 
On en dCduit que, pour n = O,..., N - 1: 
[~“+l] d [I’“] + k [W, 
et par combinaison 






[Fj] = [; s::“‘“F(t) dt] < ; ,;k+l’k [I] dt, (8.5) 
nous trouvons A fortiori 
IW G [PI + [FlL’(O,T;H) 9 n = O,..., N. W) 
Estimations ci priori duns V’ Biz H et H &- V 
Nous multiplions scalairement (7.4) par Pn+lls (au sens de H Bjz H) 
et nous trouvons: 
[pn+w]2 - [pm]” + [p*+w - p”]” + 2k[B,JP~) o P*+l’a, Pn+1’3] = 0. 
11 rkulte de (2.15) que 
[B,,(Pn) 0 Pn+1’3, Pm+1’3] > 0 
d’oh 
[pn+1/3]2 - [pn]” + [pn+l/3 _ pn]2 < 0. 
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Nous multiplions ensuite scalairement (7.7) par Pn+2/3 et (7.8) par 
P”fl: 
[pn+2/3]2 - [f'n+l/3]2 + [pn+2/3 - f'W3]2 + 2k[pn+2/3 o A, J'n+2/3] 
= 2k[F”, Pnf2/3], 
[pn+l]Z - [pn+2/3]2 + [pn+l - pn+2/3]2 + 2k[&+ o pn+l,pn+l] = 0. 
Nous ajoutons ces trois dernieres Cgalites et utilisant (3.3), (3.4), il 
vient 
[pn+1]2 _ [pm]2 + [pn+l _p+2/3]2 + [p+2/3 -p+l/3]2 + [p+v3 --PI2 
+ 2ka[Pn+2’3];~~izH + 2ka[P”+1]&Bj,v < 2k[Fn][P”+2’3]. 
Le second membre de l’inegalite est major-6 par 
[Fn12 + ka[P”+2’3];,BiZH 
ou cr est la norme de l’injection de V’ G2 H dans H a2 H. D’oh 
[p+l]2 _ [pa]" + [pm+1 - pn+2/3]2 + [p+2/3 - p+li3]2 + p+1/3 -PI" 
+ ka[Pn+2’3];qj,H + ka[~“+ll~~zv < h$ [Fn12. (8.7) 
Par addition pour n = O,..., N - 1, il vient 
N-l 




+ ka c {[Pn+2’3]“v,azH + [P”+‘]&} ,< [PO]” + k $ Nfl [Fn12. 
n=O T&=0 
D’aprb (8.5) et avec l’inegalite de Schwarz, 
en sorte que le second membre de (8.8) est major6 par une expression 
independante de k: 







1 {[pn+l - pn+2/3]2 + [f’n+2/3 - pn+1/3]2 + [pn+l/3 
12=0 
(8.10) 
F-12) < c, (8.11) 
oh cs est independant de k. 
Comme Pn+l est auto-adjoint, il resulte de (8.10) et de (2.2) que 
kC/Pn+11$~‘aHd~2. (8.12) 
InterprCtation des estimations d priori 
Nous introduisons les fonctions Pile , i = 0, 1,2, 3, definies sur 
[O, T[ par 
pi&) z pn+ii3 pour t E [nk, (n + 1) k[, n = 0 ,..., iV - 1; (8.13) 
(8.13) permet aussi de definir POk sur [T, T + k[ et Psk sur C-k, O[; on 
a clairement 
PO& + 4 = P3&), t E [O, T[. 
Nous dtfinissons Cgalement la fonction Pk lineaire sur chaque inter- 
valle [nk, (n + 1) k], continue, et telle que P,(nk) = P”. 
Nous pouvons interpreter les estimations a priori qui precedent de 
la manibre suivante: 
PROPOSITION 8.1. Lorsque k -+ 0, 
Pir demeure duns un ensemble bornt de Lm(O, T; H Bj, H) (i = 0, 1,2,3), 
P2k demeure duns un ensemble born6 de L2(0, T; V’ B2 H), 
Psx demeure duns un ensemble born& de L2(0, T; V’ Bj, H) et de 
L2(0, T; H B2 V). 
PROPOSITION 8.2. Lorsque k ---t 0, 
[Pik - P(i-l)klL%.T:H~*H) < da i = L&3, 
IP3k - P*lL.~(omr@i,H) G dG-- 
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Pour la dernikre estimation don&e par la Proposition 8.2 on 
remarque que 
[POk - ecl~%.T;H&Y) = sj k x [Pn+l - P”]” < 
< $j Nf1{[pn+l -pn+2/3]2 + [Pn;2/3 -lh+1/3]2 + [j'n+l/3 - j’“]“} 
n=o 
et on utilise (8.11). 
Comme P, $ V’ gjz H et P,, $ H &. V, il n’est pas possible d’avoir 
des estimations de Pk au voisinage de 0, dans V’ B2 H et H &, V, 
mais 
PROPOSITION 8.3. Lorsque k --+ 0, Pk demeure dans un ensemble 
borne’ de Lw(O, T; H gjz H) et, 
oG c3 est &d&pendant de k. 
Autre estimation d priori. 
Par addition de (7.4), (7.7), et (7.8) nous avons 
pn+l - pn + k&-,(P) o Pm+w + kPn+v o A + kA* 0 Pn+l = kF”, 
(8.14) 
ce qui s’krit 
dP, x+A*-,,+P,,oA +&--1(P&Pl,t =Frc (8.15) 
oti Fk est la fonction &gale A Ffi sur [nk, (n + 1) k[. 11 en rhhe avec la 
proposition 8.1 que 
-$ demeure dans un ensemble born6 de L2(0, T; V B2 H) 
+ L2(0, T; H G2 V’). (8.16) 
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9. PASSAGE A LA LIMITE 
En raison des Propositions 8.1, 8.3, et de (8.16), il existe une suite 
extraite de k (et encore notke K) tell que 
Pik -+ Pi dans Lm(O, T; H & H) faible-Ctoile, i = 0, 1,2, 3, (9.1) 
Pk + P dans Lm(O, T; H Bi, H) faible-Ctoile, (9.2) 
P 2k -+ Pz dans L2(0, T; V’ B2 H) faible, (9.3) 
P 3k -+ Pa dam L2(0, T; V’ G2 H) faible et L2(0, T; H G2 V) fabile (9.4) 
dP, __ --f -$ dans L2(0, T; V B2 H) + L2(0, T; H B2 V’) faible. 
dt (9.5) 
En raison de la Proposition 8.2, 
P, = PI = P2 = P3 = P, 
en sorte que 
P EL~(O, T; V’ a2 H) n L2(0, T; H Bi, V), 




Par ailleurs Pk -+ P dans %([O, T]; V’ faible)5 et done 
P(0) = P, . (9.9) 
Pour ktablir que P est solution de (5.4)-(5.8) il nous reste h vhifier 
que P satisfait A (5.6) et (5.7). 
Si y et Y E H et si u est une fonction scalaire continue sur [0, T], 
car 
i T(Pz4t> ‘p, Yu) u(t) dt -+ j TMt) v,Y) 4 dt, 0 0 
j’(W) b, ‘u) u(t) dt = j’ [P,&>, v 0 Y4t)l dt, 
0 0 
j’(W v’, lu> u(t) dt = s’ [P(t), v 0 -(t)l dt. 
0 0 
On voit alors que P satisfait h (5.6) puisque Pk satisfait aux mCmes 
conditions. 
5V= V’&HnH&V,V’= V&H+H&V’. 
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Pour terminer, nous nous donnons 77 > 0 quelconque et nous 
voyons a I’aide de la Proposition 8.3 et d’une nouvelle extraction de 
sous-suite que 
Pk -+ P dans L2(~, T; V’ @a H) faible et dans P(r], T; H Bj, V) faible. 
(9.10) 
En raison de (9.5) (9.10) de la Proposition 2.1 et d’un theoreme de 
de compacite de Lions [15] (Proposition 4.2, p. 60), nous avons 
Pk -+ P dans L2(v, T, H & H) fort. (9.11) 
Grace a la Proposition 8.2, nous avons aussi 
Pik -+ P dans L2(r), T; H Bj, H) fort, i=O,1,2,3. (9.12) 
11 est alors immCdiat que 
23,~,(P,,,) o Plk + B,(P) dans L2(7, T; H Bj, H) fort, (9.13) 
et le passage a la limite dans (8.15) n’offre plus aucune difficult&; on 
trouve a la limite 
(9.14) 
sur 17, T[ et comme 17 > 0 est arbitrairement petit, I’CgalitC (9.14) a 
lieu sur IO, T[. Cela demontre que P est solution de (5.4)-(5.8) et 
termine la demonstration du Theo&me 1. 
Remarque 9.1. Ce qui precede nous fournit aussi un r&&tat 
d’approximation de la solution P de (5.4), (5.8). On peut preciser ce 
resultat d’approximation en remarquant que les convergences (9.1)- 
(9.5) ont lieu pour la suite K toute entiere et non pour une sous-suite. 
Utilisant les methodes de [12] on peut aussi demontrer des resultats de 
convergence forte plus p&is que (9.11) et (9.12). 
10. COMPORTEMENT LORSQUE T-t fco 
Nous supposons dans ce numero que les hypotheses (5.1) a (5.3) sont 
realisees avec 
F(t) = F est indhpendant de t. (10.1) 
La solution P(.) de (5.4) (5.8) es a ors t 1 definie pour tout T > 0 (cf. 
Remarque 5.2). 
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THBORBME 3. Sous Zes hypothdses du Thhoort?me 1, et (10. l), 
P(T) --f P, dam H $& H fort, lorsque T -+ co (10.2) 
oh P, vbrifie les conditions suivantes qui le caractbisent: 
P,EV= V’&HnH@J, 
p, > 0, (p*)* = p, , 




Dbmonstration. Nous allons montrer que la suite P(T) est bornte 
dans H lorsque T -+ + CO puis qu’elle est de Cauchy. 
Prenant le produit scalaire de (5.7) avec P(t), nous trouvons 
; $ [WI2 + [A* 0 p(t) + p(t) 0 A, p(t)1 + [W’(t)), P(t)1 
= [F, J’(t)1 < PI . [WI. 
D’oh avec (2.4), (2.9, (2.15), (3.3) et (3.4): 
2 mtll” + rvYtl1” d 2[ww (y > 0 convenable) 
d ; [F12 + $ [fV)12, 
-$ [W)12 + ; [P(t)12 d f [F12, 
et on en dCduit que la suite P(t) est bornCe lorsque t --t + co: 
[p(t)] < c, t 2 0. (10.6) 
Soit A p&sent h > 0 et soit QZh :
Q&j = W + 4 - f’(t), t 2 0. 
La fonction Qh vCrifie 
dQh dt (t> + A* 0 Q&) + &h(t) 0 A 
9-l 
+ c B,(W) 0 Q&(t) 0 B,-ivl(P(t + 4) = 0. 
i=l 
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Prenant le produit scalaire avec Qh(t) et utilisant encore (2.4), (2.5), 
(2.16), (3.3), (3.4), nous obtenons (avec le mCme y > 0 que ci-dessus): 
$iQ,(t)la + r[Q1@>1~ < 0. 
D’ou 
[QnW12 d L?W - &I2 exp(-d?. 
[Qh(V2 < 4~’ -PC--yT), 
et il en resulte que P(T) est de Cauchy dans H&H, lorsque T+ + CCL 
Soit P, la limite dans H a2 H de P(T); il est clair que P* verifie 
(10.4), puisqu’il en est ainsi de P(T). 
Soit 
Q(T) = + j-=P(t) dt. (10.7) 
0 
Lorsque T -+ + co, Q(T) converge Cgalement dans H B2 H vers P* ; 
mais Q(T) satisfait a 
P(T) - - 3 + A* o Q(T) + Q(T) 0 A + + /=B,(P(t)) dt = F; 
T (10.8) 0 
prenant le produit scalaire avec Q(T) et utilisant (3.3), (3.4), nous 
voyons que Q(T) est une suite bornee de V, d’oh (10.3). Par ailleurs 
I’opCrateur B, &ant continu dans H Qj2 H 
et done 
‘t+% ww) = B,(P*) 
$+% f j-‘B,(P(t)) dt = B,(P,). 
0 
Nous pouvons done passer a la limite dans (10.8) et nous obtenons 
precisement (10.5). 
11 nous reste a prouver que P, est l’unique Clement de V qui 
satisfait aux conditions (10.3) a (10.5). Or si Q* verifie aussi (10.3)- 
(10.5), et si R, = P, - Q.+ : 
9-l 
A* 0 R, + R, 0 A + C Bi(Q,) 0 R, 0 B,-,-I(P*) = 0. 
i=l 
Prenant le produit scalaire avec R, , et grace a (2.16), 
[A*oR, +R,~A,%l do, 
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et grace a (3.3), (3.4), 
[R*]2 = 0. 
11. EXEMPLES 
Soit D un ouvert borne de Rn de frontier-e fi nous notons x, [, 5, 5’~) 
le point courant de RR”, x = {x1 ,..., x,), etc ,..., et 
EXEMPLE 1. Soit H = L2(sZ) avec la norme habituelle 
If I = is, IJ(“)12q2. 
Soit 
v= H,‘(Q) = 1 ) w  erELa(Q),$tLe(S2),1 <i<n,u=Osur~ z 
t 
qui est de Hilbert pour la norme 
Posant 0 = Q x Q (=A& x Qn,), il est facile de voir que 
H = H@2H=L,2(0),V = HB2 Vn V’a2H 
et le sous-espace de V form des operateurs auto-adjoints est H,,‘(Q) 
(avec norme Cquivalente). 
Les ThCoremes 5.1 et 10.2 donnent alors lorsque A = --A : 
TH$OR~%ME 11 .l. Pour P, et F donnh, avec 
PO E L2(@), (11.1) 
Po(% E) = p&s 4, p, > (A6 (11.2) 
F E L2(0, T; L”(U)), (11.3) 
F(c x, t) = W; f, 4, F(t; x, 6) > 0 p.p. t E [0, T], (11.4) 
6 F0 > 0 signifie ici que PO est un noyau positif: 
s 
Pdx, I) d4 dI) dx a > 0, VP, E La(Q). 
%+ 
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il existe P unique vkri$ant 
P eL2(0, T; I-&‘( 0)) n P(0, T; L2( 0)), (11.5) 
w; x, 62 = w; f, x), P(C x, 6) 2 0 p.p. t E [0, TJ, (11.6) 
ap 
- - A,P - A,P 
at 
+pY t; x, 5(l)) P(t; p, p’) ,..., P(t; [(-, 6) d[(lJ d(‘-’ = F, (11.7) 
P(O; x, 0 = P&, E). (11.8) 
THBORBME 11.2. Pour F dome’ vt+$iant 
F E L2( U), (11.9) 
F(x, 5) = F(t, 4, F 2 0, (11.10) 
il existe P, unique vth$ant 
p, E w(a (11.11) 
P*(x, I) = P*K 4, p, 2 0, (11.12) 
-A$ - A,P + j- P(x, 6”‘) P({‘l’, [f2’) e.0 P(<(‘-l), f) d[(l),..., dc(+-l) = F. 
(11.13) 
En outre P* est la limite dans L2( 0) lorsque t--t + co de P(t) oh P(.) 
est la solution de (11.5)-( 11.8) avec P,, EL~( 0) quelconque F(t) F et 
T=+co. 
EXEMPLE 2. Posons encore H = L2(Q), mais 
On vkrifie que H = L2(0), V = H,,“(0). Lorsque A = A2, les 
ThCor&mes 5.1 et 10.2 donnent ceci 
THBORBME 11.3. Pour P, et F donnks avec 
PO E L2(Q (11.14) 
PC@, 4) = PIAS, 4, PO b 0, (11.15) 
F EL~(O, T; L2(0)), (11.16) 
F(c x, 5) = F(t; f, x), F(c .,.> > 0 pp., (11.17) 
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il existe P unique vki$ant 
P eL2(0, T; H,2(8)) nL”(0, T;L2(U)), (11.18) 
w; x, 5) = qt; E, 4, qt; .,.) > 0, (11.19) 
.$ + A,zP + A,2P + j P(t; x, 5’1’) ... P(t; (+-1), t) dc”’ ..a d[‘r-1’ = F, 
(11.20) 
m x> 5) = P&7 0 (11.21) 
THBOR~ME 11.4. Pour F don& avec 
F eL2(U), (11.22) 
F(x, 5) = F(& $9 F Z 0, (11.23) 
il existe P, unique vbifant 
p, E %Yq, (11.24) 
P*(% 5) = P*(& 4, p, 2 0, (11.25) 
+A,2P, + AFP, + j P,(x, 5’1’) a.. P(Q’-l), 5) dQ1’ e.0 dQ’-1) = F. 
(11.26) 
En outre P, est la limite dans P( 0) lorsque t + co, de P(t) oh P(.) 
est la solution de (11.14)-( 11.21) avec P, E L2( 0) quelconque, F(t) z F, 
etT=+co. 
12. RPSULTAT DE R~GULARITI? (I) 
Nous allons ktablir un rkultat de rCgularitC de la solution P de 
(5.4) (5.8). 
Soit A e Z(V, V’) l’opkrateur dCfini par 
[A(P), Ql = [A* 0 P, PI + [J’ Q 4 81, VP,QEV; 
A est un ophateur non born4 dans H de domaine D(A). 
THI?OR%ME 12.1. Sous Zes hypothbses (5.1) d (5.3) et si en outre 
Pc, E D(A), (12.1) 
dF 
dt = F’ EL~(O, T; H), (12.2) 
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alors la solution P de (54)-(X8) vkt$e 
P’ EG(O, T; V) n Lm(O, T; H). (12.3) 
De’monstration. En prolongeant convenablement F sur l’intervalle 
[T, + co[, nous nous ramenons facilement au cas ou T = + GO. Soit 
alors h > 0 et 
R 
h 
(q = fv + 4 - w  
h * 
Cette fonction verifie 
q + A* O&(t) + &(t) ’ A + k’&(P(t)) &‘(t) &-&l(P(t + h)) 
i=l 
D’aprb (2.16), 
= w + 4 -w 
h 
-. 
& WV)) 0 40) 0 &-i-,W + h)), NO 1 3 0 
et avec (3.3) et (3.4), 
Grace a (12.1) et (12.2) et par un raisonnement classique relatif aux 
equations d’evolution lineaires (cf. J. L. Lions [15]), nous en deduisons 
aisement (10.3), (10.4). 
13. RI~JLTAT DE RBGULARITB (II) 
Nous allons donner dans ce numero, un resultat de regularite 
totalement different du precedent. Compare aux rCsultats de [5], le 
Theo&me 5.1 est un resultat de regularit& si F et PO sont de Hilbert- 
Schmidt, alors il en est de mCme de P(t), t > 0. Nous allons donner 
maintenant des resultats de regular& dans des classes d’opbrateurs 
nu&aires. 
On note M(H, H) I’ensemble des operateurs lineaires continus dans 
H qui sont nucleaires; rappelons (cf. [16]) que si P E 9(H, H), alors 
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P E Jlr(H, H) si et seulement si P admet un developpement (conver- 
geant dans Z(H, H)): 
P = f A& @ Yi (13.1) 
i=l 
Oh 
via yi~H, ITi1 d l9 IYil < 1, (13.2) 
(13.3) 
Alors la norme de P dans Jlr(H, H) est don&e par 
(13.4) 
oh l’infinimum est pris pour toutes les representations de P du type 
(13.1) avec (13.2) et (13.3). 
Si P E N(H, H) est auto-adjoint alors 
ou les ‘pd sont les vecteurs propres orthonormes de P, p2’ les valeurs 
propres correspondantes, et dans ce cas 
(13.5) 
Rappelons que si III , ITa E H a5, H, alors P = II,0 II2 e M(H, H), 
et 
I p lwvf) B wlllrr,l; (13.6) 
si en outre I& = I& = 17 est auto-adjoint, on a 
I p INmf) = W12. (13.7) 
Rappeions enfin que si P E Jtr(H, H), Q E L?(H, H), alors 
Qo PEJV(H, H) et 
I Q 0 P Lv(H,H) G I Q IP(H.H) I P lnm - (13.8) 
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Nous avons le 
TH&OR&ME 13.1. Sous les hypothLses du Th&Gme 5.1 et si en outre 
F E L1(O, T; J’-(H, H)), (13.9) 
PO E J-(6 q, (13.10) 
alors la solution P de (5.4)-(5.8) vki$e 
P E L”(0, T; uK(H, H)). (13.11) 
Dbmonstvation. Reprenant la demonstration de l’existence dans le 
ThCoreme 5.1 nous allons montrer que 
PaK demeure dam un borne de L”(0, T; .N(H, H)). (13.12) 
Comme d’aprb Dixmier [17], 3tr(H, H) est isomorphe au dual de 
X(H, H) (sous-espace de &?(I$, H) forme des op&-ateurs compacts), 
on en deduira (13.11) p ar extraction d’une sous-suite convergeant pour 
la topologie a(LdO(O, T; N(H, H)), L1(O, T; Z(H, H))). 
D’aprb (13.8) et (8.6), 1 a solution P+r/s de (7.4) verifie 
(1 - Kc) [ Pn+1/3 / NW.H) B I pn 1”vArGH.H) (13.13) 
ou c est une constante independante de k pouvant Ctre prise tgale a 
{[p”l + [FlLqO,T;H)F 
Comme P”+l/3 + kFn est positif auto-adjoint, il posede une racine 
car&e positive auto-adjointe que nous notons @, 
py* = CD”, @p” >i 0 
@” o @ = f-V + kF”. (13.14) 
Soit maintenant l’P+l defini par 
On a 
l-In+1 a (I + kA) = W. (13.15) 
En effet 
pn+1 = (fln+l)* 0 (fln+l>. 
IP+l = @jl” o (I + kA)-1 
(13.16) 
(P+l)* o (IP+l) = (I + kA*)-l o din 0 @” 0 (I + k&l, 
et (13.16) r&&e de (13.14) et de I’expression (7.1 I) de Pn+l. 
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A prksent, d’aprb (13.15) et le no 3, 
[nn+l]” + 2k[Pflo A, LP+l] < [@“I” 
(1 + 2ky)[IPi-72 < [@“I”, b > 0). 
(13.17) 
D’oh avec (13.6), (13.7), (13.14), et (13.16), 
(1 + W) I p”+l IA-(H.H) G (1 + %4nn+q2 
< [@'"I" = j Pn+l/3 + KF" 1JqH.H). 
Ainsi 
(1 + W I P”+l INY(HA < I ~+l’~ INULH) + k IF” Iam . (13.18) 
Comparant avec ( 13.13), on trouve 
I Pn+l LVIT(H.H) < (1+ W-V - W-l I I Pn IA-(H.II) + (1 + 2W-lk IF” Lv(H.H) . 
pour k < l/c. Grace au lemme de Gronwall discret, on en dCduit que 
I p”+l Ih.H) G c’s n = o,..., N - 1. 
c’ indkpendant de n et k, et (13.12) en rhulte. 
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