Recently, the forecasting of dynamic Quality of Service (QoS) values for Web Services (WSs) has become an emerging topic in services computing. In most previous research, various time series forecasting methods have been used to address this problem. In this paper, we propose the use of two computational intelligence techniques, namely, genetic programming (GP) and support vector regression (SVR). To demonstrate the forecasting performance of the two proposed techniques, we compare them with the conventional methods based on experiments run on a real-world dynamic QoS time series dataset. Our experimental results show that the proposed GP and SVR methods outperform the conventional methods in both training (in-sample) and testing (out-of-sample) accuracy. Between the two proposed approaches, we find that GP might be the better choice overall. In terms of training performance, GP is superior in terms of both the individual and average experimental results; however, this is not the case for testing performance. In terms of testing accuracy, SVR outperforms GP in many individual experiments; however, SVR also yields extremely poor forecasting accuracy in several individual experiments, indicating that it is unstable and unreliable. In many of the individual experiments, GP is only insignificantly inferior to SVR, and it still achieves the best average forecasting accuracy according to two of the three considered measures.
Introduction
The QoS attributes of a Web Services (WS) can be broadly divided into two categories, namely, static QoS attributes and dynamic QoS attributes. The former are QoS attributes with fixed values (e.g., price), whereas the latter are attributes whose values vary over time (e.g., response time and availability). Dynamic QoS attributes are the focus of this study. The real examples of the variations in the dynamic QoS attributes of WSs (dynamic QoS time series) can be found in Section II of [1] , Section 3.2 of [2] , Section 2 of [3] , Section 3.3 of [4] , Section 8 of [5] , and Section III.B of [6] .
In services computing, predicting the values of a WS's dynamic QoS attributes based on historical information (i.e., past QoS observations) is an important emerging topic because the static QoS information provided by service providers is often unrealistic and imprecise [7] . Additional motivations for the advance prediction of dynamic QoS values and the benefits and applications of such forecasting approaches, such as for the proactive detection and replacement of QoS-violating WSs, can be found in the literature, which we considered measures of forecasting accuracy.
The remainder of this paper is organized as follows. Section 2 reviews existing studies on dynamic QoS time series forecasting. The forecasting problem to be solved and the accuracy measures used in this paper are defined in Section 3. Subsequently, Section 4 and 5 introduce the proposed computational intelligence techniques and the conventional methods considered for comparison, respectively. Our experimental environment and results are fully described in Section 6, and the results are analyzed and discussed in detail in Section 7. Finally, Section 8 concludes the paper.
Related Work
This section reviews the existing research on dynamic QoS time series forecasting. Table 1 presents the reviewed studies; each study is described in the table in terms of its proposed forecasting approach and the methods considered for comparison. From Table 1 , it is clear that most previous works have used various traditional time series methods to approach the problem, mostly ARIMA and ES methods, because it is intuitive to adopt such well-developed, fully elaborated methods based on traditional disciplines (in this case, statistics and time series forecasting) to address the problem of interest.
However, there are also a few works, i.e., [3] and [17] , that have employed artificial neural networks (ANNs), another common computational intelligence (or machine learning) technique. Although the authors of [3] claimed that ANNs, with their flexibility and strong analysis capability, represent the strongest competition for traditional time series methods in solving the dynamic QoS time series forecasting problem, our experimental results indicate that ANNs are not as accurate as GP or SVR. The table also lists two exceptional cases in which neither conventional time series methods nor computational intelligence techniques were used, namely, [6] and [18] . The former addressed a three-dimensional QoS forecasting problem, which is not exactly identical to the problem targeted in this study, and the latter used structural equation modeling, which is rarely employed in time series forecasting.
In this paper, most of the time series methods presented in Table 1 are considered as methods for comparison; thus, their technical details can be found in Section 4 (ANNs) and Section 5. Zadeh and Seyyedi [3] ANNs None Senivongse and Wongsawangpanich [17] ANNs None Ye et al. [19] Multi-variate ARIMA and Holts-Winters (exponential smoothing) Multi-variate ARIMA, Holts-Winters, and VAR Cavallo et al. [20] --Average, last observation, linear regression, and ARIMA Amin et al. [1] ARIMA-GARCH ARIMA Amin et al. [2] ARIMA/SETARMA ARIMA Godse et al. [7] ARMA None
YunNi et al. [5] ARMA None Yilei et al. [6] Tensor factorization Three other matrix factorization approaches Mu et al. [18] 
Structural equation modeling None
This section formally defines both the forecasting problem to be addressed and the accuracy measures to be used for performance evaluation.
Formal Problem Definition
Before formulating the problem, we first define the dynamic QoS time series of interest. In this paper, we consider the response time of a WS as our forecasting target because it has been widely used in many previous studies.
A dynamic QoS time series (TS) is defined as where tral and tesl are the lengths of the training sub-TS and the testing sub-TS, respectively, and tral + tesl = l. Note that tra_q1 = q1 and tes_qtesl = ql and that tra_qtral = qtral and tes_q1 = qtral+1. The training sub-TS is used to generate a predictor and to calculate the training (in-sample) accuracy, and the corresponding testing sub-TS is used to measure the testing (out-of-sample) forecasting accuracy.
To generate a set of QoS forecasts, a forecasting approach must consist of two phases, i.e., predictor generation and forecast generation. Predictor generation can be simply expressed as follows:
where QoSPredictor denotes the QoS (response time) predictor generated by forecasting approach FA with TraQoS1…tral as the available training data (i.e., the input to the algorithm). The forecasting approaches proposed in this study and the conventional approaches against which they are compared (namely, the various FA) are introduced in Section 4 and Section 5, respectively.
After a predictor is obtained, the algorithm proceeds to forecast generation. In this study, we consider one-step-ahead forecasting (a common assumption in current research); thus, to obtain a set of forecasts, the predictor must be iteratively applied to a set of predictor inputs that is constantly being updated. For example, the process of obtaining a set of QoS forecast values (FTesQoS1…tesl) is expressed as follows: Forecasting is always performed for one step ahead; thus, at time i, the predictor can forecast the value at the one-step-ahead future time i+1, and all observations prior to time i (inclusive) are known and available.
Consequently, FTesQoS1…tesl can be used to calculate the testing forecasting accuracy, as shown in the next section. Similarly, a set of training forecasts, FTraQoS1…tral, can be obtained in the same way for the calculation of the training accuracy.
Measures of Forecasting Accuracy
In this paper, both training (in-sample) accuracy and testing (out-of-sample) accuracy are considered. For both of them, the mean absolute errors (MAEs) and mean absolute percentage errors (MAPEs) of each forecasting approach are evaluated. In addition, for testing accuracy, we also consider the mean absolute scaled errors (MASEs) because the MASE is the recommended standard evaluation measure for time series forecasting, especially when the results of multiple forecasting problems are to be integrated (across multiple time series of different scales) [14] , [15] .
The MAE of a testing forecasting result is calculated as follows:
.
The MAE is the most common and basic measure in time series forecasting. It is simple and intuitive, directly representing an average error value. However, the MAE is a scale-dependent measure; given only an MAE value, it is difficult to determine the real level of forecasting error that value represents. To overcome this shortcoming of the MAE, the MAPE was defined as shown below:
. MAPE values are percentages; therefore, the MAPE represents the relative degree of forecasting error (compared with the actual observed value tes_qi). The MAPE is a scale-independent measure; thus, it can be used to compare forecasting performance across disparate datasets. However, the MAPE still has some disadvantages, such as the fact that its value is infinite or undefined if tes_qi = 0 for any i during the considered period; thus, the scale-free MASE measure was proposed by the authors of [14] , [15] to avoid the disadvantages of the MAE and MAPE.
The MASE for a set of testing forecasts is calculated as follows:
The MASE is similar to the MAPE; the main difference between them is that the MASE is calculated by using the training (in-sample) MAE value obtained via the naï ve approach (introduced in Section 5) as the denominator in place of the actual observed value tes_qi that is used to calculate the MAPE.
Regarding the training MAE and MAPE measures, they can be calculated in the same way as the testing MAE and MAPE measures, respectively, with the only difference being that the inputs to these measures are TraQoS1…tral and FTraQoS1…tral.
Computational Intelligence Techniques
In this paper, we regard each considered approach as consisting of two components, namely, the predictor model/form and the training/fitting process. Because of space limitations, except for the two proposed approaches (GP and SVR), we primarily discuss the former (i.e., the predictor model/form). Moreover, the GP method has no fixed, specific predictor form; thus, when introducing GP, we instead discuss its evolution (search) process.
Genetic Programming (GP)
GP is a variant of the genetic algorithm (GA) approach, and both techniques follow a similar problem-solving (evolution) process. However, they differ in the nature of the elements (solutions) that are sought and operated on during that evolution process. GAs evolve and search for a direct answer to the problem of interest (e.g., a set of values for a parameter optimization problem); by contrast, GP looks for a solver (in this paper, a dynamic QoS predictor, i.e., QoSPredictor as defined in Section 3.1) that can provide an answer for a given problem instance.
GP differs from the other approaches considered in this study in that it does not assume any specific form of the solver (predictor) that is sought and thus is not restricted by any default assumptions regarding the construction of the solver/predictor during its evolution process. In fact, based on the defined function set (the set of allowed expression operators) and terminal set (the set of allowed operands), GP searches for optimal solvers within the space consisting of all valid expression combinations (solvers). For example, suppose that the function and terminal sets are {+, -, *, /} and {1~10, qcur, qcur-1, qcur-2}, respectively, where cur represents the present, the one-step-ahead forecasting target is qcur+1 (the prediction thereof is represented by fcur+1), and qcur, qcur-1, and qcur-2 are the lagged values (i.e., the available past observations); then, all valid expression combinations consisting of the operators and operands that appear in these sets, such as fcur+1 = ((3qcur-1/4.32) -(qcur + qcur-2)*3.12), which is impossible to consider in other forecasting approaches, are contained in the explored search space. By contrast, as presented in the following sections, each of the other forecasting approaches employs a certain expression (predictor) skeleton; consequently, the only elements that can be modified are the parameters of that skeleton, thereby placing a considerable restriction on the expressions/predictors that can be considered. Theoretically, with GP, all possible valid predictor/expression combinations are covered (contained in the search space), and thus, this approach is more powerful and complete than any other forecasting approach because for the other approaches, the search space is limited by the default predictor/expression skeleton; the optimal solver could possess an unusual or complicated expression structure lying just outside the search space, in which case it would not be found.
Furthermore, instead of performing a complete, brute-force search in an enormous space whose size is determined by the numbers of operators and operands in the corresponding function and terminal sets, the GP algorithm executes a heuristic search driven by its fitness function and three bio-inspired GP operators, i.e., selection, crossover, and mutation (the last two operators are each associated with a probability for determining whether the corresponding operation is to be executed in each possible instance). We present a succinct, pseudocode-like description of GP below. once the last generation has been produced, the algorithm returns the solver with the best survivability (represented by its fitness value) in the population as the answer (solver) for the problem of interest. The evolution of the solvers in the population is driven by the four components of the GP algorithm, namely, the fitness function and its three operators. The core of the GP algorithm is the designed fitness function, which must accurately evaluate each solver and assign it a score (fitness value) that represents its ability to address the problem of interest. In this paper, we use the MAE defined in Section 3.2 as our fitness function. Based on the fitness values, the selection operator chooses solvers from among the current population to perform two subsequent genetic operations, i.e., crossover and mutation. The former exchanges parts of two selected solvers (called parents), and the latter randomly changes one node of the selected solver. Fig. 1 presents an example illustrating these operations. For a more detailed introduction to GP, readers are referred to Chapter 9 of [22] . 
Support Vector Regression (SVR)
Similar to the relationship between GAs and GP, SVR is a variant of the support vector machine (SVM) approach for data regression. The SVM method is a machine learning technique for data classification. An SVM algorithm classifies data into different classes through the innovative approach of mapping the data into a higher-dimensional space (feature space) based on a given function and then separating them based on a linear hyper-plane in that space [23] . The hyper-plane is linear in the higher-dimensional space but non-linear in the original feature space, thereby allowing the SVM approach to handle complex and non-linear data. In addition, instead of using all of the samples (training data) to fit the separating line or plane (the hyper-plane), which is the conventional approach in other traditional data classification techniques, SVM classification is performed based on certain selected support vectors (representative data points among the training samples).
As a variant of the SVM approach, SVR is used for data regression and thus can be used to perform time series modeling (regression) and prediction. SVR retains all of the features that characterize the SVM technique, such as the mapping of data into a higher-dimensional feature space and the use of only selected training samples (support vectors) to perform regression [24] . We use Fig. 2 from [24] to graphically explain the SVR concept. In the figure, the blue points represent the data points and their corresponding feature vector (in our study, these data are the qi defined in Section 3.1), the region between the two dotted lines is called the -insensitive tube or -band, and the distances from data points outside the -insensitive tube to the dotted lines are measured by the slack variables and . [24] .
Fig. 2. Detailed illustration of the ε-band and the slack variables
In SVR, the training data are first mapped into a higher-dimensional feature space using the mapping function , and then, a linear regression model (in this paper, a time series predictor) is constructed in that space; the model is defined as , where is the feature vector of the data points, is the mapping function, and is the bias term. Instead of using traditional loss functions, such as the least-squares function, SVR uses an innovative loss function called the -insensitive loss function L, which is defined as follows:
, where represents a real observation and represents a prediction produced by the regressed SVR model (predictor). As seen from the definition of the -insensitive loss function, SVR ignores any errors that are smaller than .
SVR can be expressed as the minimization problem defined below:
where n is the number of training data points and C is the cost of error. As seen from this minimization problem formulation, SVR simultaneously attempts to reduce the model complexity, represented by , and to minimize the errors measured by the slack variables and . This optimization problem can be transformed into the corresponding dual problem and then solved [24] .
The regression performed via SVR is different from that of traditional regression techniques (such as those introduced in Section 5.2) in that traditional regression methods do not map the data into a higher-dimensional space and lack the ability to tolerate some finite amount of error ( is always zero) [25] . SVR is thus a more general and flexible regression approach, which can avoid over-fitting and under-fitting by means of the -insensitive loss function and the slack variables. More detailed introductions to SVR for time series forecasting can be found in [24] - [26] .
Artificial Neural Networks (ANNs)
ANNs represent another computational intelligence (machine learning) technique that is commonly used to address problems related to diverse applications. The ANN approach has previously been applied for dynamic QoS time series forecasting by the authors of [3] , [17] ; thus, in this paper, we include ANNs in our comparison of forecasting approaches.
ANNs imitate the structure of the human brain and how it functions for learning and solving problems. Fig.  3 shows the internal structure of a three-layer ANN. An ANN consists of an input layer, zero or more hidden layers, and an output layer. Each layer consists of some number of neurons (e.g., N1, N2, and N3) connected to the neurons in the following layer (N4, …, and N8). With the exception of the neurons in the input layer (i.e., N1, N2, and N3), each ANN neuron has an activation function that determines whether the output connections of that neuron are activated based on weighted inputs coming from the previous layer's neurons. In an ANN, each neuron-to-neuron connection has a weight (e.g., w14, w15,…), to which a value is assigned during the training process; thus, the input value received by each neuron is a weighted combination of the values transmitted by that neuron's input connections. Finally, the last layer (the output layer) generates the final result (fcur+1) of an ANN's internal calculation.
There are many different methods of training an ANN (determining its weights) for time series forecasting. Detailed introductions to ANNs as they are used in the context of time series forecasting can be found in Chapter 9.3 of [13] and in [3] , [17] . 
Conventional Statistical Methods
This section introduces the conventional time series methods that are considered for comparison in this paper, with a focus on their predictor formulations (expressions). These methods can be divided into three groups, namely, benchmark methods, regression methods, and state-of-the-art methods. The first group consists of the baseline methods for time series forecasting. Generally, any proposed forecasting approach must at least be more accurate than the benchmark methods; otherwise, it is worthless. The second group is a set of classical regression models that are commonly used in time series forecasting. Finally, the last group consists of two sophisticated, well-developed methods that are currently used for time series forecasting. In theory, the methods in this group should be the strongest competitors for our proposed GP and SVR approaches because they are currently the de facto solutions in the field.
State-of-the-Art Methods
This section introduces the two most commonly used standard solutions in current time series research, namely, ARIMA models and ES methods.
Auto-Regressive Integrated Moving Average (ARIMA) models. These models comprise three components, namely, the Auto-Regressive (AR), Integrated (I), and Moving Average (MA) components. Each component is associated with an order number (p for the AR component, d for the I component, and q for the MA component) that must be determined by analyzing the past observations. ARIMA predictor models are formulated as follows: describes the level of the predicted time series, describes its trend, and describes its seasonality. Because of space limitations, for the formulas for calculating the level ( ), trend ( ), and seasonality ( ) values, readers are referred to Chapter 7.5 of [13] , Section 3.1.2 of [19] , and [21] . Other ES methods are variants of the Holt-Winters method that lack the trend or seasonality component (or both) or use a multiplicative model. For example, the simple exponential smoothing (SES) method considers only a level component. The ES approach implemented in this study automatically selects the most suitable ES model to use based on an analysis of the predicted QoS time series. Detailed introductions to ES can be found in Chapter 7 of [13] and [21] .
Experiments
This section first describes our experimental environment and settings and then presents the experimental results as evaluated using the forecasting accuracy metrics defined in Section 3.2. The experimental results are discussed in detail in Section 7.
In this section, we present the training (in-sample) and testing (out-of-sample) results obtained in the experiments. For both types of results, the MAE and MAPE measures were calculated, and for the testing accuracy, the MASE was also considered; all measures are defined in Section 3.2. However, because of space limitations, we show only the MAE values for each individual TS experiment. Regarding the MAPE and MASE results, because they are both scale-independent and can be compared across different TSs [14] , [15] , we present only the average (mean) results for all experiments. Table 4 lists the training MAE results for the experiments, and the testing MAE results are shown in Table 3 . The average results for all experiments are presented in Table 4 . For each individual TS experiment in Table 2 and Table 3 and each average result in Table 4 , the value corresponding to the best approach (the lowest value) is shown in red, the second-best approach is indicated in blue, and the third-best approach is indicated in green. 
Discussion
This section discusses the experimental results (i.e., Table 2 , Table 3 , and Table 4 ) reported in Section 6.2. We analyze first the training performance and then the testing performance achieved in the experiments. From Table 2 , it is obvious that GP is superior for all TSs in terms of the training MAE results (i.e., it yields the lowest MAE value in each TS experiment). In addition, Table 4 shows that GP achieves the lowest average values of both the training MAE and the training MAPE. In our experiments, GP is clearly the best-performing approach during the training stage for dynamic QoS time series forecasting. Thus, if the purpose is to accurately model and fit a known QoS time series, GP appears to be the best choice. Regarding the second-best-performing approach during the training stage, Table 2 indicates several competitors, including SVR (which yields the second-lowest MAE value on 23 TSs), Nai. (the second-lowest value on 15 TSs), and ARIMA (the second-lowest value on 9 TSs). Thus, SVR may be considered the winner here because it achieves the second-lowest MAE value on more TSs than either of its two competitors. Moreover, as seen from the average training results reported in Table 4 , SVR yields the second-lowest value for both considered measures. These observations suggest that during the training stage, on average, SVR is the second-best-performing approach in our experiments.
Regarding training performance, the results reported in Table 2 and Table 4 show that in a comparison between the two proposed computational intelligence techniques (GP and SVR) and all time series approaches considered for comparison, including the two current de facto approaches (ARIMA and ES), the former methods clearly outperform the latter. The experimental results demonstrate the potential of GP and SVR for fitting, modeling, and describing dynamic QoS time series, which can be used to predict the QoS performance of a WS.
Regarding the testing accuracy, the results are more complicated because no single approach clearly dominates (achieves the lowest value on each TS and in each measure) according to Table 3 and Table 4 . Below, we first present a comparison between the two proposed computational intelligence techniques and then compare these techniques with the conventional time series approaches. In Table 3 , SVR achieves the lowest MAE value on 26 TSs; Dri., on 12 TSs; and GP, on 5 TSs. It seems that in contrast to the training results presented in Table 3 , GP is inferior to SVR in terms of the testing results shown in Table 3 . However, although GP shows the best testing performance on fewer TSs than does SVR, it still yields the best average testing accuracy according to two of the three considered measures (i.e., the MAE and MASE), as seen in Table 4 . Among the testing MAE results presented in Table 3 , in many of the TS experiments in which SVR outperforms GP, such as TS1_2, TS1_10, TS2_2, TS2_5, TS2_8, TS3_7, TS4_4, TS4_6, TS4_7, TS5_3, TS5_4, TS5_5, TS5_8, and TS5_10, the difference is not significant. However, in experiments TS1_4, TS1_5, TS2_1, and TS4_1, in which GP outperforms SVR in terms of testing performance, SVR yields an MAE value that is two or nearly three times worse than that achieved by GP. This may be the reason why GP outperforms SVR in two of the three average testing measures in Table 4 , despite the fact that GP yields the best MAE in significantly fewer experiments. Overall, the superiority of SVR over GP is minor (insignificant) in many cases, whereas the inferiority of SVR compared with GP in some cases is major (significant). Based on the above observations, between GP and SVR, we consider that GP demonstrates a more stable and reliable forecasting capability. An easy way to compare the two proposed computational intelligence techniques with the conventional time series approaches is to consider the average testing accuracy information presented in Table 4 . According to this table, both GP and SVR are among the top three best-performing forecasting approaches in terms of all three accuracy measures. In fact, GP and SVR are the top two approaches in all cases except for the average testing MASE, for which SVR is only the third-best-performing approach. Thus, on average, the proposed computational intelligence techniques clearly outperform the other approaches considered for comparison.
Although GP may be the most reasonable choice overall for dynamic QoS time series forecasting, a major cost of using this approach is that GP requires more time to generate a predictor for a given forecasting problem instance because of the time-consuming nature of the evolution process. However, if the forecasting quality is the only concern, GP is still the recommended approach. Otherwise, enhancing the available computation resources and hardware specifications can reduce the time consumed by GP. This problem can also be relieved by using parallel processing platforms provided through the cloud.
Conclusion
Recently, the prediction of future values of dynamic QoS attributes for WSs has become an important emerging topic in services computing. In most previous studies, traditional time series approaches have been used to address this problem. However, this paper demonstrates that in dynamic QoS time series forecasting, computational intelligence techniques (i.e., GP and SVR) can outperform traditional time series methods in terms of both training (in-sample) and testing (out-of-sample) forecasting accuracy. According to our experimental results, when the purpose is to model and fit a known QoS time series, GP is the superior choice because it offers the best training forecasting accuracy, both on average and for individual problem instances. For the prediction of unknown future QoS values, overall, both of the proposed computational intelligence techniques outperform the other approaches considered for comparison. Based on a comparison of the testing performances of GP and SVM, we consider that GP may be the better choice because it demonstrates better average forecasting accuracy and performs only slightly worse than SVM in many cases, whereas SVM, although it yields the lowest forecasting error in many cases, also yields significantly higher forecasting errors in several cases, indicating that its performance is unstable and unreliable.
In this paper, we have demonstrated that techniques developed in the field of computational intelligence outperform even the most sophisticated traditional methods of dynamic QoS time series forecasting in services computing. To some extent, this paper can be viewed as a case study of the competition between computational intelligence and traditional disciplines (in this case, statistics and time series forecasting). According to the experimental results presented in this paper, computational intelligence clearly wins the competition in this case.
In the future, we plan to apply computational intelligence techniques to other time series application domains, such as the forecasting of cloud workloads and mobile traffic. Another goal is to enhance the forecasting accuracy of such techniques while simultaneously reducing their cost.
