) (A) Scatter plots showing three projections of the six dimensional feature space used in brain state identification from whole-cell recording periods in three mice (A1-A3). Each point is the average z-scored LFP power in a 500 ms segment (see Supplemental Experimental Procedures below). LIA segments are marked in green, SIA in red, Theta in blue, and unlabeled periods in grey. (B) Scatter plots showing every recording's average LIA, SIA, and Theta feature vector in three projections from the six dimensional state space. Each point is the average feature vector from LIA, SIA, or Theta from a single whole-cell recording period. For example, the average of the green points in (A1) is a single point in (B) . Notice that each sate occupies a distinct region of state space and that this region is consistent across all whole-cell recordings. Pre-Theta (-2 to -1.5 s) Theta (3 to 4 s) Pupil Diameter (mm) Velocity (cm/s) Whisking (au)
Pre-Theta (-2 to -1.5 s) Theta (3 to 4 s) Pre-Theta (-2 to -1. (A1) Top panel shows a spectrogram of the average LFP power (z-score by frequency) triggered on transitions to Theta, which occur at time 0. Bottom panels show the average velocity, whisking, and pupil diameter (shaded regions mark mean ± SEM). Note that transitions to Theta were associated with an increase in theta and gamma power. (A2) Scatter plots of median velocity, whisking, and pupil diameter before (Pre-Theta) compared to after (Theta) transitions to theta. Each point comes from a single transition. Locomotor velocity (n=168 transitions), whisking (n=163 transitions), and pupil diameter (n=63 transitions) all showed a significant increase across transitions to Theta (p<0.001, Wilcoxon signed-rank tests). (C) Top panels shows the average ripple-triggered LFP from -100 to 100 ms. Middle panel shows the average LFP power (z-score by frequency) from -3 to 3 s triggered on ripples, which occur at time 0. Bottom panels show that average velocity, whisking, and pupil diameter (shaded regions mark mean ± SEM). Only ripples occurring at least 3 seconds into a period of LIA were considered. (D) Scatter plots of median velocity before (Baseline) compared after ripples (Post-Ripple), and whisking and pupil diameter well before (Baseline) compared to just before (Pre-Ripple). Each point comes from a single ripple. Only ripples occurring at least 3 seconds into a period of LIA were considered. Whisking (n=1499 ripples) and pupil diameter (n=659) showed a significant declines preceding ripples within sustained periods of LIA (p<0.001, Wilcoxon signed-rank tests). (E) Scatter plot showing the correlation between the amount each CA1 pyramidal neuron depolarizes during transitions to LIA (x-axis) compared to the amplitude of its ramp (y-axis).
Movie S1. Hippocampal subthreshold dynamics are brain state dependent (Related to Figure 1 ) Example of simultaneous intracellular (blue), multisite LFP (black), locomotor velocity (magenta), whisking (green), and pupil diameter (cyan) measurements during a period with LIA (light green rectangle behind LFPs) and SIA (light red rectangle behind LFPs). Blue vertical lines below LFPs indicate ripple occurrence. Images on the left display the regions of interest used for computing whisking activity (green box in top image) and pupil diameter (cyan box in top image) and fits of the pupil (cyan circle in bottom image).
Supplemental Experimental Procedures:
Head fixation surgery:
Male mice (n=23; C57BL/6-E; Strain Code 475; Charles River Laboratories) were surgically implanted with a light-weight, stainless steel ring embedded in dental cement, which allowed for mechanically stable headfixation in the recording apparatus. A stainless steel reference wire was implanted over the cerebellum for LFP silicon probe recordings. The skull was leveled and the locations of the pipette and probe exposures were marked on the skull over the left hemisphere. For whole-cell recordings in CA1, the probe exposure was located -1.7 mm posterior and 2.0 mm lateral from Bregma and the patch exposure was -1.9 mm posterior and 1.5 mm lateral. For whole-cell recordings in the dentate gyrus, the probe exposure was located -1.7 mm posterior and 1.75 mm lateral from Begma, and the patch exposure was located -1.7 mm posterior and 0.65 mm lateral. Following surgery, mice were returned to their home cage, maintained on a 12 hour light/dark cycle, and given access to food and water ad libitum. Ibuprofen (0.2 mg/mL) was added to the water as a long-term analgesic. Mice were given at least 48 hours to recover before the day of the experiment.
Exposure surgery
On the day of the experiment, mice (age P28 to P37) first underwent a short surgery to expose the brain. While anesthetized with 1% isoflurane and head-fixed in the stereotaxic apparatus, two small exposures were drilled (pipette: 500 µm diameter; probe: 200 µm diameter) over the left hippocampus at the previously marked locations. A recording chamber was secured on top of the head-fixation device and filled with pre-oxygenated (95% O 2 , 5% CO 2 ), filtered (0.22 µm) artificial cerebrospinal fluid (aCSF) containing (in mM): 125 NaCl, 26.2 NaHCO 3 , 10 Dextrose, 2.5 KCl, 2.5 CaCl 2 , 1.3 MgSO 4 , 1.0 NaH 2 PO 4 .
Awake, in vivo recordings
Mice were head-fixed on top of a spherical treadmill secured on an air table (TMC). The treadmill could rotate along a single axis, allowing the mice to run and walk freely. A potentiometer connected to the axis of the treadmill allowed for behavioral readout of locomotor velocity. To measure pupil diameter and whisker movements, the mouse was illuminated with an infrared (850 nm) LED (M85OL3, Thorlabs) and imaged with a CCD camera (scA640-70fm, Basler; with a Nikon AF Micro-Nikkor 105mm f/2.8 lens) positioned 60 degrees from the midline (mouse's left) and 30 degrees down from the horizontal plane (Sakatani and Isa, 2004) . On either side of the treadmill, two platforms supporting micromanipulators (Sutter Instrument Company) allowed for precise positioning of a silicon probe (mouse's left) and glass pipettes (mouse's right). A single-shank, 32-site silicon probe (NeuroNexus) with 100 µm site spacing was inserted in the coronal plane (~15 degree angle pointing towards the midline) to a depth of 2600-3000 µm. Sites spanned all of neocortex, area CA1, the dentate gyrus, and parts of the thalamus. The probe was adjusted so that a recording site was positioned within the CA1 pyramidal cell layer for reliably recording LFP ripple oscillations. The probes were grounded to the recording table and referenced to a wire implanted over the cerebellum To find the depth of the CA1 and dentate cell layers, we used artificial cerebrospinal spinal fluid (aCSF) filled pipettes to perform juxtacellular (Pinault, 1996) recordings from putative CA1 pyramidal and dentate granule cells. The location of the CA1 layer was signaled by the occurrence of large amplitude ripples that appeared synchronously on the pipette and probe site in the CA1 cell layer. The location of the dentate cell layer could be estimated by the appearance of dentate spikes and large amplitude gamma oscillations. Long-taper pipettes (for juxtacellular and whole-cell recordings) were pulled from borosilicate capillaries (OD: 1.0 mm, ID: 0.58 mm; Sutter Instrument Company) using a Model P-2000 puller (Sutter Instrument Company) to an inner tip diameter of ~0.8-1.5 µm and outer diameter of ~2 µm (5-8 MΩ), and inserted into the brain in the coronal plane with a ~15 degree angle pointing away from the midline. For whole-cell recordings from CA1 pyramidal neurons, the probe and patch pipette were separated by approximately 200 µm in the anterior-posterior direction and 100 µm in the medial-lateral. For whole-cell recordings from dentate granule cells, the probe and patch pipette were separated by approximately 200 µm in the medial-lateral direction. Recordings (juxtacellular and whole-cell) were made with a MultiClamp 700B amplifier (Molecular Devices). For juxtacellular recordings, the capacitance neutralization circuit was off and the output was AC coupled and amplified 100x.
Whole-cell recordings were performed after the depth of the cell layer had been identified. Pipettes were filled with an internal solution containing (in mM): 115 K-Gluconate, 10 KCl, 10 NaCl, 10 Hepes, 0.1 EGTA, 10 Tris-phosphocreatine, 5 KOH, 13.4 Biocytin, 5 Mg-ATP, 0.3 Tris-GTP. The internal solution had an osmolarity of 300 mOsm and a pH of 7.27 at room temperature. The membrane potential was not corrected for the liquid junction potential. Whole-cell recordings were obtained "blind" according to previously described methods (Margrie et al., 2002) in current clamp mode (Schramm et al., 2014) . Capacitance neutralization was set prior to establishing the GΩ seal. After obtaining the whole-cell configuration, the neuron's membrane potential was recorded in current clamp mode. Access resistance was estimated online by fitting the voltage response to hyperpolarizing current steps. Recordings were aborted when the access resistance exceeded 120 MΩ or the action potential peak dropped below 0 mV. One to five whole-cell recordings (n=31 CA1 pyramidal cells; n=20 dentate granule cells) were performed per mouse. All animal procedures were performed in accordance with National Institute of Health guidelines and with approval of the Caltech Institutional Animal Care and Use Committee.
Signal acquisition
All electrophysiological signals and video acquisition was performed with custom Labview software (National Instruments) that we developed. Electrophysiological signals were sampled simultaneously at 25 kHz with 24 bit resolution using AC (PXI-4498, internal gain: 30 dB, range: +/-316 mV) or DC-coupled (PXIe-4492, internal gain: 0 dB, range: +/-10 V) analog-to-digital data acquisition cards (National instruments) with built-in anti-aliasing filters for extracellular and intracellular/juxtacellular/velocity recordings, respectively. Video (640x480 pixels; 45.7 pixels/mm) was acquired at 30 Hz and timestamped to electrophysiological signals.
Histology and imaging:
Following the experiment, mice were deeply anesthetized with 5% isoflurane, decapitated, and the brain extracted to 4% PFA. Staining of biocyin-filled cells for morphological identification was performed according to previously described methods (Horikawa and Armstrong, 1988) . Brains were fixed at 4° C in 4% paraformaldehyde overnight and transferred to 0.01 M (300 mOsm) phosphate buffered saline (PBS) the next day. Up to one week later, brains were sectioned coronally (100 µm) on a vibrating microtome (Leica), permeabilized with 1% Triton X-100 (v/v) in PBS for 1-2 h, and incubated overnight at room temperature in PBS containing avidin-fluorescein (1:200, Vector Laboratories), 5% (v/v) normal horse serum (NHS), and 0.1% Triton X-100. Sections were rinsed in PBS between each step. The next day, sections containing biocytin stained neurons were identified on an inverted epifluorescent microscope (Olympius IX51) for further immunohistochemical processing.
To aid in classifying recorded neurons as CA1 pyramidal or dentate granule cells, we performed immunohistochemical staining against calbindin (CB) and parvalbumin (PV). Sections containing biocytin-stained neurons were first incubated in blocking solution containing 5% NHS, 0.25% Triton X-100, and 0.02% (wt/v) sodium azide in PBS. Next, slices were incubated in PBS containing primary antibodies against CB (Rabbit antiCalbindin D-28k, 1:2000, Swant) and PV (Goat anti-parvalbumin, 1:2000, Swant) overnight. After thorough rinsing in PBS, slices were incubated in PBS containing secondary anitbodies CF543 donkey anti-rabbit (1:500, Biotium) and CF633 donkey anti-goat (1:500, Biotium). Processed slices were rinsed and mounted in antifading mounting medium (EverBrite, Biotium).
Stained slices were imaged on an inverted confocal laser-scanning microscope (LSM 710, Zeiss). Biocytin-stained neurons were unambiguously classified as CA1 pyramidal neurons if their soma was located in the CA1 pyramidal cell layer, showed a morphology characteristic of these neurons (bifurcating apical dendrites, dendritic spines, etc.), had PV-negative soma, and showed electrophysiological properties consistent with CA1 pyramidal neurons. Similarly, granule cells had PV-negative soma located in the dentate granule cell layer and a cone-shaped dendritic tree extending into the molecular layer.
Measuring and setting access resistance Access resistance was estimated online using custom-written software in Labview that communicated with the software (Commander, Molecular Devices) controlling the MultiClamp 700B amplifier through an application programming interface (API). To estimate the access resistance, the bridge balance was temporarily turned off. Then, two -100 pA current pulses (250 ms duration, 250 ms inter-pulse interval) were delivered, the first 50 ms of the hyperpolarizing voltage responses was fit using a simple model, and if the R 2 fit exceeds 0.99, the bridge balance was set to its new value, otherwise it was returned to the previous value. This procedure was performed once every minute during whole-cell recordings. In addition, all recording parameters in the Commander software were acquired once every second using the API, time stamped to electrophysiological signals, and saved for offline review. The pipette's voltage response to hyperpolarizing current steps was fit online using a simple double exponential model (Anderson et al., 2000) . The computational simplicity of this model sped online fitting. For offline estimates, we used a biophysically-inspired, single-compartment model (de Sa and MacKay, 2001 ). The results obtained from the two models were nearly identical under our recording conditions.
Behavioral Variable Analysis
All offline analysis was performed with Matlab (MathWorks). To measure locomotor velocity, a potentiometer was connected to the axis of the treadmill and configured so its output voltage went from 0 to 5 V over the course of a single revolution. Samples where the voltage rolled over from 5 to 0 V (and 5 to 0 V) were excluded. The voltage trace was then converted from volts to distance (cm) using the circumference of the ball (63.8 cm per 5 V). The position data was downsampled from 25 kHz to 1 kHz and differentiated to obtain the velocity (in cm/s). Finally, the velocity signal was smoothed with a Gaussian (σ=0.5 s).
To measure whisking, a region of interest encompassing the mouse's whiskers was selected and the mean absolute difference in pixel intensity across frames was computed and normalized by diving by its median. The resulting trace was smoothed with a Gaussian (σ=0.05 s). Whisking is reported in arbitrary units (AU) and reflects both movements of the whiskers and the snout.
Pupil diameter data came from a subset of recordings (n=10/20 granule cells; n=9/31 CA1 pyramidal neurons) with high-quality pupil imaging. To measure pupil diameter, a region of interest encompassing the mouse's left eye was taken. The specular reflection of the IR light source on the eye was masked and the image contrast was adjusted to emphasize the difference in pixel intensity between the pupil and the rest of the eye. Next, the image was inverted and smoothed with a 2-D Gaussian (σ = 5 pixels, 0.109 mm). Candidate circles fitting the pupil were detected using the Circular Hough Transform with two diameter ranges (20-40 pixels, 0.437-0.875 mm; and 21-60 pixels, 0.919-2.626 mm), and the circle with the largest peak in the accumulator matrix was taken as the pupil fit. The resulting pupil diameter trace was smoothed with a Gaussian (σ=0.25 s).
Intracellular spike detection, spike threshold measurement, and subthreshold Vm calculation Spikes from whole-cell recordings were detected as peaks greater than 10 mV after high-pass filtering the Vm (Parks-McClellan optimal equiripple FIR filter, 20-50 Hz transition band, 40 dB minimum attenuation in the stop bands). Spike threshold was calculated for each spike similar to previously describes methods (Epsztein et al., 2011) . In short, spike threshold was defined as the voltage where dV/dt exceeded 5 V/s or 0.33 of the spike's maximum dV/dt, whichever was smaller. Only spikes occurring greater than 100 ms after the previous spike were considered, since spike threshold increases within bursts. To compute each neuron's average spike threshold, we used all spikes occurring in LIA, SIA, or Theta. Each neuron's average spike threshold was used to compute its distance to spike threshold by subtracting its state-dependent average Vm (Figure 4) .
The subthreshold membrane potential was computed by linearly interpolating periods with action potentials from 3 ms before to 5 ms after the spike peak. For spikes occurring within 20 ms of each other, as during complex bursts, the first spike was linearly interpolated from 3 ms before its peak until the sample showing the minimum value before the next spike. This procedure provided a lower bound on complex spike waveforms, effectively revealing the slow, depolarizing component underlying them while excluding fast action potential waveforms (Epsztein et al., 2011) . Following linear interpolation, the signals were low-pass filtered (Parks-McClellan optimal equiripple FIR filter, 250-350 Hz transition band, 40 dB minimum attenuation in the stop bands).
Ripple detection LFP ripple oscillations were detected as transient increases in ripple-band power from the probe site located in the CA1 pyramidal cell layer. To compute ripple band power, LFPs were filtered between 80-180 Hz (ParksMcClellan optimal equiripple FIR filter, 80-180 Hz pass band, 50-80 and 180-200 Hz transition bands, 60 dB minimum attenuation in the stop bands), the ripple-band envelope was computed as the instantaneous amplitude from the Hilbert transform, and the envelope was low-pass filtered (Parks-McClellan optimal equiripple FIR filter, 20-30 Hz transition band, 40 dB minimum attenuation in the stop bands). From this signal, an upper threshold was set as 4.5-5.5 times the median. A lower threshold was set as half the upper threshold. Ripples were detected as peaks in the ripple band envelope above the upper threshold, and with time between positive-going and negativegoing lower threshold crossings longer than 30 ms. Ripples meeting these criteria, but with peaks less than 60 ms apart were merged. The time of ripple occurrence was defined as the sample with the largest amplitude (positive peak) in the ripple band within the detected ripple and used as time 0.
Brain State Identification
Brain state identification was carried out in four stages. First, the hippocampal LFPs were subdivided into contiguous 500 ms segments and represented as points in a six-dimensional feature space based on their spectral content (feature extraction). Second, a subset of the points were labeled as Theta or LIA using a semi-automated approach described below (clustering initialization). Third, these labeled examples were used to initialize a K-means classifier that categorized all segments as LIA, Theta, or Unlabeled. Fourth, Unlabeled segments with low broadband power were categorized as SIA (brain state identification). The length of the window chosen for brain state identification is based on the notion that brain states persist for periods longer than 500ms. A more detailed description of these steps is given below.
Feature Extraction: LFPs were extracted from 5 sites in the hippocampal formation, positioned between 200 µm above (in stratum oriens) to 600 µm below the CA1 pyramidal cell layer (in 200 µm increments). LFPs were low-pass filtered and downsampled from 25 kHz by a factor of 96 (to ~260 Hz). A time-frequency decomposition was performed using complex Morlet wavelets with central frequencies from 0.3 to 80 Hz in 0.1 Hz steps and a bandwidth parameter of 10. Power at each sample and frequency was computed as the modulus of the complex wavelet coefficient. To obtain a single time-frequency representation for state identification, power values across the 5 sites were averaged. Next, a six dimensional feature space was created by calculating the average zscored LFP power in contiguous 500 ms segments. The features used were: theta (6-9 Hz), delta (0.5-3.5 Hz), theta/delta, beta (10-20 Hz), gamma (30-50 Hz), and Total Power (average power between 0.3-80 Hz; before averaging, each frequency bin was z-scored across time).
Clustering Initialization: In order to initialize the K-means classifier for brain state identification, a subset of the points in the feature space were labeled using the following procedure. Exemplar periods of Theta were detected as epochs with theta/delta >2.25 times the median. Theta periods less than 3 seconds apart were first joined, and then periods less than 5 seconds were excluded. Empirically, periods of LIA were often terminated by abrupt drops of Total Power. Therefore, exemplar LIA epochs were detected as 4 second periods preceding such transitions, while the 1 second periods following the transitions were marked as Unlabeled. The transitions themselves were detected by finding instances where the Total Power averaged over a 3 second window was much larger (0.7 standard deviations) than in the subsequent 2 seconds.
Brain State Identification:
The average feature vector for these 3 states (LIA, Theta, and Unlabeled) was used to initialize a K-means classifier on all feature vectors. After clustering, Unlabeled segments with Total Power 1.25 standard deviations below the mean were defined as SIA. Theta segments were merged/excluded as described above. LIA segments <500 ms apart were first merged, and then segments shorter than 2 seconds were excluded. SIA segments less than 1 second were excluded. For Figure 2 -3, the LFP, behavioral variables, and Vm were triggered on transitions to LIA and SIA. Because these transitions could be fast, but our staging was done in 500 ms increments, we adjusted the start times for transitions to LIA and SIA by finding the sample where Total Power in the LFP showed the largest increase (for LIA) or decrease (for SIA) within 500 ms of the original start times. As shown in Figure S1 , LIA, SIA, and Theta occupy distinct regions of the state space and these regions were consistent across animals.
Quantification and statistical analysis of behavioral variables and subthreshold activity To quantify the change in behavioral variables and subthreshold activity upon transitions into LIA, SIA, and Theta (Figures 2, 3, and S2) , we compared the average values in pre-and post-transition time windows. Preliminary analysis showed that different variables had different dynamics around state transitions, so slightly
