We discuss a class of Backward Stochastic Differential Equations (BSDEs) with no driving martingale. When the randomness of the driver depends on a general Markov process X, those BSDEs are denominated Markovian BSDEs and can be associated to a deterministic problem, called Pseudo-PDE which constitute the natural generalization of a parabolic semilinear PDE which naturally appears when the underlying filtration is Brownian. We consider two aspects of well-posedness for the Pseudo-PDEs: classical and martingale solutions. 
Introduction
This paper focuses on a new concept of Backward Stochastic Differential Equation (in short BSDE) with no driving martingale of the form
defined on a fixed stochastic basis fulfilling the usual conditions. V is a given bounded non-decreasing continuous adapted process, ξ (resp.f ) is a prescribed terminal condition (resp. driver). The unknown will be a couple of cadlag adapted processes (Y, M ) where M is a martingale. When V t = t (1.1) is a particular case of the class of BSDEs introduced and studied by [26] , where (È s,x ) (s,x)∈[0,T ]×E corresponds to the laws (for different starting times s and starting points x) of an underlying forward Markov process with time index [0, T ], taking values in a Polish state space E. Indeed this Markov process is supposed to solve a martingale problem with respect to a given deterministic operator a, which is the natural generalization of stochastic differential equation in law. (1.2) will be naturally associated with a deterministic problem involving a, which will be called Pseudo-PDE, being of the type a(u)(t, x) + f t, x, u(t, x), Γ(u, u)(t, x) = 0 on [0, T ] × E u(T, ·) = g, (1.3) where Γ(u, u) = a(u 2 ) − 2ua(u) is a potential theory operator called the carré du champs operator. The Markovian BSDE (1.2) seems to be appropriated in the case when the forward underlying process X is a general Markov process which does not rely to a fixed reference process or random field as a Brownian motion or a Poisson measure.
The classical notion of Brownian BSDE was introduced in 1990 by E. Pardoux and S. Peng in [28] , after an early work of J.M. Bismut in 1973 in [10] . It is a stochastic differential equation with prescribed terminal condition ξ and driverf ; the unknown is a couple (Y, Z) of adapted processes. Of particular interest is the case when the randomness of the driver is expressed through a forward diffusion process X and the terminal condition only depends on X T . The solution, when it exists, is usually indexed by the starting time s and starting point x of the forward diffusion X = X s,x , and it is expressed by where B is a Brownian motion. Existence and uniqueness of (1.4) (that we still indicate with BSDE) above was established first supposing essentially Lipschitz conditions on f with respect to the third and fourth variable. µ and σ were also supposed to be Lipschitz (with respect to x). In the sequel those conditions were considerably relaxed, see [30] and references therein.
In [31] and in [29] previous BSDE was linked to the semilinear PDE ∂ t u + Since the pioneering work of [29] , in the Brownian case, the relations between more general BSDEs and associated deterministic problems have been studied extensively, and innovations have been made in several directions. In [5] the authors introduced a new kind of BSDE including a term with jumps generated by a Poisson measure, where an underlying forward process X solves a jump diffusion equation with Lipschitz type conditions. They associated with it an Integro-Partial Differential Equation (in short IPDE) in which some nonlocal operators are added to the classical partial differential maps, and proved that, under some continuity conditions on the coefficients, the BSDE provides a viscosity solution of the IPDE. In chapter 13 of [6] , under some specific conditions on the coefficients of a Brownian BSDE, one produces a solution in the sense of distributions of the parabolic PDE. Later, the notion of mild solution of the PDE was used in [3] where the authors tackled diffusion operators generating symmetric Dirichlet forms and associated Markov processes thanks to the theory of Fukushima Dirichlet forms, see e.g. [21] . Those results were extended to the case of non symmetric Markov processes in [36] . Infinite dimensional setups were considered for example in [20] where an infinite dimensional BSDE could produce the mild solution of a PDE on a Hilbert space. Concerning the study of BSDEs driven by more general martingales than Brownian motion, we have already mentioned BSDEs driven by Poisson measures. In this respect, more recently, BSDEs driven by marked point processes were introduced in [13] , see also [4] ; in that case the underlying process does not contain any diffusion term. Brownian BSDEs involving a supplementary orthogonal term were studied in [18] . We can also mention the study of BSDEs driven by a general martingale in [11] . BSDEs of the same type, but with partial information have been investigated in [12] . A first approach to face deterministic problems for those equations appears in [25] ; that paper also contains an application to financial hedging in incomplete markets. Finally, BSDEs in general filtered space were studied in [26] as we have already mentioned.
We come back to the motivations of the paper. Besides introducing and studying the new class of BSDEs (1.1), (resp. Markovian BSDEs (1.2)), we study the corresponding Pseudo-PDE (1.3) and carefully explore their relations in the spirit of the existing links between (1.4) and (1.5) . For the Pseudo-PDE, we analyze well-posedness at two different levels: classical solutions, which generalize the C 1,2 -solutions of (1.5) and the so called martingale solutions. In the companion paper (see [8] ), we also discuss other (analytical) solutions, that we denominate as decoupled mild solutions. The main contributions of the paper are essentially the following. In Section 3 we introduce the notion of BSDE with no driving martingale (1.1). Theorem 3.21 states existence and uniqueness of a solution for that BSDE, when the final condition ξ is square integrable and the driverf verifies some integrability and Lipschitz conditions. For technical reasons we have decided to provide an independent constructive proof from the one of [26] . Indeed we need that construction for the sequel of the paper. On the other hand, the particular form of our BSDE allows a simple and direct proof.
In Section 4, we consider an operator and its domain (a, D(a)); V will be a continuous non-decreasing function. That section is devoted to the formulation of the martingale problem concerning our underlying process X. For each initial time s and initial point x the solution will be a probability È s,x under which for any φ ∈ D(a),
is a local martingale starting in zero at time s. We will then assume that this martingale problem is well-posed and that its solution (È s,x ) (s,x)∈[0,T ]×E defines a Markov process. In Proposition 4.10, we prove that, under each one of those probabilities, the angular bracket of every square integrable martingale is absolutely continuous with respect to dV . In Definition 4.14, we suitably define some extended domains for the operators a and Γ, using some locally convex topology. In Section 5 we introduce the Pseudo-PDE (1.3) to which we associate the Markovian BSDE (1.2), considered under every È s,x . We also introduce the notions of classical solution in Definition 5.3, and of martingale solution in Definition 5.18, which is fully probabilistic. Proposition 5.20 says the following. Classical solutions of (1.3) typically belong to the domain D(a) and are shown also to be essentially martingale solutions. Conversely a martingale solution belonging to D(a) is a classical solution, up to so called zero potential sets, see Definition 4.11. Proposition 5.9 asserts that, given a classical solution u ∈ D(a), then for any (s, x) the processes Y s,x = u(·, X · ) and
2) under the probability È s,x . Theorems 5.21 and 5.22 state that the function u is the unique martingale solution of (1.3). Moreover v is also identified as a function of u through the an extesion of the carré du champs operator. This is the consequence of Theorem 5.15, which states that, without any assumptions of regularity, there exist Borel functions u and v such that for any (s, x) ∈ [0, T ] × E, the solution of (1.2)
In Section 6 we list some examples which are developed in [8] . These include Markov processes defined as weak solutions of Stochastic Differential Equations (in short SDEs) including possible jump terms, α-stable Lévy processes associated to fractional Laplace operators, solutions of SDEs with distributional drift and diffusions on compact manifolds.
Preliminaries
In the whole paper we will use the following notions, notations and vocabulary.
A topological space E will always be considered as a measurable space with its Borel σ-field which shall be denoted B(E) and if
will denote the set of functions from E to F which are continuous (respectively bounded continuous, Borel, bounded Borel).
On a fixed probability space (Ω, F , È), for any p ≥ 1, L p will denote the set of random variables with finite p-th moment. A measurable space equipped with a right-continuous filtration (Ω, F , (F t ) t∈Ì ) (where Ì is equal to Ê + or to [0, T ] for some T ∈ Ê * + ) will be called a filtered space. A probability space equipped with a right-continuous filtration (Ω, F , (F t ) t∈Ì , È) will be called called a stochastic basis and will be said to fulfill the usual conditions if the probability space is complete and if F 0 contains all the È-negligible sets.
We introduce now some notations and vocabulary about spaces of stochastic processes, on a fixed stochastic basis (Ω, F , (F t ) t∈Ì , È). Most of them are taken or adapted from [23] or [24] . A process (X t ) t∈Ì is said to be integrable if X t is an integrable r.v. for any t. We will denote V (resp V + ) the set of adapted, bounded variation (resp non-decreasing) processes starting at 0; V p (resp V p,+ ) the elements of V (resp V + ) which are predictable, and V c (resp V c,+ ) the elements of V (resp V + ) which are continuous. If A ∈ V, we will denote P os(A) and N eg(A) the positive variation and negative variation parts of A, meaning the unique pair of elements V + such that A = P os(A) − N eg(A) (see Proposition I.3.3 in [24] for their existence) and V ar(A) = P os(A) + N eg(A) its total variation. M will be the space of cadlag martingales. If Ì = [0, T ] for some T ∈ Ê * + , a stopping time will take values in [0, T ]∪{+∞}. We define a localizing sequence of stopping times as an a.s. increasing sequence of stopping times (τ n ) n≥0 such that there a.s. exists N ∈ AE for which τ N = +∞. Let Y be a process and τ a stopping time, we denote by Y τ the stopped process t → Y t∧τ . If C is a set of processes, we define its localized class C loc as the set of processes Y such that there exists a localizing sequence (τ n ) n≥0 such that for every n, the stopped process Y τn belongs to C. In particular a process X is said to be locally integrable (resp. locally square integrable) if there is a localizing sequence (τ n ) n≥0 such that for every n, X τn t is integrable (resp. square integrable) for every t. 
BSDEs without driving martingale
In the whole present section we are given T ∈ Ê * + , and a stochastic basis We will say that dB and dA are mutually singular in the sense of stochastic measures (written dA⊥dB) if for almost all ω, the Borel measures dA(ω) and dB(ω) are mutually singular.
Let B ∈ V + . dB ⊗ dÈ will denote the positive measure on
. A property which holds true everywhere except on a null set for this measure will be said to be true dB ⊗ dÈ almost everywhere (a.e). 
Proof. The proof is an immediate consequence of the uniqueness of the decomposition (3.2).
Let V ∈ V p,+ . We introduce two significant spaces related to V .
The proof of the two propositions below are in Appendix B.
Proposition 3.5. Let M ∈ H 2 0 , and let V ∈ V p,+ . There exists a pair We are going to introduce here our Backward Stochastic Differential Equation (BSDE) for which there is no need for having a particular martingale of reference.
We will denote Pro the σ-field generated by progressively measurable processes defined on
) the set of (up to indistinguishability) progressively measurable processes φ such that
with respect to the subspace of processes equal to zero dV ⊗ dÈ a.e. More formally,
and is therefore complete for its usual norm.
) of cadlag elements (resp. of elements having a cadlag representative). We emphasize that L 2,cadlag (dV ⊗ dÈ) is not a closed subspace of L 2 (dV ⊗ dÈ). The application which associates to a process its corresponding class will be denoted φ →φ.
The aforementioned BSDE will depend on a triple (V, ξ, f ) of coefficients: V is an integrator process, ξ is the final condition, f is the driver.
Hypothesis 3.8.
1. V is bounded continuous non-decreasing adapted process;
2. ξ is a square integrable F T -measurable r.v.
5. There exist positive constants
We start with a lemma.
Lemma 3.9. Let U 1 and U 2 be in L 2 (dV ⊗ dÈ) and such thatU 1 =U 2 . Let
Proof. There exists a È-null set N such that for any ω ∈ N c , U
In some of the following proofs, we will have to work with classes of processes. According to Lemma 3.9, ifU is an element of L 2 (dV ⊗ dÈ), the integral · 0 F (r, ω, U r )dV r will not depend on the representantive process U that we have chosen.
We will now give the formulation of our BSDE.
in the sense of indistinguishability.
, and if we denotê
Proof.
, Y being an adapted process and M a martingale, taking the expectation in (3.2) at time t, we directly get
Taking the expectation with respect to F t in the above inequality gives the second line of (3.3).
We will proceed showing that BSDE(ξ,f , V ) has a unique solution. At this point we introduce a significant map Φ which will map
to which we will associate (Ẏ , M ) which, as we will show, will belong to
is a contraction for a certain norm. In all the proofs below, U will only appear in integrals driven by dV through a representative U .
Proof. By Cauchy-Schwarz inequality and thanks to the boundedness of V together the Lipschitz conditions on f in Hypothesis 3.8, there exist a positive constant C such that, for any t ∈ [0, T ], we have
(3.4) The three terms on the right are in L 1 . Indeed, by Remark 3.3
. This concludes the proof.
We can therefore state the following definition.
It admits a cadlag version taking into account Theorem 4 in Chapter IV of [15] , since the stochastic basis fulfills the usual conditions. We denote by Y the cadlag process defined by
This will be called the cadlag reference process and we will often omit its dependence to (U , N ).
According to previous definition, it is not clear whether Y is adapted, however, we have the almost sure equalities
Since Y is cadlag and adapted, by Theorem 15 Chapter IV of [14] , it is progressively measurable.
Proposition 3.14. M belongs to H 2 0 and sup
Proof. M is square integrable and vanishes at 0 by Definition 3.13 and Proposition 3.12. A consequence of Definition 3.13, of Cauchy-Schwarz inequality and of the boundedness of V is the existence of some C, C ′ > 0 such that, a.s.,
which belongs to L 1 by Proposition 3.12 and the fact that ξ and M are square integrable.
Since Y is cadlag progressively measurable, sup
Notation 3.15. We denote by Φ the operator which associates to a couple
induces a bijection between the set of solutions of BSDE(ξ,f , V ) and the set of fixed points of Φ.
and let Y be the reference cadlag process associated to U as in Definition 3.13. By this same definition, M is the cadlag version of
which is equal to U thanks to (3.2), so Y = U in the sense of indistinguishability, and in particular,U =Ẏ ,
therefore does indeed map the set of solutions of BSDE(ξ,f , V ) into the set of fix points of Φ.
The map is surjective. Indeed let (U , N ) be a fixed point of Φ, the couple (Y, M )
We finally show that it is injective. Let us consider two solutions (
, by default, we will always refer to the cadlag reference process Y ofẎ defined in Definition 3.13.
Lemma 3.17. Let Y be a cadlag adapted process satisfying sup
and M be a square integrable martingale. Then there exists a constant C > 0 such that for any ǫ > 0 we have
In particular,
Y r − dM r is a uniformly integrable martingale.
Proof. By Burkholder-Davis-Gundy and Cauchy-Schwarz inequalities, there exists C > 0 such that
Y r − dM r is a uniformly integrable local martingale, and therefore a martingale.
Lemma 3.18. Let Y be a cadlag adapted process and M ∈ H 2 . Assume the existence of a constant C > 0 and an L 1 -random variable Z such that for any
Proof. For any stopping time τ we have
Since Y t − is caglad and therefore locally bounded, (see Definition p164 in [32] ) we define τ n = inf {t > 0 :
By Doob's inequality we know that sup
we get that sup
applied with τ n and taking expectation, we get sup
does not depend on n. By Lemma 3.17 applied to (Y τn , M ) there exists C ′′ > 0 such that for any n ∈ AE * and ǫ > 0,
C ′′ , it follows that there exists C 3 > 0 such that for any n > 0,
By monotone convergence theorem, taking the limit in n we get the result. 
Moreover since M and M ′ are square integrable, the statement yields therefore as a consequence of Lemma 3.17 and the fact that V is bounded.
We will now show that Φ is a contraction for a certain norm. This will imply that it has a unique fixed point in L 2 (dV ⊗ dÈ)× H 2 0 since this space is complete and therefore that BSDE(ξ,f , V ) has a unique solution thanks to Proposition 3.16.
Since V is bounded, these norms are all equivalent to the usual one of this space, which corresponds to λ = 0.
Proposition 3.20. There exists λ > 0 such that for any
be their images via Φ and let Y, Y ′ be the cadlag reference process ofẎ ,Ẏ ′ introduced in Definition 3.13. We will writeȲ for Y − Y ′ and we adopt a similar notation for other processes. We will also writē
By additivity, we have dȲ t = −f t dV t + dM t . SinceȲ T = ξ − ξ = 0, applying the integration by parts formula toȲ 2 t e λVt between 0 and T we get
Since, by Proposition 3.19, the stochastic integral with respect toM is a real martingale, by taking the expectations we get
So by re-arranging and by using the Lipschitz condition on f stated in Hypothesis 3.8, we get
for any positive α and β. Then we pick α = 2K Y and β = 2K Z , which gives us
We choose now
2 ) and we get
On the other hand, since by Proposition B.1 we know that
is a positive process, we have
Therefore, since by Remark 3.3 we have Proof. The space L 2 (dV ⊗dÈ)×H 2 0 is complete and Φ defines on it a contraction for the norm (·, ·) λ for some λ > 0, so Φ has a unique fixed point in 
. This follows by the uniqueness argument for the restricted BSDE to [s, T ].
The lemma below shows that, in order to verify that a couple (Y, M ) is the solution of BSDE(ξ,f , V ), it is not necessary to verify the square integrability of Y since it will be automatically fulfilled. 10) in the sense of indistinguishability. Then sup
Proof. Let λ > 0 and t ∈ [0, T ]. By integration by parts formula applied to Y 2 e −λV between 0 and t we get
By re-arranging the terms and using the Lipschitz conditions in Hypothesis
Choosing λ = 2K
Since V is bounded, there is a constant C > 0, such that for any
By Hypothesis 3.8 and since we assumed Y 0 ∈ L 2 and M ∈ H 2 , the first four terms on the right hand side are integrable and we can conclude by Lemma 3.18.
An analogous proof also holds on the interval [s, T ] taking into account Remark 3.23.
If the underlying filtration is Brownian and V t = t, we can identify the solution of the BSDE with no driving martingale to the solution of a Brownian BSDE.
Let B be a 1-dimensional Brownian motion defined on a complete probability space (Ω, F , È). Let T ∈ Ê * + and for any t ∈ [0, T ], let F 
Proof. By Theorem 1.2 in [27] , (3.11) admits a unique solution (U, Z) of progressively measurable processes such that Z ∈ L 2 (dt ⊗ dÈ). It is known that sup
e. So by (3.11), the couple 
Martingale Problem and Markov classes
In this section, we introduce the Markov process which will later be the forward process which will be coupled to a BSDE in order to constitute Markovian BSDEs with no driving martingales. For details about the exact mathematical background that we use to define our Markov process, one can consult the Section A of the Appendix. We also introduce the martingale problem related to this Markov process.
Let E be a Polish space and T ∈ Ê * + be a fixed horizon. From now on, 
s,x will denote the stochastic basis introduced in Definition A.9 and which fulfills the usual conditions.
The following notion of Martingale Problem comes from [23] Chapter XI.
Definition 4.1. Let χ be a family of stochastic processes defined on a filtered space (Ω,F , (F t ) t∈Ì ). We say that a probability measure È defined on (Ω,F ) solves the martingale problem associated to χ if under È all elements of χ are in M loc . We denote MP(χ) the set of probability measures solving this martingale problem. È in MP(χ) is said to be extremal if there can not exist distinct probability measures É,É ′ in MP(χ) and α ∈]0, 1[ such that
We now introduce a Martingale problem associated to an operator, following closely the formalism of D.W. Stroock and S.R.S Varadhan in [35] . We will see in Remark 4.3 that both Definitions 4.1 and 4.2 are closely related. We say that a set of probability measures (È s,x ) (s,x)∈[0,T ]×E defined on (Ω, F ) solves the martingale problem associated to (D(a), a, V ) if, for any
We say that the Martingale Problem is well-posed if for any (s,
s,x is the only probability measure satisfying those two properties. The following Hypothesis 4.5 is assumed for the rest of this section. It has finally become a fundamental tool in the study of Markov processes and semi-groups, see for instance [2] . It will be central in our work. Definition 4.6. We set
The operator Γ is called the carré du champs operator.
This operator will appear in the expression of the angular bracket of the local martingales that we have defined. 
Proof. We fix some (s, x) ∈ [0, T ] × E and the associated probability È s,x . For any φ, ψ in D(a), by integration by parts on [s, T ] we have
Since φψ belongs to D(a), we can use the decomposition of φψ(·, X · ) given by (b) in Definition 4.2 and
s,x is a special semi-martingale with bounded variation predictable part · s Γ(φ, ψ)(r, X r )dV r . In particular taking φ = ψ, we have on 
Let us come back to two given φ, ψ ∈ D(a). Since we know that
s,x which, by definition, is the unique predictable process with bounded variation such that
s,x is a local martingale. So necessarily, taking
Taking φ = ψ in Proposition 4.7, yields the following.
loc . We now show that in our setup, H 2 0 is always equal to H 2,V . This can be seen as a generalization of Theorem 13.43 in [23] .
s,x for all φ ∈ D(a) then it is necessarily equal to 0. 
since by Proposition 3.6, it is a sub-Hilbert space. Finally we have shown that M ∈ H 2,V .
Since V is continuous, it follows in particular that every (È s,x , (F s,x t ) t∈[0,T ] )-square integrable martingale has a continuous angular bracket. By localization, the same assertion holds for local square integrable martingales.
We will now be interested in extending the domain D(a). 
That classical L p -space is equipped with the seminorm
We then denote for any p ∈ AE We can now define our notion of extended generator. 
(which is not necessarily cadlag) has a cadlag modification in H 
Proof. Let ψ 1 and ψ 2 be two functions such that for any È s,x , the unique cadlag version of the process (4.4) in H 2 0 . Taking Proposition 4.13 into account, this will not generate any ambiguity with respect to Notation 4.4. Proposition 4.13, also permits to define without ambiguity the operator
a will be called the extended generator.
We now want to extend the carré du champs operator
There exists a (unique up to zero-
Proof. Let φ 1 , φ 2 ∈ D(a) according to Definition 4.16. We take some representative of the classes a(φ i ) for i = 1, 2, still denoted by the same symbol and define the square integrable MAFs (see Definition A.11)
s,x is the cadlag version under È s,x . The existence of G(φ 1 , φ 2 ) therefore derives from Proposition A.12. By Proposition 4.13 that function is determined up to a zero-potential set. The second statement holds because of Proposition 4.7. Proof. Given some φ ∈ D(a), by Definition 4.14, if for every (s,
s,x is square integrable, then φ ∈ D(a). By Proposition 4.7, for every
s,x is a È s,x square integrable if and only if Γ(φ, φ) ∈ L 1 X . So the statement holds because of Propositions 4.15 and 4.17.
Pseudo-PDEs and associated Markovian BSDEs with no driving martingale
In this section, we still consider T ∈ Ê * + , a Polish space E and the associated canonical space Ω,
, see Definition A.1. We also consider a canonical Markov class (È s,x ) (s,x)∈[0,T ]×E and assume the following for the rest of the Section. We will investigate here a specific type of BSDE with no driving martingale BSDE(ξ,f , V ) which we will call of Markovian type, or Markovian BSDE, in the following sense. The process V will be the (deterministic) function V introduced in Definition 4.2, the final condition ξ will only depend on the final value of the canonical process X T and the randomness of the driverf at time t will only appear via the value at time t of the forward process X. Given a function
That BSDE will be connected with the deterministic problem below. Notation 5.2. From now on, we fix some g ∈ B(E, Ê) and
Definition 5.3. We will call Pseudo-Partial Differential Equation (in short Pseudo-PDE) the following equation with final condition:
We will say that u is a classical solution of the Pseudo-PDE if it belongs to D(a) and verifies (5.1).
Notation 5.4. Equation (5.1) will be denoted P seudo − P DE(f, g).
For the rest of this section, we will also assume that f, g verify the following.
where the latter equality comes from Proposition 4.7.
We now define the Picard iterations associated to the contraction defining the solution of the BSDE associated with BSDE s,x (f, g). 
, where Y is the reference cadlag process ofẎ , according to Definition 3.13. We then convene the following.
). 
Proof of Proposition 5.12.
We proceed by induction on k. It is clear that (u 0 , v 0 ) = (0, 0) verifies the assertion for k = 0. Now let us assume that functions u k−1 , v k−1 exist, for some integer k ≥ 1, verifying (5.6) for k replaced with k − 1. 
where
. Therefore, for some fixed (s, x) ∈ [0, T ] × E and on the set of full dV ⊗ dÈ s,x measure on which these convergences hold we have 
e. for every (s, x) ∈ [0, T ] × E, one can remark that u =ū up to a zero potential set, and in particular that u ∈ L 2 X sinceū does. Moreover, for any (s, x) ∈ [0, T ] × E, the stochastic convergence
where we recall that the locally convex topological space L 
where M s,x denotes the martingale part of the unique solution of BSDE s,x (f, g).
Proof. The corollary follows from Theorem 5.15 and Lemma 5.13.
We now introduce now a probabilistic notion of solution for P seudo−P DE(f, g). 
Remark 5.19. The first equation of (5.11) holds in L 0 X , hence up to a zero potential set. The second one is a pointwise equality.
X , is also a martingale solution. Conversely, if u is a martingale solution of P seudo − P DE(f, g) belonging to D(a), then u is a classical solution of P seudo−P DE(f, g) up to a zero-potential set, meaning that the first equality of (5.1) holds up to a set of zero potential.
Proof. Let u be a classical solution of P seudo − P DE(f, g) verifying Γ(u, u) ∈ L 1 X , Definition 5.3 and Corollary 4.19 imply that u ∈ D(a), u(T, ·) = g, and the equalities up to zero potential sets Then u ∈ D(a), v 2 = G(u, u) and u is a martingale solution of P seudo − P DE(f, g).
s . Moreover by Theorem 5.15 we have
, so by Proposition 4.17 it follows v 2 = G(u, u) and therefore, the L 2 X equality a(u) = −f (·, ·, u, G(u, u)), which establishes the first line of (5.11). Concerning the second line, we have for any x ∈ E, u(T, x) = u(T, X T ) = g(X T ) = g(x) È T,x a.s. so u(T, ·) = g (in the deterministic pointwise sense).
We conclude the section with Theorem 5.22 which states that the previously constructed martingale solution of P seudo − P DE(f, g) is unique.
Theorem 5.22. Under Hypothesis 5.1 and 5.5, P seudo − P DE(f, g) admits a unique martingale solution.
Proof. Existence has been the object of Theorem 5.21.
Let u and u ′ be two elements of D(a) solving (5.11) and let (s, x) ∈ [0, T ]× E be fixed. By Definition 4.14 and Remark 3.23, the process u(·, X · ) (respectively u
, which is a special semi-martingale with decomposition
13) where the third equality of (5.13) comes from Lemma 5.13. Similarly we have
Applications
In [8] which is the continuation of the present paper, several examples are studied. The examples below fit in the framework of Section 4. A first typical example is the setup of jump diffusions as in the formalism D.W. Stroock in [34] . These are Markov processes which solve a Martingale problem associated to an operator of the type We also study Markov processes associated to a large class of pseudo-differential operators with the formalism of N. Jacob in [22] . A typical example of equation considered is
Here, the fractional Laplace operator (−∆)
y d+α dy where c α is some positive constant and P V denotes the principal value operator.
is the corresponding Carré du champ. The forward process of the corresponding BSDEs is the α-stable Levy process.
An other example of application is given by solutions of SDEs with distributional drift, which are studied in [19] . These permit to tackle semilinear parabolic PDEs with distributional drift of type
where b is only a continuous function, hence b ′ is a distribution.
Finally, examples in non Euclidean state spaces are given with the study of diffusions in a compact differential manifold M . A typical example is the Brownian motion in a Riemannian manifold. The equation considered is then of type
where ∆ M is the Laplace-Beltrami operator and ∇ M is the gradient in local coordinates. More general equations are considered in [8] .
Appendices

A Markov classes
We recall in this Appendix some basic definitions and results concerning Markov processes. For a complete study of homogeneous Markov processes, one may consult [16] , concerning non-homogeneous Markov classes, our reference was chapter VI of [17] . Some results are only stated, but the advised reader may consult [7] and [9] in which all announced results are carefully proven. The first definition refers to the canonical space that one can find in [23] , see paragraph 12.63.
Notation A.1. In the whole section E will be a fixed Polish space (a separable completely metrizable topological space), and B(E) its Borel σ-field. E will be called the state space.
We consider T ∈ Ê * + . We denote Ω := (E) the Skorokhod space of functions from [0, T ] to E right-continuous with left limits and continuous at time T (e.g. cadlag). For any t ∈ [0, T ] we denote the coordinate mapping X t : ω → ω(t), and we introduce on Ω the σ-field F := σ(X r |r ∈ [0, T ]).
On the measurable space (Ω, F ), we introduce the measurable canonical process For any t ∈ [0, T ] we denote F t,T := σ(X r |r ≥ t), and for any 0 ≤ t ≤ u < T we will denote F t,u := n≥0 σ(X r |r ∈ [t, u + We recall here Definition 4.1 in [9] .
Definition A.11. We denote ∆ := {(t, u) ∈ [0, T ] 2 |t ≤ u}. On (Ω, F ), we define a non-homogeneous Additive Functional (shortened AF) as a randomfield indexed by ∆ A := (A (1 − K s (ω))dA s (ω) , so K(ω) ≤ 1 dA(ω) a.e. on N c . Therefore if we set E(ω) = {t : K t (ω) = 1} and F (ω) = {t : K t (ω) < 1} then E(ω) and F (ω) are disjoint Borel sets and dA(ω) has all its mass in E(ω)∪F (ω) so we can decompose dA(ω) within these two sets.
We therefore define the processes A ⊥B = 
Proof of Proposition 3.6. We start by remarking that for any M 1 , M 2 in H For fixed ω, a measure being simultaneously dominated and singular with respect to to dV (ω) is necessarily the null measure, so dV ar( M 1 , M 2 ) = 0 as a stochastic measure. Therefore M 1 and M 2 are strongly orthogonal, which implies in particular that M 1 and M 2 are orthogonal in H ACKNOWLEDGEMENTS. The authors are grateful to Andrea Cosso for stimulating discussions. The research of the first named author was provided by a PhD fellowship (AMX) of the Ecole Polytechnique.
