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Abstract 
Text detection in natural scenes burdened by imperfect shooting conditions and blurring artifacts is the subject of the present 
paper. The text as a linguistic component provides a significant amount of information for scene understanding, scene 
categorization, image retrieval, and many other challenging problems. Usually real video sequences suffer from the superposition 
of the complicated impacts that are often analyzed separately. The main attention focuses on the text detection with geometric 
and blurring distortions under blurring and camera shooting artifacts. The original methodology based on the analysis of the 
gradient sharp profiles includes the automatic text detection in fully or partially blurred frames of a non-stationary video 
sequence. Also, the blind technique of a blurred text restoration is discussed. Additionally some results of the text detection are 
mentioned. The detection results for corrupted text fragments from test dataset ICDAR 2015 achieve 76–83% and prevail the 
detection results of the non-processed by deblurring procedure text fragments upon 40–52%. 
© 2016 The Authors. Published by Elsevier B.V. 
Peer-review under responsibility of KES International. 
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1. Introduction 
Scene text detection in a still image or a sequence of images plays a significant role in image annotation, image 
indexing, traffic sign recognition, license plate recognition, signboards and information board recognition as the 
assistance to old people, among others. The scene text is a part of an image or frame unlike the imposed artificial 
text, such as subtitles, logotypes, information about sport competitions, and so on. The task of scene text detection 
and recognition meets with many challenging impacts, including text attributes (font sizes, alignment, colors), 
luminance in a scene (shadow, brightening, contrast), geometric location (orientation, perspective), scene complexity 
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(cluttered background, moving objects), and visual artifacts (noise, distortions due to a blur). The distortion due to a 
motion blur or defocusing is a major issue among other impacts because the blurring changes the shape significantly. 
Moreover, the most of methods, which are useful to detect and recognize the inherent and imposed text, fail to give 
satisfactory results under blur influence, e. g., conventional feature-based, texture-based, and edge-based methods. 
It is well-known that some intrinsic or extrinsic factors may lead to a quality degradation of images, among which 
blurring is the main one. The situation is further complicated by superposition of the shooting conditions with the 
camera shakes and jitters during, for example, a hand-held shooting. Five reasons of a blurring appearance can be 
mentioned (the first four items are the extrinsic reasons, while the last one is the intrinsic reason): 
x A blurring is caused by fast object motion like a moving car. This type is called a motion blur. 
x The blurred images may appear from the required long exposure time in dark lighting conditions, when a hand-
held camera cannot be stabilized well. This type is called a camera shake blur. 
x A defocus blur emerges in the resultant images obtained from visual equipment having a single focus plane. 
x Some atmospheric turbulence impacts, such as fog or smoke, produce a blurred image. 
x The cause of an intrinsic physical blur lies in a lens system, if the lenses have different refractive indices for 
different wavelengths of light. 
Even though an image blurring in photography may be motivated as an aesthetic representation, the blurred 
images in computer vision are often considered as the corrupted ones. Also hereinafter, it is reasonable to consider 
the camera shakes and jitters as a wider extrinsic reason, provoking 3D geometric distortions and, in particular case, 
a camera shake blur. In the current research, various cases, including types of blurring, degree of blurring, and 
degree of blur coverage, are studied under the non-stationary conditions of camera shooting. 
In the remainder of this paper, Section 2 presents a literature survey of the related works. Text properties and 
limitations are analyzed in Section 3. The proposed methodology of the scene text detection under blurring and 
shooting artifacts is described in Section 4, while Section 5 provides a deblurring technique of the extracted letters. 
The comparative experimental results are drawn in Section 6. The conclusions in Section 7 complete the paper. 
2. Related Work 
The study of the image blurring caused by defocusing and/or diffraction began since 1990s. Some mathematical 
models were built based on the Gaussian kernel1 in order to improve a human depth-from-blur perception. At the 
same time, the image deblurring as the difficult and useful for practice task attracts many researchers. A good 
analytical survey of the deblurring methods was presented by Wang and Tao2, according to which the most 
deblurring methods are grouped into five categories, such as the Bayesian inference framework, variational methods, 
sparse representation-based methods, homography-based modelling, region-based methods, and other methods: 
x A probability hypothesis in the Bayesian framework can be adapted to estimate the imposed uncertainty attributes 
on either the unknown sharp image or the unknown blur kernel, or both. The commonly-used estimators are the 
Maximum A Posteriori (MAP), minimum mean square error3, and variational Bayesian methods4. Thus, in the 
MAP approach, a classic non-blind algorithm called as Richardson-Lucy (RL) deconvolution5,6 can be 
mentioned. Levin et al.4 show how to make the MAP estimation successfully recover the true blur kernel. 
x Variational methods are typically used as approximation methods, incorporating the regularization techniques 
into a constraint space. In contrast to classical regularizers based on the first-order derivatives, nowadays the 
second-order regularization techniques are also developing in deblurring framework7. 
x Space representation was declared due to sparse properties of the natural scenes. It can be applied in many 
computer vision applications, such as denoising, inpainting, superresolution, and deblurring8. 
x Homography-based modelling was generally proposed to simulate the blur effect induced by the camera shake as 
a spatially variant deblurring using a set of the multiple kernels or homographies9. Usually this approach is 
amplified by the “temporal” homographies, if it is possible. 
x Region-based methods create the blur model based on the local consistent kernels in each region, even at each 
point. The efficient filter flow model was proposed by Hirsch et al.10. In the case of the object motion blur, the 
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blurred image is segmented into several regions, each of which has the own motion properties and a blur type. 
The localized frequency representation of each local region can be independently transformed into the frequency 
domain in order to define a local kernel11. The close approach to deblur an image, containing multiple moving 
objects, was developed by Kim et al.12, when a blur segmentation, kernel estimation, and image restoration were 
alternatively processed in a unified variational framework. 
x To other methods, one may concern projection-based method, kernel regression, stochastic deconvolution, and 
spectral analysis. 
Five types of blur in video sequences mentioned above in Section 1 can be reduced roughly to two main causes – 
an object motion blur and a defocus blur. The aim of a motion deblurring is to recover a sharp image of a scene from 
the captured blurred image. One of the conventional ways is to use the Point Spread Function (PSF), which shows 
how a single point is spread on the receiver. The PSF can be estimated either from a single image or, more 
accurately, from multiple images. The PSF is in the basis of the blind and non-blind motion deblurring methods. In 
blind motion deblurring methods, the motion PSF is unknown, while in non-blind methods the motion PSF is given 
and used to recover the latent image from a blurry image. Often the PSF is not only a camera path but a combination 
of defocus, movement, and intersections. Objectively, the blind deblurring methods have the ill-posed mathematical 
solution. Therefore, some approximations were developed to solve this complicated task. Fergus et al. were the first, 
who proposed the kernel estimations13. 
The most of feature-based, texture-based, and edge-based methods are sensitive to blurring and may fail to 
produce the robust features, texture properties, and perfect edges for the blurred regions. In the case of video 
sequences, many methods utilize the temporal information for text detection in order to enhance low contrast text 
components. Huang14 detected a motion in 30 consecutive frames to synthesize a motion image. Then the 
synthesized motion image was used to filter out the moving candidate text regions. Mi et al.15 proposed an approach 
for text extraction based on the edge features using multiple frames. However, edge-based methods degrade, when 
blurring exists in frames. The number of the deblurring models related to the text in natural scenes is very restricted, 
among which one can mark the following ones. Pan et al.16 employed an effective L0-regularized prior based on 
intensity and gradient for text image deblurring. However, L0-norms are an NP-hard problem, which makes it 
expensive in time complexity and problematic for the frames processing. Cho et al.17 solved the task of the blind 
deconvolution using the specific properties of the handwritten and printed text in documents. This method was an 
extension of the commonly used optimization framework for image deblurring by intuitive text properties, which 
were incorporated in the optimization process. Wang et al.18 proposed an alternating minimization algorithm for 
recovering images from blurred and noised observations with the total variation L2 regularization. This algorithm 
can be applied to the anisotropic and also isotropic forms of total variation discretizations with good edge 
preservation. However, the experiments with text embedded in a scene were not implemented. Cao et al.19 suggested 
to use of the text-specific multi-scale dictionaries for scene text deblurring in order to improve the visual quality of 
the blurred images. A series of the text-specific multi-scale dictionaries and a natural scene dictionary was created 
and learned for separately modelling the priors on the text and non-text fields. 
Early works were devoted to removing of spatially invariant blurs. However, these methods often fail since the 
captured real blur kernels are often spatially varying because of a depth variation, a camera shake, etc. The 
conventional way to model the spatial-varying blur is to treat the image representations as some piecewise uniform 
blur regions20,21,22. Their performance depends on accurate segmentation results on all regions in the image. Different 
approaches to model a non-uniform blur as a linear combination of different blurry intermediate images captured by 
the camera along the motion trajectory have been proposed by Gupta et al.23 and Whyte et al.9. These methods are 
concentrated on handling 3D camera shakes at the cost of assuming a constant scene depth. Fergus et al.13 introduced 
a technique for removing the effects of unknown camera shakes from a single image. These authors exploited the 
research in natural image statistics, which shows that photographs of the natural scenes typically obey the specific 
distributions of the image gradients. The Bayesian approach was adopted allowing to find the blur kernel implied by 
a distribution of probable images. Then an image is restored using a standard blind deconvolution algorithm. 
The further processing deals with symbol extraction, which can be realized by two ways: through or without 
binarization. The first way is very simple and efficient, if suitable threshold values are determined. Some classical 
methods, such as Otsu’s method24, Sauvola’s and Pietikainen’s method25, or Wolf et al.26, can be recommended. 
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They are based on local information, global information, or their combination. The second way includes the methods 
that extract a large number of features based on maximally stable extremal regions, scale invariant features, or 
histogram oriented features. They use their own classifiers with a large number of training samples27,28. 
This short literature review demonstrates the active interest to blurring/deblurring problems. However, a 
complexity is a restricting factor, which does not permit to find a uniform solution in non-blind and blind techniques. 
3. Propositions, Limitations, and Metrics 
The analysis of text properties in natural scenes and impact factors leads to the following propositions: 
x Usually the text has a high contrast against nearby background regions and large enough to be noticed. 
x Each sign has a near-uniform and bright color. 
x The background region may be very cluttered and non-predicted. 
x The text line may be a straight line or a circular arc. 
x Geometric distortions of the text lines depend on a viewpoint and may be affine, perspective, or fitted randomly. 
x The text may appear in any part of the image or frame. In the case of video sequence, a set of sequential frames 
containing text can include entirely all or partially blurred frames. A set of sequential frames can be affected by 
camera shakes and jitters (Fig. 1). 
x It is assumed that the blur function influences on the low-frequency component of an image. 
x Detailed (or focused) information is concentrated in the high-frequency component of an image. 
x The additive random noise is considered as the high-frequency component of an image due to its high change rate 
in the intensity function. 
 
Fig. 1. (a) the frames from the heavily blurred video Sam_1.avi29; (b) the full-frame gradients of the heavily blurred video; (c) the frames from the 
weakly blurred video Auto1.avi30; (d) the full-frame gradients of the weakly blurred video. 
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In order to determine the presence of a text in a video sequence distorted by blurring and camera shakes, the 
algorithm based on the quality assessment metrics was designed. Suppose that a set of frames between two 
consecutive keyframes is analyzed. The algorithm ought to estimate a presence of a blurring degree in each frame, a 
natural scene text in blurred regions of each frame, and camera shakes and jitters relative to the sequential frames. A 
frame can be blurred, fully or partially, with different defocusing degree. It means that the difficulties of text 
detection may appear even at this stage, where False Rejection Ratio (FRR) values ought to have the minimum 
value. Notice that a location of the text appearance is relatively constant in a set of frames. The deviations are 
instigated by the camera shakes and jitters. 
For a classification of blurred and non-blurred frames some quality assessment metrics were proposed, among 
which are the following ones: 
x Blind/ Referenceless Image Spatial Quality Evaluator (BRISQUE) extracts the point-wise statistics of local 
normalized luminance signals31. The BRISQUE is trained on the features obtained from both natural and 
distorted images. It is based on the human judgments on the quality of these images. 
x Blind/No-Reference (NR) Image Quality Assessment (IQA) operates in the spatial domain and analyzes the 
regular statistical properties in natural images32. 
x Global Phase Coherence (GPC) compares the likelihood of the image with the likelihood of all possible images 
sharing the same Fourier power spectrum33. The likelihood is measured by the total variation, and the numerical 
estimation is realized by a Monte-Carlo simulation. 
x Sharpness Index (SI) is closely related to the GPC, but it uses the Gaussian random fields instead of random 
phase images34. 
On the one hand, all values of the mentioned above metrics may be normalized and weighted in a common 
assessment expression. On the other hand, not all metrics are useful for the blurred text detection. The text is 
characterized by the high density of edges mostly in the vertical and horizontal directions. It means that some 
structured, albeit blurred information can help detect the distorted text fragments. 
4. Blurred Text Detection 
The blurred images cannot have the sharp edges, thus the gradient magnitude distribution should have the greater 
relative mass at small or zero values. The proposed method of blurred text detection includes the following steps: 
x Detect the presence of a text in the blurred and non-blurred frames at the coarse level of the Gaussian pyramid 
using the Gradient Sharp Profiles (GSPs). 
x If one or several non-blurred frames with the text are detected, then consider them as the latent frames from the 
point of blurring, otherwise it is desirable to extract all “good” blurred frames (with the maximum value of 
sharpness scores) and choice the best one as a reference frame. 
x Extract additional frames that are followed by the reference frame. A number of additional frames is a tuning 
parameter with the recommended values 3–7. 
x Align the text fragments in the selected frames and apply an iterative procedure using pseudo-latent images. 
x Improve the text fragments at the coarse level of the Gaussian pyramid using a stroke filter. 
Since there is no a priori information about the text fragments and the text can appear in any place of the frame, it 
is desirable to detect the connected text fragments using the “good” frames, such as non-blurred or blurred with a 
small value of the sharpness score. For this purpose, all analyzed frames are transformed to the coarse level of the 
Gaussian pyramid in order to decrease a blur degree. Notice that the RGB frames ought to be represented in the gray 
scale space in order to receive the gradient information suitable to detect, a frame is blurred or not. In this research, 
2D Laplacian filter was used for gradient frames obtaining. Due to the text fragments have mainly the horizontal or 
vertical directions, let us build the horizontal GSPs along rows of a frame. The gradient profiles can be used to 
measure the sharpness of the text edges, if the edges remain visible in the blurred image. In common case, the 
gradient profiles describe the distribution of the gradient magnitudes along a gradient direction. Without loss of a 
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generality, suppose that the estimators of the text fragments in the horizontal or vertical directions prevail relative to 
random directions. 
The sharpness in each pixel of an image row i can be measured by the square root of the unbiased sample 
variance of the gradient magnitudes Vj(GM(xi)) in 1D surrounding of a pixel p(xi, yj) in the OX direction providing 
by Eq. 1, where GM(xi) is a gradient value in a pixel p(xi, yj) under yj = const, i  [1, N], j  [1, M], N and M are the 
sizes of an image, k is an internal index, k  [–n, +n] in 1D surrounding of a pixel p(xi, yj) in the OX direction. 
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The sharper the gradient profile, the lesser the value of Vj(GM(xi)). A comparative example is depicted in Fig. 2. 
The gradients in Fig. 2 c are vastly different in the width values. However, a possibility to detect the blurred text 
remains. 
 
Fig. 2. (a) the sharp and blurred frames from Video_5_3_2.avi35 with the imposed horizontal lines; (b) the sharp and blurred gradient frames;  
(c) 1D-gradient profiles of the sharp and blurred frames. 
The similar (to Eq. 1) expression may be represented to the OY direction. Also, Eq. 1 can be reinforced by the 
logarithmic score in difficult cases: 
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The received GSPs are analyzed on the presence of the regular vertical and horizontal outlines in the gradient 
profiles with following localization of the compact areas with high density of the symbol edges. In order to receive 
more reliable estimators of a text restoration, two frames with the closest disposition and scaling with the minimum 
blurring impact ought to be chosen from the given set of the analyzed frames. This task can be realized for a non-
stationary video sequence, if the camera movement is absent or very slow. The non-lucky and lucky cases are 
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depicted in Fig. 3. The search of the regions of interest can be accomplished by a procedure similar to block 
matching algorithm, especially its fast modification, for example, block based gradient descent search algorithm36. 
 
Fig. 3. (a) the text fragments from video Sam_1.avi29; (b) the text fragments from video Video_25_5_2.avi35. 
At the final step, the modified stroke filter for the Latin symbols37 is applied for text localization. The stroke filter 
is a discrete analogue of the second derivative of continuous function. It extracts the stroke features according to the 
width, orientation, and scale responses. As a result, a stroke width map and a stroke orientation map can be built in 
each text fragment. 
5. Scene Text Deblurring 
The conventional model of a blurred image B(x, y) is a convolution of a reference (latent) image R(x, y) and the 
kernel (or the PSF) K(x, y) used to model the motion blur with additional noise parameter Z(x, y) in a view of Eq. 3. 
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    (3) 
The problem of the blind deblurring is heavily ill-posed due to infinite solutions of Eq. 3. This challenge attracts 
much attention, and various blind deblurring methods have been proposed for the natural landscape images 
especially. At the same time, the methods recovering the sharp and clean text from the blurry image or video 
sequence are developed slowly, while the methods considering several sources of distortions are practically absent. 
According to the non-uniform motion blur model that was proposed by Cho et al.38, a conventional motion blur 
model can be expressed by Eq. 4, where b, r, and z are the m u 1 vector representation of B, R and Z, respectively, m 
is a number of pixels in an image B, Ti is the m u m transformation matrix that produces 2D translation of image r, 
{wi} is a set of the weighing values with a total sum equal 1. 
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i
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Eqs. 3 and 4 are the different representation of the same model, if the camera shakes contain translations only. If 
the camera shakes involve a rotation or scaling, Eq. 3 cannot represent the non-uniform spatially varying motion 
blurs. The different PSFs per a pixel or per a block are required. Tai et al.39 proposed to replace Ti by a general 
homography Pi in order to obtain the non-uniform motion blur model under the camera shakes: 
zrPb  ¦
i
iiw    (5) 
There are eight parameters for estimation in homography matrix Pi (Eq. 5) in comparison with two translation 
parameters in the translation matrix Ti. Notice that the ill-posed conventional blind motion deblurring problem can 
be transformed to the well-posed image regularization problem40,41. 
When a set of blurred images of the same scene is available, one can avoid some problems of a single image 
deblurring. Because of amount or distributions of blurs may differ, the benefit to use the mutually complementary 
information of a scene is evident. Several frames may help suppress effectively the ringing artifacts and the image 
noise, as well as improve a restoration process applying a pseudo-latent image. If two input images containing the 
blurred text b1 and b2 are chosen, then the PSF can be estimated based on the pseudo-latent images b1 and b2 
alternately in each iteration. In other words, when the image b2 is considered as a pseudo-latent image, the PSF 
(wj(1,i), P
j
(1,i)) of the first image b1 can be estimated. Then in the same manner, the PSF (w
j
(2,i), P
j
(2,i)) of the second 
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image b2 can be obtained. When both PSFs of images b1 and b2 are received, the latent image Rit can be restored 
using Eq. 6, where k is an index of the input frames, j is a number of an iteration, ORit is a weight, <Rit is a 
regularization of r. 
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Then the intermediate latent image Rit is used to estimate the PSFs in the next iteration. A regularization term is 
determined according to the known approach based on the iterative reweighted least square method42. 
6. Experimental Results 
For experiments, some test video sequences were used. The quality of text localization depends strongly from a 
blur degree. The steps of the text localization using a stroke filter are depicted in Fig. 4. Depending on a blur degree, 
the algorithm provides the different results, viz. 30–80% of true text localization. Notice that Fig. 4 illustrates the 
results without a deblurring procedure. 
 
Fig. 4. (a, f) the original weakly and heavily blurred frames from video Bus.avi43, respectively; (b, g) the candidate text fragments detected by the 
Maximally Stable Extremal Region (MSER) feature detector; (c, h) the non-text fragments are removed based on the threshold geometric sizes;  
(d, i) the stroke filter application; (e, j) the detected text and non-text fragments. 
The illustrations for the iterative process of a deblurring based on two high-blurred frames 50 and 55 from 
Video_42_2_3.avi35 are depicted in Fig. 5. The iterative deblurring improves gradually the sharpness of the text 
fragment but causes the ringing (Fig. 5 c) and the graininess (Fig. 5 e). The final frame (Fig. 5 f) at last iteration 
contains the sharp text without artifacts. 
 
Fig. 5. (a, b) two blurred frames from Video_42_2_3.avi35; (c-f) an iterative process of deblurring. 
The SI permits to obtain the objective estimators44. The SI is defined by Eq. 7, where μ and σ are the expectation 
and standard deviation of a periodic total variation TV(I(x, y)), I(x, y) is an intensity value in point (x, y), I(x, y) is 
the tail of the Gaussian distribution defined by Eq. 8. 
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The dataset ICDAR 2015 contains more than 1,500 images of high resolution including the text fragments in 
frames with different background. Also, the dataset ICDAR 2015 involves video sequences obtaining by a camera 
movement, which causes a motion blur and a defocus blur. The results of the text detection are indicated in Table 1. 
     Table 1. Estimators of the text detection in video sequences with different blurring degrees. 
Video sequence Frame 
resolution 
Sharpness 
Index  
Text detection by 
stroke filter, % 
Text detection by stroke 
filter and deblurring, % 
Bus.avi43 1817 × 853 0.44 56 77 
Video_42_2_3.avi35 1280 × 720 0.16 25 63 
Video_25_5_2.avi35 800 × 480 0.87 65 89 
Video_5_3_2.avi35 720 × 480 0.16 43 61 
Video_2_1_2.avi35 720 × 480 0.69 67 71 
 
The experimental results from Table 1 show that the proposed deblurring procedure improves the text detection 
in comparison with other known algorithms, e. g., a stroke filter. 
7. Conclusions 
Among five types of blur, two types, such as an object motion blur and a defocus blur, appear often in video 
sequences. The subject of investigation is the scene text detection in the non-stationary and blurred video sequences. 
The proposed original procedure based on gradient sharp profiles detects the text fragments directly without a 
preliminary definition, a frame is blurred or not. Such way is more suitable for the practical applications in 
comparison with a consistent approach of all possible artifacts elicitation and compensation. However, nowadays the 
detection of the text fragments that are blurred and transformed due to the camera shakes and jitters, as well as the 
text deblurring cannot be concerned to the real-time tasks. The obtained detection results for the corrupted text 
fragments show 76–83% in average for video sequences from the test dataset ICDAR 2015. 
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