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We consider all pure or mixed states of a quantum many-body system which exhibit the same,
arbitrary but fixed measurement outcome statistics for several commuting observables. Taking those
states as initial conditions, which are then propagated by the pertinent Schrödinger or von Neu-
mann equation up to some later time point, and invoking a few additional, fairly weak and realistic
assumptions, we show that most of them still entail very similar expectation values for any given
observable. This so-called dynamical typicality property thus corroborates the widespread obser-
vation that a few macroscopic features are sufficient to ensure the reproducibility of experimental
measurements despite many unknown and uncontrollable microscopic details of the system. We also
discuss and exemplify the usefulness of our general analytical result as a powerful numerical tool.
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INTRODUCTION AND OVERVIEW
Why are macroscopic experiments reproducible, although the molecular details in each repetition of
the experiment are largely unknown and not reproducible ? A first path breaking step towards answer-
ing this question was established by Bartsch and Gemmer [1], putting forward the following so-called
dynamical typicality property: The overwhelming majority of all pure states, which exhibit very similar
expectation values of a generic observable at some initial time, will yield very similar expectation values
for this observable also at any later time point, provided the relevant Hilbert space is of large (but finite)
dimension. In proving this statement, a technical assumption is needed, which can strictly speaking only
be taken for granted if the given initial expectation value differs sufficiently little from the expectation
value in the corresponding microcanonical equilibrium state [1].
Here, we work out a significant extension of the original dynamical typicality scenario from Ref. [1].
Namely, we consider the set of all initial states, which now may be either pure or mixed, and for which
all possible measurement outcomes for several commuting observables exhibit certain preset expectation
values (projection probabilities). Similarly as in [1], we then show that upon evolving those initial states
according to the pertinent Schrödinger or von Neumann equation up to some later time point, the vast
majority of them still gives rise to very similar expectation values for any given observable. But unlike
in [1], the latter observable may now be different from those which determine the initial conditions, and
the dynamics may be governed by an arbitrary, possibly even explicitly time dependent Hamiltonian.
With respect to our analytical explorations, certain partial aspects are also related to numerous previous
works, for instance Refs. [2–7]. Yet the main physical conclusions as well as the technical methods are
quite different. Concerning the numerical applications, the basic concepts together with the relevant
previous literature will be reviewed in the last Section.
Our present topic of dynamical typicality also exhibits certain similarities with non-dynamical typical-
ity phenomena, originally due to Lloyd [8], and independently rediscovered under the labels “canonical
typicality” and “concentration of measure effects” in Refs. [9, 10], see also [4, 11–15]. In those non-
dynamical typicality explorations, the focus is on all quantum states of a high dimensional Hilbert space,
without any further restriction regarding the expectation value of some observable, and without con-
sidering the temporal evolution of those states. The key result in this context is that the expectation
value of any given observable is for the overwhelming majority of those states extremely close to the
pertinent microcanonical (thermal equilibrium) expectation value of the high dimensional Hilbert space
under consideration. A first main virtue of the present dynamical typicality approach is to pick out a
small subsets of states with distinct non-thermal features, and then to prove typicality properties of their
further evolution in time.
Another main virtue of such an approach is to admit statements about the time evolution without
actually solving the dynamics. As exemplified by Chaps. 18 and 19, the latter is a very challenging task
in itself and is outside the conceptual framework of our present Chapter. On the other hand, our approach
goes beyond the scope of Chaps. 18, 19, and 20 in that our systems are in general not even required to
exhibit equilibration or thermalization in the long time limit. Moreover, our dynamical typicality based
numerical scheme can deal with considerably larger systems than many other methods, such as exact
diagonalization.
GENERAL FRAMEWORK
We consider quantum mechanical model systems, which can be described by a Hilbert space H of large
but finite dimension D. The initial state of the system will be specified in terms of a set of commuting
observables1, whose common eigenspaces are denoted as Hn with n = 1, ..., N . Hence the projectors Pn
onto those subspaces Hn satisfy PmPn = δmnPn and
∑N
n=1 Pn = 1H (identity on H), and the dimensions
of the Hn are given by
dn = Tr{Pn} , (1)
with D =
∑N
n=1 dn.
Denoting by ρ(0) any density operator (pure or mixed system state) at the initial time t = 0, and
considering the Pn’s as observables, the corresponding expectation values (projection probabilities) are
1 The set of commuting observables is not required to be complete, and even a single observable is admissible.
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given by
pn = Tr{ρ(0)Pn} (2)
with pn ≥ 0 and
∑N
n=1 pn = 1. At the focus of our present investigation will be the set of all initial
states ρ(0) which satisfy the N constraints (2) for arbitrary but fixed values of the projection probabilities
{pn}
N
n=1.
Physically speaking, we have mainly quantum many-body systems in mind where, following von Neu-
mann [16], it seems reasonable to expect that a simultaneous measurement of two or more (almost)
commuting observables is indeed feasible. In many cases, some or all of those observables will corre-
spond to macroscopic (coarse grained) quantities and one of them will usually be the energy (coarse
grained Hamiltonian). Although such an (approximate) commutation of those coarse grained observables
is usually rather difficult to justify more rigorously, it is commonly considered as a plausible working
hypothesis [15, 17–22]. For example, we may be dealing with multiple macroscopic observables, that can
be measured simultaneously, or with a single microscopic observable together with the coarse grained
Hamiltonian: Indeed, it appears as a decent working hypothesis to assume that the measurement, e.g.,
of a single particle velocity leaves the (coarse grained) energy distribution of the many-body system
practically unaffected. On the other hand multiple microscopic observables are not expected to commute
even approximately. It should be emphasized that within this mindest not the exact Hamiltonian, which
governs the dynamics, but only its coarse grained counterpart is imagined to (approximately) commute
with the coarse grained macroscopic observables. In particular, the observables are not required to be
conserved quantities. We also emphasize that this physical interpretation of the considered mathematical
setup will never be actually used in our subsequent calculations.
Our next observation is that any real measurement device can only exhibit a limited number of different
possible outcomes. For instance, a digital instrument with K digits can only display 10K different
measurement values. Hence, we can and will assume that the number N of common eigenspaces of all
the commuting observables at hand respects some reasonable bound, say
N ≤ 1020 . (3)
Differently speaking, the number of commuting observables as well as their resolution limits are assumed
to remain experimentally realistic. In principle, also very low N values are conceivable and admitted
in what follows. In the extreme case, there may be just one observable with two different possible
measurement outcomes, implying N = 2.
On the other hand, for generic macroscopic systems with typically f ≈ 1023 degrees of freedom, the
dimension D of the relevant Hilbert space is exponentially large in f . For instance, H may be an
energy shell, spanned by the eigenvalues of the system Hamiltonian with eigenenergies within an energy
interval, which is macroscopically small (well defined macroscopic system energy) but microscopically
large (exponentially large D). As a consequence, at least one of the subspaces Hn must be extremely
high dimensional. More generally, it appears reasonable to assume that many or even all the Hn will
exhibit a very large dimensionality dn, at least as long as peculiarities such as experimentally resolvable
gaps in the measurement spectra are absent. Note that even if all dn’s are large, some of them may still
be very much larger than others.
Compared to the above mentioned previous works (see Introduction), we thus admit the possibility
of a relatively detailed knowledge about the initial system state: Not only one single expectation value,
but rather the full statistics of all possible measurement outcomes of all the commuting observables is
considered to be (approximately) fixed via the preset values of the projection probabilities pn in (2). Yet,
this information is obviously still far from being sufficient to uniquely determine the actual microscopic
initial state ρ(0) of the system.
The time evolution of any given initial state ρ(0) in (2) is governed by the usual Schrödinger or von
Neumann equation. For our present purposes it is particularly convenient to adopt the Heisenberg picture
of quantum mechanics to express the time-dependent expectation value of any given observable, described
by some Hermitian operator A, as
〈A〉ρ(t) := Tr{ρ(0)At} , (4)
At := U
†
tAUt , (5)
where Ut is the quantum-mechanical time evolution operator. For a time-independent Hamiltonian H ,
the propagator Ut takes the simple form exp{−iHt/~}, but in full generality, also any explicitly time
3
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dependent Hamiltonian H(t) is admitted in (4), (5). In particular, the system is not required to exhibit
equilibration or thermalization in the long time limit (see also Chap. 18).
Finally, largely arbitrary observables A are admitted in (5), except for the weak and physically reason-
able restriction that the measurement range
∆A := amax − amin , (6)
i.e., the difference between the largest and smallest possible eigenvalues (or measurement outcomes) of
A must be finite, and that the maximal resolution δA of the considered measurement device must not be
unrealistically small compared to ∆A. For instance, if the measurement device yields at most K relevant
digits, then we know that ∆A/δA ≤ 10
K . Alternatively, δA may also account for the finite precision when
solving the considered quantum system by numerical means, or simply for the accuracy with which we
actually want or need to know the expectation value in (4). In any case, the natural reference scale for
δA is the measurement range from (6), i.e., the appropriate quantity to consider is the ratio between
resolution and range,
R := δA/∆A . (7)
MAIN IDEA AND RESULT
In essence, our main idea will be as follows: We start by distributing all initial states ρ(0) compatible
with (2) into different subsets. Next, we show that the vast majority of all ρ(0)’s within any given subset
exhibits very similar expectation values in (4) for an arbitrary but fixed At. Finally, we will see that the
average of the expectation values in (4) over all ρ(0)’s from one subset is actually equal for all subsets. As
a consequence, the expectation values in (4) must be very similar for the vast majority of all ρ(0)’s which
satisfy (2), independently of the subset to which each of them belongs. In order to show the similarity
of (4) for most ρ(0)’s within one subset, certain (quite weak) assumptions will be required. Once again,
these requirements will turn out to be the same for all subsets and thus for all ρ(0) which satisfy (2).
To begin with, we denote by Un any unitary transformation within the subspace Hn introduced above
Eq. (1), i.e., Un : Hn → Hn and U
†
nUn = 1Hn (identity on Hn). As usual, this operator on Hn can be
readily “lifted” to the full space H, i.e., the same symbol Un now denotes an operator on H with the key
properties that U †nUn = Pn and UnPm = PmUn = δmnUn for all m,n ∈ {1, ..., N}. One thus can infer
that
U :=
N∑
n=1
Un (8)
is a unitary transformation on H, i.e., U †U = 1H. The set of unitaries U which can be generated via all
possible choices the Un’s in (8) is denoted as SU . One readily confirms that any U ∈ SU commutes with
all the Pn’s. Furthermore, if ρ(0) satisfies the N constraints (2), then also
ρU (0) := U
†ρ(0)U (9)
will do so for all U ∈ SU .
Any given ρ(0) which satisfies (2) thus generates one of the above announced subsets, namely Sρ(0) :=
{ρU (0) |U ∈ SU}. Obviously, many different ρ(0)’s which satisfy (2) generate identical subsets Sρ(0). On
the other hand, the union of all subsets contains all ρ(0)’s which satisfy (2). As an aside we note that all
ρ(0)’s from the same subset exhibit the same spectrum, but not all ρ(0)’s with same spectrum belong to
the same subset.
Finally, we assign a probability to the U ∈ SU as follows: For any given n, the Un’s are assumed to
be uniformly distributed (Haar measure with respect to the subspace Hn), i.e., all of them are equally
probable and statistically independent of each other for different indices n. Accordingly, the probability
of U in (8) is defined as the joint probability of all the Un’s appearing on the right hand side, i.e., each
combination of Un’s in (8) is realized with equal probability. Averaging any U -dependent quantity X(U)
over all U ’s according to this probability measure is henceforth indicated by the symbol [X(U)]U .
Intuitively, this choice is extremely natural. Indeed, if it is understood that the probability of any
ρU (0) within a given set Sρ(0) equals the probability of U , then our above choice is the only one which is
consistent, i.e., each ρ(0) which generates the same set Sρ(0) also generates the same probability measure
on it.
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Next we consider A and t in (5) and thus At in (4) as arbitrary but fixed. In general, different ρ(0)’s
which satisfy (2) are expected to entail different expectation values in (4). Focusing on all ρ(0)’s which
belong to the same, arbitrary but fixed subset Sρ(0), one finds for the average and the variance of the
expectations values in (4) the following results
µt := [Tr{ρU (0)At}]U =
N∑
n=1
pn
dn
Tr{AtPn} , (10)
σ2t :=
[
(Tr{ρU (0)At} − µt)
2
]
U
≤ λ∆2A , (11)
λ := 5max
n
(
pn
dn
)
. (12)
These relations (10)-(12) represent the main result of our present work. However, their detailed derivation
is tedious, not very insightful, and hence postponed to the Appendix.
DISCUSSION
As announced at the beginning of the previous section, the right hand side of (10) is independent of
the actual subset Sρ(0), over which the average on the left hand side is performed, and likewise for (11).
Hence, the following conclusion, which a priori implicitly assumes that the ρ(0)’s are randomly sampled
from one single subset Sρ(0), de facto also remains true when randomly sampling ρ(0)’s from any of those
subsets, i.e., for all ρ(0)’s which satisfy (2). Taking into account this fact and (11), it follows either
obviously or by exploiting the so-called Chebyshev (or Markov) inequality that
Prob ( |Tr{ρ(0)At} − µt| > ǫ ) ≤ λ (∆A/ǫ)
2 (13)
for any ǫ > 0, where the probability on the left hand side is understood as the fraction of all ρ(0)’s
compatible with (2), for which Tr{ρ(0)At} differs by more than ǫ from the mean value µt. If we choose
for ǫ the pertinent experimental, numerical, or theoretically required resolution δA in (7), then
λ≪ R2 (14)
implies that Tr{ρ(0)At} can be considered as indistinguishable
2 from µt for the vast majority of all ρ(0)’s
which satisfy (2). In view of (4) and (10) this means that all those ρ(0)’s satisfy the approximation
〈A〉ρ(t) = Tr{ρgmcAt} (15)
for our purposes practically perfectly well, where
ρgmc :=
N∑
n=1
pnρ
(n)
mc , (16)
ρ(n)mc :=
1
dn
Pn . (17)
With (1) one readily sees that ρ
(n)
mc in (17) amounts to a microcanonical density operator on the subspace
Hn, hence ρgmc in (16) may be viewed as a “generalized microcanonical ensemble”, properly accounting
for the preset weight pn of each subspace in (2).
According to the definitions (1) and (2), the ratio pn/dn may be viewed as the (mean) population
per eigenstate within any given eigenspace Hn. Recalling that pn ≥ 0,
∑N
n=1 pn = 1, and that the
total number of eigenstates D is unimaginably large, it is obvious that (14) with (7) and (12) will be
satisfied under many very common circumstances. For instance, one often expects (see below (3)) that
the dimension dn of every eigenspace Hn is so large that (14) is automatically fulfilled without any
further restricition regarding the pn’s in (12). Moreover, even if certain subspaces Hn should happen
to be relatively low dimensional, it will be sufficient that their “weights” pn are not unreasonably large
(compared to their relatively low dimensions) in order to still guarantee (14). Note that this argument even
2 More sophisticated distinguishability measures between quantum states than expectation values could in principle be
taken into account along similar lines as in Ref. [23].
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admits that dn = 1 for all n, though such cases seem physically unrealistic according to the considerations
below (3).
Finally, it is possible to further generalize our so far results in the following two ways:
First, there may be one exceptional subspace Hn of dimension dn = 1, for which pn is not restricted
at all. In other words, one n with dn = 1 may be disregarded when taking the maximum on the right
hand side of (12). For instance, this case may be of interest for a system with a non-degenerate ground
state, which is energetically separated by a gap from the first excited state and thus may exhibit an
exceptionally large (macroscopic) population pn compared to all the other level populations pm/dm with
m 6= n. The derivation of this generalization amounts to a straightforward combination of the approach
in Refs. [23, 24] and in the Appendix below, and is therefore omitted.
Second, not all weights pn may be known, but, say, only those with indices n ∈ {1, ..., N
′}, where
N ′ < N . Accordingly, there are only N ′ constraints of the form (2) with pn ≥ 0 and
∑N ′
n=1 pn ≤ 1.
It follows that the union (direct sum) of all the remaining subspaces H˜ := HN ′+1 ⊕ ... ⊕ HN will be
populated with probability p˜ := 1 −
∑N ′
n=1 pn and that the projector onto this subspace H˜ is given by
P˜ := PN ′+1 + ...+ PN . Altogether the case at hand can thus be reduced to the original situation with a
new “effective” N value, namely N = N ′ + 1, complemented by PN := P˜ and pN := p˜.
Taking for granted that condition (14) is satisfied, it follows that the expectation values of A at time
t on the left hand side of (15) are practically indistinguishable from each other for the vast majority of
all initial states ρ(0) which satisfy the N constraints (2), i.e., we recover our main dynamical typicality
result announced in the first section.
Note that there may still be a small set of “untypical” ρ(0)’s which satisfy (2) but notably violate the
approximation (15). Recalling that A and t in (5) and thus At in (4) are still considered as arbitrary
but fixed (see above (10)), this set of “untypical” ρ(0)’s will usually be different for different time points
t and/or different observables A. In this context, it is worth noting that the upper bound in (11) does
not depend on t. Since averaging over U and integrating over t are commuting operations, we thus can
conclude from (11) that
Q := [qU ]U ≤ λ∆
2
A , (18)
where
qU :=
1
t2 − t1
∫ t2
t1
ξ2U (t) dt (19)
and
ξU (t) := Tr{ρU (0)At} − µt (20)
for arbitrary t2 > t1 ≥ 0. Since qU ≥ 0, one can conclude as before from (14) and (18) that the quantity
qU must be very small for the vast majority of all ρ(0)’s. For any given such ρ(0), also the integrand
ξ2U (t) in (19) must be very small simultaneously for all t ∈ [t1, t2], apart from a negligible small fraction
of exceptional times t’s. For sufficiently small λ in (14), those exceptional t’s become unobservably rare
and can be ignored. We thus can conclude that for any given time interval and any given observable A,
most ρ(0)’s which satisfy (2) exhibit very similar expectation values of A over the entire time interval.
Formally, this typical time evolution is given by the right hand side of (15), but its explicit quantitative
evaluation is usually very difficult (see Chaps. 18 and 19) and goes beyond the scope of our present
work. In fact, it is exactly one of the main conceptual virtues of such a dynamical typicality approach
that interesting predictions can be obtained without actually solving the dynamics. In particular, our
present finding helps us to better understand and explain the well established fact that a few macroscopic
features are sufficient to ensure the reproducibility of experimental measurements despite many unknown
and uncontrollable microscopic details of the system.
TYPICALITY AS NUMERICAL TECHNIQUE
As already mentioned at the end of the previous section, the typical time evolution is given by the
expression for the ensemble average on the right hand side of (15). The precise quantitative evaluation
of this expression can be a challenging task for a specific observable and many-body quantum model and
therefore it very often has to be done numerically (see also Chap. 19). In this context, the left hand side
of (15) turns out to be very useful in order to establish a powerful numerical technique [6, 25–32]. This
6
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technique employs the fact that, for a fixed initial value (2), the ensemble average is accurately imitated
by a single pure state. This section describes such a dynamical typicality based numerical method and
its central advantages.
To start with, it is convenient to discuss existing numerical approaches. Within the large variety of
different approaches, a straightforward and widely used procedure is the direct evaluation of the ensemble
average via
Tr{ρgmcAt} =
D∑
µ,ν=1
〈µ|ρgmc|ν〉〈ν|A|µ〉 e
i(Eν−Eµ)t/~ , (21)
where |µ〉, |ν〉 and Eµ, Eν are the eigenstates and corresponding eigenenergies of a given many-body
Hamiltonian H . In principle, these eigenstates and eigenenergies can be calculated numerically by the
exact diagonalization of systems of finite size. However, because the Hilbert-space dimension D grows
exponentially fast in the number of degrees of freedom, exact diagonalization is only feasible for rather
small system sizes and finite-size effects can be huge. For a Heisenberg spin-1/2 chain of length L, for
example, D = 2L and Lmax ∼ 20 is the maximum length treatable [27–30]. For a Fermi-Hubbard chain
with L sites, as another important example, D = 4L and Lmax ∼ 10 is even much less. Clearly, if the
Hamiltonian H and the observable A have common and mutually commuting symmetries, such as total
magnetization/particle number or translation invariance, it is also possible to exploit these symmetries
via
Tr{ρgmcAt} =
M∑
m=1
dm∑
µ,ν=1
〈m,µ|ρgmc|m, ν〉〈m, ν|A|m,µ〉 e
i(Em,ν−Em,µ)t/~ . (22)
However, using these symmetries for the above examples yields a largest subspace with the dimension dm
being dm ≈ (L,L/2)/L for the Heisenberg spin-1/2 chain and dm ≈ (2L,L)/L for the Fermi-Hubbard
chain [33], where the bracket (n, k) := n!/[k!·(n−k)!] denotes the binomial coefficient. In fact, symmetries
are already exploited to reach the aforementioned system sizes Lmax.
As compared to exact diagonalization (see Chap. 19), a dynamical typicality based scheme can treat
much larger Hilbert spaces and thus allows for significant progress in the context of real-time dynamics
of expectation values. This scheme is based on (15) with a randomly sampled initial state of the form
ρ(0) :=
1
2 〈ψ|ρgmc|ψ〉
(ρgmc |ψ〉〈ψ|+ h.c.) , (23)
with the (unnormalized) pure state
|ψ〉 :=
D∑
k=1
(ak + ibk) |k〉 , (24)
where |k〉 is an arbitrary but fixed orthonormal basis, and where the ak and bk are independent, normally
distributed random variables (i.e. Gaussian distributed with zero mean and unit variance). One readily
confirms that all statistical properties of the random ensemble of pure states in (23) are independent of
the choice of the basis |k〉 in (24). In particular, this basis needs not to be the eigenbasis of H . Rather,
any numerically convenient basis will do the job. In particular, the basis can be but does not need to be
adapted to the symmetries of the specific system under consideration.
It readily follows that ρ(0)† = ρ(0) and Tr{ρ(0)} = 1. Moreover, by means of similar calculations as
in the section “Main idea and results” one finds that
〈ψ|Pn ρgmc|ψ〉 =
pn
dn
〈ψ|Pn|ψ〉 ≈ 2 pn , 〈ψ|ρgmc|ψ〉 =
N∑
n=1
pn
dn
〈ψ|Pn|ψ〉 ≈ 2 (25)
for sufficiently large subspace dimensions dn. For the initial state ρ(0) in (23), these two equations lead
to the expectation value Tr{Pn ρ(0)} ≈ pn, i.e., the condition in (2). Therefore, (15) applies to this initial
state and yields
Tr{ρgmcAt} ≈
〈ψ| (ρgmcAt + h.c.) |ψ〉
2 〈ψ| ρgmc |ψ〉
=
Re 〈ψ| ρgmcAt |ψ〉
〈ψ| ρgmc |ψ〉
(26)
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and, using 〈ψ|ρgmc|ψ〉 ≈ 2 again, as well as 〈ψ|ψ〉 ≈ 2D, one obtains the relation
Tr{ρgmcAt} ≈ D
Re 〈ψ| ρgmcAt |ψ〉
〈ψ|ψ〉
. (27)
Thus, the trace Tr{•} is essentially replaced by a scalar product 〈ψ| • |ψ〉 involving a single pure state
drawn at random from a Hilbert space of finite but high dimension D. This relation can be also written
in the form
Tr{ρgmcAt} ≈ D
Re 〈Φ(t)|A |ϕ(t)〉
〈ϕ(0)|ϕ(0)〉
(28)
with the two auxiliary pure states
|ϕ(t)〉 := e−iHt/~ |ψ〉 , |Φ(t)〉 := e−iHt/~ ρgmc |ψ〉 . (29)
Note that these pure states look similar but differ from each other because of the additional operator
ρgmc in the definition of |Φ(t)〉.
A central advantage of the relation in (28) is that no time dependence of operators occurs. Instead,
the full time dependence appears as a property of pure states only. As a consequence, one does no need
to (i) employ exact diagonalization and (ii) store full matrices in computer memory. To see that exact
diagonalization can be circumvented, consider the Schrödinger equation
d
dt
|ϕ(t)〉 = −
i
~
H |ϕ(t)〉 (30)
for |ϕ(t)〉. This differential equation and the corresponding equation for |Φ(t)〉 can be solved numerically
by straightforward iterator schemes like fourth-order Runge-Kutta [27–29] or more sophisticated schemes
like Trotter decompositions or Chebyshev polynomials [34, 35]. Still, one has to implement the action
of the Hamiltonian on pure states. Since it is possible to carry out these matrix-vector multiplications
without storing matrices in computer memory, the memory requirement of the algorithm is set only by
the size of vectors, i.e., O(D) or, in case of symmetry reduction, O(dm). Nevertheless, to reduce the
run time of the algorithm, it is convenient to store at least parts of matrices in computer memory. In
this respect, one can profit from the fact that the Hamiltonian is usually a few-body operator with a
sparse-matrix representation. Thus, the memory requirement essentially remains linear in the relevant
Hilbert-space dimension. In this way, for the above example of a Heisenberg spin-1/2 chain, Lmax = 34 [28]
has been reached using medium-sized clusters while Lmax > 34 is feasible using massive parallelization
and supercomputers [30, 36]. As compared to exact diagonalization, the corresponding Hilbert space
dimension is larger by several orders of magnitude, e.g., by a factor 234/220 = O(104). For such finite
but already huge Hilbert spaces, the typicality-related approximation error has been demonstrated to
be negligibly small, by a detailed comparison with other state-of-the-art numerical methods including
time-dependent density-matrix renormalization group [28] and Lanczos diagonalization [29].
To illustrate the accuracy of the numerical method and the validity of the analytical considerations
of the last sections in detail, let us consider the Heisenberg spin-1/2 chain and the specific operators
nr = S
z
r + 1/2, where S
z
r is the z-component of a spin at site r. These L local operators are mutually
commuting and can be adjusted independently between 0 and 1. We choose initial conditions ρ(0) with
〈nr〉ρ(0) = 1 at a single site r and 〈nr′〉ρ(0) = 1/2 at all other sites r
′ 6= r. This choice corresponds to
ρgmc = nr/2
L−1 and, for the observable A = nr, the ensemble average is then given by the two-point
correlation function Tr{ρgmcAt} = Tr{nrnr(t)}/2
L−1 at formally infinite temperature, see (31) below
or Ref. [30]. In Fig. 1 (a) we show this ensemble average, as obtained from exact diagonalization for
a finite lattice with L = 14 sites. We further depict the approximation in Eq. (28), as obtained from
the Runge-Kutta propagation of a random pure state. Clearly, both curves are very close to each other,
especially in view of the small L = 14. Moreover, an agreement of the same quality is found for another
random pure state. In Fig. 1 (c) we compare the approximation in Eq. (28) for two different pure states
drawn at random and a substantially larger lattice with L = 28 sites. Apparently, the corresponding
curves are much closer to each other. This closeness demonstrates the fact that the approximation in Eq.
(28) becomes exact in the thermodynamic limit L→∞.
Remarkably, typicality also provides the basis of a numerical approach to autocorrelation functions at
finite temperatures. This approach is based on the relation [27–29]
ReTr{e−βHAAt}
Tr{e−βH}
≈
Re 〈ψ| e−βHAAt |ψ〉
〈ψ| e−βH |ψ〉
, (31)
8
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FIG. 1. (a) Time-dependent expectation value Tr{ρgmcAt} for ρgmc = nr, A = nr, and a Heisenberg spin-1/2
chain of length L = 14. Exact diagonalization (ED) is compared to the approximation in Eq. (28) and two states
|ψ1〉 and |ψ2〉 drawn at random. (c) Approximation in Eq. (28) for two random states |ψ1〉 and |ψ2〉 in a lattice
with L = 28 sites. (b), (d) zoom of (a), (c).
where β = 1/kBT denotes the inverse temperature and |ψ〉 is a randomly sampled pure state as defined
before. Thus, once again, the trace Tr{•} is replaced by the scalar product 〈ψ| • |ψ〉. Similar to (28), this
relation can be rewritten as
ReTr{e−βHAAt}
Tr{e−βH}
≈
Re 〈Φβ(t)|A |ϕβ(t)〉
〈ϕβ(0)|ϕβ(0)〉
(32)
with the two modified auxiliary pure states
|ϕβ(t)〉 := e
−iHt/~ e−βH/2 |ψ〉 , |Φ(t)〉 := e−iHt/~ Ae−βH/2 |ψ〉 . (33)
An important difference between these pure states and the ones in (29) is the additional occurrence of the
imaginary time β. As the dependence on real time t, this dependence can be obtained from iteratively
solving an imaginary-time Schrödinger equation,
d
dβ
|ϕβ(0)〉 = −
1
2
H |ϕβ(0)〉 (34)
for |ϕβ(0)〉 and analogously for |Φβ(0)〉. Certainly, typicality arguments justify the relation in (32) only, if
the dimensions of the relevant energy subspaces are sufficiently large. If the inverse temperature β is small,
the dominant contribution stems from energy subspaces far from the borders of the spectrum. However,
if the inverse temperature β is large, the dominant contribution stems from small energy subspaces close
to the lower border of the spectrum and typicality arguments cannot be employed any further [31].
Interestingly, however, this relation does not break down in the limit β →∞ and even becomes exact
in this limit. This fact follows from the definition of the two pure states in (33) and whenever the random
pure state |ψ〉 has a finite overlap with the ground state |µ0〉,
|〈µ0|ψ〉| > 0 , (35)
even if this overlap is tiny. Then,
lim
β→∞
|ϕβ(t)〉√
〈ϕβ(0)|ϕβ(0)〉
= e−iHt/~ |µ0〉 , lim
β→∞
|Φβ(t)〉√
〈ϕβ(0)|ϕβ(0)〉
= e−iHt/~A |µ0〉 (36)
and, as a consequence,
lim
β→∞
Re 〈Φβ(t)|A |ϕβ(t)〉
〈ϕβ(0)|ϕβ(0)〉
= Re 〈µ0|AAt |µ0〉 . (37)
Thus, in conclusion, Eq. (32) also provides a reasonable numerical approach to low temperatures.
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APPENDIX
This appendix provides the detailed derivation of the main result (10)-(12) of our present work.
For notational simplicity, we adopt the abbreviations
ρ := ρ(0) (38)
B := At , (39)
where At is defined in (5). It follows that the eigenvalues of B are identical to those of A. In particular,
the measurement range ∆B of B will agree with the measurement range ∆A of A from (6), i.e.,
∆A = ∆B . (40)
Derivation of (10)
For any given n ∈ {1, ..., N}, we denote by {|n, a〉}dna=1 an arbitrary but fixed orthonormal basis of Hn.
The union of all those bases thus amounts to an orthonormal basis of H, i.e.,
〈n, a|m, b〉 = δmnδab (41)
N∑
n=1
dn∑
a=1
|n, a〉 〈n, a| = 1H . (42)
Inserting 1H from (42) three times into the definition of µt in (10) and observing (9) yields
µt =
[∑
l,j,m,n
∑
α,β,a,b 〈l, α|U
† |m, a〉 〈m, a| ρ |n, b〉 〈n, b|U |j, β〉 〈j, β|B |l, α〉
]
U
=
[∑
m,n
∑
α,β,a,b 〈m,α|U
† |m, a〉 〈m, a| ρ |n, b〉 〈n, b|U |n, β〉 〈n, β|B |m,α〉
]
U
. (43)
In the last step above we used 〈n, b|U |m,β〉 = δmn 〈n, b|U |n, β〉 since any U ∈ SU commutes with all
the Pn’s as mentioned below (8). Now, we define the abbreviation for the basis representation of the Un
introduced above (8) as
Un,bβ := 〈n, b|Un |n, β〉 = 〈n, b|U |n, β〉 . (44)
This enables us to rewrite equation (43) as
µt =
∑
m,n
∑
α,β,a,b
〈m, a| ρ |n, b〉 〈n, β|B |m,α〉
[
U∗m,aαUn,bβ
]
U
. (45)
To continue evaluating this expression we revert to [37]. There, the following is stated for the average
over uniformly (Haar) distributed unitaries3:
[
Ul,a1b1 ...Ul,ambmU
∗
l,α1β1 ...U
∗
l,αnβn
]
Ul
= δmn
∑
Π,Π′
VΠ,Π′
n∏
j=1
δajαΠ(j)δbjβΠ′(j) . (46)
Quoting verbatim from [37]: “the summation is over all permutations Π and Π ′ of the numbers 1, ..., n.
The coefficients VΠ,Π′ depend only on the cycle structure of the permutation Π
−1Π ′. Recall that each
permutation of 1, ..., n has a unique factorization in disjoint cyclic permutations (“cycles”) of lengths
c1, ..., ck (where n =
∑k
j=1 cj). The statement that VΠ,Π′ depends only on the cycle structure of Π
−1Π ′
means that VΠ,Π′ depends only of the lengths c1, ..., ck of the cycles in the factorization of Π
−1Π ′. One
may therefore write Vc1,...,ck instead of VΠ,Π′ .” The factors Vc1,...,ck are given by the columns “CUE” of
Tables II and IV in [37].
3 Averages of this type were analyzed by many authors [11, 38–42], often independently. We refer to [37], since only there
cases up to n ≤ 5 are provided, although in the following n ≤ 2.
10
Quantum Thermodynamics book
As said below (9), the symbol [...]U indicates an average over all Un within each Hn according to the
Haar measure. Averages over Haar measures in distinct eigenspaces are statistically independent (see
below (9)). Thus, by applying (46) to (45) we see that m has to equal n or the average vanishes
µt =
N∑
n=1
∑
α,β,a,b
〈n, a| ρ |n, b〉 〈n, β|B |n, α〉
[
U∗n,aαUn,bβ
]
Un
(47)
=
N∑
n=1
∑
α,β,a,b
〈n, a| ρ |n, b〉 〈n, β|B |n, α〉VΠ1,Π1δaαδbβ . (48)
Here, there is only one permutation: namely the identity, denoted by Π1. In this case Π
−1
1 Π1 = Π1
yields only one cycle of length c1 = 1. The corresponding VΠ1 = V1 can be found, in the Tables II and IV
in [37] (column “CUE”, row n = 1) as VΠ1 =
1
dn
. Plugging this back into the above equation we obtain
µt =
N∑
n=1
1
dn
Tr {ρPn}Tr {BPn} . (49)
Observing (2) and (39), we finally recover (10).
Derivation of (11) and (12)
The variance in (11) can be rewritten as
σ2t =
[
Tr {ρUB}
2
]
U
− µ2t . (50)
On the right hand side, the last term µ2t follows from (49) above. Turning to the first term, one finds
similarly as in (43) and (45) that
[
Tr {ρUB}
2
]
U
=

∑
l,j
∑
α,β,a,b
U∗l,aαUj,bβ 〈l, a| ρ |j, b〉 〈j, β|B |l, α〉
·
∑
m,n
∑
γ,ω,c,d
U∗m,cγUn,dω 〈m, c| ρ |n, d〉 〈n, ω|B |m, γ〉


U
. (51)
For the summation indices l, j,m, n we define the set of quadruples
S := {(l, j,m, n) |l, j,m, n ∈ {1, ..., N}} . (52)
If one reverts back to equation (46), one finds the necessity to study three cases for which the average
in (51) does not vanish, which amount to the following index subsets of S: S1 : l = j 6= m = n,
S2 : l = j = m = n and S3 : l = n 6= m = j. From now on, the Si refer not only to the corresponding
index sets but to the associated terms in (51). Thus the following holds[
Tr {ρUB}
2
]
U
= [S1]U + [S2]U + [S3]U . (53)
In the first case, S1, the average over U factorizes into two averages over the eigenspaces labeled by l
and m. Hence, the calculation reduces to the derivation of (10) and we find
[S1]U =
∑
l 6=m
∑
α,β,a,b
〈l, a| ρ |l, b〉 〈l, β|B |l, α〉
[
U∗l,aαUl,bβ
]
Ul
∑
γ,ω,c,d
〈m, c| ρ |m, d〉 〈m,ω|B |m, γ〉
[
U∗m,cγUm,dω
]
Um
=
∑
l 6=m
1
dl
Tr {ρPl}Tr {BPl}
1
dm
Tr {ρPm}Tr {BPm} (54)
In the second case, S2, the unitary average is not the same as performed before, but instead:
[S2]U =
N∑
l=1
∑
α,β,a,b
〈l, a| ρ |l, b〉 〈l, β|B |l, α〉
∑
γ,ω,c,d
〈l, c| ρ |l, d〉 〈l, ω|B |l, γ〉
[
U∗l,aαUl,bβU
∗
l,cγUl,dω
]
Ul
(55)
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To further evaluate this expression we make again use of (46), arriving at[
Ul,bβUl,dωU
∗
l,aαU
∗
l,cγ
]
Ul
= VΠ1,Π1︸ ︷︷ ︸
1/(d2l−1)
δbaδdcδβαδωγ + VΠ1,Π2︸ ︷︷ ︸
−1/(dl(d2l−1))
δbaδdcδβγδωα
+ VΠ2,Π1︸ ︷︷ ︸
−1/(dl(d2l−1))
δbcδdaδβαδωγ + VΠ2,Π2︸ ︷︷ ︸
1/(d2l−1)
δbcδdaδβγδωα . (56)
Here, Π1 still equates to the identity, but now Π2 denotes the permutation exchanging the numbers 1
and 2. Therefore, Π−11 Π1 = Π
−1
2 Π2 = Π1 decomposes in two cycles of lengths c1 = c2 = 1, while
Π−12 Π1 = Π
−1
1 Π2 = Π2 exhibits one cycle with c2 = 2. The corresponding VΠ1,Π1 = VΠ2,Π2 = V1,1
and VΠ2,Π1 = VΠ1,Π2 = V2 can again be found, in the Tables II and IV in [37] (column “CUE”, row
n = 2) with the above cited results. Plugging (56) back into (55) and additionally using 1/
(
d2l − 1
)
=
1/d2l + 1/
(
d2l
(
d2l − 1
))
, we obtain
[S2]U =
N∑
l=1
1
d2l
Tr {ρPl}
2
Tr {BPl}
2
+ S
′
2 , (57)
S
′
2 :=
N∑
l=1
[
1
d2l (d
2
l − 1)
Tr {ρPl}
2
Tr {BPl}
2
−
1
dl (d2l − 1)
Tr {ρPl}
2
Tr {BPlBPl}
−
1
dl (d2l − 1)
∑
a,b
|〈l, a| ρ |l, b〉|
2
Tr {BPl}
2
+
1
d2l − 1
∑
a,b
|〈l, a| ρ |l, b〉|
2
Tr {BPlBPl}

 . (58)
The very first summand of the above expression, [S2]U , can be used, combined with the first case, [S1]U ,
to eliminate the second part of the variance, µ2t :
σ2t =
∣∣[I1]U + [I2]U − µ2t + [I3]U ∣∣ ≤ ∣∣∣S′2∣∣∣+ |[I3]U | . (59)
To start estimating an upper bound we notice that there exists a self-adjoint and non-negative operator
ρ1/2 which fulfills ρ1/2ρ1/2 = ρ. This enables us to use the Cauchy-Schwarz inequality on∑
a,b
|〈l, a| ρ |l, b〉|
2
≤
∑
a,b
〈l, a| ρ |l, a〉 〈l, b| ρ |l, b〉 = Tr {ρPl}
2
. (60)
Also, we state that the variance is invariant under a shift B → B + 1Hc, where c is an arbitrary real
number. We perform this shift such that B will be positive definite. Then we observe that
Tr {CD} ≤ |D|Tr {C} , (61)
with |D| denoting the operator norm and with C as well as D being self-adjoint and non-negative oper-
ators. One readily verifies that Pl and BPlB are self adjoint and non-negative as well. Applying all this
we can bound ∣∣∣S′2∣∣∣ ≤ N∑
l=1
(
p2l |B|
2
d2l
d2l (d
2
l − 1)
+
p2l |B|
2 (
dl + d
2
l
)
dl (d2l − 1)
+
p2l |B|
2
dl
d2l − 1
)
(62)
For d ≥ 2 and the correct choice of c, such that |B| = ∆B, we find∣∣∣S′2∣∣∣ ≤ 4 (∆B)2 maxn
(
pn
dn
)
. (63)
This leaves us to evaluate the third case, namely S3,
[S3]U =
∑
l 6=j
∑
α,β,a,b
〈l, a| ρ |j, b〉 〈j, β|B |l, α〉
∑
γ,ω,c,d
〈j, c| ρ |l, d〉 〈l, ω|B |j, γ〉 ·
[
Uj,bβUl,dωU
∗
l,aαU
∗
j,cγ
]
U
(64)
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The unitary average here amounts to the same calculation as in equations (48) and (54):
[
Uj,bβUl,dωU
∗
l,aαU
∗
j,cγ
]
U
=
[
Uj,bβU
∗
j,cγ
]
Uj
[
Ul,dωU
∗
l,aα
]
Ul
=
1
dj
δbcδβγ
1
dl
δdaδωα , (65)
implying that
|[S3]U | =
∣∣∣∣∣∣
∑
l 6=j
∑
α,β,a,b
1
dldj
〈l, a| ρ |j, b〉 〈j, β|B |l, α〉 〈j, b| ρ |l, a〉 〈l, α|B |j, β〉
∣∣∣∣∣∣ (66)
Now we invoke the Cauchy-Schwarz inequality from (60) again to arrive at
|[S3]U | ≤
∑
l=j
1
dldj
Tr {ρPl}Tr {ρPj} |Tr {BPlBPj}| (67)
≤ max
n
(
pn
dn
)∑
j
1
dj
Tr {ρPj}Tr
{
B
∑
l
PlBPj
}
(68)
≤ max
n
(
pn
dn
)
(∆B)
2 . (69)
In (68) we noticed that Tr {BPlBPj} has to be non-negative since BPlB as well as Pj are non-negative
operators. To achieve equation (69) we made use of (61),
∣∣B2∣∣ = |B|2 and |B| = ∆B.
Recalling (59) and making use of (63) as well as (69) we obtain the following bound for the variance
σ2t ≤ 5 (∆B)
2
max
n
(
pn
dn
)
. (70)
Finally, using (40) we reach (11), (12).
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