In this paper an efficient estimation procedure to estimate the current population mean in two-occasion successive sampling has been developed. An exponential regression type estimator of current population mean is proposed and corresponding optimum replacement strategy has been suggested. The superiority of the proposed estimator is empirically established over sample mean estimator and natural successive sampling estimator. Results are interpreted and suitable recommendations have been made.
Introduction
When character under study of a finite population changes over time, one time survey carried out on a single occasion provides information about the characteristic of the surveyed population for the given occasion only and does not give any information about the nature or pattern of change of characteristic over different occasions and the precise estimates of the characteristic over all occasions or on the most recent occasion. To overcome this situation, sampling is done on successive occasions for generating reliable estimates of population parameters on different occasions.
Theory of successive sampling appears to have started with the work of Jessen (1942) , he was pioneered in using the entire information collected during previous investigations to make current estimates more precise. This theory was extended by Pattersons (1950), Rao and Graham (1964) , Gupta (1979) , Das (1982) , among others. Sen (1971) developed estimators of the population mean on the current occasion using information on two auxiliary variables which were readily available on previous occasion. Sen (1972, 1973) extended his work for several auxiliary variables. Singh et al. (1991) , and Singh and Singh (2001) used the auxiliary information on current occasion for estimating the current population mean in two occasion successive sampling. Singh (2003) extended the theory for h-occasion successive sampling.
In many situations, information on an auxiliary variable may be readily available on the first as well as on the second occasion, for example, tonnage (or seat capacity) of each vehicle or ship is known in transportation survey, more examples may be cited where the information on auxiliary variables are available on both the occasions of two-occasion successive sampling. Utilizing the auxiliary information on both the occasions , Feng and Zou (1997) In follow up of the above arguments, the objective of the present work is to propose a more precise estimator of current population mean in two-occasion successive sampling using the information on two stable auxiliary variables which are readily available on both the occasions. Utilising the information on two auxiliary variables an exponential regression type estimator of current population mean in two-occasion successive sampling has been proposed. Properties of the proposed estimator are examined and relative comparison of the efficiencies have been made with sample mean estimator, when there is no matching from the previous occasion and the natural successive sampling estimator, when no auxiliary information is used. Empirical studies are carried out which show the highly significant improvements in the performances of the proposed estimator. Results have been nicely interpreted and suitable recommendations are made.
Formulation of Estimator
Let U = (U 1 , U 2 , -, -, -, U N ) be the finite population of N units, which has been sampled over two occasions. The character under study be denoted by x(y) on the first (second) occasion respectively. It is assumed that the information on two stable auxiliary variables 1 and 2 whose population means are known and closely related to x and y are readily available on first (second) occasion respectively. Let a simple random sample (without replacement) of size n be drawn on the first occasion. A random sub-sample of size m = n λ is retained (matched) from the sample on first occasion for its use on the second occasion, while a fresh simple random sample (without replacement) of size u = (n-m) = nμ is drawn on the second occasion from the entire population so that the total sample size on this occasion is also n. Here λ and μ (λ+μ =1) are the fractions of the matched and fresh samples, respectively, on the current (second) occasion. The values of λ or μ would be chosen optimally.
The following notations have been considered for further use: � ( � ): The population mean of the study variable x (y) on the first (second) occasion respectively. : Population variance of the variable x. 2 , 1 2 , 2 2 : Population variances of the variables y, 1 , 2 respectively. To estimate the population mean � on the current (second) occasion, two independent estimators are suggested. One is exponential type estimator based on a sample of size u (= nµ) drawn afresh on the second occasion.
( )
Second estimator is an exponential regression type estimator based on the sample of size m (= nλ) common to both the occasions and is defined as
where ( )
Combining the estimators and , we have the final estimator of � as
where (0 ≤ ≤ 1) is an unknown constant (scalar) to be determined under certain criterion.
Properties of the Proposed Estimator

Bias and Mean Square Error
Since the estimators and are exponential and exponential regression type estimators, they are biased estimators of the population mean � . Therefore, the resulting estimator T is also a biased estimator of � . The bias B(.) and mean square error M(.) of the estimator T is derived up to the first order of approximations under large sample assumption and shown in the following theorems:
Theorem 1. Bias of the estimator T to the first order of approximations is obtained as
where 
Theorem 2. Mean square error of the estimator T to the first degree of approximations is obtained as
where
and ( 
Minimum mean square errors of the estimator T
Since the mean square error of the estimator T in equation (7) is the function of the unknown constant (scalar) φ, therefore, it is minimized with respect to φ and subsequently the optimum value of φ is obtained as
From equation (11), substituting the value of in equation (7) we get the optimum mean square error of the estimator T as
Further substituting the values from equations (8)- (10) in equations (11) and (12) 
Optimum Replacement strategy of the estimator T
The optimum mean square error ( ) . in equation (14) is a function µ (fraction of sample to be drawn afresh on the second occasion). It is an important factor in reducing the cost of the survey, therefore, to determine the optimum value of µ so that � may be estimated with maximum precision and minimum cost, we minimize ( ) . with respect to µ which results in a quadratic equation in µ, which is shown as
Solving the equation (15) for , the solutions of (say ̂ ) are given as (16) it is clear that the real values of ̂ exist, iff, the quantities under square root is greater than or equal to zero. For any combination of correlations, which satisfy the condition of real solutions, two real values of ̂ are possible. Hence, while choosing the values of , it should be remembered that 0 ≤̂≤ 1, and all other values of ̂ are said to be inadmissible. If both the values of ̂ are admissible, the lowest one is the best choice as it reduces the cost of the survey. From equation (16) , substituting the admissible value of ̂ (say 0 ) in equation (14), we have the optimum value of mean square error of the estimator T, which is shown below: (17)
Efficiency Comparison
The percent relative efficiencies of the estimator T with respect to (i) sample mean estimator � when there is no matching and (ii) natural successive sampling estimator � � = 
Since, the optimum mean square error of the estimator T derived in equation (17) Table 2 . Optimum values of 0 and PRE's of T with respect to � and � � for f=0.1 and 1 2 = 0.5.
Note: "*" indicate 0 do not exist. Table 3 . Optimum values of 0 and PRE's of T with respect to � and � � for f=0.1 and 1 2 = 0.7.
Note: "*" indicate 0 do not exist. Table 4 . Optimum values of 0 and PRE's of T with respect to � and � � for f=0.1 and 1 2 = 0.
Note: "*" indicate 0 do not exist. (d) Minimum value of 0 is observed as 0.0152, which indicates that the fraction of sample to be replaced on the current occasion is as low as about 1 percent of the total sample size, which leads to huge reduction in cost of the survey, which is a highly desirable phenomenon. Table 2 ( (d) Minimum value of 0 is found as 0.0292, which indicates that the fraction of sample to be replaced on the current occasion is as low as about 2 percent of the total sample size, which leads in reduction of survey cost, such behaviour is always desired in survey sampling. Table 3 (a) For fixed choices of 0 and 1 , the values of 0 and 1 show the increasing pattern while the values of 2 do not follow any trend when we increase the values of .These behaviours support the standard theory of successive sampling that more the value of , more the fraction of fresh sample is required on the current occasion. (d) Minimum value of 0 is observed as 0.3733, which indicates that the fraction to be replaced on the current occasion is as low as about 37 percent of the total sample size, which leads in reduction of the survey cost.
Interpretations based on
(e) If we compare the results of percent relative efficiencies with the results presented in Tables 1-2 , it is clearly visible that the percent relative efficiencies are decreasing with the increase in the values of correlation coefficient between auxiliary variables 1 and 2 . This finding generates curiosity to examine the behaviour of the proposed estimator when the auxiliary variables are independent. For such situation results are given in Table 4 and corresponding interpretations are given below in sub section 6.4. Table 4 (a) When auxiliary variables are uncorrelated, it has been observed that for fixed choices of 0 and 
Conclusions and Recommendations
From the above interpretations and discussions it has been observed that the use of information on two auxiliary variables on estimation stage is highly rewarding in terms of precision of the proposed estimator.
The most important point, we have noticed in the present work is the percent relative efficiencies of the proposed estimator are decreasing with the increase in the values of correlation coefficient between auxiliary variables 1 and 2 . This phenomenon suggests that if information on more number of mutually least correlated auxiliary variables is used at the estimation stage, more reliable estimates of population parameters may be generated. Looking on the nice behaviour of the proposed estimator the survey statisticians may be recommended for its practical applications in their real life problems.
