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BAB III 
METODE PENELITIAN 
 
A.  Rancangan Penelitian 
1.  Lokasi Penelitian  
 Adapun lokasi penelitian ini dilakukan diprovinsi Jawa Timur  pada periode 
2013-2017. Karena Provinsi Jawa Timur  merupakan Provinsi terbesar di Indonesia 
dan juga merupakan kota terpadat kedua di Indonesia.  
1.1  Jenis Penelitian  
 Jenis penelian menggunakan Study Keperpustakaan  yaitu suatu penelitian 
yang menjelaskan hubungan kausal antara variabel-variabel melalui pengujian 
hipotesis. Dalam metode penelitian explanatory ini menjelaskan secara sistematis 
faktual dan akurat mengenai objek yang diteliti. 
1.2  Jenis dan Sumber Data 
 Jenis data yang digunakan dalam penelitian ini adalah data sekunder. 
Cakupan penelitian adalah sebanyak 38 kabupaten  yang berada di Provinsi Jawa 
Timur. Dengan series data 5 tahun dari tahun 2013 sampai dengan tahun 2017 
dengan jumlah keseluruhan 155 data panel yang merupakan gabungan data cross 
section dan time series.  Sumber data diperoleh berasal dari Badan Pusat Statistik 
(BPS) dan Direktorat Jenderal Perimbangan Keuangan (DJPK). 
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B.  Teknik Pengumpulan Data 
 Data yang diperoleh dengan melakukan cara yaitu menyalin data yang telah 
dikumpulkan secara dokumentasi dan secara deskriptif kuantitatif mendatangi 
instansi yang bersangkutan secara langsung ataupun secara tidak langsung (melalui 
internet, literatur, buku, jurnal dan lain sebagainya). Data yang diperoleh berasal 
dari Badan Pusat Statistik (BPS) dan Direktorat Jenderal Perimbangan Keuangan 
(DJPK). 
C.  Metode Analisis Data 
Pada umumnya, regresi data panel berbeda dengan regresi biasanya. Dalam 
regresi data panel terdapat tahapan penentuan model estimasi yang harus dilalui. 
Tahapan tersebut, antara lain; pertama penentuan analisis regresi data panel yang 
terdiri dari (1) Fixed Effect Model (FEM) dan (2) Random Effect Model (REM). 
Setelah dilakukan analisis regresi data panel, tahap kedua yang harus dilakukan 
adalah penetuan uji kesesuaian model dengan mengunakan Hausman test atau uji 
Hausman.  
1.  Analisis Regresi Linier Berganda 
Analisis linier berganda adalah perluasan dari analisis regresi sederhana yang 
variabel indepedennya lebih dari satu. Analisis regresi linier berganda  
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merupakan salah satu teknik statistika yang digunakan untuk mengethui 
pengaruh dua atau lebih variabel independen terhadap satu variabel dependen. 
Model regresi berganda yaitu: 
𝑌1= 𝛽0+𝛽1 𝑋1+𝛽2𝑥2+𝛽3 𝑥3+𝜇1   
Keteranagan: 
𝑌1= Indeks Pembangunan Manusia  
𝛽1 𝛽2 𝛽3= Koefisisen regresi variabel independen 
𝑋1 = APBD Kesehatan 
𝑋2 = PDRB 
𝑋3 = Tingkat Kemiskinan  
 𝜇1       = Nilai gangguan atau error 
Melalui teknik estimasi yaitu model regresi menggunakan data panel dapat 
dilakukan dengan tiga pendekatan, yaitu: 
a. Model Estimasi Data panel 
1. Model Common Effect 
Model polled/common effect (CE) adalah model yang mengansumsikan 
bahwa tidak ada keheterogenan antar individu yang tidak terobservasi (intersep 
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sama), karena semua keheterogenan sudah dijelaskan oleh variable independen. 
Estimasi parameter pooled model menggunakan metode OLS. 
2. Model Fixed Effect 
Banyak yang mengasumsikan bahwa intersep atau slope akan sama baik 
antar individu dan antar waktu namun, intersep dan slope antar individu pada 
kenyataannya berbeda. Karakteristik antar variabel jelas akan berbeda sehingga kita 
perlu menggambarkan bahwa intersep antar individu berbeda sedangkan slope-nya 
tetap. Perbedaan intersep bisa menggambarkan adanya perbedaan karakteristik 
antar individu. Model yang mengasumsikan adanya perbedaan intersep didalam 
persaamaan tersebut dikenal dengan model regresi fixed effect 
3. Model Random Effect  
Didalam mengestimasi data panel dengan fixed effect melalu teknik 
variabel dummy menunjukkan ketidak pastian model yang kita gunakan, untuk 
mengatasi masalah ini dapat digunkan variabel residual yang dikenal dengan 
metode Random Effect Model (REM). Ide dasar dari pendekatan ini adalah jika 
dalam model FEM asumsinya eror term berkorelasi dengan regressor (X) maka 
dalam REM, eror term asumsinya tidak berkorelasi dengan regressor (X) atau 
bersifat random. 
D.Penentuan Model Estimasi 
1. Chow Test (Uji Chow) 
Pengujian ini digunakan dalam penentuan model Common Effect (CE) atau 
Fixed Effect (FE) yang akan terpilih saat data panel diestimasi. Berikut adalah 
hipotesa dari pengujian ini: 
 H0  = Model Common Effect (CE) 
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 H1  = Model Fixed Effect (FE) 
Ketentuannya jika probabilitas F < 𝛼 0,05% sehingga H0  ditolak maka H1 diterima. 
2. Lagrange Mutiplier (Uji LM) 
Pengujian ini dilakukan untuk mengetahui model yangapalingatepat dipilih 
antara Random Effect (RE) atau Common Effect (CE). Berikut adalah hipotesa dari 
pengujian ini: 
 H0  = Model Common Effect (CE) 
     H1  = Model Random Effect (FE) 
Ketentuannya jika probabilitas Breusch Pagan < 𝛼 0,05 % sehingga H0 ditolak     
maka H1 diterima 
3. Hausman Test (Uji Hausman) 
Pengujian ini dilakukan untuk mengetahui model yang paling tepat dipilih 
antara Fixed Effect (FE) atau Random Effect (RE). Berikut adalah hipotesa dari 
pengujian ini: 
 H0  = Model Random Effect (RE) 
 H1  = Model Fixed Effect (FE) 
Ketentuannya jika probabilitas chi-square > < 𝛼 0,05% sehingga H0 ditolak maka 
H1 diterima. 
E. Pengujian Statistik 
1. Uji Simultan (Uji F) 
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Pengujian ini dilakukan dalam menyatakan pengaruh dari variabel independen 
secara bersama-sama terhadap variabel dependennya. Hipotesis yang digunakan 
yaitu: 
Ho = 0 ; variabel-variabel independen tidak berpengaruh terhadap variabel 
dependen. 
H1 ≠ 0 ; berpengaruh secara bersama-sama antara semua variabel independen 
terhadap variabel dependen. 
Ketentuannya apabila 
F hit > F tabel ; maka Ho dan H1 diterima, yang artinya pengaruh variabel 
independen (X1, X2, dan X3) keseluruhan terhadap variabel dependen yaitu 
signifikan.  
F hit < F tabel; maka Ho diterima dan H1 ditolak, pengaruh variabel independen 
(X1, X2, dan X3) keseluruhan terhadap variabel dependen yaitu tidak signifikan. 
     2. Uji Parsial (uji t) 
       Pada tingkat signifikan 𝛼 = 5%, maka hipotesis yang digunakan adalah : 
𝐻0 :  Artnya tidak terdapat pengaruh antara variabel independen dengan variabel 
dependen. 
𝐻1 :  Artinya terdapat pengaruh antara variabel independen dengan variabel 
dependen. 
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       Apabila dilihat dari probabilitas t statistik. Dimana 𝐻0 ditolak jika 
probabilitas     (t-statistik < 𝛼 ( 0,05)) , begitu sebaliknya apabila 𝐻1 
diterima jika probabilitas          (t-statistik > 𝛼 (0,05)). 
 
 
b. Uji F (Simultan) 
Pada tingkat signifikasi 5% dengan kriteria penguji yang digunakan sebagai 
berikut :  
1)  𝐻0 diterima dan 𝐻1 ditolak apabila 𝐹ℎ𝑖𝑡𝑢𝑛𝑔 < 𝐹𝑡𝑎𝑏𝑒𝑙 yang artinya variabel 
penjelas secara bersama-sama tidak mempengaruhi variabel yang 
dijelaskan secara signifikan. 
2) 𝐻0 ditolak dan 𝐻1 diterima apabila 𝐹ℎ𝑖𝑡𝑢𝑛𝑔 < 𝐹𝑡𝑎𝑏𝑒𝑙 yang artinya variabel 
penjelas secara bersama-sama tidak mempengaruhi variabel yang 
dijelaskan secara signifikan. 
3.  Koefisien Determinasi (𝑹𝟐)  
      Suatu model memiliki kemampuan dan kebaikan ketika diterapkan dalam 
masalah yang berbeda. Untuk mengukur kebaikan pada suatu model digunakan 
koefisien determinasi (𝑅2). Koefisien determinasi ini akan mengukur seberapa 
jauh kemampuan model dalam menerangkan variasi variabel terikat.  
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