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Abstract
Deep learning models are extensively used in vari-
ous safety critical applications. Hence these mod-
els along with being accurate need to be highly re-
liable. One way of achieving this is by quantifying
uncertainty. Bayesian methods for UQ have been
extensively studied for Deep Learning models ap-
plied on images but have been less explored for
3D modalities such as point clouds often used for
Robots and Autonomous Systems. In this work,
we evaluate three uncertainty quantification meth-
ods namely Deep Ensembles, MC-Dropout and
MC-DropConnect on the DarkNet21Seg 3D se-
mantic segmentation model and comprehensively
analyze the impact of various parameters such as
number of models in ensembles or forward passes,
and drop probability values, on task performance
and uncertainty estimate quality. We find that
Deep Ensembles outperforms other methods in
both performance and uncertainty metrics. Deep
ensembles outperform other methods by a margin
of 2.4% in terms of mIOU, 1.3% in terms of ac-
curacy, while providing reliable uncertainty for
decision making.
1. Introduction
Deep learning based models are being used extensively for
several computer vision tasks such as object classification,
detection and segmentation. Despite their popularity, most
of these models do not consider the uncertainty at their
output, producing overconfident probabilities for incorrect
predictions, and generally are not being able to predict their
accuracy, specially for out of distribution data.
Additional measures are required to make models more
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reliable. Bayesian inference provides a solution to this is-
sue by predicting a distribution rather than making point
estimates. However, these models are computationally ex-
pensive. Various non-bayesian methods such as ensembling
(Lakshminarayanan et al., 2017) or stochastic regulariza-
tion techniques like Dropout (Gal & Ghahramani, 2016),
DropConnect (Mobiny et al., 2019), and Stochastic Batch
Normalization (Atanov et al., 2019) have been used to obtain
the uncertainty estimate from machine learning models.
For applications such as self driving cars and autonomous
robotics, a 3D understanding of the environment is neces-
sary. For such tasks, 3D sensors such as LiDARs are used
since the data captured by these sensor contain depth infor-
mation which is an important feature for these tasks and can
capture the geometric properties of the objects and are more
robust to lighting conditions. However dealing with 3D data
comes with its own set of challenges. Point clouds, one
of the most common representations of 3D data, is an un-
structured data type. Hence traditional CNN models which
have shown to perform extremely well for images in various
computer vision tasks due to the well structured grid like
patterns cannot be directly applied to point clouds (Qi et al.,
2017a).
Point clouds need to be processed to extract valuable infor-
mation regarding the environment. One way of extracting
this for a given scene is semantic segmentation. This in-
volves point-wise classification given a set of classes. Given
a semantically segmented point cloud, a variety of infor-
mation can be extracted from it. For example, the objects
present in the scene and also a rough estimate of the position
of each object present in the scene. In autonomous driving,
semantic segmentation is used to estimate the drivable space
and also determine lane boundaries.
To the best of our knowledge, most methods for semantic
segmentation of 3D point clouds do not consider uncertainty,
which is particularly important for the safe use of learned
models, in particular regarding detecting novel situations
that are not considered in the training sets of the model.
There are various instances where there have been serious
repercussions of using deep learning models in real world
scenarios. Two of the well known cases in autonomous
driving include Tesla’s autopilot failure, where the an au-
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tonomous vehicle misclassified the white carrier with clear
sky and crashed into it (NTSB, 2018a) and Uber’s failure to
detect pedestrian crossing the road which resulted in the car
hitting the pedestrian leading to a fatality (NTSB, 2018b).
In this work, we select one state of the art 3D segmentation
model based on their performance in the SemanticKITTI
dataset, namely DarkNet21Seg (Behley et al., 2019), and
perform a systematic evaluation of three uncertainty based
approaches which work as an approximate Bayesian Neural
Network on the model. We find that Deep Ensembles is
particularly well suited for this problem.
2. Related work
2.1. 3D semantic segmentation
Some approaches for processing 3D data involve pre-
processing them to convert the point clouds into a structured
representation either by projecting into a 2D plane creating
a range image (Wu et al., 2019); (Milioto et al., 2019) or by
voxelizing them (Tchapmi et al., 2017). 2D and 3D convo-
lutional models are then applied respectively on top of these
structured pattern.
A few other methods treat point clouds as graphs and apply
graph neural networks (Qi et al., 2017c).
One of the earliest architectures that directly process point
clouds is PointNet (Qi et al., 2017a) and its extension Point-
Net++ (Qi et al., 2017b) (Engelmann et al., 2017).
2.2. Uncertainty estimation
Various approaches exist to produce uncertainty estimates
from neural network models. They include applying stochas-
tic regularization techniques (SRT) during test time as
well such as MC-Droput (Gal & Ghahramani, 2016); MC-
DropConnect (Mobiny et al., 2019); and Stochastic Batch
Normalization (Atanov et al., 2019).
It was shown that a model trained with SRT such as Drop-
Connect and Dropout is an approximation of a Deep Gaus-
sian Process. Hence by turning on the SRT during test time,
we get an uncertainty value that is an approximation to the
posterior distribution without any change to the network or
training procedure.
3. Proposed Methodology
We perform a thorough evaluation of the uncertainty esti-
mation methods on the DarkNet21Seg architecture (Behley
et al., 2019) due to its state of the art performance on the
SemanticKITTI dataset. It is a U-net based architecture
with five residual encoders and five decoder blocks. The
point cloud is transformed into an image by performing a
spherical projection, in a similar way as SqueezeSeg (Wu
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Figure 1. Task Performance vs # of Models in Ensemble
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Figure 2. Uncertainty vs # of Models in Ensemble
et al., 2019).
Weighted cross entropy loss function has been used during
training as the SemanticKITTI dataset is unbalanced. The
learning rate used is 10−3 with a decay of 0.99 after every
epoch.
As the labels for the test sequence is not publicly available,
we use sequence 08 which is the recommended validation
set and consists of 4071 point clouds each consisting of
around 100K points as the test sequence.
We apply three uncertainty based methods namely Deep
Ensembles, MC Dropout, and MC DropConnect and make
comparisons based on the following metrics: mIOU and
pixel accuracy to measure performance of the network
on the semantic segmentation task; entropy, negative log-
likelihood and area under the accuracy vs. confidence curve
to measure the uncertainty reliability; and calibration plots
to measure how calibrated the network is.
To compare various methods we average the uncertainty
values over the validation set for the dataset and also provide
class-wise values.
4. Experimental Evaluation
4.1. Deep Ensembles
The number of models in an ensemble is varied up to 20
in increments of 2, with results shown in Figure 1. Ensem-
bling is known to boost model task performance and similar
trend can be seen for the DarkNet21Seg model as well. All
metrics improve with the increase in the number of models
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Figure 3. Deep Ensembles -
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Figure 4. Deep Ensembles -
Reliability Plot
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Figure 5. Deep Ensembles - Calibration metrics vs # Models in
Ensemble
in the ensembles. For all the metrics, there are diminishing
returns for more than 8 models in the ensemble.
The area under accuracy vs confidence curve also increases
indicating the model is more reliable as ensemble members
are added. Comparing the class-wise mIOU and accuracy in
table 1 and 2 and the class-wise uncertainty in figure 15a and
16a we can see that entropy is lower for classes with higher
IOU such as road, car and entropy is higher for classes with
lower IOU such as motorcyclist and other-ground.
Calibration captures how reliable the probability predicted
by the network are. As seen in figure 4 and 5, the ensemble
with more models is better calibrated.
For ensembles the entropy decreases as we increase the
number of models, but for MC Dropout when increasing the
number of forward passes, the entropy increases. This could
be due to the increased stochasticity in Dropout compared
to an ensemble.
4.2. Monte Carlo Dropout
Models have been evaluated for drop probabilities p of 0.05,
0.1, 0.2, 0.3 and 0.4. Dropout layers were included after
each encoder and decoder block. Each model is evaluated
with varying number of forward passes ranging from 5 to
30 in increments of 5.
As seen in Figure 6, a general trend is that task metrics
improve with increasing number of forward passes with
5 10 15 20 25 30
# forward passes
0.40
0.42
0.44
0.46
0.48
m
IO
U
0.05
0.1
0.2
0.3
0.4
5 10 15 20 25 30
# forward passes
0.84
0.85
0.86
0.87
0.88
0.89
Ac
cu
ra
cy
0.05
0.1
0.2
0.3
0.4
Figure 6. MC-Dropout - Task Performance vs # of Forward Passes
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Figure 7. MC-Dropout - Uncertainty vs # of Forward Passes
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Figure 8. MC-Dropout -
Accuracy vs Confidence
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Figure 9. MC-Dropout -
Reliability Plot
the extent being more significant for higher dropout values.
Increasing the number of forward passes in a way can be
seen as averaging over multiple predictions hence is similar
to ensembling which explains this behavior.
Performance metrics are best for p = 0.1 and there is a
significant drop in performance for p = 0.4 as seen in
Figure 6. In Figure 7 it can be seen that the entropy value
increase with p. However, for negative log-likelihood, the
lowest value is for p = 0.2 but when we see the class level
uncertainties in Figure 16b we can see that for most classes,
NLL decreases with the increase in p. However, this is not
the case for classes road and car, as these contain the highest
number of points and hence the overall trend differs from
the class-wise trend.
Similar to ensembles we can see that in Figures 15b and 16b
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Figure 10. MC-DropConnect - Task Performance vs # of Forward
Passes
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Figure 11. MC-DropConnect - Uncertainty vs # of Forward Passes
NLL decreases with the # of forward passes, while entropy
slightly increases. The area of the accuracy vs confidence
curve increases with the dropout value is highest for 0.4.
Looking at the calibration plot in Figures 9 and 14a, it can
be seen that the models seems to be over-confident for lower
value of p and gets under-confident for higher values of p.
The network is best calibrated for p = 0.2.
4.3. Monte Carlo DropConnect
Models have been evaluated for varying drop probabilities
p values of 0.02, 0.04, 0.06, 0.08, 0.1, 0.2, 0.3 and 0.4.
DropConnect Convolutional layers were implemented and
convolution layers were replaced with these layers. Sim-
ilar to dropout evaluation, each model is evaluated with
varying number of forward passes ranging from 5 to 30 in
increments of 5.
In general, MC DropConnect results follows a similar trend
as MC Dropout. Metrics improve with the increasing num-
ber of forward passes with the extent being more significant
for higher values of p.
The performance metrics is best for the lowest value of
p = 0.02 as seen in Figure 10, however, by increasing the
number of forward passes the same performance is achieved
for p = 0.1. In general performance is severely affected
when using DropConnect. In Figure 11 it can be seen that
the entropy values increase with the p. The lowest NLL was
achieved at p = 0.3 with 30 forward passes. However, in
Figure 16c, we can see that the per-class NLL uncertainty
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Figure 12. MC-
DropConnect - Accuracy
vs Confidence
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Figure 13. MC-
DropConnect - Reliability
Plot
decreases with increasing p value except for car and road,
hence the overall trend differs from class-wise trend.
Figure 15c and 16c shows patterns similar to ensembles
and dropout. The area of the accuracy vs confidence curve
increases with the P and number of forward passes and is
highest for p = 0.3.
Looking at the calibration plots in Figure 13 it can be seen
that the model is over-confident for lower values of p and
starts to get under-confident for increasing p.
5. Conclusions and Future Work
Our results show that Deep-ensembles outperforms MC
Dropout and MC DropConnect in every aspect of our evalu-
ation, followed by MC Dropout and then by MC DropCon-
nect. This is consistent with the literature. For MC-Dropout
and MC-Dropconnect, the drop probability p and the num-
ber of forward passes needs to be carefully tuned to obtain
the best performance, while a Deep Ensemble is simpler to
use, as it provides the best uncertainty, and only needs 8-10
models in the ensemble to saturate most metrics.
We also find that higher values of p significantly benefit
from increasing the number of forward passes. However
this increases the time required for a single prediction. A
better way to sample dropout masks can be designed during
test time so that the network takes into account the previ-
ous dropout masks and the new sampled dropout masks
differ significantly from one another rather than just random
sampling based on a Bernoulli distribution.
Overall we believe that our results can guide the develop-
ment of Bayesian Neural Networks for point cloud segmen-
tation, which we expect can improve the safety and decision
making of many applications that rely on this kind of per-
ception, including autonomous driving and crop harvesting.
As future work we wish to evaluate out of distribution de-
tection, and consider models other than DarkNet21Seg for
this task.
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A. Calibration vs Drop Probabilities
This section presents two plots that did not fit into the main paper, but are part of our main results regarding calibration as
the drop probability p is varied. These are shown in Figures 14a and Figure 14b.
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Figure 14. Calibration Metrics vs Drop Probability for MC-Dropout and MC-DropConnect Models
B. Per-class Entropy
In this section we include additional results of predictive entropy for each class and for each method. Entropy is directly
related to the uncertainty predicted by the model, which should indicate if some classes are overall more uncertain than
others. We present these results in Figure 15.
Deep Ensembles provides more consistent entropy values, with it increasing or decreasing depending on the class as the
number of ensembles is varied. Entropy values are compatible with the frequency of each class, classes with more data
points having lower uncertainty than classes with less data points. This is particularly noticeable for the car and road classes,
which are the majority in the SemanticKITTI dataset, while bicycle, motorcycle and bicyclist have the highest entropy due
to the confusion between these classes and the low number of samples.
MC Dropout and MC Dropconnect are overall more uncertain than Deep Ensembles, with more variation between entropy
values as the drop probability p is varied, which makes this parameter harder to tune. There are similar relations between
entropy values produced by these methods, and the number of samples for each class.
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Figure 15. Comparison of class-wise Entropy
C. Per-class Negative Log-Likelihood
In this section we include additional results of the negative log-likelihood for each class and for each method. These results
are meant to disentangle effects of the aggregated loss versus its per class components. Results are shown in Figure 16.
All three uncertainty methods show very similar patterns regarding negative log-likelihood, with Deep Ensembles having
minor variations (increase or decreases) as the number of samples is varied, and MC Dropout and MC DropConnect having
larger variations across different values of the drop probability p.
As expected, lower NLL values are produced for classes with more samples per class, like car and road, and higher NLL
values are seen for highly uncertain or underrepresented classes, such as motorcyclist, other-ground, and different kinds of
vehicles. We believe that this indicated that the uncertainty methods are not introducing additional biases in the model, as
the three methods produce very similar results when NLL is separated per class.
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Figure 16. Comparison of class-wise Negative Log-Likelihood
D. Per-class comparison of Task Performance
In this section we present additional results for per-class task performance, namely mean IoU and mean per-pixel accuracy,
as the number of ensembles or drop probability p is varied. These results are presented in Table 1 for mIoU, and Table 2 for
per-pixel accuracy.
Class-wise IoU shows that Deep Ensembles outperforms all other methods, and the original model without uncertainty
quantification, for most of the classes, in particular MC DropConnect seems to perform best for the Fence class.
Per-pixel accuracy results are more mixed, with Deep Ensembles still performing better overall, and MC Dropout outper-
forming Deep Ensembles for some classes, particularly Car, Truck, Other-vehicle, and Other-ground. MC DropConnect
again has the best performance for the Fence class.
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None NA 0.449 0.845 0.156 0.301 0.170 0.275 0.337 0.508 0.000 0.923 0.440 0.781 0.000 0.766 0.476 0.801 0.414 0.719 0.315 0.302
Deep ensembles 2 0.469 0.825 0.214 0.383 0.180 0.227 0.379 0.514 0.000 0.935 0.464 0.805 0.000 0.791 0.465 0.810 0.468 0.718 0.364 0.362
Deep ensembles 4 0.473 0.821 0.238 0.393 0.145 0.196 0.402 0.541 0.000 0.938 0.500 0.810 0.000 0.796 0.466 0.816 0.484 0.722 0.360 0.366
Deep ensembles 6 0.480 0.826 0.245 0.407 0.172 0.210 0.416 0.546 0.000 0.938 0.497 0.811 0.000 0.800 0.480 0.818 0.485 0.727 0.374 0.370
Deep ensembles 8 0.484 0.826 0.258 0.421 0.158 0.211 0.419 0.554 0.000 0.940 0.516 0.813 0.001 0.802 0.483 0.818 0.495 0.721 0.384 0.382
Deep ensembles 10 0.485 0.826 0.264 0.427 0.148 0.207 0.424 0.556 0.000 0.939 0.508 0.812 0.001 0.804 0.485 0.819 0.498 0.727 0.391 0.385
Deep ensembles 12 0.485 0.820 0.267 0.428 0.143 0.191 0.427 0.556 0.000 0.941 0.507 0.814 0.001 0.804 0.473 0.822 0.503 0.730 0.392 0.388
Deep ensembles 14 0.484 0.816 0.267 0.426 0.136 0.185 0.427 0.555 0.000 0.941 0.513 0.815 0.000 0.805 0.467 0.822 0.506 0.730 0.392 0.389
Deep ensembles 16 0.484 0.818 0.266 0.425 0.138 0.186 0.429 0.553 0.000 0.941 0.512 0.816 0.000 0.805 0.472 0.823 0.505 0.731 0.389 0.390
Deep ensembles 18 0.484 0.819 0.268 0.427 0.131 0.182 0.427 0.551 0.000 0.940 0.510 0.816 0.001 0.806 0.474 0.823 0.506 0.729 0.390 0.389
Deep ensembles 20 0.484 0.820 0.269 0.427 0.128 0.186 0.427 0.549 0.000 0.941 0.508 0.816 0.000 0.806 0.476 0.823 0.507 0.730 0.389 0.388
MC-Dropout 0.05 0.461 0.835 0.219 0.373 0.192 0.247 0.362 0.447 0.000 0.932 0.460 0.794 0.002 0.791 0.448 0.804 0.462 0.718 0.337 0.330
MC-Dropout 0.1 0.470 0.845 0.233 0.383 0.191 0.258 0.378 0.491 0.000 0.934 0.476 0.806 0.001 0.790 0.452 0.810 0.465 0.722 0.348 0.357
MC-Dropout 0.2 0.455 0.850 0.211 0.372 0.179 0.283 0.349 0.407 0.000 0.934 0.452 0.798 0.001 0.775 0.447 0.803 0.402 0.719 0.338 0.334
MC-Dropout 0.3 0.452 0.835 0.188 0.401 0.175 0.319 0.356 0.440 0.000 0.929 0.396 0.775 0.009 0.776 0.467 0.796 0.389 0.732 0.293 0.322
MC-Dropout 0.4 0.431 0.833 0.171 0.307 0.122 0.292 0.289 0.397 0.000 0.924 0.428 0.778 0.022 0.742 0.439 0.778 0.390 0.722 0.286 0.279
MC-DropConnect 0.02 0.444 0.834 0.213 0.362 0.085 0.159 0.357 0.449 0.000 0.934 0.430 0.793 0.001 0.787 0.512 0.793 0.416 0.686 0.322 0.309
MC-DropConnect 0.04 0.436 0.832 0.204 0.341 0.126 0.085 0.341 0.493 0.000 0.927 0.404 0.776 0.001 0.766 0.383 0.804 0.443 0.711 0.332 0.316
MC-DropConnect 0.06 0.442 0.815 0.160 0.350 0.110 0.195 0.335 0.472 0.000 0.930 0.397 0.773 0.006 0.780 0.510 0.799 0.410 0.719 0.316 0.315
MC-DropConnect 0.08 0.441 0.827 0.226 0.350 0.019 0.168 0.344 0.483 0.000 0.926 0.428 0.784 0.000 0.772 0.423 0.806 0.438 0.718 0.341 0.330
MC-DropConnect 0.1 0.442 0.839 0.198 0.321 0.110 0.266 0.324 0.454 0.000 0.931 0.428 0.785 0.001 0.774 0.437 0.797 0.418 0.725 0.302 0.297
MC-DropConnect 0.2 0.425 0.838 0.189 0.339 0.100 0.269 0.308 0.451 0.000 0.920 0.278 0.711 0.017 0.750 0.438 0.782 0.410 0.681 0.293 0.305
MC-DropConnect 0.3 0.415 0.798 0.153 0.253 0.129 0.243 0.277 0.358 0.000 0.921 0.378 0.770 0.001 0.752 0.391 0.788 0.394 0.707 0.272 0.293
MC-DropConnect 0.4 0.421 0.823 0.175 0.309 0.116 0.126 0.283 0.417 0.000 0.921 0.388 0.771 0.001 0.755 0.494 0.792 0.405 0.719 0.270 0.241
Table 1. Class-wise IOU on 08 sequence of SemanticKITTI. The None value indicates the baseline model without any uncertainty
quantification.
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None NA 0.869 0.870 0.171 0.384 0.221 0.532 0.433 0.595 0.000 0.983 0.682 0.860 0.000 0.936 0.553 0.888 0.474 0.872 0.350 0.451
Deep ensembles 2 0.879 0.837 0.250 0.510 0.378 0.630 0.494 0.620 0.000 0.979 0.723 0.884 0.001 0.925 0.586 0.893 0.543 0.861 0.409 0.587
Deep ensembles 4 0.882 0.831 0.283 0.530 0.504 0.633 0.528 0.632 0.000 0.980 0.759 0.888 0.001 0.919 0.614 0.895 0.559 0.864 0.399 0.553
Deep ensembles 6 0.884 0.836 0.297 0.533 0.569 0.657 0.551 0.649 0.000 0.981 0.753 0.885 0.002 0.925 0.615 0.897 0.556 0.866 0.417 0.578
Deep ensembles 8 0.885 0.835 0.317 0.560 0.604 0.666 0.561 0.653 0.000 0.982 0.749 0.887 0.002 0.925 0.624 0.894 0.571 0.867 0.427 0.606
Deep ensembles 10 0.886 0.835 0.329 0.568 0.626 0.674 0.567 0.657 0.000 0.982 0.754 0.885 0.003 0.925 0.624 0.898 0.575 0.864 0.435 0.622
Deep ensembles 12 0.886 0.829 0.339 0.576 0.647 0.675 0.573 0.659 0.000 0.982 0.763 0.887 0.003 0.922 0.624 0.899 0.582 0.868 0.437 0.629
Deep ensembles 14 0.886 0.824 0.342 0.574 0.655 0.680 0.572 0.661 0.000 0.982 0.756 0.887 0.002 0.923 0.622 0.898 0.587 0.871 0.436 0.637
Deep ensembles 16 0.887 0.826 0.344 0.578 0.656 0.682 0.574 0.658 0.000 0.982 0.751 0.887 0.002 0.924 0.625 0.898 0.585 0.872 0.432 0.638
Deep ensembles 18 0.887 0.827 0.348 0.580 0.655 0.684 0.574 0.662 0.000 0.982 0.751 0.887 0.003 0.924 0.626 0.897 0.589 0.871 0.433 0.642
Deep ensembles 20 0.887 0.828 0.351 0.583 0.654 0.689 0.581 0.659 0.000 0.982 0.754 0.888 0.002 0.924 0.627 0.897 0.589 0.873 0.431 0.644
MC-Dropout 0.05 0.876 0.846 0.263 0.515 0.566 0.590 0.510 0.585 0.000 0.967 0.687 0.886 0.004 0.910 0.574 0.902 0.547 0.849 0.368 0.519
MC-Dropout 0.1 0.879 0.857 0.316 0.523 0.468 0.626 0.501 0.620 0.000 0.983 0.681 0.884 0.003 0.898 0.557 0.895 0.558 0.880 0.383 0.543
MC-Dropout 0.2 0.874 0.868 0.266 0.472 0.484 0.526 0.413 0.476 0.000 0.972 0.585 0.902 0.002 0.901 0.588 0.891 0.441 0.879 0.380 0.457
MC-Dropout 0.3 0.868 0.853 0.211 0.532 0.360 0.537 0.450 0.523 0.000 0.983 0.470 0.899 0.016 0.905 0.579 0.906 0.421 0.855 0.319 0.454
MC-Dropout 0.4 0.857 0.859 0.183 0.396 0.297 0.405 0.333 0.464 0.000 0.974 0.599 0.871 0.025 0.915 0.533 0.914 0.422 0.835 0.318 0.355
MC-DropConnect 0.02 0.871 0.846 0.271 0.491 0.387 0.520 0.465 0.548 0.000 0.975 0.604 0.888 0.003 0.906 0.654 0.885 0.471 0.847 0.352 0.460
MC-DropConnect 0.04 0.870 0.843 0.300 0.476 0.412 0.560 0.500 0.624 0.000 0.959 0.694 0.870 0.002 0.877 0.569 0.894 0.504 0.861 0.373 0.545
MC-DropConnect 0.06 0.869 0.828 0.174 0.482 0.480 0.464 0.423 0.604 0.000 0.974 0.570 0.879 0.009 0.935 0.634 0.900 0.459 0.840 0.349 0.455
MC-DropConnect 0.08 0.872 0.838 0.298 0.553 0.268 0.571 0.517 0.629 0.000 0.983 0.574 0.863 0.001 0.914 0.591 0.893 0.510 0.846 0.377 0.547
MC-DropConnect 0.1 0.871 0.856 0.245 0.457 0.480 0.465 0.412 0.565 0.000 0.969 0.606 0.878 0.002 0.895 0.596 0.910 0.469 0.842 0.327 0.396
MC-DropConnect 0.2 0.849 0.863 0.215 0.438 0.376 0.497 0.381 0.505 0.000 0.965 0.338 0.872 0.021 0.908 0.556 0.871 0.454 0.876 0.324 0.434
MC-DropConnect 0.3 0.859 0.822 0.218 0.338 0.407 0.336 0.337 0.451 0.000 0.961 0.518 0.895 0.002 0.918 0.649 0.876 0.445 0.841 0.298 0.462
MC-DropConnect 0.4 0.865 0.843 0.201 0.435 0.230 0.491 0.397 0.505 0.000 0.972 0.576 0.863 0.003 0.914 0.637 0.898 0.460 0.827 0.302 0.331
Table 2. Class-wise accuracy on 08 sequence of SemanticKITTI. The None value indicates the baseline model without any uncertainty
quantification.
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Segmentation Class Labels
Unlabeled Car Bicycle Motorcycle Truck Other Vehicle Person Bicyclist
Motorcyclist Road Parking Sidewalk Other Ground Builing Fence Vegetation
Trunk Terrain Pole Traffic Sign
Entropy Values
0 - 0.28 0.29 - 0.56 0.57 - 0.84 0.85 - 1.12 1.13 - 1.42
1.43 - 1.70 1.71 - 1.98 1.99 - 2.26 2.27 - 2.54 > 2.54
(a) Point Cloud (b) Point Cloud
(c) Point Cloud
Figure 17. Deep Ensembles - Per-point entropy visualization (left) compared to ground truth (center) and predicted segmentation (right)
E. Sample Point Cloud Visualizations
In this section we provide visualizations of predicted segmentations and their uncertainty for each method. We selected
point clouds according to the entropy predicted by each method. The top three point cloud scans are shown in Figure 17,
Figure 18, and Figure 19.
Overall all three methods produce increasing uncertainty for points in between class regions. This is particularly stronger for
some classes such as sidewalk vs car, vegetation vs building/terrain, terrain vs sidewalk. The classes representing ”other”
kinds of objects (such as other vehicle and other ground) generally have higher uncertainty and incorrect segmentations,
which can be expected due to their large variability.
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Segmentation Class Labels
Unlabeled Car Bicycle Motorcycle Truck Other Vehicle Person Bicyclist
Motorcyclist Road Parking Sidewalk Other Ground Builing Fence Vegetation
Trunk Terrain Pole Traffic Sign
Entropy Values
0 - 0.28 0.29 - 0.56 0.57 - 0.84 0.85 - 1.12 1.13 - 1.42
1.43 - 1.70 1.71 - 1.98 1.99 - 2.26 2.27 - 2.54 > 2.54
(a) Point Cloud (b) Point Cloud
(c) Point Cloud
Figure 18. MC Dropout - Per-point entropy visualization (left) compared to ground truth (center) and predicted segmentation (right)
The unlabeled class has large sections of high uncertainty, for example as it can be seen in Figure 18b and Figure 19b.
Specific to points clouds, we see a pattern that regions with less points are more uncertain, which indicates that the model
considers local information in the point cloud into building their uncertainty estimate. It makes sense that the lack of
information (as presented with missing points in the cloud) would produce higher uncertainty, which also correlates with
some classes that normally have small number of points (such as bicyclist, motorcycle, and bicycle) due to the small object
size.
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Segmentation Class Labels
Unlabeled Car Bicycle Motorcycle Truck Other Vehicle Person Bicyclist
Motorcyclist Road Parking Sidewalk Other Ground Builing Fence Vegetation
Trunk Terrain Pole Traffic Sign
Entropy Values
0 - 0.28 0.29 - 0.56 0.57 - 0.84 0.85 - 1.12 1.13 - 1.42
1.43 - 1.70 1.71 - 1.98 1.99 - 2.26 2.27 - 2.54 > 2.54
(a) Point Cloud (b) Point Cloud
(c) Point Cloud
Figure 19. MC DropConnect - Per-point entropy visualization (left) compared to ground truth (center) and predicted segmentation (right)
