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Abstract
We construct the explicit Q-operator incorporated with the sl2-loop-algebra symmetry of
the six-vertex model at roots of unity. The functional relations involving the Q-operator, the
six-vertex transfer matrix and fusion matrices are derived from the Bethe equation, parallel to
the Onsager-algebra-symmetry discussion in the superintegrableN -state chiral Potts model. We
show that the whole set of functional equations is valid for the Q-operator. Direct calculations
in certain cases are also given here for clearer illustration about the nature of the Q-operator in
the symmetry study of root-of-unity six-vertex model from the functional-relation aspect.
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1 Introduction
The aim of this paper is to construct the Q-matrix for the six-vertex model at roots of unity
incorporable to the sl2-loop-algebra symmetry found in [14], and the functional relations proposed
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in [19, 29]. Since initiated by Bethe in 1931 [13], the free energy of the six-vertex model and the
spectrum of the XXZ-spin chain with the periodic boundary condition,
HXXZ =
−1
2
L∑
ℓ=1
(σ1ℓσ
1
ℓ+1 + σ
2
ℓσ
2
ℓ+1 +△σ3ℓσ3ℓ+1), (1.1)
where σiℓ is the Pauli spin matrix at the site ℓ with L + 1 = 1, have long been studied by means
of Bethe ansatz. The results obtained from Bethe ansatz were shown by Baxter in the seventies to
follow from the TQ-relation method by introducing an auxiliary ’Q’-operator, a genuine invention
in his solution of the eight-vertex model [2, 3, 4, 5]. The TQ-relation method enables one to study
the eigenvalues of the transfer matrix T without knowing the eigenvectors, but instead to work on
the eigenvalues of the Q-operator. In this manner, there exist many Q-matrices which satisfy the
TQ-equation (see, e.g. [5, 23] and references therein), but only a certain special one is expected to
exhibit the additional symmetry appeared in the six-vertex model when the anisotropic parameter
q with △ = 12 (q+ q−1) is a root of unity. In this work, we find a such Q-operator. We demonstrate
first by direct calculations in examples, then by means of mathematical arguments in general cases,
that the Q-operator we have constructed here is the one for the symmetry study of the root-of-unity
six-vertex model, much in the same way as the chiral Potts transfer matrix in the Onsager-algebra
symmetry study of the superintegrable N -state chiral Potts model (CPM) in [28].
In their study of the root-of-unity symmetry in eight-vertex model [19], Fabricius and McCoy
proposed the conjectural functional relations for the eight-vertex transfer matrix T and Q72-matrix
in [3], analogous to the set of functional equations known in the N -state CPM [11]. After the
occurrence of τ (2)-degeneracy in CPM was found to appear only in the superintegrable case [27],
the Fabricius-McCoy comparison between the root-of-unity eight-vertex model and superintegrable
CPM was further analysed, and their common mathematical structure led to the discovery of the
Onsager-algebra symmetry of τ (j)-model in the superintegrable CPM [28]. These exact results in
CPM can serve as a valuable scheme in the study of symmetry problems of solvable lattice models,
among which the root-of-unity six-vertex model is a distinguished one, due to the importance
of the related XXZ-spin chain (1.1), and the progress made on the newly found sl2-loop-algebra
symmetry in roots of unity case [14, 15, 16, 17, 18]. Indeed, the Fabricius-McCoy comparison in
the limiting case of eight-vertex model with the vanishing elliptic nome strongly suggested that
a unified theory exists for both the root-of-unity symmetry of six-vertex model and the Onsager-
algebra symmetry of CPM from the functional relation aspect, which was clearly spelled out in
[29]. Among the functional relations, the QQ-relation, equivalent to the Q-functional equation,
encodes the essential features reflecting the symmetry of the model. In the theory of CPM, the
QQ-relation (called the T T̂ -relation in [11]) played the vital role in the derivation of the whole
set of functional equations, by which the solution of eigenvalue spectrum of the CPM transfer
matrix, considered as the Q-operator, was obtained [6, 25]. Works in [1, 7, 8] about the Q-
eigenvalues in the superintegrable CPM has paved the way to both the qualitative and quantitative
understanding of the degeneracy and Onsager-algebra symmetry of τ (j)-models [28]. These results
encourage us to view the CPM as a useful ’toy’-model to illustrate the symmetry nature of the
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root-of-unity six-vertex model, and hopefully to other models. For the purpose of displaying the
common symmetry characters governing various models we will consider in this scheme, handling
the precise formulation which correctly and uniformly presents the functional relations for all those
models is a non-trivial problem. By adjusting some suitable normalizing factors to the original
operators appeared in the CPM functional relations in [11], we refine the quantity to extract a
(somewhat unpleasant or more complicated) representation of functional relations, which can be
extended successfully to include both the root-of-unity six- and eight-vertex models so that the
symmetry property of the Q-operator will be clearly presented. Furthermore, we also hope the
effort of understanding the common integrable structure of those models will help to provide some
clues to solutions of certain unsolved important problems in CPM, such as the CPM correlation
functions, parallel to the results known for the correlation functions of the six- and eight-vertex
models. In the context of the τ (2)-model where the six-vertex model is with a particular field (see
[10], page 3), Bazhanov and Stroganov showed that the column transfer matrix of the L-operator
((2.19) of [12])) possesses the properties of Baxter’s Q-matrix with features of symmetry operators
similar to, but not exactly the same as, the sl2-loop algebra which plays the role of symmetry
in the ’zero-field’ six-vertex model ([9] Sect. 3). Indeed, the Onsager-algebra symmetry operators
inherited from the Baxter’s Q-matrix provide the precise description about the symmetry structure
of τ (j)-model in the superintegrable CPM [28]. In the study of ’zero-field’ six-vertex model, which
we loosely call the six-vertex model in this paper, the explicit form of the six-vertex Q-operator
which displays the root-of-unity symmetry is our main concern. This Q-operator will behave like
the Q72-operator in the root-of-unity eight-vertex discussion in [19], which was invented by Baxter
in 1972 for his study of eigenvalues of the eight-vertex transfer matrix [3]. In this work, we produce
a Q-operator of the six-vertex model at roots of unity by following Baxter’s method of constructing
Q72 in [3], and demonstrate that this special Q-operator is indeed in accordance with the root-of-
unity symmetry of six-vertex model from the functional-relation aspect. Note that in the process
of constructing this six-vertex Q-operator, we first produce certain operators QR, QL, then Q by
a normalized factor as in the eight-vertex case [3]. The QR, QL here cannot be reached from the
eight-vertex QR- and QL-operator by taking the vanishing elliptic nome limit. However in cases
when Q72 is explicitly known, the limit exists. It should be interesting to study the comparison of
the Q-operator in this paper with a six-vertex limit of the eight-vertex Q72 because the conclusion
about the Q-operator in other cases not discussed in this work depends on it. Indeed the Q-operator
we obtain in this paper coincides with Baxter’s classical result on the six-vertex limit (for a generic
q and Sz = 0) of the eight-vertex Q-operator in [4] (formula (101)).
This paper is organized as follows. In Sect. 2, we summarize the main features of the transfer
matrix T (z) and sl2-loop-algebra symmetry of the six-vertex model at roots of unity for the use
of later discussions. In Sect. 3, we review the functional relations in the study of Onsager-algebra
symmetry of superintegrable CPM and the loop-algebra symmetry of the root-of-unity six-vertex
model in [28, 29]. Through the identical mathematical structure about the Bethe equation of these
two models related to the evaluation polynomial in describing the T (2)-degeneracy, we derive the
set of functional equations, based on the known scheme in the superintegrable CPM case [28],
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and then extended to the root-of-unity six-vertex model. The TQ-, fusion, and T (j)Q-relation are
the established relations, discussed in subsection 3.1; while the QQ- and Q-functional equations
are the symmetry constraints of the models, examined in subsection 3.2. Indeed, we give a more
elaborate discussion there about the QQ- and Q-functional equation of the root-of-unity six-vertex
model for later uses. Sect. 4 contains the main result of this paper about the Q-operator of the
root-of-unity six-vertex model. First in subsection 4.1, by imitating Baxter’s method in [3] of
producing Q72-operator in the eight-vertex model at roots of unity, we construct a Q-operator,
depending the variable z
1
2 for the TQ-relation, and commuting with the spin inversion operator
and spatial translation. Then we make direct, but non-trivial, checks for the cases of size L ≤ 6 in
subsection 4.2 to verify the Q-functional relation by using the explicit form of the Q-operator. The
computational evidence has revealed the characteristics of the Q-operator, and further enhanced
its correct role in the symmetry study of the six-vertex model at roots of unity. In subsection 4.3,
we show by rigorous mathematical arguments that the functional relations for a general L are valid
for the Q-operator obtained in this paper. We close in Sect. 5 with some concluding remarks.
Notations. In this paper, Z, C will denote the ring of integers, complex numbers respectively,
ZN = Z/NZ and i =
√−1. For a positive integers n,L, we denote by L⊗ Cn the tensor product of
L-copies of the vector space Cn.
2 Six-vertex Model at Roots of Unity and Loop-algebra Symme-
try
We start with some basic notions in the six-vertex model at roots of unity considered in the later
sections. This summary will be rather sketchy, but also serve to establish the notation: more
detailed information can be found in any of the standard references listed in the bibliography, such
as [14, 15, 18] and references therein.
It is known that the L-operator1
L(z
1
2 ) =
(
L0,0 L0,1
L1,0 L1,1
)
=
 z 12 q−σz2 − z−12 q σz2 , (q − q−1)σ−
(q − q−1)σ+, z 12 q σ
z
2 − z−12 q−σ
z
2
 , z ∈ C, (2.1)
is the Yang-Baxter solution for the R-matrix
R(z) =

z
−1
2 q − z 12 q−1 0 0 0
0 z
−1
2 − z 12 q − q−1 0
0 q − q−1 z−12 − z 12 0
0 0 0 z
−1
2 q − z 12 q−1
 .
Using the L-operator, one defines the monodromy matrix,
⊗L
ℓ=1 Lℓ(z
1
2 ) with Lℓ(z
1
2 ) = L(z
1
2 ) at
1Here we use the convention in [18], Eq. (1.3): a = i sinh 1
2
(v − iγ), b = −i sinh 1
2
(v + iγ), c = −i sinh iγ, with
the variables z = −ev, q = −eiγ . Note that the q here differs from that in [18] by minus sign for its connection with
Uq(ŝl2) as Eq. (2.3) in [15], where −e
−z is equal to z
1
2 here.
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the site ℓ, and its trace
T (z) = traux(
L⊗
ℓ=1
Lℓ(z
1
2 )), for z ∈ C, (2.2)
form a commuting family of (
L⊗ C2)-operators, which define the transfer matrix (of size L with
the periodic condition) of the six-vertex model. The XXZ Hamiltonian (1.1) is the logarithmic
z d
dz
-derivative of T (z) at z = q−1, where △ = 12(q+ q−1). The transfer matrix T (z) commutes with
the z-component of total spin Sz, the spin-inversion operator R,
Sz =
1
2
L∑
ℓ=1
σzℓ , R =
⊗
ℓ
σxℓ ,
and the spatial translation operator SR, which takes the jth column to (j +1)th one for 1 ≤ j ≤ L
with the identification L+1 = 1. In the basis ⊗|±1〉ℓ for the diagonal σzℓ where σz|±1〉 = ±|±1〉,
the number of down spins n is known to relate to Sz by n = L2 − Sz, and (−1)n is the quantum
number for the operator S =
⊗
ℓ σ
z
ℓ , which commutes with T (z).
When q is a Nth root of unity, degenerate multiplets for the spectrum of XXZ-eigenvalues
occur with the sl2-loop-algebra symmetry for the eigenspaces [14]. In later sections, we are going
to examine this loop-algebra symmetry of the transfer matrix T (z) through the Q-operator and
related functional relations, as in the symmetry study of superintegrable CPM. For definiteness, in
this paper, we will confine the discussion of the six-vertex model only to the cases for even L (the
chain-size), and odd N (the order of q). We also assume all q, ω(:= q2), q
1
2 are primitive Nth roots
of unity. Except section 3, the discussion of the transfer matrix T (z) and all relevant operators will
be confined only to sectors Sz ≡ 0 (mod N), unless stated otherwise, i.e., they are regarded as
operators of V where
V :=
∑∑
ℓ
βℓ≡0 (mod N)
C⊗ℓ |βℓ〉, βℓ = ±1. (2.3)
Then the sl2-loop-algebra symmetry is generated by
2Sz
N
and the operators
S±(N) =
∑
1≤j1<···<jN≤L
1⊗ · · · ⊗ 1⊗ σ±j1 ⊗ q−σ
z ⊗ · · · ⊗ q−σz
⊗σ±j2 ⊗ q−2σ
z · · · ⊗ q−(N−1)σz ⊗ σ±jN ⊗ 1 · · · ⊗ 1,
T±(N) =
∑
1≤j1<···<jN≤L
1⊗ · · · ⊗ 1⊗ σ±j1 ⊗ qσ
z ⊗ · · · ⊗ qσz
⊗σ±j2 ⊗ q2σ
z · · · ⊗ q(N−1)σz ⊗ σ±jN ⊗ 1 · · · ⊗ 1,
(2.4)
with the relation T±(N) = RS∓(N)R−1 [14, 15].
3 Functional Relations of Superintegrable CPM and Root-of-unity
Six-vertex Model
Here we give a summary of functional relations in [29], which govern both cases of the superinte-
grable CPM and the six-vertex model at roots of unity, and a more detailed account of QQ- and
Q-functional relation in the six-vertex model case will be discussed in subsection 3.2 for later uses.
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In the discussion of this section, the spin Sz of the six-vertex model can be arbitrary, i.e., no the
N -multiple restriction for Sz; while in the CPM case, the order N is not required to be odd, nor
the chain-length L being even, and ω is a Nth root of unity.
We begin our consideration by reviewing the Onsager-algebra symmetry of superintegrable
CPM in [28, 29]. The rapidities of N -state CMP are represented by coordinates of the genus-
(N3 − 2N2 + 1) curve
W :
{
kaN + k′cN = dN ,
kbN + k′dN = cN
⇐⇒
{
kxN = 1− k′µ−N ,
kyN = 1− k′µN
where [a, b, c, d] ∈ P3, (x, y, µ) = (a
d
, b
c
, d
c
) ∈ C3, and k′ is the parameter with k2 = 1 − k′2 6= 0, 1.
Then the variables t := xy, λ := µN define the hyperelliptic curve of genus N − 1:
tN =
(1− k′λ)(1− k′λ−1)
k2
. (3.1)
Consider the following symmetries of rapidities of order N and 2:
U : [a, b, c, d] 7→ [ωa, b, c, d], ⇐⇒ (x, y, µ) 7→ (ωx, y, µ), ⇐⇒ (t, λ) 7→ (ωt, λ);
C : [a, b, c, d] 7→ [b, a, d, c], ⇐⇒ (x, y, µ) 7→ (y, x, µ−1), ⇐⇒ (t, λ) 7→ (t, λ−1). (3.2)
The τ (2)-model is constructed from Yang-Baxter solutions Gp(t) for p = [a, b, c, d] ∈W:
b2Gp(t) =
(
b2 − td2X (bc− ωadX)Z
−t(bc− adX)Z−1 −tc2 + ωa2X
)
, t ∈ C ,
associated to an inhomogeneous R-matrix of the six-vertex model [12, 27], where X,Z are the Weyl
operator of CN : X|n〉 = |n+ 1〉, Z|n〉 = ωn|n〉 for n ∈ ZN . The τ (2)p -matrix is defined by
τ (2)p (t) := traux(
L⊗
ℓ=1
Gp,ℓ(ωt)), Gp,ℓ(t) = Gp(t) at site ℓ.
The ’Q’-operator associated to τ (2)-matrix is the CPM transfer matrix [11, 12], which is the (
L⊗
CN )-operator defined by
Tcp(p; s)
σ′1,...,σ
′
L
σ1,...,σL =
L∏
l=1
W p,s(σl − σ′l)Wp,s(σl − σ′l+1) , σl, σ′l ∈ ZN ,
where p, s ∈ W, and Wp,s, Wp,s are Boltzmann weights defined by the N -cyclic vectors: Wp,s(n)Wp,s(0) =∏n
j=1
dpbs−apcsωj
bpds−cpasωj
,
W p,s(n)
Wp,s(0)
=
∏n
j=1
ωapds−dpasωj
cpbs−bpcsωj
, which satisfy the well-known star-triangle relation.
Then for a fixed p ∈ W, {Tcp(p; s)}s∈W form a commuting family of operators, commuting with
the spin-shift operator X(:=
∏
ℓXℓ) of (
L⊗ CN ) and the spatial translation SR. In the theory of
CPM, there is a collection of functional relations among the CPM-transfer-matrix Tcp(p; ∗), the
τ
(2)
p - and fusion τ
(j)
p -matrices, involving the rapidity-symmetries U,C in (3.2). In this paper, the
discussion of CPM will be confined only to the superintegrable case, i.e., the rapidity p given by
6
µp = 1, xp = yp = η
1
2 with η := (1−k
′
1+k′ )
1
N , where simplification occurs for the functional relations.
For simplicity, the label p will be omitted for operators at the superintegrable point p, and simply
write τ (2)(∗), Tcp(∗), etc. It is convenient to use the normalized CPM transfer matrix2:
Q(s) =
Tcp(s)(1− η
−N
2 xNs )
L
NL(1− η−12 xs)L(η
−1
2 xs)Pa(η
−1
2 ys)Pbµ
−Pµ
s
(=: e−iP Q̂(s)), (3.3)
where Pa, Pb, Pµ are quantum numbers in the CPM theory and P is the total moment. Introduce
the variable t˜ = η−1ts and write τ
(2)-matrix by τ˜ (2)(t˜) = τ (2)(ts). By explicit results about
eigenvalues of CPM transfer matrix in [1, 7, 8], the Onsager-algebra symmetry of τ (j)-model was
verified rigorously in [28] through the functional relations. Furthermore, if we normalize the τ (2)-
and τ (j)-matrices by
T (2)(t˜) :=
ω−Pb(1− t˜N )Lτ˜ (2)(ω−1t˜)
(1− ω−1t˜)L(1− t˜)L , T
(j)(t˜) =
ω−(j−1)Pb(1− t˜N )Lτ˜ (j)(ω−1t˜)∏j−2
k=−1(1− ωk t˜)L
, (3.4)
the TQ-, and fusion relations of CPM possess the identical structure as those in the root-of-unity
six-vertex model through the evaluation polynomial of the respective symmetry algebra. By these
common structures, as a theory parallel to CPM, we propose in [29] the functional relations for the
Q-operator of the six-vertex model to display the root-of-unity symmetry, now described below in
a uniform manner.
3.1 Bethe equation, TQ-relation, and fusion relation
With the spectral variable ts, z in CPM and six-vertex model, respectively, we denote
H(t˜) =

1−t˜N
1−t˜
, t˜ := η−1ts, in CPM,
1− t˜, t˜ := qz, in six− vertex model.
For non-zero parameters v1, · · · , vm, distinct and not containing a complete N -cyclic string (which
means {ωjv}
j∈ZN
for some v 6= 0), we consider the non-zero polynomial
F (t˜) =
m∏
i=1
(1 + ω
−n0
2 vit˜),
where n0 is the integer defined by n0 := −2, 1 for CPM and the six-vertex model, respectively.
Note that as before, ω = q2 in the six-vertex model case. For an integer r with 0 ≤ r ≤ N − 1, and
the polynomial F (t˜), we define the function
P (t˜) =
N−1∑
j=0
H(ωj t˜)L(ωj t˜)−r
F (ωj t˜)F (ωj+1t˜)
. (3.5)
P (t˜) is invariant when changing t˜ to ωt˜, hence depends only on t˜N . The polynomial criterion for
P (t˜) is that the vi’s in F (t˜) satisfy the relations
H(−ω n02 −1v−1i )L
H(−ω n02 v−1i )L
= −ω−rF (−ω
n0
2
−1v−1i )
F (−ω n02 +1v−1i )
, i = 1, . . . ,m. (3.6)
2The Q-operator here differs from the Qcp in [28] by a scale factor: (η
−1
2 xs)
Pa(η
−1
2 ys)
Pbµ
−Pµ
s Q(s) = Qcp(s).
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Indeed the above equation is the Bethe equation for the superintegrable CPM ((4.4) in [1], (6.22)
in [7]) and for the six-vertex model where r ≡ L2 − m (= |Sz|) (mod N) with 0 ≤ r ≤ N − 1.
Then the polynomial P (t˜) in (3.5) is the evaluation polynomial for the symmetry algebra of the
model [18, 28]3.
Based on the common feature of the Bethe equation (3.6), and known functional relations in
CPM about operators T (j)(t˜), Q(s) in (3.4) (3.3) and symmetries U,C in (3.2), we now derive func-
tional relations for both CPM and the root-of-unity six-vertex model. The T (2)(t˜) and symmetries
U,C in six-vertex model are defined by
T (2)(t˜) = z
L
2 T (z), (t˜ := qz),
U : z 7→ ωz, C : s 7→ −s, (s := z 12 ), (3.7)
where T (z) is the transfer matrix (2.2). Note that T (2)(t˜) is a t˜-polynomial operator, and in terms
of the variable s, U is defined by U(s) = qs.
By the Bethe equation (3.6), the T (2)-eigenpolynomial, denoted again by T (2)(t˜) (when no
confusion could arise), satisfies the relation
T (2)(t˜)F (t˜) = ω−rH(t˜)LF (ω−1t˜) +H(ω−1t˜)LF (ωt˜). (3.8)
Define the T (j)-operators for non-negative j recursively by setting T (0)(t˜) = 0, T (1)(t˜) = H(ω−1t˜)L,
and the fusion relation
T (j)(t˜)T (2)(ωj−1t˜) = ω−rH(ωj−1t˜)LT (j−1)(t˜) +H(ωj−2t˜)LT (j+1)(t˜), j ≥ 1. (3.9)
Express T (j+1) in T (j) and T (j−1) from the above relations; then by induction argument, one obtains
the eigenpolynomial expression of T (j)(t˜):
T (j)(t˜) = F (ω−1t˜)F (ωj−1t˜)
j−1∑
k=0
H(ωk−1t˜)Lω−kr
F (ωk−1t˜)F (ωk t˜)
, j ≥ 1. (3.10)
By this, follows the ’N -periodic’ relation of T (j)’s:
T (N+j)(t˜) = ω−r
F (ωj−1t˜)
F (t˜)
T (N−1)(ωt˜) + T (j)(t˜) +
H(ω−1t˜)LF (ωj−1t˜)
F (t˜)
, j ≥ 0,
in particular, the case j = 1 yields the boundary fusion relation
T (N+1)(t˜) = ω−rT (N−1)(ωt˜) + 2H(ω−1t˜)L. (3.11)
Note that the fusion relations, (3.9) and (3.11), are equivalent to those for τ (j)’s in the superinte-
grable CPM case ((53) in [28]).
3The evaluation function of six-vertex model in [18] is given by (3.9) with Y (v) =
∑N−1
j=0
a(v + 2(j + 1)iγ),
where a(v) =
sinhL 1
2
(v−iγ)∏
m
i=1
sinh 1
2
(vi−v) sinh
1
2
(vi−v+2iγ)
in (2.47). In terms of variables z, t˜ and Bethe roots vis here, a(v) =
22m−L(
∏m
i=1
vi)(q
−1z)
−L
2
+m (1−q
−1z)L∏
m
i=1
(1+viz)(1+ω
−1viz)
, which implies Y (v) = 22m−L(
∏m
i=1
vi)t˜
−L
2
+m+rP (t˜).
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We now discuss the Q-operator, i.e. a family of non-degenerated commuting operators Q(s)
depending on the variable s (which is algebraically related to t˜ by (3.1) or (3.7)), such that
[T (t˜), Q(s)] = 0 with the following TQ-relation:
T (2)(t˜)Q(s) = ω−rH(t˜)LQ(U−1s) +H(ω−1t˜)LQ(Us), (3.12)
where U is the s-symmetry in (3.2) or (3.7). Note that by comparing (3.8) with (3.12), the t˜-
polynomial F (t˜) is expected to be a factor of an eigenvalue of Q(s). Using (3.12) and (3.9), one
finds the following T (j)Q-relation by induction argument for j ≥ 0 with T (0) = 0,
T (j)(t˜) = Q(U−1s)Q(U j−1s)
j−1∑
k=0
(
ω−krH(ωk−1t˜)LQ(Uk−1s)−1Q(Uks)−1
)
. (3.13)
Indeed for a Q-operator in (3.12), the T (j)Q-relation (3.13) is equivalent to the fusion relations,
(3.9) and (3.11). The TQ- and T (j)Q-relations here are equivalent to the τ˜ (2)Qcp- and τ˜
(j)Qcp-
relations in CPM case ((54) (55) in [28]). In the case of six-vertex model, the TQ-relation (3.12) is
valid for any Q-operator (up to a suitable normalizing factor), so is the T (j)Q-relation (3.13).
3.2 The QQ-relation and Q-functional relation
Now we discuss the constraint on the Q-operator to encode the essential features about the sym-
metry of CPM and the root-of-unity six-vertex model. First we note that by (3.10), the T (j)-
eigenpolynomials and evaluation polynomial P (t˜) in (3.5) are related by
T (j)(t˜) + ω−jrT (N−j)(ωj t˜) = (ω−1t˜)rF (ω−1t˜)F (ωj−1t˜)P (ω−1t˜), 0 ≤ j ≤ N,
T (N)(t˜) = (ω−1t˜)rF (ω−1t˜)2P (ω−1t˜),
(3.14)
which in CPM case are equivalent to the relations between τ (j)-eigenvalues and the evaluation
polynomial ((73) in [28]). We expect the Q-operator in accord with (3.14) and the expression of
P (t˜) in (3.5), which leads to the following constraint of Q(s):
T (j)(t˜) + ω−jrT (N−j)(ωj t˜) = t˜rQ(U−1s)Q(U j−1s)
∑N−1
k=0
H(ωk−1 t˜)L(ωk t˜)−r
Q(Uk−1s)Q(Uks)
, 0 ≤ j ≤ N,
T (N)(t˜) = t˜rQ(U−1s)2
∑N−1
k=0
H(ωk−1 t˜)L(ωk t˜)−r
Q(Uk−1s)Q(Uks)
.
The U -invariant operator
∑N−1
k=0
H(ωk−1 t˜)L(ωk t˜)−r
Q(Uk−1s)Q(Uks)
has the eigenvalue ω−rP (ω−1t˜). We now use the
symmetry C in (3.2) or (3.7) to state the functional relation required for Q(s):
P (t˜0)F (t˜0)
2Q(Cs) = Q(s)
N−1∑
k=0
H(ωk−1t˜)L(ωk t˜)−rQ(Uk−1s)−1Q(Uks)−1, (3.15)
with t˜0 = 1, 0 in CPM and the six-vertex model, respectively. Here, we abuse the notation by
using P (t˜0)F (t˜0)
2 to denote the diagonal operator acting as the (P (t˜0)F (t˜0)
2)-multiple on the
T (2)-eigenspace with the T (2)-eigenvalue determined by F (t˜). Then, the above constraint relations
of T (j) and Q yield the following QQ-relation:
P (t˜0)F (t˜0)
2t˜rQ(U−1s)Q(U j−1Cs) = T (j)(t˜) + ω−jrT (N−j)(ωj t˜), 0 ≤ j ≤ N,
P (t˜0)F (t˜0)
2t˜rQ(U−1s)Q(U−1Cs) = T (N)(t˜).
(3.16)
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In the case of CPM, (3.15) and (3.16) are valid, and equivalent to the Qcp-functional and QcpQ̂cp-
relation in [29] (for formulas (33) (56) by using the equality NLωPbeiP = P (1)F (1)2). Indeed,
relations in (3.15) and (3.16) are all equivalent by the following result.
Theorem 3.1 For an integer j between 0 and N , the jth QQ-relation in (3.16) is equivalent to
the Q-functional relation (3.15), hence equivalent to the whole set of relations (3.16).
Proof. By (3.13), one has
ω−jrT (N−j)(ωj t˜) = Q(U j−1s)Q(U−1s)
∑N−j−1
k=0
H(ωk+j−1 t˜)Lω−(k+j)r
Q(Uk+j−1s)Q(Uk+js)
.
By substituting T (j) of (3.13) and the above expression into (3.16), follows the equivalence of the
jth relation in (3.16) and the Q-functional relation (3.15). ✷
For the rest of this paper, we consider only the root-of-unity six-vertex model in sectors Sz ≡ 0
(mod N), where 0 = r ≡ L2 −m. The polynomial F (t˜) and Bethe equation (3.6) are now expressed
by
F (t˜) =
m∏
i=1
(1 + viz),
(vi + q
−1)L
(vi + q)L
= −
m∏
l=1
vi − ω−1vl
vi − ωvl
for i = 1, . . . ,m, (3.17)
with t˜ = qz. Hence, F (0) = 1, and P (0) = N . Note that the equation (3.17) is unaltered when
replacing vi by v
−1
i . Denote F
†(t˜) =
∏m
i=1(1 + v
−1
i z). Then the polynomials P (t˜),P
†(t˜) of (3.5) for
F (t˜), F †(t˜) resp. satisfy the following ’reciprocal’ relation:
t˜L−2mP (t˜−1) = (
m∏
i=1
vi)
−2P †(t˜).
By this and P †(0) 6= 0, the t˜-degree of the polynomial P (t˜) is given by
degP (t˜) = L− 2m. (3.18)
The T (2)-eigenvalue is determined by the Bethe polynomial F (t˜) via (3.8), now in the form
T (2)(t˜)F (t˜) = (1− t˜)LF (ω−1t˜) + (1− ω−1t˜)LF (ωt˜). (3.19)
The non-degeneracy of T (2)(t˜), i.e. a T (2)-eigenvalue with one-dimensional eigenspace, is equivalent
to the constant function for the polynomial P (t˜) associated to F (t˜). As a consequence of (3.18),
we have the following characterization of non-degenerated T (2)-eigenvalues:
Lemma 3.1 Let T (2)(t˜) be a T (2)-eigenvalue corresponding to a Bethe polynomial F (t˜) in (3.17).
Then T (2)(t˜) is non-degenerated if and only if the degree F (t˜) is equal to L2 .
✷
Now the T (2)Q-, QQ- and Q-functional relations, (3.12) (3.16) and (3.15), take the form:
T (2)(t˜)Q(s) = (1− t˜)LQ(q−1s) + (1− ω−1t˜)LQ(qs), s := z 12 , (3.20)
NQ(q−1s)Q(−qj−1s) = T (j)(t˜) + T (N−j)(ωj t˜), 0 ≤ j ≤ N, (3.21)
NQ(−s) = Q(s)∑N−1k=0 (1− ωk−1t˜)LQ(qk−1s)−1Q(qks)−1. (3.22)
In the next section, we produce a Q-operator with the above properties.
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4 The Q-operator for Six-vertex Model at Roots of Unity
We first construct theQ-operator of the root-of-unity six-vertex model in subsection 4.1 by following
Baxter’s method of producing the Q-operator of the eight-vertex model in Appendix C of [3].
Then in subsection 4.2 we verify the Q-functional equation (3.22) for the size L ≤ 6 by direct
computations. Finally, in subsection 4.3 we show the functional relations hold for a general L by
using the explicit forms of the Q-operator and fusion matrices.
4.1 Construction of the Q-operator
The L-operator (2.1) is the matrix with the C2-auxiliary space and the following C2-(quantum-
space) operator-entries:
L0,0 =
(
a 0
0 b
)
, L0,1 =
(
0 0
c 0
)
, L1,0 =
(
0 c
0 0
)
, L1,1 =
(
b 0
0 a
)
,
where
a = a(z
1
2 ) = z
1
2 q
−1
2 − z−12 q 12 , b = b(z 12 ) = z 12 q 12 − z−12 q−12 , c = q − q−1. (4.1)
Since the chain-size L is even, the entries of the transfer matrix T (z) are z-functions. Hence T (z) is
unaltered by changing the variable z
1
2 to −z 12 in the L-operator, i.e., T (z) = traux
⊗L
ℓ=1 Lℓ(−z
1
2 ).4
Consider an S-operator with CN -auxiliary space and C2-quantum space, S = (Si,j)i,j∈ZN , such
that the C2-operators Si,j are of the form
Si,j = vi,jτi,j, vi,j =
(
v1
v2
)
, τi,j = (τ1, τ2), (4.2)
where vj’s depend on the z-variable, and τj’s are constants in C. The general form of the matrix
QR we shall use is
QR = trCN (
L⊗
ℓ=1
Sℓ), Sℓ = S at the site ℓ,
with TQR = trC2⊗CN (
⊗L
ℓ=1 Uℓ) and Uℓ = U at the site ℓ, where U is the following matrix
associated to the L- and S-operator with C2 ⊗ CN -auxiliary space and C2-quantum space:
U =
(
L0,0S L0,1S
L1,0S L1,1S
)
.
The operator TQR will decompose into the sum of two matrices if we can find a 2N by 2N scalar
matrix M (independent of z) such that
M−1UM =
(
A B
0 D
)
.
4The functions, a(−z
1
2 ), b(−z
1
2 ) and c, correspond to Boltzmann weights of the six vertex model in the face-model
description in [9] (22): W6v(α, β, γ, δ) = δ(α, γ)(zq)
β−α−γ+δ
4 a(−z
1
2 )− δ(β, δ)(zq−1)
β−α−γ+δ
4 b(−z
1
2 ).
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As in [3], the above required form is unaffected by postmultiplying M by a upper blocktriangular
matrix; together with a similar transformation of S, we can in general choose
M =
(
IN 0
δ IN
)
, δ = dia[δ0, · · · , δN−1].
Hence,
M−1UM =
(
L0,0S+ L0,1Sδ, L0,1S
−δL0,0S+ L1,0S− δL0,1Sδ + L1,1Sδ, −δL0,1S+ L1,1S
)
,
and the condition on Si,j’s in (4.2) for the vanishing lower blocktriangular matrix is(
−aδi + bδj c
−cδiδj aδj − bδi
)(
v1
v2
)
(τ1, τ2) = 0.
For non-zero Si,j, this in turn yields
0 = (a2 + b2 − c2)δiδj − ab(δ2i + δ2j ) = (z + z−1 − (q + q−1))(δi − qδj)(δi − q−1δj),
hence δi = q
±1δj and
v1 : v2 =
{
c : (aq − b)δj if δi = qδj ,
c : (aq−1 − b)δj if δi = q−1δj .
We choose the L-operator to be L(−z 12 ) in the above argument without affecting T (z), i.e., replacing
a, b by a(−z 12 ), b(−z 12 ), and then set
δ = dia[1, q, · · · , qN−1], i.e. δj = qj for j = 0, . . . N − 1. (4.3)
Then Si,j is equal to zero except j − i = ±1 ∈ ZN , in which case the two-vector ratio for vi,j in
(4.2) is given by v1 : v2 = 1 : z
j−i
2 q
i−j
2 δj . Hence, we can set
vi,j =
{
((zq)
i−j
4 q
−i
2 , (zq)
j−i
4 q
i
2 )t if j − i = ±1,
0 otherwise,
(4.4)
with the S-operator in the form
S =

0 S0,1 0 · · · 0 S0,N−1
S1,0 0 S1,2
. . .
...
0
. . .
. . .
...
. . .
. . . 0
0
. . . SN−2,N−1
SN−1,0 0 · · · 0 SN−1,N−2 0

.
One can show the (i, j)-th entry of the diagonal block matrices of M−1UM satisfies the relations
(L0,0S)i,j(z) + (L0,1S)i,j(z)δj = a(−z 12 )q
j−i
2 Si,j(zω),
(−δL0,1S)i,j(z) + (L1,1S)i,j(z) = b(−z 12 )q
−(j−i)
2 Si,j(zω
−1),
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which, by L even, imply
T (z)QR(z) = b(z
1
2 )LQR(zω
−1) + a(z
1
2 )LQR(zω). (4.5)
We now replace QR by QL, and form the product QLT by using QL = trCN (
⊗L
ℓ=1 Ŝℓ) where the
operator Ŝ = (Ŝi,j)i,j∈ZN with Ŝi,j in the form
Ŝi,j = τ̂i,j v̂i,j, τ̂i,j =
(
τˆ1
τˆ2
)
, v̂i,j = (vˆ1, vˆ2). (4.6)
We repeat the above working, replacing S, L(−z 12 ) by Ŝ, L(z 12 ), but using the same M with δ in
(4.3). We find that
v̂i,j =
{
((zq)
i−j
4 q
j
2 , (zq)
j−i
4 q
−j
2 ) if j − i = ±1,
0 otherwise,
(4.7)
and
QL(z)T (z) = b(z
1
2 )LQL(zω
−1) + a(z
1
2 )LQL(zω). (4.8)
Note that the z-dependence of QR(z),QL(z) in (4.5), (4.8) indeed means operator-functions of z
1
2 .
In order to construct a Q-operator commuting with T , as in [3] (C28) it suffices to show
QL(w)QR(z) = QL(z)QR(w). (4.9)
To do this we follows the method in [9] (formulas (48) (49)) by considering the product functions
of (4.4) and (4.7), f(w, z|i, j; k, l) = v̂i,j(w)vk,l(z):
f(w, z|i, j; k, l) =
 (wq)
j−i
4 (zq)
l−k
4 q
−j+k
2 + (wq)
i−j
4 (zq)
k−l
4 q
j−k
2 if |j − i| = |l − k| = 1,
0 otherwise,
and looking for an auxiliary function P (w, z|n) for n ∈ ZN such that
f(z, w|i, j; k, l) = P (w, z|k − i)f(w, z|i, j; k, l)P (w, z|l − j)−1. (4.10)
Since the product QL(z)QR(w) differs only the boundary contribution when interchanging w by v
′,
QL(z)QR(w) = P (w, z|k1 − i1)QL(w)QR(z)P (w, z|kL+1 − iL+1)−1,
this in turn implies the commutation relation (4.9) as the P -factors cancel out by the periodicity
of boundary condition. There are four cases, |j− i| = |l−k| = 1, to consider for the above function
P . The relation (4.10) automatically holds for j − i = l− k, and the other two cases yield just one
condition for P :
P (w, z|n + 1)
P (w, z|n − 1) =
(wq)
1
2 + qn(zq)
1
2
(zq)
1
2 + qn(wq)
1
2
.
By N odd and q being an Nth root of unity, the function P is determined by the relation
P (w, z|2n)
P (w, z|0) =
n∏
k=1
(wq)
1
2 + qk(zq)
1
2
(zq)
1
2 + qk(wq)
1
2
for n ∈ ZN .
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By this, (4.9) holds. If we define
Q(z) := QR(z)QR(z0)
−1 = QL(z0)
−1QL(z), (4.11)
then
[T (z), T (w)] = [T (z),Q(w)] = [Q(z),Q(w)] = 0, (4.12)
and
T (z)Q(z) = b(z
1
2 )LQ(zω−1) + a(z
1
2 )LQ(zω). (4.13)
Note that vi,j, v̂i,j in (4.4), (4.7) satisfy the relation, q
−σz
2 vi,j = vi+1,j+1, v̂i,j = v̂i+1,j+1q
−σz
2 . It is
convenient to choose τi,j, τ̂i,j in (4.2), (4.6) with the relations, q
σz
2 τi,j = τi+1,j+1, q
−σz
2 τ̂i,j = τ̂i+1,j+1.
Then,
q
−σz
2 Si,jq
σz
2 = Si+1,j+1, q
σz
2 Ŝi,jq
−σz
2 = Ŝi+1,j+1.
So τi,j’s are determined by τ0,1, τ0,N−1; the same for τ̂i,j’s by τ̂0,1, τ̂0,N−1. Since (4.11) is unaffected
by post- and pre-multiplying QR(z), QL(z) respectively by constant matrices, we may set
τ0,1 = 〈1|, τ0,N−1 = 〈−1|, τ̂0,1 = |1〉, τ̂0,N−1 = | − 1〉,
where 〈±1| are the dual bases of |±1〉. Hence τi,j’s and τ̂i,j’s are zeros except j−i ≡ ±1 (mod N),
in which cases one has the expression
τi,j = q
i(j−i)
2 〈j − i|, τ̂i,j = q
−i(j−i)
2 |j − i〉, for j − i ≡ ±1.
Then by (4.4) and (4.7), the only non-zero Si,j , Ŝi,j are
Si,j(z) = q
i(j−i)
2
∑
α=±1 q
−iα
2 (zq)
−α(j−i)
4 |α〉〈j − i|, for j − i ≡ ±1 (mod N),
Ŝi,j(z) = q
−i(j−i)
2
∑
β=±1 q
jβ
2 (zq)
−(j−i)β
4 |j − i〉〈β|, for j − i ≡ ±1 (mod N).
(4.14)
Note that up to (−1)-power factors, the entries of Si,j(z), Ŝi,j(z) are the same as the weights in
formulas (27) (43) of [9]: indeed by z = ev, q = eλ, and the identification α, j, i with b − a, c, d,
Si,j(z) corresponds to WQ(v|a, b, c, d) in [9]; the same for Ŝi,j(z) and ŴQ(v|a, b, c, d) by identifying
i, j, β with a, b, c− d.
We now calculate the matrix form of QR and QL. The relations, (4.14) and QR =
∑
iℓ
⊗Lℓ=1Siℓ,iℓ+1(z)
with iℓ ∈ ZN and iL+1 = i1, in turn yield
QR =
∑
iℓ
′
∑
αℓ=±1
q
∑
ℓ
iℓ(iℓ+1−iℓ)
2 q
−
∑
ℓ
iℓαℓ
2 (zq)
−
∑
ℓ
αℓ(iℓ+1−iℓ)
4 ⊗ℓ |αℓ〉 ⊗ℓ 〈iℓ+1 − iℓ|,
where the prime-summation means the sum of those indices iℓ’s with iℓ+1 − iℓ = ±1. Denote
βℓ = iℓ+1 − iℓ = ±1 for 1 ≤ ℓ ≤ L, and i = i1 ∈ ZN . Then
∑
ℓ βℓ ≡ iL+1 − i1 = 0 (mod N), and
QR, as an operator of V in (2.3), is expressed by
QR =
∑
αℓ,βℓ=±1
q
∑
ℓ
(βℓ−αℓ)
∑ℓ−1
s=1
βs
2 (zq)
−
∑
ℓ
αℓβℓ
4
∑N−1
i=0 q
i
∑
ℓ
(βℓ−αℓ)
2 ⊗ℓ |αℓ〉 ⊗ℓ 〈βℓ|,
= N
∑
αℓ,βℓ=±1
q
∑
ℓ
(βℓ−αℓ)
∑ℓ−1
s=1
βs
2 (zq)
−
∑
ℓ
αℓβℓ
4 ⊗ℓ |αℓ〉 ⊗ℓ 〈βℓ|.
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Since
∑
1≤s<ℓ≤L βsβℓ =
∑
s βs
∑
ℓ>s βℓ ≡ −
∑
s βs(
∑
ℓ≤s βℓ) ≡ −L−
∑
1≤ℓ<s≤L βℓβs (mod N), one
has ∑
ℓ
βℓ
ℓ−1∑
s=1
βs ≡ −L
2
(mod N), (4.15)
by which we obtain the matrix expression of QR:
QR = Nq
−L
4
∑
αℓ,βℓ
q
−
∑
ℓ
αℓ
∑ℓ−1
s=1
βs
2 (zq)
−
∑
ℓ
αℓβℓ
4 ⊗ℓ |αℓ〉 ⊗ℓ 〈βℓ|, (4.16)
where indices αℓ, βℓ for 1 ≤ ℓ ≤ L in the summation are ±1 with
∑
ℓ αℓ ≡
∑
ℓ βℓ ≡ 0 (mod N).
By L even, the above expression of QR indeed defines an operator with s-polynomial entries, where
as before s = z
1
2 ; and we shall also write QR = QR(s). We repeat the above calculation, replacing
QR,Si,j by QL, Ŝi,j, then we find the matrix form of the V -operator QL:
QL(s) = Nq
L
4
∑
αℓ,βℓ
q
−
∑
ℓ
αℓ
∑ℓ−1
s=1
βs
2 (zq)
−
∑
ℓ
αℓβℓ
4 ⊗ℓ |αℓ〉 ⊗ℓ 〈βℓ|. (4.17)
Hence QL and QR differ by a scalar, both commuting with the spin-inversion operator R,
QL(s) = q
L
2 QR(s), [R,QR(s)] = [R,QL(s)] = 0. (4.18)
Using
∑
ℓ αℓ ≡
∑
ℓ βℓ ≡ 0 (mod N), we find that the spatial translation commutes with QR,QL:
[SR,QR(s)] = [SR,QL(s)] = 0. (4.19)
4.2 Justification of the Q-functional relation for L = 2, 4, 6 by direct computa-
tions
Here, we demonstrate by examples that the Q-operator in (4.11) satisfies the QQ- and Q-functional
relation in subsection 3.2. We modify QR,QL by a normalized factor in accordance to the six-vertex
transfer matrix T (2) in (3.7), and write
QR(s) = z
L
4 QR(s), QL(s) = z
L
4 QL(s).
By (4.18) and (4.19), the s-polynomial operators QR, QL commuting with R,SR with QL(s) =
q
L
2 QR(s). Denote
Q(s) := QR(s)QR(0)
−1 = QL(0)
−1QL(s).
As in (4.12) and (4.13), Q(s) is the Q-operator associated to T (2) so that the T (2)Q-relation (3.20)
holds. By (4.16), QR(0) = Nq
−L
4 Id, and the matrix expression of Q(s) is given by
Q(s) =
∑
αℓ,βℓ=±1
q
−
∑
ℓ
αℓ
∑ℓ−1
s=1
βs
2 q
−
∑
ℓ
αℓβℓ
4 s
∑
ℓ
(1−αℓβℓ)
2 ⊗ℓ |αℓ〉 ⊗ℓ 〈βℓ|. (4.20)
By (4.15), Q(s) is a s-polynomial operator of degree L with Q(0) = Id and the leading coefficient =
the spin-inversion operator R. Hence [R,Q(s)] = 0. Furthermore one can show Q(−s) = SQ(s)S
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where S =
⊗
ℓ σ
z
ℓ . Indeed with τi,j in (4.2), we define τ˜i,j = ±τi,j according to j−i ≡ ±1 (mod N).
Replacing τi,j by τ˜i,j in the definition of QR in subsection 4.1, we obtain the operator Q˜R, hence
Q˜R(s) := s
L
2 Q˜R(s). The operators QR and Q˜R are related by QR(−s) = SQ˜R(s), which implies
Q(−s) = QR(−s)QR(0)−1 = SQ˜R(s)Q˜R(0)−1Q˜R(0)QR(0)−1 = SQ(s)Q˜R(0)QR(0)−1.
Setting s = 0 in the above equality, one obtains Q˜R(0)QR(0)
−1 = S, therefore Q(−s) = SQ(s)S.
Note that as an operator of V , one can write the Q(s) in (4.20) in the form
Q(s) = s
L
2
∑
αℓ,βℓ=±1
q
∑
1≤s<ℓ≤L
(βℓαs−αℓβs)
4 s
−
∑
ℓ
αℓβℓ
2 ⊗ℓ |αℓ〉 ⊗ℓ 〈βℓ|.
Up to s
L
2 -factor, the above operator coincides with the six-vertex Q-operator (101) in [4] which
holds for a generic q with
∑
ℓ αℓ =
∑
ℓ βℓ = 0. Hence, (4.20) can be considered as the Baxter’s
classical six-vertex Q-operator in the root-of-unity case.
We are going to show the above Q-operator satisfies one, hence all by Theorem 3.1, of relations
in (3.21) and (3.22) for cases of L ≤ 6 by computational methods. For simple notation, we shall
also write basis elements of the vector space V in (2.3) by
|α1, · · · , αL〉 := ⊗ℓ|αℓ〉, 〈β1, · · · , βL| := ⊗ℓ〈βℓ|. (4.21)
First, we consider the case L = 2, where V is the 2-dimensional space with the basis, |α,−α〉
(α = ±1). Then T (z) in (2.2), T (2) and Q are expressed by
T (z) = (z + z−1)(qS
z
+ q−S
z
)− 2(q−σ
z
2 ⊗ q σ
z
2 + q
σz
2 ⊗ q−σ
z
2 ) + (q − q−1)2(σ− ⊗ σ+ + σ+ ⊗ σ−),
T (2)(t˜) = 2(z2 + 1− z(q + q−1))(|1,−1〉〈1,−1| + | − 1, 1〉〈−1, 1|
+z(q − q−1)2(| − 1, 1〉〈1,−1| + |1, | − 1〉〈−1, 1|),
Q(s) =
∑
α,β=±1 z
1−αβ
2 |α,−α〉〈β,−β|.
Note that Q(s) is a z-polynomial operator. The eigenvectors of Q and T (2) are: |1,−1〉 + | − 1, 1〉
, |1,−1〉 − | − 1, 1〉, with the Q- eigenvalue (1 + z) ,(1 − z), and T (2)-eigenvalue 2(z2 + 1 − z(q +
q−1))+ z(q− q−1)2, 2(z2+1− z(q+ q−1))− z(q− q−1)2, respectively. The above Q-eigenvalues are
indeed the polynomial F (t˜) for the Bethe equation (3.17), in which case the Q-functional equation
(3.22), equivalent to (3.5), automatically holds.
For L = 4, V is of dimension 6 with the basis, vj,k, 1 ≤ j < k ≤ 4, where vj,k = ⊗|αℓ〉 with
αℓ = 1 for ℓ = j, k, and −1 otherwise. Denote v+j,k = vj,k + Rvj,k, v−j,k = vj,k − Rvj,k. The matrix
form of Q for the basis {v1,2, v3,4, v1,3, v2,4, v1,4, v2,3} is
Q(s) =

1 z2 z z qz q−1z
z2 1 z z q−1z qz
z z 1 z2 z z
z z z2 1 z z
q−1z qz z z 1 z2
qz q−1z z z z2 1

, z = s2.
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Hence with respect to the basis {v+[1,2], v+[1,3], v+[1,4], v−[1,2], v−[1,3], v−[1,4]}, Q is expressed by
Q(s) =

1 + z2 2z (q + q−1)z 0 0 0
2z 1 + z2 2z 0 0 0
(q + q−1)z 2z 1 + z2 0 0 0
0 0 0 1− z2 0 (q − q−1)z
0 0 0 0 1− z2 0
0 0 0 (q−1 − q)z 0 1− z2

, (4.22)
and the transfer matrix T (z) is given by
T (z) =

2a2b2 2abc2 (a2c2 + b2c2) 0 0 0
2abc2 (2a2b2 + c4) 2abc2 0 0 0
(a2c2 + b2c2) 2abc2 2a2b2 0 0 0
0 0 0 2a2b2 0 (a2c2 − b2c2)
0 0 0 0 (2a2b2 − c4) 0
0 0 0 (b2c2 − a2c2) 0 2a2b2

,
where a, b, c are in (4.1). The eigenvectors for T (2) and Q are: v+1,2 − v+1,4, v+1,2 + v+1,4 − 14(q +
q−1 ± √q2 + q−2 + 34)v+1,3, v−1,2 ± iv−1,4, v−1,3, with distinct eigenvalues. Indeed the Q-eigenvalues,
1 + z2 − (q + q−1)z , 1 + z2 + q+q−1∓
√
q2+q−2+34
2 z, 1− z2 ± i(q − q−1)z , 1− z2, are F -polynomials
for the Bethe equation (3.17) with m = 2, (true as well for an arbitrary q which is not necessary a
root of unity). Then the z-polynomial expression of Q yields the Q-functional equation (3.22). In
fact, one can directly verify (3.22) by using the matrix form of Q(z). For example for N = 3, the
Q-functional equation (3.22) of size L is equivalent to the following one:
3Q(−s)Q(qs)Q(q2s) = (1− z)LQ(s) + (1− qz)LQ(q2s) + (1− q2z)LQ(qs). (4.23)
Then the matrix (4.22) satisfies the above relation for L = 4.
In the cases L = 2, 4, all T (2)-eigenvalues are non-degenerated, and the Q-eigenvalues are the
z-polynomial Bethe solutions of (3.17). This kind of relation between Q-eigenvalues and Bethe
solutions indeed holds for all non-degenerated T (2)-eigenvalues for a general L by assuming Bethe
ansatz of the six-vertex model.
Theorem 4.1 Let T (2)(t˜) be a non-degenerated T (2)-eigenvalue for an arbitrary (even) L. Then
its eigenspace is spanned by a vector in V with Sz = 0, and the corresponding Q-eigenvalue is a
z-polynomial which defines a Bethe solution F (t˜) of (3.17) with m = L2 . As a consequence, the
Q-eigenvalue satisfies the Q-functional relation (3.22).
Proof. By Bethe ansatz, there exists a Bethe polynomial F (t˜) for a solution of (3.17) with
m ≤ L2 so that T (2)(t˜) and F (t˜) satisfy the relation (3.19). By Lemma 3.1, m = L2 . This im-
plies the one-dimensional eigenspace with the eigenvalue T (2)(z) has the basis element v with
|Sz| = L2 − m = 0. Then Q(s)v = λv. Express v as a linear combination of the standard basis,
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v =
∑
β1+...+βL=0
aβ1,···,βL |β1, · · · , βL〉. We may assume one of aβ1,···,βL ’s taking the value 1, say
aγ1,...,γL = 1, hence by Rv = ±v, a−γ1,...,−γL = ±1. The relation (4.20) yields
λ = 〈γ1, . . . , γL|Q(s)v =
∑
β1+...+βL=0
aβ1,···,βLq
−
∑
ℓ
γℓ
∑ℓ−1
s=1
βs
2 q
−
∑
ℓ
γℓβℓ
4 z
∑
ℓ
(1−γℓβℓ)
4 .
In the above sum,
∑
ℓ
(1−γℓβℓ)
4 are integers between 0 and
L
2 , taking the value 0 (
L
2 ) only when
βℓ = γℓ ( −γℓ resp.) for all ℓ. By (4.15),
∑
ℓ γℓ
∑ℓ−1
s=1 γs ≡ −L2 (mod N), hence λ (= λ(z)) is
a z-polynomial of degree L2 with λ(0) = 1 and the leading coefficient = ±1. Then the equation
(3.19) holds with F (t˜) := λ(z). Claim. The roots of the polynomial λ(z) do not contain a complete
N -cyclic string, consequently, follows the result. Otherwise, by factoring out those roots of λ(z)
which form complete N -cyclic strings, one obtains a polynomial F ′(t˜) with degree less than L2 , and
roots containing no complete N -cyclic string, such that T 2)(t˜) and F ′(t˜) again satisfy (3.19). Then
F ′(t˜) is a Bethe polynomial for a solution of (3.17) with m < L2 , which by Lemma 3.1 contradicts
the non-degeneracy of T (2)(t˜). ✷
As a corollary of the above theorem, the Q-functional relation holds when all T (2)-eigenvalues
are non-degenerated.
Proposition 4.1 The necessary and sufficient condition for the T (2)-matrix having no degenerated
eigenvalue is the relation L2 < N . In this situation, the Q-operator (4.20) satisfies the Q-functional
relation (3.22).
Proof. The condition L2 < N is equivalent to V being a subspace with the spin S
z = 0, hence by
Lemma 3.1, equivalent to all T (2)-eigenvalues being non-degenerated. Then the results follow from
Theorem 4.1. ✷
Remark. The conclusion in the above proposition about non-degenerated T -eigenvalues and the
corresponding eigenvalues of Q holds for all Q-matrices, not a special property of the Q-operator
(4.20). The computational argument we present here has further enhanced the correct form about
the operator (4.20). ✷
We now discuss the case L = 6. For N ≥ 5, the Q-functional relation holds by Proposition 4.1.
So we need only to consider the case N = 3, where V of dimension 22 with the basis consisting of
v := ⊗|1〉, v′ := ⊗| − 1〉 vi,j,k, 1 ≤ i < j < k ≤ 6 (:= the vector in (4.21) with only the i, j, k-th
factors being |1〉), and the dual base, v∗, v′∗, v∗i,j,ks.
By Theorem 4.1, there is only one degenerated T (2)-eigenvalue, given by the ’pseudo-vacuum’
v with the eigenvalue (1− ω−1t˜)6 + (1− t˜)6. Denote the corresponding eigenspace by W , which is
invariant under the Q-operator. So it remains to show that functional equation (4.23) holds for Q
when restricting on W . With F (t˜) = 1 in (3.5), one has the evaluation polynomial
P (t˜) = 1− 20t˜3 + t˜6, (4.24)
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with the Drinfeld polynomial, 1−20x+x2 (see also (8.25) in [15]). Denote the SR-invariant vectors
in V ,
u0 := v1,3,5 + v2,4,6, u1 :=
5∑
k=0
v1k ,2k,3k , w :=
5∑
k=0
v1k ,2k,4k , w
′ :=
5∑
k=0
v1k,2k,5k ,
where ik = θ
k(i) with θ the cyclic permutation of {1, · · · , 6} sending k to k+1 by the identification
7 = 1. Then R(ui) = ui (i = 0, 1), R(w) = w
′. The sl2-loop-algebra structure of the space W is
determined by the values of the generators (2.4) on v, v′, expressed by
S−(3)(v)(= T+(3)(v′)) = u0+u1+qw+q
2w′, T−(3)(v)(= S+(3)(v′)) = u0+u1+q
2w+qw′, (4.25)
with the relations (S−(3))2(v) = 20v′, (T−(3))2(v) = 20v′, T−(3)S−(3)(v) = S−(3)T−(3)(v) = 2v′.
So W is the 4-dimensional vector space with {v, T−(3)(v), S−(3)(v), v′} as a basis. We are going to
determine the matrix form of Q with respect to this basis. By (4.20), for any basis element b of V
with b∗ as its dual element,
〈b∗|Q(s)|b〉 = 1, 〈b∗|Q(s)|(Rb)〉 = z3,
and the following relations hold:
〈α1, . . . , α6|Q(s)|v〉 = q
−
∑
ℓ
ℓαℓ
2 z
6−
∑
ℓ
αℓ
4 = z
−
∑
ℓ
αℓ
2 〈v′|Q(s)|α1, . . . , α6〉,
〈α1, . . . , α6|Q(s)|v′〉 = q
∑
ℓ
ℓαℓ
2 z
6+
∑
ℓ
αℓ
4 = z
∑
ℓ
αℓ
2 〈v|Q(s)|α1, . . . , α6〉.
Hence,
〈v∗|Q(s)|v〉 = 〈v′∗|Q(s)|v′〉 = 1, 〈v′∗|Q(s)|v〉 = 〈v∗|Q(s)|v′〉 = z3,
〈v∗1,3,5|Q(s)|v〉 = 〈v∗1,3,5|Q(s)|v′〉 = z
3
2 , 〈v∗1,2,3|Q(s)|v〉 = 〈v∗1,2,3|Q(s)|v′〉 = z
3
2 ,
〈v∗1,2,4|Q(s)|v〉 = 〈v∗1,2,5|Q(s)|v′〉 = q2z
3
2 , 〈v∗1,2,5|Q(s)|v〉 = 〈v∗1,2,4|Q(s)|v′〉 = qz
3
2 .
Since [Q,SR] = 0, and v, v
′ are SR-invariant vectors, the above relations yield
Q(s)v = v + z3v′ + z
3
2u0 + z
3
2u1 + q
2z
3
2w + qz
3
2w′ = v + z
3
2T−(3)(v) + z3v′,
Q(s)v = z3v + v′ + z
3
2u0 + z
3
2u1 + qz
3
2w + q2z
3
2w′ = z3v + z
3
2S−(3)(v) + v′.
(4.26)
By
〈v∗1,2,3|Q(s)|v1,3,5〉 = 〈v∗1,2,4|Q(s)|v1,3,5〉 = 〈v∗2,3,6|Q(s)|v1,3,5〉 = z,
〈v∗1,2,3|Q(s)|v2,4,6〉 = 〈v∗1,2,5|Q(s)|v1,3,5〉 = 〈v∗2,3,5|Q(s)|v1,3,5〉 = z2,
the SR-symmetry property of Q yields
Q(s)(u0) = 2z
3
2 v + 2z
3
2 v′ + (1 + z3)u0 + (z + z
2)(u1 + w + w
′). (4.27)
By
〈v∗1,3,5|Q(s)|v1,2,3〉 = 〈v∗1,2,4|Q(s)|v1,2,3〉 = z, 〈v∗2,4,6|Q(s)|v1,2,3〉 = 〈v∗1,4,5|Q(s)|v1,2,3〉 = z2,
〈v∗2,3,4|Q(s)|v1,2,3〉 = 〈v∗1,3,6|Q(s)|v1,2,3〉 = qz, 〈v∗1,2,6|Q(s)|v1,2,3〉 = 〈v∗2,3,5|Q(s)|v1,2,3〉 = q2z,
〈v∗3,4,5|Q(s)|v1,2,3〉 = 〈v∗2,5,6|Q(s)|v1,2,3〉 = qz2, 〈v∗1,5,6|Q(s)|v1,2,3〉 = 〈v∗3,4,6|Q(s)|v1,2,3〉 = q2z2,
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the R,SR-symmetries of Q yield
Q(s)(u1) = 6z
3
2 v + 6z
3
2 v′ + 3(z + z2)u0 + (1− z − z2 + z3)u1. (4.28)
Similarly, using
〈v∗1,3,5|Q(s)|v1,2,4〉 = 〈v∗4,5,6|Q(s)|v1,2,4〉 = 〈v∗3,4,6|Q(s)|v1,2,4〉 = 〈v∗2,5,6|Q(s)|v1,2,4〉 = 〈v∗2,3,6|Q(s)|v1,2,4〉
= z2,
〈v∗2,4,6|Q(s)|v1,2,4〉 = 〈v∗1,2,3|Q(s)|v1,2,4〉 = 〈v∗1,4,5|Q(s)|v1,2,4〉 = 〈v∗1,2,5|Q(s)|v1,2,4〉 = 〈v∗1,3,4|Q(s)|v1,2,4〉
= z,
〈v∗2,3,4|Q(s)|v1,2,4〉 = 〈v∗2,4,5|Q(s)|v1,2,4〉 = q2z, 〈v∗1,2,6|Q(s)|v1,2,4〉 = 〈v∗1,4,6|Q(s)|v1,2,4〉 = qz,
〈v∗3,4,5|Q(s)|v1,2,4〉 = 〈v∗2,3,5|Q(s)|v1,2,4〉 = q2z2, 〈v∗1,5,6|Q(s)|v1,2,4〉 = 〈v∗1,3,6|Q(s)|v1,2,4〉 = qz2,
one obtains
Q(s)(w) = 6qz
3
2 v + 6q2z
3
2 v′ + 3(z + z2)u0 + (1 + z + z
2)w + (z + z2 + z3)w′,
Q(s)(w′) = 6q2z
3
2 v + 6qz
3
2 v′ + 3(z + z2)u0 + (z + z
2 + z3)w + (1 + z + z2)w′.
(4.29)
By (4.25), (4.27), (4.28), and (4.29), we have
Q(s)(T−3(v)) = 20z
3
2 v + 2z
3
2 v′ + (1 + z3)(u0 + u1) + (q
2 + qz3)w + (q + q2z3)w′,
= 20z
3
2 v + 2z
3
2 v′ + T−3(v) + z3S−3(v),
Q(s)(S−3(v)) = 2z
3
2 v + 20z
3
2 v′ + (1 + z3)(u0 + u1) + (q + q
2z3)w + (q2 + qz3)w′
= 2z
3
2 v + 20z
3
2 v′ + z3T−3(v) + S−3(v).
(4.30)
Hence by (4.26) and (4.30), with respect to the basis {v, T−(3)(v), S−(3)(v), v′} of W the matrix
form of Q is
Q(s) =

1 20z
3
2 2z
3
2 z3
z
3
2 1 z3 0
0 z3 1 z
3
2
z3 2z
3
2 20z
3
2 1
 , s = z
1
2 ,
with the following eigenvectors and eigenvalues:
Eigenvector, Eigenvalue
3
√
2(v − v′) + T−(3)(v)− S−(3)(v), 1 + 3√2z 32 − z3;
3
√
2(v − v′)− T−(3)(v) + S−(3)(v), 1− 3√2z 32 − z3;√
22(v + v′) + T−(3)(v) + S−(3)(v), 1 +
√
22z
3
2 + z3;√
(22)(v + v′)− T−(3)(v)− S−(3)(v), 1−√22z 32 + z3.
Then the above Q-matrix satisfies the Q-functional equation (4.23) for L = 6. The evaluation
polynomial (4.24) is related to the Q-eigenvalues by the factorizations:
P (t˜) = (1 + 3
√
2z
3
2 − z3)(1 − 3
√
2z
3
2 − z3) = (1 +
√
22z
3
2 + z3)(1 −
√
22z
3
2 + z3).
This means each Q-eigenvalue has its roots consisting of one square-root for both 10 + 3
√
11
and 10 − 3√11, which are zeros of the Drinfeld polynomial, as conjectured in section 3.2 of [29]
about the relation between roots of the Q-eigenvalue and the Drinfeld polynomial in the general
situation. Note that the above example also shows that there are eigenvectors of Q(s) which are
not eigenvectors of the operator S =
⊗
ℓ σ
z
ℓ .
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4.3 Mathematical verification of functional relations for a general L in the root-
of-unity six-vertex model
In this subsection, we give a mathematical proof of the following theorem about functional relations
of the six-vertex model at roots of unity.
Theorem 4.2 The functional relations (3.21) and (3.22) hold for the Q-operator defined in (4.20).
By Theorem 3.1, it suffices to show the relation (3.21) for j = N , which is equivalent to
NQ(s)Q(−s) = T (N)(ωt˜). (4.31)
By (4.20), the matrix NQ(s)Q(−s) on V is given by
s−L〈α1, . . . , αL|NQ(s)Q(−s)|β1, . . . , βL〉
=
∑N−1
k=0
∑
γℓ=±1
q−k−
1
2
∑
ℓ
γℓq
∑
ℓ
γℓ
∑ℓ−1
i=1
(αi−βi)
2 q
∑
ℓ
γℓ(αℓ−βℓ)
4 (−s)
−
∑
ℓ
γℓ(βℓ+αℓ)
2 (−1)
∑
ℓ
(1−γℓαℓ)
2
=
∑N−1
k=0
∏L
ℓ=1(−1)
1−αℓ
2 (q−k−
1
2
+
∑ℓ−1
i=1
αi−βi
2
+
αℓ−βℓ
4 (−s)−(αℓ+βℓ)2 − qk+ 12−
∑ℓ−1
i=1
αi−βi
2
−
αℓ−βℓ
4 (−s)αℓ+βℓ2 )
where
∑
ℓ αℓ ≡
∑
ℓ βℓ ≡ 0 (mod N). Denote
wk(α, β; s) = (−1)
1−α
2 (q−k−
1
2
+α−β
4 (−s)−(α+β)2 − qk+ 12−α−β4 (−s)α+β2 ) (4.32)
for k ∈ ZN , α, β = ±1. Then we obtain the following entry-expression of the matrix NQ(s)Q(−s):
〈α1, . . . , αL|NQ(s)Q(−s)|β1, . . . , βL〉 = sL
∑N−1
k=0
∏L
ℓ=1wk+
∑ℓ−1
i=1
βi−αi
2
(αℓ, βℓ; s) (4.33)
In the definition of six-vertex transfer matrix (2.2), L(s) in (2.1) is the L-operator with the C2-
auxiliary space and the C2-quantum-space operator-entries, expressed in terms of a(s), b(s), c in
(4.1) with the relation b(s) = a(qs). Similarly, the fusion matrix T (j)(t˜) can be obtained as the trace
of L(j)(s), the fused L-operator with the C2-quantum space and Cj-auxiliary space associated to
L(s), where the Cj-auxiliary space is the space of completely symmetric (j − 1)-tensors of the
C2-auxiliary space with the projection P (j) :
j−1⊗ C2 → Cj . The L(j)-operator, constructed from
the Yang-Baxter solution P (j)(L(s)⊗aux L(qs)⊗ · · · ⊗aux L(qj−2s)) on the Cj-auxiliary space, has
been extensively studied in the six-vertex model [21, 22, 24, 26, 30]. In order to exhibit the T (j)-
operator discussed in this paper, we now employ the fusion construction to compute the explicit
form of L(j)(s). Using the canonical basis {e(j)k }j−1k=0 of Cj-auxiliary space associated to the C2-basis
e± = | ± 1〉, and its dual basis {e(j)∗k }j−1k=0,
e
(j)
k := e
j−1−k
+ e
k
− =
1
(j−1k )
∑
β1+...+βj−1=j−2k |β1, . . . , βj−1〉,
e
(j)∗
k =
∑
α1+...+αj−1=j−2k〈α1, . . . , αj−1|,
one can write L(j)(s) =
(
L
(j)
k,l (s)
)
0≤k,l≤j−1
where L
(j)
k,l (s) is the C
2-(quantum-space) operator
expressed by
L
(j)
k,l (s) =
〈e(j)∗k |L(s)⊗aux L(qs)⊗aux · · · ⊗aux L(qj−2s)|e(j)l 〉∏j−3
i=0 b(q
is)
.
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Consider the auxiliary-space tensor Cj ⊗ C2 as a subspace of j+1⊗ C2 with the identification
e
(j+1)
k+1 =
1( j
k+1
)((j − 1
k
)
e
(j)
k ⊗ e− +
(
j − 1
k + 1
)
e
(j)
k+1 ⊗ e+
)
, k = −1, . . . , j − 1.
Denote f
(j−1)
k := e
(j)
k ⊗ e− − e(j)k+1 ⊗ e+ for k = 0, . . . , j − 2. Then e(j+1)l , f (j−1)k form a basis of
Cj ⊗ C2 with the dual basis e(j+1)∗l , f (j−1)∗k given by
e
(j+1)∗
k+1 = e
(j)∗
k ⊗ 〈−| + e(j)∗k+1 ⊗ 〈+|,
f
(j−1)∗
k =
1
( jk+1)
((j−1
k+1
)
e
(j)∗
k ⊗ 〈−| −
(j−1
k
)
e
(j)∗
k+1 ⊗ 〈+|
)
.
One has
L
(j+1)
k,l (s) = 〈e(j+1)∗k |L(j+1)(s)|e(j+1)l 〉 =
1
b(qj−2s)
〈e(j+1)∗k |L(j)(s)⊗aux L(qj−1s)|e(j+1)l 〉.
By induction argument, one can derive the explicit form of L
(j)
k,l (s), and its relation with the six-
vertex T (j)-operator in subsection 3.1. Furthermore the fusion relation of T (j)-operators follows
from the equalities:
〈e(j+1)∗l |L(j)(s)⊗aux L(qj−1s)|f (j−1)k 〉 = 0,
〈f (j−1)∗k |L(j)(s)⊗aux L(qj−1s)|f (j−1)l 〉 = b(qj−1s)〈e(j−1)∗k |L(j−1)(s)|e(j−1)l 〉.
Therefore we obtain the following result:
Proposition 4.2 For an integer j ≥ 2, the C2-operators L(j)k,l (s) (0 ≤ k, l ≤ j−1) are zeros except
k − l = 0,±1, in which cases L(j)k,l (= L(j)k,l (s)) are expressed by
L
(j)
k,k =
(
a(qks) 0
0 a(qj−1−ks)
)
, L
(j)
k+1,k =
(
0 qj−1−k − q−j+1+k
0 0
)
, L
(j)
k−1,k =
(
0 0
qk − q−k 0
)
.
The fusion matrix T (j)(t˜) is given by
T (j)(t˜) = (sq
j−2
2 )Ltraux(
L⊗
ℓ=1
L
(j)
ℓ (s)), for s ∈ C, j ≥ 2, (4.34)
which satisfy the fusion relations (3.9) and (3.11) for r = 0.
✷
Remark. (1) Proposition 4.2, except the boundary fusion relation (3.11) valid only for the Nth
root-of-unity q, holds as well for an arbitrary q.
(2) The L-operator for the fusion matrix T (j)(t˜) is given by sq
j−2
2 L(j)(s), whose entries are
s-polynomials with the zero constant term (sq
j−2
2 L
(j)
k,l (s))|s=0 except the diagonal ones:
(sq
j−2
2 L
(j)
k,k(s))|s=0 =
 −q−k+ j−12 0
0 −qk− j−12
 , 0 ≤ k ≤ j − 1.
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This implies the V -operator T (j)(0) = j · IdV. ✷
We now show the Nth QQ-relation (4.31) by using the explicit form of L(N)(s) in Proposition
4.2. By (4.34) and qN = 1, T (N)(ωt˜) is equal to the trace of the Lth monodromy matrix for the
local operator sL(N)(qs),
T (N)(ωt˜) = sLtr
C
N (
L⊗
ℓ=1
L
(N)
ℓ (qs)). (4.35)
By Proposition 4.2, L
(N)
k,l (qs) are zero except k − l = 0,±1:
L
(N)
k,k (qs) =
(
wk(1, 1; s) 0
0 wk(−1,−1; s)
)
,
L
(N)
k,k−1(qs) =
(
0 wk(1,−1; s)
0 0
)
, L
(N)
k,k+1(qs) =
(
0 0
wk(−1, 1; s) 0
)
,
(4.36)
where wk(α, β; s) are functions defined in (4.32). Note that the wk(α, β; s) in the above expressions
automatically determines the index (k, l) of L
(N)
k,l (qs) where it appears, by the relation (k, l) =
(k, k + β−α2 ). For a given pair α, β = ±1, the non-vanishing L
(N)
k,l (qs) having an entry wk(α, β; s)
are indexed by k ∈ ZN . When evaluating the entry 〈α1, . . . , αL|T (N)(ωt˜)|β1, . . . , βL〉 in (4.35),
the non-zero contribution of (L
(N)
ℓ )kℓ,lℓ(qs) at the site ℓ is related to that at the first site k :=
k1 ∈ ZN by the relation kℓ = k +
∑ℓ−1
i=1
βi−αi
2 . Hence using the wk(α, β; s)-expression of the
non-zero L
(N)
k,l (qs) in (4.36), one finds 〈α1, . . . , αL|T (N)(ωt˜)|β1, . . . , βL〉 with the same expression
as 〈α1, . . . , αL|NQ(s)Q(−s)|β1, . . . , βL〉 in (4.33). Therefore, we obtain the relation (4.31), then
follows Theorem 4.2.
5 Concluding Remarks
As a parallel theory to the Onsager-algebra symmetry of the superintegrable CPM, we have derived
the set of functional equations of the root-of-unity six-vertex model with the Q-operator encoding
the loop-algebra symmetry of the model. By the similar construction of the Q-operator for the
root-of-unity eight-vertex in [3], we obtain the explicit form of Q-operator of the six-vertex model
at roots of unity, and present the work in a way from the functional-relation aspect. As a check
on our reasoning, we have first verified the Q-functional relation for the size L from 2 to 6 by
direct computations, then proceed to justify mathematically that the functional relations hold for
the six-vertex Q-operator constructed here for a general L, much as in the case of superintegrable
CPM. These results about the Q-operator of the six-vertex model are mainly derived from the
mathematical structures it shares commonly with the chiral Potts transfer matrix in CPM. However
a possible physical interpretation of the root-of-vertex six-vertex Q-operator is lacking at present.
As suggested by the role of Q-operator in CPM, the problem appears to be an interesting one, and
the answer could be valuable as well for the symmetry problems of other solvable lattice models,
e.g., the root-of-unity eight-vertex model in [19]. Note that in the study of the root-of-unity six-
vertex model, the chain size L, the root’s order N , and the spin Sz can be arbitrary in general
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(e.g., in [16, 17, 20]). But, just to keep things simple, we have in this paper restricted our attention
only to even L, odd N and Sz ≡ 0 (mod N), and leave possible generalizations to future work.
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