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Abstract
This paper stands in the context of reinforce-
ment learning with partial observability and
limited data. In this setting, we focus on
the tradeoff between asymptotic bias (subop-
timality with unlimited data) and overfitting
(additional suboptimality due to limited data),
and theoretically show that while potentially
increasing the asymptotic bias, a smaller state
representation decreases the risk of overfitting.
Our analysis relies on expressing the quality
of a state representation by bounding L1 error
terms of the associated belief states. Theoret-
ical results are empirically illustrated when
the state representation is a truncated history
of observations. Finally, we also discuss and
empirically illustrate how using function ap-
proximators and adapting the discount factor
may enhance the tradeoff between asymptotic
bias and overfitting.
1 Introduction
This paper is dedicated to sequential decision-making
problems that may be modeled as Markov Decision Pro-
cesses for which the system dynamics may be partially
observable, a class of problems often called Partially
Observable Markov Decision Processes (POMDPs).
Within this setting, we focus on decision-making strate-
gies computed using Reinforcement Learning (RL). RL
approaches rely on observations gathered through in-
teractions with the (PO)MDP, and, although most RL
approaches have strong convergence properties, classic
RL approaches are challenged by data scarcity. When
acquisition of new observations is possible (the “on-
line” case), data scarcity is gradually phased out us-
ing strategies balancing the exploration / exploitation
(E/E) tradeoff. The scientific literature related to this
topic is vast; in particular, Bayesian RL techniques
[Ross et al., 2011; Ghavamzadeh et al., 2015] offer an
elegant way of formalizing the E/E tradeoff.
However, such E/E strategies are not applicable when
the acquisition of new observations is not possible any-
more (the “batch” setting). Within this context, we
propose to revisit RL as a learning paradigm that faces,
similarly to supervised learning, a tradeoff between
simultaneously minimizing two sources of error: an
asymptotic bias and an overfitting error. The asymp-
totic bias (also simply called bias in the following)
directly relates to the choice of the RL algorithm (and
its parameterization). Any RL algorithm defines a pol-
icy class as well as a procedure to search within this
class, and the bias may be defined as the performance
gap between best candidate optimal policies and actual
optimal policies. This bias does not depend on the
set of observations. On the other hand, overfitting is
an error term induced by the fact that only a limited
amount of data is available to the algorithm that may
potentially overfit suboptimal policies. This overfitting
error vanishes as the size and the quality of the dataset
increase.
In this paper, we focus on studying the interactions
between these two sources of error, in a setting where
the system dynamics is partially observable. Due to
this particular setting, one needs to build a state rep-
resentation from a history of data. By increasing the
cardinality of the state representation, the algorithm
may be provided with a more informative representa-
tion of the POMDP, but at the price of simultaneously
increasing the size of the set of candidate policies, thus
also increasing the risk of overfitting. We analyze this
tradeoff in the case where the RL algorithm provides
an optimal solution to the frequentist-based MDP asso-
ciated with the state representation (independently of
the method used by the learning algorithm to converge
towards that solution). Our analysis relies on express-
ing the quality of a state representation by bounding L1
error terms of the associated belief states, thus defining
-sufficient statistics in the hidden state dynamics.
Experimental results illustrate the theoretical findings
on a distribution of POMDPs in the case where the
state representations are truncated histories of observa-
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variance observed when dealing with different datasets
(directly linked to the size of the dataset) and overfit-
ting, where the link is that variance leads to overfitting
if we have a (too) large feature space.
We also discuss and illustrate how using function ap-
proximators and adapting the discount factor play a
role in the tradeoff between bias and overfitting. This
provides the reader with an overview of key elements
involved in this tradeoff.
The remainder of the paper is organized as follows.
Section 2 formalizes POMDPs, (limited) sets of obser-
vations and state representations. Section 3 details
the main contribution of this paper: an analysis of the
bias-overfitting tradeoff in batch POMDPs. Section
4 empirically illustrates the main theoretical results,
while Section 5 concludes.
2 Formalization
We consider a discrete-time POMDP model M de-
scribed by the 7-tuple (S,A, T,R,Ω, O, γ) where
• S is a finite set of states {1, . . . , NS},
• A is a finite set of actions {1, . . . , NA},
• T : S × A × S → [0, 1] is the transition function
(set of conditional transition probabilities between
states),
• R : S ×A× S → R is the reward function, where
R is a continuous set of possible rewards in a
range Rmax ∈ R+ (e.g., [0, Rmax] without loss of
generality),
• Ω is a finite set of observations {1, . . . , NΩ},
• O : S×Ω→ [0, 1] is a set of conditional observation
probabilities, and
• γ ∈ [0, 1) is the discount factor.
The environment starts in a distribution of initial states
b(s0). At each time step t ∈ N0, the environment is in
a state st ∈ S. At the same time, the agent receives
an observation ωt ∈ Ω which depends on the state
of the environment with probability O(st, ωt) and the
agent has to take an action at ∈ A. Then, the envi-
ronment transitions to state st+1 ∈ S with probability
T (st, at, st+1) and the agent receives a reward rt ∈ R
equal to R(st, at, st+1).
2.1 Processing a history of data
Policies considered in this paper are mappings from (a
set of) observation(s) into actions. A naive approach
to build a space of candidate policies is to consider the
set of mappings taking only the very last observation(s)
as input. However, in a POMDP setting, this leads to
candidate policies that are likely not rich enough to
capture the system dynamics, thus suboptimal [Singh
et al., 1994; Wolfe, 2006]. there is no alternative to
using a history of previously observed features to better
estimate the hidden state dynamics. We denote by
Ht = Ω × (A ×R× Ω)t the set of histories observed




of all possible observable histories.
A straightforward approach is to take the whole history
Ht ∈ H as input of candidate policies [Braziunas, 2003].
However, taking a too long history may have several
drawbacks. Indeed, increasing the size of the set of
candidate optimal policies generally implies: (i) more
computation to search within this set [Singh et al.,
1994; McCallum, 1996] and (ii) an increased risk of
including candidate policies suffering overfitting (see
Section 3). In this paper, we are specifically interested
in minimizing the latter overfitting drawback while
keeping an informative state representation.
We define a mapping φ : H → φ(H), where φ(H) =
{φ(H)|H ∈ H} is of finite cardinality |φ(H)|. Note
that a mapping φ(·) induces an upper bound on the
number of candidate policies: |Πφ(H)| ≤ |A||φ(H)|.
Definition 2.1 The belief state b(s|Ht) (resp.
bφ (s|φ(Ht))) is defined as the vector of probabilities
where the ith component (i ∈ {1, . . . , NS}) is given
by P(st = i | Ht) (resp. P(st = i | φ(Ht))), for all
sequences Ht ∈ H.
Definition 2.2 A mapping φ0 : H → φ0(H) is a par-
ticular mapping φ such that φ0(H) is a sufficient statis-
tic for the POMDP M :
P(st | Ht) = P(st | φ0(Ht))
for all states st ∈ S and for all sequences Ht ∈ H.
Note that P (st|φ(H)) is a well-defined probability dis-
tribution even if φ(H) is not a sufficient statistic in
the case where we consider a well-defined probability
distribution of H.
Definition 2.3 A mapping φ : H → φ(H) is a par-
ticular mapping φ such that φ(H) is an -sufficient
statistic for the POMDP M that satisfies the following
condition with  ≥ 0 and with the L1 norm:
‖bφ(·|φ(Ht))− b(·|Ht)‖1≤ 
for all sequences Ht ∈ H.
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2.2 Working with a limited dataset
LetM(S,A,Ω, γ) be a set of POMDPs with fixed S,
A, Ω, and γ. For any M(T,R,O) ∈ M, we denote
by DM,pis,Ntr,Nl a random dataset generated accord-
ing to a probability distribution DM,pis,Ntr,Nl over the
set of Ntr (unordered) trajectories of length Nl. One
such trajectory is defined as the observable history
HNl ∈ HNl obtained in M when starting from s0 and
following a stochastic sampling policy pis that ensures
a non-zero probability of taking any action given an
observable history H ∈ H. For simplicity we will de-
note DM,pis,Ntr,Nl , simply as D. For the purpose of
the analysis, we also introduce the asymptotic dataset
D∞ = DM,pis,Ntr→∞,Nl→∞ that would be theoretically
obtained in the case where one could generate an infi-
nite number of observations (Ntr →∞ and Nl →∞).
In this paper, the algorithm cannot generate additional
data. The challenge is to determine a high-performance
policy (in the actual environment) while having only
access to a fixed dataset D.
2.3 Assessing the performance of a policy
In this paper, we will consider stationary and determin-
istic control policies pi ∈ Π : φ(H)→ A. Any particular
choice of φ induces a particular definition of the policy
space Π. We introduce V piM (φ(H)) with H ∈ H as the
expected return obtained over an infinite time horizon
when the system is controlled using policy pi in the
POMDP M :
V piM (φ(H)) = E
[ ∞∑
k=0
γkrt+k|φ(Ht) = φ(H), pi, b(s0)
]
(1)









= T (st, pi(φ(Ht)), st+1).
Note that Equation 1 is well defined even if φ(H) is not
a sufficient statistic at the condition that P (st|φ(H))
is a well-defined probability distribution.




where H0 is the distribution of initial observations
(compatible with the distribution b(s0) of initial states
through the conditional observation probabilities).
Note that, as it will become clear in the following,
the definition of pi∗ is the same as it is usually defined
in a POMDP (when known T ,R and O and known
initial belief state), such as in [Sondik, 1978].
3 Bias-overfitting in RL with partial
observability
Importance of the feature space: This section in-
troduces and analyzes a bias-overfitting decomposition
of the performance gap of RL policies computed from
the frequentist-based augmented MDP built from the
dataset D. In that setting, the agent behaves opti-
mally with respect to the maximum-likelihood model
estimated from the data under the chosen abstraction,
which allows removing from the analysis how the RL
algorithm converges. Let us first define the frequentist-
based augmented MDP:
Definition 3.1 With M defined by
(S,A, T,R,Ω, O, γ) and the dataset D built from
interactions with M while following a policy pis, the
frequentist-based augmented MDP MˆD,φ, also denoted
for simplicity MˆD = (Σ,A, Tˆ , Rˆ,Γ), is defined with
• the state space: Σ = φ(H),
• the action space: A = A,
• the estimated transition function: for σ, σ′ ∈ Σ
and a ∈ A, Tˆ (σ, a, σ′) is the number of times we
observe the transition (σ, a) × σ′ → [0, 1] in D
divided by the number of times we observe (σ, a); if
any (σ, a) has never been encountered in a dataset,
we set Tˆ (σ, a, σ′) = 1/|Σ|,∀σ′,
• the estimated reward function: for σ, σ′ ∈ Σ and
a ∈ A, Rˆ(σ, a, σ′) is the mean of the rewards ob-
served at (σ, a, σ′); if any (σ, a, σ′) has never been
encountered in a dataset, we set Rˆ(σ, a, σ′) to the
average of rewards observed over the whole dataset
D, and
• the discount factor Γ ≤ γ.
By definition of φ0 and as long as φ = φ0, the
asymptotic frequentist-based MDP (when unlimited
data is available) actually gathers the relevant in-
formation from the actual POMDP. Indeed, in the
model-based context when the POMDP dynamics is
known (i.e. T,R,O), the knowledge of Ht allows cal-
culating the belief state b(st|Ht) (calculated recur-
sively thanks to the Bayes rule based on b(st|Ht) =
P (st|ωt, at, b(st−1|Ht−1))). It is then possible to de-
fine, from the history H ∈ H and for any action a ∈ A,
the expected immediate reward as well as a transition
function into the next observation ω′:
• Rmodel−based(H, a) =∑
s′∈S
∑
s∈S b(s|H)T (s, a, s′)R(s, a, s′), and
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In the frequentist approach, this information is actually
estimated from interactions with the POMDP in Rˆ and




(σ) with σ ∈ Σ as the expected
return obtained over an infinite time horizon when the
system is controlled using a policy pi s.t. at = pi(σt) :






krˆt+k|σt = σ, pi, b(s0)
]
where rˆt
is a reward s.t. rˆt = Rˆ(σt, at, σt+1) and the dynamics
is given by P(σt+1|σt, at) = Tˆ (σt, at, σt+1).
Definition 3.2 The frequentist-based policy piD,φ is







where σ0 = φ(H0).












M (φ0(H))− V piD∞,φM (φ(H))
)
︸ ︷︷ ︸
bias function of dataset D∞ (function of pis)






M (φ(H))− V piD,φM (φ(H))
]
︸ ︷︷ ︸
overfitting due to finite dataset D (function of pis, Nl, Ntr)
in the context of frequentist-based policy piD,φ
(function of φ and Γ)
(2)
The term bias actually refers to an asymptotical bias
when the size of the dataset tends to infinity while the
term overfitting refers to the expected suboptimality
due to a finite size of the dataset.
Selecting carefully the feature space φ(H) allows build-
ing a class of policies that have the potential to accu-
rately capture information from data (low bias), but
also generalize well (low overfitting). On the one hand,
using too many non-informative features will increase
overfitting, as stated in Theorem 2. On the other
hand, a mapping φ(H) that discards useful available
information will suffer an asymptotic bias, as stated in
Theorem 1 (arbitrarily large depending on the POMDP
and on the features discarded).
Theorem 1 Let M be a POMDP described by the 7-
tuple (S,A, T,R,Ω, O, γ). Let MˆD∞ be an augmented
MDP (Σ,A, Tˆ , Rˆ,Γ = γ) estimated, according to Defi-
nition 3.1, from a dataset D∞. Then the asymptotic






M (φ0(H))− V piD∞,φM (φ(H))
)≤ 2Rmax
(1− γ)3 (3)
where  is such that the mapping φ respects the condi-
tions to be φ.
The proof is deferred to Appendix A.1. This bound
is an original result based on the belief states (which
was not considered in other works) via the -sufficient
statistic (L1 norm error). Note that bisimulation met-
rics [Ferns et al., 2004] may also be used to take into
account how the errors on the belief states may have
less of an impact at the condition that the hidden
states affected by these errors are close according to
the bisimulation metrics.
We now provide a bound on the overfitting error that
monotonically grows with |φ(H)|.
Theorem 2 Let M be a POMDP described by the 7-
tuple (S,A, T,R,Ω, O, γ). Let MˆD be an augmented
MDP (Σ,A, Tˆ , Rˆ,Γ = γ) estimated, according to
Definition 3.1, from a dataset D with the assump-
tion that D has n transitions from any possible pair
(φ(H), a) ∈ (φ(H),A). Then the overfitting due to us-
ing the frequentist-based policy piD,φ instead of piD∞,φ


















with probability at least 1− δ.
The proof is deferred to Appendix A.2. Theorem 2
shows that using a large set of features allows a larger
policy class, hence potentially leading to a stronger
drop in performance when the available dataset D is
limited (the bound decreases proportionally to 1√
n
).
A theoretical analysis in the context of MDPs with a
finite dataset was performed in [Jiang et al., 2015a].
Overall Theorems 1 and 2 can help to choose a good
state representation for POMDPs as they provide
bounds on the two terms that appear in the bias-
overfitting decomposition of Equation 2. For exam-
ple, an additional feature in the mapping φ has an
overall positive effect only if it provides a significant
increase of information on the belief state (i.e. if it
allows obtaining a more accurate knowledge of the un-
derlying state of the MDP defined by T and R when
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given φ(H)). This increase of information must be
significant enough to compensate for the additional
risk of overfitting when choosing a large cardinality of
φ(H). Note that one could combine the two bounds
to theoretically define an optimal choice of the state
representation with lower bound guarantees regarding
the bias-overfitting tradeoff.
Importance of function approximators: As de-
scribed earlier, a straightforward mapping φ(·) may be
obtained by discarding a few features from the observ-
able history. In addition, it is also possible to learn
a processing of the features by selecting a suitable
function approximator structure (e.g., in a Q-learning
scheme) that constrains policies to have interesting
generalization properties. Note that a theorem similar
to Theorem 2 which takes into account complexity mea-
sures of the function approximator (e.g., Rademacher
complexity) may provide a tighter bound. That is left
out of the scope of this paper because such a bound is
usually of little interest in practice, specifically concern-
ing deep learning (these bounds fail to provide insights
on the generalization capabilities of neural networks
[Zhang et al., 2016]).
It is worth noting that in the case of neural networks,
architectures such as convolutional layers or recurrency
are particularly well-suited to deal with a large in-
put space because they offer interesting generalization
properties that are adapted to high-dimensional sen-
sory inputs for which hierarchical patterns can be found
(see, e.g., [LeCun et al., 2015]). A few recent successes
make use of convolutional layers [Mnih et al., 2015]
and/or recurrent layers [Hausknecht & Stone, 2015]
(e.g., LSTMs [Hochreiter & Schmidhuber, 1997]) to
solve large scale POMDPs.
Importance of the discount factor Γ used in
the training phase: Artificially lowering the dis-
count factor has been shown to improve the perfor-
mance of the policy when solving MDPs with limited
data (see, e.g., [Petrik & Scherrer, 2009; Jiang et al.,
2015b]). In the partially observable setting, these re-
sults may be transferred to the frequentist-based MDP
(Σ,A, Tˆ , Rˆ,Γ).
Selection of the parameters with validation or
cross-validation to balance the bias-overfitting
tradeoff: In the batch setting case, the selection of
the policy parameters to effectively balance the bias-
overfitting tradeoff can be done similarly to that in
supervised learning (e.g., cross-validation) as long as
the performance criterion can be estimated from a sub-
set of the trajectories from the dataset D not used
during training (validation set). One possibility is to
fit an MDP model from data via the frequentist ap-
proach (or regression), and evaluate the policy against
the model. Another approach is to use the idea of
importance sampling [Precup, 2000]. A mix of the two




We randomly sample NP POMDPs such that NS = 5,
NA = 2 and NΩ = 5 (except when stated otherwise)
from a distribution P that we refer to as Random
POMDP. The distribution P is fully determined by
specifying a distribution over the set of possible tran-
sition functions T (·, ·, ·), a distribution over the set
of reward functions R(·, ·, ·), and a distribution over
the set of possible conditional observation probabilities
O(·, ·).
Random transition functions T (·, ·, ·) are drawn by
assigning, for each entry (s, a, s′), a zero value with
probability 3/4, and, with probability 1/4, a non-zero
entry with a probability drawn uniformly in [0, 1]. For
all (s, a), if all T (s, a, s′) are zeros, we enforce one non-
zero value for a random s′ ∈ S. Values are normalized.
Random reward functions are generated by associating
to all possible (s, a, s′) a reward sampled uniformly and
independently from [−1, 1].
Random conditional observation probabilities O(·|·) are
generated the following way: the probability to observe
o(i) when being in state s(i) is equal to 0.5, while all
other values are chosen uniformly randomly so that it
is normalized for any s.
For all POMDPs, we fixed γ = 1 and Γ = 0.95 if not
stated otherwise and we truncate the trajectories to a
length of Nl = 100 time steps.
For each generated POMDP P ∼ P, we generate 20
datasetsD ∈ DP where DP is a probability distribution
over all possible sets of n trajectories (n ∈ [2, 5000]);
where each trajectory is made up of an history H100
of 100 time steps, when starting from an initial state
s0 ∈ S while taking uniformly random decisions. Each
dataset D induces a policy piD,φ, and we want to evalu-
ate the expected return of this policy while discarding
the variance related to the stochasticity of the tran-
sitions, observations and rewards. To do so, policies
are tested with 1000 rollouts of the policy. For each
POMDP P , we are then able to get an estimate µˆP of











We are also able to get an estimate σˆ2P of a parametric
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In this section, we show experimentally that any addi-
tional feature is likely to reduce the asymptotic bias,
but may also increase the overfitting. For each dataset
D, we define the policy piD,φ according to Definition
3.2 for every history of interest h ∈ {1, 2, 3}. When
h = 1 (resp. h = 2) (resp. h = 3), only the current
observation (resp. the last two observations as well as
the last action) (resp. the three last observations and
the two last actions) is (resp. are) used for building
the state of the frequentist-based augmented MDP.
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Figure 1: Evolution (as a function of the size of the





puted from a sample of NP = 50 POMDPs drawn
from P. The bars are used to represent the variance
observed when dealing with different datasets drawn






σP are displayed in Figure
1. One can observe that a small set of features (small
history) appears to be a better choice (in terms of total
bias) when the dataset is poor (only a few trajectories).
With an increasing number of trajectories, the optimal
choice in terms of number of features (h = 1, 2 or 3) also
increases. In addition, one can also observe that the
expected variance of the score decreases as the number
of samples increases. As the variance decreases, the risk
of overfitting also decreases, and it becomes possible to
target a larger policy class (using a larger feature set).
The overfitting error is also linked to the variance of
the value function estimates in the frequentist-based
MDP. When these estimates have a large variance, an
overfitting term appears because of a higher chance
of picking one of the suboptimal policies (when using
Definition 3.2), as illustrated in Figure 2. Note that
this variance term has already been studied in the
context of estimating value functions in finite MDPs
using frequentist approximations of the parameters of
the MDPs (Rˆ and Tˆ ) [Mannor et al., 2007].
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Figure 2: Illustrations of the return estimates in the
augmented MDP MˆD (h = 2) for three different policies.
The policies are selected specifically for illustration pur-
pose based on the criterion V piDM ; the best performing
(in green), the worst performing (in red) and the me-
dian performing were selected in a set of 50 policies
built when D ∼ D has 5 trajectories of data from the
actual POMDP. On the actual POMDP, the expected
returns are V pi1M = 28, V
pi2
M = 33, V
pi3
M = 42 (in general,
these values need not be the same as the expected value
of the probability distribution in the two graphs).
4.3 Function approximator and discount
factor
We also illustrate the effect of using function approxi-
mators on the bias-overfitting tradeoff. To do so, we
process the output of the state representation φ(·) into
a deep Q-learning scheme (technical details are given
in appendix A.3). We can see in Figure 3 that deep
Q-learning policies suffer less overfitting as compared
to the frequentist-based approach (lower degradation
of performance in the low data regime) even though
using a large set of features still leads to more over-
fitting than a small set of features. We can also see
that deep Q-learning policies avoid introducing an im-
portant asymptotic bias (identical performance when
lots of data is available) because the neural network
architecture is rich enough. Note that the variance is
slightly larger than in Figure 1, and does not vanish to
0 with additional data. This is due to the additional
stochasticity induced when building the Q-value func-
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Figure 3: Evolution (as a function of the size of the





puted from a sample of NP = 50 POMDPs drawn from
P (same as Figure 1) with neural network as a func-
tion approximator. The bars are used to represent the
variance observed when dealing with different datasets
drawn from a distribution; note that this is not a usual
error bar.
tion with neural networks (note that when performing
the same experiments while taking the average recom-
mendation of several Q-value functions, this variance
decreases with the number of Q-value functions).
Finally, we empirically illustrate in Figure 4 the effect of
the discount factor. When a training discount factor is
lower than the one used in the actual POMDP (Γ < γ),
there is an additional bias term, while when a high
discount factor is used with a limited amount of data,
overfitting increases. In our experiments, the influence
of the discount factor is more subtle as compared to
the impact of the state representation and the function
approximator. The influence is nonetheless clear: it
is better to have a low discount factor when only a
few data is available, and it is better to have a high
discount factor when a lot of data is available.
5 Conclusion and future works
This paper discusses the bias-overfitting tradeoff of
batch RL algorithms in the context of POMDPs. We
propose an analysis showing that, similarly to su-
pervised learning techniques, RL may face a bias-
overfitting dilemma in situations where the policy class
is too large compared to the batch of data. In such
situations, we show that it may be preferable to con-
cede an asymptotic bias in order to reduce overfitting.
This (favorable) asymptotic bias may be introduced
through different manners: (i) downsizing the state
representation, (ii) using specific types of function ap-
101 102 103





























optimal policy score assuming 




Figure 4: Evolution in the frequentist-based case (as a





σP computed from a sample of NP = 10
POMDPs drawn from P with NS = 8 and NΩ = 8
(h = 3). The bars are used to represent the variance
observed when dealing with different datasets drawn
from a distribution; note that this is not a usual error
bar.
proximators and (iii) lowering the discount factor. The
main theoretical results of this paper relate to the state
representation and the originality of the setting pro-
posed in this paper compared to [Maillard et al., 2011;
Ortner et al., 2014] and the related work is mainly to
formalize the problem in a batch setting (limited set
of tuples) instead of the online setting. As compared
to [Jiang et al., 2015b], the originality is to consider a
partially observable setting.
The work proposed in this paper may also be of interest
in online settings because at each stage, obtaining a per-
formant policy from given data is part of the solution
to an efficient exploration/exploitation tradeoff. For in-
stance, this sheds lights on the interest of progressively
increasing the discount factor [François-Lavet et al.,
2015]. Besides, optimizing the bias-overfitting tradeoff
suggests to dynamically (along learning) adapt the fea-
ture space and the function approximator (e.g., through
ad hoc regularization, or by adapting the neural net-
work architecture, using for instance the NET2NET
transformation [Chen et al., 2015]).
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On overfitting and asymptotic bias in batch reinforcement learning with partial observability
A Appendix
A.1 Proof of Theorem 1
In the frequentist-based MDP MˆD∞,φ0(Σ0,A, Tˆ , Rˆ,Γ =




Rˆ′(φ0(H), a) + γ
∑
ϕ∈φ0(H)
Tˆ (φ0(H), a, ϕ)VpiD∞,φ0MˆD∞,φ0 (ϕ)
where the reward Rˆ′(φ0(H), a) =∑
ϕ∈φ0(H)
Tˆ (φ0(H), a, ϕ)Rˆ(φ0(H), a, ϕ). Then


























By using the definition of the -sufficient statistics, we
have
∥∥∥b(· | H(1))− b(· | H(2))∥∥∥
1
=









∥∥∥b(· | H(1))− bφ (· | φ(H(1)))∥∥∥
1
+
∥∥∥bφ (· | φ(H(2)))− b(· | H(2))∥∥∥
1
≤2
which has the consequence that
max
H(1),H(2),a








∣∣∣∣QpiD∞,φ0MˆD∞,φ0 (φ0(H(1)), a)−QpiD∞,φ0MˆD∞,φ0 (φ0(H(2)), a)
∣∣∣∣
≤Rmax + γ max
H(1),H(2),a∑
ϕ∈φ0(H)







1− γ = 
Rmax
1− γ
where the last line is obtained by noticing that the















with R ∈ [0, Rmax].
Applying Lemma 1 from [Abel et al., 2016]:






By further noticing that the dynamics provided by
MˆD∞,φ0 and M when starting in s0 provide an iden-
tical value function for a given policy piD,φ and that




M , the theorem follows.
A.2 Proof of Theorem 2
Let us denote ϕ ∈ φ(H):
V
piD∞,φ
M (ϕ)− V piD,φM (ϕ)
=(V
piD∞,φ
M (ϕ)− VpiD∞,φMˆD (ϕ))− (V
piD,φ






≤(V piD∞,φM (ϕ)− VpiD∞,φMˆD (ϕ))− (V
piD,φ
M (ϕ)− VpiD,φMˆD (ϕ))
≤ 2 max
pi∈{piD∞,φ,piD,φ}
∣∣∣V piM (ϕ)− VpiMˆD (ϕ)∣∣∣
It follows that ∀H
V
piD∞,φ










∣∣∣QpiM (ϕ, a)−QpiMˆD (ϕ, a)∣∣∣
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where QpiM (ϕ, a) is the action-value function for policy
pi in M with a ∈ A. Similarly Qpi
Mˆ
(ϕ, a) is the action-
value function for policy pi in Mˆ .
By Lemma 1, we have:
V
piD∞,φ




ϕ∈φ(H),a∈A∣∣∣∣∣∣Rˆ′(ϕ, a) + γ
∑
ϕ′∈φ(H)
Tˆ (ϕ, a, ϕ′)V piM (ϕ
′)−QpiM (ϕ, a)
∣∣∣∣∣∣
where Rˆ′(φ0(H), a) =∑
ϕ∈φ0(H) Tˆ (φ0(H), a, ϕ)Rˆ(φ0(H), a, ϕ).
With R ∈ [0, Rmax], we notice that Rˆ′(ϕ, a) +
γ
∑
ϕ′∈φ(H) Tˆ (ϕ, a, ϕ
′)V piM (ϕ
′) is the mean of i.i.d. vari-
ables bounded in the interval [0,Rmax1−γ ] and with mean
QpiM (ϕ, a) for any policy pi : φ(H) → A. Therefore,
according to Hoeffding’s inequality [Hoeffding, 1963],
we have with n the number of tuples for every pair
(ϕ, a):
P
{∣∣∣∣∣∣Rˆ′(ϕ, a) + γ
∑
ϕ′∈φ(H)










As we want to obtain a bound over all pairs (ϕ, a) and
a union bound on all policies pi ∈ Π s.t. |Π| = |A||φ(H)|
(indeed Equation 5 does not hold for piD,φ alone be-
cause that policy is not chosen randomly), we want the































with probability at least 1− δ.
Lemma 1 For any M =< S,A, T,R,Ω, O, γ >
and the frequentist-based augmented MDP Mˆ =<
Σ,A, Tˆ , Rˆ,Γ > defined from M according to definition
3.1, we have ∀pi : φ(H)→ A:
max
ϕ∈φ(H),a∈A
∣∣∣QpiM (ϕ, a)−QpiMˆD (ϕ, a)∣∣∣ ≤ 11− γ maxϕ∈φ(H),a∈A∣∣∣∣∣∣Rˆ′(ϕ, a) + γ
∑
ϕ′∈φ(H)
Tˆ (ϕ, a, ϕ′)V piM (ϕ
′)−QpiM (ϕ, a)
∣∣∣∣∣∣
Proof of Lemma 1 Given any policy pi, let us define
Q0,Q1, ...,Qm s.t.
Q0(ϕ, a) = QpiM (ϕ, a) and
Qm(ϕ, a) = Rˆ′(ϕ, a)+γ
∑
ϕ′∈φ(H) Tˆ (ϕ, a, ϕ
′)Vm−1(ϕ′),







Tˆ (ϕ, a, ϕ′)(Vm−1 − Vm−2)(ϕ′)
∣∣∣∣∣∣
≤ γ ‖(Vm−1 − Vm−2)(ϕ)‖∞
≤ γ ‖(Qm−1 −Qm−2)(ϕ, a)‖∞






1− γ ‖Q1 −Q0‖∞
which completes the proof.
A.3 Q-learning with neural network as a
function approximator: technical details
of Figure 3
The neural network is made up of three intermediate
fully connected layers with 20, 50 and 20 neurons with
ReLu activation function and is trained with Q-learning.
Weights are initialized with a Glorot uniform initializer
[Glorot & Bengio, 2010]. It is trained using a target Q-
network with a freeze interval (see [Mnih et al., 2015])
of 100 mini-batch gradient descent steps. It uses an
RMSprop update rule (learning rate of 0.005, rho=0.9),
mini-batches of size 32 and 20000 mini-batch gradient
descent steps.
