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Digital sequences and nets are among the most popular kinds of low discrepancy
sequences and sets and are often used for quasi-Monte Carlo quadrature rules.
Several years ago Owen proposed a method of scrambling digital sequences and
recently Faure and Tezuka have proposed another method. This article considers
the discrepancy of digital nets under these scramblings. The first main result of this
article is a formula for the discrepancy of a scrambled digital (l, t, m, s)-net in base
b with n=lbm points that requires only O(n) operations to evaluate. The second
main result is exact formulas for the gain coefficients of a digital (t, m, s)-net in
terms of its generator matrices. The gain coefficients, as defined by Owen, deter-
mine both the worst-case and random-case analyses of quadrature error. © 2002
Elsevier Science (USA)
1. INTRODUCTION
Monte Carlo (MC) and quasi-Monte Carlo (qMC) methods are two of
the most important techniques for multidimensional integration because of
their relative simplicity and because in many cases their performance
depends only mildly on the dimension of the problem. Several authors have
suggested combining the best of MC and qMC methods by using ran-
domized low discrepancy sets. This article studies the performance of one
important example—scrambled digital nets.
The digital construction is the primary way of obtaining (t, s)-sequences
and (t, m, s)-nets. The point sets discovered by [1, 14, 19, 26] are all
examples of digital sequences. For more details of nets and sequences see
the reviews by [11, 15, 16, 20]. Owen proposed a method for randomly
scrambling (t, s)-sequences, and later Faure and Tezuka [2] proposed
another random scrambling for digital (t, s)-sequences. Both methods may
be combined as described in Definition 1 below.
Before defining the scrambled digital sequences some notation is intro-
duced. Let the integer s \ 1 denote the dimension, the prime power b \ 2
denote a base, Zb={0, 1, ..., b−1} be the set of digits, and Fb be the finite
(Galois) field of order b. Consider bijections kk: Zb Q Fb, and gk: Fb Q Zb
defined for k=0, 1, ... with kk(0)=0 and gk(0)=0 for all but finitely
many k. It is also assumed that all but finitely many of the gk are the same.
For any non-negative integer i=· · · i3i2i1(base b), define the vector-valued
function k: Z+Q F
.
b by k(i)=(k1(i1), k2(i2), ...)
T. Also define the vector-
valued function g: F.b Q Z
.
b by g(a)=(g1(a1), g2(a2), ...)
T. For any point
z=0.z1z2 · · · (base b) ¥ [0, 1), define the vector-valued function
f: [0, 1)Q Z.b by f(z)=(z1, z2, ...)
T.
The construction of a digital sequence may be summarized as follows: k
takes the integer i and transforms it to a vector in F.b . After applying an
affine transformation to this vector involving the generator and scrambling
matrices the result is transformed to a vector of digits in Z.b by g. Then f
−1
is used to construct the point in [0,1). This process is repeated for each
coordinate to get a point in [0, 1) s.
Definition 1. Consider the following matrices and vectors: prede-
termined generator matrices C1, ..., Cs ¥ F.×.b , lower triangular matrices
L1, ..., Ls, L ¥ F.×.b with nonzero diagonal elements, and vectors
e1, ..., es, e ¥ F.b . It is assumed that any linear combination of columns of
any one Cr cannot be a vector ending in an infinite trail of the same
nonzero element. Assumptions on the other matrices and vectors are given
below. The digital sequence in base b is {x0, x1, x2, ...}, where each
xi=(xi1, ..., xis) ¥ [0, 1) s is defined by
f(xir)=g(LrCr(LTk(i)+e)+er), r=1, ..., s, i=0, 1, ... . (1)
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Here all arithmetic operations take place in the finite field Fb.
This article considers four important cases of scrambling or no scrambling.
(i) A basic (non-scrambled) digital sequence chooses L1=·· ·=
Ls=L=I, and ei=·· ·=es=e=0.
(ii) An Owen (O)-scrambled digital sequence chooses the elements
of L1, ..., Ls, e1, ..., es randomly, independently and uniformly over their
possible values. Also, L=I, e=0.
(iii) A Faure–Tezuka (FT)-scrambled digital sequence chooses ele-
ments of L, e randomly and independently. The elements of L are chosen
uniformly over their possible values. The elements of e are chosen so that e
has a finite number of nonzero elements almost surely. Also, L1=·· ·=
Ls=I, and e1=·· ·=es=0.
(iv) An Owen-Faure-Tezuka (OFT)-scrambled digital sequence chooses
the elements of L1, ..., Ls, L, e1, ..., es, e randomly as in (ii) and (iii) above.
Some explanation is required for the conditions assumed above. A finite
integer i has at most a finite number of nonzero digits. Thus, by the
assumption on the kk, the vector k(i) has only a finite number of nonzero
elements. Since L is lower triangular, the vector LTk(i) has only a finite
number of nonzero elements, which ensures that the product CrLTk(i) is
finite. Likewise the vector e is chosen to have a finite number of nonzero
elements almost surely so that Cre is finite. The function f gives proper
b-ary expansions of its arguments, i.e., f(z) cannot end in an infinite trail
of b−1, so, the right side of (1) should not give a vector ending in an infi-
nite trail of b−1 almost surely. To insure this, it is assumed that any linear
combination of columns of any Cr cannot be a vector ending in an infinite
trail of the same nonzero element, and that all but finitely many of the gk
are the same.
The basic definition of a digital sequence is given in [11, 12, 15]. The
definition of Owen’s scrambling given by [21] is not exactly as given
above, however, the above implementation captures the most important
properties of his scrambling [10, 13]. Faure and Tezuka’s original defini-
tion of their scrambling took e=0, so what is described here is a slight
generalization. Geometric interpretations of Owen’s scrambling are given in
[7, 25]. Owen’s scrambling randomly scrambles the digits of a sequence.
Faure and Tezuka scrambling reorders all blocks of bm points for all values
of m.
When b is a prime number, one may consider Fb to be {0, ..., b−1} with
arithmetic operations performed modulo b. The identity mapping is the
canonical bijection from Zb to Fb. This important case will be considered
further below.
SCRAMBLED DIGITAL NETS 137
The quality of a digital sequence is often measured by its t-value, which
is related to the generator matrices. Smaller values of t imply a better
sequence. The lemma below describes how to find the t-value for a digital
sequence. For the proof see [11, 12, 15].
Lemma 2. Let {x0, x1, x2, ...} be a digital sequence in base b with
generator matrices C1, ..., Cs. For any positive integer m let c
T
rmk be the row
vector containing the first m columns of the kth row of Cr. Let t be an
integer, 0 [ t [ m, such that for all s-vectors d=(d1, ..., ds) of non-negative
integers with ||d||1=m−t the vectors crmk, k=1, ..., dr, r=1, ..., s, are
linearly independent over Fb. Then for any non-negative integer n and any
l=0, ..., b−1 with l [ b−(n mod b), the set {xnbm, ..., x(n+l) bm−1}, is a
(l, t, m, s)-net in base b. (Note that a (1, t, m, s)-net is the same as a
(t, m, s)-net.) If the same value of t holds for all non-negative integers m,
then the digital sequence is a (t, s)-sequence.
The effectiveness of scrambled digital nets for quadrature can be
measured in at least two ways: by worst-case and random-case error anal-
ysis [8]. Suppose that the integral of interest is
I(f)=F
[0, 1)s
f(x) dx,
and the quadrature rule takes the form of a sample average,
Q(f; P)=
1
n
C
n−1
i=0
f(xi),
for some point set P={x0, ..., xn−1} … [0, 1) s. If the integrands lie in a
Hilbert space,H, then the worst-case quadrature error for an integrand of
at most unit size is the discrepancy:
D(P)= sup
f ¥H,
||f|| [ 1
|I(f)−Q(f; P)|.
If the Hilbert space has a reproducing kernel K(x, y), then the discrep-
ancy may be written as [6]
D2(P)=D2(P; K)=F
[0, 1)2s
K(x, y) dx dy
−
2
n
C
n−1
i=0
F
[0, 1)s
K(xi, y) dy+
1
n2
C
n−1
i, j=0
K(xi, xj).
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The focus of this article is on quadrature that uses randomly O-, FT-, or
OFT-scrambled digital nets, Psc, obtained from basic digital nets P. Thus,
one may consider the root mean square discrepancy,
errwsc(P; K)=rms
Psc
D(Psc; K)=rms
Psc
sup
f ¥H,
||f|| [ 1
|I(f)−Q(f; Psc)|,
where rms denotes the root mean square. For the case of O-scrambling,
this quantity may be computed by observing that
errwO(P; K)=rms
PO
D(PO; K)=D(P; KO),
where PO is an O-scrambling of an arbitrary set P and KO is a Haar
wavelet filtering of the original reproducing kernel K [9].
The O-scramble-invariant kernel, KO, is of the following form
KO(x, y)= C
” … u ı {1, ..., s}
C
o
wuob |o|D
r ¥ u
(bNkr (xr, yr)−Wkr (xr, yr)), (2)
where Nk(x, y) and Wk(x, y) are two indicator functions introduced by
[22] and defined as
Nk(x, y)=1B(k+1)(x, y), Wk(x, y)=1B(k)(x, y),
here the set B( · ) is defined by
B(k)={(x, y) : NbkxM=NbkyM}.
The ‘‘narrow’’ function Nk(x, y) measures whether more than the first k
digits of x and y are the same, while the ‘‘wide’’ functionWk(x, y) measures
whether at least the first k digits of x and y are the same. The sum in (2) is
taken over all non-empty subsets u of {1, ..., s}, and over all |u|-vectors o of
non-negative integers kr for r ¥ u, where |u| denotes the cardinality of u.
The notation |o| denotes the a1-norm of o. The wuo are some positive
scalars whose values depend on integrals involving the original kernel, K
[9].
Since KO(x, y) integrates to zero with respect to either variable, the
discrepancy is reduced to
(errwO(P; K))
2=D2(P; KO)=
1
n2
C
n−1
i, j=0
KO(xi, xj). (3)
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It is shown in Theorem 4 that if P is a basic digital (l, t, m, s) in base b,
so n=lbm, then the above quantity may be reduced to l single sums over
bm points.
The gain coefficients of a net P have been defined by [22, 24] as
Cuo(P)=
1
n(b−1) |u|
C
n−1
i, j=0
D
r ¥ u
(bNkr (xir, xjr)−Wkr (xir, xjr)). (4)
The discrepancy can be expressed in terms of these gain coefficients as
[9]
D2(P; KO)=
1
n
C
” … u ı {1, ..., s}
C
o
wuo(b−1) |u| b |o|Cuo(P). (5)
The discrepancy depends on the net P only through the gain coefficients
Cuo(P). If P is a (0, m, s)-net, then Cuo(P) can be evaluated precisely [22].
However, if P is a (t, m, s)-net with t > 0, then Cuo(P) can only be
bounded, but not computed precisely on the basis of the t-value alone [9,
17, 24]. Here it is shown that for digital nets with arbitrary t the gain coef-
ficients can be determined precisely based upon Ad(o, v)(P) defined in (20), a
quantity that depends only on the generator matrices C1, ..., Cs. The
formula for the gain coefficients of digital nets is given by Theorem 7.
In the analysis of Monte Carlo quadrature rules one commonly performs
a random-case error analysis, i.e., one computes
errr(P; K)= sup
f ¥H,
||f|| [ 1
rms
Psc
|I(f)−Q(f; Psc)|.
Hickernell and Woz´niakowski [8] compare the worst-case and random-
case error analyses. The random-case quadrature error of O-scrambled nets
and sequences has been studied by [21–24, 27, 28]. The quantity err r(P; K)
also depends on gain coefficients, so the results in Theorem 7 apply here as
well.
2. DISCREPANCY OF NETS BASED ON
AN O-SCRAMBLE-INVARIANT KERNEL
In this section a formula is derived for the discrepancy of scrambled or
basic digital (l, t, m, s)-nets based on an O-scramble-invariant kernel. For
any .×1 vector a=(a1, a2, ...)T, let t(a) denote the number of zero ele-
ments in a preceding the first nonzero element:
t(a)=˛min{k: ak+1 ] 0}, if a ] 0,
., if a=0.
(6)
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By abusing the notation somewhat t(a) is defined when a is an integer
vector as well as when a is a vector with elements in Fb. It follows that the
smallest interval of the form [0, b−k), k=0, 1, ... that contains z is
[0, b−t(f(z))). In addition, define the .×s matrix valued function F(x)=
f(x1), ..., f(xs)), and the 1×s vector valued functions t((a1, ..., as))=
(t(a1), ..., t(as)). This notation allows one to express the reproducing
kernel KO as follows:
Lemma 3. The reproducing kernel as defined in (2) may be written
equivalently as
KO(x, y)=K˜O(t(F(x)−F(y)))= C
” … u ı {1, ..., s}
C
o
wuob |o|
×D
r ¥ u
(b1[0, t(f(xr)−f(yr)))](kr+1)−1[0, t(f(xr)−f(yr)))](kr)). (7)
Proof. The function Wkr (xr, yr) in (2) measures whether or not the
first kr digits of xr and yr are the same. This is equivalent to measuring
whether or not f(xr) and f(yr) have the same first kr elements, i.e.,
whether or not the first kr elements of f(xr)−f(yr) are all zeros.
So, Wkr (xr, yr)=1[0, t(f(xr)−f(yr)))](kr). A similar argument shows that
Nkr (xr, yr)=1[0, t(f(xr)−f(yr)))](kr+1). L
From this lemma it is clear that the reproducing kernel KO(x, y) depends
on the f(xr)−f(yr), r=1, ..., s. In other words, KO(x, y) only depends on
the differences between the digits of the elements of x and y. This fact is
now used to simplify the expression of the discrepancy based on KO for
digital nets.
Theorem 4. Let {xi} be a basic digital sequence in a prime power base b
as defined in Definition 1. For l=1..., b−1, let Pl denote the basic digital
(l, t, m, s)-net {x0, ..., xlbm−1} with n=lbm points. For n=0, 1, ... with
(n mod b)+l [ b, let Psc={znbm, ..., z(n+l) bm−1} be some basic or O-, FT-, or
OFT-scrambled digital (l, t, m, s)-net with the same generator matrices, Cr,
as Pl. These four cases of possible scramblings will be denoted PB, PO, PFT,
and POFT, respectively. The following statements are true.
(i) For any particular net PB or PFT, it also follows that
D(PO; KO)=D(PB; KO), D(POFT; KO)=D(PFT; KO),
almost surely with respect to O-scrambling.
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(ii) The worst-case error under O-scrambling of the basic net, PB, is
(errwO(PB; K))
2=D2(PB; KO)=
1
n
1 Cbm−1
ı˜=0
KO(xk −1m+1(0) bm+ı˜, 0
2
+
2
l
C
n+l−1
ıˆ=n
C
ıˆ −1
[ˆ=n
1 Cbm−1
ı˜=0
KO(xk −1m+1(km+1(ıˆ)−km+1([ˆ)) bm+ı˜, 0)
2 .
(iii) If b is prime, and the kk are the canonical bijections, then the
above formula may be simplified to
(errwO(PB; K))
2=D2(PB; KO)=D2(Pl; KO)=D2(Pl; KO)
=
1
n
1 Cbm−1
ı˜=0
KO(xı˜, 0)+C
l−1
ıˆ=1
2(l− ıˆ)
l
C
bm−1
ı˜=0
KO(xıˆbm+ı˜, 0)2 .
(iv) For any prime power b and any bijections kk satisfying
kk(0)=0 -k the worst-case error under OFT-scrambling of the basic net, PB,
satisfies
(errwOFT(PB; K)
2=E(D2(PFT; KO))
=
1
n
1 Cbm−1
ı˜=0
KO(xı˜, 0)+
l−1
b−1
C
b−1
ıˆ=1
C
bm−1
ı˜=0
KO(xıˆbm+ı˜, 0)2 .
Proof. Let {zi} denote an O-scrambled or OFT-scrambled net, and {yi}
denote the same net before O-scrambling has been applied. Using the
bijections defined in the previous section, this means that f(zir)=
g(Lrg−1(f(yir))+er), r=1, ..., s for all i almost surely. The discrepancy of
{zi}, according to (3), involves a double sum of KO(zi, zj)=K˜O(t(F(zi)
−F(zj))) (see Lemma 3). Because the function t only depends on how
many leading zeroes there are in its arguments, because g is a vector of
bijections, and because multiplication by any lower triangular matrix Lr
does not change the number of leading zeros, one may deduce that
t(f(zir)−f(zjr))
=t(g(Lrg−1(f(yir))+er)−g(Lrg−1(f(yjr))+er))
=t(Lr(g−1(f(yir))−g−1(f(yjr))))
=t(g−1(f(yir))−g−1(f(yjr)))
=t(f(yir)−f(yjr)). (8)
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This implies that KO(zi, zj)=KO(yi, yj). Thus, the discrepancies of nets
with and without O-scrambling are the same, which completes the proof of (i).
According to (3) this square discrepancy of the scrambled net, Psc, with
n=lbm points is
D2(Psc; KO)=
1
n2
C
(n+l) bm−1
i, j=nbm
KO(zi, zj)=
1
n2
C
n+l−1
ıˆ, [ˆ=n
S(ıˆ, [ˆ)
=
1
n2
1 Cn+l−1
ıˆ=n
S(ıˆ, ıˆ )+2 C
n+l−1
ıˆ=n+1
C
ıˆ −1
[ˆ=n
S(ıˆ, [ˆ)2 (9)
where
S(ıˆ, [ˆ)= C
bm−1
ı˜, [˜=0
KO(zıˆbm+ı˜, z[ˆbm+[˜), ıˆ, [ˆ=0, ..., b−1. (10)
The last equality in (9) is obtained by applying S(ıˆ, [ˆ)=S([ˆ, ıˆ ), which
follows from definition (10) and the symmetry of the reproducing kernel in
its arguments.
By Lemma 3 the quantity KO(zıˆbm+ı˜, z[ˆbm+[˜) is a function of the t(F(zıˆbm+ı˜)
−F(z[ˆbm+[˜)). Furthermore, by following the argument leading to (8) it can
be shown that
t(f(zıˆbm+ı˜, r)−f(z[ˆbm+[˜, r))=t(g−1(f(yıˆbm+ı˜, r))−g−1(f(y[ˆbm+[˜, r)))
=t(CrLT(k(ıˆbm+ı˜)−k([ˆbm+[˜))).
By the assumption on n and l, the net Psc is a subset of the scrambled
digital (1, t, m+1, s)-net Pˆsc={znˆbm, ..., z(nˆ+b) bm−1}, where nˆ=bNn/bM. Thus,
for any fixed integers ıˆ, [ˆ and [˜, and letting ı˜ vary over its range, the vector
k(ıˆbm+ı˜)−k([ˆbm+[˜) takes on all possible values in its first m elements, is
km+1(ıˆ)−km+1([ˆ) in its m+1st element, and is zero in all remaining ele-
ments. The same is true for the vector LT(k(ıˆbm+ı˜)−k([ˆbm+[˜)).
These observations allow the double sum, S(ıˆ, [ˆ), to be simplified as a
single sum:
S(ıˆ, [ˆ)= C
bm−1
ı˜, [˜=0
KO(zıˆbm+ı˜)= C
bm−1
ı˜, [˜=0
K˜O(t(F(zıˆbm+ı˜)−F(z[ˆbm+[˜)))
= C
bm−1
ı˜, [˜=0
K˜O(t(F(xk −1m+1(lm+1, m+1(km+1(ıˆ)−km+1([ˆ))) bm+ı˜)))
=bm C
bm−1
ı˜=0
KO(xk −1m+1(lm+1, m+1(km+1(ıˆ)−km+1([ˆ))) bm+ı˜, 0). (11)
SCRAMBLED DIGITAL NETS 143
Substituting this above into (9) and noting that S(ıˆ, ıˆ ) is independent of ıˆ
gives the following formula for the square discrepancy:
D2(Psc; KO)=
1
n
1 Cbm−1
ı˜=0
KO(xk −1m+1(0) bm+ı˜, 0)
+
2
l
C
n+l−1
ıˆ=n+1
C
ıˆ −1
[ˆ=n
1 Cbm−1
ı˜=0
KO(xk −1m+1(lm+1, m+1(km+1(ıˆ)−km+1([ˆ))) bm+ı˜, 0)
22 . (12)
For the basic net, PB, one has lm+1, m+1=1, and the square discrepancy in
(12) becomes
D2(PB; KO)=
1
n
1 Cbm−1
ı˜=0
KO(xk −1m+1(0) bm+ı˜, 0)
+
2
l
C
n+l−1
ıˆ=n+1
C
ıˆ −1
[ˆ=n
1 Cbm−1
ıˆ=0
KO(xk −1m+1(km+1(ı˜)−km+1([ˆ)) bm+ı˜, 0)
22 .
This yields conclusion (ii). If, in addition, b is prime, and all the kk are the
canonical bijections, then k−1m+1(km+1(ıˆ)−km+1([ˆ))=ıˆ− [ˆ mod b. This
allows the above formula to be simplified further:
D2(PB; KO)=
1
n
1 Cbm−1
ı˜=0
KO(xı˜, 0)+
2
l
C
n+l−1
ıˆ=n+1
C
ıˆ −1
[ˆ=n
1 Cbm−1
ı˜=0
KO(x(ıˆ− [ˆ) bm+ı˜, 0)22
=
1
n
1 Cbm−1
ı˜=0
KO(xı˜, 0)+
2
l
C
l−1
ıˆ=1
(l− ıˆ) 1 Cbm−1
ı˜=0
KO(xıˆbm+ı˜, 022 .
Since this quantity is independent of n, it also follows that D(PB; KO)=
D(Pl; KO). This yields conclusion (iii).
For the FT-scrambled net lm+1, m+1 is a random nonzero element of Fb.
Under the assumption that km+1(0)=0, it follows that for ıˆ ] [ˆ the quan-
tity k−1m+1(lm+1, m+1(km+1(ıˆ)−km+1([ˆ))) takes the values 1, ..., b−1 with
equal probability. This implies by (12) that
E(D2(PFT; KO))
=
1
n
1 Cbm−1
ı˜=0
EKO(xk−1m+1(0) bm+ı˜, 0)
+
2
l
C
n+l−1
ıˆ=n+1
C
ıˆ −1
[ˆ=n
1 Cbm−1
ı˜=0
EKO(xk −1m+1(lm+1, m+1(km+1(ıˆ)−km+1([ˆ))) bm+ı˜, 0)
22
=
1
n
1 Cbm−1
ı˜=0
KO(xı˜, 0)+
l−1
b−1
C
l−1
ıˆ=1
C
bm−1
ı˜=0
KO(xıˆbm+ı˜, 0)2 ,
and so (iv) is proved. L
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The effect of FT-scrambling on a digital sequence is to randomly
permute blocks of points of size bm within larger blocks of bm+1 points
for all m=0, 1, ... . FT-scrambling does not affect the discrepancy for
(1, t, m, s)-nets, but only for (l, t, m, s)-nets with l > 1 or for subsets of
digital sequences that are not nets.
Since the formulas for the discrepancies and root mean square dis-
crepancies of digital nets in Theorem 4 require only O(n) evaluations of
the reproducing kernel, they are much more efficient to evaluate than for
arbitrary sets. A similar property holds for the discrepancies of shifted
integration lattices based on a shift-invariant kernel [5].
For arbitrary values of wuo the evaluation of KO at one requires the
evaluation of an infinite series. However, this can be simplified for the
commonly occuring case of
wuo=cbub−(1+m) |o|, bu=D
r ¥ u
br, (13)
where c > 0, m > 0 and br > 0 for r=1, ..., s. Many popular reproducing
kernels, including those appearing in [4, 6], have corresponding
O-scrambled kernels with wuo of the above form. The function G(t; m)
is defined as
G(t; m)=˛ −1, t=0,(bm−1)−1(bm(b−1−b1−mt)+b−mt), 0 < t <.,
(bm−1)−1(b−1) bm, t=..
(14)
Under these assumptions the scramble invariant kernel in (2) may be
written as follows:
Lemma 5. Let the scalars wuo, the function t, and the function G(t, m) be
defined as in (13), (6) and (14), respectively. Then the scramble-invariant
kernel KO(x, y) defined in (2) can be expressed as
KO(x, y) 1 −1+Ds
r=1
(1+brG(t(f(xr)−f(yr)); m))2 . (15)
Proof. Substituting the values of wuo into Lemma 3 gives
KO(x, y)= C
” … u ı {1, ..., s}
C
o
cbub−m |o|
×D
r ¥ u
(b1[0, t(f(xr)−f(yr))](kr+1)−1[0, t(f(xr)−f(yr))](kr)),
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which sums using the binomial theorem to
KO(x, y)=c 1 −1+Ds
r=1
(1+brS˜(t(f(xr)−f(yr))))2 ,
where
S˜(t)= C
.
kr=0
b−mkr(b1[0, t](kr+1)−1[0, t](kr)).
It is now shown that S˜(t)=G(t; m) to complete the proof. If t=0, then
S˜(t)=−1=G(t; m).
If t=., then
S˜(t)= C
.
kr=0
b−mkr(b−1)=
bm(b−1)
bm−1
=G(t; m).
If 0 < t <., then
S˜(t)=−b−mt+ C
t−1
kr=0
b−mkr(b−1)=
bm(b−1−b1−mt)+b−mt
bm−1
=G(t; m). L
3. GAIN COEFFICIENTS FOR DIGITAL (T, M, S)-NETS
As was noted in (4) and (5) the discrepancy of a net can be written in
terms of its gain coefficients. This section derives some formula for the
gain coefficients, Cuo, for digital (t, m, s)-nets in base b. The case of
(l, t, m, s)-nets for l \ 2 is not considered because of technical difficulties.
Since O-scrambling leaves gain coefficients unchanged, and FT-scrambling
of a (t, m, s)-net just reorders the points of the net, the results here apply
whether or not the net is scrambled. The approach here is similar to that of
[17].
For any scrambled or non-scrambled net P={xnbm, ..., x(n+1) bm−1} the
gain coefficients Cuo(P) defined in (4) may be expressed as
Cuo(P)=
1
n(b−1) |u|
C
v ı u
b |u|− |v| (−1) |v| C
(n+1) bm−1
i=nbm
nuov(xi), (16)
where nuov(xi) is defined by
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nuov(xi)= C
(n+1) bm−1
j=nbm
D
r ¥ u−v
Nkr (xir, xjr) D
rŒ ¥ v
WkrŒ (xirŒ, xjrŒ)
= C
(n+1) bm−1
j=nbm
1 D
r ¥ u−v
1[0, t(f(xir)−f(xjr))](kr+1)
×D
rŒ ¥ v
1[0, t(f(xirŒ)−f(xjrŒ))](krŒ)2 . (17)
Observe that nuov(xi) is just the number of points in P whose rth compo-
nents share the same first kr+1 digits as xir, -r ¥ u−v, and whose rŒth
components share the same first krŒ digits as xirŒ, -rŒ ¥ v.
If P is a digital net in base b as defined in Definition 1, then nuov(xi) can
be simplified. Some further notation must be introduced. Recall that cTrmk is
the first m columns of the k-th row vector of the generator matrix
Cr, r=1, ..., s. For any u ı {1, ..., s}, any |u|-vector o=(kr)r ¥ u, and any
v ı u, the s-vector d(o, v)=(d1, ..., ds) is defined by
dr=˛kr+1r ¥ u−v for r ¥ u,
0 for r ¨ u.
(18)
For this vector d(o, v), the |d(o, v)|×m matrix Cmd(o, v) is defined by
Cmd(o, v)=(c1m1, ..., c1md1 , ..., csm1, ..., csmds )
T. (19)
In other words, Cmd(o, v) consists of the first d1 rows of C1, then the first d2
rows of C2 and so on. The following quantity is related to the rank of
Cmd(o, v):
Amd(o, v)(P)=m− rank(Cmd(o, v)). (20)
Note that the t-value of the net P, as given by Lemma 2 can be written as
t= max
|d(o, v)|=m
Amd(o, v)(P),
so Amd(o, v)(P) is like a local t-value. The quantity Amd(o, v) defined here is
similar to the quantity Ad(P) defined by Niederreiter and Pirsic [17].
However, their definition is more general because it applies to all
(t, m, s)-nets, not only digital nets.
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Lemma 6. Let P={xnbm, ..., x(n+1) bm−1} be any digital (t, m, s)-net in
base b with generator matrices C1, ..., Cs and any kind of scrambling. Then
Cuo(P)=
1
(b−1) |u|
C
v ı u
(−1) |v| b |u|− |v|+Amd(o, v)(P).
Proof. For any vector d(o, v) define the |d(o, v)|× |d(o, v)| block-
diagonal matrix Ld(o, v), whose first block is the upper, left d1×d1 block of
L1, the second block is the upper, left d2×d2 block of L2, and so on. Since
the blocks of Ld(o, v) are nonsingular, so is Ld(o, v). For any xi, xj ¥ P it
follows that the term in braces in (17) may be expressed as
D
r ¥ u−v
1[0, t(f(xir)−f(xjr))](kr+1) D
rŒ ¥ v
1[0, t(f(xirŒ)−f(xjrŒ))](krŒ)
=31, t(Ld(o, v)Cmd(o, v)LT(k(i)−k(j)))=0,
0, otherwise
For any particular i, nbm [ i [ (n+1) bm−1 and for j taking on all values
in this range, LT(k(i)−k(j)) takes on all possible values in its first m
elements and is zero in the remaining elements, and so the number of j for
which t(Ld(o, v)Cmd(o, v)LT(k(i)−k(j)))=0 is
nuov(xi)=bm− rank(Ld(o, v)Cmd(o, v))=bm− rank(Cmd(o, v))=bAmd(o, v)(P).
Substituting this expression into (16) completes the proof. L
Theorem 7. Let P be a digital (t, m, s)-net in base b generated by the
m×m-matrices C1, ..., Cs. Let u and o be given and Amd(o, v)(P) be defined as
in (20).
(i) If |k|+|u| [ m−t, then Cuo(P)=0.
(ii) If m−t− |u| < |o| [ m−t, then
Cuo(P)=
1
(b−1) |u|
C
−m+t+|o|+|u|−1
a=0
(−1)a C
v ı u
|v|=a
(b |u|−a+Amd(o, v)(P)−bm−|o|).
(iii) If |o| > m−t then
Cuo(P)=
b |u|
(b−1) |u|
C
|u|
a=0
(−1)a b−a C
v ı u
|v|=a
bAmd(o, v)(P).
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Proof. If |o| > m−t, then (iii) above is just another way of writing the
result of Lemma 6. Cases (i) and (ii) require proof.
If |o|+|u| [ m−t, then from the definition of d(o, v) in (18) it follows
that |d(o, v)|=|o|+|u|− |v| < m−t for any v ı u. Thus, according to
Lemma 2 it follows that Amd(o, v)(P)=m−|o|− |u|+|v|. Thus, from Lemma
6 it follows that
Cuo(P)=(b−1)−|u| C
v ı u
(−1) |v| b |u|− |v|+m−|o|− |u|+|v|
=(b−1)−|u| C
v ı u
(−1) |v| bm−|o|=0,
by the binomial theorem.
If m−t− |u| < |o| [ m−t, then for any v ı u with |v| \ −m+t+|o|+|u|
one has |d(o, v)|=|o|+|u|− |v| [ m−t, and so Amd(o, v)(P)=m−|o|− |u|
+|v|. Then the sum appearing in the expression of Cuo(P) in Lemma 6 may
be written as
C
v ı u
(−1) |v| b |u|− |v|+Amd(o+v)(P)=C
v ı u
(−1) |v| (b |u|− |v|+Amd(o, v)(P)−bm−|o|)
= C
v ı u
|v| < −m+t+|o|+|u|
(−1) |v| (b |u|− |v|+Amd(o, v)(P)−bm−|o|)
= C
−m+t+|o|+|u|−1
a=0
(−1)a C
v ı u
|v|=a
(b |u|−a+Amd(o, v)(P)−bm−|o|).
This completes the proof of the theorem. L
Niederreiter and Pirsic [17] have pointed out that it is often the case that
the upper left m×m blocks of the generating matrices C1, ..., Cs are all non-
singular. In fact, there is no advantage to choosing them otherwise. Under
this assumption Amd(o, v)(P)=0 if maxrdr \ m. Moreover, if maxrkr \ m,
then Amd(o, v)(P)=0 for all v ı u, and consequently Cuo(P)=1 by Theorem 7.
If t=0, the formula for the gain coefficients can be simplified. Note that
if |o| > m or if m−|u| < |o| [ m and |v| < −m+|o|+|u|, then |d(o, v)|=
|o|+|u|− |v| > m and so Amd(o, v)(P)=0. Applying this observation to
Theorem 7 gives the following corollary.
Corollary 8. If P is a scrambled or non-scrambled digital (0, m, s)-net
in base b, then
Cuo(P)=0, for |o|+|u| [ m,
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Cuo(P)=
1
(b−1) |u|
C
−m+|o|+|u|−1
a=0
(−1)a R |u|
a
S (b |u|−a−bm−|o|),
for m−|u| < |o| [ m,
Cuo(P)=1, for |o| > m.
4. CONCLUSION
The quality of a digital (t, m, s)-net or (t, s)-sequence is often judged on
the basis of its t-value. However, nets with the same t-values may have dif-
ferent gain coefficients and thus, different discrepancy values. One way to
distinguish among nets with the same t-value is to compute all of their
coefficients, which is similar to computing the t-values of all projection of
the nets into lower dimensional spaces. However, this may be time con-
suming. An alternative is to compute the discrepancies of the nets based on
O-scrambled-invariant kernels. Using the formulas in Theorem 4 reduces
the work involved in computing the discrepancy to O(n), the same asymp-
totic order as is required to generate the nets.
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