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ABSTRACT 
In this paper we address several constrained transportation optimization problems (e.g. vehicle routing, shortest 
Hamiltonian path), for which we present novel algorithmic solutions and extensions, considering several optimization 
objectives, like minimizing costs and resource usage. All the considered problems are motivated by practical situations 
arising, for instance, in the mining and metallurgical industry or in data communication. We restrict our attention to 
transportation networks with path, tree or geometric structures, for which the developed polynomial-time algorithms are 
optimal or nearly optimal. 
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1. INTRODUCTION 
Transportation optimization is a very important topic in many domains, like mining, metallurgical and food industry, 
airplane and train scheduling, computer networks (file transfers, live and on-demand audio/video streaming), distribution 
of natural resources (natural gas, oil), and so on. Each of these fields has its own specific transportation problems, but, 
from a broader point of view, there are many similarities. In this paper we consider several constrained optimization 
problems for transportation networks with restricted topologies (e.g. networks with tree or path structures, or networks 
embedded in the plane). Some of these problems have applications in multiple fields (e.g. mining and metallurgical 
industry, as well as network data transfers), given an appropriate interpretation of the problem parameters. 
The rest of this paper is structured as follows. In Section 2 we present the (relaxed) open vehicle routing problem in 
tree networks, for which we developed several efficient, polynomial-time algorithms. In Section 3 we consider a single 
vehicle routing problem with DFS constraints in trees, with the objective of minimizing the total fuel consumption. In 
Section 4 we present new algorithmic approaches and extensions for the well-known jeep problem. In Section 5 we 
present improved algorithms for computing the shortest Hamiltonian path fully contained inside a simple polygon (where 
the vertices of the polygon are also the graph’s nodes). Finally, in Section 6 we discuss related work and in Section 7 we 
conclude and discuss future work. 
2. THE (RELAXED) OPEN VEHICLE ROUTING PROBLEM IN TREES 
In the (relaxed) Open Vehicle Routing Problem, we are given a connected, undirected graph composed of n vertices 
and m edges. Each edge (u,v) has a length l(u,v). A central depot (one of the graph’s vertices) contains p vehicles. Each 
vehicle i (1≤i≤p) will be sent along a (possibly self-intersecting) path P(i) in the graph. In the standard Vehicle Routing 
Problem, the path must start and end back at the central depot, but in the open version considered here, each vehicle’s 
path starts at the depot, but may end in any of the graph’s vertices. Each vertex in the graph must be served by at least 
one of the vehicles. Thus, for each graph vertex u, there must be a vehicle i, such that u∈P(i). Given these constraints, 
we consider an objective function based on the lengths of the paths P(i) of the vehicles (the length of a path is the sum of 
the lengths of the edges composing the path; if an edge appears k≥1 times in a path, then its length is added k times). 
Two standard objective functions are: minimizing the sum of the lengths of the paths and minimizing the maximum 
length of a path (we can also consider a third case, where every vehicle i has a weight w(i) and we want to minimize the 
maximum weighted length of every path, i.e. the product between the weight of the vehicle and the length of the 
vehicle’s path or the sum of the weighted lengths). 
We will consider the objective of minimizing the total length of the vehicles’ paths, in the restricted case when the 
network is a tree (a connected, acyclic, undirected graph). We will start with a greedy algorithm, which was brought to 
our attention by Prof. S. Ciurea, in a personal communication. We will root the tree at the vertex containing the central 
depot (r), thus defining parent-son relationships. Every vertex u, except r, will have a unique parent, denoted by 
parent(u). All the neighbors of a vertex u, except parent(u), will be its sons. We denote by ns(u) the number of sons of 
  
vertex u and by s(u,1), …, s(u,ns(u)) the sons of vertex u. A leaf (or terminal) vertex is a vertex which has no sons. The 
subtree T(u) of a vertex u is defined recursively as the set of vertices composed of u and the subtrees of vertex u’s sons, 
together with all the tree edges between these vertices. 
Let’s consider a vehicle’s path as a sequence of vertices: v1=r, v2, v3, …, vk, such that vi and vi+1 (1≤i≤k-1) are 
neighbors (the edge (vi,vi+1) exists in the tree). A vertex may appear multiple times in this sequence. It is easy to notice 
that, in an optimal strategy, the final vertex visited by every vehicle is a leaf vertex. Let’s assume that the final vertex v of 
a path P(q) is not a leaf vertex. In this case, there exists at least one leaf l in T(v) and this leaf has to be visited by at least 
one vehicle. We can either extend the path of P(q) to include l or l is visited by another vehicle q’, which also visits the 
vertex v. In this case, we can reduce the path P(q) by one vertex. We can use this reasoning repeatedly, until the final 
vertex of every vehicle’s path is a leaf. 
We will color the tree vertices using two colors, red and blue, according to the following rule. A vertex u is colored 
red if the edges (parent(u), u) and (u, parent(u)) appear together in the path of at least one vehicle. All the other vertices 
are colored blue. Note that the tree’s root is always a blue vertex. We will start with all the tree vertices colored red 
(except for the root) and a total cost equal to twice the sum of the costs of all the edges in the tree. This cost corresponds 
to a vehicle sent out from the root which traverses every edge twice and then returns to the root. Obviously, this vehicle 
visits all the vertices of the tree. We will repeatedly improve this solution, in a greedy fashion. Let’s assume that Ctotal is 
the current total cost of the vehicle routing strategy. At each step, we will consider all the leaves l which are colored in 
red. For each such leaf l, we search for the vertex v=closest_blue(l) on the path from the tree root to l, which is colored 
in blue and is the closest to l. We now compute δ(l)=path_cost(root, closest_blue(l)) - path_cost(closest_blue(l), l), 
where path_cost(u,v) denotes the sum of the costs of the edges on the path between vertices u and v; one of the two 
vertices must be an ancestor of the other one. At the end of each step we choose the leaf vertex l for which δ(l) is 
minimum (and negative). If δ(l) is negative, we color all the vertices on the path between l and closest_blue(l) (including 
the endpoints) in blue and add δ(l) to Ctotal. The algorithm stops when p steps have been performed or when the 
minimum value δ(l) is not negative. In order to compute path_cost(u,v) in O(1) time, we will traverse the tree and 
compute droot(i) for each vertex i: droot(r)=0 and droot(i) = droot(parent(i))+l(parent(i),i). Then, path_cost(u,v) = 
|droot(u)-droot(v)|. 
After the first step, we obtain the optimal route when only one vehicle is available. At every successive step, we 
introduce a new vehicle, which traverses the tree path from the root towards the leaf vertex l with the minimum δ(l) value 
and remove a portion of the path of a previous vehicle. If we do not use all the p vehicles during the algorithm, then the 
remaining vehicles remain inside the depot. The algorithm can easily be implemented in O(p·n2) time (in each of the 
O(p) steps we consider O(n) leaves and for each leaf we search for the closest blue vertex in O(n) time). We will now 
present a dynamic programming algorithm with an O(p2·n) time complexity. We will again root the tree at the vertex 
with the depot (r) and we will maintain the same notations as before. For each vertex u of the tree, we will compute the 
values Cmin(u, Pin, Pout)=the minimum total cost of the edges traversed in T(u), considering that Pin vehicles “enter” T(u) 
and, out of these, Pout vehicles “leave” T(u). For a leaf vertex u, we have Cmin(u, Pin, Pout)=0. For a non-leaf vertex u, we 
consider all of its sons s(u,1), s(u,2), …, s(u,ns(u)), ordered arbitrarily. We will use an algorithm based on the principles 
of tree knapsack: 
ROVRP-TreeKnapsack-1(u): 
for Pin=1 to p do { for Pout=0 to Pin do { Cmin(u, Pin, Pout)=0 }} 
for j=1 to ns(u) do { 
  ROVRP-TreeKnapsack-1(s(u, j)) 
  for Pin=1 to p do { for Pout=0 to Pin do { Caux(u, Pin, Pout)=+∞ }} 
for Pin=1 to p do { for Pout=0 to Pin do { for P’in=1 to Pin do { for P’out=0 to P’in do { 
    if (Pout≥(P’in-P’out)) then Caux(u, Pin, Pout-(P’in-P’out)) = min{Caux(u, Pin, Pout-(P’in-P’out)), Cmin(u, Pin, Pout) + Cmin(s(u,j), P’in, P’out) + 
(P’in+P’out)·l(u,s(u,j))} }}}} 
  for Pin=1 to p do { for Pout=0 to Pin do { Cmin(u, Pin, Pout)=Caux(u, Pin, Pout) }}} 
The time complexity of the algorithm described above is O(p4·n). In order to improve it, we make the following 
observation: in an optimal strategy, the number of vehicles Pout leaving a subtree is at most 1. We can easily notice that, 
if we have Pout>1 vehicles leaving a subtree, then we can concatenate their sequences of visited vertices into one 
sequence and, thus, we can consider only the cases Pout=0 or 1 (of course, this decreases the number of vehicles entering 
the subtree, too). This is indeed possible, because the last vertex inside a subtree visited by a leaving vehicle is the root 
of the subtree, which is also the first vertex visited by the next leaving vehicle. With this observation, the time 
complexity becomes O(p2·n), but the algorithm presented above has to be modified slightly. Another observation that we 
do not need to use (although we could) is the following. If Pin>1 for a vertex i, then there is no need for any of the 
  
vehicles to leave T(i). Let’s assume that one of the vehicles q indeed enters and leaves T(i). We can obtain a solution 
which is not worse by not making vehicle q enter T(i). Instead, one of the other vehicles v entering T(i) may follow 
vehicle q’s path in T(i). After returning back to i (where vehicle q’s path restricted to T(i) ends), vehicle v may follow its 
normal path in T(i). Thus, the only possible combinations are (Pin=1, Pout=0 or 1) and (Pin>1, Pout=0). The O(p2·n) 
algorithm is given below: 
ROVRP-TreeKnapsack-2(u): 
for Pin=1 to p do { for Pout=0 to 1 do { Cmin(u, Pin, Pout)=0 }} 
for j=1 to ns(u) do { 
  ROVRP-TreeKnapsack-2(s(u, j)) 
  for Pin=1 to p do { for Pout=0 to 1 do { Caux(u, Pin, Pout)=+∞ }} 
  for Pin=1 to p do { for P’in=1 to p do { for P’out=0 to 1 do { 
    if ((P’in>P’out) and (Pin+P’in-P’out-1≤p)) then Caux(u, Pin+P’in-P’out-1,0) = min{Caux(u, Pin+P’in-P’out-1,0), Cmin(u, Pin, 1) + 
Cmin(s(u,j), P’in, P’out) + (P’in+P’out)·l(u,s(u,j))} 
    if (Pin+1+P’in-P’out≤p) then Caux(u, Pin+1+P’in-P’out, 1) = min{Caux(u, Pin+1+P’in-P’out, 1), Cmin(u, Pin, 0) + Cmin(s(u,j),P’in, P’out) + 
(P’in+P’out)·l(u,s(u,j))} 
    for Pout=0 to 1 do { if (Pin+P’in-P’out≤p) then Caux(u, Pin+P’in-P’out, Pout) = min{Caux(u, Pin+P’in-P’out, Pout), Cmin(u, Pin, Pout) + 
Cmin(s(u,j), P’in, P’out) + (P’in+P’out)·l(u,s(u,j))} }}}} 
for Pin=1 to p do { for Pout=0 to 1 do { Cmin(u,Pin,Pout)=Caux(u,Pin,Pout) }}} 
If we consider the problem from a different angle, the time complexity can be reduced to O(p·n). We will consider the 
leaves of the tree in the DFS order l(1), …, l(k), where k=O(n) is the total number of leaves. The DFS order implies that 
the leaf l(i) was visited before l(i+1) in a DFS traversal of the tree (starting from the root), where the sons of a vertex can 
be considered in any order (thus, there may be many possible DFS orders of the leaves). Any optimal solution consisting 
of q≤p vehicles can be modified such that each vehicle visits an interval of (consecutive) leaves from the given DFS 
order. We compute Copt(i, j, b)=the minimum cost of visiting the first i leaves using at most j vehicles and, if b=1, the 
route of a vehicle ends at leaf l(i) (if b=0, leaf l(i) may, but needn't, be the last vertex on a vehicle's route). Copt(1, j≥1, 
*)=path_cost(root, l(1)) and Copt(i≥1, 0, *) = +∞. For i>1 and j≥1 we have: Copt(i, j, 1)=min{Copt(i-1, j, 1) + 
path_cost(l(i-1), lca(l(i-1), l(i))) + path_cost(lca(l(i-1), l(i)), l(i)), Copt(i-1, j-1, 0) + path_cost(root,l(i))} and Copt(i, j, 0) 
= min{Copt(i, j, 1), Copt(i-1, j, 0) + 2·path_cost(lca(l(i-1), l(i)), l(i))}. The optimal cost is Copt(k, p, 0). In order to compute 
lca(l(i), l(i+1)) (the lowest common ancestor of the leaves l(i) and l(i+1)) efficiently, we can use, for instance, the 
technique presented in [6]. However, if we compute and store all the k-1=O(n) LCAs between two consecutive leaves l(i) 
and l(i+1) (1≤i≤k-1) in the beginning (by using the level-by-level technique), we spend only O(n) time overall (in an 
amortized sense), because every edge of the tree is traversed at most two times. The algorithms described above compute 
only the optimal cost of a vehicle routing strategy, but the actual paths each vehicle follows can be determined from the 
values computed by the algorithms. 
3. MINIMUM FUEL SINGLE VEHICLE ROUTING IN TREES WITH DFS CONSTRAINTS 
We are given a tree with n vertices. Vertex 1 contains a depot in which a single vehicle is located. The vehicle has a 
tank which can store an unlimited amount of fuel. Each vertex i (1≤i≤n) contains gi≥0 liters of fuel, which can be 
collected by the vehicle and stored in its tank, at the moment the vehicle first reaches vertex i (in particular, g1 liters of 
gas can be collected immediately). Every edge (u,v) has a length l(u,v), meaning that the vehicle consumes l(u,v) liters of 
fuel from its tank when traversing the edge (u,v) (in any direction). We must determine a route for the vehicle, such that 
every vertex is visited at least once, the vehicle returns at vertex 1 and the amount of fuel in the vehicle’s tank never 
drops below 0 (but can reach 0). In order to be able to travel along a route, the vehicle needs to have an initial amount of 
fuel C≥0 in its tank (before collecting the g1 liters of gas in vertex 1 and starting traveling along the route). It is obvious 
that different routes may require a different initial amount of fuel C. We are interested in finding a route which 
minimizes C. However, the problem seems to be too difficult without additional constraints, because, in an optimal route, 
the vehicle may traverse an edge (u,v) any number of times. Thus, we will consider the restricted case in which every 
edge must be traversed at most two times (because the vehicle must return to the depot, this restriction makes the vehicle 
traverse every edge exactly two times). These types of constraints were considered in [10] and were called DFS 
constraints. We will consider the tree rooted at vertex 1. For each vertex i, we will compute Cmin(i)=the minimum amount 
of fuel the vehicle needs to have in its tank in the beginning, if we restrict the problem to vertex i’s subtree, T(i) (i.e. we 
consider that the vehicle begins its route at vertex i, visits every vertex in T(i) at least once and traverses every edge in 
T(i) two times). We will compute these values bottom-up (from the leaves towards the root). For a leaf vertex i, we have 
Cmin(i)=0. In order to be able to compute Cmin(i) for a non-leaf vertex i, we will need to preprocess the tree and compute 
several auxiliary values. 
  
We will first compute the values lsum(i)=the sum of the lengths of the edges in T(i). We have lsum(i)=0 for a leaf-
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)),(()),(,()( insj jislsumjisililsum  for a non-leaf vertex i. We will also compute the values 
gsum(i)=the sum of the gj values of the vertices j in T(i). We have gsum(i)=gi plus the sum of the gsum(s(i,j)) values 
(1≤j≤ns(i)). With these values, we can define for each vertex i≠1 the fuel profit fprofit(i)=gsum(i)-2·lsum(i)-
2·l(parent(i),i), representing the difference between the amount of fuel the vehicle will have after visiting all the vertices 
in T(i) and returning to parent(i), and the amount of fuel the vehicle has at vertex parent(i), before starting to travel 
towards vertex i. We also define Fmin(i)=max{Cmin(i) + l(parent(i),i), -fprofit(i)}, the minimum amount of fuel the vehicle 
needs to have when it is located in the vertex parent(i), in order to be able to travel towards vertex i, visit all the vertices 
in T(i) and the return to vertex parent(i). The values fprofit(1) and Fmin(1) are not defined. 
In order to compute Cmin(i) for a non-leaf vertex i, we will binary search this value between 0 and Cmax, where Cmax is 
a good upper bound (e.g. twice the sum of the lengths of all the edges in the tree). Let’s assume that the binary search 
chose a candidate value Ccand. We need to perform a feasibility test and verify if the vehicle can visit all the vertices in 
T(i) and return to vertex i having only Ccand liters of gas initially in the tank (and satisfying all the constraints). It is 
obvious that if Ccand is a feasible value, then any value C’>Ccand is also feasible. In order to perform the feasibility test, 
we will maintain a value CFuel, denoting the current fuel in the tank of the vehicle. We initialize CFuel to Ccand+gi. We 
will maintain a subset S of vertex i’s sons which were not visited, yet (all of them, initially). We will perform the 
following operations at most ns(i) times: 
1) select a vertex j∈S, such that CFuel≥Fmin(j) and fprofit(j) is maximum among the values fprofit(j’) with j’∈S and 
CFuel≥Fmin(j’). 
2) remove vertex j from S. 
3) set CFuel to CFuel+fprofit(j) 
In Step 1 we choose the vertex j whose subtree is visited next by the vehicle. In Step 2, we remove vertex j from the 
set S, because it is now a visited vertex. In Step 3 we update the current amount of fuel in the vehicle’s tank (after 
visiting the vertices in T(j) and returning to vertex i). If the set S is not empty, but we cannot select any vertex in Step 1, 
then the value Ccand is not a feasible value and we will need to test a larger value; otherwise, we will test a smaller one. 
We can easily implement Step 1 in O(|S|) time (i.e. O(ns(i)) time), which would lead to an O(n2·log(Cmax)) overall time 
complexity of the algorithm. We can improve the feasibility test by constructing a segment tree [2] over the values 
Fmin(s(i,j)) of vertex i’s sons. We sort the sons such that Fmin(s(i,1)) ≤ Fmin(s(i,2)) ≤ … ≤ Fmin(s(i,ns(i))). We construct a 
segment tree with ns(i) leaves. Each node of the segment tree stores a value pmax. Initially, for each leaf j (1≤j≤ns(i)), 
pmax(leaf j)=fprofit(s(i,j)). For each internal node q, we have pmax(internal node q)=max{pmax(leftson(q)), pmax 
(rightson(q))}, where leftson(q) and rightson(q) denote its left and right son, respectively. In order to use the segment 
tree at Step 1 of the feasibility test, we binary search the largest value jmax, such that Fmin(s(i,jmax))≤CFuel. Then, we 
range query the interval [1,jmax] of the segment tree and obtain the maximum fprofit value, fpmax, of a non-visited son 
s(i,j’) with Fmin(s(i,j’))≤CFuel. If fpmax=-∞, the Ccand is not feasible, because no vertex can be selected in Step 1. It is 
easy to extend the segment tree and store at each node q the leaf number whose pmax value is maintained at q. This way, 
we can obtain the index j of vertex i’s son s(i,j) which is selected in Step 1. In Step 2, we set pmax(leaf j)=-∞ and then 
recompute the pmax values of all the ancestors of the jth leaf, from the parent node of the leaf, towards the root (we set 
pmax(node q) to the maximum value of the pmax values of its two sons). By setting pmax(leaf j) to -∞, we virtually 
remove the son s(i,j) from the set S, because its fprofit value will never be selected as the maximum value again. The 
time complexity of the feasibility test becomes O(ns(i)·log(ns(i))) for a vertex i and the overall time complexity of the 
algorithm is now O(n·log(n)·log(Cmax)). If the g(*) and l(*,*) values are integers, the algorithm computes an exact 
solution (and the binary search finishes after the search interval becomes so small that it contains only one integer). If 
they are (arbitrary) real numbers, then the solution found by the algorithm is within an arbitrary constant range ε>0 from 
the optimal solution (and the binary search finishes when the length of the search interval is smaller than ε). 
4. THE JEEP PROBLEM 
The well-known jeep problem has been introduced and solved many years ago, by N. J. Fine, in [7]. The problem’s 
statement is as follows. A jeep has to travel a distance of x miles in the desert in a straight line and has a tank which can 
hold at most m gallons. The gas consumption in the desert is g gallons/mile. At the initial point, there is an infinite 
supply of gas, but no gas is available anywhere else in the desert. In order to travel through the desert, the jeep may 
establish several gas depots along the way, where gas is temporarily stored. The objective of the jeep is to consume the 
minimum amount of gas in order to travel x miles. 
In this section we propose a method for evaluating accurately (but slowly) the gas consumption when a given 
  
subdivision (the term is defined later) is chosen; afterwards, we argue that using equal subdivisions is intuitive and useful 
and then we present a second method, which evaluates the gas consumption inaccurately, but fast, for equal subdivisions. 
Finally, we also present some interesting extensions to the jeep problem. 
4.1. METHOD 1 
Let’s assume that the jeep establishes k gas depots along the way, at points located at distances d1, d2, ..., dk from the 
initial point (with di<di+1 and dk<x). We will add to this set the points d0=0 and dk+1=x and call d a subdivision. It has 
been shown in [7] that, if the subdivision is fixed, the optimal strategy (the one minimizing the gas consumption) 
consists of bringing enough gas from d0 to d1 (performing several round-trips between d0 and d1 and then one final one-
way trip), then from d1 to d2, and so on. A function f(i,d) can be computed, representing the minimum amount of gas 
required to reach the point dk+1, starting from di, using the subdivision d. It is obvious that f(k+1,d)=0. For 0≤i≤k, f(i,d) 
can be computed from f(i+1,d). Let’s assume that the jeep performs rti round-trips between di and di+1. For each round-
trip, the jeep requires 2·g·(di+1-di) gallons and, thus, can deposit at di+1 an amount of gas equal to m-2·g·(di+1-di). In the 
final trip, the jeep can deposit at di+1 any amount of gallons qi between 0 and m-g·(di+1-di). Thus, the total amount of gas 
that is deposited at di+1 is f(i+1,d) = (rti·(m-2·g·(di+1-di)) + qi) and the total amount of gas consumed is f(i,d) = (rti·m + qi 
+ g·(di+1-di)). We compute li+1 = f(i+1,d) div (m-2·g·(di+1-di)) (where div denotes integer division, i.e. the integer part of 
the result) and ri+1 = f(i+1,d) - li+1·(m-2·g·(di+1-di)). If ri+1≤g·(di+1-di) and li+1>0 then we set rti=li+1-1 and qi=ri+1+m-
2·g·(di+1-di); otherwise, we set rti=li+1 and qi=ri+1. Using this procedure repeatedly, we can compute f(0,d), which is the 
minimum amount of gas required to traverse x miles, using the subdivision d. 
4.2. USING EQUAL SUBDIVISIONS 
The jeep problem requires the computation of min{f(0,d)}, over all the subdivisions d. In [7], the author presented the 
subdivision which minimizes the gas consumption and also made another interesting observation. If we use an equal 
subdivision d with sufficiently many points, then f(0,d) can get arbitrarily close to the minimum amount of gas required. 
An equal subdivision d0=0, d1, ..., dk, dk+1=x has the property that di+1-di=c=x/(k+1). Using an equal subdivision in 
order to try to solve the problem is definitely more intuitive than using the subdivision provided by Fine in [7]. 
Furthermore, there are situations when we are interested in obtaining a gas consumption which is lower than a given 
threshold and not necessarily minimum. For such situations, we can start with an equal subdivision d(1) having k1 points 
and compute the value f(0,d(1)) using the method described previously (method 1). If f(0,d(1)) is too large, we can increase 
the number of points to k2>k1 (e.g., we can set k2=ct·k1 or k2=k1+ct, where ct denotes a constant) and, consequently, use 
a different equal subdivision d(2). Then, we compute f(0,d(2)). We can repeat this process until we obtain a value which is 
small enough. The problem posed by this method is that it takes O(k) time for computing f(0,d) for a subdivision with k 
points. As the number of points of the subdivision increases, this method becomes slower and slower. We will present 
here a method which is faster and makes use of the fact that we consider only equal subdivisions. 
4.3. METHOD 2 
From method 1 (which is inspired from the observations made in [7]), we have that if f(i+1,d) = (li+1·(m-2·g·(di+1-di)) 
+ ri+1) and ri+1>g·(di+1-di), then f(i,d) = (li+1·m + ri+1 + g·(di+1-di)) = (f(i+1,d) + li+1·2·g·(di+1-di) + g·(di+1-di)). We will 
first change the method slightly and ignore the case ri+1≤g·(di+1-di) (and li+1>0). Thus, we will change method 1 such that 
we always set rti=li+1 and qi=ri+1. We will consider that this method computes the values g(i,d) (g(k+1,d)=0). Let’s 
assume that g(i+1,d)=f(i+1,d) and the case ri+1≤g·(di+1-di) (and li+1>0) occurs. The correct value f(i,d) is ((rti-1)·m + ri+1 
+ m-2·g·(di+1-di) + g·(di+1-di)), whereas the computed value g(i,d) is (rti·m + ri+1 + g·(di+1-di)). The difference g(i,d)-f(i,d) 
is equal to 2·g·(di+1-di). Once a value g(i,d) is larger than f(i,d), all the values g(j,d), with j<i, will be larger than the 
corresponding f(j,d) values. By changing the method, the computed values are no longer correct. However, by ignoring 
the case ri+1≤g·(di+1-di) (and li+1>0), this second method can be made to run faster. We should mention that g(0,d) is at 
least as large as f(0,d) and, thus, whenever g(0,d) is found to be satisfactory (in the context presented in subsection B), 
f(0,d) will also be satisfactory. We believe that the loss of accuracy of the method is compensated by the increase in 
speed. In this second method, we always have g(i,d) = (g(i+1,d) + li+1·2·g·(di+1-di) + g·(di+1-di)), where li+1 = (g(i+1,d) 
div (m-2·g·(di+1-di))). For an equal subdivision d, we have di+1-di=c and we will denote the constant quantity g·c by a. 
Thus, g(i,d)=(g(i+1,d) + li+1·2·a + a), where li+1 = (g(i+1,d) div (m-2·a)). We make the following observation: if all the 
values g(j,d), with u≤j≤v, have the property that g(j,d) div (m-2·a)=l(u,v) (the same value l(u,v)) and we know the value 
g(v,d), then we can easily compute the value g(u-1,d), without computing the intermediate values g(u,d), g(u+1, d), ..., 
g(v-1, d): g(u-1,d) = (g(v,d) + (v-u+1)·(l(u,v)·2·a+a)). Furthermore, assuming that we know the value g(v,d) (and, 
consequently, the value lv), we can easily compute the smallest index u=first(v), such that g(j,d) div (m-2·a)=lv=l(u,v), 
for all u≤j≤v. A simple approach would be to binary search u between 1 and v, compute the potential value g’(u,d) = 
  
(g(v,d) + (v-u)·(lv·2·a+a)) and verify if we obtain lv when we divide it by (m-2·a). If we obtain a result which is larger 
than lv, then we will test a larger value of u next; otherwise, we will consider a smaller value. We can also compute u 
directly. First, we compute rv=g(v,d)-lv·(m-2·a). Then, we divide (m-2·a-rv) by (lv·2·a+a) and obtain an integer number 
difv = ((m-2·a-rv) div (lv·2·a+a)). (m-2·a-rv) is the maximum amount by which the value g(v,d) can be increased such that 
when dividing it by (m-2·a) we still obtain the quotient lv. Since a value g(i,d) increases by li+1·2·a+a from the value 
g(i+1, d), it is natural to divide (m-2·a-rv) by (lv·2·a+a), in order to find out how many values before v give the same 
quotient lv when divided by (m-2·a); if (m-2·a-rv) is an integer multiple of (lv·2·a+a), then we will decrease difv by 1 The 
required value u=first(v) is max{v-difv,1}. 
The method is now quite simple. Considering an equal subdivision d0=0, d1, ..., dk+1=x, we start from idx=k+1 and 
g(k+1,d)=0. Then, while (idx>0), we perform the following three steps: i) compute first(idx); ii) compute g(first(idx)-1, 
d); iii) set idx=first(idx)-1. Using this method, we skip over a large number of points from the subdivision. In fact, we 
consider at most min{l0+2,k+2} points, where l0=g(0,d) div (m-2·a). There are, however, two concerns that we haven’t 
satisfactorily addressed, yet. The first one refers to estimating the ratio g(0,d)/f(0,d), for an equal subdivision d, 
preferably in terms of the number of points of the subdivision. The second concern refers to the actual number of values 
computed by method 2. Again, it would be nice to estimate this number in terms of the number of points of a 
subdivision. So far, we have performed only some computational experiments, which confirmed the following 
expectations: as the number of points of an equal subdivision d increases (and, thus, the distance between the points 
decreases), g(0,d) tends towards f(0,d). Regarding the number of values computed by the method 2 compared to those 
computed by method 1, we computed the running times of the 2 methods on equal subdivisions. Let’s assume that Ri(k) 
(i=1,2) is the running time of method i on an equal subdivision with k+2 points. We noticed that R2(k)/R1(k) decreases as 
k increases. 
4.4. PROBLEM EXTENSIONS 
In this section we would like to propose some interesting extensions to the Jeep problem, which, as far as we are 
aware, have not been considered before. We can model the desert as an undirected graph with n vertices, in which the 
jeep leaves from vertex 1 and wants to reach vertex n with a minimum amount of gas consumed. Each edge (i,j) has a 
length len(i,j). Gas can be found only at vertex 1 and gas depots can be established only at the graph vertices. In order to 
solve this extension, we can use Dijkstra’s algorithm, in order to compute the values h(i)=the minimum amount of gas 
consumed in order to reach vertex n (starting from vertex i). Initially, we have h(n)=0 and h(i)=+∞, for 1≤i≤n-1. When 
expanding a vertex i in Dijkstra’s algorithm, we consider all of its neighbors j. Then, using the first method presented in 
this note, we can consider vertices j and i as part of a subdivision, in which vertex j precedes vertex i and the distance 
between them is len(i,j). Thus, we can compute a candidate value cand(i,j) and compare it to the current value h(j). If 
cand(i,j)<h(j), we set h(j)=cand(i,j) and update the corresponding data structures (e.g. the min-heap, if we use a priority 
queue in the implementation of Dijkstra’s algorithm). We can also solve this problem by binary searching the minimum 
amount of gas Gmin available at vertex 1. Then, as a feasibility test, we compute hmax(i)=the maximum amount of gas 
which can be brought from vertex 1 to vertex i (where hmax(1)=Gmin). We can use Dijkstra’s algorithm again, but in a 
forward manner this time. It is easy to compute a candidate value cand(i,j) when expanding a vertex i which is a 
neighbor of vertex j. If 2·g·len(i,j)≥min{hmax(i), m}, then cand(i,j)= min{hmax(i),m}-g·len(i,j). Otherwise, we consider 
hmax(i)=q(i)·m+r(i), where q(i) is the integer quotient of dividing hmax(i) by m. If r(i)<g·len(i,j), then 
cand(i,j)=c1(i,j)=(q(i)-1)·(m-2·g·len(i,j))+m-g·len(i,j). Otherwise, cand(i,j) = max{c1(i,j), q(i)·(m-2·g·len(i,j)) + r(i)-
g·len(i,j)}. Another extension is similar to the previous one, except that gas depots can be established anywhere (both at 
graph vertices and along the edges). In this case, we compute the shortest path from vertex 1 to vertex n. Let x be the 
length of this path. We now use the method described in [7], as if the jeep had to travel x miles into the desert. 
A third extension allows the jeep to establish gas depots anywhere along the edges, but forces it to establish gas 
depots at the graph vertices. In this case, we use Dijkstra’s algorithm again and compute the same values h(i) as in the 
first extension. When expanding a vertex i and considering a neighboring vertex j, we compute a candidate value 
cand(i,j)=the minimum amount of gas required at vertex j, considering that the jeep has to travel a distance equal to 
len(j,i) (from j to i), must deliver a quantity equal to h(i) at vertex i and can establish gas depots anywhere along the way. 
For this, we can use the results in [20] or the first or second methods described in this section together with an equal 
subdivision d0=0, d1, ..., dk, dk+1=len(i,j) with a sufficiently large number of points, where we have g(k+1,d)=h(i), 
instead of 0. If cand(i,j)<h(j), then we set h(j)=cand(i,j). 
5. SHORTEST HAMILTONIAN PATH INSIDE A SIMPLE POLYGON 
We are given a simple polygon with n vertices. We want to find a shortest Hamiltonian path inside the polygon, i.e. a 
  
path of minimum length which starts at some vertex of the polygon and visits every other vertex exactly once. We will 
consider two variations of this problem, when the starting vertex is given and when it is not, and we will present dynamic 
programming algorithms for both situations. The applications of this problem are obvious. The polygon vertices may be 
guard posts and the area inside the polygon may be the only safe area. The starting vertex is a supply center and a vehicle 
must transport supplies to every other vertex of the polygon taking the least amount of time, without leaving the safe area 
(i.e. the polygon). The shortest Hamiltonian path problem inside a simple polygon with n vertices, when the starting 
vertex is given, was considered in [5] and solved in O(n3) time, using dynamic programming. We will present here an 
O(n2) solution, inspired from the ideas introduced in [5]. Let’s consider the polygon’s vertices numbered from 0 to n-1 
and let’s consider vertex 0 as the starting vertex. The algorithm computes two tables, A(i,j) and B(i,j). A(i,j) is the 
minimum length of a path which contains every vertex in the interval [i,j] (which also contains vertex 0) and ends at 
vertex i. B(i,j) has the same meaning, except that the path ends at vertex j. An interval [a,b] is defined as the set {a, 
(a+1) mod n, …, b} (i.e. it is considered circularly along the contour of the polygon). 
Before computing these values, we need to compute the visibility graph between the vertices of the polygon. Two 
vertices i and j are visible if the straight line segment which connects them is fully contained inside the polygon. This can 
be achieved in O(n2) time [22]. If the polygon is convex, then any pair of vertices is visible and we do not need to 
compute any visibility information. We have A(0,0)=B(0,0)=0 and A(i,i)=B(i,i)=+∞ (i>0). We will compute the values 
in increasing order of the number of vertices contained in the interval (i,j) (this number is ((n-i) mod n)+j+1 if i>j, and 
(j-i+1) if i≤j). For any interval [i,j] which does not contain the vertex 0, we have A(i,j)=B(i,j)=+∞. When [i,j] contains 
vertex 0, we have: A(i,j) = min{A((i+1) mod n, j) + dist((i+1) mod n, i), B((i+1) mod n, j) + dist(j,i)} and B(i,j) = 
min{B(i,(j-1+n) mod n) + dist((j-1+n) mod n, j), A(i, (j-1+n) mod n) + dist(i,j)}. The function dist(p,q) returns (in O(1) 
time, obviously) the distance between the vertices p and q of the polygon, if they are visible, or +∞ otherwise. By using 
the dist(*,*) function we can also introduce different scenarios, like weighted distances; we can even set dist(i,j)=+∞ 
whenever we want to disallow the direct connection between some pairs of vertices (i,j). However, in other scenarios, we 
must add the condition that no two segments connecting consecutive vertices along the path cross. The length of the 
shortest Hamiltonian path can be found at the entry A((j+1) mod n, j) or B((j+1) mod n, j) whose value is minimum. In 
order to compute the actual path, we can easily trace back the way the A(*,*) and B(*,*) values were computed. It is 
obvious that every entry A(i,j) or B(i,j) can be computed in O(1) time and, thus, the total time complexity of the 
algorithm is O(n2). 
In order to find the shortest Hamiltonian path without a given starting vertex, the author of [5] suggests considering 
every vertex of the polygon as a starting vertex and obtains an O(n4) solution. Using the algorithm we presented in the 
previous paragraph we can obtain immediately an O(n3) solution. However, we can solve this case in O(n2), too. We will 
now initialize every value A(i,i) and B(i,i) to 0 (0≤i≤n-1) and compute the other values A(i,j) and B(i,j) using the 
equations form the previous paragraph. In this case, however, there is no restriction imposed on the interval [i,j] (it does 
not have to contain the vertex 0). A description of the algorithm is given below: 
ShortestHamiltonianPath(): 
for i=0 to n-1 do { A(i,i)=B(i,i)=0 } 
for k=1 to n-1 do { for i=0 to n-1 do { 
j=(i+k) mod n 
  A(i,j) = min{A((i+1) mod n, j) + dist((i+1) mod n, i), B((i+1) mod n, j) + dist(j,i)} 
  B(i,j) = min{B(i, (j-1+n) mod n) + dist((j-1+n) mod n, j), A(i, (j-1+n) mod n) + dist(i,j)} }} 
The length of the shortest Hamiltonian path is the minimum of the entries A((j+1) mod n, j) or B((j+1) mod n, j) and 
the path can be computed by tracing back the way we computed the A(*,*) and B(*,*) values. We can also consider other 
objectives besides the length of the Hamiltonian path, but only if we further restrict the problem. Let’s assume that the n 
vertices are located on a closed, non-intersecting curve and the vehicle can only travel along the curve. Let’s assume that 
we know the distances di between every two consecutive vertices along the curve, i and (i+1) mod n. In this case, the 
shortest Hamiltonian path is trivial. If the starting vertex is 0, then the vehicle needs to travel along the curve in one 
direction or the other and the length is the total length of the curve, minus max{d0, dn-1}. When the starting vertex is not 
given, we will choose it in such a way that the maximum distance between two consecutive points is not part of the 
vehicle’s path. Thus, the minimum length is equal to the total length of the curve, minus max{di|0≤i≤n-1}. 
Let’s consider now that every vertex i has a weight wi and we want to find a Hamiltonian path which minimizes the 
sum of weighted distances from the starting vertex to every other vertex along the path. To be more precise, we define 
dt(i)=the total distance traveled by the vehicle before first reaching vertex i. We want to minimize the sum of the wi·dt(i) 
  
values (with 0≤i≤n-1). We will use dynamic programming again and we will compute the same values as before: A(i,j)= 
the minimum sum of weighted distances, considering that the vehicle visited every vertex in the interval [i,j] and is now 
located at vertex i; B(i,j) is defined similarly, except that the vehicle is located at vertex j. If the starting vertex s is given, 
we have A(s,s) = B(s,s) = 0 and A(i,i)=+∞ for i≠s. If the starting vertex is not given, we initialize all the values A(i,i) and 
B(i,i) to 0. We will now compute the values A(i,j) and B(i,j) in increasing order of the length of the interval [i,j] (just like 
before). We have: A(i,j) = min{A((i+1) mod n, j) + dist((i+1) mod n, i)·wsum((j+1) mod n, i), B((i+1) mod n, j) + 
dist(j,i)·wsum((j+1) mod n, i)} and B(i,j)=min{A(i, (j-1+n) mod n) + dist(i,j)·wsum(j, (i-1+n) mod n), B(i, (j-1+n) mod n) 
+ dist((j-1+n) mod n, j)·wsum(j, (i-1+n) mod n}. We denote by wsum(a,b) the sum of the weights of the vertices in the 
interval [a,b]. In the previous equations, wsum(a,b) denotes the sum of the weights of the vertices outside the interval of 
already visited vertices; this sum is then multiplied by the distance traveled during the most recent step. We can compute 
this value in O(1) time, if we first preprocess the weights of the vertices and compute an array wp(i)=the sum of the 
weights of the vertices in the interval [0,i]. We have wp(-1)=0 and wp(i≥0)=wp(i-1)+wi. If (a<b) then wsum(a,b) = 
wp(b)-wp(a-1); otherwise, wsum(a,b) = wp(n-1)-wp(a-1)+wp(b). We denote by dsum(i,j) the distance between vertex i 
and vertex j along the curve, passing only through parts of the curve and other vertices which are included in the interval 
[i,j]. With this definition, dsum(i,j) is, in fact, the sum of the values dk, with k in the interval [i, (j-1+n) mod n], and can 
be computed in O(1) time if we use a similar preprocessing technique as in the case of wsum. Then, dist(a,b) = 
min{dsum(a,b), dsum(b,a)}. It should now be obvious that we can compute every value A(i,j) and B(i,j) in O(1) time, 
obtaining an O(n2) overall time complexity. 
6. RELATED WORK 
Transportation problems are of major importance because of their immediate applications in real-life situations. The 
vehicle scheduling problem is a more general version of the relaxed vehicle routing problem considered in Section 2. 
Each vertex of the graph can only be served during a given time interval and serving it takes a certain amount of time. 
The complexity of the Single Vehicle Scheduling Problem on several classes of graphs was studied in [18]. The same 
problem, but on tree networks, was studied in [10]. The Vehicle Routing Problem is slightly different than the Vehicle 
Scheduling Problem. Every vertex must be visited by exactly one vehicle and the vehicles must return to the central 
depot at the end of their route. Routes are subject to constraints, like total path length or maximum path length 
constraints. In [12], the authors present a survey of exact and approximate algorithms for the Vehicle Routing Problem. 
Many variations of the Vehicle Routing Problem were studied, e.g. the Minimum Vehicle Routing with a common 
deadline [17], the Very Offline k-Vehicle Routing Problem in Trees [16] and the Preemptive Vehicle Routing Problem in 
Trees [8]. The Open Vehicle Routing Problem (in which the vehicles do not need to return to the depot) was studied 
under several variations in [15]. The Traveling Salesman Problem, together with its many variations [13, 19], is strongly 
related to some of the problems considered in this paper (particularly those from Sections 2, 3 and 5). The shortest 
Hamiltonian problem inside a simple polygon was previously considered in [5], where O(n3) (O(n4)) algorithms were 
given for the case when the starting vertex is (is not) given. Maintaining the core ideas presented in [5], we were able to 
improve the algorithms for both cases to O(n2). The Jeep Problem, as defined in Section 4, was analyzed in [7] and [20]. 
Several extensions, variations and different solution approaches have been considered and proposed in [9, 11]. In many 
real-life transportation optimization problems we need to also be able to cope with uncertainty; we can do this by using 
special techniques, e.g. fuzzy sets [21], or by explicitly introducing probabilities as problem parameters (see [1] for an 
approach based on risk analysis, or [3] and [4] for some reliability models for networks with tree topologies). 
7. CONCLUSIONS AND FUTURE WORK 
In this paper we considered several transportation and vehicle scheduling optimization problems, like: 1) open vehicle 
routing in trees subject to minimizing the total length of the paths of the vehicles, 2) single vehicle routing in trees with 
DFS constraints, subject to minimizing the initial amount of fuel, 3) the well-known jeep problem and some of its 
extensions, and 4) the shortest Hamiltonian path inside a simple polygon. For each problem we presented efficient, 
novel, optimal or nearly optimal algorithms, which bring significant improvements upon the previously known solutions 
to these problems or to similar ones. All the considered problems are motivated by real-life situations occurring in the 
mining and metallurgical industry, where the transportation of the required materials is a very important issue. We also 
tested the efficiency of some of the developed algorithms to some concrete situations from the metallurgical industry and 
we found the results to be promising. As future work, we intend to extend the developed algorithms to networks with a 
more general structure, as well as consider more complex cost calculation methods [14]. 
  
REFERENCES 
[1] Andreica, M. E., Dobre, I., Andreica, M., Nitu, B., and Andreica, R., “A New Approach of the Risk Project from 
Managerial Perspective”, Economic Computation and Economic Cybernetics Studies and Research, vol. 42, 2008, 
pp. 121-129. 
[2] Andreica, M. I., and Tapus, N., “Efficient Data Structures for Online QoS-Constrained Data Transfer Scheduling”, 
Proceedings of the 7th IEEE International Symposium on Parallel and Distributed Computing, 2008, pp. 285-292. 
[3] Andreica, M. I., and Tapus, N., “Maximum Reliability K-Hop Multicast Strategy in Tree Networks”, Proceedings of 
the 12th IEEE International Symposium on Consumer Electronics, 2008, pp. 169-172. 
[4] Andreica, M. I., and Tapus, N., “Reliability Analysis of Tree Networks Applied to Balanced Content Replication”, 
Proceedings of the IEEE International Conference on Automation, Robotics, Quality and Testing, 2008, pp. 79-84. 
[5] Alsuwaiyel, M. H., “Finding a Shortest Hamiltonian Path inside a Simple Polygon”, Information Processing Letters, 
vol. 20, 1985, pp. 167-171. 
[6] Bender, M. A., and Farach-Colton, M., “The LCA Problem Revisited”, Lecture Notes in Computer Science 
(Proceedings of the Latin American Symposium on Theoretical Informatics), vol. 1776, 2000, pp. 88-94. 
[7] Fine, N. J., “The Jeep Problem”, The American Mathematical Monthly, vol. 54 (1), 1947, pp. 24–31. 
[8] Frederickson, G., and Guan, D., “Preemptive Ensemble Motion Planning on a Tree”, SIAM Journal of Computing, 
vol. 21 (6), 1992, pp. 1130–1152. 
[9] Giffen, W. J., “Deterministic and Stochastic Extensions of the Jeep Problem”, Ph.D. Thesis, Purdue University, 
2004. 
[10] Karuno, Y., Nagamochi, H., and Ibaraki, T., “Vehicle Scheduling on a Tree with Release and Handling Times”, 
Lecture Notes in Computer Science, vol. 762, 1993, pp. 486–495. 
[11] Khuller, S., Malekian, A., and Mestre, J., “To Fill or not to Fill: The Gas Station Problem,” Lecture Notes in 
Computer Science, vol. 4698, 2007, pp. 534-545. 
[12] Laporte, G., “The Vehicle Routing Problem: An Overview of Exact and Approximate Algorithms”, European 
Journal of Operational Research, vol. 59, 1992, pp. 345-358. 
[13] Lawler, E. L., Lenstra, J. K., Kan, A. H. G. R., and Shmoys, D. B., “The Traveling Salesman Problem: A Guided 
Tour of Combinatorial Optimization”, John Wiley & Sons, 1985. 
[14] Lepadatu, G. V., “The Financial Administration Accountancy Method and the Cost Calculation Method, based on 
Orders”, Metalurgia International, vol. 13 (2), 2008, pp. 29-32. 
[15] Li, F., Golden, B., and Wasil, E., “The Open Vehicle Routing Problem: Algorithms, Large-Scale Test Problems, 
and Computational Results”, Computers and Operations Research, vol. 34 (10), 2007, pp. 2918-2930. 
[16] Muslea, I., “The Very Offline k-Vehicle Routing Problem in Trees”, Proceedings of the 17th International 
Conference of the Chilean Computer Science Society, 1997, pp. 155-163. 
[17] Nagarajan, V. and Ravi, R., “Minimum Vehicle Routing with a Common Deadline”, Proceedings of the 9th 
International Workshop on Approximation Algorithms for Combinatorial Optimization Problems, 2006, pp. 212-
223. 
[18] Nagamochi, H., and Mochizuki, K., “Complexity of the Single Vehicle Scheduling on Graphs”, Information 
Systems and Operations Research, vol. 35, 1997, pp. 256-276. 
[19] Nagamochi, H., and Okada, K., “A Faster 2-Approximation Algorithm for the Minmax p-Traveling Salesmen 
Problem on a Tree”, Discrete Applied Mathematics, vol. 140, 2004, pp. 103–114. 
[20] Phipps, C. G., “The Jeep Problem: A More General Solution”, The American Mathematical Monthly, vol. 54 (8), 
1947, pp. 458–462. 
[21] Stoica, M., Nicolae, D., Ungureanu, M. A., Andreica, A., Andreica, M. E., “Fuzzy Sets and Their Applications”, 
Proceedings of the 9th WSEAS Intl. Conf. on Mathematics and Computers in Business and Economics, 2008, pp. 
197-202. 
[22] Welzl, E., “Constructing the Visibility Graph for n Line Segments in O(n2) Time”, Information Processing Letters, 
vol. 59 (4), 1996, pp. 207-210. 
 
