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In den vergangenen Jahrzehnten ist man aufgrund der zunehmenden Komplexitaet 
und detaillierter werdender Beschreibungen technischer Systeme zu immer hoe-
heren Ordnungen der ~ugehoerigen mathematischen Modellen gelangt. Auch nach 
Beruecksichtigung moeglicher Vereinfachungen bei der Modellbildung besitzen 
solche Systeme meist immer noch hohe Ordnungen. Dies fuehrt zu vielfaeltigen 
Problemen: Der Einblick in das Systemverhalten ist schwierig , wenn nicht gar 
unmoeglich, das Erkennen wesentlicher Zusammenhaenge wird erschwert. Rech-
nersimulationen werden meist sehr aufwendig, weil aufgrund umfangreicher 
Berechnungen Speicherplatzprobleme und lange Rechenzeiten auftreten. Mit am 
wichtigsten ist jedoch, dass sich kaum allgemeine Aussagen ueber das dyna-
mische Verhalten und die Vergehensweise beim Reglerentwurf machen lassen. 
Verfahren, die bei niedriger Ordnung sinnvoll sind, versagen bei Systemen ho-
her Ordnung. ~ian stelle sich beispielsweise · nur die Frage, wie man die 
Eigenwerte eines Systems 20. Ordnung oder die Bewertungsmatrizen eines qua-
dratischen Guetekriteriums vorgeben soll . 
Daher strebt man an, den Umfang dieser Modelle zu verkleinern, indem man das 
Modell hoher Ordnung durch eines niedrigerer Ordnung approximiert . Diesen 
Vorgang bezeichnet man als Ordnungs- oder auch als Modellreduktion. Man er-
wartet von den reduzierten Modellen, dass sie das Uebertragungsverhalten des 
Originalsystems gut nachbilden und auch zum Reglerentwurf geeignet sind. 
Fuer lineare und zeitinvariante Systeme wurden in den vergangenen fuenfzehn 
bis zwanzig Jahren zahlreiche Verfahren entwickel t, von denen einige in Kapi-
tel "2. Verschiedene Verfahren zur Ordnungsreduktion" vorgestellt werden 
sollen. Die groesste Bedeutung haben dabei die moda len Verfahren. Ein neuere~ 
Verfahren dieser Art, das Ordnungsreduktionsverfahren nach L. Litz [1], [2], 
wird dabei in juengster Zeit in mehreren Aufsaetzen (siehe [3], [4], [5] ) als 
ueberlegen herausgestellt, weshalb es auch Grundlage dies er Arbeit ist. Es 
erlaubt, einen Teil der Eigenwerte eines Systems zur Erstellung eines redu-
zierten Modells auszuwaehlen . Diese Eigenwerte bezeichnet man a ls dominant. 
Um eine Ordnungsreduktion mit Hilfe des Litz'schen Verfahrens durchfuehren 
zu koennen, muessen zusaetzlich d ie phys ika lischen Groessen des Systems , die 
die groesste Bedeutung haben , festgelegt werden. Bei einer Darstellung im Zu-
standsraum mit Hilfe physikalischer Variablen, die hier angenommen werden 
soll , entsprechen den Zustandsgroessen physikalische Groessen , d.h. man muss 
also die wesentlichen Zustandsgroessen bestimmen. Litz legt diese aufgrund 
von Kenntnissen ueber das zu bearbeitende System von vorneherein fest. Zur 
systematischen Ermittlung wesentlicher Zustandsgroessen wurden in der 
letzten Zeit verschiedene Vorschlaege gemacht (s iehe [3] , [6], [7]) . Hiervon 
wird in dieser Arbeit der Vors chlag von J. Barth [6] verwendet. Eine Herlei -
tung des Litz'schen Verfahrens , erweitert um die syst ematische Bestimmung 
wesentlicher Zustandsgroessen, ist in Kapitel "3 . Das Ordnungsreduktionsver-
fahren nach Litz" auf S.S zu finden . 
Nach e iner Beschreibung der Vergehensweise bei der Ordnungsredukt ion, die 
auch eine ausfuehrliche Darstellung ueber die Festlegung dominanter Eigen-
werte und wesentlicher Zustandsgroessen enthaelt, und de r Vors tellung der 
Programme DO\~EHP und SYREHP werden zum Abschluss einige Beispiele dafuer ge-
bracht, wie man Datensaetze erstellt, um sich Informat ionen ueber dominante 
Eigenwerte und wesentliche Zustandsgr oessen zu beschaffen , r eduzierte Mo -
delle zu berechnen und Original - und reduzie r te ~lode lle zu simulieren . 
2 . UEBERSICHT UEBER VERSCHIEDENE VERFAHREN ZUR ORDNUNGSRE-
DUKTION 
Die bisher zur Ordnungsreduktion entwickelten Verfahren kann man nach ihrer 







Minimierung des Ausgangsfehlers 
Minimierung des Gleichungsfehlers 
Singulaere Perturbation 
Modale Ordnungsreduktion 
Ausgangspunkt der nun folgenden Betrachtungen ist das mathematische Modell 
eines dynamischen Systems i n Zustandsraumdarstellung 
x "" Ax + Bu (2. I) 
das als Originalmodell oder kurz Original bezeichnet werden sol l. A bzw. B 
ist eine konstante (n,n)- bzw. (n,p) - ~1atrix. Es handele sich somit um ein 
lineares, zeitinvariantes System n-ter Ordnung . Die M~ss- und Regelgr oessen 
sind ueber 
x_ = Cx (2. 2) 
zum q-dimensionalen Ausgangsvektor y zusammengefasst. Fuer die nachfolgenden 
Ueberlegungen ist es guenstig, eine Modellbildung so durchzufueh'ren, dass 
Gleichung (2.1) in Sensorkoordinaten (8] vorliegt. Fuer die q Ausgangsgroe-
ssen gilt dann 
. 
~ = I, ... ,q (2.3) 
Dies kann durch eine Transformation immer erreicht werden und stellt somit 
ke ine Einschraenkung der Allgemeinheit dar. Vorteilhaft i st jedoch, wenn je -
der einzelnen Zustandsgroesse eine physikalische Bedeutung zukommt. Fuer die 
Ausgangs matrix erhaelt man 
c [I , 0] 
q 
Man will nun zu einem reduzierten ~1odell 
(2 .4) 
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. 
x = A x + B u 
r- r- (2.5) 
f = c x r- (2.6) 
gelangen, von dem man fordert , dass die r Komponenten des Zustandsvektors x 
die r wesentlichen Komponenten des Originalzustandsvektors x moeglichst gut 
nachbilden, die ueber eine Reduktionsmatrix zu einem Vektor 
x = Rx 
-r 
zusammengefasst werden koennen . 
2. 1 POLYNOMAPPROXIMATION 
(2. 7) 
Diese Verfahren nehmen eine Sonderstellung ein, denn sie gehen nicht wie 
viele andere von der Zustandsraumdarstellung, sondern von der Darstellung 
des Systems als Uebertragungsfunktion 
G(s) 





ao + + •• • + 
n 
a 1s a s n 
m < n (2.8) 
aus. Ziel ist es , den Amplituden- und Phasengang von G(s ) ueber alle Frequen-
zen moeglichst gut dur ch eine gebrochen rationale Funktion G(s) 
G( s ) 
+ .. . + b sq q 
q < r < n (2.9) 
anzunaehern . Um den durch diese Appr oximat ion entstehenden Fehler zu beur-
teilen, werden verschiedene Funktionen (9] - (12] angewandt. I n den meisten 
Faellen erhaelt man dabei unterschiedl iche n icht lineare Bestimmungsglei-
chungen fuer die noch unbekannten Koeffizient:en ä; und bi . Numerisch koennen 
diese nur itera~iv oder mit Suchverfahren best imm~ werden. Problematisch da-
bei ist jedoch, dass iterative Verfahren nicht immer konve r gieren und 
Suchverfahren meist ein Nebenminimum und nicht das absolute Minimum heraus -
finden. 
Neer. groessere numerische Schwie rigkeiten berei t et aber o ftmals die Umrech -
nung von Modellen hoher Ordnung, die meis t als Zustandsg leichungen 
vorliegen, auf die Darstellung als Uebertragungsfunktion. Ein weite r er ~ach -
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teil der Polynomapproximation ist, dass Systeme hoher Ordnung fast immer 
Mehrgroessensysteme sind, so dass man nach einer Transformation in den Fre -
quenzbereich eine Uebertragungsfunktionsmatrix erhaelt . 
2.2 MINI MIERUNG DES A USGANGSFEH LERS 
Man st r ebt an, die Abweichung des Zustandsvektors x( t ) des reduzierten Mo -
dells vom Vektor der wesentlichen Zustandsgroessen- (oder der Ausgangsgroe-
ssen) ~r (t) des Or iginals moeglichst kle i n zu machen. Man minimiert daher den 
Ausgangsfehler 
E (t) = X (t) - x( t ) 
- r -r -
(2 . 10) 
im Sinne des kleinsten Fehlerquadr ats, indem man verlangt, dass das quadra-
tische Guetekr iterium 
(2 . I I) 
minimal wird [ 13] - [ 15] . 
Da x(t) von den Matrizen Ar und Br des raduz ierten Mode lls abhaengt, ste l lt 
die Minimierung von Gleichung (2 .11) eine Bedingung zur Berechnung dieser Ma-
trizen dar. ~1it dem Verfahren laesst sich er reichen _, dass das reduzierte Mo-
dell stationaer genau und bei stabilem Original ebenfalls stabi l ist. 
Nachteilig ist, dass der zu minimierende Ausgangsfehler ~r (t) nichtlinear 
von Ar , Br abhaengt, da 
~(t) 
t A (t- 'T) 
r J e B u('T) d't 
r-0 
( 2. I 2) 
ist. Die Minimierung von J(Ar, Br) ist schwierig und kann nur numerisch er -
folgen, was schon bei reduzierten Modellen niedriger Ordnung mit erheblichem 
Aufwand verbunden ist und zu aehnlichen Problemen wie bei der vorher be -
schriebenen Polynomapproximation f uehrt. 
2.3 MI N IMIERUNG DES GLE ICH UNGSFEHLERS 
Um die Nachteile des eben skizzierten Verfahr ens zu vermeiden, wird statt des 
Ausgangsfehlers Er (t) der sogenannte Gleichungsfehler 
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~(t) ~ (t) - A x (t) - B u(t) r r-r r- (2. 13) 
wieder uebe~ ein quadratisches Guetekriterium minimiert [16] - (18). Der Un-
terschied zur Ausgangsfehlerminimierung liegt darin, dass der Gleichungsfeh-
ler ( 2.13 ) jetzt linear von den gesuchten Mat:rizen Ar, Br abhaengt. Nach 
Eitelberg [16), [17] laesst sich die Berechnung der Matrizen Ar, Br auf die 
Loesung einer einzigen Ljapunov' sehen ~latrizengleichung zurueckfuehren. 
2.4 S INGULAERE PERTURBATION 
Bei den Verfahren der Singulaeren Perturbation [19), [20) wird wie bei moda-
len Verfahren das Zerlegen eines Originalsystems in einen schnellen und lang-
samen Systemteil angestrebt . Die Trennung wird bei dieser Methode am Original 
durchgefuehrt. Man vernachlaessigt die Uebergangsvorgaenge des schnellen 
Teilsystems, beruecksichtigt nur ihre stationaeren Zustaende und gelangt 
schliess lieh zu einem reduzierten ~1odell nach Gleichung (2. 5). Die langsamen 
Zustandsgroessen werden in ihm als die wesentlichen angesehen. Zwar bleibt 
bei dieser Methode die physikalische Struktur des Originals weitgehend er-
halten, jedoch sind auftretende Maengel wie singulaere und instabile 
Teilmatrizen ein entscheidender Nacht eil [5]. 
2.5 MODALE ORDNUNGSREDUKTION 
Modale Verfahren verlangen eine Transformation des Originalsystems auf 
Jordan' sehe Normalform und fuehren die Ordnungsredukt:ion dadurch herbei, 
dass von den Eigenwert:en des Originals nur die dominanten in einem redu-
zierten Modell beruecksichtigt werden. 
Etwa seit Mitte der sechziger Jahre werden solche Methoden entwickelt. Die 
Arbeiten von E·.J . Davison, S .A . Marshall und l1.R. Chidambara [21] - [27] 
weisen in ihrer urspruenglichen Fassung noch teilweise erhebliche Maengel 
auf, so dass sie sich in der theoretischen Literatur gegenueber anderen He-
thoden nicht durchsetzen konnten. Einneueres Verfahren von L. Litz [1], [2] 
vermeidet diese Schwaechen. In einigen Aufssetzen neueren Datums wird seine 
Ueberlegenheit den bisherigen modalen Verfahren gegenueber herausgestellt 
(siehe [3] - [5]) Daher bildet Daher bildet es auch die Grundlage dieser Ar-
beit und wird im naechsten Kapite l ausfuehrlich besprochen. 
Ein weiteres modales Ordnungsreduktionsverfahren wurde von R.E. Skel t o n [28] 
[ 34] vorgeschlagen. Di e dort zur Bestimmung dominanter Eigenwer te be -
nutzten "Modal Costs" gehen im Unterschied zu den von L. Litz eingefuehrt en 
Dominanzmaszen nicht von den Residuen, sondern von den Normen der Steuer - und 
Beobachtbar keitsmatrix aus. Ausserdem besteht e in grundssetzlieber Unter-
schied darin, dass Skelton bei der Ordnungsreduktion von einem 
"Riccati - geregelten" Syst em ausgeht und durch die Ordnungsreduktion sukzes-
sive e infachere Regler mit Ausgangsgroessenrueckfuehrung bestimmt. Die 
Gemeinsamkeiten und Unterschiede dieser beiden Ansaetze sollen hier jedoch 
nicht weiter eroertert werden. 
--------------- ---- ·--- - - ------------
3. DAS ORDNUNGSREDUKTIONSVERFAHREN NACH LITZ 
In diesem Kapitel soll das Ordnungsreduktionsverfahren nach L . Litz [1], [2] 
vorgestellt werden. Dieses Verfahren verlangt eine Aufspaltung des Zustands -
vektors in einen wesentlichen und einen unwesentlichen Tei l. Aus diesem Grund 
wird hier eine Erweiterung vorgenommen: die Ermittlung wesentlicher Zu-
standsgroessen. Abschliessend wird erlaeutert, wie man mit Hilfe dieses er-
weiterten Ordnungsreduktionsverfahrens zu Modellen niedrigerer Or dnung 
gelangt. 
3.1 GRUNDZUEGE DES VERFAHRENS 
Ausgangspunkt ist die Beschreibung eines technischen Systems durch ein line-
ares zeitinvariantes mathematisches Modell n-ter Ordnung mit p Eingangs- und 
q Ausgangsgroessen im Zustandsraum: 
x = Ax + Bu (2 . I ) 
'j_ = Cx (2 . 2) 
Zunaechst wird das durch die Gleichungen (2. 1) und (2 .2 ) beschriebene System 
auf Blockdiagonalform transformiert, wie dies bei allen modalen Verfahren 
gefordert wird: 
x = Mz (3 . I) 
Durch die Transformation nach Gleichung (3.1) ergibt sich 
* z = Az + B u (3 . 2) 
- -
* 
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/1. = M-I AM (3.4) 
* M-IB B = (3.5) 
* c = CM (3.6) 
Die modale Systemmatrix A besitzt fuer den Fall paarweise verschiedener Ei-
genwerte, l•lOVOn bei den meisten realen technischen Systemen ausgegangen wer-
den darf, Diagonalgestalt. Die Hauptdiagonale dieser Matrix enthaelt die 
Eigenwerte ).1 , • • • , An des Systems 
A = Diag { 1.. l , ••• , t..n} ( 3 . 7) 
Als erster Schritt der Ordnungsreduktion werden nun aus der Gesamtheit der 
Eigenwerte m dominante herausgesucht. Zur Bestimmung dieser Eigenwerte hat 
L. Litz Dominanzmasze eingefuehrt, die in Kapitel "3. 2 Die Dominanzmasze 
nach Litz" auf S . 12 hergeleitet werden. 
Nach Festlegung der dominanten Eigenwerte wird am modaltransformierten Ori-
ginal eine Trennung in einen dominanten und einen nicht dominanten Systemteil 
durchgefuehrt: 
(3.8) 
Dies kann durch Vertauschen entsprechender Zeilen der Gleichung (3 .2 ) er -
reicht werden. Die Matrix A1 enthaelt dann die m dominanten und die ~1atrix A2 
dien-mnicht dominanten Eigenwer te. 
A. 1 = Diag { 1.. I , . •• , t..m} (3 . 9) 
(3 . 10) 
Entsprechend zu 11.1 und A2 lassen sich die Eigenbewegungen 
(3 . 1 1) 
8 3. Das Ordnungsreduktionsverfahren nach Litz 
so zusammenfassen, dass ~1 die zu A1 gehcerenden dominanten Eigenbewegungen 




* Al~ ! + BI~ (3. 12) 
(3 . 13) 
I m zweiten Schritt der Ordnungsreduktion wird nach einem Vorschlag von E.J. 
Davison [21] durch die Vernachl aessigung der nicht dominanten Eigenbewe-
gungen 
~2 = 0 (3 . 14) 
die eigentl i che Reduktion der Ordnung er zielt, so dass das reduzierte Modell 
im Modalbereich allein durch die Gleichungen (3.12) und (3.14) beschrieben 
wird. 
Bi s zu diesem Punkt genuegt e lediglich die Kenntnis der dominanten 
Eigenwerte. Wi ll man vom modaltransformierten System wieder in den physika-
lischen Bereich zurueckgehen, so ist es wichtig, die wes entlichen Zustands-
groessen des Originals zu kennen. 
L. Litz l egt diese Zustandsgroessen aufgrundder Kenntni s der phys ikalischen 
Gegebenheiten des modellierten Systems fest. Wesentlich sind dabei Regel - , 
l'1ess- und kritische Groessen. Oftmals trifft man mit dieser Festlegung jedoch 
nicht die bestmoegliche Wahl wesentlicher Zustandsgroessen . Daher wird in 
Kapitel "3 . 3 ~1asze fue r die Wesentlichkeit von Zus <: andsgroessen" auf S . 16 
ein Kriterium abgeleitet, das eine systematische Bestimmung solcher Zu -
standsgroessen ermoeglicht. 
Nachdem man die wesentlichen Zustandsgroessen kennt, kann man das Original-
modell so umor dnen, dass dessen Zustandsvektor x in 
X (3. 15) 
aufgeteilt werden kann, wobei ~1 die wesentlichen und ~2 die unwesentlichen 
Zustandsgroessen beinhaltet. Die Ruecktransformation in den physikalischen 
Bereich erfolgt mi t der Modalmatrix M, die sich ueber die Gleichungen (3. 11 ) 
und (3 .15 ) gemaess 
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(3 . 16) 
in vier Untermatrizen passender Dimension aufspaltet. l'iit der Forderung 
z = 0 erhaelt man ueber Gleichung (3 .16 ) fuer ~1 eine Naeherung 
(3. 17) 
die durch den Verlust von H12 ~2 stationaer und dynamisch ungenau ist. Um 
dies zu vermeiden, schlaegt L. Litz vor, die nicht dominanten Eigenbewegungen 
~ 2 naeherungsweise als geeignete Linearkombination der nach wie vor vo r han-
denen Eigenbewegungen ~1 anzusetzen: 
(3 . 18) 
Die Matrix E wird so bestimmt, dass 
(3. 19 ) 
d.h . das reduzierte l'!odell stationaer genau ist . Daneben liefertE die best-
moegliche Naeherung fuer ~2 (t) , was der Dynamik des reduzierten Modells zu-gute kommt. Dazu wird angesetzt, dass der Fehler zwischen Original und 
Naeherungsverlauf der nicht dominanten Eigenbewegungen 
(3.20) 
minimal im Sinne des quadratischen Guetekriteriums 
CO -T 
J = f E ( t) ~( t) dt 
0 
( 3. 2 I ) 
wird. Da J nach Gleichung (3 .21 ) auch Zeiten t ~ ~ beruecksicht igt, wird das 
reduzierte ~odell stationaer genau. Auf die genaue Herle i tung soll hier ver -
zichtet werden , dazu sei auf [1], [2] verwiesen. Als Loesung fuer E ergibt 
sich 
- - -· - - - - -------- -------- ---
10 3 . Das Ordnungs r eduktionsverfahren nach Li t z 
mit 
I , ... , m) ( 3 . 23) 
* T *T 
------_- ( B2~B 1 ) ( i= l , .. . , n- m; j=l, m) (3 . 24) 
'- · + '-· ~ J 
und 
T 
.::ou = (u 1 , ••• ,u ) max pmax ( 3 . 25 ) 
Die Matrix B~ enthaelt d ie ersten m Ze i l en von B~, B~ die n - m rest l i chen . 
Der bisher da r gestellt e Ablau f des Litz' s ehen Ver fahrens soll j etzt durch 
zwei Strukt ur bilder nochmals verdeutlicht werden. Bild 1 zei gt das auf 




Bild 1. Struktur des 
Blockdiagonalform 

















__ _ _ _j 
nach Transformation auf 
Die Ordnung zu reduzieren bedeutet, die Ar.zahl der dynamischen Bloecke in 
Bild 1 zu vermindern. Daher werden die n-m letzten Bloecke, denen die nicht 
dominanten Eigenwerte zugeordnet sind, gestrichen. Wie man aus dem Bild erse -
hen kann, wird durch eine ersatzlose Streichung der letzten Bloecke ~1 und ~ 2 
verfaelscht . Naehert man ~2 jedoch an, wie dies in Gleichung (3 .18 ) vorge-
schlagen wird, so wird dies verm ieden (siehe Bild 2 auf S.11) 
Nun fasst man die verschiedenen Lineartransformationen in Bild 2 auf S . 11 zu -
sammen. Nach Gleichung (3 . 16) und (3 . 18 ) ergibt sich dann 
3.1 Grundzuege des Verfahrens 
~I MnZ1 z1 Mn s- >.1 
~ + ~ + 
~ ~_1_ 1 Zm M21 M21~1 s-Xn 
8 M-1 ... 
~ I im-1• M12 M1zlz 
lwn ., E + 
~2 
-· 
I in • Mz~zMzz 
Bild 2. Struktur bei Approximati on der vernachlaessigten Eigenbewegungen 
~I M z 1 r-
Verknuepft man diese beiden Gle i chungen , so ergibt s i ch 
( 3 . 26) 
(3 . 2 7) 
(3 . 28) 
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d . h. der vernachlaessigte Teil des Zustandsvektors ~. der die unwesentlichen 
Zustandsgroessen enthaelt , wird, wie Gleichung (3.28) zeigt, durch Linear-
kombinationen ~er i m reduzierten Modell enthaltenen wesentlichen Zustands -
groessen nachgebildet . 
Die ~1atrix Mr in Gleichung (3. 26) ist die neue Transformationsmatrix zwischen 
den im reduzierten Modell enthaltenen dominanten Eigenbewegungen ~ 1 und des -
sen Zustandsvektor k1 . Mit Mr liegt auch die Eingangstransformation 1-1; 1 
fest. Das reduziert e Modell hat damit die in Bild 3 auf S.12 gezeigte Struk -
tur. 
Als letztes muss jetzt noch ~bes timmt werden. Mit den Abkuerzungen 
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Br 
L 
Bild 3. Struktur des reduzierten Modells in Blockdiagonalform 




* B u 
ergibt sich fuer das reduziert e Modell in Diagonalform 
~1 
(3.29) 
(3 . 30) 










A x1 = + r-
M A M-I 
r I r 
B u 
r-
+ Ml 2E)Al (MI I 
-1 
= (MI! + M12E) 
Damit ist das gewuenscht:e reduzierte Nodell gefunden . 
(3.31) 
(3. 32) 
(3 . 33) 
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3 .2 DIE DOMI NANZMASZE NACH LI T Z 
Weil man eine moeglichst gute Uebereinstimmung des Uebertragungsverhaltens 
von Original und reduziertem Modell anstrebt, bietet sich ein Uebergehen in 
den Frequenzbereich an, indem man die Gleichungen (3.2) und (3 . 3) 
Laplace-transformiert . Da fuer das Uebertragungsverhalten die Anfangswerte 
keine Rolle spielen, ergibt sich 
* s ~ ( s ) = A~ ( s ) + B !!_ ( s ) (3.34) 
Aufleesen von. Gleichung (3.34) nach Z(s ) und Einsetzen in die Laplace- trans-
formierte Gleichung (3.1) liefert Gleichung (3.35), 
* * !_(s) = C ~·(s) = C (si 
n (3.35) 
die das Uebertragungsverhalten beschreibt . 
Schreibt man Gleichung (3.35) komponentenweise, was aufgrund der Diagonal-
gestalt von (sln - A)-1 moeglich ist, und greift man fuer ein Modell mit p 
Eingaengen und q Ausgaengen den i,j-ten Uebertragungspfad heraus, so ergibt 
sich 
Y .. (s) 
l.J + .•• + 
* * ) c. b . 1.n nJ 
s - .A 
n 
. U j (s) (3.36) 
Schaltet man als Eingangssignal uj ( t ) auf das System die Einheitssprungfunk-
tion 
cr( t) { 
0 fuer t < 0 
1 fuer t > 0 (3.37) 
die fuer mittlere bis hohe Frequenzen eine . gute und fuer tiefe Frequenzen 
aufgrund des Gleichanteils die bestmoegliche Systemerregung liefert und 
fuehrt man eine Ruecktransformation in den Zei tbereich durch, so erhaelt man 
* * n cikbkj ;\.kt 
y .. (t ) !": (e - l) 
l. J k=l 
·\ 
( 3.38) 
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Der k - te Summand dieser Gleichung 
* * 
cikbkj (e Akt I) s.k. = -1-:J 
ft.k 
(3 . 39) 
wird vom k - ten Eigenwert verursacht. Bei Annahme stabiler, reeller Eigen-
werte ist der Betrag des Faktors, der die Dynamik verursacht, beschraenkt: 
fuer 0 < t < oo (3.40) 
Fuer stabile komplexe Eigenwerte ist der Faktor, wie in [1] gezeigt wird, 
ebenfalls beschraenkt. 
Die Staerke des Summanden nach Gleichung (3 . 39) im i,j-ten Uebertragungspfad 
haengt also nur vom Quotienten 
q.k. ~ J 
(3 . 41) 
ab, weshalb der Betrag dieses Quotienten als Masz fuer die Dominanz des k-ten 
Eigenwertes bezueglich des i - ten Ausgangs und des j-ten Eingangs angesehen 
werden kann. Bezieht man jqikj I auf den Betrag des sta<:ionaeren Endwertes 
= lqikjl 
jyijool (3.42) 
so liefert diese dimensionslose Groesse eine Aussage darueber, wie stark der 
Uebertragungsvorgang Yij (t) vom Summanden des k-ten Eigenwertes beeinflusst 
wird. 
Eigenwerte A.k, die sehr kleine \verte fuer r ikj besitzen, sind bezueglich 
dieses UeberL:ragungspfades nicht dominant. Diese Aussage laesst sich nicht 
umkehren, denn es ist moeglich, dass in einem oder mehreren Pfaden Summanden 
auftreten, deren Betrag zwar in der selben Groessenordnung liegt , die jedoch 
unterschiedliche Vorzeichen besitzen und sich daher kompensieren koennen . 
Die Summe aendert sich durch \veglassen dieser Kennzahlen kaum, so dass die 
betreffenden Eigenwerte als nicht dominant betrachtet werden koennen . 
3.2 Die Dominanzmasze nach Litz 15 
Die Information ueber solche Kompensationen ist im Be~rag des Amplituden-
ganges jGij (jw)j enthalten , weshalb man Gleichung (3 . 42 ) mit dem Betrag des 
normierten Ampli~udenganges wichtet : 
r .k. = r. k.A . . (\k) ]. J ~ J ~J (3 . 43) 
mit 
(3.44) 
Will man die Dominanzkennzahlen r ikj und r ik. zur Beurteilung der Dominanz 
des Gesamtsystems heranziehen , so muss man heruecksichtigen, dass der i-te 
Ausgang von den einzelnen Eingaengen, auf die durchaus verschiedene Sprung-
hoehen aufgepraegt sein koennen, unterschiedlich stark beeinfluss~ wird, 
d.h . die einzelnen Uebertragungspfade nicht gleich wichtig sind . Man bewer-
tet daher r;kj und rikj : wie folgt: 
mit 
dikj = rikjNij 
N . . = 
~J 
r.k.N .. 




Eine Beurteilung der Dominanz des Gesamtsys~ems i st j etzt moeglich, indem man 
die ~axima und die Summen der zum k -ten Eigenwert gehcerenden Kennzahlen d ikj 
und di~ ueberballe Pfade bildet: 
~ = max ( max d.k . ) k I, ... , n (3.48) 
i= l 'q j = I ' p l ' J 
q p 
sk I ;: d.k . k l, ... ,n (3 .49 ) 
i=l j = I .l . J 
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~ max ( max d.k.) i= 1 ,q j =1 'p l. J (3 . 50) 
q p 
sk = ~ ~ d.k. 
i=1 j=J l. J 
(3.51) 
Die Summenmasze nach Gleichung (3.49) und (3.51) werden eingefuehrt, um zu 
erkennen, ob ein Eigenwert ). k in nur wenigen oder in vielen Uebertra-
gungspfaden dominant ist . 
Die Dominanzmasze nach Gleichung (3.48) - (3.51) ermoeglichen die Ermittlung 
der dominanten Eigenwerte eines Systems. Wie man dabei vorgehen muss, ist in 
Kapitel "3.4 Vergehensweise bei der Ordnungsreduktion" auf S.1 7 
beschrieben . 
3 .3 MASZE FUER DIE WESENTLICHKElT VON ZUSTANDSGROESSEN 
Ausgangspunkt ist die Loesung der transformierten Zustandsdif -
ferentialgleichungen bei einer Anregung der Eingaenge durch 
Sprungfunktionen . Fuer den i,j-ten Uebertragungspfad gilt: 





u . Jmax (3 . 52) 
Da e ine Aussage f uer al le Zustandsgroessen gemacht werden s ol l, wird angenom-
men, dass alle Zustandsgroessen Ausgangsgroessen sind . Durch Ver tauschen 
einzelner Zus tandsgroessen laesst s ich der Zustandsvektor dann so umordnen, 
dass 
z. = I X 
n-
ist. Aehnlich wie bei den Dominanzmaszen kann der Quotient 
q.k . 
L J 
(3 . 53) 
(3 . 41) 
dazu herangezogen werden, um Aussagen ueber die Wesentlichkeit von Zustands -
groessen machen zu koennen . ~an bildet 
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* * 
vik = max Clq .k.u. I) = max (I cikbkj ujmax l ) (3.54) j =I' p 1 J JIDaX j =I' p \ 
und 
* * _, p p l cikbkj 
vik = E lq ikjujmax l E u. I (3.55) j=I j =l A.k JIDaX 
Um einen Vergleich der einzelnen Zustandsgroessen untereinander zu ermoegli -
chen, wird fuer jede Zustandsgroesse eine Normierung auf den maximalen von 





max ClqikJ. uJ.max l) 
= j=I ,p 
max Jy . . I 
. 1]"" J= 1 'p 
p 
= j:l Jqikj ujma) 
max IYiJ."" I j =I ,p 
(3.56) 
(3. 57) 
Mit diesen Gleichungen stehen Masze fuer die Wesentlichkeit der i-ten Zu-
standsgroesse Xj bezueglich des Eigenwertes Ak zur Verfuegung. Berechnet 
man V;k und ~ik fuer alle i,k, so erhaelt man fuer alle Kombinationen von Zu-
standsgroessen und Eigenwerten jeweils zwei Zahlenwer~e, die man in 
Tabellen, den sogenannten Wesentlichkeitstabellen der Zustandsgroessen zu-
sammenfassen kann. Die v ;k bilden die Wesentlichkeitstabelle nach dem 
!1aximum-Kriterium (Gleichung (3. 56)), die v;~c die Wesentlichkeitscabelle 
nach dem Summen-Kriterium (Gleichung (3 . 57 )) . 
In den meisten Faellen liefern beide Tabellen die selben wesentlichen Zu-
standsgrcessen, so dass man fast immer mi t der Tabelle nach dem 
Maximum-Kriterium auskommt. Es ist jedoch denkbar, dass es Zustandsgroessen 
gibt, die in jedem Uebertragungspfad einen Beitrag fast der gleichen Groe-
ssenordnung liefern . Um e in solches Verhalten zu erkennen, wird die Wesent -
lichkeitstabelle nach dem Summen -Kriterium benoetigt . 
Die Vergehensweise zur Auswahl wesentlicher Zustandsgroessen wird im 
naechsten Kapitel beschrieben. 
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3.4 VORGEHENSWEISE BEl DER ORDNUNGSREDUKTION 
Nachdem in Kapitel "3 . Das Ordnungsreduktionsverfahren nach Litz" auf S.S 
das Ordnungsreduktionsverfahr en nach Litz vorgestellt wurde, so l l hier dar -
gestellt werden, wi e man mi t Hilfe der neu in die Programmbibliot hek RAS~; 
[35] e inzufuehrenden Hauptpr ogramme DO\'/EHP und SYREHP ausgehend von einem 
Originalmodell hoher Ordnung zu einem reduzierten Modell gelangen kann . Da -
bei wird ausfuehrlich darauf eingegangen, wie man mit Hilfe der Dominanzmasze 
und Wesentlichkeitstabellen e ine sinnvolle Wahl von dominanten Eigenwert en 
und wesent lichen Zust andsgr oessen t r effen kann . 
3.4.1 Auswahl dominanter Eigenwerte und wesentlicher Zustandsgroessen 
Zuerst berechnet man die Dominanzmasze und die Wesentlichkeits tabellen nach 
dem Maximum- und Summen- Kriterium. In den meisten Faellen ist eine Er stellung 
der Wes entlichkeitstabe lle nach dem Summen- Kr iterium nicht erforder lich . Um 
diese Berechnungen durchzufuehren, wird das Pr ogramm DOWEHP benutzt. Nachdem 
Dominanzmasze und Wesentlichkeitstabellen vorliegen, waehl~ man die domi -
nanten E igemver~e und wesentlichen Zustandsgroessen aus, wozu . folgendes 
gesagt wer den kann: 
Die Dominanzmasze nach Gleichung (3 .24) - (3.27 ) ermoeglichen es, aus den 
stabilen Eigenwerten eines Systems die dominanten festzulegen. 
Dominant bezu eglich der Steuer - / Beobachtbarkeit s ind die Eigenwerte mit den 
groessten Masz~n Mk und Sk , bezueglich des Uebertragungsverhaltens die mit 
den groessten Mk, Sk Strebt man an, das Uebertragungsverhalten eines Origi-
nals durch ein r eduzier tes Modell gut nachzubilden, wird man den Schwerpunkt 
auf die Eigenwerte mit grossen Mk, §k legen, bei einer Verwendung des Mo -
dells zum Reglerentwurf jedoch auf die mit grossen Mk, Sk. 
Welche Eigenwerte aufgrund des Zahlenwertes der Masze noch dominant bzw. 
schon nicht dominant sind, muss der Anwender selbst entscheiden . ~!oeglicher ­
weise kristallisteren sich durch unterschiedliche Groessenordnungen der 
Masze auch verschiedene denkbare Ordnungen von reduzier ten Modellen heraus. 
Instabile Eigenwerte, deren Betrachtung mittels dieser Dominanzmasze nicht 
moeglich ist, sind immer dominant und muessen daher auch immer ins reduzierte 
Modell uebernommen werden. 
Nach der Festlegung der dominan~en Eigenwerte ist die Ordnung des reduzierten 
Modells und damit auch die Anzahl der benoetigten wesentlichen Zustands-
groessen bekannt, die wie folgt bestimmt werden : Die Zustandsgroessen, die 
auch Ausgangsgroessen des Originals sind, muessen im reduzierten Model l ent -
halten sein, es sei denn, man will im reduzier~en tlode ll auf bestimmte Aus -
gangsgroessen verzich~en, z . B. weil deren Uebergangsverhalten unkritisch 
ist oder deren stationaere Endwerte nur sehr klein sind . 
Zur Auswahl der restlichen wesentlichen Zustandgsgroessen benutzt man die 
Wesentlichkeitsmasze. Zunaechst werden fuer jeden dominanten Eigenwert die 
Zustandsgroessen in den Wesentlichkeitstabellen herausgesucht, die die 
groessten Zahlenwerte aufweisen . Sollten dabei fuer einen Eigenwert fast 
alle Zus~andsgroessen Werte liefern, die in der gleichen Groessenordnung 
liegen, so wird dieser Ei genwert durch jede dieser Zus~andsgroessen in etwa 
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gleich gut repraesentiert. Fuer diesen Fall spielt es daher fast keine Rolle, 
welche der Zustandsgroessen man als wesentlich erachtet. Folglich kann man 
anhand dieser Eigenwerte nur schlecht beurteilen, welche Zustandsvariablen 
wesent lich sind. Daher sollen sie zunaechst ausser ~cht . gelassen werden. 
Man sieht sich nun Zeile fuer Zeile der Wesentlichkeitstabellen an . Treten in 
der i-ten Zei l e fuer al le dominanten Eigenwerte, abgesehen von obiger Aus-
nahme, nur kleine Zahlenwerte auf, so ist die Zustandsgroesse, die dieser 
Zeile zugeordnet werden kann, unwesentlich und kann weggelassen werden. 
Von der jetzt noch uebrig gebliebenen Teilmenge von Zustandsgroessen waehlt 
man die noch benoetigten wesentlichen Zustandsgroessen aus. Dabei ist darauf 
zu achten, dass die dominanten Eigenbewegungen genuegend stark im redu-
zierten Modell vertreten sind. Eigenbewegungen , die durch die bereits fest-
gelegten Zustandsgroessen noch nicht gut nachgebi1det sind, sollten durch 
die noch auszuwaehlenden besser als die uebrigen Eigenbewegungen repraesen-
tiert werden. Man muss aus der der verbliebenen Teilmenge eine Kombination 
von Zustandsgroessen waehlen, die diesem Ziel am naechsten kommt. 
Tritt fuer einen dominanten Eigenwert in den Wesentl ichkeits t abel l en eine 
oder sehr wenige Zustandsgroessen besonders deutlich hervor, so sind diese 
wesentlich. Man sieht dies daran, dass in der zu diesem Eigenwert gehcerenden 
Spalte der Wesentlichkeitstabelle diese Zustandsgroessen die uebrigen bei 
weitem ueberragen. Sie sollten Zahlenwerte besitzen , die in etwa der Groe-
ssenordnung der groessten in der Tabelle auftretenden Werte liegen . 
Sind durch Vorgaben oder andere Festlegungen die wesentlichen Zustandsgroes -
sen zu diesem Zeitpunkt bereits festgelegt , so empfiehlt es sich, die Ordnung 
des reduzierten Modells zu erhoehen und diese in der Wesentl i chkeitstabelle 
besonders hervortretenden Zustandsgroessen im reduzierten Model l zu berueck-
sichtigen . 
Will man das reduzierte Modell zum Reglerentwurf verwenden, so muss man sich 
ansehen, welchen Beitrag die wesentlichen Zustandsgroessen zu den nicht do-
minanten Eigenwerten liefern. Han sollte nur solche Zustandsgroessen ins re-
duzierte Modell uebernehmen, die mit diesen Eigenwerten nur s chwach 
verkoppelt sind. Bei starker Verkopplung wesentlicher Zustandsgroessen mit 
nicht dominanten Eigenwerten verschieben sich diese stark, wenn man einen am 
reduziert en Modell entworfenen Regler auf das Origin almodell aufschaltet. 
Eine nur geringfuegige Aenderung von Koeffizienten der Rueckfuehrmatrix 
eines Zustandsreglers koennte in die sen Fael len schon zur I nstabi litaet 
fuehr en . 
3.4.2 Durchfuehrung der eigentlichen Ordnungsreduktion 
Nachdem man nun die dominanten Eigenwerte und wesent l i chen Zus tandsgroes sen 
kennt , kann man mit Hilfe des· Hauptpr ogramms SYREHP das reduzierte i'lodel l be -
rechnen. Dazu gibt man die Nummern der dominanten Eigenwerte und der wesent -
lichen Zus tandsgroes sen an, worauf das Programm die Berechnung der 
reduzierten ~lodell s nach dem von Lit z [1] , [ 2 ] vorgestell ten "opt imalen" Re -
duktionsverfahr en vornimmt. Die vernachlaessigten Zustandsgroess en und 
Eigenbewegungen werden dabei so gut wie moeglich durch Linear kombinationen 
de r im reduzierten Modell enthaltenen Zustandsgroes sen und Eigenbewegungen 
angenaehert. Falls bei der Berechnung de r .latrix E nach Gleichu:1g (3. 48) sin - -
gulaere ~latrizen auftreten, wird "nicht opc imal " reduziert . 
4. PROGRAMMTECHNISCHE IMPLEMENTIERUNG 
Zur Durchfuehrung von Ordnungsreduktionen nach dem Litz'schen Verfahren wer-
den in die Programmbibliothek RASP zwei neue Hauptprogramme, DO\VEHP und 
SYREHP, sowie mehrere neue Unterprogramme eingefuehrt. DOWEHP berechnet die 
Dominanzmasze nach L. Litz (1] , [2] und die Wesentlichkeitsmasze nach J . 
Barth [6], mit deren Hilfe im ersten Schritt der Ordnungsreduktion die domi-
nanten Eigenwerte und die wesentl ichen Zus tandsgroessen f estge l egt werden 
koennen. Zur Durchfuehrung der eigentlichen Ordnungsreduktion dient das 
Hauptprogramm SYREHP, das die reduzierte Systemmatrix Ar und Eingangsmatrix 'Br 
nach einem Vorschlag von L. Litz so berechnet, dass nicht dominante Eigenbe-
wegungen und nicht wesentliche Zustandsgroessen angenaehert werden. 
4 . 1 DAS HAUPTPROGRAMM DOWEHP UND DIE ZUGEHOERIGEN NEU ER-
STELLTEN UNTERPROGRAMME 
4. 1. 1 Hauptprogramm DOWEHP 
Das Hauptprogramm DOWEHP uebernimmt das Einlesen der vom Benutzer eingege -
benen Daten. \He diese Einlesedaten zu erstellen sind , ist im Benutzerkommen-
tar des Programms DOWEHP, der in "Anhang A. List ings neu erstellter 
Programme" auf S. 31 zu finden ist, genau beschrieben. Ausserdem sind in 
"Anhang B. Beispiele" au f S. 63 e inige ~1nsterdatensaetze abgedruckt , an denen 
sich der Benutzer beim Erstellen eines Datensatzes fuer das Programm DO\vEHP 
orientieren kann . Die Berechnung von Dominanz- und \vesent lichkeit smas zen 
wird vom Hauptprogramm nicht ausgefuehrt; dazu wird das Unterprogramm DO~VES 
aufgerufen. Mit Hilfe des Unterprogramms SIKODA koennen Datensaetze fue r das 
Simulationsprogramm SIKOHP (s iehe (36] ) gebildet werden, die dazu dienen 
koennen , die Guete der Hodal trans format ion zu ueberprue fen. 
4.1.2 Unterprogramm DOMWES 
Wenn das eingegebene System noch nicht in modal t ransformierter Form 
vor liegt , wird zunaechst eine Transformation auf Blockdiagonalform durchge-
fuehrt, wozu das Unterprogramm EIGEN benoetigt wird. Dieses Programm berech-
net die Eigenwerte der Systemmatrix A und die Eigenvektoren. Die Eigenwerte 
werden ihre r Groesse nach umsortiert und entspr echend wird auch die Modalma-
trix umgeordnet. Danach werden die transformierte Systemma-rrix sowie die 
t ransformierte Eingangs - und Ausgangsrnatrix, aufgespalten in Real - und Ima-
ginaerteil, be r echnet . Damit sind die Voraussetzungen geschaffen , um die 
Dominanz- und Wes entlichkeitsmasze zu e r stellen. Dies wird von den Unterpro-
grammen MODm1 und WEZU besorgt . 
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4 . 1 .3 Unterprogramm MODOM 
" " Im Unterprogramm MODOH werden die Dominanzmasze Mk, Sk, Mk, Sie nach L. Litz, 
so wie sie in Gleichung (3.48) - ·(3.5 1) angegeben sind, berechnet . Nach der 
Errechnung der Partialbruchkoeffizienten qikj und von IGCO)I und IGCj i A~cl) l 
fuer jeden Ein- und Ausgang wird der maximale Endwert eines jeden Ausgangs 
bestimmt. Sollte ein Ausgang den stationaeren Endwert 0 besitzen, so ist ab-
weichend von L . Litz [1], (2] eine externe Vorgabe des Normierungswertes 
moeglich. Geschieht dies nicht, so wird bei diesem Ausgang keine Normierung 
auf den stationaeren Endwert durchgefuehr t. Aus allen stationaeren Endwerten 
der Ausgaenge wird dann noch das Maximum bestimmt . 
Damit sind alle Grundlagen zur Berechnung der Dominanzmasze geschaffen, die 
im naechsten Schritt erfolgt . Abweichend zu L. Litz wird, wenn gewuenscht, 
auf den groessten Wert aller Dominanzmasze normiert und mit 100 
multipliziert, so dass jetzt alle Masze in Prozent des maximalen Dominanz-
maszes angegeben sind. In den meisten Faellen ist dies guenstig, weil man 
durch diese Normierung uebersichtlichere · Zahlenwer te erhaelt und ohnehin 
fast immer nicht die absolute Groessen, sondern die zahlenmaessigen Rela-
tionen der Dominanzmasze zueinander wichtig sind. 
4.1 .4 Unterprogramm WEZU 
Zunaechst wird der maximale stationaere Endwert j eder Zustandsgroesse be -
stimmt. Danachwird fuer alle i,k lc ;~ /A ~cl errechnet , so dass dieser Quotient 
bei der anschliessenden Berechnung der Wesent l ichkeitsmasze nur noch mi~ 
lb~j I mult ipliziert werden muss, damit man lq ikj I erhaelt. Die erneut e Be-
rechnung von I q ik' I ist noetig, da I qikj I im Unterpr ogramm ~lODOM nur fuer die 
Systemausgaenge bestimmt wurde, jedoch bei der Erstel lung der Wesentlich-
keitsmasze alle Zustandsgroessen als Ausgangsgroessen betrachtet werden. 
Weil auch hier die absolute Groesse der Wesentlichkeitsmasze nicht ent-
scheidend ist , wird auf das maximale Wesent l ichkeitsmasz normiert und mit 100 
multipliziert. Auf Wunsch kann auch diese Normie rung unterdrueckt werden. 
4.2 DAS HAUPTPROGRAMM SYREHP UND DIE ZUGEHOERIGEN NEU ER-
STELLTEN UNTERPROGRAMME 
4 . 2. 1 Hauptprogramm SYREHP 
\Vie auch beim Hauptprogramm 00\v'EHP, liest das Programm SYREHP zuerst die an-
gegebenen Daten e in . Die Erstellung des Datensatzes, verdeutlicht du r ch e i -
nige Beispiele, ist im Anhang beschrieben . Die Berechnung des reduzierten 
Modells erfolgt im Unterprogramm SYSRED. Durch Aufruf des Unterpr ogramms 
SIKODA kann auch hie r ein Datensatz fuer das Programm SIKOHP e rstellt werden, 
mit dem eine Simulation des reduzierten Modells durchgefuehrt we r den kann. 
Durch Kombination des in DO\v'EHP erstellten Datensatzes zur Simul ation des 
Origina lmodells koennen Zeitverlaeufe von Original - und reduziertem Modell 
verglichen und somit dessen Guete beurte i lt werden. 
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4.2 .2 Unterprogramm SYSRED 
Als ers~es werden die Zustandsgroessen durch Vertauschen von Zeilen der Mo-
dalmatrix und Spalten der Ausgangsmatrix in einen wesentlichen und unwesent-
lichen Teil getrennt, so wie man es im Datensatz durch die Eingabe der 
wesentlichen Zustandsgroessen verlangt hat. Zum Vertauschen von Zeilen bzw. 
Spalten dient das Programm UMORD. Nachdem die Anzahl der stabilen und insta-
bilen Eigenwerte festgestellt ist, wird die transformierte Systemmatrix so 
umgeordnet, dass im oberen Teil die im Datensatz angegebenen dominanten und 
im unteren Teil der t-1atrix die nicht dominanten Eigenwerte stehen. Entspre-
chend werden auch die transformierte Eingangsmatrix sowie die ~1odalmatrix 
umgeordnet. 
Im naechsten Schritt erfolgt die Bestimmung von (B11 ) .:..j und (B z.'\ ) .:..j nach 
Gleichung (3.23) bzw. (3.24) , die im Unterschied zu L. Litz [1], [2] nicht 
explizit, sondern ueber die Loesung einer Ljapunov'schen Matrizengleichung 
mit Hilfe des Unterprogramms SMITH berechnet werden. CB 1-1 ) ~. j und (B z_1 ) i., j 
werden zur Bestimmung von E nach Gleichung (3.22) benoetigt, die nun erfolgt. 
Falls bei der Berechnung von E singulaere Matrizen auftreten und somit E 
nicht bestimm~ werden kann, wird fuer den weiteren Ablauf der Reduktion E = 0 
gesetzt. In diesem Fall wird nicht optimal reduziert . Nachdem E bekannt ist, 
werden jetzt als letz~es die Systemmatrix Ar und Eingangsmatrix Br des redu-
zierten Modells nach Gleichung (3.32) und (3.33) bestimmt. 
4.2.3 Unterprogramm UMORD 
Die Zeilen bzw. Spalten einer Eingabematrix A werden hier so umgeordnet, wie 
es in einem Vektor b gefordert wird. Wenn b L = j ist, so bedeutet dies, dass 
die urspruenglich j -te Zeile bzw. Spalte zur i-ten Zeile bzw. Spal~e wird . 
Ist die Laenge dieses Vektors kleiner als die Anzahl der Zeilen bzw. Spalten 
der Eingabematrix, so werden die noch fehlenden Zeilen bzw. Spalten der umge-
ordneten Matrix mit den noch fehlenden urspruenglichen Zeilen bzw. Spalten in 
numeris ch aufsteigender Reihenfolge belegt. 
5. ZUSAMMEN FASSUNG 
Durch die Einfuehrung zweier neuer Hauptprogramme sowie mehrerer Unterpro-
gramme steht das Ordnungsreduktionsverfahren nach L. Litz , erweitert um die 
systematische Bestimmung wesentlicher Zustandsgroessen nach J. Barth in der 
Programmbibliothek RASP zur Verfuegung. 
Die Ordnungsreduktion laesst sich .in zwei Schritte aufteilen: 
1 . Bestimmung dominanter Eigenwerte und wesentlicher Zustandsgroessen 
2. Durchfuehrung der eigentlichen Ordnungsreduktion 
Zur Bestimmung dominanter Eigenwerte werden die von L. Litz eingefuehrten Do-
minanzrnasze benutzt, die jedem Eigenwert mehrere Kennzahlen zuordnen. Diese 
Masze beruecksichtigen neben der Lage der Eigenwerte in der komplexen Ebene 
auch deren Steuer- und Beobachtbarkeit. Dominant sind die Eigenwerte, die die 
zahlenmaessig groessten Masze besitzen. 
Zur Festlegung wesentlicher Zustandsgroessen werden die Wesentlichkeitsmasze 
nach J. Barth verwendet, die jeder Zustandsgroesse fuer jeden Eigenwert · einen 
Zahlenwert zuordnen und somit in enger Verbindung zu den modalen Ordnungsre-
duktionsverfahren stehen. Je nach Anwendung .muss man unterschiedliche we-
sentliche Zustandsgroessen auswaehlen. In der Regel wird man die 
Zustandsgroessen nehmen, die fuer die dominanten Eigenwerte moeglichst 
grosse Maszzahlen besitzen. Fuer den Reglerentwurf ist es jedoch z.B . 
wichtig, darauf zu achten, dass die gewaehlten Zustandsgroessen nicht stark 
mit nicht dominanten Eigenwerten verkoppelt sind, da sonst bei Aufschaltung 
einer am reduzierten Modell entworfenen Zustandsvektorrueckfuehrung auf das 
Originalmodell sich diese nicht dominanten Eigenwerte stark verschieben. 
Die Berechnung des reduzierten Modells erfolgt nach einem Vorschlag von L. 
Litz "optimal", was bedeutet, dass die nicht dominanten Eigenbewegungen 
nicht einfach weggelassen werden, sondern durch eine Linearkombination der 
im reduzierten Modell noch enthaltenen Eigenbewegungen so approximiert wer-
den, dass das Uebertragungsverhalten der im Original vorhandenen nicht domi-
nanten Eigenbewegungen dadurch moeglichst gut nachgebildet ~vird . Die damit 
gefundene Transformation hat den zusaetzlichen Vorteil, dass Fehler zwischen 
dem Teilvektor der wesentlichen Zustandsgroessen x und seiner Naeherung x _, _,
minimal wird. 
Mit diesem modalen Ordnungsreduktionsverfahren steht dem Anwender ein lei -
stungsfaehiges Hilfsmittel zur Verfuegung, das Ordnungsreduktionen mit einer 
moeglichst guenstigen Wahl von dominanten Eigenwerten und wesentlichen Zu-
standsgroessen ermoeglicht. 
6. VERWENDETE FORMELZEICHEN 
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Systemmatrix des reduzierten Modells 
normierter Amplitudengang des i,j-ten Uebertragungspfades 
Eingangsmatrix 
transformierte Eingangsmatrix 
i,j-tes Element der transformierten Eingangsmatrix 
Teilmatrix der ersten m Zeilen von B 
Teilmatrix der n-m letzten Zeilen von B 
Eingangsmatrix des reduzierten Systems 
Ausgangsmatrix 
transformierte Ausgangsmatrix 
i,j-tes Element der transformierten Ausgangsmatrix 
Gleichungsfehlervektor 
Dominanzkennzahlen 
Naeherungsmatrix fuer die Nachbildung de r nicht dominanten 
durch die dominanten Eigenbewegungen 
Uebertragungsfunktion 
Frequenzgang des i,j-ten Uebertragungspfades 
n-reihige Einheitsmatrix 
quadr atis ches Guetekr iterium 
Naeherungsmatrix fuer die Nachbildung der unwesentlichen 
durch die wesentlichen Zustandsgroessen 
Modalmatrix 
M11 , M12 , M21 , ~1 22 Teilmatrizen der Nbdalmatrix 




q ik j 
Dominanzmasze 
Modalmatrix des reduzierten Modells 
Wichtungs faktor f uer den i , j -ten Uebertragungspfad 
Quotient aus Res iduum der Uebertragungsfunktion des i,j - ten 
Pfades bezogen auf den k - ten Eigenwer t 
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Vektor der Eingangssprunghoehen 
Eingangssprunghoehe des j-ten Eingangs 
Wesentlichkeitsmasze fuer die i-te Zustandsgroesse bezueglich 
des k-ten Eigenwertes 
Matrizen aufgrund der Wesentlichkeitsmasze 
Zustandsvektor 
Teilvektor der m wesentlichen Zustandsgroessen 
Teilvektor der n-m unwesentlichen Zustandsgroessen 
i-te Zustandsgroesse 
Ausgangsvektor 
i-tes Element des Ausgangsvektors 
Ausgangsgroesse des i,j-ten Uebertragungspfades 
stationaerer Endwert des i,j -ten Uebertragungspfades 
Vektor der Eigenbewegungen 
Teilvektor der m dominanten Eigenbewegungen 
Teilvektor der n -m nicht dominanten Eigenbewegungen 
Fehlervektoren 
k-ter Eigenwert 
Systemmatrix des modaltransformiertBn Sys t ems 
Tei lmatrix der dominanten Eigenwerte 
Teilmatrix der nicht dominanten Eigenwerte 
Einheitssprungfunktion 
Diagonalmatrix mit den Elementen d 
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konjugiert komplexer Wert von s 
. 
X zeitliche Ableitung des Vektors x 
max (x;) Maximum der x ueber alle i 
L Xj Summe der x ueber alle i 
I 
Naeherung 
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HAUPTPROGRAMM ZUR BERECHNUNG VON DONINANZTABELLE 
UND WESENTLICHKElTSTABELLE EINES LINEAREN SYSTE~lS 
FUER EIN LINEARES SYSTEM HOHER ORDNUNG SOLL EINE DOHINAL~ZTABELLE 
DER EIGENWERTE UND EINE w~SENTLICHKEITSTABELLE DER ZUSTANDS-
GROESSEN ERSTELLT WERDEN .. 
DIES GESCHIEHT DURCH 
- MODALTRANSFORJ.'1A.TION DES SYSTEMS ROHER ORDNUNG 
- DOMINANZANALYSE DER EIGEMvERTE (NACH L.LITZ) 
- BERECHNUNG DER WESENTLICHKElTSTABELLE DER ZUSTANDSGROESSEN 
(NACH J . BARTH), SIEHE AUCH UP \vEZU 
VORAUSSETZUNG: DER BENUTZER IST MIT DER DISSERTATION VON L. LITZ 
UND DER DIPLOMARBEIT VON J. BARTH VERTRAUT, . SIEHE VERFAHREN 
EINLESEDATEN : 
EIN DATENSATZ BESTEHT AUS FOLGENDEN EINGABEKARTEN : 
1) DIE INTEGERGROESSEN N, IOP, IDRUE, ITEST, IPNCH, ISIM, IOPHl, IOP!-12 
IM FORt1AT 8I5 : 
N ORDNUNG DES ORIGINALSYSTEMS 
IOP OPTIONSPARMIETER FUER DOMINANZANALYSE 
0 DOMINANZTABELLE DER EIGENWERTE UND \vESEt-.'TLICHKEITS -
TABELLE DER ZUSTANDSGROESSEN NACH DEM MAXU1UM-KRITERIUM, 
JE\{EILS NORtliERT AUF DEN MAXH!ALEN WERT DER TABELLE 
(AUSGABE IM F -FOR~!AT) 
1 WIE 0, JEDOCH WESENTLICHKElTSTABELLE NACH DEM 
SUM~1EN -KRITERIUM 
2 NUR DOMINANZTABELLE DER EIGENvlERTE (AUSGABE H1 D-FORMAT) 
10,11,12 WIE 0, 1, 2, JEDOCH OHNE NORMIERUNG AUF DEN ~1AXIMALEN 
WERT DER TABELLE 
100- 112 WIE 0 -12, JEDOCH FUER ~10DAL TRANSFORtliERTES SYSTEM 
IDRUE: DRUCKERAUSGABE EINGELESENER MATRIZEN 
0 KEINE AUSGABE 
. GT. 0 DRUCKERAUSGABE, IDRUE ENTSPRICHT IDRU IN UP ~1PRNT. 
!TEST: AUSGABE VON ZWISCHENERGEBNISSEN 
0 ~~INE AUSGABE 
.GT.O AUSGABE VON : 
- ABLAUFPROTOKOLL AUS UP EIGEN UEBER MODALE TRANSFOR~1 . 
- AUSGABE VON EIGENWERTEN (GEORDNET NACH GROESSE DES 
REALTEILS ) 
EINGANGS~!ATRIX ~!ODAL TRANSF . (Bi'10D) 
AUSGANGS~IATRIX ~!ODAL TRANSF . (C~!OD) 
EIGENVEKTOR~!ATRIX (EV) 
ITEST .GT. 0 ENTSPRICHT IDRU IN UP MPRNT 
IPNCH: AUSGABE DES MODAL TRA;\SFORmERTEN SYSTEMS I~ EINE DATEI 
ZUR ERSTELLUNG EINES DATENSATZES FUER EINE SYSTH1-
0 
REDUKTION ODER FUER \~'EITERE DOMINANZUt-.'TERSUCHUNGEN 
KEINE AUSGABE 
C .GT.O AUSGABE UEBER FILENR. IFI LEM+l (VGL. COMMON ~PNCCO) 
C IPNCH El\'TSPRICHT IGEN IN UP ~ !PNCH 
C ISIM : AUSGABE EINES DATE:-!SATZES ZUR SHfULATION DES URSPRUENG-
- - ------ -----
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C LICHEN UND DES HODALTRANSFORHIERTEN SYSTEHS MIT SIKOHP 
C 0 KEINE AUSGABE 
C 1 AUSGABE UEBER FILENR. IFILED (VGL. COHHON ~lPNCCO) . 
C IOPM(l): KEI~!: AUSGABE/ AUSGABE DER Q AUS UP ~lODOM 
C 0/ 1 ILK 
C IOPM( 2) : NORMIERUNG DER Q .AUF RE (Q ) / BETR.AG (Q ) 
C 0/ 1 ILK ILK ILK 
C 2) FALLS ISIM.EQ . 1 DIE GROESSEN IPLO, I GEN, ITEX,TO, TE,DT 
C IM FORMAT 3I5,5X,3D10.3 MIT DER BEDEUTUNG WIE IN UP SIKOD.A. 
C 3) FALLS ITEX .EQ . 1 EINE TEXTZEILE FUER SIKOHP-DATENS.ATZ. 
C 4) SYSTEMHATRIX ORIG IN.ALSYSTE~l FUER IOP = 0- 12 ODER 
C EIGENWERTE DES ORIGINALSYSTEMS, JE EINE SPALTE FUER REAL-
e UND IM.AGINAERTEIL IM FORMAT 2D20. 13 (EIGENWERTE HUESSEN 
C DER GROESSE DES REALTEILS NACH GEORDNET SEIN) FUER 
C IOP = 100- 112 
C 5) EINGANGS~1ATRIX ORIGINALSYSTEM FUER IOP = 0-12 ODER NODAL-
C TRANSFORMIERT FUER IOP = 100- 112 
C 6 ) AUSGANGSHATRIX. DIESE IST DER EINFACHEREN VORGABE WEGEN STETS 
C BEZUEGLICH DER BASIS DES ORIGINALSYSTEMS EINZUGEBEN. SIE WIRD 
C GEGEBE~!:NFALLS MIT DER EIGENVEKTORMATRIX NACIU1ULTIPLIZIERT. 
C 7 ) EIGENVEKTORMATRIX FUER IOP = 100-112 
C 8) D-VEKTOR: NORMIERUNGSVEKTOR FUER UP MODml, ENTH.AELT 
C NORMIERCNGSWERTE FuLR DIE .AUSGAENGE (Z. B. NOETIG, FALLS DER 
C MAXIMALE STATIONAERE END\ffiRT EINES .AUSGANGS NULL BETR.AEGT) . 
C D I ST STETS ALS SPALTENVEKTOR MIT MRE.AD EINZULESEN. 
C 9 ) UEIN-VEKTOR: SPRUNGHOEHENVEKTOR FUER UP ~10DOM, ENTH.AELT DIE 
C M.A.\UlALEN SPRUNGHOEHEN DER EINZELNEN EING.AENGE. 
C UEIN IST STETS ALS SPALTENVEKTOR MIT NREAD EINZULESEN. 
C 10) WIEDERHOLUNG DER DATENKARTEN 1- 3,6,8, 9 FUER WEITERE 
C UNTERSUCHUNGEN AM SELBEN SYSTE~ MOEGLICH . 
C 11 ) .ABSCHLUSS DES DATENSATZES DURCH ZIFFER 1 IN SPALTE 1 
c 
C AUSGABE : 
C .AUSGABE DER STEUERPARM1ETER, DER DOMINANZ- UND WESENTLICHKEl TS-
C TABELLE, W.AHL\{EI SE AUSGABE DER EINGANGS~1.ATRIZEN . 
c 
C DIMENSIONEN : 
C DIE UEBERPRUEFUNG AUF SPEICHERPLATZ~l.ANGEL GESCHIEHT IM 
C PROGRMl~l SELBST. GGF. MUSS DIE LAENGE DER FELDER F, Dml UND 
C IDUM SOWIE DIE DATA-ANWEISUNGEN FUER DIE VEREINBARTEN 
C L.AENGEN FMAX, Dm1AX BZi</. IDUM.AX ANGEPASST WERDEN . 
C DERZEITIGE VEREI NBARUNGEN : 
C FM.AX = 25000, DUM.AX = 45000, IDUM.AX = 1000 
c 
C FEHLERKENNZAHLEN : 
C 1: FELD DUN ZU KLEIN, LAENGE VON DUM UND D.AT.A-AN\</E ISUNG FUER 
C Dml.AX ERHOEHEN (SH. AUCH DH1ENSIONEN ) . 
C 2 : ND(l ) .NE. NC(l ) .OR. ND (2) . NE . 1 
C ND ,NC . .. DülENSIONSVEKTOREN ZU MATRIX D, AUSGANGSNATRIX C 
C 3: NUEIN(l ) .NE. NB(2 ) .OR . NUEIN (2) . 1\'E . 1 
C NUEIN , NB DINENSIONSVEKTOREN ZU UEI N, EINGANGSNATRIX B 
C 4: FELD F ZU KLEI N, LAENGE VON F UND DATA.AN\{EISUNG FUER HlAX 
C ERHOEHEN (SH. AUCH DH!ENSIONEN) . 
C 5 : FELD IDUN ZU KLEIN, LAENGE VON IDml UND DAT.A-AN\vE ISUNG 
C FUER IDmlAX ERHOEHEN (SH. AUCH DIMENSIONEN) . 
c 
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C VERFAHREN : 
C LITERATUR LOTRAR LITZ 
C REDUKTION DER ORDNUNG LINEARER ZUSTANDSRAmi-
e HODELLE HITTELS ~!ODALER VERFAHREN 
C HOCHSCHULSAMMLUNG INGENIEURWISSENSCHAFT 
C DATENVERARBEITUNG BAND 4 
C HOCHSCHULVERLAG STUTTGART 19 79 
c 
C JUERGEN BARTH 
C ORDNUNGSREDUKTION LINEARER ZEITINVARIANTER MODELLE 
C TECHNISCHER SYSTEME UNTER BERUECKSICHTIGUNG 
C WESENTLICHER ZUSTANDSVARIABLEN 
C DIPLOHARBEIT, UNIVERSITAET DES SAARLANDES, 1982 
c 
C JUERGEN BARTH 
C DOWEHP UND SYREHP - FORTRAN-PROGRA~mE ZUR REDUKTI ON 
C LINEARER SYSTEMMODELLE 
C INTERNER BERICHT, DFVLR OBERPFAFFENHOFEN, 1983 
c 
C BEMERKUNGEN : 
C - TEXTVARIABLE: NAMP(2), ITEXT (20),NAMA,NAMB,NAMC,NAMV ,NM1D,NM1U 
C SINGLE - DOUBLE PRECIS ION UMSCHALTUNG DURCH ERSTZEN DER 
c KARTE I DOUBLE PRECISION I DURCH 1 REAL I ' SO\VIE VON I EPSD 1 
C DURCH 1 EPSS 1 BZW .' Ut-1GEKEHRT NACH DER KOMNENTARKARTE CDPSP. 
C ZUR UNTERDRUECKUNG VON UNDERFLOW- ~l~LDUNGEN \~'ERDEN DIE 
C MASCHINENABHAENGIGEN SUBROUTINEN TRAPS UND ERRSET BEND!ZT. 
C DIESEMUESSEN GGF. ERSETZT ODER ENTFERNT WERDEN. IHR AUFRUF 
C ERFOLGT NACH DER KOtfrlliNTARKARTE CERRSET. 
c 
C QUELLE : 
C DIETER JOOS & JUERGEN BARTH 
C DFVLR - INSTITu! FUER DYNAMIK DER FLUGSYSTEME 
C 8031 ~~SSLING 
C JANUAR 1983 
c 
C STAND : 17.01.1983 
c 
C Cmlt-!ON BLOECKE : 
C ~!ACH CO, MPNCCO 
c 
C UNTERPROGRAMMBEDARF, ,., = DIREKTER AUFRUF $ = CALCOHP- ROUTINE: 
C ADD, BALANC, BALBAK, *BLD100, *Dm1\iES, EIGEN , EITEST, ELMHES, ELTRAN, 
C "•EQUATE, FEHDH!, ''• FEHHEL, FPR~TT, HQR2, Im', JUXTC, *LNCNT, MAKODD, MM!UDD, 
C MASEDD, HNUL2D, ~!ODOM, ''•MPNCH, '""r!PRNT , ,.,~!READ, MULT, NORt-!S 1 , PART, SC ALE, 
C '""SI KODA, Sr!ITH , SUBT , TABODD, TRCE, WEZU 
c 
c 
DOUBLE PRECISION DUt'l, F , TO, TE, DT 
DIMENSION F(25000) , DUM(45000) , IDUM(1000 ), NA(2) , NB(2), 
* NC(2), ND(2) , NU(2), NA~!P(2 ), IOPM(2), NQ(2), ITEXT(20) 
IN!EGER Fl'!AX, DDrlAX 
COMMON /MACHCO/ EPSS, EPSD, RADIX 
COtfr!ON / ~!PNCCO/ ~!AXKAR, I FILEt'!, IFILED 
DOUBLE PRECISION EPSS, EPSD, RADIX 
DATA FMAX / 25000 / , DU1'1AX / 45000 / , IDU1'1AX /1000/ 
DATA NM!P / 4HDO\v'E ,4HHP / 
DATA I\{IDO / - 1/ 
CERRSET 
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C CALL TRAPS (O, 0, 100000, 0, 0) 
C CALL ERRSET (208, 256, -1, 0, 0, 0) 
c 
10 READ (5,99999) N, IOP, IDRUE, ITEST, IPNCH, ISIM, IOPM(1), 
'~ IOP~1( 2 ) 
IF (N.GE.100) GO TO 120 
IWIDO ~ IWIDO + 1 
IDAT = HliDO + 1 
CALL LNCNT (-1 ) 
CALL LNCNT (6) 
WRITE (6,99998) IDAT 
CALL LNCNT(4) 
WRITE (6, 99997) N, IOP, IDRUE, ITEST, IPNCH, ISH1, IOPH(l), 
* IOPM (2) 
IF (IWIDO.GT.O .AND. IOP.LT.100) IOP = IOP + 100 
IF (ISIM.EQ.O) GO TO 20 
READ (5,99992) IPLO, IGEN, ITEX, TO , TE, DT 
WRITE (6,99991) IPLO, IGEN, ITEX, TO, TE, DT 
CALL LNCNT (S) 
IF (ITEX.EQ.O) GO TO 20 
IF (ITEX.NE .1) CALL FEHHEL(NANP, 1) 
CALL TEX(3, l, ITEXT) 
20 IA = 1 
IWR = IA + N*N 
IWI = 1\VR + N 
IB = IWI + N 
IF (IWIDO.GT.O) GO TO 70 
IF (IOP.GE.lOO) GO TO 30 
CALL MREAD(F(IA), NA, NM1A, IDRUE) 
GO TO 60 
30 DO 40 I=1,N 
J=I\YR+I-1 
K = IWI + I - l 
READ (5,99996) F(J), F(K) 
40 CONTINUE 
NA(l) = N 
NA(2 ) = N 
IF (IDRUE.EQ.O) GO TO 60 
CALL LNCNT(N+3) 
WRITE (6,99995) 
DO 50 I=1 ,:-I 
J = IWR + I - 1 
K = IWI + I - l 
WRITE (6,99994) F(J), F(K) 
SO CONTINUE 
60 CALL MREAD(F(IB), NB, NAME, IDRG~ ) 
I C = I B + N"''NB ( 2) 
70 CALL ~1READ (F(IC ) , NC, NM1C, IDRUE) 
IEV = IC + N*N 
IF (IOP.LT.lOO .OR. I\VIDO.GT.O ) GO TO 80 
CALL ~1READ (F(IEV ) , NA, NM1V, IDRUE) 
80 CONTI.N'UE 
ID = IEV + N'~N 
IU = ID 
CALL r1READ (F ( ID), ND, NMID, IDRUE) 
IF (ND(l) .NE . NC(l) .OR. ND(2 ) .NE.1 ) CALL FEHr1EL(NM1P, 2) 
I U = ID + ND(l) 
CALL :!READ(F(IU), NU, NAMU, IDRUE) 
A.1 Programm DOWEHP 
IF (NU(l) .NE .NB(2) .OR. NU(2) .i\TE.1) CALL FEHi'!EL (NAHP , 3) 
IDOMA = IU + NU(1) 
IGES = IDOMA + 4*N - 1 
CALL LNCNT(3) 
\vRITE (6 , 99993) 
IF (IGES . GT. FMAX) CALL FEID1EL(NM1P, 4) 
IF (DUMAX. LT. 4*N*N+2~'<"N) CALL FEID1EL (NAMP, 1) 
IF (DmtAX.LT.N•""(3•'<"NC(l)+5•'•NB(2)+N)) CALL FEID1EL(NAMP, 1) 
IF ( IDUMAX. LT . 2•'<N) CALL FEHMEL (NM1P, 5) 
IF (IWIDO . EQ.O) GO TO 90 
NA(l) = N 
NA(2) = N 
NB(l) = N 
NF4 = N*N + 1 
90 IF (ISIM.EQ . O) GO TO 100 
ND(l) = 0 
ND(2) = 0 
CALL SIKODA(F(IA), NA, F(IB), NB, F(IC), NC, F(ID), ND, 0, 
* IPLO, IGEN, ITEX, ITEXT, TO, TE, DT) 
100 CALL DOHWES(F(IA), NA, F(IB), NB, F(IC), NC, F(I\VR) , 
* F(IWI), F(ID), F(IU), F(IEV), IOP, ITEST, IPNCH, IOPM, 
* DUM, IDUM(IA+1), F(IDOMA)) 
IF (ISIM.EQ.O) GO TO 110 
ND(l) = 0 
ND(2) = 0 
CALL SIKODA(F(IA), NA, F(IB), NB, DUM, NC, F(ID), ND, 0, 
* IPLO, IGEN, ITEX, ITEXT, TO, TE, DT) 
llO GO TO 10 
120 STOP 
C ENDE D 0 W E H P 
99999 FORMAT (1715) 
99998 FORMAT (//10X, 24HPROGRAMM DO\vEHP , 15, 9H-TER DATE, 
* 5HNSATZ///10X, 14HEINLESEDATEN :) 
99997 FORttAT (/ / 10X, 41H N IOP IDRUE ITEST IPNCH ISU1 IOP~t, 
* 7H1 IOPM2/10X, 816) 
99996 FOR~~T (2D20.13 ) 
99995 FORMAT (/10X, 12HEIGENWERTE :) 
99994 FORMAT ( 10X, 1P2D20.13) 
99993 FORMAT (// 10X, 21HENDE DER EINLESEDATEN) 
99992 FORMAT (315, 5X , 3D10.3) 
99991 FORMAT (//10X, 23HPARAMETER FUER SIKODA : j lOX, 9H IPLO I, 
,._. 9HGEN !TEX, 10X, 2HTO, lOX, 2HTE, 10X, 2HDT/ 10X, 316, 
* 1P3D12.3) 
END 
A.2 PROGRAMM DOMWES 
SUERO'lJTINE DOMWES (A , NA, B, NB, C, NC, WR, \{!, D, {.JE IN, EV, 
* IOP, ITEST , IPNCH, IOPM, DUM, IDUM, DOMA ) 
C DOfllvES UNTERPROGRAM~t ZUR BERECHNUNG VON Düf!INANZ - UND 
C \vESENTLI CH1."E ITSTABELLE 
c 
C AUFRUF : 
C CALL DO~NES(A, NA, B, NB, C, ~C , WR, WI, D, UEIN , EV , IOP, ITEST , 
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ZWECK : 
FUER EIN LINEARES SYSTEH ROHER ORDNUNG WERDEN DOHINANZ - UND 
\vESENTLICHKEITSTABELLE BERECHNET. 
DIES GESCHIEHT DURCH 
MODALTRANSFORMATION DES SYSTEMS ROHER ORDNUNG 
- DOt-1INPu~ZANALYSE DER EIGENWERTE (NACH L. LITZ) 
- BERECHNUNG DER WESENTLICHKElTSTABELLE DER ZUSTANDSGROESSEN 
(NACH J. BARTH), SIEHE AUCH UP \v'EZU 
VORAUSSETZUNG: DER BENUTZER IST 1'1IT DER DISSERTATION VON L. LITZ 
UND DER DIPLOMARBEIT VON J . BARTH VERTRAUT, SIEHE VERFAHREN 
EINGANGSARGUMENTE : 
A,NA : SYSTE~ft1ATRIX UND IHR DIMENSIONSVEKTOR FUER IOP=0-12. 
FUER IOP=100- 112 IST A EIN BELIEBIGES FELD DER LAENGE 
NA ( 1) ''<*2 . NA MUSS STETS HIT DER ORDNUNG DES SYSTEMS 
BELEGT SEIN . A \VIRD UEBERSCHRIEBEN. 
B ,NB EINGANGSMATRIX UND ZUGEHOERIGER DIMENSIONSVE1."TOR 
IN DER BASIS DES ORIGINALSYTEMS ODER ~10DAL TRANS -
FORMIERT ENTSPRECHEND IOP. B WIRD UEBERSCHRIEBEN. 
C, NC AUSGANGS~~TRIX UND ZUGEHOERIGER DIMENSIONSVEKTOR. 
DER EINFACHEREN VORGABE \VEGEN IST C STETS BZGL. DER 
BASIS DES ORIGINALSYSTEMS ANZUGEBEN, ES \v i RD GGF . 
MIT DER EIGENVE1."TORMATIX NACHHULTIPLI ZIERT. 
WR,WI : REAL- IMAGINAERTEIL DER EIGE~~ERTE; DER GROESSE DER 
REALTEILE NACH GEORDNET FUER IOP=100 -11 2. 
EV : EIGENVE1.'lOR~fATRIX FUER IOP=100 - 112. 
D(NC( 1)): NORMIERUNGSVEKTOR FUER UP MODOM, ENTHAELT NORMIERUNGS -
WERTE FUER DIE AUSGAENGE (Z . B. NOETIG, FALLS DER M~XI ­
MALE STATIONAERE ENDWERT EINES AUSGANGS NULL BETRAEGT) . 
UEIN(NB(2)): SPRUNGHOEHENVEKTOR FUER UP MODOM , EN1HAELT DIE MAXI -
MALEN SPRUNGHOEHEN DER EINZELNEN EINGAENGE. 
I OP OPTIONSPARMiETER FUER DOMINANZANALYSE 
0 Dat-1INANZTABELLE DER EIGENWERTE UND \vESENTLICHKEITS -
TABELLE DER ZUSTANDSGROESSEN NACH DEM MAXIMUH-KlUTERiill1 , 
JEWEILS NORMIERT AUF DEN ~!AXIMALEN WERT DER TABELLE 
(AUSGABE Hf F-FORMAT) 
1 WIE 0, JEDOCH WESENTLICHKElTSTABELLE NACH DEM 
SONNEN -KRITERIUM 
2 NUR DOMINANZTABELLE DER EIGEN\vERTE (AUSGABE H1 D-FORHAT) 
10 , 11, 12 WIE 0,1, 2, JEDOCH OHNE NORNIERUNG AUF DEN ~1AXUfALEN 
WERT DER TABELLE 
100-112 WIE 0-12, JEDOCH HJER ~!ODAL TRANSFOR1'1IERTES SYSTH1 
ITEST: AUSGABE VON Z\VISCHENERGEBNISSEN 






AUSGABE VON : 
- ABLAUFPROTOKOLL AUS UP EIGEN UEBER ~!ODALE TRANSFOR~l . 
- AUSGABE VON EIGEN\vERTEN (GEORDNET NACH GROESSE DES 
REALTEILS) 
EINGANGSi·lATRIX HODAL TRANSF. (B~!OD) 
AUSGANGSHATRIX MODAL TRANSF . ( C~lOD) 
EIGENVEKTORMATRIX (EV) 
!TEST .GT . 0 ENTSPRICHT IDRU IN UP MPRNT 
KEINE AUSGABE/ AUSGABE DER Q AUS UP ~iODOt-1 
I LK 
NORMIERUNG DER Q AUF RE(Q )/BETRAG(Q ) 
ILK ILK ILK 
A. 2 Programm DOH\vES 
C AUSGANGSARGUNENTE : 
C A,NA BLOCk~IAGONALMATRIX DER EIGE~vERTE 
C B,NB ENTHAELT DIE MODALTRANSFORNIERTE EINGANGSMATRIX 
C WR, WI REAL- H!AGINAERTEIL DER EIGE~VERTE 
C EV EIGENVEKTORMATRIX DES SYSTEMS 
C DOMA NA(l)'""4 - HATRIX, ENTrtAE~T SPALTEN\vEISE DIE DOMINANZ-
C MASZE DER EIGENWERTE NACH LITZ 
C DUM(l) NC(1)'':NA(l) - ~!ATRIX, ENTHAELT ~!ODALTRANSFORHIERTE 
C AUSGANGSMATRIX 
C Dillf(N1) NA(1)'':*2 - MATRIX, ENTHAELT DIE \vESENTLICHKEITSTABELLE 
C DER ZUSTANDSGROESSEN NACH BARTH 
C N1 = NC(1)*NA(1) + 1 
C HILFSARGillfENTE : 
C DUM DOUBLE PRECISION FELD DER MINDESTLAENGE 
C MAX(4*N**2 + 2'""N, N*(3'""L + S*M + N)) 
C IDUM INTEGERFELD DER MINDESTLAENGE 2*N 
C N = ORDNUNG DES ORIGINALSYSTEMS 
C M = ANZAHL DER EINGAENGE 
c 









REDUKTION DER ORDNUNG LINEARER ZUSTANDSRAUM-
MODELLE MITTELS MODALER VERFAHREN 
HOCHSCHULSAMMLUNG I NGEN IEUR\v I S SEN SCHAFT 
DATENVERARBEITUNG BAND 4 
HOCHSCHULVERLAG STUTTGART 1979 
C JUERGEN BARTH 
C ORD~LmGSREDUKTION LINEARER ZEITINVARI ANTER MODELLE 
C TECHNISCHER SYSTE~fE UNTER BERUECKSICHTIG'lJNG 
C WESENTLICHER ZUSTANDSVARIABLEN 
C DIPLOMARBE IT , UNIVERSITAET DES SAARLANDES, 1982 
c 
C JUERGEN BARTH 
C DOWEHP UND SYREHP - FORTRAN-PROGRM!ME ZUR REDUKTION 
C LINEARER SYSTEM~IODELLE 
C INTERNER BERICHT , DFVLR OBERPFAFFENHOFEN, 1983 
c 
C BE~!ERKUNGEN : 
C - TE11VARIABLE: NAMP(2) ,NAMA,NEV ,NAMB ,NAMC ,NBMOD ,NC~10D. 
C - SINGLE-DOUBLE PRECISION UMSCHALTUNG I NDEN DIE KARTE 
c I DOUBLE PRECISION I DURCH 'REAL I ERSETZT WIRD BZ\v. UMGEKEHRT, 
C SOWIE DURCH UMSCHALTEN DER U~1ERPROGRAMME. 
C - DAS FELD ISYF IST EIN FESTDH1ENSI ONALES FELD mT ZUR ZEIT 
C 100 FELDELEt-1ENTEN, DAS ZUR BESCHRIFTUNG DER SPALTEN DER 
C ~~SENTLICHKEITSTABELLE DIENT. BEI SYSTErlEN GROESSER 100. ORDNUNG 
C MUSS DIE ANZAHL DER FELDELHIENTE ENTSPRECHEND ERHOEHT \vERDEN. 
c 
C QUELLE : 
C DIETER JOOS & JUERGEN BARTH 
C DFVLR - INSTITUT FUER DYNM!IK DER FLUGSYSTHIE 
C 8031 WESSLING 
C JANUAR 1983 
c 
C STAND : 14.01 . 1982 
c 
C C01'lr!ON BLOECKE 
C ~!PNCCO 
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c 
C UNTERPROGRAmmEDARF, '" = DIREKTER AUFRUF $ = CALCONP - ROUTINE : 
C ADD, BALANC, BALBAK, *BLDlOO, •"EIGEN ,EITEST ,EUlliES ,ELTRAN, "'EQUATE, 
C •':FEHDH1, FEHMEL, •"FPRNT, HQR2, *INV, JUXTC, •"LNCNT, *MAKODD, •'<'MAtlUDD, 
C *~lASEDD, '"'~1NUL2D, •"'MODOM, •"MPNCH, •'<HPRNT, •':~1ULT , NORtlS 1 , •'<PART, SC ALE , 
C •"'SHITH, SUBT, TABODD, TRCE, "•WEZU 
c 
DOUBLE PRECISION A, B, C, WR, WI, DUM, WRMAX, WRMAXO, D, 
'" UEIN, DOMA, DOMA.X, F , EV, WZNO, DONO 
DHlENSION A(l), B(l), C(l), WR(l), WI(l), Dill1(1), IDUM(l) , 
* NA(2), NB(2), NC(2), NAMP(2), D(l), UEIN(l), DOMA (1), 
* IOPM(2), NAR(2) , NBR(2), NDU1(2), NDU2(2), IEIN(S), 
* IAUS(4), NAR2(2), EV(1), ISYF(lOO) 
COMMON /MPNCCO / ~Ul'<KAR, IFILEM, IFILED 
DATA I SYF / 4HEW 1, 4HEW 2, 4HE\v 3, 4HEW 4, 4HEW 5, 4HE\v 6, 4HE\v 7, 
'" 4HEW 8, 4HEW 9, 4HE\Vl0, 4HE\vll, 4HEW12, 4HEW13, 4HEW14, 4HEW15, 
* 4HEW16, 4HE\v17 ,4HEW18 ,4HEW19, 4HEW20 ,4HE\V21, 4HE\V22 ,4HEW23, 
* 4HEW24, 4HE\V25, 4HE\V26, 4HEW2 7, 4HE\V28, 4HE\V29, 4HE\V30, 4HE\V31, 
* 4HEW32, 4HEW33, 4HE\V34, 4HE\V35, 4HE\v36, 4HE\V3 7, 4HEW38, 4HEW39, 
* 4HEW40, 4HEW41, 4HE\v42, 4HE\v43, 4HEW44, 4HEW45, 4HE\v46, 4HE\v4 7, 
* 4HEW48, 4HE\v49, 4HE\v50, 4HEW51, 4HEW52, 4HE\v53, 4HEW54, 4HE\v55, 
* 4HEW56, 4HE\v57, 4HEW58, 4HE\v59, 4HEW60, 4HE\-/61, 4HE\v62, 4HE\v63, 
'" 4HEW64, 4HE\v65, 4HE\v66, 4HEW6 7, 4HEW68 , 4HEW69, 4HEW70, 4HEW71, 
"' 4HEW7 2, 4HE\V7 3 , 4HE\V7 4 , 4HEW7 5 , 4HEW7 6 , 4HE\V7 7 , 4HEW7 8 , 4HE\V7 9 , 
* 4HEW80, 4HE\v81, 4HE\v82, 4HEW83, 4HE\v84, 4HEW85 , 4HEW86, 4HEW8 7, 
* 4HEW88, 4HE\v89, 4HEW90, 4HE\v91 _, 4HEW92, 4HE\V93, 4HEW94, 4HEW95, 
* 4HEW96, 4HEW97 ,4HE\v98, 4HEW99, 4HE100/ 
DATA Nfu~P /4HDO~M,4HES I 
DATA NAHA /4HA / , NEV I 4HEV I 
DATA NAMB /4HB / , NBMOD /4HBMOD/ 
DATA NAMC / 4HC /, NCMOD /4HCHOD/ 
N = NA(l) 
M = NB(2) 
L = NC(l ) 
N1 = N•"N + 1 
N2 = N•'<N + N1 
N3 = N•'<N + N2 




CALL FEHDIM (NA, NB, NAMA, NAHB, NMlP, 2, IER 1) 
CALL FEHD IM ( NC , NA, NMlC , NAMA, NAMP, 2 , IER2) 
IF (IER1.EQ.1 .OR. IER2 .EQ.1) STOP 




IOPE = 3 
IF ( ITEST.GT . O) IOPE = 4 
CALL EIGEN (A, NA, IOPE, WR, 
-~ !TEST, IERR) 
IF ( IERR.EQ.O) GO TO 10 
WRITE (6,99999) IERR 
STOP 
10 COL':TINUE 
C ORDNE~ DER REALTEILE 
c 
WI, EV, DUM, DUM(N1) , IDUM, 
A. 2 Programm DOmlES 
c 
DO 20 I =1 ,N 
IDUt-1(I) = 0 
20 CONTINUE 
WRMA.XO = \VR ( 1) 
DO 30 I=2,N 
IF (WR (I ) . LT . \vRMAXO) WR~1AXO = WR (I) 
30 CONTINUE 
I = 1 
40 WRMAX = WR~1AXO - 1 . 
DO 50 K=1,N 
IF (WR(K).LE . WRMAX . OR . IDUN(K) . GT . O) GO TO 50 
WRMA.X = WR (K) 
KK = K 
50 CONTINUE 
IDUM(KK) = KK 
IF (\VI(KK) . NE . O. DO) GO TO 60 
C REELER EIGENWERT 
c 
c 
CALL MASEDD (EV, N, N, 1 , KK, N, 1, DUH (N1) , N, N, 1, I, 0 , 
~': l.DO) 
CALL MASEDD(DUH, N, N, KK, 1 , 1, N, DUM(N2), N, N, I, 1, 0, 
* 1. DO) 
NF3 = N3 + I - 1 
DUt-1(NF3) = WR(KK) 
NF4 = N4 + I - 1 
DUM (NF4) = WI(KK) 
I = I + 1 
IF (I . LE . N) GO TO 40 
GO TO 70 




IDUN(KK+1) = KK 
CALL MASEDD (EV, N, N, 1, KK, N, 2 , DUM (N1) , N, N, 1, I, 0, 
* 1. DO) 
CALL HASEDD (DUM, N, N, KK, 1, 2, N, DUM (N2) , N, N, I, 1, 0 , 
* l.DO ) 
NF3 = N3 + I - 1 
DUM (NF3) = \.JR(KK) 
DUM (NF3+1 ) = WR(KK) 
NF4 = N4 + I - 1 
DUM (NF4) = WI(KK) 
Dut-1(NF4+1) = WI(KK+1) 
I = I + 2 
IF ( I.LE . N) GO TO 40 
70 CONTINUE 
DO 80 I =1,N 
NF3 = N3 + I - 1 
WR (I) = Dm1(NF3) 
NF4 = N4 + I - 1 
WI (I) = DUN (NF4) 
80 CONTINUE 
C BERECHNUNG DER BLOCKDIAGONAL~1ATRIX 
c 
CALL t-h'IUL2D ( A , N, N) 
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I = 1 
90 II = (I - 1)i<N + I 
IF (\VI (I) .NE.O.DO) GO TO 100 
A(II) = \VR(I) 
I = I + 1 
IF (I.LE.N) GO TO 90 
GO TO 110 
100 A(II) = \oi"R(I) 
A(II+1) = -WI(I) 
NF4 = II + N 
A(NF4) = WI(I) 
A(NF4+1) = WR(I) 
I = I + 2 
IF (I .LE. N) GO TO 90 
TRANSFOR~~TION VON B, c 
110 CALL ~1ULT(DUN(N2), NA, B, NB, DlJt1, 
CALL EQUA TE (Dill!, NB, B, NB) 
CALL EQUATE(DUM(N1), NA , EV, NA) 
120 CALL ~1ULT(C, NC, EV, NA, DUM, NC ) 
IF (ITEST.EQ.O) GO TO 130 
CALL MPRNT(B, NB, NBMOD, I TEST) 
CALL HPRNT (DUM, NC , NCl'10D, ITEST) 
CALL MPRNT(EV, NA, NEV, ITEST) 
AUSGABE AUF DATEI 
130 IF ( IPNCH.EQ.O ) GO TO 160 
WRITE (IFILEM,99994) N 
WRITE (IFILEN ,99992 ) 
DO 140 I=1,N 
NB) 
WRITE (IFILEl'1,99998) WR(I), WI (I) 
140 CONTINUE 
CALL MPNCH(B, NB , NBMOD, 0) 
CALL MPNCH(C, NC, NAMC, 0) 
CALL MPNCH(EV, NA, NEV, 0) 
WRITE (IFILEN, 99990) M, M 
DO 150 I=1 ,M 
WRITE (IFILEl-1,99989) I, I 
150 CONTINUE 
WRITE (IFILEM,99988) 
WRITE ( IFILEM ,9999 3) 
160 CONTINUE 
C BR. BI, CR, CI 
c 
I = 1 
N1 = W<L + 1 
N2 = N'""M + N1 
N3 = W<M + N2 
N4 = N'""L + N3 
NS = N'._.L + N4 
N6 = N'._.N + N5 
N7 = N'""M + N6 
NB = N'""M + N7 
170 IF (WI(I).~E.O.DO ) GO TO 180 
CALL ~ASEDD(B, N, M, I, 1, 1, M, DUM(Nl), N, ~. I, 1, 0, 
A. 2 Programm DmMES 
* 1.DO) CALL ~1ASEDD(DUM, 1, N, 1, I' 1, 1, Dmt(N3), 1, N, 1' I, 0, 
~" l.DO) 
CALL ~1AKODD(O.DO, Dm1(N2), N, M, I' 1' 1, M, 0) 
CALL HAKODD ( 0. DO, Dmt (N4) , 1, N, 1, I' 1, 1, 0) 
I = I + 1 
IF (I . LE.N) GO TO 170 
GO TO 190 
180 CALL HASEDD(B, N, M, I, 1' 1' M, Dmt(N1), N, M, I' 1 J 100, 
* 
S.D-1) 
CALL MASEDD(B, N, ~1' I, 1, 1, M, DUM(N1), N, M, I+1, 1, 
* 
100, S.D-1) 
CALL MASEDD(DUM, 1, N, 1, I' 1, 1, DUM(N3), L, N, 1, I' 0, 
* 
l .DO) 
CALL MASEDD(DUM, 1, N, 1, I' 1, 1, DUM(N3 ) , 1, N, 1' I+1, 
* 0, l.DO) CALL MASEDD(B, N, M, I+1, 1 J 1' M, DUM(N2), N, M, I, 1, 
* 
100, -5 .D-1) 
CALL MASEDD (B, N, M, I+1, 1 ' 1, M, DUM(N2), N, M, I+1, 1' 
* 
100, S .D-1) 
CALL MASEDD (Dilll, 1, N, 1, I+1, 1, 1 ' Dill1(N4), 1, N, 1' I' 
... ~ o, l.DO) 
CALL MASEDD(DUM, 1, N, 1' I+1, 1, 1' DUM(N4), 1, N, 1, 1+1, 
* 
100 , - l. DO) 
I = I + 2 





190 IOP2 = IOP 
IF (IOP2 .GE . 100 ) IOP2 = IOP2- 100 
INO = 0 
IF (IOP2.GE.10) INO = 1 
CALL MODOM(N, M, 1, WR, WI, DUM(N1), DUM(N2), DG~1(N3), 
* DUM(N4 ) , D, UEIN, IOPM, Dm1A, DUM(NS), Dmt(N6), Dill1(N7), 







\o/RITE (6,99996 ) 
DO 210 I=1 ,N 
J1 = I 
J2 = J1 + N 
J3 = J2 + N 
J4 = J3 + N 
IF ( IOP2.~~ . 2 .AND. IOP2.NE.12 ) GO TO 200 
WRITE (6,99986) I, WR (I ), WI(I ), DOHA(J1 ), DOMA(J2 ) , 
* Dm!A (J3 ) , DONA (J4) 
GO TO 210 
200 \o/RITE (6,99995) I, WR (I) , WI(I ) , Dm!A(J1), DmtA(J2 ) , 
* DOMA (J3 ) , DOMA (J4 ) 
210 CONTINUE 
CALL LKCKT (3) 
WRITE (6,99987 ) DONO 
41 
42 Anhang A. Listings neu erstellter Programme 
C \~ESENTLI CHKE ITSTABELLE 
c 
c 
IF (IOP2 . GE.10) IOP2 = IOP2- 10 
IF (IOP2.EQ.2) GO TO 220 
CALL \VEZU(N, ~1, WR, WI, DUN(N1), DUM(N2), EV, DUM(N5), 






CALL FPRNT (DUt1(N5), NA, 0, 243, 1, ISYF, 0, 10, O.DO) 
WRITE (6,99985) WZNO 
CALL EQUATE (Dillf (N5), NA, DUM (N1) , NA) 
220 RETURN 
C ENDE D 0 M W E S 
99999 FORMAT (//lOX, 29HFEHLER IN UP EIGEN, IERR = : , 15 /lOX , 
* 19HABBRUCH UP SYSRED) 
99998 FOR~lAT (1P2D20.13) 
99997 F0~1AT (/lOX, 28HERGEBNIS DER DOMINANZANALYSE//2X, 6HNR. , 
* 54H EIGE~VERTE STRUKTUR- DOMINANZ UEBERTRAG, 
* 10H.-DOMINANZ) 
99996 FORMAT (3X, 44H REAL H1AGINAER MAXHfUM SU, 
'" 25illll1E MAXIMUM SUMME ) 
99995 FORMAT (14, 1X, 2Fll . 4, 1X, 4Fl1 . 4) 
99994 F0~1AT (3X, 2HNR, 4(5H 0), lOH 1 0 , I5 ) 
99993 FORMAT (12(5H 0) /12(5H 0)/1H1) 
99992 FORMAT (3(5H 0), 30H 0.000 1 .000 0.010) 
99991 F0~1AT (/ 10X, 42~ESENTLICHKEITSTABELLE DER ZUSTA~~SVARIABL, 
* 2HEN) 
99990 FOR~fAT (5HQ , 215, 5H 3) 
99989 FORMAT (215, 8H 1. 0) 
99988 FORMAT (lOH 0 0/) 
99987 FOR~fAT (/ /10X, 37HNORMIERUNGSWERT DER Dm1INANZTABELLE: , 
* 1PD15.8) 
99986 FORMAT (14, lX, 2(1PD11.3), 1X, 4 (1PD11.3) ) 
99985 FOR~1AT (/ /lOX, 41HNORMIERUNGS\{ERT DER WESENTLICHKEITSTABELL, 
* 3HE: , 1PD15. 8) 
END 
A.3 PROGRAMM MODOM 
SUBROUTINE ~10DOH (N , M, M1, EWl , E\o/2, BER, BEI, CR, CI, D, 
* UEIN, IOP, AI, AR, U, V, W, INO, AIMAX) 
C ~!ODml DmliNANZANALYSE DER EIGE~{ERTE EINES ~!ODAL 
C TRANSFORmETIN SYSTH1S, KOHPLEXE DARSTELLUNG 
c 
C AUFRUF : 
C CALL ~lODOM(N , M, Ml, EWl , E\n, BER, BEI, CR, CI, D, UEIN ,I OP, 
C * AI, AR, U, V, W. INO, AIMAX) 
c 
C ZWECK 
C AUSGEHEND Vml HODAL TRAt\SFORHIERTEN SYSTH1 \vERDEN DIE Düf1I -
C 1\A:'l"Zi-IASZE ~IK, SK, ~lK(DACH), SK(DACH), BERECHNET \vELCHE IN 
