Abstract. Let X be the surface T × T where T is the complex torus. This paper is the third in a series, studying the fundamental group of the Galois cover of X with respect to a generic projection onto CP 2 .
Overview
For an algebraic surface X embedded in a projective space CP N , let X Gal be the Galois cover of X with respect to the full symmetric group.
The fundamental group of the Galois cover is a deformation invariant of surfaces. The first computation of this invariant can be found in [MT1] , where an algorithm is outlined for the computation of the fundamental group in terms of generators and relations. Techniques to get a compact 1 presentation and identify the group are also presented in this paper, and yet, in the general case it is very difficult to obtain concrete information on such groups from their presentation, for example whether the group is virtually solvable.
The group π 1 (X Gal ) was computed and identified for embeddings of the surface CP 1 × CP 1 [MT1] , the Hirzebruch surfaces ( [FRT] and [MRT] ), and, recently, CP 1 × T [AGTV] where T is the complex torus.
(See the references therein for more cases).
The computation is done along the following lines. Take a generic projection X → CP 2 (of degree n) with a branch curve S. Let X 0 → CP 2 be the degeneration of X → CP 2 to a union of planes, and S 0 its branch curve in C 2 . The first step is to compute the braid monodromy corresponding to S 0 and use 'regeneration rules' [MT2] to get the braid monodromy factorization of S (see [AT1] for the braid monodromy notion). Then one applies the van Kampen Theorem [vK] to get a presentation of π 1 (C 2 −S) on a standard set of generators Γ 1 ,
where 2m is the degree of S (see [AT2] ). Letπ 1 = π 1 (C 2 −S)/ Γ 2 j , Γ 2 j ′ . There is a natural homomorphism ψ :π 1 → S n , derived from the natural monodromy π 1 (C 2 − S) → S n . It is shown in [MT1] , that the kernel of this map is isomorphic to π 1 (X It is easy to see that ψ splits through C, and so we have the following commutative diagram:
The kernel K C = Ker(ψ C ) is then a quotient of π 1 (X Gal ), since the projective relation vanishes when we identify Γ j = Γ j ′ .
For CP 1 ×CP 1 and the Hirzebruch surfaces, the group C is isomorphic to S n . On the other hand, for X = CP 1 × T, C was identified to be the Coxeter group of typeÃ 5 (namely isomorphic to S 6 ⋉ Z 5 ) [AGTV] .
In this paper we obtain a presentation for the group C associated to the surface X = T × T, and show that C is a quotient of a certain
Coxeter group (which belongs to the family that was studied in [RTV] , which are Coxeter groups with a natural projection onto a symmetric group, sending the generators to transpositions). The computation of π 1 (X Gal ) for this surface started in [A] , and continued in [AT1] and [AT2] . We briefly review in the next section.
Eventually we prove that K C is abelian by cyclic: Theorem 1.1. The group C is a semidirect product C = S 18 ⋉ K C , where K C is a central extension of Z 34 by Z.
More precisely, let H be the group generated by x 1 , . . . , x 18 , y 1 , . . . , y 18
and z, with the relations Multiplying two such degenerations, we obtain a degeneration of X as a union of nine copies of CP 1 ×CP 1 , which are each further degenerated into two copies of CP 2 , as seen in Figure 2 . This surface, composed of 1 Figure 2 . Degeneration of X = T × T Projecting X 0 onto CP 2 , we get a line arrangement S 0 , which is the 1-skeleton of X 0 , composed of 27 lines. Regenerating X 0 , we get an induced regeneration downstairs from S 0 to the branch curve S of X. In [AT1] the degeneration process was described in details, and the braid monodromy factorization of S was obtained. This was used in [AT2] to compute a presentation π 1 (C 2 − S), with the generators
. . , Γ 27 , Γ 27 ′ , and about 2000 relations. Therefore we have a
The generators correspond (in pairs) to the 27 lines, and the map ψ :π 1 → S 18 is defined by sending Γ j and Γ j ′ to the transposition (αβ) where α and β are the planes intersecting in line j of X 0 .
As described above for the general case, the group C is the quotient ofπ 1 obtained by adding the relations Γ j ′ = Γ j . We will denote this pair of generators by u j , so C = u 1 , . . . , u 27 with the relations induced
We remark that the map u j → Γ j does not define a homomorphism from C back toπ 1 . The issue of splitting the short exact sequence
is important, but will not be discussed further in this paper.
Our main result was stated as Theorem 1.1. For the proof, we first present C as a quotient of a certain Coxeter group (which is discussed in the next section), and then apply the general results of [RTV] .
Presentations of S n via transpositions
Let T be an arbitrary graph on n points. To every edge u ∈ T we attach the transposition (α β) where u connects the vertices α and β.
This set of transpositions generates S n if and only if T is connected. It is known that S n has a presentation with the edges of T as generators, and the following five sets of relations:
and, for every cycle u 1 , . . . , u m in T , the relation
which we say is the relation associated to the cycle (see [RTV] for details). It is easy to see that (assuming (3)- (6) hold) any ordered numeration of the edges along a cycle gives the same relation (7).
Let C(T ) denote the Coxeter group generated by T = {u} (one generator for every edge of T ), with the relations (3)- (5); this is obviously a Coxeter group. Let C Y (T ) denote the quotient obtained by adding the relations (6). As we assume T to be connected, the map sending u to the associated transposition is obviously a surjection
We will later show that the group C is a quotient of C Y (T ) for the graph T of Figure 3 . In fact C is obtained by adding some (but not all) of the cyclic relations (7) to C Y (T ), so we get a chain of surjections
A presentation of C
The group C was defined above as the image ofπ
j ′ under the map θ, sending Γ j and Γ j ′ to an abstract generator u j . A presentation forπ 1 was described in [AT2] (with the complete list of relations given in [A] ).
Let T denote the graph obtained by connecting the centers of every two neighboring triangles in Figure 2 . The resulting graph is given in Figure 3 . Therefore, the edges of T correspond to lines in X 0 , and the Figure 2 ). Theorem 4.1. The group C is generated by {u j } j=1,...,27 , with the relations (3)-(5) arising from the graph T , and the cyclic relations (7) associated to the nine hexagons in T (those centered in the intersection points V 1 -V 9 of the diagram). (3) is proved. Moreover some relations of C have the form u i u j u i u j , namely u i commutes with u j . The whole list of relations was 'cleaned' by removing every subword of the form u 2 j , and by replacing every u i u j u i by u j , if u i and u j are known to commute. These redundant words were also removed if they appear in a rotated version of a relation (namely rs = 1 where sr = 1 is given). During this process new commutation relations were 'discovered', and they too were used to further clean the list. The result of this procedure is a presentation with 333 relations: 264 commutation relations (of the form u i u j = u j u i ), 44 'triple' relations (of the form u i u j u i = u j u i u j ), and 25 miscellaneous, which are listed as Equations (9)- (33) below (sorted by length). In order to save space, we write the index j instead of u j . given as a relation
All the 264+44=308 relations of the first two types, which give the order of products u i u j (as 2 or 3), match our expectations: in all the relations (u i u j ) 2 = 1, the edges i, j ∈ T do not have a joint vertex, and in all the relations (u i u j ) 3 = 1, i and j do share a joint vertex. The first two sets of relations are perhaps best described by listing what is missing: the 27 2 − 308 = 43 pairs i, j for which the order is not given in the relations. These 43 'non-relations' are listed in Table 4 .
It remains to compute the orders of u i u j for the pairs of Table 4 (thus completing the proof that relations (4) and (5) hold), and show that
Equations (9)-(33) transform into the nine cyclic relations promised in (7). Of course these are not all the the cycles in the graph T .
Notice that each of the relations (9)-(33) involves generators which correspond to lines of X 0 with one common point (namely the edges in T belong to one of the nine hexagons). Of these, there are nine relations which involve all the six lines around a point: (9)- (12), (14), (16), (19) and (26)-(27). We start by transforming these nine relations into the required cyclic relations. Some caution is in order here: we consider every equality of the form u m = u m−1 . . . u 2 u 1 u 2 . . . u m−1 to be a 'version' of the cyclic relation; once the orders of the u i u j are known to be 2 or 3 (according to whether or not i and j intersect), all these versions are equivalent. At this time, however, we do not have all the order relations, and we will only establish one version of the cyclic relation around every point.
To simplify reading, we will use the notation given in Figure 5 for the lines around a point: If the point is understood from the context, a-f refer to the appropriate lines around it. In general, we will use a r -f r for the lines around the point V r . For example, a 6 = 12, b 6 = 25, and d 5 = 12 (see Figure 2 ). The advantage of this cumbersome notation is that we now see that all the missing relations in Table 4 involve pairs of the generators a r , b r , d r and e r . In fact, in all the pairs i, j of this table, the lines i, j have a common point; so lines which do no intersect are known to commute. Likewise diagonals cannot be found in the table, so every order relation in which c r or f r is involved, is known to hold. Table 6 lists the relations which are not given in advance.
Moreover, many relations in (9)-(33) are instances of the same 'generic' relation in the letters a-f, as we shall now see. We start with the relations around V r for r = 1, 4, 6, 9. Notice that Equations (9),(11),(12) and (10) are the relation f r e r d r e r f r = c r b r a r b r c r around these four points, respectively. For r = 4, 6, 9, the gener-
The situation is slightly different for r = 1, since the order of d 1 e 1 is not known yet (this is the exception 1, 13 from 
The case of (14) is similar: it is the relation faf = cbcedecbc around V 7 . Since c 7 commutes with a 7 and f 7 , faf = afa (for every r), and ede = ded (for r = 7), we have that
The relations (26) and (27) both have the form a = fefcbcdcbcfef around V 2 and V 5 , respectively. We also note that (18) and (13) We are now ready to prove relations (3) and (5) Equations (17), (20), (21), (22), (24) and (25) all have the same form, c r b r c r f r e r f r = f r e r f r c r b r c r , around the points V r with r = 9, 4, 1, 5, 6 and 2, respectively. For the other points (V 3 , V 7 and V 8 ), we already know that b r e r = e r b r . Since f r commutes with b r and with c r , and c r commutes with e r , these relations translate to (40) b r e r = e r b r for every r.
Next, we prove the ten relations of the third kind: that u i u j u j = u j u i u j if i, j are horizontal and vertical lines which share a common triangle. The idea is, in each case, to express u i (or u j ) as a conjugate of another generator using a cyclic relation, and then show that the conjugate satisfy the triple relation with u j (or u i ).
As an illustration for this method, consider the pair The following proposition will be used to prove the relations a r b r a r = b r a r b r , which we need to show for r = 2, 5, 7, 8, 9. For r = 5, 7 we have s = 4, 9, respectively. In both cases, (34) The case r = 2 (where s = 1) is similar. Around V 1 we have d = feabcbaef = feacbcaef, but c commutes with a, e, f, and the same argument applies.
For r = 8 the point to the left is V s for s = 7, and the cyclic relation (37) is b 7 a 7 f 7 a 7 b 7 = c 7 d 7 e 7 d 7 c 7 . But since d 7 e 7 d 7 = e 7 d 7 e 7 and e 7 , c 7 commute, we find as before that c 7 d 7 c 7 commutes with b 8 and the result This proposition immediately applies for r = 2 and r = 5: in the first case s = 8 and we have from (39) The point below r = 3 is s = 9. The cyclic relation (34) and we are done with the third set.
There are three kinds of relations we still need to prove, namely (a r d r ) 2 = 1, (b r d r ) 2 = 1 and (a r e r ) 2 = 1, for every r.
In order to prove that b r , d r commute for every r, let s be the point to the right of r, so that d r = a s . All we need is to write a s in terms of the other generators around V s (since they have no common point with d r ). For r = 1, 4, 5, 6, 8, the relations (34) and (38) By now we know the orders of all the products of two generators around a point, except for a r d r . In particular, when we consider b r , c r , d r , e r , f r or a r , b r , c r , e r , f r for a fixed r, we have a homomorphic image of the Coxeter group of type A 5 , namely the symmetric group S 6 . The cyclic relations now present a r as an element in b r , c r , d r , e r , f r , which is a transposition disjoint from d r . For example, around V 7 we have (by (37)) that bfafb = bafab = cdedc = edcde, so that dad = dfbedcdebfd = fbdedcdedbf = fbedecedebf = fbedcdebf = a. This shows that
which completes the proof of relations (4) and (5). In particular the remark made after (7) applies, and the cyclic relations we proved become the relations required in (7).
To finish the proof of the theorem, we need to check that Equations (9)-(33) do not introduce more relations. Since every relation involves only generators around one point V r , they can easily be evaluated in a r , b r , c r , d r , e r , f r , which is a homomorphic image of the Coxeter group of typeÃ 5 , which is isomorphic to S 6 ⋉ Z 5 (in fact the cyclic relations express f r , say, in terms of the other generators, so we are computing in homomorphic images of the Coxeter group of type A 5 , namely S 6 ). For example, Relation (33) involves generators around V 2 , and translates to (
This can easily be verified in b 2 , c 2 , d 2 , e 2 , f 2 which by now is known to be a homomorphic image of S 6 .
Corollary 4.5. Relation (6) is also satisfied by the generators of C.
In particular C is a quotient of C Y (T ).
Proof. Suppose that u i , u j , u k are edges of T which meet in a point.
Then u j and u k belong to the same hexagon in T . Use the cyclic relation associated to this cycle to rewrite u j u k u j as a product of generators from the other edges of the cycle, which in particular to not intersect u i and therefore commute with u i .
The structure of C
The fundamental group of the graph T is freely generated by 10 generators. To see this, choose a spanning subtree T 0 (which will contain 18 − 1 = 17 edges since T connects 18 vertices); then there are 27 − 17 = 10 basic cycles, since T has 27 edges. We label the com- It is proven in [RTV] that the natural map from the abstract group C Y (T 0 ) to C Y (T ) (sending a generator to itself) is in fact an embedding.
Since T 0 is a tree, this group is isomorphic to the symmetric group on 18 letters. Moreover, the cyclic relations defining C as a quotient of C Y (T ) can be 'solved' in S 18 (by assigning transpositions to the generators outside of T 0 ; this will also be evident from the computations below), and so the subgroup u j : j ∈ T 0 of C is isomorphic to S 18 .
This constitutes a splitting of the map ψ C : C → S 18 .
Fix n = 18 and t = 10. Let F ⋆ t,n be the group generated by the t · n generators {x (τ ) i } (τ = 1, . . . , t, i = 1, . . . , n), with the relations
for every τ, τ ′ and i = j (therefore F ⋆ t,n is a direct product of n copies of π 1 (T ) which is the free group on t generators). Let e1 2 3 1
• e e e e
x (1) F F 7 7
x (2) F F
• e e e e 7 7
• e e e e • n n n n n n n n n n n n n n
• n n n n n n n n n n n n n n
• e e e e • x (9) 6 6 n n n n n n n F F hold in S n , so the map ψ C : C → S n of Equation (2) is induced from the natural surjection ψ T : C Y (T ) → S n of Equation (8).
In [RTV] (Theorems 5.7 and 6.1) it is shown that C Y (T ) ∼ = S n ⋉ F t,n , where S n acts on F t,n by permuting the lower indices. To specify an isomorphism, one chooses a spanning subtree T 0 of T (we take the one given in Figure 7 ). Then, let u ∈ T be a (directed) edge, pointing from α to β. The isomorphism Φ : C Y (T ) → S n ⋉ F t,n is defined by taking u to the transposition Φ(u) = (α β) if u ∈ T 0 (i.e. u is on the spanning subtree), and Φ(u) = (α β)(x
is an edge outside of T 0 . Note that Φ(u) is an element of order 2 in S n ⋉ F t,n .
The edges of T − T 0 are ordered for the sake of this definition (since
We first compute the image of the cyclic relation associated to V 8 .
Let α and β denote the vertices of x (4) (these were planes 11 and 9 in Figure 3 ). Let x (4) , u 1 , . . . , u 5 denote the edges of the hexagon around V 8 (in that order), then the cyclic relation is that x (4) = u 1 u 2 u 3 u 4 u 5 u 4 u 3 u 2 u 1 in C (note that x (4) and the u j have order 2). Applying Φ, the right hand side is mapped to the transposition (α β) while x (4) is mapped to
α . The equality then becomes x (4)
α , which under the action of S n becomes x is independent of i, and therefore central (as it commutes with every generator). The same computation, around V 5 , V 6 and V 9 , proves that Let us now evaluate the cyclic relation around V 4 . Let
and u 4 denote the edges of the hexagon around V 4 . Moreover let α and (8) points from γ to δ). The relation in C is
Applying Φ, we obtain
which is equivalent to (x
α and x
δ commute, we obtain x
Acting with S n , we obtain
for every i, j. In particular y 7,8 = x
i ) −1 is independent of i, and therefore central.
In a similar manner (working around V 7 , V 2 and V 3 ), we prove that
i ) −1 is independent of i and central, and likewise for
It remains to evaluate the cyclic relation around V 1 . The surrounding hexagon is given in Figure 9 , where the triangles 3, 2, 7, 15, 13 and 1 (see Figure 3) were relabelled α, β, γ, δ, ǫ and φ.
The cyclic relation around V 1 in C is
which translates to
and then (using commutation) to
i ) −1 = y 3,1 , are central, so acting with S n , we obtain
for every i, j. It follows that z = [x (1) i , x
i ] is independent of i (and therefore central). and z which are all central, and by {x (1) i , x
i } i=1,...,18 , subject to the relations [x (1) i , x 
i , x
i ] = z, for all i. Chasing back the definition of the various y generators, we see that the map ab : F ⋆ t,n → Z t = {e 1 , . . . , e t } is defined by ab(y τ ) = e τ for τ = 4, 5, 9, 10, ab(y τ,τ ′ ) = e τ (e τ ′ ) −1 for (τ, τ ′ ) = (6, 8), (7, 8) , (3, 1) , (2, 1) ,
i ) = e τ for τ = 1, 8 and ab(z) = 1. Let g ∈ F ⋆ t,n be an arbitrary element. For every τ = 1, 8, the exponent of e τ in ab(g) is equal to the exponent of y τ (or y τ,1 , or y τ,8 ) in g. Therefore, the kernel F t,n is generated by x
i , x (8) i
and z.
Recall that n = 18.
Corollary 5.1. Let H denote the group generated by {z, x
i } i=1,...,n , with the relations (46)- (49) Then K C = Ker(ψ C : C → S n ) is isomorphic to Ker(ab), and C is the semidirect product S n ⋉ Ker(ab) (action on the indices).
Note that H is an extension of Z 2n = Z 36 by Z = z , and Ker (ab) is an extension of Z 2(n−1) = Z 34 by Z. This proves Theorem 1.1.
Since z is invariant under the action of S n , it generates the center of S n ⋉ H for the group H just defined. Therefore Φ −1 (z) (or more precisely its image in C) generates the center of C. The computations above allow us to identify this element. Recall that C = u 1 , . . . , u 27
corresponding to the intersecting pairs of planes (with the generators numbered as in Figure 2 ); here too we write j for u j . Proof. Consider the above as elements of C Y (T ). The only generators used which are not in T 0 , are 1 and 4. Recall from [RTV] that C Y (T 0 ) ∼ = S n if T 0 is a spanning subtree. We thus compute in the group C Y (T 0 ) ∼ = S 18 (numbering as in Figure 3 ): τ 1 = (2 7), τ 2 = (7 10), τ 3 = (1 7) and τ 4 = (1 3). Now, τ 1 ·1 and τ 4 ·4 are in the kernel of ψ T (see Section 3 for the definition of this map), and Φ maps them to (x (1) 2 )
−1 x
(1) 7
and (x
3 ) −1 x
1 respectively. Moreover Φ(τ 3 (τ 4 · 4)τ 3 ) = (x
7 .
