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Die Technologie des Algorithmischen Differenzierens bietet die Möglichkeit, auf Basis eines
gegebenen Computerprogramms zur Auswertung einer Funktion zusätzlich die Ableitung die-
ser Funktion zu berechnen. Dabei wird entweder ein neues Quellprogramm generiert oder das
ursprüngliche Programm mit einer speziellen Bibliothek zusammengebunden. In dieser Arbeit
werden die grundlegenden Techniken des Algorithmischen Differenzierens und die wesentlichen
Voraussetzungen für seinen effizienten und zuverlässigen Einsatz in der angewandten Mathe-
matik vorgestellt. Dabei stehen Simulationen, Optimierungs- und Optimalsteuerprobleme bei
Differentialgleichungen sowie Sensitivitäts- und Unsicherheitsanalysen im Vordergrund. Die
behandelten Anwendungsbeispiele stammen u.a. aus Strömungsmechanik und Klimamodellie-
rung. Die Relation zwischen algorithmisch generierten Ableitungsinformationen und solchen,
die über die Diskretisierung einer analytischen Charakterisierung (z.B. mit Hilfe einer ad-
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In dieser Arbeit geht es um drei Themen: Algorithmisches Differenzieren, Differentialgleichun-
gen und Optimalsteuerung. Differentialgleichungen spielen in der angewandten Mathematik eine
überragende Rolle, da fast alle Modellierungen von naturwissenschaftlichen und technischen Frage-
stellungen in ihrer mathematischen Formulierung auf (vor allem partielle) Differentialgleichungen
führen. Die Entwicklung der modernen Mathematik und der Computertechnologie macht es mitt-
lerweile möglich, neben der reinen Simulation von natürlichen oder technischen Prozessen auch
ihre optimale Steuerung sowohl analytisch als auch numerisch zu untersuchen. Anwendungen erge-
ben sich in nahezu allen Bereichen; die Vielzahl von interdisziplinären Forschungsprojekten unter
Einbeziehung von angewandter Mathematik und Informatik macht dies deutlich.
ut + u · ∇u− ν∆u +∇p = f
div u = 0
Abbildung 1.1: Navier-Stokes-Gleichungen
als Beispiel für eine nichtlineare partielle Dif-
ferentialgleichung aus der Strömungsmecha-
nik (Zylinderumströmung).
Die meisten und vor allem die interessantesten
Phänomene sind dabei nichtlinearer Natur und stel-
len sowohl die Analysis als auch die Numerik vor
die größten Herausforderungen. Bei der Lösung und
der Optimalsteuerung von Differentialgleichungen be-
kommt die Ableitungsinformation eine zentrale Bedeu-
tung. Da die Ableitung einer Funktion eine Linearisie-
rung darstellt, kann sie für die Lösung von nichtlinea-
ren Gleichungssystemen, wie sie sich bei der Diskre-
tisierung von nichtlinearen gewöhnlichen und partiel-
len Differentialgleichungen ergeben, verwendet werden.
Ein Beispiel ist das bekannte Newton-Verfahren zur
Bestimmung von Nullstellen einer Funktion. Darüber
hinaus gibt der Wert der Ableitung an sich Aus-
kunft über die Sensitivität des Funktionsergebnisses
bezüglich von Modellparametern, Anfangs- oder Rand-
werten oder physikalischen oder auch numerischen Pa-
rametern. Diese Sensitivitäten eignen sich also zur Be-
wertung der Bedeutung von einzelnen Einflussgrößen,
zur Validierung von empirisch bestimmten Modellparametern und damit zur Kalibrierung ganzer
Simulationsmodelle. Sie können ebenfalls im Rahmen von Unsicherheitsanalysen in Kombination
mit stochastischen Verteilungen von Parametern benutzt werden. Bei Optimalsteuerproblemen
für Differentialgleichungen sind lokale, ableitungsbasierte Algorithmen erste Wahl für eine effizi-
ente Bestimmung der Lösung. In mathematischen Optimierungsverfahren wird die erste oder auch
zweite Ableitung der Kostenfunktion verwendet, um iterativ die Lösung anzunähern. Die Diffe-
rentialgleichungen treten als Nebenbedingungen auf, deren Ableitung bezüglich der Steuergrößen
ebenfalls berechnet werden muss.












Abbildung 1.2: Abstiegsrichtungen (negative Gradi-
enten) in einem Optimierungsalgorithmus.
Wenn Ableitungsinformationen eine so her-
ausragende Bedeutung in Simulation und
Steuerung haben, wie kann man sie effizient
und genau berechnen? Die folgenden zwei We-
ge werden in den meisten Anwendungen be-
schritten: Der erste ist die Berechnung von
Differenzenquotienten durch wiederholtes Aus-
werten der Funktion. Diese Methode liefert
lediglich eine Approximation, und eine nu-
merisch instabile noch dazu. Darüber hinaus
wächst ihr Aufwand proportional zur Anzahl
der Größen, nach denen differenziert wird. Die
Alternative besteht in der Herleitung einer
analytischen Charakterisierung der Ableitung,
bei Optimalsteuerproblemen über die soge-
nannte adjungierte Gleichung. Diese wird dis-
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kretisiert, gelöst und liefert eine diskrete Dar-
stellung der Ableitung. Dies motiviert die Be-
zeichnung first differentiate/optimize then dis-
cretize, da ein Optimierungs- oder Lösungsalgorithmus zuerst im Funktionenraum beschrieben
und anschließend diskretisiert wird. Diese Methode wird für Optimalsteuerprobleme mit großem
Erfolg angewandt.
Betrachtet man ein Optimalsteuerproblem ganz auf der diskreten Ebene, also so wie es letztend-
lich auf dem Computer algorithmisch gelöst wird, so wird dort eine diskretisierte Kostenfunktion
unter Verwendung von diskretisierter Ableitungsinformation minimiert. Für die Konvergenz und
Effizienz des Optimierungsverfahrens ist es am günstigsten, wenn die verwendete diskrete Ablei-
tung die exakte Ableitung der verwendeten diskreten Kostenfunktion ist. Dies ist die Motivation
für die Vorgehensweise first discretize then differentiate/optimize, bei der die Kostenfunktion erst
diskretisiert, und die enstehende diskrete Version dann möglichst exakt, d.h. ohne die Approxima-
tionsfehler einer Finiten Differenzen-Approximation gebildet wird. Dies ist durch die Anwendung
der Technik des Algorithmischen Differenzierens möglich.
Der Vergleich dieser Herangehensweise mit dem oben beschriebenen Ansatz first differentia-
te/optimize then discretize ist – bezüglich Effizienz und Genauigkeit – naturgemäß eine interessante
Fragestellung.
Algorithmisches Differenzieren
Algorithmisches Differenzieren ist eine Technologie, die aus einem gegebenen lauffähigen Com-
puterprogramm ein neues Computerprogramm automatisch generiert. Wenn das ursprüngliche
Programm die Auswertung einer beliebigen Funktion realisiert, so liefert das generierte Programm
den Wert der Funktion und den exakten Wert ihrer Ableitung, d.h. ohne die Approximationsfehler,
die bei einer numerischen Annäherung mit Hilfe von Differenzenquotienten entstehen.
Neben dem Begriff ”Algorithmisches Differenzieren” wird auch die Bezeichnung ”Automati-
sches Differenzieren” und die Abkürzung AD verwendet. Algorithmisches Differenzieren ist die
etwas genauere Beschreibung. Dagegen ist Automatisches Differenzieren als Bezeichnung älter
(vgl. [Gri89]) und weiter verbreitet, obwohl es – vielleicht etwas irreführend – andeutet, als wäre
der Prozess vollständig automatisiert und würde vom Anwender keine Vorbereitung erfordern.
Der effiziente Einsatz der AD-Technologie macht eine sorgfältige Analyse oder Aufbereitung des
Input-Programms jedoch nicht überflüssig.
Vom Prinzip liegt AD im Grenzbereich von angewandter Mathematik und Informatik. Die
Berechnung der Ableitung einer Funktion ist ein mathematisches Problem. Ihre algorithmische
Realisierung auf Basis der diskreten Funktion bzw. des die Funktion auswertenden Computerpro-
gramms betrifft Bereiche der Informatik.
AD-Software wurde entwickelt, um die exakte Ableitung gegebener komplexer Simulationspro-
gramme berechnen zu können. Weiter stellt AD eine Alternative zu aufwändigen und numerisch
instabilen Finite-Differenzen-Approximationen von Ableitungen dar. AD-Tools arbeiten ganz auf
der Ebene der diskretisierten Funktion und benötigen keine analytischen Informationen über das
dahintersteckende mathematische Modell. Das macht sie besonders attraktiv im Anwenderbereich
und bei komplexen, aus einer Vielzahl von verschiedenartigen Gleichungen bestehenden Model-
len (wie z.B. in Klimasimulationen), deren mathematische Analyse mitunter aufwändig ist. Die
erhaltene Ableitungsinformation ist zur Lösung von nichtlinearen Gleichungen, dem Berechnen
stationärer Zustände, der Lösung von Optimierungsproblemen und in Sensitivitäts- und Unsicher-
heitsstudien nützlich.
Die Funktionsweise von AD-Software besteht zum einen aus einer sorgfältigen Analyse des
Programmcodes auf Abhängigkeiten zwischen den unabhängigen und den abhängigen Variablen.
Darüberhinaus generiert ein Teil der AD-Tools expliziten Ableitungscode und fügt ihn in das ur-
sprüngliche Programm ein. Andere Tools stellen eine Bibliothek bereit, die zum leicht modifizierten
Programm gelinkt wird.
In dieser Arbeit werden im nächsten Abschnitt zuerst die Differenzierbarkeitsbegriffe für Funk-























Abbildung 1.3: Wege vom mathematischen Modell zur diskretisierten Ableitung: first discretize then
differentiate (von links oben über links unten nach rechts unten) und first differentiate then discretize
(über rechts oben).
Möglichkeiten, Differenzierbarkeit analytisch nachzuweisen und den Wert der Ableitung numerisch
zu berechnen. Eine dieser Möglichkeiten ist das Algorithmische Differenzieren, das wir ausführlich
und separat in Abschnitt 3 vorstellen. Die Anwendungsmöglichkeiten für Ableitungsinformationen




In diesem Abschnitt geht es um die verschiedenen Differenzierbarkeitsbegriffe, die im Bereich der
Simulation und Optimalsteuerung eine Rolle spielen. Im voll diskretisierten Fall, also im end-
lichdimensionalen euklidischen Raum Rn, gibt es dabei weniger Abstufungen in der Qualität der
Differenzierbarkeit als im allgemeinen normierten Raum (wir denken dabei an einen unendlich-
dimensionalen Funktionenraum). Diese Unterschiede spielen eine Rolle, wenn algorithmisch ge-
nerierte Ableitungen mit analytisch berechneten und dann diskretisierten Ableitungen verglichen
werden. Wir betrachten typische Vorgehensweisen, analytisch die Differenzierbarkeit zu zeigen und
beschreiben die verschiedenen Möglichkeiten, von einer im Funktionenraum definierten Funktion
zu ihrer auf dem Computer auswertbaren Ableitungsapproximation zu kommen.
Geometrisch betrachtet gibt die Ableitung die Steigung des Graphen der Funktion an, analy-
tisch stellt sie die lokale Approximation der Funktion durch eine lineare Abbildung, eine Linearisie-
rung dar. Sie erlaubt damit eine näherungsweise Angabe darüber, wie sehr sich der Funktionswert
bei einer Variation der unabhängigen Variablen (d.h. der Variablen, nach denen abgeleitet wird)
verändern wird. Daher kann man die Ableitung auch als die Sensitivität der Funktion bezüglich
der unabhängigen Variablen interpretieren.
In diesem Sinne benutzt wurde die Ableitung (ohne sie bereits exakt zu definieren) von New-
ton im Jahre 1671 in ”Methodus fluxonium et serierum infinitarum” (veröffentlicht 1736), wo er
den Begriff ”Fluxion” für das Verhältnis der Änderung der ”erzeugten Größe (Fluente)” zu der
Änderung der Zeit oder einer vergleichbaren, ”durch gleichmäßiges Fließen oder Wachsen” cha-
rakterisierten Größe studierte. Von Newton stammt die Bezeichnung ẋ, die er für seine Fluxionen
verwendete.





y(t + h)− y(t)
h
Abbildung 2.1: Definition und Bezeichnungen für die
Ableitung einer Funktion y : R → R.
Der zweite Name, der untrennbar mit
dem Begriff der Ableitung verbunden ist, ist
der von Leibniz. Sein ”Calculus differentia-
lis et integralis” von 1675/76 (veröffentlicht
1684) führte die heute noch gebräuchlichen
Bezeichnungen dydt ein und stellte Rechenre-
geln (wie zum Beispiel die Kettenregel für
verknüpfte Funktionen) für sie auf. Eine in-
teressante Beschreibung dieser historischen
Zusammenhänge findet sich in [Heu90].
2.1 Differenzierbarkeit in normierten Räumen
Für eine auf einer nichtleeren offenen Teilmenge D eines reellen normierten Raumes X definierte
Funktion
F : X ⊃ D → Y
mit Werten in einem reellen normierten Raum Y gibt es verschiedene Differenzierbarkeitsbegriffe.
Diese präsentieren wir in diesem Abschnitt. Darüber hinaus notieren wir einige Resultate, die eine
qualitative Abstufung dieser Begriffe ermöglichen oder für deren Anwendung nützlich sind. Wir
folgen hier der Darstellung in [Jah94]. Wir beginnen mit der Richtungsableitung.
Definition 2.1 (Richtungsableitung) Existiert für x ∈ D der Grenzwert
F ′(x)v := lim
t→0+
F (x + tv)− F (x)
t
, v ∈ X,(2.1)
so heißt er Richtungsableitung von F in x in Richtung v. Existiert er für alle v ∈ X, so heißt F
richtungsableitbar in x.
Die Richtungsableitung muss weder linear noch stetig sein. Ist sie es und existiert sie in alle
Richtungen v ∈ X, so spricht man von einer Gâteaux-Ableitung.
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Definition 2.2 (Gâteaux-Differenzierbarkeit) Existiert für x ∈ D der Grenzwert (2.1) für
alle v ∈ X, und ist
F ′(x) : X → Y, v 7→ F ′(x)v(2.2)
eine stetige lineare Abbildung, so heißt F Gâteaux-differenzierbar in x und F ′(x) Gâteaux-Ableitung
von F in x.
Noch stärker ist der Begriff der Fréchet-Ableitung.
Definition 2.3 (Fréchet-Differenzierbarkeit) Existiert für x ∈ D eine stetige lineare Abbil-
dung F ′(x) : X → Y , so dass
lim
‖v‖X→0









gilt, so heißt F Fréchet-differenzierbar in x und F ′(x) Fréchet-Ableitung von F in x.
Man spricht bei allen drei Begriffen von der entsprechenden Differenzierbarkeit in D, wenn F
in allen x ∈ D differenzierbar ist. Höhere Ableitungen definiert man, indem man in den obigen
Definitionen F durch F ′ ersetzt usw. Die zweite Ableitung von F : X → Y an der Stelle x ∈ X
schreiben wir als
F ′′(x) : X ×X → Y, (v, w) 7→ F ′′(x)[v, w] ∈ Y.
Formal werden wir für feste x, v ∈ X auch das Objekt
F ′′(x)v : X → Y, w 7→ F ′′(x)[v, w] ∈ Y
benutzen. Wir fassen im folgenden Lemma einige Resultate über die vorgestellten Differenzierbar-
keitsbegriffe zusammen.
Lemma 2.4 (a) Ist F : D → R konvex, dann ist F an allen Punkten x ∈ D richtungsableitbar,
und F ′(x) : D → R ist sublinear.
(b) Ist F : D → Y Fréchet-differenzierbar in x, dann existiert die Gâteaux-Ableitung und stimmt
mit der Fréchet-Ableitung überein.
(c) Existiert die Fréchet-Ableitung, so ist sie eindeutig bestimmt.
(d) Ist F : D → Y Fréchet-differenzierbar in x, dann ist F in x stetig.
(e) Ist F : D → Y Gâteaux-differenzierbar in D, und ist die durch (2.2) definierte Abbildung
F ′ : D → L(X, Y ), x 7→ F ′(x)
stetig, dann ist F Fréchet-differenzierbar in D.
Beweis: S. [Jah94]: Theoreme 3.4, 3.6 (a), 3.13 (b), 3.15 (d), Corollary 3.14 (c). 
Weitere Begriffe wie die Differenzierbarkeit nach Clarke und das Subdifferential diskutieren
wir hier nicht näher, wir verweisen dazu auf [Jah94, Abschnitte 3.3-3.5].
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2.2 Differenzierbarkeit im Rn
Für Funktionen F : Rn → Rm ist die Untersuchung der Differenzierbarkeit einfacher. Eine Rich-
tungsableitung wird analog zu Definition 2.1 definiert. Ist h = ei, d.h. der i-te Einheitsvektor, so
spricht man von partieller Ableitung (Bezeichnung auch: Fxi). Analog zum Verhalten im unend-
lichdimensionalen Raum folgt aus partieller Differenzierbarkeit noch nicht die Stetigkeit. Gâteaux-
und Fréchet-Differenzierbarkeit fallen zusammen zum Begriff der (totalen) Differenzierbarkeit, die
wie in Definition 2.3 definiert wird. Die lineare Abbildung F ′(x) : Rn → Rm heißt Funktional- oder
Jacobi-Matrix und wird auch mit DF (x) bezeichnet, im Fall m = 1 als Gradient ∇F (x). Die zwei-
te Ableitung einer Funktion für m = 1 wird als Hesse-Matrix bezeichnet, im Optimierungskontext
wird manchmal die Schreibweise ∇2F (x) verwendet.
2.3 Nachweis der Differenzierbarkeit
Für analytische mathematische Untersuchungen ist natürlich zunächst der Nachweis der Diffe-
renzierbarkeit einer Funktion F interessant. Dazu bieten die Ergebnisse von Abschnitt 2.1 ver-
schiedene Möglichkeiten. Man kann etwa zuerst die Existenz des Grenzwertes (2.1) und damit
die Existenz der Richtungsableitung zeigen. Die sich ergebende Abbildung kann man dann auf
Linearität und Stetigkeit bezüglich der Richtungen h und damit auf Gâteaux-Differenzierbarkeit
untersuchen. Anschließend überprüft man die Stetigkeit bezüglich x ∈ X und erhält mit Lemma
2.4 gegebenenfalls die Fréchet-Differenzierbarkeit.
Diese Methode ist auch konstruktiv für eine analytische Charakterisierung der Ableitung,
die sich bei der Berechnung des Grenzwertes (2.1) der Richtungsableitung ergibt. Sie wurde in
[KP98] für die Laplace-Gleichung mit gemischten Randbedingungen verwendet, und konnte in
[Sla00],[Sla03] für die stationären Stokes- und Navier-Stokes-Gleichungen ebenfalls erfolgreich an-
gewendet werden. Das folgende Beispiel behandelt den Fall einer semilinearen elliptischen Glei-
chung und ist [Sla04b] entnommen.
Beispiel 2.5 Wir betrachten ein Gebietsoptimierungsproblem (vgl. Abschnitt 6.4.3) der Form
min
γ∈S
F (γ) := F̂ (y(γ)) :=
1
2
‖y − z‖2L2(ΩC), z ∈ L
2(ΩC),(2.5)
wobei y = y(γ) ∈ H10 (Ωγ) die semilineare elliptische Gleichung
(∇y,∇φ)Ωγ + (ay, φ)Ωγ + (b(y), φ)Ωγ = (f, φ)Ωγ f.a. φ ∈ H10 (Ωγ)(2.6)
löst. Für die Koeffizientenfunktionen gelte
a ∈ L∞(Ω̂), a ≥ α0 ≥ 0 fast überall in Ω̂,
b ∈ C1(R, R) ist monoton wachsend, b(0) = 0.
Der Optimierungsparameter γ, gewählt in einer beschränkten Teilmenge S des Funktionenraumes
H3(0, 1) mit gewissen Zusatzbedingungen, definiert über seinen Graphen Γγ := {(x1, γ(x1)) ∈ R2 :
x1 ∈ (0, 1)} den variablen Teil des Randes von Ωγ . Es gelte Ω̄C ⊂ Ωγ für alle γ ∈ S.
Für f ∈ Lp(Ωγ), p > 2, hat (2.6) eine eindeutige Lösung in W 2,p(Ωγ) ∩W 1,p0 (Ωγ), s. [Sla04b,
Theorem 3.1, Remark 3.2].
Um die Funktionenräume für den Zustand vom Kontrollparameter γ unabhängig zu machen,
betrachten wir das Problem auf dem fiktiven Gebiet Ω̂ ⊃ Ωγ und verwenden die Fictitious Domain-
Formulierung der Zustandsgleichung (2.6):
Bestimme (ŷ, µ) ∈ H10 (Ω̂)×H∗γ als Lösung von
(∇ŷ,∇φ)Ω̂ + (aŷ, φ)Ω̂ + (b(ŷ), φ)Ω̂ − 〈µ, τγφ〉H∗γ ,Hγ = (fγ , φ)Ω̂ f.a. φ ∈ H
1
0 (Ω̂)
ŷ = 0 auf Γγ .(2.7)
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Hier ist fγ die triviale Fortsetzung von f auf Ω̂. Der innere Spuroperator τγ : φ 7→ φ|Γγ ist surjektiv





h ∈ H1/2(Γγ) : es existiert h̃ ∈ H1/2(∂Ωγ) : h̃|Γγ = h, h̃|Γ = 0
}
,
vgl. [DL88, VII.§ 2 Section 2.1 Remark 1]. Die zusätzlich auf-
tretende Funktion µ kann als Lagrange-Multiplikator der Ne-
benbedingung (2.7) interpretiert werden. Man kann nun zei-
gen, dass ŷ|Ωγ die Gleichung (2.6) löst und der Lagrange-
Multiplikator die Darstellung
µ = ∂η ŷ auf Γγ(2.8)
hat, wenn f mit Null auf Ω̂ fortgesetzt wird, vgl. [Sla04b, Theo-
reme 4.1, 4.2, Corollary 4.3]. Hier bezeichnet ∂η die äußere
Normalenableitung. Daher gilt
F (γ) = F̂ (ŷ|Ωγ ).
Ωγ
Γγ
Einbettung von Ωγ mit varia-
blem Randteil Γγ in Ω̂ (hier:
Quadrat)






F (γ + tγ̄)− F (γ)
)
.





µ(x1, γ(x1))χγ(x1, γ(x1))γ̄(x1) dx1.(2.9)
Dabei ist χ eine Lösungskomponente der adjungierten Gleichung, die ebenfalls auf Ω̂ gegeben ist:
Bestimme (λ̂, χ) ∈ H10 (Ω̂)×H∗γ als Lösung von
(∇λ̂,∇φ)Ω̂ + ((a + b′(y))λ̂, φ)Ω̂ − 〈χ, τγφ〉H∗γ ,Hγ = −F̂
′(ŷ)φ f.a. φ ∈ H10 (Ω̂)
λ̂ = 0 auf Γγ .
Um die Darstellung (2.9) der Richtungsableitung zu erhalten, ist (2.8) von entscheidender Bedeu-
tung, da die Normalenänderung des Zustandes y bei Variation des Gebietsrandes naturgemäß eine
Rolle spielt. Sie kann durch die Einbettung und den dadurch überhaupt erst ins Spiel gebrachten
Lagrange-Multiplikator µ elegant ausgedrückt werden, ohne eine Normalenableitung selbst berech-
nen zu müssen. Diese Tatsache ist vor allem in praktischen Berechnungen von Bedeutung, da eine
Approximation von ∂ηy z.B. mit Finiten Differenzen numerisch instabil ist.
Ist die Existenz und die Form der Richtungsableitung bekannt, so kann man mit Lemma 2.4
zeigen, dass es sich sogar um eine Gâteaux- und Fréchet-Ableitung handelt, s. ([Sla04b, Theorem
7.5]).
Abbildung 2.2: Zylinderum-
strömung, Niveaulinien der x-
Komponente der Geschwindig-
keit.
Das Kriterium (2.3) zum direkten Nachweis der Fréchet-
Differenzierbarkeit ist auf den ersten Blick nicht konstruktiv, da
hier die Form von F ′(x) bereits bekannt sein muss. Dies gilt beson-
ders, wenn F zum Beispiel der Lösungsoperator einer nichtlinearen
Differentialgleichung ist, wie im folgenden Beispiel. Oft kann man
einen Kandidaten für F ′(x) durch zunächst formales Differenzieren
des Operators finden und anschließend (2.3) nachweisen. Günsti-
ger ist hier (2.4). Man spaltet die Differenz zweier Funktionswerte
an den Stellen x und x + v auf in
F (x + v)− F (x) = F ′(x)v + R(x, v).
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Dann wird gezeigt, dass F ′(x) eine lineare und stetige Abbildung ist sowie dass der Restterm
R(x, h) entsprechend schnell (s. Definition 2.3) mit v gegen Null strebt. Bei den Navier-Stokes-
Gleichungen kann man diese Methode gut demonstrieren, da hier der Restterm wegen der quadra-
tischen Nichtlinearität in der Gleichung relativ einfach zu behandeln ist. Dies zeigt das folgende
Beispiel.
Beispiel 2.6 Die Navier-Stokes-Gleichungen beschreiben die Bewegung eines als inkompressibel
angenommenen Fluids (z.B. Wasser, Luft) in einem Gebiet Ω ⊂ Rd. Ihre Popularität in der ange-
wandten Mathematik gründet sich zum einen auf die vielfältigen Anwendungen etwa bei Fahrzeug-
und Flugzeugumströmungen, Pumpen- und Turbinenbau, sowie in Atmosphären- und Ozeansimu-
lationen. Vom numerischen Standpunkt stellen die Kopplung von Geschwindigkeitsvektor u und
Druck p sowie kleinskalige, turbulente Effekte spezielle Anforderungen. Ein klassisches Testbeispiel
ist die Zylinderumströmung, s. Abb. 2.2. Für die Analysis sind die auf den ersten Blick moderat
nichtlinearen Gleichungen eine Herausforderung: Der Nachweis der Existenz und Glattheit der
Lösung im R3 gehört zu den im Jahre 2000 formulierten Millenniumsproblemen. Die Gleichungen
bestehen aus der vektorwertigen Impuls- und der skalaren Massebilanz:
ut + u · ∇u− ν∆u +∇p = f
div u = 0
}
in Ω für t > t0,
mit Dirichlet-Randbedingungen für u oder natürlichen, einen freien Ausflußrand charakterisieren-
den Bedingungen der Form ν∂ηu = pη, (η : äußerer Normalenvektor). Der Parameter ν ist die
(hier konstante) Zähigkeit oder Viskosität des Fluides.
Im stationären Fall ergibt sich mit homogenen Dirichlet-Randwerten die schwache Formulie-
rung: Bestimme (u, p) ∈ H10 (Ω)d × L20(Ω), so dass
(u · ∇u, φ)Ω + ν(∇u,∇φ)Ω − (p, div φ)Ω = (f, φ)Ω f.a. φ ∈ H10 (Ω)d
(div u, q)Ω = 0 f.a. q ∈ L20(Ω).
(2.10)
Zur Definition der Räume H10 (Ω)
d, L20(Ω) und des Skalarproduktes (·, ·)Ω vergleiche Anhang A. Den
Druck kann man durch Einführung des Raumes V := {u ∈ H10 (Ω)d : div u = 0 in Ω} eliminieren.
Die entsprechende schwache Formulierung lautet: Bestimme u ∈ V , so dass
(u · ∇u, φ) + ν(∇u,∇φ) = (f, φ) f.a. φ ∈ V.(2.11)
Ist ν groß gegenüber der Norm von f , so haben die stationären Navier-Stokes-Gleichungen in der
divergenzfreien Formulierung (2.11) für jedes f ∈ V ∗ genau eine Lösung u ∈ V , vgl. [GR86,
Theorem IV.2.4] oder [Tem79]. Die Abbildung
F : X := V ∗ → V =: Y
x := f 7→ u (Lösung von (2.11)) =: F (x)
ist also wohldefiniert, und man kann sie auf Differenzierbarkeit untersuchen. Durch Subtraktion
von (2.11), einmal mit rechter Seite f und einmal mit f+v, v ∈ V ∗, ergibt sich für u = F (x), uv :=
F (x + v):
(uv · ∇uv − u · ∇u, φ) + ν(∇(uv − u),∇φ) = 〈v, φ〉V ∗,V
bzw. durch elementare algebraische Umformungen des nichtlinearen Anteils:
((uv − u) · ∇u + u · ∇(uv − u), φ)
+ν(∇(uv − u),∇φ)
}
= 〈h, φ〉V ∗,V + ((uv − u) · ∇(uv − u), φ),
jeweils für alle φ ∈ V . Die Differenz F (x + v) − F (x) = uv − u kann dann als Summe zweier
Anteile z und r geschrieben werden, die Lösungen der linearen Gleichungen
〈Az, φ〉V ∗,V := (z · ∇u + u · ∇z, φ) + ν(∇z,∇φ) = 〈v, φ〉V ∗,V ,
〈Ar, φ〉V ∗,V := (r · ∇u + u · ∇r, φ) + ν(∇r,∇φ) = ((uv − u) · ∇(uv − u), φ),
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jeweils für alle v ∈ V , sind. Nun zeigt man die Existenz und Stetigkeit des Operators A−1 = A−1(u)
für festes u. Dann ist z = A−1v und
F (x + v)− F (x) = uv − u = z + r = A−1v + r.
Es folgt z = A−1v = F ′(x)v, wenn für r = A−1((uv−u) ·∇(uv−u)) die Eigenschaft des Restterms






gilt. Mit der Stetigkeit von A−1 und elementaren Abschätzungen für den nichtlinearen Term folgt
‖r‖V ≤ ‖A−1‖L(V ∗,V )‖(uv − u) · ∇(uv − u)‖V ∗ ≤ c‖uv − u‖2H1(Ω)2
und mit Lipschitz-Stetigkeit von uv bezüglich h die Fréchet-Differenzierbarkeit. Es gilt also F ′(x) =
A−1(u) = A−1(F (f)). Für mehr Details siehe [TW03].
Die hier benutzte Lipschitz-stetige Abhängigkeit (in den entsprechenden Räumen) der Lösung der
Zustandsgleichung von der Kontrolle ist eine starke Eigenschaft, die nicht immer gezeigt werden
kann. Im folgenden Beispiel aus [Sla04a] der nicht-Newtonischen Fluide etwa hat man Lipschitz-
Stetigkeit in einem zu ”schwachen” Sinne, d.h. nicht zwischen den benötigten Räumen. Daher
wurde hier der Nachweis der Richtungs- und dann Gâteaux-Differenzierbarkeit erbracht.
Beispiel 2.7 Die Navier-Stokes-Gleichungen beschreiben Newtonische, d.h. linear-viskose Fluide.
Ist die Abhängigkeit zwischen der Schergeschwindigkeit (repräsentiert durch den symmetrisierten
Geschwindigkeitsgradienten Du := 12 (∇u+∇u
T )) und den Schubspannungen im Fluid nichtlinear,
so spricht man von nicht-Newtonischen Fluiden. Bei Projektion auf divergenzfreie Vektorfelder hat
der Spannungstensor dann die Form T (Du), wobei an die nichtlineare Tensor-wertige Funktion T
noch bestimmte Voraussetzungen geknüpft werden. Eine typische Form ist etwa




2 ξ + µ∞ξ, ξ ∈ Rd×d
mit Konstanten µ0, µ∞, ν0 ≥ 0 und p > 1. Für p = 2 erhält man die Navier-Stokes-Gleichungen.
Die Fälle p ∈ (1, 2) sind für Anwendungen besonders wichtig und von der mathematischen Analysis
wegen der auftretenden Lp-Räume interessant. Nicht-Newtonische Fluide werden z.B. als Modellie-
rung für Strömungen von Suspensionen wie Blut verwendet. Bei der Entwicklung von künstlichen
Organen wie Herzunterstützungssystemen und Herzklappen ist das Strömungsverhalten von großer
Bedeutung. Optimierung der Form zur Verringerung der Rückströmung und dies wiederum zur
Verringerung der Gefahr von Thrombenbildung ist ein wesentliches Ziel. In Ω ⊂ Rd für d = 2 und
zunächst stationär und mit Nullrandbedingungen projiziert man auf den Raum
Vp := {u ∈ W 1,p0 (Ω)d,div u = 0 in Ω}, p ∈ (1,∞).
So wird der Druck eliminiert und man erhält als schwache Formulierung: Bestimme u ∈ Vp als
Lösung von
(u · ∇u, φ)Ω + (T (Du), Dφ)Ω = (f, φ)Ω f.a. φ ∈ Vp.(2.12)
Unter gewissen Voraussetzungen an T kann Existenz, in bestimmten Fällen auch Eindeutigkeit
und für d = 2 (und das ist zuerst überraschend) sogar eine Regularität der Klasse C1,α für die
Lösung u gezeigt werden, vgl. dazu die Literatur in [Sla04a].
Die Nichtlinearität in der Gleichung ist nun nicht mehr ”nur” quadratisch wie in den Navier-
Stokes-Gleichungen, sondern von höherem Grad. Man erhält damit Lipschitz-Stetigkeit von u bzgl.
f in V2, aber nicht in W 1,∞(Ω)2, vgl. [Sla04a, Theoreme 6.1,6.2]. Das reicht nicht, um auf die
gleiche Weise wie in Beispiel 2.6 die Fréchet-Differenzierbarkeit zu zeigen. Statt dessen geht man
den Weg über die Richtungsableitung und zeigt folgende Zwischenschritte:
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(i) Die Folge zs := 1s (u(f + sv) − u(f)), s > 0, ist beschränkt in V2. Dabei sind us := u(f +
sv), u := u(f) die zu den Inhomogenitäten f + sv bzw. f gehörenden Lösungen von (2.12).
(ii) Konvergiert zs ⇀ z schwach in V2, dann konvergieren die beiden nichtlineraen Terme im
folgenden Sinne: Es gilt
1
s
(us · ∇us − u · ∇u(f), w) → (z · ∇u, w) + (u · ∇z, w), f.a. w ∈ Vp
1
s
(T (Dus)− T (Du), Dφ) → (T ′(Du) : Dz,Dφ) f.a. φ ∈ C∞0 (Ω)2,div φ = 0.
(iii) Konvergiert zsk ⇀ z schwach in V2 für eine Folge sk → 0, so ist das Grenzelement z Lösung
der linearisierten Gleichung
(z · ∇u, w) + (u · ∇z, w) + (T ′(Du) : Dz,Dw) = 〈g, w〉V ∗p ,Vp f.a. w ∈ Vp
und die Konvergenz zsk → z ist stark in V2.
Damit ist die Richtungsableitbarkeit gezeigt, ihre Linearität und Stetigkeit bzgl. der Richtung v
folgt aus Eigenschaften der linearisierten Gleichung, vgl. [Sla04a, Theorem 8.1].
Das Beispiel zeigt die Komplexität des analytischen Nachweises der Differenzierbarkeit, wenn es
um Lösungsoperatoren von nichtlinearen partiellen Differentialgleichungen geht.
2.4 Praktische Berechnung der Ableitung
Der Nachweis von Differenzierbarkeitseigenschaften einer Abbildung F : X → Y ist eine analytisch
wichtige Aufgabe, für Anwendungen ist natürlich die konkrete Berechnung der Ableitung F ′(x)
wichtig. In diesem Abschnitt beschreiben wir die Möglichkeiten, um eine numerische Auswertung
der Ableitung zu erhalten. Wir nehmen an, dass die Funktion F so komplex ist, dass sie nicht
mehr analytisch, sondern nur noch mit Hilfe eines Computers berechnet, d.h. approximiert werden
kann. Diese Approximation bezeichnen wir wie in der Numerischen Mathematik üblich mit Fh,
wobei h für einen Diskretisierungsparameter, z.B. die Schrittweite in einem Zeit- oder Ortsdiskre-
tisierungsverfahren zur Lösung einer Differentialgleichung (vgl. Abbildung 2.3), steht. Das hat zur
Folge, dass auch auf dem Weg vom mathematischen Modell zum berechneten Wert der Ableitung
ein Diskretisierungsprozess stattfindet.
2.4.1 Ausnutzen einer analytischen Charakterisierung
Die Beispiele im letzten Abschnitt haben bereits mehrere Wege aufgezeigt, wie F ′ analytisch cha-
rakterisiert werden kann: In Beispiel 2.5 wurde über die Richtungsableitung eine Darstellung von
F ′(x) = F ′(γ) gefunden, die Lösungen der Zustands- und einer adjungierten Gleichung benutzt.
Dies ist eine typische Situation in Optimalsteuerproblemen bei Differentialgleichungen. In Bei-
spiel 2.6 erhielt man F ′(x) als Lösungsoperator der linearisierten Zustandsgleichung. Auch dies ist
typisch für die Ableitung des Lösungsoperators einer partiellen Differentialgleichung. Sind die ana-
lytischen Vorarbeiten getan, so können anschließend die erhaltenen Differentialgleichungen bzw.
andere Ausdrücke wie das Integral in (2.9) diskretisiert werden. Man erhält eine diskretisierte
Version von F ′, die wir mit (F ′)h bezeichnen. Diese Vorgehensweise bezeichnet man daher auch
als first differentiate then discretize, vgl. Abbildung 2.3.
2.4.2 Numerisches Differenzieren
Als Alternative ist es möglich, direkt die Ableitung der diskretisierten Funktion Fh zu approxi-
mieren, indem man einen Differenzenquotienten, z.B.
DFh(xh, vh, s) :=















































Abbildung 2.3: Verschiedene Möglichkeiten zur Berechnung einer diskretisierten Ableitung. Die Beziehung
zwischen der Diskretisierung einer analytischen Charakterisierung der Ableitung, (F ′)h, und der Ableitung
der diskretisierten Funktion, (Fh)
′, ist zunächst unklar.
für einen oder mehrere Werte von s berechnet. Argument xh und Richtung vh sind hier ebenfalls
Elemente einer Approximation Xh an den Raum X.
Vorteil dieser Vorgehensweise ist natürlich, dass keinerlei theoretische Vorarbeiten, ja auch
nahezu kein Wissen über die Funktion F selbst vorliegen muss. Ihre diskrete Version Fh kann
komplett als Blackbox behandelt werden, noch nicht mal der Quellcode muss bekannt sein. Bei
kommerziellen Simulationsprogrammen ist dies oft der Fall. Mehr noch: Man muss gar nicht wissen,
was F selbst eigentlich ist bzw. welche mathematischen Modelle und Gleichungen dahinter stehen.
Im Bereich der Klimamodellierung sind die beiden Bereiche Modellbildung und Diskretisierung
manchmal schwer zu trennen. Manche Modelle verdanken ihre Effizienz gerade einer ganz speziell
gewählten Diskretisierung, die nicht beliebig verändert und verfeinert werden kann. D.h. dass eine
Grenzwertbetrachtung h → 0 des Diskretisierungsparameters nicht immer, wie in der Numerischen
Mathematik gewohnt, durchgeführt werden kann.
Die Problematik der numerischen Differentiation ist hinlänglich bekannt. Die Auswertung des
Differenzenquotienten führt zu Genauigkeitsverlusten, da im Zähler die Gefahr der Auslöschung
auftritt und das Ergebnis dann durch die betragsmäßig möglichst klein zu wählende Zahl s ge-
teilt wird. Ein typisches Verhalten sieht man in Tabelle 2.1: Die Genauigkeit wächst mit kleinerer
Schrittweite s bis zu einem Wert, dann wird sie wieder schlechter. Noch kleinere Werte von s
liefern für DFh entweder unsinnige Werte, Null oder Floating Point Execptions wie NaN oder
Inf . Man beachte, dass ungefähr die Hälfte der signifikanten Stellen der Zahlendarstellung verlo-
ren gehen. Die Konsequenz ist, dass zuerst einmal Tests wie die in Tabelle 2.1 zur Bestimmung
einer geeigneten Schrittweite durchgeführt werden müssen, bevor man (2.13) zur Berechnung einer
vernünftigen Ableitungsapproximation benutzen kann.
Ein weiterer Punkt ist die benötigte Anzahl von Funktionsauswertungen bei der numerischen
Berechnung der Ableitung: Bei einer diskretisierten Funktion
Fh : Xh ∼= Rn → Rm ∼= Yh
benötigt die Berechnung der vollen Jacobi-Matrix (Fh)′(xh) bei der Wahl des
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Schrittweite s 1e-01 1e-02 1e-03 1e-04 1e-05 1e-06 1e-07
‖DFh−(Fh)′‖
‖(Fh)′‖ 1.3e-01 1.3e-02 1.3e-03 1.3e-04 1.3e-05 5.3e-06 4.8e-05
Tabelle 2.1: Relativer Fehler in (2.13) im Verhältnis zur Schrittweite t bei der Ableitung der Kostenfunkti-
on eines Optimalsteuerproblems bei den Navier-Stokes-Gleichungen, aus [HS03]. Berechnung in Fortran
real(8), Maschinengenauigkeit ca. 1e-16.
• vorwärtsgenommen Differenzenquotienten wie in (2.13) nm + 1
• und bei der Wahl des (genaueren) zentralen Differenzenquotienten 2nm
Funktionsauswertungen. Bei Anwendungsproblemen wie diskretisierten partiellen Differentialglei-
chungen und zugehörigen Optimalsteuerproblemen kann dies zu sehr hohem Rechenaufwand führen.
2.4.3 Algorithmisches Differenzieren
Als wesentliches Thema dieser Arbeit beschreiben wir die Technologie des Algorithmischen Diffe-
renzierens genauer in Abschnitt 3.
2.5 Problematiken bei der Berechnung der Ableitung
Selbst bei differenzierbaren Funktionen kann die Berechnung der Ableitung auf dem Computer
problematisch sein. Zum einen kann der Bereich der darstellbaren Zahlen verlassen werden, zum
anderen stellt sich bei bestimmten, z.B. stark oszillierenden Funktionen die Frage, welche Aus-
sagekraft der Wert der Ableitung besitzt. In diesem Abschnitt sprechen wir beide Themen kurz
an.
2.5.1 Durch die Ableitung generierte Instabilitäten
Das Berechnen von Ableitungen kann zu einem numerisch instabilen Verhalten führen, auch wenn
dies im ursprünglichen Programm nicht der Fall ist. Bei der Berechnung der Ableitung kann der
Bereich der auf dem Rechner darstellbaren Maschinenzahlen verlassen werden.
Dies tritt zum Beispiel bei der Berechnung der Ableitung von Funktionen der Form F (x) = x−n
für n ≥ 1 auf. Wir bezeichnen mit xmin, xmax die kleinste bzw. größte positive auf dem Rechner
darstellbare Zahl und nehmen an, dass x−1min = xmax gilt. Im allgemeinen (z.B. im IEEE-Standard,
der auf den meisten Rechnern verwendet wird) gilt sogar x−1min > xmax, da für betragsmäßig
kleine Zahlen noch die sog. subnormalen Zahlen (das sind nicht normalisierte Gleitpunktzahlen)
verwendet werden. Ist nun x <
√
xmin, so ist z.B. F (x) = 1x noch darstellbar, F
′(x) = − 1x2
allerdings nicht mehr und man erhält einem Überlauf (Overflow).
2.5.2 Grenzen des Informationsgehalts der Ableitung
Da der Wert der Ableitung eine lokale Information ist, kann in manchen Fällen diese Information
nur von eingeschränkter Bedeutung sein. Ist die Funktion F , deren Ableitung berechnet wird,
mit hoher Frequenz (zeitlich oder räumlich) oszillierend oder von Rauschen überlagert, so wird
der Wert der Ableitung wenig Informationsgehalt bieten. Gleiches gilt für Optimierungsproble-
me: Ein iteratives gradientenbasiertes Lösungsverfahren einer Funktion mit vielen lokalen Minima
wird Probleme haben, mit Hilfe von Auswertungen der Ableitung der Zielfunktion zum globalen
Minimum zu gelangen. Die geschilderte Problematik erkennt man oft im Vergleich von numerisch
(mit Finiten Differenzen) und mit AD generierten Ableitungen. Aus diesem Grund ist die Wahl
der Outputgrößen und der Funktion von besonderer Bedeutung. Diese Effekte können eventuell
durch Mittelwertbildung oder allgemeiner Integration und damit Glättung der Funktion verbessert
werden.
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3 Algorithmisches Berechnen von Ableitungsinformationen
Die Technologie des Algorithmischen Differenzierens erlaubt die Berechnung der Ableitung (Fh)′
aus den einzelnen Anweisungen einer diskretisierten Funktion Fh, die als Computerprogramm
vorliegt. Dies geschieht durch exaktes Ableiten der in der entsprechenden Programmiersprache co-
dierten elementaren Funktionen und Operatoren. Es treten also keine Approximationsfehler und
Instabilitäten wie beim Numerischen Differenzieren auf. Analog zur numerischen Differentiation
ist keine Information über das mathematische Modell F , das durch Fh repräsentiert wird, selbst
erforderlich. AD-Softwaretools können darüber hinaus benutzt werden, um zusätzliche Informatio-
nen wie Angaben über Nichtdifferenzierbarkeitsstellen und Besetzungsmuster der Jacobi-Matrix
zu liefern. Als Voraussetzung muss lediglich der Quellcode der zu differenzierenden Funktion vor-
liegen.
Eine treffende Beschreibung, warum AD-Software entwickelt wurde, stammt von Ralf Giering,
dem Entwickler des AD-Tools Tamc. Zu seiner Arbeit am Max-Planck-Institut für Meteorologie
in Hamburg gehörte die Datenassimilation für ein komplexes Ozeanmodell, das dort entwickelt
worden war, im Institut bereits benutzt wurde und also als Computerprogramm vorlag. Für die
Optimierungsverfahren, die Giering benutzen wollte, benötigte er die Ableitung des Modellout-
puts. Er begann nun, das gesamte Modell zeilenweise nach den entsprechenden Parametern zu
differenzieren. Der damit verbundene Aufwand (und die Möglichkeit, hier Fehler zu machen)
motivierten ihn, ein Programm zu schreiben, das die notwendigen Abhängigkeitsanalysen und
Code-Transformationen automatisch durchführte.
Diese kleine Geschichte deutet schon auf das wichtigste Anwendungsgebiet der AD-Technologie
hin: Komplexe Modelle oder Funktionen, die als Computerprogramm vorliegen und effizient ar-
beiten, deren analytische (d.h. mathematische) Beschreibung aber unbekannt, kompliziert oder so
umfangreich ist, dass eine analytische Darstellung ihrer Ableitung und die anschließende Diskre-
tisierung zu aufwändig ist.
In diesem Abschnitt beschreiben wir die Grundideen und die wesentlichen Techniken des Al-
gorithmischen Differenzierens. Wir geben einen Überblick über die zur Verfügung stehenden AD-
Tools und diskutieren einige tieferliegende Fragestellungen, darunter die Effizienz und Genauigkeit
der algorithmisch generierten Ableitungen. Als weiterführende Literatur sei hier die bisher einzige
Monographie zum Thema, [Gri00], genannt. Aktuelle Forschungsarbeiten findet man z.B. in dem
Tagungsband [CFG+02] und unter der Homepage des AutoDiff-Projektes, www.autodiff.org.
3.1 Die Grundidee des Algorithmischen Differenzierens
Im Prinzip ist die Funktionsweise von AD-Software einfach: Jede Programmiersprache hat eine
überschaubare Anzahl von elementaren mathematischen Operationen und Funktionen, deren ex-
akte Ableitungen leicht zu bestimmen sind. Wir betrachten ein Unterprogramm und meinen damit
• ein gesamtes Programm oder
• eine Folge von Anweisungen in einem Programm oder
• eine Subroutine oder Prozedur oder
• eine Funktion (im Sinne der Informatik).
Das Unterprogramm berechnet aus ein oder mehreren Inputgrößen (zusammengefasst in xh) eine
oder mehrere Outputgrößen (zusammengefasst in yh). Die dadurch definierte Abbildung bezeich-
nen wir mit Fh : xh 7→ yh bzw. in diesem Abschnitt der Einfachheit halber mit
F : x 7→ y,
da das Algorithmische Differenzieren immer auf der diskretisierten Ebene arbeitet. Die Abbildung
F besteht aus einer (möglicherweise sehr langen) Verkettung elementarer Operationen Fi der
verwendeten Programmiersprache, also:
F = Fk ◦ · · · ◦ F1.(3.1)
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ea+b + (a + b) cos c
]
x6 = F6(x5) = x52/x51 = y = F (x)
Abbildung 3.1: Zerlegung einer Funktion in elementare mathematische Operationen.
Mit der Bezeichnung xi für die Zwischenergebnisse erhält man die Vorschrift
x0 = x
xi = F (xi−1), i = 1, . . . , k(3.2)
y = F (x) = xk.
Alle Zwischenwerte xi, die vom Input x abhängen und den Output y beeinflussen, nennt man
aktive Variablen. Im Unterschied dazu nennt man Variablen, die den Output beeinflussen, aber
nicht vom Input abhängen, benötigte Variablen. Das Beispiel der Funktion
y = F (x) = ax, a ∈ R,
macht den Unterschied deutlich: Bei der Berechnung von y′ = F ′(x) ist x aktiv, aber auch der
Wert von a wird benötigt. Die Dimensionen der aktiven Variablen können unterschiedlich sein, und
die xi Vektoren, selbst wenn x und y skalar sind. Allgemein gilt
Fi : Rni → Rmi .(3.3)
Ein einfaches Beispiel ist in Abb. 3.1 dargestellt. Variablen xi−1 werden dabei teilweise unverändert
durch Fi mitgeführt, wenn sie erst später verwendet werden. Diese Darstellung wird auch in [GK98]
verwendet. Alternativ – etwa in [Gri00] und für die Implementierung eines AD-Tools effektiver –
kann man eine Funktion auch als Graphen darstellen, wie wir im nächsten Abschnitt sehen werden.
Die Ableitung der Funktion F ergibt sich nun einfach aus der Kettenregel der Differentiation:
F ′(x) = F ′k(Fk−1(· · · (F1(x))) · · · F ′2(F1(x)) · F ′1(x),
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Abbildung 3.2: Berechnung der partiellen Ableitung Fa := ∂F∂a der Funktion aus Abb. 3.1 mit der Ket-
tenregel. Hier wird x = a gesetzt, da nur a eine relevante Input-Variable ist.
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was sich mit den xi schreiben lässt als





F : x 7→ y F ′(x) x′ y′ x′ = y′ = Bedeutung
R → R R R R 1 F ′(x) Abl.
c ∈ R cF ′(x)
Rn → R Rn Rn R ~ej ∂jF (x) partielle Abl.
~v F ′(x)~v Richtungsabl.
Rn×s Rs (~vj)sj=1 (F ′(x)~vj)sj=1 mehrere (s)
Richtungsabl.
Rn×n Rn (~ej)nj=1 F ′(x) Gradient
Rn → Rm Rm×n Rn Rm ~ej ∂jF (x) = partielle Abl.
F = (∂jF (i)(x))mi=1 (Spalte der
(F (i))mi=1 Jacobi-Matrix)
~v F ′(x)~v Richtungsabl.
Rn×s Rm×s (~vj)sj=1 (F ′(x)~vj)sj=1 mehrere (s)
Richtungsabl.
Rn×n Rm×n (~ej)nj=1 F ′(x) volle Jacobi-M.
Rn×p → R Rn×p Rn×p R Eij ∂ijF (x) partielle Abl.
V F ′(x)V Richtungsabl.
R(n×p)×s Rs (Vl)sl=1 (F ′(x)Vl)sl=1 mehrere (s)
Richtungsabl.
R(n×p)2 R(n×p)2 (Eij)n,pi,j=1 F ′(x) Jacobi-Tensor
Tabelle 3.1: Beispiele für Initialisierungen der Seed Matrix x′ = x′0 und die daraus resultierenden Di-
mensionen und Werten von y′. Im Fall x ∈ Rn×p bezeichnen Großbuchstaben Matrizen (Tensoren zweiter
Stufe), Eij ∈ Rn×p ist das Äquivalent zum Einheitsvektor ~ej , hat also überall Nullen außer für das Ind-
expaar (i, j), dort ist der Eintrag 1. Die konkrete Realisierung der Initialisierung der Seed Matrix ist in
diesem Fall bei den einzelnen AD-Tools unterschiedlich. Die Fälle F : Rn×p → Rm(×...) werden analog
behandelt.
Da die F ′i einfach zu bestimmen sind, ist die algorithmische Berechnung von F
′(x) prinzipiell
leicht zu realisieren. Dazu definiert man die Zwischenwerte
x′j := F
′
j(xj−1) · · ·F ′1(x0) =
j∏
i=1
F ′i (xi−1) =











j−1, j = 1, . . . , k.
Damit ist die algorithmische Berechnung der Ableitung leicht für beliebige Funktionen formulier-
bar, vgl. das Beispiel in Abb. 3.2. Die Variable
dx0
dx
= x′0 =: x
′,
die der Ausgangspunkt der rekursiven Berechnung ist, wird Seed Matrix genannt.
Für x ∈ R ist sie ein Skalar, für x ∈ Rn tatsächlich eine Matrix, in anderen Fällen sogar
ein Tensor höherer Stufe. Initialisiert man sie als Einheitsmatrix oder allgemeiner als Identität im
entsprechenden Raum, so erhält man für y′ = x′k die Ableitung F
′(x). Die Wahl von x′ = v erlaubt
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die Berechnung einer Richtungsableitung, d.h. die Berechnung von Produkten der Form F ′(x)v, die
bei gewissen iterativen Optimierungsalgorithmen ausreichen. Mit x′ = (v1, v2) ∈ Rn×2 berechnet
man zwei Richtungsableitungen simultan usw. Die korrekte Initialisierung der Seed Matrix ist
entscheidend für die richtige Interpretation des Wertes der Variablen y′. Eine detaillierte Übersicht
gibt Tabelle 3.1.
Die Herausforderungen liegen in der sehr großen Anzahl k der elementaren Operationen Fi,
da gewöhnlicherweise jede Codezeile bereits eine Verknüpfung mehrerer Elementaroperationen
darstellt. Bei Codes, die aus Tausenden von Zeilen bestehen, ergibt sich leicht ein Wert von k im
Bereich von Zehn- oder Hunderttausend. Darüber hinaus sind – je nach den Dimensionen ni und
mi in (3.3) – die Objekte F ′i (xi−1) in (3.4) Funktionalmatrizen von gegebenenfalls beträchtlicher
Größe, man denke etwa an die Diskretisierung eines dreidimensionalen Randwertproblems.
Das Wesentliche in einem AD-Tool ist daher nicht die Berechnung der einzelnen Ableitungen
selbst. Vielmehr geht es um die korrekte Bestimmung der (und nur der) aktiven Variablen und
der relevanten Einzeloperationen, die aus der interessierenden Inputvariablen den Funktionswert
berechnen, und aus der effizienten Auswertung der Kettenregel zur Berechnung der Ableitung der
gesamten Funktion.
Die Arbeitsweise von AD-Programmen ist ähnlich zu den von Compilern. Zunächst wird die
Routine oder das Unterprogramm, das die zu differenzierende Funktion enthält, sowie die inter-
essierenden Input- (d.h. unabhängigen) und Output- (d.h. abhängigen) Variablen festgelegt. An-
schließend gibt es zwei Alternativen, die der Quellcode-Transformation, die neuen Code erzeugt,
und die Methode des Operatorüberladens, bei der eine spezielle AD-Bibliothek zum Programm
gelinkt wird. Eine weitere die Effizienz betreffende Option besteht in der Reihenfolge der Auswer-
tung des Produktes in (3.4), die prinzipiell
• vorwärts von i = 1, . . . , k oder
• rückwärts von i = k, . . . , 1
erfolgen kann. Dabei kann es sinnvoll sein, diese Wahl der Reihenfolge für einzelne Abschnitte
des zu differenzierenden Codes unterschiedlich zu treffen, d.h. eine Kombination aus Vorwärts-
und Rückwärtsmodus, wie man auch sagt, durchzuführen. Diese wichtigen Unterschiede in der
Realisierung des Algorithmischen Differenzierens diskutieren wir im nächsten Abschnitt.
3.2 Technologien des Algorithmischen Differenzierens
In diesem Abschnitt zeigen wir zuerst, wie eine als Programm realisierte mathematische Funktion
als Graph dargestellt werden kann. Danach beschreiben wir einige grundlegende Technologien,
die bei der konkreten Realisierung des Algorithmischen Differenzierens verwendet werden. Diese
ergeben einerseits eine grobe Klassifizierung der zur Verfügung stehenden Software, andererseits
sind sie bei deren Auswahl für konkrete Anwendungen von Bedeutung. Die erste Wahlmöglichkeit
besteht in der Realisierung der Ableitung der einzelnen Grundoperationen der verwendeten Pro-
grammiersprache. Die zweite betrifft die Reihenfolge bei der Auswertung des Matrizenproduktes
in (3.4) zur Berechnung der Ableitung mit der Kettenregel der Differentiation. In [Jue91] findet
man eine erste Klassifizierung von AD-Tools.
3.2.1 Darstellung einer Funktion als Graph
Die Darstellung einer verketteten Funktion F = Fk ◦ · · · ◦ F1 haben wir im letzten Abschnitt in
(3.2) so gewählt, dass der Output xi−1 von Fi−1 gleich dem Input von Fi ist. Das heißt, dass alle
aktiven Variablen durch jedes Fi mitgeführt werden, auch wenn sie in diesem gar nicht benutzt
oder verändert werden. Dies macht die Beschreibung der Ableitung mit Hilfe der Kettenregel in
(3.4) besonders einfach und übersichtlich. Wie das Beispiel der Funktion in den Abb. 3.2 zeigt,
wird damit allerdings viel redundante Information in Form von Teilen der Einheitsmatrix in den
Funktionalmatrizen F ′i (xi−1) in der Rechnung mitgeführt. Dies kann man vermeiden, wenn man
die Funktion als (komplexeren) Graphen schreibt. Für die Funktion aus Abb. 3.2 ist das Ergebnis
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Abbildung 3.3: Darstellung der Funktion F (a, b, c) = ((a + b) cos c + ea+b)/c als Graph.
Man benutzt statt (3.2) die Notation
(x−(n−1), . . . , x0) = x ∈ Rn
xi = Fi(x−(n−1), . . . , xi−1), i = 1, . . . , k
y = F (x) = xk.
Dabei müssen nicht alle hier aufgeführten Argumente der Funktion Fi wirklich von dieser benutzt





dFi(x−(n−1), . . . , xi−1)




∂Fi(x−(n−1), . . . , xj−1)
∂xj
x′j(3.6)
und damit am Ende F ′(x) = x′k. Hängt Fi nur von einem Teil der xj , j < i, ab, so gilt x
′
j = 0 für
die Ableitungen der nicht benutzten xj . Dann muss die Summe in (3.6) nur über die Indizes j ge-
nommen werden, für die die entsprechende Variablen xj im Graph der Funktion direkte Vorgänger
von xi sind. Definieren wir diese Relation als
j ≺ i :⇐⇒ xi hängt direkt von xj ab,







Die einzelnen Funktionen Fi für das obige Beispiel sind in Abb. 3.4 dargestellt. Ihre Ableitungen
sind einfach zu berechnen, und mit Formel (3.7) ist dann auch die Ableitung der Funktion F in
einfacher Weise möglich, vgl. Abb. 3.4.
3.2.2 Quelltransformation
Quelltransformation (engl. Source to Source oder Source Transformation) stellt eine Methode dar,
die Berechnung der Ableitung x′k = F
′(x) mit Hilfe von (3.7) durchzuführen. Die partiellen Ab-
leitungen der Fi können einfach codiert und nach der Regel (3.7) an der entsprechenden Stelle
in den ursprünglichen Code eingefügt werden, vgl. Abb. 3.4. Es wird also neuer Code geschrie-
ben, der anschließend compiliert und ausgeführt werden kann. Wird eine Funktion (im Sinne der
Informatik) differenziert, so erstellt ein Quelltransformationstool eine neue Funktion (oder Sub-
routine/Prozedur) zur Berechnung der Ableitung, mit den entsprechenden zusätzlichen In- und
Outputparametern. Die Notation für die Variablen x′ = x′0, y
′ = x′k im Programm ist dabei stan-
dardmäßig g x, g y etc. Ein konkretes Beispiel aus einem Klimamodell zeigt die Abb. 3.5. Die
Lesbarkeit des generierten Codes ist unterschiedlich, sie hängt von der Anzahl der eingeführten
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(x−2, x−1, x0) = x = (a, b, c)
x1 = F1(x−2, x−1) = x−2 + x−1 = a + b
x2 = F2(x0) = cos x0 = cos c
x3 = F3(x1) = exp(x1) = exp(a + b)
x4 = F4(x1, x2) = x1x2 = (a + b) cos c
x5 = F5(x3, x4) = x3 + x4 = exp(a + b) + (a + b) cos c





















































Abbildung 3.4: Eine Realisierung der Funktion F (a, b, c) = ((a+b) cos c+ea+b)/c (oben) mit der Notation
(3.6) und Ableitungen (unten) der Fi sowie ihre Verwendung zur Berechnung von F
′(x) = x′6.
if (kco2 .eq. 0) then
→ g pa = g cco2
pa = cco2
endif
if (kco2 .eq. 1) then
→ g pa = 1.0000277777778*g pa
pa = pa*(1.+0.01/360.)
→ g pa = g pa*(0.5-sign(0.5,pa-280.*4.))
pa = amin1(280.*4.,pa)
endif
if (kco2 .eq. 2) then
→ g pa = 0.
pa = pco2m(nyr)
if (nyr .gt. 200) pa = pa-200.*((nyr-200.)/100.)**2
endif
Abbildung 3.5: Vom Source-to-Source-Tool Adifor transformierter Fortran-Code (→: Eingefügter Ab-
leitungscode).
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und nicht wieder eliminierten Zwischenvariablen xi, x′i ab. Da der generierte Code aus Standard-
befehlen der verwendeten Programmiersprache besteht und dieselben Datentypen verwendet, kann
eine effektive Compileroptimierung bedeutenden Einfluss auf die Geschwindigkeit des erzeugten
Ableitungscodes haben.
Zum Abschluss fassen wir die bei einem Quelltransformation-Tool notwendigen Schritte von der
diskretisierten Funktion bis zur Benutzung des generierten Codes zur Auswertung der Ableitung
zusammen:
1. Festlegung von In- und Outputvariablen (x und y).
2. Isolieren des relevanten (aktiven) Teils des Programms, möglichst in einer separaten Funk-
tion/Subroutine/Prozedur mit x und y als Parameter.
3. Aufruf des AD-Tools und Generieren des Ableitungscodes.
4. Erstellen eines neuen Hauptprogramms:
(a) Initialisieren der Seed Matrix x′.
(b) Aufruf der generierten Funktion/Subroutine mit dem Ableitungscode.
(c) Ausgabe des Ergebnisses in y′.
Wir beschreiben die Schritte an einem Beispiel aus [HS03].
Beispiel 3.1 Es soll die in der Datei kosten.f gegebene Fortran-Subroutine
subroutine kosten(cont,sj,...)
mit einer umfangreichen Parameterliste (...) algorithmisch differenziert werden.
1. Hier soll dsjdcont berechnet werden, d.h. es ist x = cont und y = sj, wobei die unabhängige
Variable x ∈ Rn×p im Programm durch
real*8 cont(2,nk)
definiert ist. Die Outputvariable y = sj ist ein Skalar.
2. Dies ist hier bereits gegeben.
3. Die in Schritt 1 und 2 festgelegten Namen der Funktion/Subroutine und der Variablen werden
(u.a.) entweder als Parameterliste oder in einer Datei übergeben. Im Falle des Tools Adifor
sind diese Parameter
AD TOP = kosten
AD IVARS = cont
AD OVARS = sj
Zusätzlich wird der Name der Quelldatei(en), die das oder die zu differenzierenden Unterpro-
gramm(e) enthalten, angegeben. Der generierte Code wird bei Adifor (analog bei anderen
Tools) standardmäßig in der Datei g kosten.f abgelegt. Der Kopf der neu geschaffenen
Subroutine lautet wie folgt:
subroutine g kosten(g p ,cont,g cont,ldg cont,sj,g sj,ldg sj,...)
Hier sind x′ = g cont die Seed Matrix und y′ = g sj der Wert der Ableitung. Die Variablen
g p , ldg cont, ldg sj sind Adifor bzw. Fortran 77-spezifisch und hier nicht von Be-
deutung. Sie beschreiben die maximale Gesamt-Dimension von x (als eindimensionales Feld
betrachtet) sowie die führenden Dimensionen (leading dimensions) der Variablen x = cont
und y = sj.
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parameter (g pmax = 1090) ! = 2*nk












Abbildung 3.6: Initialisierung der Seed Matrix, Verwendung des Ableitungscodes und Ausgabe des Gra-
dienten mit Adifor.
Definitionsbereich Bedeutung der Multiplikation Ergebnistyp
(Inputtyp)
R× R x · y := xy R
C× C w · z := (Re(w)Re(z)− Im(w)Im(z), C
Re(w)Im(z) + Im(w)Re(z))





Tabelle 3.2: Verschiedene Bedeutung der Multiplikation in Abhängigkeit vom Definitionsbereich (Input-
datentyp).
4. Zur Berechnung der vollen Ableitung F ′(x) initialisieren wir die Seed Matrix x′ = g cont
wie in den ersten Zeilen von Abb. 3.6. Hier wurde eine Fortran 90-Feld-Zuweisung be-
nutzt. Man beachte: Formal ist die Seed Matrix x′ ∈ R(n×p)2 , hier mit n = 2, p = nk.
Adifor erwartet x′ = g cont ∈ RN ·(n×p) mit N = n · p =: g p . Dabei durchläuft der In-
dex j = 1, . . . , N sozusagen spaltenweise die Paare (l, k) ∈ {1, 2} × {1, . . . , p}. Der Aufruf
des generierten Codes ist in den nachfolgenden Zeilen zu sehen. Danach wird das Ergebnis
ausgegeben, wobei die Speicherung (analog zur Seed Matrix) zu beachten ist.
Dieses Beispiel verdeutlicht die nicht ganz einfache Handhabung von Funktionen F : Rn×p → R
mit einer Matrix-wertigen Input-Variablen. Durch geeignetes Umspeichern kann dies natürlich
umgangen werden.
Bei Programmiersprachen mit der Möglichkeit, eigene strukturierte Datentypen zu definieren
(das schließt Fortran 77 aus) gibt es eine Alternative bei der Code-Generierung: Man fasst
die Variablen x, x′ sowie y, y′ und auch alle Zwischenwerte xi, x′i jeweils zu einer Variable eines
selbstdefinierten neuen Typs der Form
X := (x, x′).(3.8)
zusammen und arbeitet mit diesem. Dies wird z.B. von dem Tool Adic für C benutzt, dort heißt
der Typ DERIV TYPE.
3.2.3 Operatorüberladen
Operatorüberladen (engl.: Operator Overloading) ist die zweite Möglichkeit, die Ableitungen der
elementaren Rechenoperationen der verwendeten Programmiersprache zu realisieren. Diese Tech-
nik ist ein wesentliches Merkmal objektorientierter Programmiersprachen und wurde, angeregt
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X + Y = (x, x′) + (y, y′) := (x + y, x′ + y′)
XY = (x, x′) · (y, y′) := (xy, xy′ + x′y)
expX = exp(x, x′) := (expx, x′ expx)














Abbildung 3.7: Überladene Operatoren und Funktionen für den Datentyp (3.8).
X−2 = (x−2, x′−2) = (a, (1, 0, 0))
X−1 = (x−1, x′−1) = (b, (0, 0, 0))
X0 = (x0, x′0) = (c, (0, 0, 0))
X1 = F1(X−2, X−1) = X−2 + X−1 = (a + b, (1, 0, 0))
X2 = F2(X0) = cos X0 = (cos c, (0, 0, 0))
X3 = F3(X1) = exp(X1) = (ea+b, (ea+b, 0, 0))
X4 = F4(X1, X2) = X1X2 = ((a + b) cos c, (cos c, 0, 0))
X5 = F5(X3, X4) = X3 + X4 = (ea+b + (a + b) cos c,
(ea+b + cos c, 0, 0) )
X6 = F6(X0, X5) = X5/X0 = (ea+b + (a + b) cos c)/c,
((ea+b + cos c)/c, 0, 0) )
Abbildung 3.8: Benutzung des Ableitungscodes mit Operatorüberladen (links) zur Berechnung der par-
tiellen Ableitung Fa. Die fünf mittleren Zeilen sind völlig unverändert, Großbuchstaben deuten hier auf
den veränderten Datentyp aus (3.8) hin.
durch die verstärkte Verbreitung von C++, für das Algorithmische Differenzieren mit dem Tool
Adol-C zuerst verwendet. Das zweite wichtige Tool mit dieser Technik ist Admat für die mathematisch-
technische Skriptsprache Matlab. Durch die schlechtere Compileroptimierung für selbstdefinierte
Datentypen eignet sich Operatorüberladen eher für nicht zu zeit- und speicherintensive Codes, die
Realisierung von höheren Ableitungen ist jedoch ohne mehrfache Quelltransformation möglich.
Insgesamt wird der Code kaum verändert. In der Adol-C-Realisierung entsteht bei der mehrfa-
chen Auswertung verschiedener Ableitungen (z.B. erster und zweiter) einer Funktion ein Vorteil.
Beim Operatorüberladen macht man sich die Möglichkeit moderner Programmiersprachen zu-
nutze, die mathematischen Operatoren und Funktionen der Sprache zu überladen. Das bedeutet,
dass man ihnen für verschiedene Datentypen auch verschiedene Bedeutungen gibt. Ein einfaches
mathematisches Beispiel ist die Multiplikation, die für reelle Zahlen, komplexe Zahlen, Vektoren
und Matrizen ganz unterschiedliche Operationen darstellt, vgl. Tabelle 3.2.
In Programmiersprachen werden die unterschiedlichen Definitionsbereiche durch unterschied-
liche Datentypen (wie z.B. real, complex in Fortran) repräsentiert. In der objektorientierten
Denkweise und damit in objektorientierten Programmiersprachen werden Daten und die damit
möglichen Operationen als Einheit betrachtet und auch gemeinsam als sog. Klasse implementiert.
In analoger Weise kann man einen Datentyp definieren, der aus einer Variable und ihrer Ablei-
tung (bezogen auf die Größe, nach der abgeleitet werden soll) besteht, also (3.8). Nun gibt man den
in der jeweiligen Programmiersprache vorhandenen Funktionen und Operatoren eine Bedeutung,
indem man die Regeln der Differentiation für die zweite Komponente x′ von X implementiert. Bei
der Multiplikation werden so z.B. die Werte der Operanden multipliziert und ihre Ableitungen







Abbildung 3.9: Überladener Multiplikationsoperator des AD-Tools Admat (stark vereinfacht). Der
Admat-Datentyp besteht aus den Komponenten val(ue) und der(ivative).
Die Auswertung der Funktion y = F (x) selbst und ihrer Ableitung mit der Kettenregel (3.4) er-
folgen damit simultan durch Ausführen des ursprünglichen, in seinen Anweisungen unveränderten
Programms, wenn alle relevanten (aktiven) Variablen vom Datentyp (3.8) sind. Am Anfang wird
x′ mit der Seed Matrix initialisiert, und am Ende enthält die zweite Komponente von Y = (y, y′)
die entsprechende Ableitung, vgl. Tabelle 3.1 und das schematische Beispiel in Abb. 3.8.
Bei einer ”typenlosen” Sprache (besser gesagt: einer Sprache, die automatisch alle generierten
Variablen typisiert) wie Matlab erhalten automatisch alle aktiven Zwischenwerte den entspre-
chenden Datentyp (3.8). In einer typisierten Sprache wie C++ müssen alle relevanten aktiven
Variablen mit dem entsprechenden Typ deklariert werden.
Die Definition des Datentyps (3.8) und die überladenen Operatoren und Funktionen werden
in Form einer Bibliothek bereitgestellt. Diese wird mit dem ursprünglichen Programm zusammen-
gebunden. Ein konkretes Beispiel für den überladenen Multiplikationsoperator bei dem AD-Tool
Admat für Matlab zeigt Abb. 3.9.
Analog zur Quelltransformation beschreiben wir die bei einem AD-Tool, das mit Operatorüber-
laden arbeitet, notwendigen Schritte von der diskretisierten Funktion bis zur Benutzung des ge-
nerierten Codes zur Auswertung der Ableitung:
1. Festlegung von In- und Outputvariablen (x und y).
2. Identifizieren des relevanten (aktiven) Teils des Programms.
3. Modifikation des ursprünglichen Programms:
(a) Vor dem unveränderten aktiven Programmteil: Deklarieren der unabhängigen (Input-)
Variable als X in dem entsprechenden Datentyp (3.8), der vom AD-Tool in einer Bi-
bliothek bereitgestellt wird, und Initialisieren der Seed Matrix x′ (entsprechende Kom-
ponente von X).
(b) Nach dem unveränderten aktiven Programmteil: Ausgabe des Ergebnisses in y′ (ent-
sprechende Komponente von Y ).
(c) Gegebenenfalls (bei typisierenden Sprachen wie C++) müssen im aktiven Programmteil
alle aktiven Variablen in dem entsprechenden Datentyp (3.8) deklariert werden.
Wir beschreiben die Vorgehensweise an zwei Beispielen: Zuerst betrachten wir ein Anwendungs-
problem aus [SZ04], [ZSR04], in dem ein in Matlab vorliegendes Programm algorithmisch mit
Admat differenziert wurde.
Beispiel 3.2 Ein Box-Modell (Abb. 3.10) des Atlantiks dient zur Untersuchung von vermehr-
tem Süßwassereintrag (z.B. durch globale Erwärmung) auf die Aktivität des Nordatlantikstroms
(”Golfstrom”). Dieser ist wesentlich für das vergleichsweise milde Klima in West- und Mitteleu-
ropa verantwortlich, da er warmes Wasser vom Äquator nach Norden transportiert. Das Modell
besteht aus acht gewöhnlichen Differentialgleichungen für Temperatur T und Salzgehalt S in den
25
l



















Abbildung 3.10: Links: Box-Modell, die T ∗i sind die Oberflächentemperaturen, die Fi stellen Süßwas-
sereinträge in den entsprechenden Boxen dar, die als Ausdruck der globalen Erwärmung in das Modell
eingehen. Die Pfeile zwischen den Boxen geben die Richtung des Massestroms M aus (3.9) an. Rechts:





(T4 − T1) + λ1(T ∗1 − T1) Ṡ1 =
M
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(T3 − T2) + λ2(T ∗2 − T2) Ṡ2 =
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Der umgewälzte Massestrom wird modelliert als
M(t) = k [β (S2(t)− S1(t))− α (T2(t)− T1(t))] ,(3.9)
er ist abhängig von Temperatur- und Salzgehaltdifferenzen zwischen der nördlichen und südlichen
Box. Die Parameter x = (T ∗i , Vi, λi, S0, k, α, β) sind z. T. empirisch bestimmt. Die Fi bezeich-
nen die Süßwassereinträge, die sich auf Grund von Niederschlagsänderungen und Eisabschmelzen,
verursacht von der globalen Erwärmung, ergeben. Simulationen des zeitlichen Verlaufs des Masse-
stroms M für verschiedene jährliche Erwärmungsraten in [ZSR04] zeigen, dass sich bei moderatem
Anstieg der Nordatlantikstrom wieder erholt – allerdings erst nach längerer Zeit. Bei pessimisti-
scheren Varianten tut er das nicht.
Stationäre Werte des Massestroms M , sind durch die nichtlineare Gleichung
M2 + kαΓ
a1M + a0
σM2 + ΓµM + Γ2τ
M + kβS0F1 = 0.(3.10)
gegeben. Hierbei sind ai,Γ, µ, σ, τ Kombinationen der o.g. Modellparameter.
Die o.g. Parameter sollen so bestimmt werden, dass die Ergebnisse für die umgewälzte Masse
im stationären Modell mit denen eines komplexeren Modell übereinstimmen. In der Optimierung
(mit zusätzlichen Nebenbedingungen) des Vektors x der Modellparameter soll zur Benutzung ei-
nes iterativen Optimierungsalgorithmus aus der Matlab Optimierungs-Toolbox die Ableitung der
Kostenfunktion und der Nebenbedingung durch das AD-Tool Admat bereitgestellt werden. Die
Routine fmincon der Optimierungs-Toolbox erwartet für die Nebenbedingungen eine Funktion mit
Interface
function [c, ceq, Gc, Gceq] = cons(x)(3.11)
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function [c,ceq,Gc,Gceq] = cons(x)
global lam






ceq(1) = T3e - 11.4; ceq(2) = T2e - 4.7;
c(1) = T1e - 7.0; c(2) = -T1e + 5.0;
→ Gc = getydot(c)’;
→ Gceq = getydot(ceq)’;
→ c = getval(c);
→ ceq = getval(ceq);
Abbildung 3.11: Zur Berechnung der Ableitung mit Admat (→: eingefügte Zeilen) einer Funktion (ver-
einfacht). Dabei ist dtemp eine weitere externe Funktion. Die Admat-Realisierung des Datentyps (3.8)
heißt deriv mit den Komponenten val und der, die Funktionen getval und getydot erlauben den Zugriff
auf sie. Da das Interface (3.11) für die Benutzung der Funktion in der Matlab-Optimierungs-Toolbox fest
vorgegeben ist, ist die Trennung von Wert und Ableitung von c, ceq in den letzten vier Zeilen erforderlich.
wobei c und ceq die Werte der Funktionen der Ungleichheits- bzw. Gleichheitsnebenbedingungen
in der Form
c(x) ≤ 0, ceq(x) = 0
sind. In den optionalen Outputvariablen Gc, Gceq kann man analytische Gradienteninformation
zur Verfügung stellen. Abb. 3.11 zeigt die ursprüngliche Form der Funktion, die nur die Werte von
c und ceq zurückgibt, und die in der AD-Variante zusätzlich eingefügten Zeilen zur Berechnung
von Gc = dcdx und Gceq =
dceq
dx .
Das zweite Beispiel in Abb. 3.12 zeigt, welche Änderungen bei einer typisierenden Sprache wie
C++ notwendig sind. Hier wurde die erweiterte Rosenbrock-Funktion
F : R4 → R,
F (x) = 100(x2 − x21)2 + (1− x1)2 + 100(x4 − x23)2 + (1− x3)2,
ein typisches Testbeispiel der nichtlinearen Optimierung, mit Adol-c algorithmisch differenziert.
3.2.4 Vorwärts- und Rückwärtsmodus
In den letzten beiden Abschnitten haben wir die Techniken kennengelernt, mit denen die einzelnen
Ableitungsanweisungen in der Kettenregel (3.4) realisiert werden können. Darüber hinaus wurde
dargestellt, wie die generierten bzw. modifizierten Programme grundsätzlich strukturiert sind und
initialisiert werden.
Sieht man sich das Matrizenprodukt in (3.4) in Abhängigkeit der Dimensionen n, m der In-
bzw. Outputgrößen x, y von F : Rn → Rm an, so macht man eine interessante Entdeckung. Wir






















→ for (i=0;i<4;i++) ax[i] <<= x[i];
// f = F(x);
→ af = F(ax);




// double F(double* x)





Abbildung 3.12: Berechnung der Ableitung der erweiterten Rosenbrock-Funktion, realisiert in C++ mit
Adol-C (vereinfacht, →: eingefügte Zeilen). Entscheidend sind hier die Markierung der aktiven Code-
zeilen (zwischen den Befehlen trace on und trace off), die Deklarierung der aktiven Variablen und der
Funktion mit dem Adol-C-Typ adouble, und die Shiftoperationen, mit der die Konvertierung zwischen
den urpsrünglichen double-Variablen x,f und ihren adouble-Entsprechungen ax,af erfolgt. Die Routine
gradient erlaubt die direkte Auswertung des Gradienten. Analog kann man hier zusätzlich z.B. die Hesse-
Matrix auswerten, ohne die differenzierte Funktion F ein zweites Mal aufzurufen. Der mit // auskommen-
tierte Aufruf der Funktion double F(double*) wird nicht mehr benötigt. Wegen des in C++ möglichen
Polymorphismus kann diese Funktion jedoch weiter, z.B. zum Vergleich mit einem Finite-Differenzen-
Gradienten, benutzt werden, sofern sie definiert ist.
nach hinten oder im Vorwärtsmodus (engl.: Forward Mode), berechnet:
F ′(x)︸ ︷︷ ︸
(m×n)
= F ′k(xk−1)︸ ︷︷ ︸
(m×...)
· · ·F ′3(x2)︸ ︷︷ ︸
(...×...)
·F ′2(x1)︸ ︷︷ ︸
(...×...)




Wie man sofort sieht, gilt bei Fj : Rnj → Rmj , dass
x′j ∈ Rmj×n,
d.h. die x′j sind normalerweise Matrizen. Zum Beispiel ist für m = 1 im ungünstigsten Fall erst im
letzten Schritt die Variable x′k = y
′ ein Vektor, nämlich der gesuchte Gradient.
Berechnet man das Matrizenprodukt in umgekehrter Reihenfolge mit absteigenden Indizes,
d.h. von hinten nach vorne oder im Rückwärtsmodus (engl.: Reverse Mode), dann benutzt man
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 ca + b
cos c




























(a + b) cos c














ea+b + (a + b) cos c
]
x6 = F6(x5) = x52/x51 = y = F (x)
Abbildung 3.13: Zerlegung von F (a, b, c) = ((a + b) cos c + ea+b)/c, vgl. Abb. 3.1.
die Zwischenwerte
F ′k(xk) · · ·F ′j+1(xj) =
k∏
i=j+1
F ′i (xi−1) =










j+1(xj), und damit erfüllen die x̄j die Rekursion
x̄j−1 = F ′j(xj−1)
T x̄j , j = k, . . . , 1.
Die x̄j werden als adjungierte Variablen bezeichnet, und die im Rückwärtsmodus differenzierte
Funktion auch adjungiertes Modell (im Gegensatz zum tangent-linearen Modell beim Vorwärtsmo-





= x̄k =: ȳ,
vgl. das Beispiel in Abb. 3.14. Am Ende liefert x̄T0 die gesuchte Ableitung y
′. Es gilt
F ′(x)︸ ︷︷ ︸
(m×n)
= F ′k(xk−1)︸ ︷︷ ︸
(m×...)
·F ′k−1(xk−2)︸ ︷︷ ︸
(...×...)︸ ︷︷ ︸
(m×...)




· · ·F ′1(x0)︸ ︷︷ ︸
(...×n)
und man sieht, dass beim adjungierten Modell
x̄j ∈ Rnj×m
gilt, d.h. für m = 1 z.B. sind alle x̄j Vektoren. Das heißt, dass für F : Rn → Rm
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x̄0 = F ′1(x0)
T x̄1 =












x̄1 = F ′2(x1)
T x̄2 =
[











x̄2 = F ′3(x2)
T x̄3 =
 1 0 0 00 1 0 ex22
0 0 1 0
 x̄3 =






















x̄4 = F ′5(x4)
T x̄5 =






















x̄6 = ȳ = 1
Abbildung 3.14: Ableitung der Funktion aus Abb. 3.13 bzw. 3.1 im Reverse Mode. Die Initialisierung
erfolgt über x̄6, die letzte Spalte ist von unten nach oben zu lesen, mit F
′(x) = x̄T0 .
• für n < m der Vorwärtsmodus und
• für m < n der Rückwärtsmodus
die effektivere Art ist, die Ableitung in Form der Kettenregel (3.4) auszuwerten. Allerdings benötigt
man zur Berechnung von x̄j den Wert xj−1, um daraus xj = Fj(xj−1) zu berechnen. Während man
die Ableitung also von hinten aufbaut, muss man die Zwischenwerte der Funktion in der ursprüng-
lichen Reihenfolge zur Verfügung haben. Das bedeutet, dass man entweder in einem Vorwärtslauf
der Funktion alle xj speichert oder während des Rückwärtsmodus zur Berechnung der Ablei-
tung die benötigten Werte xj jeweils neu berechnet. Es handelt sich hier also um ein Abwägen
zwischen Speicherbedarf und Rechenzeit. Verschiedene AD-Tools handhaben diese Entscheidung
unterschiedlich und erlauben teilweise dem Anwender die Auswahl zwischen beiden Optionen.
Kombinationen beider unter optimaler Ausnutzung vorhandenen Speichers und Prozessoren wer-
den beim sog. Checkpointing verwendet, das wir weiter unten vorstellen. Damit ergibt sich, dass
der Reverse Mode nur für den Fall m  n die effektivere Wahl ist. Für Optimierungs- und Opti-
malsteuerprobleme stellt er wegen m = 1 (mit Ausnahme von Mehrzieloptimierung, bei der aber
m immer noch sehr klein ist) dennoch die effiziente Wahl dar. Dies gilt vor allem, wenn man an
diskretisierte partielle Differentialgleichungen mit unter Umständen Tausenden von Kontrollpara-
metern denkt.
Die Eigenschaft, dass zur Berechnung der Funktion vorwärts, zur Berechnung der Ableitung
bzw. der adjungierten Variablen rückwärts vorgegangen wird, findet man vollkommen analog bei
kontinuierlichen Steuerungsproblemen bei parabolischen Partiellen Differentialgleichungen. Die
o.g. Aspekte Speicherung vs. Wiederberechnung und Checkpointing sind auch dort von Bedeutung.
Wir beschreiben die Unterschiede in Erzeugung und Verwendung von Ableitungscode zwischen
Vorwärts- und Rückwärtsmodus an Hand von Beispiel 3.1 auf S. 22. Wir verwenden das Tool Taf










Abbildung 3.15: Verwendung des Ableitungscodes im Rückwärtsmodus.
Beispiel 3.3 Die Subroutine
subroutine kosten(cont,sj,...),
die eine Abbildung
F : R2×nk 3 cont = x 7→ y = sj ∈ R
implementiert, soll differenziert werden. Der entsprechende Aufruf von Taf im Forward Mode ist
taf -toplevel kosten -input cont -output sj -forward *.f
für die Berechnung einer Richtungs- (oder partiellen) Ableitung. Dabei steht *.f für alle relevanten
Quelldateien, d.h. alle, die die Routine kosten und die von ihr aufgerufenen Unterprogramme
enthalten. Die generierten Dateien haben hier standardmäßig die Endung ftl.f (für forward
tangent linear), die Variablen wie bei Adifor das Prefix g . Zusätzliches Einfügen der Option
taf ... -jacobian n ...
erlaubt die Berechnung von n := 2 ∗ nk partiellen Ableitung, z.B. des vollen Gradienten. Es gilt
die Beziehung
x′ = g cont, F ′(x) = y′ = g sj.
Im Reverse Mode benutzt man den Aufruf
taf -toplevel kosten -input cont -output sj -reverse *.f
Die generierten Dateien haben die Endung ad.f, die zusätzlichen Ableitungsvariablen das Prefix
ad für adjungiert. Hier gilt
ȳ = adsj, F ′(x) = x̄ = adcont.
Initialisierung und Aufruf im Reverse Mode zeigt Abb. 3.15, für den Forward Mode ergibt sich
derselbe Aufruf wie für das Adifor-Beispiel in Abb. 3.6 auf S. 23.
3.3 Spezielle Fragen beim Algorithmischen Differenzieren
In diesem Abschnitt untersuchen wir einige Besonderheiten, die sich bei der Anwendung von AD
ergeben. Zuerst beschäftigen wir uns mit der oft gestellten Frage, wie mit nicht differenzierbaren
Anweisungen bzw. Funktionen verfahren wird. Wir erläutern, wie mit Unterprogrammen umge-
gangen werden kann, deren Quellcode nicht verfügbar ist und geben Hinweise, wie Funktionen
behandelt werden sollten, bei denen die Ableitung bekannt ist (z.B: lineare Abbildungen) oder
durch eine vorhandenen Funktion berechnet werden kann. Schließlich betrachten wir noch den
Fall, wie mit iterativen Lösern umgegangen werden kann. Der letzte Punkt ist aktueller For-
schungsgegenstand.
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3.3.1 Stellen von Nicht-Differenzierbarkeit
Eine oft gestellte Frage ist, was mit Stellen von Nicht-Differenzierbarkeit der Funktion F passiert,
ob eine ”Ableitung” generiert wird und wie sinnvoll deren Wert ist.
Die meisten Programmiersprachen stellen mit Betrags-, Maximums- oder Wurzelfunktion nicht
differenzierbare mathematische Funktion zur Verfügung. Darüber hinaus kann man mit logischen
Abfragen (if, while-Statements) stückweise zusammengesetzte Funktionen der Form
F (x) = F(j)(x) falls Bedingung j erfüllt ist(3.13)
erzeugen. Hierbei sollen die einzelnen F(j) gegebene, nach x differenzierbare Funktionen seien. In
einer partiellen Differentialgleichung könnte etwa ein Koeffizient in Abhängigkeit von der Ortsva-
riablen verschiedene Werte annehmen. Lässt sich F in dieser Form schreiben, so ist entscheidend,
ob die Bedingungen von der aktiven Variable x abhängen.
• Ist dies nicht der Fall, sind sie also nur von einer oder mehreren inaktiven Variablen λ
abhängig, so können wir F schreiben als
F (x) = F (x, λ) = F(j)(x) für λ ∈ Λj
wobei ∪jΛj die Menge der möglichen Werte für λ ist. Hier liegt keine Nichtdifferenzierbarkeit
vor, da F bezogen auf x differenzierbar ist. Dies ist z.B. für
F (x) =
{
−x für λ < 0
x für λ ≥ 0
der Fall. (Beachte: Dies ist nicht die Betragsfunktion!) Jedes F(j) kann einzeln differenziert
werden. Bei einem Quelltransformationstool wird z.B. der Ableitungscode in die einzelnen
Zweige z.B. des if-Statements eingefügt, vgl. das Beispiel aus Abb. 3.5 auf Seite 21 (mit
λ = kco2, x = pa).
• Hängen die Bedingungen von der aktiven Variablen ab, d.h. es gilt
F (x) = F(j)(x) für x ∈ Ξj ,(3.14)
so ist die zusammengesetzte Funktion nicht differenzierbar, es sei denn die F(j) sind entspre-
chend aneineinandergefügt. Dann ist die Berechnung der Ableitung an den ”Knicken” von
F , wie z.B. bei der Betragsfunktion
F (x) =
{
−x für x < 0
x für x ≥ 0,
an der Stelle x = 0, nicht sinnvoll. Allerdings wird bei realen numerischen Berechnungen ein
Wert x = 0 durch Rundungsfehler sowieso so gut wie nie angenommen (es sei denn direkt
nach einer Initialisierung), d.h. in diesen Fällen gibt es keine Probleme mit der Nichtdif-
ferenzierbarkeit. AD-Tools differenzieren sowohl die intrinsischen Funktionen als auch vom
Programmierer geschriebene zusammengesetzte Funktionen stückweise.
Wenn die F(j) in (3.13) Konstanten in Bezug auf x sind, F also eine Treppenfunktion ist,
so ist die Ableitung identisch Null, da sie stückweise berechnet wird. Will man hier z.B. für
eine Optimierung trotzdem eine sinnvolle Abstiegsrichtung finden, so muss man die Trep-
penfunktion vor der Anwendung von AD glätten, um Informationen über Nähe zu und Höhe
der Sprungstellen zu bekommen.
Ein anderer Fall sind nicht differenzierbare intrinsische Funktionen, die nicht von der Form (3.13)
sind, wie z.B. die Wurzelfunktion F (x) =
√
x. Hier fügen einige Tools die Ableitung ein, und wenn
man sie bei x = 0 auswertet, so bekommt man einen Laufzeitfehler wegen der Division durch Null




. Das Tool Adifor setzt bei nicht differenzierbaren
intrinsichen Funktionen spezielle Werte ein, die man sogar selbst setzen kann. Darüber hinaus
bietet es eine Option, die über deren Auftreten nach Durchlauf des Programms informiert.
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3.3.2 Unterprogramme, deren Ableitung bekannt ist
In einem komplexen numerischen Programm treten z.B. lineare Gleichungslöser sehr häufig auf.
Diese können iterativ oder direkt arbeiten. In beiden Fällen ist es nicht sinnvoll, ein solches Unter-
programm algorithmisch zu differenzieren. Bei iterativen Lösern würde z.B. das Abbruchkriterium
der ursprünglichen Iteration auf die Iteration zur Berechnung der Ableitung übertragen, was nicht
unbedingt sinnvoll ist. Zu diesem Thema vgl. den Abschnitt 3.3.3 unten. Bei direkten Lösern ver-
wendet man meist Bibliotheksroutinen (z.B. Lapack), die sehr stark auf Effizienz hin optimiert
sind. Hier ist es ebenfalls nicht sinnvoll, eine algorithmische Ableitung zu generieren. Bei linearen
Funktionen wie z.B. dem Lösen von linearen Gleichungssystemen, d.h. der Funktion
F : x 7→ y wobei Ay = x
für eine Matrix A ∈ Rn×m, ist die Ableitung leicht als
F ′ : x′ 7→ y′ wobei Ay′ = x′
zu bestimmen. Das bedeutet, dass die ursprüngliche Routine mit der Realisierung von F auch
für F ′ benutzt werden kann. Bei einem iterativen Löser wird dann auch die adäquate Abbruch-
bedingung (nämlich die für x′) benutzt, und auch direkte Löser können unverändert verwendet
werden. Analoges gilt für den selteneren Fall, dass für eine nichtlineare Funktion eine Routine
zur Berechnung (oder Approximation) der Ableitung bereits vorhanden ist, und diese statt einer
algorithmisch generierten verwendet werden soll.
Bei den meisten Quelltransformations-Tools behandelt man diese Fälle sozusagen per Hand,
d.h. man
1. kommentiert vor dem Aufruf des Tools das relevante Unterprogramm aus
2. erzeugt den neuen Code
3. entfernt die Kommentare wieder und
4. fügt schließlich vor dem Aufruf des ursprünglichen Unterprogramms eine Kopie desselben
ein, mit entsprechend angepassten Übergabeparametern bzw. Variablen x′ (statt x) und y′
(statt y).
Beim AD-Tool Taf gibt es die elegante Möglichkeit, mit sog. Direktiven zu arbeiten. Das folgende
Beispiel stammt aus [HS03].
Beispiel 3.4 Die Subroutine cg mit dem Interface
subroutine cg(A,u,b,scal,nmax,eps)
die ein lineares Gleichungssystem Au = b mit dem iterativen cg-Verfahren (Verfahren der konju-
gierten Gradienten) löst, tritt in einem Unterprogramm auf, das im Rückwärtsmodus differenziert
werden soll. In das der Subroutine cg übergeordnete Unterprogramm werden die Direktiven
!$TAF subroutine cg input = 1,3,4,5,6
!$TAF subroutine cg output = 2
!$TAF subroutine cg adname = cg
!$TAF subroutine cg active = 2,3
eingefügt, die
• den Namen der betroffenen Subroutine,
• die Position der In- und Outputvariablen (hier bezogen auf die Subroutine, nicht auf die








Abbildung 3.16: Getrennte Berechnung von Wert und Ableitung (Jacobi-Matrix) einer iterativen Routine
(gmres-Verfahren) zur Lösung eines linearen Gleichungssystems Au = b in Matlab unter Benutzung des
deriv-Typs des AD-Tools Admat. Da die Matlab-Routine gmres nur Vektoren als Input-Parameter für
die rechte Seite b zulässt, muss zur Berechnung der vollen Jacobi-Matrix eine Schleife durchlaufen werden.
• den Namen der zu verwendenden Subroutine für die Berechnung der Adjungierten (d.h. der
Transponierten der Jacobi-Matrix), in diesem Fall cg selbst, da das cg-Verfahren hier für
symmetrische Matrizen benutzt wird,
• und die Namen der aktiven Variablen (In- und Outputvariablen x, y für das Algorithmische
Differenzieren).
Das AD-Tool benutzt nun an der Stelle des Aufrufs einer (ohne die Verwendung der Direktiven)
generierten Subroutine adcg die Zeile
call cg(A,adu,adb,scal,nmax,eps).
Bei einem AD-Tool, das mit Operatorüberladen arbeitet, verwendet man statt einer Routine,
die auf dem zusammengesetzten Typ X aus Wert und Ableitung (x, x′) arbeitet, zwei separate
Routinen (bzw. zweimal dieselbe Routine), einmal nur für die Werte x und einmal für die Ableitung
x′, vgl. das Admat-Beispiel in Abb. 3.16. Dass sich diese Vorgehensweise lohnt, zeigt Tab. 3.5
auf S. 43. Dort wurden die Rechenzeiten für die ”naive” Vorgehensweise des Differenzierens des
linearen Lösers und dem Benutzen der Direktiven verglichen. Da es sich um einen iterativen Löser
(vgl. auch den nächsten Abschnitt) handelt und mit dem Reverse Mode gearbeitet wurde, war der
Performance-Gewinn mit über 40 Prozent für das gesamte Programm groß.
Ein ähnliches Vorgehen ergibt sich für Unterprogramme mit nicht verfügbarem Quellcode, für
die eine Approximation der Ableitung (z.B. durch Finite Differenzen) durchgeführt und an die
entsprechende Stelle in den Quellcode eingefügt wird.
3.3.3 Differenzieren von iterativen Algorithmen
Iterative Algorithmen werden in der Numerischen Mathematik an vielen Stellen benutzt und spie-
len eine herausragende Rolle, sowohl bei der Lösung linearer (z.B. cg-Verfahren) und nichtlinearer
Gleichungssysteme (z. B. Newton-Verfahren), der Berechnung von Eigenwerten, der Optimierung
usw. Die naive Anwendung eines AD-Tools auf ein solches Verfahren kann zu erheblichem Mehr-
aufwand an Rechenzeit und Speicher und zu nicht sinnvollen Ergebnissen führen. Daher ist es
notwendig, iterative Algorithmen im zu differenzierenden Programm zu identifizieren und speziell
zu behandeln. Die dabei wichtigen Unterschiede zwischen iterativen Verfahren und die sich daraus
ergebenden Vorgehensweisen beschreiben wir in diesem Abschnitt.
Um die Problematik iterativer Löser zu verstehen, betrachten wir ein Problem (z.B. eine Glei-
chung oder ein Gleichungssystem) der Form
y = F (x) ⇐⇒ f(x, y) = 0,(3.15)
d.h. y ist die gesuchte Lösung und x ist der Parameter, nach dem differenziert werden soll. Bei
einem linearen Gleichungssystem (etwas untypisch geschrieben als Ay = x), das nach der rechten
Seite x differenziert werden soll, ergibt sich z.B. f(x, y) = Ay−x. Die typische Form eines iterativen
Verfahrens zu Lösung von (3.15) lautet:
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Algorithmus 3.5 (Allgemeines iteratives Verfahren)
1. Wähle Startwert y(0), setze k = 0.
2. Berechne y(k+1) = g(y(k)).
3. Ist ein Kriterium (der Form K(y(k+1), y(k)) ≤ ε) erfüllt, breche ab.
Sonst setze k = k + 1 und gehe zu 2.
Dabei ist g die Verfahrensfunktion. Schritt 2, der die wesentliche Rechenzeit beansprucht, wird
unter Umständen sehr oft ausgeführt. Programmiertechnisch tritt in Schritt 3 eine bedingte An-
weisung in Form einer while-Schleife oder if-Abfrage auf, z.B.
while norm(y(k)− y(k− 1)) > eps)...(3.16)
Ein AD-Tool lässt diese Abfrage unverändert, da keine Zuweisung an eine aktive Variable erfolgt.
Es wird nur der Schleifenrumpf (Schritt 2) differenziert. Im Vorwärtsmodus erhält man durch ein
solches ”naives” algorithmisches Differenzieren:
Algorithmus 3.6 (Iteratives Verfahren – AD Vorwärtsmodus)
1. Wähle Startwerte y(0), y(0)
′





und y(k+1) = g(y(k)).
3. Ist ein Kriterium (der Form K(y(k+1), y(k)) ≤ ε) erfüllt, breche ab.
Sonst setze k = k + 1 und gehe zu 2.
Die Abbruchbedingung in Schritt 3 bezieht sich weiterhin nur auf die Werte y(k) und nicht auf die
Ableitungen. Damit wird die Iteration beendet, wenn die y(k)
′
unter Umständen noch gar nicht
konvergiert sind, was nicht sinnvoll ist. Als Ausweg gibt es verschiedene Möglichkeiten: Ist die
Ableitung von (3.15) analytisch berechenbar wie z.B. bei der Lösung eines linearen Gleichungssy-
stems, so wendet man die Methoden aus Abschnitt 3.3.2 an. Der Fall, wo dies nicht zutrifft (bei
nichtlinearen Aufgaben), ist Gegenstand aktueller Forschung, vgl. dazu auch [Gri00, Abschnitt
11.4]. Die folgenden beiden Verfahren stammen daher, man findet dort noch weitere Details. Passt
man die Abbruchbedingung in Alg. 3.6 an, so erhält man die sog. Piggyback-Variante:
Algorithmus 3.7 (Iteratives Verfahren – Piggyback-Variante)
1. Wähle Startwerte y(0), y(0)
′





und y(k+1) = g(y(k)).




) ≤ ε erfüllt, breche ab.
Sonst setze k = k + 1 und gehe zu 2.
Alternativ kann man in der Two-Phase-Variante zuerst die Iteration für die Funktionswerte y(k) bis
zum Abbruch durchführen, und anschließend mit einem angepassten Abbruchkriterium diejenige
für die Ableitungen. Es ergibt sich der folgende
Algorithmus 3.8 (Iteratives Verfahren – Two-Phase-Variante)
1. Führe Alg. 3.5 für die y(k) aus.
2. Führe Alg. 3.5 für die y(k)
′
aus, d.h.:
(a) Wähle Startwert y(0)
′











) ≤ ε erfüllt, breche ab.
Sonst setze k = k + 1 und gehe zu 2b.
Der von einem AD-Tool generierte Code kann in folgender Art umgeschrieben bzw. benutzt werden:
Ist (3.15) als Funktion der Form
y=iter(f,ystart,x,eps)
gegeben, so stellt ein AD-Tool im Vorwärtsmodus prinzipiell eine Funktion
[y,g y]=g iter(f,ystart,x,g x,eps)
zur Verfügung, egal ob diese nun per Quelltransformation erzeugt oder durch Operatorüberladen
realisiert wird. Dabei repräsentiert der Parameter g y die Variable y(k)
′
. In dieser Funktion fin-
det sich die unveränderte Abbruchbedingung (3.16). In der Piggyback-Variante muss diese nun
lediglich sinnvoll angepasst werden, etwa zu
while norm(y(k)-y(k-1))>eps or norm(g y(k)-g y(k-1))>eps ...
In der Two-Phase-Version braucht man die Funktion iter gar nicht mit AD zu behandeln. Man
fügt hinter ihrem Aufruf einen zweiten mit angepassten Parametern,
g y=iter(gf,gystart,g x,geps),
ein, wobei gf für einen Aufruf der zu implementierenden Funktion y′ 7→ g′(y)y′ steht. Um diese zu
erhalten, kann AD natürlich eingesetzt werden. Der Startwert gystart und die Abbruchschranke
geps müssen geeignet gewählt werden.
Differenziert man ”naiv” im Rückwärtsmodus, so erhält man bei Wiederberechnung der Zwi-
schenwerte folgende Variante:
Algorithmus 3.9 (Iteratives V. – AD Rückwärtsmodus mit Wiederberechnung)
1. Initialisiere ȳ(k+1).
2. Für j = k, . . . , 0:
(a) Berechne y(j+1) mit einem Lauf von Alg. 3.5 bis Schritt j.
(b) Berechne ȳ(j) = g′(y(j+1))T ȳ(j+1).
Sie benötigt extrem hohen Rechenaufwand in den Durchläufen von Schritt 2a. Speichert man alle
Iterierten, so ergibt sich folgendes Schema:
Algorithmus 3.10 (Iteratives V. – AD Rückwärtsmodus mit Speicherung)
1. Führe Alg. 3.5 für die y(k) aus und speichere alle y(j), j = 0, . . . , k + 1.
2. Initialisiere ȳ(k+1).
3. Für j = k, . . . , 0 berechne ȳ(j) = g′(y(j+1))T ȳ(j+1).
Diese Alternative hat extrem hohen Speicheraufwand in Schritt 1. Hier ist eine Möglichkeit, für
die Ableitungen immer die bereits berechnete Näherungslösung y(k+1) zu verwenden, vgl. [Chr98].
Damit ergibt sich:
Algorithmus 3.11 (Iteratives V. – AD Rückwärtsmodus nach Christianson)
1. Führe Alg. 3.5 für die y(k) aus, setze y = y(k+1).
2. Initialisiere ȳ(k+1).
3. Für j = k, . . . , 0 berechne ȳ(j) = g′(y)T ȳ(j+1).
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Das AD-Tool Taf erzeugt diese Variante automatisch, wenn man eine Direktive der Form
!$TAF LOOP = iteration, y
vor der entsprechenden Schleife (while- oder do while-Schleife in Fortran) einbaut. Hier ist y
der Name der Variablen im Programm, die in der Iteration verändert wird und von der angenom-
men wird, dass sie konvergiert (oben y(k)), vgl. das Beispiel in [GKS04]. Es bleibt der Nachteil,
dass die Anzahl der Iterationen allein durch die Werte y(k), aber nicht durch die Ableitungen
bestimmt wird. In dieser letzten Variante besitzt der Rückwärtsmodus innerhalb der Iteration
eventuell auch gar keinen Vorteil mehr, da die Iterationsfunktion g zwischen gleichdimensionalen
Objekten abbildet, vgl. Schritt 2 in Alg. 3.5. Es ist daher sinnvoll, die gesamte Iteration nicht
”naiv” zu differenzieren und eine der beiden o.g. Alternativen (Alg. 3.7 oder 3.8) zu verwenden.
Dabei kann AD zur Realisierung der Funktion y′ 7→ g′(y)y′ eingesetzt werden.
3.4 Übersicht verfügbarer AD-Tools
In diesem Abschnitt geben wir einen Überblick über die wichtigsten AD-Tools, die aktuell und
verfügbar sind. Die meisten wurden im Rahmen dieser Arbeit benutzt und getestet, zum Teil
auch an dem selben Beispiel miteinander verglichen. Wir beschreiben die wesentlichen technischen
und für den Benutzer relevanten Eigenschaften und geben Hinweise auf weitere Informationen
zu den Tools. Für genaue Benutzungsanleitungen verweisen wir auf die entsprechenden Manuals.
Wir geben eine auf unseren Erfahrungen basierende Einschätzung, die naturgemäß nur für die
durchgeführten Beispielanwendungen Gültigkeit hat. Mit Hinblick auf die Anwendung ordnen wir
die Tools nach den Programmierpsrachen und beginnen mit Fortran, gehen dann zu C/C++
und enden bei Matlab.
• Für Adifor 2.0 gewannen die Entwickler C. Bischof und A. Carle 1995 den Wilkinson-
Preis für Numerische Software. Adifor wird an der Rice University in Houston gepflegt
und ist ein Quelltransformationstool, das Fortran 77-Code im Vorwärtsmodus differen-
ziert. Es ist robust und erfordert i. A. keine Code-Vorbereitungen; einzige Restriktionen sind
der Fortran 77-Standard und der Vorwärtsmodus. Fortran-Common-Blöcke werden als
Ganzes differenziert, auch wenn nur einzelne Variablen darin aktiv sind. Es werden viele
Zwischenvariablen eingefügt, die komplexe Codes etwas unübersichtlich machen. Adifor
wird lokal installiert und mit Optionen bzw. über Dateien gesteuert. Eine interessante Op-
tion ist, die Jacobi-Matrizen in spezieller Speichertechnik für dünn besetzte Matrizen zu
generieren und mit Funktionen aus einer bereitgestellten Bibliothek (SparseLinC) auf sie
zuzugreifen. Informationen findet man unter www.cs.rice.edu/∼adifor.
• Adifor 3.0 ist die neue Version, die auch den Reverse-Mode beherrscht. Es besitzt meh-
rere Treiber-Funktionen zur Berechnung von Jacobi-Matrix und auch zweiten Ableitungen
(Hesse-Matrix). Es wird allerdings auf Webseiten (z.B. www.autodiff.org) noch nicht offi-
ziell genannt.
• Taf ist ein Quelltransformationstool für Fortran, das von der Firma FastOpt GbR in
Hamburg entwickelt und seit 2000 kommerziell vertrieben wird. Es beherrscht Fortran 77
und fast den gesamten Fortran 95-Standard im Vorwärts- und Rückwärts-Modus. Taf
wird über ein Skript aufgerufen, das die Quelldateien zu einem Server schickt und die ge-
nerierten Dateien wieder zurückliefert. Die Steuerung erfolgt Kommandozeilenoptionen. Der
generierte Code ist gut lesbar, es gibt die zusätzliche Möglichkeit, über Direktiven spezielle
Subroutinen von der Quelltransformation auszunehmen und direkt eine Routine zur Berech-
nung ihrer Ableitungen anzugeben, z.B. bei linearen Funktionen. Ähnliches ist möglich für
Unterprogramme, die Iterationen beinhalten. Ein Paket von Treibern zum Aufruf des gene-
rierten Codes und zum Vergleich mit Finiten Differenzen wird mitgeliefert. Dabei wird die
zu differenzierenden Subroutine in einem Standard-Wrapper eingebunden, der dann diffe-
renziert wird. Mehr Informationen unter www.fastopt.de/products/taf/taf.html.
37
• Tamc ist der Vorgänger von Taf, wurde von Ralf Giering am Mpi in Hamburg entwickelt und
von der Max-Planck-Gesellschaft 1995 mit dem Heinz-Billing-Preis ausgezeichnet. Es kann
Vorwärts- und Rückwärtsmodus und hat auch schon die in Taf möglichen Direktiven. Es ist
über einen Server kostenlos remote nutzbar, wird aber seit 1999 nicht mehr weiterentwickelt.
Fortran-Include-Dateien müssen (z.B: mit Präprozessor-Anweisungen) explizit in den zu
differenzierenden Code eingefügt werden. Ein entsprechendes Shell-Skript wird bereitgestellt.
Information sind zu finden unter www.autodiff.com/tamc.
• Tapenade ist das AD-Programm der französischen Inria und der Nachfolger von Odys-
see, vgl. www-sop.inria.fr/safir/SAM/Odyssee/odyssee.html. Es arbeitet mit Quell-
transformation für Fortran 77 und 95 im Vorwärts und Rückwärtsmodus. Es kann über
ein web-Interface oder als lokale Installation benutzt werden. Die Homepage ist zu finden
unter www-sop.inria.fr/tropics/tapenade.html.
• Adic ist die C-Variante von Adifor, also ein Quelltransformationstool für C, das als
Binärdatei installiert und über Optionen bzw. Dateien gesteuert wird. Es beherrscht auch
einige Sprachelemente von C++. Entwickelt wird es am Argonne National Laboratory. Adic
beherrscht den Vorwärtsmodus und kann ebenfalls mit der SparseLinC-Bibliothek kombi-
niert werden. Weitere Informationen finden sich unter www-fp.mcs.anl.gov/adic.
• Adol-C ist das Operator-Overloading-Tool für C++, beheimatet an der TU Dresden in der
ehemaligen Gruppe von Andreas Griewank, aktuelle Ansprechpartnerin ist Andrea Walther.
Es beherrscht Vorwärts- und Rückwärtsmodus und stellt diverse Funktionen zur Berechnung
erster und höherer Ableitungen zur Verfügung. Informationen findet man unter unter www.
math.tu-dresden.de/∼adol-c.
Name Adifor Tape- Taf Adic Adol-c Admat Mad
nade
Version 2.0 3.0 2.0 1.7 1.1 1.9 1.1
Entwickler Rice Univ. Inria FastOpt Argonne TU A. Tomlab
GbR Nat. Lab. Dresden Verma Opt. Inc.
Sprache F77 F77-90 F77-95 C C++ Matlab
Technik ST ST ST ST ST OO OO OO
Modus f f+r f+r f+r f f+r f+r f
Benutzung Instal- www/ remote1 Instal- Inst. Inst. Inst.
lation Inst. lation (Bibl.) (Bibl.) (Bibl.)
kostenfreie
akad.
Lizenz • • • • •
höhere mehrfache Anwendung direkt





Routinen • • • •
Finden von
Sparsity
Patterns • • •
Weiter-
entwickl. • • • • • •
Tabelle 3.3: Übersicht einiger AD-Tools. ST: Quelltransformation (Source Transformation), OO: Opera-
torüberladen (Operator Overloading), f: Vorwärts-, r: Rückwärtsmodus, F=Fortran, 1: remote-Zugang
mit Skript über das Programm ssh, 2: zur Deklarierung von inaktiven Subroutinen oder linearen selbst-
adjungierten Funktionen.
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• Admat ist ein Tool für Matlab, das Operatorüberladen benutzt. D.h. es ist eine aus
Matlab-Klassen bestehende Bibliothek mit Datentypen und Funktionen zur Berechnung
der ersten und zweiten Ableitung im Vorwärts- und Rückwärtsmodus. Die Anwendung ist
relativ simpel und problemlos, Nachteil ist der hohe Zeitbedarf bei großdimensionierten An-
wendungen. Admat wurde von A. Verma an der Cornell University entwickelt, nach seinem
Verlassen der Universität ist die Weiterentwicklung jedoch beendet worden und selbst die
offizielle Homepage ist mittlerweile leider nicht mehr verfügbar.
• Das Mad-Modul aus der kommerziellen Optimierungssoftware Tomlab differenziert Matlab-
Code mit Operatorüberladen im Vorwärtsmodus. Es ist in Zusammenarbeit mit der Cranfield
University entstanden. Mehr Informationen sind unter http://tomlab.biz erhältlich.
• ADiMat ist ein Quelltransformationstool für Matlab, von A. Vehreschild an der Rwth
Aachen entwickelt, das noch in der Entwicklungsphase ist. Da Admat aber nicht mehr
weiterentwickelt wird, wird ADiMat in Zukunft interessant werden, vor allem für großdi-
mensionierte Probleme, mit denen Admat Probleme hat. Nähere Informationen gibt es unter
www.sc.rwth-aachen.de/vehreschild/adimat.
Eine Übersicht über die in dieser Arbeit benutzten Tools gibt Tabelle 3.3, weitere Informationen
(z.B. über hier nicht genannte Tools) sind zu finden beim AutoDiff-Projekt der Rwth Aachen
unter www.autodiff.org.
3.5 Genauigkeit von algorithmisch generierten Ableitungen
Die Frage nach der Genauigkeit von algorithmisch generierten Ableitungen wird oft gestellt. Das
liegt zum Teil dran, dass sie mit numerisch berechneten, d.h. Finite-Differenzen-Approximationen
verwechselt werden. Ein AD-Tool generiert die exakte Ableitung des zu Grunde liegenden Pro-
gramms. Das heißt einerseits, dass es keine Approximationsfehler bei der Berechnung der Ableitung
gibt, und andererseits, dass auch nur das differenziert werden, was in der diskretisierten Funktion
berechnet wird.
In diesem Abschnitt geben wir einige Hinweise, wie Code-Sequenzen, die möglicherweise zu
einem Fehler in der Ableitungsberechnung führen können, erkannt und vor der Benutzung von AD
verändert werden können. Anschließend zeigen wir, wie eine algorithmisch generierte Ableitung
getestet werden kann.
3.5.1 Vorbereitung des Quellcodes
Dass die endliche Menge der in der jeweiligen Programmiersprache vorhandenen elementaren Ope-
rationen und Funktionen exakt abgeleitet werden kann, ist offensichtlich. Diffiziler und damit
fehleranfälliger ist die richtige Analyse des Pfades von der Input- zur Outputvariablen, d.h. die
Identifikation aller aktiven Größen. Der Benutzer kann vor Anwendung von AD Vorkehrungen
treffen, die solche Probleme ausräumen. Wir listen kritische Stellen im folgenden auf, stellen die
Reaktion von AD-Tools darauf dar und geben Hinweise auf mögliche Änderungen.
1. Das zu differenzierende Unterprogramm verwendet Funktionen, deren Ableitungen im AD-
Tool nicht implementiert sind. Dies kann bei der sich erweiternden Komplexität z.B. bei
Fortran 90 oder C++ der Fall sein. Die AD-Software wird eine Fehlermeldung erzeugen,
und als Ausweg bleibt nur, diese Sprachelemente zu entfernen.
2. Es gibt einen nicht rückverfolgbarer Kontrollfluss (wichtig im Reverse Mode), generiert durch
Sprunganweisungen wie goto, break etc. Im Vorwärtsmodus gibt es meist keine Probleme.
Nicht alle AD-Tools melden diese Stellen. Viele Sprunganweisungen lassen sich vermeiden
und durch besser lesbare Konstrukte ersetzen. Dies ist in jedem Fall empfehlenswert. Einige
Tools (z.B. Taf) führen diese Normalisierung des Codes selbst durch, es gibt für Fortran
darüber hinaus das Programm Plusfort (s. www.polyhedron.com/pf/plusfort.html),
das umfangreiche Modifikationen durchführen kann. Komplexere Sprungkonstruktionen muss
man von Hand eliminieren.
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3. Ähnliche und nur schwer (von Tools gar nicht) zu findende Probleme sind uninitialisierte
Variablen und Steuerungsflags (z.B. Integervariablen), die den Kontrollfluss bestimmen. Ein
guter Test ist ein zweifacher Durchlauf des zu differenzierenden Unterprogramms direkt
hintereinander in einem Hauptprogramm und der Vergleich der Ergebnisse. Uninitialisierte
Variablen erkennt ein Compiler (mit entsprechenden Optionen); wenn es viele sind, kann die
Initialisierung per Hand allerdings aufwändig sein.
4. Alle Operationen, die zwischen dem Schreiben auf Dateien und einem späteren Lesen von
aktiven Variablen mit diesen geschieht, können von einem AD-Tool natürlich nicht nachvoll-
zogen werden. Aktive Variablen sollten nicht durch andere Programme verändert werden,
während sie auf Dateien zwischengespeichert sind.
5. An Nichtdifferenzierbarkeitsstellen, an denen der Limes des Differenzenquotienten nur unei-
gentlich existiert (d.h. ∞ ist, etwa bei F (x) =
√
x für x = 0), und wo durch das AD-Tool
(z.B. bei Adifor) automatisch oder sonst von Hand ein Wert für die Ableitung gesetzt wur-
de, ist dieser naturgemäß falsch. Adifor meldet Nichtdifferenzierbarkeitsstellen, wenn man
die entsprechende Option setzt. Ein sinnvoller Ausweg ist hier eine Fehlermeldung, die zum
Abbruch des Programms führt.
3.5.2 Test von algorithmisch generierten Ableitungen
Wenn man mit einem AD-Programm eine Ableitung berechnet hat, sollte man den Wert mit einer
Finiten-Differenzen-Approximation vergleichen. Es sollte sich das bereits in Tabelle 2.1 auf S. 14
ersichtliche Verhalten ergeben: Die FD-Approximation nähert sich bei sukzessiver Verkleinerung
der Schrittweite der AD-Ableitung bis zu einer gewissen Grenzschrittweite an, bei noch kleinerer
wird die Differenz wieder größer, wird schließlich Null oder nimmt sinnlose Werte an. Für den
ersten Test einer AD-Ableitung empfiehlt sich immer der Vorwärtsmodus, bevor man anschließend
den Rückwärtsmodus benutzt. Vor der Verwendung von algorithmisch generierten Ableitungen
in Optimierungs- oder anderen numerischen Verfahren sollte man erst die Ableitung selbst wie
eben beschrieben auf Korrektheit prüfen. Im folgenden Beispiel aus [HS03] wurden algorithmisch
generierte Ableitungen mit Finite-Differenzen-Approximationen und einer Ableitung, die über die
Diskretisierung der adjungierten Gleichung berechnet wurde, verglichen.
Beispiel 3.12 Bei der instantanen Kontrolle von parabolischen Gleichungen (vgl. Abschnitt 6.5.1)
wird das Problem zunächst zeitdiskretisiert und dann in jedem Zeitschritt ein Problem für eine
stationäre, hier elliptische Gleichung gelöst. Der Gradient in jedem Zeitschritt wurde hier bei den
Navier-Stokes-Gleichungen auf vier verschiedene Arten berechnet, nämlich
• über die adjungierte Gleichung,
• über Finite Differenzen mit verschiedenen Schrittweiten
• algorithmisch, wobei ein iterativer linearer Löser (zur Lösung der Quasi-Stokes-Gleichungen)
”naiv” mitdifferenziert wurde,
• und algorithmisch, indem der iterative lineare Löser nicht mitdifferenziert, sondern wie in
Beispiel 3.4 auf S. 33 gezeigt mit Direktiven behandelt wurde.
Die verschiedenen Ergebnisse sind in Tabelle 3.4 zu sehen. Man erkennt noch einmal die Unter-
legenheit der FD-Approximation. Weiterhin gibt es bis zur Maschinengenauigkeit (ca. 2.2 · 10−16)
keinen Unterschied zwischen dem über die adjungierte Gleichung berechneten Gradienten und der
AD-Variante, die den iterativen Löser nicht mitdifferenziert. Dieser Effekt ist damit zu begründen,
dass hier für die adjungierte Gleichung die selbe Diskretisierung wie für die Zustandsgleichung
gewählt wurde. In anderen Fällen ist hier durchaus mit Diskrepanzen zu rechnen.
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relative Abweichung zum Gradienten,
der mit der adjungierten Gl. berechnet wurde
Genauigkeit quasi-Stokes-Iteration
Gradient berechnet mit ε = 10−10 10−8 10−6 10−4
Finite Diff. Schrittweite 10−1 1.3e-01 1.3e-01 1.3e-01 1.3e-01
10−2 1.3e-02 1.3e-02 1.3e-02 1.3e-02
10−3 1.3e-03 1.3e-03 1.3e-03 1.3e-03
10−4 1.3e-04 1.3e-04 1.3e-04 1.3e-04
10−5 1.3e-05 1.3e-05 1.2e-05 1.3e-05
10−6 5.3e-06 7.0e-06 6.4e-06 4.9e-06
10−7 4.8e-05 5.3e-05 6.2e-05 4.2e-05
AD: Tamc/Taf reverse mode 1.3e-15 1.6e-13 3.5e-11 3.8e-09
AD: Tamc/Taf reverse mode
Direktiven für quasi-Stokes-Löser 1.8e-16 1.7e-16 1.7e-16 1.9e-16
Tabelle 3.4: Genauigkeitsvergleich verschiedener Gradientenberechnungen, in Fortran real(8) mit 1090
Steuervariablen (verteilte Steuerung). Abweichungen in Euklidischer Norm.
3.6 Effizienter Einsatz von AD
Bei großdimensionierten und komplexen Anwendungen spielt die Effizienz eines generierten Pro-
gramms eine entscheidende Rolle. Gerade bei Optimierungs- und Optimalsteuerproblemen, die
meist iterativ gelöst werden, vervielfacht sich der Aufwand einer einzelnen Lösung des ”Vorwärts-
problems”, d.h. der Auswertung der Funktion bzw. Zustandsgleichung. In diesem Abschnitt geben
wir einige Hinweise, wie AD-Technologie effizient zum Einsatz gebracht werden kann. Außer bei
reinen Spiel- oder kleinen Testproblemen sollten die folgenden Regeln beachtet werden. Wir stellen
außerdem noch zwei Technologien, nämlich das Erkennen von Dünnbesetztheitsstrukturen (Spar-
sity Patterns) und das Checkpointing vor, die zur Verbesserung der Effizienz eingesetzt werden
können. Wir fassen die wichtigsten Hinweise zur Generierung von effizientem Ableitungscode mit
AD zusammen:
1. Nur die wirklich relevanten Unterprogramme differenzieren, d.h. möglichst das relevante Un-
terprogramm isolieren, Initialisierungen und Outputroutinen entfernen und außerhalb auf-
rufen.
2. Die richtige Entscheidung zwischen Vorwärts- und Rückwärtsmodus treffen, vgl. Abschnitt
3.2.4.
3. Lineare Abbildungen auskommentieren und separat behandeln bzw. (in Taf) mit Direktiven
behandeln, vgl. Abschnitt 3.3.2.
4. Iterative Algorithmen effektiv differenzieren, vgl. Abschnitt 3.3.3.
5. Wenn möglich Algorithmen verwenden, die statt vollen Matrizen (Jacobi- oder Hesse-) nur
mit Matrix-Vektor-Multiplikationen arbeiten.
6. Wenn möglich Sparsity Patterns (s.u.) nutzen.
7. Im Reverse Mode die optimale Balance zwischen Wiederberechnung und Speicherung finden,
ggfs. Checkpointing nutzen.
8. Adifor erlaubt die Generierung von Code, der die SparseLinC-Bibliothek mit speziellen
Algorithmen für dünn besetzte Matrizen unterstützt.
9. In Fortran für Adifor aktive und passive Common Block-Variablen trennen, da sonst alle
als aktiv gesetzt werden.
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3.6.1 Sparsity Patterns
Die Jacobi-Matrix einer Abbildung F : Rn → Rm kann sehr groß sein, und dennoch nur sehr wenige
Nicht-Null-Elemente enthalten. Dies kann z.B. der Fall sein, wenn in einer diskretisierten parti-
ellen Differentialgleichung eine verteilte Steuerung benutzt wird und die Zustandsvariable nach
dieser Steuerung differenziert wird. Ist nämlich die Abhängigkeit des Zustands von der Steuerung
nur sehr lokal begrenzt, so wird der Zustand an einem bestimmten Punkt von der Steuerung an
weit entfernten Gitterpunkten nicht abhängen. Dies äußert sich in einem Verschwinden der Ablei-
tung, die Jacobi-Matrix ist also dünn besetzt. Hat ein AD-Tool eine Option für das Finden von
Sparsity Patterns, so kann man dieses vor dem algorithmischen Generieren der Ableitung ermit-
teln. Durch geschickte Wahl der Seed Matrix ist es dann möglich, mit einer geringeren Zahl von
Richtungsableitungen die gesamte Information der Jacobi-Matrix zu erhalten. Für mehr Details
vgl. [Gri00, II.7]. AD-Tools berechnen die Dünnbesetztheitsstruktur, indem sie nicht mit reellen
Zahlen, sondern nur mit Bits rechnen und so feststellen, welche Variablen von welchen abhängig
sind.
3.6.2 Checkpointing
Im Abschnitt zum Reverse Mode hatten wir schon verdeutlicht (vgl. (3.4)), dass dort die Zwischen-
werte xi der Funktionsauswertung während der rekursiven Berechnung der Ableitung x̄0 = F ′(x)
in umgekehrter Reihenfolge (verglichen mit der Auswertung des Funktionswertes xk = F (x))
benötigt werden:
x̄j−1 = F ′j(xj−1)
T x̄j , j = k, . . . , 1.
Es gibt also zwei entgegengesetzte Strategien:
• Komplette Wiederberechnung:
j = k, . . . , 1 :
{
i = 1, . . . , j − 1 : xi = Fi(xi−1)
x̄j−1 = F ′j(xj−1)
T x̄j
• Speichern aller Zwischenwerte in einem vorhergehenden Vorwärtslauf:




Ableitungsberechnung rückwärts: j = k, . . . , 1 :
{
lade xj−1
x̄j−1 = F ′j(xj−1)
T x̄j
Beide Strategien können zu vorgegebenem Speicherplatz und eventuell vorhandenen Parallelrech-
nerkapazitäten optimal kombiniert werden. Die grundlegende Idee (vgl. [Gri92]) besteht im Setzen
bestimmter Checkpoints xjl , an denen die Zwischenwerte gespeichert werden. Von diesen werden
dann zur Berechnung der Ableitung die xj , j = jl, . . . , jl+1 wiederberechnet. Einfaches Checkpoin-
ting sieht wie folgt aus:
1. Wähle Checkpoints xjl , l = 1, . . . , s, setze j0 = 1, js+1 = k.
2. Funktionsauswertung vorwärts und Speicherung an den Checkpoints:
l = 1, . . . , s :
{
j = jl−1 + 1, . . . , jl : xj = Fj(xj−1)
speichere xjl
3. Ableitungsberechnung rückwärts:
l = s, . . . , 1 :

lade xjl (Checkpoint)
j = jl, . . . , jl+1 − 1 : xj = Fj(xj−1)
x̄j−1 = F ′j(xj−1)
T x̄j
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Genauigkeit quasi-Stokes-Iteration ε = 10−10 10−8 10−6 10−4
Funktionsauswertung 1 1 1 1
Gradient berechnet über adjungierte Gleichung 1.9 1.9 1.8 1.9
... mit AD: Tamc/Taf reverse mode 3.5 3.5 3.4 3.2
... mit AD: Tamc/Taf reverse mode
und Direktiven für quasi-Stokes 2.0 2.0 1.9 2.1
Tabelle 3.5: Rechenzeiten für auf verschiedene Arten berechnete Ableitungen (relativ zur Funktionsaus-
wertung), Mittelwerte über 100 Messungen. Diskretisierung wie in Tab. 3.4. Die Zeiten für Tamc und Taf
sind nahezu gleich.
Der zur Verfügung stehende Speicher bestimmt die Anzahl der Checkpoints. Das Prinzip kann
geschachtelt werden, in diesem Fall können Werte unabhängig voneinander und damit parallel
berechnet werden, vgl. [Gri00, III.12] und [Wal99]. Checkpointing und die Wahl zwischen Wieder-
berechnung und Speicherung können bei Taf über Direktiven gesteuert werden.
3.6.3 Vergleich mit anderen Methoden der Ableitungsberechnung
Wie schon in Abschnitt 2.4.2 betont, sind Finite-Differenzen-Approximationen allein von der An-
zahl der benötigten Funktionsauswertungen zur Annäherung der Ableitung einer Funktion, die
über einen hohe Anzahl von Inputvariablen verfügt, ineffizient. Sie benötigen zumindest n + 1
Auswertungen für einen Gradienten einer Funktion F : Rn → R. Die wahre Herausforderung für
algorithmisch generierte Ableitungen sind von Hand zeilenweise differenzierte Computerprogram-
me und Ableitungen, die über eine analytische Charakterisierung (z.B. die adjungierte Gleichung),
also mit dem Ansatz first differentiate then discretize berechnet werden. Das folgende Beispiel ver-
gleicht das Resultat dieses Ansatzes mit einer algorithmisch, also nach der Maxime first discretize
then differentiate, berechneten Ableitung. Das betrachtete Problem ist vom Typ der instantanen
Kontrolle bei den zeitabhängigen Navier-Stokes-Gleichungen, vgl. Beispiel 3.12 auf S. 40.
Beispiel 3.13 Wie schon oben dargestellt, sollte ein iterativer Löser, für den die Ableitung be-
kannt ist, nicht algorithmisch mitdifferenziert werden. Das lineare cg-Verfahren für die quasi-
Stokes-Iteration im Beispiel der instantanen Kontrolle kann mit Direktiven behandelt werden. In
diesem Fall zeigt der algorithmisch generierte Code vergleichbare Performance wie der, der die
analytische Charakterisierung der Ableitung ausnutzt, vgl. Tab. 3.5.
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4 Verwendung von Ableitungsinformationen in Simulatio-
nen
In diesem Abschnitt beschreiben wir die Möglichkeiten zur Nutzung von Ableitungsinformationen
für numerische Simulationen bei gewöhnlichen und partiellen Differentialgleichungen. Im Vorder-
grund steht dabei die Lösung von nichtlinearen Gleichungen bzw. Systemen, vor allem durch das
Newton- oder Newton-ähnliche Verfahren. Dabei handelt sich um die Linearisierung eines nichtli-
nearen Problems. Wir diskutieren diese Anwendung im endlich- und unendlichdimensionalen Fall.
Ableitungsinformation kann auch für Sensitivitäts- und Unsicherheitsanalyse und zur Konstruk-
tion vereinfachter Modelle dienen. Dabei sind auch höhere Ableitungen nützlich. Schließlich kann
man mit der Ableitung Eigenschaften von Fixpunkten charakterisieren. Weiterführende Literatur
existiert zu diesen Themen in großer Zahl, wir verweisen auf Bücher zur Funktionalanalysis (et-
wa [Ruz04]) und Numerischen Mathematik (z.B. [Sto05]), für das Newton-Verfahren und seine
Varianten zusätzlich auf [Deu04] und für den unendlich-dimensionalen Fall [Kos93].
4.1 Lösung nichtlinearer Gleichungen
In diesem Abschnitt zeigen wir, wie Ableitungsinformation bei der Lösung von nichtlinearen Glei-
chungen genutzt werden kann. Eine nichtlineare Gleichung kann dabei sowohl im Funktionenraum
als auch im endlichdimensionalen Raum, d.h. im Rn, betrachtet werden. Im ersten Fall kann man
sich etwa die starke oder schwache Formulierung einer partiellen Differentialgleichung vorstel-
len, im zweiten deren Diskretisierung. Nichtlineare Gleichungen und erst recht Gleichungssysteme
können nur in den einfachsten Fällen analytisch gelöst werden. In der Regel benötigt man eine
Linearisierung, die z.B. durch die Ableitung erreicht wird. Wir stellen eine Reihe von Verfahren
vor, die mit Ableitungsinformationen arbeiten.
4.1.1 Nichtlineare Gleichungen in Funktionenräumen
Wir betrachten das Modellproblem
F (x) = 0 in Y,(4.1)
wobei F : X ⊃ D → Y eine i.a. nichtlineare Abbildung zwischen normierten Räumen X und Y
ist. Bei der Lösung von Randwertproblemen nichtlinearer partieller Differentialgleichungen tritt
dieses Problem auf, wie die folgenden beiden Beispiele von elliptischen Gleichungen zeigen.
Beispiel 4.1 Wir betrachten die stationären Navier-Stokes-Gleichungen (vgl. Beispiel 2.6 auf S.
10). Ihre schwache Formulierung (2.10) lässt sich als Operator-Gleichung im Dualraum schreiben
als
F (u, p) :=
(
u · ∇u− ν∆u +∇p− f
div u
)
= 0 in H−1(Ω)d × L20(Ω)
und damit in der Form (4.1) mit x = (u, p), X = H10 (Ω)
d × L20(Ω) und
Y = X∗ = (H10 (Ω)
d)∗ × L20(Ω)∗ ∼= H−1(Ω)d × L20(Ω).
Analog kann man bei den noch stärker nichtlinearen Gleichungen vorgehen, die nicht-Newtonische
Fluide beschreiben, s. Beispiel 2.7 auf S. 11 und [Sla04a].
Beispiel 4.2 Die schwache Formulierung (2.12) zur Berechnung der Strömung nicht-Newtonischer
Fluide lautet: Bestimme u ∈ Vp als Lösung von
(u · ∇u, φ)Ω + (T (Du), Dφ)Ω = (f, φ)Ω f.a. φ ∈ Vp.
Sie kann ebenfalls im Dualraum geschrieben werden. Damit ergibt sich die Geschwindigkeit u ∈ Vp
als Lösung von
F (u) := u · ∇u− div (T (Du))− f = 0 in V ∗p .
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Dies entspricht (4.1) mit x = u, X = Vp, Y = X∗.
Wird bei einem Rand-Anfangswertproblem für eine nichtlineare parabolische oder hyperboli-
sche partielle Differentialgleichung eine (zumindest teilweise) implizite zeitliche Semidiskretisie-
rung durchgeführt, so ergibt sich ebenfalls ein Problem der Form (4.1).
Beispiel 4.3 Die instationären Navier-Stokes-Gleichungen
ut + u · ∇u− ν∆u +∇p = f
div u = 0
}
in Ω für t > t0,(4.2)
kann man etwa mit dem impliziten Euler-Verfahren zeitlich diskretisieren, während man im Ort
zunächst im Funktionenraum weiterarbeitet. Es ergibt sich für die Näherungslösung (u(j), p(j)) ≈
(u, p)(tj) für j = 0, . . . , N :
u(j+1) − u(j)
τj
+ u(j+1) · ∇u(j+1) − ν∆u(j+1) +∇p(j+1) = f(tj+1) in H−1(Ω)d
div u(j+1) = 0 in L20(Ω).
Hier bezeichnet τj die Zeitschrittweite. Dieses System lässt sich schreiben als
F (u(j), p(j)) = 0 in H−1(Ω)d × L20(Ω), j = 1, . . . , N,
d.h. in jedem Zeitschritt tritt ein Problem der Form (4.1) auf, mit X, Y wie in Beispiel 4.1 sowie
x = (u(j), p(j)). Auf ähnliche Weise ergibt sich ein System dieser Form bei der Verwendung von an-
deren Zeitsdiskretisierungen, z.B. den oft verwendeten Operator-Splitting-Verfahren (θ-Schemata).
4.1.2 Nichtlineare Gleichungen im Rm
In diesem Fall suchen wir eine Lösung der Gleichung
F (x) = 0 im Rm(4.3)
wobei F : Rn ⊃ D → Rm eine nichtlineare Abbildung ist.
Bei Anfangswertproblemen bei gewöhnlichen Differentialgleichungen erhält man ein Problem
dieser Form durch eine implizite Zeitdiskretisierung. Ist
ẏ(t) = f(y, t), t > t0,(4.4)
ein System von gewöhnlichen Differentialgleichungen, so liefert ein implizites Einschrittverfahren
die folgende Berechnungsvorschrift für die Näherungslösung y(j) ≈ y(tj):
y(j+1) = y(j) + hjΦ(tj+1, y(j+1), hj , f), j = 0, 1, . . . , jN .
Normalerweise ist die Verfahrensfunktion Φ eine Linearkombination von Auswertungen der Funk-
tion f aus (4.4) an geeignet gewählten Zwischenschritten, so dass sich für die Näherungslösung
in jedem Zeitschritt j eine nichtlineare Gleichung der Form (4.3) mit x = y(j) und m = dim(y)
ergibt. Ein implizites Mehrschrittverfahren liefert ebenfalls eine Gleichung dieser Form.
Beispiel 4.4 Das Box-Modell des Nordatlantikstroms, vgl. Beispiel 3.2 auf S. 25 und [SZ04],
[ZSR04], zur Untersuchung von vermehrtem Süßwassereintrag auf die Aktivität des Golfstroms
lässt sich schreiben als
Ṫi = fi(T1, . . . , T4, S1, . . . , S4)
Ṡi = f4+i(T1, . . . , T4, S1, . . . , S4)
}
i = 1, . . . , 4,
für Salzgehalt Si und Temperatur Ti. Mit y = (Ti, Si)i=1,...,4 ∈ R8 ergibt sich ein Differentialglei-
chungssystem der Form (4.4).
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Ein analoges System ergibt sich, wenn in einem Rand-Anfangswertproblem bei einer partiellen
Differentialgleichung zuerst im Ort diskretisiert wird. Dann ist y in (4.4) eine noch zeitkontinuier-
liche, vektorwertige Funktion von Approximationen in diskreten Ortsgitterpunkten (bei einer Fi-
nite Differenzen-Diskretisierung) oder Koeffizienten (bei einer Finite-Elemente- oder einer anderen
Galerkin-Diskretisierung). Wir betrachten diesen Fall am Beispiel der Navier-Stokes-Gleichungen.
Beispiel 4.5 Diskretisiert man die instationären Navier-Stokes-Gleichungen (4.2) zunächst ört-
lich, so ergibt sich bei einer Diskretisierung mit Finiten Elementen ein System
Mu̇h + C(uh)uh + νAuh + BT ph = f
Buh = 0
}
, t > t0,
mit Vektoren uh(t) ∈ RN , ph(t) ∈ RK und Matrizen M,A,C(uh) ∈ RN×N , B ∈ RK×N . Ihre Di-
mensionen N,K ergeben sich aus der Wahl der Ortsdiskretisierung. Bei einer Finite-Differenzen-
Diskretisierung wird die Massematrix M durch die Einheitsmatrix, und BT durch eine Matrix B̃
ersetzt. Das obige differential-algebraische System hat die Form (4.4) mit y = (uh, ph) und kann
nun mit einem geeigneten Zeitintegrator behandelt werden. Formal analog zu Beispiel 4.4 ergibt
sich ein System der Gestalt (4.3).
Schließlich gibt es Probleme, die ohne Diskretisierung auf die Form (4.3) führen, z.B. bei der
Berechnung von stationären Zuständen von Differentialgleichungen.
Beispiel 4.6 Zur Berechnung von stationären Zuständen des Boxmodells (s. Beispiel 3.2 auf S.
25 und Beispiel 4.4) kann man die Zeitableitungen im Differentialgleichungssystem Null setzen
und erhält direkt ein System der Form (4.3) mit x = (Ti, Si)i=1,...,4 ∈ R8.
Ist man nur am Wert des Massenstroms M selbst interessiert (wie in Beispiel 3.2), so kann man
sich klar machen (s. [SZ04]), dass eine stationäre Lösung durch folgende nichtlineare Gleichung
gegeben ist:
F (M) := M2 + kαΓ
a1M + a0
σM2 + ΓµM + Γ2τ
M + kβS0F1 = 0.
Hierbei sind ai,Γ, µ, σ, τ Konstanten. Es ergibt sich ein eindimensionales Problem der Form (4.3)
mit x = M ∈ R.
4.1.3 Das Newton-Verfahren
Das Newton-Verfahren ist wohl das bekannteste Verfahren zur Lösung von nichtlinearen Gleichun-
gen oder Gleichungssystemen, das Ableitungsinformationen benutzt. In diesem Abschnitt stellen
wir einige seiner verschiedenen Varianten noch einmal mit Hinblick auf die verwendeten Ablei-
tungsinformationen vor. Wir betrachten hier Gleichungen der Form
(4.1) F (x) = 0 in Y
mit F : X ⊃ D → Y , wobei X, Y Funktionenräume oder der Rn bzw. Rm sein können. Damit ist
(4.3) als Spezialfall eingeschlossen. Das klassische Newton-Verfahren hat die folgende Form:
Algorithmus 4.7 (Klassisches Newton-Verfahren)
1. Wähle Startwert x(0) ∈ X und setze k = 0.
2. Berechne dk aus F ′(x(k))dk = −F (x(k)).
3. Setze x(k+1) = x(k) + dk.
4. Ist ein Kriterium der Form K(x(k+1), x(k)) ≤ ε erfüllt, breche ab.
Sonst setze k = k + 1 und gehe zu 2.
Das Verfahren hat lokal quadratische Konvergenzeigenschaften:
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Theorem 4.8 Sei X ein Banachraum, D ⊂ X offen und konvex, und F in D stetig Fréchet-
differenzierbar. Sei F ′(x(0)) für x(0) ∈ D invertierbar und
‖F ′(x(0))−1(F ′(x̄)− F ′(x))‖ ≤ ω0‖x̄− x‖X f.a. x̄, x ∈ D,
‖F ′(x(0))−1F (x(0))‖ ≤ α,
h0 := αω0 ≤
1
2
, B̄(x(0), ρ−) ⊂ D, ρ− := (1−
√
1− 2h0)/ω0.
Dann ist die in Algorithmus 4.7 generierte Folge {x(k)} wohldefiniert, liegt in B̄(x(0), ρ−) und
konvergiert quadratisch gegen eine Nullstelle von F .
Beweis: S. [Deu04, Theorem 2.1] oder in leicht modifizierter Form [Lue69, §10.3 Theorem 1] und
den Text danach. 
Ist der Aufwand zur Berechnung der Ableitung F ′(x(k)) groß, so kann man diese nur alle
paar Iterationen (oder nach der ersten Iteration gar nicht mehr) neu berechnen und erhält das
vereinfachte Newton-Verfahren: Man ersetzt in Alg. 4.7. durch
2. Berechne dk aus F ′(x(0))dk = −F (x(k)).
Für X = Rn findet man eine Konvergenzaussage dazu in [Deu04, Theorem 2.5].
Das Problem der Wahl des Startwert, d.h. die lediglich lokale Konvergenz, kann durch ver-
schiedene Strategien gelöst werden, die wir hier nicht im Einzelnen präsentieren wollen, vgl. z.B.
[Deu04, Abschnitt 3]. Eine Möglichkeit ist, die Schrittweite zu variieren. Dann erhält man das
gedämpfte Newton-Verfahren, bei dem Schritt 3 in Alg. 4.7 wie folgt lautet:
3. Wähle ρk > 0 und setze x(k+1) = x(k) + ρkdk.
Diese Klasse wird in [Deu04, Abschnitten 3.3 und 3.4] studiert, eine globale Konvergenzaussage
findet man in [Deu04, Theorem 3.14].
Als Vereinfachungen approximieren Quasi-Newton-Verfahren die Ableitung, beginnend mit ei-
ner Startnäherung A0 ≈ F ′(x(0)), durch eine Folge sogenannter Rang-1- oder Rang-2-Updates.
Diese Verfahren können bei einer ableitungsfreien Wahl für A0 sogar ganz ohne Ableitungsinfor-
mationen auskommen und besitzen noch superlineares Konvergenzverhalten. Wir werden sie in
Abschnitt 4 als sehr effiziente Optimierungsalgorithmen noch vorstellen.







die wir in Abschnitt 5.3 vorstellen.
Verwendet man eine Variation des Newton-Verfahrens zur direkten Lösung von (4.1), so ist
auf dem Rechner für Xh ∼= Rn und Yh ∼= Rm die Funktionalmatrix F ′(x) ∈ Rm×n oder – bei
einer iterativen Lösung des linearen Gleichungssystems in Schritt 2 von Alg. 4.7 – zumindest eine
Richtungsableitung F ′(x)d wiederholt zu berechnen. Je nach den Dimensionen kann das einen
erheblichen Rechenaufwand bedeuten, z.B. wenn es sich um die Diskretisierung einer partiellen
Differentialgleichung handelt. Hier spielen Effizienzfragen wie die Ausnutzung einer speziellen Be-
setzungsstruktur von F ′(x) eine große Rolle, vgl. dazu Abschnitt 3.6.
4.2 Charakterisierung von Fixpunkten
Im Fall Y ⊂ D ⊂ X kann das Nullstellenproblem (4.1) mit der Transformation F̄ (x) := F (x) + x
äquivalent in das Fixpunktproblem
F̄ (x) = x in X(4.5)
überführt werden. Ein Lösungsverfahren liefert der Banach’scher Fixpunktsatz.
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Theorem 4.9 (Banach 1922) Sei X ein Banachraum, D ⊂ X abgeschlossen und F : D → D
eine kontrahierende Abbildung, d.h. es existiert K < 1, so dass
‖F (x1)− F (x2)‖X ≤ K‖x1 − x2‖X für alle x1, x2 ∈ D.(4.6)
Dann hat F hat genau einen Fixpunkt x∗ ∈ D, und die Fixpunktiteration
x(i+1) = F (x(i)), i = 0, 1, . . . ,
konvergiert für beliebige Startwerte x(0) ∈ D gegen x∗. Es gelten die Fehlerabschätzungen:
‖x∗ − x(i)‖ ≤ K
i
1−K
‖x(1) − x(0)‖ (a-priori)
‖x∗ − x(i)‖ ≤ K
1−K
‖x(i) − x(i−1)‖ (a-posteriori).
Beweis: Vgl. z.B. [Ruz04, Satz 1.5]. Der Satz gilt auch in einem vollständigen metrischen Raum.

Eine Möglichkeit, die Kontraktionseigenschaft (4.6) nachzuweisen, ist über die Ableitung. Es
gilt die folgende Aussage.
Theorem 4.10 Ist F : D → D in x ∈ D differenzierbar und gilt
‖F ′(x)‖X ≤ K,
dann ist (4.6) zumindest in einer Umgebung von x erfüllt.
Beweis: Dies ist eine Folge des Mittelwertsatzes. 
Damit erlaubt die Auswertung der Ableitung eine Aussage über die Anwendung des Ba-
nach’schen Fixpunktsatzes und über die Durchführbarkeit des darin gegebenen Approximations-
verfahrens. Dies motiviert die folgende Definition.
Definition 4.11 Sei X ein Banachraum, D ⊂ X und F : D → D. Ein Fixpunkt x̄ ∈ D von F
heißt
• anziehend, wenn ‖F ′(x̄)‖X < 1,
• abstoßend, wenn ‖F ′(x̄)‖X > 1,
• indifferent, wenn ‖F ′(x̄)‖X = 1.
4.3 Sensitivitätsanalysen
Ableitungsinformationen können benutzt werden, um eine vorhandene Funktion (oder ein komple-
xes Simulationsmodell) zu analysieren und so besser zu verstehen. Dazu dienen Sensitivitätsunter-
suchungen, mit denen man die Abhängigkeit des Modelloutputs bezogen auf beliebige Inputgrößen
wie Rand- und Anfangswerte, Modellparameter und auch numerische Parameter untersuchen kann.
Dazu kann man die erste und auch höhere Ableitungen benutzen.
Die Ableitung F ′(x) kann als Sensitivität des Outputs y = F (x) bezogen auf die Inputgröße
x interpretiert werden. Damit ist praktisch jede Ableitungsinformation eine Sensitivitätsaussa-
ge. Gerade bei empirisch bestimmten Modellparametern (z.B: in Klimamodellen) oder einzustel-
lenden Parametern eines numerischen Algorithmus (man denke etwa an den Parameter ω beim
SOR-Verfahren zur Lösung linearer Gleichungssysteme, vgl. [HH97]) kann eine solche Informati-
on nützlich sein. Zu beachten ist, dass sie bei nichtlinearen Funktionen F nur lokal ist und nur
in erster Ordnung, also linear approximiert. Dennoch ist in vielen Anwendungen von Klimafor-
schung bis Ingenieurwissenschaften eine umfangreiche Sensitivitätsanalyse der erste Schritt zur
Modellvalidierung und auch zur Optimierung.
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4.4 Konstruktion vereinfachter Modelle
Mit Hilfe der Ableitung(en) einer Funktion oder eines Modells ist es möglich, eine Approximation
z.B. in Form eines Taylor-Polynoms zu erstellen und dieses als Approximation des ursprünglichen
Modells bzw. der ursprünglichen Funktion F zu benutzen.







kann man für komplexe nichtlineare Funktionen eine zumindest lokal sinnvolle Approximation an
F erhalten, die man für Analysen oder zur Kopplung mit anderen Funktionen benutzen kann.
Sinnvoll ist dies, wenn F in der Nähe von x̄ mehrfach ausgewertet werden soll. Abzuwägen ist ei-
nerseits der Aufwand zur direkten Berechnung mehrerer Werte der Funktion F , verglichen mit der
einmaligen Berechnung der ersten oder auch höherer Ableitungen an der Stelle x̄. Zu beachten ist
die wachsende Komplexität bei der Berechnung der Ableitungen höherer Ordnung, die andererseits
natürlich erst eine bessere Approximation des Taylor-Polynoms ermöglicht.
Neben der Möglichkeit der Taylor-Entwicklung, die ihre Approximationsgüte über die Ord-
nung der verwendeten Ableitung bekommt, besteht die Möglichkeit, eine Interpolation von F
durchzuführen, die ihre Genauigkeit durch die Anzahl der verwendeten Stützstellen {xi}0=1,...,k
verwendet, an denen man die Funktion und ggfs. die Ableitungen berechnet. Werden die ersten





(F (xi)H1i(x) + F ′(xi)H2i(x)) ,(4.8)
wobei die Hji jeweils Basis-Polynome vom Grad 2n sind. Damit erreicht man mit halb so vie-
len Stützstellen den gleichen Polynom- und damit Approximationsgrad wie bei einer Polynomin-
terpolation ohne Verwendung von Ableitungsinformationen. Jede Ableitungsinformation erspart
eine Funktionsauswertung. Da der Aufwand für die Ableitung i. a. jedoch nicht geringer ist als
für die Funktion, ergibt sich hier kein Einsparpotenzial. Hermite-Interpolation wird ebenfalls bei
Liniensuch-Algorithmen in der Optimierung (vgl. Abschnitt 5.1) verwendet.
4.5 Unsicherheitsanalysen
Eine ähnliche Methode wie im letzten Abschnitt wird bei Unsicherheitsstudien angewandt, in-
dem Wahrscheinlichkeitsverteilungen der mit Unsicherheiten behafteten Inputparameter mit Hilfe
einer Taylor-Entwicklung in die Outputvariablen propagiert werden, um deren Verteilungen zu
approximieren.
In vielen Anwendungen aus dem Ingenieurbereich und auch der Klima- und Klimafolgenfor-
schung spielt Unsicherheit in den Eingabegrößen eine immer wichtigere Rolle. Dabei kann es sich
um unsichere Messwerte oder um nur stochastisch zu erfassende Parameter wie das menschliche
Verhalten handeln. Weit verbreitete Methoden in der Unsicherheitsuntersuchung sind Sampling-
Methoden, bei denen für eine stochastisch verteilte Menge von Werten x(i) ∈ X der Eingabe-
parameter jeweils ein Funktionswert y(i) = F (x(i)) berechnet wird. Die geschickte Auswahl der
Eingabedaten spielt hier bei hochdimensionalen Räumen X eine entscheidende Rolle, da sonst die
Zahl der durchzuführenden Funktionsauswertungen, die notwendig sind, um noch eine sinnvolle
stochastische Aussage zu erhalten, extrem groß wird.
Man kann alternativ wiederum einen Taylor-Ansatz (4.7) machen, um unter Zuhilfenahme
von Ableitungsinformationen mit weniger Funktionsauswertungen auszukommen. Wir betrachten
hier eine skalarwertige Funktion F und einen Vektor von mit Unsicherheit behafteten Eingabe-
größen/Paramatern x = (x1, . . . , xn) ∈ Rn. Wir entwickeln F um den Erwartungswert x0 := E[x]
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dieser Parameter. Den Funktionswert dazu bezeichnen wir mit y0 = F (x0). Für den Erwartungs-
wert der Abweichung des Ergebnisses y = F (x) von y0 gilt, mit einer Taylor-Entwicklung bis zur
zweiten Ordnung und unter Ausnutzung der Linearität des Erwartungswertes:






















(x0)E[(xj − x0j )(xk − x0k)].
Wegen E[xj − x0j ] = 0 und mit der Definition der Kovarianz von x,
Covar[xj , xk] := E[(xj − x0j )(xk − x0k)],
ergibt sich für den Erwartungswert der Abweichung der Ergebnisse y von y0:






Um die Varianz V [y] von y zu bestimmen, erhält man mit einer Taylor-Approximation erster
Ordnung zunächst E[y] ≈ y0 und damit










































Hier wurde wieder die Definition von Varianz und Kovarianz benutzt. Sind die Inputgrößen xi










Dies ist ein einfaches Beispiel, wie Erwartungswert und Varianz mit Hilfe der ersten und zweiten
Ableitung der Funktion F approximiert werden können. Zu mehr Details zu diesem Thema s. z.B.
[MH90]. Auch die Hermite-Interpolation (4.8) wird in Unsicherheitsanalysen verwendet (vgl. etwa
[IRG00]). Die bereits im letzten Abschnitt gemachten Aussagen zur Effizienz sind natürlich auch
hier gültig: Die zusätzliche Berechnung der Ableitung ist i.a. kaum günstiger als die Funktions-
auswertung, die sie erspart.
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5 Verwendung von Ableitungsinformationen in der Opti-
mierung
In diesem Abschnitt kommen wir zu einem der wichtigsten Einsatzgebiete für Ableitungen, nämlich
der Optimierung. Wir betrachten Aufgaben, bei denen Extremalstellen einer Funktion F : X → R
gesucht sind. Dabei kann X wiederum ein unendlich- oder endlichdimensionaler Funktionenraum
oder der Rn sein. Man kann alle diese Probleme als Optimierungsprobleme bezeichnen. Bei der
Realisierung auf dem Rechner muss ein unendlichdimensionaler Raum X wieder diskretisiert wer-
den, und die Rechnung findet damit im Rn statt. Wir betrachten zuerst theoretische Aussagen
zur Existenz von Lösungen und dann die wichtigsten Verfahren, die solche Probleme unter der
Verwendung von Ableitungsinformationen lösen können. Literatur für den endlichdimensionalen
Fall ist in großer Zahl vorhanden, wir erwähnen hier nur [Alt02] und [Lue03]. Für unendlichdi-
mensionale Probleme seien für die Theorie [Lue69],[IT79] und [Jah94] genannt, eine Darstellung
einiger Verfahren in Funktionenräumen findet man in [Kos93].
5.1 Optimierungsprobleme – theoretische Aussagen
Ableitungsinformationen spielen sowohl zur Charakterisierung als auch zur numerischen Bestim-




für Xad ⊂ X. Bei unrestringierten Problemen gilt Xad = X, bei restringierten Problemen ist Xad
eine echte Teilmenge von X, die durch Gleichungs- oder Ungleichungsnebenbedingungen gegeben
sein kann. Gesucht ist eine Lösung im folgenden Sinne.
Definition 5.1 Ein Element x∗ ∈ Xad heißt
• globale Lösung von (5.1) oder globales Minimum von F , wenn F (x∗) ≤ F (x) für alle x ∈ Xad
und
• lokale Lösung von (5.1) oder lokales Minimum von F , wenn F (x∗) ≤ F (x) für alle x in
einer Umgebung V (x∗) ⊂ Xad von x∗.
Wir betrachten die Existenzsätze für Lösungen und die Optimalitätsbedingungen zuerst im
allgemeinen restringierten Fall. Die entsprechenden Aussagen für den unrestringierten Fall lassen
sich dann leicht daraus ablesen.
5.1.1 Globale Existenzaussagen
Die folgende Aussage über globale Lösungen beinhalten keine Ableitungsinformationen.
Theorem 5.2 Sei Xad schwach folgenkompakt und F schwach halbstetig von unten, d.h. aus
xn ⇀ x in X folgt F (x) ≤ lim infn→∞ F (xn). Dann hat F ein globales Minimum.
Beweis: S. [Jah94, Theorem 2.3]. 
Ist X reflexiv, so gilt: Beschränkt und schwach abgeschlossen ergibt schwach kompakt. Die sich
im obigen Theorem ergebende notwendige Beschränktheit der zulässigen Menge kann dann durch
die radiale Unbeschränktheit der Kostenfunktion ersetzt werden.
5.1.2 Optimalitätsbedingungen
Bei der Charakterisierung lokaler Minima spielt Ableitungsinformation eine wichtige Rolle. Um bei
restringierten Problemen eine Richtungsableitung definieren zu können, benutzt man den Begriff
der zulässigen Richtung.
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Definition 5.3 Sei x̄ ∈ Xad. Die Richtung x− x̄ ∈ X heißt zulässig, wenn eine positive Nullfolge
(an)n existiert, so dass x̄ + an(x− x̄) ∈ Xad für alle n ∈ N gilt.
Es gilt folgende notwendige Bedingung erster Ordnung.
Theorem 5.4 (Variationsungleichung) Ist x∗ ∈ Xad ein lokales Minimum von F , und ist F
in x∗ richtungsableitbar in die zulässige Richtung x− x∗, so gilt
F ′(x∗)(x− x∗) ≥ 0.(5.2)
Beweis: S. [Jah94, Theorem 3.8(a)]. 
Für konvexes Xad ist Abgeschlossenheit äquivalent zu schwacher Abgeschlossenheit. Ist zusätz-
lich F konvex, so ist jedes lokale Minimum auch ein globales, und (5.2) ist auch hinreichend für
ein Minimum, vgl. [Jah94, Theorem 3.8(b)].
Verfügt man über Informationen der zweiten Ableitung von F , so kann man aus deren Posi-
tivität bzw. Positiv-Definitheit auf die Konvexität von F schließen. Daraus ergibt sich folgende
hinreichende Bedingung:
Theorem 5.5 Sei Xad ⊂ X konvex und abgeschlossen, X reflexiv, F Gâteaux-differenzierbar und
zweimal richtungsableitbar in U in alle Richtungen (v1, v2) ∈ X ×X. Es gelte
F ′′(x)[v, v] ≥ r(‖v‖X)‖v‖X f.a. x ∈ Xad, v ∈ X,
wobei r : [0,∞) → [0,∞), lims→∞ r(s) = ∞. Dann hat (5.1) eine Lösung in U . Ist r(s) > 0 für
s > 0, dann ist diese eindeutig.
Beweis: S. [Kun, Chapter 1 Theorem 2.10] 
Erfüllt also X∗ ∈ U die notwendige Bedingung (5.2) und gilt zusätzlich etwa
F ′′(x∗)[v, v] ≥ α‖v‖2X(5.3)
mit α > 0 in einer Umgebung von x∗, so ist x∗ ein lokales Minimum. Die zweite Ableitung kann also
zur Verifizierung dienen, ob z.B. eine in einem numerischen Verfahren gefundene Näherungslösung
ein Minimum ist. Allerdings ist dafür die Hesse-Matrix auf Positiv-Definitheit zu prüfen.
5.1.3 Lagrange’sche Multiplikatorenregel
Mit Hilfe dieser Regel lässt sich ein restringiertes Problem in ein unrestringiertes umwandeln.
Dies geschieht durch die Einführung einer zusätzlichen Variablen, des Lagrange-Multiplikators.
Besonders bei Optimalsteuerproblemen wird diese Methode oft benutzt, da man mit Hilfe des
Lagrange-Multiplikators die Ableitung der Kostenfunktion darstellen und effektiv berechnen kann.
Wir betrachten zunächst den Fall, dass die zulässige Menge Xad durch Gleichheitsnebenbedingun-
gen in der Form
Xad = {x ∈ X : e(x) = 0}(5.4)
gegeben ist. Dabei ist e : X → Z, und X, Z sind Banachräume. Bei der Existenz von Lagrange-
Multiplikatoren ist folgende Definition wichtig.
Definition 5.6 Sei e : X ⊃ V → Z stetig Fréchet-differenzierbar. Dann heißt x ∈ V regulär(er Punkt)
bzgl. e, wenn die Abbildung e′(x) : X → Z surjektiv ist.
Die Lagrange-Funktion wird definiert als
L : X × Z∗ → R, L(x, λ) := F (x) + 〈λ, e(x)〉Z∗,Z .(5.5)
Es gilt folgende Aussage, die gleichzeitig die Existenz des Lagrange-Multiplikators λ und eine
notwendige Optimalitätsbedingung beinhaltet. Wir bezeichnen mit Lx die partielle Ableitung von
L nach x.
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Theorem 5.7 Sei F : X → R stetig Fréchet-differenzierbar. Ist der reguläre Punkt x∗ lokales
Minimum von F in Xad, so existiert ein λ ∈ Z∗mit
Lx(x∗, λ) = F ′(x∗) + 〈λ, e′(x∗)〉Z∗,Z = 0.(5.6)
Beweis: S. [Lue69, §9.3 Theorem 1] oder [IT79, Abschnitt 1.1.1 Satz 1], auch für den allgemeineren
Fall, dass x∗ nicht regulär, aber der Wertebereich von e′(x∗) abgeschlossen ist. 
In Verbindung mit
Lλ(x∗, λ)µ = 〈µ, e(x∗)〉Z∗,Z = 0 für alle µ ∈ Z∗,(5.7)
d.h. der Nebenbedingung e(x∗) = 0 (wenn Z reflexiv ist), gibt (5.6) die notwendige Bedingung für
einen stationären Punkt x∗ von L an. Beide zusammen bezeichnet man als Optimalitätssystem
oder Optimalitätsbedingung erster Ordnung.
Mit Hilfe der zweiten Ableitung kann jeweils eine notwendige und eine hinreichende Bedingung
angegeben werden.
Theorem 5.8 Seien F und e im regulären Punkt x∗ ∈ X zweimal stetig Fréchet-differenzierbar.
Ist x∗ Minimum von F , dann gilt
Lxx(x∗, λ)[v, v] ≥ 0 f.a. v ∈ ker e′(x∗).
Beweis: S. [IT79, Folgerung in Abschnitt 7.2.1]. 
Theorem 5.9 Seien F, e und x∗ wie in Theorem 5.8. Existiert λ ∈ Z∗ mit (5.6) und
Lxx(x∗, λ)[v, v] ≥ α‖v‖2X f.a. v ∈ ker e′(x∗)
für α > 0, so ist x∗ Minimum von F .
Beweis: S. [IT79, Hilfssatz 1, Abschnitt 7.2.2]. 
Bei Ungleichheitsrestriktionen, also Xad = {x ∈ X : g(x) ≤ 0}, setzen wir voraus, dass X
ein Vektorraum und Z ein normierter Raum mit positivem Kegel P , der ein nichtleeres Inneres
hat (zur Definition vgl. [Lue69, §8.2]). Bei Optimalsteuerproblemen kann gerade diese Bedingung
problematisch sein. Die Definition eines regulären Punktes wird wie folgt modifiziert.
Definition 5.10 Sei g : X → Z Gâteaux-differenzierbar. Dann heißt x ∈ X
regulär(er Punkt) bzgl. der Nebenbedingung g(x) ≤ 0, wenn h ∈ X existiert mit
g(x) + g′(x)h < 0.
Die zu Theorem 5.7 äquivalente Aussage wird als Kuhn-Tucker-Theorem bezeichnet.
Theorem 5.11 (Verallgemeinertes Kuhn-Tucker-Theorem) Seien F, g Gâteaux-
differenzierbar. Ist der (bzgl. g(x) ≤ 0) reguläre Punkt x∗ lokales Minimum von F in Xad, so
existiert ein λ ∈ Z∗ mit (5.6), λ ≥ 0 und 〈λ, g′(x∗)〉Z∗,Z = 0.
Beweis: S. [Lue69, §9.4 Theorem 1]. 
5.1.4 Unrestringierte Probleme
Bei unrestringierten Problemen vereinfacht sich Theorem 5.4 wie folgt:
Folgerung 5.12 Sei Xad = X.
(a) Ist X reflexiv, F schwach halbstetig von unten und radial unbeschränkt, dann hat F ein
globales Minimum.
(b) Ist x∗ ∈ X lokales Minimum von F und F Gâteaux-differenzierbar in x∗, so ist
F ′(x∗) = 0 in X∗.(5.8)
Beweis: Zu (b) s. auch [Jah94, Theorem 3.17]. 
53
5.2 Optimierungsverfahren
Wir präsentieren jetzt die numerischen Verfahren, die mit Hilfe von Ableitungsinformationen ei-
ne Lösung von (5.1) approximieren. Man spricht auch von lokalen Verfahren, da die Ableitung
eben eine lokale Information liefert, und weil damit lokale Extrema approximiert werden. Man
unterscheidet zwischen Verfahren erster und zweiter Ordnung, je nachdem welche Ableitungsin-
formation verwendet wird. Alle Verfahren bestehen aus zwei Teilen, nämlich dem Berechnen einer
Suchrichtung und einer Schrittweite. Im restringierten Fall ist die Zulässigkeit zumindest der letz-
ten Iterierten sicherzustellen. Wir beginnen mit Verfahren für den einfacheren, unrestringierten
Fall.
5.2.1 Numerische Verfahren für unrestringierte Probleme
Im Fall Xad = X haben Abstiegsverfahren die folgende allgemeine Form.
Algorithmus 5.13 (Allgemeine Form eines Abstiegsverfahrens)
1. Wähle Startwert x(0) ∈ X und setze k = 0.
2. Bestimme Suchrichtung dk ∈ X.
3. Bestimme Schrittweite ρk > 0.
4. Setze x(k+1) = x(k) + ρkdk.
5. Ist ein Kriterium der Form K(x(k+1), x(k)) ≤ ε erfüllt, breche ab.
Sonst setze k = k + 1 und gehe zu 2.
Auf die Möglichkeiten zur Schrittweitenbestimmung gehen wir in Abschnitt 5.2.3 ein, wir betrach-
ten hier zunächst die Wahl der Abstiegsrichtungen. Die Konvergenzresultate geben die wichtigsten
Aussagen wieder, für mehr Details verweisen wir auf die angegebene Literatur.
Gradienten-(ähnliche) Verfahren
Das einfachste Verfahren benutzt den negativen Gradienten, also dk = −F ′(x(k)), als Abstiegs-
richtung. Allgemeiner benutzt man gradientenähnliche Richtungen, d.h. dk mit der folgenden Ei-
genschaft. {
Es existiert µ > 0 : −F ′(x(k))dk ≥ µ‖F ′(x(k))‖‖dk‖ für alle k
dk 6= 0 für F ′(x(k)) 6= 0.
(5.9)
Es gilt folgendes Konvergenzresultat.
Theorem 5.14 Sei F nach unten beschränkt und zweimal Fréchet-differenzierbar im Hilbertraum
X. Für x(0) ∈ X sei S die abgeschlossene konvexe Hülle von {x ∈ X : F (x) < F (x(0))}. Die
Abbildung F ′′(x) erfülle für m,M > 0
m‖v‖2 ≤ (F ′′(x)v, v)X ≤ M‖v‖2 für alle x ∈ S, v ∈ X.
Für die Richtungen dk gelte (5.9), und die Schrittweiten ρk seien so gewählt, dass




Dann konvergiert die in Algorithmus 5.13 generierte Folge {x(k)} gegen eine Lösung x∗ ∈ X von
(5.1), und es gilt F ′(x(k)) → 0.
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Beweis: Das Resultat verallgemeinert [Lue69, §10.5 Theorem 2], s. [Kun, Chapter 3 Theorem 1.2].

Führt man eine exakte Liniensuche durch, d.h. wählt man
ρk = argmin
ρ>0
F (x(k) + ρdk),
so stehen die Richtungen dk jeweils orthogonal auf den Gradienten, es gilt also
(F ′(x(k+1)), dk)X = 0 für alle k.(5.11)
Im quadratischen Fall F (x) = 12 (Qx, x)− (b, x) mit selbstadjungiertem Q, b ∈ X wird die Konver-
genz des Gradientenverfahrens vom Verhältnis der Konstanten m,M in Theorem 5.14 bestimmt,
die Schranken des Spektrums von Q sind. Durch eine geeignete Koordinatentransformation kann
man diese und damit die Konvergenz verbessern. Diese Idee lässt sich auf nichtlineare Probleme
übertragen. Wählt man die Abstiegsrichtungen dk = −C−1k F ′(x(k)) und die Vorkonditionierer Ck,
so dass
‖C−1k x‖ ≤ k1‖x‖
(C−1k x, x)X ≥ k2‖x‖2
}
für alle k = 0, 1, . . . , x ∈ X,
gilt, dann ist (5.9) erfüllt, und Theorem 5.14 gilt auch für dieses vorkonditionierte Gradientenver-
fahren.
Konjugierte Gradienten (cg)-Verfahren
Wieder ausgehend von einem quadratischen Optimierungsproblem wählt man hier Suchrichtungen,
die nicht orthogonal wie beim Gradientenverfahren in (5.11) sind, sondern Q-orthogonal, d.h.
(dl, Qdk)X = 0 für alle k = 0, 1, . . . und alle l > k,
erfüllen. Das erhaltene Verfahren kann man wieder auf nichtlineare Probleme verallgemeinern. Es
gibt zwei Varianten, die im quadratischen Fall identisch sind.
Algorithmus 5.15 (Konjugierte Gradienten-Verfahren)
1. Wähle Startwert x(0) ∈ X und setze g0 = F ′(x(0)), d0 = −g0, k = 0.
2. Bestimme ρk > 0.
3. Setze x(k+1) = x(k) + ρkdk.
4. Bestimme neue Suchrichtung:
(a) Berechne gk+1 = −F ′(x(k+1)).





(gk+1, gk+1 − gk)X
‖gk‖2
(Polak-Ribière)
(c) Setze dk+1=−gk+1 + βk+1dk.
5. Abbruchbedingung wie in Alg. 5.13.
Es gilt folgendes Konvergenzresultat.
Theorem 5.16 Unter den Voraussetzungen von Theorem 5.14 sind die Richtungen dk gradien-
tenähnlich im Sinne von (5.9). Die Aussagen von Theorem 5.14 gelten für beide Varianten des
Konjugierte Gradienten-Verfahrens.
Beweis: S. [Kun, Chapter 3 Theorem 3.5]. 
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Newton-Verfahren
Wird das Newton-Verfahren in klassischer (Alg. 4.7), vereinfachter oder gedämpfter Form zur
Lösung der notwendigen Optimalitätsbedingung (5.8) benutzt, so ergibt sich ein Abstiegsverfahren
mit der Richtung dk = −F ′′(x(k))−1F ′(x(k)) in Schritt 2 von Alg. 5.13. Die Konvergenzaussage
kann aus Theorem 4.8 abgeleitet werden.
Da lediglich ein stationärer Punkt (mit F ′(x) = 0) von F approximiert wird, der nicht not-
wendigerweise minimal ist, kann man die Positiv-Definitheit während der Iteration künstlich er-
zwingen, indem man Schritt 3 ersetzt durch
3. (a) Für µ > 0 bestimme δk so, dass F ′′(x) + δkI ≥ µI.
(b) Löse (F ′′(x(k)) + δkI)dk = −F ′(x(k)).
Für dieses Modifizierte Newton-Verfahren gibt es folgendes Konvergenzresultat.
Theorem 5.17 Sei F nach unten beschränkt und zweimal Fréchet-differenzierbar im Hilbertraum
X. Sei S wie in Theorem 5.14. Die Abbildung F ′′(x) erfülle für M > 0
(F ′′(x)v, v)X ≤ M‖v‖2 für alle x ∈ S, v ∈ X,
und die Schrittweiten die Bedingung (5.9). Dann ist die vom modifizierte Newton-Verfahren gene-
rierte Folge wohldefiniert, die Folge F (x(k)) ist streng monoton fallend, und es gilt F ′(x(k)) → 0.
Beweis: S. [Kun, Chapter 3 Theorem 5.2]. 
Im Fall der Optimalsteuerung bei partiellen Differentialgleichungen bedeutet die Lösung von
F ′′(x(k))dk = −F ′(x(k))
die Lösung einer linearen PDE und ist damit rechenintensiv. Wird diese wiederum iterativ durch-
geführt, so erhält man eine geschachtelte Iteration. Es spart natürlich Rechenzeit, wenn man die
innere Iteration zur Lösung der PDE zumindest in den ersten Schritten des Newton-Verfahrens nur
mit einem relativ groben Abbruchkriterium ausführt. Man spricht dann von inexakten Newton-
Verfahren. Bedingungen, unter denen hier die quadratische Konvergenz erhalten bleibt bzw. wann
nur noch lineare Konvergenz vorliegt, findet man in [Deu04, Abschnitt 8.3].
Quasi-Newton-Verfahren
Der Aufwand zur Berechnung der zweiten Ableitung beim Newton-Verfahren kann groß sein,
daher haben sich Quasi-Newton-Verfahren als schnelle und weniger rechenaufwändige Verfahren
weit verbreitet. Sie approximieren die zweite Ableitung ausgehend von einer Startnäherung H0 ≈
F ′′(x(0)) durch
Hk+1 = Hk + Uk.
Dabei ist Uk ein Operator vom Rang 1 oder 2, bestehend aus einem oder zwei gewichteten Sum-
manden der Form
u⊗ w : X → X, u, w ∈ X
(u⊗ w)s := (u, s)w, s ∈ X.
Die Parameter u, w ∈ X sowie die Gewichte werden so gewählt, dass die Sekanten- oder Quasi-
Newton-Gleichung
Hk+1sk = yk, sk := x(k+1) − x(k), yk := F ′(x(k+1))− F (x(k))
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yk ⊗ (yk −Hksk) + (yk −Hksk)⊗ yk
(yk, sk)
− (yk −Hksk, sk)
(sk,Hksk)
yk ⊗ yk.
Dabei geben die Abkürzungen die Namen der Entwickler an: Broyden, Fletcher, Goldfarb, Shanno
(1970) und Davidon, Fletcher, Powell (1959-63). Damit ergibt sich folgendes Verfahren.
Algorithmus 5.18 (Quasi-Newton-Verfahren)
1. Wähle Startwert x(0) ∈ X und Startnäherung H0 ≈ F ′′(x(0)).
2. Löse Hkdk = −F ′(x(k)).
3. Wähle ρk > 0.
4. (a) Setze x(k+1) = x(k) + ρkdk.
(b) Berechne Update Hk+1 = Hk + Uk
5. Abbruchbedingung wie in Alg. 5.13.
Da man im Algorithmus mit Hk lösen muss, sind auch Update-Formeln direkt für die Inverse H−1k
und für den Cholesky-Faktor von Hk entwickelt worden. Man kann zeigen, dass die Folge der Hk
bei entsprechendem Startwert positiv definit bleibt.
Zusammenfassung und Anwendung von AD
In Bezug auf die Geschwindigkeit der einzelnen Verfahren verweisen wir auf die (für den endlichdi-
mensionalen Fall X = Rn) umfangreiche Literatur. Grob gesprochen ist das Gradienten-Verfahren
langsam und robust, das Newton-Verfahren schnell, aber nur lokal. Oft gelten cg- und Quasi-
Newton-Verfahren als guter Kompromiss.
Die größere Konvergenzgeschwindigkeit bezahlt man beim Newton-Verfahren mit dem höheren
Aufwand zur Berechnung der Hesse-Matrix F ′′(x). Dies gilt im Hinblick auf die Rechenzeit und –
in Abhängigkeit von der Anzahl der Inputparameter x – auch für den Speicherplatz. Man beachte,
dass im Newton-Verfahren in jedem Schritt ein lineares Gleichungssystem mit F ′′(x(k)) gelöst
werden muss. Geschieht dies selbst wieder iterativ (z.B. mit dem cg-Verfahren in seiner Variante
als linearer Löser), so sind nur Richtungsableitungen der Form F ′′(x(k))d, d ∈ X, auszuwerten. Es
ist also nie die gesamte Hesse-Matrix, sondern nur Matrix-Vektor-Produkte zu berechnen. Dies
wird bei den AD-Tools durch eine entsprechende Wahl der Seed-Matrix als x′0 = d erreicht.
Im hier betrachteten Fall der Optimierung einer Funktion F : X → R ist F ′(x) der Gradient,
d.h. für X = Rn selbst ein n-dimensionaler Vektor. Es ist daher sinnvoll, zu seiner Berechnung
den Reverse Mode des AD zu verwenden. Für die zweite Ableitung wird bei Quelltransformati-
onstools die Reihenfolge forward over reverse empfohlen, d.h. zuerst die Berechnung von F ′(x)
im Rückwärtsmodus (aus den eben genannten Gründen). Anschließend wird das Ergebnis im
Vorwärtsmodus differenziert, mit der oben erwähnten Initialisierung der Seed Matrix.
Ableitungsfreie Verfahren
Zum Abschluss seine noch die alternativen Verfahren nennen, die keine Ableitungsinformationen
verwenden. Da ist zum einen das sog. Simplex-Verfahren oder Verfahren von Nelder-Mead, das die
Funktionswerte an den Ecken eines Simplex vergleicht, dann diesen an der Kante mit den nied-
rigsten Werten spiegelt und diesen Prozess iteriert. Man kann es als eine Art Gradientenverfahren
mit einer Approximation der Ableitung durch die Sekante auffassen. Damit ist es ebenfalls ein
lokales Verfahren. Als globale Optimierungsverfahren bezeichnet man meistens genetische Algo-
rithmen oder Evolutionsstrategien. Diese basieren auf der Bewertung (d.h. Funktionsauswertung)
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für eine Menge (Population) von x(i) ∈ X, ihrer zufälliger Kreuzung (d.h. Vertauschen einzel-
ner Komponenten zwischen Teilen der Population), und Mutation einer Teilmenge der x(i) (d.h.
zufälliges Setzen einzelner Komponenten). Damit werden Lösungen approximiert, die Anzahl der
nötigen Funktionsauswertungen ist jedoch sehr hoch. Die Zufallskomponente erleichtert das Auf-
finden von globalen Minima. Dieses Prinzip kann mit lokalen Methoden kombiniert oder zur Wahl
von geeigneten Startwerten bei lokalen Verfahren verwendet werden.
5.2.2 Numerische Verfahren für restringierte Probleme
Die Verfahren für restringierte Probleme lassen sich wieder in Verfahren erster und zweiter Ord-
nung und auch danach einteilen, wie die Nebenbedingung behandelt wird. Wir geben einen kurzen
Überblick über den Penalty-Ansatz und die Variationen des Gradientenverfahrens. Dann beschrei-
ben wir das Analogon zum Newton-Verfahren, nämlich die Verfahren der sequentiellen quadrati-
schen Programmierung (Sqp).
Durch Wahl einer sog. Penalty-Funktion P : X → R mit P ≥ 0 und P = 0 in U und einer
Folge (pk)k ⊂ R+ kann man ein restringiertes Problem durch den Ansatz
Fp(x) = F (x) + pkP (x)
auf ein unrestringiertes Problem zurückführen und darauf theoretisch jedes der o.g. Verfahren
anwenden.
Alternativ kann man Variationen des Gradienten-Verfahrens benutzen, die mit der Projektion
PXad von X auf Xad benutzen. Hier sei Xad konvex, beschränkt und abgeschlossen. Wir stellen
hier folgende drei Varianten vor, die alle auf Alg. 5.13 basieren.
• Beim punktweise projizierten Gradienten-Verfahren macht man einen Gradientenschritt und
projiziert anschließend auf die zulässige Menge, d.h. man setzt
2. dk = −F ′(x(k)).
4. x(k+1) = PXad(x
(k) + ρkdk).
• Beim Gradienten-Projektions-Verfahren projiziert man bereits bei der Schrittweitensuche,
d.h. es ist Schritt 2 wie oben und




Anschließend macht man Schritt 4 wie in Alg. 5.13.
• Das bedingte Gradienten-Verfahren basiert auf der Variationsungleichung (5.2). Man berech-
net die Abstiegsrichtung aus
2. x̄ = arg min
d∈Xad
F ′(x(k))d, dk = x̄− x(k),
führt eine Liniensuche durch und projiziert nachher auf die zulässige Menge:
3. ρk = argmin
ρ∈(0,1]
F (x(k) + ρdk)
4. x(k+1) = PXad(x
(k) + ρkdk).
In Bezug auf die verwendete Ableitungsinformation haben die Projektionen keinen Einfluss. Daher
diskutieren wir diese Verfahren hier nicht näher.
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Sqp-Verfahren
Die Anwendung des Newton-Verfahrens auf das Optimalitätssystem für die Lagrange-Funktion,
(5.6) und (5.7), ergibt das Verfahren der sequentiellen quadratischen Programmierung, kurz Sqp.
Der Name kommt daher, dass jeder Newtonschritt als Lösung eines quadratischen Optimierungs-
problems interpretierbar ist. Das Sqp-Verfahren ist von zweiter Ordnung, man kann lokal qua-
dratische Konvergenz erhalten. Sämtliche Modifikationen des Newton-Verfahrens wie Globalisie-
rungsstrategien, inexakte und Quasi-Newton-Varianten sind möglich.
Zur Lösung von L′(x, λ) = 0 wird in jedem Newton-Schritt ein System der Form
L′′(x(k), λ(k))dk = −L′(x(k), λ(k))(5.12)
nach dk = (x̃, λ̃) ∈ X×Z∗ gelöst, wobei wir die entsprechende Differenzierbarkeit und Reflexivität
der Räume voraussetzen. Es gilt L′(x(k), λ(k)) : X × Z∗ → R und (5.12) ist damit eine Gleichung
in (X × Z∗)∗ ∼= X∗ × Z:(
Lxx(x, λ) Lλx(x, λ)











mit (x, λ) = (x(k), λ(k)). Für die zweiten Ableitungen der Lagrangefunktion L gilt:
Lxx(x, λ)[v1, v2] = F ′′(x)[v1, v2] + 〈λ, e′′(x)[v1, v2]〉Z∗,Z
= F ′′(x)[v1, v2] + 〈e′′(x)∗λ, [v1, v2]〉(X×X)∗,X×X
Lxλ(x, λ)[v, µ] = Lλx(x, λ)[µ, v] = 〈µ, e′(x)v〉Z∗,Z = 〈e′(x)∗µ, v〉X∗,X
Lλλ(x, λ) = 0
für v, v1, v2 ∈ X, µ ∈ Z∗. Damit lautet (5.13)(








F ′(x) + e′(x)∗λ
e(x)
)
in X∗ × Z(5.14)
und damit das folgende Verfahren.
Algorithmus 5.19 (Newton-Sqp-Verfahren)
1. Wähle Startwerte (x(0), λ(0)) ∈ X × Z∗.
2. Löse (5.14).
3. Setze (x(k+1), λ(k+1)) = (x(k), λ(k)) + (x̃, λ̃).
4. Teste Abbruchbedingung und gehe ggfs. zu 2 mit k = k + 1.
Die Lösung von (5.14) kann hintereinander erfolgen:
2.-3. (a) Löse die linearisierte Nebenbedingung e′(x(k))x̃ = e(x(k)).
(b) Setze x(k+1) = x(k) + x̃.
(c) Löse die adjungierte Gleichung
e′(x(k+1))∗λ̃ = −
(
F ′(x) + e′(x)∗λ(k) + F ′′(x(k+1)) + e′′(x(k+1))∗λ(k)
)
(d) Setze λ(k+1) = λ(k) + λ̃.








F ′′(x(k)) + e′′(x(k))∗λ(k)
)
[x− x(k), x− x(k)]
bei e′(x(k))(x− x(k)) + e(x(k)) = 0
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mit der Lagrange-Funktion
L(k)(x, λ) = Qk(x) + 〈λ, e′(x(k))(x− x(k)) + e(x(k))〉Z∗,Z
darstellt, für die
L(k)x (x, λ)v = F
′(x(k))v +
(
F ′′(x(k)) + e′′(x(k))∗λ(k)
)
[x− x(k), v] + 〈λ, e′(x(k))v〉Z∗,Z
L
(k)
λ (x, λ)µ = 〈µ, e
′(x(k))(x− x(k)) + e(x(k))〉Z∗,Z
gilt. Die Bedingung L(k)
′
(x, λ) = 0 ergibt (5.14). Konvergenzresultate für den endlichdimensio-
nalen Fall findet man z.B. in [Alt02, Kap. 8]. Das Verfahren verwendet als Newton-Verfahren
zweite Ableitungen, die natürlich höheren Rechenaufwand bedeuten. Die Idee der Quasi-Newton-
Verfahren, die die zweite Ableitung bzw. Hesse-Matrix während der Iteration approximieren, wird
daher auch hier verwendet, z.B. auch in der Routine fmincon aus der Matlab Optimierungs-
Toolbox, die in Beispiel 3.2 (S. 25) aus [SZ04] benutzt wurden.
5.2.3 Liniensuche
In allen oben präsentierten numerischen Verfahren findet eine Liniensuche (engl. Line Search)
statt. Es wird entschieden, wie weit in die vorher bestimmte Suchrichtung gegangen werden soll.
Dabei findet (in den meisten Fällen) eine eindimensionale Minimierung statt. Diese kann in eini-
gen Fällen analytisch und exakt durchgeführt werden, meistens ist auch hier eine Approximation
nötig. Dabei wird wieder zwischen dem Aufwand der Liniensuche selbst und dem Nutzen abgewo-
gen. In manchen Fällen ist es sinnvoller, hier unexakt zu arbeiten und lieber früher die nächste
Suchrichtung zu bestimmen.
Bei der Liniensuche wird zu vorgegebener Iterierten x = x(k) ∈ Xad und Suchrichtung d =
dk ∈ X die Lösung ρ∗ der eindimensionalen Aufgabe
min
ρ>0
F (x + ρd)
bestimmt. Bei quadratischer Kostenfunktion F ist die Lösung analytisch und exakt möglich, vgl.
z.B. [Alt02, Abschnitt 4.5.1]. Zur Approximation der Lösung gibt es verschiedene Möglichkeiten,
die teilweise auch Ableitungsinformation benutzen.
• In der ersten Klasse von Methoden wird nach einer bestimmten Strategie eine Folge {ρ(j)}j=0,1,...
von Schrittweiten gewählt und F an den Stellen x + ρ(j)d ausgewertet. Ist F um einen be-
stimmten Wert verkleinert, so wird die Liniensuche gestoppt und die entsprechende Schritt-
weite benutzt. Als Richtlinie kann man hier die Bedingung (5.10) von Seite 54 benutzen,
da dann entsprechende Konvergenzresultate für die Optimierungsverfahren ihre Gültigkeit
behalten.
Verbreitet ist die Armijo-Schrittweitenwahl: ρ(j) = βj mit β ∈ (0, 1). Hierzu und zur Stra-
tegie von Powell gibt es auch entsprechende Aussagen, s. [Alt02, Abschnitt 4.5.2-3]. Sehr
einfach ist die Methode der Halbierung der Schrittweite mit ρ(j) = 2−j oder die Methode
des Goldenen Schnittes, s. [Lue03, Chapter 7].
• Als Alternative kann man eine z.B. quadratische oder kubische Interpolation der Funkti-
on Φ(ρ) = F (x + ρd) mit Funktions- und/oder Ableitungswerten (Hermite-Interpolation)
durchführen und analytisch das Minimum der Interpolierenden bestimmen. Alternativ lässt
sich mit den gegebenen Werten von Φ und Φ′ der Verlauf der Funktion abschätzen. So kann
man entweder die Schrittweite verändern, direkt aus der Liniensuche herausspringen und z.B.
eine neue Suchrichtung oder (beim Quasi-Newton-Verfahren) einen Update der Hesse-Matrix
durchführen. Matlabs Optimierungs-Toolbox benutzt diese Variante beim Bfgs-Verfahren
in der Routine fminunc, s. [Mat00, S. 2-12ff].
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5.3 Nichtlineare Ausgleichsprobleme
Ein nichtlineares Ausgleichs- (oder Least-Squares-)Problem ist von der Form
min
x∈Xad
F (x) mit F (x) :=
1
2
‖f(x)‖2Y , f : X → Y(5.15)
mit Xad ⊂ X. Es ergibt sich zum Beispiel bei Parameteridentifikationsproblemen. Außerdem kann
man jede nichtlineare Gleichung der Form
f(x) = 0
äquivalent als Ausgleichsproblem schreiben und auf diese Art lösen. Man spricht dann von einer
Least-Squares-Formulierung.
Zur Lösung von (5.15) können im Prinzip die oben vorgestellten Verfahren benutzt werden, die
spezielle Struktur hat darüber hinaus zur Entwicklung besonderer Verfahren geführt, die wir hier
kurz vorstellen. Ist Y ein Hilbertraum, so gilt nämlich für die ersten und zweiten Ableitungen in
Richtung v ∈ X:
F ′(x)v = (f(x), f ′(x)v)Y
F ′′(x)(v, v) = ‖f ′(x)v‖2Y + (f ′′(x)(v, v), f(x))Y .
Lässt man den letzten Term in der zweiten Ableitung weg, d.h. setzt
F ′′(x)[v, v] ≈ F̃ ′′(x)[v, v] := ‖f ′(x)v‖2Y ,
und wendet das Newton-Verfahren an, so erhält man das Gauß-Newton-Verfahren. Die Berechnung
der Richtung dk aus
F ′′(x(k))dk = −F ′(x(k))





‖f(x(k)) + f ′(x(k))d‖2Y .(5.16)
Dieses Problem kann man im endlichdimensionalen Fall mit Orthogonalisierungsverfahren lösen.
Man benötigt nicht den Operator (im endlichdimensionalen Fall die Jacobi-Matrix) sondern wieder
nur die Richtungsableitungen f ′(x)d (im endlichdimensionalen Fall Vektoren). Damit bleibt der
Aufwand vertretbar. Bei der Anwendung von AD kann der Forward Mode verwendet werden.
Restringiert man (5.16) auf die Menge Xad = B(0, σk) mit σk > 0, so ergibt sich das Levenberg-
Marquardt-Verfahren. Beide hier genannten Verfahren findet man auch in Matlabs Optimierungs-
Toolbox in der Routine lsqnonlin.
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6 Verwendung von Ableitungsinformationen in der Opti-
malsteuerung
Optimalsteuerprobleme sind Optimierungsaufgaben, bei denen gewöhnliche oder partielle Diffe-
rentialgleichungen als Nebenbedingungen auftreten und der Optimierungsparameter eine Funktion
ist. Letztere kann Anfangs- oder Randwert, die Inhomogenität oder auch ein Koeffizient der Dif-
ferentialgleichung sein. Mit der wachsenden Leistung moderner Computer und mathematischer
Algorithmen hat sich die Möglichkeit ergeben, neben der Simulation auch eine Optimierung in
realistischen Zeiträumen durchzuführen. Anwendungen für Optimalsteuerprobleme ergeben sich
in technischen, wirtschaftlichen und naturwissenschaftlichen Problemen, denn fast immer ist nicht
nur eine Lösung gesucht, sondern die kostengünstigste, schnellste oder in anderer Hinsicht effek-
tivste. Die in den vorhergehenden Abschnitten zusammengefassten theoretischen Resultate und
die Algorithmen können auf Optimalsteuerproblem angewendet werden, wobei durch die spezielle
Struktur der Aufgaben bestimmte Anpassungen möglich oder notwendig sind.
In diesem Abschnitt beschreiben wir für verschiedene Typen von Optimalsteuerproblemen die
wesentlichen theoretischen Aussagen und die Algorithmen. Wir untersuchen und geben Beispiele,
wie AD-Technologie sinnvoll eingesetzt werden kann. Ein Standardwerk zur Steuerung bei partiel-
len Differentialgleichungen ist [Lio71], eine umfassende aktuelle Darstellung findet man in [Trö04].
Allgemein schreiben wir ein Optimalsteuerproblem in der Form
min
u∈U
F (u), F : U → R,(6.1)
mit den Nebenbedingungen
e(y, u) = 0, e : Y × U → Z(6.2)
y ∈ Yad ⊂ Y, u ∈ Uad ⊂ U.(6.3)
Hier repräsentiert e die Differentialgleichung inklusive Rand- und/oder Anfangsbedingungen, also
ein Tupel aus Differential- oder algebraischen Operatoren. Die Kontroll- oder Steuervariable u tritt
in diesen Operatoren auf, so dass die Lösung y der Differentialgleichung (die Zustandsvariable)
von u abhängt. Die Kostenfunktion F ist in der Form
F (u) = F̂ (y, u) = F̂ (y(u), u)(6.4)
gegeben. Sind Uad, Yad echte Teilmengen von U bzw. Y , so spricht man von einem Problem mit
Steuer- bzw. Zustandsbeschränkungen. Zustandsbeschränkungen sind sowohl theoretisch als auch
algorithmisch schwerer zu behandeln. Die charakteristischen Eigenschaften von Optimalsteuerpro-
blemen ergeben sich aus der Differentialgleichung in (6.2), während Uad und Yad in der Regel durch
algebraische Bedingungen gegeben sind. Die Lagrange-Funktion zu (6.1-6.2) lautet
L : Y × U × Z∗ → R, L(y, u, λ) := F̂ (y, u) + 〈λ, e(y, u)〉Z∗,Z .
Dabei kann der Lagrange-Multiplikator λ aus mehreren Komponenten bestehen, wenn e mehre-
re Gleichungen (z.B. Differentialgleichung plus Anfangs- und Randbedingungen) umfasst. Tritt
zusätzlich Bedingung (6.3) auf, so kann man diese weiterhin explizit als Nebenbedingung behan-
deln, d.h. die Lagrange-Funktion auf Yad × Uad × Z∗ definieren. Sind die Mengen in (6.3) durch
algebraische Bedingungen gegeben, so besteht eine Alternative darin, auch zu diesen Lagrange-
Multiplikatoren einzuführen. Die zweite Möglichkeit einschließlich der sich daraus ergebenden Ver-
fahren werde wir im Rahmen dieser Arbeit nicht diskutieren, wir verweisen dazu auf [Lio71],[Trö04].
Die theoretische Untersuchung von Optimalsteuerproblemen ist nur sinnvoll, wenn zumindest
der sog. Zustandsoperator, d.h. die Abbildung von Steuerung zu Zustand S : u 7→ y, wohldefiniert
ist. Die Eindeutigkeit der Lösung der Zustandsgleichung zumindest für Steuerungen u aus einer
Teilmenge Uad ist daher notwendig, vgl. etwa die stationären Navier-Stokes-Gleichungen (2.10) in
Beispiel 2.6 auf S. 10. Damit kann man Bedingung (6.2) eliminieren, indem man y = S(u) in (6.4)
benutzt und in (6.1) direkt mit F = F (u) = F̂ (S(u), u) arbeitet.
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6.1 Optimalitätsbedingungen
Die in Theorem 5.7 auf S. 53 (mit x = (y, u) ∈ X := Y ×U) formulierte notwendige Optimalitäts-
bedingung erster Ordnung lautet für Optimalsteuerprobleme Ly(y, u, λ)w = F̂y(y, u)w + 〈λ, ey(y, u)w〉Z
∗,Z = 0 f.a. w ∈ Y
Lu(y, u, λ)v = F̂u(y, u)v + 〈λ, eu(y, u)v〉Z∗,Z = 0 f.a. v ∈ U
Lλ(y, u, λ)µ = 〈e(y, u), µ〉Z∗,Z = 0 f.a. µ ∈ Z∗.
(6.5)
Damit ergibt sich folgendes Resultat als Anwendung von Theorem 5.7.
Folgerung 6.1 Sei F̂ : Y × U → R stetig Fréchet-differenzierbar. Sei u∗ lokales Minimum von
F in X mit zugehörigem Zustand y∗ ∈ Y . Ist e′(y∗, u∗) surjektiv, so existiert ein λ ∈ Z∗, das
zusammen mit (y∗, u∗) die Bedingungen (6.5) erfüllt.
Die letzte Gleichung in (6.5) ergibt die Zustandsgleichung, die zweite eine Beziehung zwischen
Lagrange-Multiplikator und Steuerung. Die erste wird zur adjungierten Gleichung
〈ey(y, u)∗λ, w〉Y ∗,Y = −F̂y(y, u)w f.a. w ∈ Y,(6.6)
umgeformt. Hier bezeichnet A∗ ∈ L(Z∗, Y ∗) den zu A ∈ L(Y, Z) adjungierte Operator, definiert
durch
〈A∗λ, w〉Y ∗,Y := 〈λ, Aw〉Z∗,Z , w ∈ Y.
Die in den Theoremen 5.8 und 5.9 formulierten Bedingungen können ebenfalls auf Optimalsteuer-
probleme übertragen werden. Wir betrachten hier nur die hinreichende Bedingung aus Theorem
5.9, die wie folgt lautet:
Theorem 6.2 Seien F und e zweimal stetig Fréchet-differenzierbar im regulären Punkt (y∗, u∗) ∈
Y × U . Existiert λ ∈ Z∗ mit (6.5) und
Lyy(y∗, u∗, λ)[v, v] + Luu(y∗, u∗, λ)[w,w] ≥ α‖(v, w)‖2Y×U f.a. (v, w) ∈ ker e′(y∗, u∗)
für α > 0, so ist (y∗, u∗) Lösung von (6.1-6.2).
6.2 Lösungsstrategien für Optimalsteuerprobleme
Zur Lösung eines Optimalsteuerproblems kann man verschiedene Strategien verfolgen. Man kann
entweder direkt das Optimalitätssystem lösen oder für gradientenbasierte Verfahren die Richtungs-
ableitung der Kostenfunktion,
F ′(u)v = F̂y(y, u)y′(u)v + F̂u(y, u)v(6.7)
berechnen. Dies kann man nun selbst wieder direkt über die Sensitivitäten F̂y(y, u), F̂u(y, u) und
y′(u) tun oder über die adjungierte Gleichung. Wir beschreiben im folgenden die drei Methoden
und untersuchen ihre Effizienz im Hinblick auf Benutzung von AD-Technologie.
6.2.1 Berechnung der Ableitung über Sensitivitäten
Die Darstellung (6.7) kann direkt benutzt werden, um in einem iterativen Verfahren den Gradi-
enten der Kostenfunktion zu berechnen. Die partiellen Ableitungen von F̂ bezüglich u und y sind
meist einfach analytisch berechenbar. Kompliziert ist die Ableitung y′(u). Sie kann man mit Hilfe
einer Sensitivitätsgleichung charakterisieren. Differentiation von (6.2) nach u in Richtung v ∈ U
ergibt
0 = ey(y, u)y′(u)v + eu(y, u)v.(6.8)
Man kann y′(u) aus dieser Gleichung bestimmen. Es ergibt sich folgende Existenzaussage.
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Theorem 6.3 Sei f Fréchet-differenzierbar bzgl. y, u und (6.2) für festes u ∈ U eindeutig nach y
auflösbar. Sei (y, u) eine feste Lösung von (6.2), und ey(y, u)−1 existiere in L(Z, Y ). Für v ∈ U
existiert dann z = y′(u)v als Lösung der Gleichung
ey(y, u)z = −eu(y, u)v.
Beweis: Die Aussage folgt aus dem Satz über implizite Funktionen, vgl. auch [SS02, Theorem
2.14]. 
Wie man konkret vorgehen kann, um bei einer partiellen Differentialgleichung die Sensitivitäts-
gleichung herzuleiten, zeigt das folgende Beispiel.
Beispiel 6.4 Bei den stationären Navier-Stokes-Gleichungen (s. Beispiel 2.6 auf S. 10) bezeichnet
u traditionell den Geschwindigkeitsvektor und nicht die Steuergröße. Wir setzen y = (u, p) und
betrachten die Inhomogenität f ∈ L2(Ω)d als Steuerung in der Gleichung
u · ∇u− ν∆u +∇p = f in Ω
div u = 0 in Ω
u = g auf Γ1 ⊂ ∂Ω
ν∂ηu + pη = 0 auf Γ2 = ∂Ω \ Γ1.
Wir transformieren das Problem auf homogene Randbedingungen und betrachten seine schwache
Formulierung in H := {u ∈ H1(Ω)d : u|Γ1 = 0}: Bestimme (u, p) ∈ H × L20(Ω), so dass
(ū · ∇ū, φ)Ω + (ū · ∇u0 + u0 · ∇ū, φ)Ω
+ν(∇ū,∇φ)Ω − (p, div φ)Ω
}
= 〈f̄ , φ〉H∗,H f.a. φ ∈ H
(div ū, q)Ω = 0 f.a. q ∈ L20(Ω)
(6.9)
mit
〈f̄ , φ〉H∗,H := (f, φ)Ω − ν(∇u0,∇φ)Ω − (u0 · ∇u0, φ)Ω, φ ∈ H.
Dabei ist u0 ∈ H1(Ω)d eine Funktion mit u0|Γ1 = g, u0|Γ2 = 0,div u0 = 0 in Ω, vgl. [GR86, Lemma
I.2.2]. Hierzu muss g ∈ H1/200 (Γ1)d sein, vgl. dazu Anhang A oder [DL88, VII.§ 2 Section 2.1
Remark 1]. Mit Y = H × L20(Ω), U = L2(Ω)d und
e : H × L20(Ω)× L2(Ω)d → H∗ × L20(Ω),
e(ū, p, f) =
(




e(ū, p, f) = 0 in Z := H∗ × L20(Ω)
geschrieben werden, wobei L20(Ω) mit seinem Dualraum identifiziert wird. Für die Ableitung gilt





: H × L20(Ω) → H∗ × L20(Ω)
mit
eū(ū, p, f)z1 =
(






u · ∇z1 + z1 · ∇u− ν4z1
−div z1
)
, z1 ∈ H,





, z2 ∈ L20(Ω).(6.11)
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Hier haben wir u = ū+u0 benutzt. Theorem 6.3 liefert für z = (z1, z2) ∈ H×L20(Ω) und v ∈ L2(Ω)d
die Gleichung
[eū(ū, p, f), ep(ū, p, f)](z1, z2) = eū(ū, p, f)z1 + ep(ū, p, f)z2 = −ef (ū, p, f)v.
Mit





in H∗ × L20(Ω)
erhalten wir daraus
u · ∇z1 + z1 · ∇u− ν4z1 +∇z2 = v in H∗
−div z1 = 0 in L20(Ω)
bzw., zurückübersetzt in die schwache Formulierung: Bestimme (z1, z2) ∈ H × L20(Ω) aus
(z1 · ∇u, φ)Ω + (u · ∇z1, φ)Ω + ν(∇z1,∇φ)Ω − (z2,div φ)Ω = (v, φ)Ω f.a. φ ∈ H
−(div z1, q)Ω = 0 f.a. q ∈ L20(Ω).
Dies ist die gesuchte Sensitivitätsgleichung mit z1 := ū′(f)v = u′(f)v und z2 := p′(f)v, da u0
unabhängig von f ist. Für ein Tracking-Type-Funktional der Form







(mit gegebenem Zielzustand ud ∈ L2(Ω)d) ergibt sich als Ableitung
F ′(f)v = (u− ud, z1)Ω + ε(f, v)Ω.
Die Berechnung der Ableitung in einem iterativen Verfahren zur Lösung eines Optimalsteuer-
problems erfolgt mit dieser Methode in drei Schritten:
1. Löse für gegebene Steuerung u die Zustandsgleichung, d.h. berechne y.
2. Löse mit diesem y die Sensitivitätsgleichung, d.h. berechne die Richtungsableitung z =
y′(u)v.
3. Berechne die Richtungsableitung F ′(u)v aus (6.7).
Wir wollen den Aufwand zur Berechnung der Ableitung F ′(u) im endlichdimensionalen Fall
untersuchen. Wir betrachten dazu diskretisierte Größen
y = yh ∈ Yh ∼= Rk, u = uh ∈ Uh ∼= Rn, F̂ = F̂h : Yh × Uh → R.
Dann gilt F ′(u) ∈ Rn und für die Dimensionen der benötigten Sensitivitäten:
F̂y(y, u) ∈ Rk, F̂u(y, u) ∈ Rn, y′(u) ∈ Rk×n.
Ist die Diskretisierung der Zustandsvariablen y fein und daher m groß, so ist besonders y′(u) ein
speicher- und rechenaufwändiges Objekt. Das Verhältnis von k zu n hängt wesentlich von der Wahl
der Steuerungsparameter ab (verteilte oder Randsteuerung bei partiellen Differentialgleichungen,
Parametrisierungen der Steuergrößen).
Bei der Anwendung von AD-Software entspricht der Zugang über die Sensitivitäten dem
Vorwärtsmodus, der – wie schon in Abschnitt 3.2.4 dargestellt – nicht effektiv für eine Funk-
tion F = Fh : Uh ∼= Rn → R ist. Berechnet man die partiellen Ableitungen F̂y, F̂u analytisch und
benutzt AD lediglich, um y′(u) auszurechnen, so ist dafür der Vorwärtsmodus geeignet. Man wird
durch direktes Anwenden des Rückwärtsmodus auf F aber dennoch ein effektiveres Programm
erhalten.
65
6.2.2 Berechnung der Ableitung über die adjungierte Gleichung
Alternativ kann die Lösung der adjungierten Gleichung, also der Lagrange-Multiplikator oder
adjungierte Zustand λ, zur Berechnung der Ableitung von F benutzt werden. Addiert man das
Dualitätsprodukt von (6.8) mit einem zunächst noch beliebigem ζ ∈ Z∗ zu (6.7), so ergibt sich
F ′(u)v = F̂y(y, u)y′(u)v + 〈ζ, ey(y, u)y′(u)v〉Z∗,Z + F̂u(y, u)v + 〈ζ, eu(y, u)v〉Z∗,Z .
Wird für ζ der adjungierte Zustand λ gewählt, so entfallen die ersten beiden Terme, die Ableitung
y′(u) ist eliminiert, und die Richtungsableitung der Kostenfunktion ist
F ′(u)v = F̂u(y, u)v + 〈λ, eu(y, u)v〉Z∗,Z .(6.13)
Wir betrachten noch einmal die Navier-Stokes-Gleichungen, vgl. Beispiel 6.4, und leiten die ad-
jungierte Gleichung her.
Beispiel 6.5 Wegen Z∗ ∼= H × L20(Ω) identifizieren wir den Lagrange-Multiplikator λ ∈ Z∗ mit
dem Paar (λ1, λ2) ∈ H × L20(Ω). Mit (6.10) und (6.11) ergibt sich für w = (φ, q) ∈ H × L20(Ω):
〈λ, ey(y, u)w〉Z∗,Z = 〈eū(ū, p, f)φ, λ1〉H∗,H + 〈ep(ū, p, f)q, λ2〉L20(Ω)∗,L20(Ω)
= 〈φ · ∇u + u · ∇φ− ν4φ, λ1〉H∗,H + 〈∇φ, λ2〉H∗,H − (div λ1, q)Ω
= (φ · ∇u + u · ∇φ, λ1)Ω + ν(∇φ,∇λ1)Ω − (λ2,div φ)Ω − (div λ1, q)Ω.
Die Rückübersetzung in die schwache Formulierung erfolgt unter Benutzung einiger Eigenschaften
der Trilinearform (u, v, w) 7→ (u · ∇v, w)Ω, vgl. [GR86, Lemma IV.2.2]. Wir erhalten folgendes
adjungierte System: Bestimme (λ1, λ2) ∈ H × L20(Ω) aus
((∇u)T · λ1 − u · ∇λ1, φ)Ω + ν(∇λ1,∇φ)Ω − (λ2,div φ)Ω = F̂ū(ū, p, f)φ f.a. φ ∈ H
−(div λ1, q)Ω = F̂p(ū, p, f)q f.a. q ∈ L20(Ω).
Für das Tracking-Type-Funktional (6.12) ist die zweite Gleichung dieses Systems homogen und
wir erhalten als Ableitung
F ′(f)v = ε(f, v)Ω + 〈λ, eu(y, u)v〉Z∗,Z = ε(f, v)Ω + (λ1, v)Ω.
Die Berechnung der Ableitung in einem iterativen Verfahren zur Lösung eines Optimalsteuer-
problems kann damit in den folgenden drei Schritten erfolgen:
1. Löse für gegebenes u die Zustandsgleichung, d.h. berechne y.
2. Löse für dieses y die adjungierte Gleichung, d.h. berechne λ.
3. Berechne F ′(u) aus (6.13).
6.2.3 Lösung des Optimalitätssystems
Die in Folgerung 6.1 als notwendige Optimalitätsbedingungen formulierten Gleichungen (6.5)
können als nichtlineares System mit einem numerischen Verfahren behandelt werden. Wie be-
reits in Abschnitt 5.2.2 beschrieben, bietet sich das Newton-Verfahren an, und es ergibt sich das
Sqp-Verfahren aus Alg. 5.19. Wir formulieren es hier für Optimalsteuerprobleme mit x = (y, u) ∈
X = Y × U . Mit (Y × U × Z∗)∗ ∼= Y ∗ × U∗ × Z ist dann in jedem Schritt das System (5.14) zu





 F̂y + e∗yλF̂u + e∗uλ
e
 in Y ∗ × U∗ × Z
mit (y, u, λ) = (y(k), u(k), λ(k)) lautet. Die Schritte 2 und 3 in Alg. 5.19 können hier wieder hin-
tereinander ausgeführt werden:
66
2.-3. (a) Löse die linearisierte Nebenbedingung e′(x(k))x̃ = e(x(k)).
(b) Setze x(k+1) = x(k) + x̃.
(c) Löse die adjungierte Gleichung
e′(x(k+1))∗λ̃ = −
(
F ′(x) + e′(x)∗λ(k) + F ′′(x(k+1)) + e′′(x(k+1))∗λ(k)
)
(d) Setze λ(k+1) = λ(k) + λ̃.
Sqp-Verfahren sind wegen ihrer Konvergenzeigenschaften in Optimalsteuerproblemen weit ver-
breitet, vgl. etwa [Trö04] und [Hin00] zu Anwendungen auf die Navier-Stokes-Gleichungen.
6.3 Optimalsteuerung bei gewöhnlichen Differentialgleichungen
In einem Optimalsteuerproblem bei einer gewöhnlichen Differentialgleichung hat die Nebenbedin-
gung (6.2) z.B. die Form
ẏ = f(t, y, u), t ∈ (0, T ), f0(y(0)) = 0, f1(y(T )) = 0(6.14)
mit f : (0, T ) × Rd × Rc → Rd, f0 : Rd → Rd und f1 : Rd → Rd1 . Der Einfachheit halber sei das
Problem ggfs. bereits durch eine Ordnungsreduktion auf ein System erster Ordnung zurückgeführt,
die Differentialgleichung in expliziter Form gegeben und der Anfangspunkt auf t = 0 gesetzt. Die
Steuerung u tritt hier in der Differentialgleichung selbst auf, kann aber auch in den Anfangsdaten
erscheinen.
Das klassische Resultat in der Steuerungstheorie gewöhnlicher Differentialgleichungen ist das
Pontrjagin’sche Maximumsprinzip. Wir geben die Version an, die sich für (6.14) und die Kosten-
funktion
F (u) = F̂ (y, u) =
∫ T
0
F1(t, y(t), u(t)) dt
mit F1 : R× R → R ergibt. Man benutzt hier die Lagrange-Funktion
L(t, y, ẏ, u, λ, µ, λ0, λ1) =
∫ T
0
(λ(t) · (ẏ(t)− f(t, y(t), u(t))) + µF1(t, y(t), u(t))) dt
+λ0 · f0(y(0)) + λ1 · f1(y(T ))
und erhält folgende Aussage, die ein notwendiges Optimalitätskriterium erster Art ist.
Theorem 6.6 Ist (y∗, u∗) = (y∗(t), u∗(t)), definiert auf (t0, t1) ⊂ (0, T ), Minimum von F unter
den Bedingungen (6.14), dann existieren λ ∈ C(0, T, Rd), λ0 ∈ Rd, λ1 ∈ Rd1 , µ ∈ R, µ ≥ 0, die
nicht alle gemeinsam verschwinden, und für die
d
dt
Lẏ(t, y∗, ẏ∗, u∗, λ, µ, λ0, λ1) = Ly(t, y∗, ẏ∗, u∗, λ, µ, λ0, λ1), t ∈ (t0, t1)
Lẏ(t0, y∗(t0), ẏ∗(t0), u∗(t0), λ(t0), µ, λ0, λ1) = f0(y∗(t0))∗ · λ0
Lẏ(t1, y∗(t1), ẏ∗(t1), u∗(t1), λ(t1), µ, λ0, λ1) = −f1(y∗(t1))∗ · λ1
gilt.
Beweis: S. [IT79, Satz 1’ in Abschnitt 2.4.1]. 
Weitere Varianten des Maximumsprinzips findet man in z.B. [Fat99]. Wendet man ganz formal die
Theorie aus Abschnitt 6.1 an, so erhält man für (6.14)
e(y, u) :=
 ẏ − f(y, u)f0(y(0))
f1(y(T ))
 : Y × U → Z0 × Rd × Rd1 =: Z.
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Hier ist Z0 ein Funktionenraum (etwa C(0, T )d); die Abhängigkeit der Funktion f von t haben
wir hier in der Schreibweise unterdrückt. Für die adjungierte Gleichung (6.6) erhalten wir
ey(y, u)w =
 ẇ − fy(y, u)wf0,y(y(0))w(0)
f1,y(y(T ))w(T )
 .
Zur Berechnung des adjungierten Operators ey(y, u)∗ ist es sinnvoll, die Differentialgleichung nicht
in Z0 = C(0, T )d, sondern in einem Hilbertraum, z.B. L2(0, T ) zu betrachten, also f : Y :=
H1(0, T )d → L2(0, T )d =: Z0 zu setzen. Damit ergibt sich für das Lagrange-Multiplikator-Tripel
(λ, λ0, λ1) ∈ Z∗ = (Z1 × Rd × Rd1)∗ ∼= Z∗0 × Rd × Rd1 ∼= L2(0, T )d × Rd × Rd1 die Beziehung








+λ0 · f0,y(y(0))w(0) + λ1 · f1,y(y(T ))w(T ).









λ̇(t) · w(t) + λ(t) · fy(y, u)w(t)dt
+λ(T ) · w(T )− λ(0) · w(0)
und damit














λ(T ) + f1,y(y(T ))∗λ1
)
· w(T ).















λ(T ) + f1,y(y(T ))∗λ1
)
· w(T )
 = F̂y(y, u)w f.a. w ∈ H
1(0, T )d.
Diese Gleichung repräsentiert die im Maximumsprinzip genannten notwendigen Bedingungen.
Wir betrachten nun noch den Fall, dass keine Endbedingung gegeben, also f1 ≡ 0 ist, dafür
aber die Kostenfunktion einen Term enthält, in dem der Endzustand auftritt, etwa
F (u) = F̂ (y, u) =
∫ T
0
F1(y(t), u(t)) dt + F2(y(T )).(6.15)









λ̇(t) + fy(y, u)∗λ(t)
)
· w(t)dt + λ(T ) · w(T ) = F̂y(y, u)w(6.16)
f.a. w ∈ H1(0, T )d
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und damit die Differentialgleichung
λ̇ + fy(y, u)∗λ = −F ′1(y), t ∈ (0, T ).(6.17)
Aus (6.16) folgt dann die ”End”–Bedingung
λ(T ) = F ′2(y(T ))(6.18)
für die adjungierte Gleichung, die also in umgekehrter Zeitrichtung gerechnet wird. Wir berechnen
weiterhin (wieder zunächst für das Lagrange-Multiplikator-Paar (λ, λ0) ∈ Z0 × Rd):
〈(λ, λ0), eu(y, u)v〉Z∗,Z = −
∫ T
0
λ(t) · fu(y, u)v(t)dt




λ̃(t) · fu(y, u)v(t)dt = F̂u(y, u)v f.a. v ∈ U.




λ(t) · fu(y, u)v(t)dt =
∫ T
0
F1,u(y, u)vdt f.a. v(t) ∈ U.
Damit ergibt sich eine Bedingung der Form
−λ · fu(y, u) = F1,u(y, u)
die zusammen mit dem AWP (6.14) und dem Problem für die adjungierte Gleichung (6.17-6.18)
das Optimalitätssystem bildet.
6.4 Optimalsteuerung bei elliptischen Differentialgleichungen
Elliptische partielle Differentialgleichungen treten z.B. dann auf, wenn die stationäre Lösung eines
an sich zeitabhängigen Problems bestimmt werden soll. Es ergibt sich ein Randwertproblem der
Form
A(y) = f in Ω ⊂ Rd
B(y) = g auf ∂Ω(6.19)
mit möglicherweise nichtlinearen Operatoren A,B und f ∈ F , g ∈ G. A ist ein Differentialoperator,
B kann entweder rein algebraisch oder ebenfalls ein Differentialoperator sein. Die Steuerung kann
an verschiedenen Stellen auftreten, nämlich
1. als verteilte Steuerung in der Inhomogenität f der Differentialgleichung,
2. als Randsteuerung in den Randdaten g,
3. in den Koeffizienten der Operatoren A und B
4. oder bei Gebietsoptimierungsproblemen in der Form des Gebietes Ω.
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Um die Theorie aus den vergangenen Abschnitten anzuwenden, formulieren wir (6.19) als Ope-
ratorgleichung. Dazu betrachten wir schwache Lösungen, multiplizieren also die erste oder beide
Gleichungen in (6.19) mit Testfunktionen aus einem geeigneten Raum. Je nach der Gestalt des
Randoperators B, der Wahl des Lösungsraumes Y für den Zustand y und des Testraumes Φ er-
geben sich zwei verschiedene Varianten von Operatorgleichungen, die wir vorstellen. Anschließend
zeigen wir, welche davon sich für die verschiedenen o.g. Steuermöglichkeiten ergeben, und wir
präsentieren die entsprechenden Optimalitätssysteme. Der Fall der Gebietsoptimierungsprobleme
stellt den schwierigsten dar, da hier zunächst die Funktionenräume vom Steuerparameter, der Ge-
bietsform, abhängen. Gebietsoptimierungsprobleme betrachten wir daher ausführlich im letzten
Unterabschnitt.
6.4.1 Formulierung der Zustandsgleichung als Operatorgleichung
In diesem Abschnitt schreiben wir die elliptische Zustandsgleichung (6.19) als Operatorgleichung,
die wir dann als Nebenbedingung (6.2) im Optimalsteuerproblem (6.1), vgl. S. 62, verwenden.
Diese Formulieurng eignet sich besonders gut, um die Optimalitätssysteme für die verschiedenen
Arten der Steuerung aufzustellen. Testen der ersten Gleichung in (6.19) mit Funktionen φ ∈ Φ
und Integration über Ω führt auf die Gleichung
(A(y), φ)Ω = (f, φ)Ω f.a. φ ∈ Φ.(6.20)
Je nach der Art des Differentialoperators A kann nun noch eine partielle Integration bzw. die
Green’sche Formel angewandt werden: Ist etwa A = A1 + A2 mit A1 = −div A3 so ergibt sich
(A(y), φ)Ω = (A3(y),∇φ)Ω + (A2(y), φ)Ω − (A3(y) · η, φ)∂Ω f.a. φ ∈ Φ,(6.21)
d.h. es tritt ein zusätzlicher Randterm auf. Hier bezeichnet η den äußeren Normalenvektor an ∂Ω.
Den Spuroperator
τ∂Ωv := v|∂Ω(6.22)
haben wir hier im Randterm auf die Funktionen A3(y) ·η und φ angewandt, der Kürze wegen aber
nicht explizit aufgeschrieben. Der Fall A2 = 4A3 lässt sich analog mit der zweiten Green’schen
Formel behandeln, man erhält dann einen anderen Randterm.
Wir zeigen nun, welche Operatorgleichungen sich für verschiedene Randbedigungen ergeben.
Homogene Dirichlet-Randbedingungen
Hier ist B ein rein algebraischer Operator (meist B(y) = y oder genauer B(y) = τ∂Ωy) und g = 0.
Benutzt man Gleichung (6.20) als schwache Formulierung, so kann man die Randbedingung in
den Lösungsraum Y mit einbeziehen, die zweite Gleichung in (6.19) entfällt, und man erhält die
Gleichung
a(y) = f in Φ∗(6.23)
mit dem Operator a : Y → Φ∗, definiert durch
〈a(y), φ〉Φ∗,Φ := (A(y), φ)Ω.
Führt man eine partielle Integration durch wie in (6.21), so kann durch die Einbeziehung der
Bedingung φ|∂Ω = 0 in den Testraum Φ der Randterm in (6.21) eliminiert werden. Man erhält
ebenfalls (6.23) mit
〈a(y), φ〉Φ∗,Φ := (A3(y),∇φ)Ω + (A2(y), φ)Ω.(6.24)
Oft hat diese Variante den Vorteil, dass Y = Φ gewählt werden kann, wie etwa in dem folgenden
Beispiel.
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Beispiel 6.7 Für die Laplace-Gleichung mit homogenen Dirichlet-Randbedingungen ergibt sich
A(y) = −4y und A2 = 0, A3 = ∇. Mit Y = Φ = H10 (Ω) und F = L2(Ω) erhalten wir nach
partieller Integration die schwache Formulierung
〈a(y), φ〉Φ∗,Φ := (∇y,∇φ)Ω = (f, φ)Ω f.a. φ ∈ H10 (Ω).
Man kann hier sogar f ∈ F := H−1(Ω) wählen.
Natürliche Randbedingungen
Natürliche Randbedingungen sind diejenigen, die durch die partielle Integration in (6.21) erzeugt
werden, also
B(y) := A3(y) · η = g auf ∂Ω.
Es ergibt sich die schwache Formulierung
(A3(y),∇φ)Ω + (A2(y), φ)Ω = (f, φ)Ω + (g, φ)∂Ω f.a. φ ∈ Φ.
Wir definieren die Adjungierte des Spuroperators τ∂Ω : Φ → L2(∂Ω), vgl. (6.22):
τ∗∂Ω : L
2(∂Ω) → Φ∗, 〈τ∗∂Ωg, φ〉Φ∗,Φ := (g, τ∂Ωφ)Ω.
Damit ergibt sich
a(y) = f + τ∗∂Ωg in Φ
∗(6.25)
mit a : Y → Φ∗ wie in (6.24). Als Beispiel betrachten wir wieder die Laplace-Gleichung.
Beispiel 6.8 Beim Laplace-Operator ist die zugehörige natürliche Randbedingung die Neumann-
Bedingung ∂ηy := ∇y · η = g. Mit Φ = H1(Ω) und F = L2(Ω) erhalten wir nach partieller
Integration, vgl. (6.21) mit A3 = ∇, A2 = 0:
〈a(y), φ〉Φ∗,Φ := (∇y,∇φ)Ω = (f, φ)Ω + (g, φ)∂Ω f.a. φ ∈ H1(Ω).
Man beachte, dass f und g eine Kompatibilitätsbedingung erfüllen müssen und dass die Lösung
erst in Y = H1(Ω)/R eindeutig ist, s. etwa [GR86, Theorem I.1.9]. Die Wahl F = H1(Ω)∗ ist
möglich.
Die natürliche Randbedingung für die Stokes- und Navier-Stokes-Gleichungen lautet
B(u, p) = ∂ηu− pη, sie trat bereits in Beispiel 6.4 auf S. 64 auf.
Gemischte Randbedingungen
Analog zu den natürlichen kann man gemischte Randbedingungen der Form
B(y) := A3(y) · η + B1(y) = g auf ∂Ω,
mit einem algebraischen Operator B1 behandeln. Es ergibt sich die schwache Formulierung
(A3(y),∇φ)Ω + (A2(y), φ)Ω = (f, φ)Ω + (B1(y), φ)∂Ω + (g, φ)∂Ω f.a. φ ∈ Φ.
Die gemischte Randbedingung führt dazu, dass die Lösung auch in einem Randterm auftaucht.
Damit ist in (6.25) der Operator a : Y → Φ∗ definiert durch
〈a(y), φ〉Φ∗,Φ := (A3(y),∇φ)Ω + (A2(y), φ)Ω − (B1(y), φ)∂Ω.
Als Beispiel betrachten wir die stationäre Wärmeleitungsgleichung, wo eine solche Randbedingung
benutzt wird.
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Beispiel 6.9 Beim Laplace-Operator setzen wir B(y) = ∂ηy−αy, α > 0, g = 0. Mit Φ und F wie
oben erhalten wir nach partieller Integration
〈a(y), φ〉Φ∗,Φ := (∇y,∇φ)Ω + α(y, φ)∂Ω = (f, φ)Ω f.a. φ ∈ H1(Ω).
Bei der gemischten Randbedingung ist die Eindeutigkeit bereits in Y = H1(Ω) gegeben.
Gemischte Randbedingungen in dem Sinne, dass auf mehreren Randteilen Bedingungen verschie-
dener Art gegeben sind, lassen sich analog durch Kombination der gerade beschriebenen Techniken
behandeln, vgl. Beispiel 6.5 auf S. 66.
Inhomogene Dirichlet-Randbedingungen
In diesem Fall mit g ∈ G, g 6= 0, gibt es zwei Alternativen: Einmal kann man das Problem auf
homogene Randbedingungen zurückführen. Dazu schreiben wir zunächst ỹ ∈ Ỹ für den Zustand
und betrachten zuerst B(ỹ) = ỹ oder genauer B(ỹ) = τ∂Ωỹ. Existiert der Spuroperator (6.22) und
gilt G ⊂ B(Ỹ ) = τ∂Ω(Ỹ ), d.h. ist τ∂Ω : Ỹ → G surjektiv, so existiert zu g ∈ G eine Funktion yg ∈ Ỹ
mit τ∂Ωyg = g. Wählt man yg fest, so erhält man für y := ỹ − yg ∈ Y das System
A(y + yg) = f in Ω
y = 0 auf ∂Ω.
Dieses Problem kann man nun wie im Fall der homogenen Randdaten behandeln, man erhält in
(6.23) dann a : Y × G → Φ∗, definiert durch
〈a(y, g), φ〉Φ∗,Φ := (A(y + yg), φ)Ω.
Für die lineare Laplace-Gleichung ist die Vorgehensweise wieder besonders einfach.
Beispiel 6.10 Hier gilt Ỹ = H1(Ω) und Y = Φ = H10 (Ω). Der Spuroperator ist surjektiv für
G = H1/2(∂Ω). Wir erhalten nach partieller Integration für y ∈ H10 (Ω) die schwache Formulierung
〈a(y, g), φ〉Φ∗,Φ := (∇y,∇φ)Ω + (∇yg,∇φ)Ω = (f, φ)Ω f.a. φ ∈ H10 (Ω),
also a : H10 (Ω)×H1/2(∂Ω) → H−1(Ω). Wieder kann man f ∈ F := H−1(Ω) wählen.
Auch für andere Randoperatoren B ist diese Methode prinzipiell durchführbar, die Definition des
Spuroperators und der Raum G sind entsprechend zu modifizieren. Man beachte, dass hier der
Operator a von den Randdaten g abhängt. Für Randsteuerungsprobleme ist diese Vorgehensweise
ungünstig, da die Zuordnung g → yg meist nicht eindeutig ist. Bei Randsteuerproblemen ist der
folgende Zugang sinnvoller. Man bringt auch die Randgleichung in eine schwache Form, indem
man mit Funktionen φ2 ∈ Φ2 testet und über ∂Ω integriert:
(B(y), φ2)∂Ω = (g, φ2)∂Ω f.a. φ2 ∈ Φ2.
Zusammen mit (6.20), getestet mit φ1 ∈ Φ1, erhält man dann das System
a(y) = f in Φ∗1
b(y) = g in Φ∗2,
(6.26)
wobei die Operatoren a : Y → Φ∗1 und b : Y → Φ∗2 durch
〈a(y), φ1〉Φ∗1 ,Φ1 := (A(y), φ1)Ω,
〈b(y), φ2〉Φ∗2 ,Φ2 := (B(y), φ2)∂Ω
gegeben sind. Bei einer partiellen Integration (6.21) ergibt sich b wie oben und
〈a(y), φ1〉Φ∗1 ,Φ1 = (A3(y),∇φ1)Ω + (A2(y), φ1)Ω − (A3(y) · η, φ1)∂Ω.
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Beispiel 6.11 Bei der Laplace-Gleichung erhalten wir mit Y = H1(Ω) und Φ = Φ1 × Φ2 =
H10 (Ω)× L2(∂Ω) nach partieller Integration die schwache Formulierung
〈a(y), φ1〉Φ∗1 ,Φ1 := (∇y,∇φ1)Ω = (f, φ1)Ω f.a. φ1 ∈ H
1
0 (Ω),
〈b(y), φ2〉Φ∗2 ,Φ2 := (y, φ2)∂Ω = (g, φ2)∂Ω f.a. φ2 ∈ L
2(∂Ω).
Für Φ1 = Y = H1(Ω) tritt ein zusätzlicher Randterm in a auf.
Zusammengefasst kann das elliptische Randwertproblem für alle betrachteten Randbedingun-
gen in einer der beiden Operatorformen (6.25) oder (6.26) geschrieben werden, da (6.23) ein
Spezialfall von (6.25) ist.
6.4.2 Optimalitätssysteme
Wir präsentieren nun die Optimalitätssysteme für das Problem (6.1) (vgl. S. 62) für die ersten drei
Typen der Steuerung, d.h. für verteile Steuerung, Randsteuerung und Steuerung in den Koeffizi-
enten. Die Nebenbedingung (6.2) ist durch (6.25) oder (6.26) mit Z = Φ∗ gegeben. Wir betrachten
Kostenfunktionen der Form







wobei einzelne Terme verschwinden können. Die folgenden Berechnungen sind zunächst rein formal,
im konkreten Anwendungsbeispiel sind eine geeignete Wahl der Räume und die Wohldefiniertheit
der Operatoren sicherzustellen.
Verteilte Steuerung
In diesem Fall ist die Inhomogenität f der Differentialgleichung der Steuerparameter. Die Rand-
daten g spielen hier keine besondere Rolle, daher kann man auch bei inhomogenen Dirichlet-Daten
mit (6.25) arbeiten. In der Nebenbedingung (6.2) des Optimalsteuerproblems setzen wir
e : Y × U → Φ∗ =: Z, e(y, u) := a(y)− u− τ∗∂Ωg.(6.28)
Für den Raum der Steuerungen ist U ⊂ Φ∗ vorauszusetzen. Es gilt
ey(y, u)w = a′(y)w, eu(y, u)v = −v.
Damit lautet die adjungierte Gleichung für λ ∈ Z∗:
〈λ, ey(y, u)w〉Z∗,Z = 〈λ, a′(y)w〉Z∗,Z = 〈a′(y)∗λ, w〉Y ∗,Y = −F̂y(y, u)w f.a. w ∈ Y.(6.29)
Die zweite Gleichung des Optimalitätssystems, d.h. die Beziehung zwischen Steuerung und Lagrange-
Multiplikator, ist gegeben durch
〈λ, eu(y, u)v〉Z∗,Z = −〈λ, v〉Z∗,Z = −F̂u(y, u)v f.a. v ∈ U.(6.30)
Wir betrachten als Beispiel wieder die Laplace-Gleichung.
Beispiel 6.12 Für homogene Dirichlet-, natürliche und gemischte Randbedingungen (mit linea-
rem und selbstadjungiertem B) wie in den Beispielen 6.7–6.9 ist der Operator a linear und selbst-
adjungiert, d.h. es gilt
〈a′(y)∗λ, w〉Y ∗,Y = 〈a(λ), w〉Y ∗,Y f.a. w ∈ Y.
Bei inhomogenen Dirichlet-Randdaten wie in Beispiel 6.10 entfällt durch die Ableitung der Term
mit yg. Mit der Identifikation Z∗ = Φ∗∗ ∼= Φ = Y = H10 (Ω) erhalten wir
〈λ, a′(y)w〉Z∗,Z = 〈a′(y)w, λ〉Y ∗,Y = (∇w,∇λ)Ω f.a. w ∈ Y.
Die Abhängigkeit des Operators a von den Randdaten g haben wir hier in der Notation weggelas-
sen. Man erhält also die schwache Formulierung für homogene Dirichlet-Randdaten für λ wie in
Beispiel 6.7, d.h. der Lagrange-Multiplikator ist in H10 (Ω) und muss nicht erst (wie der Zustand)
auf Nullrandwerte transformiert werden.
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Randsteuerung
Bei einem Randsteuerproblem ist g der Kontrollparameter. Bei Dirichlet-Randdaten wird man aus
den bereits genannten Gründen (6.26) als Nebenbedingung wählen, d.h. es ist

















Für λ = (λ1, λ2) ∈ Z∗ = Z∗1 × Z∗2 ∼= Φ1 × Φ2 gilt
〈λ, ey(y, u)w〉Z∗,Z = 〈λ1, a′(y)w〉Z∗1 ,Z1 + 〈λ2, b
′(y)w〉Z∗2 ,Z2
= 〈a′(y)w, λ1〉Φ∗1 ,Φ1 + 〈b
′(y)w, λ2〉Φ∗2 ,Φ2 .
Der Operator a und damit auch a′(y) sind über Gebietsintegrale definiert. Damit ist eine Änderung
von λ1 auf ∂Ω bedeutungslos, solange die Regularität auf dem Gebiet gewahrt bleibt. Umgekehrt
ist b′(y) über Randintegrale definiert und λ2 ∈ Z∗2 ∼= Φ2 nur auf dem Rand definiert. Sind die
Räume Φ1 und Φ2 passend gewählt, so kann man mit nur einem Lagrange-Multiplikator λ := λ1 ∈
Z∗ := Z∗1 arbeiten und λ2 = τ∂Ωλ ∈ Z∗2 setzen. Dann gilt
〈λ, a′(y)w〉Z∗1 ,Z1 + 〈τ∂Ωλ, b
′(y)w〉Z∗2 ,Z2 = 〈(a
′(y)∗ + b′(y)∗τ∂Ω)λ, w〉Y ∗,Y
und die adjungierte Gleichung lautet
〈(a′(y)∗ + b′(y)∗τ∂Ω)λ, w〉Y ∗,Y = −F̂y(y, u)w f.a. w ∈ Y.(6.31)
Die Beziehung zwischen Steuerung und Lagrange-Multiplikator ergibt sich zu
〈λ, eu(y, u)v〉Z∗,Z = −〈λ2, v〉U∗,U = −〈τ∂Ωλ, v〉U∗,U = −F̂u(y, u)v f.a. v ∈ U.
Wir kehren zurück zur Laplace-Gleichung und Beispiel 6.11.
Beispiel 6.13 Hier gilt mit Y = H1(Ω) und Φ = Φ1 × Φ2 = H10 (Ω)× L2(∂Ω)
〈a′(y)w, φ1〉Φ∗1 ,Φ1 = (∇w,∇φ1)Ω f.a. φ1 ∈ H
1
0 (Ω),
〈b′(y)w, φ2〉Φ∗2 ,Φ2 = (w, φ2)∂Ω f.a. φ2 ∈ L
2(∂Ω).
Damit erhalten wir (jetzt mit Z∗ = Φ∗∗1 ∼= Φ1)
(∇w,∇λ)Ω + (w, λ)∂Ω = −F̂y(y, u)w f.a. w ∈ Y.
Der Randterm verschwindet wegen λ ∈ H10 (Ω), die adjungierte Gleichung lautet also
(∇w,∇λ)Ω = −F̂y(y, u)w f.a. w ∈ Y.
Dies ist die schwache Formulierung der Laplace-Gleichung für λ mit homogenen Dirichlet-Randbedingungen,
was wegen der Linearität und Selbstadjungiertheit des Operators a zu erwarten war. Gilt in der Ko-
stenfunktion (6.27) z.B. F3(u) = ε2‖u‖
2
U , so ergibt sich die Steuerung aus 〈τ∂Ωλ, v〉U∗,U = ε(u, v)∂Ω
f.a. v ∈ U .
Bei natürlichen oder gemischten Randbedingungen benutzen wir (6.25) und schreiben die Neben-
bedingung mit
e : Y × U → Φ∗ e(y, u) := a(y)− f − τ∗∂Ωu,
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wobei τ∗∂Ω : U → Φ∗ = Z ist. Es gilt
ey(y, u)w = a′(y)w, eu(y, u)v = −τ∗∂Ωv
und die adjungierte Gleichung ist (6.29). Als zweite Gleichung erhalten wir
〈λ, eu(y, u)v〉Z∗,Z = −〈λ, τ∗∂Ωv〉Z∗,Z = −〈τ∂Ωλ, v〉U∗,U = −F̂u(y, u)v f.a. v ∈ U
mit τ∂Ω : Z∗ → U∗. Das heißt, dass die Steuerung aus den Randwerten des Lagrange-Multiplikators
berechnet werden kann. Als Beispiel betrachten wir gemischte Randbedingungen wie in Beispiel
6.9.
Beispiel 6.14 Für die Laplace-Gleichung mit B(y) = ∂ηy−αy ist der Operator a linear und selbst-
adjungiert, vgl. Beispiel 6.12. Wieder gilt z.B. für F3(u) = ε2‖u‖
2
U die Beziehung 〈τ∂Ωλ, v〉U∗,U =
ε(u, v)∂Ω f.a. v ∈ U .
Steuerung in den Koeffizienten der Differentialoperatoren
Sind Koeffizienten der Operatoren A bzw. B steuerbar und lässt sich (6.25) benutzen, dann hängt
jetzt a auch von der Steuerung u ab. Man setzt
e : Y × U → Φ∗ =: Z, e(y, u) := a(y, u)− f − τ∗∂Ωg
und erhält
ey(y, u)w = ay(y, u)w, eu(y, u)v = au(y, u)v.
Als adjungierte Gleichung ergibt sich analog zu (6.29) für λ ∈ Z∗:
ay(y, u)∗λ = −F̂y(y, u) in Y ∗.
Die Beziehung zwischen Steuerung und Lagrange-Multiplikator ist
〈λ, eu(y, u)v〉Z∗,Z = 〈λ, au(y, u)〉Z∗,Z = −F̂u(y, u)v f.a. v ∈ U.
Wir betrachten als Beispiel eine Gleichung in Divergenzform.
Beispiel 6.15 In der Gleichung
−div (A · ∇y) = f in Ω
mit homogenen Dirichlet-Randbedingungen soll A ∈ U ⊂ C1(Ω, Rd×d) so bestimmt werden, dass
eine Kostenfunktion F (A) = F̂ (y, A) minimiert wird. Die Matrixfunktion A spielt hier also die
Rolle der Steuerung u. Mit Y = Φ = H10 (Ω) erhalten wir nach partieller Integration die schwache
Formulierung
〈a(y, A), φ〉Φ∗,Φ := (A · ∇y,∇φ)Ω = (f, φ)Ω f.a. φ ∈ H10 (Ω)
Diese Gleichung hat unter gewissen Voraussetzungen an A (z.B. Elliptizität) eine eindeutige
Lösung. Hier gilt
〈ay(y, A)w, φ〉Φ∗,Φ = (A · ∇w,∇φ)Ω, w, φ ∈ H10 (Ω)
〈au(y, A)V, φ〉Φ∗,Φ = (V · ∇y,∇φ)Ω, V ∈ U, φ ∈ H10 (Ω).
Die adjungierte Gleichung lautet nun
〈ay(y, A)∗λ, w〉Y ∗,Y = (A∗ · ∇λ,∇w)Ω = −F̂y(y, u)w f.a. w ∈ Y = H10 (Ω)
bzw. als Differentialgleichung geschrieben
−div (A∗ · ∇λ) = −F̂y(y, u) in Ω,
ebenfalls mit homogenen Dirichlet-Randbedingungen. Die Beziehung zwischen Steuerung und Mul-
tiplikator ist gegeben durch
〈λ, au(y, A)V 〉Z∗,Z = (V · ∇y,∇λ)Ω = −F̂u(y, u)V f.a. V ∈ U.
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Wählt man (6.26) als Nebenbedingung im Optimalsteuerproblem, so erhält man

















Damit lautet die adjungierte Gleichung wie (6.31) mit partiellen Ableitungen ay, by statt a′, b′.
Die zweite Gleichung des Optimalitätssystems ist gegeben durch
〈λ1, au(y)v〉Z∗1 ,Z1 + 〈λ2, bu(y)v〉Z∗2 ,Z2 = 〈au(y)
∗λ1 + bu(y)∗λ2, w〉Y ∗,Y = F̂u(y, u)v
f.a. v ∈ U . Analog zu den Überlegungen bei der Randsteuerung auf S. 74 kann man ggfs. auch
hier mit nur einem auf Ω definerten Multiplikator λ := λ1 ∈ Z∗ := Z∗1 arbeiten und λ2 aus dessen
Randwerten berechnen.
6.4.3 Gebietsoptimierungsprobleme
Gebietsoptimierungsprobleme sind Aufgaben, bei denen die Form des Gebietes, auf dem eine
(Differential-)Gleichung gegeben ist, variabel ist und als Steuerungsgröße oder Optimierungspara-
meter auftritt. Bei Tragflügeln bestimmt z.B. die geometrische Form Eigenschaften wie Auftrieb
und Widerstand. Das gleiche gilt für die Form von Fahrzeugen. Bei Gebäuden beeinflusst die
Form die Windstabilität, bei Maschinenteilen wie z.B. Turbinenschaufeln den Wirkungsgrad. In
der Mechanik sind Belastungsfähigkeit und Steifigkeit abhängig von der Geometrie der Bauteile.
In der elliptischen Gleichung (6.19) gilt dann Ω = Ω(u), und in ihrer schwachen Formulie-
rung hängen Lösungsraum Y und Testraum Φ vom Steuerparameter ab. Damit sind die Ope-
ratorgleichungen (6.25) bzw. (6.26) in Φ(u)∗ formuliert. Dies stellt eine wesentliche theoretische
Herausforderung dar, da eine Transformation auf ein Problem in festen, d.h. vom Parameter u
unabhängigen Räumen, notwendig ist. Damit zusammen hängt eine geeignete Beschreibung der
Gebiets- bzw. Randvariation. Zur Lösung werden verschiedene Ansätze verfolgt, von denen wir
hier einige skizzieren.
Ω
Abbildung 6.1: Beispiel für ein fik-
tives Gebiet (Rechteck) Ω̂.
In [Pir84, Chapter 5] etwa werden Gebietsoptimierungspro-
bleme auf Randsteuerungsprobleme zurückgeführt, indem aus
der Randbedingung und der Parametrisierung von ∂Ω(u) eine
Bedingung auf einem festen Referenzrand ∂Ω0 hergeleitet wird.
Je nach Wahl von u und damit Lage von ∂Ω0 ergeben sich ver-
schiedene Werte des Zustandes y auf ∂Ω0. Diese benutzt man als
Steuervariable u0 des Problems auf dem festen Gebiet Ω0. Hat
man ein ”optimales” u0 gefunden, so berechnet man die Lage
von ∂Ω(u), bei denen der Zustand y die Gleichung y|∂Ω0 = u0
(näherungsweise) erfüllt (sog. Injection boundary conditions, s.
auch [MP01, 5.3.3]).
Zwei weitere Ansätze zur Transformation von Gebietsopti-
mierungsproblemen beschreiben wir ausführlicher in den folgen-
den Abschnitten.
Einbettungsverfahren
Beim Einbettungsverfahren werden die zulässigen Gebiete Ω(u)
in ein sog. fiktives Gebiet Ω̂ eingebettet. Es gilt also Ω(u) ⊂ Ω̂ f.a. u ∈ Uad, vgl. Abb. 6.1.
Auf Ω̂ wird die Differentialgleichung formuliert und die vormalige Randbedingung B(y) = g als
Nebenbedingung mitgeführt, die durch eine zusätzliche Variable realisiert wird. Für elliptische
Gleichung, deren Lösung Minimum eines quadratischen Funktionals ist, wird die Bedeutung dieser
Variable schnell klar, wie das folgende Beispiel aus [Sla00],[Sla98] zeigt.
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Beispiel 6.16 Wir betrachten die Stokes-Gleichungen, die z.B. die Strömung eines extrem zähen
Fluides approximativ beschreiben. Der Geometrieparameter wird hier mit γ bezeichnet, und es sei
Ωγ := Ω(γ). Wir setzen ∂Ωγ ∩ ∂Ω̂ = ∅ wie in Abb. 6.1 voraus. Die schwache Formulierung der
Gleichungen bei homogenen Dirichlet-Randwerten lautet: Bestimme das Paar aus Geschwindig-
keitsvektor und Druck y = (u, p) ∈ Y = H10 (Ωγ)2 × L20(Ωγ) als Lösung von
ν(∇u,∇v)Ωγ − (p, div v)Ωγ = (f, v)Ωγ f.a. v ∈ H10 (Ωγ)2
−(div u, q)Ωγ = 0 f.a. q ∈ L20(Ωγ).
(6.32)
Dieses System lässt sich in der Form (6.25) als
a(y) = a(u, p) = f in Φ∗(6.33)
mit Φ1 = H10 (Ωγ)
2 × L20(Ωγ) schreiben, wobei der Operator a : Y → Φ∗ durch
〈a(u, p), (v, q)〉Φ∗1 ,Φ1 := ν(∇u,∇v)Ωγ − (p, div v)Ωγ − (div u, q)Ωγ(6.34)
definiert ist. Die Geschwindigkeit u ist Minimum der Funktion
G : H10 (Ωγ)
2 → R, G(v) := ν
2
(∇v,∇v)Ωγ − (f, v)Ωγ
unter der Nebenbedingung der Divergenzfreiheit. Der Druck p ist der zugehörige Multiplikator und
(6.32) die notwendige Bedingung für einen Sattelpunkt der Lagrange-Funktion
L : H10 (Ωγ)
2 × L20(Ωγ) → R, L(v, p) := G(v)− (p, div v)Ωγ
Wir betrachten G auf H10 (Ω̂)
2 und stellen v|∂Ωγ = 0 als zweite Nebenbedingung. Die modifizierte
Lagrange-Funktion ist
L̂ : H10 (Ω̂)
2 × L20(Ω̂)× L2(∂Ωγ)2 → R, L̂(v̂, p̂) := G(v̂)− (p̂, div v̂)Ω̂ − (µ, v̂)∂Ω
und ein Sattelpunkt ŷ = (û, p̂, µ) ∈ Ŷ = H10 (Ω̂)2 × L20(Ω̂)× L2(∂Ωγ)2 ist Lösung von
ν(∇û,∇v̂)Ω̂ − (p̂, div v̂)Ω̂ − (µ, v̂)∂Ωγ = (f̂ , v̂)Ω̂ f.a. v̂ ∈ H10 (Ω̂)2
−(div û, q̂)Ω̂ = 0 f.a. q̂ ∈ L20(Ω̂)
û = 0 auf ∂Ωγ .
(6.35)
Je nachdem, in welchem Raum man die Bedingung u|∂Ω = 0 auffasst, kann der Lagrange-Multiplikator
µ auch in H∗γ mit Hγ = τγ(H
1
0 (Ω̂)
2) = τ∂Ωγ (H
1(Ωγ)2) = H1/2(∂Ωγ)2 bestimmt werden, wobei τγ
den (inneren) Spuroperator von Ω̂ auf ∂Ωγ bezeichnet. Dann kann man zeigen, dass sich µ auf
Φ2 = L2(∂Ωγ)2 fortsetzen lässt, damit gilt auch hier Ŷ = Φ = Φ1 × Φ2. Die Funktion f̂ ist eine
geeignete Fortsetzung von f auf Ω̂, die von γ abhängen kann. Das System (6.35) können wir analog
zu (6.26) als
â(ŷ) := a(û, p̂)− τ̂∗γ µ = f̂ in Φ∗1
b̂(ŷ) := τγ û = 0 in Φ∗2,
(6.36)
schreiben. Dabei ist b̂ : Ŷ → Φ∗2 und a : Ŷ → Φ∗1 ist analog zu (6.34) definiert, wobei die Skalar-
produkte über Ω̂ berechnet werden. Außerdem bezeichnet τ̂∗γ : Φ2 → Φ∗1 den Operator
〈τ̂∗γ µ, (v̂, q̂)〉Φ∗1 ,Φ1 := 〈µ, τγv〉Φ∗2 ,Φ2 .
Eine ähnliche Struktur ergibt sich für die Laplace-Gleichung, wobei der Druck entfällt, vgl. [KP98].
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Eine solche Interpretation der Lösung der Zustandsgleichung als Minimalstelle eines Funktionals
ist nicht für jede Gleichung möglich. Dennoch kann formal ein System analog zu (6.35) bzw.
(6.36) mit dem Zusatzterm für µ aufgestellt werden. Für inhomogene Dirichlet-Randwerte ist die
Übertragung leicht möglich, das gleiche gilt für den Fall ∂Ω(u) ∩ ∂Ω̂ 6= ∅, vgl. Beispiel 2.5 auf S.
8. Bei anderen Randoperatoren B sind die Existenz des Spuroperators und die Relation zwischen
B(Y ) und dem Testraum Φ zu klären. Der Lagrange-Multiplikator µ ist dann aus B(Y )∗. Das
Entscheidende ist, die Äquivalenz der Operatorgleichung (6.33) auf Ω(u) zu (6.36) in dem Sinne
zu zeigen, dass die Einschränkung der Lösung ŷ von (6.36) auf Ω(u) das ursprüngliche Problem
(6.33) löst.
Die Abhängigkeit vom Steuerparameter in (6.36) ist nun noch in den Operatoren â, b̂, dem
Raum für den Lagrange-Multiplikator µ und dem Testraum Φ2, und ggfs. in der rechten Seite f
vorhanden, man hat also (ŷ, µ) ∈ Ŷ (u) als Lösung von
a(ŷ) + τ∗∂Ω(u)µ = f(u) in Φ
∗
1
τ∂Ω(u)ŷ = g(u) in Φ2(u)∗,
(6.37)
wobei wir eine Inhomogenität in der zweiten Gleichung zugelassen haben. Die Steuergröße u kann
aus den Funktionenräumen vollkommen eliminiert werden, wenn man den variablen Rand von Ω(u)
auf seine Parameterbereiche I transformiert, was bei der normalerweise vorausgesetzten Glattheit
(z.B. Lipschitz-Rand) per Definition möglich ist. Die Kontrollparameter sind dann die Funktionen
ui, die den Rand parametrisieren. Wir skizzieren hier die Vorgehensweise: Wir transformieren alle
Randterme über ∂Ω(u) auf I, d.h. führen eine Abbildung (vgl. [Sla98, I.5.4.1])
I(u) : I → ∂Ω(u), u ∈ Uad,
ein. Die entsprechende Transformation des Spuroperators lautet
T (u) := I(u)−1 ◦ τ∂Ω(u) : H1(Ω̂) → I, T (u)ŷ := ŷ(I(u)(s)), s ∈ I,
und es gilt
(µ, v)∂Ω(u) = (I(u)−1µ, T (u)v)I = (µ̂, v)Ω
mit µ̂(u) := T (u)∗I(u)−1µ. Analog kann die zweite Gleichung in (6.36) in L2(∂Ω(u)) geschrieben
und auf I transformiert werden. Damit sind in (6.37) die Räume Y und Φ2 unabhängig von der
Steuergröße u und man erhält, wenn man (ŷ, µ̂) wieder zu einer Größe y zusammenfasst, das
System
a(y) = a1(y) + a2(y, u) = f(u) in Φ∗1
b(y, u) = g(u) in Φ∗2.
Wir betonen noch einmal, dass diese Rechnungen zunächst rein formal sind, besonders wenn sie
sich auf einen allgemeinen Randoperator B beziehen. Als Endergebnis erhalten wir ein Problem, in
dem die Steuerung in der rechten Seite der Gleichung und in den Spuroperatoren, nicht jedoch im
Differentialoperator a1 auftritt. Für eine allgemeinere Wahl von B bleiben die von u abhängigen
Operatoren die von B stammenden Randoperatoren b und a2. Diese sind bei einer Diskretisierung
von niedrigerer Dimension. Dies sind die wesentlichen Vorteile der Einbettungsmethode verglichen
mit Transformationsmethoden, wie wir sie im nächsten Abschnitt vorstellen.
Das Problem kann nun im Prinzip wie in den letzten beiden Abschnitten behandelt werden. An-
dererseits kann man die adjungierte Gleichung direkt aus (6.33) herleiten. Ableitung der Lagrange-
Funktion
L(y, u, λ) = F̂ (y, u) + 〈λ, a(y)− f〉Z(u)∗,Z(u)
nach y und Nullsetzen ergibt die adjungierte Gleichung
〈λ, a′(y)v〉Z(u)∗,Z(u) = −F̂y(y, u)v f.a. v ∈ Y (u)
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bzw.
a′(y)∗λ = −F̂y(y, u) in Y (u)∗.
Für diese Gleichung kann man nun ebenfalls eine äquivalente Version auf dem fiktiven Gebiet
Ω̂ herleiten, in der eine zusätzliche Variable χ auftritt, das Analogon zu µ in (6.37). Wesentlich
schwieriger ist die Ableitung der Lagrange-Funktion nach der Steuervariable u, da diese in den
Funktionenräumen auftritt. Man kann zeigen (vgl. [Sla04b] und [KP98],[Sla00],[Sla03]), dass im
Fall B = τ∂Ω(u) die Ableitung der Kostenfunktion nach der Gebietsvariation durch µ und χ
charakterisierbar ist. Wir beschreiben dies an Hand von Beispiel 2.5, vgl. S. 8.
Beispiel 6.17 Wir verwenden die Bezeichnungen aus Beispiel 2.5, d.h. der Steuerparameter u,
der die Gebietsform beschreibt, heißt wieder γ. Gesucht ist der Minimalpunkt γ ∈ S einer Funktion
F = F (γ) := F̂ (y), wobei y := y(γ) ∈ H10 (Ωγ) Lösung der Gleichung
(2.6) (∇y,∇φ)Ωγ + (αy, φ)Ωγ + (β(y), φ)Ωγ = (f, φ)Ωγ f.a. φ ∈ H10 (Ωγ)
ist. Diese Gleichung kann man im Funktionenraum als
a(y) := −4y + αy + β(y) = f in H−1(Ωγ)
formulieren. In Beispiel 2.5 haben wir die zu (2.6) äquivalente Formulierung auf Ω̂ bereits vorge-
stellt: Bestimme (ŷ, µ) ∈ H10 (Ω̂)×H∗γ als Lösung von
(∇ŷ,∇φ)Ω̂ + (αŷ, φ)Ω̂ + (β(ŷ), φ)Ω̂ − 〈µ, τγφ〉H∗γ ,Hγ = (fγ , φ)Ω̂ f.a. φ ∈ H
1
0 (Ω̂)
(2.7) ŷ = 0 auf Γγ .
Hier wird fγ als die triviale Fortsetzung von f auf Ω̂ gewählt. Die adjungierte Gleichung lautet:
Finde λ ∈ H10 (Ωγ) so, dass
(∇λ,∇v)Ωγ + ((α + β′(y))λ, v)Ωγ = −F̂y(y, γ)v f.a. v ∈ H10 (Ωγ).
Ihre Fictitious Domain-Formulierung lässt sich analog zu oben herleiten: Finde (λ̂, χ) ∈ H10 (Ω̂)×Hγ
so, dass
(∇λ̂,∇v)Ω̂ + ((α + β′(y))λ̂, v̂)Ω̂ − 〈χ, τγv〉H∗γ ,Hγ = −F̂y(y, γ)v|Ωγ f.a. v̂ ∈ H
1
0 (Ω̂)
λ̂γ = 0 auf Γγ .




µ(x, γ(x))χ(x, γ(x))γ̄(x) dx.
Sie ist in [Sla04b, Theorem 7.5] bewiesen. Dabei ist γ̄ eine zulässige Richtung und I der Parame-
terbereich von γ, γ̄, die als Graph definiert sind.
Für die Praxis ist entscheidend, dass für Ω(u) ⊂ Rd die Berechnung der Ableitung nur die Aus-
wertung eines (d− 1)-dimensionalen Integrals erfordert. Eine Auswertung von Normalenableitun-
gen der primalen und adjungierten Variablen y, λ ist nicht nötig, da diese gewissermaßen in den
zusätzlichen Größen µ, χ enthalten ist. Hierzu sind die Fortsetzung f̂ = 0 auf Ω̂ \ Ω(u) und die
Randbedingung By = τ∂Ω(u)y mit g = 0 essenziell.
Transformation auf ein Referenzgebiet
Alternativ zur Einbettung kann man Ω(u) auf ein Referenzgebiet Ω0 transformieren (Method of
mapping, s. z.B. [BFCLS97]) oder als (gewissermaßen zeitliche) Verformung eines Ausgangsgebiet
betrachten (Speed method, s. [SZ92]). Da die Differentialoperatoren ebenfalls transformiert werden
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Abbildung 6.2: Hochauftriebskonfiguration, oben: Niveaulinien der Machzahl, unten: Teil des Gitters
(generiert von B. Mohammadi).
müssen, sind in den Operatorgleichungen (6.25) oder (6.26) alle Operatoren a, b und die Inhomo-
genitäten f, g von der Steuerung abhängig, und im Gegensatz zum Einbettungsverfahren auch die
Differentialoperatoren in a.
Das Steuerung über die Gebietsform ist damit wieder auf eine Steuerung in den Operato-
ren und der Inhomogenität der Gleichung zurückgeführt worden. Im Prinzip stellt jede Finite-
Element-Diskretisierung eine solche Transformation dar. Bei FEM-Verfahren werden die Opera-
toren (Masse-, Steifigkeitsmatrizen etc.) nach der Gittergenerierung auf einem lokalen Referenz-
element berechnet, die sich ergebenden Einträge auf die realen Elemente transformiert, und der
Operator für das Gesamtgebiet aus diesen zusammengesetzt. Für verschiedene Gebiete Ω(u) erge-
ben sich damit auch verschiedene Operatoren A(u), B(u) und Inhomogenitäten f(u). Die Ableitung
nach den Parametern u, die die Gebietsform beschreiben, kann effektiv über AD berechnet werden.
Das gleiche ist möglich, wenn bereits ein Gitter vorliegt und dieses ganz oder teilweise verändert
wird, wie es im folgenden Beispiel aus [Sla01] der Fall ist.
Beispiel 6.18 Beim Starten und Landen von Flugzeugen muss bei relativ niedriger Geschwindig-
keit trotzdem genügend Auftrieb erzeugt werden. Bei den verwendeten Tragflügeln wird das durch
Ausfahren und Anstellen von Zusatzflügelprofilen (Flaps) erreicht, die beweglich am Hauptprofil
angebracht sind, und deren Position (Winkel, Abstand) zu diesem veränderbar ist, vgl. Abb. 6.2.
Die Form der Flaps an sich ist fest gegeben. Mathematisch erhält man ein Gebietsoptimierungspro-
blem für die Navier-Stokes- oder Euler-Gleichungen. Für die beschriebene Fragestellung ist nur der





p ηΓ(u) · tin ds, L(p, u) :=
∫
Γ(u)
p ηΓ(u) · ηin ds,
auf (ηΓ(u): Normalenvektor am Rand, ηin, tin: Normalen- bzw. Tangentialvektor der Anströmung).
Beide werden mit dem gewünschten Auftrieb Ld in der Kostenfunktion
F̂ (y, u) = D(p, u) + β(L(p, u)− Ld), β ≥ 0,
benötigt. Die Menge Γ(u) ⊂ ∂Ω(u) bezeichnet hier die Ränder der vier Teilprofile. Da vor allem
im 3-D-Fall die Gittergenerierung extrem aufwändig ist, wurde zur Untersuchung der Abhängig-
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Abbildung 6.3: Gitter bei um γ = ±5◦ um die Hinterkante gedrehtem vorderen Flap.
keit von Auftrieb und Widerstand vom Winkel einer oder mehrerer Flaps lediglich ein Teil des
Gitters gedreht (hier zum Test in zwei Raumdimensionen), wobei auf die Regularität des Git-
ters geachtet werden muss. Die genaue Vorgehensweise findet man in [Sla01]. Der Vorteil ist,
dass keine zusätzlichen Knoten erzeugt werden und keine wegfallen, was bei einer Neugenerie-
rung des Gitters schwer ausgeschlossen werden kann. Die Gittertransformation ist differenzierbar
bezüglich des Parameter, d.h. des Drehwinkels. Zwei gedrehte Gitter zeigt Abb. 6.3. Die Berech-
nungen in [Sla01] wurden mit dem Löser Nsc2ke, s. auch [MP01] durchgeführt. Dieses Programm
erlaubt die Lösung der Navier-Stokes-Gleichungen mit und ohne Turbulenzmodellierung sowie der
Euler-Gleichungen. Für alle diese drei Konfigurationen lässt sich mit AD in bequemer Weise Ab-
leitungscode erzeugen. Eine Berechnung der Ableitung über eine analytisch hergeleitete und dann
diskretisierte adjungierte Gleichung würde für jeden der drei Fälle eine Analysis und zumindest
teilweise verschiedene Implementierungen bedeuten. In [Sla01] wurde mit Adifor gearbeitet, der
selbe Code wurde darüber hinaus in [GKS04] mit Taf differenziert.
6.5 Optimalsteuerung bei parabolischen Differentialgleichungen
Optimalsteuerprobleme bei parabolischen Gleichungen sind gewissermaßen eine Kombination der
in den letzten zwei Abschnitten behandelten Probleme. Die Theorie der Gleichungen ist wesentlich
komplexer. Darüber hinaus gibt es vielfältige Art der Steuerungsmöglichkeiten und der Kosten-
funktionen. Wir werden dieses Thema deswegen hier nur kurz behandeln, einen Überblick über
die Gestalt der Optimalitätssysteme und der dafür charakteristischen Eigenschaften geben. Am
Ende stellen wir eine Methode vor, die ein parabolisches Steuerungsproblem auf eine Folge von
elliptischen Problemen zurückführt.
Wir betrachten Rand-Anfangswertaufgaben der Form
yt + A(y) = f in Q := Ω× (0, T )
B(y) = 0 auf Σ := ∂Ω× (0, T )
y(0) = y0 in Ω,
(6.38)
Die Steuerung kann wie bei einem elliptischen Problem erfolgen, vgl. S. 69, wobei die dort auftre-
tenden Funktion selbst zeitabhängig sein können. Zusätzlich besteht die Möglichkeit der Steuerung
über die Anfangswerte. Eine typische Kostenfunktion hat die Form













F4(y(T )) dx + F5(u).
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Dabei können natürlich einige Terme wegfallen, z.B. entweder am Rand oder im Inneren gemessen
werden oder nur der Endwert an der Stelle t = T interessant sein.
Wir leiten zunächst die schwache Formulierung eines parabolischen Problems her. Dabei gibt es
im Prinzip zwei Möglichkeiten, nämlich nur über das Gebiet Ω zu integrieren oder über den gesam-
ten Raum-Zeit-Zylinder Q. Für die Lösung der Gleichung benutzt man meist die erste Variante:
Finde y ∈ Y = Y (Ω) mit




(y, φ)Ω + (A(y), φ)Ω + (B(y), φ)∂Ω = (f, φ)Ω f. a. φ ∈ Φ, t ∈ (0, T )
zusätzlich zur Anfangsbedingung in (6.38). Für den Testraum gilt Φ = Φ(Ω). In der zweiten
Variante sucht man y ∈ Y = Y (Q) mit
(yt, φ)Q + (A(y), φ)Q + (B(y), φ)Σ = (f, φ)Q f. a. φ ∈ Φ,
mit Φ = Φ(Q). Weniger Regularität in Bezug auf die Zeit t erfordert die Formulierung
−(y, φt)Q + (A(y), φ)Q + (B(y), φ)Σ = (f, φ)Q f. a. φ ∈ Φ,
















auf die Testfunktion verlagert wird. Durch geeignete Wahl des Testraums (mit φ(T ) = 0, φ(0) 6= 0)
kann das vorletzte Integral eliminiert und im letzten die Anfangsbedingung mit in die schwache
Formulierung eingebaut werden. Eventuell wird dann auch im Ort eine partielle Integration analog
zu einer elliptischen Gleichung durchgeführt.
Beide schwachen Formulierungen kann man wieder in Operatorform schreiben. Betrachtet man
ein Steuerproblem für eine parabolische Gleichung rein formal analog zu dem für ein Anfangs-
wertproblem einer gewöhnlichen Differentialgleichung, so erkennt man die Grundstruktur der ad-
jungierten Gleichung, die wie in (6.17) aus einer linearisierten (jetzt parabolischen partiellen) Dif-
ferentialgleichung und einer Endbedingung für den Lagrange-Multipikator besteht. Damit setzt
sich das Optimalitätssystem zusammen aus dem Anfangswertproblem für die Zustandsgleichung,
dem ”End”-Wertproblem für den Lagrange-Multiplikator und einer weiteren Beziehung zwischen
letzterem und der Steuerung. Die Problematik liegt dabei in der Tatsache, dass für die zeitlich
rückwärts erfolgende Berechnung des Lagrange-Multiplikators der Zustand im gesamten Intervall
(0, T ) bekannt sein muss, da er in der rechten Seite (oder Randbedingung) der adjungierten Glei-
chung auftritt, vgl. (6.17). Dies erfordert eine Speicherung oder Wiederberechnung der gesamten
diskretisierten Zustandstrajektorie y(tj). Diese Beobachtung ist analog zu dem in Abschnitt 3.2.4
für den AD-Rückwärtsmodus auftretenden Problem. Das in Abschnitt 3.6.2 vorgestellte Check-
pointing hat auch hier seine Bedeutung, vgl. z.B. [HW02].
6.5.1 Instantane Kontrolle
Wie gerade betont, kann die Lösung eines Optimalsteuerproblems bei parabolischen Gleichungen
extrem rechen- oder speicherintensiv sein. Die Untersuchung von suboptimalen Methoden ist daher
von großer Bedeutung in der Anwendung. Eine dieser Methoden präsentieren wir hier. Die Idee
der instantanen Kontrolle ist, das zeitabhängige Problem als eine Folge stationärer Probleme zu
diskreten Zeitschritten zu sehen, diese zu lösen und die daraus berechnete zeitdiskrete Steuerfunk-
tion als Approximation der optimalen Steuerung zu benutzen. Die Rechen- und Speicherersparnis
ist offensichtlich. Zusätzlich kann man die Anzahl der Optimierungsschritte in jedem Zeitschritt
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begrenzen. Für Anwendungen in der Strömungsmechanik wurden in [Hin00] gute Approximations-
eigenschaften gezeigt. Wir beschreiben die grundlegende Vorgehensweise und geben ein Beispiel
aus [HS03]. Eine Zeitdiskretisierung von (6.38) an den Punkten
0 = t0 < . . . < tj−1 < tj−1 + τj = tj < . . . < tN = T
führt auf eine Folge von Randwertproblemen der Form
Aj(yj+1) = fj + g(yj) in Ω
B(yj+1) = 0 auf ∂Ω
}
j = 0, 1, . . . , N − 1,(6.39)
wobei yj := y(tj) ∈ Ỹ (Ω) und fj = f(tj) ∈ Z̃(Ω) mit geeigneten Räumen Ỹ , Z̃ seien. Beim
impliziten Euler-Verfahren ergibt sich etwa
yj+1 + τjA(yj+1) = τjf(tj) + yj in Ω
B(yj+1) = 0 auf ∂Ω
}
j = 0, 1, . . . , N − 1,
also Aj = I+τjA, fj = τjf(tj) und g(yj) = yj . Hat A = Alin+Anonlin einen additiven nichtlinearen
Anteil Anonlin, so kann dieser als −Anonlin(yj) auf die rechte Seite zu g geschrieben werden, und
man erhält ein lineares Problem für die Unbekannte yj+1. Die Kostenfunktion diskretisieren wir
ebenfalls in geeigneter Weise, etwa als





, j = 1, . . . , N − 1
F̂N (yN , uN ) := τN
(∫
Ω
F1(yN )dx + F3(uN )
)
+ F2(yN ).
Wir lösen die Folge von Steuerproblemen
min
uj+1∈Ũ
F̂j+1(y, uj+1) bei (6.39), j = 0, . . . , N − 1(6.40)
in einem geeignet gewählten Raum Ũ(Ω). Diese Folge von Problemen kann jetzt z.B. bei verteilter
Steuerung mit den Steuerungsgrößen ui = τifi numerisch behandelt werden. Die Approximations-
folge wird als zeitdiskrete Approximation ui ≈ u(ti) an eine optimale Steuerung u interpretiert. In
[HS03] wird diese Methode auf die Navier-Stokes-Gleichungen angewandt und in jedem Zeitschritt
nur ein Gradientenschritt zur Lösung von (6.40) verwendet. Die benötigten Gradienten wurden
sowohl über die adjungierte Gleichung, als auch algorithmisch im Reverse Mode berechnet, vgl.
das folgende Beispiel.
Beispiel 6.19 Bei den instationären Navier-Stokes-Gleichungen (4.2), vgl. Beispiel 4.3 auf S. 45,
soll mit verteilter Steuerung die Kostenfunktion






‖f‖2L2(Q)2 , α > 0,
mit z ∈ L2((0, T ), V ) minimiert werden. Eine Zeitdiskretisierung mit dem impliziten Euler-Verfahren
und äquidistanter Zeitschrittweite τ , führt auf ein System der Form
(I − ν4)uj+1 + τ∇pj+1 = uj + τbj + τfj+1 in Ω
div uj+1 = 0 in Ω
uj+1 = 0 auf ∂Ω
(6.41)
für j = 0, . . . , N − 1 und den Zustand yj+1 := (uj+1, pj+1) ∈ H10 (Ω)× L20(Ω) =: Ỹ . Hier wird der
gesamte nichtlineare konvektive Term bj := uj · ∇uj explizit behandelt. Die Steuerung erfolgt über








mit zj := z(tj) ∈ V (vgl. S. 85). Der Algorithmus der instantanen Kontrolle lautet dann:
83
1. Setze Anfangswert u0, j = 0, t0 = 0.
2. Wähle f (0)j (z.B. f
(0)





3. Wähle Schrittweite ρ, setze fj+1 = f
(0)
j − ρg und löse (6.41).
4. Setze tj+1 = tj + τ , j = j + 1.
5. Wenn tj < T gehe zu Schritt 2.
Die optimale Schrittweite ρ kann hier sogar explizit angegeben werden, vgl. [HS03]. Zu den Details
der Gradientenberechnung in Schritt 2 über AD und die diskretisierte adjungierte Gleichung s. die
Beispiele 3.3, 3.4, 3.12 und 3.13.
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A Symbolverzeichnis
Im folgenden seien X, Y normierte Räume.
B(x, r) offene Kugel um x mit Radius r
X ∼= Y Räume sind isomorph
Xn := X × · · · ×X (n-fach)
L(X, Y ) Menge der beschränkten linearen Abbildungen A : X → Y
X∗ := L(X, R), Dualraum von X
〈x∗, x〉X∗,X duale Paarung zwischen X∗ und X
(X∗)n := (Xn)∗
(·, ·)X Inneres Produkt im Hilbertraum X
ker A Kern der linearen Abbildung A
Lp(Ω) p-fach Lebesgue-integrierbare Funktionen f : Rd ⊃ Ω → R
W k,p(Ω) Sobolev-Raum der Funktionen mit schwachen Ableitungen
(bis zur Ordnung k) im Lp(Ω)
W k,p0 (Ω) := {f ∈ W k,p(Ω) : f |∂Ω = 0}
W 0,p(Ω) :=Lp(Ω)
Hk(Ω) := W k,2(Ω)





00 (Γ) := {g ∈ L2(Γ) : ∃u ∈ H1(Ω), u|Γ = g, u|∂Ω\Γ = 0} ⊂ H1/2(Γ)
für Γ ⊂ ∂Ω
τ∂Ω Spuroperator τ∂Ω : Hk(Ω) → Hk−
1
2 (∂Ω), τ∂Ωu := u|∂Ω
τγ = τ∂Ωγ Spuroperator auf ∂Ωγ bei Gebietsoptimierungsproblemen
η äußerer Normalenvektor




q ∈ L2(Ω) :
∫
Ω
q dx = 0
}
∼= L2(Ω)/R
Vp :={u ∈ W 1,p0 (Ω)n : div u = 0 in Ω}
V := V2
u · v :=
n∑
i=1
uivi, euklidisches Skalarprodukt im Rn






∈ Rn, inneres Produkt in Rn × Rn×n
U : V :=
n∑
i,j=1






















u(x) · v(x)dx, inneres Produkt im L2(Ω)n
(U, V )Ω :=
∫
Ω
U(x) : V (x) dx, inneres Produkt im L2(Ω)n×n
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