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1. В ведени е
Рассматривается линейная система функционально-разностных уравне-
где х : М —> М™; к Е С(М ,М 7г); м атричная ф ункция г] имеет ограниченную 
вариацию на [—г, 0], г/(0) =  г] (—0) = 0.
Д л я  указанной системв1 изучается начальная задача Коши в простран­
стве непрерв1внв1х функций. Пусть начальный момент to £ начальная 
функция (р Е С([£о — гДо] ,1^”). Функция х Е С ([Д  — г,+оо) , М™) является 
решением начальной задачи Коши, если х (£) =  ср (£) при I Е [Д — гДо] и Для 
нее равенство (1.1) ввшолняется тождественно на полуоси |Д ,+ о о ).
Так как однородная часть системв1 (1.1) стационарна, то далее, без огра­
ничения общности, положим £0 =  0.
Д л я  существования непрервшного решения начальной задачи Коши не­
обходимо, чтобы вбшолнялось условие согласования
Условие (1.2) при заданной функции к наклады вает ограничения на БВ1бор 
начальной функции (р.
Понятие функционально-разностного уравнения обобщает понятие раз­
ностного уравнения с непрервш ивт временем так же, как понятие функци­
онально-дифференциального уравнения обобщает понятие диф ф еренциаль­
но-разностного уравнения. В работе д л я  линейных стационарных систем 
функционально-разностных уравнений установлены условия существования
ний
■о
( 1.1)
0
^7? ($) <р (г?) +  к (0 ). ( 1 .2)
— Г
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и единственности решений начальной задачи Коши в пространстве непре­
рывных функций. Получена формула, даю щ ая аналитическое представле­
ние общего решения изучаемой системы функционально-разностных уравне­
ний. Рассмотрены методы нахождения указанного представления. Получен­
ные результаты  иллюстрирую тся примерами. У казанный круг вопросов ис­
следовался д л я  линейных систем функциона льно-дифференциа льных урав­
нений [1-3]. Д л я  линейных систем разностных уравнений с непрерывным 
временем рассматриваемые проблемы изучались в работах [4-6]. Специаль­
ные решения линейных разностных уравнений с непрерывным временем по­
строены в работе [7]. Д л я  линейных систем разностных уравнений с дис­
кретным временем решения рассматриваемых проблем изложены в работах
2. С ущ ествование и единственность реш ения  
начальной задачи К ош и
Решение начальной задачи Коши д л я  системы функционально-разност­
ных уравнений с заданной начальной функцией (р удовлетворяет уравнению
Т еор ем а  2 .1 . Пусть к и (р — непрерывные вектор-функции, выполнено 
условие согласования (1.2), матричная функция у имеет ограниченную ва­
риацию на [—г, 0] у ?|(0) =  у ( —0) =  0. Тогда начальная задача Коши для 
уравнения (1.1) имеет единственное непрерывное решение .
Д ок азател ь ств о . Пусть
Тогда ф ункция х 9 (t) = <р (t) при t Е [—^ ,0] и x ^ ( t )  =  х (t) при t > 0 
принадлежит пространству С ([—г,+оо) , М™). Д л я  любого Т  > 0 и любых 
Д £ [0)^1 имеем
\Ь (х) (Н) -  L (х) (t2)\ < var ??($) max \х9 (t2 + #) -  х 9 (П +  Ф) | .
#£[—г,0] #£[— г,0]
бб
[8,9].
х (t) = L  (ж) (£) , t > 0, (2 .1)
где оператор L  определяется формулами
J_r (^) ^  б  +  +  f - t  d#7) (fi) X (t + fi) + h ( t ) , 0 < t < r,
/ ° r d#V (&) x (t + &) + h (t) , r < t < oo.
(2 .2)
x  £ Д (o) ([°! + °°)  !IK") =  { x  : i  £ C([0, +oo) , R ”) , x  (0) =  tp (0)} .
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Из равномерной непрерывности функции х 9 на [—г, Т] следует непрерыв­
ность функции Ь (ж) на [0,Т]. Тогда Ь (ж) Е С ([0, +оо) , К ”), Ь (ж) (0) =  <р (0) 
и Ь{х)  Е Одо) ([0?+°°) , М”)* Оператор Ь является вольтерровым по Тихо­
нову [10]. Поэтому можно ввести д л я  него сужение на отрезок [0,Т] (Т > 0) 
с помощью формулы Ьт (а?) (£) =  !/(# )(£ ), I Е [0,Т]. Здесь д л я  сужения 
функции х  на отрезок [0,Т] мы оставляем то же обозначение. Имеем Ьт : 
С ([0,Т ] ,М 7г) —> С ([0,Т] ,1 ^ ) . На отрезке [0,Т] уравнение (2.1) совпадает с 
уравнением
х (г) =  ь т (ж) ( 0 ,  I е [о, т] . (2.з)
При 0 < Т  < г из (2.2) находим
Ь т ( х ) ^ )  = !  <^ 77 ($) (ж (* +  $ ) - Д о ) )  +  У  (1#Г) ($) (<£> (1 +  7?) -  (/7 (0)) +
+к  (г) -  т? ( - г )  Д о ) , г е  [ о ,т ] ,
или
Ь т (X) (г) =  Ьт (х)  (О +  к  Ц) +  <р (0) , < е  [О, Т] , (2.4)
где
х (*) = х (*) - (0) ,
к(1) = к (О + !  <1#г) (•&) (<Щ +  г?) -  ¥> (0)) -  (1п +  7? ( - г ) )  <р (0) ,
Ьт (х) (£) =  J  (1$г) ($) х (1 +  т?), t € [ 0 , T ] .
Здесь х Е Со ([0,Т] , К ”), /г (0) =  0 и Ьт (2?) (0) =  0. Можно показать, что
/г, Ьт {%) Е С ([0,Т] , Мга). Следовательно, /г, Ьт {%) Е Со ([0,Т] ,М™) и с уче­
том (2.4), уравнение (2.3) преобразуется в уравнение
х (*) =  Ь т (2?) (*) +  к (*) , t £ [0 , Т] , (2.5)
решение которого следует искать в пространстве Со ([0,Т] , М™). Находим
Ьт < яир уат 77 (??) =  уат ??($).
*Е[о,т]^е[-*,о] 1?Е[-Т,0]
Ч и с л о  Т  — Т\ м о ж н о  выбрать так, чтобы уат ??($) < 1 [11, с .197]. Тогда
1?Е[-Т,0]
при Т  — Т\ решение уравнения (2.5) задается формулой [12, с.211]
. -1
( 0 = ( / - г Т1)  (л )  (*), * е [о ,Т 1 ],
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где I  — тождественный оператор, и позволяет определить решение уравне­
ния (1.1) на отрезке [0,7\].
Построим решение уравнения (1.1) на отрезке [7\,Т ] (Т > 7 \) . Уравне­
ние (1.1) на отрезке [7 \,Т ] запишем в следующем виде:
х  (*) =  Ь Т1 (ж) (*), t € [ T 1, T \ ,  (2.6)
где оператор Ьтг : С([Т\ ,Т]  ,11?™) —> С([Т\ ,Т]  , М™). Используя (2.2), находим 
представление оператора Ь^х\
Ь Т1 (х) (£) =  Ь Т1 (ху) (£) +  ку (*) +  X (Ту ) , г £ [Т у ,Т ] ,  
ху (£) =  х  (£) -  х  ( Т ) ,
где
LTl(xy)(t)= f dvr)^ ) ху (t + i?),
J T i - t
hy (t) = h(t) + J d$rj (■#) xpi (t+$)- (In + r? (-r)) x (Ту),
-p i (t — Xyp (t — x (Ti) , $ G [—r,T i — t] , ( E [Ti,T] .
Д л я  уравнения (2.6) повторяем рассуждения, используемню при изучении 
уравнения (2.3). Находим Т  =  Т2, д л я  которого уравнение (2.6) однозначно 
разрешимо. Решение этого уравнения при Т  — Т^ опишем формулой
Ху ( t ) = { l - L T^ j  ( X )  (0  + X ( Т у ) , t e [ T y , T 2\ .
Решение уравнения (1.1) на отрезке [7\,Т2] задается формулой
x ( t ) =  ( / - Z T2) _1 ('hy)  (t) + ( / - L Tl) _1 ( a )  (ТО +  Д О ) .
П родолжая приведеннв1е рассуждения, докаж ем  существование единствен­
ного решения уравнения (1.1) на произвольном отрезке [0,Т] (Т > 0) и по­
строим его. Теорема доказана.
Пусть h G Cm ([0 ,+ 00) ,M™), ip G Cm ([—г, 0] ,M™) и вътнолненът условия 
согласования
Г°
ip^  (0) =  J  d$rj ($) i p ^  ($) +  (0) , 0 < к < т .  (2-7)
Здесь =  ip, =  Л, ip№ (О) (1 < к < т )  — левая к-я производная, 
/г ^ ( 0 )  (1 < к < т )  — правая к-я производная. Если уравнение (1.1) имеет
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решение х  Е С т  ([—г, +оо) , М™), то его к-я  производная является решением 
уравнения
/ * °
2/(0 =  J  (#) у (£ +  #) +  (0  (1 < к < т)  , I > 0, (2.8)
с начальным условием
у (0  =  р ^  (0  (1 < к < т)  , t Е [—г, 0] .
П р е д л о ж е н и е  2 .1 . Пусть к и р  — т раз непрерывно дифференцируемые 
функции, выполнены условия согласования (2.7), матричная функция у име­
ет ограниченную вариацию на [—г, 0] и у (0) =  у (—0) =  0. Тогда существует 
единственное т раз непрерывно дифференцируемое решение системы (1.1).
Д о к а з а т е л ь с т в о . Согласно теореме 2.1 существует единственное непре­
рывное решение т -г о  уравнения (2.8) у — ут (0 , удовлетворяющее началь­
ному условию: ут (0  =  (р(т ) (0  при I Е [—г, 0]. Тогда искомое решение систе­
мы (1.1) определяется формулами
М /"* s т _ 1 га *
(0 — I *“ /  У171 ( г^а) dsmdsm— i ...dsi Т ^ ^
у о Jо , 7_п
v (h) ( о )^  =
klk = 0
(t -  5)m_1 , , , ^  p v  (o)
V } -  {Л 1 ^  V -tk , 0 < t < oo,
f  s) V
-  i  (nt — 1)! Vm W  d‘ +  S ät!k = 0
x (0 =  p  (0 , — r < t < 0.
Предложение доказано.
3. П р е д с т а в л е н и я  р еш ен и й  с т а ц и о н а р н ы х  
ф у н к ц и о н а л ь н о -р а зн о с т н ы х  у р а в н е н и й
Уравнение (2.3) при произвольном А > 0 можно преобразовать к следу­
ющему виду:
х (t) =  (Da x) (t) + (НА р) (t) + hA (t) , t E [0, A] , (3.1)
где p( s )  =  p  (5) -  p  (0), 5 E [ - r ,  0]; x (t) =  x (t) -  p  (0), h (t) =  h (t) -  h (0), 
t E [0, А]; p E Co ([—r, 0] ,K ”); h E C0 ([0, Д] ,R W) при 0 < Д < r.
*0
A,(Ддж) (t) =  J  d$y (#) ж (t +  #) , 0 < t <
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а при А > г
\
(П 7 Н Л - /  А  ^  Н  Д *  +  Д  ° ^ ^ г>
( Л И )  1 Д ^ Ч ( * )  Зг (* +  * ) , г < t < А ,
( И ~Ч (Л _  \  1-г (1?) Ч> (* +  #) -  1 - г Ляп р )  Ч> (0 ), 0 < ; <  г,
( ) ( )  1 ( * ) ? ( * ) ,  г < * < д ,
Я д  : Со ([О, А] , М") -л  С о ([0 ,А ],М п), Н  : Со ([-г , 0] , Ми) -»• С о ([0 ,Д ],М и) 
— линейные непрерывные операторы. Разрешимость уравнения (3.1) связа­
на с существованием оператора ( /  — О д ) -  . Из доказательства теоремв1 2.1 
следует вв1вод.
С л е д с тв и е  3 .1 . При любом А > 0 существует линейный непрерывный 
вольтерровый по Тихонову оператор
( /  -  Я д ) “ 1 : С0 ([0, Д] ,К ”) С0 ([0, Д] ,К " ) .
Решение уравнения (3.1) определяется формулой
(*) =  х $  (*) +  Х 1  (*)» 1 е [о, д ]
где
X$  = (I  -  Я д ) - 1 Я д ? ,
=  ( / - Я д ) “ 1 Д .
Здесь ф ункция 2?-1 является непрерывньтм решением уравнения (1.1) на от­
резке [0, А] с начальной функцией у> — 0 и непрервшной неоднородностью 
к = Ад, удовлетворяющей условию Ад (0) =  0, т. е. Ад Е С"о ([0, А] , М™); 
ф ункция х~  является решением уравнения (1.1) на отрезке [0, А] с непре­
рывной начальной функцией <р — £>, удовлетворяющей условию йр (0) =  0, т. 
е. бр Е Со ([—г, 0] ,М") и неоднородностью А, определяемой формулой А (£) =
4 ° )  =  ~ 1 - г  <1$Г} (&)$(&),  * £ [0, Д ] .
Используя формулу представления линейного непрерывного оператора в 
пространстве непрерывных функций [13, с.55б], запишем
х <р (О =  j  с Я Д з ,  Д) Д з )  , * ё [ 0 ,Д ] ,  (3.2)
(*) =  [  68  (£, 5, А) Ад (5) , * Е [о, А ], (3.3)Х1а
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где T  (t, — г, А) =  О, S  (t, А, А) = 0  при 0 < t < A; sup var T  (t, s, А) < oo,
0<t<A s€[-r,0]
sup var S  (t, s, A) < 00; при любом 0 < А '  < А функции СЛ T  (t, s, A) ds, 
0 < К Д  sG[0,A]
f 0 S  (t, 5, A) ds непрерывны no t на отрезке [0, А].
Так как х ~ , х ~  Е С0 ([0, А] , М™) при любых Е С0 ([—r,0] , М™) и Ад Е
С0 ([0, A] , К ”), то Т  (0, s, А) =  0 и S  (0, s, А) =  0 при s Е [0, А].
Из вольтерровости оператора (I  — О д )-1 и формулв1 (3.3) следует, что
х~ (t) = [  dS (t, s, А) Ад  (5) , t Е [0, А] . (3.4)
Jo
При использовании формулв1 (3.4) считаем, что S  (t, 5, А) =  0 при s E [С А].
Л е м м а  3 .1 . Функции Т  и S не зависят от А.
Д о к а з а т е л ь с т в о . Д л я  А ' > А (t) =  2?~(t), 2 ^  (t) =  х~ (t) при t Е
/_
[0, А], если Ад/ =  Ад при t Е [0, А]. Следовательно, 
ро
d (Т (С 5, А) -  Т  (С 5, А '))  <? (5) =  0, 
f  d (S (С 5, А) — 5  (с 5, А 7)) Ад (5) =  0 
Jo 
при любых Е С0 ([—г, 0] , К ”), Ад Е С0 ([0, А] , М™). Тогда T ( t ,  s, А) =  
Т  (С 5, А 7) =  Т  (С 5) при 5 Е [—г, 0], t Е [0, А]; 5  (t, s, Д) =  5  (t, s, Д ') =  5  (£, 5) 
при 5 Е [ОД], t Е [0, Д]. Л емма доказана.
Так как функции Т  и 5  не зависят от выбора отрезка [0, Д ], то мож­
но найти решения х ^  и хр уравнения (1.1) на полуоси [0,оо). Решение х ^  
уравнения (1.1) с непрерывной начальной функцией р — р , удовлетворя­
ющей условию р  (0) =  0, и неоднородностью А, определяемой формулой 
h( t)  — h (0) =  — d^y ($) p  ($), t E [0, 00), задается формулой
x $ ( t )  =  j  d T ( t , s ) { p ( s ) ,  t > 0 ,  (3.5)
где T  (С — r) =  0 при t > 0; T  (0, s) =  0 при s E [—r, 0], при любом г  > 0 
sup var T  (C 5) < 00 и функция f j  T  (t, 5) ds непрерывна no t на полуин-
0<t<r sG[-r,0]
тервале [0,oo). Решение xp уравнения (1.1) с начальной функцией р — 0 и 
неоднородностью А Е Со ([0, А] , М™) задается формулой
rt
ч (t) =  f  d 5 ( t, s )A (s ) , £ > 0, (3*6)Jo
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где S  (t) s) = 0 при 0 < t < s < оо, S  (0 ,5) =  0 при s > 0; при любом 
т > 0 sup var S  (t, s) < 00 и функция J QT 5  (t, s) непрерывна no t на
0 < £ < т  s G [0 , i ]
полуинтервале [0,oo).
Л ем м а 3 .2 . Функция S зависит от разности аргументов .
Д ок азател ь ств о . Продолжаем функции и h на отрицательную полуось, 
полагая £p{t) — 0, h (t) = 0 при t < 0. Д л я  произвольного числа т < 0 
ф ункция (т +  •) является решением уравнения
х [t) = f  dsy (5) х (t +  5) +  h (t + t ) , t > 0,
J —r
и находится с помощью формулы (З.б), т. е.
хр (t + г) = f  dS  (Д 5) h (5 +  т) , t > 0.
J  о
С другой стороны, используя формулу (З.б), находим
Д +т ~
хр (t + г) = / dS (t + т, 5) h (5) , t > 0.
J  o
Отсюда при t > — т имеем
Д+т ~ r t _ i**_________
/ (t +  t ,  5) h (5) =  / (t +  t , 5 +  t ) h (5 +  t )  =  / (t, 5) h (5 +  t ) .
t /  0 J  — r  J  — r
Из последнего равенства следует, что S (t + т, s + т) =  S  (t, 5) при — т < 5 < t. 
Пользуясь свободой выбора числа т, полагаем т =  —s . Получим 5  (t, 5) =  
5  (t — 5, 0) =  S (t — 5) при 0 < s < t. При s > t полагаем 5  (t, 5) = 5  (t — 5) =0. 
Л емма доказана.
Согласно доказанной лемме
хр (t) =  (  dS (t — s) h (5) , t > 0, (3-7)
J  o
где S  (t) = 0  при t < 0; S  — функция с ограниченной вариацией на любом 
конечном отрезке, принадлежащ ем множеству [0,оо).
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Т еор ем а  3 .1 . Пусть h и ip — непрерывные вектор-функции , выполнено 
условие согласования (1.2), матричная функция у имеет ограниченную ва­
риацию на [—г, 0] и у (О) — у (—0) =  0. Тогда непрерывное решение начальной 
задачи Коши допускает представление
dT  (t, s) <5? (s) +  f  dS (t — s) h (5) , t > 0,
J  o
где ip (5) =  ip (5) — ip (0), s E [—r, 0]; h (t) = h (t) — h (0), t > 0; T  (t, —r) =  0 
при t > 0, T  (0, s) =  0 при s E [—r, 0]; S  (t) =  0 при t < 0; при любом г  > 0 
sup var T ( t , s )  < 00 , var S  (t) < 00 и функиия K T ( t , s ) d s  непрерывна
0<t<T~r<s<° °<*<т
no t на полуинтервале  [0,оо).
4. У равнение дл я  ф ун кции  S
Получение представления (3.7) решения хр уравнения (1.1) связано с 
нахождением функции 5. Рассмотрим уравнение
d
S (t) + — j  у ($) S  (t + û) dû + у { - r )  S  (t -  r) + In =  0. (4.1)
Под решением уравнения (4.1) понимается м атричная функция с ограничен­
ной вариацией на любом конечном отрезке полуоси [—г, +оо), совпадающая 
с заданной функцией на отрезке [—г, 0] и удовлетворяющая уравнению (4.1) 
на множестве (0, +оо) почти всюду.
Т еор ем а  4 .1 . Функция S является решением уравнения  (4.1) с начальной 
функцией S (t) = 0 при t Е [—г, 0].
Д ок азател ь ств о . Рассмотрим решения уравнения (1.1) с нулевыми на­
чальными функциями и неоднородностями h Е С2 ([0,+оо ) ,М Ц  /1(0) =  
h (0) =  0. Такие решения определяются формулой (3.7), т.е.
х (t) =  f  dr S (t — г) h ( t)  =  —
J  o
Из формулы (4.2), применив формулу интегрирования по частям и учиты­
вая, что h (0) =  0 и S  (0) = 0 ,  находим
х (t) = — f  S  (т) hr (t — r) d r , t > 0. (4-3)
J  o
73
dTS  ( t)  h (t — t ) , t > 0. (4.2)
x ( t )  =ıp  (0) +  j
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Применяя формулу интегрирования по частям к полученному интегралу и 
учитывая, что к  (0) =  0, имеем
# ( £ ) = / *  [  5  (£ — я) Ф з к тт (т) с?т, I > 0. (4-4)
«/о Л
Согласно предложению 2.1 производная рассматриваемого решения ж суще­
ствует и удовлетворяет уравнению (2.8) в случае к  — 1. Искомое решение 
х  уравнения (2.8) с нулевой начальной функцией определяется формулой
(4.2) с неоднородностью к  =  /г, т.е.
#(£) =  — [  Фт8  (т) к  (£ — т) , I >  0.
Фо
Интегрируя по частям, получим
#(£) =  — /  5  (£ — т) /г (т) с?т, £ > 0. (4-5)
Д л я  функции к  справедливо представление
к  (£) =  [  (£ — т) к  (т) с?т, £ > 0. (4-6)
Преобразуем интеграл в правой части уравнения (1.1), используя формулу 
интегрирования по частям и условие г/ (0) =  0,
/ 0 р ОФ#г] ($) # ( £ + $ )  =  — г] ( — г) х  (£ — г) — / г] (#) #(£ +  $) <1$, I > 0. (4.7)
-г о  —г
Из (4.4) и (4.5) имеем
р Ь —г р т
х  (£ — г) =  / / 5  (£ — г  — 5 ) Ф зк  (т) йт,  ^ > 0,
Фо Л-г
# ( £ + $ )  =  / 5  (£ +  $ — г) /г (т) йт,  ^ > 0, $ Е [—г, 0] .
После подстановок представлений функций х  (£ — г) и ж (£ +  $), I > 0, $ Е 
[—г, 0] в (4.7) меняем порядок интегрирования во втором интеграле. В ре­
зультате получим
0^ {*Ь—г (*т
Фт+/
и р т р
<1#г} (#) х ^  + Ф) = —г] ( — г) / / 5  (£ — г — 5) Фзк (т) 1
-г Фо Л -г
+  [  (  г] (#) 5  (£ +  $ — т) ФФк (т) Фт. (4-8)
*] 0 Ф — г
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Подставим (4.4), (4.6) и (4.8) в исходное уравнение (1.1):
Д  /»т /»тг* г*
/ / 5 (£  — я) дзй (т) дт —  —  у ( — г) / / Б ^  —  г —  з) дзй (т) д т +
Фо Л  аО Л -г
I V (^) 3  (  ^+  ^ — г ) (г ) —  / (т — £) /г (т) с?т, £ > 0. (4.9)
*] 0 ь/ —Г ь/ 0
Равенство (4.9) должно вы полняться д л я  любой функции /г Е С([0, оо) ,1?™). 
Следовательно,
/>г />г лО
/ 5  (£ — з) =  —г; ( — г) / 5  (£ — г — з) дз + у ($) 5  (£ +  $ — т) дй+
 ^ ь/ 1—г о —г
+ (£ -  т ) 1п , 0 <  г  <  t .
При помощи замены переменных получим равенство
- [  =  т ? ( - г ) /" 5'(с)с?с+
до У о
+  J  V ($) з  (^  +  $) + а П) t > о. (4-10)
Поскольку левая часть, первое и третье слагаемые правой части равенства
(4.10) — абсолютно непрерывные функции на любом отрезке полуоси [0, оо), 
то функция у ($) 5  (£ +  #) дй является абсолютно непрерывной на любом 
отрезке полуоси [0, оо). Продифференцировав по I равенство (4.10), получим, 
что ф ункция 8  с ограниченной вариацией на любом отрезке полуоси [—г, оо) 
является решением уравнения (4.1). Теорема доказана.
П р ед л о ж ен и е  4 .1 . В случае абсолютно непрерывной функции у функция  
Б является единственным решением уравнения
у (#) 5  (£ +  #) №  -  1п , £ > 0, (4.11)
с начальной функцией  5  (£) =  0 при I Е [—г, 0]. Это решение непрерывно на 
множестве  (0,оо).
Д ок азател ь ств о . Преобразуем уравнение (4.1):
5  (*) =  -г? ( - г )  5  (/■ — г) -  (  17 ( - г )  5  (/■ -  г) -  I  г( (я -  £) 5  (я) ^  -  1п =  
=  /  т/ (г?) 5  (£ +  ■&) сМ -  1п, t > 0.
о —г
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Следовательно, ф ункция S  с ограниченным изменением на любом отрезке 
полуоси [—г, оо) является решением уравнения (4.11).
На полуинтервале 0 < t < г уравнение (4.11) принимает вид
f  у (s — t) S  (s) ds -  I n . (4.12) 
Jo
Рассмотрим линейный оператор (ToS') (A) =  y! ($) S (t + Ф) dФ^  t E (0,r]. 
Он переводит пространство ((0,r] , MnX7Z) в себя и является ограничен­
ным. Поэтому в этом пространстве уравнение (4.12) является уравнением 
Вольтерра 2-го рода и имеет единственное решение [14, с.45]. Это решение 
совпадает с искомым решением с ограниченным изменением на полуинтер­
вале (0, г].
Пусть мы нашли решение уравнения (4.11) при 0 < t < кг  (А? — нату­
ральное число). Тогда на полуинтервале кг  < t < (к + 1) г уравнение (4.11) 
преобразуется к виду
p t  р к г
S (t) = / г] ( 5  — t) S  ( 5 ) ds + / yf (s — t) S  ( 5 ) ds — In . (4*13)
J k r  J t —r
Линейный оператор (T&S) (A) =  Jkr- t  ^  (^) S (A +  $) cM, A E (A?r, (к + 1) г], пе­
реводит пространство ((A?r, (к + 1) r] , MnX7Z) в себя и является ограничен­
ным. Поэтому в этом пространстве уравнение (4.13) — уравнение Вольтерра 
2-го рода и имеет единственное решение. Это решение совпадает с искомым 
решением с ограниченным изменением на полуинтервале (А?г, (к + 1) г].
Оператор То переводит пространство С ([0, г] , M™X7Z) в себя и является 
ограниченным. Поэтому решение уравнения (4.12) непрерывно. Пусть реше­
ние уравнения (4.11) непрерывно при 0 < t < кг. Тогда в уравнении (4.13) 
неоднородность /д. (А) =  f _ r i у! ($) S  (A + $) ФФ непрерывна на [А?г, (к + 1) г], 
оператор Т& переводит пространство С ([А? г, (А? +  1) г] ,M™X7Z) в себя и являет­
ся ограниченным. Поэтому решение уравнения (4.13) непрерывно. Из (4.11) 
следует, что построенное решение непрерывно стыкуется с предыдущим. 
Предложение доказано.
Уравнения (4.12) и (4.13) принадлеж ат к классу уравнений восстановле­
ния. Методы решения таких уравнений изложены в работе [2].
П ри м ер  4 .1 . Дано однородное скалярное уравнение (1.1) с функцией у (Ф) =  
sin ($), Ф Е [—тг,0], и г  — тт.
Уравнение (4.11) имеет вид
S  (А) =  f  cos (#) S  (А + Ф) did — 1, А > 0. (4*14)
J —TV
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При 0 < t < 7Г преобразуем это уравнение:
5  (£) =  f  cos (у -  t) S  (у) dy -  1.
Jo
Полученное интегральное уравнение равносильно дифференциальному урав­
нению
£ s M  =  £ s M - s ( 0 - i
с начальными условиями
±S (+0)  = S(+0) = - l .
Реш ая начальную задачу, находим
2\/3  ь  . / V 3 \  
=  - 1  — ег* sin — t .S  (t )  ----- e 2  • (4-15)
При 7Г < t < оо уравнение (4.14) эквивалентно дифференциальному уравне­
нию с запаздыванием
5 " (*) _  5 ' (*) +  5  (t ) =  S ' (t -  тг) -  1 (4.16)
с известной начальной функцией (4.15) и начальными условиями
S  (7г +  0) =  S  (7г — 0) , — S  (7г Т 0) =  — S  ( тг — 0) — 1.
at at
Решение этого уравнения ищется методом шагов [15]. На полуинтервале 
(7Г, 27г] уравнение (4.16) эквивалентно уравнению
+ cos
с начальными условиями
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Решение последнего уравнения имеет вид
2л/3 1 , . / л/з \  ( \  , . 1 \  1 ,( « / л/зв п — * \ 4- -  + -  т г \  р Т ( ' , '5  (*) =  - 1  -  ^ - 6 2  ЯП +  (^з (*-*■) -  4^  е2( ^ С03 ^  +
■ _ * \ м ^ ) АЛ ) И и _  '
+ 1 "  Г * + 1 -  з ) е “ п Ц  (‘ ■ ^  '
Пусть у является матричной функцией скачков с конечным числом точек 
разрыва, определяемой формулой
АГ
^ (^) =  5 2  Ат1 ~  ’ ^ £ [ - г>°]> -Г  < < ■ ■ ■ < & ! <  О, (4.17)
т =  1
где 1 (£) =  <  ^ \  =  М О  — заданные постоянные матрицы.
[ 1 ,  £ ^  0,
П р е д л о ж е н и е  4 .2 . Если у — матричная функция скачков с конечным чи­
слом точек разрыва (4.17), то функция  5  является единственным решени­
ем разностного уравнения с непрерывным временем
N
5  (0  =  “  5 2  АгпЛ (£ +  1?т ) -  1п , £ > 0, (4-18)
т= 1
с начальной функцией 5  (£) =  0 при t Е [—г,0]. Это решение 5  — лш трии- 
ная функция скачков с конечным числом точек разрыва на произвольном 
отрезке положительной полуоси.
Д о к а з а т е л ь с т в о . Подставим выражение (4.17) в уравнение (4.1) и преобра­
зуем входящий в него интеграл:
\ дз, I > 0.
I Ь—г
{* и _ /Ч+17ш
/ Г? (■!?) 5  (/■ +  $)<М =  У ]  /  5  (я)
, / - г т = 1
Уравнение (4.1) принимает вид
^  ^  3 /* £+7? т
5 (*) =  "  У  4^™‘? (* "  г ) "  У  /  5  ( 4  ^  =
т=1 т=1
N
= -  У  24т 5  (£ +  $ то) -  * > 0.
т=1
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Следовательно, искомая функция 5  имеет ограниченную вариацию на лю­
бом отрезке положительной полуоси и удовлетворяет уравнению (4.18). 
Уравнение (4.18) является матричным стационарным разностным уравне­
нием с непрерывным временем. Поэтому при заданной (нулевой) начальной 
функции оно имеет единственное решение. Требуемое решение можно найти 
методом шагов [2].
Из методов шагов следует, что функция 5  кусочно постоянна и непре­
рывна слева. Ее точки разры ва принадлеж ат множеству
Предложение доказано.
При выполнении условий предложения 4.1 м атричная ф ункция 5  может 
быть описана формулой
где 0 =  £о < П < * * * < Стг-1 < Стг < • • • > {Стг}о° — множество точек разры ва 
функции 5; (га > 0) — постоянные матрицы, которые находятся при 
решении уравнения (4.18).
П ри м ер  4 .2 . Рассмотрим стационарное разностное уравнение с непре­
рывным временем
и г =  1. Здесь у — м атричная ф ункция скачков: ДГ =  1, =  — 1, А\  =  —А .
Уравнение (4.18) имеет вид
где т  — произвольное натуральное число. Здесь to =  0, =  га, га =  1 ,2 , . . . ,
оо
(4.19)
т = 0
х  (£) =  А х  (£ — 1) +  к (£) , £ > 0,
где А  — постоянная матрица размера п х п.
Это уравнение можно записать в форме (1.1) с функцией у:
5 (£) =  А З  (£ — 1) — 1п, I > 0.
Используя метод шагов, находим
771 — 1
5  (Т) =  — А к, т  — 1 < £ < т ,
к - о
5 0 = - 1п, =  - А т , т  =  1, 2 , . . . .
19
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5. С в я з ь  ф у н к ц и й  5  и Т
Найдем функцию Т.
Т еор ем а  5 .1 . Функция Т  определяется формулой
(t,s) = - ^ J  S  (t -  s +  г?) (77 ($) -  ?? ( — г)) d-d, s G ( — г, 0) , t > 0. (5.1)
Д ок азател ь ств о . Пусть Е С2 ([—^ ,0] ,М”), а — решение с этой на­
чальной ф ункцией. Это решение при t > 0 совпадает с решением х^,  где к 
определяется формулами
кЦ) = к 1 Ц ) -  !  с1#г] (г?) ф{-в) , t >  0, (5.2)
Л (П =  I  / - г ^  (* )£ (*  +  * ) '  ^ ^ [°, г] ,
1 и  I  0, * > г.
Преобразуем на отрезке [0, г]:
/11 (0  =  - V  (_ г ) <? 0  -  г) -  !  Г) (г?) ф> (£ +  $) с?г?, £ £ [0, г] ,
или
h \{ t)  = -j  [77(1?) -  v{-r)\<p'  (t + d )dd ,  i £ [ 0,r ] .
Следовательно,
p-t
h'{t)  =  ~ { v { ~ r )  -  r ) ( - t ) ) i p ' ( 0 ) + j  ( r i ( - r )  - V i # ) )  <p"{d +  t )dd,  t 6 [0, r] .
Подставив hf в формулу (4.3) и, поменяв порядок интегрирования, получим
Ч  (*) =  /  5  (* -  Т) (.V (-»•) -  V ( - г ) )  d T $  (о) -
Jo
/
0 ps - \ - r
/ S (t — т) (у ( — г) — y (s  — г)) dry?" ( 5 ) ds, t > 0. (5.3)
-г J o
Преобразуем формулу, определяющую решение (3.5):
/ 0 р 0
Т  (t, т) ф' (т) dr = — / Т  ( t ,r )  drip' (О) +
-г J  — г
/
0 р  s
/ Т  ( i , r)  дтрп (s) ds, t > 0. (5-4)
-г J  — г80
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Решения (5.3) и (5.4) совпадают. Это возможно тогда и только тогда, 
когда ввшолненБ1 условия
/  Т^,т)<1т =  - [  Б ^  -  т) (г) ( - г )  -  г) ( -т)) <1т, (5.5)
3 —г д О
/  Т (*, т) <2т =  -  /  Б ^  — т) (у ( — г) — у (з — т)) с/т, (5.6)
.] -г 30
з Е [—г, 0] , £ > 0.
Равенство (5.5) является следствием (5.6) при 5 =  0. Следовательно, диф ­
ференцируя (5.6) по 5 и д елая  замену переменной, получаем искомую фор­
мулу (5.1). Теорема доказана.
П р е д л о ж е н и е  5 .1 . Если у — матричная функция скачков с конечным чи­
слом точек разрыва (4.17), то функция Т  представима в виде
N  оо
т  (*, я) =  -  у Ч  (й -  1?то) Бк (1 — 1 (г* — г +  й — # то)) А т ,
т= 1 к = 0
5 Е (-Г , 0 ) , * > 0 .  (5.7)
Д о к а з а т е л ь с т в о . Подставим выражение (4.17) в уравнение (5.1) д л я  Т  и 
будем преобразовывать полученное равенство. Применяя свойства функции 
1 (•) и замену переменных, получим
d f s ^
Т  ( t,s)  = —  I S  (t -  s + &) (Am 1 (# то -  3) -  1) dû =
— г пг=1
N à Г С
=  -  — 1 (й -  t?m) /  5  (г)
^  <*й L Л - я+#га
=  1 (s -  Tmj  5  (t -  5 +  tfm) .
Используя представление (4.19) функции 5, получим искомое представле­
ние (5.7). Предложение доказано.
П р и м е р  5 .1 . Рассмотрим стационарное разностное уравнение с непре­
рывным временем
х  (£) =  А х  (£ — 1) +  /г (£) , I > 0,
где А  — постоянная матрица размера п х п.
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В примере 4.2 было установлено, что г — 1, N  =  1, =  — 1, А\  — —А,
*о =  0, tk =  к, к =  1, 2 , . . . ,  5 0 =  - 1 п , ^  =  - А к , к =  1 ,2 ,  Тогда пред-
ставление (5.7) функции Т  на полуинтервале ( т  — 1 ,т ]  ( т  — натуральное 
число) имеет вид
Т  (1, 5) =  -  1 ( 5 +  1) А к (1 -  1 (к — 1 +  в +  1)) А =
к - 0
оо т — 1 т . — 1
=  -  2 2  (1 - 1  (* -  * + в + 1 ) )  =  -  5 2  = _  5 2  л к+ 1-
к =  0 /г =  0 /г =  0
П р ед л о ж ен и е  5 .2 . В случае абсолютно непрерывной функции у функция  
Т  представима в виде
/* 3~\~Г
Т  (£, я) =  / 5  (£ — т) у! ( 5  — т) с?т, 5 Е ( — г, 0) , £ > 0. (5.8)
до
Д ок азател ь ств о . Преобразовав (5.1), получим
д С3+т
Т  (£, 5 ) = —5 (£ — 5 — г) у ( — г) Н / 5  (£ — т) 7/ ( 5  — т) дт —
^  Л
= / 5  (£ — т) у ( 5  — т) дт.
до
Предложение доказано.
П ри м ер  5 .2 . Дано однородное скалярное уравнение (1.1) с функцией у (б) = 
я т  ($), $  Е [— тг,0], и г =  тт.
Формула (5.8) имеет вид
рвЧ-г
Т  I' (^ 5) =  / 5  (£ — т) соя (5 — т) йт.
до
У читывая вид (4.15) функции 8  на полуинтервале (0 ,7г], полученный в при­
мере 4.1, имеем
Ю. Ф. Долгий, Е. В. Кукушкина. Представления решений стационарных уравнений
Л итература
1. М ы ш кис А. Д . Линейные дифференциальные уравнения с запаздывающим 
аргументом. М.: Наука, 1972.
2. В е л л м а н  Р., К у к  К. Л . Дифференциально-разностные уравнения. М.: Мир, 
1967.
3. Х е й л  Д ж . Теория функционально-дифференциальных уравнений. М.: Мир, 
1984.
4. К о л м а н о в с к и Й В. Б ., Н осов  В. Р. Устойчивость и периодические режимы 
регулируемых систем с последействием. М.: Наука, 1981.
5. Д о л г и й  Ю. Ф., Л е о н т ь е в а  Т. В. Устойчивость разностных систем с непре­
рывным временем. Екатеринбург, 1984. Деп. в ВИНИТИ 06.07.84, №4765-84.
6. Б л и з о р у к о в  М. Г. К вопросу о построении решений линейных разностных си­
стем с непрерывным временем / /  Дифференцуравнения. 1996. Т.32, №1. С .127- 
128.
7. М и р о л ю б о в  А. А ., С о л д а т о в  М. А. Линейные неоднородные разностные 
уравнения. М.: Наука, 1986.
8. Х а л а н а Й А ., В е к с л е р  Д . Качественная теория импульсных систем. М.: Мир, 
1971.
9. Г е л ь ф о н д  А. О. Исчисление конечных разностей. М.: Наука, 1972.
10. Т и хон ов  А. Н. О функциональных уравнениях типа Вольтерра и их примене­
нии к некоторым задачам математической физики / /  Бюлл. МГУ. Сек. А. 1938. 
Т.1, №8. С .1-25.
11. Н а т а н с о н  И. П. Теория функций вещественной переменной. М.: Наука, 1950.
12. К а н т о р о в и ч  Л . В ., А к и л ов  Г. П. Функциональный анализ. М.: Наука, 1977.
13. Д а н ф о р д  Н ., Ш в а р ц  Д ж . Линейные операторы. Общая теория. М.: Мир, 1962.
14. З а б р е й к о  П. П ., К о ш е л е в  А. И ., К р а с н о с е л ь с к и й  М. А. и др. Интеграль­
ные уравнения. М.: Наука, 1968.
15. Э л ь сгол ь ц  Л . Э ., Н о р к и н  С. Б. Введение в теорию дифференциальных урав­
нений с отклоняющим аргументом. М.: Наука, 1971.
Статья поступила 18.09.2001 г.
83
