Abstract. Boolean ring is an algebraic structure which uses exclusive ? or instead of the usual or. It yields a unique normal form for every Boolean function. In this paper we present several fundamental properties concerning Boolean rings. We present a simple method for deriving the Boolean ring normal form directly from a truth table. We also describe a notion of normal form of a Boolean function with a don't-care condition, and show an algorithm for generating such a normal form. We then discuss two Boolean ring based theorem proving methods for propositional logic. Finally we give some arguments on why the Boolean ring representation had not been used more extensively, and how it can be used in computing.
Introduction
Boolean ring is an algebraic structure which is equivalent to Boolean algebra. The major representational di erences are that Boolean ring uses exclusive-or (+) instead of or (_) to represent Boolean functions, and that there is no need for negation in Boolean ring. Furthermore, there is a unique Boolean ring normal form for every Boolean function. It is curious, however, that in spite of its long history and elegant algebraic properties, the Boolean ring representation has rarely been used in the computational context.
In this paper we present several fundamental results concerning Boolean rings. Some of the results are so elementary and simple that they can (and should) be taught in a rst-year logic design course. It is surprising that most of them seem not known, at least to our knowledge.
In Section 2 we give an overview of some known results about Boolean ring normal form, notably the term rewriting method for producing the normal form through simpli cation.
In Section 3 we show a method for generating the Boolean ring normal form directly from the truth table of a Boolean function. This method is conceptually very simple and is straightforward to implement. Unlike the well-known Karnaugh method, which may produce di erent conjunctive normal forms depending on which prime implicants are chosen, our method is completely deterministic.
We then present a notion of normal form for a Boolean function with a don'tcare condition, and an e ective way for generating this normal form.
A Boolean function with a don't-care condition A is a (partial) Boolean function whose values on truth assignments in A are unde ned. This concept is useful in circuit design in which the task of speci cation can be simpli ed by ignoring truth assignments that are inconsequential. However, during the actual design and fabrication of such a speci cation, the truth assignments in A must be given some value. Depending on the designs, the values may be lled di erently. Thus, even if two designs satisfy the same speci cation, they may represent di erent functions. This makes the circuit veri cation problem signi cantly more complicated.
From an algebraic point of view, a truth table with a con't-care condition represents a class of Boolean functions. Thus, if there is a mechanical way of choosing a \normal form" out of the entire class of functions, then checking the equivalence of two functions (under the same don't-care condition) becomes reducing the two functions into the same normal form. we present such a method in section 4. Our method is based on the Buchberger algorithm for generating the Gr obner basis of the ideal de ned by A, and uses this Gr obner basis to produce a unique normal form for each equivalent class of Boolean functions. Our method should make verifying correct implementations of speci cation with a don't-care condition considerably easier.
In Section 5 we show two ways of performing automated theorem proving for propositional logic in the Boolean ring framework. The rst one is a resolutionstyle procedure based on Buchberger algorithm. This procedure was rst described in KN] 1 , and is di erent from resolution in several ways. First the input is not restricted to clausal form. Second it employs the inference rule of simpli cation, which has no natural counterpart in the resolution framework. Simpli cation is a powerful way of reducing the search space in theorem proving BH].
The second method we present is a Davis-Putnam like procedure. In addition to splitting, an inference rule employed in Davis-Putnam DP, DLL] , it also utilizes the inference rule of simpli cation. Since simpli cation is more natural and has much more reduction power than the unit clause rule of Davis-Putnam, we feel that it may have some advantage over Davis-Putnam as a basis for an e cient satis ability checker.
In the last section of the paper, we give some reasons on why Boolean ring has not been used more extensively in logic or computer science. We also point out areas where it can be used productively.
The Boolean ring normal form
A Boolean ring is a commutative ring (B; +; ; 0; 1) in which is idempotent (i.e., x x = x) and + is nilpotent (i.e, x + x = 0) 2 . The operator + is known in logic design as exclusive-or Zhegalkin Z] . A Boolean function of n variables is a mapping from f0; 1g n to f0; 1g. In the rest of the paper we reserve B for the set f0; 1g and F for the set of Boolean functions with n variables.
The operators and + can be extended to the functional level. Let f; g 2 F, we de ne f g as a function h such that h(x) = f(x) g(x) for all x 2 B n . The operator + is de ned similarly. Since a Boolean ring is also a eld, we know that (F; +; ; 0; 1) is a commutative ring, where 0 and 1 are the constant functions 0 and 1. Let x 1 ; ; x n 2 F be the projection functions such that the value of x i depends only on the i th argument, it is easy to see that the set fx 1 ; ; x n ; 1g generates the entire ring F. In other words, F can also be regarded as a polynomial ring B A Boolean function can be expressed as a sum of monomials. Such a representation is called a Boolean polynomial. By the nilpotence of +, an identical pair of monomials in a Boolean polynomial can be deleted. Thus, each monomial can appear at most once in a Boolean polynomial. With these simpli cations, a Boolean function can be represented by a unique Boolean polynomial normal form which is either 1, 0, or a sum of distinct monomials. This normal form is the Boolean ring normal form (BRNF). We emphasize that unlike the well-known disjunctive normal form (DNF), BRNF is unique for any Boolean function.
Theorem 2.1. (Stone 1936) There exists a unique BRNF for each Boolean function with n variables.
Given a Boolean function, we can derive its Boolean ring normal form by reduction using a canonical set of rewrite rules. This method was rst presented in H85] . We describe it here brie y.
A rewrite rule is an oriented equation. A rewrite rule can be applied to reduce a term, via equational replacement, in the left-to-right fashion. This process is called simpli cation. We require that the simpli cation relation be well-founded. That is, no term can be simpli ed inde nitely. The well-foundedness requirement can usually be ensured by imposing a simpli cation ordering when orienting equations into rules D]. If a term cannot be simpli ed by a set of rewrite rules R, then we say that the term is R-irreducible. If a term s is simpli ed by R to a term t and t is R-irreducible, then we say that t is an R-normal form of s. Note that the normal form of a term may not be unique. A set of rewrite rules R is called a canonical rewrite system if the R-normal form of every term is unique.
The following is a canonical rewrite system, called BA, for Boolean algebra:
x _ y ! x y + x + y x y ! x + y + 1 :
We remark that the operators + and are commutative and associative.
Given a Boolean function, one can apply the rules of BA to simplify it (in arbitrary order) until no more simpli cation is possible. The resulting (unique) normal form is the BRNF of the Boolean function.
For example, given p^(p _ q), it can be transformed into it BRNF as follows:
p^(p _ q) ! p(pq + p + q) ! ppq + pp + pq ! pq + pq + p ! p 3. Generating BRNF from a truth table
In this section we describe a method for generating the Boolean ring normal form of a Boolean function represented by a truth table. Our method works on the truth table directly and does not need auxiliary notions such as prime implicants in Karnaugh map. Furthermore, since BRNF is unique, our method is also more deterministic.
Let D denote f0; 1g n , the domain of the Boolean function, where n is assumed to be a xed integer throughout this section. Given a truth assignment s (of the n variables x 1 ; ; x n ) we use s i to denote the value of x i in s.
Definition 3.1. Let s and t be two truth assignments. We say that s is a positive extension of t if 1. for all i such that t i = 1, s i = 1, 2. there exists an i such that t i = 0 and s i = 1. The set of positive extensions of s is denoted pex(s). We are now ready to give the ip-tag algorithm which produces the BRNF from a truth By collecting br(s) of those truth assignments s whose nal tags are 1, we get y + z + xy + xyz as the BRNF of f.
For the ease of demonstrating the example, we created a new tag column whenever a 1 in the tag of a truth assignment s is encountered. In this case, the tag of each the positive extension of s is changed in the same column.
We now show the correctness of the ip-tag algorithm. Before we start, we need a few de nitions and simple lemmas. The correctness of the flip ? tag algorithm follows from Lemma 3.7. For each of truth assignment s whose value is 1, a copy of br(s) and one of each of br(t), where t 2 pex(s), need to be added to the Boolean expression of f. However, since + is nilpotent, any two identical copies of monomials can be eliminated. By working the main loop from the less de ned (fewest 1's) to the more de ned truth assignments, we are ensured that the monomial representing less de ned truth assignments will not be reconsidered later in the algorithm. The tag function is then used to keep track of whether a truth assignment s really has the value 1 when all truth assignments less de ned than s have already been considered. In this section we describe a method for deriving a unique normal form for an equivalent class of A . This problem is interesting at least for the following reason: In circuit design one often encounters a circuit speci ed as a truth table with a don't-care condition (say A), since one may not be concerned with some of the output values. During actually design, one needs to assign values to the truth assignments in A in order to have a working circuit. The values assigned, however, may di er due to di erent design techniques. Thus, two di erent designers may produce circuits representing di erent functions although both are correct with respect to the original design. In a mathematical formulation, it simply means that the two functions designed, f and g, belong to the same equivalent class of A . A challenge that arises is how one may verify the correctness of such two circuits. Most of the known methods do not apply since they usually assume that the two circuits under investigation represent the same function.
The method which we are going to present here provides a solution to this problem.
4.1. Generating set of an ideal. Let F = B x 1 ; ; x n ] be a polynomial ring, and A be a don't-care condition. Let F A = ffjf A 0g. It is easy to see that F A is an ideal of F.
The equivalence of the two relations F= A and F=F A is established by the following lemma, whose proof is trivial. This lemma suggests a scenario for solving our problem. That is, if there is an e ective way for checking the membership of F A , then the equivalence of f and g can be easily decided. We present such a method based on a notion of generating set dcalled Gr obner basis. Informally, a Gr obner basis is a set of rewrite rules which reduces all members of the same equivalent class to a unique normal form. (The normal form for F A under a Gr obner basis is, obviously, 0.) Definition 4.2. Given a polynomial ring F = B x 1 ; ; x n ], a don't-care condition A and its associated ideal F A , a generating set, G, of F A is a set of polynomials fg 1 ; ; g n g such that for every p 2 F A , there exists polynomials p 1 ; ; p n such that P i p i g i = p, and for every p 1 ; ; p n , P i p i g i 2 F A . Lemma 4.3. The singleton set fgjg(s) = 1 iff s 2 Ag is a generating set of F A .
The proof is obvious.
Example 4.4. Let A = f(1; 0; 0); (1; 1; 0); (1;0;1)g. Then the set fxyz + xg is a generating set of F A . (The expression xyz +x can be generated using the ip-tag algorithm given in the previous section.) 4 .2. Gr obner basis. Most of the results in this section apply to any polynomial ring over a eld. However for simplicity, we present them only in terms of Boolean polynomial rings, which is su cient for our purpose.
Continuing from Example 4.4, since xyz + x A 0, we can treat it as a rewrite rule xyz ! x. By imposing a total ordering on the set of monomials, we can orient all polynomials into rewrite rules of the form m ! where m is a monomial and is the rest of the polynomial. Such an ordering can always be obtained by rst imposing a total ordering on the set of Boolean variables, say x 1 > > x n , then compare two monomials rst by their sizes, then by the members of the monomials 3 . We remark that the resulting ordering is well-founded.
A polynomialp, when treated as a rule m ! , induces a reduction ?! p de ned as follows: Given two Boolean polynomials p 1 and p 2 , p 1 ?! p p 2 if p 1 = m 1 m + for some monomial m 1 and polynomial and that p 2 = m 1 + . For simplicity we shall drop the subscript p unless confusion may occur. Since the ordering used to orient polynomials into rules is well-founded, the associated reduction relation ! is irre exive, antisymmetric, and well-founded. We call such a reduction relation a noetherian relation.
Let R be a set of (Boolean polynomial) rewrite rules and ! be its associated reduction relation, a Boolean polynomial p is said to be in R-normal form or Rirreducible if p is a BRNF which is not reducible using rules in R. Let ?! and ! be the trnasitive and re exive-transitive closures of !, then ! is ChurchRosser if for every polynomials p and q such that p ! q, there is an r such that p ?! r ? q. It is well-known that if ! is noetherian and Church-Rosser, then every p has a unique normal form (see, e.g., DJ] In other words, once we nd the Gr obner basis of F A , we can produce all the intended normal forms.
4.3. Buchberger algorithm for generating Gr obner bases. An algorithm for generating the Gr obner basis of an ideal was given by Buchberger B] .
As is consistent with the rest of the paper, we simplify the algorithm to work only with Boolean polynomials.
Let R be a set of rewrite rules (converted from Boolean polynomials) and let m 1 m ! and m 2 m ! be two rules in R, where m 6 = 1, then m 1 + m 2 is an R-critical polynomial. An R-critical polynomial is non-trivial if its R-normal form is not 0. We use CP(R) to denote the set of rewrite rules obtained by orienting all non-trivial R-critical polynomials derived from rules in R.
A set of rewrite rules R is inter-reduced if every rule r 2 R is irreducible with respect to R n frg. By reducing rules in R among each other, one can always making R into an inter-reduced one. We call the resulting (inter-reduced) set of rules reduced(R).
With these de nitions in mind, we introduce a version of the Buchberger algorithm for generating a Gr obner basis for a set of polynomials.
Input: A set of polynomials P and a total ordering on the set of variables.
Output: a Gr obner basis G of P.
1. Initiate R to be the set of rules converted from the polynomials in P. 2. While CP(R fxx ! xg x2V ) 6 = ;, do (a) R := R CP(R fxx ! xg x2V ) (b) R := reduced(R) 3. G := R This version of the algorithm is clearly not the most e cient, but it is su cient for expository purposes. Since there is no more non-trivial critical polynomials, we obtain G(I) = fxy ! x; xz ! xg.
4.4. Normal form of a Boolean function with a don't-care condition.
Now we are ready to give a procedure for producing the normal form of a Boolean function with a don't-care condition. Let f be a Boolean function with the don't-care condition A. We may assume that f is represented by a truth table. We proceed as follows: 5. Boolean ring-based propositional reasoning 5.1. Buchberger algorithm for SAT/UNSAT. The Buchberger algorithm described above can be easily adopted to become a theorem proving procedure for propositional logic.
Given a set of propositional formulas S = f' 1 ; ; ' n g. Since logically it means that each of the formulas ' i is true, we convert the ' i = 1's into Boolean ring rewrite rules and carry out the Buchberger algorithm. If S is unsatis able, then the ideal represented by S will be the ring itself. In other words, the equation 1 = 0 will be produced by the Buchberger algorithm with S fx i x i ! x i g i if and only if S is unsatis able.
When converting formulas into rules heuristics can be applied to produce shorter rules. For instance an equation of the form ' 1^ ^' n = 1 can be transformed into n equations ' 1 = 1; ; ' n = 1; before converting into rules. Similarly, an equation ' 1 _ _ ' n = 0 can be transformed into equations ' 1 = 0; ; ' n = 0:
We remark that the procedure we are described here does not require that the input formulas are in clausal form. Applying Boolean ring formalism to theorem proving was rst described in H82, H85] , in which a complete procedure for inputs in clausal form was presented. The main purpose there was aimed at studying complete theorem proving methods for rst order logic, and the propositional procedure came as a side result. The rst theorem proving method which used both Boolean ring and Buchberger algorithm was given in KN]. This method, although complete for propositional logic, was not complete for rst order logic. It was later made into a complete method in BD]. 5.2. Davis-Putnam a la Boolean ring. We may regard the procedures mentioned in the previous section as resolution-like procedures in the framework of Boolean ring. While critical polynomial generation roughly corresponds to resolution, these procedures have the advantage of powerful simpli cation inferences which have no equivalent notion in resolution 5 . However, the procedure has its shortcoming. For instance, one needs to include the idempotence rules when generating critical polynomials.
In this section we introduce a Davis-Putnam like procedure, which does not need the generation of critical polynomials. This procedure has two inference rules. The rst one is reduce, which reduces a set of Boolean rules in an inter-reduced set, reduced(R). This inference rule is the same as the one in the Buchberger algorithm. The second inference rule is split, which chooses a Boolean variable, say x, and split R into two sets, R 1 = R fx ! 1g and R 2 = R fx ! 0g.
The procedure works as follows: Given an input set of rules R, we rst reduce it to reduced(R). If the resulting set contains contradiction (1 = 0), then R is inconsistent. Otherwise choose a Boolean variable and split reduced(R) accordingly. The two resulting sets of rules can be treated recursively. The input set R is inconsistent if and only if all of the resulting sets lead to contradiction. If R is consistent, then each resulting set that does not contain contradiction will contain a truth assignment which satis es R.
In the following we put the above informal description into a recursive procedure. We call a Boolean variable x splittable in R if neither x ! 0 nor x ! 1 is a rule in R.
procedure DPBR(R; S) input: a set of Boolean rules R output: a collection of truth assignments S If the input set of rules is R, then the procedure starts from DPBR(R; ;).
It is obvious that this procedure is complete. It is di erent from Davis-Putnam in several aspects. First, the input set needs not be in clausal form. Thus, it may have some advantage if the input formulas cannot be readily transformed into clausal form. Second, reduce is strictly more powerful than the unit clause rule of Davis-Putnam in terms of reduction power. Therefore we feel that the number of splits necessary in the average case should be smaller than Davis-Putnam, although we have not yet done any rigorous studies.
Example 5.2. Now we re-do Example 5.1 using the \Davis-Putnam"approach. Since no reduction can be done, we choose an arbitrary variable, say p, to split. It is easy to see that in both cases the set produces 1 = 0 after one round of simpli cation.
As another example, we demonstrate that our method may use fewer applications of splitting than Davis-Putnam. on the other hand, all inputs to XOR must be evaluated before an output can be decided. The reason is, once again, due to the nilpotence of XOR. The question, then, is whether the Boolean ring representation is good for any practical applications. We feel that the answer is a resounding yes. Basically one can regard Boolean ring as an e cient internal data structure that provides a uniform representation and fast basic operations. Thus, for any problem for which one only cares about the input/output relationship but not how the computation is performed, Boolean ring is a feasible candidate. Satis abilty problems (see GPFW] for a survey) such as constraint solving is an example. In addition to its e ectiveness, our method also allows a more exible input format. Proof-checking is another. In proof-checking one often only cares about having a exible and e cient procedure to check the correctness of simple to moderately di cult theorems but not what the proofs look like. A third example is circuit veri cation, in particular when don't-care conditions are involved, since Boolean algebra cannot provide a satisfactory algebraic framework for e ectively handle these problems.
