We construct and study the Green currents and the equilibrium measure for horizontal-like mappings. We show that the Green currents satisfy some extremality properties and that the equilibrium measure is invariant, mixing and has maximal entropy. It is equal to the intersection of Green currents.
Introduction
This paper is a continuation of our exploration of dynamical systems in several variables, with emphasis on systems not defined by rational maps. In [5] , we developed the theory of polynomial-like maps in higher dimension. Recall that a polynomial-like map is a holomorphic map f : U → V , with U ⋐ V ⋐ C k , and that f is proper of topological degree d t > 1. In some sense, such a map is expanding, but it has critical points.
Here, we consider horizontal-like maps in any dimension. Basically, a horizontal-like map is a holomorphic map defined on a domain in C k , which is expanding in p directions and contracting in k−p directions. The expansion and contraction are of global nature, but the map is, in general, not uniformly hyperbolic in the dynamical sense [19] . The precise definition is given in Section 3.
This situation has been already studied by Dujardin for k = 2 with emphasis on biholomorphic maps [10] . The study was developed in dimension 2 by Dujardin and the authors to deal with the random iteration of meromorphic horizontal-like maps in order to study rates of escape to infinity for polynomial mappings in C 2 [4] . Here, the emphasis is on maps in C k , k > 2. A horizontal-like map has a dynamical degree d; this allows to define an operator
f * ) on vertical (resp. horizontal) currents. One of our main results is the following (Theorem 4.1). Let f n be a sequence of invertible horizontallike maps and let T n be a sequence of normalized smooth vertical positive closed forms. If T n are uniformly bounded, then L v,1 . . . L v,n (T n ) converge weakly to a normalized vertical current T + which is independent of (T n ).
This allows to construct a Green current satisfying f * (T + ) = dT + when all the f n 's are equal to f (Corollary 5.1). We are then able to produce in this case a mixing invariant measure µ (Theorem 6.1). This is done by going to the product space and applying our formalism to the horizontal-like map F : (x 1 , x 2 ) → (f (x 1 ), f −1 (x 2 )) of dynamical degree d 2 . More precisely, if R (resp. S) is a normalized smooth vertical (resp. horizontal) positive closed form of the right bidegree, then the equilibrium measure is constructed as µ := lim d −2n (f n ) * R ∧ (f n ) * S. Formally, if ∆ is the diagonal of the product space, we obtain µ as the limit of
This reduces the problem to the study of the convergence of the vertical currents d −2n F n * (R ⊗ S). We show that it is possible to define the wedge product of a vertical positive closed current with a horizontal positive closed current. We finally get µ = T + ∧ T − (Theorem 8.5).
Using classical arguments [15, 24, 23, 2, 5] , we show that µ has maximal entropy log d (Theorem 7.1).
One of the difficulties to deal with currents of higher bidegree is that their potentials are not functions. Hence, the techniques used in the case of dimension 2 do not work for general horizontal-like maps. It seems that considering the potentials is not the best way to study Green currents. We propose here another approach to deal directly with the cone of positive closed currents that we consider as a manifold of infinite dimension. We introduce in Section 2 the notion of structural varieties or positive varieties in this cone which allows to use the complex structure of C k . We think this notion will be useful in other situations.
Our proof of the mixing of the equilibrium measure uses also a new idea different from the approach in Bedford-Smillie [2] for Hénon maps or in [21] for regular polynomial automorphisms.
Vertical and horizontal currents
Let M ⊂ C p and N ⊂ C k−p be two bounded convex open sets. Consider the domain D := M × N in C k . We call vertical (resp. horizontal) boundary of D the set ∂ v D := ∂M × N (resp. ∂ h D := M × ∂N). A subset E of D is called vertical (resp. horizontal) if E does not intersect ∂ v D (resp. ∂ h D). Let π 1 and π 2 denote the canonical projections of D on M and N. Then, E is vertical (resp. horizontal) if and only if π 1 (E) ⋐ M (resp. π 2 (E) ⋐ N). A current on D is vertical (resp. horizontal) if its support is vertical (resp. horizontal). We refer to [12, 20, 3, 17] for the basics on the theory of currents. For the reader's convenience, we give in the appendix A some properties of the slicing operation which are used in this section.
Let
is a positive closed current of bidegree (0, 0) on N. Hence, (π 2 ) * (R) is given by a constant function c on N. It follows that the mass of the slice measure R, π 2 , w is equal to c; in particular, it is independent of w. The slice measure is defined for almost every w ∈ N [12] . We say that c is the slice mass of R and we denote it by R v . For every smooth probability measure Ω with compact support in N, we have R v := R, (π 2 ) * (Ω) . The slice mass . h for horizontal closed currents is similarly defined.
Let Φ be a real continuous horizontal form of
Observe that the space of real smooth horizontal forms of bidegree (k − p, k − p) is generated by smooth positive horizontal forms Φ such that dd c Φ ≥ 0. Hence, the maps Λ Φ with Φ ≥ 0 and dd c Φ ≥ 0, separate currents in C v (D). In order to use the complex structure of D, we introduce the notion of structural varieties or positive varieties in C v (D). Let V be a connected complex manifold. Let R be a positive closed current of bidegree (p, p) in
If θ ∈ V is a generic point, the slice R, Π V , θ is well defined. It is a vertical positive closed current of bidegree (p, p) on {θ} × D. We identify R, Π V , θ with a current in C v (D). Hence, we have a map τ : V → C v (D) which is defined almost everywhere. We say that τ defines a structural variety or positive variety in C v (D). Observe that the slice mass of τ (θ) = R, Π V , θ does not depend on θ. Indeed, the projection Π V,N on V × N is proper on the support of R; this implies that the closed current (Π V,N ) * (R) is defined by a constant function which is equal to τ (θ) v . We can summarize our construction of the function θ → τ (θ), Φ by the following diagram:
The following Proposition justifies our terminology.
Proof. Consider the current
It is a current of bidegree (0, 0) on V which satisfies dd c (Π V ) * (R ′ ) ≥ 0. Hence, it is defined by a p.s.h. function ϕ. On the other hand, by the slicing formula, it is equal to the function Λ Φ • τ in the sense of currents. It follows that Λ Φ • τ = ϕ almost everywhere.
If dd c Φ = 0, we have dd c R ′ = 0 and dd c ϕ = 0. Hence, ϕ is pluriharmonic. Now, we construct some particular structural disks that we will use in the next sections. For these disks, the map τ is everywhere defined and is continuous for the weak topology on currents.
In order to simplify the notations, assume that 0 belongs to
. Fix θ 0 < 1 very close to 1 and a small simply connected
and a smooth positive function ρ with support in U such that ρ(a, b)dλ(a, b) = 1. Here, λ denotes the Lebesgue measure.
For θ ∈ V and (a, b) ∈ U, define the affine map h a,b,θ :
. We will show that the currents
proper. This last property follows from the fact that M is convex and V , D \ D * , U are small; the map h a,b,θ is close to the map (z, w) → (θz, w) since a, b are small. Moreover, R a,b,θ is well defined on some open set D θ which converges to D when θ → θ 0 . The currents R 0,0,θ have been used by Dujardin to study Hénon-like maps [10] (see also [4] ).
Define the meromorphic map
is well defined out of {θ = 0} and its support clusters on {θ = 0} only on the set {z = a}. So, this current is well defined out of {θ = 0} ∩ {z = a}. The dimension of {θ = 0} ∩ {z = a} is smaller than the dimension of R a,b . Hence, one can extend R a,b across {θ = 0} ∩ {z = a} with no mass on this set [16] . Since M is convex and V , D \ D * , U are small and θ 0 is close to 1, supp(R a,b ) ∩ Π −1 V (θ), which is isomorphic to supp(R a,b,θ ), is a vertical set of {θ} × D * for every θ ∈ V . Hence, the slice currents R a,b , Π V , θ define a structural disk in C v (D * ). By the properties of the slicing operation, these slices exist for every θ ∈ V and are equal to R a,b,θ (we identify {θ} × D with D). Observe that R a,b,θ depends continuously on θ for the weak topology on currents.
We have R a,b,θ 0 = R and R a,b,0 = [z = a] where [z = a] is the current of integration on the analytic set {z = a}. Hence, R a,b,0 is independent of R. In other words, the structural disks associated to different normalized currents R, pass through the same point
Hence, the slice currents R θ := R, Π, θ define a structural disk in C v (D * ). These slices are well defined for every θ ∈ V and
Observe that R θ depends continuously on θ for the weak topology, R θ 0 = R and R 0 = π family of structural disks which pass through the same point π *
The following two lemmas establish some properties of these disks; they will be used in our convergence theorems. Lemma 2.2 implies that every current in C v (D) can be approximated by smooth forms in C v (D). This also holds for currents in C h (D).
be a normalized current. Then, for θ ∈ V \{θ 0 }, R θ is a smooth form in a neighbourhood of D * and when θ ∈ V \ {0, θ 0 }, R θ depends continuously on (R, θ) for the C ∞ topology. Moreover, there exist r > 0 and c > 0 independent of R such that if |θ| ≤ r
where the L ∞ norm on forms is the sum of L ∞ norms of coefficients.
Proof. The smoothness with respect to θ, for θ = θ 0 , and the dependence of (R, θ) are checked using a classical change of variable in (2) . Let Φ be a smooth form of bidegree (k − p, k − p) with compact support in D * . We have to prove, for θ small, that
We have
This also holds for θ = 0 by continuity. The form Φ θ is obtained by convolution. It is smooth and bounded by c Φ L 1 . Using a change of variable, we
be a normalized continuous form. Let m(R, ǫ) denote the modulus of continuity of R. Then, there exist r > 0, c > 0, A > 0 independent of R such that for |θ
Proof. Let W denote the disk |θ−θ 0 | ≤ r with r > 0 small enough, so we are away of {θ = 0}. Then, there exists A > 0 such that h
We obtain the desired inequality using (2).
Corollary 2.4 Let R ∈ C v (D) and S ∈ C h (D) be normalized currents. Assume that R is continuous. Then, R ∧ S is a probability measure.
. By regularization of currents, we can assume that S is smooth. Let R be as above.
is positive closed and of bidimension (1, 1). Moreover, the restriction of
Corollary 2.5 Let K be a compact subset of M. Then, the set of currents R ∈ C v (D) of slice mass 1 and supported in K × N, is compact for the weak topology on currents.
Proof. Let L be a compact subset of D. Let S ∈ C h (D) be a normalized smooth form, strictly positive on L. Corollary 2.4 implies that R, S = 1. Hence, the mass of R on L is bounded from above by a constant independent of R. The corollary follows. It takes values in a horizontal subset f (D) of D. We define these maps using theirs graphs as follows (see [10, 4] ). Let pr 1 and pr 2 be the canonical projections of D × D on its factors. 2. pr 1|Γ is injective; pr 2|Γ has finite fibers.
Γ does not intersect
The map f is defined on f −1 (D) := pr 1 (Γ) and its image is equal to f (D) := pr 2 (Γ). If g is another horizontal-like map on D, f • g is also a horizontal-like map. When p = k, we obtain polynomial-like maps which are studied in [5] .
Observe also that there exist open sets
If pr 2|Γ is injective, we say that f is invertible. In this case, up to a coordinate change, f −1 : pr 2 (Γ) → pr 1 (Γ) is a horizontal-like map. When k = 2 and p = 1, we obtain the Hénon-like maps which are studied in [10, 4] . In order to simplify the paper, we consider only invertible horizontal-like maps. The results in Sections 4 and 5 hold for non invertible maps. For the construction of T + , we need to define inverse images of positive closed currents by open holomorphic maps; this is done in [8] .
The operator f * = (pr 2|Γ ) * • (pr 1|Γ ) * acts continuously on horizontal currents. If S is a horizontal current (form), so is f * (S). The operator
We have the following proposition for positive closed currents.
is well defined and continuous. Moreover, there exists an integer
Proof. Using Definition 3.1, one can check that f * and f * are well defined. Let R be a normalized current in C v (D ′′ ). We want to compute the slice mass of f * (R). We can assume that R is smooth. Let S = [w = b] be the current of integration on the subspace {w = b} with b ∈ N. Since R is normalized, we have
The current f * (S) is defined by a horizontal analytic subset of D ′′ . Hence, it is a ramified covering of degree
Using Cesàro means, one can easily construct a normalized vertical current T + such that L v (T + ) = T + . Our aim is to construct such a current T + with a good convergence theorem and some extremality properties. This allows to construct an interesting invariant measure. The following diagram is one of the main objects we consider:
Example 3.3 Let f be a polynomial automorphism of C k . Denote also by f its meromorphic extension to P k . Let (z 1 , . . . , z k ) be the coordinates of C k and [z 1 : · · · : z k ] be homogeneous coordinates of the hyperplane at infinity L. Assume that the indeterminacy set I + of f is the subspace
This map is regular in the sense of [21] ; that is I + ∩ I − = ∅ (see also [9] ).
If M and N are the balls of center 0 and of radius r in C p and C k−p , with r big enough, then f defines a horizontal-like map in D = M × N. This follows from the description of Julia sets of f and f −1 in [21] . Observe that every small pertubation of f on D is still horizontal-like.
One can construct such a map which admits both attractive and repelling fixed points [10] . Hence, the map is not conjugated to a polynomial automorphism since polynomial automorphisms have always constant jacobian.
We will see in Paragraph 6 that this simple example will give us interesting informations.
Random iteration
Let (f n ) be a sequence of invertible horizontal-like maps on
Define the filled Julia set associated to (f n ) as
This is a vertical closed subset of D ′ .
We say that T + is the Green current associated to the sequence (f n ). We say that (R n ) is uniformly bounded if the coefficients of R n are uniformly bounded. We first prove the following proposition.
Proof. By regularization, we can assume that R n are smooth. Observe that if Φ is positive and closed then L v,1 . . . L v,n (R n ), Φ = Φ h . Hence, we can add to Φ a form in C h (D). We can assume that Φ is positive on D ′ and is bounded by a normalized smooth form in C h (D ′ ). It follows that each current L h,n . . . L h,1 (Φ) is positive and bounded from above by a normalized current
and (n i ) be an increasing sequence such that
), Φ converges to a real number M Φ . We choose (n i ) and R ′ n i such that M Φ is the maximal value that we can obtain in this way. The domination of L h,n . . . L h,1 (Φ) by normalized currents imply that M Φ is finite. Hence, M Φ satisfies the inequality in Proposition 4.2.
Define
We will use the structural disks ( R n i ,θ ) constructed in Section 2 (see also (2) and (3)) associated to R n i to prove that the convergence holds when R n i is replaced by R n i ,0 . Proposition 2.1 allows to define continuous subharmonic functions on V by
Since ϕ n i (θ 0 ) tends to the maximal value M Φ , the Hartogs lemma [18] and the maximum principle imply that
Now assume that R n satisfy the hypothesis of Theorem 4.1. If we replace M ′ by a bigger domain, we can assume that there exists an open set
Then, we can find a normalized continuous form R ∈ C v (D ′ ) and c > 0 such that R n ≤ cR for every n.
Define the currents R θ associated to R as in Section 2 and
Let (m i ) be an arbitrary increasing sequence such that
We turn to the general case. Since R n and cR − R n belong to
and since cR − R n have slice mass c − 1
We consider the sum of (4) and (5) and deduce that these inequalities are in fact equalities. It follows that lim 
which is defined by T + , Φ := M Φ . This current is independent of (R n ). Now, we prove that T + is supported in
The following corollary establishes an extremality property of T + .
Corollary 4.5 Let (n i ) be an increasing sequence of integers and
Proof. Let Φ be as above. Proposition 4.2 implies that
On the other hand, the currents
By hypothesis,
We consider the sum of (6) and (7) and deduce that
The corollary follows.
The following proposition allows to check that lim L v,1 . . . L v,n (R n ) = T + with only one test form. Corollary 4.7 Let (n i ) be an increasing sequence of integers. Then, there exist a subsequence (m i ) and a pluripolar set E + ⊂ M such that, for every a ∈ M \ E + , we have
where [z = a] is the current of integration on the vertical analytic set {a}×N.
Proof. Let Φ and V be as above. Consider locally uniformly bounded p.s.h. Section 2) . By extracting a subsequence, we can assume that ϕ n i converge in L Let ν be a smooth probability measure with compact support in M ′ . Consider the normalized current R := π *
It follows that ϕ = M Φ . Hence, there exists a subsequence (m i ) ⊂ (n i ) and a pluripolar set
Consider a sequence of (Φ n , V n ) such that
Remark 4.8 Corollary 4.7 implies that T + can be approximated by currents of integration on vertical varieties. When p = 1, this holds for every current in C v (D) [11] . The problem is still open for currents of higher bidegree.
Green currents
In the rest of the paper, we study the dynamics of an invertible horizontal-like map. The following result is a direct consequence of Theorem 4.1.
Corollary 5.1 Let f be an invertible horizontal-like map on
be a uniformly bounded family of normalized forms. Then, d
−n f n * (R n ) converge weakly to a normalized current T + ∈ C v (D ′ ) supported in ∂K + . Moreover, T + does not depend on (R n ) and satisfies f * (T + ) = dT + .
We call T + the Green current of f . Corollary 4.7 shows that T + is a limit value of (d −n f n * [z = a]) for a ∈ M generic. We construct in the same way the Green current T − ∈ C h (D ′′ ) for f −1 . This current is supported in the boundary of K − := ∩ n≥1 f n (D) and satisfies f * (T − ) = dT − . Now, we give some properties of the Green currents.
Let (R n ) be an arbitrary sequence of normalized currents in C v (D) and Φ be a smooth real horizontal test form such that dd c Φ ≥ 0. Corollary 4.4 implies that every limit value R of (d −n f n * (R n )) satisfies R, Φ ≤ T + , Φ . Proposition 4.6 implies that if R, Φ = T + , Φ , then R = T + in the open set where dd c Φ is strictly positive. We deduce from this the following corollary.
Corollary 5.2 Let T be a normalized current in C v (D) and Φ be a real horizontal test form. Assume that dd c Φ ≥ 0 on D and dd
Proof. Assume that d
−n f n * (T ), Φ → T + , Φ . Hence, every limit value R of (d −n f n * (T )) is equal to T + on W . For every m ≥ 0, there exists a limit value
Since both the currents R and T + are supported in K + , we have R = T + .
The following result is a direct consequence of Corollary 4.5.
Corollary 5.3 Let T be a normalized current in C v (D). Assume there exist c > 0, an increasing sequence (n i ) and currents Proof. We can write R as a difference of positive forms (scale D if necessary). Hence, we can assume that R is positive and that R ≤ R ′ for a suitable continuous form R ′ ∈ C v (D). We can extract from L n v (R) convergent subsequences. Corollary 5.1 implies that every limit value is bounded by R
Let Φ ∈ C h (D) be a continuous normalized form. We have
It follows that if T is closed, it has slice mass c (this also holds for T ′ ). Hence, Corollary 5.3 implies that it is sufficient to prove that T is closed. Using the previous equalities and the following lemma 5.5, we get dd c T = 0. Consider the product map F (x 1 , x 2 ) = (f (x 1 ), f (x 2 )) on D 2 as in Example 3.4. The same arguments applied to F and to R ⊗ R imply that T ⊗ T is dd c -closed. It follows that T is closed. 
Equilibrium measure
The main result of this section is the following Theorem.
Theorem 6.1 Let f be an invertible horizontal-like map of dynamical degree
converge weakly to an invariant probability measure µ which does not depend on (R n ) and (S n ). Moreover, µ is mixing and is supported on the boundary of the compact set K := ∩ n∈Z f n (D).
We say that µ is the equilibrium measure of f . We will see that the convergence part of Theorem 6.1 is a consequence of Proposition 4.2 and Remark 4.3 (see also Proposition 6.8 and Corollary 6.9). Let M i and N i be copies of M and N. Consider the domain
and the product map (see Example 3.4)
Using the coordinate change (z 1 , w 1 , z 2 , w 2 ) → (z 1 , w 2 , z 2 , w 1 ), we write
where
is not a horizontal set but 
If R n and S n are as in Theorem 6.1, we have
Proof. By regularization of currents, we can assume that S n are continuous forms. We can also assume that m ≥ n and n → ∞.
This allows to suppose that m = n.
Define the vertical currents
The current Φ := ϕ[∆] is not horizontal, but F * (Φ) is horizontal. Hence, Proposition 6.2 is a consequence of Proposition 4.2 and Remark 4.3 applied to F .
We can now define the positive measure µ by µ, ϕ := M ϕ .
Consider normalized continuous forms
Hence, µ is supported in the boundary of K = K + ∩ K − . Corollary 2.4 shows that µ is a probability measure.
We also have
Hence, µ is invariant.
The following corollary gives us an extremality property of µ:
be sequences of normalized currents. Assume that R m are continuous. Let ν be a limit value of
Proof. Proposition 6.2 implies that ν, ϕ ≤ µ, ϕ . When ϕ is pluriharmonic, this inequality holds for −ϕ. Hence ν, ϕ = µ, ϕ .
The proof of the following results are left to the reader (see Corollaries 4.5, 4.7, 5.2 and Proposition 4.6).
be normalized currents and c > 0 such that R ′ n ≤ cR n , S ′ n ≤ cS n for every n. Assume that R n and R ′ n are continuous forms. Let (m i ) and (n i ) be increasing sequences of integers. If
Proposition 6.5 Let R m , S n , m i , n i be as in Corollary 6.4. Let ϕ be a continuous function strictly p.s.h. on D. Then,
Corollary 6.6 Let (n i ) be an increasing sequence of integers. Then, there exist a subsequence (m i ) and a pluripolar set E ⊂ D such that, for every
where (z, w) are the coordinates of
To complete the proof of Theorem 6.1, we have only to check that µ is mixing. That is
for every functions φ and ψ smooth in a neighbourhood of D. Define a function ϕ on D 2 by
Lemma 6.7 Assume that ϕ is p.s.h. Then
End of the proof of Theorem 6.1. Since φ and ψ can be written as differences of smooth strictly p.s.h. functions, in order to prove (8) , it is sufficient to consider φ and ψ smooth strictly p.s.h. in a neighbourhood of
Since µ is invariant, we have µ, φ • f m = µ, φ and µ, ψ • f −m = µ, ψ . We deduce from the last inequality that
On the other hand, the function (φ(z 1 , w 1 ) − A)(−ψ(z 2 , w 2 ) + A) is also p.s.h. in a neighbourhood of D. In the same way, we obtain
Inequalities (9) and (10) imply (8) . Hence, µ is mixing.
The following proposition generalizes the convergence in Theorem 6.1.
Proof. It is sufficient to consider the case where m ≤ n and m → ∞. If we replace M ′ , N ′′ by bigger domains, we can assume that there exist c > 0 and normalized continuous forms R ∈ C v (D ′ ) and S ∈ C h (D ′′ ) such that R n ≤ cR and S n ≤ cS for every n. By Corollary 6.4, it is sufficient to prove that
We will use the same idea as in Theorem 4.1. Let ϕ be a continuous function strictly p.s.h. on D with 0 ≤ ϕ ≤ 1. By Proposition 6.5, we need only to check that
Observe that each Ψ m,n is positive, bounded by a normalized current in C h (D ′′ ) and verifies dd c Ψ m,n ≥ 0. If R θ is defined as in Section 2, then φ m,n (θ) := R θ , Ψ m,n define a uniformly bounded family of subharmonic functions on θ ∈ V . Since R = R θ 0 , we want to prove that φ m,n (θ 0 ) → M ϕ . By Proposition 6. Hence, it is sufficient to prove that φ m,n converge to M ϕ in L 1 loc (V ). By maximum principle, we have only to check that φ m,n (0) = R 0 , Ψ m,n → M ϕ .
Consider a normalized smooth form Corollary 6.9 Let S ∈ C h (D) be a continuous normalized form. Then
Proof. Let ϕ be a continuous strictly p.s.h. function on D. Let R ∈ C v (D) be a smooth normalized form. Corollary 5.1 implies that T + = lim d −n f n * (R). Hence, there exists m > n such that
By Proposition 6.8, this implies that lim
Entropy
We will show that the topological entropy h t (f |K ) of the restriction of f to the invariant compact set K is equal to log d. From the variational principle [23] , it follows that the entropy of µ is bounded from above by log d. We will show that this measure has entropy h(µ) = log d. This also implies that h t|supp(µ) = log d.
Theorem 7.1 Let f , d, K, µ be as above. Then, the topological entropy of f |K is equal to log d and µ is an invariant measure of maximal entropy log d.
We have to prove that h t (f |K ) ≤ log d and h(µ) ≥ log d. Bedford-Smillie proved the second inequality for Hénon maps [2] (see also Yomdin [24] , and Smillie [22] ). We only need the following lemma in order to adapt their proof and get h(µ) ≥ log d.
be a normalized smooth form strictly positive in a neighbourhood of K − . Then, there exist an increasing sequence (n i ) of positive integers and a point a ∈ M ′ such that
Proof. Let ϕ be a smooth strictly p.s.h. function on D. Define a sequence of p.s.h. functions on a ∈ M (see Proposition 2.1):
Let ν be a smooth probability measure on M ′ . Consider the normalized smooth form R := π *
Hence, φ n (a)dν(a) → M ϕ . On the other hand, Proposition 6.2 implies that
It follows that there exist (n i ) and a ∈ M ′ such that lim φ n i (a) = M ϕ . As in Propositions 4.6 and 6.5, we prove that (n i ) and a satisfy the lemma. Now, we prove the first inequality h t (f |K ) ≥ log d. Analogous inequalities have been proved in [15, 5, 6, 7] . We use here some arguments in Gromov [15] and in [5] .
Let Γ n be the graph of the map x → (f (x), . . . , f n−1 (x)) in D n . This is the set of points (x, f (x), . . . , f n−1 (x)) in D n . We use the canonical euclidian metric on
Let Π denote the projection of D n = (M × N) n on the product M × N of the last factor M and the first factor N. Let Π 1 (resp. Π 2 ) denote the projections of D n on the product M n−1 (resp. N n−1 ) of the other factors M (resp. N). Observe that Π :
. Now, it is sufficient to apply the following lemma (see [5, lemme 3.3.3] for the proof).
We assume that Γ is a ramified covering on D of degree d Γ . Then, there exist c > 0, s > 0 independent of Γ and of m such that
Intersection of currents
In this section, we define the intersection R ∧ S of a vertical positive closed current R ∈ C v (D) and a horizontal positive closed current S ∈ C h (D). When one of these currents, for example R, has bidegree (1, 1), using a regularization, the reader can verify that our definition coincides with the classical definition R ∧ S := dd c (uS) where u is a potential of R. The current uS is well defined since, by Oka's inequality [14] , u is integrable with respect to the trace measure of S.
Consider a function ϕ continuous and p.s.h. in a neighbourhood
⊂ W and R n ∧ S n , ϕ converge to a constant m ϕ . We assume that m ϕ is the maximal constant that we can obtain in this way. It follows from Corollary 2.4 that m ϕ is finite.
Let R θ , θ ∈ V , be the currents of the structural disc in C v (D ′′ ) associated to R that we constructed in Section 2. Recall that R θ 0 = R. We construct in the same way the horizontal currents S θ , θ ∈ V , with S θ 0 = S. They define a structural disc in C h (D ′ ). Observe that when θ → θ 0 , we have supp(R θ ) → supp(R θ 0 ) and supp(S θ ) → supp(S θ 0 ). In particular, supp(R θ ) ∩ supp(S θ ′ ) ⊂ W when θ and θ ′ are close to θ 0 .
Proposition 8.1
In particular, m ϕ does not depend on W ′ and W . Moreover, it depends linearly on ϕ, R and S.
Proof. We define the structural discs (R n,θ ) and (S n,θ ) associated to R n and S n as in Section 2 with R n,θ 0 = R n and S n,θ 0 = S n . Define ψ(θ, θ ′ ) := R θ ∧ S θ ′ , ϕ . By Lemma 2.2, there exists a small neighbourhood U of (θ 0 , θ 0 ) in V 2 such that ψ is defined, bounded and continuous on U \ (θ 0 , θ 0 ). As in Proposition 2.1, one shows that ψ is p.s.h. on U \ (θ 0 , θ 0 ). Hence, it can be extended to a p.s.h. function on U by 
It follows that m
We prove in the same way that lim sup R ∧ S θ , ϕ = m ϕ . Now, since smooth functions on neighbourhoods of supp(R) ∩ supp(S) can be written as differences of continuous p.s.h. functions, we can define R ∧ S as follows:
R ∧ S, ϕ = m ϕ for every function ϕ continuous p.s.h. on a neighbourhood of supp(R) ∩ supp(S). Proposition 8.1 shows that the current R ∧ S is supported in supp(R) ∧ supp(S). It is clear that the definition does not depend on coordinate systems of M, N. The proof of the following proposition is left to the reader (see Proposition 6.5).
Remarks 8.3 a. Proposition 8.2 implies that R ∧ S is a positive measure. Corollary 2.4 implies that R ∧ S = R v S h . Lemma 2.3 implies that when R or S is continuous, our definition of R ∧ S coincides to the canonical one.
b. When ϕ is pluriharmonic on a neighbourhood of supp(R)∩supp(S), we can apply Proposition 8.2 to ±ϕ to get lim R n ∧S n , ϕ = R∧S, ϕ . Hence, if K ⊂ D is a compact set contained supp(R)∩supp(S) such that pluriharmonic functions on neighbourhoods of K are dense on C 0 (K), then R n ∧S n → R∧S provided that R n → R, S n → S and supp(R n ) ∩ supp(S n ) → K.
c. We have R θ ∧ S → R ∧ S, R ∧ S θ → R ∧ S and R θ ∧ S θ ′ → R ∧ S for the fine topology on V or on V × V . Recall that the fine topology is the coarsest topology on which (pluri)subharmonic functions are continuous. This implies the following proposition.
Proposition 8.4 Let R, S, R (ǫ) and S (ǫ) be as above. Then
Finally, we have the following theorem.
Theorem 8.5 Let f be a horizontal-like map and µ, T + , T − as above. Then µ = T + ∧ T − .
Proof. We first prove that f * (T + ∧ T − ) = T + ∧ T − . By Proposition 8.2, there exist smooth currents T n ∈ C v (D) such that T n → T + , supp(T n ) → supp(T + ) and T n ∧ T − → T + ∧ T − . Let ϕ be a continuous p.s.h. function on a neighbourhood of K. Since ϕ•f −1 is also continous p.s.h. on a neighbourhood of K and T − is invariant, by definition of T + ∧ T − , we have
Write ϕ = (ϕ • f −1 ) • f . We prove in the same way that
Hence, T + ∧ T − is invariant.
We want now to prove that T + ∧ T − , ϕ = µ, ϕ . By Theorem 6.1, for R ∈ C v (D) and S ∈ C h (D) smooth,
Using Theorem 5.1 we can apply Proposition 8.2 to get T + ∧T − , ϕ ≥ µ, ϕ . Consider the structural disc (T θ ), θ ∈ V , associated to T := T + as in Section 2 with T θ 0 = T + . Define
As in Proposition 8.1, we prove that (φ n ) is a bounded sequence of subharmonic functions with φ n (θ 0 ) = T + ∧ T − , ϕ • f −n = T + ∧ T − , ϕ . Corollary 6.9 implies that φ n → µ, ϕ pointwise on V \ {θ 0 }. Hence, φ n → µ, ϕ in L 1 loc (V ). By Hartogs lemma, lim sup φ n (θ 0 ) ≤ µ, ϕ . It follows that T + ∧ T − , ϕ ≤ µ, ϕ .
A Appendix: slicing theory
Let X, Y be two complex manifolds of dimension k and l respectively. Let π : X → Y be a holomorphic map and T be a current of degree 2k − m and of dimension m with m ≥ 2l. Assume that T is C-normal, i.e. T , ∂T and ∂T have order 0. One can define for almost every a ∈ Y the slice T, π, a . This is a C-normal current of dimension m − 2l of π −1 (a). When T is of bidimension (n, n), T, π, a are of bidimension (n − l, n − l). The slicing commutes with the operations ∂ and ∂. In particular, if T is closed then so is T, π, a .
Slicing is the generalization of restriction of forms to level sets of holomorphic maps. When T is a continuous form, T, π, a is simply the restriction of T to π −1 (a). When T is the current of integration on an analytic subset V of X, T, π, a is the current of integration on the analytic set V ∩ π −1 (a). If ϕ is a continuous form on X then T ∧ ϕ, π, a = T, π, a ∧ ϕ.
Let y denote the coordinates of a chart of Y and Λ the associated Lebesgue measure. Let ψ(y) be a positive smooth function with compact support such that ψdΛ = 1. Define ψ ǫ (y) := ǫ −2l ψ(y/ǫ) and ψ a,ǫ (y) := ψ ǫ (y − a) (the measures ψ a,ǫ Λ approximate the Dirac mass at a). Then, for every continuous test form ϕ of the right degree and of compact support in X one has T, π, a (ϕ) = lim 
