Abstract. Let X be an RD-space, which means that X is a space of homogenous type in the sense of Coifman and Weiss with the additional property that a reverse doubling property holds in X . In this paper, the authors first introduce the notion of admissible functions ρ and then develop a theory of localized Hardy spaces H 1 ρ (X ) associated with ρ, which includes several maximal function characterizations of H 1 ρ (X ), the relations between H 1 ρ (X ) and the classical Hardy space H 1 (X ) via constructing a kernel function related to ρ, the atomic decomposition characterization of H 1 ρ (X ), and the boundedness of certain localized singular integrals on H 1 ρ (X ) via a finite atomic decomposition characterization of some dense subspace of H 1 ρ (X ). This theory has a wide range of applications. Even when this theory is applied, respectively, to the Schrödinger operator or the degenerate Schrödinger operator on R n , or the sub-Laplace Schrödinger operator on Heisenberg groups or connected and simply connected nilpotent Lie groups, some new results are also obtained. The Schrödinger operators considered here are associated with nonnegative potentials satisfying the reverse Hölder inequality.
Introduction
The theory of Hardy spaces on the Euclidean space R n plays an important role in various fields of analysis and partial differential equations; see, for examples, [49, 18, 5, 48, 20] . One of the most important applications of Hardy spaces is that they are good substitutes of Lebesgue spaces when p ∈ (0, 1]. For example, when p ∈ (0, 1], it is well-known that Riesz transforms are not bounded on L p (R n ), however, they are bounded on Hardy spaces. A localized version of Hardy spaces on R n was first introduced by Goldberg [24] . These classical Hardy spaces are essentially related to the Laplace operator ∆ ≡ − n j=1 (
On the other hand, the studies of Schrödinger operators with nonnegative potentials satisfying the reverse Hölder inequality obtain an increasing interest; see, for example, [17, 58, 47, 33, 10, 11, 30, 31, 12, 14, 15, 9, 16, 34, 2] . In particular, Fefferman [17] , Shen [47] and Zhong [58] established some basic results, including estimates of the fundamental solutions and the boundedness on Lebesgue spaces of Riesz transforms, for the Schrödinger operator L ≡ ∆ + V on R n with n ≥ 3 and the nonnegative potential V satisfying the reverse Hölder inequality. Lu [35] extended part of these results to the sub-Laplace Schrödinger operator on stratified groups, and Li [33] on connected and simply connected nilpotent Lie groups. Kurata and Sugano [30] extended some of these results to the degenerate Schrödinger operator on R n with n ≥ 3. On the other hand, Dziubański and Zienkiewicz [11] first characterized the Hardy space H 1 L (R n ) for Schrödinger operators via atoms, the maximal function defined by the semigroup generated by L and the Riesz transforms ∇L −1/2 , which were further generalized by C. Lin, H. Liu and Y. Liu [34] to Heisenberg groups. Also, Duong and Yan [9] established the Lusin-area function and molecular characterizations of Hardy spaces H 1 L (R n ) associated to the operator L with heat kernel bounds, which includes the Schrödinger operator with nonnegative potential as an example. Dziubański [15] further obtained the atomic characterization and the maximal function characterization of the semigroup generated by L for Hardy spaces H 1 L (R n ) associated with the degenerate Schrödinger operator L on R n via a theory of Hardy spaces on spaces of homogeneous type with the additional assumption that the measure of any ball is equivalent to its radius in [7, 38, 52] .
Recently, a theory of Hardy spaces on so-called RD-spaces were established in [26, 27, 21, 22] . A space X of homogenous type in the sense of Coifman and Weiss is called an RD-space if X has the additional property that a reverse doubling property holds in X (see [27] ). It is well-known that a connected space of homogeneous type is an RDspace. Typical examples of RD-spaces include Euclidean spaces, Euclidean spaces with weighted measures satisfying the doubling property, Heisenberg groups, Lie groups of polynomial growth ( [53, 54] ) and the boundary of an unbounded model polynomial domain in C 2 ( [41, 42] ), or more generally, Carnot-Carathéodory spaces with doubling measures ( [43, 27] ). Throughout this paper, we only consider those RD-spaces with infinity total measures.
Motivated by the properties of nonnegative potentials satisfying the reverse Hölder inequality in aforementioned Schrödinger operators, in this paper, we first introduce a class of admissible functions ρ on X . Via establishing some basic properties of ρ, we develop a theory of Hardy spaces H 1 ρ (X ) associated to admissible functions ρ, which includes several maximal function characterizations of H 1 ρ (X ), the relations between H 1 ρ (X ) and the classical Hardy space H 1 (X ) via constructing a kernel function related to ρ, the atomic decomposition characterization of H 1 ρ (X ), and the boundedness of certain localized singular integrals on H 1 ρ (X ) via a finite atomic decomposition characterization of some dense subspace of H 1 ρ (X ). Since these results hold for any admissible function ρ and any RD-space X , they have a wide range of applications. Moreover, even when this theory is applied, respectively, to the Schrödinger operator or the degenerate Schrödinger operator on R n , or the sub-Laplace Schrödinger operator on Heisenberg groups or connected and simply connected nilpotent Lie groups, we also obtain some new results. Precisely, this paper is organized as follows.
In Section 2, we first recall some notation and notions from [27] . Then we introduce the notions of admissible functions ρ, localized Hardy spaces H 1 ρ (X ) defined by the grand maximal functions, and atomic Hardy spaces H 1, q ρ (X ). Some properties of admissible functions are also presented, which are used through the whole paper. We also recall some results on classical Hardy spaces H 1 (X ) from [26, 27, 21, 22] .
One key step of this paper is to construct a kernel function on X × X associated to any given admissible function ρ in Proposition 3.1 below by subtly exploiting some ideas originally from Coifman [8] . A suitable variant of this kernel function actually yields an approximation of the identity related to ρ. This may be very useful in establishing a theory of Besov and Triebel-Lizorkin spaces including Hardy spaces H p (X ) when p ≤ 1 but near to 1 and fractional Sobolev spaces; see [26, 27] . Using this kernel function, in Section 3 of this paper, we establish the relations between H 1 ρ (X ) and H 1 (X ) (see Theorem 3.1 below), and as an application, we further obtain an atomic decomposition characterization of H 1 ρ (X ) via (1, q) ρ -atoms with q ∈ (1, ∞] (see Theorem 3.2 (i) below). Moreover, for certain dense subspace of H 1 ρ (X ), we establish its finite atomic decomposition characterization via (1, q) ρ -atoms with q < ∞ and continuous (1, ∞) ρ -atom (see Theorem 3.2 (ii) below). As an application of this result, we establish a general boundedness criterion for sublinear operators on H 1 ρ (X ) via atoms (see Proposition 3.2 below), and then we obtain the boundedness on H 1 ρ (X ) of certain localized singular integrals (see Proposition 3.3 below), which is useful in establishing the boundedness of Riesz transforms related to Schrödinger operators in Section 5.
In Section 4, we establish a radial maximal function characterization of H 1 ρ (X ); see Theorem 4.1 below. For the sake of applications, we also characterize H 1 ρ (X ) via a variant of the radial maximal functions, which is closely related to the considered admissible function ρ; see Theorem 4.2 below. We should point out that the method used to obtain the radial maximal function characterization of H 1 ρ (X ) is totally different from the method used by Dziubański and Zienkiewicz in [10, 11, 12, 15 ] to obtain a similar result on R n . The method in [10, 11, 12, 15] strongly depends on an existing theory of localized Hardy spaces h 1 , on R n or on spaces of homogeneous type with the additional assumption that the measure of any ball is equivalent to its radius, in the sense of Goldberg [24] . We successfully avoid this via the discrete Calderón reproducing formula from [27, 21] and a subtle split of dyadic cubes of Christ in [4] .
In Section 5, we apply the results obtained in Sections 3 and 4, respectively, to the Schrödinger operator or the degenerate Schrödinger operator on R n , the sub-Laplace Schrödinger operator on Heisenberg groups or on connected and simply connected nilpotent Lie groups. The nonnegative potentials of these Schrödinger operators are assumed to satisfy the reverse Hölder inequality. Even for these special cases, our results further complement the results in [11, 12, 15, 34] . Especially for the sub-Laplace Schrödinger operator on connected and simply connected nilpotent Lie groups, Theorem 5.1 through Theorem 5.4 below seem unknown before.
Moreover, in forthcoming papers, we will develop a dual theory for H 1 ρ (X ) and will also apply these results obtained in this paper to the sub-Laplace Schrödinger operator with nonnegative potentials satisfying the reverse Hölder inequality on the boundary of an unbounded model polynomial domain in C 2 appeared in [41, 42] .
We finally make some conventions. Throughout this paper, we always use C to denote a positive constant that is independent of the main parameters involved but whose value may differ from line to line. Constants with subscripts, such as C 1 , do not change in different occurrences. If f ≤ Cg, we then write f g or g f ; and if f g f , we then write f ∼ g. We also denote max{β, γ} and min{β, γ}, respectively, by β ∨ γ and β ∧ γ. For any set E ⊂ X , set E ∁ ≡ (X \ E).
Preliminaries
We first recall the notions of spaces of homogeneous type in the sense of Coifman and Weiss [6, 7] and RD-spaces in [27] .
Definition 2.1. Let (X , d) be a metric space with a regular Borel measure µ such that all balls defined by d have finite and positive measure. For any x ∈ X and r > 0, set the ball B(x, r) ≡ {y ∈ X : d(x, y) < r}.
(i) The triple (X , d, µ) is called a space of homogeneous type if there exists a constant C 1 ≥ 1 such that for all x ∈ X and r > 0,
(ii) The triple (X , d, µ) is called an RD-space if there exist constants 0 < κ ≤ n and C 2 ≥ 1 such that for all x ∈ X , 0 < r < diam (X )/2 and 1 ≤ λ < diam (X )/(2r),
where diam (X ) = sup x, y∈X d(x, y).
Remark 2.1. (i) Obviously, an RD-space is a space of homogeneous type. Conversely, a space of homogeneous type automatically satisfies the second inequality of (2.1). Moreover, it was proved in [27, Remark 1.1] that if µ is doubling, then µ satisfies (2.1) if and only if there exist constants a 0 > 1 and C 0 > 1 such that for all x ∈ X and 0 < r < diam (X )/a 0 , µ(B(x, a 0 r)) ≥ C 0 µ(B(x, r)) (reverse doubling property) (If a 0 = 2, this is the classical reverse doubling condition), and equivalently, for all x ∈ X and 0 < r < diam (X )/a 0 , (B(x, a 0 r) \ B(x, r)) = ∅, which, as pointed out to us by the referee, is known in the topology as uniform perfectness. For more equivalent characterizations of RD-spaces, see [57] .
(ii) Let d be a quasi-metric, which means that there exists
Recall that Macías and Segovia [37, Theorem 2] proved that there exists an equivalent quasi-metric d such that all balls corresponding to d are open in the topology induced by d, and there exist constants A 0 > 0 and θ ∈ (0, 1) such that for all x, y, z ∈ X ,
It is known that the approximation of the identity as in Definition 2.3 below also exists for d; see [27] . Obviously, all results in this section and Sections 3 and 4 are invariant on equivalent quasi-metrics. From these facts, it follows that all conclusions of this section and Sections 3 and 4 are still valid for quasi-metrics (especially, for so-called d-spaces of Triebel; see [51, p. 189] ).
Throughout the whole paper, we always assume that X is an RD-space and µ(X ) = ∞. In what follows, for any x, y ∈ X and r ∈ (0, ∞), we set V r (x) ≡ µ(B(x, r)) and V (x, y) ≡ µ(B(x, d(x, y))).
Admissible functions
We first introduce the notion of admissible functions. Definition 2.2. A positive function ρ on X is called admissible if there exist positive constants C 3 and k 0 such that for all x, y ∈ X ,
Obviously, if ρ is a constant function, then ρ is admissible. Another non-trivial class of admissible functions is given by the well-known reverse Hölder class B q (X , d, µ) (see, for example, [23, 40, 47] for its definition on R n , and [50] for its definition on spaces of homogenous type). Recall that a nonnegative potential U is said to belong to B q (X , d, µ) (for short, B q (X )) with q ∈ (1, ∞] if there exists a positive constant C such that for all balls B,
with the usual modification when q = ∞. It was proved in [50, pp. 8-9] that if U ∈ B q (X ) for some q ∈ (1, ∞] and the measure U (z) dµ(z) has the doubling property, then U is an A p (X , d, µ)-weight for some p ∈ [1, ∞) in the sense of Muckenhoupt, and also U ∈ B q+ǫ (X ) for some ǫ > 0. Here it should be pointed out that, generally, U ∈ B q (X ) cannot imply the doubling property of U (z) dµ(z), but when µ(B(x, r)) increases continuous respect to r for all x ∈ X , U ∈ B q (X ) does imply the doubling property of U (z) dµ(z) by [50, Theorem 17] . We also refer the reader to [36] for other conditions to guarantee the doubling property of U (z) dµ(z). Following [47] , for all x ∈ X , set
where we recall that V r (x) ≡ µ(B(x, r)) for all x ∈ X and r > 0. Then we have the following conclusion.
Proof. For any fixed y ∈ X and 0 < r < R < ∞, by the Hölder inequality, U ∈ B q (X ) and the doubling property of µ, we have
By the assumption that U (z) dµ(z) has the doubling property, so there exist positive constants C and n 1 > {(κ − n/q) ∨ 0} such that for all λ > 1, r > 0 and x ∈ X , (2.5)
By (2.4) and the fact that q > n/2, there exists at least one r > 0 such that
which imply that 0 < ρ(y) < ∞. Thus, from (2.5), it further follows that
Now we prove that ρ satisfies (2.2). For any fixed x, y ∈ X , if d(x, y) < ρ(y), then by the doubling property of µ and (2.6), we have
This together with (2.4) implies that ρ(y) ∼ ρ(x) and hence, (2.2) holds in this case. If d(x, y) ≥ ρ(y), then there exists j ∈ N such that 2 j−1 ρ(y) ≤ d(x, y) < 2 j ρ(y). Thus for any integer k > j, if we choose r k ≡ 2 j−k ρ(y) ∈ (0, ρ(y)), then by (2.4), (2.5) and (2.6), we have
Notice that q > n/2 and n 1 > κ − n/q imply that n 1 + 2 − κ > 2 − n/q > 0. Let k be the maximal positive integer no more than 1 + j(n 1 + 2 − κ)/(2 − n/q). Then
which together with (2.4) implies that
which also implies that (2.2) holds in this case and hence, completes the proof of Proposition 2.1.
We now establish some properties of admissible functions.
Lemma 2.1. Let ρ be an admissible function. Then (i) for any C > 0, there exists a positive constant C, depending on C, such that if
(ii) there exists a positive constant C such that for all x, y ∈ X ,
(iii) there exists a positive constant C 4 such that for all x, y ∈ X ,
2) with exchanging x and y again, we have
By symmetry, we have (ii).
To prove (iii), by (2.2) exchanging x and y, and (ii), we have
which gives (iii). This finishes the proof of Lemma 2.1.
For each m ∈ Z, let X m ≡ {x ∈ X : 2 −(m+1)/2 < ρ(x)/8 ≤ 2 −m/2 }. Then, obviously, X = ∪ m∈Z X m . Moreover, using some ideas from [11] on R n , we have the following results. 
Proof. If x ∈ X m and y ∈ (X m ′ ∩ B(x, 2 −m/2 R)), then by (2.2) and Lemma 2.1 (iii), we have
. Thus, |m ′ − m| log R, which completes the proof of Lemma 2.2. 
where ♯E denotes the cardinality of any set E.
Proof. For each fixed m ∈ Z, since X m ⊂ ∪ x∈Xm B(x, 1 5 2 −m/2 ) , using the standard 5-covering theorem (see, for example, Theorem 1.2 in [25] ), we obtain a subset {x (m, k) } k of X m such that
and {B(x (m, k) ,
Moreover, for any fixed
This implies that
Observe that by the doubling property of µ, we have
for some positive constant C ′ independent of R, m, m ′ and k . Thus, for fixed m ′ , by the disjointness of {B(
for some positive constant C independent of R, m, m ′ and k. This together with (2.7) implies that
which completes the proof of Lemma 2.3.
In what follows, we set
η(t) = 1 when |t| ≤ 1 and η(t) = 0 when |t| ≥ 2. 
Proof. Let η be as in (2.8). For each m ∈ Z and k, and all
Then it is easy to show that {ψ (m, k) } m∈Z, k satisfies (i) through (iii), which completes the proof of Lemma 2. 4 .
In what follows, we always simply denote ψ (m, k) and B(x (m, k) , ρ(x (m, k) )/2), respectively, by ψ α and B α .
Hardy spaces H 1 (X ) and their localized variants
The following notion of approximations of the identity on RD-spaces was first introduced in [27] , whose existence was given in Theorem 2.6 of [27] . Recall that V r (x) ≡ µ(B(x, r)) and V (x, y) ≡ µ(B(x, d(x, y))) for all x, y ∈ X and r > 0.
is called an approximation of the identity of order (ǫ 1 , ǫ 2 , ǫ 3 ) (for short, (ǫ 1 , ǫ 2 , ǫ 3 )-AOTI), if there exists a positive constant C 6 such that for all k ∈ Z and x, x ′ , y, y ′ ∈ X , S k (x, y), the integral kernel of S k , is a measurable function from
(iii) Property (ii) also holds with x and y interchanged;
Remark 2.2. (i) In [27] , for any N > 0, it was proved that there exists (1, N, N )-AOTI {S k } k∈Z with bounded support in the sense that S k (x, y) = 0 when d(x, y) > C2 −k , where C is a fixed positive constant independent of k. In this case, {S k } k∈Z is called a 1-AOTI with bounded support; see [27] .
(ii) If a sequence { S t } t>0 of bounded linear integral operators on L 2 (X ) satisfies (i) through (v) of Definition 2.3 with 2 −k replaced by t, then { S t } t>0 is called a continuous approximation of the identity of order (ǫ 1 , ǫ 2 , ǫ 3 ) (for short, continuous (ǫ 1 , ǫ 2 , ǫ 3 )-AOTI).
(iii) If S k (resp. S t ) satisfies (i), (ii), (iii) and (v) of Definition 2.3, then S k S k (resp. S t S t ) satisfies the conditions (i) through (v) of Definition 2.3; see [26] .
The following spaces of test functions play an important role in the theory of function spaces on space of homogeneous type; see [26, 27] . Definition 2.4. Let x ∈ X , r > 0, β ∈ (0, 1] and γ > 0. A function f on X is said to belong to the space of test functions, G(x, r, β, γ), if there exists a positive constant C f such that
Moreover, for any f ∈ G(x, r, β, γ), its norm is defined by
It is easy to see that G(x, r, β, γ) is a Banach space. Let ǫ ∈ (0, 1] and β, γ ∈ (0, ǫ]. For applications, we further define the space G ǫ 0 (x, r, β, γ) to be the completion of the set
′ be the set of all continuous linear functionals on G ǫ 0 (x, r, β, γ), and as usual, endow (G ǫ 0 (x, r, β, γ)) ′ with the weak * -topology. Throughout the whole paper,
we fix x 1 ∈ X and write G(β, γ) ≡ G(x 1 , 1, β, γ), and (
The following results concerning approximations of the identity were proved in [27, Proposition 2.7] and Lemma 3.5 through Lemma 3.7 and Proposition 3.8 in [21] .
When there exists no ambiguity, we simply write
for all x ∈ X and β, γ ∈ (0, ǫ). It is easy to see that for all
. Definition 2.6. Let ǫ ∈ (0, 1), β, γ ∈ (0, ǫ) and ρ be an admissible function.
(i) The Hardy space H 1 (X ) is defined by
(ii) The Hardy space H 1 ρ (X ) associated to ρ is defined by
A measurable function a is called a (1, q) ρ -atom associated to the ball B(x, r) if r < ρ(x) and a satisfies (A1) and (A2), and when r < ρ(x)/4, a also satisfies (A3).
where the infimum is taken over all the above decompositions of f .
(ii) The space H ρ, fin (X ) is defined as in (ii) with (1, q)-atoms replaced by (1, q) ρ -atoms. The atomic Hardy spaces H 1, q (X ) were originally introduced in [7] . Moreover, in [21, 22] , the following results were established. 
We finally point out that by Definitions 2.6 and 2.8 above, the spaces H 1 (X ), H 1 ρ (X ), H 1, q (X ) and H 1, q ρ (X ) seem to depend on the choices of ǫ ∈ (0, 1) and β, γ ∈ (0, ǫ). However, in Remark 3.1 below, we show that all these spaces are independent of the choices of ǫ ∈ (0, 1) and β, γ ∈ (0, ǫ), which is the reason why we omit the parameters ǫ, β and γ when mentioning them.
Atomic decomposition characterizations of H
We begin with the following relations concerning the Hardy spaces in Definition 2.6 and Definition 2.8 and the Lebesgue space L 1 (X ). Recall that the symbol ⊂ means continuous embedding.
with equivalent norms independent of ρ.
In fact, by Lemma 2.4, we write a ≡ α ψ α a pointwise. Recall that {ψ α } α is as in Lemma 2.4. From Lemma 2.3, it is easy to see that a = α ψ α a holds in (G ǫ 0 (β, γ)) ′ with ǫ, β, γ as in Definition 2.8. Let
, and by the Hölder inequality and Lemma 2.3, we have
, by the definition of G ρ , it suffices to prove that for all
M (a), where M is the Hardy-Littlewood maximal operator on X , then G ρ is bounded on L q (X ) (see [6, 7] ); then by the Hölder inequality, we have
where and in what follows, for any set E ⊂ X , we write
which together with (2.2) implies that
. By (2.9) and Definition 2.8, we have that
is relatively weakly compact in L 1 (X ). This together with the Eberlein-Smulian theorem (see, for example, [55, Theorem II. C. 3]) implies that there exist a subsequence
} j∈N weakly converges to g in L 1 (X ) and hence in (G ǫ 0 (β, γ)) ′ with ǫ, β and γ as in Definition 2.6. From this, it is easy to follow that
On the other hand, it is easy to show that
ρ (X ) and the inclusion is continuous. Conversely, it suffices to prove that if a is any ( 
by (i) of this lemma and Theorem 2.
1. This gives (ii), which completes the proof of Lemma 3.1.
atoms, then by Lemma 3.1, j∈N λ j a j also converges to f in L 1 (X ), where f and f coincide in (G ǫ 0 (β, γ)) ′ . By identifying f with f , if we replace the distribution space (G ǫ 0 (β, γ)) ′ in Definition 2.8 with L 1 (X ), we still obtain the same atomic Hardy spaces, which further implies that the spaces H 1, q (X ) and H 1, q ρ (X ) are independent of the choices of ǫ ∈ (0, 1) and β, γ ∈ (0, ǫ). This is the reason why we omit the parameters ǫ, β, γ, when we mention the atomic Hardy spaces H 1, q (X ) and H 1, q ρ (X ).
(ii) Notice that Theorem 2.1 shows that H 1, q (X ) = H 1 (X ). By (i) of this remark, we know that the spaces H 1 (X ), whose definitions seem to depend on the choices of ǫ ∈ (0, 1) and β, γ ∈ (0, ǫ), are actually equivalent. Thus, the space H 1 (X ) is independent of the choices of ǫ ∈ (0, 1) and β, γ ∈ (0, ǫ).
(iii) Similarly, if we can prove H
is also independent of the choices of ǫ ∈ (0, 1) and β, γ ∈ (0, ǫ). We do prove H 1, q ρ (X ) = H 1 ρ (X ) in Theorem 3.2 below without using the fact that the space H 1 ρ (X ) is independence of the choices of ǫ ∈ (0, 1) and β, γ ∈ (0, ǫ).
To obtain an atomic decomposition characterization of H 1 ρ (X ), we first construct a kernel function on X × X by subtly developing some ideas of Coifman presented in [8] (see also [27] ).
Proposition 3.1. Let ρ be an admissible function. There exist a nonnegative function
Proof. Let η be as in (2.8) and h(t) ≡ η(2t) for all t ∈ R. For any locally integrable function f on X and u ∈ X , define
and
We first claim that for any fixed constant
where the equivalent constants depend only on C, C 2 and C 3 . To see that, notice that for any u ∈ X , by (2.8) and (2.1), it is easy to see that
for all w ∈ X with d(x, u) < ρ(w) via Lemma 2.1 (i), by (2.8) and the doubling property of µ, we also have
This shows the above claim (3.2). Moreover, for all z ∈ X , since h(
For all x, y ∈ X , define
.
It is easy to see that
for all x, y ∈ X , which yields (ii). To see (v), by (3.1), we have
. From these estimates, (3.3) and (3.4), it follows that
Moreover, by (3.4), it is easy to see that K ρ (x, y) = 0 if and only if
. By this and (3.3), we have
This together with (3.3) implies that for all x, y, y
, which yields (iv) and hence, completes the proof of Proposition 3.1.
Theorem 3.1. Let ρ be an admissible function and K ρ as in Proposition 3.
where
for all x ∈ X . Moreover, there exists a positive constant C such that for all
. Proof. Let {S k } k∈Z be a 1-AOTI with bounded support as in Remark 2.2 (i) and f ∈ H 1 ρ (X ). Then
By (2.9), it is easy to see that
By Lemma 3.1, f ∈ L 1 (X ), and moreover, for all x ∈ X ,
For all x, y ∈ X , let
To obtain that I 2 f H 1 ρ (X ) , by the definition of H 1 ρ (X ), it suffices to prove that ϕ(x, ·) ∈ G(ǫ, ǫ) and ϕ(x, ·) G ǫ 0 (x, ℓ, ǫ, ǫ) 1 for some 0 < ℓ < ρ(x) and ǫ ∈ (0, 1) as in Definition 2.6. To this end, notice that by Proposition 3.1 (i), K ρ (z, y) = 0 if and only if d(y, z) ρ(z).
and d(x, z) ρ(x), which further implies that supp ϕ(x, ·) ⊂ B(x, Cρ(x)). Also, by Proposition 3.1 (i) and (3.6) 
Thus, letting ℓ ≡ ρ(x)/2, we then have ϕ(x, ·) ∈ G(ǫ, ǫ) and ϕ G(x, ℓ, ǫ, ǫ) 1, which is desired.
To estimate I 3 , by Proposition 3.1 (v), we write
For all x, z ∈ X , let
Notice that by Proposition 3.
In fact, by (2.2) and ρ(x) ≤ 2 −k , we have
Choosing C 0 large enough such that C 0 ≥ 2 C and
Thus ψ(x, z) = 0 only when there exists an u ∈ X such that d(x, u) < C 0 2 −k and d(u, z) < C ′ ρ(u). Based on this observation, set
, by the regularity of S k and Proposition 3.1 (i), we have
Hence by Proposition 3.1 (i) and (v), and Definition 2.3 (i), we obtain
Thus,
, which implies that
Therefore, by Lemma 3.1 (i), we have
which completes the proof of Theorem 3.1. Proof. We first show (i). Let f ∈ H 1 ρ (X ). Then by Theorem 3.
which together with Theorem 3.1 implies that j∈N |λ j | f H 1 ρ (X ) . Now we decompose K ρ (f ) as a summation of (1, q) ρ -atoms. Let {ψ α } α be as in Lemma 2.4 and
Obviously, a α is a (1, q) ρ -atom, and
Recall that supp ψ α ⊂ B α ≡ B(x α , ρ(x α )/2). Notice that by Lemma 2.1 (i), it is easy to see that if x ∈ B α , then V ρ(x) (x) ∼ µ(B α ). This, together with supp K ρ (x, ·) ⊂ B(x, Cρ(x)), Lemma 2.3 and Lemma 3.1 (i), yields that
On the other hand, assume that supp a j ⊂ B(x j , r j ). If r j < ρ(x j ), then a j is a (1, q) ρ -atom. If r j ≥ ρ(x j ), then by Lemma 2.3, there exist finite many α j such that (B α j ∩ B(x j , r j )) = ∅, namely, a j = α j ψ α j a j is a finite summation. Let
If λ j, α j = 0, then set a j, α j ≡ 0; if λ j, α j > 0, then set a j, α j ≡ (λ j, α j ) −1 ψ α j a j . Then a j, α j is a (1, q) ρ -atom, and by the Hölder inequality, Lemmas 2.1 and 2.4, we have
where {a j } r j <ρ(x j ) , {a j, α j } r j ≥ρ(x j ), α j and {a α } α are (1, q) ρ -atoms and
, which together with Lemma 3.1 implies (i).
To prove (ii), if f ∈ H 1, q ρ, fin (X ), then f ∈ L q (X ) with bounded support when q < ∞ and f ∈ C c (X ) when q = ∞, and so is K ρ (f ) by (i), (ii) and (iii) of Proposition 3.1.
fin (X ). From Theorem 2.1 (ii), it follows that there exist N ∈ N, {λ j } N j=1 ⊂ C, and (1, q) ρ -atoms {a j } N j=1 when q < ∞ and continuous
, which together with Theorem 3.1 implies that
. Observe that by Lemma 2.3, (3.7) in this case is a finite summation of (1, q) ρ -atoms when q < ∞ and continuous (1, ∞) ρ -atoms when q = ∞. This together with the above argument in the proof of (i) implies that (3.8) in this case is also a finite summation of (1, q) ρ -atoms when q < ∞ and continuous (1, ∞) ρ -atoms when q = ∞, and
On the other hand, obviously, f H 1
, which completes the proof of Theorem 3.2.
We point out that an interesting application of finite atomic decomposition characterizations as in Theorem 3.2 is to obtain a general criterion for the boundedness of certain sublinear operators on Hardy spaces via atoms; see [39, 56, 21] for similar results.
Let B be a Banach space with the norm · B and Y be a linear space. An operator T from Y to B is called B-sublinear if for all f, g ∈ Y and numbers λ, ν ∈ C, we have
see [56] . Obviously, if T is linear, then T is Bsublinear. Moreover, if B ≡ L r (X ) with r ≥ 1, T is sublinear in the classical sense and T (f ) ≥ 0 for all f ∈ Y, then T is also B-sublinear. Using Theorem 3.2 (ii), we immediately obtain the following result. Proof. For any f ∈ H 1, q ρ, fin (X ), by Theorem 3.2 (ii), there exist an N ∈ N, {λ j } N j=1 ⊂ C, and (1, q) ρ -atoms {a j } N j=1 when q < ∞ and continuous (1, ∞) ρ -atoms when q = ∞ such that f = N j=1 λ j a j pointwise and
Then by the assumption (3.9), we have that
, a density argument gives the desired conclusion, which completes the proof of Proposition 3.2.
Remark 3.2. (i) It is obvious that if
T is a bounded B-sublinear operator from H 1 (X ) to B, then T maps all (1, q) ρ -atoms when q ∈ (1, ∞) and continuous (1, ∞) ρ -atoms when q = ∞ into uniformly bounded elements of B. Thus, in Proposition 3.2, the assumption that the uniform boundedness of T on all (1, q) ρ -atoms when q ∈ (1, ∞) and all continuous (1, ∞) ρ -atoms when q = ∞ is actually necessary.
(ii) Even when B ≡ H 1 ρ (X ) or B ≡ L r (X ) with r ≥ 1, to apply Proposition 3.2, it is not necessary to know the continuity of the considered operator T from any space of test functions to its dual space, or the boundedness of T in L 2 (X ) or in L p (X ) for certain p ∈ (1, ∞), which may be convenient in applications.
(iii) Suppose that
Denote by T 0 the restriction of T in H 1, ∞ ρ, fin (X ). Then T 0 satisfies (3.10). By Proposition 3.2, T 0 has an extension, denoted by T 0 , such that T 0 is bounded from H 1 ρ (X ) to L 1 (X ). However, T 0 may not coincide with T on all (1, ∞) ρ -atoms. See [3, 56, 39, 21] for further details and examples.
(iv) As an replacement of (iii) of this remark, we point out that if B ≡ L q (X ) for some q ∈ [1, ∞), T is bounded from L p 1 (X ) to L q 1 (X ) for some p 1 , q 1 ∈ [1, ∞), and T satisfies (3.11), then T and T 0 coincide on all (1, ∞) ρ -atoms. In fact, since T is bounded from L p 1 (X ) to L q 1 (X ), from Lemma 2.5 (i) with a 1-AOTI with bounded support, it is easy to deduce this conclusion. Therefore, in this case, to obtain the boundedness of T from H 1 ρ (X ) to L q (X ), it is enough to prove (3.11).
As an application of Proposition 3.2, we obtain the boundedness in H 1 ρ (X ) of certain localized singular integrals, which are closely related to ρ and motivated by the Riesz transforms associated to the Schrödinger operators with nonnegative potentials satisfying the reverse Hölder inequality. In what follows, L ∞ b (X ) denotes the space of functions f ∈ L ∞ (X ) with bounded support.
Let T be a linear operator bounded on L q (X ) for some q ∈ (1, ∞). In addition, suppose that T has associated with a kernel K satisfying that there exist constants ǫ ∈ (0, 1] and C, C > 0 such that
where η is as in (2.8). Then we have the following result.
Proposition 3.3. The operator T as in (3.12) is bounded from H
Proof. By Proposition 3.2, to show Proposition 3.3, it suffices to prove that for all (1, 2) ρ -atoms a, T (a) L 1 (X ) 1. To this end, assume that the atom a is supported in B(x 0 , r) with r < ρ(x 0 ). We first claim that supp T (a) ⊂ B(x 0 , Cρ(x 0 )), where
In fact, if x / ∈ B(x 0 , Cρ(x 0 )) and d(x, y) > 2 Cρ(x) for all y ∈ B(x 0 , r), then the support assumption of η together with (3.12) implies that T (a)(x) = 0. If x / ∈ B(x 0 , Cρ(x 0 )) and there exists some y ∈ B(x 0 , r) such that d(x, y) ≤ 2 Cρ(x), then by Lemma 2.1 (iii) and (2.2),
which is a contradiction with y ∈ B(x 0 , r). Thus, T (a)(x) = 0 also in this case and this shows the claim. If r ≥ ρ(x 0 )/4, from the Hölder inequality and the L q (X )-boundedness of T , it then follows that
If r < ρ(x 0 )/4, then by the Hölder inequality and the L q (X )-boundedness of T , we have
For any x ∈ (B(x 0 , Cρ(x 0 )) \ B(x 0 , Cr)), by X a(y) dµ(y) = 0, (K1) and (K2) together with Lemma 2.1 (i), we have
Thus, assuming that 2 j 0 r ≤ ρ(x 0 ) < 2 j 0 +1 r for certain j 0 ∈ N, we obtain
which completes the proof of Proposition 3.3. 
then T is an operator as in (3.12) . Let T be a linear operator bounded on L q (X ) for some q ∈ (1, ∞) and for all x ∈ X ,
with K and K t satisfying (K1) and (K2), where K t (x, y) = K(y, x) for all x, y ∈ X . Define T by setting, for all x ∈ X ,
Since the maximal operator T * , which is defined by setting, for all x ∈ X ,
is bounded on L q (X ) for certain q ∈ (1, ∞) (see, for example, [48] ), then T is an operator as in (3.12).
Radial maximal function characterizations of H
In this section, we establish a radial maximal function characterization of H 1 ρ (X ) as follows.
Theorem 4.1. Let ρ be admissible and let
For the sake of applications, we need the following characterization of H 1 ρ (X ) via a variant of the radial maximal function. 
Remark 4.1. (i) If {T t } t>0 and { T t } t>0 satisfy the assumptions of Theorem 4.2, then it is easy to see that for all f ∈ L 1 loc (X ) and x ∈ X ,
and thus T + is bounded on L p (X ) for p ∈ (1, ∞] and bounded from L 1 (X ) to weak-L 1 (X ). Moreover, for all f ∈ L 1 (X ), observing that for almost all x ∈ X , by (ii) of Theorem 4.2,
(ii) Let { T t } t>0 be as in Theorem 4.2. Then { T t (x, y)χ {t≤Cρ(x)} (x)} t>0 satisfies (i) and (ii) of Theorem 4.2 with δ 2 = ǫ 2 and any δ 1 , δ 3 > 0. Moreover, let δ 3 > 0 and for all t > 0 and x, y ∈ X , define
Then it is easy to verify that {T t } t>0 satisfies (i) and (ii) of Theorem 4.2 with δ 1 ≡ δ 3 and δ 2 ≡ ǫ 2 .
To prove Theorem 4.1, we need a variant of the inhomogeneous discrete Calderón reproducing formula established in [27] . This variant was established in [21] . To state this variant, we first recall the dyadic cubes on spaces of homogeneous type constructed by Christ [4] . Lemma 4.1. Let X be a space of homogeneous type. Then there exists a collection {Q k α ⊂ X : k ∈ Z, α ∈ I k } of open subsets of X , where I k is some index set, and the constants δ ∈ (0, 1) and
, where z k α ∈ X . In fact, we can think of Q k α as being a dyadic cube with diameter rough δ k centered at z k α . In what follows, for simplicity, we always assume that δ = 1/2; see [27] for how to remove this restriction.
For any j ∈ N, k ∈ Z and τ ∈ I k , denote by Q
We also denote by z 
In what follows, for any set E and locally integrable function f , set
The following Calderón reproducing formula comes from [21] .
where The following estimate is a variant of Lemma 5.3 in [27] , which is also used in the proof of Theorem 4.1. 
with τ ∈ I k and ν = 1, · · · , N (k, τ ), and x ∈ X ,
τ , then this is just Lemma 5.3 of [27] . The proof of Lemma 4.3 is a slight modification of the proof of [27, Lemma 5.3] . We omit the details.
We point out that the following approach used in the proof of Theorem 4.1 is totally different from that used by Dziubański and Zienkiewicz in their papers [10, 11, 12, 15] to obtain a similar result on R n . The method in [10, 11, 12, 15] strongly depends on an existing theory of localized Hardy spaces h 1 in the sense of Goldberg [24] . Our method successfully avoids this via the discrete Calderón reproducing formula, Lemma 4.2.
Proof of Theorem 4.1. By (2.9), to prove Theorem 4.1, we only need to prove the second inequality in (4.1). To this end, let f ∈ (G ǫ 0 (β, γ)) ′ with ǫ, β, γ as in Definition 2.8 such
For any x ∈ X , there exists an ℓ ∈ Z such that 2 −ℓ < ρ(x) ≤ 2 −ℓ+1 . We first claim that for any ϕ ∈ G ǫ 0 (β, γ) satisfying that X ϕ(x) dµ(x) = 0 and
where r ∈ (n/(n + ǫ), 1).
Assume that the above claim holds temporarily. Notice that for any function φ ∈ G ǫ 0 (β, γ) with y) ] for all y ∈ X . Obviously, X ϕ(y) dµ(y) = 0 and
for almost all x ∈ X , it follows that (4.4) still holds with | f, ϕ | replaced by G ρ (f ) as in Definition 2.5. This together with the boundedness on L 1/r (X ) of the Hardy-Littlewood
which establishes the second inequality of (4.1) in Theorem 4.1.
To prove the claim (4.4), by Lemma 4.2 with the same notation as there, we write
where D * k denotes the integral operator with kernel D * k (x, y) ≡ D k (y, x) for all x, y ∈ X . Observe that for all k ≥ k ′ , by using X D k (x, y) dµ(y) = 0, (i) and (ii) of S k in Definition 2.3 and the size condition of ϕ, we obtain that for all y ∈ X ,
and that for all k < k ′ , by using X ϕ(y) dµ(y) = 0, the size condition and the regularity of ϕ, (i) for D k in Definition 2.3, we have that for all y ∈ X ,
where γ ′ ∈ (0, γ); see the proof of Proposition 5.7 in [27] for some details.
Moreover, in what follows, set Q
With the subtle split of Q k, ν τ together with the arbitraries of y
This together with (4.5) and (4.6) implies that
We first estimate I 2, 2 by writing
If we can show that for all x, z ∈ X , (4.7)
then by Lemma 2.1 (ii) and (2.2) together with
which is a desired estimate.
To see (4.7), notice that by Lemma 2.1 (i), if d(x, y) < ρ(x), then there exists a positive constant C such that ( C) −1 ρ(y) < ρ(x) < Cρ(y). Thus if C2 −(k ′ ∧k)+1 ≤ ρ(x) and ρ(y) ≤ 2 −k+1 , then we have d(x, y) ≥ ρ(x). From this, it follows that (2 −(k ′ ∧k) + d(x, y)) ρ(x). Therefore, if d(x, z) < 2ρ(x), then we have
If d(x, z) ≥ 2ρ(x) and d(x, y) > d(x, z)/2, similarly, we have
Combining these estimates implies (4.7).
On the other hand, if we choose r ∈ (n/(n + ǫ), 1) such that 1/r > 1 − (β ∧ γ ′ ), then by Lemma 4.3, we have
Combining the estimates for I 2, 1 and I 2, 2 yields that
To estimate I 1 , set
Then by k ′ ≥ ℓ, Lemma 4.4 and (4.6), we have
By an argument similar to that used in (4.8), we have that (4.8) still holds by replacing I 2, 2 with I 1, 2 . For I 1, 1 , similarly to the estimate for I 2, 1 , by Lemma 4.3, we have
, which together with the obvious inequality
further implies the desired estimate. Thus, we have
Combining the estimates for I 1 and I 2 yields (4.4) and hence, completes the proof of Theorem 4.1. ǫ 2 , ǫ 3 )-AOTI and, by Theorem 4.1,
where S + ρ (f )(x) ≡ sup 0<t<ρ(x) | S t (f )(x)| for all x ∈ X . The above claim is true.
To prove Theorem 4.2, we need the following estimate. Let T t and T t be as in Theorem 4.2. For x, y ∈ X , set E t (x, y) ≡ T t (x, y) − T t (x, y) and 
Proof. By Lemmas 2.3 and 2.4, it suffices to prove that for all α,
To this end, notice that for all x, y ∈ X with x = y, by (2.1),
Thus for any x ∈ B * * α and y ∈ B * α , since ρ(y) ∼ ρ(x α ) ∼ ρ(x) via Lemma 2.1 (i), by the assumption (ii) of Theorem 4.2, we have
For any x / ∈ B * * α and t < ρ(x), it is easy to see that ρ(
, from which it follows that
By this, we have
which completes the proof of (4.9) and hence, the proof of Lemma 4.4.
Now we turn to the proof of Theorem 4.2.
Proof of Theorem 4.2.
Assume that f ∈ L 1 (X ) and
. From this, Remark 4.2 and Lemma 4.4, it follows that f ∈ H 1 ρ (X ) and
Conversely, we need to prove that T + ρ and T + are bounded from H 1 ρ (X ) to L 1 (X ). To this end, by Proposition 3.2, it suffices to prove that for all (1, 2) ρ -atoms a,
Assume that a is a (1, 2) ρ -atom supported in B(y 0 , r) with r < ρ(y 0 ). By Theorem 4.1 and Remark 4.2, we have
To see this, by the Hölder inequality and the L 2 (X )-boundedness of T + (see Remark 4.1 (i)), we have
Since for any x ∈ (B(y 0 , 4ρ(y 0 )) \ B(y 0 , 2r)), ρ(x) ∼ ρ(y 0 ) via Lemma 2.1 (i), by assumption (i) of Theorem 4.2, we have that for all x ∈ (B(y 0 , 4ρ(y 0 )) \ B(y 0 , 2r)) and t ≥ ρ(x),
This implies that
, by assumption (i) of Theorem 4.2, we have that
This shows that sup t≥ρ(·) |T t (a)(·)| L 1 (X ) 1 and hence, finishes the proof of Theorem 4.2.
Some applications
In this section, we present several applications of results in Sections 3 and 4.
Schrödinger operators on R n
Let n ≥ 3 and R n be the n-dimensional Euclidean space endowed with the Euclidean norm | · | and the Lebesgue measure dx. Denote the Laplace operator − n j=1 ( ∂ ∂x j ) 2 on R n by ∆ and the corresponding heat semigroup {e −t∆ } t>0 by { T t } t>0 . By the Gaussian estimates for the heat kernel and the Markov property for { T t } t>0 , we know that { T t 2 } t>0 forms a continuous (1, N, N )-AOTI as in Remark 2.2 (ii) for any N > 0.
Let U be a nonnegative locally integrable function on R n , L ≡ ∆ + U the Schrödinger operator and {T t } t>0 ≡ {e −tL } t>0 the corresponding heat semigroup. Define
is the reverse Hölder class as in Subsection 2.1, then Dziubański and Zienkiewicz [11] firstly established the atomic decomposition characterizations of H 1 L (R n ) via the auxiliary function ρ defined as in (2.3). In fact, Dziubański and Zienkiewicz in [11] proved that
(R n ) with equivalent norms. Moreover, in [12] , for f ∈ L 1 (R n ) with compact support, Dziubański and Zienkiewicz also proved that
, where T + ρ is defined as in Remark 4.2 with S t replaced by T t 2 .
On the other hand, Proposition 2.1 implies that ρ defined in (2.3) is admissible, { T t 2 } t>0 is a continuous (1, N, N ) ρ -AOTI for any N > 0, {T t 2 } t>0 and { T t 2 } t>0 satisfy the assumptions (i) and (ii) of Theorem 4.2; see [12] . Thus, by Theorem 4.2, H 1 L (R n ) = H 1 ρ (R n ) with equivalent norms. Moreover, all of the results obtained in Sections 3 and 4 are valid for H 1 L (R n ). In particular, the results established in Section 3 are new compared to the results in [11, 12] .
Degenerate Schrödinger operators on R n
Let n ≥ 3 and R n be the n-dimensional Euclidean space endowed with the Euclidean norm | · | and the Lebesgue measure dx. Recall that a nonnegative locally integrable function w is said to be an A 2 (R n ) weight in the sense of Muckenhoupt if
where the supremum is taken over all the balls in R n ; see [40] and also [48] for the definition of A 2 (R n ) weights and their properties. Observe that if we set w(E) ≡ E w(x)dx for any measurable set E, then there exist positive constants C, Q and κ such that for all x ∈ R n , λ > 1 and r > 0,
namely, the measure w(x) dx satisfies (2.1). Thus (R n , | · |, w(x) dx) is an RD-space. Let w ∈ A 2 (R n ) and {a i, j } 1≤i, j≤n be a real symmetric matrix function satisfying that for all x, ξ ∈ R n ,
Then the degenerate elliptic operator L 0 is defined by
where x ∈ R n . Denote by { T t } t>0 ≡ {e −tL 0 } t>0 the semigroup generated by L 0 . We also denote the kernel of T t by T t (x, y) for all x, y ∈ R n and t > 0. Then it is known that there exist positive constants C, C 7 , C 7 and α ∈ (0, 1] such that for all t > 0 and x, y ∈ R n ,
that for all t > 0 and x, y, y ′ ∈ R n with |y − y ′ | < |x − y|/4,
and, moreover, that for all t > 0 and x, y ∈ R n ,
see, for example, Theorems 2.1, 2.7, 2.3 and 2.4, and Corollary 3.4 of [28] . Let U be a nonnegative locally integrable function on w(x) dx. Define the degenerate Schrödinger operator by L ≡ L 0 + U. Then L generates a semigroup {T t } t>0 ≡ {e −tL } t>0 with kernels {T t (x, y)} t>0 for all x, y ∈ R n . By Kato-Trotter's product formula (see [29] ), 0 ≤ T t (x, y) ≤ T t (x, y) for all x, y ∈ R n and t > 0. Define the radial maximal operator T + by
If q > Q/2 and U ∈ B q (R n , | · |, w(x) dx), letting ρ be as in (2.3), then Dziubański [15] proved that there exists a positive constant C ′ 7 such that for all x, y ∈ R n ,
By this, Dziubański [15] proved that
(w(x) dx) with equivalent norms via using a different theory of Hardy spaces on spaces of homogeneous type from here.
On the other hand, by Proposition 2.1, ρ is an admissible function. From (5.1) through (5.3), Remark 2.2 (iii) and the semigroup property, it follows that { T t 2 } t>0 is a continuous (1, N, N ) ρ -AOTI for any N > 0. Observe that (5.4) and (5.5) implies that {T t 2 } t>0 and { T t 2 } t>0 satisfy the assumptions of Theorem 4.2. Thus by Theorem 4.2 in Section 4, 
Sub-Laplace Schrödinger operators on Heisenberg groups
The (2n + 1)-dimensional Heisenberg group H n is a connected and simply connected Lie group with underlying manifold R 2n × R and the multiplication
The homogeneous norm on H n is defined by |(x, t)| = (|x| 4 + |t| 2 ) 1/4 for all (x, t) ∈ H n , which induces a left-invariant metric d((x, t), (y, s)) = |(−x, −t)(y, s)|. Moreover, there exists a positive constant C such that |B((x, t), r)| = Cr Q , where Q ≡ (2n + 2) is the homogeneous dimension of H n and |B((x, t), r)| is the Lebesgue measure of the ball B((x, t), r). The triplet (H n , d, dx) is an RD-space.
A basis for the Lie algebra of Left-invariant vector fields on H n is given by
All non-trivial commutators are [X j , X n+j ] = 4X 2n+1 , j = 1, · · · , n. The sub-Laplacian has the form ∆ H n = − 2n j=1 X 2 j . See [19, 48] for the theory of the Hardy spaces associated to the sub-Laplacian ∆ H n .
Let U be a nonnegative locally integrable function on H n . Define the sub-Laplacian Schrödinger operator by L ≡ ∆ H n + U. Denote by {T t } t>0 ≡ {e −tL } t>0 the semigroup generated by L. Define the Hardy space associated to L by
If q > Q/2 and U ∈ B q (H n ), then C. Lin, H. Liu and Y. Liu [34] proved that H 1 L (H n ) = H 1, q ρ (H n ) with equivalent norms for all q ∈ (1, ∞], where ρ is as in (2.3) . On the other hand, Proposition 2.1 implies that ρ is an admissible function. It is easy to check that { T t 2 } t>0 ≡ {e −t 2 ∆ H n } t>0 is a continuous (1, N, N ) ρ -AOTI for any N ; see, for example, [19] Then for all x ∈ G, V r (x) = V r (e), and moreover, there exist 0 < κ ≤ D < ∞ such that for all x ∈ G, C −1 r κ ≤ V r (x) ≤ Cr κ when 0 < r ≤ 1, and C −1 r D ≤ V r (x) ≤ Cr D when r > 1; see [43] , [53] and [54] for the details. Thus (G, d, µ) is an RD-space. The sub-Laplacian is given by
Denote by { T t } t>0 ≡ {e −t∆ G } t>0 the semigroup generated by ∆ G . Then there exist positive constants C, C 8 and C 8 such that for all t > 0 and x, y ∈ G,
that for all t > 0 and x, y, y ′ ∈ X with d(y, y ′ ) ≤ d(x, y)/4,
and moreover, that for all t > 0 and x, y ∈ G,
see, for example, [53] and [54] for the details. Define the radial maximal operator
and from L 1 (G) to weak-L 1 (G). The Hardy space associated to ∆ G is defined by
see, for example, [44, 45, 46, 27] for the theory of Hardy spaces associated with the subLaplace operator ∆ G . Let U be a nonnegative locally integrable function on G. Then the sub-Laplace Schrödinger operator is defined by L ≡ ∆ G + U. The operator L generates a semigroup {T t } t>0 ≡ {e −tL } t>0 , whose kernels are denoted by {T t (x, y)} t>0 for all x, y ∈ G. By Kato-Trotter's product formula (see [29] ), 0 ≤ T t (x, y) ≤ T t (x, y) for all t > 0 and x, y ∈ G. Define the radial maximal operator
The Hardy space associated to L is defined by
Let q > D/2, U ∈ B q (G, d, µ) and ρ(x) for all x ∈ G be as in (2.3). Then Li [33] established some basic results concerning L, which include estimates for fundamental solutions of L and the boundedness on Lebesgue spaces of some operators associated to L. To apply the results obtained in Sections 3 and 4 to L, we need the following estimates. .
By this, for all x ∈ G, we have Proof. By (5.6) and 0 ≤ T t (x, y) ≤ T t (x, y) for all t > 0 and x, y ∈ G, we have (5.11) 0 ≤ T t (x, y) ≤ T t (x, y) 1
To prove Proposition 5.2, it suffices to prove that for t ≥ C[ρ(x)] 2 , (5.12)
In fact, if this holds, then for t ≥ C[ρ(x)] 2 ,
which together with (5.11) via the geometric mean yields the desired conclusion. For t ≤ C[ρ(x)] 2 , since the function f (t) = t t+a is increasing in t, by (5.11), we have
To prove (5.12), observe that L is self-adjoint. For any f ∈ L 2 (G), by the well-known spectral theorem, we have 
This together with the Hölder inequality, (5.13) and (5.11) again further yields that
. Thus, by Proposition 5.1, we have
, which implies (5.12) and hence, completes the proof of Proposition 5.2.
For t ≥ 0, set E t ≡ T t − T t . Denote also by E t the kernel of E t . Then for all x, y ∈ G, (5.14) E t (x, y) = T t (x, y) − T t (x, y) = t 0 G T s (x, z)U (z)T t−s (z, y) dµ(z) ds;
see, for example, [15] . To estimate E t , we need the following estimate. 
Proof. We first recall that Li in [33, Lemma 2.8] proved that there exists a positive constant ℓ such that for all x ∈ G and R ≥ ρ(x),
which is also easy to be deduced from (2.5) and (2.6). By this, (2.4) and (2.6), letting j 0 ∈ N such that 2 j 0 −1 ≤ Cρ(x)/ √ t < 2 j 0 , we then have .3) is an admissible function. From (5.6), (5.7), (5.8) and Remark 2.2 (iii) together with the semigroup property of { T t } t>0 , it follows that, for any N > 0, { T t 2 } t>0 is a (1, N, N 
