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En los u´ltimos an˜os, los avances en la investigacio´n biotecnolo´gica, permi-
ten manipular genes o grupos de genes de forma espec´ıﬁca en el genoma de
los organismos vegetales para producir cultivos con mejores caracter´ısticas. Su
objetivo es la obtencio´n de especies mejoradas con peculiaridades deseables
como un crecimiento ma´s ra´pido, capaces de una adaptacio´n al medio en el
que se desarrollan, ma´s resistentes a plagas o a enfermedades o simplemente
proporcionando frutos ma´s grandes, uniformes y de mejor calidad.
La investigacio´n y el desarrollo sobre los marcadores moleculares esta´ con-
tribuyendo a la comprensio´n de los resultados derivados de la herencia de
caracteres cuantitativos y a una mayor eﬁcacia de las te´cnicas de mejora ge-
ne´tica en la agricultura. Una estrategia de gran importancia en los programas
de mejora consiste en la seleccio´n asistida por marcadores, que se basa en la
deteccio´n de los factores responsables de la variacio´n de los caracteres cuanti-
tativos a mejorar. Es decir, los QTLs (del ingle´s, Quantitative Trait Loci). La
localizacio´n de QTLs y los efectos que producen, se pueden inferir combinando
la informacio´n de los genotipos y los fenotipos de individuos que provienen
de poblaciones en desequilibrio, tales como la de los disen˜os experimentales
controlados, Retrocruce y 퐹2. Es decir, cruzamientos que se llevan a cabo con
el objetivo de conseguir caracter´ısticas deseables en el cultivo que se quiere
mejorar. Un ana´lisis de localizacio´n de QTLs se fundamenta en la correcta
estimacio´n del mapa gene´tico que deﬁne a la poblacio´n de la que proceden.
Sobre esta necesidad primaria se ha desarrollado la siguiente tesis doctoral.
El objetivo motivador del siguiente trabajo de investigacio´n es el desarro-
llo de una metodolog´ıa bayesiana, precisa, capaz de estimar mapas gene´ticos
en tres escenarios experimentales: poblaciones con un disen˜o Retrocruce, po-
blaciones con un disen˜o 퐹2 con marcadores exclusivamente codominantes y
por u´ltimo, poblaciones con un disen˜o 퐹2 en el que intervienen conjuntamente
v
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marcadores dominantes y codominantes. La estimacio´n de un mapa gene´tico
implica elaborar una estrategia para establecer el reparto de marcadores en
los distintos grupos de ligamiento y una vez designada esa pertenencia, deﬁnir
la ordenacio´n de los marcadores dentro de cada grupo de ligamiento. Estas
dos fases han sido las investigadas a lo largo de los siguientes cap´ıtulos.
Existen metodolog´ıas muy bien deﬁnidas y contrastadas en el a´mbito fre-
cuentista (Cap´ıtulo 1, seccio´n 1.4.). Sin embargo, ninguna de ellas, por cons-
truccio´n, se acompan˜a de un nivel adecuado de ﬁabilidad del mapa basado
en probabilidades. Generalmente, el mapa se valida basa´ndose en la localiza-
cio´n de los mismos marcadores en otra poblacio´n similar o en la existencia de
mapas f´ısicos con marcadores gene´ticos anclados en e´l. Por otro lado, se ha
dado muy poca atencio´n a los me´todos bayesianos en este a´mbito (Cap´ıtulo
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1.1. Un poco de biolog´ıa.
La gene´tica como ciencia nacio´ en 1900, cuando varios investigadores
descubrieron el trabajo del monje austr´ıaco Gregor Mendel que, aunque fue
publicado en 1866, hab´ıa sido ignorado en la pra´ctica. Poco despue´s del re-
descubrimiento de los trabajos de Mendel, los cient´ıﬁcos sugirieron que las
unidades mendelianas de la herencia, los genes, se localizaban en los cromo-
somas. Ello condujo a un estudio profundo de la divisio´n celular.
Cada ce´lula de un organismo superior esta´ formada por un material de as-
pecto gelatinoso, el citoplasma. Este material citoplasma´tico rodea un cuerpo
denominado nu´cleo, que contiene, habitualmente, el mismo nu´mero par de
Figura 1.1: Ce´lula. http://www.escuelapedia.com/.
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cromosomas caracter´ıstico de la especie involucrada. Por ello, cada ce´lula
se dice que es diploide. Sin embargo, las ce´lulas germinales de la especie o
gametos, responsables de la reproduccio´n, contienen en su nu´cleo la mitad
de cromosomas. Son, por tanto, haploides.
La composicio´n qu´ımica de los cromosomas es ADN (a´cido desoxirribonu-
cleico) y prote´ınas y f´ısicamente tienen un aspecto de hebras ﬁlamentosas.
Los animales, que se reproducen sexualmente, se forman a partir de la
unio´n o fecundacio´n de dos gametos de progenitores diferentes. En plantas,
la autofecundacio´n (gametos femenino y masculino del mismo progenitor) es
un sistema de reproduccio´n habitual. La ce´lula resultante, cigoto, contiene
toda la dotacio´n doble de cromosomas de la especie. La mitad de estos cro-
mosomas proceden de un progenitor y la otra mitad del otro. Estas parejas
de cromosomas homo´logos, tienen un estrecho parecido entre s´ı, en forma,
taman˜o y en la secuencia de ADN que representan. En los sucesivos gra´ﬁcos,
una pareja de cromosomas homo´logos se representara´n en color rojo y azul
para distinguir el parental del que proceden.
Cualquier especie pluricelular esta´ formada por miles de millones de ce´lulas
individuales organizadas en tejidos y o´rganos, que cumplen funciones espec´ı-
ﬁcas. Estas ce´lulas han surgido a partir del cigoto por un proceso de divisio´n
celular.
1.1.1. Mitosis
La Mitosis es un proceso de divisio´n celular asociada a las ce´lulas so-
ma´ticas (aquellas que no van a convertirse en ce´lulas germinales sexuales o
gametos). Mediante este proceso, los organismos pluricelulares, reemplazan
ce´lulas muertas o desgastadas, permitiendo la cicatrizacio´n, el crecimiento y
la formacio´n de nuevos tejidos. Los organismos unicelulares se reproducen por
Mitosis tambie´n. En la Figura 1.2 se representa un esquema gra´ﬁco, reducido,
de su proceso y a continuacio´n, se describen brevemente sus etapas:
Interfase:
En el nu´cleo de la ce´lula, cada hebra de ADN forma una copia ide´ntica a la
inicial. Las hebras de ADN duplicadas, croma´tidas hermanas, se mantienen
unidas por el centro´mero. La ﬁnalidad de esta duplicacio´n es entregar, a cada
ce´lula hija, la misma cantidad de material gene´tico que posee la ce´lula original.
Adema´s, tambie´n se duplican otros orga´nulos celulares como, por ejemplo, los
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centr´ıolos que participan directamente en la Mitosis.
Profase:
Las hebras de ADN se condensan y van adquiriendo la forma de cromoso-
ma. Desaparecen la membrana nuclear y el nucle´olo. Los centr´ıolos se ubican
en puntos opuestos de la ce´lula y comienzan a formarse unos ﬁnos ﬁlamentos
que, en conjunto, se llaman huso mito´tico. En ese momento, el nu´cleo (ya
sin membrana) y todos los componentes celulares esta´n dispersos dentro del
citoplasma.
Metafase:
Las ﬁbras del huso mito´tico se unen a cada centro´mero de los cromosomas.
Estos se ordenan en el plano ecuatorial de la ce´lula, cada uno unido a su
duplicado.
Anafase:
Los centro´meros se duplican. Cada duplicado del cromosoma se separa y es
atra´ıdo a su correspondiente polo, a trave´s de las ﬁbras del huso. La Anafase
constituye la fase crucial de la Mitosis, porque en ella se realiza la distribucio´n
de las dos copias de la informacio´n gene´tica original.
Telofase:
En ella se desintegra el huso mito´tico. La membrana nuclear y el nucle´olo
reaparecen, los nuevos cromosomas pierden su forma deﬁnida y se transforman
en hebras ﬁlamentosas de ADN. Se forman dos nu´cleos ide´nticos encerrando
cada una de las dos copias cromoso´micas. El citoplasma comienza a separarse
en la regio´n de la l´ınea ecuatorial en dos porciones iguales (citoquinesis) hasta
que forma dos ce´lulas diploides ide´nticas entre s´ı.
Figura 1.2: Esquema gra´ﬁco del proceso de Mitosis. Imagen obtenida de ”La Ce´lu-
la”, Cooper 2002, ISBN 84-7101-356-8.
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1.1.2. Meiosis
La Meiosis es un proceso de divisio´n celular exclusivo para la formacio´n
de los gametos (ce´lulas germinales o sexuales). Su caracter´ıstica principal ra-
dica en que a partir de una ce´lula diploide se crean cuatro ce´lulas haploides
diferentes entre s´ı. Es decir, cuatro ce´lulas hijas con la mitad de cromosomas
que la ce´lula madre y cuyos cromosomas transferidos son un mosaico de los
cromosomas originales. La Meiosis consta de dos divisiones sucesivas de la
ce´lula (Meiosis I y Meiosis II) que ocurren tras una u´nica duplicacio´n previa
del ADN, similar a la Intrafase de la Mitosis. Cada divisio´n meio´tica se divi-
de formalmente en los estados de: Profase, Metafase, Anafase y Telofase. De
estas, la ma´s compleja y de ma´s larga duracio´n es la Profase I. En la Figura
1.3 aparece representado este proceso de divisio´n.
Meiosis I
Profase I
Esta fase da comienzo con el material cromoso´mico (ADN) ya duplicado.
Los hebras ﬁlamentosas se condensan, acorta´ndose y engrosa´ndose, dando lu-
gar a los cromosomas. Se hace visible que cada cromosoma esta´ constituido
por dos croma´tidas hermanas unidas por un centro´mero. Muy pronto, los cro-
mosomas homo´logos (cada uno proveniente de un parental) se atraen entre s´ı
y contactan ı´ntimamente en toda su extensio´n. Este proceso de apareamiento
se conoce como sinapsis y da lugar a una estructura de cuatro croma´tidas
entrelazadas, la te´trada. Mientras integran una te´trada, las croma´tidas no
hermanas intercambian porciones homo´logas, feno´meno conocido como so-
brecruzamiento. Esta recombinacio´n de material hereditario contribuye a la
variacio´n de la descendencia.
Durante la Profase I, la ce´lula sufre cambios similares a los explicados en
la Mitosis. Los centr´ıolos (si existen) se separan y aparecen el huso mito´tico.
La membrana nuclear y el nucle´olo terminan desintegra´ndose.
Ba´sicamente, la principal diferencia entre la Profase I en la Meiosis y la
Profase de la Mitosis radica en la sinapsis.
Metafase I
En esta etapa la membrana nuclear y los nucle´olos han desaparecido. En
esta fase los centro´meros no se dividen; esta ausencia de divisio´n presenta una
diferencia importante con respecto a la Mitosis. Cada cromosoma de origen
paterno queda enfrentado a su homo´logo de procedencia materna pero el he-
misferio celular que ocupa cualquiera de ellos depende so´lo de la casualidad.
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Los dos centro´meros de una pareja de cromosomas homo´logos se unen a las
ﬁbras del huso mito´tico de polos opuestos.
Anafase I
Como en la Mitosis, esta etapa comienza con los cromosomas movie´ndose
hacia los polos. Cada grupo incluye una mezcla casual de cromosomas ma-
ternos y paternos, lo que se traduce ﬁnalmente en una amplia variedad de
combinaciones cromoso´micas. Tras la separacio´n de los cromosomas homo´lo-
gos, ocurre realmente la haploid´ıa.
Telofase I
Esta etapa tiene aspectos variables dependiendo del tipo de organismo.
En muchos organismos, esta etapa ni siquiera se producen; no se forma de
nuevo la membrana nuclear y las ce´lulas pasan directamente a la Meiosis II.
En otros organismos dura poco; los cromosomas se alargan y se hacen difusos,
y se forma una nueva membrana nuclear. En todo caso, nunca se produce una
nueva duplicacio´n de ADN y no cambia el estado gene´tico de los cromosomas.
Meiosis II
Profase II
Esta fase se caracteriza por la presencia de un nu´mero haploide de cromo-
somas compactos recombinados y por el rompimiento de la membrana nuclear,
mientras aparecen nuevamente las ﬁbras del huso. Los centriolos se desplazan
hacia los polos opuestos de las ce´lulas.
Metafase II
En esta fase, los cromosomas se disponen en el plano ecuatorial. En este
caso, las croma´tidas aparecen parcialmente separadas una de la otra en lugar
de permanecer perfectamente adosadas, como en la Mitosis.
Anafase II
Los centro´meros se separan y las croma´tidas son arrastradas por las ﬁbras
del huso hacia los polos opuestos.
Telofase II
Esta fase concluye de forma similar a la Telofase de la Mitosis, dando
lugar a cuatro ce´lulas haploides que contienen diferente material gene´tico que
la ce´lula diploide original.
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Figura 1.3: Esquema gra´ﬁco del proceso de Meiosis. Imagen obtenida de ”La Ce´lu-
la”, Cooper 2002, ISBN 84-7101-356-8.
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En la fecundacio´n, la unio´n de los gametos combina dos conjuntos de ge-
nes (o marcadores, como los denominaremos posteriormente), uno de cada
parental. Por lo tanto, cada gen (o secuencia de ADN que puede codiﬁcar
para una prote´ına u otro elemento (ARN, por ejemplo, con funcio´n celular
conocida)) que ocupa una posicio´n espec´ıﬁca (locus, o en plural loci) en un
cromosoma y que afecta a un cara´cter particular, esta´ representado por dos
copias o alelos, que son secuencias de ADN muy parecidas, una procedente de
la madre y otra del padre. Cada copia se localiza en la misma posicio´n sobre
cada uno de los cromosomas homo´logos. Cuando las dos copias son ide´nticas se
dice que el individuo es homocigoto para ese marcador en particular. Cuando
no son ide´nticas, es decir, cuando cada parental ha aportado formas distintas
(alelos) del mismo marcador o alelo, se dice que el individuo es heterocigo-
to para dicho marcador. En adelante, se llamara´ al marcador homocigo´tico
o heterocigo´tico cuando en realidad se quiere decir que es el individuo el que
maniﬁesta esta condicio´n sobre el marcador. Ambos alelos esta´n contenidos
en los cromosomas homo´logos del individuo, pero si uno es dominante, so´lo
se detecta e´ste, quedando el heterocigoto confundido con el homocigoto para
el alelo dominante. Si se maniﬁestan ambos alelos, el marcador es codomi-
nante. Generalmente, los alelos de un marcador se designan por una u´nica
letra; un alelo se representa con la letra mayu´scula (principalmente en el caso
de que sea dominante) y el recesivo con la minu´scula, o alternativamente
para el caso de codominancia, mediante una letra con sub´ındice. En la Figu-
ra 1.4 se representan algunos de los elementos de una pareja de cromosomas
homo´logos.
Por ejemplo, la capacidad de una persona para pigmentar la piel, el ca-
bello o los ojos, depende de la presencia de un alelo particular (A), mientras
que la ausencia de esta capacidad, denominada albinismo, es consecuencia de
otro alelo (a) del mismo marcador. Los efectos de A son dominantes; los de
a, recesivos. Por lo tanto, los individuos heterocigotos (Aa), as´ı como los ho-
mocigotos (AA), tienen una pigmentacio´n normal. Las personas homocigotos
para el alelo que da lugar a una ausencia de pigmentacio´n (aa) son albinas.
Cada hijo de una pareja en la que ambos son heterocigotos (Aa) tiene un
25% de probabilidades de ser homocigoto (AA), un 50% de ser heterocigoto
(Aa), y un 25% de ser homocigoto (aa). So´lo los individuos que son (aa) sera´n
albinos. Observamos que cada hijo tiene una posibilidad entre cuatro de ser
albino, pero no es exacto decir que en una familia, una cuarta parte de los
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hijos estara´n afectados. Ambos alelos estara´n presentes en el material gene´tico
del descendiente heterocigoto, quien originara´ gametos que contendra´n uno u
otro alelo.
Una pareja de marcadores heterocigotos situados en un mismo cromosoma,
pueden encontrarse en fase de acoplamiento, si los alelos que proceden del
mismo parental esta´n sobre el mismo cromosoma o en fase de repulsio´n,
si sobre cada cromosoma aparecen alelos de distinto parental. Recordemos
que segu´n la nomenclatura utilizada, distinguimos los alelos que proceden
de distintos parentales con mayu´sculas y minu´sculas En la Figura 1.4 los
marcadores B, E y F son heterocigotos. La pareja B - E esta´n en fase de
repulsio´n y la B - F en fase de acoplamiento.
Se distingue entre la apariencia o caracter´ıstica manifestada de un organis-
mo, y los marcadores y alelos que posee. Los caracteres observables representan
lo que se denomina el fenotipo del organismo, y su composicio´n gene´tica se
conoce como genotipo.
Figura 1.4: Elementos en un cromosoma
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1.2. Fraccio´n de recombinacio´n.
El principio de Mendel segu´n el cual “los marcadores que controlan dife-
rentes caracteres son heredados de forma independiente uno de otro”, es cierto
so´lo cuando los marcadores existen en cromosomas diferentes. El genetista es-
tadounidense Thomas Hunt Morgan y sus colaboradores demostraron en una
amplia serie de experimentos con la mosca del vinagre, que los marcadores se
disponen de forma lineal en los cromosomas y que, cuando e´stos se encuentran
en el mismo cromosoma, se heredan como un bloque mientras el propio cro-
mosoma permanezca intacto. Los marcadores que se heredan de esta forma se
dice que esta´n ligados. Sin embargo, Morgan y su grupo observaron tambie´n
que este ligamiento rara vez es completo. Las combinaciones de caracter´ısticas
ale´licas de cada parental pueden reorganizarse entre algunos de sus descen-
dientes. Como se ha explicado en el apartado anterior, durante la Meiosis,
una pareja de cromosomas homo´logos puede intercambiar material gene´tico
cuando se producen los sobrecruzamientos.
crom osom as hom ologos de un parental
sobrecruzam ientos
form acion de gam etos
A                        B                        C                     D   
a                          b                        c                     d   
A                        B                        C                     d   

















a                         B                        C                    D  
A                         b                        c                     d   
( intercam bio de m ateria l genet ico)
Figura 1.5: Formacio´n de gametos.
Es importante hacer notar que, si el nu´mero de sobrecruzamientos entre
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dos marcadores heterocigotos contiguos es impar, se produce una recombi-
nacio´n, que da lugar a gametos que no aparecen en los padres y que llamamos
gametos recombinantes. Si el nu´mero de sobrecruzamientos es cero o par, el













































Figura 1.6: Formacio´n de gametos.
Una hipo´tesis es que los sobrecruzamientos se producen ma´s o menos al
azar a lo largo de los cromosomas. Si los marcadores esta´n relativamente aleja-
dos, los gametos recombinantes sera´n habituales; si esta´n ma´s o menos pro´xi-
mos, los gametos recombinantes sera´n poco frecuentes. Luego, la frecuencia
de recombinacio´n entre dos marcadores depende de la distancia que los
separe en el cromosoma.
Si deﬁnimos como 2r la probabilidad de un sobrecruzamiento, la Figura
1.7 muestra el paso previo al ca´lculo de las probabilidades game´ticas para un
grupo de ligamiento compuesto de dos marcadores heterocigotos:
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POSIBILIDADES EN EL INTERCAMBIO GENETICO






































p( NO sobrecruzamiento)= 1-2r
p( sobrecruzamiento)= 2r
Figura 1.7: Formacio´n de gametos.
Segu´n observamos en la Figura 1.7, si llamamos “s” a la existencia de
sobrecruzamiento y “ns” al no sobrecruzamiento, las probabilidades game´ticas
vienen dadas por la expresio´n (1.1):
푃 (퐴퐵) = 푃 (퐴퐵∣푠) ∗ 푃 (푠) + 푃 (퐴퐵∣푛푠) ∗ 푃 (푛푠) = 14 (2푟) + 12 (1− 2푟) = 12 (1− 푟)
푃 (퐴푏) = 푃 (퐴푏∣푠) ∗ 푃 (푠) + 푃 (퐴푏∣푛푠) ∗ 푃 (푛푠) = 14 (2푟) + 0(1− 2푟) = 12푟
푃 (푎퐵) = 푃 (푎퐵∣푠) ∗ 푃 (푠) + 푃 (푎퐵∣푛푠) ∗ 푃 (푛푠) = 14 (2푟) + 0(1− 2푟) = 12푟
푃 (푎푏) = 푃 (푎푏∣푠) ∗ 푃 (푠) + 푃 (푎푏∣푛푠) ∗ 푃 (푛푠) = 14 (2푟) + 12 (1− 2푟) = 12 (1− 푟)
(1.1)
Entonces la probabilidad de gametos recombinantes resulta:
푃 (푔푎푚푒푡표푠 푟푒푐표푚푏푖푛푎푛푡푒푠) = 푃 (퐴푏) + 푃 (푎퐵) = 푟 (1.2)
De ah´ı que la fraccio´n de recombinacio´n“r”entre dos marcadores mida
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la proporcio´n de descendientes diferentes a los padres. Al deﬁnirse 2r como
una probabilidad, 0 ≤ 2푟 ≤ 1. 2r= 0 (r= 0) indica que los loci de un par
de marcadores ligados esta´n tan cercanos que no tienen posibilidad de sufrir
sobrecruzamientos. El otro caso extremo ser´ıa que los loci este´n tan distancia-
dos que los sobrecruzamientos entre esa pareja ocurran con toda seguridad.
En ese caso, 2r= 1 y r= 0.5 Luego la fraccio´n de recombinacio´n, r, var´ıa entre
0 y 0.5 cM. En realidad, una fraccio´n de recombinacio´n igual a 0.5 representa
a pares de marcadores no ligados o que pertenecen a distinto grupo de li-
gamiento (te´rmino ma´s correcto y que necesita menos suposicio´n que el de
“cromosoma”).
1.3. Mapa gene´tico vs Mapa f´ısico.
Un mapa representa la distribucio´n de marcadores (y/o genes) en grupos
de ligamiento (cromosomas) y su ordenacio´n dentro de cada grupo y esta´ ba-
sado en la deﬁnicio´n de una distancia. Para un mapa gene´tico la distancia es
una funcio´n de la fraccio´n de recombinacio´n mientras que para un mapa f´ısico
la distancia esta´ deﬁnida por el numero de pares de bases entre los marcado-
res. Cuanto ma´s pro´ximos este´n dos marcadores con mayor probabilidad se
heredaran conjuntamente. El mapa gene´tico se obtiene mediante el ana´lisis
de la segregacio´n en una descendencia o progenie dada. Si se repitiera la des-
cendencia y se volviera a realizar el ana´lisis de segregacio´n (incluso utilizando
los mismos marcadores), el mapa obtenido presentar´ıa ciertas variaciones con
respecto al anterior.
La elaboracio´n de un mapa gene´tico requiere un ana´lisis de ligamiento que
consta de cinco pasos:
0. Estudio de la distorsio´n en la segregacio´n dentro de cada marcador. La
distorsio´n en la segregacio´n puede ser de origen game´tico (uno de los alelos
del heterocigoto se hereda con mayor probabilidad que el otro) o zigo´tico (la
probabilidad de los genotipos de la descendencia no coincide con el producto
de las probabilidades game´ticas; es decir, falta de independencia en la unio´n de
los gametos). En la pra´ctica, este paso es muy importante porque la distorsio´n
puede venir de una erro´nea codiﬁcacio´n de genotipos a partir de la lectura de
los marcadores. Aunque la deteccio´n de e´ste y otros errores en la matriz de
genotipos es una etapa fundamental (y limitante en la calidad del mapa) no
se va tratar en esta Tesis. Actualmente existen metodolog´ıas y programas
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muy establecidos en la literatura tales como Joinmap (Van Ooijen 2006 [85])
o R-Qtl (Broman et al. 2003 [13]) que incluyen herramientas para detectar
estos problemas realizando un ana´lisis exploratorio de datos En lo sucesivo, se
considerara´ que en los ana´lisis de ligamiento este estudio estara´ previamente
hecho.
1. Un ana´lisis por parejas para todas las posibles combinaciones de los dife-
rentes loci para estimar la frecuencia de recombinacio´n. El ana´lisis esta´ basado
en la comparacio´n de las frecuencias observadas y esperadas de los posibles ge-
notipos. El nu´mero de posibles genotipos depende del nu´mero de alelos de los
dos loci que se consideran en cada momento y del disen˜o experimental de cru-
zamientos (Retrocruce, 퐹2, l´ıneas puras recombinantes, haploides duplicados,
etc.). La propuesta ma´s comu´n para estimar las fracciones de recombinacio´n
a partir de las frecuencias genot´ıpicas observadas es la ma´xima verosimilitud.
2. Agrupar los marcadores en distintos grupos de ligamiento. Los elementos
clave para construir grupos de ligamiento son los valores de las estimas de las
fracciones de recombinacio´n, su nivel de signiﬁcacio´n y la informacio´n que
tengamos del genoma (como el nu´mero de cromosomas, etc.)
3. Determinar la posicio´n relativa de los marcadores (orden) dentro de los
grupos de ligamiento. Este paso es clave para la obtencio´n de un mapa gene´tico
de calidad. Aqu´ı, el problema es cuantiﬁcar la precisio´n de la estimacio´n del
orden de marcadores.
4. Por u´ltimo, estimar las fracciones de recombinacio´n multipunto entre
loci adyacentes, dada la ordenacio´n obtenida en el paso anterior.
Un mapa f´ısico muestra la localizacio´n f´ısica de los genes y otras secuencias
de ADN de intere´s. La elaboracio´n de un mapa f´ısico es similar al ensamblaje
de un rompecabezas ya que la secuencia de una mole´cula larga de ADN ha
de construirse a partir de una serie de secuencias ma´s cortas. Esto se realiza
rompiendo la mole´cula en fragmentos, determinando la secuencia en cada uno
de ellos y mediante el uso de te´cnicas de computacio´n, buscar solapamientos
para construir la secuencia ﬁnal. El uso de los polimorﬁsmos de un solo nu-
cleo´tido o “single nucleotide polymorphisms” (conocidos por sus siglas SNPs)
como marcadores de ADN para el genotipado de plantas, ha incrementado
la posibilidad de cuantiﬁcar la variacio´n en dianas espec´ıﬁcas de ADN. Ma´s
importante aun, la informacio´n sobre millones de SNPs potenciales o peque-
n˜as delecciones-inserciones y sus secuencias circundantes, establece las bases
del genotipado de alto rendimiento (He et al. 2014 [30]). La gran demanda
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de datos de secuencias a bajo costo ha producido como consecuencia el desa-
rrollo de tecnolog´ıas de secuenciacio´n de alto rendimiento (o secuenciacio´n
de siguiente generacio´n) que pueden producir miles o millones de secuencias
concurrentemente. Los me´todos de secuenciacio´n de siguiente generacio´n (o
NGS) se basan en secuenciaciones paralelas masivas y te´cnicas de imagen
para producir varios cientos de millones de bases de ADN por cada carrera
(Shendure and Ji 2008 [70]). Diversas plataformas como la Roche 454 FLX
Titanium (Thudi et al. 2012 [83]), la Illumina MiSeq y HiSeq2500 (Bentley et
al. 2008 [6]), Ion Torrent PGM (Rothberg et al. 2011 [67]) se han desarrollado
recientemente que han permitido bajar los costos de la secuenciacio´n de ADN
(Deschamps et al. 2012 [18]; Quail et al. 2012 [61]) por lo que la relacio´n entre
mapa gene´tico y mapa f´ısico es ma´s estrecha. De hecho, los mapas gene´ticos
y f´ısicos deben reﬂejar la misma estructura del genoma basada en el orden
de los genes o marcadores y las distancias entre ellos. Sin embargo, la rela-
cio´n entre unidades de distancia de recombinacio´n gene´tica y longitud f´ısica
del ADN, en pares de bases (pb), no es constante. La unidad de distancia
gene´tica es el Morgan o, ma´s frecuentemente, el centimorgan (cM): distancia
entre dos loci a la que se produce un promedio de 0.01 sobrecruzamientos. En
realidad, la probabilidad de sobrecruzamiento var´ıa enormemente de un punto
a otro. Incluso hay zonas en el genoma (cerca del centro´mero, por ejemplo) o
sexo de una especie (machos de la especie Drosophila) o especies completas en
donde no se producen sobrecruzamientos. Adema´s, si alguno de los parentales
es heterocigoto para una inversio´n o una traslocacio´n, dentro de este cambio
estructural no se detectara´ recombinacio´n. As´ı pues, la resolucio´n de un mapa
gene´tico esta´ limitada por la posibilidad de deteccio´n de recombinaciones. Si
en una determinada regio´n del genoma no pueden ser detectadas recombina-
ciones entre marcadores, tampoco se podra´ averiguar la posicio´n relativa entre
ellos y en consecuencia su mapa gene´tico. Sin embargo, esta limitacio´n no es
un impedimento para desarrollar un mapa f´ısico. Aunque las distancias entre
marcadores pueden variar, el orden relativo debe ser el mismo en los dos ma-
pas. La no correspondencia entre el mapa gene´tico y el f´ısico puede implicar
errores en la construccio´n de alguno de los dos mapas (principalmente en el
gene´tico). En realidad, ambos mapas son complementarios. El cruce y compa-
racio´n entre el mapa gene´tico y f´ısico de un genoma permite validar posibles
errores, as´ı como identiﬁcar y anclar marcadores de intere´s en el mapa f´ısico
que pueden ser utilizados posteriormente en la elaboracio´n del mapa gene´tico.
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Nuestro objetivo ﬁnal es la obtencio´n de un mapa gene´tico. A continuacio´n
presentamos los procedimientos cla´sicos para resolver los cuatro puntos que
conforman un ana´lisis de ligamiento, expuestos anteriormente.
1.4. Elaboracio´n de mapas gene´ticos desde un
enfoque frecuentista
Como ya hemos visto, la elaboracio´n de un mapa gene´tico se fundamenta
ba´sicamente en estimar las fracciones de recombinacio´n entre parejas de loci,
repartir los loci en grupos de ligamiento, dentro de cada grupo deducir el orden
relativo de los loci o su localizacio´n en el cromosoma, y por u´ltimo estimar
las distancia entre los loci. En este apartado vamos a presentar los criterios
tradicionales utilizados para obtener grupos de ligamiento y ordenar loci, una
vez estimadas las fracciones de recombinacio´n entre pares de loci.
1.4.1. Ana´lisis por parejas de marcadores
La estimacio´n de la fraccio´n de recombinacio´n entre dos marcadores depen-
de del disen˜o experimental del cruzamiento del que provenga el genotipo. Los
cruces que consideraremos en este trabajo son el Retrocruce y el 퐹2. En primer
lugar consideramos un Retrocruce, que consiste en fecundar un individuo 퐹1
(resultado del cruce entre dos parentales totalmente homocigotos alternativos)
con uno de sus padres. Cuando se selecciona el parental homocigoto recesivo,
el Retrocruce se denomina cruzamiento de prueba (Figura 1.8).
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Figura 1.8: Retrocruce (denominado cruzamiento de prueba, ya que el parental es
homocigoto recesivo).
Para un modelo con dos marcadores donde los abuelos tienen genotipos
AABB y aabb, uno de los padres del Retrocruce sera´ AaBb. Considerando el
otro padre, por ejemplo aabb, se producen los individuos viables por unio´n
de gametos al azar, que se obtienen conforme a las probabilidades que apare-
cen en el Cuadro 1.1, siendo r la fraccio´n de recombinacio´n. En el cuadro se
muestran, por ﬁlas cada uno de los gametos que genera uno de los parentales,
junto con las frecuencias game´ticas, y en columnas los gametos generado por
el otro parental, tambie´n con su frecuencia game´tica. La conﬁguracio´n posible
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de descendientes (genotipos), junto con sus frecuencias genot´ıpicas aparece en
las celdas de cruce. Estas frecuencias genot´ıpicas se obtienen como producto
de las frecuencias game´ticas de los gametos que los producen, asumiendo que
no hay distorsio´n posible.
Frecuencias ab


























Cuadro 1.1: Frecuencias game´ticas y genot´ıpicas de un Retrocruce.
En deﬁnitiva, disponemos del Cuadro 1.2 con las frecuencias genot´ıpicas
esperadas y observadas:













Cuadro 1.2: Frecuencias genot´ıpicas esperadas y observadas de un Retrocruce.
Considerando una distribucio´n Multinomial, para las frecuencias genot´ı-
picas observadas, 푓푖, dadas las esperadas, 푝푖, el logaritmo de la funcio´n de
verosimilitud de la fraccio´n de recombinacio´n r es:




푓푖푙표푔(푝푖) = (푓1 + 푓4)푙표푔(1− 푟) + (푓2 + 푓3)푙표푔(푟) (1.3)




− 푓1 + 푓4
1− 푟 = 0 (1.4)





donde n = 푓1 + 푓2 + 푓3 + 푓4 es el nu´mero de individuos de la muestra. En
deﬁnitiva se obtiene mediante la frecuencia observada de recombinacio´n, tal
como es lo´gico.
La generacio´n 퐹2, como se puede ver en la Figura 1.9, se obtiene por
autofecundacio´n de la generacio´n 퐹1, descendientes directos de los parentales
homocigotos.
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Figura 1.9: Generacio´n 퐹2.
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Al igual que hemos visto en el Retrocruce, los individuos se producen
por unio´n de gametos al azar. En este caso, cada uno de los padres genera
cuatro gametos posibles. Las frecuencias genot´ıpicas (conjuntas) se obtienen
como producto de las game´ticas marginales, conforme a las probabilidades que
aparecen en el Cuadro 1.3, por considerar ausencia de distorsio´n.
Frecuencias AB Ab aB ab


























































Cuadro 1.3: Frecuencias game´ticas y genot´ıpicas de la generacio´n 퐹2.
En realidad cuando se unen, por ejemplo, el gameto Ab del padre y AB
de la madre, se obtiene el mismo genotipo que cuando se une el gameto AB
del padre y Ab de la madre. Igualmente, cuando se une el gameto AB de un
parental con el ab de otro, da lugar al mismo genotipo que cuando se unen los
gametos Ab y aB, aunque tengan una composicio´n game´tica distinta. Con lo
cual se obtienen 9 genotipos diferentes, que se resumen en el Cuadro 1.4.
Como antes, asumiendo una distribucio´n Multinomial para las frecuencias
genot´ıpicas observadas 푓푖, el logaritmo de la funcio´n de verosimilitud es:
푙(푟) =
∑9
푖=1 푓푖푙표푔(푝푖) = 2(푓1 + 푓9)푙표푔(1− 푟) + (푓2 + 푓4 + 푓6 + 푓8)
푙표푔[푟(1− 푟)] + 푓5푙표푔(1− 2푟 + 2푟2) + 2(푓3 + 푓7)푙표푔(푟) (1.6)
20 Cap´ıtulo 1. Introduccio´n.
Genotipos Frec. esperadas (푝푖) Frec. observadas (푓푖)
AABB 14(1− 푟)2 푓1
AABb 12푟(1− 푟) 푓2
AAbb 14푟
2 푓3
AaBB 12푟(1− 푟) 푓4
AaBb 12(1− 2푟 + 2푟2) 푓5
Aabb 12푟(1− 푟) 푓6
aaBB 14푟
2 푓7
aaBb 12푟(1− 푟) 푓8
aabb 14(1− 푟)2 푓9
Cuadro 1.4: Frecuencias genot´ıpicas esperadas y observadas de la generacio´n 퐹2.
Sin embargo, en este caso el me´todo de la ma´xima verosimilitud no propor-
ciona una solucio´n directa para la estimacio´n de la fraccio´n de recombinacio´n,
ya que la resolucio´n de la ecuacio´n 푙′(푟) = 0 no da lugar a una expresio´n expl´ı-
cita para r. Por lo tanto, se debe de recurrir a me´todos de aproximacio´n como
el de Newton-Raphson o el algoritmo EM. Adema´s del motivo matema´tico,
tambie´n inﬂuye el motivo gene´tico. Como se razonaba tras el Cuadro 1.3, de
la observacio´n de los genotipos, no se puede identiﬁcar si los gametos que lo
forman son recombinantes o no.
1.4.2. Criterios para formar grupos de ligamiento.
Un grupo de ligamiento se deﬁne biolo´gicamente como un grupo de
genes con su localizacio´n en el mismo cromosoma, y estad´ısticamente como
un grupo de loci heredados conjuntamente segu´n ciertos criterios estad´ısticos.
En realidad, el resultado de ambas deﬁniciones deber´ıa ser el mismo, pero
en ocasiones los genes de un mismo cromosoma pueden agruparse estad´ısti-
camente en distintos grupos de ligamiento ya que podemos no observar un
largo segmento del cromosoma, por no disponer de marcadores en esa zona y
concluir que hay dos grupos de ligamiento. Veamos algunos criterios cla´sicos
para formar grupos de loci.
Para poder formar los grupos de ligamiento es preciso estimar las fracciones
de recombinacio´n entre todas las parejas de loci, as´ı como la signiﬁcacio´n del
ligamiento entre ellos. Para ello se establece el contraste (1.7):
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{
퐻0 : 푙표푐푖 푖 푦 푗 푛표 푙푖푔푎푑표푠 (푟 ≥ 0.5)
퐻퐴 : 푙표푐푖 푖 푦 푗 푙푖푔푎푑표푠 (푟 < 0.5)
(1.7)
Denotando como L(.) a la funcio´n de verosimilitud, y en particular 퐿(푟푘) a
la verosimilitud bajo la hipo´tesis nula (k=0) y alternativa (k=A), la resolucio´n
del contraste se puede abordar de formas diferentes:








que se distribuye asinto´ticamente segu´n una 휒2 con 1 grado de libertad.
2. Sin embargo, en el entorno gene´tico se suele emplear el ca´lculo del “LOD




] = 푙표푔10(퐿(푟ˆ퐴))− 푙표푔10(퐿(0.5)) (1.9)
Consideramos 푟푖,푗, 푧푖,푗 y 푝푖,푗 que denotan respectivamente la fraccio´n de re-
combinacio´n, “LOD score” y p - valor obtenido para el contraste de ligamiento
entre dos loci i y j. Se pueden utilizar distintas combinaciones de estos tres
elementos como criterio para deducir si los loci i y j pertenecen al mismo
grupo de ligamiento:
{[푟푖,푗 ≤ 푐] 푦 [푝푖,푗 ≤ 푏]} 표 푏푖푒푛 {[푟푖,푗 ≤ 푐] 표 [푝푖,푗 ≤ 푏]} (1.10)
y tambie´n
{[푟푖,푗 ≤ 푐] 푦 [푧푖,푗 ≥ 푎]} 표 푏푖푒푛 {[푟푖,푗 ≤ 푐] 표 [푧푖,푗 ≥ 푎]}, (1.11)
donde c es el valor ma´ximo de la fraccio´n de recombinacio´n para ser declarado
un grupo de ligamiento (en general, se suele considerar c=0.5 pero se puede
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hacer variar hacia un valor menor), b es la signiﬁcacio´n ma´xima del p-valor
para considerar un ligamiento y a es el valor mı´nimo del LOD score para con-
siderar un ligamiento.
3. Alternativamente, para resolver el contraste, se puede llevar a cabo una
prueba de independencia cla´sica deﬁnida por la tabla de contingencia que ge-
neran las frecuencias genot´ıpicas observadas. De ese modo se evita el problema
de la distorsio´n en la segregacio´n (JoinMap 1995 [77]).
Procedimientos
En la pra´ctica, para la construccio´n de un mapa gene´tico, los grupos de
ligamiento se elaboran combinando distintos criterios de agrupacio´n, despue´s
elegido un criterio, se ensayan distintos valores de los para´metros para com-
probar que los grupos de ligamiento son ﬁables.
En te´rminos pra´cticos, se suele razonar de la siguiente forma con respecto
al conjunto de grupos de ligamiento obtenido:
1. Se considera que el grupo de ligamiento obtenido es ﬁable si e´ste no
cambia sobre una amplia gama de criterios.
2. Debe ser biolo´gicamente coherente; es decir, estar de acuerdo con es-
tudios previos y/o conocimientos que se tengan de la situacio´n y orden de
marcadores anclados en mapas f´ısicos.
3. Es conveniente revisar los criterios que proporcionan grupos de liga-
miento relativamente grandes con respecto al nu´mero total de marcadores,
pues pueden ser signo de agrupaciones incorrectas.
4. Que aparezcan un gran nu´mero de marcadores gene´ticos sin agrupar
puede ser indicador de una baja calidad en los datos (taman˜o de poblacio´n
pequen˜a, pequen˜o nu´mero de marcadores o errores en la codiﬁcacio´n de los
datos).
1.4.3. Ordenacio´n de los loci dentro de un grupo de
ligamiento.
El orden de los loci se deﬁne como la disposicio´n de los genes o marcadores
gene´ticos en un grupo de ligamiento. Para m genes hay 푚! posibles o´rdenes o
푚!
2
, si se ignora su orientacio´n. Es decir, por ejemplo, ABC = CBA. En esta
seccio´n vamos a tratar el caso de la ordenacio´n de 3 loci y luego la generali-
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zacio´n al caso de muchos loci (multiloci).
1.4.3.1. La ordenacio´n de 3 loci.
Consideramos la situacio´n en la que hay 3 loci ligados, A, B y C. Existen
pues tres posibles o´rdenes de los loci: ABC, ACB y BAC. Las frecuencias
genot´ıpicas esperadas no se pueden deﬁnir si no esta´ determinado el orden de
los loci en el genoma. Sin embargo, las 3 fracciones de recombinacio´n entre
cada par de loci 푟퐴퐵, 푟퐴퐶 , 푟퐵퐶 , se pueden obtener sin conocer las posiciones
de los loci en el genoma. Considerando que el orden de los tres loci es ABC,
los tres marcadores generan dos intervalos: uno entre A y B que se denotara´
como el intervalo 1 (int1 ) y otro entre B y C que sera´ el intervalo 2 (int2 ).
퐴
푖푛푡1︷ ︸︸ ︷퐵 푖푛푡2︷ ︸︸ ︷퐶
Segu´n ese orden se considera, por simpliﬁcar, que 푟1 = 푟퐴퐵 y 푟2 = 푟퐵퐶 .
Lo´gicamente, los intervalos dependera´n del orden dado. Si el orden de los
loci fuera ACB, entonces 푟1 = 푟퐴퐶 y 푟2 = 푟퐵퐶 ; por lo tanto los valores de
푟1 y 푟2 cambian segu´n el orden de los marcadores. Para un Retrocruce del
tipo cruzamiento de prueba, las frecuencias esperadas para los 8 genotipos se
muestran en el Cuadro 1.5. Esta tabla es una ampliacio´n del Cuadro 1.2 que
ya se mostro´ en la Seccio´n 1.4.1.
La letra 휁 de las celdas de frecuencias denota el coeﬁciente de coin-
cidencia y 1 - 휁 se deﬁne como la interferencia. Si no hay interferencia,
entonces 1 - 휁 = 0 y las recombinaciones ocurren independientemente en los
dos intervalos, es decir los intervalos no se interﬁeren; en ese caso, la frecuen-
cia esperada de los dobles recombinantes (es decir, recombinacio´n en los dos
intervalos) sera´ 푟1푟2. Si las recombinaciones en los intervalos AB y BC no son
independientes, la frecuencia observada de los dobles recombinantes puede no
ser signiﬁcativamente igual a la esperada, bajo la hipo´tesis de independencia.
Si usamos 푟푒푐표푚푏12 para denotar la frecuencia observada de los dobles recom-
binantes, el coeﬁciente de coincidencia es 휁 = 푟푒푐표푚푏12
푟1푟2
.
La interferencia es negativa, 1 - 휁 <0, si 휁 >1, es decir si signiﬁcativamente
hay ma´s dobles recombinaciones observadas que esperadas bajo la hipo´tesis
de independencia. La interferencia es positiva, 1 - 휁 >0, si 휁 <1, es decir si
signiﬁcativamente hay menos dobles recombinaciones observadas que espera-
das bajo la hipo´tesis de independencia. Habra´ ausencia de interferencia, 1 - 휁
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Genotipo Frecuencias Frec. esperadas Frec. esperadas
observadas sin interferencia (푝푖) con interferencia (푝휁푖)
AaBbCc 푓1 0.5(1− 푟1)(1− 푟2) 0.5(1− 푟1 − 푟2 + 휁푟1푟2)
AaBbcc 푓2 0.5(1− 푟1)푟2 0.5(푟2 − 휁푟1푟2)
AabbCc 푓3 0.5푟1푟2 0.5휁푟1푟2
Aabbcc 푓4 0.5(1− 푟2)푟1 0.5(푟1 − 휁푟1푟2)
aaBbCc 푓5 0.5(1− 푟2)푟1 0.5(푟1 − 휁푟1푟2)
aaBbcc 푓6 0.5푟1푟2 0.5휁푟1푟2
aabbCc 푓7 0.5(1− 푟1)푟2 0.5(푟2 − 휁푟1푟2)
aabbcc 푓8 0.5(1− 푟1)(1− 푟2) 0.5(1− 푟1 − 푟2 + 휁푟1푟2)
Cuadro 1.5: Frecuencias genot´ıpicas esperadas sin y con interferencia.
= 0, si 휁 = 1, es decir si las dobles recombinaciones observadas y esperadas
coinciden signiﬁcativamente. Por u´ltimo, la interferencia es completa, 1 - 휁 =
1, si 휁=0, es decir, las recombinaciones en los intervalos son mutuamente ex-
cluyentes. Si hay recombinacio´n en un intervalo, no la habra´ en el adyacente,
luego no se observara´n dobles recombinaciones.
El logaritmo de la funcio´n de verosimilitud para un modelo Retrocruce de
tres loci bajo el orden ABC y asumiendo que las frecuencias observadas de
recombinacio´n 푓푖 se distribuyen segu´n una distribucio´n Multinomial dadas las
frecuencias esperadas y la interferencia, es:
푙퐴퐵퐶(푟1, 푟2, 휁) =
∑8
푖=1 푓푖 푙표푔푝휁푖 = (푓1 + 푓8)푙표푔(1− 푟1 − 푟2 + 휁푟1푟2)+
+(푓3 + 푓6)푙표푔(휁푟1푟2) + (푓2 + 푓7)푙표푔(푟2 − 휁푟1푟2)+
+(푓4 + 푓5)푙표푔(푟1 − 휁푟1푟2)
(1.12)
Las estimaciones ma´ximo veros´ımiles de las fracciones de recombinacio´n
para los pares de loci 푟퐴퐵, 푟퐴퐶 y 푟퐵퐶 se obtienen mediante una extensio´n de
lo demostrado en (1.5):
푟ˆ퐴퐵 = (푓3 + 푓4 + 푓5 + 푓6)/푛
푟ˆ퐴퐶 = (푓2 + 푓4 + 푓5 + 푓7)/푛
푟ˆ퐵퐶 = (푓2 + 푓3 + 푓6 + 푓7)/푛
(1.13)
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donde 푛 =
∑8
푖=1 푓푖 es el taman˜o de la muestra. Sus estimaciones no de-
penden del orden especiﬁcado. Sin embargo, la relacio´n entre las estimaciones
depende de este orden. Para el orden ABC, la relacio´n es:
푟퐴퐵 = 푟1
푟퐴퐶 = 푟1 + 푟2 − 2휁푟1푟2
푟퐵퐶 = 푟2,
(1.14)
de donde podemos deducir el valor estimado para 푟1 y 푟2.
La estimacio´n ma´ximo veros´ımil del coeﬁciente de coincidencia es:
휁ˆ =
2푛(푓3 + 푓6)
(푓3 + 푓4 + 푓5 + 푓6)(푓2 + 푓3 + 푓6 + 푓7)
=
ˆ푟퐴퐵 + ˆ푟퐵퐶 − ˆ푟퐴퐶
2 ˆ푟퐴퐵 ˆ푟퐵퐶
(1.15)
que es funcio´n del orden de los loci.
Al igual que ocurr´ıa para un modelo 퐹2 de dos loci, son necesarios me´todos
de aproximacio´n para obtener las estimas de las fracciones de recombinacio´n
e interferencia para un modelo 퐹2 de 3 loci.
Funciones de mapeo
Como ya hemos visto en un modelo 3 loci, las fracciones de recombina-
cio´n basadas en modelos dos loci no son aditivas. Cuando el nu´mero de loci
aumenta, la complejidad de las relaciones entre las posiciones y las fraccio-
nes de recombinacio´n aumentan. Para solucionar este problema es necesario
el uso de funciones de mapeo que permiten la conversio´n de las fracciones de
recombinacio´n a distancias, que s´ı guardan una relacio´n aditiva, por construc-
cio´n. Existen un gran nu´mero de funciones de mapeo y su utilizacio´n depende
de las especiﬁcaciones biolo´gicas propias de cada problema. A continuacio´n
mostramos algunas de ellas:
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Func. mapeo D=F(r) Inversa r=퐹−1(퐷) 휁 Interferencia
Morgan r D 0 Completa
(1928)































Cuadro 1.6: Algunas funciones de mapeo.
Como en nuestro trabajo asumimos ausencia de interferencia, hemos uti-
lizado como funcio´n de mapeo la funcio´n Haldane, aunque se podr´ıa emplear
cualquier otra sin pe´rdida de generalidad.
A continuacio´n revisamos algunos de los me´todos que se suelen utilizar
para obtener el orden de tres loci:
Me´todo del doble cruzamiento
Consiste en localizar los genotipos ma´s raros y asignarlos como dobles
recombinantes. Si somos capaces de identiﬁcar las clases recombinantes, po-
demos determinar el orden de los loci.
Me´todo de la fraccio´n de recombinacio´n entre dos loci
Consiste en determinar el orden de los loci mediante las magnitudes de
las estimaciones de las tres fracciones de recombinacio´n. La estimacio´n ma´s
grande estara´ asociada a los loci de los extremos. El otro locus se colocara´ en
el intermedio de los extremos.
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Me´todo de la verosimilitud
Tambie´n es comu´n comparar las verosimilitudes de los tres posibles o´rde-
nes. El orden con mayor verosimilitud es considerado el orden ma´s probable.
Hay que tener en cuenta que este me´todo no sera´ adecuado en modelos en los
que asumimos presencia de interferencia y la incluimos en el modelo para ser
estimada, ya que al ser un modelo completamente parametrizado, la verosi-
militud de los o´rdenes posibles ser´ıa la misma y no permitir´ıa discriminar.
1.4.3.2. La ordenacio´n de multiloci.
En general, la ordenacio´n conjunta de muchos loci se basa en minimizar
el nu´mero total de sobrecruzamientos (Sturtevant 1913 [79]) de modo que la
longitud del mapa sea mı´nima. El orden estad´ıstico para muchos loci se puede
considerar como una extensio´n de la propuesta para 3 loci. Para un grupo de
ligamiento con un gran nu´mero de loci es imposible elaborar un modelo com-
pletamente parametrizado, ya que el nu´mero de genotipos observados tambie´n
es grande, por lo que es necesario recurrir a te´cnicas de optimizacio´n. Para la
ordenacio´n de loci con un nu´mero de loci mayor que 6 es razonable asumir un
modelo con ausencia de interferencia, ya que bajo esta suposicio´n biolo´gica la
computacio´n se simpliﬁca.
Veamos algunos de los me´todos ma´s conocidos en la ordenacio´n multiloci:
Me´todo de los 3 loci
Para un grupo de ligamiento con ma´s de 3 loci, el problema de ordenacio´n
se puede dividir en subproblemas de 3 loci. Por ejemplo, 4 loci ligados se pue-
den organizar como 4 posibles combinaciones de 3 loci. Para cada una de las
tripletas hay 3 posibles o´rdenes y el mejor orden se puede determinar utilizan-





posibles combinaciones de 3 loci. Sin embargo, alguna de las tripletas puede
no tener signiﬁcado al contradecir el hecho de que los 3 loci pertenezcan al
mismo grupo de ligamiento. Para las tripletas con los tres loci ligados se puede
determinar el mejor orden. En la pra´ctica, se puede escoger como primera la
tripleta con los marcadores ma´s juntos. Posteriormente, basa´ndonos en esta
tripleta, es posible an˜adir el siguiente locus ma´s pro´ximo y hacer un ana´lisis
de 3 loci para las combinaciones del nuevo locus y las posibles combinaciones
2 loci. Si hay una contradiccio´n del nuevo locus respecto al orden, el locus no
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se puede colocar en el mapa. Este procedimiento se repite hasta que se han
integrado todos los loci. Las desventajas de este me´todo son:
1. Algunos de los loci no se pueden localizar en el mapa debido a resulta-
dos contradictorios entre las distintas tripletas.
2. Se puede obtener un orden local o´ptimo en lugar de un orden global o´ptimo.
3. La informacio´n del orden de los loci se puede perder por la subdivisio´n de
los loci en mu´ltiples tripletas.
Me´todo de la ma´xima verosimilitud
Lander y Green (1987) [43] desarrollaron un me´todo de ordenacio´n de loci
basado en ma´xima verosimilitud. Considerando una secuencia lineal de m loci.
El logaritmo de la funcio´n de verosimilitud para el orden 1,2,3,...., m-1, m,
proviene de asumir un modelo Binomial para las frecuencias de recombinacio´n
observadas, 푅푖,푖+1, entre loci adyacentes, dada la fraccio´n de recombinacio´n




푅푖,푖+1[푟푖,푖+1푙표푔푟푖,푖+1 + (1− 푟푖,푖+1)푙표푔(1− 푟푖,푖+1)] (1.16)
푅푖,푖+1 puede ser diferente para diferentes combinaciones de loci, debido a los
datos faltantes o a la falta de informacio´n de ligamiento para 2 loci adyacen-
tes. Posteriormente se comparan las verosimilitudes de los diferentes o´rdenes
posibles para encontrar el “mejor”, identiﬁcado como el que tiene mayor vero-
similitud.
Me´todo de la mı´nima suma de fracciones de recombinacio´n ad-
yacentes (SARF)
Este me´todo esta´ basado en los ı´ndices SARF. Se deﬁne el ı´ndice SARF
(Falk 1989 [20]) como la suma de fracciones de recombinacio´n adyacentes para
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E´ste y alguno de los siguientes me´todos, se basan en intentar que el mapa
sea lo ma´s corto posible ya que resulta lo´gico que la ordenacio´n se haga de
modo que las distancias resultantes entre los loci sean las mı´nimas posibles.
Si no hay datos faltantes y no hay distorsio´n en la segregacio´n, hay una
gran correlacio´n entre las soluciones mı´nimo SARF y ma´xima verosimilitud
de los o´rdenes.
Me´todo del mı´nimo producto de fracciones de recombinacio´n ad-
yacentes (PARF)
Similarmente, Wilson (1988) [90] deﬁnio´ el PARF como el producto de las
fracciones de recombinacio´n adyacentes, dando como solucio´n aquella ordena-
cio´n con mı´nimo PARF. Para evitar que PARF sea cero, se puede reemplazar
una fraccio´n de recombinacio´n nula por una tolerancia pequen˜a.
Me´todo de la ma´xima suma de LOD score adyacentes (SALOD)
El SALOD (Weeks y Lange 1987 [87]), para un orden espec´ıﬁco, se deﬁne
como la suma de los LOD score entre marcadores adyacentes y la ordenacio´n
elegida es la de menor SALOD.
Olson y Boehnke (1990) [57] apuntaron que este criterio es sensible al con-
tenido de informacio´n de los loci y a la tendencia a localizar juntos los loci
altamente informativos. Por esta razo´n, propusieron modiﬁcaciones del SA-
LOD basa´ndose en las deﬁniciones de Boststein et al. (1980) [12]. Realizaron
un estudio de simulacio´n para comparar el poder de ordenacio´n de los me´to-
dos. Usaron los me´todos anteriores descritos, excepto el me´todo de ma´xima
verosimilitud. Concluyeron que SARF y una modiﬁcacio´n, SALOD, son los
mejores me´todos de ordenacio´n de loci. Sin embargo, mencionaron que el fun-
cionamiento de los me´todos para ordenar loci puede variar de acuerdo a los
diferentes ajustes gene´ticos.
Otros me´todos
Dado un orden de los loci, el mapa de las distancias entre los loci puede ser
estimado utilizando mı´nimos cuadrados (Buetow y Chakravarti 1987 [15];
Weeks y Lange 1987 [87]). Este me´todo es una v´ıa para obtener el mapa de
distancias multi-punto mı´nimo cuadra´ticas.
Tambie´n se pueden utilizar me´todos como la mı´nima suma de probabilidad
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de dobles recombinantes (PDR) y el me´todo para encontrar la ordenacio´n de
genes con un mı´nimo de cruces obligatorios (MOC ), propuesto por Thompson
(1987) [82].
Todos estos me´todos se pueden abordar mediante algoritmos de bu´squeda
exhaustiva o de aproximacio´n. Los algoritmos de aproximacio´n normalmente
no garantizan soluciones o´ptimas; sin embargo, los resultados son bastante
buenos para aplicaciones pra´cticas. En la ordenacio´n de loci, el algoritmo
seriation (Buetow y Chakravarti 1987 [15]; Buetow 1987 [14]) se utiliza para
obtener mı´nimo SARF, y el simulated annealing (SA) (Jasen et al. 2001
[34]) se usa como algoritmo de aproximacio´n para obtener mı´nimo SALOD.
La bu´squeda exhaustiva proporciona soluciones o´ptimas en el caso que se
aplique sobre un problema espec´ıﬁco con espacio de bu´squeda restringido.
Como ejemplo, el algoritmo branching and bound (BB) se propuso para la
ordenacio´n de loci (Thompson 1987 [82]).
Para el me´todo SARF, la matriz de fracciones de recombinacio´n entre dos
marcadores es equivalente a la matriz de distancias para el problema del agen-
te viajero (TSP). Los algoritmos como, por ejemplo, simulated annealing (SA)
(Kirkpatrick 1983 [38]; Aarts y Korst 1989 [1]; Jansen et al 2001 [34]) y al-
goritmo gene´tico (Holland 1975 [31]; Goldberg 1989 [25]) se han usado para
la bu´squeda de soluciones aproximadas para el TSP. Tambie´n se han obteni-
do soluciones o´ptimas para este problema, utilizando algoritmos de bu´squeda
exhaustiva, como por ejemplo BB (Miller y Pek´ın 1991 [54]).
1.4.3.3 Probabilidad y conﬁabilidad de los o´rdenes estimados
Las fuentes de error en la determinacio´n del orden correcto de los loci pue-
den ser el muestreo de los datos y la ineﬁciencia de los criterios y algoritmos
utilizados en el ana´lisis de ligamiento. Algunos investigadores piensan que el
orden de los loci es u´nico y que no esta´ sujeto a error por muestreo o por la me-
todolog´ıa empleada en su obtencio´n, pudie´ndose determinar mediante biolog´ıa
molecular, como por ejemplo en los mapas f´ısicos. Sin embargo, el orden de
los loci “siempre” se determina utilizando te´cnicas estad´ısticas sobre los datos,
luego el orden de los loci esta´ sujeto, cuanto menos, al error de muestreo. La
pregunta de intere´s es co´mo cuantiﬁcar los errores o co´mo proporcionar una
medida de conﬁanza de la ordenacio´n. Este hecho no es exclusivo en gene´ti-
ca. En cualquier modelizacio´n relacional estad´ıstica, el objetivo de encontrar
un modelo que estime de la forma ma´s precisa posible la relacio´n entre las
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variables involucradas, no consigue nunca certeza absoluta de que el modelo
propuesto y ﬁnalmente elegido sea el u´nico y verdadero que describe la rela-
cio´n buscada. Veamos varias propuestas:
Me´todo de la verosimilitud
Intuitivamente, el cociente de verosimilitudes entre dos o´rdenes alterna-
tivos podr´ıa usarse para cuantiﬁcar la conﬁanza de un orden estimado. Sin
embargo, como observaron Lathrop et al. (1987) [47], la interpretacio´n de los
cocientes de verosimilitudes es dif´ıcil, debido a la carencia de una distribu-
cio´n teo´rica que pueda conducir al ca´lculo de un nivel de signiﬁcacio´n, ya que
la comparacio´n se suele hacer entre o´rdenes alternativos emplazados en dife-
rentes regiones del espacio parame´trico si no son modelos jerarquizados. La
carencia de grados de libertad para la diferencia entre los diversos o´rdenes de
loci se puede compensar utilizando la teor´ıa standard para el test del cociente
de verosimilitudes. Sin embargo, y a pesar de las diﬁcultades mencionadas, se
han utilizado propuestas de verosimilitud para cuantiﬁcar la conﬁanza de los
o´rdenes (Edwards 1987 [19]; Lathrop et al. 1987 [47]; Smith 1990 [73]; Keats
et al. 1991 [37]).
El cociente de verosimilitudes, al ser relativo, so´lo permite aﬁrmar que un
orden es mejor que el alternativo, pero no cuantiﬁcar la conﬁanza del orden.
En todo me´todo estad´ıstico, es necesario adjuntar la varianza o la probabili-
dad de error de los procedimientos de estimacio´n utilizados, para mostrar la
conﬁanza de la estimacio´n, aun cuando el estimador ma´ximo veros´ımil es el
mejor e insesgado. Adema´s, el cociente de verosimilitudes no puede cuantiﬁ-
car la superioridad de un orden sobre otro. Asimismo, la estimacio´n del orden
puede o no, ser insesgada, debido a los criterios y a los algoritmos utilizados.
Propuesta bootstrap
Presupone poder repetir un experimento varias veces y en cada uno de
ellos, estimar el orden de los m marcadores. La metodolog´ıa considera una
matriz en la que las columnas representan las distintas posiciones del ge-
noma o loci (Loc1, Loc2,...,Locm) y las ﬁlas los distintos marcadores (M1,
M2,...,Mm). Finalizados los experimentos, un elemento de la matriz, 푃푖,푗, al-
macena la frecuencia relativa con la que el marcadorMi ha ocupado la posicio´n
Locj. Si todos los marcadores han ocupado su posicio´n correcta (Mk ha ocupa-
do siempre Lock) para cada uno de los experimentos, la matriz de frecuencias
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coincide con la matriz identidad, que proporciona una conﬁanza del 100%
sobre el orden. Conﬁanza 0% sobre el orden se obtiene si cada marcador se










donde 푃푖푖 son las probabilidades de la diagonal en la matriz de frecuencias. En
la pra´ctica no se suele trabajar con la repeticio´n de experimentos. Lo habitual
es disponer de una u´nica muestra. La matriz de frecuencias se puede estimar
utilizando un muestreo te´cnico, como por ejemplo remuestreo (bootstrap). La
repeticio´n de muestras bootstrap se pueden llevar a cabo con los datos expe-
rimentales de un grupo de ligamiento.
Apoyo global y apoyo de intervalo (Global and Interval support)
Algunos me´todos para dar credibilidad a un grupo de ligamiento se basan
en ca´lculos asociados al “LOD score”, 푙표푔10(퐿1/퐿2), con 퐿1 y 퐿2 deﬁnidos bajo
una medida de credibilidad espec´ıﬁca (Keats et al., 1991 [37]).
El apoyo global o “global support” indica la evidencia de que un locus
pertenezca a un mapa. Se calcula tomando 퐿1 como la verosimilitud cuando el
locus se inserta en el mapa y 퐿2 como la verosimilitud cuando el locus no esta´
en el mapa. Un ligamiento de un locus a un mapa se declara como“indudable”
cuando el valor del apoyo global es de 3 o ma´s.
El apoyo de intervalo o “interval support”mide la evidencia de que
un locus este´ en un intervalo particular de un mapa, siendo 퐿1 la verosimi-
litud cuando el locus esta´ en el intervalo y 퐿2 la verosimilitud localizando el
marcador en cualquier otro intervalo. Por u´ltimo, para expresar el apoyo para
un orden dado, 퐿1 se toma como la verosimilitud del mejor orden y 퐿2 como
la verosimilitud del orden dado (Ott, 1999 [59]).
Los loci con un apoyo de intervalo de al menos 3 se llaman “framework
loci”, y un mapa compuesto ı´ntegramente por estos loci se llama“framework
map” (Keats et al., 1991 [37]).
Adema´s de los tres tipos de apoyo multipunto anteriores, se utiliza una
cuarta para dar una medida de la evidencia de que un conjunto de loci formen
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un grupo de ligamiento. Esta medida se denomina “LOD score” generali-
zado y se obtiene como el cociente entre la verosimilitud 퐿1 bajo el mejor
orden y la obtenida cuando se asume que ningu´n loci esta´ ligado, 퐿0.
푙표푔(퐿1/퐿0) = 푙표푔(
퐿(푟1,2, ..., 푟푚−1,푚)
퐿(0.5, 0.5, ..., 0.5)
) (1.19)
donde 푟푖,푗 es la fraccio´n de recombinacio´n entre los loci i y j.
Combinacio´n de Jackknife y Bootstrap
El procedimiento jackknife combinado con remuestreo se utiliza para eva-
luar el impacto de un locus sobre la estimacio´n total del orden gene´tico. La
estrategia consiste en estimar el PCO para cada uno de los loci usando boots-
trap cuando se descarta el locus en los datos (jackkniﬁng). Si la estimacio´n
del PCO de la ordenacio´n gene´tica se incrementa signiﬁcativamente cuando
se descarta el locus, se entiende que el locus tiene una mala inﬂuencia sobre
la estimacio´n del orden. Por otra parte, si el PCO del orden estimado decrece
signiﬁcativamente cuando el locus se descarta, entonces el locus es esencial
para la obtencio´n de un orden con alta conﬁanza.
1.4.4. Estimacio´n de la fracciones de recombinacio´n con-
juntas dentro de un mapa
Es conocido que en un ana´lisis de ligamiento, un modelo ‘multipunto’ pro-
porciona ma´s informacio´n que el modelo ‘dos loci’. Sin embargo, existen 3
diﬁcultades en relacio´n al ana´lisis de ligamiento para la implementacio´n de
modelos multiloci y la construccio´n del mapa gene´tico:
1. La funcio´n de verosimilitud multiloci tiene un gran nu´mero de para´me-
tros desconocidos si incluimos los para´metros de interferencia. Aun en ausencia
de interferencia, la funcio´n de verosimilitud es compleja.
2. En la construccio´n de un modelo multipunto es habitual disponer de
menos datos de los necesarios. El modelo multipunto esta´ basado en la posible
combinacio´n de recombinaciones entre los loci; as´ı pues, ser´ıa necesario dis-
poner de grandes bancos de datos para observar al menos una recombinacio´n
en cada uno de los intervalos. Por ejemplo, para 3 loci ABC, hay 4 posibles
combinaciones de recombinacio´n en los dos intervalos AB y BC :
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퐴
푖푛푡1︷ ︸︸ ︷퐵 푖푛푡2︷ ︸︸ ︷퐶
int1= 1 y int2= 1, int1= 1 y int2= 0, int1= 0 y int2= 1 y int1= 0 y int2=
0. Es decir, 11, 10, 01 y 00, donde “1” denota la recombinacio´n en el intervalo
y “0” la no recombinacio´n en el intervalo. En general, hay 2푚−1 combinaciones
para m loci. Luego cuando m es grande, es impracticable obtener todas las
posibles combinaciones de recombinacio´n, debido al taman˜o de la poblacio´n,
los marcadores no informativos y las fases de ligamiento desconocidas.
3. Construir un modelo multiloci es computacionalmente complejo, ya que
es dif´ıcil obtener el orden ma´s probable entre las m!/2 posibilidades de un
modelo con m loci. Aun cuando el orden es simple, sigue siendo dif´ıcil estimar
la verosimilitud multipunto con un gran nu´mero de para´metros desconocidos.
No se confunda las 2푚−1 posibles combinaciones de recombinacio´n que
determinan los (m-1) intervalos que determinan m marcadores adyacentes en
una determinada ordenacio´n (y que caracteriza la diﬁcultad 2), con los m!/2
posibles o´rdenes que existen para los m marcadores que determinan un grupo
de ligamiento, aunque so´lo uno de los o´rdenes es el correcto (que caracterizar´ıa
la diﬁcultad 3)
Las funciones de mapeo son importantes en la construccio´n de un modelo
multipunto porque disminuyen el nu´mero de para´metros. De hecho, la estima-
cio´n de las interferencias es directa, al estar basada en la funcio´n de mapeo
empleada. Sin embargo, la conveniencia de las funciones de mapeo depende de
si las suposiciones biolo´gicas bajo las que se utilizan son verdaderas o falsas.
Durante las u´ltimas de´cadas, se han desarrollado muchas propuestas pa-
ra construir modelos multipunto y estimar las correspondientes fracciones de
recombinacio´n conjuntas. A continuacio´n veremos algunos me´todos para ob-
tener el estimador ma´ximo veros´ımil de la fraccio´n de recombinacio´n entre dos
loci, teniendo en cuenta el resto de loci.
Mı´nimos cuadrados
Para estimar un mapa de distancias multipunto, Stam (1993) [76] propuso
un me´todo de mı´nimos cuadrados, que es una versio´n modiﬁcada del algorit-
mo original introducido por Jensen y Jorgensen (1975a y b) [35] y [36] para
estimar el mapa de distancias de la cebada. El me´todo de mı´nimos cuadrados
fue implementado en un paquete informa´tico para mapeo gene´tico, JoinMap
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[86] (Stam 1993) [76]. Me´todos similares fueron tambie´n descritos por Lalouel
(1977) [41] y Weeks y Lange (1987) [87].
Se considera la siguiente notacio´n para desarrollar el algoritmo de mı´nimos
cuadrados, (Liu 1998) [49]:
푑푖,푗 = distancia multipunto entre los loci i y j.
푟푖,푗 = fraccio´n de recombinacio´n entre los loci i y j.
푟ˆ푖,푗 = estimacio´n de la fraccio´n de recombinacio´n 푟푖,푗.
퐹 () = una funcio´n de mapeo (ver Cuadro 1.6).
퐷푖,푗 = 퐹 (푟ˆ푖,푗) = distancia entre los loci i y j convertida directamente de la
estimacio´n de fraccio´n de recombinacio´n, 푟ˆ푖,푗 , entre los loci i y j segu´n la
funcio´n de mapeo 퐹 ().
푠푟ˆ푖,푗 = desviacio´n t´ıpica de 푟ˆ푖,푗.
푠퐷푖,푗 = desviacio´n t´ıpica de 퐷푖,푗.
퐸(퐷푖,푗) = esperanza de 퐷푖,푗.
Con esta notacio´n se considera que si el locus i esta´ situado a la izquierda
del locus j, es decir i<j, se cumple que 퐸(퐷푖,푗) =
∑푗−1
푘=푖 푑푘,푘+1. En deﬁnitiva,
si se considera un mapa con m marcadores y un determinado orden, habra´
m-1 distancias multipunto entre pares de loci adyacentes a estimar. Jensen y






se distribuye segu´n una normal de media cero y varianza 1. 푠퐷푖,푗 se puede
aproximar en funcio´n de la desviacio´n t´ıpica del estimador de la frecuencia de






donde 퐹 () es la funcio´n de mapeo que convierte la fraccio´n de recombinacio´n
a distancia entre dos loci (ver Cuadro 1.6). Como ya se menciono´ en apartados
anteriores la funcio´n de mapeo que hemos empleado es la funcio´n Haldane.






1− 2푟ˆ푖,푗 , (1.22)
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Jesen y Jorgensen (1975) [35] deﬁnen la funcio´n de verosimilitud como










Derivando con respecto a 푑푘,푘+1 el logaritmo de la expresio´n (1.23), se












Resolviendo estas ecuaciones se obtienen las distancias multipunto entre
los loci adyacentes 푑푘,푘+1.
Una modiﬁcacio´n de este me´todo se utilizara´ en los pro´ximos Cap´ıtulos
de esta Tesis, por lo que se muestra su funcionamiento mediante un ejemplo
simple.
Ejemplo, (Liu 1998) [49]:
Se considera la siguiente informacio´n necesaria para estimar las distancias
multipunto entre tres loci:
Marcadores 푟ˆ푖,푗 (푠푟ˆ푖,푗) 푑푖,푗 퐷푖,푗 (푠퐷푖,푗) Haldane
1, 2 0.1 (0.03) 푑1,2 0.11 (0.038)
2, 3 0.15 (0.04) 푑2,3 0.18 (0.057)
1, 3 0.3 (0.13) 푑1,2 + 푑2,3 0.46 (0.325)








Derivando respecto 푑1,2 y 푑2,3 se obtiene el siguiente sistema de ecuaciones
lineales:










0.46− 푑1,2 − 푑2,3
0.3252
= 0,
cuya resolucio´n proporciona la siguiente estimacio´n de las distancias mul-
tipunto:
푑ˆ1,2 = 0.112 푦 푑ˆ2,3 = 0.188
Algoritmo EM
El algoritmo EM es un grupo de procedimientos para obtener una estima-
cio´n de la ma´xima verosimilitud cuando los datos experimentales son incom-
pletos (Dempster et al. 1977 [17]). En nuestro contexto, el algoritmo EM se
ha usado para estimar fracciones de recombinacio´n y frecuencias ale´licas (Ott
1977 [58]; Weir 1996 [89]; Liu 1998 [49]). Las estimaciones de las fracciones de
recombinacio´n multipunto (Lander y Green 1987 [43] y 1991 [44]) incluyen 4
pasos:
1. Partir de un punto inicial 푟(표푙푑).
2. Paso E: Usar 푟(표푙푑) como si fuera la verdadera fraccio´n de recombinacio´n
y calcular el nu´mero esperado de recombinantes para cada intervalo.
3. Paso M: Usar el valor esperado como si fuera el verdadero valor y estimar
la ma´xima verosimilitud 푟(푛푒푤) para la fraccio´n de recombinacio´n.
4. Iterar los pasos E y M hasta que la verosimilitud converja a un ma´ximo.
(푟(표푙푑)=푟(푛푒푤))
Este es el enfoque que se implementa en el programa Mapmaker [48] (Lan-
der et al. 1987 [45]), que sera´ base de comparacio´n con el me´todo descrito en
esta Tesis
Ejemplo, (Liu 1998) [49]:
Para desarrollar el algoritmo EM, se considera la siguiente informacio´n
sobre un mapa gene´tico deﬁnido por tres marcadores, ordenados segu´n ABC,
en el que los intervalos contiguos son AB y BC :
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AB BC AC
verdaderas fracciones de recombinacio´n 푟1 푟2
no recombinantes 푅푐1 푅푐2
totales 푁1,2 푁2,3 푁1,3
no recombinantes observados 푅푐표1,2 푅푐표2,3 푅푐표1,3
Asumiendo ausencia de interferencia:
1: 푟(표푙푑) = (푟1, 푟2)
2: Paso E:
El nu´mero de recombinantes estimado en AB y BC, respectivamente, es:
푅푐1 = 푅푐표1,2 + 푎1푅푐표1,3 + 푎2(푁1,3 −푅푐표1,3)
푅푐2 = 푅푐표2,3 + (1− 푎1)푅푐표1,3 + 푎2(푁1,3 −푅푐표1,3)
donde, 푎1 representa la probabilidad de que suceda una recombinacio´n en
el intervalo AB, dado que ha habido recombinacio´n en el intervalo AC y 푎2
representa la probabilidad de que suceda una recombinacio´n en el intervalo


















4: Iterar los pasos E y M hasta que 푟(푛푒푤) ≃ 푟(표푙푑) con la precisio´n deseada.
Simulacio´n
Otra propuesta para calcular el mapa de distancias multipunto es encon-
trar una funcio´n de mapeo que ajuste bien los datos. Esta propuesta implica
comparar la verosimilitud multipunto de los datos utilizando distintas funcio-
nes de mapeo (Weeks et al. 1993 [88]). Como la distribucio´n de la diferencia
de verosimilitudes es desconocida, es necesaria la simulacio´n para determinar
la signiﬁcacio´n de la diferencia de verosimilitudes.
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1.5. Ventajas del enfoque bayesiano
El ana´lisis estad´ıstico en el a´mbito de la investigacio´n gene´tica se aborda,
generalmente, desde un enfoque cla´sico, basado en contrastes de hipo´tesis, es-
timacio´n e intervalos de conﬁanza. Sin embargo, el enfoque bayesiano, aunque
menos popular, ofrece la posibilidad de incorporar informacio´n a priori y ade-
ma´s obtener conclusiones e interpretaciones mucho ma´s intuitivas y pro´ximas
a los verdaderos intereses del investigador. Existen muchos trabajos en los que
se explican las limitaciones de la estad´ıstica cla´sica frente a las ventajas del
enfoque bayesiano: Shoemaker et al (1999) [71], Blasco (2001) [9], Beaumont
et al (2004) [4], Blasco (2005) [10] o Blasco (2011) [11].
Enfoque cla´sico/ frecuentista
Los me´todos cla´sicos deﬁnen la probabilidad en te´rminos frecuentistas. La
probabilidad tiene sentido si el experimento se puede repetir hipote´ticamente
muchas veces, bajo ide´nticas circunstancias y entonces la variabilidad existente
entre los resultados observables es modelizable en te´rminos de distribuciones
de probabilidad, que dirigen todo ana´lisis posterior. Adema´s, los contrastes de
hipo´tesis se resuelven calculando un p-valor cuya interpretacio´n ser´ıa:
“Asumiendo la hipo´tesis nula como cierta, si el mismo experimento se re-
pitiera muchas veces, la proporcio´n de veces que el estad´ıstico de contraste
toma un valor tan o ma´s extremo que el observado es p”.
El p-valor esta´ deﬁnido en te´rminos frecuentistas e involucra exclusiva-
mente a los datos y a la distribucio´n de los estad´ısticos utilizados, derivada o
aproximada a partir de la distribucio´n asumida para los datos observados.
Esencialmente, proporcionan evidencia en contra de una hipo´tesis. A me-
nudo, asumimos una hipo´tesis nula de no diferencia entre dos cantidades.
Entonces se lleva a cabo el experimento y se calcula, para los datos, el valor
muestral del estad´ıstico de contraste apropiado. Para evaluar la evidencia en
contra de la hipo´tesis nula, se compara el valor muestral del estad´ıstico con
su distribucio´n bajo la hipo´tesis nula. Los valores extremos de los resultados
observados se toman como evidencia en contra de la hipo´tesis nula. Un p-valor
en un test de signiﬁcacio´n suele ser reinterpretado despue´s como una medida
de certidumbre o probabilidad sobre la falsedad de la hipo´tesis nula, hecho
que no es cierto, pues en ningu´n momento la aproximacio´n frecuentista tolera
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asumir probabilidades sobre los para´metros desconocidos, y por consiguiente
sobre hipo´tesis alguna sobre e´stos. Adema´s, es importante sen˜alar que la sig-
niﬁcacio´n estad´ıstica no siempre implica signiﬁcacio´n biolo´gica.
Enfoque bayesiano
Desde la perspectiva bayesiana, la probabilidad se utiliza como una medida
directa de la incertidumbre sobre los para´metros. En estad´ıstica bayesiana, se
asume que todo aquello sujeto a variabilidad o incertidumbre, es modelizable
a trave´s de probabilidad. As´ı pues, la incertidumbre inicial existente sobre los
para´metros desconocidos impl´ıcitos en un problema cualquiera es modelizable
en te´rminos de una distribucio´n de probabilidad a priori, cuya variabilidad
reﬂeja el conocimiento disponible y la certidumbre que existe sobre su valor.
La inferencia se basa en la distribucio´n posterior 휋(휃∣푋), que se obtiene tras
actualizar la distribucio´n a priori con la distribucio´n o modelo asumido para
los datos y que aporta informacio´n sobre la variabilidad de e´stos en torno a
los para´metros desconocidos, segu´n el Teorema de Bayes. Las conclusiones se
proporcionan en te´rminos de la probabilidad (posterior) de cualquier hipo´tesis
de intere´s formulada sobre el para´metro objetivo.
Ventajas de los me´todos bayesianos
El tratamiento de las preguntas de intere´s directo
En muchos casos, con los me´todos bayesianos se pueden tratar las pregun-
tas de intere´s de forma ma´s directa que con los cla´sicos.
Un t´ıpico objeto de investigacio´n sobre el ana´lisis de ligamiento es deter-
minar el grado de ligamiento entre dos loci. En un ajuste cla´sico, se investiga
la evidencia en contra de la hipo´tesis nula de no ligamiento; en un enfoque
bayesiano, se puede calcular la probabilidad de ligamiento, dados los datos,
para un experimento en particular evaluable a trave´s de la distribucio´n pos-
terior de los para´metros. El enfoque bayesiano contesta a la pregunta: “Dados
los resultados observados, ¿cua´l es la probabilidad de que dos loci este´n sepa-
rados por hasta m centimorgan?”. Los ana´lisis ma´s tradicionales contestan a
la pregunta: “Si dos loci estuvieran separados por m centimorgan, ¿co´mo de
veros´ımiles ser´ıan los resultados observados?” Parece que es de mayor intere´s
para un investigador y ma´s pro´ximo a la realidad dar respuesta a la primera
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pregunta.
Incorporacio´n de la informacio´n a priori
Una distribucio´n a priori ha de reﬂejar el conocimiento e incertidumbre
existente sobre todos los para´metros implicados en un modelo, tengan ma´s
o menos intere´s por s´ı mismos. Existen alternativas informativas, como las
distribuciones a priori conjugadas, capaces de capturar informacio´n y a la vez
combinar parame´tricamente con la verosimilitud para dar lugar a distribucio-
nes posteriores en la misma familia. Tambie´n existen alternativas mı´nimo o no
informativas, usualmente impropias, que sirven para representar situaciones
de ausencia de informacio´n sobre los para´metros del modelo.
Facilitar la comparacio´n de muchos modelos/ hipo´tesis alternativos
En una aproximacio´n cla´sica, trabajar con varias hipo´tesis puede ser un
problema ya que so´lo se pueden comparar dos hipo´tesis a la vez y esto su-
pone considerar tantos pares de contrastes como sean necesarios; adema´s, las
conclusiones se formulan de forma indirecta. Sin embargo, en la aproximacio´n
bayesiana, se puede calcular la probabilidad posterior de cada hipo´tesis, pu-
die´ndose interpretar de forma directa los resultados obtenidos.
Desventajas de los me´todos bayesianos
Una de las cr´ıticas ma´s comunes de los me´todos bayesianos es que la elec-
cio´n de la distribucio´n a priori es subjetiva. Esta cr´ıtica esta´ relacionada con
el hecho que la distribucio´n posterior, en algunos casos, es muy sensible a la
eleccio´n de la a priori. En estos casos, si dos investigadores utilizan los mismos
datos y diferentes a prioris, pueden llegar a expresar diferentes conclusiones.
Esta situacio´n esta´ relacionada con considerar la probabilidad ma´s bien como
un grado de creencia o incertidumbre que como una frecuencia a largo plazo.
Con todo, esta cr´ıtica se diluye con la utilizacio´n de distribuciones a priori
mı´nimo-informativas.
Otra diﬁcultad a la que se enfrentan los me´todos bayesianos es que su
implementacio´n, en general, puede ser muy compleja. Se deben especiﬁcar las
distribuciones a priori de los para´metros y aunque se elijan de forma conve-
niente, la integracio´n sobre los para´metros de intere´s se puede complicar en
la pra´ctica, especialmente en problemas de dimensio´n alta (con muchos pa-
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ra´metros). Sin embargo, el creciente desarrollo de te´cnicas como los me´todos
MCMC han hecho posible que los modelos bayesianos sean ma´s accesibles.
Adicionalmente, los me´todos bayesianos requieren de gran capacidad compu-
tacional, ya que, con frecuencia el uso de distribuciones mı´nimo o nada infor-
mativas deriva en distribuciones posteriores no anal´ıticas y complejas, aunque
no imposibles, de simular. Por ello, su aplicacio´n puede ser complicada en
el caso de emplear los marcadores actuales (SNPs) que pueden alcanzar un
nu´mero de varios millares o incluso millones.
1.6. Estudios previos de mapas gene´ticos me-
diante me´todos bayesianos
Dentro del mundo de la Gene´tica y la Mejora Vegetal y Animal, se ha aco-
gido con gran auge el aporte de los me´todos bayesianos (Sorensen y Gianola,
2002 [74]), principalmente en la deteccio´n de factores responsables de la varia-
cio´n de un cara´cter cuantitativo (QTLs). Por ejemplo, Sillanpaa et al. (1998)
[72], Van den Berg et al. (2013) [84] y Bink et al. (2014) [8]. Por otro lado,
para llevar a cabo un ana´lisis de QTLs es muy importante la disponibilidad
de mapas gene´ticos que sean precisos y ﬁables, ya que “los errores en la cons-
truccio´n de un mapa gene´tico pueden tener un impacto signiﬁcativo respecto
la localizacio´n de QTL en las etapas posteriores del ana´lisis” (Anfock et al.
2014 [2]). Sin embargo, aunque el enfoque bayesiano puede ser una alternativa
interesante al cla´sico frecuentista, son escasos los estudios para la obtencio´n
de mapas gene´ticos basados en esta metodolog´ıa. Tal como se ha mencionado
anteriormente, la enorme diﬁcultad del tratamiento de datos procedentes de
marcadores dominantes en fase de repulsio´n empleando taman˜os de muestra
reducidos y la rapid´ısima evolucio´n, en los diez u´ltimos an˜os, de los tipos de
marcadores moleculares y sistemas de deteccio´n hacia una mayor cobertura
geno´mica y, a veces, directamente anclados en el mapa f´ısico, podr´ıa ser una
explicacio´n de la falta de estudios recientes de este tema.
Stephens y Smith (1993) [78] basa´ndose en Smith (1990) [73] formularon
el problema de ordenar genes dentro del marco bayesiano. Con objeto de sim-
pliﬁcar la estructura de la verosimilitud, supusieron que las recombinaciones
pod´ıan ser observadas sin ambigu¨edad a partir de los datos, una suposicio´n
que no es correcta en algunos tipos de marcadores y en muchos disen˜os experi-
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mentales de cruzamientos como 퐹2, parejas de medios hermanos, etc. Adema´s,
consideraron que el problema de la ordenacio´n de marcadores era puramente
un tema de estimacio´n de para´metros y no de seleccio´n entre modelos alter-
nativos (las diversas ordenaciones posibles).
Rogatko y Zacks (1993) [65] presentaron una alternativa para ordenar ge-
nes de una forma secuencial o paso a paso, basada en Teor´ıa Bayesiana de la
Decisio´n. En su trabajo tratan los diferentes o´rdenes de los marcadores como
distintos modelos estad´ısticos candidatos, pero dedican muy poca atencio´n a
la estimacio´n de las frecuencias de recombinacio´n y a las probabilidades pos-
teriores; por el contrario, se centran en la formulacio´n de una regla bayesiana
de decisio´n para identiﬁcar el “mejor” orden.
George et al (1999) [23] presentaron una alternativa bayesiana para el
ana´lisis del orden de marcadores en un tipo de familias en que la informacio´n
es incompleta, como por ejemplo en los medios hermanos. Utilizaron MCMC
para llevar a cabo los ca´lculos.
Las familias de medios hermanos esta´n formadas de modo que un u´nico
parental (generalmente el padre en animales) se cruza con un gran nu´mero de
individuos del otro sexo y produce un descendiente de cada cruce. Se dispo-
ne del genotipo del parental y de toda su descendencia, pero se desconoce el
genotipo del otro parental (generalmente la madre en animales o el padre en
plantas alo´gamas). Propusieron un modelo para el caso en que las recombi-
naciones no pudieran ser observadas sin ambigu¨edad, tratando los diferentes
o´rdenes como modelos estad´ısticos competidores, identiﬁcando el “mejor” or-
den por medio de la distribucio´n a posteriori. Dentro de la estrategia MCMC
para seleccionar modelos, discuten propuestas para cambiar entre modelos al-
ternativos y para determinar la probabilidad de aceptacio´n de un determinado
salto entre modelos basada en salto reversible. Dado un orden, para cambiar
y moverse entre modelos con o´rdenes diferentes hacen “adelantar” o “retroce-
der” los marcadores de un mapa. En ambos casos se parte de un marcador
seleccionado al azar que actu´a como pivote. Para un cambio hacia delante, un
marcador seleccionado al azar a la izquierda del pivote se pasa a la derecha
del mismo. Reversiblemente, para un salto hacia atra´s, un marcador al azar
situado a la derecha del pivote salta a colocarse a su izquierda. Lo´gicamente,
la distancia entre el pivote y el marcador que se mueve se mantiene, pero va-
r´ıan las distancias con respecto al resto de marcadores en el mapa, que deben
ser calculadas cada vez, generando un coste computacionalmente pesado.
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Rosa et al. (2002) [66] discutieron el problema de los sesgos introducidos en
las estimaciones de los mapas cuando se ignoran los errores en la codiﬁcacio´n
de los datos y sugirieron un me´todo robusto ma´s realista para realizar inferen-
cias, relacionando con las posiciones de los marcadores y las distancias entre
ellos. Los datos proced´ıan de disen˜os basados en retrocruces y duplo-haploides,
empleando marcadores codominantes de modo que todos los genotipos son ob-
servables. Mediante una actualizacio´n simulta´nea del orden y las frecuencias de
recombinacio´n por Metropolis-Hastings (MH), proponen un nuevo orden, de
acuerdo a una densidad generadora de candidatos. La eleccio´n de esa densidad
es muy importante para la implementacio´n eﬁciente del MCMC, especialmen-
te si el nu´mero de marcadores es grande. Un proceso basado en densidades
equiprobables podr´ıa generar un gran nu´mero de o´rdenes improbables o in-
consistentes, lo que aumentar´ıa la tasa de rechazo en el paso M-H. Para una
mejor implementacio´n, sugieren diversas formas para la generacio´n de o´rdenes
alternativos: intercambiar marcadores adyacentes, intercambiar dos marcado-
res elegidos al azar y rotar segmentos de longitud aleatoria (inversiones).
Siguiendo esta misma idea, York at al (2005) [91] presentaron una extensio´n
al trabajo de Rosa et al (2002) [66] de modo que funciona eﬁcientemente para
el caso de un gran numero de datos (tanto individuos como marcadores) y
para disen˜os tipo 퐹2. En su enfoque, modelizan directamente la presencia de
cromosomas, de manera que para un conjunto denso de marcadores eliminan
la necesidad de identiﬁcar previamente los grupos de ligamiento. Al igual
que Rosa et al (2002) [66], su intere´s principal es el efecto de la codiﬁcacio´n
erro´nea y la existencia de datos faltantes. Similarmente, describen formas de
proponer o´rdenes alternativos, an˜adiendo la posibilidad de traslocaciones o
cambios de marcadores entre cromosomas, adema´s de las inversiones. Para
realizar inferencias sobre el orden se basan en la probabilidad posterior ma´xima
(MAP), de modo que el orden de los marcadores viene dado por aquel que
aparece ma´s frecuentemente en la cadena, y para inferencias sobre la fraccio´n
de recombinacio´n emplean MAP o la esperanza posterior (estimada como
la media de las fracciones de recombinacio´n a lo largo de la cadena). Para
contrastar su me´todo, emplearon datos simulados, comparando los resultados
con los frecuentistas proporcionados por el programa Mapmaker [48] (Lander
et al. 1987 [45]). Los resultaron fueron similares, pero no mejores que el enfoque
frecuentista.
Simulta´neamente a la investigacio´n anterior, George (2005) [24], realizo´
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una propuesta MCMC para ordenar de forma conjunta marcadores a partir
de datos observados en pedigr´ıes, considerando la posibilidad de individuos
no observados. El estudio se realizo´ utilizando datos simulados y reales. Con-
cretamente, utilizo´ 4 muestras de datos simulados provenientes de dos mapas
gene´ticos de 78 cM y 8 cM, ambos deﬁnidos por 8 marcadores. De cada mapa
gene´tico extrajo aleatoriamente dos muestras, una sin datos faltantes y otra
con un 50% de datos faltantes aproximadamente. Adema´s trabajo´ con datos
reales respecto a un cromosoma de 123 cM deﬁnido por 12 marcadores, con
un 50% de datos faltantes. Los marcadores eran codominantes, multiale´licos
y con frecuencias ale´licas conocidas. Las fracciones de recombinacio´n sin inter-
ferencia. George reconocio´ que su propuesta presentaba problemas como en el
caso de trabajar con marcadores estrechamente ligados, especialmente cuan-
do existen datos faltantes. Los resultados de los distintos o´rdenes obtenidos
fueron valorados respecto a sus probabilidades posteriores, obteniendo mejo-
res resultados en comparacio´n con los obtenidos por el programa CRI-MAP
(Lander y Green, 1987 [46]).
Ninguno de los trabajos anteriores estudiaron la bondad de su me´todo en
casos de marcadores dominantes estrechamente ligados, que es el caso que ma´s
problemas presenta, principalmente cuando el nu´mero de individuos analiza-
dos no es muy grande. El trabajo de York et al (2005) [91] podr´ıa considerarse
una primera aproximacio´n al problema a trave´s de incluir el genotipo domi-
nante como un caso de dato faltante, pero sigue sin tener en cuenta la posibi-
lidad de que los marcadores este´n en fase de repulsio´n que es, precisamente,
el caso que mayores problemas presenta y sera´ discutido en profundidad en la
presente tesis.
1.7. Motivacio´n e introduccio´n a los cap´ıtulos
de la tesis
En los u´ltimos an˜os, los avances en la investigacio´n biotecnolo´gica, permi-
ten manipular genes o grupos de genes de forma espec´ıﬁca en el genoma de los
organismos vegetales para producir cultivos con mejores caracter´ısticas. Esta
manipulacio´n gene´tica, tiene como objetivo la obtencio´n de especies mejora-
das con peculiaridades deseables como un crecimiento ma´s ra´pido, capaces de
una adaptacio´n al medio en el que se desarrollan, ma´s resistentes a plagas o a
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enfermedades o simplemente proporcionando frutos ma´s grandes y de mejor
calidad.
La investigacio´n y el desarrollo sobre los marcadores moleculares esta´ con-
tribuyendo a la comprensio´n de los resultados derivados de la herencia cuanti-
tativa y a una mayor eﬁcacia de las te´cnicas de mejora gene´tica en la agricul-
tura. Una estrategia de gran importancia en los programas de mejora consiste
en la seleccio´n asistida por marcadores, que se basa en la deteccio´n de QTLs.
Mu´ltiples investigaciones se han desarrollado en este sentido: Lande y Thom-
pson (1990) [42], Hospital (2009) [32] Gupta et al (2010) [29], Kumar et al
(2011) [40], Foolad et al (2012) [21] o Yue (2014) [92]. La localizacio´n de QTLs
y los efectos que producen, se pueden inferir combinando la informacio´n de los
genotipos y los fenotipos de individuos que provienen de poblaciones en des-
equilibrio, tales como la de los disen˜os experimentales controlados, Retrocruce
y 퐹2. Estos son cruzamientos artiﬁciales, que se llevan a cabo con el objetivo
de conseguir caracter´ısticas deseables en el cultivo que se quiere mejorar. Sin
embargo, como se apunto´ en el apartado anterior, debe tenerse en cuenta que
un ana´lisis de localizacio´n de QTLs se fundamenta en la correcta estimacio´n
del mapa gene´tico que deﬁne a la poblacio´n de la que proceden. Sobre esta
necesidad primaria se ha desarrollado la siguiente tesis doctoral.
El objetivo motivador del siguiente trabajo de investigacio´n es el desarro-
llo de una metodolog´ıa bayesiana, precisa, capaz de estimar mapas gene´ticos
en tres escenarios experimentales: poblaciones con un disen˜o Retrocruce, po-
blaciones con un disen˜o 퐹2 con marcadores exclusivamente codominantes y
por u´ltimo, poblaciones con un disen˜o 퐹2 en el que intervienen conjuntamente
marcadores dominantes y codominantes tanto en fase de acoplamiento como
en fase de repulsio´n. La estimacio´n de un mapa gene´tico implica elaborar una
estrategia para establecer el reparto de marcadores en los distintos grupos de
ligamiento y una vez designada esa pertenencia, deﬁnir la ordenacio´n de los
marcadores dentro de cada grupo de ligamiento. Estas dos fases han sido las
investigadas a lo largo de los siguientes cap´ıtulos.
En los Cap´ıtulos 2 y 3, se modelizan cada una de las poblaciones de estudio
segu´n la aproximacio´n tradicional (con distribuciones Binomiales y Multino-
miales), y se an˜ade la modelizacio´n previa de los para´metros con familias
pro´ximas a las familias conjugadas. Las primeras conclusiones se extraen a
partir de las distribuciones posteriores para las fracciones de recombinacio´n
entre cada pareja de marcadores. Dado que dichas distribuciones no resultan
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anal´ıticas, se requiere el uso de simulacio´n con algoritmos como Metropolis-
Hastings. Con las simulaciones se estiman y aproximan los ca´lculos de proba-
bilidad requeridos para proseguir con la ordenacio´n de marcadores. En cada
iteracio´n de la cadena, se desarrolla un algoritmo de ordenacio´n de los marca-
dores basado en las distancias mı´nimas entre ellos, SARF. Una vez obtenido el
orden de los marcadores, de nuevo en cada iteracio´n, se calculan las distancias
multipunto entre los marcadores contiguos, segu´n el me´todo de mı´nimos cua-
drados. Tras este proceso, se obtienen distintas estimaciones alternativas del
mapa gene´tico (modelos), cada una de ellas valorada por una probabilidad que
permite diferenciar modelos ma´s o menos probables en funcio´n de los datos
observados. Las distancias entre marcadores contiguos se calculan ﬁnalmente
a partir del valor esperado de la distribucio´n ﬁnal de las distancias multipunto,
y su error con la desviacio´n t´ıpica de dicha distribucio´n. Para llevar a cabo la
comprobacio´n de la metodolog´ıa, se predisen˜an dos mapas gene´ticos deﬁnidos









































Figura 1.10: Mapa gene´tico menos denso (izquierda) y mapa gene´tico ma´s denso
(derecha), predisen˜ados para recrear las distintas poblaciones de los Cap´ıtulos 2 y3.
Aunque ambos mapas son densos, para considerar una situacio´n “comple-
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ja”, uno es menos denso que el otro. Es decir, en uno de ellos los 20 marcadores
se concentran en un mapa de taman˜o global superior a 2 Morgan y en el otro
los marcadores se concentran en menos de 1 Morgan. Para distinguirlos, en
general, los llamaremos a partir de ahora “mapa menos denso” y “mapa ma´s
denso”, respectivamente. En base a estos mapas, se extraen muestras de indi-
viduos de distintos taman˜os, considerando que los mapas representan a cada
una de las 3 poblaciones de intere´s. La metodolog´ıa se ensaya con cada una
de las muestras y, en algunos casos, se detectan problemas en la estimacio´n
de los mapas gene´ticos reales.
Con el objetivo de investigar exhaustivamente el problema de estimacio´n
detectado en los cap´ıtulos anteriores, y con el ﬁn de investigar modelizaciones
alternativas que puedan resultar ma´s eﬁcaces para la ordenacio´n, en los Cap´ı-
tulos 4, 5 y 6 se reduce el mapa gene´tico a la mı´nima expresio´n, con so´lo tres
o cuatro marcadores a ordenar, como se representan a continuacio´n:
푀1




푀1 ︸ ︷︷ ︸
푟1=0.017158











푀1 ︸ ︷︷ ︸
푟1=0.030935










Mapas gene´ticos utilizados en los Cap´ıtulos 4, 5 y/o 6.
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Se plantea una modelizacio´n previa para las fracciones de recombinacio´n,
as´ı como una distribucio´n previa mı´nimo-informativa para los posibles o´rdenes
entre los tres marcadores. Implicando para´metros y o´rdenes en la modeliza-
cio´n, se pretende actualizar la informacio´n sobre e´stos y derivar probabilidades
ma´s precisas para fracciones de recombinacio´n y mayor certidumbre para el
modelo real. En los tres cap´ıtulos se proponen distintas variantes sobre la
eleccio´n de la distribucio´n propuesta (proposal) que utiliza el algoritmo. Las
muestras consideradas en estos cap´ıtulos para ensayar la metodolog´ıa, se ob-
tienen de tres mapas predisen˜ados que representan distintas poblaciones 퐹2,
en funcio´n de los tipos de marcadores designados.
Aunque los resultados no han sido totalmente satisfactorios, tras el estudio
realizado en estos tres cap´ıtulos, se intuye desde el punto de vista pra´ctico,
que quiza´s se obtendr´ıan mejores resultados si se estimara un mapa gene´tico
preliminar, eliminando alguno de los dos marcadores de las parejas estrecha-
mente ligadas del tipo dominante en repulsio´n y se disen˜ara una estrategia









Figura 1.11: Mapa gene´tico, con 8 marcadores, para recrear las distintas poblacio-
nes de los Cap´ıtulos 7, 8 y 9.
Se elabora una metodolog´ıa bayesiana equivalente a la introducida en el
Cap´ıtulo 3 pero esta vez, se simula de la distribucio´n posterior de las fraccio-
nes de recombinacio´n para cada pareja de marcadores a trave´s del programa
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WinBugs [51], optimizando la computacio´n y convergencia. Se disen˜a un al-
goritmo de ordenacio´n entre marcadores acorde con la experiencia adquirida
en los cap´ıtulos anteriores. Los resultados son t´ımidamente mejores que los
obtenidos hasta ahora pero no tan satisfactorios como cab´ıa esperar. En esta
ocasio´n, el mapa gene´tico teo´rico utilizado aparece representado en la Figura
1.11
En los Cap´ıtulos 8 y 9 se continu´a simulando de la distribucio´n posterior
de las fracciones de recombinacio´n para cada pareja de marcadores a trave´s
del programa OpenBugs [75] en los mismos te´rminos que en el cap´ıtulo ante-
rior y se ensaya un algoritmo de ordenacio´n mucho ma´s exhaustivo y laborioso
que los ideados hasta el momento. En e´l, la estimacio´n del mapa gene´tico se
inicia con una pareja de marcadores y prosigue incluyendo el resto de marca-
dores uno a uno, valorando su ubicacio´n en el mapa entre todas las posibles.
Adema´s, tras la obtencio´n del mapa completo, se proponen todas las posibles
permutaciones entre cuatripletas de marcadores contiguos hasta obtener la
estimacio´n deﬁnitiva del mapa gene´tico. Bajo esta metodolog´ıa se obtienen
resultados satisfactorios incluso en las situaciones que resultaban problema´-
ticas anteriormente. Con el ﬁn de comparar el comportamiento del me´todo
propuesto respecto de los me´todos tradicionales implementados con los pro-
gramas de referencia JoinMap [86] y Mapmaker [48], se aborda la simulacio´n
de mu´ltiples muestras a partir del mapa teo´rico, y se realiza un ana´lisis ba-
sado en la distribucio´n en el muestreo aplicando los diferentes me´todos de
ordenacio´n. Se concluye que la metodolog´ıa bayesiana pra´cticamente iguala
o mejora los resultados de la mejor de las metodolog´ıas frecuentistas en las
tres poblaciones estudiadas. Sobretodo en el caso de taman˜os muestrales pe-
quen˜os, proporcionando adema´s medidas de incertidumbre para la estimacio´n
del mapa obtenida. Los resultados en estos cap´ıtulos provienen de distintas
muestras que representan las tres poblaciones de intere´s cuyo mapa gene´tico
aparece en la Figura 1.11.






































































Figura 1.12: Mapa gene´tico de una poblacio´n Retrocruce y 퐹2 con 63 marcadores
repartidos en 6 grupos de ligamiento. Cap´ıtulo 10.
Considerada razonable la metodolog´ıa bayesiana disen˜ada para estimar
fracciones de recombinacio´n entre parejas de marcadores y el algoritmo de
ordenacio´n de marcadores para la obtencio´n del mapa gene´tico de la pobla-
cio´n, en el Cap´ıtulo 10 se ampl´ıa la metodolog´ıa para cubrir un paso previo
al ya investigado. Se trata de trabajar en un entorno ma´s realista, en el que
existen distintos grupos de ligamiento o cromosomas y es necesario determi-
nar el reparto de marcadores en cada uno de los grupos de ligamiento para,
posteriormente, estimar el mapa gene´tico de la poblacio´n. El algoritmo imple-
mentado valora, para cada pareja de marcadores, la condicio´n de asociacio´n
y la de proximidad, que supone un ejercicio bayesiano de comparaciones mu´l-
tiples, cuya resolucio´n involucra al nivel de signiﬁcatividad global empleado.
De nuevo se ensaya la metodolog´ıa sobre nuevas poblaciones Retrocruce y 퐹2
predisen˜adas, en funcio´n de los mapas gene´ticos representados en las Figuras
1.12 y 1.13. Para considerar casi todos los tipos de diﬁcultades ma´s frecuentes
que podr´ıan presentar en datos reales.
























































































































































































































































































































Figura 1.13: Mapa gene´tico de una poblacio´n 퐹2 con 290 marcadores repartidos en
20 grupos de ligamiento. Cap´ıtulos 10 y 11
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En el Cap´ıtulo 11, se trabaja en el entorno ma´s desfavorable de todos
los planteados con anterioridad, es decir una poblacio´n 퐹2 con marcadores
codominantes y dominantes deﬁnida por 20 grupos de ligamiento, cuyo mapa
gene´tico aparece en la Figura 1.13. En este escenario, se prueba la metodolog´ıa
completa sobre muestras con distintos porcentajes de datos faltantes y se
compara con los programas de referencia JoinMap [86] y Mapmaker [48].
En el Cap´ıtulo 12, se prueba la metodolog´ıa bayesiana completa sobre datos
reales de c´ıtricos. Concretamente, una poblacio´n deﬁnida por 52 marcadores en
la que los datos han sido codiﬁcados como un Retrocruce y una poblacio´n, tipo
퐹2, deﬁnida por 53 marcadores codominantes y dominantes conjuntamente.
En este caso, el desconocimiento absoluto de los mapas gene´ticos reales de
las poblaciones impide la valoracio´n exacta de los resultados. Sin embargo,
permite hacer un estudio comparativo con los resultados obtenidos por los
programas JoinMap [86] y Mapmaker [48] y con los resultados previamente
publicados por Raga et al. (2012) [63] y Bernet et al. (2010) [7].
Para ﬁnalizar, en el Cap´ıtulo 13, se elabora un discusio´n sobre los resulta-
dos obtenidos en los distintos cap´ıtulos y se establecen algunas l´ıneas futuras





Recue´rdese que un una poblacio´n con un disen˜o Retrocruce proven´ıa del
cruce de un individuo 퐹1 (resultado del cruce entre dos parentales totalmente
homocigotos) con uno de sus padres (Figura 1.8) y que por unio´n al azar de
los gametos de cada parental, a cada marcador so´lo le cab´ıa la posibilidad de
ser heterocigoto (Aa) u homocigoto (aa), para cada individuo.
2.1. Metodolog´ıa
Para llevar a cabo el estudio, se ha disen˜ado un mapa gene´tico, que repre-
senta a un disen˜o del tipo de cruzamiento Retrocruce, con una estructura de
m marcadores. De e´l se extrae una muestra de n individuos independientes. El
objetivo es estimar el mapa gene´tico a partir de la informacio´n de la muestra
de los n individuos. Puesto que se conoce el mapa de partida, podremos, en
este caso, estudiar la bondad del me´todo propuesto.
En primer lugar, deﬁnimos una variable observable (vectorial) 푦⋅푗, cuyo
k -e´simo elemento, 푦푘푗, es 0 si el individuo k es homocigoto para el marcador
j y 1 si es el individuo k es heterocigoto para el marcador j. Esto es, para k=
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Por ejemplo, como se observa en el Cuadro 2.1.
Marcadores
Individuos 1 ... i ... j ... m
1 0 ... 0 ... 1 ... 1
. . ... . ... . ... .
. . ... . ... . ... .
k 1 ... 1 ... 1 ... 1
. . ... . ... . ... .
. . ... . ... . ... .
n 0 ... 0 ... 1 ... 0
Cuadro 2.1: Codiﬁcacio´n de los marcadores en un disen˜o Retrocruce.
Con esta codiﬁcacio´n se deﬁne una variable binaria para cada par de mar-
cadores i, j y para cada individuo k=1,...., n, que identiﬁca si entre dos mar-
cadores se da o no una recombinacio´n:
푧푘,푖,푗 =
{
1, 푠푖 푦푘푖 ∕= 푦푘푗 (hay recombinacio´n)
0, 푠푖 푦푘푖 = 푦푘푗 (no hay recombinacio´n)
(2.2)
o lo que es lo mismo
푧푘,푖,푗 =
{
1, 푠푖 푖 푦 푗 푡푖푒푛푒푛 푑푖푓푒푟푒푛푡푒 푔푒푛표푡푖푝표
0, 푠푖 푖 푦 푗 푡푖푒푛푒푛 푒푙 푚푖푠푚표 푔푒푛표푡푖푝표
(2.3)
es decir, 푧푘,푖,푗 ∼ 퐵푒푟푛표푢푙푙푖(푟푖,푗), donde 푟푖,푗 es la proporcio´n esperada de
descendientes recombinantes para los marcadores i y j o fraccio´n de recombi-
nacio´n entre i y j. Recordamos que es habitual en gene´tica la nomenclatura r
para referirse a estas probabilidades de recombinacio´n.
De este modo, podemos deﬁnir la frecuencia absoluta observada de recom-
binantes o de recombinacio´n, 푅푖,푗 =
∑푛
푘=1 푧푘,푖,푗 ∼ 퐵푖푛표푚푖푎푙(푛, 푟푖,푗)
Extendie´ndolo a todas las posibles combinaciones de m marcadores toma-
dos de 2 en 2, se obtienen m(m-1)/2 frecuencias absolutas:
R* = {푅푖,푗 : 푖 = 1, ...,푚− 1; 푗 = 푖+ 1, ...,푚}
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Asumiendo independencia entre todas las fracciones de recombinacio´n en-
tre pares de marcadores,
r* = {푟푖,푗 : 푖 = 1, ...,푚− 1; 푗 = 푖+ 1, ...,푚},
la funcio´n de probabilidad para los datos disponibles, 푓(R*∣r*), se obtiene
como el producto de las correspondientes funciones de probabilidad de cada













푖,푗 (1− 푟푖,푗)푛−푅푖,푗 (2.4)
Dado que la fraccio´n de recombinacio´n 푟푖,푗 ∈[0, 0.5], ∀푖, 푗, la distribucio´n a
priori que asumimos para estas probabilidades de recombinacio´n, es una Beta
truncada en dicho intervalo, BetaT. Recordemos que la distribucio´n Beta es
la distribucio´n conjugada para un modelo Binomial, de modo que esta mode-
lizacio´n ofrecera´ un ana´lisis lo ma´s pro´ximo posible a un ana´lisis conjugado.
As´ı, dada la independencia entre todas las fracciones de recombinacio´n, la dis-
tribucio´n a priori para el vector de fracciones de recombinacio´n, r*, sera´ igual






퐵푒푡푎푇 (푟푖,푗∣훼, 훽; 휀) (2.5)
siendo 휀= 0.5 el para´metro de truncamiento segu´n la deﬁnicio´n de la Beta
truncada en el Ape´ndice A, y (훼, 훽)= (1, 1), los para´metros que proporcionan
una modelizacio´n uniforme (distribucio´n plana) en el intervalo [0,0.5].
Combinando la funcio´n de probabilidad de los datos con la distribucio´n a
priori de los para´metros, se obtiene la expresio´n de la distribucio´n posterior:
휋(r*∣R*) ∝ 푓(R*∣r*)휋(r*) (2.6)
A la vista de la modelizacio´n, y dada la independencia asumida entre las
fracciones de recombinacio´n, 푟푖,푗, en la distribucio´n a priori, y las frecuencias
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de recombinacio´n, 푅푖,푗, en la modelizacio´n de los datos, la distribucio´n pos-
terior, 휋(r*∣R*), se obtiene como el producto de distribuciones posteriores
marginales:
휋(r*∣R*) =∏푚−1푖=1 ∏푚푗=푖+1 휋(푟푖,푗∣푅푖,푗)
∝∏푚−1푖=1 ∏푚푗=푖+1 푓(푅푖,푗∣푟푖,푗)휋(푟푖,푗)
∝ 푟푅푖,푗+훼−1푖,푗 (1− 푟푖,푗)푛−푅푖,푗(휀− 푟푖,푗)훽−1퐼[0,휀](푟푖,푗)
∝ 퐵푒푡푎푇 (푟푖,푗∣푅푖,푗 + 훼, 훽; 휀)(1− 푟푖,푗)푛−푅푖,푗
(2.7)
siendo 퐼[0,휀](⋅) la funcio´n indicatriz en el intervalo [0, 휀].
As´ı, para simular de la distribucio´n posterior conjunta habremos de simular
de las marginales, 휋(푟푖,푗∣푅푖,푗). Para simular de estas marginales usaremos un
algoritmo Metropolis-Hastings (MH), utilizando como distribucio´n propuesta
(proposal):
푝(푟푖,푗) = 퐵푒푡푎푇 (푟푖,푗∣푅푖,푗 + 훼, 훽; 휀) (2.8)
y como probabilidad de salto para aceptar una simulacio´n 푟푖,푗 en la itera-
cio´n t+1 habiendo aceptado previamente 푟
(푡)
푖,푗 en la iteracio´n t :
푝푟표푏.푠푎푙푡표(푟
(푡)
푖,푗 , 푟푖,푗) = 푚푖푛{1, ( 휀−푟푖,푗휀−푟(푡)푖,푗 )
훽−1퐼[0,휀](푟푖,푗)} (2.9)
Este procedimiento proporciona un porcentaje de saltos aceptable (supe-
rior al 70%) para la mayor´ıa de las distribuciones posteriores de las m(m-1)/2
fracciones de recombinacio´n distintas (en concreto ma´s del 75% de ellas su-
peran dicha cota de salto).
Una vez ﬁnalizada la simulacio´n, se dispone de una cadena de fracciones
de recombinacio´n {푟(푡)}푛푠푖푚푡=1 , con 푟(푡) = {푟(푡)푖,푗 }푖=1,...,푚−1; 푗=푖+1,...,푚, que provie-
nen de las distribuciones posteriores marginales de cada una de las fracciones
de recombinacio´n, 휋(푟푖,푗∣푅푖,푗). Por lo tanto, cada 푟(푡) almacena las m(m-1)/2
simulaciones de las fracciones de recombinacio´n correspondientes a todas las
parejas de marcadores posibles.
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En cada iteracio´n, t, con la informacio´n que proporciona 푟(푡), se lleva a
cabo un algoritmo de ordenacio´n de marcadores para estimar el mapa gene´-
tico, basado en las distancias mı´nimas entre marcadores, SARF (Buetow y
Chakravarti 1987 [15]; Buetow 1987 [14]). Dicha ordenacio´n de marcadores, o
mapa, sera´ una de las m! posibles permutaciones, 표(1, ...,푚), de los m mar-
cadores. Denotaremos a continuacio´n a la ordenacio´n de marcadores obtenida
en la iteracio´n t, como 푂(푡) = {표(푡)1 , ...., 표(푡)푚 }, donde 표(푡)푖 representa al marcador
que ocupa la i -e´sima posicio´n en la ordenacio´n 푂(푡) de los m marcadores.
El algoritmo de ordenacio´n de marcadores esta´ basado en los siguientes
pasos:
1. Se seleccionan los dos marcadores ma´s pro´ximos en te´rminos de su frac-
cio´n de recombinacio´n, que dan comienzo al “mapa”:
푚푎푝푎 = {(푖∗, 푗∗) ∈ {1, ...,푚}/ 푟푖∗,푗∗ = 푚푖푛
푖,푗
{푟(푡)푖,푗 }}
Llamaremos m.mapa al nu´mero de marcadores que contiene el mapa en
cada momento. En este paso m.mapa= 2.
2. Para cada uno de los marcadores candidatos a entrar en el mapa, se con-
sideran los diferentes o´rdenes que se obtienen al ubicarlo en todas las posibles
posiciones respecto a los marcadores que ya esta´n ﬁjados en el mapa. Es decir,
se consideran las (m.mapa+1)! permutaciones:
표(푙,푚푎푝푎), ∀푙 ∈ {1, ...,m} − {푚푎푝푎}.
3. Dada la k -e´sima de estas permutaciones de marcadores, {표(푡)푘1 , ....,
표
(푡)
푘(푚.푚푎푝푎+1)}, en la que el marcador l ocupa la posicio´n i -e´sima (es decir,
표
(푡)







, ∀푘 ∈ {1, ..., (푚.푚푎푝푎+ 1)!}.
4. La permutacio´n asociada al mı´nimo de los SARF anteriores se considera
el nuevo mapa.
Los pasos del 2 al 4 se repiten hasta la total incorporacio´n de todos los
marcadores en el mapa (en ese caso, m.mapa=m).
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Este algoritmo se aplica a cada una de las simulaciones 푟(푡). No´tese que en
cada iteracio´n, t, los marcadores que inician la ordenacio´n pueden ser diferen-
tes, ya que en cada iteracio´n, las estimaciones de las fracciones de recombi-
nacio´n entre marcadores var´ıan y en consecuencia, el orden de entrada de los
marcadores en el mapa tambie´n puede variar.
La ﬁnalizacio´n del algoritmo de ordenacio´n da lugar a una cadena de ma-
pas, {푂(푡)}푛푠푖푚푡=1 . Para estimar la verdadera ordenacio´n de los marcadores en
el mapa gene´tico de la poblacio´n, basta con identiﬁcar los diferentes mapas
resultantes de la cadena y contar cua´ntas veces se repite cada uno de ellos.
El mapa que aparece ma´s veces en la cadena, se considera la ordenacio´n ma´s
probable del mapa gene´tico de la poblacio´n o modelo ma´s probable y su proba-
bilidad asociada se calcula como el nu´mero de veces que aparece en la cadena
dividido por el nu´mero total de simulaciones, nsim. Los siguientes modelos
obtenidos tendra´n asociadas probabilidades menores. Cabe sen˜alar que, du-
rante la identiﬁcacio´n de los diferentes mapas, por ejemplo, los o´rdenes {1, 2,
3,..., m-1, m} y {m, m-1,..., 3, 2, 1} se consideran iguales porque, en ambos
resultados, los marcadores contiguos son los mismos.
Por otra parte, tambie´n en base a la cadena de mapas {푂(푡)}푛푠푖푚푡=1 y de
forma ana´loga a como se estima la probabilidad de los distintos modelos, se
puede estimar la probabilidad con la que cada marcador se ha ubicado en su
posicio´n correcta, contando el nu´mero de iteraciones en la que ha ocurrido
este hecho y dividiendo por el nu´mero total de iteraciones, nsim.
Para ﬁnalizar, y haciendo extensible la nomenclatura utilizada en este apar-
tado, se convierte la distribucio´n posterior de las fracciones de recombinacio´n,
{푟(푡)}푛푠푖푚푡=1 , en una distribucio´n posterior de distancias, {퐷(푡)}푛푠푖푚푡=1 , con 퐷(푡) =
{퐷(푡)푖,푗 }푖=1,...,푚−1; 푗=푖+1,...,푚, obtenidas con la funcio´n de mapeo Haldane. Es de-




푖,푗 = 퐹 (푟
(푡)
푖,푗 ). Ve´ase el Cuadro
1.6. Este procedimiento es fa´cilmente extensible a otras funciones, como Ko-
sambi. A partir de estas distancias, se obtiene la distribucio´n posterior de
las distancias multipunto, {푑(푡)}푛푠푖푚푡=1 , con 푑(푡) = {푑(푡)푖,푗}푖=1,...,푚−1; 푗=푖+1,...,푚, uti-
lizando el me´todo de mı´nimos cuadrados, cuyas ecuaciones se deﬁnen segu´n la
expresio´n (1.24). No´tese que, en cada iteracio´n t, la conversio´n de fracciones
de recombinacio´n, 푟(푡), a distancias multipunto, 푑(푡), se lleva a cabo, dado un
determinado orden de los marcadores, 푂(푡). La media de la cadena de dis-
tancias multipunto, obtenidas a partir de las simulaciones de la distribucio´n
posterior para las fracciones de recombinacio´n, sirve como estimacio´n de las
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distancias reales entre cada pareja de marcadores y el error asociado, como la
desviacio´n t´ıpica de dichas distancias multipunto.
2.2. Resultados
Para ensayar la metodolog´ıa se ha disen˜ado un mapa con una estructura
de m= 20 marcadores (mapa gene´tico menos denso en la Figura 1.10) cuya
ordenacio´n y distancias contiguas se incluyen en el Cuadro 2.2.
Para ilustrar la aplicacio´n del me´todo de estimacio´n del mapa gene´tico
propuesto anteriormente, y el efecto del taman˜o de muestra sobre dicha esti-
macio´n, consideramos tres situaciones:
1. Taman˜o muestral n= 200 individuos simulados de la poblacio´n.
2. Taman˜o muestral n= 100 individuos simulados de la poblacio´n.
3. Taman˜o muestral n= 50 individuos simulados de la poblacio´n.
Se ha simulado utilizando el entorno de programacio´n para ana´lisis es-
tad´ıstico R [62]. La longitud de las cadenas de simulacio´n utilizadas para
implementar el me´todo propuesto es de nsim= 3000. La convergencia de las
cadenas de simulacio´n se ha probado utilizando el paquete coda de R [60].
A continuacio´n, se representan 3 ﬁguras (Figura 2.1, Figura 2.2, y Figu-
ra 2.3), una por cada taman˜o de muestra. En cada gra´ﬁca se puede ver el
verdadero mapa gene´tico de la poblacio´n junto con los 5 modelos ma´s proba-
bles estimados. En cada modelo, se sen˜alan en color rojo los marcadores que
no han sido localizados en su posicio´n correcta as´ı como la probabilidad que
cuantiﬁca la proporcio´n de veces que ese modelo ha aparecido en la cadena
de simulacio´n y que representa su probabilidad estimada. Por ejemplo, en la
Figura 2.1, en el modelo 2 se observa una permutacio´n entre los marcadores
M9 y M10. Este modelo se ha observado en una proporcio´n de 0.1540.































































































































prob=0.2380 prob=0.1540 prob=0.0830 prob=0.0653 prob=0.0450
Figura 2.1: Mapa verdadero de una poblacio´n Retrocruce junto con la estima de
































































































































prob=0.1173 prob=0.1153 prob=0.0523 prob=0.0460 prob=0.0297
Figura 2.2: Mapa verdadero de una poblacio´n Retrocruce junto con la estima de
los 5 modelos multipunto ma´s probables de una muestra con 100 individuos.































































































































prob=0.0123 prob=0.0073 prob=0.0067 prob=0.0057 prob=0.0047
Figura 2.3: Mapa verdadero de una poblacio´n Retrocruce junto con la estima de
los 5 modelos multipunto ma´s probables de una muestra con 50 individuos.
2.2 Resultados 65
En el Cuadro 2.2 se resumen las distancias verdaderas entre los marcadores
contiguos del mapa gene´tico, junto con la media posterior de la distribucio´n




media ± desv. t´ıp.
푑1,2 0.162756 0.1665 ± 0.0320
푑2,3 0.191711 0.0978 ± 0.0184
푑3,4 0.081566 0.0749 ± 0.0156
푑4,5 0.100000 0.1202 ± 0.0216
푑5,6 0.207871 0.1509 ± 0.0275
푑6,7 0.100000 0.0984 ± 0.0250
푑7,8 0.050557 0.0306 ± 0.0221
푑8,9 0.218596 0.1979 ± 0.0743
푑9,10 0.061823 0.0285 ± 0.0073
푑10,11 0.125967 0.1137 ± 0.0514
푑11,12 0.051199 0.0587 ± 0.0370
푑12,13 0.037476 0.0438 ± 0.0268
푑13,14 0.257857 0.2159 ± 0.0657
푑14,15 0.071767 0.0713 ± 0.0262
푑15,16 0.100000 0.0815 ± 0.0190
푑16,17 0.192264 0.1839 ± 0.0393
푑17,18 0.076754 0.0574 ± 0.0167
푑18,19 0.102130 0.1156 ± 0.0283
푑19,20 0.068696 0.0528 ± 0.0133
Cuadro 2.2: Distancias reales entre marcadores contiguos en Morgans y distancias
multipunto del modelo bayesiano ma´s probable con n= 200 individuos.
En el Ape´ndice B, aparecen con ma´s detalle las medias posteriores y las
desviaciones t´ıpicas posteriores para cada pareja de marcadores, obtenidas
segu´n las simulaciones para cada taman˜o muestral (Cuadros del B.1 al B.6)
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Otro resultado de intere´s es el ca´lculo de la probabilidad con la que cada
marcador ocupa todas las posibles posiciones en el mapa. Este resultado se
muestra de forma gra´ﬁca en las Figuras 2.4, 2.5 y 2.6, que se corresponden

































Figura 2.4: Probabilidad con la que cada marcador aparece en cada una de las


































Figura 2.5: Probabilidad con la que cada marcador aparece en cada una de las
posibles posiciones del mapa gene´tico segu´n la simulacio´n con 100 individuos.

































Figura 2.6: Probabilidad con la que cada marcador aparece en cada una de las
posibles posiciones del mapa gene´tico segu´n la simulacio´n con 50 individuos.
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2.3. Discusio´n
A la vista de los resultados, se concluye que la metodolog´ıa empleada pa-
rece estimar correctamente el orden de los marcadores del mapa gene´tico de
la poblacio´n, incluso cuando el nu´mero de datos disponibles es relativamente
pequen˜o (n=50). Cabe sen˜alar que en la muestra de 100 individuos el modelo
correcto aparece en segunda posicio´n, pero con una probabilidad muy cerca-
na a la del primer modelo (0.1173 vs 0.1153). Ambos se diferencian en una
permutacio´n de una pareja de marcadores estrechamente ligados, por lo que
es comprensible que tengan probabilidades parecidas.
De la evaluacio´n de los resultados, se deduce que la pe´rdida de informacio´n
que supone la reduccio´n del taman˜o muestral tiene distintas consecuencias:
1. Por una parte, implica el aumento de modelos alternativos que repercute
en la reduccio´n de la probabilidad del modelo ma´s probable. En los ejemplos
particulares que se muestran, la probabilidad del modelo ma´s probable esti-
mada con 200 individuos es de 0.2380. Esta probabilidad se reduce a 0.1173
con 100 individuos y a 0.0123 con 50 individuos. Este resultado es lo´gico: un
mayor taman˜o de muestra produce conclusiones con mayor certidumbre, que
en te´rminos de mapas gene´ticos se corresponde con mayor probabilidad para
el mapa ”ganador.o ma´s factible.
2. Por otra parte, en las Figuras 2.4, 2.5 y 2.6, se observa que la metodolog´ıa
aplicada sobre 200 individuos es capaz de ubicar cada marcador, de forma casi
inequ´ıvoca, en su posicio´n correcta obteniendo probabilidades pro´ximas a cero
para posiciones alternativas. La reduccio´n del taman˜o muestral, hace que los
marcadores ma´s cercanos en la realidad, aumenten las probabilidades de ser
ubicados en posiciones alternativas relativamente pro´ximas. De nuevo, mayor
taman˜o muestral provoca mayor eﬁciencia al colocar a cada marcador en el
lugar del mapa que le corresponde.
3.Tambie´n se detecta un efecto en la estimacio´n de la longitud total del
mapa gene´tico. Con 200 individuos, se obtienen modelos ma´s cortos que el ver-
dadero mapa gene´tico. Esta condensacio´n se asevera para 100 individuos. Sin
embargo, con 50 individuos los modelos se vuelven a alargar, mantenie´ndose,
aun as´ı, ma´s cortos que el verdadero mapa gene´tico. Quiza´s, este comporta-
miento se puede atribuir tanto al algoritmo de ordenacio´n basado en distancias
mı´nimas (SARF ) como al sesgo que se comete al estimar las fracciones de re-
combinacio´n entre parejas de marcadores en una poblacio´n Retrocruce. Hu¨hn
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y Piepho (2008) [26], en su estudio sobre el sesgo de las de las fracciones de
recombinacio´n bajo la funcio´n de mapeo Karlin, concluyeron que en pobla-
ciones Retrocruce, es siempre positivo, aunque disminuye segu´n aumenta el
taman˜o muestral. Tambie´n demostraron, a trave´s de una comparativa entre
las funciones de mapeo Karlin, Haldane y Kosambi, que el comportamiento de
los sesgos medianos son similares, por lo que cabe esperar que el resultado con
la funcio´n de mapeo Haldane no diﬁera mucho del resultado con la funcio´n de
mapeo Karlin.
Finalmente, como se puede ver en el Cuadro 2.2, los marcadores contiguos
ma´s pro´ximos en la realidad son: {M7, M8}, {M9, M10}, {M11, M12, M13}
y {M19, M20}. Por otra parte, en general, los marcadores cuyas distancias
multipunto se han estimado con una mayor variabilidad, en te´rminos de la
desviacio´n t´ıpica posterior son: {M1, M2}, {M5, M6}, {M8, M9} y {M13,
M14}. Precisamente, se puede comprobar que casi todos los modelos alterna-
tivos al correcto, independientemente del taman˜o muestral, involucran a una
o varias de estas parejas de marcadores.
Cap´ıtulo 3
Disen˜o 퐹2
Este cap´ıtulo se dedica al estudio del cruce controlado 퐹2 que consiste en
la autofecundacio´n de individuos 퐹1 (Figura 1.9). La extensio´n a generaciones
avanzadas de autofecundacio´n, hasta llegar a RILs (L´ıneas Recombinantes Pu-
ras), se basa en el ca´lculo generalizado de las frecuencias genot´ıpicas esperadas
(Martin y Hospital 2006 [52]), similares a las presentadas en los Cuadros 1.2 y
1.4 de la Introduccio´n. En las siguientes secciones se estudiara´ principalmente
el caso de marcadores codominantes y se pondra´n de maniﬁesto los posibles
problemas de la aplicacio´n del me´todo a marcadores dominantes.
3.1. Disen˜o 퐹2 con marcadores codominantes.
3.1.1. Metodolog´ıa
Al igual que en el cap´ıtulo anterior, se parte de un mapa gene´tico concreto
correspondiente a una poblacio´n 퐹2 con una estructura de m marcadores y de
e´l se extrae una muestra de n individuos independientes. Para cada marcador
se asume observable la condicio´n de ser homocigoto (AA o aa) o heterocigoto
(Aa). Por lo tanto, en este disen˜o se codiﬁca con un 0 si el individuo k en el
marcador j es homocigoto (aa), con un 1 si es heterocigoto (Aa) y con un 2
si es homocigoto (AA). Es decir,
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De este modo, el banco de datos tiene una estructura como la que se
muestra en el Cuadro 3.1.
Marcadores
Individuos 1 ... i ... j ... m
1 0 ... 2 ... 1 ... 1
. . ... . ... . ... .
. . ... . ... . ... .
k 1 ... 1 ... 2 ... 1
. . ... . ... . ... .
. . ... . ... . ... .
n 2 ... 0 ... 1 ... 0
Cuadro 3.1: Codiﬁcacio´n de los marcadores en un modelo 퐹2.
La metodolog´ıa es similar a la expuesta en el disen˜o Retrocruce. Sin em-
bargo, para permitir una generalizacio´n a otro tipo de disen˜o de cruzamiento a
partir de una 퐹2 (퐹푛), la forma de obtener las frecuencias observadas var´ıa con
respecto al disen˜o Retrocruce. En este caso, la combinacio´n de dos marcadores
cualesquiera da lugar al reparto de los n individuos en los 9 genotipos posibles,
como se muestra en el Cuadro 3.2, y que coincide con lo ya justiﬁcado en el Ca-
p´ıtulo 1, mediante el Cuadro 1.4, aunque en este caso utilizando una notacio´n
ma´s acorde y espec´ıﬁca a la metodolog´ıa que se va a desarrollar. Comparando
el Cuadro 1.4 con el Cuadro 3.2, 푝푠 = 훾푠 y 푓푠 = 푅푠,푖,푗, 푠 ∈ {1, ..., 9}
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marcadores
i / j BB Bb bb
AABB AABb AAbb
AA 푅1,푖,푗 푅2,푖,푗 푅3,푖,푗
훾1 = 0.25(1− 푟푖,푗)2 훾2 = 0.5푟푖,푗(1− 푟푖,푗) 훾3 = 0.25푟2푖,푗
AaBB AaBb Aabb
Aa 푅4,푖,푗 푅5,푖,푗 푅6,푖,푗
훾4 = 0.5푟푖,푗(1− 푟푖,푗) 훾5 = 0.5(1− 2푟푖,푗 + 2푟2푖,푗) 훾6 = 0.5푟푖,푗(1− 푟푖,푗)
aaBB aaBb aabb
aa 푅7,푖,푗 푅8,푖,푗 푅9,푖,푗
훾7 = 0.25푟
2
푖,푗 훾8 = 0.5푟푖,푗(1− 푟푖,푗) 훾9 = 0.25(1− 푟푖,푗)2
Cuadro 3.2: Genotipos, frecuencias observadas y esperadas para dos marcadores
de un cruce 퐹2, sin distorsio´n en la segregacio´n.
En cada celda se muestra tanto el genotipo como la frecuencia observada
(푅푠,푖,푗) y frecuencia relativa esperada (훾푠) de cada genotipo. De nuevo, 푟푖,푗 es
la fraccio´n de recombinacio´n entre los marcadores i y j. No´tese que
∑9
푠=1푅푠,푖,푗
= n, taman˜o muestral.
Para la generalizacio´n a disen˜os 퐹푛, la conﬁguracio´n genot´ıpica de los mar-
cadores dos a dos ser´ıa la misma que en 퐹2 (9 genotipos posibles). Sin embargo,
las frecuencias esperadas ser´ıan diferentes.
Como el vector Ri,j = (푅1,푖,푗, ..., 푅9,푖,푗) sigue una distribucio´nMultinomial :
Ri,j ∼푀푢푙푡푖푛표푚푖푎푙(푛; 훾), 푐표푛 훾 = (훾1, ..., 훾9)
La funcio´n de probabilidad de los datos, dados los para´metros n y 푟푖,푗 se
expresa como:






∝ [(1− 푟푖,푗)2]푅1,푖,푗 [푟푖,푗(1− 푟푖,푗)]푅2,푖,푗 ⋅
⋅[푟2푖,푗]푅3,푖,푗 [푟푖,푗(1− 푟푖,푗)]푅4,푖,푗 ⋅
⋅[(1− 2푟푖,푗 + 2푟2푖,푗)]푅5,푖,푗 [푟푖,푗(1− 푟푖,푗)]푅6,푖,푗 ⋅
⋅[푟2푖,푗]푅7,푖,푗 [푟푖,푗(1− 푟푖,푗)]푅8,푖,푗 [(1− 푟푖,푗)2]푅9,푖,푗
(3.2)
Dadas las restricciones sobre 푟푖,푗 que ya destacamos en el cap´ıtulo anterior,
푟푖,푗 ∈ [0, 0.5], asumimos a priori una distribucio´n previa plana (poco informa-
tiva) en dicho intervalo, en forma de Beta truncada. Dicha distribucio´n no
conjuga perfectamente con el modelo de los datos, pero nos permitira´ llevar a
cabo un ana´lisis posterior basado en simulacio´n. Es decir,
휋(푟푖,푗) = 퐵푒푡푎푇 (푟푖,푗∣훼, 훽; 휀), 푐표푛 훼 = 훽 = 1 (3.3)
Asumiendo independencia entre todos los vectores de frecuencias observa-
das R1,2, R1,3, ....., Rm-1,m , e independencia a priori entre todas las frac-
ciones de recombinacio´n de pares de marcadores distintos r* = {푟푖,푗 : 푖 =
1, ...,푚 − 1; 푗 = 푖 + 1, ...,푚}, se veriﬁca que las distribuciones posteriores re-
sultan independientes entre s´ı. En deﬁnitiva, la distribucio´n posterior para r*












⋅ (1− 2푟푖,푗 + 2푟2푖,푗)푅5,푖,푗(휀− 푟푖,푗)훽−1퐼[0,휀](푟푖,푗)
(3.4)
donde 퐼[0,휀](⋅) es la funcio´n indicatriz en el intervalo [0, 휀].
Llamando a = 푅2,푖,푗 +푅4,푖,푗 +푅6,푖,푗 +푅8,푖,푗 + 2(푅3,푖,푗 +푅7,푖,푗) + 훼− 1 y
b = 2(푅1,푖,푗 +푅9,푖,푗)+푅2,푖,푗 +푅4,푖,푗 +푅6,푖,푗 +푅8,푖,푗 se obtiene la distribucio´n
posterior:
휋(푟푖,푗∣Ri,j) ∝ 푟a푖,푗(1− 푟푖,푗)b(1− 2푟푖,푗 + 2푟2푖,푗)푅
5
푖,푗(휀− 푟푖,푗)훽−1퐼[0,휀](푟푖,푗) (3.5)
Para simular de 휋(푟푖,푗∣Ri,j) a trave´s del algoritmo Metropolis-Hastings,
utilizamos como distribucio´n propuesta (proposal) para obtener candidatos,
푟푖,푗, una distribucio´n Normal truncada en (0, 0.5):
푝(푟푖,푗) = 푁표푟푚푎푙푇 (휇ˆ, 휎ˆ
2; 0, 0.5) (3.6)
Esta eleccio´n esta´ justiﬁcada porque, si se considera la densidad posterior
evitando el factor de truncamiento, (휀− 푟푖,푗)훽−1:
푔(푟푖,푗) = 푟
a
푖,푗(1− 푟푖,푗)b(1− 2푟푖,푗 + 2푟2푖,푗)푅5,푖,푗 (3.7)
esta densidad se puede aproximar asinto´ticamente por una distribucio´n
푁표푟푚푎푙(휇ˆ, 휎ˆ2), con media, 휇ˆ, la moda de dicha densidad y con varianza, 휎ˆ2,
la inversa cambiada de signo del Hessiano (segunda derivada) de la logposterior
evaluada en la moda, segu´n Tanner (1996) [81]. Estos para´metros son los que
se utilizan en (3.6). Para mejorar la eﬁciencia computacional, para el ca´lculo
de la moda, se utiliza el logaritmo de 푔(푟푖,푗):
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푙표푔(푔(푟푖,푗)) = a 푙표푔(푟푖,푗) + b 푙표푔(1− 푟푖,푗) +푅5,푖,푗 푙표푔(1− 2푟푖,푗 + 2푟2푖,푗) (3.8)
El algoritmo de bu´squeda del ma´ximo es el propuesto por Byrd et. al. 1995
[16], e implementado en la funcio´n optim de R.
La probabilidad de salto para aceptar un candidato, 푟푖,푗, en la cadena, en
el paso t+1, habiendo aceptado previamente 푟
(푡)

























푞(푟) = 푟a(1− 푟)b(휀− 푟)훽−1(1− 2푟 + 2푟2)푅5,푖,푗푒푥푝((푟 − 휇ˆ)2/2휎ˆ2) (3.10)
Para hacer ma´s eﬁcaz la computacio´n de la probabilidad de salto, se utili-
zaran logaritmos.
Una vez ﬁnalizada la simulacio´n, se dispone de una cadena de fracciones
de recombinacio´n {푟(푡)}푛푠푖푚푡=1 con 푟(푡) = {푟(푡)푖,푗 }푖=1,...,푚−1;푗=푖+1,...,푚, que provie-
nen de la distribucio´n posterior de cada una de las fracciones de recombi-
nacio´n, 휋(푟푖,푗∣Ri,j). Aplicando el mismo algoritmo de ordenacio´n que en el
cap´ıtulo anterior, se obtiene una cadena de mapas, {푂(푡)}푛푠푖푚푡=1 . A continua-
cio´n, siguiendo ide´ntico procedimiento, se obtiene la distribucio´n posterior de
las distancias multipunto entre todas las parejas de marcadores, {푑(푡)}푛푠푖푚푡=1 con
푑(푡) = {푑(푡)푖,푗}푖=1,...,푚−1;푗=푖+1,...,푚. Las distintas estimaciones del mapa gene´tico
de la poblacio´n (modelos), sus probabilidades asociadas y las probabilidades
de ubicacio´n de cada uno de los marcadores, en las distintas posiciones del
mapa gene´tico, se obtienen con el mismo razonamiento que en el cap´ıtulo
anterior.
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3.1.2. Resultados
Dado que cada vez es ma´s habitual que los mapas gene´ticos este´n deﬁnidos
por un mayor nu´mero de marcadores estrechamente ligados, para ensayar la
metodolog´ıa se han disen˜ado dos mapas con una estructura de m= 20 marca-
dores, uno menos denso que otro (Figura 1.10). Es decir, en uno de los mapas
todos los marcadores se concentran en algo ma´s de 2 Morgan; sin embargo, el
otro mapa tiene una longitud de menos de 1 Morgan. El disen˜o del primer ma-
pa gene´tico es ide´ntico al creado para ensayar la metodolog´ıa en la poblacio´n
Retrocruce que se investigo´ en el cap´ıtulo anterior. La intencio´n es comprobar
y comparar el funcionamiento de la metodolog´ıa en las dos situaciones. En
adelante, para simpliﬁcar, se hablara´ de poblacio´n con mapa menos denso,
o no tan denso, para denominar aquella representada por el mapa gene´tico
ma´s largo y poblacio´n con mapa ma´s denso, para referirnos a la poblacio´n
representada por el mapa gene´tico ma´s corto, dado que ambos mapas tienen
el mismo nu´mero de marcadores y diﬁeren en la distancia entre marcadores
contiguos
De cada una de las poblaciones, se ha extra´ıdo una muestra de tres tama-
n˜os diferentes (n= 200, n= 100 y n= 50 individuos), para estudiar el efecto
del taman˜o de la muestra sobre la eﬁciencia de la metodolog´ıa propuesta. Se
ha aplicado la metodolog´ıa simulando, en el entorno de programacio´n para
ana´lisis estad´ıstico R [62], cadenas de longitud nsim= 3000, tras la compro-
bacio´n de su convergencia con funciones pertenecientes al paquete coda de R
[60].
Los resultados se han organizado en dos secciones (una para cada pobla-
cio´n). Dentro de cada una de ellas, aparecen los resultados siguiendo la misma
presentacio´n que en el cap´ıtulo anterior. Es decir, en primer lugar las gra´ﬁcas
del mapa gene´tico de la poblacio´n junto con los 5 modelos bayesianos ma´s
probables, despue´s un cuadro resumen que incluye las distancias reales en-
tre marcadores contiguos, las distancias medias multipunto posteriores y las
desviaciones t´ıpicas posteriores del modelo bayesiano ma´s probable para la
muestra con 200 individuos y por u´ltimo las gra´ﬁcas que representan la pro-
babilidad con la que cada marcador ocupa cada una de las posibles posiciones
en el mapa gene´tico. En el Ape´ndice C, tambie´n organizado en secciones, se
disponen de las medias posteriores y de las desviaciones t´ıpicas posteriores,
para cada pareja de marcadores, de cada muestra.
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prob=0.9087 prob=0.0013 prob=0.0600 prob=0.0260 prob=0.0017 
Figura 3.1: Mapa verdadero de una poblacio´n 퐹2, con mapa menos denso, junto
con la estima de los 5 modelos multipunto ma´s probables de una muestra con 200
individuos.































































































































prob=0.6753 prob=0.0120 prob=0.1677 prob=0.0423 prob=0.0250 
Figura 3.2: Mapa verdadero de una poblacio´n 퐹2, con mapa menos denso, junto
con la estima de los 5 modelos multipunto ma´s probables de una muestra con 100
individuos.































































































































prob=0.1913 prob=0.2867 prob=0.0450 prob=0.0347 prob=0.0343 
Figura 3.3: Mapa verdadero de una poblacio´n 퐹2, con mapa menos denso, junto
con la estima de los 5 modelos multipunto ma´s probables de una muestra con 50
individuos.
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El Cuadro 3.3 esta´ relacionado con el modelo bayesiano multipunto ma´s
probable representado en la Figura 3.1.
distancias modelo
reales bayesiano
media ± desv. t´ıp.
푑1,2 0.162756 0.2014 ± 0.0158
푑2,3 0.191711 0.1930 ± 0.0128
푑3,4 0.081566 0.1112 ± 0.0096
푑4,5 0.100000 0.1298 ± 0.0100
푑5,6 0.207871 0.2095 ± 0.0110
푑6,7 0.100000 0.0720 ± 0.0082
푑7,8 0.050557 0.0257 ± 0.0046
푑8,9 0.218596 0.2216 ± 0.0102
푑9,10 0.061823 0.0544 ± 0.0054
푑10,11 0.125967 0.1235 ± 0.0067
푑11,12 0.051199 0.0493 ± 0.0051
푑12,13 0.037476 0.0392 ± 0.0050
푑13,14 0.257857 0.2826 ± 0.0121
푑14,15 0.071767 0.0939 ± 0.0083
푑15,16 0.100000 0.1103 ± 0.0086
푑16,17 0.192264 0.1706 ± 0.0092
푑17,18 0.076754 0.0706 ± 0.0061
푑18,19 0.102130 0.1074 ± 0.0111
푑19,20 0.068696 0.0664 ± 0.0069
Cuadro 3.3: Distancias reales entre marcadores contiguos en Morgans, distancias
medias multipunto posteriores y desviaciones t´ıpicas posteriores del modelo baye-
siano ma´s probable respecto a la muestra con 200 individuos
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En las Figuras 3.4, 3.5 y 3.6 se representa la probabilidad con la que cada
marcador ocupa cada una de las posibles posiciones en el mapa segu´n los


































Figura 3.4: Probabilidad con la que cada marcador aparece en cada una de las po-
sibles posiciones del mapa gene´tico menos denso, segu´n la simulacio´n de la muestra
con 200 individuos.

































Figura 3.5: Probabilidad con la que cada marcador aparece en cada una de las po-
sibles posiciones del mapa gene´tico menos denso, segu´n la simulacio´n de la muestra
con 100 individuos.

































Figura 3.6: Probabilidad con la que cada marcador aparece en cada una de las po-
sibles posiciones del mapa gene´tico menos denso, segu´n la simulacio´n de la muestra
con 50 individuos.
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Poblacio´n 퐹2, con mapa ma´s denso, con todos los marcadores codo-
minantes
A continuacio´n, se presentan unos resultados similares a los anteriores pero































































































































prob=0.3150 prob=0.1273 prob=0.0430 prob=0.0380 prob=0.0363
Figura 3.7: Mapa verdadero de una poblacio´n 퐹2, con mapa ma´s denso, junto
con la estima de los 5 modelos multipunto ma´s probables de una muestra con 200
individuos.































































































































prob=0.0933 prob=0.0837 prob=0.03300 prob=0.0223 prob=0.0207
Figura 3.8: Mapa verdadero de una poblacio´n 퐹2, con mapa ma´s denso, junto
con la estima de los 5 modelos multipunto ma´s probables de una muestra con 100
individuos.































































































































prob= 0.0077 prob= 0.0073 prob= 0.0067 prob= 0.0047 prob= 0.0047
Figura 3.9: Mapa verdadero de una poblacio´n 퐹2, con mapa ma´s denso, junto
con la estima de los 5 modelos multipunto ma´s probables de una muestra con 50
individuos.
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El Cuadro 3.4 se relaciona con el modelo bayesiano multipunto ma´s pro-
bable representado en la Figura 3.7
distancias modelo
reales bayesiano
media ± desv. t´ıp.
푑1,2 0.020000 0.0248 ± 0.0084
푑2,3 0.020000 0.0252 ± 0.0089
푑3,4 0.163737 0.1859 ± 0.0253
푑4,5 0.043085 0.0367 ± 0.0109
푑5,6 0.029992 0.0296 ± 0.0101
푑6,7 0.032026 0.0173 ± 0.0104
푑7,8 0.086469 0.0725 ± 0.0127
푑8,9 0.020000 0.0173 ± 0.0093
푑9,10 0.039634 0.0369 ± 0.0129
푑10,11 0.034757 0.0315 ± 0.0150
푑11,12 0.034757 0.0466 ± 0.0175
푑12,13 0.048186 0.0582 ± 0.0150
푑13,14 0.022916 0.0217 ± 0.0191
푑14,15 0.020000 0.0324 ± 0.0176
푑15,16 0.068384 0.0778 ± 0.0262
푑16,17 0.020000 0.0351 ± 0.0085
푑17,18 0.020000 0.0084 ± 0.0048
푑18,19 0.020000 0.0133 ± 0.0060
푑19,20 0.078403 0.0977 ± 0.0118
Cuadro 3.4: Distancias reales entre marcadores contiguos en Morgans, distancias
medias multipunto posteriores y desviaciones t´ıpicas posteriores del modelo baye-
siano ma´s probable respecto a la muestra con 200 individuos.

































Figura 3.10: Probabilidad con la que cada marcador aparece en cada una de las
posibles posiciones del mapa gene´tico ma´s denso segu´n la simulacio´n de la muestra
con 200 individuos.

































Figura 3.11: Probabilidad con la que cada marcador aparece en cada una de las
posibles posiciones del mapa gene´tico ma´s denso segu´n la simulacio´n de la muestra
con 100 individuos.

































Figura 3.12: Probabilidad con la que cada marcador aparece en cada una de las
posibles posiciones del mapa gene´tico ma´s denso segu´n la simulacio´n de la muestra
con 50 individuos.
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3.1.3. Discusio´n
Efecto de la densidad de marcadores.
De los resultados expuestos en esta seccio´n se deduce que la metodolog´ıa
ha sido satisfactoria para estimar mapas gene´ticos de poblaciones con todos
los marcadores codominantes, independientemente de la densidad del mapa
gene´tico de la poblacio´n. So´lo se detectan problemas de estimacio´n, desta-
cables, en el caso hipote´tico, de trabajar con una muestra muy pequen˜a (50
individuos), procedente de una poblacio´n con marcadores muy pro´ximos. En
ese caso, el modelo ma´s probable diﬁere del mapa gene´tico original en alguna
permutacio´n de marcadores adyacentes muy ligados. Trabajar con una mues-
tra tan pequen˜a es poco real en algunos tipos de cultivos como hort´ıcolas y
cereales, aunque es ma´s frecuente en estudios con frutales y especies forestales.
En la poblacio´n con mapa ma´s denso, la probabilidad del modelo ma´s pro-
bable disminuye con respecto a la que se obtiene en la poblacio´n con mapa
menos denso. Una posible explicacio´n sobre esta reduccio´n ser´ıa que los marca-
dores de la poblacio´n con mapa ma´s denso esta´n mucho ma´s cercanos entre s´ı,
por lo que existe una mayor probabilidad de estimar permutaciones entre mar-
cadores, que dan lugar a una gama ma´s amplia de modelos alternativos. As´ı,
el modelo ma´s probable obtiene una probabilidad menor. Esto puede repercu-
tir en posteriores estudios en los que se vean involucrados marcadores SNPs.
Los marcadores tipo SNPs son polimorﬁsmos de un solo nucleo´tido (“Single
Nucleotide Polymorphisms”) en los que el simple cambio de un nucleo´tido en
una secuencia geno´mica da lugar a distintos alelos.
En cuanto a la longitud de los modelos ma´s probables con respecto al
mapa gene´tico, se puede considerar que son bastante similares independien-
temente de la densidad del mapa gene´tico de la poblacio´n. Parece que los
modelos subestiman las distancias reales del mapa gene´tico de la poblacio´n
con mapa menos denso y sobrestiman las distancias reales del mapa gene´tico
de la poblacio´n con mapa ma´s denso. Aunque este hecho puede ser espec´ıﬁco
de la muestra de datos seleccionada, en el Cap´ıtulo 9 se estudiara´ con mayor
profundidad la estabilidad del me´todo deﬁnitivo y de las conclusiones ante
distintas muestras.
Tambie´n se observa que, para las muestras procedentes de la poblacio´n con
mapa ma´s denso, se obtienen un mayor nu´mero de modelos alternativos que
provocan una disminucio´n de la probabilidad tanto de los mejores modelos
como la de los sucesivos modelos. En el caso de la poblacio´n con mapa ma´s
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denso, cuando el taman˜o muestral es pequen˜o, las probabilidades de los pri-
meros y segundos modelos diﬁeren poco entre s´ı. No obstante, este resultado
puede estar condicionado a la muestra espec´ıﬁca considerada.
Efecto del taman˜o muestral en cada poblacio´n.
En general, se observa que segu´n se reduce el taman˜o muestral a 200, 100 y
50 individuos, la probabilidad de los modelos ma´s probables va disminuyendo
en ambas poblaciones. En la poblacio´n con mapa menos denso: 0.9087, 0.6753
y 0.2867 y en la poblacio´n con mapa ma´s denso: 0.3150, 0.0933 y 0.0077,
respectivamente. Sin embargo, segu´n se reduce el taman˜o muestral, la proba-
bilidad del siguiente modelo alternativo va aumentando en la poblacio´n con
mapa menos denso: 0.0600, 0.1677 y 0.1913, pero disminuye en la poblacio´n
con mapa ma´s denso: 0.1273, 0.0837 y 0.0073. En deﬁnitiva, parece que, en la
poblacio´n con mapa menos denso, la reduccio´n del taman˜o muestral repercute
en una reduccio´n de la ﬁabilidad que la metodolog´ıa otorga al modelo ma´s
probable.
En las Figuras 3.4, 3.5 y 3.6 se observa como, aun reduciendo el tama-
n˜o muestral de las muestras que provienen de la poblacio´n con mapa menos
denso, los marcadores quedan localizados en su posicio´n correcta de forma
casi inequ´ıvoca. Tan so´lo cuando se trabaja con 50 individuos, para algunos
marcadores muy ligados, se obtienen pequen˜as probabilidades de ubicacio´n en
posiciones contiguas. En las ﬁguras equivalentes para la poblacio´n con mapa
ma´s denso, 3.10, 3.11 y 3.12, se observa un incremento de las probabilidades
de ubicacio´n a posiciones ma´s alla´ de las contiguas, incluso para el taman˜o
muestral de 200 individuos. Como cabe esperar, la incertidumbre de la ubica-
cio´n de los marcadores en sus posiciones correctas, es mayor cuanto menor es
el taman˜o muestral.
Comparativa entre poblacio´n Retrocruce y 퐹2 con todos los marcadores
codominantes.
En este caso se comparan los resultados de la poblacio´n Retrocruce y los
de la poblacio´n 퐹2, con mapa menos denso, con todos los marcadores codomi-
nantes, pues recordemos que las muestras empleadas se extrajeron del mismo
mapa gene´tico. Se observa que la probabilidad del modelo ma´s probable en
la poblacio´n Retrocruce es inferior a la obtenida para la poblacio´n 퐹2, in-
dependientemente del taman˜o muestral. Concretamente, en las muestras de
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200, 100 y 50 individuos, en el caso Retrocruce fue 0.2380, 0.1173 y 0.0123,
respectivamente, frente a 0.9087, 0.6753 y 0.2867, en el caso 퐹2. Parece que
en ambos escenarios, la metodolog´ıa subestima la longitud del mapa gene´tico
independientemente del taman˜o muestral, aunque ma´s acentuado en el caso
Retrocruce. En las dos poblaciones sucede el mismo patro´n: de 200 a 100 in-
dividuos se encogen los modelos y de 100 a 50 individuos se alargan pero sin
llegar a la estimacio´n de 200 individuos. En deﬁnitiva, parece que la metodo-
log´ıa es capaz de estimar mejor el mapa gene´tico si la muestra procede de una
poblacio´n 퐹2 que de una poblacio´n Retrocruce, a pesar de que en e´sta u´ltima,
los recombinantes son directamente observables y por tanto, la estimacio´n de
las fracciones de recombinacio´n se realiza de forma expl´ıcita. Quiza´s la expli-
cacio´n este´ en que en el caso 퐹2, es observable la condicio´n de ser homocigoto
(AA o aa) y heterocigoto (Aa) lo que da lugar a 9 genotipos posibles por cada
pareja de marcadores implicados. Esto supone una mayor informacio´n, en el
reparto de individuos, que la que se maneja en el caso Retrocruce, que para
cada pareja de marcadores so´lo se contemplan dos genotipos posibles.
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3.2. Disen˜o 퐹2 con marcadores dominantes.
3.2.1. Metodolog´ıa
Una situacio´n ma´s realista respecto a la planteada en las secciones anterio-
res ser´ıa la de un disen˜o 퐹2 con no todos los marcadores codominantes, es decir
un disen˜o en el que algunos de los marcadores que aparecen son dominantes,
y por lo tanto so´lo maniﬁestan uno de los dos alelos que lo forman, por lo que
el nivel de informacio´n es menor.
Siguiendo una metodolog´ıa similar a la desarrollada para un disen˜o 퐹2 con
marcadores codominantes, se considera una poblacio´n 퐹2 con una estructura
de m marcadores, no todos codominantes, de la que se extrae una muestra de
n individuos independientes. Cada uno de estos marcadores quedara´ deﬁnido
segu´n su tipo, dependiendo de los genotipos que sean observables. Se denotara´
un marcador como D1 si so´lo son observables los genotipos A , aa y como D2
si so´lo son observables los genotipos AA, a . Si el marcador es codominante
(C) sera´n observables todos sus genotipos AA, Aa, aa.
Por lo tanto, en este disen˜o se codiﬁca con un 0 si el individuo k en el
marcador j es homocigoto (aa), con un 1 si es heterocigoto (Aa), con un 2 si









De este modo el banco de datos tiene una estructura como la que se muestra
en el Cuadro 3.5.
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Marcadores
Individuos 1 ... i ... j ... m
1 0 ... 3 ... 1 ... 2
. . ... . ... . ... .
. . ... . ... . ... .
k 1 ... 3 ... 2 ... 2
. . ... . ... . ... .
. . ... . ... . ... .
n 2 ... 0 ... 0 ... 4
Cuadro 3.5: Codiﬁcacio´n de los marcadores en un disen˜o 퐹2 con marcadores domi-
nantes.
En este caso, la combinacio´n de dos marcadores cualesquiera, da lugar al
reparto de los n individuos en 9, 6 o 4 genotipos posibles, que dependen del
tipo de ambos marcadores, como se muestra en los Cuadros del 3.6 al 3.11.
Ana´logamente al Cap´ıtulo 2, en cada celda de dichos cuadros, se muestra
tanto el genotipo como la frecuencia observada (푅푠,푖,푗)y esperada (훾푠) de cada
genotipo. 푟푖,푗 es la frecuencia esperada de recombinacio´n entre los marcadores
i y j o fraccio´n de recombinacio´n. No´tese que
∑푛푔푒푛표
푠=1 푅푠,푖,푗 = n, donde ngeno
denota el nu´mero de genotipos segu´n la combinacio´n de marcadores y n es el
taman˜o muestral.
El Cuadro 3.6 es ide´ntico al Cuadro 3.2 de la seccio´n anterior, que ya se
justiﬁco´ con el Cuadro 1.4 del Cap´ıtulo 1. Respecto al Cuadro 3.7, por ejemplo,
las frecuencias de recombinacio´n observadas y esperadas del genotipo A B
se obtienen sumando las respectivas de los genotipos AABB, AABb, AaBB
y AaBb del Cuadro 3.6. Y las del genotipo aaB , sumando las respectivas
de los genotipos aaBB y aaBb del Cuadro 3.6. En deﬁnitiva, las frecuencias
de recombinacio´n observadas y esperadas en los Cuadros del 3.7 al 3.11 se
obtienen de forma directa o sumando las respectivas frecuencias del Cuadro
3.6.
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marcadores
C-C BB Bb bb
AABB AABb AAbb
AA 푅1,푖,푗 푅2,푖,푗 푅3,푖,푗
훾1 = 0.25(1− 푟푖,푗)2 훾2 = 0.5푟푖,푗(1− 푟푖,푗) 훾3 = 0.25푟2푖,푗
AaBB AaBb Aabb
Aa 푅4,푖,푗 푅5,푖,푗 푅6,푖,푗
훾4 = 0.5푟푖,푗(1− 푟푖,푗) 훾5 = 0.5(1− 2푟푖,푗 + 2푟2푖,푗) 훾6 = 0.5푟푖,푗(1− 푟푖,푗)
aaBB aaBb aabb
aa 푅7,푖,푗 푅8,푖,푗 푅9,푖,푗
훾7 = 0.25푟
2
푖,푗 훾8 = 0.5푟푖,푗(1− 푟푖,푗) 훾9 = 0.25(1− 푟푖,푗)2
Cuadro 3.6: Para la combinacio´n de marcadores C-C, genotipos observables y fre-
cuencias de recombinacio´n observadas y esperadas.
marcadores
D1-D1 B bb
A A B A bb
푅1,푖,푗 푅2,푖,푗
훾1 = 0.25(3− 2푟푖,푗 + 푟2푖,푗) 훾2 = 0.25푟푖,푗(2− 푟푖,푗)
aa aaB aabb
푅3,푖,푗 푅4,푖,푗
훾3 = 0.25푟푖,푗(2− 푟푖,푗) 훾4 = 0.25(1− 푟푖,푗)2
Cuadro 3.7: Para la combinacio´n de marcadores D1-D1, genotipos observables y
frecuencias de recombinacio´n observadas y esperadas.
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marcadores
D1-D2 BB b
A A BB A b
푅1,푖,푗 푅2,푖,푗





푖,푗 훾4 = 0.25(1− 푟2푖,푗)
Cuadro 3.8: Para la combinacio´n de marcadores D1-D2, genotipos observables y





훾1 = 0.25(1− 푟푖,푗)2 훾2 = 0.25푟푖,푗(2− 푟푖,푗)
a a BB a b
푅3,푖,푗 푅4,푖,푗
훾3 = 0.25푟푖,푗(2− 푟푖,푗) 훾4 = 0.25(3− 2푟푖,푗 + 푟2푖,푗)
Cuadro 3.9: Para la combinacio´n de marcadores D2-D2, genotipos observables y
frecuencias de recombinacio´n observadas y esperadas.





훾1 = 0.25(1− 푟2푖,푗) 훾2 = 0.25푟2푖,푗
Aa AaB Aabb
푅3,푖,푗 푅4,푖,푗
훾3 = 0.5(1− 푟푖,푗 + 푟2푖,푗) 훾4 = 0.5푟푖,푗(1− 푟푖,푗)
aa aaB aabb
푅5,푖,푗 푅6,푖,푗
훾5 = 0.25푟푖,푗(2− 푟푖,푗) 훾6 = 0.25(1− 푟푖,푗)2
Cuadro 3.10: Para la combinacio´n de marcadores C-D1, genotipos observables y





훾1 = 0.25(1− 푟푖,푗)2 훾2 = 0.25푟푖,푗(2− 푟푖,푗)
Aa AaBB Aab
푅3,푖,푗 푅4,푖,푗





푖,푗 훾6 = 0.25(1− 푟2푖,푗)
Cuadro 3.11: Para la combinacio´n de marcadores C-D2, genotipos observables y
frecuencias de recombinacio´n observadas y esperadas.
100 Cap´ıtulo 3. Disen˜o 퐹2
Equivalentemente a la seccio´n anterior, el vectorRi,j = (푅1,푖,푗, ..., 푅푛푔푒푛표,푖,푗)
sigue un modelo Multinomial :
Ri,j ∼푀푢푙푡푖푛표푚푖푎푙(푛; 훾), 푐표푛 훾 = (훾1, ..., 훾푛푔푒푛표)










Como distribucio´n a priori de 푟푖,푗 utilizamos una distribucio´n Beta trun-
cada en [0, 휀], con 휀 = 0.5, es decir
휋(푟푖,푗) = 퐵푒푡푎푇 (훼, 훽; 휀), 푐표푛 훼 = 훽 = 1 (3.13)
Asumiendo independencia entre todos los vectores de frecuencias observa-
das R1,2, R1,3, ....., Rm-1,m, e independencia a priori entre todas las fraccio-
nes de recombinacio´n de pares de marcadores distintos, r* = (푟1,2, 푟1,3, ...,
푟푚−1,푚), tendremos que tambie´n las distribuciones posteriores resultan inde-
pendientes entre s´ı. En deﬁnitiva, al igual que que ocurr´ıa en el disen˜o 퐹2 con
so´lo marcadores codominantes, simular de la distribucio´n posterior para r* es
equivalente a simular independientemente de la distribucio´n posterior de cada
푟푖,푗 dado Ri,j
Combinando la funcio´n de probabilidad de los datos y la distribucio´n a
priori, se obtiene una posterior, 휋(푟푖,푗∣Ri,j), para cada posible combinacio´n
de marcadores i y j, de la que se simula a trave´s de Metropolis-Hastings,
utilizando como distribucio´n propuesta (proposal) una distribucio´n Normal
truncada, para obtener candidatos. Los para´metros de dicha Normal truncada
se aproximan en ide´nticos te´rminos a la seccio´n anterior.
No´tese que la densidad posterior 푔(푟푖,푗) y la probabilidad de salto depen-
dera´n del tipo de combinacio´n entre los marcadores i y j y sera´n equivalentes
a las mostradas en el caso en que i y j son codominantes en (3.7) y (3.9),
respectivamente.
Como ya vimos, una vez ﬁnalizada la simulacio´n, se dispone de una cade-
na de fracciones de recombinacio´n, {푟(푡)}푛푠푖푚푡=1 , que da lugar a una cadena de
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mapas, {푂(푡)}푛푠푖푚푡=1 , segu´n el algoritmo basado en las distancias mı´nimas entre
marcadores (SARF ), cuyos pasos ba´sicos ya se detallaron anteriormente, ob-
teniendo la distribucio´n posterior de las distancias multipunto, {푑(푡)}푛푠푖푚푡=1 , en
base al me´todo de mı´nimos cuadrados cuyas ecuaciones se deﬁnen segu´n la
expresio´n (1.24).
3.2.2. Resultados
Para exponer unos resultados comparables a los obtenidos en el disen˜o 퐹2
con todos los marcadores codominantes, se consideran los dos mismos mapas
gene´ticos de 20 marcadores (uno menos denso y el otro ma´s denso), so´lo que en
este caso no todos los genotipos de los marcadores son observables. Los tipos de
cada marcador y las distancias reales entre los marcadores adyacentes quedan
resumidas en los Cuadros 3.12 y 3.13.
De cada poblacio´n se han extra´ıdo una muestra de taman˜o 200 individuos,
ya que, como se comentara´ en la discusio´n, no se ha considerado necesario en-
durecer la condicio´n sobre el taman˜o muestral. Se ha aplicado la metodolog´ıa
simulando cadenas de longitud nsim= 3000, en los mismos te´rminos que an-
teriormente. Los resultados se organizan del mismo modo que en las secciones
anteriores.
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Poblacio´n 퐹2, con mapa menos denso, con marcadores codominantes
y dominantes
En la Figura 3.13 se representa el mapa gene´tico menos denso junto con
































































































































prob=0.0907 prob=0.0813 prob=0.0637 prob=0.0617 prob=0.0530
Figura 3.13: Mapa verdadero de una poblacio´n 퐹2, con mapa menos denso, con
marcadores dominantes, junto con la estima de los 5 modelos multipunto ma´s pro-
bables de una muestra con 200 individuos.
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En el Cuadro 3.12 se muestra el tipo de combinacio´n entre marcadores
adyacentes, junto con sus verdaderas distancias, as´ı como la estima de la
media posterior y la desviacio´n t´ıpica posterior de la distribucio´n de distancias
multipunto para la muestra representada en la Figura 3.13, segu´n el Modelo
2, que coincide con la ordenacio´n real de los marcadores.
tipo distancias modelo
comb. reales bayesiano
media ± desv. t´ıp.
푑1,2 CC 0.162756 0.1924 ± 0.0340
푑2,3 CD1 0.191711 0.1608 ± 0.0403
푑3,4 D1D2 0.081566 0.1359 ± 0.0764
푑4,5 D2C 0.100000 0.1063 ± 0.0340
푑5,6 CC 0.207871 0.1992 ± 0.0411
푑6,7 CD1 0.100000 0.0673 ± 0.0249
푑7,8 D1D2 0.050557 0.0324 ± 0.0507
푑8,9 D2C 0.218596 0.2444 ± 0.1034
푑9,10 CC 0.061823 0.0520 ± 0.0095
푑10,11 CD1 0.125967 0.1388 ± 0.0681
푑11,12 D1D2 0.051199 0.0474 ± 0.0642
푑12,13 D2D1 0.037476 0.0505 ± 0.0716
푑13,14 D1C 0.257857 0.2527 ± 0.1295
푑14,15 CD2 0.071767 0.0771 ± 0.0326
푑15,16 D2C 0.100000 0.1028 ± 0.0308
푑16,17 CD1 0.192264 0.1379 ± 0.0412
푑17,18 D1C 0.076754 0.0811 ± 0.0184
푑18,19 CD1 0.102130 0.0903 ± 0.0277
푑19,20 D1C 0.068696 0.0724 ± 0.0229
Cuadro 3.12: Tipo de combinacio´n entre marcadores contiguos, distancias reales en
Morgans, distancias medias multipunto posteriores y desviaciones t´ıpicas posteriores
del modelo bayesiano correcto respecto a una muestra con 200 individuos.
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La Figura 3.14 se relaciona con la muestra representada en la Figura 3.13

































Figura 3.14: Probabilidad con que cada marcador aparece en cada una de las posi-
bles posiciones del mapa gene´tico menos denso con algunos marcadores dominantes,
segu´n la simulacio´n de la muestra con 200 individuos.
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Poblacio´n 퐹2, con mapa ma´s denso, con marcadores codominantes
y dominantes
A continuacio´n, se detallan resultados equivalentes a los anteriores para la































































































































prob= 0.0720 prob= 0.0647 prob= 0.0447 prob= 0.0367 prob= 0.0343
Figura 3.15: Mapa verdadero de una poblacio´n 퐹2, con mapa ma´s denso, con
algunos marcadores dominantes, junto con la estima de los 5 modelos bayesianos
multipunto ma´s probables de una muestra con 200 individuos.
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tipo distancias modelo
comb. reales bayesiano
media ± desv. t´ıp.
푑1,2 D1C 0.020000 0.0344 ± 0.0339
푑2,3 CD1 0.020000 0.0089 ± 0.0041
푑3,4 D1C 0.163737 0.2548 ± 0.0429
푑4,5 CD1 0.043085 0.0202 ± 0.0196
푑5,6 D1C 0.029992 0.0276 ± 0.0253
푑6,7 CD2 0.032026 0.0304 ± 0.0307
푑7,8 D2D1 0.086469 0.1406 ± 0.0491
푑8,9 D1D1 0.020000 0.0082 ± 0.0056
푑9,10 D1C 0.039634 0.0432 ± 0.0204
푑10,11 CC 0.034757 0.0343 ± 0.0200
푑11,12 CD1 0.034757 0.0515 ± 0.0299
푑12,13 D1C 0.048186 0.0688 ± 0.0289
푑13,14 CD2 0.022916 0.0139 ± 0.0286
푑14,15 D2C 0.020000 0.0446 ± 0.0215
푑15,16 CD1 0.068384 0.0771 ± 0.0281
푑16,17 D1D2 0.020000 0.0351 ± 0.0160
푑17,18 D2C 0.020000 0.0066 ± 0.0083
푑18,19 CC 0.020000 0.0116 ± 0.0098
푑19,20 CC 0.078403 0.0935 ± 0.0197
Cuadro 3.13: Tipo de combinacio´n entre marcadores contiguos, distancias reales
en Morgans, distancia media posterior multipunto y desviacio´n t´ıpica posterior del
modelo bayesiano correcto respecto a la muestra con 200 individuos.

































Figura 3.16: Probabilidad con que cada marcador aparece en cada una de las posi-
bles posiciones del mapa gene´tico ma´s denso, con algunos marcadores dominantes,
segu´n la simulacio´n de la muestra con 200 individuos.
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3.2.3. Discusio´n
No´tese que, en esta seccio´n, se ha trabajado con un u´nico taman˜o mues-
tral (200 individuos). No se ha considerado necesario endurecer las condiciones
sobre el taman˜o de muestra para obtener conclusiones sobre la metodolog´ıa,
puesto que incluso para 200 individuos se maniﬁestan claramente los proble-
mas asociados a la metodolog´ıa.
Efecto de la densidad de marcadores.
En la muestra que provienen de la poblacio´n con mapa gene´tico menos
denso, el modelo correcto aparece como segundo modelo alternativo al ma´s
probable y diﬁeren entre s´ı en la permutacio´n de una pareja de marcadores
contiguos fuertemente ligados.
En el caso de la muestra de la poblacio´n con mapa ma´s denso, no se obtiene
el modelo correcto entre los 5 ma´s probables.
Las Figuras 3.14 y 3.16 muestran incertidumbre sobre la localizacio´n de los
marcadores. Menos de la mitad de los marcadores quedan correctamente ubi-
cados, con una alta probabilidad. Este hecho, genera una mayor variedad de
modelos alternativos que repercute en una disminucio´n de sus probabilidades
asociadas. Adema´s, los modelos alternativos que ma´s se repiten, diﬁeren poco
entre si. Las diferencias estriban en una o dos permutaciones de marcadores
fuertemente ligados, por ese motivo, sus probabilidades asociadas tampoco
diﬁeren mucho entre s´ı.
Comparativa entre poblacio´n 퐹2 con todos los marcadores codominantes y
퐹2 con no todos los marcadores codominantes.
Parece que en este caso se sigue cumpliendo la tendencia que se detecto´ en
el disen˜o 퐹2 con todos los marcadores codominantes. Los modelos obtenidos
con la muestra de la poblacio´n con mapa menos denso subestiman las distan-
cias reales entre los marcadores y los modelos obtenidos con la muestra de
la poblacio´n con mapa ma´s denso sobrestiman las distancias reales entre los
marcadores.
La probabilidad del modelo correcto, en esta u´ltima seccio´n, se reducen
dra´sticamente frente a la obtenida con todos los marcadores codominantes.
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Se concluye que los resultados no so´lo se ven afectados por la densidad de
marcadores del mapa gene´tico de la poblacio´n, sino tambie´n por el tipo de los
marcadores que participan en e´l. Los dos mapas gene´ticos han sido disen˜ados
para recoger todo tipo de diﬁcultades, como la de contener marcadores ad-
yacentes fuertemente ligados en repulsio´n (D1D2 y D2D1). Esta combinacio´n
de marcadores, {푖, 푗}, resulta especialmente problema´tica porque el u´nico ge-
notipo claramente distinguible (aaBB para D1D2 o AAbb para D2D1) tiene
asociada una frecuencia de recombinacio´n esperada de 0.25푟2푖,푗 (Cuadro 3.8).
Si los marcadores, en ese caso, son muy cercanos, su fraccio´n de recombi-
nacio´n, 푟푖,푗, sera´ pro´xima a cero y sera´n poco probables individuos con ese
genotipo, por lo que, la estimacio´n se ve resentida por un problema de falta
de informacio´n.
Falta de informacio´n que ha sido estudiada, por otros autores, bajo distin-
tas perspectivas. Por ejemplo, Sa¨ll y Nilsson (1994) [69] estudiaron la robustez
de las estimaciones ma´ximo veros´ımiles de las fracciones de recombinacio´n, en-
tre marcadores dominantes, en base al sesgo debido a distintos factores como
son el taman˜o muestral y la clasiﬁcacio´n erro´nea de los individuos. Concluye-
ron que entre marcadores dominantes en fase de acoplamiento, la estimacio´n
es robusta y el sesgo insigniﬁcante para taman˜os muestrales superiores a 20
individuos. La clasiﬁcacio´n erro´nea fue tipiﬁcada como la causa ma´s grave de
sesgo, tendiendo a aumentar las estimaciones de las fracciones de recombina-
cio´n, particularmente cuando las fracciones de recombinacio´n eran pequen˜as.
Sin embargo, para marcadores dominantes en fase de repulsio´n, concluyeron
que el sesgo pod´ıa ser muy grave incluso para taman˜os muestrales de varios
cientos de individuos. En este caso, se observaba sesgo negativo, especialmente
para fracciones de recombinacio´n superiores a 0.05.
Knapp et al (1995) [39] tambie´n estudiaron el sesgo de las estimaciones
de las fracciones de recombinacio´n entre marcadores dominantes llegando a
conclusiones equivalentes a otros estudios realizados con anterioridad por otros
investigadores. Sen˜alaron que, aunque otros autores atribuyen el problema
del sesgo a la varianza del estimador ma´ximo veros´ımil de las fracciones de
recombinacio´n, el verdadero problema viene provocado por el error cuadra´tico
medio, deﬁnido como 푠푒푠푔표2 + 푣푎푟푖푎푛푧푎. Tambie´n apuntaron que aunque se
suele considerar como orden ma´s probable de los loci aquel que minimiza la
longitud del mapa gene´tico, esto so´lo ser´ıa cierto para poblaciones que obtienen
estimaciones insesgadas de las fracciones de recombinacio´n.
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Mester et al. (2003) [53] en su propuesta para la ordenacio´n de marcadores,
advirtieron que cuanto ma´s alta es la proporcio´n de marcadores dominantes en
fase de repulsio´n, menor es la calidad de la ordenacio´n multilocus. Asimismo,
sen˜alaron problemas para determinar el orden de marcadores en regiones de
alta densidad y taman˜o muestral insuﬁciente.
Tan y Fu (2007) [80] En su propuesta para la estimacio´n de fracciones
de recombinacio´n entre marcadores dominantes, advirtieron que el algoritmo
EM estima mal las fracciones de recombinacio´n entre marcadores dominantes
porque no distingue bien la fase en que se relacionan. Reconocen que su me´todo
tiene deﬁciencias y que necesita de un taman˜o muestral alrededor de 300
individuos 퐹2, pero que puede ser un buen me´todo para complementar el
algoritmo EM.
Hu¨hn y Piepho (2008) [26] en su estudio sobre el sesgo de las estimaciones
de las fracciones de recombinacio´n entre marcadores, bajo la funcio´n de mapeo
Karlin, sen˜alaron que disminuye ra´pidamente con el incremento del taman˜o
muestral en marcadores dominantes en fase de acomplamiento, como pasaba
tambie´n en la poblacio´n Retrocruce. Sin embargo, si los marcadores esta´n en
fase de repulsio´n, el comportamiento del sesgo es inestable y depende fuerte-
mente de la magnitud de la fraccio´n de recombinacio´n y del taman˜o muestral
disponible. Para taman˜os muestrales pequen˜os, el sesgo es positivo y bastante
grande. A medida que el taman˜o muestral aumenta, el sesgo se hace negati-
vo, alcanzando un mı´nimo y luego se aproxima lentamente a cero. Todo ello
afectado por ﬂuctuaciones importantes a modo de dientes de sierra.
An˜adido a estos problemas, siempre se puede sufrir el que implica el mues-
treo en s´ı mismo. Ya se sabe que al extraer una muestra de una poblacio´n, por
el azar de los individuos observados, al aplicar la metodolog´ıa desarrollada,
quiza´s se este´ estimando “correctamente” un hipote´tico mapa gene´tico que no
es exactamente el de la poblacio´n original.
As´ı pues, se concluye que la metodolog´ıa propuesta no es adecuada para
estimar mapas gene´ticos de poblaciones en las que no son observables todos los
genotipos de todos los marcadores. En este caso, queda de maniﬁesto que, aun
trabajando con muestras de 200 individuos, se dispone de menos informacio´n
de la necesaria para hacer estimaciones satisfactorias del mapa gene´tico.
Las probabilidades obtenidas por los distintos modelos (estimaciones) no
son convincentes a la hora de decidir cua´l es el modelo correcto. De hecho, para
la muestra de la poblacio´n con mapa gene´tico ma´s denso, el modelo correcto
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no esta´ entre los 5 ma´s probables. En ese mismo escenario, los problemas en
la ubicacio´n de los marcadores pasan a manifestarse por bloques.
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Cap´ıtulo 4




En el cap´ıtulo anterior se han observado problemas en la estimacio´n de las
fracciones de recombinacio´n para muestras que provienen de una poblacio´n
con un disen˜o 퐹2 en el que no todos los marcadores son codominantes, espe-
cialmente en el caso en que los marcadores esta´n muy ligados. Este problema
de estimacio´n afecta posteriormente a la ordenacio´n de los marcadores, basada
en distancias mı´nimas (SARF ). Para estudiar en profundidad este problema
vamos a reducir el nu´mero de marcadores que deﬁnen el mapa gene´tico de la
poblacio´n a la mı´nima expresio´n (3 marcadores) y a disen˜ar una modeliza-
cio´n que estime las fracciones de recombinacio´n entre marcadores y los ordene
conjuntamente de una manera ma´s ﬁable.
Se considera el problema de estimar las fracciones de recombinacio´n, r =
(푟1; 푟2; 푟3) ≡ (푟1,2; 푟1,3; 푟2,3) entre tres marcadores 푀1,푀2 y 푀3, no todos ellos
codominantes.
푀1
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Para ello, se dispone del nu´mero de recombinantes observados entre cada
par de marcadores, R = (푅1;푅2;푅3) ≡ (R1,2;R1,3;R2,3), cuya distribucio´n
depende de sus fracciones de recombinacio´n respectivas (푟1; 푟2; 푟3). Adema´s,
cada 푅푖 es un vector cuya dimensio´n coincide con el nu´mero de genotipos ob-
servables en la combinacio´n entre el par de marcadores involucrados. Cuando
ambos marcadores son codominantes (C), su dimensio´n es 9, como se puede
ver en el Cuadro 3.6; cuando ambos son dominantes (D1D1, D1D2 o D2D2),
su dimensio´n es de 4, como aparece en los Cuadros 3.7, 3.8 y 3.9 y cuando
uno es codominante y el otro dominante (CD1 o CD2), la dimensio´n de 푅푖 es
6, segu´n se representa en los Cuadros 3.10 y 3.11.
4.1.1. Ejemplo
Con el ﬁn de aclarar bien las implicaciones de esta notacio´n asumida, con-
sideramos un mapa gene´tico con tres marcadores, el primero 푀1 codominante
y los siguientes 푀2 y 푀3 dominantes. A continuacio´n, se muestra un esquema
del mapa gene´tico, con las fracciones de recombinacio´n implicadas y los tipos
de marcador:
푀1(C)
푟1︷ ︸︸ ︷푀2(D1) 푟3︷ ︸︸ ︷︸ ︷︷ ︸
푟2
푀3(D2)
Las coordenadas de los vectores de frecuencias observadas de recombinan-
tes, 푅푖, y las coordenadas de los vectores de frecuencias genot´ıpicas esperadas,







0.5(1− 푟1 + 푟21) 0.5푟1(1− 푟1)
aa 푅5,1,2 푅6,1,2




0.25(1− 푟2)2 0.25푟2(2− 푟2)
Aa 푅3,1,3 푅4,1,3







0.25(1− 푟23) 0.25(2 + 푟23)
bb 푅3,2,3 푅4,2,3
0.25푟23 0.25(1− 푟23)
Cuadro 4.1: Frecuencias de recombinacio´n observadas y esperadas para cada pareja
de marcadores.
Es decir, en este caso y denotando los marcadores 푀1, 푀2 y 푀3 como loci
A, B y C, respectivamente, los vectores implicados ser´ıan:
R = (푅1;푅2;푅3), donde푅1 = (푅1,1,2, ..., 푅6,1,2) ∈ 푁6,푅2 = (푅1,1,3, ..., 푅6,1,3)
∈ 푁6 y 푅3 = (푅1,2,3, ..., 푅4,2,3) ∈ 푁4
휌1(푟1) = ( 0.25(1− 푟21), 0.25푟21, 0.5(1− 푟1 + 푟21), ..., 0.25(1− 푟1)2 )
휌2(푟2) = ( 0.25(1− 푟2)2, 0.25푟2(2− 푟2), 0.5푟2(1− 푟2), ..., 0.25(1− 푟22) )
휌3(푟3) = ( 0.25(1− 푟23), 0.25(2 + 푟23), 0.25푟23, 0.25(1− 푟23) )
4.2. Modelizacio´n
La modelizacio´n que se propone tiene en cuenta los siguientes aspectos:
4.2.1. Previa para el orden
Para una tripleta de marcadores, existen tres ordenaciones posibles:
푂1 = 푂123 =푀1푀2푀3
푂2 = 푂132 =푀1푀3푀2
푂3 = 푂312 =푀3푀1푀2
(4.1)
Cuando no tenemos ninguna informacio´n, cada ordenacio´n 푂푖 tiene la mis-




, 푖 = 1, 2, 3. (4.2)
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4.2.2. Previa para las fracciones de recombinacio´n
La distribucio´n a priori para las fracciones de recombinacio´n, r = (푟1; 푟2; 푟3),
ha de responder a las siguientes consideraciones:
∙ Dado que, conocido el orden 푂푖 entre los tres marcadores, es conocida la
posicio´n de los marcadores extremos, la distancia entre ellos se puede calcular
en te´rminos de las distancias al marcador central. Adema´s, estas distancias
al marcador central son independientes entre s´ı (hablamos de independencia
condicional, conocido el orden). En te´rminos de fracciones de recombinacio´n
y asumiendo ausencia de interferencia, esto se resume como sigue:
Si el orden es 푂1, hay independencia entre 푟1 y 푟3, mientras que 푟2 =
푟1 + 푟3 − 2푟1푟3.
Si el orden es 푂2, hay independencia entre 푟2 y 푟3, mientras que 푟1 =
푟2 + 푟3 − 2푟2푟3.
Si el orden es 푂3, hay independencia entre 푟1 y 푟2, mientras que 푟3 =
푟2 + 푟1 − 2푟2푟1.
∙ En general, para un orden 푂푘 se puede considerar la independencia entre
dos componentes del vector r = (푟1; 푟2; 푟3), identiﬁcadas por 푟푘1 y 푟푘2 y la
dependencia de la tercera componente 푟푘3 con respecto a las dos anteriores.
푟푘3 representa la distancia entre los dos marcadores extremos y cumplira´ la
relacio´n
푟푘3 = 푔(푟푘1 , 푟푘2) = 푟푘1 + 푟푘2 − 2푟푘1푟푘2 (4.3)
en funcio´n de las distancias entre los marcadores contiguos 푟푘1 y 푟푘2 .
As´ı pues,
푟푘1 푟푘2 푟푘3
푂1 =푀1푀2푀3 푟1 ≡ 푟1,2 푟3 ≡ 푟2,3 푟2 ≡ 푟1,3
푂2 =푀1푀3푀2 푟2 ≡ 푟1,3 푟3 ≡ 푟2,3 푟1 ≡ 푟1,2
푂3 =푀3푀1푀2 푟2 ≡ 푟1,3 푟1 ≡ 푟1,2 푟3 ≡ 푟2,3
Cuadro 4.2: Relacio´n entre las distancias de dos marcadores segu´n el orden.
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Utilizando las consideraciones detalladas antes, la distribucio´n a priori pa-
ra r = (푟1; 푟2; 푟3), condicionada a que se da el orden 푂푘, y asumiendo des-
conocimiento previo sobre las fracciones de recombinacio´n de los marcadores
extremos al central (cualquier valor entre 0 y 0.5 es igualmente plausible), se
puede expresar como:
휋(r∣푂푘) = 퐵푒푡푎푇 (푟푘1∣1, 1; 0.5)퐵푒푡푎푇 (푟푘2∣1, 1; 0.5)푃퐼(푟푘3∣ 푟푘1 , 푟푘2) (4.4)
donde 푃퐼(푟푘3∣ 푟푘1 , 푟푘2) es la distribucio´n con masa puntual de probabilidad
igual a 1 en el valor 푟푘3 = 푔(푟푘1 , 푟푘2).
4.2.3. Modelizacio´n de los datos
Como siempre, existe independencia condicional entre 푅푖 y 푅푗 , conocidas
sus fracciones de recombinacio´n respectivas 푟푖 y 푟푗 y dado un orden concreto
entre los marcadores. Adema´s, cada 푅푖 representa un reparto multinomial de
los n individuos observados sobre los diferentes genotipos observables para
el par de marcadores y justiﬁca a continuacio´n la dependencia de las proba-
bilidades genot´ıpicas en el orden entre marcadores. As´ı pues, la funcio´n de







푀푢푙푡푖푛표푚푖푎푙(푅푖∣ 푛; 휌푖,푘(푟푖)) (4.5)
donde 휌푖,푘(푟푖) proporciona el vector de frecuencias genot´ıpicas esperadas
para 푟푖 bajo la ordenacio´n 푂푘. Es decir, dependiente del orden existente entre
los marcadores indexados por i y de su fraccio´n de recombinacio´n 푟푖 asociada
al par de marcadores indexados por i.
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En deﬁnitiva, el modelo jera´rquico bayesiano que proponemos queda




, 푘 = 1, 2, 3
퐼퐼. 휋(r∣푂푘) = 퐵푒푡푎푇 (푟푘1∣1, 1; 0.5)퐵푒푡푎푇 (푟푘2∣1, 1; 0.5)푃퐼(푟푘3∣ 푟푘1 , 푟푘2)
퐼퐼퐼. 푓(R∣r, 푂푘) =
∏3




Esta modelizacio´n, es equivalente a asumir que la distribucio´n marginal
a priori de las fracciones de recombinacio´n es una mixtura de distribuciones





4.3. Distribucio´n posterior. Simulacio´n
Combinando la funcio´n de probabilidad de los datos dados los para´metros y










휋(r∣R, 푂푘) ∝ 푓(R∣r, 푂푘)휋(r∣푂푘) (4.9)
con 푓(R∣r, 푂푘) y 휋(r∣푂푘) detalladas en (4.5) y (4.4), respectivamente.
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Para simular de la distribucio´n posterior de las fracciones de recombina-
cio´n, 휋(r∣R), y as´ı poder inferir sobre dichas fracciones (y despue´s sobre las
distancias entre los marcadores) nos valdremos de su expresio´n como mixtu-
ra de las distribuciones posteriores condicionadas al orden de los marcado-
res, y utilizaremos un mecanismo de simulacio´n basado en Reversible Jump
(Green (1995) [28]; Lunn et al. (2009) [50]; Robert y Casella (2013) [64];
Gelman (2014) [22]), que consiste ba´sicamente, en un me´todo de simulacio´n
Metropolis-Hastings generalizado, que ofrece la posibilidad de saltar de un
modelo a otro. La dina´mica de dicho algoritmo sera´ la siguiente:
1. Simularemos un orden, 푂푘∗ , de la distribucio´n posterior 휋(푂푘∣R). En
realidad, lo haremos de una aproximacio´n a dicha distribucio´n dada su de-
pendencia (4.10) de la integral no anal´ıtica (4.11) que proporciona esta pro-
babilidad. Para aproximar dichas probabilidades posteriores se utilizara´ una
aproximacio´n nume´rica de 푓(R∣푂푘) mediante cuadratura Gausiana (Ve´ase






, 푘 = 1, 2, 3. (4.12)
Simulamos a continuacio´n el orden 푂푘∗ con estas probabilidades 푝(푘),




푝(푘푗), siendo 푢 ∼ 푈푛푖푓표푟푚푒(0, 1).
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2. Con dicho orden 푂푘∗ , simularemos un candidato de la distribucio´n
휋(r∣R, 푂푘∗). Dada la forma compleja de esta distribucio´n, dependiente del
orden de los marcadores, optamos por simular candidatos 푟푘∗푖 para i=1 ,2 bajo
el orden simulado previamente, 푂∗푘, mediante distribuciones Normales trun-
cadas en el intervalo [0,0.5], con media la moda de 푓(푅푘∗푖 ∣푟푘∗푖 , 푂푘∗), 휇ˆ푘∗푖 , y
varianza la inversa de la matriz de informacio´n de Fisher evaluada en dicha
moda, 휎ˆ푘∗푖 ,
푞푘∗(푟푘∗1 ; 푟푘∗2 ) =
2∏
푖=1
푁표푟푚푎푙푇 (푟푘∗푖 ∣휇ˆ푘∗푖 , 휎ˆ푘∗푖 ; 0, 0.5) (4.13)
y calculamos mediante dichas simulaciones 푟푘∗3 = 푔(푟푘∗1 ; 푟푘∗2 ), con g() deﬁ-
nida en (4.3). Tenemos ya el vector candidato de fracciones de recombinacio´n
푟푘∗ .
A continuacio´n, aceptamos en la iteracio´n, (t), de la cadena de simulacio´n
al candidato (푟푘∗ , 푂푘∗) con probabilidad de salto dependiente de los elementos
ya aceptados en la iteracio´n anterior (r(푡−1), 푂(푡−1)):
푝푟표푏.푠푎푙푡표 = 푚푖푛{1, 퐺(푟푘∗ , 푂푘∗ ,R)
퐺(푟(푡−1), 푂(푡−1),R)
} (4.14)
con 퐺(r푘, 푂푘,R) =
휋∗(r푘∣R,푂푘)
푞푘(푟푘1 ;푟푘2 )⋅푝(푘)
donde 휋∗(r∣R, 푂푘) = 푓(R∣r, 푂푘)휋(r∣푂푘)
vienen dados en (4.9), 푞푘() viene deﬁnido en (4.13) y 푝() en (4.12).
En el caso de no aceptar el candidato, repetimos los pasos 1 y 2 hasta
aceptar un candidato para la fraccio´n de recombinacio´n y el orden, (r(푡), 푂(푡)).
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4.4. Ilustracio´n del me´todo
Para ilustrar el me´todo de ordenacio´n de tres marcadores, se proponen dos
situaciones:
∙ Una tripleta de la forma CD1C, consistente en un marcador codominante,
a continuacio´n otro dominante y en el otro extremo otro codominante, como
se puede ver esquema´ticamente a continuacio´n:
푀1(C)
푟1=0.02︷ ︸︸ ︷푀2(D1) 푟3=0.02︷ ︸︸ ︷︸ ︷︷ ︸
푟2=0.0392
푀3(C)
∙ Una tripleta de la forma CD1D2, en la que dos de los marcadores conti-
guos son dominantes en fase de repulsio´n, de forma que el mapa gene´tico es
ma´s complicado de estimar:
푀1(C)
푟1=0.02︷ ︸︸ ︷푀2(D1) 푟3=0.02︷ ︸︸ ︷︸ ︷︷ ︸
푟2=0.0392
푀3(D2)
Con el ﬁn de concluir de modo general sobre la eﬁciencia del me´todo de
ordenacio´n propuesto, en cada una de las situaciones mencionadas, se consi-
deran 500 muestras de taman˜o n= 200 (razonablemente grande para aportar
informacio´n“suﬁciente”de la inferencia), y sobre ellas se aplica la metodolog´ıa
descrita anteriormente. La longitud de las cadenas de Metropolis-Hastings es
de 100.000 (la computacio´n es ra´pida), con el ﬁn de garantizar convergencia.
Se obtiene, en cada muestra, las estimaciones y errores (posteriores) de
las fracciones de recombinacio´n 푟1, 푟2 y 푟3 conseguidas a partir de las distri-
buciones posteriores simuladas, as´ı como las probabilidades posteriores de los
o´rdenes posibles 푂1, 푂2 y 푂3. Asimismo concluiremos sobre el funcionamiento
del algoritmo de simulacio´n propuesto para la distribucio´n posterior de di-
chas fracciones de recombinacio´n. Los resultados se resumen en los siguientes
apartados.
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4.4.1. Tripleta C D1 C
∙ El funcionamiento del algoritmo de simulacio´n es razonable, atendiendo
a los porcentajes de salto:
mediana=55.39%, 3er cuartil= 58.44% y ma´ximo=66.73%
∙ La media y la desviacio´n t´ıpica de las medias posteriores de las fracciones
de recombinacio´n, aparecen en el Cuadro 4.3 :
푟1 = 0.02 푟2 = 0.0392 푟3 = 0.02
media ± sd media ± sd media ± sd
0.0236 ± 0.0093 0.0416 ± 0.0107 0.0226 ± 0.0092
Cuadro 4.3: Medias y desviaciones t´ıpicas de las medias posteriores.
∙ Las probabilidades posteriores de los o´rdenes posibles 푂1= CD1C, 푂2=
CCD1 y 푂3= CCD1 se muestran en la Figura 4.1













Figura 4.1: Diagrama de cajas para las estimas posteriores de los o´rdenes dados
los datos.
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4.4.2. Tripleta C D1 D2
∙ Del mismo modo, en este caso, el funcionamiento del algoritmo de simu-
lacio´n es razonable, atendiendo a los porcentajes de salto:
mediana=61.3%, 3er cuartil 64.31% y ma´ximo=69.49%
∙ La media y la desviacio´n t´ıpica de las medias posteriores de las fracciones
de recombinacio´n, aparecen en el Cuadro 4.4:
푟1 = 0.02 푟2 = 0.0392 푟3 = 0.02
media ± sd media ± sd media ± sd
0.0239 ± 0.0110 0.0400 ± 0.0110 0.0223 ± 0.0101
Cuadro 4.4: Medias y desviaciones t´ıpicas de las medias posteriores.
∙ Las probabilidades posteriores de los o´rdenes posibles 푂1= CD1D2, 푂2=
CD2D1 y 푂3= D2CD1 se muestran en la Figura 4.2.











Figura 4.2: Diagrama de cajas para las estimas posteriores de los o´rdenes dados
los datos.
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4.5. Conclusio´n
Las conclusiones que derivamos a trave´s de la aplicacio´n del me´todo de
ordenacio´n propuesto en las dos situaciones, son las siguientes:
∙ La probabilidad de salto en las cadenas MH es razonable: en torno al
60% en ambas situaciones.
∙ La variabilidad que se aprecia entre las estimaciones posteriores de las
fracciones de recombinacio´n es realmente pequen˜a (en te´rminos de desviacio-
nes t´ıpicas). Adema´s, dichas estimaciones resultan considerablemente precisas:
en pra´cticamente todos los casos presentados el valor real de 푟푖 queda a menos
de una desviacio´n t´ıpica de la estimacio´n media (promedio del valor esperado
de la distribucio´n posterior para las 500 muestras). Encontramos algo ma´s
problema´tica la estimacio´n de 푟3 para la situacio´n ma´s desfavorable CD1D2
en la que dicha distancia era la existente entre los marcadores dominantes en
fase de repulsio´n D1 y D2; en este caso, el valor real queda a 3 desviaciones
t´ıpicas del promedio.
∙ El orden real queda claramente identiﬁcado en la situacio´n CD1C, con
unas probabilidades posteriores superiores a 0.75 en ma´s de la mitad de las
500 muestras. Esta metodolog´ıa parece resolver con e´xito la estimacio´n de las
fracciones de recombinacio´n y la ordenacio´n conjunta de tripletas de marca-
dores fuertemente ligados, aun en el caso en que no son observables todos los
genotipos de uno de los marcadores (D1).
∙ Siguen sin obtenerse resultados satisfactorios en el caso extremo en que
no son observables todos los genotipos de dos de los marcadores de la tripleta,
como ocurre en la situacio´n CD1D2, en que a la vista de la Figura 4.2, no
llega a identiﬁcarse el orden real con una probabilidad posterior diferenciada
del resto de posibilidades de ordenacio´n. En esta situacio´n tampoco se estima
eﬁcientemente la fraccio´n de recombinacio´n entre los marcadores D1 y D2.
Cap´ıtulo 5
Ordenacio´n de tripletas de
marcadores. Simulacio´n
conjunta.
Con el objetivo de mejorar los problemas detectados en el cap´ıtulo an-
terior, se proponen algunas modiﬁcaciones sobre el algoritmo basado en la
modelizacio´n con mixturas.
5.1. Descripcio´n del algoritmo
Se considera ide´ntica notacio´n y el mismo mecanismo de simulacio´n des-
crito en el cap´ıtulo anterior.
Recordemos que si en una determinada iteracio´n se obten´ıa el vector
(r; 푂푘), en la siguiente iteracio´n se sorteaba un nuevo orden (modelo) 푂푘∗ , de
entre los o´rdenes posibles {푂1;푂2;푂3}, segu´n las probabilidades posteriores de
los modelos, vistas en (4.10) y se simulaba un vector candidato r(푘
∗), a parti-
cipar en la cadena Metropolis Hastings, utilizando una distribucio´n propuesta
(proposal) basada en 휋(r∣R, 푂푘) (ve´ase (4.9)).
En este cap´ıtulo se modiﬁcan las distribuciones proposal unidimensionales
para simular candidatos a entrar en la cadena MH para aproximar la distri-
bucio´n posterior de las fracciones de recombinacio´n 푟푘1 y 푟푘2 , sustituye´ndolas
por una distribucio´n bivariante, tambie´n basada en la verosimilitud. La dis-
tribucio´n proposal ahora es una Normal bivariada truncada en
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(0, 0.5), NormalT (푟푘1 , 푟푘2∣ 휇ˆ, 휎ˆ; 0, 0.5), centrada en la moda de la verosimili-
tud para 푟푘1 y 푟푘2 , L(), y con matriz de varianzas-covarianzas la inversa del
hessiano evaluada en dicha moda, donde
퐿(푟푘1 , 푟푘2∣푅) = 푀푢푙푡푖푛표푚푖푎푙(푅푘1∣푛; 휌푘1(푟푘1))⋅
푀푢푙푡푖푛표푚푖푎푙(푅푘2∣푛; 휌푘2(푟푘2))⋅
푀푢푙푡푖푛표푚푖푎푙(푅푘3∣푛; 휌푘3(푟푘1 + 푟푘2 − 2푟푘1푟푘2))
(5.1)
para las fracciones de recombinacio´n de los marcadores contiguos bajo el
orden 푂푘∗ , con el siguiente mapa gene´tico:
푀1
푟푘1︷ ︸︸ ︷푀2 푟푘2︷ ︸︸ ︷︸ ︷︷ ︸
푟푘3=푟푘1+푟푘2−2푟푘1푟푘2
푀3
El ca´lculo de la moda se realiza, como habitualmente, en te´rminos del
logaritmo de la verosimilitud, 푙(푟푘1 , 푟푘2∣푅).
Obtenido el vector candidato a entrar en la cadena, todo el procedimiento
descrito en el cap´ıtulo anterior se reproduce para simular las distribuciones
posteriores de las fracciones de recombinacio´n y de los o´rdenes.
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5.2. Ilustracio´n del me´todo
Como esta propuesta esta´ pensada para mejorar los resultados de esti-
macio´n de las fracciones de recombinacio´n y la ordenacio´n de marcadores
dominantes fuertemente ligados en fase de repulsio´n, la metodolog´ıa se ensaya
sobre la tripleta de marcadores ma´s problema´tica, con mapa gene´tico:
푀1(C)
푟1=0.02︷ ︸︸ ︷푀2(D1) 푟3=0.02︷ ︸︸ ︷︸ ︷︷ ︸
푟2=0.0392
푀3(D2)
Se consideran las mismas tablas que en el Cuadro 4.1 para construir las
expresiones de las logverosimilitudes conjuntas en funcio´n del orden obtenido
en el sorteo.
∙ As´ı, si en la nueva iteracio´n, el orden sorteado es:
푂1 ≡푀1(C)
푟1︷︸︸︷푀2(D1) 푟3︷︸︸︷︸ ︷︷ ︸
푟2
푀3(D2)
entonces 푟푘1 = 푟1, 푟푘2 = 푟3 y el logaritmo de la verosimilitud se expresa
segu´n:
푙(푟1, 푟3∣푅) ∝ 푅1,1,2 ⋅ 푙표푔(1− 푟21) +푅2,1,2 ⋅ 푙표푔(푟21) + ...
+푅6,1,2 ⋅ 푙표푔((1− 푟1)2)
+푅1,2,3 ⋅ 푙표푔(1− 푟23) +푅2,2,3 ⋅ 푙표푔(2 + 푟23)
+푅3,2,3 ⋅ 푙표푔(푟23) +푅4,2,3 ⋅ 푙표푔(1− 푟23)
+푅1,1,3 ⋅ 푙표푔((1− 푟2)2) +푅2,1,3 ⋅ 푙표푔(푟2(2− 푟2)) + ...
+푅6,1,3 ⋅ 푙표푔(1− 푟22) =
= 푅1,1,2 ⋅ 푙표푔(1− 푟21) +푅2,1,2 ⋅ 푙표푔(푟21) + ...
+푅6,1,2 ⋅ 푙표푔((1− 푟1)2)
+푅1,2,3 ⋅ 푙표푔(1− 푟23) +푅2,2,3 ⋅ 푙표푔(2 + 푟23)
+푅3,2,3 ⋅ 푙표푔(푟23) +푅4,2,3 ⋅ 푙표푔(1− 푟23)
+푅1,1,3 ⋅ 푙표푔((1− 푟1 − 푟3 + 2푟1푟3)2)
+푅2,1,3 ⋅ 푙표푔((푟1 + 푟3 − 2푟1푟3)(2− 푟1 − 푟3 + 2푟1푟3)) + ...
+푅6,1,3 ⋅ 푙표푔(1− (푟1 + 푟3 − 2푟1푟3)2),
(5.2)
siendo R=(푅1,2; 푅2,3; 푅1,3) y 푟2 = 푟1 + 푟3 − 2 ⋅ 푟1푟3.
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∙ Del mismo modo, si el orden sorteado es:
푂2 ≡푀1(C)
푟2︷︸︸︷푀3(D2) 푟3︷︸︸︷︸ ︷︷ ︸
푟1
푀2(D1)
entonces 푟푘1 = 푟2, 푟푘2 = 푟3 y el logaritmo de la verosimilitud se expresa
segu´n:
푙(푟2, 푟3∣푅) ∝ 푅1,1,3 ⋅ 푙표푔((1− 푟2)2) +푅2,1,3 ⋅ 푙표푔(푟2(2− 푟2)) + ...
+푅6,1,3 ⋅ 푙표푔(1− 푟22)
+푅1,2,3 ⋅ 푙표푔(1− 푟23) +푅2,2,3 ⋅ 푙표푔(2 + 푟23)
+푅3,2,3 ⋅ 푙표푔(푟23) +푅4,2,3 ⋅ 푙표푔(1− 푟23)
+푅1,1,2 ⋅ 푙표푔(1− 푟21) +푅2,1,2 ⋅ 푙표푔(푟21) + ...
+푅6,1,2 ⋅ 푙표푔((1− 푟1)2)
= 푅1,1,3 ⋅ 푙표푔((1− 푟2)2) +푅2,1,3 ⋅ 푙표푔(푟2(2− 푟2)) + ...
+푅6,1,3 ⋅ 푙표푔(1− 푟22)
+푅1,2,3 ⋅ 푙표푔(1− 푟23) +푅2,2,3 ⋅ 푙표푔(2 + 푟23)
+푅3,2,3 ⋅ 푙표푔(푟23) +푅4,2,3 ⋅ 푙표푔(1− 푟23)
+푅1,1,2 ⋅ 푙표푔(1− (푟2 + 푟3 − 2푟2푟3)2)
+푅2,1,2 ⋅ 푙표푔((푟2 + 푟3 − 2푟2푟3)2) + ...
+푅6,1,2 ⋅ 푙표푔((1− (푟2 + 푟3 − 2푟2푟3))2)
(5.3)
siendo R=(푅1,3; 푅2,3; 푅1,2) y 푟1 = 푟2 + 푟3 − 2 ⋅ 푟2푟3.
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∙ Por u´ltimo, si el orden sorteado es:
푂3 ≡푀3(D2)
푟2︷︸︸︷푀1(C) 푟1︷︸︸︷︸ ︷︷ ︸
푟3
푀2(D1)
entonces 푟푘1 = 푟2, 푟푘2 = 푟1 y el logaritmo de la verosimilitud se expresa
segu´n:
푙(푟2, 푟1∣푅) ∝ 푅1,1,3 ⋅ 푙표푔((1− 푟2)2) +푅2,1,3 ⋅ 푙표푔(푟2(2− 푟2)) + ...
+푅6,1,3 ⋅ 푙표푔(1− 푟22)
+푅1,1,2 ⋅ 푙표푔(1− 푟21) +푅2,1,2 ⋅ 푙표푔(푟21) + ...
+푅6,1,2 ⋅ 푙표푔((1− 푟1)2)
+푅1,2,3 ⋅ 푙표푔(1− 푟23) +푅2,2,3 ⋅ 푙표푔(2 + 푟23)
+푅3,2,3 ⋅ 푙표푔(푟23) +푅4,2,3 ⋅ 푙표푔(1− 푟23)
= 푅1,1,3 ⋅ 푙표푔((1− 푟2)2) +푅2,1,3 ⋅ 푙표푔(푟2(2− 푟2)) + ...
+푅6,1,3 ⋅ 푙표푔(1− 푟22)
+푅1,1,2 ⋅ 푙표푔(1− 푟21) +푅2,1,2 ⋅ 푙표푔(푟21) + ...
+푅6,1,2 ⋅ 푙표푔((1− 푟1)2)
+푅1,2,3 ⋅ 푙표푔(1− (푟2 + 푟1 − 2푟2푟1)2)
+푅2,2,3 ⋅ 푙표푔(2 + (푟2 + 푟1 − 2푟2푟1)2)
+푅3,2,3 ⋅ 푙표푔((푟2 + 푟1 − 2푟2푟1)2)
+푅4,2,3 ⋅ 푙표푔(1− (푟2 + 푟1 − 2푟2푟1)2)
(5.4)
siendo R=(푅1,3; 푅1,2; 푅2,3) y 푟3 = 푟2 + 푟1 − 2 ⋅ 푟2푟1.
A continuacio´n, para cada orden sorteado, presentamos las gra´ﬁcas de la
funcio´n de verosimilitud bivariante para 푟푘1 y 푟푘2 seguidas de las gra´ﬁcas de
las distribuciones Normales bivariantes que se utilizan para simular los can-
didatos MH para la distribucio´n posterior de las fracciones de recombinacio´n.
Las gra´ﬁcas se han particularizando para la siguiente muestra, que es bastante































Figura 5.1: Representacio´n, segu´n un a´ngulo de -45o, de las verosimilitudes biva-
riantes y de las Normales bivariantes que las aproximan, para cada uno de los 3
o´rdenes, en el intervalo (0,0.1).
Para obtener la moda de la verosimilitud bivariante, se ha utilizando la
funcio´n mle( ) del entorno R [62].
No´tese en la Figura 5.1, que no se aprecia la forma de la gra´ﬁca de la
Normal bivariante referente al orden 2. Sin embargo, si se ajusta la escala de
la representacio´n (Figura 5.2), se observa una gran varianza para la fraccio´n
de recombinacio´n 푟3 que repercute en la no convergencia del me´todo de si-
mulacio´n. Por este motivo, cuando se simula la distribucio´n posterior de las
fracciones de recombinacio´n, la cadena Metropolis Hastings se queda engan-
chada si se acepta un candidato de orden 2.




Figura 5.2: Representacio´n, segu´n un a´ngulo de -45o, de la Normal bivariante que
aproxima la verosimilitud bivariante referente al orden 2, en el intervalo (0,0.1).
Los resultados obtenidos tras simular una cadena de longitud 50000, para
la muestra especiﬁcada, son:
푟1= 0.02 푟2= 0.0392 푟3= 0.02 prob. prob. prob. prob.
media± sd media± sd media± sd salto MH orden 1 orden 2 orden 3
0.0272± 0.0088 0.0284± 0.0089 0.0016± 0.0080 0.0468 0.0480 0.9385 0.0134
Cuadro 5.1: Medias y desviaciones t´ıpicas posteriores de las simulaciones generadas
de la distribucio´n posterior con el algoritmo utilizado.
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5.3. Conclusiones
∙ Se conﬁaba en esta modiﬁcacio´n en la distribucio´n proposal, para simular
de la distribucio´n posterior de las fracciones de recombinacio´n, supondr´ıa una
mejora por el hecho de incluir en la modelizacio´n de la verosimilitud, toda
la informacio´n disponible sobre las frecuencias de recombinacio´n observadas
entre las tres parejas de marcadores que deﬁnen una tripleta. Sin embargo,
encontramos deﬁciencias graves con esta nueva modelizacio´n:
- La estimacio´n de 푟3 sigue siendo deﬁciente.
- Surgen problemas de la estimacio´n de los para´metros de la distribucio´n
proposal que se utiliza para el Orden 2, lo que provoca la no convergencia del
me´todo.
- En consecuencia, la probabilidad posterior del orden 2 (que no es el co-
rrecto), resulta pra´cticamente igual a 1, dejando anulados a los o´rdenes 1 (el
real) y 3.
∙ Como ya se sen˜alo´ en la discusio´n del Cap´ıtulo 3, en el caso de la combi-
nacio´n D1D2, el u´nico genotipo inequ´ıvocamente distinguible es el bbCC que
tiene asociada una frecuencia esperada de 0.25푟23 (Cuadro 3.8 o u´ltima tabla
del Cuadro 4.1). En este caso, cuando la distancia entre los dos marcadores es
pequen˜a, la frecuencia relativa esperada es pro´xima a cero, ya que la fraccio´n
de recombinacio´n se encuentra elevada al cuadrado. Por lo tanto, es necesario
un taman˜o de muestra elevado para que la frecuencia observada, 푅32,3, no sea
cero. Por ejemplo, para una distancia pro´xima a 1cM, la frecuencia esperada
del genotipo bbCC es de 0.000025, por lo que para taman˜os de muestra razo-
nables (en torno a 100 o 200 individuos) es muy probable que no se observe
ningu´n individuo de este tipo. De hecho, en los datos observados del ejemplo,
la frecuencia absoluta de esa combinacio´n es cero. Esto inﬂuye negativamente
en el ca´lculo de la verosimilitud y en el desarrollo de la metodolog´ıa.
∙ En deﬁnitiva, en los disen˜os 퐹2 en los que intervienen conjuntamente
marcadores dominantes y codominantes, se observan especialmente problemas
en el caso de marcadores estrechamente ligados en fase de repulsio´n (D1D2).
Cap´ıtulo 6
Ordenacio´n de tripletas de
marcadores. Simulacio´n
conjunta y Slice Sampler.
Generalizacio´n.
Como se acaba de ver en el cap´ıtulo anterior, el uso de la distribucio´n
Normal bivariada como distribucio´n propuesta (proposal) para simular frac-
ciones de recombinacio´n de los marcadores contiguos bajo un cierto orden,
no produce resultados satisfactorios. Sin embargo, nos parece acertado seguir
trabajando con verosimilitudes conjuntas que incluyen, de algu´n modo, toda
la informacio´n recogida por la muestra. As´ı pues, a continuacio´n se describe
un nuevo algoritmo de simulacio´n multipunto para tripletas de marcadores,
basado en una combinacio´n de los algoritmos Slice Sampler (Neal 2003 [56];
Robert y Casella 2013 [64]) y Metropolis-Hastings, en la que la distribucio´n
propuesta (proposal) es la propia logverosimilitud conjunta. El objetivo sigue
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6.1. Descripcio´n del algoritmo
Imaginemos que en la iteracio´n t-1 se obtiene de la cadena de simulacio´n
de la distribucio´n posterior 휋(r, 푂푘∣R) el vector (r(푡−1); 푂(푡−1)푘 ), donde 푂(푡−1)푘







representa las fracciones de recombinacio´n simuladas para las parejas de mar-




















Asumimos, igual que en el cap´ıtulo anterior, que 푟푘1 y 푟푘2 corresponden
a las fracciones de recombinacio´n de marcadores adyacentes, (tal y como se
muestra en el esquema anterior).
En la iteracio´n t , se sortea un orden, 푂
(푡)
푘 , que puede ser diferente al 푂
(푡−1)
푘 .
Se localiza el u´ltimo 푟˜ = (푟˜푘1 , 푟˜푘2 , 푟˜푘3) que entro´ en la cadena bajo ese mismo
orden 푂
(푡)
푘 y se considera:
푧 = 푙(푟˜푘1 , 푟˜푘2∣R)− 푒, 푒 ∼ 퐸푥푝표푛푒푛푐푖푎푙(1),
con l() el logaritmo de la funcio´n de verosimilitud, L(), de las fracciones
de recombinacio´n contiguas.





]× [L∗푘2 ,U∗푘2 ] ⊂ [0, 0.5]2,
susceptible de ser encogido para aproximarse ma´s eﬁcientemente a la dis-
tribucio´n objetivo. Recue´rdese que 푟푘∗3 se calculaba a trave´s de la funcio´n
푔(푟푘∗1 , 푟푘∗2 ) dependiente del tipo de marcadores (4.3). Es decir, en pseudoco´di-
go:
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Para i=1,2:
푢푖 ∼ 푈푛푖푓표푟푚푒(0, 1)









deﬁnida al inicio del algoritmo.
Repetir mientras (푧 < 푙(푟푘∗1 , 푟푘∗2 ∣R)):




+ 푢푖 ∗ (U∗푘푖 − L∗푘푖)
Se calcula la probabilidad de salto (prob.salto) del nuevo candidato, r*, a
entrar en la cadena Metropolis-Hastings mediante (4.14)
Se simula 푢 ∼ 푈푛푖푓표푟푚푒(0, 1) y si 푢 < 푝푟표푏.푠푎푙푡표 se acepta en la cadena
el nuevo vector (r
(푡)
푘 ;푂푘)
En caso de que el candidato r* no sea ma´s veros´ımil que el anterior r˜,
(incorporado en la cadena de simulacio´n para ese mismo orden) se encoge el
recinto y se simula un nuevo candidato. No´tese que si se produce un enco-
gimiento sucesivo, esto puede dar lugar a un recinto con un u´nico punto no
satisfactorio, en cuyo caso se iniciar´ıa de nuevo la iteracio´n t sorteando un
nuevo orden.
6.2. Ilustracio´n del me´todo y discusio´n
Para poner en marcha el algoritmo se considera la misma muestra de 200
individuos que se utilizo´ para ejempliﬁcar la metodolog´ıa aplicada en el cap´ıtu-
lo anterior. Es decir, la muestra extra´ıda de una poblacio´n con mapa gene´tico:
푀1(C) ︸ ︷︷ ︸
푟1=0.02





cuyas frecuencias de recombinacio´n observadas se recuerdan en las siguien-
tes tablas:
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En este caso, las probabilidades posteriores de los ordenes dados los datos
son (0.52165247︸ ︷︷ ︸
표푟푑푒푛1=퐴퐵퐶
, 0.03459091︸ ︷︷ ︸
표푟푑푒푛2=퐴퐶퐵
, 0.03475662︸ ︷︷ ︸
표푟푑푒푛3=퐶퐴퐵
)
Recue´rdese que las gra´ﬁcas de las tres verosimilitudes bivariantes segu´n
los o´rdenes posibles aparecen en la Figura 5.1.
Tras un estudio sobre la sensibilidad del algoritmo respecto a valores inicia-
les considerablemente diferentes, se concluye la convergencia al mismo punto.
Adema´s, se comprueba que los candidatos son aceptados en la misma propor-
cio´n que indican las probabilidades posteriores de los o´rdenes, por lo que la
convergencia del algoritmo no dependen de los valores iniciales.
As´ı pues, utilizando, por ejemplo, como valores iniciales rini=c(0.01480452,
0.02757598, 0.02669249), se obtienen los siguientes resultados como medias y
desviaciones t´ıpicas posteriores de una cadena de longitud 50.000:
푟1=0.02 푟2=0.0392 푟3=0.02 prob. prob. prob.
media ± sd media ± sd media ± sd orden 1 orden 2 orden 3
0.0194 ± 0.0100 0.0456 ± 0.0144 0.0432 ± 0.0238 0.5233 0.0338 0.4429
No´tese que a diferencia de las metodolog´ıas utilizadas en los dos cap´ıtulos
anteriores, no se ofrecen resultados sobre los porcentajes de salto ya que cada
iteracio´n produce una nueva simulacio´n.
Tras los resultados obtenidos se observa que el proceso de simulacio´n evita
pra´cticamente la inclusio´n en la cadena de candidatos que provienen del orden
con menor probabilidad. Sin embargo, no es capaz de moderar la interferencia
que existe entre los dos o´rdenes ma´s probables de los cuales procede la mues-
tra. Esto inﬂuye de manera negativa en la estima de la media posterior de
las fracciones de recombinacio´n y en consecuencia sobre la ordenacio´n de los
marcadores del mapa gene´tico. Quiza´s ser´ıa necesario investigar modiﬁcacio-
nes sobre la expresio´n que determina la probabilidad de salto de una iteracio´n
a la iteracio´n siguiente.
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6.3. Generalizacio´n a ma´s de tres marcadores
Una vez vistos los resultados para tripletas, se propone aplicar la metodo-
log´ıa descrita anteriormente, para la ordenacio´n de cuatro marcadores.
Para ejempliﬁcar este problema, se van a considerar 4 muestras de 3 po-
blaciones deﬁnidas por 4 marcadores y de cada una de ellas se va a calcular
la probabilidad posterior de los o´rdenes de los que procede cada muestra uti-
lizando integracio´n nume´rica mediante cuadratura gaussiana. No´tese que en
los tres u´ltimos cap´ıtulos se ha trabajado con tripletas de marcadores que
determinaban tan so´lo 3 o´rdenes posibles. Sin embargo, cuando el mapa ge-
ne´tico se compone de 4 marcadores, aumenta a 12 o´rdenes posibles. Estos son:
Orden1 푀1 푀2 푀3 푀4
Orden2 푀1 푀2 푀4 푀3
Orden3 푀1 푀3 푀2 푀4
Orden4 푀1 푀3 푀4 푀2
Orden5 푀1 푀4 푀2 푀3
Orden6 푀1 푀4 푀3 푀2
Orden7 푀2 푀1 푀3 푀4
Orden8 푀2 푀1 푀4 푀3
Orden9 푀2 푀3 푀1 푀4
Orden10 푀2 푀4 푀1 푀3
Orden11 푀3 푀1 푀2 푀4
Orden12 푀3 푀2 푀1 푀4
Recordamos que, en un mapa gene´tico con m marcadores se deﬁnen 푚!
2
o´rdenes posibles.
Con el ﬁn de no extraer conclusiones basadas en una u´nica muestra, se
consideran 4 muestras de 200 individuos extra´ıdas independientemente de una
poblacio´n cuyo mapa gene´tico tiene todos los marcadores codominantes:
푟5︷ ︸︸ ︷
푀1(C) ︸ ︷︷ ︸
푟1=0.017158
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Para cada una de las 4 muestras se calculan, mediante cuadratura Gausi-
na, las probabilidades posteriores de los o´rdenes posibles, que se muestran en
el Cuadro 6.1:
휋(푂푖∣푅) muestra1 muestra2 muestra3 muestra4
Orden1 0.76705 0.58094 0.69473 0.77566
Orden2 0.02688 0.11288 0.02949 0.04054
Orden3 0.00000 0.00293 0.00000 0.00000
Orden4 0.01757 0.09141 0.00273 0.01839
Orden5 0.00000 0.00068 0.00000 0.00000
Orden6 0.03528 0.19299 0.00331 0.02900
Orden7 0.07803 0.00642 0.22557 0.04601
Orden8 0.05473 0.00800 0.01446 0.03252
Orden9 0.00000 0.00000 0.00000 0.00000
Orden10 0.00000 0.00000 0.00000 0.00000
Orden11 0.00726 0.00137 0.01346 0.02169
Orden12 0.01320 0.00236 0.01626 0.03619
Cuadro 6.1: Estimaciones posteriores de los o´rdenes obtenidas con integracio´n nu-
me´rica mediante cuadratura gaussiana.
Aunque hay diferencias entre las probabilidades estimadas, como se puede
ver, no existe lugar a dudas del orden asumido para simularlas.
Consideremos ahora las mismas 4 muestras que en el caso anterior, so´lo que
codiﬁcadas de manera que los marcadores del mapa gene´tico ya no son todos
codominantes. En particular, se codiﬁcan las 4 muestras como si se hubiesen
extra´ıdo de una poblacio´n con el siguiente mapa gene´tico:
푟5︷ ︸︸ ︷
푀1(D1) ︸ ︷︷ ︸
푟1=0.017158
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En este caso, las probabilidades posteriores de los o´rdenes se estiman en
el siguiente cuadro:
휋(푂푖∣푅) muestra1 muestra2 muestra3 muestra4
Orden1 0.00277 0.01579 0.00760 0.02196
Orden2 0.00005 0.00077 0.00565 0.00084
Orden3 0.00014 0.01174 0.00001 0.00431
Orden4 0.08284 0.02804 0.05339 0.01956
Orden5 0.00001 0.00531 0.00023 0.00158
Orden6 0.29529 0.30938 0.14864 0.19842
Orden7 0.36091 0.01554 0.38028 0.12704
Orden8 0.19630 0.08761 0.38845 0.20218
Orden9 0.04247 0.45251 0.00157 0.36390
Orden10 0.01479 0.06656 0.00643 0.03641
Orden11 0.00135 0.00020 0.00254 0.00152
Orden12 0.00307 0.00654 0.00522 0.02229
Cuadro 6.2: Estimaciones posteriores de los o´rdenes obtenidas con integracio´n nu-
me´rica mediante cuadratura gaussiana.
No´tese que el orden que obtiene mayor probabilidad posterior no coincide
en ningu´n caso con el verdadero orden de los marcadores en la poblacio´n,
que es el Orden1. Si en este caso aplica´ramos los algoritmos de simulacio´n
propuestos en los u´ltimos tres cap´ıtulos, es de esperar que las cadenas de
simulacio´n incluir´ıan esencialmente fracciones de recombinacio´n procedentes
de marcadores ordenados de forma incorrecta.
Por u´ltimo, modiﬁcamos el mapa gene´tico anterior eliminando su primer
marcador, que es dominante, y an˜adimos en la cola un marcador codominante
como aparece a continuacio´n:
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푟5︷ ︸︸ ︷
푀1(C) ︸ ︷︷ ︸
푟1=0.030935










En este caso, las probabilidades posteriores de los o´rdenes calculadas con
cuadratura gaussiana son:
휋(푂푖∣푅) muestra1 muestra2 muestra3 muestra4
Orden1 0.82319 0.91542 0.71422 0.94890
Orden2 0.00000 0.00004 0.00001 0.00009
Orden3 0.17658 0.07674 0.28432 0.03983
Orden4 0.00000 0.00002 0.00001 0.00002
Orden5 0.00000 0.00000 0.00000 0.00000
Orden6 0.00000 0.00000 0.00000 0.00000
Orden7 0.00007 0.00253 0.00070 0.00460
Orden8 0.00000 0.00000 0.00000 0.00000
Orden9 0.00001 0.00015 0.00001 0.00007
Orden10 0.00000 0.00000 0.00000 0.00000
Orden11 0.00008 0.00275 0.00067 0.00290
Orden12 0.00007 0.00235 0.00006 0.00360
Cuadro 6.3: Estimaciones posteriores de los o´rdenes obtenidas con integracio´n nu-
me´rica mediante cuadratura gaussiana.
El orden correcto obtiene la probabilidad ma´s alta en las 4 muestras.
Como hemos podido comprobar con estas tres poblaciones, y como ya ad-
virtieron Mester et al. (2003) [53] la proporcio´n de marcadores dominantes
en fase de repulsio´n en el mapa gene´tico inﬂuye de forma negativa en la or-
denacio´n deﬁnitiva de los marcadores. Quiza´s por ese mismo motivo se ve
afectada la estima de las probabilidades posteriores de los o´rdenes, hacie´ndose
extensible a todo el proceso de simulacio´n.
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Por la experiencia adquirida sobre el comportamiento de las estimas basa-
das en so´lo tres marcadores, se concluye que, desde el punto de vista pra´ctico,
se obtendr´ıan mejores resultados si se estimara un mapa gene´tico preliminar,
eliminando alguno de los dos marcadores de la pareja estrechamente ligada
D1D2 o D2D1 y disen˜ar una estrategia para su ﬁnal incorporacio´n al mapa.
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Cap´ıtulo 7
Ordenacio´n basada en los
marcadores codominantes
Como se ha visto en los u´ltimos cap´ıtulos, basar la ordenacio´n de marca-
dores en las probabilidades posteriores de sus o´rdenes y en la estimacio´n de
sus distancias entre s´ı, conduce a serios problemas cuando en el mapa gene´tico
de un disen˜o 퐹2 aparecen marcadores contiguos estrechamente ligados en fase
de repulsio´n.
Por otra parte, Knapp et al (1995) [39], en su estudio sobre la estimacio´n
de las fracciones de recombinacio´n entre marcadores dominantes, recomienda
crear dos mapas por separado de manera que en cada uno de ellos los marcado-
res so´lo se relacionen en fase acoplamiento. Mester et al. (2003) [53] analizaron
que cuando todos los marcadores dominantes esta´n en fase de acoplamiento,
la proporcio´n de marcadores dominantes y codominantes no ten´ıa un grave
efecto en la calidad de la ordenacio´n. Sin embargo, con marcadores dominan-
tes en fase de repulsio´n el resultado era bien diferente. Cuanto ma´s alta era
la proporcio´n de marcadores en fase de repulsio´n, menor era la calidad de la
ordenacio´n. De ese modo, justiﬁcaron un algoritmo ideado en varias fases en
el que propon´ıan la divisio´n y ordenacio´n de los marcadores en dos grupos,
ambos en fase de acoplamiento, segu´n recomendaban Knapp et al (1995) [39],
para despue´s integrarlos en un u´nico mapa global. Reconocieron que el resul-
tado pod´ıa tener diﬁcultades motivadas por perturbaciones que afectaran a los
mapas locales y al global y/o si la densidad de marcadores codominantes com-
partidos entre los mapas locales era relativamente baja. Posteriormente, Jasen
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(2009) [33] apunto´ que los enfoques en los que los marcadores codominantes
se comparten en dos mapas locales, asumen que los marcadores codominantes
carecen de errores. Supuesto que en la pra´ctica no es as´ı.
Segu´n los resultados experimentales vistos hasta el momento, parece ade-
cuado que, durante el proceso de ordenacio´n, se ofrezca mayor peso a las
estimas de las fracciones de recombinacio´n que se obtienen entre marcadores
codominantes, ya que se ha comprobado que son las ma´s precisas y ﬁables.
As´ı pues, siguiendo la idea de separar los marcadores en dos grupos, en este
cap´ıtulo, se disen˜a una estrategia basada en la construccio´n de un mapa ge-
ne´tico preliminar de marcadores codominantes y la posterior incorporacio´n de
los marcadores dominantes uno a uno. Esta nueva estrategia de ordenacio´n
se va a acompan˜ar de una forma ma´s eﬁcaz de reproducir las distribuciones
posteriores de las fracciones de recombinacio´n entre marcadores.
7.1. Descripcio´n del algoritmo
Como ya se ha comentado en cap´ıtulos anteriores, el uso de la distribucio´n
normal como distribucio´n pivote para simular de las distribuciones posteriores
de las fracciones de recombinacio´n mediante Metropolis-Hastings, no produce
estimas precisas en el caso de parejas de marcadores dominantes cercanos,
especialmente en las del tipo D1D2 o D2D1.
Con el objetivo de mejorar las estimas posteriores de las fracciones de re-
combinacio´n, vamos a emplear para simular el programa Winbugs [51] bajo el
entorno R [62]. Una de las ventajas ma´s destacables es que la simulacio´n se lle-
va a cabo de forma simpliﬁcada mediante algoritmos optimizados, por lo que
las cadenas de Markov ﬁnalizan con mayor rapidez. Adema´s, tras el proceso
de simulacio´n, se obtiene informacio´n detallada que permite valorar co´moda-
mente cuestiones como la convergencia de la cadena. La desventaja es que
cualquier modiﬁcacio´n sobre el funcionamiento del algoritmo de simulacio´n es
limitada.
La modelizacio´n propuesta en este cap´ıtulo es similar a la empleada en
el Cap´ıtulo 3. La funcio´n de probabilidad de los datos, dada la fraccio´n de
recombinacio´n entre los marcadores i y j, 푟푖,푗, se detalla en (3.12).
Como distribucio´n a priori de 푟푖,푗 se sigue utilizando una distribucio´n Beta
truncada en [0, 휀], con 휀 = 0.5. Es decir,
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휋(푟푖,푗) ∼ 퐵푒푡푎푇 (훼, 훽; 휀),
con 훼 = 훽 = 1
Una vez introducida la modelizacio´n en Winbugs [51], el programa produce
simulaciones de la distribucio´n posterior para las fracciones de recombinacio´n,
utilizando los algoritmos optimizados de Gibbs Sampling y Slice Sampler de
WinBugs [51]. Gibbs Sampling se ocupa de saltar de un para´metro a otro,
mientras que Slice Sampler proporciona las simulaciones de la distribucio´n
posterior de cada uno de los para´metros. No´tese que en este caso, la cade-
na de simulacio´n de fracciones de recombinacio´n se compone u´nicamente de
candidatos, todos diferentes, que acepta el algoritmo.
En deﬁnitiva, tras el proceso de simulacio´n se obtiene una cadena {푟(푡)}푛푠푖푚푡=1 ,
de longitud nsim, que representa la distribucio´n posterior de las fracciones
de recombinacio´n de cada pareja de marcadores independientes. Es decir,
푟(푡) = {푟(푡)푖,푗 }푖=1,..., 푚−1; 푗=푖+1,..., 푚; 푡=1,..., 푛푠푖푚, con 푟푖,푗 la estimacio´n de la frac-
cio´n de recombinacio´n entre los marcadores i y j.
Imaginemos que se desea estimar un mapa gene´tico con una estructura
de m marcadores, de los cuales 푚푐 son codominantes y 푚푑 dominantes (m=
푚푐+푚푑).





donde 푠푑푘,푙 representa la desviacio´n t´ıpica de la distribucio´n posterior de
la fraccio´n de recombinacio´n entre el marcador dominante 푀푘 y el marcador
codominante 푀푙.
Para dar mayor ﬁabilidad a la construccio´n del mapa y entendiendo que
una mayor precisio´n va vinculada a una mayor ﬁabilidad, de menor a mayor
푠푘, se confecciona un “ranking” de los marcadores dominantes. Es decir, el
marcador dominante con menor 푠푘 es el primero en el “ranking” y el marcador
dominante con mayor 푠푘 es el u´ltimo en el “ranking”.
Tras haber obtenido {푟(푡)}푛푠푖푚푡=1 y el“ranking”de los marcadores dominantes,
comienza la fase de ordenacio´n de los m marcadores en cada iteracio´n. No´tese
que el“ranking”de los marcadores dominantes es independiente de la iteracio´n,
t, ya que esta´ basado en la desviacio´n t´ıpica de la distribucio´n posterior de
cada fraccio´n de recombinacio´n,
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En cada iteracio´n, t, se construye un mapa preliminar u´nicamente con los
푚푐 marcadores codominantes, basado en sus distancias mı´nimas (SARF ), me-
diante el algoritmo explicado en el Cap´ıtulo 3. Por lo tanto, en cada iteracio´n,
el mapa preliminar resultante, puede ser diferente, aunque esta´n involucrados
los mismos 푚푐 marcadores codominantes.
Seguidamente, se incorporan al mapa preliminar, uno a uno, los 푚푑 mar-
cadores dominantes segu´n el “ranking” confeccionado.
La ubicacio´n de cada marcador dominante se establece segu´n los siguientes
pasos:
1. Se selecciona el marcador codominante del mapa preliminar, 푀∗푙 , ma´s
pro´ximo al candidato dominante, 푀∗푘 , (segu´n el “ranking”), en te´rminos de
fracciones de recombinacio´n, que servira´ de referente para ubicar al dominante
en el mapa. Es decir,
푀∗푙 = {푀푗 codominante / 푟푘,푙 = 푚푖푛{{푟(푡)푘,푗}∀ 푀푗 codominante}}
2. Se considera el marcador codominante del mapa preliminar, 푀∗∗푙 , ma´s
pro´ximo al referente 푀∗푙 , en te´rminos de fracciones de recombinacio´n.
Las posibilidades a tener en cuenta son:
a) 푀∗∗푙 es anterior a 푀
∗





b) 푀∗푙 es anterior a 푀
∗∗





En ambos casos, el candidato, 푀∗푘 , se ubica a la izquierda o bien a la









Esta localizacio´n se establece en funcio´n de si la fraccio´n de recombinacio´n
estimada entre los dos marcadores codominantes 푀∗푙 y푀
∗∗
푙 es mayor o menor
que la fraccio´n de recombinacio´n estimada entre푀∗푘 y푀
∗∗
푙 . La localizacio´n del
marcador dominante candidato a entrar en el mapa, no tiene conﬂicto con los
dominantes ya introducidos (respecto a ese referente) porque, de todos ellos,
se conoce a que´ lado fueron colocados y adema´s que hab´ıan sido ma´s pro´ximos
al referente que el propio candidato.
Los pasos del 1 y 2 se repiten hasta que se introducen todos los mar-
cadores en el mapa. A continuacio´n, para comprobar posibles mejoras sobre
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el orden obtenido, se proponen variaciones sobre la localizacio´n de marcado-
res contiguos como son permutaciones de parejas de marcadores, tripletas y
cuatripletas en busca de mapas con mı´nimo SARF.
Una vez ﬁnalizado el proceso ordenacio´n, se obtiene la cadena de orde-
naciones, {푂(푡)}푛푠푖푚푡=1 . Del mismo modo que suced´ıa en el Cap´ıtulo 3, aquella
ordenacio´n de marcadores que se repite ma´s veces en la cadena de ordenacio-
nes, es considerada la estimacio´n ma´s probable del mapa y su probabilidad
asociada coincide con la proporcio´n de veces que aparece en la cadena. Los
siguientes modelos tendra´n asociadas probabilidades menores. A continuacio´n
se lleva a cabo la conversio´n de las fracciones de recombinacio´n a distancias
multipunto dado el orden obtenido por los marcadores, en cada iteracio´n,
obteniendo as´ı, la distribucio´n posterior de distancias multipunto entre cada
pareja de marcadores, i y j, {푑(푡)}푛푠푖푚푡=1 .
7.2. Resultados y conclusiones
A continuacio´n, se ofrece una comparativa de los resultados obtenidos con
la estrategia utilizada en el Cap´ıtulo 3, basada en la ordenacio´n conjunta de
los marcadores dominantes y codominantes con mı´nimo SARF, con la nueva
propuesta, en la que se ordenan primero los marcadores codominantes y se
introducen posteriormente los marcadores dominantes.
Para comparar los resultados de ambos algoritmos se ha disen˜ado una
nueva poblacio´n 퐹2 deﬁnida por 8 marcadores, cuyo mapa gene´tico aparece
en la Figura 1.11. El tipo considerado para cada marcador se especiﬁca en el
siguiente esquema:
푀1(C) 푀2(D2) 푀3(D1) 푀4(D1) 푀5(C) 푀6(D1) 푀7(D2) 푀8(C)
El disen˜o de este nuevo mapa gene´tico, para ensayar la nueva metodolo-
g´ıa, quedara´ justiﬁcada al inicio del Cap´ıtulo 9. Con el objetivo de no basar
nuestras conclusiones en el resultado respecto una u´nica muestra, de esta po-
blacio´n se extraen 5 muestras con un taman˜o de 200 individuos. Para cada
una de ellas, se simula la distribucio´n posterior de las fracciones de recombi-
nacio´n entre cada pareja de marcadores utilizando Winbugs [51]. La longitud
de las cadenas se ha ﬁjado en nsim=3000 desechando las 1000 primeras (bur-
ning=1000). Tras comprobar la convergencia y estabilidad de la cadena, se
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aplican las dos estrategias de ordenacio´n, que llamamos de forma simpliﬁcada
“Orden (Cap.3)” y “Orden (Cap.7)”. En los siguientes cuadros se resumen las
10 estimaciones ma´s probables del mapa gene´tico (modelos) junto con la pro-
babilidad obtenida con cada estrategia y se sen˜ala en negrita el modelo que
coincide con el verdadero mapa gene´tico.
Muestra 1 Orden (Cap.3) Prob Orden (Cap.7) Prob
Modelo 1 1 2 6 5 4 3 7 8 0.0790 1 2 3 4 5 6 7 8 0.1820
Modelo 2 1 2 3 4 5 6 7 8 0.0730 1 2 3 6 4 5 7 8 0.1120
Modelo 3 1 2 3 4 6 5 7 8 0.0395 1 2 3 5 4 6 7 8 0.1110
Modelo 4 1 2 6 5 3 4 7 8 0.0285 1 2 3 6 5 4 7 8 0.0530
Modelo 5 1 3 2 6 5 4 7 8 0.0230 1 2 3 4 5 7 6 8 0.0430
Modelo 6 1 2 6 4 5 3 7 8 0.0230 1 2 3 4 6 5 7 8 0.0385
Modelo 7 1 3 2 4 5 6 7 8 0.0225 1 2 3 5 6 4 7 8 0.0315
Modelo 8 1 2 4 6 5 3 7 8 0.0210 1 2 3 7 6 4 5 8 0.0310
Modelo 9 1 2 4 3 5 6 7 8 0.0210 1 2 3 5 4 7 6 8 0.0300
Modelo 10 1 2 6 4 3 5 7 8 0.0205 1 2 7 3 4 5 6 8 0.0295
Muestra 2 Orden (Cap.3) Prob Orden (Cap.7) Prob
Modelo 1 1 2 3 4 6 5 7 8 0.1045 1 2 3 5 6 4 7 8 0.1115
Modelo 2 1 2 3 7 5 6 4 8 0.0690 1 2 3 5 6 7 4 8 0.0820
Modelo 3 1 2 3 4 5 6 7 8 0.0470 1 2 3 7 5 6 4 8 0.0705
Modelo 4 1 2 6 5 4 3 7 8 0.0465 1 2 3 4 5 6 7 8 0.0600
Modelo 5 1 2 3 7 6 5 4 8 0.0395 1 2 3 7 6 5 4 8 0.0540
Modelo 6 1 2 6 5 7 3 4 8 0.0355 1 2 5 6 4 7 3 8 0.0510
Modelo 7 1 2 4 3 7 5 6 8 0.0330 1 2 3 6 5 4 7 8 0.0495
Modelo 8 1 2 3 4 7 5 6 8 0.0320 1 2 3 4 6 5 7 8 0.0410
Modelo 9 1 2 4 3 6 5 7 8 0.0290 1 2 5 6 7 4 3 8 0.0375
Modelo 10 1 2 3 7 4 5 6 8 0.0280 1 2 3 6 5 7 4 8 0.0335
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Muestra 3 Orden (Cap.3) Prob Orden (Cap.7) Prob
Modelo 1 1 2 3 4 5 6 7 8 0.2400 1 2 3 4 5 6 7 8 0.2650
Modelo 2 1 2 3 4 5 7 6 8 0.0980 1 2 3 5 4 6 7 8 0.1785
Modelo 3 1 2 3 4 6 5 7 8 0.0610 1 2 3 4 5 7 6 8 0.0885
Modelo 4 1 2 3 5 4 7 6 8 0.0590 1 2 3 5 4 7 6 8 0.0625
Modelo 5 1 2 3 5 4 6 7 8 0.0510 1 8 7 6 5 4 3 2 0.0345
Modelo 6 1 2 3 4 5 6 8 7 0.0470 1 8 7 6 4 5 3 2 0.0315
Modelo 7 1 2 3 6 5 4 7 8 0.0460 1 2 5 4 6 7 3 8 0.0240
Modelo 8 1 2 3 4 7 5 6 8 0.0450 1 2 3 6 4 5 7 8 0.0205
Modelo 9 1 2 3 6 4 5 7 8 0.0250 1 2 3 5 6 4 7 8 0.0160
Modelo 10 1 2 3 5 6 4 7 8 0.0240 1 2 5 4 6 3 7 8 0.0155
Muestra 4 Orden (Cap.3) Prob Orden (Cap.7) Prob
Modelo 1 1 2 3 4 5 6 7 8 0.1675 1 2 3 4 5 6 7 8 0.1905
Modelo 2 1 2 3 4 6 5 7 8 0.1130 1 2 3 4 6 5 7 8 0.1650
Modelo 3 1 2 6 5 3 4 7 8 0.0845 1 2 3 6 4 5 7 8 0.1020
Modelo 4 1 2 4 3 5 6 7 8 0.0635 1 2 3 5 6 4 7 8 0.0420
Modelo 5 1 2 4 3 6 5 7 8 0.0525 1 8 7 6 5 4 3 2 0.0360
Modelo 6 1 3 4 2 6 5 7 8 0.0390 1 2 3 6 5 4 7 8 0.0340
Modelo 7 1 2 3 5 6 4 7 8 0.0295 1 2 4 3 6 5 7 8 0.0255
Modelo 8 1 2 3 6 5 4 7 8 0.0260 1 2 3 5 4 6 7 8 0.0220
Modelo 9 1 2 6 3 4 5 7 8 0.0210 1 2 3 7 4 6 5 8 0.0215
Modelo 10 1 2 6 8 7 5 4 3 0.0180 1 8 7 5 6 4 3 2 0.0180
Muestra 5 Orden (Cap.3) Prob Orden (Cap.7) Prob
Modelo 1 1 2 6 5 4 3 7 8 0.0750 1 2 3 6 4 5 7 8 0.1875
Modelo 2 1 2 3 4 5 6 7 8 0.0645 1 2 3 4 5 6 7 8 0.1810
Modelo 3 1 2 3 4 6 5 7 8 0.0540 1 2 3 5 4 6 7 8 0.0575
Modelo 4 1 2 3 6 4 5 7 8 0.0415 1 2 3 4 6 5 7 8 0.0480
Modelo 5 1 2 4 5 6 3 7 8 0.0390 1 2 3 6 5 4 7 8 0.0455
Modelo 6 1 2 6 4 5 3 7 8 0.0385 1 2 3 4 5 7 6 8 0.0410
Modelo 7 1 2 3 6 5 4 7 8 0.0345 1 2 4 5 6 7 3 8 0.0320
Modelo 8 1 2 3 5 4 6 7 8 0.0330 1 2 3 7 6 4 5 8 0.0265
Modelo 9 1 2 3 5 6 4 7 8 0.0215 1 2 5 4 6 7 3 8 0.0225
Modelo 10 1 2 6 3 4 5 7 8 0.0215 1 2 6 3 4 5 7 8 0.0200
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En funcio´n de los resultados, parece que se obtiene una pequen˜a mejora
con el nuevo me´todo de ordenacio´n. En todas las muestras, es ma´s alta la
proporcio´n de veces que se estima el modelo correcto utilizando la nueva es-
trategia que utilizando la estrategia del Cap´ıtulo 3. Por otra parte, para cada
muestra, los dos algoritmos clasiﬁcan el modelo correcto de forma similar. Por
ejemplo, se puede ver que si en la primera muestra se obtiene mejor resultado
con el nuevo me´todo, ya que el modelo correcto aparece en primera posicio´n,
en la segunda muestra se obtiene mejor clasiﬁcacio´n con el viejo me´todo, aun-
que en este caso los modelos ma´s probables no coinciden con el correcto. En
deﬁnitiva, aunque los resultados anteriores muestran una t´ımida mejora, la
probabilidad sigue siendo baja y por lo tanto, la metodolog´ıa disen˜ada no
cumple con las expectativas.
Cap´ıtulo 8
Ordenacio´n basada en la
informacio´n de todos los
marcadores
Segu´n los resultados obtenidos en el trascurso de los cap´ıtulos anteriores,
se hace evidente la necesidad de desarrollar un procedimiento de estimacio´n
y ordenacio´n que involucre la informacio´n que proporcionan todos los mar-
cadores conjuntamente, tanto codominantes como dominantes. As´ı pues, a
continuacio´n se desarrolla un nuevo algoritmo de ordenacio´n ma´s exhaustivo
que los ensayados hasta el momento.
8.1. Descripcio´n del algoritmo
Se disen˜a un proceso de estimacio´n de mapas gene´ticos que consta de 2
pasos. En primer lugar, simulacio´n de la distribucio´n posterior de las frac-
ciones de recombinacio´n y en segundo lugar, ordenacio´n de los marcadores
conjuntamente con la correccio´n de las distancias multipunto.
La modelizacio´n se lleva a cabo en ide´nticos te´rminos que en el Cap´ıtulo 3 y
7. De nuevo, simular de la distribucio´n posterior de r* = (푟1,2, 푟1,3, ..., 푟푚−1,푚, )
es equivalente a simular independientemente de la distribucio´n posterior de
cada fraccio´n de recombinacio´n, 푟푖,푗, dado el vector de frecuencias de recom-
binacio´n Ri,j que determina cada pareja distinta de marcadores 푀푖 y 푀푗.
Se simula a trave´s de la combinacio´n entre los algoritmos Gibbs Sampling y
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Slice Sampler implementada en el programa OpenBugs [75] y se obtiene la
cadena de simulacio´n {푟(푡)}푛푠푖푚푡=1 , que representa la distribucio´n posterior de
las fracciones de recombinacio´n para cada pareja de marcadores. No´tese que
la cadena consta de nsim ﬁlas o iteraciones y m(m-1)/2 columnas o parejas
de marcadores, siendo m el nu´mero de marcadores del mapa gene´tico.
A continuacio´n se lleva a cabo la ordenacio´n de los marcadores en cada
iteracio´n, t, de la cadena, a trave´s del siguiente algoritmo de ordenacio´n:
Se seleccionan los dos marcadores cuya fraccio´n de recombinacio´n se deter-
mina como ma´s precisa, en funcio´n de la desviacio´n t´ıpica de la distribucio´n
posterior de fracciones de recombinacio´n,
푚푎푝푎 = {(푀푘,푀푙)/ 푠푑푘,푙 = 푚푖푛{{푠푑푖,푗}푖=1,...,푚−1;푗=푖+1,...,푚}}
donde 푠푑푖,푗 recordemos que es la desviacio´n t´ıpica de la distribucio´n pos-
terior entre el marcador dominante 푀푖 y el codominante 푀푗, y con ellos se
inicia el mapa, insertando el resto de marcadores segu´n los pasos que se indica
a continuacio´n:
1. De todos los marcadores restantes, se consideran candidatos a entrar en
el mapa so´lo aquellos ma´s cercanos a los que ya esta´n incluidos en el mapa.
Es decir, que tienen una fraccio´n de recombinacio´n estimada con los que ya
esta´n incluidos en el mapa, menor o igual a 0.3 cM.
푐푎푛푑푖푑푎푡표푠 = {푀푖 /∈ 푚푎푝푎/ 푟푖,푗 < 0.3, ∀ 푀푗 ∈ 푚푎푝푎}
Y de ellos, se selecciona aquel cuyas fracciones de recombinacio´n, con el
resto de marcadores incluidos en el mapa, son las ma´s precisas. Esta medida
de precisio´n se calcula como la suma de las inversas de las desviaciones t´ıpicas
de la distribucio´n posterior de las fracciones de recombinacio´n, del candidato
con cada marcador incluido en el mapa y se elige aquel que obtiene mayor






, ∀푀푗 ∈ 푚푎푝푎
y se selecciona 푀푐 = {푀푖 ∈ 푐푎푛푑푖푑푎푡표푠∣푠푐 = 푚푎푥푖{푠푖}}
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Este criterio de seleccio´n viene motivado por un estudio observacional, en
el que se aprecia que la estimacio´n ma´s precisa, en te´rminos de desviaciones
t´ıpicas posteriores, se produce para fracciones recombinacio´n muy pequen˜as
o muy grandes. En las Figuras 8.1 y 8.2 se muestran dos ejemplos de este
patro´n. Uno para una muestra que procede de una poblacio´n Retrocruce y otro
para una muestra que procede de una poblacio´n 퐹2 con algunos marcadores
dominantes. En la leyenda aparece la distincio´n del tipo de marcadores a la
que corresponde cada estimacio´n. Ambas poblaciones tienen el mismo mapa
gene´tico, representado en la Figura 1.12 y que se estudiara´ ma´s a fondo en el
Cap´ıtulo 10.

















Desviación típica vs Media (muestra Retrocruce)
































Figura 8.1: Relacio´n entre las medias y las desviaciones t´ıpicas posteriores de las
fracciones de recombinacio´n para una muestra que proviene de una poblacio´n Re-
trocruce.
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Desviación típica vs Media (para una muestra F2)

































CD1, D1C, CD2, D2C
D1D1, D2D2
D1D2, D2D1
Figura 8.2: Relacio´n entre las medias y las desviaciones t´ıpicas posteriores de las
fracciones de recombinacio´n para una muestra que proviene de una poblacio´n 퐹2
con marcadores algunos dominantes.
2. Para determinar la posicio´n deﬁnitiva en la que 푀푐 se ubica en el mapa,
se consideran todas las posibles inserciones del candidato, incluye´ndolo tanto
al principio, como al ﬁnal y entre los marcadores ya colocados. Para cada una
de estas posibles ordenaciones se dispone de dos estimas de las fracciones de
recombinacio´n entre parejas de marcadores: Por un lado, como siempre, las
fracciones de recombinacio´n estimadas inicialmente, {푂(푡)}푛푠푖푚푡=1 , por simulacio´n
de la distribucio´n posterior, mediante OpenBugs [75], que, como ya sabemos,
son independientes del orden de los marcadores y que podr´ıamos llamar frac-
ciones de recombinacio´n “iniciales”. Por otro lado, las obtenidas como inversa
de la funcio´n de mapeo Haldane sobre las distancias multipunto entre mar-
cadores, calculadas en funcio´n de cada una de las ordenaciones propuestas,
que podr´ıamos llamar fracciones de recombinacio´n “multipunto”. Es decir, ca-
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da fraccio´n de recombinacio´n “multipunto”, se calcula como 퐹−1(푑푖,푗), para
la distancia multipunto, 푑푖,푗 entre 푀푖 y 푀푗 bajo un determinado orden. Se
escoge la ordenacio´n en la que ma´s se parecen las fracciones de recombinacio´n
“iniciales” y “multipunto”. Esta seleccio´n se realiza en te´rminos del criterio de
informacio´n bayesiano BIC. Esa ordenacio´n pasara´ a considerarse el mapa. Si
tras este proceso, algu´n marcador candidato no consigue ser ubicado en ningu-
na de las posibles posiciones, por ejemplo por obtener distancias multipunto
negativas, se reserva su entrada y se selecciona un nuevo candidato, de entre
todos los que faltan por ubicar, como se explica en el paso anterior.
Los pasos 1 y 2 se repiten hasta obtener el “mapa completo” que contiene
a todos los marcadores ordenados de manera preliminar.
3. Para ﬁnalizar, se considera una “ventana” que abarca a cuatro marca-
dores, que recorre el “mapa completo” de principio a ﬁn. Sobre los marcadores
contenidos en esa “ventana” se proponen todas sus posibles permutaciones,
dando lugar a variantes del “mapa completo” y se examina si la variante me-
jora el mapa en te´rminos del criterio de informacio´n bayesiano BIC, basado
en la funcio´n de verosimilitud evaluada en su ma´ximo. Si es as´ı, la variante
se guarda como “mapa completo”. Una vez terminado el proceso se obtiene el
“mapa deﬁnitivo”.
No´tese que en cada iteracio´n, los dos marcadores que se utilizan como
“corazo´n”del mapa y respecto a los que se van insertando todos los dema´s, son
los mismos en cada iteracio´n, puesto que, como se ha explicado anteriormente,
se seleccionan en funcio´n de la desviacio´n t´ıpica de la distribucio´n posterior
de las fracciones de recombinacio´n, que es la misma en cada iteracio´n. Sin
embargo, los candidatos a entrar en el mapa pueden ser propuestos en un
orden de entrada diferente y el mapa deﬁnitivo resultante puede ser distinto,
porque en ambos pasos la eleccio´n se establece en funcio´n de las fracciones de
recombinacio´n estimadas para cada pareja de marcadores, que son distintas
en cada iteracio´n.
Este procedimiento es ma´s exhaustivo y laborioso que los ensayados en
cap´ıtulos anteriores ya que, en cada iteracio´n, cada modelo se obtiene tras la
evaluacio´n de mu´ltiples ordenaciones distintas.
Finalizado el proceso de ordenacio´n se obtiene conjuntamente una cadena
de mapas, {푂(푡)}푛푠푖푚푡=1 y una cadena de distancias multipunto, {푑(푡)}푛푠푖푚푡=1 , que
representa la distribucio´n posterior de las distancias entre marcadores. Como
siempre, aquel modelo que se repite ma´s veces en la cadena se considera la es-
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timacio´n ma´s probable del mapa gene´tico y su probabilidad asociada coincide
con la proporcio´n de veces que aparece en la cadena.
8.2. Ilustracio´n del me´todo
A continuacio´n, se evalu´a la bondad del me´todo utilizando dos poblaciones
diferentes. En primer lugar, se ensaya el me´todo sobre las muestras del cap´ı-
tulo anterior para sen˜alar posibles mejoras. En segundo lugar, se ofrece una
comparacio´n de los resultados obtenidos con la estrategia seguida en el Cap´ı-
tulo 3 y la actual metodolog´ıa, sobre 5 muestras procedentes de la poblacio´n
deﬁnida por m= 20 marcadores, no todos codominantes, con mapa gene´tico
ma´s denso. En ambos casos, se ha utilizado un taman˜o muestral de n= 200
individuos.
Como se puede observar en las siguientes tablas, el procedimiento descrito
en este cap´ıtulo obtiene mejores resultados que los vistos hasta ahora. Para
todas las muestras el modelo correcto aparece una proporcio´n de veces supe-
rior al de los otros me´todos. Tan so´lo la muestra 2 se maniﬁesta especialmente
problema´tica ya que el modelo ma´s probable no coincide con el correcto con
ninguno de los 3 me´todos, aunque con el u´ltimo empleado, el modelo ma´s
probable tan so´lo diﬁere del correcto en la ubicacio´n de un marcador. Es po-
sible que en este caso, la desviacio´n provenga de la propia aleatoriedad del
muestreo. Adema´s, el primer modelo muestra una probabilidad muy superior
en relacio´n a los otros me´todos y dentro del me´todo, tambie´n al resto de mo-
delos alternativos. Cabe sen˜alar que el motivo de esta alta probabilidad no se
debe a atribuir a que el orden de entrada de los marcadores, en cada iteracio´n,
pueda ser poco variado, pues el algoritmo utilizado en el Cap´ıtulo 7, propo-
n´ıa siempre los marcadores en el mismo orden de entrada (los dominantes) y
sin embargo, se obten´ıan ma´s modelos alternativos, hecho que provocaba una
menor probabilidad asignada al modelo ma´s probable.
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M.1 Orden (Cap.3) Prob Orden (Cap.7) Prob Orden (Cap.8) Prob
Mod1 1 2 6 5 4 3 7 8 0.079 1 2 3 4 5 6 7 8 0.182 1 2 3 4 5 6 7 8 0.814
Mod2 1 2 3 4 5 6 7 8 0.073 1 2 3 6 4 5 7 8 0.112 1 2 3 4 5 7 6 8 0.0605
Mod3 1 2 3 4 6 5 7 8 0.040 1 2 3 5 4 6 7 8 0.111 1 2 3 5 4 6 7 8 0.025
Mod4 1 2 6 5 3 4 7 8 0.029 1 2 3 6 5 4 7 8 0.053 1 3 7 4 5 6 2 8 0.012
Mod5 1 3 2 6 5 4 7 8 0.023 1 2 3 4 5 7 6 8 0.043 1 8 7 6 5 4 3 2 0.012
Mod6 1 2 6 4 5 3 7 8 0.023 1 2 3 4 6 5 7 8 0.039 1 8 7 3 4 5 6 2 0.008
Mod7 1 3 2 4 5 6 7 8 0.023 1 2 3 5 6 4 7 8 0.032 1 2 3 5 4 7 6 8 0.007
Mod8 1 2 4 6 5 3 7 8 0.021 1 2 3 7 6 4 5 8 0.031 1 8 7 3 5 4 6 2 0.006
Mod9 1 2 4 3 5 6 7 8 0.021 1 2 3 5 4 7 6 8 0.030 1 2 6 5 4 7 3 8 0.004
Mod10 1 2 6 4 3 5 7 8 0.021 1 2 7 3 4 5 6 8 0.030 1 3 7 5 4 6 2 8 0.004
M.2 Orden (Cap.3) Prob Orden (Cap.7) Prob Orden (Cap.8) Prob
Mod1 1 2 3 4 6 5 7 8 0.105 1 2 3 5 6 4 7 8 0.112 1 2 3 7 4 5 6 8 0.403
Mod2 1 2 3 7 5 6 4 8 0.069 1 2 3 5 6 7 4 8 0.082 1 2 3 4 5 6 7 8 0.137
Mod3 1 2 3 4 5 6 7 8 0.047 1 2 3 7 5 6 4 8 0.070 1 2 3 4 7 5 6 8 0.128
Mod4 1 2 6 5 4 3 7 8 0.047 1 2 3 4 5 6 7 8 0.060 1 2 8 7 5 6 4 3 0.034
Mod5 1 2 3 7 6 5 4 8 0.040 1 2 3 7 6 5 4 8 0.054 1 2 3 5 6 7 4 8 0.032
Mod6 1 2 6 5 7 3 4 8 0.036 1 2 5 6 4 7 3 8 0.051 1 2 3 7 4 6 5 8 0.029
Mod7 1 2 4 3 7 5 6 8 0.033 1 2 3 6 5 4 7 8 0.050 1 2 3 4 7 6 5 8 0.025
Mod8 1 2 3 4 7 5 6 8 0.032 1 2 3 4 6 5 7 8 0.041 1 3 7 5 6 4 2 8 0.024
Mod9 1 2 4 3 6 5 7 8 0.029 1 2 5 6 7 4 3 8 0.038 1 2 3 7 5 6 4 8 0.023
Mod10 1 2 3 7 4 5 6 8 0.028 1 2 3 6 5 7 4 8 0.034 1 2 3 5 6 4 7 8 0.021
M.3 Orden (Cap.3) Prob Orden (Cap.7) Prob Orden (Cap.8) Prob
Mod1 1 2 3 4 5 6 7 8 0.240 1 2 3 4 5 6 7 8 0.265 1 2 3 4 5 6 7 8 0.707
Mod2 1 2 3 4 5 7 6 8 0.098 1 2 3 5 4 6 7 8 0.179 1 2 3 4 5 7 6 8 0.151
Mod3 1 2 3 4 6 5 7 8 0.061 1 2 3 4 5 7 6 8 0.089 1 2 3 5 4 6 7 8 0.022
Mod4 1 2 3 5 4 7 6 8 0.059 1 2 3 5 4 7 6 8 0.063 1 2 8 7 6 5 4 3 0.016
Mod5 1 2 3 5 4 6 7 8 0.051 1 8 7 6 5 4 3 2 0.035 1 3 7 4 5 6 2 8 0.011
Mod6 1 2 3 4 5 6 8 7 0.047 1 8 7 6 4 5 3 2 0.032 1 2 3 5 4 7 6 8 0.009
Mod7 1 2 3 6 5 4 7 8 0.046 1 2 5 4 6 7 3 8 0.024 1 2 8 6 7 5 4 3 0.009
Mod8 1 2 3 4 7 5 6 8 0.045 1 2 3 6 4 5 7 8 0.021 1 2 3 4 7 5 6 8 0.008
Mod9 1 2 3 6 4 5 7 8 0.025 1 2 3 5 6 4 7 8 0.016 1 3 5 4 7 6 2 8 0.008
Mod10 1 2 3 5 6 4 7 8 0.024 1 2 5 4 6 3 7 8 0.016 1 8 7 6 5 4 3 2 0.007
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M.4 Orden (Cap.3) Prob Orden (Cap.7) Prob Orden (Cap.8) Prob
Mod1 1 2 3 4 5 6 7 8 0.169 1 2 3 4 5 6 7 8 0.191 1 2 3 4 5 6 7 8 0.913
Mod2 1 2 3 4 6 5 7 8 0.113 1 2 3 4 6 5 7 8 0.165 1 2 3 4 6 5 7 8 0.063
Mod3 1 2 6 5 3 4 7 8 0.085 1 2 3 6 4 5 7 8 0.102 1 2 3 4 5 7 6 8 0.007
Mod4 1 2 4 3 5 6 7 8 0.064 1 2 3 5 6 4 7 8 0.042 1 3 2 4 5 6 7 8 0.003
Mod5 1 2 4 3 6 5 7 8 0.053 1 8 7 6 5 4 3 2 0.036 1 2 3 7 4 5 6 8 0.003
Mod6 1 3 4 2 6 5 7 8 0.039 1 2 3 6 5 4 7 8 0.034 1 3 2 4 6 5 7 8 0.002
Mod7 1 2 3 5 6 4 7 8 0.030 1 2 4 3 6 5 7 8 0.026 1 3 7 4 5 6 2 8 0.002
Mod8 1 2 3 6 5 4 7 8 0.026 1 2 3 5 4 6 7 8 0.022 1 2 8 7 6 5 4 3 0.001
Mod9 1 2 6 3 4 5 7 8 0.021 1 2 3 7 4 6 5 8 0.023 1 2 3 4 7 5 6 8 0.001
Mod10 1 2 6 8 7 5 4 3 0.018 1 8 7 5 6 4 3 2 0.018 1 2 4 3 5 6 7 8 0.001
M.5 Orden (Cap.3) Prob Orden (Cap.7) Prob Orden (Cap.8) Prob
Mod1 1 2 6 5 4 3 7 8 0.075 1 2 3 6 4 5 7 8 0.188 1 2 3 4 5 6 7 8 0.788
Mod2 1 2 3 4 5 6 7 8 0.065 1 2 3 4 5 6 7 8 0.1810 1 2 3 5 4 6 7 8 0.067
Mod3 1 2 3 4 6 5 7 8 0.054 1 2 3 5 4 6 7 8 0.058 1 2 3 4 5 7 6 8 0.043
Mod4 1 2 3 6 4 5 7 8 0.042 1 2 3 4 6 5 7 8 0.048 1 2 3 6 4 5 7 8 0.012
Mod5 1 2 4 5 6 3 7 8 0.039 1 2 3 6 5 4 7 8 0.046 1 2 6 4 5 7 3 8 0.007
Mod6 1 2 6 4 5 3 7 8 0.039 1 2 3 4 5 7 6 8 0.041 1 2 6 5 4 7 3 8 0.006
Mod7 1 2 3 6 5 4 7 8 0.035 1 2 4 5 6 7 3 8 0.032 1 3 7 4 5 6 2 8 0.006
Mod8 1 2 3 5 4 6 7 8 0.033 1 2 3 7 6 4 5 8 0.027 1 2 3 6 5 4 7 8 0.005
Mod9 1 2 3 5 6 4 7 8 0.022 1 2 5 4 6 7 3 8 0.023 1 2 3 5 4 7 6 8 0.005
Mod10 1 2 6 3 4 5 7 8 0.022 1 2 6 3 4 5 7 8 0.020 1 8 7 6 5 4 3 2 0.004
En las siguientes ﬁguras se resumen los cinco modelos ma´s probables esti-
mados con la metodolog´ıa empleada en el Cap´ıtulo 3 y los estimados con la
actual metodolog´ıa, para cinco muestras procedentes de la poblacio´n 퐹2 con
mapa gene´tico ma´s denso, deﬁnida por m= 20 marcadores, no todos codomi-
nantes.
Como se puede observar, con el procedimiento del Cap´ıtulo 3, ninguna de
las muestras obtiene el modelo correcto entre los cinco ma´s probables. Es ma´s,
de la baja probabilidad obtenida para los modelos ma´s probables, concluye
sobre la baja ﬁabilidad del me´todo en el caso de la participacio´n de marcadores
estrechamente ligados en fase de repulsio´n.
Como se puede apreciar para dos de las muestras, la metodolog´ıa consigue
reproducir el modelo correcto como el ma´s probable. Para otras dos muestras,
el modelo correcto aparece como segundo modelo ma´s probable, diﬁriendo
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del que tiene mejor probabilidad en una permutacio´n de dos marcadores muy
pro´ximos. Tan so´lo en una de las muestras el modelo correcto aparece en cuarta
posicio´n, por detra´s de otras alternativas con permutaciones de marcadores
contiguos.
Por otra parte, parece que la metodolog´ıa consigue estimar de una forma
ma´s apropiada las distancias entre marcadores contiguos, de manera que la























































































































































































































































prob=0.0720 prob=0.0647 prob=0.0447 prob=0.0367 prob=0.0343
prob=0.2835 prob=0.1749 prob=0.1547 prob=0.0922 prob=0.0416
Figura 8.3: Mapa verdadero de una poblacio´n 퐹2, con mapa ma´s denso, con 20
marcadores, no todos codominantes, junto con la estima de los 5 modelos bayesianos
ma´s probables respecto una muestra con 200 individuos (muestra 1). Parte superior,
segu´n la metodolog´ıa descrita en el Cap´ıtulo 3. Parte inferior, segu´n la metodolog´ıa
descrita en el Cap´ıtulo 8.























































































































































































































































prob=0.0063 prob=0.0060 prob=0.0060 prob=0.0057 prob=0.0057
prob=0.2713 prob=0.2198 prob=0.2135 prob=0.1169 prob=0.0114
Figura 8.4: Mapa verdadero de una poblacio´n 퐹2, con mapa ma´s denso, con 20
marcadores, no todos codominantes, junto con la estima de los 5 modelos bayesianos
ma´s probables respecto una muestra con 200 individuos (muestra 2).Parte superior,
segu´n la metodolog´ıa descrita en el Cap´ıtulo 3. Parte inferior, segu´n la metodolog´ıa
descrita en el Cap´ıtulo 8.























































































































































































































































prob=0.0337 prob=0.0233 prob=0.0223 prob=0.0110 prob=0.0103
prob=0.7692 prob=0.1040 prob=0.0401 prob=0.0228 prob=0.0054
Figura 8.5: Mapa verdadero de una poblacio´n 퐹2, con mapa ma´s denso, con 20
marcadores, no todos codominantes, junto con la estima de los 5 modelos bayesianos
ma´s probables respecto una muestra con 200 individuos (muestra 3).Parte superior,
segu´n la metodolog´ıa descrita en el Cap´ıtulo 3. Parte inferior, segu´n la metodolog´ıa
descrita en el Cap´ıtulo 8.























































































































































































































































prob=0.2887 prob=0.1800 prob=0.1730 prob=0.1037 prob=0.0363
prob=0.6363 prob=0.1505 prob=0.0916 prob=0.0289 prob=0.0185
Figura 8.6: Mapa verdadero de una poblacio´n 퐹2, con mapa ma´s denso, con 20
marcadores, no todos codominantes, junto con la estima de los 5 modelos bayesianos
ma´s probables respecto una muestra con 200 individuos (muestra 4).Parte superior,
segu´n la metodolog´ıa descrita en el Cap´ıtulo 3. Parte inferior, segu´n la metodolog´ıa
descrita en el Cap´ıtulo 8.























































































































































































































































prob=0.0880 prob=0.0880 prob=0.0880 prob=0.0880 prob=0.0880
prob=0.2762 prob=0.2442 prob=0.0497 prob=0.0417 prob=0.0364
Figura 8.7: Mapa verdadero de una poblacio´n 퐹2, con mapa ma´s denso, con 20
marcadores, no todos codominantes, junto con la estima de los 5 modelos bayesianos
ma´s probables respecto una muestra con 200 individuos (muestra 5).Parte superior,
segu´n la metodolog´ıa descrita en el Cap´ıtulo 3. Parte inferior, segu´n la metodolog´ıa
descrita en el Cap´ıtulo 8.
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8.3. Discusio´n
La metodolog´ıa de estimacio´n de las fracciones de recombinacio´n entre las
distintas parejas de marcadores se realiza mediante el programa OpenBugs
[75] bajo el entorno R, de manera que la simulacio´n se lleva a cabo de for-
ma simpliﬁcada mediante algoritmos optimizados, por lo que las cadenas de
Markov ﬁnalizan con mayor rapidez. Adema´s, tras el proceso de simulacio´n
se obtiene informacio´n detallada que permite valorar co´modamente cuestiones
como la convergencia de la cadena. Parece que la optimizacio´n sobre la estima-
cio´n de las fracciones de recombinacio´n entre parejas de marcadores tambie´n
repercute de forma positiva en la justa obtencio´n de las distancias multipunto,
dando lugar a longitudes de mapas muy pro´ximas a la realidad.
El algoritmo de ordenacio´n ideado es ma´s exhaustivo y laborioso que los
ensayados en cap´ıtulos anteriores, ofreciendo resultados muy satisfactorios en
situaciones problema´ticas que recogen todo tipo de diﬁcultades, como la de
contener marcadores adyacentes fuertemente ligados en fase de repulsio´n.
Es probable, que el e´xito del algoritmo de ordenacio´n radique en los pasos
de seleccio´n de los marcadores en funcio´n del criterio de precisio´n utilizado
y en el barrido de permutaciones de cuatripletas de marcadores propuestas
en el u´ltimo paso del algoritmo. No´tese que con este criterio, “la tendencia”
del algoritmo es seleccionar aquellos marcadores candidatos, de entre los ma´s
cercanos a los que ya esta´n ubicados en el mapa, que son codominantes an-
tes que los que son dominantes, ya que, como se muestra en la Figura 8.2, las
combinaciones CC proporcionan menor variabilidad, pero esta tendencia no es
estricta como se obligaba en el Cap´ıtulo 7, al insertar los marcadores dominan-
tes en un mapa preliminar de marcadores codominantes. Las permutaciones
de cuatripletas de marcadores planteadas en el u´ltimo paso del algoritmo de
ordenacio´n buscan el equilibrio entre el gasto computacional y la mejora de
la reubicacio´n de marcadores cercanos aprovechando la informacio´n conjunta
del resto de marcadores
No´tese que el me´todo se ha llevado a cabo en un entorno poco explorado
hasta ahora por otros autores. La metodolog´ıa desarrollada, tiene en cuenta
que las recombinaciones no son inequ´ıvocamente observables en el caso de do-
minancia en poblaciones 퐹2. Los datos simulados proceden de un mapa gene´-
tico relativamente corto (menos de un 1 cM). Se obtienen o´rdenes alternativos
como consecuencia de un problema de seleccio´n entre mu´ltiples ordenacio-
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nes distintas. La metodolog´ıa ﬁltra aquellos o´rdenes que son improbables o
inconsistentes. Se obtiene una probabilidad que procede de una distribucio´n
posterior y que cuantiﬁca la ﬁabilidad de cada ordenacio´n. Como consecuen-
cia, el me´todo descrito en este cap´ıtulo, se considera el o´ptimo tanto para la
obtencio´n de las frecuencias de recombinacio´n y distancias multipunto, como
para la obtencio´n de la ordenacio´n de los marcadores. Por tanto, este es el
me´todo que se empleara´ en los cap´ıtulos posteriores.
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Cap´ıtulo 9
Estudio de la estabilidad del
me´todo y comparacio´n con
me´todos frecuentistas.
El objetivo de este cap´ıtulo es la comparacio´n de los resultados obtenidos
por la metodolog´ıa bayesiana, formalizada en el cap´ıtulo anterior para estimar
un mapa gene´tico, con respecto a los resultados obtenidos por dos programas
de uso extendido y que operan bajo una metodolog´ıa frecuentista, como son
Mapmaker [48] de acceso libre y JoinMap [77], con licencia comercial.
La limitacio´n que tienen estos programas para automatizar la simulacio´n
de la distribucio´n en el muestreo ha condicionado que las versiones de los pro-
gramas utilizadas, en este Cap´ıtulo, sean las citadas en el pa´rrafo anterior y
que el nu´mero de marcadores que deﬁne el mapa gene´tico utilizado en el estu-
dio no supere los 8 marcadores. Por ese u´ltimo motivo, en el Cap´ıtulo 7 ya se
disen˜o´ un mapa gene´tico con esta condicio´n (Figura 1.11), y se va a utilizar
para recrear los tres escenarios investigados durante los cap´ıtulos anteriores.
Es decir, en primer lugar se considera que el mapa proviene de una poblacio´n
Retrocruce, posteriormente se considera que el mapa proviene de una pobla-
cio´n 퐹2 con todos los marcadores codominantes y por u´ltimo, se considera
que el mapa proviene de una poblacio´n 퐹2 con marcadores codominantes y
dominantes, con ide´ntico disen˜o que en el Cap´ıtulo 7.
En cada uno de estos tres escenarios tambie´n se investiga la inﬂuencia del
taman˜o muestral, de manera que, para cada uno de los tres tipos de poblacio´n
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se han simulado 500 muestras, de 200, 100 y 50 individuos.
9.1. Retrocruce
A continuacio´n, se presentan los resultados obtenidos de la simulacio´n de
los tres taman˜os muestrales en la poblacio´n Retrocruce.
9.1.1. Resultados obtenidos de 500 muestras de 200 in-
dividuos
El Cuadro 9.1 ofrece un resumen de las distancias reales entre marcadores
contiguos, junto con las distancias medias obtenidas segu´n el modelo bayesiano
y las estimaciones obtenidas por los dos programas de referencia.
distancias modelo modelo modelo
reales bayesiano Mapmaker JoinMap
con 200 indv. con 200 indv. con 200 indv.
media±desv. t´ıp. media±desv. t´ıp. media±desv. t´ıp.
푑1,2 0.201217 0.2130 ± 0.0336 0.1768 ± 0.0199 0.2167 ± 0.0338
푑2,3 0.079390 0.0771 ± 0.0200 0.0725 ± 0.0169 0.0780 ± 0.0207
푑3,4 0.040954 0.0394 ± 0.0133 0.0387 ± 0.0129 0.0401 ± 0.0139
푑4,5 0.017158 0.0164 ± 0.0080 0.0159 ± 0.0087 0.0158 ± 0.0093
푑5,6 0.030935 0.0294 ± 0.0123 0.0297 ± 0.0123 0.0304 ± 0.0129
푑6,7 0.018935 0.0189 ± 0.0088 0.0179 ± 0.0094 0.0179 ± 0.0100
푑7,8 0.143953 0.1419 ± 0.0276 0.1270 ± 0.0195 0.1446 ± 0.0276
Cuadro 9.1: Distancias reales entre marcadores contiguos junto con las distancias
medias y desviaciones t´ıpicas obtenidas con el modelo bayesiano y los dos modelos
frecuentistas, segu´n 500 muestras con 200 individuos.
En la Figura 9.1 se resume gra´ﬁcamente la informacio´n del Cuadro 9.1.
No´tese que bajo las representaciones gra´ﬁcas de los mapas gene´ticos aparecen
los porcentajes de acierto obtenidos por cada metodolog´ıa al estimar el mapa
gene´tico real. Por ejemplo, con el me´todo bayesiano 474 muestras de 500
han obtenido como modelo ma´s probable el modelo correcto. Es decir, un









































% de aciertos 94.8% 92.8% 92.6%
Figura 9.1: Mapa de una poblacio´n Retrocruce con 8 marcadores, junto con los
modelos bayesiano, Mapmaker y JoinMap, para 500 muestras con 200 individuos.
Otro resultado interesante es el que se muestra en la Figura 9.2. Como ya
es sabido en el enfoque bayesiano, tras la simulacio´n, para cada una de las
muestras, se obtiene una coleccio´n de modelos, con probabilidades asociadas,
que estiman el mapa gene´tico de la poblacio´n. A continuacio´n se represen-
tan gra´ﬁcamente las probabilidades de los dos mejores modelos de las 474
muestras, cuyo modelo ma´s probable ha resultado ser el correcto.
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Probabilidades de los dos modelos más probables.









Figura 9.2: Probabilidades de los dos mejores modelos de las muestras cuyo modelo
ma´s probable ha resultado ser el correcto.
Como se puede observar, las probabilidades de los modelos ma´s probables
son ampliamente superiores a la de los segundos modelos, de manera que no
existe lugar a dudas sobre cua´l es el modelo deﬁnitivo.
En el Cuadro 9.2 se muestra el promedio de las probabilidades asociadas
a los modelos que ocupan la posicio´n j-e´sima, dado que el modelo correcto ha
salido en la posicio´n i-e´sima.
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veces en 500 muestras j=1 j=2 j=3
i=1 474 0.8747643 0.06771416 0.01589643
i=2 23 0.4573499 0.3357906 0.04119497
i=3 2 0.1459266 0.1387536 0.1329023
Cuadro 9.2: Para la distribucio´n con muestras de 200 individuos, promedio de las
probabilidades asociadas a los modelos que ocupan la posicio´n j-e´sima, dado que el
modelo correcto ha salido en la posicio´n i-e´sima.
Se observa que cuando el modelo correcto se registra como modelo ma´s
probable (en 474 muestras), la probabilidad media diﬁere mucho de la proba-
bilidad media del resto de modelos (0.8747643 vs ≤ 0.06771416). Sin embargo,
cuando el modelo correcto aparece en segunda posicio´n o ma´s alla´, las pro-
babilidades medias de los modelos de las posiciones superiores no diﬁeren
mucho respecto a las probabilidades medias de las posiciones inmediatamente
siguientes (”0.4573499 vs 0.3357906” y ”0.1459266 vs 0.1329023”). En estas
situaciones, el investigador tiene un elemento de juicio que le permite tomar
decisiones en base a aﬁrmaciones probabil´ısticas.
9.1.2. Resultados obtenidos de 500 muestras de 100 in-
dividuos
Rebajando el taman˜o muestral a 100 individuos, se presentan los resultados
equivalentes a la seccio´n anterior.
En el Cuadro 9.3 se resumen de las distancias reales entre los marcado-
res contiguos del mapa gene´tico junto con las distancias medias estimadas
mediante el modelo bayesiano y los modelos frecuentistas.
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distancias modelo modelo modelo
reales bayesiano Mapmaker JoinMap
con 100 indv. con 100 indv. con 100 indv.
media±desv. t´ıp. media±desv. t´ıp. media±desv. t´ıp.
푑1,2 0.201217 0.2165 ± 0.0490 0.1789 ± 0.0307 0.2184 ± 0.0507
푑2,3 0.079390 0.0794 ± 0.0283 0.0741 ± 0.0241 0.0794 ± 0.0291
푑3,4 0.040954 0.0379 ± 0.0180 0.0383 ± 0.0190 0.0398 ± 0.0211
푑4,5 0.017158 0.0191 ± 0.0090 0.0167 ± 0.0123 0.0169 ± 0.0129
푑5,6 0.030935 0.0300 ± 0.0153 0.0306 ± 0.0174 0.0315 ± 0.0185
푑6,7 0.018935 0.0220 ± 0.0107 0.0187 ± 0.0132 0.0188 ± 0.0141
푑7,8 0.143953 0.1437 ± 0.0379 0.1289 ± 0.0289 0.1466 ± 0.0388
Cuadro 9.3: Distancias reales entre marcadores contiguos junto con las distancias
medias y desviaciones t´ıpicas obtenidas por el modelo bayesiano y los dos modelos
frecuentistas, segu´n 500 muestras con 100 individuos.
Del mismo modo que en el apartado anterior, en la Figura 9.3 se resume
gra´ﬁcamente la informacio´n del Cuadro 9.3, especiﬁcando bajo cada repre-
sentacio´n gra´ﬁca el porcentaje de aciertos obtenidos por cada metodolog´ıa al







































% de aciertos 78.8% 62.2% 78.2%
Figura 9.3: Mapa de una poblacio´n Retrocruce con 8 marcadores, junto con los
modelos bayesiano, Mapmaker y JoinMap, para muestras de 100 individuos.
En la Figura 9.4 se representan las 394 muestras de 500 cuyo modelo
ma´s probable ha resultado ser el correcto junto con las probabilidades de los
segundos modelos ma´s probables.
Como se puede observar, aunque las nubes de puntos que representan las
probabilidades de los modelos ma´s probables y las de los segundos modelos es-
ta´n claramente separas, se aprecia un acercamiento entre ellas en comparacio´n
al resultado equivalente, obtenido para muestras de 200 individuos.
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Probabilidades de los dos modelos más probables.









Figura 9.4: Probabilidades de los dos mejores modelos de las muestras cuyo modelo
ma´s probable ha resultado ser el correcto.
En el Cuadro 9.4 se muestra el promedio de las probabilidades asociadas
a los modelos que ocupan la posicio´n j-e´sima, dado que el modelo correcto ha
salido en la posicio´n i-e´sima.
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veces en 500 muestras j=1 j=2 j=3
i=1 394 0.6556092 0.1337729 0.04142361
i=2 91 0.3307905 0.2861699 0.05458876
i=3 5 0.2509997 0.1427002 0.119368
Cuadro 9.4: Para la distribucio´n con muestras de 100 individuos, promedio de las
probabilidades asociadas a los modelos que ocupan la posicio´n j-e´sima, dado que el
modelo correcto ha salido en la posicio´n i-e´sima.
De nuevo, para las 394 muestras en que el modelo ma´s probable ha re-
sultado ser el correcto, las probabilidades medias entre los modelos primero
y segundo esta´n bien diferenciadas (0.6556092 vs 0.1337729). Sin embargo,
esta diferenciacio´n tan clara se atenu´a segu´n el modelo correcto aparece en
segunda posicio´n o inferior.
9.1.3. Resultados obtenidos de 500 muestras de 50 in-
dividuos
Por u´ltimo, se presentan los resultados obtenidos de 500 muestras con 50
individuos.
En el Cuadro 9.5 se resumen las distancias reales entre marcadores con-
tiguos del mapa gene´tico, junto con la estimacio´n de las distancias medias
obtenidas segu´n la metodolog´ıa bayesiana y la de los programas frecuentistas
de referencia.
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distancias modelo modelo modelo
reales bayesiano Mapmaker JoinMap
con 50 indv. con 50 indv. con 50 indv.
media±desv. t´ıp. media±desv. t´ıp. media±desv. t´ıp.
푑1,2 0.201217 0.2834 ± 0.0823 0.2316 ± 0.0552 0.2914 ± 0.0956
푑2,3 0.079390 0.1040 ± 0.0436 0.0946 ± 0.0381 0.1029 ± 0.0498
푑3,4 0.040954 0.0520 ± 0.0269 0.0496 ± 0.0316 0.0509 ± 0.0343
푑4,5 0.017158 0.0302 ± 0.0142 0.0222 ± 0.0210 0.0223 ± 0.0218
푑5,6 0.030935 0.0426 ± 0.0213 0.0404 ± 0.0278 0.0408 ± 0.0288
푑6,7 0.018935 0.0346 ± 0.0153 0.0236 ± 0.0213 0.0240 ± 0.0224
푑7,8 0.143953 0.1869 ± 0.0602 0.1653 ± 0.0464 0.1968 ± 0.0681
Cuadro 9.5: Distancias reales entre marcadores contiguos junto las distancias me-
dias y desviaciones t´ıpicas obtenidas por el modelo bayesiano y los dos modelos
frecuentistas, segu´n 500 muestras con 50 individuos.
En la Figura 9.5 se resume gra´ﬁcamente la informacio´n del Cuadro 9.5 y el
porcentaje de aciertos obtenidos por cada metodolog´ıa. Al disminuir el taman˜o
de la muestra a valores de 50 individuos, el enfoque bayesiano y JoinMap
proporcionan estimas de las distancias superiores a las reales. Como de forma
sistema´tica Mapmaker subestima las distancias, el resultado ﬁnal se aproxima
ma´s alas distancias reales. La mejora de Mapmaker se podr´ıa considerar, por







































% de aciertos 52.6% 33% 54.2%
Figura 9.5: Mapa de una poblacio´n Retrocruce con 8 marcadores, junto con los
modelos bayesiano, Mapmaker y JoinMap, para muestras de 50 individuos.
En la Figura 9.6 se representan las 263 muestras de 500 cuyo modelo
ma´s probable ha resultado ser el correcto junto con las probabilidades de los
segundos modelos ma´s probables.
Es evidente que un gran nu´mero de muestras obtienen probabilidades muy
parecidas en los dos primeros modelos estimados. La reduccio´n del taman˜o
muestral inﬂuye sobre el parecido de las probabilidades de los dos modelos
ma´s probables.
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Figura 9.6: Probabilidades de los dos mejores modelos de las muestras cuyo modelo
ma´s probable ha resultado ser el correcto.
En el Cuadro 9.6 se muestra el promedio de las probabilidades asociadas
a los modelos que ocupan la posicio´n j-e´sima, dado que el modelo correcto ha
salido en la posicio´n i-e´sima.
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veces en 500 muestras j=1 j=2 j=3
i=1 263 0.4676707 0.156692 0.05708518
i=2 140 0.2548059 0.2234483 0.06182296
i=3 28 0.123872 0.1037373 0.08153999
Cuadro 9.6: Para la distribucio´n con muestras de 50 individuos, promedio de las
probabilidades asociadas a los modelos que ocupan la posicio´n j-e´sima, dado que el
modelo correcto ha salido en la posicio´n i-e´sima.
La probabilidad media obtenida de las muestras cuyo modelo ma´s proba-
ble ha resultado ser el correcto, se reduce considerablemente con respecto al
resultado equivalente obtenido para muestras de taman˜o 200 individuos. Au´n
as´ı, las probabilidades medias de la primera ﬁla del cuadro diﬁeren ma´s, entre
s´ı, que las probabilidades medias de la segunda y tercera ﬁla del cuadro. Lo
que demuestra que cuando el modelo correcto se obtiene como ma´s probable,
es indiscutible su ﬁabilidad. Sin embargo, cuando el modelo correcto se ob-
tiene en posiciones siguientes a la primera, los modelos que lo superan son
pra´cticamente equiprobables al correcto.
9.2. 퐹2 con todos los marcadores codominan-
tes
En esta seccio´n se trabaja con ide´ntico mapa gene´tico que en la seccio´n
anterior pero las muestras de individuos se obtienen considerando que el mapa
gene´tico representa a una poblacio´n 퐹2 con los 8 marcadores codominantes.
Recordemos que los resultados se obtienen en base a 500 muestras pero
con distinto taman˜o muestral: 200, 100 y 50 individuos.
9.2.1. Resultados obtenidos de 500 muestras de 200 in-
dividuos
En el Cuadro 9.7 se resume, igual que en la seccio´n anterior, las distancias
reales entre marcadores contiguos, junto con las estimaciones de los modelos
posteriores bayesiano y frecuentistas.
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distancias modelo modelo modelo
reales bayesiano Mapmaker JoinMap
con 200 indv. con 200 indv. con 200 indv.
media±desv. t´ıp. media±desv. t´ıp. media±desv. t´ıp.
푑1,2 0.201217 0.1955 ± 0.0267 0.1643 ± 0.0178 0.1994 ± 0.0273
푑2,3 0.079390 0.0729 ± 0.0148 0.0682 ± 0.0126 0.0740 ± 0.0152
푑3,4 0.040954 0.0369 ± 0.0096 0.0361 ± 0.0089 0.0380 ± 0.0100
푑4,5 0.017158 0.0160 ± 0.0064 0.0158 ± 0.0064 0.0162 ± 0.0069
푑5,6 0.030935 0.0273 ± 0.0083 0.0273 ± 0.0081 0.0285 ± 0.0088
푑6,7 0.018935 0.0173 ± 0.0067 0.0168 ± 0.0065 0.0173 ± 0.0071
푑7,8 0.143953 0.1400 ± 0.0211 0.1231 ± 0.0154 0.1425 ± 0.0213
Cuadro 9.7: Distancias reales entre marcadores junto las distancias medias y des-
viaciones t´ıpicas obtenidas por el modelo bayesiano y los dos modelos frecuentistas,
segu´n 500 muestras con 200 individuos.
En la Figura 9.7 se resume gra´ﬁcamente la informacio´n del Cuadro 9.7,
junto con el porcentaje de aciertos obtenidos por cada metodolog´ıa al estimar
el mapa gene´tico real.






































% de aciertos 99’4% 99’2%99%
Figura 9.7: Mapa de una poblacio´n 퐹2 con 8 marcadores todos codominantes, junto
con los modelos bayesiano, Mapmaker y JoinMap, para muestras de 200 individuos.
En este caso, 497 muestras de las 500 obtienen como modelo ma´s probable




En la Figura 9.8 se representan las 497 muestras cuyo modelo ma´s proba-
ble ha resultado ser el correcto junto con las probabilidades de los segundos
modelos ma´s probables.
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Figura 9.8: Probabilidades de los dos mejores modelos de las muestras cuyo modelo
ma´s probable ha resultado ser el correcto.
Se puede observar que las probabilidades asociadas a los modelos ma´s
probables son muy pro´ximas a 1, por lo que el modelo correcto obtiene una
alta ﬁabilidad.
En el Cuadro 9.8 se muestra el promedio de las probabilidades asociadas
a los modelos que ocupan la posicio´n j-e´sima, dado que el modelo correcto ha
salido en la posicio´n i-e´sima.
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veces en 500 muestras j=1 j=2 j=3
i=1 497 0.9747385 0.01524294 0.003501541
i=2 3 0.4537385 0.4423693 0.020899084
Cuadro 9.8: Para la distribucio´n con muestras de 200 individuos, promedio de las
probabilidades asociadas a los modelos que ocupan la posicio´n j-e´sima, dado que el
modelo correcto ha salido en la posicio´n i-e´sima.
9.2.2. Resultados obtenidos de 500 muestras de 100 in-
dividuos
En el Cuadro 9.9 se ofrece un resumen con las distancias reales entre mar-
cadores contiguos, junto con las estimaciones de los modelos posteriores ba-
yesiano y frecuentistas.
distancias modelo modelo modelo
reales bayesiano Mapmaker JoinMap
con 100 indv. con 100 indv. con 100 indv.
media±desv. t´ıp. media±desv. t´ıp. media±desv. t´ıp.
푑1,2 0.201217 0.1890 ± 0.0355 0.1601 ± 0.0238 0.1929 ± 0.0362
푑2,3 0.079390 0.0715 ± 0.0205 0.0671 ± 0.0174 0.0726 ± 0.0212
푑3,4 0.040954 0.0361 ± 0.0137 0.0361 ± 0.0128 0.0379 ± 0.0147
푑4,5 0.017158 0.0158 ± 0.0080 0.0151 ± 0.0089 0.0154 ± 0.0097
푑5,6 0.030935 0.0271 ± 0.0115 0.0278 ± 0.0118 0.0288 ± 0.0127
푑6,7 0.018935 0.0171 ± 0.0085 0.0161 ± 0.0093 0.0163 ± 0.0100
푑7,8 0.143953 0.1337 ± 0.0288 0.1196 ± 0.0213 0.1368 ± 0.0292
Cuadro 9.9: Distancias reales entre marcadores junto las distancias medias y des-
viaciones t´ıpicas obtenidas por el modelo bayesiano y los dos modelos frecuentistas,
segu´n 500 muestras con 100 individuos.
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En la Figura 9.9 se resume gra´ﬁcamente la informacio´n del Cuadro 9.9,
junto al porcentaje de aciertos obtenidos por las distintas metodolog´ıas al






































% de acietos 94’2% 89’2% 92’2%
Figura 9.9: Mapa de una poblacio´n 퐹2 con 8 marcadores todos codominantes, junto
con los modelos bayesiano, Mapmaker y JoinMap, para muestras de 100 individuos.
Como se puede ver en la Figura 9.9, bajo cada mapa, aparece el porcentaje
de aciertos obtenido. En el caso del modelo bayesiano, 471 muestras, de 500,
obtienen el modelo correcto como modelo ma´s probable, lo que supone un
porcentaje de e´xito del 471
500
100% = 94.2%
En la Figura 9.10 se representan las 471 muestras cuyo modelo ma´s pro-
bable ha resultado ser el correcto junto con las probabilidades de los segundos
modelos ma´s probables.
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Probabilidades de los dos modelos más probables.









Figura 9.10: Probabilidades de los dos mejores modelos de las muestras cuyo modelo
ma´s probable ha resultado ser el correcto.
Se observa gra´ﬁcamente que, aun en el caso de trabajar con un taman˜o
muestral de 100 individuos, las probabilidades de los dos modelos ma´s pro-
bables esta´n bastante alejadas, por lo que no queda lugar a dudas sobre la
preferencia del primer modelo.
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En el Cuadro 9.10 se muestra el promedio de las probabilidades asociadas
a los modelos que ocupan la posicio´n j-e´sima, dado que el modelo correcto ha
salido en la posicio´n i-e´sima.
veces en 500 muestras j=1 j=2 j=3
i=1 471 0.842926 0.08650804 0.01917817
i=2 28 0.4352395 0.337802 0.0405518
i=3 1 0.1712846 0.1687657 0.163728
Cuadro 9.10: Para la distribucio´n con muestras de 100 individuos, promedio de las
probabilidades asociadas a los modelos que ocupan la posicio´n j-e´sima, dado que el
modelo correcto ha salido en la posicio´n i-e´sima.
Se sigue cumpliendo el patro´n en que, para muestras que obtienen el mo-
delo correcto como ma´s probable, el promedio de las probabilidades de los
siguientes modelos esta´n muy alejadas del primer modelo. Sin embargo, para
muestras en que el modelo correcto no aparece en primera posicio´n, el pro-
medio de las probabilidades de los modelos que esta´n por delante, no diﬁeren
excesivamente del del modelo correcto.
9.2.3. Resultados obtenidos de 500 muestras de 50 in-
dividuos
En el Cuadro 9.11 se ofrece un resumen con las distancias reales entre
marcadores contiguos, junto con los modelos bayesiano y frecuentitas y en la
Figura 9.11 se resume gra´ﬁcamente la informacio´n del Cuadro 9.11:
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distancias modelo modelo modelo
reales bayesiano Mapmaker JoinMap
con 50 indv. con 50 indv. con 50 indv.
media±desv. t´ıp. media±desv. t´ıp. media±desv. t´ıp.
푑1,2 0.201217 0.1963 ± 0.0553 0.1802 ± 0.0372 0.2053 ± 0.0592
푑2,3 0.079390 0.0832 ± 0.0288 0.0796 ± 0.0252 0.0837 ± 0.0304
푑3,4 0.040954 0.0420 ± 0.0193 0.0425 ± 0.0201 0.0437 ± 0.0218
푑4,5 0.017158 0.0202 ± 0.0094 0.0178 ± 0.0128 0.0177 ± 0.0130
푑5,6 0.030935 0.0329 ± 0.0163 0.0336 ± 0.0182 0.0343 ± 0.0190
푑6,7 0.018935 0.0239 ± 0.0112 0.0207 ± 0.0138 0.0210 ± 0.0145
푑7,8 0.143953 0.1612 ± 0.0465 0.1447 ± 0.0331 0.1669 ± 0.0485
Cuadro 9.11: Distancias reales entre marcadores junto las distancias medias y des-
viaciones t´ıpicas obtenidas por el modelo bayesiano y los dos modelos frecuentistas,
segu´n 500 muestras con 50 individuos.
En este caso, aun trabajando con un taman˜o muestral tan desfavorable,
se puede observar en la Figura 9.11, que el porcentaje de aciertos del modelo
bayesiano es satisfactorio y bastante superior al de los programas de referencia,











































% de aciertos 80’4% 66’2% 78’2%
Figura 9.11: Mapa de una poblacio´n 퐹2 con 8 marcadores todos codominantes,
junto con los modelos bayesiano, Mapmaker y JoinMap, para muestras de 50 indi-
viduos.
En la Figura 9.12 se representan las 402 muestras de 500 cuyo modelo
ma´s probable ha resultado ser el correcto junto con las probabilidades de los
segundos modelos ma´s probables.
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Figura 9.12: Probabilidades de los dos mejores modelos de las muestras cuyo modelo
ma´s probable ha resultado ser el correcto.
De nuevo, como en las secciones anteriores, las probabilidades de los dos
mejores modelos, cuando el primero ha sido el correcto, esta´n muy alejadas
entre si, por lo que no hay lugar a dudas del modelo preferente.
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En el Cuadro 9.12 se muestra el promedio de las probabilidades asociadas
a los modelos que ocupan la posicio´n j-e´sima, dado que el modelo correcto ha
salido en la posicio´n i-e´sima.
veces en 500 muestras j=1 j=2 j=3
i=1 402 0.6561862 0.1424293 0.04185293
i=2 84 0.3571302 0.28105 0.054566
i=3 9 0.2869317 0.24363 0.1097659
Cuadro 9.12: Para la distribucio´n con muestras de 50 individuos, promedio de las
probabilidades asociadas a los modelos que ocupan la posicio´n j-e´sima, dado que el
modelo correcto ha salido en la posicio´n i-e´sima.
9.3. 퐹2 con marcadores codominantes y domi-
nantes conjuntamente
Para ﬁnalizar el cap´ıtulo, se considera una poblacio´n 퐹2 deﬁnida por 8
marcadores no todos codominantes, con el mismo mapa gene´tico que en las
secciones anteriores, y se simula, con cada una de las tres metodolog´ıas (baye-
siana, Mapmaker y JoinMap) para 500 muestras de 200, 100 y 50 individuos.
9.3.1. Resultados obtenidos de 500 muestras de 200 in-
dividuos
Empezamos con los resultados obtenidos para las muestras con 200 indi-
viduos. En el Cuadro 9.13 se ofrece un resumen con las distancias reales entre
los marcadores contiguos, los tipos de los mismos y las estimaciones de los
modelos posteriores bayesiano y frecuentista.
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tipo distancias modelo modelo modelo
de reales bayesiano Mapmaker JoinMap
cruce con 200 indv. con 200 indv. con 200 indv.
media±sd media±sd media±sd
푑1,2 CD2 0.201217 0.1908 ± 0.0312 0.1664 ± 0.0204 0.1944 ± 0.0318
푑2,3 D2D1 0.079390 0.0841 ± 0.0270 0.0741 ± 0.0237 0.0761 ± 0.0317
푑3,4 D1D1 0.040954 0.0340 ± 0.0137 0.0340 ± 0.0133 0.0343 ± 0.0149
푑4,5 D1C 0.017158 0.0167 ± 0.0076 0.0149 ± 0.0091 0.0157 ± 0.0102
푑5,6 CD1 0.030935 0.0265 ± 0.0115 0.0264 ± 0.0124 0.0255 ± 0.0129
푑6,7 D1D2 0.018935 0.0309 ± 0.0113 0.0225 ± 0.0128 0.0253 ± 0.0209
푑7,8 D2C 0.143953 0.1378 ± 0.0242 0.1237 ± 0.0173 0.1447 ± 0.0261
Cuadro 9.13: Distancias reales entre marcadores junto las distancias medias y des-
viaciones t´ıpicas obtenidas por el modelo bayesiano y los dos modelos frecuentistas,
segu´n 500 muestras con 200 individuos.
En la Figura 9.13 se resume gra´ﬁcamente la informacio´n del Cuadro 9.13,
as´ı como el porcentaje de aciertos obtenido por cada una de las metodolog´ıas.
De nuevo, la metodolog´ıa bayesiana presenta un porcentaje de aciertos muy
superior esta vez a JoinMap y similar a Mapmaker.
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% de aciertos 80’2% 81’2% 63’6%
Figura 9.13: Mapa de una poblacio´n 퐹2 con 8 marcadores, no todos codominan-
tes, junto con los modelos bayesiano, Mapmaker y JoinMap, para muestras de 200
individuos.
En la Figura 9.14 se representan las 401 muestras de 500 cuyo modelo
ma´s probable ha resultado ser el correcto junto con las probabilidades de los
segundos modelos ma´s probables.
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Figura 9.14: Probabilidades de los dos mejores modelos de las muestras cuyo modelo
ma´s probable ha resultado ser el correcto.
En el Cuadro 9.14 se muestra el promedio de las probabilidades asociadas
a los modelos que ocupan la posicio´n j-e´sima, dado que el modelo correcto ha
salido en la posicio´n i-e´sima.
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veces en 500 muestras j=1 j=2 j=3
i=1 401 0.6970636 0.1333879 0.04108846
i=2 69 0.4713913 0.2536051 0.06072527
i=3 16 0.3912939 0.1860908 0.1090338
Cuadro 9.14: Para la distribucio´n con muestras de 200 individuos, promedio de las
probabilidades asociadas a los modelos que ocupan la posicio´n j-e´sima, dado que el
modelo correcto ha salido en la posicio´n i-e´sima.
9.3.2. Resultados obtenidos de 500 muestras de 100 in-
dividuos
A continuacio´n se presentan resultados similares a los anteriores pero para
muestras con 100 individuos.
En el Cuadro 9.15 se ofrece un resumen con las distancias reales entre
marcadores contiguos, los tipos de los mismos y las estimaciones obtenidas
por las propuestas bayesina y frecuentistas.
tipo distancias modelo modelo modelo
de reales bayesiano Mapmaker JoinMap
cruce con 100 indv. con 100 indv. con 100 indv.
media±sd media±sd media±sd
푑1,2 CD2 0.201217 0.1930 ± 0.0421 0.1625 ± 0.0282 0.1981 ± 0.0485
푑2,3 D2D1 0.079390 0.0850 ± 0.0318 0.0698 ± 0.0313 0.0664 ± 0.0427
푑3,4 D1D1 0.040954 0.0383 ± 0.0179 0.0360 ± 0.0180 0.0369 ± 0.0199
푑4,5 D1C 0.017158 0.0210 ± 0.0095 0.0150 ± 0.0122 0.0168 ± 0.0134
푑5,6 CD1 0.030935 0.0305 ± 0.0140 0.0278 ± 0.0167 0.0270 ± 0.0170
푑6,7 D1D2 0.018935 0.0399 ± 0.0131 0.0262 ± 0.0163 0.0271 ± 0.0226
푑7,8 D2C 0.143953 0.1337 ± 0.0329 0.1206 ± 0.0254 0.1424 ± 0.0358
Cuadro 9.15: Distancias reales entre marcadores junto las distancias medias y des-
viaciones t´ıpicas obtenidas por el modelo bayesiano y los dos modelos frecuentistas,
segu´n 500 muestras con 100 individuos.
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En la Figura 9.15 se resume gra´ﬁcamente la informacio´n del Cuadro 9.15.
Se mantiene el patro´n sen˜alado en el apartado anterior. Es decir, la metodo-







































% de aciertos 60’6% 61’6% 45%
Figura 9.15: Mapa de una poblacio´n 퐹2 con 8 marcadores, no todos codominan-
tes, junto con los modelos bayesiano, Mapmaker y JoinMap, para muestras de 100
individuos.
En la Figura 9.16 se representan las 303 muestras de 500 cuyo modelo ma´s
probable es el modelo correcto junto con las probabilidades de los segundos
modelos ma´s probables.
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Probabilidades de los dos modelos más probables.









Figura 9.16: Probabilidades de los dos mejores modelos de las muestras cuyo modelo
ma´s probable ha resultado ser el correcto.
En el Cuadro 9.16 se muestra una comparacio´n de los modelos ma´s proba-
bles frente al resto de modelos, utilizando los resultados de nuestra propuesta.
En e´l se ofrece el promedio de las probabilidades asociadas a los modelos
que ocupan la posicio´n j-e´sima, dado que el modelo correcto ha salido en la
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posicio´n i-e´sima.
veces en 500 muestras j=1 j=2 j=3
i=1 303 0.4535319 0.1525681 0.07183277
i=2 102 0.3449574 0.1906287 0.07029722
i=3 28 0.2372939 0.1490195 0.09539315
Cuadro 9.16: Para la distribucio´n con muestras de 100 individuos, promedio de las
probabilidades asociadas a los modelos que ocupan la posicio´n j-e´sima, dado que el
modelo correcto ha salido en la posicio´n i-e´sima.
9.3.3. Resultados obtenidos de 500 muestras de 50 in-
dividuos
Por u´ltimo ﬁnalizamos con resultados similares a los anteriores pero esta
vez obtenidos para las muestras con 50 individuos.
En el Cuadro 9.17 se ofrece un resumen con las distancias reales entre
marcadores contiguos, los tipos de los mismos y las estimaciones obtenidas
tanto por la metodolog´ıa bayesiana como por los programas Mapmaker [48] y
JoinMap [77].
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tipo distancias modelo modelo modelo
de reales bayesiano Mapmaker JoinMap
cruce con 50 indv. con 50 indv. con 50 indv.
media±sd media±sd media±sd
푑1,2 CD2 0.201217 0.2099 ± 0.0641 0.1878 ± 0.0602 0.2113 ± 0.0911
푑2,3 D2D1 0.079390 0.1478 ± 0.0577 0.0964 ± 0.0681 0.1062 ± 0.0780
푑3,4 D1D1 0.040954 0.0500 ± 0.0226 0.0420 ± 0.0303 0.0401 ± 0.0293
푑4,5 D1C 0.017158 0.0353 ± 0.0149 0.0163 ± 0.0197 0.0167 ± 0.0188
푑5,6 CD1 0.030935 0.0452 ± 0.0186 0.0346 ± 0.0309 0.0324 ± 0.0264
푑6,7 D1D2 0.018935 0.0744 ± 0.0263 0.0446 ± 0.0314 0.0499 ± 0.0379
푑7,8 D2C 0.143953 0.1634 ± 0.0475 0.1494 ± 0.0418 0.1769 ± 0.0581
Cuadro 9.17: Distancias reales entre marcadores junto las distancias medias y des-
viaciones t´ıpicas obtenidas por el modelo bayesiano y los dos modelos frecuentistas,
segu´n 500 muestras con 50 individuos.
En la Figura 9.17 se resume gra´ﬁcamente la informacio´n del Cuadro 9.17
y los porcentajes de acierto obtenidos por las tres metodolog´ıas. En este caso
extremo, la metodolog´ıa bayesiana presenta los mejores resultados, siendo de
nuevo JoinMap el me´todo que proporciona un porcentaje de aciertos muy bajo
(17%).






































% de aciertos 31’6% 29’6% 17%
Figura 9.17: Mapa de una poblacio´n 퐹2 con 8 marcadores, no todos codominan-
tes, junto con los modelos bayesiano, Mapmaker y JoinMap, para muestras de 50
individuos.
En la Figura 9.18 se representan las 158 muestras de 500 cuyo modelo
ma´s probable ha resultado ser el correcto junto con las probabilidades de los
segundos modelos ma´s probables.
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Probabilidades de los dos modelos más probables.









Figura 9.18: Probabilidades de los dos mejores modelos de las muestras cuyo modelo
ma´s probable ha resultado ser el correcto.
Un resultado obtenido con nuestro me´todo, que compara los mejores mo-
delos frente al resto es el que se ofrece en el Cuadro 9.18. En e´l se muestra el
promedio de las probabilidades asociadas a los modelos que ocupan la posicio´n
j-e´sima, dado que el modelo correcto ha salido en la posicio´n i-e´sima.
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veces en 500 muestras j=1 j=2 j=3
i=1 158 0.2174828 0.1202916 0.06544908
i=2 64 0.1573313 0.1209118 0.06289023
i=3 52 0.1472714 0.09549471 0.06904495
Cuadro 9.18: Para la distribucio´n con muestras de 50 individuos, promedio de las
probabilidades asociadas a los modelos que ocupan la posicio´n j-e´sima, dado que el
modelo correcto ha salido en la posicio´n i-e´sima.
9.4. Discusio´n
Los escenarios investigados han sido tres poblaciones con el mismo mapa
gene´tico, Figura 1.11, (Retrocruce, 퐹2 con todos los marcadores codominan-
tes y 퐹2 con marcadores dominantes y codominantes conjuntamente) por tres
taman˜os muestrales (50, 100 y 200 individuos), dando lugar a un total de 9
estudios realizados con 500 muestras cada uno. En 7 de ellos, la metodolog´ıa
bayesiana obtiene porcentajes de acierto ma´s elevados, respecto a la ordena-
cio´n de los marcadores, que los obtenidos por los programas Mapmaker [48]
y JoinMap [77]. Tan so´lo en los casos en que las muestras de 50 individuos
provienen de Retrocruce o las muestras de 100 individuos provienen de 퐹2 con
no todos los marcadores codominantes, la metodolog´ıa bayesiana queda en se-
gunda posicio´n, cerca del mejor resultado obtenido por Joinmap y Mapmaker,
respectivamente.
Efecto del taman˜o muestral en cada poblacio´n.
En las tres poblaciones e independientemente de la metodolog´ıa, la pe´r-
dida de individuos en el taman˜o muestral, se traduce en una reduccio´n del
porcentaje de acierto al estimar la ordenacio´n de los marcadores del mapa
gene´tico, que implica un aumento de la variabilidad posterior de las distan-
cias medias multipunto, que ﬁnalmente repercute en una mayor longitud de la
estimacio´n del mapa gene´tico de la poblacio´n. Concretamente, se observa que
con la metodolog´ıa bayesiana, una reduccio´n de 200 individuos a 50 individuos
en el taman˜o muestral, ha reducido el porcentaje de acierto de la ordenacio´n
de marcadores del 94.8% al 52.6% para una poblacio´n Retrocrece, del 99.4%
al 80.4% para una poblacio´n 퐹2 con todos los marcadores codominates y del
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80.2% al 31.6% para una poblacio´n 퐹2 con marcadores codominantes y do-
minantes conjuntamente, respectivamente. Tanto en Retrocruce como en 퐹2
con marcadores codominantes y dominantes, la longitud media estimada, por
la metodolog´ıa bayesiana, con muestras de 200 individuos es pra´cticamente la
real, por lo que al reducir el taman˜o muestral la longitud media es sobreesti-
mada. Sin embargo, en la poblacio´n 퐹2 con so´lo marcadores codominantes, la
longitud media estimada por la metodolog´ıa bayesiana con muestras de 200
individuos es menor que la real. Experimenta un encogimiento al reducir el
taman˜o muestral a 100 individuos y luego se produce una sobreestimacio´n con
muestras de 50 individuos. Este patro´n se observa con las tres metodolog´ıas.
Puede deberse a que en la poblacio´n 퐹2 con todos los marcadores codominan-
tes, la reduccio´n del taman˜o muestral reduce el porcentaje de aciertos en la
ordenacio´n de marcadores de una forma mucho ma´s suave que en las otras dos
poblaciones; de 200 a 100 individuos tan so´lo se reduce un 5% el porcentaje
de aciertos. Sin embargo, de 100 a 50 individuos este porcentaje se reduce
casi un 14%. En las otras dos poblaciones la reduccio´n del taman˜o muestral
provoca una reduccio´n del porcentaje de aciertos mucho ma´s dra´stica: entre
el 16% y el 29%
Efecto del tipo de poblacio´n.
Independientemente del la poblacio´n y del taman˜o muestral, el modelo
bayesiano medio ma´s probable coincide con el mapa gene´tico real y su proba-
bilidad media asociada, con muestras de 200 individuos, es de 0.8748, 0.9747
y 0.8429 para Retrocruce, para 퐹2 con todos los marcadores codominantes y
para 퐹2 con marcadores codominantes y dominantes conjuntamente, respec-
tivamente. Como se puede ver, altas probabilidades que determinan inequ´ıvo-
camente la ordenacio´n de los marcadores. Como cabe esperar estas probabi-
lidades medias se reducen en las tres poblaciones, segu´n se reduce el taman˜o
muestral. La falta de informacio´n hace que aparezcan ma´s modelos alternati-
vos, que reducen la frecuencia con que aparece el modelo ma´s repetido y por
tanto, su probabilidad de ser observado. Se deduce que las muestras que pro-
ceden de la poblacio´n 퐹2 con todos los marcadores codominantes estiman con
mayor ﬁabilidad el mapa gene´tico, seguidas de las muestras de la poblacio´n
Retrocruce y de la poblacio´n 퐹2 con marcadores codominantes y dominantes.
Independientemente de la poblacio´n y del taman˜o muestral, el programa
Mapmaker, siempre ofrece modelos ma´s cortos que los correspondientes a las
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otras dos metodolog´ıas, tal como tambie´n observaron experimentalmente, Ruiz
y As´ıns (2003) [68]. La longitud obtenida por la metodolog´ıa bayesiana y
la de JoinMap, son similares entre si. Independientemente del porcentaje de
aciertos observados respecto a la ordenacio´n de los marcadores, la metodolog´ıa
bayesiana obtiene mapas un poco ma´s largos en Retrocruce, con muestras de
50 individuos, y en 퐹2 con marcadores codominantes y dominantes. Por el
contrario, JoinMap estima una la longitud mayor en Retrocruce, con muestras
de 200 y 100 individuos y en 퐹2 con todos los marcadores codominantes.
Deﬁnitivamente, entre los resultados frecuentistas, el programa JoinMap
[77] se muestra ma´s eﬁcaz, en cuanto a la correcta ordenacio´n de los marca-
dores, que Mapmaker [48] en las poblaciones Retrocruce y 퐹2 con todos los
marcadores codominantes. Sin embargo, obtiene resultados bastante peores
en la poblacio´n 퐹2 con no todos los marcadores codominantes. Quiza´s, si se
hubiera podido automatizar en este Cap´ıtulo una versio´n de JoinMap supe-
rior a la 2.0, sus resultados hubieran mejorado. Es posible que las versiones
superiores hayan mejorado el problema de estimacio´n de los marcadores domi-
nantes en repulsio´n. La metodolog´ıa bayesiana, mejora (en 7 de los escenarios)
o pra´cticamente iguala (en 2 de los escenarios) los resultados de la mejor de
las metodolog´ıas frecuentistas. No´tese que, aunque 50 individuos es un tama-
n˜o muestral irreal en plantas auto´gamas como cereales, tomates, etc; puede
ser normal en el a´mbito de los frutales provocado por problemas de espacio.
Incluso en esta situacio´n tan desfavorable, la metodolog´ıa bayesiana se mues-
tra robusta, especialmente en situaciones de falta de informacio´n como es el
caso de la poblacio´n 퐹2 con marcadores codominantes y dominantes en fase
de repulsio´n.
El algoritmo de ordenacio´n bayesiano y el que aplica JoinMap [77], en
general, se basan en que las fracciones de recombinacio´n “multipunto” se pa-
rezcan a las iniciales, segu´n el me´todo de mı´nimos cuadrados. Por lo que, si en
algu´n momento se produce cierto sesgo al estimar las fracciones de recombina-
cio´n iniciales, en parte, es de esperar que dicho sesgo se herede al ajustar las
distancias multipunto, bajo cierto orden, y que e´ste repercuta en la longitud
de la estimacio´n del mapa gene´tico. Sin embargo, la metodolog´ıa multipunto
utilizada por Mapmaker (algoritmo EM), sistema´ticamente parece que acorte
el mapa multipunto. Para investigar este hecho, en el caso ma´s problema´tico
de existencia de incertidumbre en los datos (퐹2 con marcadores dominantes),
se ha llevado a cabo un pequen˜o estudio (Ape´ndice E), sobre muestras de
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taman˜o 200 individuos, respecto a la inﬂuencia de la tolerancia utilizada en
el algoritmo EM. El algoritmo EM, segu´n se ha comentado en el Cap´ıtulo 1,
necesita de una “tolerancia” como condicio´n de parada o convergencia en la
estimacio´n de las fracciones de recombinacio´n. Como se puede observar en el
Ape´ndice E, si no se ajusta debidamente este te´rmino de tolerancia, es posible
que las fracciones de recombinacio´n entre marcadores no se estimen correc-
tamente. Por ejemplo, en el caso en que dos marcadores distan entre 5 cM y
10 cM, el algoritmo EM tiende a subestimar las fracciones de recombinacio´n
entre las parejas de marcadores investigadas (excepto la pareja D1-D2), para
tolerancias de 10−6 a 10−3. Para la pareja D1-D2, el algoritmo puede sobrees-
timar o subestimar la fraccio´n de recombinacio´n gravemente dependiendo de
la distancia que exista entre los marcadores y de la tolerancia utilizada. E´ste,
puede ser uno de los motivos por el que el programa Mapmaker, casi siempre
obtenga longitudes del mapa, ma´s cortas al real.
Cap´ıtulo 10
Determinacio´n de grupos de
ligamiento.
En los cap´ıtulos anteriores hemos trabajado con muestras de datos que
proven´ıan de poblaciones deﬁnidas por un u´nico cromosoma. Como ya hemos
visto, en el Cap´ıtulo 8, se ha deﬁnido satisfactoriamente una metodolog´ıa que
permite asignar probabilidades a ordenaciones alternativas de los marcadores
pertenecientes a un mismo cromosoma o grupo de ligamiento.
Una vez resuelto de forma razonablemente satisfactoria el problema de la
estimacio´n de fracciones de recombinacio´n y la ordenacio´n de los marcadores
en un u´nico grupo de ligamiento, en este cap´ıtulo se va a trabajar en un entorno
ma´s realista, sobre poblaciones deﬁnidas por varios cromosomas. Para ello, se
ampl´ıa la metodolog´ıa para determinar que´ marcadores forman parte de un
mismo grupo de ligamiento, asignando probabilidades a los alternativos grupos
de ligamiento. Una vez determinada la estructura de grupos de ligamiento
ma´s probable, se podr´ıan ordenar los marcadores dentro de cada grupo de
ligamiento aplicando el algoritmo de ordenacio´n visto en el Cap´ıtulo 8.
10.1. Descripcio´n del algoritmo
El algoritmo de agrupacio´n de marcadores en los distintos grupos de li-
gamiento, se ha elaborado en base al cumplimiento de dos condiciones, que
de forma resumida llamaremos asociacio´n y proximidad. A continuacio´n se
detalla en que´ consisten los dos:
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En primer lugar, la condicio´n de asociacio´n se fundamenta en determinar
para cada uno de los m marcadores que deﬁnen el mapa gene´tico de la pobla-
cio´n, su asociacio´n con el resto de marcadores. Para ello, se planteanm(m-1)/2
test de independencia:{
퐻0푖,푗 : Los marcadores 푀푖 y 푀푗 son independientes.
퐻1푖,푗 : Los marcadores 푀푖 y 푀푗 son dependientes.
con 푀푖 y 푀푗 ∈ {푀1, ...,푀푚}, 푀푖 ∕=푀푗
Asociados a estos 푚(푚 − 1)/2 tests de independencia, podemos evaluar
la probabilidad posterior de 퐻1푖,푗 en te´rminos del Factor Bayes, 퐹퐵푖,푗, que
asumiendo 푃 (퐻0푖,푗)= 0.5, se puede expresar como:
푃 (Asociacio´n entre 푀푖 y 푀푗∣퐷푎푡표푠) = 퐹퐵푖,푗
퐹퐵푖,푗 + 1
(10.1)
El factor Bayes es fa´cilmente evaluable con la funcio´n ctable() en el paquete
LearnBayes [3] de R [62], a partir de la tabla de contingencia que genera el
vector de frecuencias de recombinacio´n observadas 푅푖푗 = (푅1,푖,푗, ..., 푅푛푔푒푛표,푖,푗),
con ngeno el nu´mero de genotipos distinguibles para la pareja de marcadores
푀푖 y 푀푗. As´ı, las probabilidades (10.1) se evalu´an tambie´n ra´pidamente.
A continuacio´n, utilizamos la propuesta de resolucio´n de un problema de
comparaciones mu´ltiples desde la perspectiva Bayesiana dada por Mu¨ller et
al. (2006) [55], adaptando el me´todo para comparaciones mu´ltiples de Benja-
mini y Hochberg (1995) [5], que tiene en cuenta el nu´mero de comparaciones
mu´ltiples planteadas y el nivel de signiﬁcatividad global 훼 pretendido. Dado el
“ranking” de las probabilidades (10.1), dicho procedimiento propone calcular
una probabilidad umbral 푤푗∗ entre todas ellas, y rechazar las hipo´tesis de inde-
pendencia a favor de la asociacio´n para todas aquellas parejas de marcadores
푀푖 y 푀푗 que la superen.
Como resultado, para cada marcador푀푖 se obtiene una lista de marcadores
(listado1) con los que aceptamos asociacio´n:
푙푖푠푡1.푀푖 = {푀푗 ∈ {푀1, ...푀푚}∣ 푃 (Asociacio´n entre 푀푖 y 푀푗∣퐷푎푡표푠) > 푤푗∗}
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Alternativamente, en este paso, se podr´ıa haber optado por resolver 퐻0 :
푟푖,푗 = 0.5 (Ve´ase (1.8)). Se ha preferido el enfoque anterior porque no necesita
asumir ausencia de distorsio´n en la segregacio´n, segu´n Van Ooijen 2006 [85]
(apartado Grouping test statistics)
En segundo lugar, para aplicar la condicio´n de proximidad se obtiene la
distribucio´n posterior conjunta de las fracciones de recombinacio´n, simulando
independientemente de cada fraccio´n de recombinacio´n, 푟푖,푗, dado el vector de
frecuencias de recombinacio´n Ri,j que determina cada pareja de marcadores
distinta, 푀푖 y 푀푗. Esta cadena de simulacio´n, {푟(푡)}푛푠푖푚푡=1 , se obtiene en ide´n-
ticos te´rminos y bajo la misma modelizacio´n que se utilizo´ en el Cap´ıtulo 8.
Recordamos que la cadena de simulacio´n consta de nsim iteraciones o ﬁlas y
m(m-1)/2 columnas o fracciones de recombinacio´n entre todas las parejas de
marcadores. En base a esta cadena de simulacio´n, en cada iteracio´n, se elabora
para cada marcador una lista de marcadores pro´ximos a e´l (listado 2), enten-
diendo como pro´ximo al marcador de referencia todo aquel que mantenga una
fraccio´n de recombinacio´n estimada menor o igual a un valor establecido por
el investigador gene´tico, que en la presente tesis se ha ﬁjado en 0.35 M. Por
ejemplo, el listado 2 para 푀푖 es:
푙푖푠푡2.푀푖 = {푀푗 ∈ {푀1, ...,푀푚}, 푀푗 ∕=푀푖/푟푖,푗 < 0.35}
No´tese que el listado 1 es el mismo en todo el proceso y es independiente
de las fracciones de recombinacio´n estimadas para cada pareja de marcadores.
Sin embargo, el listado 2 puede variar en cada iteracio´n, ya que en una de las
iteraciones un marcador puede considerarse pro´ximo a otro y en la siguiente
puede considerarse alejado.
Por u´ltimo, combinando estos dos listados en cada iteracio´n, se obtiene
para cada marcador un listado preliminar de marcadores que cumplen las
dos condiciones deseadas: ser pro´ximos y adema´s asociados al marcador de
referencia. Por ejemplo, el listado preliminar para 푀푖 es:
푙푖푠푡.푝푟푒.푀푖 = {푙푖푠푡1.푀푖 ∩ 푙푖푠푡2.푀푖}
Una vez conocida esta clasiﬁcacio´n, se elabora la agrupacio´n deﬁnitiva
de marcadores que forman los grupos de ligamiento. Este proceso se lleva
a cabo en cada iteracio´n, aplicando la propiedad transitiva. Es decir, si un
marcador “푀푖” esta´ agrupado a un marcador “푀푗” segu´n la lista preliminar y,
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a su vez, el marcador “푀푗” esta´ agrupado a un marcador “푀푘”, se considera
que los marcadores “푀푖”, “푀푗” y “푀푘” deben pertenecen al mismo grupo de
ligamiento, 푔푟푢푝표푠. Es decir, un grupo de ligamiento se forma como:







con s= 1,...,n.gr, donde n.gr representa el nu´mero de grupos de ligamiento
diferentes.
Finalizado el proceso, se obtiene una cadena, {푔푟(푡)}푛푠푖푚푡=1 . En cada iteracio´n,







{푔푟푢푝표 푠} = {∅}}.
La estructura que se repite ma´s veces en la cadena se considera la estructu-
ra de grupos de ligamiento ma´s probable y su probabilidad asociada coincide
con la proporcio´n de veces que aparece en la cadena.
10.2. Resultados
Para valorar la bondad de la metodolog´ıa se han disen˜ado dos mapas ge-
ne´ticos. Uno de ellos, deﬁnido por 63 marcadores, repartidos en 6 grupos de
ligamiento (Figura 1.12) y otro deﬁnido por 290 marcadores, repartidos en 20
grupos de ligamiento (Figura 1.13). Es decir, vamos a considerar un problema
con “pocos” grupos de ligamiento y otro con “muchos” grupos de ligamiento.
El objetivo es observar el efecto del nu´mero de cromosomas en la utilizacio´n
del nivel global de signiﬁcatividad. Del primer mapa gene´tico se han extra´ıdo
2 muestras de 200 individuos, cada una de ellas. Una de las muestras se ha
extra´ıdo considerando que el mapa representa a una poblacio´n Retrocruce, a
la que hemos llamado 6Gr63MarcRetro, y la otra muestra considerando que
proviene de una poblacio´n 퐹2, en la que algunos marcadores son codominantes
y otros dominantes (6Gr63MarcF2). El segundo mapa gene´tico so´lo representa
una poblacio´n 퐹2, en la que no todos los marcadores son codominantes. De esta
poblacio´n se ha extra´ıdo una u´nica muestra de 200 individuos (20Gr290Marc).
El disen˜o esquema´tico de los dos mapas gene´ticos se detalla a continuacio´n:
10.2 Resultados 209
El reparto real de los 63 marcadores en los grupos de ligamiento, segu´n el
primer mapa gene´tico predisen˜ado es:
grupo 1= {1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12}
grupo 2= {13, 14, 15, 16, 17, 18, 19, 20}
grupo 3= {21, 22, 23, 24, 25, 26, 27, 28, 29, 30, 31, 32}
grupo 4= {33, 34, 35, 36, 37, 38, 39, 40, 41, 42, 43, 44, 45, 46}
grupo 5= {47, 48, 49, 50, 51, 52, 53, 54}
grupo 6= {55, 56, 57, 58, 59, 60, 61, 62, 63}
El tipo de cada marcador preﬁjado para el caso en el que el mapa repre-
senta una poblacio´n 퐹2 es:
grupo 1= {C, C, D1, D2, C, D2, D1, C, D1, D1, C, C}
grupo 2= {C, C, C, C, C, C, C, C}
grupo 3= {D1, C, C, D2, D1, D1, C, C, D1, C, D1, D1}
grupo 4= {D1, C, C, D1, D2, D1, C, D1, D1, D2, D2, C, C, C}
grupo 5= {D2, D2, D2, D2, D2, D2, D2, D2}
grupo 6= {D1, D1, D1, D1, D1, D1, D1, D1, D1}
Equivalentemente, el reparto real de los 290 marcadores del segundo mapa
gene´tico disen˜ado segu´n una poblacio´n 퐹2, junto al tipo de marcador conside-
rado es:
grupo 1 = {1(D1), 2(C), 3(C), 4(C), 5(C), 6(D1), 7(D2), 8(C), 9(D1),
10(D2), 11(C), 12(D2), 13(C), 14(D2)}
grupo 2 = {15(D1), 16(D1), 17(D2), 18(D2), 19(D2), 20(C), 21(D2), 22(C),
23(C), 24(D2), 25(D1), 26(D2), 27(D2), 28(D2), 29(C), 30(D1)}
grupo 3 = {31(D2), 32(D1), 33(D1), 34(D2), 35(D2), 36(C), 37(D2), 38(D1),
39(D1), 40(D1), 41(D2), 42(D2), 43(C), 44(D2)}
grupo 4 = {45(C), 46(D2), 47(C), 48(C), 49(D1), 50(D1), 51(D2), 52(D1),
53(D2), 54(D2), 55(D2), 56(D2), 57(D2), 58(D2), 59(D1), 60(D2)}
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grupo 5 = {61(D1), 62(D1), 63(D1), 64(D2), 65(C), 66(C), 67(D1), 68(D1),
69(D1), 70(C), 71(C), 72(C), 73(D2)}
grupo 6 = {74(C), 75(D2), 76(C), 77(D1), 78(D2), 79(D2), 80(C), 81(D2),
82(C), 83(D1), 84(C), 85(D1), 86(D1)}
grupo 7 = {87(C), 88(C), 89(C), 90(D2), 91(D1), 92(D1), 93(D1), 94(D2),
95(C), 96(C), 97(D2), 98(D1), 99(D2), 100(C), 101(D1)}
grupo 8 = {102(D1), 103(D2), 104(D1), 105(C), 106(D1), 107(C), 108(D1),
109(D2), 110(C), 111(D1), 112(D2), 113(D2), 114(D1), 115(C)}
grupo 9 = {116(D1), 117(C), 118(D2), 119(D2), 120(C), 121(C), 122(D2),
123(C), 124(C), 125(D2), 126(D1), 127(C), 128(C), 129(D2), 130(D2), 131(C),
132(C)}
grupo 10 = {133(D1), 134(C), 135(D2), 136(D2), 137(D2), 138(C), 139(D2),
140(D2), 141(C)}
grupo 11 = {142(D1), 143(C), 144(C), 145(D1), 146(D1), 147(D2), 148(C),
149(C), 150(C), 151(C), 152(C), 153(C), 154(D1), 155(C), 156(D1), 157(C),
158(C)}
grupo 12 = {159(C), 160(D1), 161(D1), 162(C), 163(D1), 164(D2), 165(D1),
166(C), 167(C), 168(D2), 169(D2), 170(C)}
grupo 13 = {171(D2), 172(D2), 173(D2), 174(D2), 175(D2), 176(D1), 177(C),
178(D2), 179(C), 180(D2), 181(D1), 182(D2), 183(D2), 184(D2), 185(C), 186(D1),
187(D1), 188(D2)}
grupo 14 = {189(D1), 190(D1), 191(D2), 192(C), 193(D2), 194(C), 195(C),
196(C), 197(D1), 198(C), 199(D2)}
grupo 15 = {200(D1), 201(D2), 202(D1), 203(D2), 204(C), 205(D1), 206(C),
207(C), 208(D1), 209(D1), 210(D2), 211(D2), 212(C), 213(D2), 214(D1), 215(D2)}
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grupo 16 = {216(C), 217(D1), 218(C), 219(D2), 220(D2), 221(C), 222(D2),
223(D2), 224(C), 225(C), 226(C), 227(C), 228(C), 229(C), 230(D2), 231(D2)}
grupo 17 = {232(D2), 233(D1), 234(C), 235(D1), 236(D2), 237(D1), 238(D1),
239(D2), 240(C), 241(C), 242(C), 243(C), 244(C), 245(C), 246(D1), 247(C)}
grupo 18 = {248(D2), 249(D1), 250(D1), 251(D1), 252(D1), 253(C), 254(D1),
255(D2), 256(D2), 257(C), 258(C), 259(D1), 260(D1), 261(D1), 262(C), 263(C)}
grupo 19 = {264(D1), 265(C), 266(D1), 267(C), 268(D1), 269(C), 270(D1),
271(C), 272(C), 273(C), 274(D1), 275(D2), 276(D2), 277(D2), 278(D1)}
grupo 20 = {279(D1), 280(D1), 281(C), 282(D2), 283(D1), 284(D2), 285(C),
286(C), 287(C), 288(C), 289(D2), 290(C)}
A continuacio´n, se ofrecen los resultados obtenidos por la metodolog´ıa ba-
yesiana para las tres muestras y una comparativa con los resultados obtenidos
mediante la metodolog´ıa frecuentista segu´n los programas de referencia: Map-
maker [48] y JoinMap [85]. La versio´n de JoinMap utilizada en adelante ha
sido la 4.0, en lugar de la 2.0, que se utilizo´ en el cap´ıtulo anterior, por las
limitaciones que ya se comentaron.
Con el objetivo de valorar su posible efecto, se ha ensayado la metodolog´ıa
bajo tres niveles de signiﬁcatividad globales (훼= 0.05, 훼= 0.01, 훼= 0.005). Del
mismo modo, en la comparativa de resultados de los programas de referencia,
se han ofrecido los resultados bajo los tres LOD ma´s habituales (LOD= 3,
LOD= 4, LOD= 5).
En las tablas, el modelo bayesiano ofrece distintas agrupaciones alternati-
vas (ﬁlas), cada una de ellas valorada segu´n su probabilidad. Sin embargo, los
programas de referencia, una u´nica agrupacio´n, sin ninguna medida que cuan-
tiﬁque su bondad o ﬁabilidad. No´tese que, so´lo se ha especiﬁcado el reparto
de marcadores en la primera agrupacio´n. En este cap´ıtulo no se ha estudiado
el orden de los marcadores, so´lo la agrupacio´n de los mismos en los distintos
grupos de ligamiento. Cuando el nombre de un grupo se expresa con varios
ı´ndices, separados por puntos, signiﬁca que los marcadores que lo componen
son unio´n de los grupos originales llamados con esos ı´ndices. Por ejemplo, el
“grupo 2.20” contiene los marcadores del “grupo 2” y del “grupo 20”.
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20Gr290Marc modelo bayesiano
훼=0.05 훼=0.01 훼=0.005
Agrupacio´n 1 18 grupos (prob= 0.269) 19 grupos (prob= 0.974) 20 grupos (prob= 1)
grupo 1 grupo 1 grupo 1
grupo 2.20 grupo 2.20 grupo 2
grupo 3 grupo 3 grupo 3
grupo 4.5 grupo 4 grupo 4
grupo 6 grupo 5 grupo 5
grupo 7 grupo 6 grupo 6
grupo 8 grupo 7 grupo 7
grupo 9 grupo 8 grupo 8
grupo 10 grupo 9 grupo 9
grupo 11 grupo 10 grupo 10
grupo 12 grupo 11 grupo 11
grupo 13 grupo 12 grupo 12
grupo 14 grupo 13 grupo 13
grupo 15 grupo 14 grupo 14
grupo 16 grupo 15 grupo 15
grupo 17 grupo 16 grupo 16
grupo 18 grupo 17 grupo 17
grupo 19 grupo 18 grupo 18
grupo 19 grupo 19
grupo 20
Agrupacio´n 2 19 grupos con prob= 0.2685 20 grupos con prob= 0.026
Agrupacio´n 3 18 grupos con prob= 0.2275
Agrupacio´n 4 17 grupos con prob= 0.209
Agrupacio´n 5 19 grupos con prob= 0.009
Agrupacio´n 6 20 grupos con prob= 0.007
Agrupacio´n 7 19 grupos con prob= 0.0065
Agrupacio´n 8 18 grupos con prob= 0.0035
20Gr290Marc JoinMap
LOD 3 LOD 4 LOD 5
Agrupacio´n 4 grupos 17 grupos 20 grupos
u´nica
grupo 1.4.5.16 grupo 1 grupo 1
grupo 2.3.6.7. 8.9.10.12.13.14.15.19.20 grupo 2.20 grupo 2
grupo 11 grupo 3 grupo 3
grupo 17.18 grupo 4.5 grupo 4
grupo 6 grupo 5
grupo 7.19 grupo 6
grupo 8 grupo 7
grupo 9 grupo 8
grupo 10 grupo 9
grupo 11 grupo 10
grupo 12 grupo 11
grupo 13 grupo 12
grupo 14 grupo 13
grupo 15 grupo 14
grupo 16 grupo 15
grupo 17 grupo 16






LOD 3 LOD 4 LOD 5
Agrupacio´n 14 grupos 18 grupos 20 grupos
u´nica
grupo 1 grupo 1 grupo 1
grupo 2.3.1 3.15.19.20 grupo 2.20 grupo 2
grupo 4 grupo 3.15 grupo 3
grupo 5 grupo 4 grupo 4
grupo 6 grupo 5 grupo 5
grupo 7 grupo 6 grupo 6
grupo 8 grupo 7 grupo 7
grupo 9 grupo 8 grupo 8
grupo 10 grupo 9 grupo 9
grupo 11 grupo 10 grupo 10
grupo 12 grupo 11 grupo 11
grupo 14 grupo 12 grupo 12
grupo 16 grupo 13 grupo 13
grupo 17.18 grupo 14 grupo 14
grupo 16 grupo 15
grupo 17 grupo 16
grupo 18 grupo 17




Segu´n se aprecia en el Cuadro 10.1 (tablas a, b y c) y en el Cuadro 10.2
(tablas d, e y f), la metodolog´ıa bayesiana es capaz de igualar los resultados
ofrecidos por los programas de referencia. Cada uno de los 63 marcadores se
clasiﬁca en el grupo correcto. Adema´s, en cada caso, la estructura de grupos
de ligamiento ma´s probable es casi inequ´ıvoca, obteniendo probabilidades su-
periores a 0.98, muy alejadas de las siguientes alternativas. No se observan
diferencias entre los resultados obtenidos para la muestra que representa a
una poblacio´n Retrocruce y a una poblacio´n 퐹2. Tan so´lo para esta u´ltima
poblacio´n, parece que a medida que disminuye el nivel de signiﬁcatividad exi-
gido en la construccio´n de los grupos, disminuye levemente la probabilidad
obtenida por la estructura de grupos de ligamiento ma´s probable.
Seguidamente, para el caso referente a la poblacio´n 퐹2 deﬁnida por 290
marcadores repartidos en 20 grupos de ligamiento, la metodolog´ıa bayesiana
tambie´n obtiene resultados satisfactorios. Mientras los programas de referencia
var´ıan considerablemente el nu´mero de grupos de ligamiento obtenido segu´n
el LOD aplicado, con la metodolog´ıa bayesiana no se aprecia esta variacio´n
respecto a los niveles de signiﬁcatividad considerados. En este caso, para la
metodolog´ıa frecuentista el aumento del LOD supone un aumento en el nu´me-
ro de grupos de ligamiento. Parece que el programa Mapmaker [48] se muestra
ma´s eﬁcaz y estable en el reparto de marcadores en los diferentes grupos de
ligamiento segu´n aumenta el LOD. Con la metodolog´ıa bayesiana, a medida
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que disminuye el nivel de signiﬁcatividad exigido en la construccio´n de los gru-
pos, aumenta tanto el nu´mero de grupos de ligamiento como la probabilidad
obtenida para la estructura de grupos de ligamiento ma´s probable, llegando
a ser inequ´ıvoca (probabilidad= 1), cuando se exige un nivel de signiﬁcativi-
dad global de 훼 = 0.005. Aunque no se ha profundizado en este trabajo de
investigacio´n, se podr´ıa explorar cua´l ser´ıa el nivel de signiﬁcatividad global
recomendable para resolver los test de independencia, en funcio´n tanto del tipo
de poblacio´n como del nu´mero de marcadores implicados en el mapa gene´tico
de la poblacio´n que se desea estimar.
Segu´n los resultados anteriores, se concluye que la metodolog´ıa elaborada
para determinar grupos de ligamiento es satisfactoria ya que reparte los mar-
cadores de manera correcta en cada cromosoma. Adema´s, permite cuantiﬁcar
la probabilidad de este reparto ofreciendo distintas estructuras alternativas.
Cuanto mayor es el nu´mero de marcadores involucrados en el mapa gene´-
tico, mayor nu´mero de test de independencia se necesitan realizar para llevar
a cabo el algoritmo, por lo que el nivel de signiﬁcatividad global exigido debe
ser ma´s pequen˜o para obtener el reparto de marcadores correcto. Igualmente,
si el nu´mero cromoso´mico de la especie en estudio es alto, ser´ıa conveniente
emplear un nivel de signiﬁcatividad del orden 0.005. De todos modos, tal como
se actu´a con me´todos frecuentistas tradicionales respecto al LOD, es conve-
niente emplear un amplio rango de niveles de signiﬁcatividad para ofrecer
informacio´n al investigador sobre la estabilidad de los grupos de ligamiento.
Aun as´ı, la metodolog´ıa bayesiana, a diferencia de los me´todos frecuentis-
tas, se comporta de forma estable. El cambio de un nivel de signiﬁcatividad
global de 훼 = 0.05 a 훼 = 0.005 no supone un aumento excesivo en el nu´mero
de grupos de ligamiento obtenido. Sin embargo, en los programas de referencia
frecuentista el cambio de LOD 3 a LOD 5 s´ı supone un cambio sustancial en
el nu´mero de grupos de ligamiento obtenido. Como se puede observar en los
resultados anteriores, en el caso de una poblacio´n con 20 grupos de ligamiento,
si las metodolog´ıas frecuentistas utilizaran LOD 3, considerado valor esta´ndar
equiparable a 훼 = 0.05, se obtendr´ıan resultados desastrosos, especialmente
en el caso de JoinMap.
Cap´ıtulo 11
Efecto de los datos faltantes
sobre la estabilidad en la
determinacio´n de grupos de
ligamiento y sobre la
ordenacio´n de marcadores.
Como resultado de los dos cap´ıtulos anteriores se ha obtenido una meto-
dolog´ıa que, en base a una muestra de datos, permite determinar el reparto
de marcadores en distintos grupos de ligamiento y adema´s ordenar los mar-
cadores dentro de cada grupo de ligamiento, obteniendo as´ı una estimacio´n
del mapa gene´tico de la poblacio´n de la que procede la muestra de datos.
Como ya se ha visto, tanto la estructura de grupos de ligamiento como la
ordenacio´n de los marcadores dentro de cada grupo de ligamiento obtienen
distintas probabilidades que permiten cuantiﬁcar la bondad o ﬁabilidad de
estos resultados.
En este cap´ıtulo se desea valorar la sensibilidad del procedimiento descrito,
en un entorno ma´s realista como es el de muestras de datos con datos faltantes.
Para llevar a cabo la experimentacio´n se va a ensayar la metodolog´ıa com-
pleta proponiendo distintos porcentajes de datos faltantes sobre la muestra,
20Gr290Marc, procedente del segundo mapa gene´tico considerado en el cap´ı-
tulo anterior, que representa una poblacio´n 퐹2, deﬁnida por 290 marcadores,
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no todos ellos codominantes, repartidos en 20 grupos de ligamiento. La re-
presentacio´n gra´ﬁca del mapa gene´tico real de la poblacio´n de la que se ha
extra´ıdo la muestra aparece en la Figura 1.13
El motivo de esta eleccio´n es trabajar en el entorno ma´s desfavorable de
todos los que se han tenido en cuenta anteriormente, por el tipo de poblacio´n
y por el nu´mero de marcadores implicados.
En primer lugar, se aplica la metodolog´ıa sobre la muestra completa. Es
decir, se determinan los grupos de ligamiento y se ordenan los marcadores
dentro de cada grupo de ligamiento en base a la muestra, con un taman˜o
muestral de 200 individuos, con un 0% de datos faltantes. A continuacio´n, se
eliminan aleatoriamente el 15% de los datos de la muestra completa y se repite
la metodolog´ıa y para ﬁnalizar, se reitera el proceso eliminando aleatoriamente
el 25% de los datos de la muestra completa.
Los resultados de los tres escenarios aparecen en los siguientes apartados.
En cada apartado se detalla, mediante tablas, la determinacio´n de los grupos
de ligamiento segu´n la metodolog´ıa bayesiana, para los mismos niveles de sig-
niﬁcatividad global que se han utilizado en el cap´ıtulo anterior (훼= 0.05, 훼=
0.01 y 훼= 0.005). A continuacio´n, se ofrecen las tablas con los resultados equi-
valentes obtenidos por JoinMap [85] y Mapmaker [48] a LOD 3, LOD 4 y LOD
5. No´tese que la tabla referente a la metodolog´ıa bayesiana contiene distin-
tas agrupaciones alternativas acompan˜adas de su probabilidad. Sin embargo,
las tablas obtenidas por los programas de referencia so´lo contienen una u´nica
agrupacio´n sin ninguna medida que permita cuantiﬁcar su bondad. De cada
una de las tres tablas, se selecciona la agrupacio´n de marcadores que mejor
reproduce el mapa gene´tico real y se representa gra´ﬁcamente una estimacio´n
del mapa gene´tico en funcio´n del orden de los marcadores obtenido y de las
distancias multipunto estimadas entre los marcadores contiguos. De nuevo,
obse´rvese que so´lo en los resultados obtenidos por la metodolog´ıa bayesiana se
cuantiﬁca la bondad de la ordenacio´n de los marcadores dentro de cada grupo
de ligamiento por la probabilidad que aparece bajo de cada grupo, en cada
representacio´n gra´ﬁca. Para facilitar la comparativa, cuando un grupo de liga-
miento real ha sido fragmentado en subgrupos en la estimacio´n, los subgrupos
han sido mostrados uno bajo otro en la respectiva representacio´n gra´ﬁca.
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11.1. Resultados para la muestra con un 0%
de datos faltantes
Como ya se vio en el cap´ıtulo anterior, la metodolog´ıa bayesiana obtie-
ne la agrupacio´n correcta de los marcadores, para la muestra con un 0% de
datos faltantes, de forma inequ´ıvoca (probabilidad= 1), bajo un nivel de sig-
niﬁcatividad global 훼 = 0.005. Del mismo modo, tanto JoinMap [85] como
Mapmaker [48] obtienen el reparto correcto de los marcadores bajo LOD 5.
En base a estas agrupaciones se obtienen las estimaciones del mapa gene´tico
de la poblacio´n de la que procede la muestra 20Gr290Marc (Figuras 11.1, 11.2
y 11.3); con ello ﬁnaliza todo el proceso de estimacio´n del mapa gene´tico: es-
timacio´n de distancias entre marcadores, formacio´n de grupos de ligamiento
y ordenacio´n de los marcadores dentro de cada grupo.
Como se puede observar en la Figura 11.3, referente a la ordenacio´n de
marcadores que ofrece Mapmaker [48], en casi todos los grupos de ligamiento
quedan sin ubicar de forma clara alguno o varios de sus marcadores, por lo
que a partir de este resultado preliminar ser´ıa necesario ir introduciendo los
marcadores manualmente segu´n las recomendaciones maximoveros´ımiles que
ofrece el programa. Es por ello, por lo que nos centramos en la comparativa
del modelo bayesiano y el resultado obtenido por JoinMap [85].
En base a las Figuras 11.1 y 11.2 se aprecian resultados similares en la
ordenacio´n de los marcadores. En los grupos de ligamiento 1, 5, 10, 11, 14,
15, 16 y 17 la metodolog´ıa bayesiana obtiene una estimacio´n de la longitud
del mapa gene´tico ma´s exacta que el programa JoinMap [85]. Cabe sen˜alar,
que aunque la ordenacio´n de marcadores ma´s probable del grupo 16 tiene una
probabilidad de 0.4634 y diﬁere del mapa gene´tico real en la permutacio´n de los
marcadores M222 y M223, la segunda ordenacio´n ma´s probable de este mismo
grupo de ligamiento tiene una probabilidad pra´cticamente igual, 0.4585, y
coincide con el mapa gene´tico real. Respecto a los grupos de ligamiento 3 y
4, la metodolog´ıa bayesiana tiene mayor diﬁcultad para obtener la ordenacio´n
correcta de sus marcadores que el programa JoinMap [85].
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Figura 11.1: Estimacio´n bayesiana del mapa gene´tico real de la poblacio´n de la
que procede la muestra 20Gr290Marc, con un 0% de datos faltantes. Estructura
obtenida con un nivel de signiﬁcatividad global 훼 = 0.005
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Figura 11.2: Estimacio´n, segu´n el programa JoinMap, del mapa gene´tico real de la
poblacio´n de la que procede la muestra 20Gr290Marc, con un 0% de datos faltantes.
Estructura obtenida a LOD 5
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Figura 11.3: Estimacio´n, segu´n el programa Mapmaker, del mapa gene´tico real
de la poblacio´n de la que procede la muestra 20Gr290Marc, con un 0% de datos
faltantes. Estructura obtenida a LOD 5
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11.2. Resultados para la muestra con un 15%
de datos faltantes
En este apartado se elimina aleatoriamente el 15% de los datos de la mues-
tra 20Gr290Marc. Esta manipulacio´n produce diferentes porcentajes de indi-
viduos faltantes para cada uno de los 290 marcadores. En el siguiente cuadro
aparece la descriptiva de individuos faltantes respecto a los 290 marcadores.
Mı´nimo 푄1 Mediana Media 푄3 Ma´ximo
7% 13% 15% 15% 16.88% 22%
Cuadro 11.1: Porcentajes de individuos faltantes respecto a los 290 marcadores
para la muestra con un 15% de datos faltantes
Por lo tanto, se deduce que todos y cada uno de los marcadores han perdido
en mayor o menor medida parte de los individuos. El marcador ma´s desafor-
tunado, ha perdido el 22% de los individuos. Se puede comprobar que este
dato corresponde al marcador 157. El 75% de los marcadores han perdido un
porcentaje inferior al 16.88% de los individuos.
Adema´s, como ya es sabido, cada pareja de marcadores determina el re-
parto de los individuos en base a sus genotipos observables, de manera que,
adema´s, existe una pe´rdida de informacio´n adicional de individuos que se pier-
den exclusivamente por uno de los dos marcadores involucrados. As´ı, en este
caso, la metodolog´ıa se aplica sobre 41905 parejas de marcadores que han
experimentado los siguientes porcentajes de individuos perdidos.
Mı´nimo 푄1 Mediana Media 푄3 Ma´ximo
14.5% 25.5% 28% 27.76% 30% 41%
Cuadro 11.2: Porcentajes de individuos faltantes respecto a las 41905 parejas de
marcadores para la muestra con un 15% de datos faltantes
Por ejemplo, se puede comprobar, que la pareja de marcadores (116, 157)
es la que mayor porcentaje de individuos ha perdido. Concretamente el 41%
de los individuos.
11.2 Resultados para la muestra con un 15% de datos faltantes 227
Procediendo del mismo modo que en el apartado anterior, como se puede
ver en las siguientes tablas, la metodolog´ıa bayesiana obtiene la agrupacio´n
correcta de los marcadores (que no el orden) utilizando niveles de signiﬁca-
tividad global 훼= 0.05 y 훼= 0.01. JoinMap [85] y Mapmaker [48] obtiene
este mismo resultado bajo LOD 5. Recue´rdese que la notacio´n empleada para
nombrar los grupos de marcadores que son unio´n de distintos grupos de liga-
miento reales, es la misma que en el cap´ıtulo anterior. Adema´s, si un grupo de
ligamiento real se estima desglosado en varias agrupaciones diferentes, e´stas se
nombran con el ı´ndice del grupo real seguido de una letra. Por ejemplo, ve´ase
los grupos “grupo 2a” y “grupo 2b” de la estructura de marcadores obtenida
por la metodolog´ıa bayesiana bajo un nivel de signiﬁcatividad 훼= 0.005. La
estimacio´n del mapa gene´tico en los escenarios que obtienen la agrupacio´n
correcta, aparecen representados en las Figuras 11.4, 11.5 y 11.6
Como cab´ıa esperar, Mapmaker [48] empeora su estimacio´n respecto al
resultado obtenido con la muestra completa, hasta el punto que no es capaz de
concretar un orden espec´ıﬁco para los marcadores pertenecientes a los grupos
de ligamiento 3, 4 y 8. Igual que antes, so´lo se comenta la comparativa de la
metodolog´ıa bayesiana respecto al resultado obtenido por JoinMap [85].
Las estimaciones del mapa gene´tico que obtienen tanto la metodolog´ıa
bayesiana como el programa JoinMap [85] tambie´n se ven afectadas por la
pe´rdida de informacio´n de la muestra pero en ambos casos todos los marca-
dores quedan ubicados en algu´n grupo de ligamiento.
Se puede ver que, con la metodolog´ıa bayesiana, aquellos marcadores que
con la muestra completa quedaban mal ubicados, continu´an esta´ndolo. Ex-
cepto las parejas (52, 53) y (222, 223) que obtiene el orden correcto. Adicio-
nalmente, obtienen problemas en el orden las parejas de marcadores (20, 21),
(102, 103), (145, 146), (164, 165), (167, 168), (198, 199), (234, 235). Se puede
comprobar, que los marcadores contiguos (102, 103), (145, 146), (198, 199) y
(234, 235) han perdido entre el 29% y el 33% de los individuos. Es decir, por
encima de la mediana del total de las parejas. En general, las probabilidades
de ordenacio´n de los marcadores, en casi todos los grupos de ligamiento ba-
yesianos, se ven reducidas excepto en el grupo 1 y el grupo 20, que mejoran
un poco. Aunque las probabilidades de ordenacio´n se ven reducidas, las orde-
naciones en s´ı no var´ıan en 14 de los grupos de ligamiento o incluso mejoran,
como acabamos de decir, en el caso del grupo 4 y grupo 16. En los grupos
de ligamiento 1, 5, 7, 8, 10, 15, 16 y 17 la metodolog´ıa bayesiana obtiene una
228 Cap´ıtulo 11. Efecto de los datos faltantes...
estimacio´n de la longitud del mapa gene´tico ma´s pro´xima a la real que el
programa JoinMap [85]. En los grupos 9 y 16, JoinMap [85] estima una per-
mutacio´n de marcadores contiguos, sin embargo los mismos grupos bayesianos
coinciden con los correctos. A la inversa ocurre para el grupo 3 y para el gru-
po 11. JoinMap mantiene el orden erro´neo de los marcadores de la muestra
completa y a estos an˜ade los marcadores (111,112,113,114), (116, 117), (164,
165), (222, 223) y (234,235). Curiosamente, todas estas parejas han perdido
el 29% de los individuos o menos.
20Gr290Marc modelo bayesiano
15% faltantes 훼=0.05 훼=0.01 훼=0.005
Agrupacio´n 1 20 grupos (prob= 1) 20 grupos (prob= 0.974) 21 grupos (prob= 0.9665)
marcadores 248 sin agrupar
grupo 1 grupo 1 grupo 1
grupo 2 grupo 2 grupo 2a (*)
grupo 3 grupo 3 grupo 2b (**)
grupo 4 grupo 4 grupo 3
grupo 5 grupo 5 grupo 4
grupo 6 grupo 6 grupo 5
grupo 7 grupo 7 grupo 6
grupo 8 grupo 8 grupo 7
grupo 9 grupo 9 grupo 8
grupo 10 grupo 10 grupo 9
grupo 11 grupo 11 grupo 10
grupo 12 grupo 12 grupo 11
grupo 13 grupo 13 grupo 12
grupo 14 grupo 14 grupo 13
grupo 15 grupo 15 grupo 14
grupo 16 grupo 16 grupo 15
grupo 17 grupo 17 grupo 16
grupo 18 grupo 18 grupo 17
grupo 19 grupo 19 grupo 18
grupo 20 grupo 20 grupo 19
grupo 20
Agrupacio´n 2 21 grupos con prob= 0.023 22 grupos + 1 marc. sin agrupar
con prob= 0.0225
Agrupacio´n 3 20 grupos + 1 marc. sin agrupar
con prob= 0.0015
22 grupos + 1 marc. sin agrupar
con prob= 0.0075
Agrupacio´n 4 21 grupos con prob= 5e-04 21 grupos + 2 marc. sin agrupar
con prob= 0.0015
Agrupacio´n 5 20 grupos + 1 marc. sin agrupar
con prob= 5e-04
23 grupos + 1 marc. sin agrupar
con prob= 5e-04
Agrupacio´n 6 21 grupos con prob= 5e-04 21 grupos + 2 marc. sin agrupar
con prob= 5e-04
Agrupacio´n 7 22 grupos + 1 marc. sin agrupar
con prob= 5e-04
Agrupacio´n 8 22 grupos + 1 marc. sin agrupar
con prob= 5e-04
Nota:
(*) grupo 2a={15 16}
(**) grupo 2b={17 18 19 20 21 22 23 24 25 26 27 28 29 30}
No´tese que grupo 2a ∪ grupo 2b= grupo 2
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20Gr290Marc JoinMap
15% faltantes LOD 3 LOD 4 LOD 5
Agrupacio´n 7 grupos 19 grupos 20 grupos
u´nica
grupo 1 grupo 1 grupo 1
grupo 2.3. 4.5.7.8.9.11.13.15.17.19.20 grupo 2 grupo 2
grupo 6 grupo 3.20 grupo 3
grupo 10.14 grupo 4 grupo 4
grupo 12 grupo 5 grupo 5
grupo 16 grupo 6 grupo 6
grupo 18 grupo 7 grupo 7
grupo 8 grupo 8
grupo 9 grupo 9
grupo 10 grupo 10
grupo 11 grupo 11
grupo 12 grupo 12
grupo 13 grupo 13
grupo 14 grupo 14
grupo 15 grupo 15
grupo 16 grupo 16
grupo 17 grupo 17
grupo 18 grupo 18
grupo 19 grupo 19
grupo 20
20Gr290Marc MapMaker
15% faltantes LOD 3 LOD 4 LOD 5
Agrupacio´n 15 grupos 19 grupos 20 grupos
u´nica
grupo 1 grupo 1 grupo 1
grupo 2 grupo 2 grupo 2
grupo 3.4 .13.15.20 grupo 3.20 grupo 3
grupo 4 grupo 4 grupo 4
grupo 5 grupo 5 grupo 5
grupo 6 grupo 6 grupo 6
grupo 7.17 grupo 7 grupo 7
grupo 8 grupo 8 grupo 8
grupo 9 grupo 9 grupo 9
grupo 10 grupo 10 grupo 10
grupo 11 grupo 11 grupo 11
grupo 12 grupo 12 grupo 12
grupo 14 grupo 13 grupo 13
grupo 16 grupo 14 grupo 14
grupo 18 grupo 15 grupo 15
grupo 19 grupo 16 grupo 16
grupo 17 grupo 17
grupo 18 grupo 18
grupo 19 grupo 19
grupo 20
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Figura 11.4: Estimacio´n bayesiana del mapa gene´tico real de la poblacio´n de la
que procede la muestra 20Gr290Marc, con un 15% de datos faltantes. Estructura
obtenida con un nivel de signiﬁcatividad global 훼 = 0.01.
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Figura 11.5: Estimacio´n, segu´n el programa JoinMap, del mapa gene´tico real de
la poblacio´n de la que procede la muestra 20Gr290Marc, con un 15% de datos
faltantes. Estructura obtenida a LOD 5.
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Figura 11.6: Estimacio´n, segu´n el programa Mapmaker, del mapa gene´tico real
de la poblacio´n de la que procede la muestra 20Gr290Marc, con un 15% de datos
faltantes. Estructura obtenida a LOD 5.
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11.3. Resultados para la muestra con un 25%
de datos faltantes
Para ﬁnalizar el cap´ıtulo, se elimina el 25% de los datos de la muestra
completa, 20Gr290Marc, y se repite el mismo proceso que en los anteriores
apartados. A continuacio´n se especiﬁca el resumen del porcentaje de pe´rdida
de individuos tanto respecto a los 290 marcadores como con respecto a las
41905 parejas de marcadores.
Mı´nimo 푄1 Mediana Media 푄3 Ma´ximo
17% 23% 28% 25% 25% 32%
Cuadro 11.3: Porcentajes de individuos faltantes respecto a los 290 marcadores
para la muestra con un 25% de datos faltantes
Mı´nimo 푄1 Mediana Media 푄3 Ma´ximo
29% 41.5% 43.5% 43.75% 46% 57.5%
Cuadro 11.4: Porcentajes de individuos faltantes respecto a las 41905 parejas de
marcadores para la muestra con un 25% de datos faltantes
Los resultados obtenidos por las tres metodolog´ıas se presentan de forma
ana´loga al apartado anterior. En las tablas donde se resumen las distintas
agrupaciones de los marcadores, aparecen nuevos grupos de ligamiento (que
no o´rdenes) que se detallan a continuacio´n. No´tese que, por ejemplo, el “grupo
3a1” y el “grupo 3a2” representa el desglose del “grupo 3a”. E´ste u´ltimo, a su
vez, contiene parte de los marcadores del “grupo 3” real, que fueron especiﬁ-
cados en el cap´ıtulo anterior:
grupo 2a= {15 16}
grupo 2b= {17 18 19 20 21 22 23 24 25 26 27 28 29 30}
grupo 2b1= {17 18 19 20 21 22 23 24}
grupo 2b2= {25 26 27 28 29 30}
grupo 3a= {31 34 35 36 37 38 39 40 41 42 43 44}
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grupo 3a1= {31 34 35 36 37 38 39 40}
grupo 3a2= {41 42 43 44}
grupo 3b= {32 33}
grupo 4a= {45 46 47 48 49 50 52}
grupo 4a1= {45 46 47 48 49 50}
grupo 4b= {51 53 54 55 56 57 58 59 60}
grupo 4b1= {51 53 54 55 56 57 58 60}
grupo 5a= {61 62 63}
grupo 5b= {64 65 66 67 68 69 70 71 72 73}
grupo 8a= {102 104 105 106 107 108 109 110 111 112 113 114 115}
grupo 17a= {232 233 234 235 236 237 238}
grupo 17b= {239 240 241 242 243 244 245 246 247}
grupo 18a= {249 250 251 252 253 254 255 256 257 258 259 260 261 262 263}
En este caso, la metodolog´ıa bayesiana tiene problemas en la determina-
cio´n correcta de los grupos de ligamiento. Como se observa en la siguiente
tabla, el resultado ma´s aproximado al real se obtiene exigiendo un nivel de
signiﬁcatividad global de 훼 = 0.01, en la resolucio´n de los mu´ltiples contrastes
de independencia. Bajo esta condicio´n se obtienen 25 grupos de ligamiento,
13 de los cuales coinciden con los grupos de ligamiento reales: 1, 6, 7, 9, 10,
11, 12, 13, 14, 15, 16, 19, 20. Los 12 restantes corresponden a fracciones de los
otros 7 grupos de ligamiento reales. Quedan sin agrupar los marcadores 52,
59, 103 y 248. Respecto al orden, se mantienen algunos errores que se detecta-
ron con la muestra completa (133, 134), (181,182), (192, 193) y (210,211), se
“arreglan” algunas permutaciones de marcadores contiguos, relacionadas con
los grupos fraccionados, y aparecen algunas permutaciones nuevas como son
(49, 50), (88, 89), (116,117, 118), (246, 247), que han perdido entre el 42% y
el 48% de los individuos. Como cab´ıa esperar, una reduccio´n tan sustancial
de la informacio´n de la muestra tiene como consecuencia una reduccio´n en las
probabilidades obtenidas sobre las ordenaciones de los marcadores. Sin em-
bargo, especialmente en los grupos de ligamiento que coinciden con los grupos
reales, la ordenacio´n estimada de los marcadores pra´cticamente sigue siendo
la misma que cuando la muestra conten´ıa toda la informacio´n.
El programa JoinMap [85] tampoco obtiene la agrupacio´n correcta con
ninguno de los LOD habituales. Como se detalla en la tabla correspondiente,
el resultado ma´s aproximado se determina a LOD 4. De los 20 grupos de
238 Cap´ıtulo 11. Efecto de los datos faltantes...
ligamiento, 13 de ellos coinciden con grupos reales: 1, 4, 6, 7, 9, 10, 11, 12,
14, 16, 17, 18 y 19. Por otra parte, 4 de ellos corresponden a fracciones de
2 grupos reales y 2 grupos de ligamiento han agrupado los marcadores de 4
grupos de ligamiento reales. Queda sin agrupar el marcador 103. Con este
panorama, la ordenacio´n propuesta tiene gran cantidad de errores excepto en
6 de los grupos de ligamiento, como se puede ver en la Figura 11.8
Con respecto a la determinacio´n de los grupos de ligamiento que obtiene
Mapmaker [48], la mejor aproximacio´n se obtiene a LOD 4. De los 22 grupos
de ligamiento estimados, 18 coinciden con grupos reales. Sin embargo, como
en los dos apartados anteriores, no es capaz de determinar el orden de todos
los marcadores en 21 de los 22 grupos de ligamiento. Quedan sin agrupar los
marcadores 52, 59 y 103. Por todo ello, aunque la representacio´n gra´ﬁca de
la estimacio´n del mapa gene´tico se detalla en la Figura 11.9, no se comentara´
su comparativa con el modelo bayesiano y el modelo estimado por JoinMap
[85].
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20Gr290Marc modelo bayesiano
25% faltantes 훼=0.05 훼=0.01 훼=0.005
Agrupacio´n 1 21 grupos (prob= 0.5595) 25 grupos (prob= 0.944) 27 grupos (prob= 0.9815)
marc. sin grupo: marc. sin grupo:
52, 59, 103, 248 52, 59, 103, 248
grupo 1 grupo 1 grupo 1
grupo 2a grupo 2a grupo 2a
grupo 2b.20 grupo 2b grupo 2b1
grupo 3a grupo 3a grupo 2b2
grupo 3b grupo 3b grupo 3a1
grupo 4a grupo 4a1 grupo 3b
grupo 4b.16 grupo 4b1 grupo 3a2
grupo 5 grupo 5a grupo 4a1
grupo 6 grupo 5b grupo 4b1
grupo 7 grupo 6 grupo 5a
grupo 8 grupo 7 grupo 5b
grupo 9 grupo 8a grupo 6
grupo 10 grupo 9 grupo 7
grupo 11 grupo 10 grupo 8a
grupo 12 grupo 11 grupo 9
grupo 13 grupo 12 grupo 10
grupo 14 grupo 13 grupo 11
grupo 15 grupo 14 grupo 12
grupo 17 grupo 15 grupo 13
grupo 18 grupo 16 grupo 14
grupo 19 grupo 17a grupo 15
grupo 17b grupo 16
grupo 18a grupo 17a
grupo 19 grupo 17b
grupo 20 grupo 18a
grupo 19
grupo 20
Agrupacio´n 2 22 grupos con prob= 0.199 27 grupos + 3 marc sin
grupo con prob=
0.0355
27 grupos + 5 marc sin
grupo con prob=
0.004
Agrupacio´n 3 22 grupos con prob= 0.1075 27 grupos + 3 marc sin
grupo con prob=
0.0055
27 grupos + 5 marc sin
grupo con prob=
0.0035
Agrupacio´n 4 23 grupos con prob= 0.049 27 grupos + 3 marc sin
grupo con prob=
0.004
28 grupos + 4 marc sin
grupo con prob=
0.003
Agrupacio´n 5 21 grupos + 1 marc sin grupo con
prob= 0.0165
26 grupos + 4 marc sin
grupo con prob=
0.003
28 grupos + 4 marc sin
grupo con prob=
0.003
Agrupacio´n 6 21 grupos + 1 marc sin grupo con
prob= 0.0105
27 grupos + 3 marc sin
grupo con prob=
0.003
28 grupos + 4 marc sin
grupo con prob=
0.0015
Agrupacio´n 7 22 grupos con prob= 0.009 27 grupos + 3 marc sin
grupo con prob=
0.0015
27 grupos + 5 marc sin
grupo con prob=
0.001
Agrupacio´n 8 22 grupos con prob= 0.0075 26 grupos + 4 marc sin
grupo con prob=
0.001
28 grupos + 4 marc sin
grupo con prob=
0.001
Agrupacio´n 9 22 grupos con prob= 0.004 27 grupos + 3 marc sin gru-
po con prob= 5e-
04
28 grupos + 4 marc sin
grupo con prob=
0.0015
Agrupacio´n 10 22 grupos + 1 marc sin grupo con
prob= 0.004
27 grupos + 3 marc sin gru-
po con prob= 5e-
04
28 grupos + 4 marc sin gru-
po con prob= 5e-
04
Agrupacio´n 11 21 grupos + 1 marc sin grupo con
prob= 0.0035
27 grupos + 4 marc sin gru-
po con prob= 5e-
04
28 grupos + 4 marc sin gru-
po con prob= 5e-
04
Agrupacio´n 12 22 grupos + 1 marc sin grupo con
prob= 0.0035
27 grupos + 3 marc sin gru-
po con prob= 5e-
04
Agrupacio´n 13 23 grupos con prob= 0.003 27 grupos + 3 marc sin gru-




Agrupacio´n 35 23 grupos con prob= 0.0005
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20Gr290Marc JoinMap
25% faltantes LOD 3 LOD 4 LOD 5
Agrupacio´n 13 grupos de ligamiento 20 grupos de ligamiento 26 grupos de ligamiento
u´nica marcador 103 sin grupo marcadores sin grupo: 52, 59,
103, 201, 248
grupo 1 grupo 1 grupo 1
grupo 2.10.13.14.15.20 grupo 2.20 grupo 2a
grupo 3 grupo 3a grupo 2b1
grupo 4.16 grupo 3b grupo 2b2
grupo 5 grupo 4 grupo 3c
grupo 6.8 grupo 5a grupo 3d
grupo 7 grupo 5b grupo 4a1
grupo 9 grupo 6 grupo 4b1
grupo 11 grupo 7 grupo 5a
grupo 12 grupo 8a grupo 5b
grupo 17 grupo 9 grupo 6
grupo 18 grupo 10 grupo 7
grupo 19 grupo 11 grupo 8a
grupo 12 grupo 9
grupo 13.15 grupo 10
grupo 14 grupo 11
grupo 16 grupo 12
grupo 17 grupo 13
grupo 18 grupo 14








25% faltantes LOD 3 LOD 4 LOD 5
Agrupacio´n 16 grupos de ligamiento 22 grupos de ligamiento 25 grupos de ligamiento
u´nica marcadores sin grupo: 52, 59 103
grupo 1 grupo 1 grupo 1
grupo 2.20 grupo 2 grupo 2a
grupo 3 grupo 3a grupo 2b
grupo 4 grupo 3b grupo 3a
grupo 5 grupo 4 grupo 3b
grupo 6.8 grupo 5 grupo 4a1
grupo 7 grupo 6 grupo 4b1
grupo 9 grupo 7 grupo 5a
grupo 10 grupo 8 grupo 5b
grupo 11 grupo 9 grupo 6
grupo 12 grupo 10 grupo 7
grupo 13.15 grupo 11 grupo 8a
grupo 14 grupo 12 grupo 9
grupo 16 grupo 13 grupo 10
grupo 17.19 grupo 14 grupo 11
grupo 18 grupo 15 grupo 12
grupo 16 grupo 13
grupo 17a grupo 14
grupo 17b grupo 15
grupo 18 grupo 16
grupo 19 grupo 17a
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Figura 11.7: Estimacio´n bayesiana del mapa gene´tico real de la poblacio´n de la
que procede la muestra 20Gr290Marc, con un 25% de datos faltantes. Estructura
obtenida con un nivel de signiﬁcatividad global 훼 = 0.01. Marcadores sin agrupar:
52, 59, 103 y 248.
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Figura 11.8: Estimacio´n, segu´n el programa JoinMap, del mapa gene´tico real de
la poblacio´n de la que procede la muestra 20Gr290Marc, con un 25% de datos
faltantes. Estructura obtenida a LOD 4. Marcadores sin agrupar: 103.
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Figura 11.9: Estimacio´n, segu´n el programa Mapmaker, del mapa gene´tico real
de la poblacio´n de la que procede la muestra 20Gr290Marc, con un 25% de datos
faltantes. Estructura obtenida a LOD 4. Marcadores sin agrupar: 52, 59 y 103.
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11.4. Discusio´n
En la fase de la determinacio´n de grupos de ligamiento, segu´n aumenta
el porcentaje de datos faltantes en la muestra, la metodolog´ıa bayesiana re-
sulta bastante estable. Eliminando aleatoriamente un 15% de los datos de
la muestra completa, se obtiene el reparto correcto de marcadores con una
probabilidad de 0.974 y en el caso extremo en que la muestra tiene un 25%
de los datos faltantes, 7 grupos de ligamiento reales, se ven fraccionados en
subgrupos, mientras que los otros 13 grupos de ligamiento reales se estiman
correctamente. Esta estructura de grupos de ligamiento obtiene una probabi-
lidad de 0.944. En ambos casos, ha sido necesario un nivel de signiﬁcatividad
global, en la resolucio´n de los mu´ltiples test de independencia, de 훼 = 0.01,
mayor que el que ha sido preciso para obtener el resultado correcto en el ensa-
yo con la muestra completa (훼 = 0.005). El programa JoinMap [85] se muestra
ma´s inestable en la determinacio´n de los grupos de ligamiento que el progra-
ma Mapmaker [48]. En ambos programas, se observa el reparto correcto de
los marcadores en base a la muestra con un 15% de datos faltantes a LOD 5.
Sin embargo, tambie´n en ambos programas, es necesario bajar a LOD 4 para
obtener el reparto de marcadores ma´s aproximado al real.
Durante la fase de ordenacio´n de los marcadores de cada grupo de liga-
miento, la metodolog´ıa bayesiana es capaz de obtener el orden correcto en 11
de los 20 grupos de ligamiento para la muestra completa y los otros 9 grupos
de ligamiento diﬁeren del mapa gene´tico correcto en la permutacio´n de en-
tre 2 y 5 marcadores contiguos. La pe´rdida de un 15% de la informacio´n en
la muestra repercute en una disminucio´n de las probabilidades obtenidas por
cada ordenacio´n. Tambie´n se observa la disminucio´n a 8 grupos de ligamien-
to totalmente correctos. Los que no son correctos diﬁeren de los reales en la
misma permutacio´n de marcadores contiguos. Tras la pe´rdida del 25% de la
informacio´n de la muestra, 5 grupos de ligamiento coinciden con los reales y
el resto se fraccionan en subgrupos. Se aprecia que en los subgrupos, a veces
se recupera el orden correcto de los marcadores.
Resultados parecidos produce el programa JoinMap [85] en esta fase de
ordenacio´n de los marcadores. Obtiene el orden correcto en 13 de los 20 grupos
de ligamiento para la muestra completa. Si se elimina aleatoriamente el 15% de
la informacio´n de la muestra, se reduce a 8 grupos de ligamiento correctamente
ordenados y si la pe´rdida es del 25% de los datos de la muestra, se obtiene
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el orden correcto de marcadores en 6 de los grupos reales. Los grupos de
ligamiento que no han sido correctamente ordenados diﬁeren de los reales en la
permutacio´n de varios marcadores contiguos o en la mezcla de los marcadores
de dos grupos de ligamiento reales.
Respecto al programa Mapmaker [48], aunque las ordenaciones de los mar-
cadores que es capaz de incluir en el mapa, son correctas; sin embargo, tiene
problemas para ubicar algunos marcadores en casi todos los grupos de li-
gamiento, incluso para la muestra completa, acentua´ndose este problema a
medida que se aumenta el porcentaje de datos faltantes, hasta el punto que
algunos grupos de ligamiento no tienen orden espec´ıﬁco.
Tras los resultados, se deduce que la metodolog´ıa bayesiana para la deter-
minacio´n de grupos de ligamiento y para la ordenacio´n de marcadores dentro
de cada grupo de ligamiento son satisfactorias y obtienen resultados razo-
nables equiparables o incluso mejores a los que obtienen los programas de
referencia JoinMap [85] y Mapmaker [48]. Comparando con los dos progra-
mas de referencia, la metodolog´ıa bayesiana tiene un comportamiento similar
al programa que mejor reparte los marcadores en los grupos de ligamiento
(Mapmaker [48]) y despue´s produce un comportamiento similar al programa
que mejor ordena los marcadores dentro de cada grupo de ligamiento, ya sea
JoinMap [85] o Mapmaker [48].
Cap´ıtulo 12
Aplicacio´n a datos reales y
comparacio´n de resultados con
me´todos frecuentistas.
Para ﬁnalizar, se ensaya la metodolog´ıa bayesiana deﬁnitiva resultante de
todo el estudio para la determinacio´n de grupos de ligamiento y la ordena-
cio´n de los marcadores dentro de cada grupo de ligamiento, utilizando datos
reales que provienen de la construccio´n de mapas en c´ıtricos. Concretamente
las muestras de datos utilizadas han sido generosamente cedidas por la Dra.
M. Jose´ Asins Cebria´n, responsable del Laboratorio de Gene´tica, pertenecien-
te al Centro de Proteccio´n Vegetal y Biotecnolog´ıa del Instituto Valenciano
de Investigaciones Agrarias (IVIA). Estas muestras (RetroReal201indv18Falt
y 퐹2Real150indv4Falt) que se describen en el pro´ximo pa´rrafo, se correspon-
den ba´sicamente, aunque no coinciden en su totalidad, con las muestras que
proceden de las poblaciones F x Ch y Ch x F, estudiadas por Bernet et al
(2010) [7] y 퐹2(푅 x 푃푟), estudiada por Raga et al (2012) [63]. F se reﬁere
a la mandarina Fortune que es un h´ıbrido derivado del cruce C. clementina
Hort. ex Tan y C. tangerina Hort. ex Tan. Ch es el pummelo h´ıbrido Chand-
ler derivado del cruce entre dos variantes de C. grandis Osbeck. El parental
femenino fue Fortune en 144 individuos (familia F x Ch) y Chandler en 57
individuos (familia Ch x F). Por otra parte, la poblacio´n 퐹2(푅 x 푃푟) proviene
de una autofecundacio´n de tres h´ıbridos RxPr, donde R es Citrus reshni Hort.
ex Tan. (mandarino Cleopatra) y Pr es Poncirus trifoliata (L.) Raf. variedad
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Flying Daragon.
Con dichos datos se distinguen dos escenarios. El primero de ellos co-
rresponde a una poblacio´n con 52 loci/ marcadores segregando como en un
pseudo-Retrocruce (Grattapaglia y Sederoﬀ 1994 [27]); es decir, la codiﬁcacio´n
de los marcadores se realizo´ como un Retrocruce, aunque conceptualmente no
lo fuera (cruce entre una 퐹1 y uno de sus parentales). De esta poblacio´n se dis-
pone de una muestra de taman˜o 201 individuos con un 18% de datos faltantes,
RetroReal201indv18Falt. El segundo escenario corresponde a una poblacio´n
퐹2 deﬁnida por 53 marcadores. En este caso, se dispone de una muestra de
taman˜o 150 individuos con un 4% de datos faltantes, 퐹2Real150indv4Falt.
No´tese que el hecho de trabajar en el entorno de poblaciones reales implica
el desconocimiento del mapa gene´tico real de la poblacio´n y el porcentaje de
datos faltantes de las muestras de que se disponen no es controlado.
A continuacio´n, se detallan los resultados obtenidos por la metodolog´ıa
bayesiana y la comparativa con los programas JoinMap [85] y Mapmaker [48],
como en los cap´ıtulos anteriores.
12.1. Resultados para datos reales proceden-
tes de un disen˜o pseudo-Retrocruce
Dada la muestra RetroReal201indv18Falt, extra´ıda de una poblacio´n Re-
trocruce real, se aplica la metodolog´ıa bayesiana descrita en el Cap´ıtulo 10,
para la determinacio´n de los grupos de ligamiento. Como resultado ma´s pro-
bable e independientemente del nivel de signiﬁcatividad global exigido en la
resolucio´n de los mu´ltiples test de independencia (훼 = 0.05, 훼 = 0.01 y
훼 = 0.005), se obtiene una estructura de 9 grupos de ligamiento en la que
dos de los marcadores quedan sin agrupar. Esta estructura alcanza una pro-
babilidad de 0.965 para 훼 = 0.05, una probabilidad de 0.759 para 훼 = 0.01 y
una probabilidad 0.731 para 훼 = 0.005. Tras este estable resultado se ordenan
los marcadores dentro de cada grupo. En el Cuadro del 12.1 se resumen las
distancias multipunto y desviaciones t´ıpicas posteriores entre los marcadores
contiguos dentro de cada grupo de ligamiento. La representacio´n gra´ﬁca de
esta informacio´n aparece en la Figura 12.1. Como en ocasiones anteriores, de-
bajo de cada grupo de ligamiento se especiﬁca la probabilidad de la ordenacio´n
que ha sido valorada como ma´s probable. La forma de nombrar los grupos es
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la acordada en los dos cap´ıtulos anteriores.
En las Figuras 12.2 y 12.3 aparecen los resultados obtenidos, con los mis-
mos datos, utilizando el programa JoinMap [85]. Como se puede ver, el pro-
grama determina los mismos 9 grupos de ligamiento, a LOD 3 y 4, que la
metodolog´ıa bayesiana. Una diferencia es la ubicacio´n del marcador S2AS2
del grupo 5. Igualmente, la longitud total de los grupos es diferente, ya que
emplean me´todos de estimacio´n diferentes. A LOD 5 se obtienen 10 grupos
de ligamiento. Este resultado implica el desglose del grupo 3 en 3a y 3b y
la pe´rdida de un marcador en cada uno de los grupos 5 y 7. El orden de los
marcadores dentro de cada grupo no var´ıa.
El programa Mapmaker [48] tambie´n obtiene dos estructuras de grupos se-
gu´n el LOD. Para LOD 3 y 4, Figura 12.4, se obtienen 8 grupos de ligamiento
pero no coinciden exactamente con los determinados por la metodolog´ıa ba-
yesiana y por el programa JoinMap [85] a ese mismo LOD. Concuerdan 7 de
ellos. El otro contiene los marcadores de los grupos 4 y 5 determinados por
las otras metodolog´ıas. Es decir, grupo 4.5. De este grupo, 3 marcadores no
consiguen una ubicacio´n espec´ıﬁca en la fase de ordenacio´n. El grupo 7 pierde
uno de sus marcadores, de manera que deﬁnitivamente, 3 de los marcadores
quedan sin agrupar. Si pasamos a los resultados obtenidos a LOD 5, Figura
12.5, se obtienen 9 grupos de ligamiento. Mismo resultado que a LOD 3 y 4
pero el grupo 3 se desglosa en 3a y 3b. Los marcadores 5R-4R,850 y Aint-
Drt900 no se agrupan con ninguno de los tres me´todos, independientemente
del 훼 o LOD utilizado.
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RetroReal201indv18Falt (modelo bayesiano)
grupo marcadores contiguos media ± desv. t´ıp.
1 CT19; CR66 0.09188 ± 0.02781
CR66; 5F-4R,800 0.01764 ± 0.01237
5F-4R,800; CTVCH28 0.07792 ± 0.02375
2 5F-4R,950; CTVCH1 0.21019 ± 0.04557
3 CR20 ;ETHREC 0.12686 ± 0.04712
ETHREC ;CR12,600 0.06793 ± 0.02760
CR12,600 ;AintCrt1200 0.39695 ± 0.07558
AintCrt1200 ;AintC8rt320 0.02938 ± 0.03051
AintC8rt320 ;5F-5R,220 0.06025 ± 0.03354
5F-5R,220 ;CR16,1080 0.43515 ± 0.08858
CR16,1080 ;C8intDrt1018 0.14486 ± 0.04262
4 C11,400 ; CR73 0.33469 ± 0.05227
CR73 ; BintCrt600 0.13559 ± 0.02797
BintCrt600 ; cNHX1,Bg1II 0.03906 ± 0.01242
cNHX1,Bg1II ; TAA27 0.06925 ± 0.01609
TAA27 ; AinC11r1400 0.01785 ± 0.00812
AinC11r1400 ; AintBint810 0.08490 ± 0.03377
AintBint810 ; CMS16 0.08904 ± 0.04177
CMS16 ; CR71 0.01234 ± 0.00875
CR71 ; CTVCH10 0.16343 ± 0.02671
continuacio´n...
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RetroReal201indv18Falt (modelo bayesiano)
grupo marcadores contiguos media ± desv. t´ıp.
5 CR3 ; CMS24 0.28919 ± 0.15170
CMS24 ; CMS31 0.11945 ± 0.02609
CMS31 ; CMS48,700 0.15741 ± 0.04001
CMS48,700 ; CAG01 0.03686 ± 0.01906
CAG01 ; BintC11rt650 0.09609 ± 0.02824
BintC11rt650; S2AS2 0.42194 ± 0.23852
S2AS2 ; BintC8rt900 0.64064 ± 0.45342
6 CR52 ; BintDrt990 0.43593 ± 0.06248
BintDrt990 ; AintBint300 0.02319 ± 0.01055
7 CR22,1018 ; CTVCH20 0.46916 ± 0.05758
CTVCH20 ; CR39,900 0.04165 ± 0.01962
CR39,900 ; C8intCrt110 0.02760 ± 0.01235
C8intCrt110 ; AintBint700 0.02569 ± 0.01254
AintBint700 ; CMS20 0.05972 ± 0.02480
8 BintC8rt600 ; AintC11rt900 0.03242 ± 0.01180
AintC11rt900 ; CR5,1000 0.03984 ± 0.01381
9 CMS4 ; GT03,171 0.08657 ± 0.02360
GT03,171 ; VIC 0.26043 ± 0.04115
VIC ; CR16,450 0.28439 ± 0.04757
CR16,450 ; CTVCH17 0.07475 ± 0.02140
CTVCH17 ; CMS47,160 0.11871 ± 0.02769
Cuadro 12.1: Estimacio´n bayesiana de las distancias multipunto y desviaciones
t´ıpicas posteriores entre marcadores contiguos, para los grupos de ligamiento de la
poblacio´n Retrocruce real. Marcadores sin agrupar: 5R-4R,850 y AintDrt900
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RetroReal201indv18Falt (modelo bayesiano: alfa 0.05 (prob=0.965) , 





































































Figura 12.1: Grupos de ligamiento y ordenaciones de los marcadores dentro de cada
grupo de ligamiento obtenidos, segu´n el modelo bayesiano, para el banco de datos
RetroReal201indv18Falt, bajo 훼=0.05, 훼=0.01 y 훼=0.005. Marcadores sin agrupar:
5R-4R,850 y AintDrt900
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Figura 12.2: Grupos de ligamiento y ordenaciones de los marcadores dentro de cada
grupo de ligamiento obtenidos, segu´n el programa JoinMap, para el banco de datos
RetroReal201indv18Falt, bajo LOD 3 y 4. Marcadores sin agrupar: 5R-4R,850 y
AintDrt900
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Figura 12.3: Grupos de ligamiento y ordenaciones de los marcadores dentro de
cada grupo de ligamiento obtenidos, segu´n el programa JoinMap, para el banco de
datos RetroReal201indv18Falt, bajo LOD 5. Marcadores sin agrupar: 5R-4R,850,
AintDrt900, BintC8rt900 y CR22,1018


































RetroReal201indv18Falt (resultados con Mapmaker a Lod 3 y 4)
quedan sin ubicar en el grupo: 






















Figura 12.4: Grupos de ligamiento y ordenaciones de los marcadores dentro de
cada grupo de ligamiento obtenidos, segu´n el programa Mapmaker, para el banco
de datos RetroReal201indv18Falt, bajo LOD 3 y 4. Marcadores sin agrupar: 5R-
4R,850, AintDrt900 y CR22,1018
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quedan sin ubicar en el grupo:






















Figura 12.5: Grupos de ligamiento y ordenaciones de los marcadores dentro de
cada grupo de ligamiento obtenidos, segu´n el programa Mapmaker, para el banco
de datos RetroReal201indv18Falt, bajo LOD 5. Marcadores sin agrupar: 5R-4R,850,
AintDrt900 y CR22,1018
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12.2. Resultados para datos reales proceden-
tes de una poblacio´n 퐹2 real.
En este apartado se repite una presentacio´n de resultados similar al del
apartado anterior sobre la muestra de datos 퐹2Real150indv4Falt, que proviene
de una poblacio´n cuyos marcadores segregan como una 퐹2 real deﬁnida por
53 marcadores y que tiene un 4% de datos faltantes.
Tras la fase de determinacio´n de grupos de ligamiento, con la metodolo-
g´ıa bayesiana, se obtienen tres estructuras de grupos de ligamiento parecidas
dependiendo del nivel de signiﬁcatividad global exigido en la resolucio´n de
los mu´ltiples test de independencia. Para un nivel de signiﬁcatividad global
훼 = 0.05 se obtienen 12 grupos de ligamiento con una probabilidad de 0.6945.
Para un nivel de signiﬁcatividad global 훼 = 0.01 se obtienen, de nuevo, 12
grupos de ligamiento, con una probabilidad de 0.937. La diferencia es que el
grupo 4 pierde al marcador 퐶푅12 540 (grupo 4a) y para un nivel de signi-
ﬁcatividad global 훼 = 0.005 se obtienen 13 grupos de ligamiento, con una
probabilidad de 0.952. En este caso, el grupo 4a se desglosa en 4a1 y 4a2.
Por lo tanto, el nu´mero de grupos se mantiene bastante estable. En la fase de
ordenacio´n, no se aprecian variaciones segu´n se pasa de una estructura a otra,
ni en los subgrupos fraccionados. En los Cuadros del 12.3 al 12.4 se detallan
los nombres de los marcadores contiguos implicados en la ordenacio´n ma´s pro-
bable de cada grupo de ligamiento, junto a los tipos de marcador, la media y
la desviacio´n t´ıpica de la distribucio´n posterior de distancias multipunto. La
representacio´n gra´ﬁca de estos cuadros, aparecen en las Figuras 12.6, 12.7 y
12.8 y, describen la estimacio´n del mapa gene´tico de la poblacio´n de la que
proviene la muestra, 퐹2Real150indv4Falt.
Las estimaciones que obtiene el programa JoinMap [85] aparece represen-
tadas en las Figuras 12.9, 12.10 y 12.11. Como se puede observar, a LOD 3, se
determinan 11 grupos de ligamiento. La ordenacio´n de 8 de los grupos coin-
cide con los homo´logos bayesianos. Los marcadores del grupo 1.2 y del grupo
4 no obtienen ningu´n orden espec´ıﬁco, por “ligamiento insuﬁciente en los da-
tos para completar el mapa” (mensaje especiﬁcado por JoinMap). Un par de
marcadores del grupo 3 permutan respecto a la ordenacio´n del mismo grupo
bayesiano. La estimacio´n del mapa gene´tico a LOD 4, proporciona 11 grupos
de ligamiento. En este caso, se mantiene pra´cticamente el mismo resultado
anterior. La u´nica diferencia es que el grupo 4 pierde el marcador 퐶푅2 540 y
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consigue, de ese modo, elaborar un orden espec´ıﬁco que coincide con el esti-
mado de forma bayesiana. A LOD 5, se obtienen 12 grupos de ligamiento. El
grupo 4a se desglosa en 4a1 y 4a2. Todo lo dema´s queda invariante.
Por u´ltimo, las estimaciones del mapa gene´tico correspondientes al progra-
ma Mapmaker [48] se representan en las Figuras 12.12, 12.13 y 12.14. Como
se puede ver, a LOD 3 se determinan 8 grupos de ligamiento, 3 de los cuales
coinciden en reparto de marcadores y orden con los estimados por la meto-
dolog´ıa bayesiana. El grupo (1)* contiene los marcadores del grupo 1 ma´s
el marcador 퐶푅16 250. El grupo (2.3.9.10)** agrupa los marcadores de los
4 grupos correspondientes ma´s 3 marcadores (퐶1푖퐶8푟푡, 350; 퐶1푖퐶8푟푡, 510 y
퐶푅13, 489) y no logra emitir un orden espec´ıﬁco. El grupo 4, pierde el marca-
dor 퐶푅12 540 y el grupo (12)*** contiene los marcadores del grupo 12 ma´s el
marcador 28푅, 320. Como resultado de considerar LOD 4, se determinan 11
grupos de ligamiento, 9 de los cuales se corresponden con la agrupacio´n y con
el orden de marcadores bayesianos bajo un 훼 = 0.01. El grupo 1, continu´a sin
orden espec´ıﬁco para 5 de sus marcadores. A LOD 5, se obtienen 12 grupos
de ligamiento. Se repite el resultado anterior a diferencia que que el grupo 6.7
se desglosa en el grupo 6 y el grupo 7; de este modo se logra una coincidencia
de 10 grupos con la metodolog´ıa bayesiana, bajo 훼 = 0.01.
퐹2Real150indv4Falt (modelo bayesiano con 훼= 0.05)
grupo marcadores contiguos tipo media ± desv. t´ıp.
1 CR72,250 ; 520AR,350 C ; D2 0.40045 ± 0.08311
520AR,350 ; CR3,330 D2 ; D1 0.04975 ± 0.04776
CR3,330 ; CMS48,700 D1 ; C 0.13216 ± 0.03032
CMS48,700 ; Py28,230 C ; C 0.03705 ± 0.01235
Py28,230 ; Py65C,510 C ; D2 0.01463 ± 0.01407
Py65C,510 ; AGG9,120 D2 ; C 0.17481 ± 0.02537
AGG9,120 ; ATC09 180 C ; C 0.01778 ± 0.01521
ATC09 180 ; 1R,700 C ; C 0.11983 ± 0.02151
1R,700 ; CAT01 160 C ; C 0.20329 ± 0.05444
continuacio´n...
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퐹2Real150indv4Falt (modelo bayesiano con 훼= 0.05)
grupo marcadores contiguos tipo media ± desv. t´ıp.
2 15R,800 ; CR23,750 C ; C 0.08576 ± 0.01914
CR23,750 ; CR28,270 C ; C 0.11306 ± 0.01675
CR28,270 ; CR15,1100 C ; C 0.00869 ± 0.00432
CR15,1100; 27R 1500 C ; C 0.12563 ± 0.01913
3 CR18,200; CR5 180 D2 ; D1 0.11403 ± 0.04031
CR5 180; CR17,330 D1 ; C 0.03007 ± 0.01349
CR17,330; 76A 180 C ; C 0.23914 ± 0.03616
76A 180; Ethrec,1200 C ; C 0.10624 ± 0.02318
4 CR52,340 ; R1010,520 C ; C 0.08934 ± 0.01549
R1010,520 ; TAA15,170 C ; C 0.03803 ± 0.00893
TAA15,170 ; CR14,300 C ; D1 0.04448 ± 0.02171
CR14,300 ; CR74,344 D1 ; C 0.03800 ± 0.01461
CR74,344 ; 68A 240 C ; C 0.37618 ± 0.10318
68A 240 ; TAA52,100 C ; D1 0.07995 ± 0.02088
TAA52,100 ; CR12 540 D1 ; D2 0.37871 ± 0.15420
5 CAC23,240; CR16 650 C ; D2 0.11983 ± 0.03347
6 CR13,506 ; CitSOS1,480 D1 ; C 0.14055 ± 0.04658
7 CR12 250; TAA41,160 C ; C 0.34004 ± 0.06531
8 VIC,380 ; GT03 180 C ; C 0.31067 ± 0.04873
GT03 180; CMS4,180 C ; C 0.05412 ± 0.01486
9 HLH 400 ; CMS20,180 C ; D1 0.16370 ± 0.04114
CMS20,180; CR54,310 D1 ; D2 0.15925 ± 0.09908
10 CMS14,160; CR36 310 D1 ; C 0.13394 ± 0.0418
11 CR19,380; TAA1,175 C ; C 0.20267 ± 0.04255
12 TAA27,250; CNHX1,1636 C ; C 0.22088 ± 0.04467
Cuadro 12.2: Estimacio´n bayesiana de las distancias multipunto y desviaciones t´ı-
picas posteriores entre marcadores contiguos, para los grupos de ligamiento de la po-
blacio´n 퐹2 real determinados bajo 훼 = 0.05. Marcadores sin agrupar: 퐶1푖퐶8푟푡, 350,
퐷푅퐸퐵 480, 퐶푅5 600, 퐶푅16 250, 퐶1푖퐶8푟푡, 510, 28푅, 320, 퐶푅13, 480
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퐹2Real150indv4Falt (modelo bayesiano con 훼= 0.01)
grupo marcadores contiguos tipo media ± desv. t´ıp.
1 CR72,250 ; 520AR,350 C ; D2 0.40045 ± 0.08311
520AR,350 ; CR3,330 D2 ; D1 0.04975 ± 0.04776
CR3,330 ; CMS48,700 D1 ; C 0.13216 ± 0.03032
CMS48,700 ; Py28,230 C ; C 0.03705 ± 0.01235
Py28,230 ; Py65C,510 C ; D2 0.01463 ± 0.01407
Py65C,510 ; AGG9,120 D2 ; C 0.17481 ± 0.02537
AGG9,120 ; ATC09 180 C ; C 0.01778 ± 0.01521
ATC09 180 ; 1R,700 C ; C 0.11983 ± 0.02151
1R,700 ; CAT01 160 C ; C 0.20329 ± 0.05444
2 15R,800 ; CR23,750 C ; C 0.08576 ± 0.01914
CR23,750 ; CR28,270 C ; C 0.11306 ± 0.01675
CR28,270 ; CR15,1100 C ; C 0.00869 ± 0.00432
CR15,1100; 27R 1500 C ; C 0.12563 ± 0.01913
3 CR18,200; CR5 180 D2 ; D1 0.11403 ± 0.04031
CR5 180; CR17,330 D1 ; C 0.03007 ± 0.01349
CR17,330; 76A 180 C ; C 0.23914 ± 0.03616
76A 180; Ethrec,1200 C ; C 0.10624 ± 0.02318
4a CR52,340 ; R1010,520 C ; C 0.08991 ± 0.01540
R1010,520 ; TAA15,170 C ; C 0.03810 ± 0.00894
TAA15,170 ; CR14,300 C ; D1 0.04462 ± 0.02180
CR14,300 ; CR74,344 D1 ; C 0.03803 ± 0.01455
CR74,344 ; 68A 240 C ; C 0.37667 ± 0.09574
68A 240 ; TAA52,100 C ; D1 0.08038 ± 0.02145
5 CAC23,240; CR16 650 C ; D2 0.11983 ± 0.03347
6 CR13,506 ; CitSOS1,480 D1 ; C 0.14055 ± 0.04658
7 CR12 250; TAA41,160 C ; C 0.34004 ± 0.06531
8 VIC,380 ; GT03 180 C ; C 0.31067 ± 0.04873
GT03 180; CMS4,180 C ; C 0.05412 ± 0.01486
continuacio´n...
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퐹2Real150indv4Falt (modelo bayesiano con 훼= 0.01)
grupo marcadores contiguos tipo media ± desv. t´ıp.
9 HLH 400 ; CMS20,180 C ; D1 0.16370 ± 0.04114
CMS20,180; CR54,310 D1 ; D2 0.15925 ± 0.09908
10 CMS14,160; CR36 310 D1 ; C 0.13394 ± 0.0418
11 CR19,380; TAA1,175 C ; C 0.20267 ± 0.04255
12 TAA27,250; CNHX1,1636 C ; C 0.22088 ± 0.04467
Cuadro 12.3: Estimacio´n bayesiana de las distancias multipunto y desviaciones t´ı-
picas posteriores entre marcadores contiguos, para los grupos de ligamiento de la po-
blacio´n 퐹2 real determinados bajo 훼 = 0.01. Marcadores sin agrupar: 퐶1푖퐶8푟푡, 350,
퐷푅퐸퐵 480, 퐶푅5 600, 퐶푅16 250, 퐶1푖퐶8푟푡, 510, 28푅, 320, 퐶푅13, 480, 퐶푅12 540
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퐹2Real150indv4Falt (modelo bayesiano con 훼= 0.005)
grupo marcadores contiguos tipo media ± desv. t´ıp.
1 CR72,250 ; 520AR,350 C ; D2 0.40045 ± 0.08311
520AR,350 ; CR3,330 D2 ; D1 0.04975 ± 0.04776
CR3,330 ; CMS48,700 D1 ; C 0.13216 ± 0.03032
CMS48,700 ; Py28,230 C ; C 0.03705 ± 0.01235
Py28,230 ; Py65C,510 C ; D2 0.01463 ± 0.01407
Py65C,510 ; AGG9,120 D2 ; C 0.17481 ± 0.02537
AGG9,120 ; ATC09 180 C ; C 0.01778 ± 0.01521
ATC09 180 ; 1R,700 C ; C 0.11983 ± 0.02151
1R,700 ; CAT01 160 C ; C 0.20329 ± 0.05444
2 15R,800 ; CR23,750 C ; C 0.08576 ± 0.01914
CR23,750 ; CR28,270 C ; C 0.11306 ± 0.01675
CR28,270 ; CR15,1100 C ; C 0.00869 ± 0.00432
CR15,1100; 27R 1500 C ; C 0.12563 ± 0.01913
3 CR18,200; CR5 180 D2 ; D1 0.11403 ± 0.04031
CR5 180; CR17,330 D1 ; C 0.03007 ± 0.01349
CR17,330; 76A 180 C ; C 0.23914 ± 0.03616
76A 180; Ethrec,1200 C ; C 0.10624 ± 0.02318
4a1 CR52,340 ; R1010,520 C ; C 0.09548 ± 0.01609
R1010,520 ; TAA15,170 C ; C 0.03892 ± 0.00894
TAA15,170 ; CR14,300 C ; D1 0.04504 ± 0.02278
CR14,300 ; CR74,344 D1 ; C 0.03906 ± 0.01499
4a2 68A 240 ; TAA52,100 C ; D1 0.09673 ± 0.0308
5 CAC23,240; CR16 650 C ; D2 0.11983 ± 0.03347
6 CR13,506 ; CitSOS1,480 D1 ; C 0.14055 ± 0.04658
7 CR12 250; TAA41,160 C ; C 0.34004 ± 0.06531
8 VIC,380 ; GT03 180 C ; C 0.31067 ± 0.04873
GT03 180; CMS4,180 C ; C 0.05412 ± 0.01486
continuacio´n...
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퐹2Real150indv4Falt (modelo bayesiano con 훼= 0.005)
grupo marcadores contiguos tipo media ± desv. t´ıp.
9 HLH 400 ; CMS20,180 C ; D1 0.16370 ± 0.04114
CMS20,180; CR54,310 D1 ; D2 0.15925 ± 0.09908
10 CMS14,160; CR36 310 D1 ; C 0.13394 ± 0.0418
11 CR19,380; TAA1,175 C ; C 0.20267 ± 0.04255
12 TAA27,250; CNHX1,1636 C ; C 0.22088 ± 0.04467
Cuadro 12.4: Estimacio´n bayesiana de las distancias multipunto y desviaciones t´ı-
picas posteriores entre marcadores contiguos, para los grupos de ligamiento de la po-
blacio´n 퐹2 real determinados bajo 훼 = 0.005. Marcadores sin agrupar: 퐶1푖퐶8푟푡, 350,
퐷푅퐸퐵 480, 퐶푅5 600, 퐶푅16 250, 퐶1푖퐶8푟푡, 510, 28푅, 320, 퐶푅13, 480, 퐶푅12 540
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Figura 12.6: Grupos de ligamiento y ordenaciones de los marcadores dentro de
cada grupo de ligamiento obtenidos, segu´n el modelo bayesiano, para el banco de
datos 퐹2Real150indv4Falt, bajo 훼=0.05. Marcadores sin agrupar: 퐶1푖퐶8푟푡, 350,
퐷푅퐸퐵 480, 퐶푅5 600, 퐶푅16 250, 퐶1푖퐶8푟푡, 510, 28푅, 320, 퐶푅13, 480
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Figura 12.7: Grupos de ligamiento y ordenaciones de los marcadores dentro de
cada grupo de ligamiento obtenidos, segu´n el modelo bayesiano, para el banco de
datos 퐹2Real150indv4Falt, bajo 훼=0.01. Marcadores sin agrupar: 퐶1푖퐶8푟푡, 350,
퐷푅퐸퐵 480, 퐶푅5 600, 퐶푅16 250, 퐶1푖퐶8푟푡, 510, 28푅, 320, 퐶푅13, 480, 퐶푅12 540
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Figura 12.8: Grupos de ligamiento y ordenaciones de los marcadores dentro de
cada grupo de ligamiento obtenidos, segu´n el modelo bayesiano, para el banco de
datos 퐹2Real150indv4Falt, bajo 훼=0.005. Marcadores sin agrupar: 퐶1푖퐶8푟푡, 350,
퐷푅퐸퐵 480, 퐶푅5 600, 퐶푅16 250, 퐶1푖퐶8푟푡, 510, 28푅, 320, 퐶푅13, 480, 퐶푅12 540
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Figura 12.9: Grupos de ligamiento y ordenaciones de los marcadores dentro
de cada grupo de ligamiento obtenidos, segu´n JoinMap, para el banco de da-
tos 퐹2Real150indv4Falt, bajo LOD 3. Marcadores sin agrupar: 퐶1푖퐶8푟푡, 350,
퐷푅퐸퐵 480, 퐶푅5 600, 퐶푅16 250, 퐶1푖퐶8푟푡, 510, 28푅, 320, 퐶푅13, 480.
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Figura 12.10: Grupos de ligamiento y ordenaciones de los marcadores den-
tro de cada grupo de ligamiento obtenidos, segu´n JoinMap, para el banco de
datos 퐹2Real150indv4Falt, bajo LOD 4. Marcadores sin agrupar: 퐶1푖퐶8푟푡, 350,
퐷푅퐸퐵 480, 퐶푅5 600, 퐶푅16 250, 퐶1푖퐶8푟푡, 510, 28푅, 320, 퐶푅13, 480, 퐶푅12 540
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Figura 12.11: Grupos de ligamiento y ordenaciones de los marcadores den-
tro de cada grupo de ligamiento obtenidos, segu´n JoinMap, para el banco de
datos 퐹2Real150indv4Falt, bajo LOD 5. Marcadores sin agrupar: 퐶1푖퐶8푟푡, 350,
퐷푅퐸퐵 480, 퐶푅5 600, 퐶푅16 250, 퐶1푖퐶8푟푡, 510, 28푅, 320, 퐶푅13, 480, 퐶푅12 540
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Figura 12.12: Grupos de ligamiento y ordenaciones de los marcadores dentro de
cada grupo de ligamiento obtenidos, segu´n Mapmaker, para el banco de datos
퐹2Real150indv4Falt, bajo LOD 3. Marcadores sin agrupar: 퐷푅퐸퐵 480, 퐶푅5 600,
퐶푅12 540
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Figura 12.13: Grupos de ligamiento y ordenaciones de los marcadores den-
tro de cada grupo de ligamiento obtenidos, segu´n Mapmaker, para el banco de
datos 퐹2Real150indv4Falt, bajo LOD 4. Marcadores sin agrupar: 퐶1푖퐶8푟푡, 350,
퐷푅퐸퐵 480, 퐶푅5 600, 퐶푅16 250, 퐶1푖퐶8푟푡, 510, 28푅, 320, 퐶푅13, 480, 퐶푅12 540
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Figura 12.14: Grupos de ligamiento y ordenaciones de los marcadores den-
tro de cada grupo de ligamiento obtenidos, segu´n Mapmaker, para el banco de
datos 퐹2Real150indv4Falt, bajo LOD 5. Marcadores sin agrupar: 퐶1푖퐶8푟푡, 350,
퐷푅퐸퐵 480, 퐶푅5 600, 퐶푅16 250, 퐶1푖퐶8푟푡, 510, 28푅, 320, 퐶푅13, 480, 퐶푅12 540
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12.3. Discusio´n
La estimacio´n del mapa gene´tico de la poblacio´n Retrocruce esta´ basada
en 52 marcadores. 50 de ellos, quedan distribuidos en 9 grupos de ligamiento,
independientemente del 훼 exigido en la resolucio´n de los mu´ltiples test de
independencia. Se compara con la estimacio´n obtenida por Bernet et al (2010)
[7], mediante JoinMap 3.0 [86], de las poblaciones F x Ch y Ch x F, en que 77
marcadores quedan distribuidos en 11 grupos de ligamiento (Gr1, Gr2, etc.)
y 7 marcadores quedan sin agrupar.
Tres de los 4 marcadores del grupo 1 mantienen el mismo orden en Gr10
(LOD 8), que consta de 7 marcadores. En su estudio falta 퐶푇푉 퐶퐻28 o quiza´s
sea uno de los marcadores no agrupados. Este marcador fue incluido en un
mapa posterior (Raga et al. 2012 [63]) El grupo 3, que consta de 8 marcadores
se desglosa en Gr7a (LOD 10) y Gr7b (LOD 10). Adema´s, Gr7a intercala 3
marcadores ma´s, que no aparecen en nuestra muestra. Quiza´s, por ese motivo,
el marcador 5F-5R,220 se ubica en una posicio´n diferente a la que estima el
modelo bayesiano. El grupo 4, consta de 10 marcadores, 9 de los cuales esta´n
contenidos entre los 15 marcadores de Gr3 (LOD 8) y mantienen el mismo
orden a excepcio´n de la permutacio´n de 퐴푖푛푡퐵푖푛푡810 y 푇퐴퐴27. Posiblemente
interﬁeren en este orden, 4 marcadores de los cuales nosotros no disponemos
en nuestra muestra. El de´cimo marcador, 퐶푇푉 퐶퐻10, del grupo 4, no apa-
rece ubicado en ningu´n Gr, pues se vio posteriormente que ten´ıa fallos en
la codiﬁcacio´n (Asins, comunicacio´n personal). El grupo 5 esta´ formado por
8 marcadores, 7 de los cuales pertenecen a Gr4b (LOD 5), que contiene 9
marcadores. 푆2퐴푆2 no esta´ ordenado en la misma posicio´n que en el mode-
lo bayesiano. Sin embargo, los otros 6 marcadores s´ı. 퐶푀푆24 no aparece en
ningu´n Gr y en contraposicio´n nosotros no disponemos de dos de los marca-
dores que contiene Gr4b. Los 3 marcadores del grupo 6 esta´n contenidos entre
los 5 marcadores de Gr9b (LOD 6). En la ubicacio´n de 퐶푅52, posiblemente
interﬁeren dos marcadores de los que no disponemos en nuestra muestra. El
grupo 7 consta de 6 marcadores, 5 de los cuales esta´n incluidos, en el mismo
orden, entre los 8 marcadores que forman Gr12 (LOD 5). 퐶푇푉 퐶퐻20 no esta´
incluido en ningu´n Gr. Se puede observar, en el grupo 7, que entre 퐶푅22, 1018
y 퐶푇푉 퐶퐻20, existe un espacio desierto de marcadores. Sin embargo, este es-
pacio esta´ ocupado por 3 marcadores en Gr12 (LOD 5) de los que no tenemos
informacio´n en nuestra muestra. El grupo 8 esta´ formado por 3 marcadores
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incluidos, en el mismo orden, entre los 9 marcadores de Gr4c. De los otros
6 marcadores no tenemos informacio´n. Cinco de los 6 marcadores del grupo
9, guardan el mismo orden en Gr4a (LOD 9). El marcador CTVCH17 no se
encuentra en ningu´n Gr y entre 푉 퐼퐶 y 퐶푅16, 450 existen 3 marcadores en
Gr4a (LOD 9), de los que no disponemos de informacio´n. Tambie´n existe un
marcador, desconocido para nosotros, entre 퐶푀푆4 y 퐺푇03, 171. Finalmente,
sen˜alar que los marcadores 5푅−4푅, 850 y 퐴푖푛푡퐷푟푡900 quedan sin agrupar en
el modelo bayesiano. Sin embargo, 5푅−4푅, 850 se agrupa con otro marcador,
que no aparece en nuestra muestra, para formar Gr5b (LOD 10).
Por otra parte, la estimacio´n bayesiana del mapa gene´tico de la pobla-
cio´n 퐹2 se compara con la estimacio´n propuesta por Raga et al (2012) [63],
mediante JoinMap 3.0 [86], para la poblacio´n 퐹2(푅 x 푃푟), Su investigacio´n,
segu´n especiﬁcan, esta´ basada en 54 marcadores, de los cuales 11 no obtienen
agrupacio´n y el resto se distribuyen en 11 grupos de ligamiento a LOD≥ 3. La
nomenclatura utilizada para nombrar los marcadores ha sido la misma que la
propuesta por Bernet et al (2010) [7].
Nuestra estimacio´n del mapa gene´tico consta de 53 marcadores e inclu-
yen dos marcadores nuevos (퐷푅퐸퐵 480 y 퐿퐻400) que no se estudiaron en
el trabajo de Raga et al. (2012) [63]. Quedan sin agrupar los marcadores
퐶1푖퐶8푟푡, 350; 퐷푅퐸퐵 480; 퐶푅5 600; 퐶푅16 250; 퐶1푖퐶8푟푡, 510; 28푅, 320;
퐶푅13, 480 con 훼 = 0.05 y adicionalmente el marcador 퐶푅12 540 con 훼 = 0.01
y 0.005. Los 45 marcadores restantes, se distribuyen en 12 (훼 = 0.05 y 0.01) y
13 (훼 = 0.005) grupos de ligamiento. Considerando la estructura de grupos de
ligamiento segu´n 훼 = 0.005 con probabilidad= 0.952, se observa la siguiente
coincidencia con el estudio de Raga et al (2012) [63], cuyos grupos se nombran
RPr:
El grupo 1 coincide con RPr4b (LOD 7), a excepcio´n de la ubicacio´n del
marcador CR72,250, que la metodolog´ıa bayesiana lo ubica en un extremo del
grupo de ligamiento y Raga et al. (2012) [63] lo intercala entre Py65C,506 y
AGG9,125. El grupo 3 coincide con RPr7a (LOD 3) a excepcio´n de la per-
mutacio´n de los marcadores CR5,180 y CR17,300. Adema´s, incluyen en un
extremo el marcador CR18,180, que no aparece en nuestra muestra. El grupo
4a1 y 4a2 contienen los marcadores de RPr8+6, ordenados del mismo modo.
El grupo 9 consta de los marcadores 퐻퐿퐻 400, 퐶푀푆20, 180 y 퐶푅54, 310.
Quiza´s el marcador 퐻퐿퐻 400, que no aparece en el estudio de Raga et al.
12.3 Discusio´n 277
(2012) [63], es el necesario para formar el grupo RPr12. Parece que JoinMap
3.0 [86], en ausencia de 퐻퐿퐻 400, no es capaz de obtener, a ningu´n LOD,
el mapa conjunto de R12 con Pr12 (llame´moslo RPr12), a los que pertenecen
퐶푀푆20, 180 y 퐶푅54, 310, respectivamente. El resto de grupos, es decir 2, 5,
6, 7, 8, 10, 11 y 12 se corresponden con RPr4c (LOD 10), RPr7b (LOD 10),
RPr10+5b(b) (LOD 6), RPr10+5b(a) (LOD 7), RPr4a (LOD 8), RPr9 (LOD
9), RPr2 (LOD 8) y RPr3b (LOD 4), respectivamente.
Tanto en el estudio de Raga et al. (2012) [63] como en el de Bernet et al.
(2010) [7] se ha utilizado Kosambi como funcio´n de mapeo para elaborar las
estimaciones de los mapas gene´ticos, por lo que las longitudes de los grupos
de ligamiento no son comparables con las obtenidas por el modelo bayesiano,
en las que se ha utilizado Haldane, como siempre.
Salvando las diferencias, que hemos observado, entre los marcadores que
aparecen en las muestras utilizadas en los tres estudios (Raga et al. (2012)
[63], Bernet et al. (2010) [7] y metodolog´ıa bayesiana) las estimaciones obte-
nidas por la metodolog´ıa bayesiana tienen alta concordancia con las obtenidas
de forma frecuentista. Adema´s tienen un comportamiento muy estable con
respecto al 훼 utilizado. Esta es una caracter´ıstica que parece propia de la me-
todolog´ıa bayesiana presentada en esta tesis frente a la variacio´n de resultados
al modiﬁcar el LOD de los me´todos frecuentistas. Por otra parte, quiza´s la ex-
plicacio´n de que algunos marcadores se queden sistema´ticamente sin ubicar
en un grupo sea que perteneciendo a un grupo de ligamiento, existe una zona
sin marcadores estudiados necesarios para formar estos grupos de ligamiento.
Llama la atencio´n que los LODs necesarios para formar los grupos de liga-
miento en ambos estudios frecuentistas son, en general, muy superiores a los
que han sido necesarios en los Cap´ıtulos 10 y 11 para obtener estimaciones
correctas, donde se ha trabajado con un mayor nu´mero de marcadores y de
grupos de ligamiento y posiblemente sea debido al conocimiento previo de la
realidad biolo´gica por parte del investigador tal como se apuntaba al ﬁnal del
apartado 1.4.2.
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13.1. Resumen general
Como ya se adelanto´ en el u´ltimo apartado de la introduccio´n, para llevar
a cabo un ana´lisis de QTLs es muy importante una estimacio´n precisa y ﬁable
del mapa gene´tico de la poblacio´n involucrada. La localizacio´n de QTLs y
los efectos que producen, se pueden inferir combinando la informacio´n de los
genotipos y los fenotipos de individuos que provienen de poblaciones en des-
equilibrio, tales como la de los disen˜os experimentales controlados, Retrocruce
y 퐹2. Por ese motivo, a lo largo de los cap´ıtulos anteriores, se han disen˜ado y
ensayado distintas metodolog´ıas bayesianas con el objetivo de estimar el mapa
gene´tico en tres escenarios experimentales: poblaciones Retrocruce, poblacio-
nes 퐹2 con marcadores exclusivamente codominantes y poblaciones 퐹2 en las
que intervienen marcadores codominantes y dominantes conjuntamente.
No´tese, que durante toda la investigacio´n, se ha asumido que los datos han
sido previamente depurados mediante un ana´lisis inicial exploratorio. Como
es sabido, este es un paso fundamental en cualquier ana´lisis estad´ıstico. Consi-
deramos que esta fase esta´ perfectamente cubierta por algunas de las librer´ıas
de R/qtl [13].
En los Cap´ıtulos 2 y 3, se elaboran modelizaciones bayesianas equivalen-
tes, para las tres poblaciones de estudio, de la distribucio´n posterior de las
fracciones de recombinacio´n entre cada pareja de marcadores y, en base a
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ella, se obtiene una cadena de simulacio´n utilizando el algoritmo Metropolis-
Hastings. En cada iteracio´n de la cadena, se aplica un algoritmo de ordenacio´n
de los marcadores basado en las distancias mı´nimas entre ellos, SARF. Una
vez obtenido el orden de los marcadores, de nuevo en cada iteracio´n, se estima
las distancias multipunto entre los marcadores contiguos, segu´n el me´todo de
mı´nimos cuadrados. Tras este proceso, se obtienen distintas estimaciones al-
ternativas del mapa gene´tico (modelos), valoradas por una probabilidad que
cuantiﬁca la proporcio´n de veces que se ha obtenido cada modelo. Las dis-
tancias entre marcadores contiguos se calculan como media posterior de la
distribucio´n de distancias multipunto. Esta metodolog´ıa bayesiana obtiene re-
sultados favorables tanto en una poblacio´n Retrocruce como en una poblacio´n
퐹2 con todos los marcadores codominantes para taman˜os muestrales de al me-
nos 100 individuos. En ambos casos, se detectan problemas de estimacio´n en
el caso poco real, para algunos cultivos, de trabajar con muestras de tan so´lo
50 individuos. Sin embargo, la metodolog´ıa no proporciona resultados satis-
factorios en el caso en que no son observables todos los genotipos de todos
los marcadores. Es decir, en una poblacio´n 퐹2 deﬁnida por marcadores codo-
minantes y dominantes conjuntamente, ya que en ocasiones, aun trabajando
con muestras de 200 individuos, la estimacio´n del mapa gene´tico verdadero no
aparece entre los modelos ma´s probables y cuando la metodolog´ıa se aplica
sobre una poblacio´n densa, los problemas de ubicacio´n de los marcadores se
maniﬁestan por bloques.
Con el objetivo de investigar exhaustivamente el problema de la estima-
cio´n de las fracciones de recombinacio´n para marcadores fuertemente ligados
en poblaciones 퐹2 con no todos los marcadores codominantes, en los Cap´ıtulos
4, 5 y 6 se reduce la poblacio´n a la mı´nima expresio´n que involucra establecer
un orden entre sus marcadores (3 marcadores) y se disen˜a un modelo jera´rqui-
co bayesiano de tres niveles, cuya distribucio´n posterior se obtiene simulando,
mediante un algoritmo Metropolis-Hastings generalizado, de una mixtura en-
tre el ca´lculo de la probabilidad del orden de la tripleta dadas las frecuencias
genot´ıpicas observadas entre los marcadores y la distribucio´n posterior de las
fracciones de recombinacio´n, seleccionado el orden de la tripleta de marcado-
res. En los tres cap´ıtulos se proponen distintas variantes sobre la eleccio´n de la
distribucio´n pivote a utilizar: una distribucio´n normal truncada en [0, 0.5], una
distribucio´n normal bivariada truncada en [0, 0.5]2 o la propia logverosimilitud
conjunta de las fracciones de recombinacio´n contiguas. En los tres cap´ıtulos se
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detectan problemas te´cnicos de convergencia, provocados por distintos moti-
vos: En el Cap´ıtulo 5, se observan problemas de estimacio´n de los para´metros
de la distribucio´n binormal que estima la verosimilitud conjunta referente al
Orden 2. Problemas en la estimacio´n equiprobable de las posteriores de los
Ordenes 1 y 3. En el Cap´ıtulo 6, los problemas en la estimacio´n se acentu´an
en el caso de la combinacio´n de marcadores D1D2. Como ya se ha sen˜alado,
para este tipo de pareja, el u´nico genotipo inequ´ıvocamente distinguible tiene
una frecuencia esperada asociada de 0.25푟2 y por lo tanto, cuando la distan-
cia entre los dos marcadores es pequen˜a, la frecuencia esperada es pro´xima
a cero. Se deduce que es necesario un taman˜o de muestra elevado para que
la frecuencia observada, en ese caso, sea distinta de cero. Es decir, con tama-
n˜os de muestra razonables como son 100 o 200 individuos es muy probable
que no se observe ningu´n individuo con ese genotipo. Esto inﬂuye negativa-
mente en el ca´lculo de la verosimilitud y en el desarrollo de la metodolog´ıa
planteada. Adema´s, aunque la metodolog´ıa hubiera proporcionado resultados
satisfactorios, existe el problema an˜adido de la generalizacio´n del proceso a un
mapa gene´tico con ma´s de 3 marcadores, ya que uno de los puntos claves de
la metodolog´ıa supone calcular probabilidades mediante integracio´n nume´rica
por cuadratura gaussiana. Aunque los resultados no han sido satisfactorios,
tras el estudio realizado en estos tres cap´ıtulos, se concluye desde el punto
de vista pra´ctico, que quiza´s se obtendr´ıan mejores resultados si se estimara
un mapa gene´tico preliminar, eliminando alguno de los dos marcadores de la
pareja estrechamente ligada D1D2 o D2D1 y se disen˜ara una estrategia para
su posterior incorporacio´n.
Sobre esta u´ltima idea se trabaja en el Cap´ıtulo 7. Se elabora una me-
todolog´ıa bayesiana equivalente a la vista en el Cap´ıtulo 3 pero esta vez, se
simula de la distribucio´n posterior de las fracciones de recombinacio´n para
cada pareja de marcadores a trave´s del programa WinBugs [51], optimizando
la computacio´n y convergencia. Se disen˜a un algoritmo de ordenacio´n entre
marcadores acorde con los conocimientos adquiridos en los cap´ıtulos anterio-
res. Los resultados son t´ımidamente mejores que los obtenidos hasta ahora
pero no tan satisfactorios como cab´ıa esperar.
En el Cap´ıtulo 8 y 9 se continu´a simulando de la distribucio´n posterior de
las fracciones de recombinacio´n para cada pareja de marcadores a trave´s del
programa OpenBugs [75] en los mismos te´rminos que en el cap´ıtulo anterior.
Para la ordenacio´n de los marcadores, se cambia de estrategia y se ensaya
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un algoritmo mucho ma´s exhaustivo y laborioso que los estudiados hasta el
momento, ya que la estimacio´n del mapa gene´tico se inicia con una pareja de
marcadores y prosigue incluyendo el resto de marcadores uno a uno, valorando
su ubicacio´n en el mapa entre todas las posibles. Adema´s, tras la obtencio´n
del mapa completo, se proponen todas las posibles permutaciones entre cua-
tripletas de marcadores contiguos hasta obtener la estimacio´n deﬁnitiva del
mapa gene´tico. Bajo esta metodolog´ıa se obtienen resultados satisfactorios in-
cluso en las situaciones que resultaban problema´ticas anteriormente. Tras la
distribucio´n en el muestreo y la comparativa con los programas de referen-
cia JoinMap [86] y Mapmaker [48], se concluye que la metodolog´ıa bayesiana
pra´cticamente iguala o mejora los resultados de la mejor de las metodolog´ıas
frecuentistas en las tres poblaciones estudiadas. Es decir, sobre el conjunto
de muestras utilizadas alcanza un porcentaje de aciertos, al estimar el mapa
gene´tico de la poblacio´n, superior al de los programas basados en me´todos
frecuentistas. Comparando los resultados entre los disen˜os Retrocruce y 퐹2
con marcadores dominantes, se puede concluir que estos primeros obtienen
modelos con probabilidades asociadas un poco mejores. Adema´s consiguen
probabilidades ma´s alejadas entre los primeros mejores modelos y entre los
segundos mejores modelos. En deﬁnitiva, parece que el disen˜o Retrocruce es-
tima con ma´s precisio´n el orden del mapa que el disen˜o 퐹2, con marcadores
dominantes. Una posible explicacio´n ser´ıa que, si bien el nu´mero de meiosis
informativas es menor en un Retrocruce , ya que uno de los parentales no
aporta informacio´n sobre la recombinacio´n, parece que el hecho de que las
estimas por Retrocruce provengan de una fo´rmula expl´ıcita permiten obtener
modelos ma´s ﬁables. Es importante sen˜alar que se han obtenido resultados ra-
zonables incluso en el caso en que el taman˜o de la muestra es muy pequen˜o (50
individuos), ya que en este tipo de experimentos gene´ticos se suelen emplear
taman˜os de muestra superiores a 100 individuos. La motivacio´n del estudio
sobre un taman˜o de muestra tan pequen˜o es investigar co´mo afecta sobre la
ﬁabilidad del mejor modelo obtenido, ya que en el caso de la obtencio´n de
buenos resultados podr´ıa suponer una ahorro econo´mico importante. Este es
el caso de cultivos frutales y arbo´reos, que por limitaciones de espacio y tiem-
po hasta la produccio´n, es normal encontrar muestras de taman˜o pequen˜o. En
estos casos, la metodolog´ıa desarrollada es claramente satisfactoria.
Considerada adecuada la metodolog´ıa bayesiana propuesta para simular
fracciones de recombinacio´n entre parejas de marcadores y el algoritmo de
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ordenacio´n de marcadores para la estimacio´n del mapa gene´tico de la pobla-
cio´n, en el Cap´ıtulo 10 se ampl´ıa la metodolog´ıa para cubrir un paso previo al
ya investigado. Se trata de trabajar en un entorno ma´s realista, en el que la
poblacio´n esta´ deﬁnida por distintos grupos de ligamiento o cromosomas y es
necesario determinar el reparto de marcadores en cada uno de los grupos de
ligamiento para, posteriormente, estimar el mapa gene´tico de la poblacio´n. El
algoritmo implementado valora, para cada pareja de marcadores, la condicio´n
de asociacio´n y la de proximidad, que supone un ejercicio bayesiano de compa-
raciones mu´ltiples, cuya resolucio´n involucra al nivel de signiﬁcatividad global
empleado. De nuevo, se ensaya la metodolog´ıa sobre nuevas poblaciones Retro-
cruce y 퐹2, predisen˜adas para recrear todo tipo de diﬁcultades. Los resultados
obtenidos son satisfactorios ya que, en los tres escenarios de estudio habituales,
la metodolog´ıa es capaz de agrupar los marcadores de forma correcta en cada
cromosoma. Se observa un comportamiento ma´s estable, segu´n se hace variar
el nivel de signiﬁcatividad global empleado, que el obtenido por los programas
JoinMap [86] y Mapmaker [48], segu´n var´ıan el LOD considerado.
En el Cap´ıtulo 11, se trabaja en el entorno ma´s desfavorable de todos
los planteados con anterioridad, es decir una poblacio´n 퐹2 con marcadores
codominantes y dominantes deﬁnida por 20 grupos de ligamiento. En este
escenario, se prueba la metodolog´ıa completa sobre muestras con distintos
porcentajes de datos faltantes. Tras los resultados, se deduce que la meto-
dolog´ıa bayesiana para la determinacio´n de grupos de ligamiento y para la
ordenacio´n de marcadores dentro de cada grupo de ligamiento son satisfacto-
rias y obtienen resultados razonables equiparables o incluso mejores a los que
obtienen los programas de referencia JoinMap [86] y Mapmaker [48]. Compa-
rando con los dos programas de referencia, la metodolog´ıa bayesiana tiene un
comportamiento similar al programa que mejor reparte los marcadores en los
grupos de ligamiento (Mapmaker [48]) y despue´s produce un comportamiento
similar al programa que mejor ordena los marcadores dentro de cada grupo
de ligamiento, ya sea JoinMap [86] o Mapmaker [48].
En el Cap´ıtulo 12, se prueba la metodolog´ıa completa sobre datos que pro-
vienen de dos poblaciones reales que representan el cultivo de c´ıtricos. Con-
cretamente, una de las muestras (de 201 individuos) ha sido extra´ıda de una
poblacio´n con 52 loci/ marcadores, segregando como en un Retrocruce. La otra
muestra (de 150 individuos) proviene de una poblacio´n 퐹2 con 53 marcadores,
algunos codominantes y otros dominantes. En este caso, el desconocimiento
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de los mapas gene´ticos reales de las poblaciones impide la valoracio´n exacta
de los resultados. Sin embargo, se ofrece una comparativa de los resultados
bayesianos y los obtenidos por los programas JoinMap [86] y Mapmaker [48],
en igualdad de condiciones con respecto a los datos empleados. Mientras la
metodolog´ıa bayesiana cuantiﬁca mediante probabilidades las distintas estruc-
turas de grupos de ligamiento y el orden de los marcadores en cada grupo de
ligamiento, los programas comerciales, en algunos grupos de ligamiento, no
son capaces de obtener el orden espec´ıﬁco de los marcadores. Lo´gicamente,
si se eliminaran algunos marcadores conﬂictivos podr´ıa obtenerse algu´n tipo
de ordenacio´n. Esta pra´ctica dependera´ del conocimiento del investigador. Sin
embargo, en nuestro caso, hemos preferido ser totalmente neutrales y someter
los distintos enfoques a un mismo tratamiento. Adema´s, se han comparado
los resultados bayesianos con dos estudios publicados, (Raga et al. (2012) [63]
y Bernet et al. (2010) [7]) realizados mediante metodolog´ıa frecuentista. De
la comparacio´n se concluye una alta concordancia y un comportamiento muy
estable con respecto al 훼 utilizado en los mu´ltiples test de independencia de
la fase de elaboracio´n de los grupos de ligamiento.
13.2. Futuras l´ıneas de investigacio´n
Las l´ıneas inmediatas de futura investigacio´n o desarrollo ser´ıan:
1. Desarrollar una estrategia bayesiana que permita imputar informacio´n
faltante, especialmente para combinaciones de marcadores que tienen geno-
tipos observables cuyas frecuencias esperadas asociadas tienden a cero; por
ejemplo, cuando los marcadores implicados esta´n estrechamente ligados.
2. Probar otros algoritmos optimizados, equivalentes a los proporcionados
por WinBugs u OpenBugs, como Jags (Just Another Gibbs Sampler), Stan o
NIMBLE para la simulacio´n de la distribucio´n posterior de las fracciones de
recombinacio´n entre parejas de marcadores.
3. Investigar distintas poblaciones deﬁnidas por distinto nu´mero de mar-
cadores, para establecer recomendaciones sobre cua´l ser´ıa el nivel de signiﬁca-
tividad global recomendable a emplear en la resolucio´n de las comparaciones
mu´ltiples, en la fase de agrupacio´n de marcadores, dependiendo del nu´mero
de marcadores implicados en el mapa gene´tico, el taman˜o muestral disponible
y de la poblacio´n que se desee estimar. Investigar la ampliacio´n a un mayor
nu´mero de marcadores segregando por grupos de ligamiento.
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4. Generalizar la metodolog´ıa completa para otros disen˜os experimentales
como el de L´ıneas Recombinantes Puras (RILs), ya que este tipo de disen˜os
es muy adecuado para el ana´lisis de QTLs y disen˜os “Cross Pollinated” de
especies alo´gamas como son las forestales y los frutales.
5. Implementar la metodolog´ıa completa a modo de aplicacio´n on-line para
su difusio´n en abierto.
6. Adecuar la metodolog´ıa al caso en que existe distorsio´n en la segregacio´n,
que como en el caso de los c´ıtricos, suele ocurrir frecuentemente. Los resultados
obtenidos en el Cap´ıtulo 12 son muy prometedores en este sentido.
13.3. Conclusiones
Las conclusiones ma´s destacadas tras el proceso de investigacio´n son:
C1. En el disen˜o Retrocruce, la metodolog´ıa bayesiana de ordenacio´n ba-
sada exclusivamente en las distancias mı´nimas entre sus marcadores (SARF),
es satisfactoria especialmente con muestras de al menos 100 individuos. La
reduccio´n del taman˜o muestral, repercute en una reduccio´n de la probabili-
dad media del modelo bayesiano ma´s probable y los marcadores ma´s cercanos
aumentan las probabilidades de ser ubicados en posiciones alternativas relati-
vamente pro´ximas.
C2. En el disen˜o 퐹2 con todos los marcadores codominantes, parece que
la metodolog´ıa bayesiana de ordenacio´n basada exclusivamente en las distan-
cias mı´nimas entre sus marcadores (SARF) es satisfactoria y adema´s estima
mejor el mapa gene´tico de la poblacio´n que si la muestra procede de un di-
sen˜o Retrocruce. Sin embargo, en el disen˜o 퐹2 con marcadores dominantes y
codominantes, dicha metodolog´ıa no es satisfactoria especialmente en el caso
en que el mapa gene´tico de la poblacio´n es denso. Se observa un problema de
falta de informacio´n para estimar fracciones de recombinacio´n de parejas de
marcadores dominantes en fase de repulsio´n.
C3. La modelizacio´n con mixturas para tripletas de marcadores, no logra
satisfacer los problemas detectados con la anterior metodolog´ıa, bajo ninguna
de sus tres variantes. Adema´s, se an˜ade el problema de la generalizacio´n de la
metodolog´ıa a mapas gene´ticos con ma´s de tres marcadores.
C4. La estrategia de estimacio´n del mapa gene´tico de la poblacio´n basa-
da en un mapa preliminar de marcadores codominantes y la posterior incor-
poracio´n de los marcadores dominantes, mejora t´ımidamente las anteriores
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propuestas pero no obtiene resultados tan satisfactorios como cab´ıa esperar.
C5. La metodolog´ıa basada en la informacio´n de todos los marcadores,
obtiene resultados o´ptimos como consecuencia de un algoritmo de ordena-
cio´n ma´s exhaustivo y laborioso que los implementados hasta el momento,
que tiende a incorpora, en primer lugar aunque no estrictamente, marcadores
codominantes. La metodolog´ıa es capaz de ﬁltrar aquellos o´rdenes que son
improbables o inconsistentes.
C6. Tras la distribucio´n en el muestreo con la metodolog´ıa deﬁnitiva, se
deduce que las muestras que proceden de una poblacio´n 퐹2 con todos los
marcadores codominantes estiman con mayor ﬁabilidad el mapa gene´tico, se-
guidas de las muestras de una poblacio´n Retrocruce y de una poblacio´n 퐹2
con marcadores codominantes y dominantes.
C7. La metodolog´ıa bayesiana pra´cticamente iguala o mejora los resultados
de la mejor de las metodolog´ıas frecuentistas con las que se ha comparado.
C8. La longitud estimada del mapa gene´tico por la metodolog´ıa bayesiana
es similar a la obtenida por JoinMap. Sin embargo, la metodolog´ıa multipunto
utilizada por Mapmaker, basada en el algoritmo EM, acorta la estimacio´n del
mapa gene´tico sistema´ticamente.
C9. La metodolog´ıa bayesiana desarrollada para determinar grupos de li-
gamiento es eﬁcaz, pues reparte los marcadores en cada cromosoma de forma
correcta. Adema´s permite cuantiﬁcar la probabilidad de este reparto ofrecien-
do distintas estructuras alternativas. Asimismo, y a diferencia de los me´todos
frecuentistas con los que se compara, se comporta de forma estable. El cambio
de un nivel de signiﬁcatividad global de 훼 = 0.05 a 훼 = 0.005 no supone un
aumento excesivo en el nu´mero de grupos de ligamiento.
C10. En general, en presencia de datos faltantes, la metodolog´ıa bayesiana
tiene un comportamiento similar al programa que mejor reparte los marca-
dores en los grupos de ligamiento (Mapmaker) y despue´s produce resultados
similares al programa que mejor ordena los marcadores dentro de cada grupo
de ligamiento, ya sea JoinMap o Mapmaker.
C11. En el ensayo de la metodolog´ıa bayesiana completa sobre datos reales,
se observa alta concordancia con los resultados obtenidos, de forma frecuen-
tista, por los estudios previamente publicados, mostrando un comportamiento
muy estable con respecto al 훼 utilizado en los mu´ltiples test de independencia
de la fase de elaboracio´n de los grupos de ligamiento.
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A.1. Distribuciones de probabilidad
A.1.1. Distribucio´n Beta Truncada








para 푟 ∈ [0, 휃] y 퐵푒푡푎(훼, 훽) = Γ(훼+훽)
Γ(훼)Γ(훽)
Nota: Para simular de una distribucio´n Beta truncada en (0, 휃) con para´-
metros (훼, 훽), basta con simular 푟∗ ∼ 퐵푒푡푎(훼, 훽) y tomar como valor simulado
푟 = 휃푟∗
A.1.2. Distribucio´n Normal Truncada
La distribucio´n Normal truncada en el intervalo (a, b), con media 휇 y












donde Φ() y 휙() denotan, respectivamente, las funciones de distribucio´n y




La distribucio´n multinomial 푀푢푙푡푖푛표푚푖푎푙(푥∣푛; 푝1, ..., 푝푘) con probabilida-
des 푝푗 ∈ [0, 1] y
푘∑
푗=1
푝푗 = 1, tiene como distribucio´n de probabilidad:
푝(푥) = (
푛!
푥1! ⋅ ⋅ ⋅ 푥푛! )푝
푥1
1 ⋅ ⋅ ⋅ ⋅푝푥푘푘 ,




A.2. Algoritmos de simulacio´n
A.2.1. Aceptacio´n-Rechazo
Si existe una constante 푐∗ > 0 y una densidad ’suave’ p(r), llamada funcio´n
envoltura, tales que:
휋(푟∣푅) ≤ 푐∗푝(푟),
es posible obtener una muestra aleatoria de 휋(푟∣푅) a partir de simulaciones
de p(r) segu´n:
1. 퐺푒푛푒푟푎푟 푟∗ ∼ 푝(푟).
2. 퐺푒푛푒푟푎푟 푈 ∼ 푈푛푖푓표푟푚푒(0, 1).
3. 푆푖 푞(푟∗) = 휋(푟∗∣푅)/푝(푟∗), 푎푐푒푝푡푎푟 푟∗ 푠푖 푈 < 푞(푟∗)/푐∗;
en otro caso, rechazar 푟∗ y repetir los pasos 1-3
hasta conseguir el nu´mero de simulaciones deseadas.
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A.2.2. Metropolis-Hastings
Se simula de una distribucio´n propuesta (proposal) p(r), desde la que va-
mos ’saltando’ a la distribucio´n objeto 휋(푟∣푅) :
1. Inicializar 푟(0) y t=0. Una vez simulado el valor 푟(푡)
buscamos la simulacio´n t+1, 푟(푡+1).
2. Simular un candidato 푟∗ ∼ 푝(푟).
3. Simular 푢 ∼ 푈푛푖푓표푟푚푒(0, 1).
4. Calcular la probabilidad de salto de 푟(푡) a 푟∗ con:













Si 푢 ≤ 훼(푟(푡), 푟∗), entonces tomar 푟(푡+1) = 푟∗, y si no, 푟(푡+1) = 푟(푡)
5. Repetir los pasos 2-4
hasta completar el nu´mero de simulaciones deseadas.
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Ape´ndice B
Ape´ndice del Cap´ıtulo 2
En los Cuadros del B.1 al B.6 aparecen tanto las medias como las des-
viaciones t´ıpicas posteriores de las distancias multipunto entre cada pareja de
marcadores para los tres taman˜os muestrales: 200, 100 y 50 individuos.
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M2 M3 M4 M5 M6 M7 M8 M9 M10
M1 0.1665 0.2625 0.3357 0.4548 0.6039 0.7000 0.7220 0.9160 0.9245
M2 0 0.0978 0.1701 0.2887 0.4383 0.5349 0.5562 0.7507 0.7592
M3 0 0 0.0749 0.1930 0.3429 0.4397 0.4607 0.6555 0.6639
M4 0 0 0 0.1202 0.2702 0.3672 0.3878 0.5830 0.5915
M5 0 0 0 0 0.1509 0.2477 0.2683 0.4640 0.4725
M6 0 0 0 0 0 0.0984 0.1197 0.3147 0.3231
M7 0 0 0 0 0 0 0.0306 0.2187 0.2272
M8 0 0 0 0 0 0 0 0.1979 0.2064
M9 0 0 0 0 0 0 0 0 0.0285
M11 M12 M13 M14 M15 M16 M17 M18 M19 M20
M1 1.0242 1.0731 1.1092 1.3141 1.3787 1.4544 1.6266 1.6744 1.7771 1.8059
M2 0.8591 0.9079 0.9441 1.1498 1.2144 1.2900 1.4623 1.5102 1.6129 1.6416
M3 0.7641 0.8128 0.8490 1.0554 1.1199 1.1955 1.3679 1.4158 1.5185 1.5472
M4 0.6917 0.7404 0.7765 0.9834 1.0479 1.1235 1.2959 1.3438 1.4465 1.4753
M5 0.5724 0.6210 0.6571 0.8648 0.9292 1.0048 1.1773 1.2252 1.3279 1.3567
M6 0.4234 0.4720 0.5083 0.7169 0.7810 0.8567 1.0294 1.0772 1.1799 1.2086
M7 0.3271 0.3756 0.4117 0.6210 0.6852 0.7609 0.9335 0.9814 1.0841 1.1128
M8 0.3059 0.3544 0.3907 0.6001 0.6641 0.7398 0.9126 0.9604 1.0631 1.0918
M9 0.1207 0.1710 0.2073 0.4168 0.4809 0.5572 0.7312 0.7793 0.8826 0.9112
M10 0.1137 0.1640 0.2004 0.4091 0.4732 0.5496 0.7234 0.7716 0.8749 0.9035
M11 0 0.0587 0.0926 0.3032 0.3679 0.4444 0.6181 0.6665 0.7699 0.7985
M12 0 0 0.0438 0.2525 0.3165 0.3931 0.5675 0.6157 0.7193 0.7482
M13 0 0 0 0.2159 0.2797 0.3563 0.5307 0.5791 0.6829 0.7118
M14 0 0 0 0 0.0713 0.1496 0.3300 0.3805 0.4889 0.5191
M15 0 0 0 0 0 0.0815 0.2630 0.3135 0.4218 0.4521
M16 0 0 0 0 0 0 0.1839 0.2343 0.3424 0.3727
M17 0 0 0 0 0 0 0 0.0574 0.1656 0.1961
M18 0 0 0 0 0 0 0 0 0.1156 0.1456
M19 0 0 0 0 0 0 0 0 0 0.0528
Cuadro B.1: Media posterior de la distribucio´n de distancias multipunto con 200
individuos.
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M2 M3 M4 M5 M6 M7 M8 M9 M10
M1 0.0320 0.0347 0.0361 0.0426 0.0575 0.0661 0.0611 0.1124 0.1137
M2 0 0.0184 0.0217 0.0275 0.0393 0.0437 0.0444 0.0979 0.0996
M3 0 0 0.0156 0.0222 0.0337 0.0352 0.0390 0.0928 0.0946
M4 0 0 0 0.0216 0.0312 0.0324 0.0365 0.0893 0.0911
M5 0 0 0 0 0.0275 0.0281 0.0304 0.0826 0.0848
M6 0 0 0 0 0 0.0250 0.0256 0.0741 0.0762
M7 0 0 0 0 0 0 0.0221 0.0730 0.0749
M8 0 0 0 0 0 0 0 0.0743 0.0764
M9 0 0 0 0 0 0 0 0 0.0073
M11 M12 M13 M14 M15 M16 M17 M18 M19 M20
M1 0.1016 0.0932 0.0932 0.1264 0.1194 0.1201 0.1418 0.1492 0.1762 0.1836
M2 0.0826 0.0739 0.0738 0.1028 0.0950 0.0963 0.1225 0.1315 0.1611 0.1694
M3 0.0752 0.0664 0.0663 0.0915 0.0836 0.0850 0.1134 0.1232 0.1543 0.1630
M4 0.0707 0.0619 0.0617 0.0846 0.0764 0.0783 0.1086 0.1193 0.1516 0.1604
M5 0.0646 0.0564 0.0562 0.0757 0.0675 0.0702 0.1037 0.1152 0.1483 0.1576
M6 0.0573 0.0502 0.0506 0.0702 0.0642 0.0686 0.1043 0.1170 0.1508 0.1605
M7 0.0570 0.0508 0.0523 0.0723 0.0659 0.0711 0.1083 0.1208 0.1539 0.1632
M8 0.0573 0.0515 0.0517 0.0714 0.0660 0.0708 0.1071 0.1199 0.1534 0.1629
M9 0.0511 0.0470 0.0477 0.0734 0.0663 0.0679 0.0985 0.1101 0.1412 0.1515
M10 0.0514 0.0481 0.0475 0.0735 0.0668 0.0680 0.0985 0.1100 0.1407 0.1512
M11 0 0.0370 0.0330 0.0635 0.0527 0.0511 0.0815 0.0927 0.1249 0.1355
M12 0 0 0.0268 0.0634 0.0504 0.0475 0.0792 0.0912 0.1226 0.1322
M13 0 0 0 0.0657 0.0521 0.0485 0.0796 0.0903 0.1206 0.1301
M14 0 0 0 0 0.0262 0.0281 0.0433 0.0442 0.0579 0.0633
M15 0 0 0 0 0 0.0190 0.0412 0.0408 0.0549 0.0597
M16 0 0 0 0 0 0 0.0393 0.0378 0.0508 0.0560
M17 0 0 0 0 0 0 0 0.0167 0.0324 0.0350
M18 0 0 0 0 0 0 0 0 0.0283 0.0317
M19 0 0 0 0 0 0 0 0 0 0.0133
Cuadro B.2: Desviacio´n t´ıpica posterior de la distribucio´n de distancias multipunto
con 200 individuos.
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M2 M3 M4 M5 M6 M7 M8 M9 M10
M1 0.1704 0.2615 0.3132 0.3924 0.5226 0.5962 0.6255 0.7821 0.7818
M2 0 0.0984 0.1493 0.2269 0.3575 0.4319 0.4616 0.6191 0.6187
M3 0 0 0.0604 0.1356 0.2705 0.3459 0.3756 0.5331 0.5324
M4 0 0 0 0.0844 0.2210 0.2966 0.3265 0.4844 0.4836
M5 0 0 0 0 0.1434 0.2202 0.2497 0.4090 0.4080
M6 0 0 0 0 0 0.0865 0.1154 0.2710 0.2704
M7 0 0 0 0 0 0 0.0435 0.1999 0.1994
M8 0 0 0 0 0 0 0 0.1721 0.1720
M9 0 0 0 0 0 0 0 0 0.0108
M11 M12 M13 M14 M15 M16 M17 M18 M19 M20
M1 0.8826 0.9264 0.9738 1.1399 1.1963 1.2647 1.3699 1.4240 1.4710 1.4912
M2 0.7199 0.7640 0.8118 0.9815 1.0381 1.1067 1.2121 1.2664 1.3135 1.3337
M3 0.6340 0.6782 0.7262 0.8978 0.9544 1.0230 1.1284 1.1826 1.2299 1.2501
M4 0.5852 0.6296 0.6775 0.8507 0.9073 0.9759 1.0813 1.1356 1.1828 1.2030
M5 0.5097 0.5541 0.6022 0.7773 0.8339 0.9025 1.0079 1.0621 1.1094 1.1296
M6 0.3726 0.4172 0.4654 0.6445 0.7012 0.7700 0.8757 0.9300 0.9770 0.9973
M7 0.3014 0.3456 0.3937 0.5748 0.6315 0.7003 0.8059 0.8602 0.9073 0.9276
M8 0.2736 0.3177 0.3658 0.5479 0.6046 0.6734 0.7791 0.8334 0.8804 0.9007
M9 0.1072 0.1532 0.1999 0.3856 0.4426 0.5117 0.6174 0.6715 0.7187 0.7391
M10 0.1075 0.1529 0.2000 0.3854 0.4424 0.5115 0.6172 0.6713 0.7188 0.7392
M11 0 0.0636 0.1055 0.2909 0.3485 0.4170 0.5229 0.5769 0.6245 0.6448
M12 0 0 0.0538 0.2382 0.2957 0.3642 0.4704 0.5247 0.5720 0.5924
M13 0 0 0 0.1909 0.2476 0.3168 0.4223 0.4764 0.5239 0.5442
M14 0 0 0 0 0.0697 0.1430 0.2667 0.3236 0.3713 0.3924
M15 0 0 0 0 0 0.0800 0.2032 0.2607 0.3082 0.3295
M16 0 0 0 0 0 0 0.1283 0.1859 0.2327 0.2543
M17 0 0 0 0 0 0 0 0.0688 0.1247 0.1445
M18 0 0 0 0 0 0 0 0 0.0841 0.0991
M19 0 0 0 0 0 0 0 0 0 0.0448
Cuadro B.3: Media posterior de la distribucio´n de distancias multipunto con 100
individuos.
Ape´ndice del Cap´ıtulo 2 295
M2 M3 M4 M5 M6 M7 M8 M9 M10
M1 0.0642 0.0635 0.0663 0.0712 0.1028 0.1153 0.1180 0.1398 0.1381
M2 0 0.0303 0.0320 0.0397 0.0685 0.0774 0.0801 0.0997 0.0986
M3 0 0 0.0213 0.0292 0.0533 0.0551 0.0583 0.0789 0.0783
M4 0 0 0 0.0279 0.0522 0.0525 0.0537 0.0716 0.0713
M5 0 0 0 0 0.0602 0.0565 0.0571 0.0680 0.0678
M6 0 0 0 0 0 0.0368 0.0392 0.0528 0.0517
M7 0 0 0 0 0 0 0.0235 0.0586 0.0578
M8 0 0 0 0 0 0 0 0.0666 0.0660
M9 0 0 0 0 0 0 0 0 0.0192
M11 M12 M13 M14 M15 M16 M17 M18 M19 M20
M1 0.1477 0.1469 0.1494 0.2093 0.2033 0.2011 0.2152 0.2258 0.2340 0.2397
M2 0.1099 0.1061 0.1076 0.1618 0.1525 0.1482 0.1642 0.1757 0.1847 0.1907
M3 0.0897 0.0841 0.0856 0.1384 0.1272 0.1218 0.1409 0.1535 0.1633 0.1703
M4 0.0841 0.0776 0.0795 0.1287 0.1163 0.1101 0.1302 0.1432 0.1530 0.1605
M5 0.0796 0.0717 0.0739 0.1175 0.1034 0.0963 0.1183 0.1323 0.1424 0.1505
M6 0.0678 0.0588 0.0615 0.1033 0.0855 0.0759 0.0984 0.1138 0.1270 0.1348
M7 0.0710 0.0646 0.0687 0.1069 0.0896 0.0804 0.1029 0.1175 0.1302 0.1376
M8 0.0771 0.0721 0.0764 0.1118 0.0954 0.0866 0.1081 0.1219 0.1337 0.1409
M9 0.0477 0.0422 0.0443 0.1058 0.0867 0.0757 0.0984 0.1132 0.1248 0.1315
M10 0.0476 0.0409 0.0436 0.1053 0.0864 0.0752 0.0982 0.1131 0.1242 0.1308
M11 0 0.0447 0.0496 0.1225 0.1063 0.1003 0.1198 0.1335 0.1430 0.1490
M12 0 0 0.0375 0.1135 0.0948 0.0868 0.1039 0.1170 0.1293 0.1356
M13 0 0 0 0.1156 0.0969 0.0867 0.1031 0.1163 0.1271 0.1335
M14 0 0 0 0 0.0265 0.0332 0.0511 0.0603 0.0680 0.0731
M15 0 0 0 0 0 0.0281 0.0469 0.0518 0.0596 0.0645
M16 0 0 0 0 0 0 0.0451 0.0469 0.0528 0.0564
M17 0 0 0 0 0 0 0 0.0415 0.0396 0.0427
M18 0 0 0 0 0 0 0 0 0.0317 0.0367
M19 0 0 0 0 0 0 0 0 0 0.0212
Cuadro B.4: Desviacio´n t´ıpica posterior de la distribucio´n de distancias multipunto
con 100 individuos.
296 Ape´ndice B
M2 M3 M4 M5 M6 M7 M8 M9 M10
M1 0.1392 0.1770 0.2429 0.3157 0.4412 0.4612 0.4907 0.6332 0.6326
M2 0 0.0547 0.1225 0.2028 0.3413 0.3595 0.3911 0.5625 0.5621
M3 0 0 0.0871 0.1658 0.3103 0.3281 0.3601 0.5367 0.5363
M4 0 0 0 0.1040 0.2538 0.2704 0.3025 0.4891 0.4887
M5 0 0 0 0 0.1797 0.1925 0.2262 0.4291 0.4286
M6 0 0 0 0 0 0.0649 0.1002 0.2902 0.2899
M7 0 0 0 0 0 0 0.0662 0.2876 0.2873
M8 0 0 0 0 0 0 0 0.2802 0.2798
M9 0 0 0 0 0 0 0 0 0.0142
M11 M12 M13 M14 M15 M16 M17 M18 M19 M20
M1 0.6579 0.6742 0.7084 0.8035 0.8135 0.8586 0.9142 0.9542 0.9677 0.9799
M2 0.5906 0.6073 0.6446 0.7671 0.7779 0.8260 0.8899 0.9318 0.9447 0.9574
M3 0.5647 0.5815 0.6187 0.7495 0.7603 0.8087 0.8740 0.9159 0.9288 0.9415
M4 0.5172 0.5339 0.5712 0.7169 0.7277 0.7766 0.8438 0.8855 0.8985 0.9111
M5 0.4575 0.4747 0.5129 0.6811 0.6919 0.7423 0.8129 0.8555 0.8680 0.8804
M6 0.3220 0.3403 0.3820 0.5898 0.6018 0.6561 0.7349 0.7792 0.7921 0.8052
M7 0.3192 0.3376 0.3797 0.5918 0.6038 0.6582 0.7378 0.7819 0.7949 0.8078
M8 0.3130 0.3311 0.3728 0.5858 0.5978 0.6523 0.7319 0.7761 0.7889 0.8020
M9 0.1018 0.1160 0.1545 0.4227 0.4356 0.4963 0.5962 0.6424 0.6556 0.6696
M10 0.1015 0.1167 0.1549 0.4232 0.4361 0.4968 0.5968 0.6430 0.6562 0.6701
M11 0 0.0784 0.1134 0.3899 0.4023 0.4640 0.5664 0.6125 0.6262 0.6399
M12 0 0 0.0662 0.3474 0.3602 0.4220 0.5265 0.5723 0.5859 0.5997
M13 0 0 0 0.3008 0.3133 0.3760 0.4818 0.5279 0.5414 0.5552
M14 0 0 0 0 0.0493 0.1263 0.2959 0.3481 0.3550 0.3701
M15 0 0 0 0 0 0.1015 0.2738 0.3268 0.3336 0.3488
M16 0 0 0 0 0 0 0.2025 0.2571 0.2645 0.2802
M17 0 0 0 0 0 0 0 0.0914 0.1445 0.1566
M18 0 0 0 0 0 0 0 0 0.1338 0.1346
M19 0 0 0 0 0 0 0 0 0 0.0675
Cuadro B.5: Media posterior de la distribucio´n de distancias multipunto con 50
individuos.
Ape´ndice del Cap´ıtulo 2 297
M2 M3 M4 M5 M6 M7 M8 M9 M10
M1 0.1720 0.1665 0.1631 0.1647 0.1959 0.1939 0.2091 0.2395 0.2387
M2 0 0.0315 0.0466 0.0785 0.1469 0.1453 0.1603 0.1814 0.1800
M3 0 0 0.0459 0.0750 0.1460 0.1445 0.1588 0.1681 0.1667
M4 0 0 0 0.0827 0.1530 0.1494 0.1639 0.1569 0.1558
M5 0 0 0 0 0.1600 0.1545 0.1666 0.1557 0.1553
M6 0 0 0 0 0 0.0657 0.0676 0.1428 0.1431
M7 0 0 0 0 0 0 0.0504 0.1511 0.1517
M8 0 0 0 0 0 0 0 0.1742 0.1749
M9 0 0 0 0 0 0 0 0 0.0214
M11 M12 M13 M14 M15 M16 M17 M18 M19 M20
M1 0.2448 0.2334 0.2418 0.3487 0.3512 0.3695 0.4544 0.4827 0.4867 0.4935
M2 0.1861 0.1742 0.1800 0.2777 0.2775 0.2930 0.3753 0.4031 0.4078 0.4137
M3 0.1722 0.1585 0.1639 0.2559 0.2547 0.2695 0.3502 0.3788 0.3837 0.3895
M4 0.1582 0.1431 0.1482 0.2265 0.2236 0.2376 0.3145 0.3444 0.3487 0.3551
M5 0.1537 0.1388 0.1414 0.1993 0.1935 0.2024 0.2714 0.3009 0.3067 0.3136
M6 0.1404 0.1243 0.1269 0.1817 0.1707 0.1653 0.2131 0.2382 0.2427 0.2496
M7 0.1470 0.1360 0.1396 0.1892 0.1785 0.1744 0.2174 0.2432 0.2477 0.2548
M8 0.1676 0.1580 0.1600 0.2078 0.1973 0.1923 0.2278 0.2508 0.2551 0.2627
M9 0.0603 0.0579 0.0615 0.2504 0.2379 0.2213 0.2023 0.2111 0.2160 0.2184
M10 0.0614 0.0572 0.0614 0.2507 0.2382 0.2217 0.2022 0.2110 0.2161 0.2184
M11 0 0.0573 0.0639 0.2623 0.2502 0.2345 0.2113 0.2186 0.2222 0.2242
M12 0 0 0.0590 0.2565 0.2434 0.2271 0.2032 0.2114 0.2168 0.2191
M13 0 0 0 0.2721 0.2593 0.2419 0.2149 0.2203 0.2239 0.2257
M14 0 0 0 0 0.0320 0.0836 0.1533 0.1593 0.1636 0.1672
M15 0 0 0 0 0 0.0832 0.1511 0.1554 0.1607 0.1644
M16 0 0 0 0 0 0 0.1598 0.1576 0.1590 0.1600
M17 0 0 0 0 0 0 0 0.0701 0.0645 0.0622
M18 0 0 0 0 0 0 0 0 0.0543 0.0610
M19 0 0 0 0 0 0 0 0 0 0.0481




Ape´ndice del Cap´ıtulo 3
Este Ape´ndice esta´ organizado en 4 secciones (poblacio´n 퐹2 con mapa me-
nos denso con todos los marcadores codominantes, poblacio´n 퐹2 con mapa ma´s
denso con todos los marcadores codominantes, poblacio´n 퐹2 con mapa menos
denso con marcadores codominantes y dominantes y poblacio´n 퐹2 con mapa
ma´s denso con marcadores codominantes y dominantes) que se corresponden
con las organizadas en el Cap´ıtulo 3. En cada una de las secciones se muestran
unos Cuadros donde aparecen las medias posteriores de las distribuciones de
las distancias multipunto entre cada pareja de marcadores y, como medida
de error, las desviaciones t´ıpicas de la distribucio´n posterior de las distancias
multipunto de las muestras representadas en el Cap´ıtulo 3. En las dos pri-
meras secciones los resultados provienen de los tres taman˜os muestrales (200,
100 y 50 individuos). Sin embargo, en las dos u´ltimas secciones los resultados
provienen de muestras u´nicamente de 200 individuos, como ya se ha explicado
en el Cap´ıtulo 3.
299
300 Ape´ndice C
C.1. Poblacio´n 퐹2, con mapa menos denso, con
todos los marcadores codominantes
M2 M3 M4 M5 M6 M7 M8 M9 M10
M1 0.2014 0.3944 0.5056 0.6354 0.8449 0.9170 0.9404 1.1620 1.2163
M2 0 0.1930 0.3042 0.4340 0.6435 0.7155 0.7390 0.9606 1.0149
M3 0 0 0.1112 0.2409 0.4505 0.5225 0.5459 0.7676 0.8219
M4 0 0 0 0.1298 0.3393 0.4114 0.4348 0.6564 0.7107
M5 0 0 0 0 0.2095 0.2816 0.3050 0.5266 0.5809
M6 0 0 0 0 0 0.0720 0.0954 0.3171 0.3714
M7 0 0 0 0 0 0 0.0257 0.2450 0.2993
M8 0 0 0 0 0 0 0 0.2216 0.2759
M9 0 0 0 0 0 0 0 0 0.0544
M11 M12 M13 M14 M15 M16 M17 M18 M19 M20
M1 1.3398 1.3891 1.4282 1.7107 1.8047 1.9150 2.0855 2.1561 2.2636 2.3274
M2 1.1384 1.1877 1.2267 1.5093 1.6033 1.7136 1.8841 1.9547 2.0621 2.1259
M3 0.9454 0.9946 1.0337 1.3163 1.4102 1.5205 1.6911 1.7617 1.8691 1.9329
M4 0.8342 0.8835 0.9226 1.2051 1.2991 1.4094 1.5800 1.6506 1.7580 1.8218
M5 0.7044 0.7537 0.7928 1.0754 1.1693 1.2796 1.4502 1.5208 1.6282 1.6920
M6 0.4949 0.5441 0.5832 0.8658 0.9597 1.0701 1.2406 1.3112 1.4186 1.4824
M7 0.4229 0.4721 0.5112 0.7938 0.8877 0.9980 1.1686 1.2392 1.3466 1.4104
M8 0.3994 0.4487 0.4878 0.7704 0.8643 0.9746 1.1452 1.2158 1.3232 1.3870
M9 0.1778 0.2271 0.2662 0.5487 0.6427 0.7530 0.9235 0.9941 1.1016 1.1654
M10 0.1235 0.1728 0.2119 0.4944 0.5884 0.6987 0.8692 0.9398 1.0473 1.1111
M11 0 0.0493 0.0883 0.3709 0.4648 0.5752 0.7457 0.8163 0.9237 0.9875
M12 0 0 0.0392 0.3217 0.4156 0.5259 0.6965 0.7671 0.8745 0.9383
M13 0 0 0 0.2826 0.3765 0.4868 0.6574 0.7280 0.8354 0.8992
M14 0 0 0 0 0.0939 0.2042 0.3748 0.4454 0.5528 0.6166
M15 0 0 0 0 0 0.1103 0.2809 0.3515 0.4589 0.5227
M16 0 0 0 0 0 0 0.1706 0.2412 0.3486 0.4124
M17 0 0 0 0 0 0 0 0.0706 0.1780 0.2418
M18 0 0 0 0 0 0 0 0 0.1074 0.1712
M19 0 0 0 0 0 0 0 0 0 0.0664
Cuadro C.1: Media posterior de la distribucio´n de distancias multipunto con 200
individuos, que proviene de una poblacio´n 퐹2, con mapa menos denso, con todos
los marcadores codominantes.
Ape´ndice del Cap´ıtulo 3 301
M2 M3 M4 M5 M6 M7 M8 M9 M10
M1 0.0158 0.0176 0.0188 0.0198 0.0210 0.0218 0.0219 0.0227 0.0229
M2 0 0.0128 0.0144 0.0159 0.0172 0.0181 0.0182 0.0193 0.0195
M3 0 0 0.0096 0.0115 0.0135 0.0146 0.0149 0.0159 0.0159
M4 0 0 0 0.0100 0.0123 0.0136 0.0139 0.0148 0.0148
M5 0 0 0 0 0.0110 0.0125 0.0128 0.0138 0.0139
M6 0 0 0 0 0 0.0082 0.0084 0.0095 0.0096
M7 0 0 0 0 0 0 0.0046 0.0101 0.0102
M8 0 0 0 0 0 0 0 0.0102 0.0104
M9 0 0 0 0 0 0 0 0 0.0054
M11 M12 M13 M14 M15 M16 M17 M18 M19 M20
M1 0.0236 0.0236 0.0239 0.0271 0.0277 0.0286 0.0297 0.0301 0.0321 0.0330
M2 0.0202 0.0203 0.0205 0.0243 0.0247 0.0257 0.0270 0.0274 0.0297 0.0303
M3 0.0168 0.0170 0.0174 0.0214 0.0219 0.0230 0.0244 0.0248 0.0270 0.0279
M4 0.0157 0.0159 0.0163 0.0204 0.0209 0.0220 0.0234 0.0239 0.0262 0.0271
M5 0.0149 0.0151 0.0156 0.0198 0.0202 0.0214 0.0230 0.0235 0.0259 0.0268
M6 0.0106 0.0108 0.0113 0.0158 0.0164 0.0175 0.0192 0.0197 0.0225 0.0235
M7 0.0111 0.0114 0.0118 0.0162 0.0168 0.0179 0.0194 0.0199 0.0226 0.0235
M8 0.0115 0.0117 0.0120 0.0162 0.0169 0.0180 0.0196 0.0201 0.0228 0.0237
M9 0.0075 0.0079 0.0085 0.0133 0.0138 0.0149 0.0165 0.0170 0.0201 0.0211
M10 0.0067 0.0072 0.0077 0.0129 0.0134 0.0145 0.0160 0.0165 0.0197 0.0207
M11 0 0.0051 0.0062 0.0123 0.0127 0.0139 0.0154 0.0159 0.0191 0.0201
M12 0 0 0.0050 0.0121 0.0127 0.0138 0.0153 0.0159 0.0191 0.0202
M13 0 0 0 0.0121 0.0127 0.0138 0.0154 0.0159 0.0191 0.0202
M14 0 0 0 0 0.0083 0.0095 0.0111 0.0117 0.0157 0.0171
M15 0 0 0 0 0 0.0086 0.0105 0.0110 0.0153 0.0166
M16 0 0 0 0 0 0 0.0092 0.0098 0.0143 0.0159
M17 0 0 0 0 0 0 0 0.0061 0.0116 0.0138
M18 0 0 0 0 0 0 0 0 0.0111 0.0130
M19 0 0 0 0 0 0 0 0 0 0.0069
Cuadro C.2: Desviacio´n t´ıpica de la distribucio´n de distancias multipunto con 200
individuos, que proviene de una poblacio´n 퐹2, con mapa menos denso, con todos
los marcadores codominantes.
302 Ape´ndice C
M2 M3 M4 M5 M6 M7 M8 M9 M10
M1 0.2007 0.3873 0.4668 0.5980 0.8094 0.8648 0.8965 1.0711 1.0995
M2 0 0.1866 0.2661 0.3974 0.6089 0.6641 0.6958 0.8712 0.8995
M3 0 0 0.0798 0.2109 0.4224 0.4775 0.5092 0.6852 0.7135
M4 0 0 0 0.1314 0.3429 0.3980 0.4297 0.6060 0.6343
M5 0 0 0 0 0.2118 0.2668 0.2986 0.4749 0.5032
M6 0 0 0 0 0 0.0580 0.0894 0.2638 0.2921
M7 0 0 0 0 0 0 0.0347 0.2089 0.2372
M8 0 0 0 0 0 0 0 0.1773 0.2056
M9 0 0 0 0 0 0 0 0 0.0300
M11 M12 M13 M14 M15 M16 M17 M18 M19 M20
M1 1.1920 1.2379 1.2771 1.4757 1.5515 1.6270 1.7169 1.7608 1.8433 1.8835
M2 0.9920 1.0380 1.0772 1.2757 1.3516 1.4270 1.5170 1.5609 1.6434 1.6836
M3 0.8060 0.8520 0.8912 1.0897 1.1656 1.2410 1.3310 1.3749 1.4574 1.4976
M4 0.7268 0.7728 0.8120 1.0105 1.0864 1.1618 1.2518 1.2956 1.3781 1.4184
M5 0.5957 0.6417 0.6809 0.8794 0.9553 1.0307 1.1207 1.1646 1.2470 1.2873
M6 0.3846 0.4305 0.4698 0.6683 0.7441 0.8196 0.9095 0.9534 1.0359 1.0762
M7 0.3297 0.3757 0.4149 0.6134 0.6893 0.7647 0.8547 0.8986 0.9810 1.0213
M8 0.2981 0.3440 0.3833 0.5818 0.6577 0.7331 0.8231 0.8669 0.9494 0.9897
M9 0.1219 0.1682 0.2075 0.4057 0.4820 0.5575 0.6480 0.6921 0.7747 0.8152
M10 0.0933 0.1397 0.1789 0.3772 0.4535 0.5291 0.6195 0.6637 0.7463 0.7867
M11 0 0.0468 0.0859 0.2844 0.3608 0.4363 0.5268 0.5709 0.6535 0.6940
M12 0 0 0.0396 0.2383 0.3146 0.3902 0.4806 0.5247 0.6074 0.6478
M13 0 0 0 0.1989 0.2753 0.3508 0.4412 0.4854 0.5680 0.6085
M14 0 0 0 0 0.0806 0.1617 0.2576 0.3036 0.3896 0.4301
M15 0 0 0 0 0 0.0814 0.1772 0.2232 0.3092 0.3497
M16 0 0 0 0 0 0 0.0962 0.1426 0.2294 0.2703
M17 0 0 0 0 0 0 0 0.0468 0.1340 0.1748
M18 0 0 0 0 0 0 0 0 0.0875 0.1283
M19 0 0 0 0 0 0 0 0 0 0.0588
Cuadro C.3: Media posterior de la distribucio´n de distancias multipunto con 100
individuos, que proviene de una poblacio´n 퐹2, con mapa menos denso, con todos
los marcadores codominantes.
Ape´ndice del Cap´ıtulo 3 303
M2 M3 M4 M5 M6 M7 M8 M9 M10
M1 0.0220 0.0251 0.0259 0.0301 0.0366 0.0327 0.0340 0.0632 0.0619
M2 0 0.0174 0.0185 0.0216 0.0285 0.0269 0.0287 0.0477 0.0460
M3 0 0 0.0108 0.0165 0.0244 0.0236 0.0253 0.0390 0.0368
M4 0 0 0 0.0154 0.0230 0.0221 0.0238 0.0360 0.0336
M5 0 0 0 0 0.0225 0.0207 0.0226 0.0353 0.0330
M6 0 0 0 0 0 0.0133 0.0157 0.0343 0.0320
M7 0 0 0 0 0 0 0.0080 0.0345 0.0324
M8 0 0 0 0 0 0 0 0.0374 0.0353
M9 0 0 0 0 0 0 0 0 0.0061
M11 M12 M13 M14 M15 M16 M17 M18 M19 M20
M1 0.0592 0.0584 0.0579 0.0883 0.0730 0.0650 0.0713 0.0787 0.0972 0.1043
M2 0.0426 0.0416 0.0409 0.0791 0.0617 0.0518 0.0596 0.0681 0.0888 0.0965
M3 0.0324 0.0312 0.0304 0.0748 0.0558 0.0447 0.0531 0.0623 0.0842 0.0926
M4 0.0292 0.0279 0.0271 0.0735 0.0543 0.0432 0.0522 0.0615 0.0837 0.0922
M5 0.0285 0.0273 0.0267 0.0738 0.0546 0.0436 0.0525 0.0618 0.0838 0.0925
M6 0.0281 0.0275 0.0272 0.0729 0.0545 0.0447 0.0548 0.0640 0.0862 0.0947
M7 0.0288 0.0285 0.0281 0.0731 0.0550 0.0456 0.0558 0.0650 0.0868 0.0957
M8 0.0317 0.0312 0.0309 0.0741 0.0563 0.0472 0.0570 0.0659 0.0875 0.0963
M9 0.0100 0.0115 0.0125 0.0622 0.0402 0.0296 0.0427 0.0530 0.0782 0.0864
M10 0.0094 0.0097 0.0117 0.0621 0.0397 0.0284 0.0413 0.0517 0.0770 0.0852
M11 0 0.0061 0.0084 0.0614 0.0383 0.0257 0.0386 0.0492 0.0752 0.0829
M12 0 0 0.0069 0.0633 0.0402 0.0266 0.0374 0.0476 0.0734 0.0809
M13 0 0 0 0.0636 0.0404 0.0265 0.0368 0.0469 0.0726 0.0803
M14 0 0 0 0 0.0087 0.0148 0.0157 0.0161 0.0306 0.0363
M15 0 0 0 0 0 0.0128 0.0130 0.0141 0.0303 0.0362
M16 0 0 0 0 0 0 0.0124 0.0124 0.0246 0.0277
M17 0 0 0 0 0 0 0 0.0060 0.0210 0.0264
M18 0 0 0 0 0 0 0 0 0.0214 0.0256
M19 0 0 0 0 0 0 0 0 0 0.0109
Cuadro C.4: Desviacio´n t´ıpica de la distribucio´n de distancias multipunto con 100
individuos, que proviene de una poblacio´n 퐹2, con mapa menos denso, con todos
los marcadores codominantes.
304 Ape´ndice C
M2 M3 M4 M5 M6 M7 M8 M9 M10
M1 0.1556 0.2813 0.3694 0.5005 0.7354 0.7733 0.8238 1.0394 1.0639
M2 0 0.1261 0.2143 0.3452 0.5811 0.6187 0.6691 0.8856 0.9100
M3 0 0 0.0883 0.2194 0.4564 0.4938 0.5442 0.7612 0.7856
M4 0 0 0 0.1315 0.3690 0.4063 0.4568 0.6741 0.6986
M5 0 0 0 0 0.2385 0.2757 0.3260 0.5440 0.5684
M6 0 0 0 0 0 0.0509 0.0987 0.3077 0.3322
M7 0 0 0 0 0 0 0.0595 0.2710 0.2954
M8 0 0 0 0 0 0 0 0.2217 0.2461
M9 0 0 0 0 0 0 0 0 0.0310
M11 M12 M13 M14 M15 M16 M17 M18 M19 M20
M1 1.1919 1.2292 1.2812 1.5610 1.5902 1.6652 1.7597 1.8155 1.9240 1.9202
M2 1.0380 1.0753 1.1273 1.4076 1.4367 1.5118 1.6063 1.6620 1.7705 1.7667
M3 0.9137 0.9510 1.0030 1.2836 1.3128 1.3878 1.4823 1.5380 1.6465 1.6428
M4 0.8266 0.8639 0.9159 1.1968 1.2260 1.3010 1.3955 1.4512 1.5597 1.5559
M5 0.6965 0.7337 0.7857 1.0671 1.0963 1.1713 1.2658 1.3215 1.4300 1.4262
M6 0.4601 0.4974 0.5494 0.8311 0.8602 0.9353 1.0298 1.0855 1.1940 1.1902
M7 0.4234 0.4607 0.5127 0.7944 0.8236 0.8986 0.9931 1.0489 1.1574 1.1536
M8 0.3740 0.4113 0.4632 0.7453 0.7745 0.8495 0.9440 0.9997 1.1082 1.1044
M9 0.1559 0.1938 0.2457 0.5263 0.5555 0.6307 0.7253 0.7812 0.8897 0.8860
M10 0.1309 0.1687 0.2206 0.5017 0.5309 0.6061 0.7007 0.7566 0.8651 0.8614
M11 0 0.0431 0.0922 0.3735 0.4027 0.4781 0.5730 0.6290 0.7378 0.7340
M12 0 0 0.0538 0.3361 0.3654 0.4408 0.5356 0.5917 0.7005 0.6966
M13 0 0 0 0.2840 0.3133 0.3887 0.4835 0.5396 0.6484 0.6445
M14 0 0 0 0 0.0585 0.1771 0.2843 0.3472 0.4663 0.4576
M15 0 0 0 0 0 0.1284 0.2362 0.2991 0.4182 0.4096
M16 0 0 0 0 0 0 0.1167 0.1861 0.3187 0.3089
M17 0 0 0 0 0 0 0 0.0714 0.2081 0.1983
M18 0 0 0 0 0 0 0 0 0.1375 0.1275
M19 0 0 0 0 0 0 0 0 0 0.0683
Cuadro C.5: Media posterior de la distribucio´n de distancias multipunto con 50
individuos, que proviene de una poblacio´n 퐹2, con mapa menos denso, con todos
los marcadores codominantes.
Ape´ndice del Cap´ıtulo 3 305
M2 M3 M4 M5 M6 M7 M8 M9 M10
M1 0.0272 0.0314 0.0349 0.0429 0.0752 0.0717 0.0761 0.0985 0.0973
M2 0 0.0213 0.0247 0.0348 0.0601 0.0577 0.0632 0.0804 0.0790
M3 0 0 0.0165 0.0254 0.0459 0.0443 0.0507 0.0638 0.0617
M4 0 0 0 0.0212 0.0418 0.0392 0.0461 0.0563 0.0541
M5 0 0 0 0 0.0397 0.0352 0.0432 0.0496 0.0471
M6 0 0 0 0 0 0.0282 0.0311 0.0492 0.0469
M7 0 0 0 0 0 0 0.0236 0.0480 0.0453
M8 0 0 0 0 0 0 0 0.0584 0.0561
M9 0 0 0 0 0 0 0 0 0.0097
M11 M12 M13 M14 M15 M16 M17 M18 M19 M20
M1 0.0986 0.0991 0.1004 0.1796 0.1531 0.1289 0.1434 0.1634 0.2208 0.2139
M2 0.0807 0.0815 0.0830 0.1676 0.1384 0.1109 0.1268 0.1486 0.2096 0.2022
M3 0.0646 0.0654 0.0672 0.1586 0.1267 0.0956 0.1129 0.1365 0.2008 0.1930
M4 0.0578 0.0585 0.0603 0.1551 0.1221 0.0889 0.1066 0.1310 0.1967 0.1885
M5 0.0520 0.0526 0.0543 0.1525 0.1181 0.0820 0.1002 0.1253 0.1924 0.1841
M6 0.0522 0.0526 0.0541 0.1508 0.1160 0.0806 0.0984 0.1239 0.1908 0.1829
M7 0.0509 0.0512 0.0528 0.1503 0.1151 0.0804 0.0987 0.1243 0.1915 0.1829
M8 0.0592 0.0591 0.0606 0.1530 0.1183 0.0854 0.1029 0.1274 0.1937 0.1849
M9 0.0259 0.0249 0.0266 0.1381 0.1034 0.0763 0.1021 0.1293 0.1988 0.1900
M10 0.0261 0.0243 0.0257 0.1373 0.1021 0.0741 0.1000 0.1275 0.1975 0.1884
M11 0 0.0099 0.0172 0.1348 0.0993 0.0726 0.0988 0.1261 0.1954 0.1865
M12 0 0 0.0148 0.1365 0.1010 0.0736 0.0977 0.1245 0.1936 0.1847
M13 0 0 0 0.1390 0.1037 0.0754 0.0973 0.1233 0.1916 0.1828
M14 0 0 0 0 0.0133 0.0511 0.0338 0.0449 0.1067 0.1038
M15 0 0 0 0 0 0.0455 0.0305 0.0440 0.1073 0.1051
M16 0 0 0 0 0 0 0.0360 0.0321 0.0540 0.0573
M17 0 0 0 0 0 0 0 0.0113 0.0360 0.0418
M18 0 0 0 0 0 0 0 0 0.0357 0.0408
M19 0 0 0 0 0 0 0 0 0 0.0158
Cuadro C.6: Desviacio´n t´ıpica de la distribucio´n de distancias multipunto con 50
individuos, que proviene de una poblacio´n 퐹2, con mapa menos denso, con todos
los marcadores codominantes.
306 Ape´ndice C
C.2. Poblacio´n 퐹2, con mapa ma´s denso, con
todos los marcadores codominantes
M2 M3 M4 M5 M6 M7 M8 M9 M10
M1 0.0248 0.0459 0.2251 0.2613 0.2895 0.3038 0.3755 0.3903 0.4256
M2 0 0.0252 0.2044 0.2405 0.2688 0.2831 0.3547 0.3695 0.4048
M3 0 0 0.1859 0.2218 0.2502 0.2644 0.3361 0.3509 0.3862
M4 0 0 0 0.0367 0.0650 0.0798 0.1509 0.1660 0.2015
M5 0 0 0 0 0.0296 0.0440 0.1151 0.1301 0.1656
M6 0 0 0 0 0 0.0173 0.0867 0.1017 0.1371
M7 0 0 0 0 0 0 0.0725 0.0875 0.1228
M8 0 0 0 0 0 0 0 0.0173 0.0515
M9 0 0 0 0 0 0 0 0 0.0369
M11 M12 M13 M14 M15 M16 M17 M18 M19 M20
M1 0.4555 0.5002 0.5572 0.5762 0.6067 0.6831 0.7176 0.7219 0.7326 0.8302
M2 0.4348 0.4795 0.5364 0.5554 0.5859 0.6625 0.6969 0.7012 0.7119 0.8095
M3 0.4162 0.4608 0.5177 0.5369 0.5673 0.6437 0.6782 0.6825 0.6932 0.7908
M4 0.2314 0.2761 0.3331 0.3522 0.3830 0.4586 0.4931 0.4973 0.5080 0.6057
M5 0.1957 0.2403 0.2973 0.3163 0.3472 0.4227 0.4572 0.4615 0.4722 0.5698
M6 0.1671 0.2121 0.2691 0.2880 0.3190 0.3942 0.4287 0.4329 0.4437 0.5413
M7 0.1530 0.1979 0.2547 0.2735 0.3044 0.3798 0.4144 0.4186 0.4294 0.5269
M8 0.0818 0.1265 0.1831 0.2024 0.2333 0.3085 0.3431 0.3473 0.3581 0.4556
M9 0.0672 0.1114 0.1683 0.1876 0.2183 0.2937 0.3283 0.3326 0.3433 0.4409
M10 0.0315 0.0762 0.1331 0.1526 0.1830 0.2585 0.2931 0.2973 0.3081 0.4056
M11 0 0.0466 0.1033 0.1225 0.1531 0.2286 0.2632 0.2674 0.2782 0.3757
M12 0 0 0.0582 0.0774 0.1084 0.1837 0.2182 0.2225 0.2332 0.3308
M13 0 0 0 0.0217 0.0511 0.1271 0.1617 0.1659 0.1766 0.2742
M14 0 0 0 0 0.0324 0.1076 0.1423 0.1465 0.1572 0.2547
M15 0 0 0 0 0 0.0778 0.1124 0.1166 0.1273 0.2249
M16 0 0 0 0 0 0 0.0351 0.0392 0.0500 0.1472
M17 0 0 0 0 0 0 0 0.0084 0.0174 0.1127
M18 0 0 0 0 0 0 0 0 0.0133 0.1085
M19 0 0 0 0 0 0 0 0 0 0.0977
Cuadro C.7: Media posterior de la distribucio´n de distancias multipunto con 200
individuos, que proviene de una poblacio´n 퐹2, con mapa ma´s denso, con todos los
marcadores codominantes.
Ape´ndice del Cap´ıtulo 3 307
M2 M3 M4 M5 M6 M7 M8 M9 M10
M1 0.0084 0.0112 0.0271 0.0273 0.0280 0.0290 0.0319 0.0341 0.0367
M2 0 0.0089 0.0238 0.0244 0.0246 0.0253 0.0285 0.0309 0.0332
M3 0 0 0.0253 0.0262 0.0255 0.0264 0.0288 0.0309 0.0330
M4 0 0 0 0.0109 0.0111 0.0141 0.0165 0.0167 0.0195
M5 0 0 0 0 0.0101 0.0112 0.0132 0.0137 0.0157
M6 0 0 0 0 0 0.0104 0.0116 0.0120 0.0142
M7 0 0 0 0 0 0 0.0127 0.0125 0.0141
M8 0 0 0 0 0 0 0 0.0093 0.0119
M9 0 0 0 0 0 0 0 0 0.0129
M11 M12 M13 M14 M15 M16 M17 M18 M19 M20
M1 0.0397 0.0426 0.0467 0.0500 0.0536 0.0459 0.0469 0.0467 0.0469 0.0485
M2 0.0361 0.0394 0.0438 0.0468 0.0509 0.0418 0.0429 0.0428 0.0429 0.0447
M3 0.0358 0.0394 0.0436 0.0458 0.0496 0.0425 0.0434 0.0432 0.0435 0.0451
M4 0.0235 0.0246 0.0300 0.0321 0.0338 0.0322 0.0335 0.0331 0.0335 0.0355
M5 0.0193 0.0207 0.0263 0.0284 0.0297 0.0291 0.0298 0.0298 0.0301 0.0325
M6 0.0179 0.0174 0.0225 0.0253 0.0259 0.0276 0.0287 0.0283 0.0288 0.0317
M7 0.0164 0.0160 0.0217 0.0257 0.0263 0.0267 0.0271 0.0272 0.0276 0.0316
M8 0.0135 0.0133 0.0171 0.0179 0.0187 0.0202 0.0211 0.0210 0.0215 0.0252
M9 0.0141 0.0141 0.0165 0.0175 0.0187 0.0190 0.0197 0.0195 0.0202 0.0241
M10 0.0150 0.0142 0.0149 0.0150 0.0169 0.0177 0.0183 0.0185 0.0192 0.0233
M11 0 0.0175 0.0163 0.0161 0.0162 0.0194 0.0199 0.0201 0.0204 0.0241
M12 0 0 0.0150 0.0135 0.0157 0.0159 0.0170 0.0166 0.0177 0.0203
M13 0 0 0 0.0191 0.0158 0.0195 0.0200 0.0199 0.0207 0.0237
M14 0 0 0 0 0.0176 0.0191 0.0192 0.0193 0.0200 0.0236
M15 0 0 0 0 0 0.0262 0.0264 0.0265 0.0271 0.0292
M16 0 0 0 0 0 0 0.0085 0.0083 0.0092 0.0130
M17 0 0 0 0 0 0 0 0.0048 0.0061 0.0112
M18 0 0 0 0 0 0 0 0 0.0060 0.0112
M19 0 0 0 0 0 0 0 0 0 0.0118
Cuadro C.8: Desviacio´n T´ıpica posterior de la distribucio´n de distancias multipunto
con 200 individuos, que proviene de una poblacio´n 퐹2, con mapa ma´s denso, con
todos los marcadores codominantes.
308 Ape´ndice C
M2 M3 M4 M5 M6 M7 M8 M9 M10
M1 0.0078 0.0255 0.1416 0.1710 0.1941 0.2460 0.3256 0.3510 0.3852
M2 0 0.0264 0.1423 0.1717 0.1948 0.2467 0.3263 0.3517 0.3858
M3 0 0 0.1312 0.1606 0.1837 0.2357 0.3154 0.3409 0.3749
M4 0 0 0 0.0345 0.0607 0.1152 0.1987 0.2256 0.2608
M5 0 0 0 0 0.0309 0.0840 0.1677 0.1948 0.2301
M6 0 0 0 0 0 0.0587 0.1419 0.1698 0.2050
M7 0 0 0 0 0 0 0.0874 0.1154 0.1508
M8 0 0 0 0 0 0 0 0.0345 0.0722
M9 0 0 0 0 0 0 0 0 0.0446
M11 M12 M13 M14 M15 M16 M17 M18 M19 M20
M1 0.4025 0.4234 0.4610 0.4712 0.4881 0.5866 0.5962 0.6036 0.6284 0.6876
M2 0.4032 0.4241 0.4617 0.4719 0.4888 0.5874 0.5969 0.6043 0.6292 0.6883
M3 0.3923 0.4132 0.4508 0.4610 0.4779 0.5765 0.5861 0.5935 0.6183 0.6775
M4 0.2780 0.2982 0.3361 0.3473 0.3635 0.4627 0.4723 0.4798 0.5047 0.5637
M5 0.2469 0.2674 0.3050 0.3161 0.3323 0.4316 0.4412 0.4487 0.4735 0.5327
M6 0.2222 0.2428 0.2802 0.2914 0.3075 0.4069 0.4165 0.4240 0.4487 0.5079
M7 0.1676 0.1880 0.2262 0.2372 0.2536 0.3527 0.3623 0.3699 0.3946 0.4539
M8 0.0901 0.1113 0.1488 0.1597 0.1762 0.2745 0.2839 0.2913 0.3163 0.3758
M9 0.0622 0.0836 0.1207 0.1323 0.1482 0.2467 0.2561 0.2636 0.2884 0.3477
M10 0.0262 0.0463 0.0836 0.0941 0.1109 0.2099 0.2193 0.2270 0.2515 0.3109
M11 0 0.0303 0.0659 0.0772 0.0931 0.1908 0.2002 0.2077 0.2327 0.2921
M12 0 0 0.0438 0.0538 0.0709 0.1716 0.1811 0.1889 0.2137 0.2733
M13 0 0 0 0.0194 0.0334 0.1349 0.1442 0.1518 0.1766 0.2358
M14 0 0 0 0 0.0221 0.1228 0.1322 0.1400 0.1649 0.2244
M15 0 0 0 0 0 0.1064 0.1158 0.1235 0.1479 0.2075
M16 0 0 0 0 0 0 0.0143 0.0240 0.0490 0.1085
M17 0 0 0 0 0 0 0 0.0148 0.0397 0.0988
M18 0 0 0 0 0 0 0 0 0.0311 0.0900
M19 0 0 0 0 0 0 0 0 0 0.0624
Cuadro C.9: Media posterior de la distribucio´n de distancias multipunto con 100
individuos, que proviene de una poblacio´n 퐹2, con mapa ma´s denso, con todos los
marcadores codominantes.
Ape´ndice del Cap´ıtulo 3 309
M2 M3 M4 M5 M6 M7 M8 M9 M10
M1 0.0063 0.0087 0.0792 0.0676 0.0583 0.0474 0.0580 0.0577 0.0552
M2 0 0.0103 0.0795 0.0680 0.0588 0.0478 0.0583 0.0580 0.0555
M3 0 0 0.0829 0.0715 0.0618 0.0503 0.0591 0.0572 0.0548
M4 0 0 0 0.0212 0.0259 0.0271 0.0488 0.0473 0.0457
M5 0 0 0 0 0.0272 0.0240 0.0462 0.0434 0.0407
M6 0 0 0 0 0 0.0242 0.0454 0.0413 0.0376
M7 0 0 0 0 0 0 0.0439 0.0378 0.0322
M8 0 0 0 0 0 0 0 0.0283 0.0289
M9 0 0 0 0 0 0 0 0 0.0299
M11 M12 M13 M14 M15 M16 M17 M18 M19 M20
M1 0.0558 0.0577 0.0608 0.0634 0.0641 0.0805 0.0818 0.0837 0.0882 0.1025
M2 0.0560 0.0578 0.0607 0.0635 0.0642 0.0804 0.0817 0.0836 0.0881 0.1025
M3 0.0552 0.0574 0.0605 0.0625 0.0636 0.0794 0.0807 0.0826 0.0871 0.1014
M4 0.0450 0.0490 0.0517 0.0516 0.0553 0.0674 0.0683 0.0700 0.0748 0.0895
M5 0.0406 0.0437 0.0481 0.0478 0.0517 0.0638 0.0647 0.0664 0.0718 0.0868
M6 0.0365 0.0393 0.0440 0.0435 0.0474 0.0599 0.0609 0.0626 0.0686 0.0836
M7 0.0313 0.0337 0.0359 0.0359 0.0381 0.0531 0.0538 0.0552 0.0613 0.0768
M8 0.0274 0.0271 0.0280 0.0279 0.0289 0.0453 0.0464 0.0483 0.0540 0.0699
M9 0.0282 0.0278 0.0292 0.0275 0.0290 0.0436 0.0449 0.0469 0.0534 0.0703
M10 0.0298 0.0278 0.0283 0.0272 0.0272 0.0418 0.0429 0.0440 0.0510 0.0681
M11 0 0.0322 0.0288 0.0268 0.0269 0.0400 0.0408 0.0427 0.0484 0.0654
M12 0 0 0.0290 0.0262 0.0262 0.0397 0.0397 0.0409 0.0467 0.0624
M13 0 0 0 0.0214 0.0207 0.0353 0.0354 0.0357 0.0414 0.0570
M14 0 0 0 0 0.0197 0.0345 0.0337 0.0348 0.0395 0.0554
M15 0 0 0 0 0 0.0347 0.0338 0.0347 0.0397 0.0545
M16 0 0 0 0 0 0 0.0088 0.0122 0.0143 0.0259
M17 0 0 0 0 0 0 0 0.0108 0.0121 0.0237
M18 0 0 0 0 0 0 0 0 0.0151 0.0228
M19 0 0 0 0 0 0 0 0 0 0.0232
Cuadro C.10: Desviacio´n T´ıpica posterior de la distribucio´n de distancias multi-
punto con 100 individuos, que proviene de una poblacio´n 퐹2, con mapa ma´s denso,
con todos los marcadores codominantes.
310 Ape´ndice C
M2 M3 M4 M5 M6 M7 M8 M9 M10
M1 0.0262 0.0460 0.2032 0.2422 0.2676 0.2877 0.3449 0.3491 0.3553
M2 0 0.0373 0.1941 0.2330 0.2584 0.2787 0.3358 0.3399 0.3461
M3 0 0 0.1954 0.2341 0.2597 0.2798 0.3369 0.3411 0.3472
M4 0 0 0 0.0446 0.0708 0.0920 0.1556 0.1603 0.1667
M5 0 0 0 0 0.0326 0.0526 0.1160 0.1206 0.1270
M6 0 0 0 0 0 0.0283 0.0898 0.0944 0.1009
M7 0 0 0 0 0 0 0.0714 0.0756 0.0821
M8 0 0 0 0 0 0 0 0.0117 0.0181
M9 0 0 0 0 0 0 0 0 0.0135
M11 M12 M13 M14 M15 M16 M17 M18 M19 M20
M1 0.3933 0.3932 0.4210 0.4607 0.4674 0.5648 0.5800 0.5877 0.6103 0.6588
M2 0.3842 0.3841 0.4120 0.4517 0.4583 0.5558 0.5710 0.5787 0.6013 0.6498
M3 0.3853 0.3852 0.4132 0.4529 0.4595 0.5570 0.5722 0.5800 0.6025 0.6510
M4 0.2041 0.2047 0.2313 0.2723 0.2791 0.3792 0.3952 0.4031 0.4264 0.4767
M5 0.1637 0.1646 0.1910 0.2319 0.2389 0.3389 0.3550 0.3627 0.3861 0.4365
M6 0.1377 0.1385 0.1650 0.2056 0.2125 0.3125 0.3284 0.3363 0.3597 0.4099
M7 0.1169 0.1178 0.1443 0.1850 0.1916 0.2919 0.3079 0.3156 0.3389 0.3894
M8 0.0594 0.0608 0.0864 0.1283 0.1349 0.2342 0.2502 0.2581 0.2811 0.3314
M9 0.0548 0.0562 0.0823 0.1239 0.1304 0.2298 0.2457 0.2534 0.2766 0.3268
M10 0.0488 0.0500 0.0759 0.1171 0.1240 0.2233 0.2393 0.2470 0.2700 0.3203
M11 0 0.0118 0.0385 0.0791 0.0853 0.1846 0.2004 0.2081 0.2311 0.2812
M12 0 0 0.0401 0.0801 0.0863 0.1856 0.2013 0.2089 0.2320 0.2823
M13 0 0 0 0.0494 0.0553 0.1537 0.1694 0.1775 0.2006 0.2509
M14 0 0 0 0 0.0143 0.1117 0.1274 0.1349 0.1581 0.2082
M15 0 0 0 0 0 0.1049 0.1207 0.1286 0.1512 0.2013
M16 0 0 0 0 0 0 0.0240 0.0317 0.0535 0.1036
M17 0 0 0 0 0 0 0 0.0166 0.0384 0.0868
M18 0 0 0 0 0 0 0 0 0.0310 0.0786
M19 0 0 0 0 0 0 0 0 0 0.0564
Cuadro C.11: Media posterior de la distribucio´n de distancias multipunto con 50
individuos, que proviene de una poblacio´n 퐹2, con mapa ma´s denso, con todos los
marcadores codominantes.
Ape´ndice del Cap´ıtulo 3 311
M2 M3 M4 M5 M6 M7 M8 M9 M10
M1 0.0206 0.0200 0.0759 0.0655 0.0616 0.0616 0.0599 0.0596 0.0594
M2 0 0.0179 0.0752 0.0640 0.0593 0.0586 0.0565 0.0563 0.0561
M3 0 0 0.0800 0.0696 0.0644 0.0641 0.0615 0.0609 0.0609
M4 0 0 0 0.0252 0.0294 0.0364 0.0501 0.0493 0.0492
M5 0 0 0 0 0.0198 0.0261 0.0404 0.0392 0.0389
M6 0 0 0 0 0 0.0238 0.0367 0.0357 0.0352
M7 0 0 0 0 0 0 0.0370 0.0359 0.0351
M8 0 0 0 0 0 0 0 0.0153 0.0183
M9 0 0 0 0 0 0 0 0 0.0165
M11 M12 M13 M14 M15 M16 M17 M18 M19 M20
M1 0.0621 0.0650 0.0629 0.0672 0.0682 0.0887 0.0923 0.0942 0.1007 0.1167
M2 0.0590 0.0618 0.0593 0.0638 0.0650 0.0858 0.0895 0.0916 0.0984 0.1146
M3 0.0635 0.0665 0.0633 0.0668 0.0680 0.0876 0.0912 0.0928 0.0998 0.1154
M4 0.0519 0.0531 0.0533 0.0538 0.0536 0.0649 0.0650 0.0653 0.0697 0.0796
M5 0.0421 0.0434 0.0439 0.0452 0.0451 0.0583 0.0583 0.0593 0.0640 0.0749
M6 0.0374 0.0394 0.0385 0.0406 0.0409 0.0551 0.0558 0.0566 0.0618 0.0736
M7 0.0383 0.0400 0.0396 0.0417 0.0426 0.0555 0.0562 0.0574 0.0628 0.0742
M8 0.0288 0.0314 0.0304 0.0320 0.0321 0.0467 0.0472 0.0486 0.0552 0.0679
M9 0.0289 0.0307 0.0299 0.0308 0.0313 0.0455 0.0465 0.0481 0.0546 0.0676
M10 0.0298 0.0315 0.0306 0.0321 0.0320 0.0462 0.0472 0.0485 0.0554 0.0684
M11 0 0.0203 0.0292 0.0302 0.0306 0.0437 0.0448 0.0466 0.0535 0.0674
M12 0 0 0.0325 0.0319 0.0318 0.0444 0.0458 0.0478 0.0543 0.0675
M13 0 0 0 0.0298 0.0296 0.0407 0.0415 0.0422 0.0483 0.0617
M14 0 0 0 0 0.0181 0.0337 0.0328 0.0346 0.0412 0.0553
M15 0 0 0 0 0 0.0343 0.0334 0.0347 0.0416 0.0559
M16 0 0 0 0 0 0 0.0181 0.0199 0.0232 0.0334
M17 0 0 0 0 0 0 0 0.0146 0.0218 0.0307
M18 0 0 0 0 0 0 0 0 0.0214 0.0291
M19 0 0 0 0 0 0 0 0 0 0.0280
Cuadro C.12: Desviacio´n T´ıpica posterior de la distribucio´n de distancias multi-
punto con 50 individuos, que proviene de una poblacio´n 퐹2, con mapa ma´s denso,
con todos los marcadores codominantes.
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C.3. Poblacio´n 퐹2, con mapa menos denso, con
marcadores codominantes y dominantes
M2 M3 M4 M5 M6 M7 M8 M9 M10
M1 0.1924 0.3362 0.4463 0.5419 0.7378 0.7970 0.7853 1.0262 1.0630
M2 0 0.1608 0.2693 0.3648 0.5604 0.6196 0.6079 0.8485 0.8853
M3 0 0 0.1359 0.2288 0.4242 0.4836 0.4718 0.7124 0.7491
M4 0 0 0 0.1063 0.2942 0.3531 0.3409 0.5820 0.6188
M5 0 0 0 0 0.1992 0.2581 0.2456 0.4870 0.5238
M6 0 0 0 0 0 0.0673 0.0745 0.2916 0.3284
M7 0 0 0 0 0 0 0.0324 0.2326 0.2694
M8 0 0 0 0 0 0 0 0.2444 0.2812
M9 0 0 0 0 0 0 0 0 0.0520
M11 M12 M13 M14 M15 M16 M17 M18 M19 M20
M1 1.1663 1.1886 1.2231 1.4522 1.5170 1.6097 1.7310 1.7996 1.8705 1.9322
M2 0.9888 1.0109 1.0455 1.2765 1.3413 1.4340 1.5553 1.6240 1.6948 1.7565
M3 0.8525 0.8746 0.9092 1.1406 1.2053 1.2981 1.4194 1.4880 1.5589 1.6205
M4 0.7220 0.7442 0.7788 1.0130 1.0777 1.1704 1.2915 1.3601 1.4310 1.4926
M5 0.6268 0.6490 0.6836 0.9200 0.9848 1.0774 1.1985 1.2671 1.3380 1.3997
M6 0.4328 0.4548 0.4896 0.7291 0.7939 0.8866 1.0078 1.0765 1.1474 1.2091
M7 0.3739 0.3961 0.4307 0.6714 0.7362 0.8289 0.9501 1.0188 1.0897 1.1514
M8 0.3824 0.4048 0.4393 0.6807 0.7455 0.8382 0.9594 1.0281 1.0990 1.1607
M9 0.1768 0.2120 0.2333 0.4623 0.5296 0.6232 0.7466 0.8159 0.8882 0.9497
M10 0.1388 0.1746 0.1954 0.4250 0.4923 0.5859 0.7093 0.7786 0.8509 0.9124
M11 0 0.0474 0.0809 0.3119 0.3792 0.4729 0.5956 0.6651 0.7376 0.7993
M12 0 0 0.0505 0.2863 0.3498 0.4439 0.5655 0.6340 0.7053 0.7673
M13 0 0 0 0.2527 0.3207 0.4144 0.5381 0.6077 0.6803 0.7419
M14 0 0 0 0 0.0771 0.1755 0.3094 0.3846 0.4651 0.5277
M15 0 0 0 0 0 0.1028 0.2370 0.3127 0.3937 0.4571
M16 0 0 0 0 0 0 0.1379 0.2145 0.2969 0.3592
M17 0 0 0 0 0 0 0 0.0811 0.1691 0.2323
M18 0 0 0 0 0 0 0 0 0.0903 0.1536
M19 0 0 0 0 0 0 0 0 0 0.0724
Cuadro C.13: Media posterior de la distribucio´n de distancias multipunto con 200
individuos, que proviene de una poblacio´n 퐹2, con mapa menos denso, con marca-
dores codominantes y dominantes.
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M2 M3 M4 M5 M6 M7 M8 M9 M10
M1 0.0340 0.0861 0.1062 0.1064 0.1207 0.1238 0.1279 0.1741 0.1655
M2 0 0.0403 0.0599 0.0546 0.0740 0.0776 0.0835 0.1431 0.1327
M3 0 0 0.0764 0.0694 0.0796 0.0798 0.0873 0.1417 0.1310
M4 0 0 0 0.0340 0.0574 0.0599 0.0684 0.1276 0.1162
M5 0 0 0 0 0.0411 0.0420 0.0524 0.1145 0.1022
M6 0 0 0 0 0 0.0249 0.0371 0.1082 0.0966
M7 0 0 0 0 0 0 0.0507 0.1044 0.0923
M8 0 0 0 0 0 0 0 0.1034 0.0926
M9 0 0 0 0 0 0 0 0 0.0095
M11 M12 M13 M14 M15 M16 M17 M18 M19 M20
M1 0.1594 0.1584 0.1575 0.2021 0.1995 0.2019 0.2209 0.2342 0.2599 0.2740
M2 0.1214 0.1215 0.1191 0.1597 0.1557 0.1587 0.1815 0.1972 0.2270 0.2429
M3 0.1179 0.1178 0.1156 0.1533 0.1496 0.1522 0.1752 0.1913 0.2218 0.2382
M4 0.1030 0.1016 0.1014 0.1277 0.1231 0.1279 0.1572 0.1747 0.2076 0.2246
M5 0.0898 0.0919 0.0878 0.1097 0.1054 0.1110 0.1436 0.1636 0.1990 0.2166
M6 0.0821 0.0875 0.0836 0.1021 0.0985 0.1052 0.1405 0.1606 0.1961 0.2144
M7 0.0812 0.0890 0.0832 0.1015 0.0988 0.1061 0.1422 0.1625 0.1978 0.2160
M8 0.0872 0.0938 0.0877 0.1013 0.0987 0.1068 0.1430 0.1639 0.1999 0.2178
M9 0.0629 0.0718 0.0601 0.1128 0.1085 0.1146 0.1446 0.1633 0.1958 0.2133
M10 0.0681 0.0741 0.0585 0.1131 0.1070 0.1107 0.1392 0.1573 0.1896 0.2071
M11 0 0.0642 0.0401 0.1135 0.0982 0.0930 0.1140 0.1283 0.1596 0.1761
M12 0 0 0.0716 0.1121 0.0979 0.0891 0.1107 0.1277 0.1628 0.1779
M13 0 0 0 0.1295 0.1124 0.1041 0.1154 0.1251 0.1538 0.1690
M14 0 0 0 0 0.0326 0.0294 0.0483 0.0470 0.0685 0.0807
M15 0 0 0 0 0 0.0308 0.0475 0.0428 0.0635 0.0709
M16 0 0 0 0 0 0 0.0412 0.0277 0.0418 0.0524
M17 0 0 0 0 0 0 0 0.0184 0.0291 0.0313
M18 0 0 0 0 0 0 0 0 0.0277 0.0227
M19 0 0 0 0 0 0 0 0 0 0.0229
Cuadro C.14: Desviacio´n T´ıpica posterior de la distribucio´n de distancias mul-
tipunto con 200 individuos, que proviene de una poblacio´n 퐹2, con mapa menos
denso, con marcadores codominantes y dominantes.
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C.4. Poblacio´n 퐹2, con mapa ma´s denso, con
marcadores codominantes y dominantes
M2 M3 M4 M5 M6 M7 M8 M9 M10
M1 0.0344 0.0388 0.2625 0.2531 0.2723 0.2432 0.3828 0.3865 0.4251
M2 0 0.0089 0.2583 0.2506 0.2699 0.2431 0.3797 0.3834 0.4222
M3 0 0 0.2548 0.2472 0.2665 0.2397 0.3764 0.3800 0.4189
M4 0 0 0 0.0202 0.0365 0.0297 0.1281 0.1318 0.1692
M5 0 0 0 0 0.0276 0.0152 0.1357 0.1393 0.1765
M6 0 0 0 0 0 0.0304 0.1158 0.1194 0.1563
M7 0 0 0 0 0 0 0.1406 0.1442 0.1822
M8 0 0 0 0 0 0 0 0.0082 0.0464
M9 0 0 0 0 0 0 0 0 0.0432
M11 M12 M13 M14 M15 M16 M17 M18 M19 M20
M1 0.4530 0.4949 0.5567 0.5543 0.5969 0.6684 0.7014 0.7033 0.7111 0.8017
M2 0.4491 0.4919 0.5539 0.5513 0.5943 0.6656 0.6986 0.7006 0.7083 0.7986
M3 0.4458 0.4886 0.5505 0.5480 0.5910 0.6624 0.6953 0.6973 0.7050 0.7953
M4 0.1962 0.2409 0.3019 0.2996 0.3416 0.4141 0.4468 0.4489 0.4568 0.5469
M5 0.2039 0.2484 0.3093 0.3069 0.3487 0.4214 0.4542 0.4561 0.4640 0.5544
M6 0.1835 0.2282 0.2890 0.2867 0.3283 0.4010 0.4338 0.4358 0.4437 0.5341
M7 0.2103 0.2529 0.3144 0.3124 0.3544 0.4265 0.4594 0.4613 0.4692 0.5597
M8 0.0796 0.1271 0.1864 0.1854 0.2274 0.3005 0.3330 0.3350 0.3431 0.4339
M9 0.0765 0.1238 0.1831 0.1820 0.2240 0.2971 0.3297 0.3317 0.3398 0.4306
M10 0.0343 0.0817 0.1410 0.1399 0.1818 0.2550 0.2875 0.2894 0.2976 0.3885
M11 0 0.0515 0.1111 0.1099 0.1520 0.2251 0.2577 0.2599 0.2680 0.3584
M12 0 0 0.0688 0.0616 0.1058 0.1782 0.2115 0.2134 0.2214 0.3125
M13 0 0 0 0.0139 0.0448 0.1183 0.1510 0.1526 0.1605 0.2511
M14 0 0 0 0 0.0446 0.1186 0.1524 0.1541 0.1621 0.2532
M15 0 0 0 0 0 0.0771 0.1112 0.1125 0.1205 0.2120
M16 0 0 0 0 0 0 0.0351 0.0369 0.0449 0.1371
M17 0 0 0 0 0 0 0 0.0066 0.0160 0.1024
M18 0 0 0 0 0 0 0 0 0.0116 0.1015
M19 0 0 0 0 0 0 0 0 0 0.0935
Cuadro C.15: Media posterior de la distribucio´n de distancias multipunto con 200
individuos, que proviene de una poblacio´n 퐹2, con mapa ma´s denso, con marcadores
codominantes y dominantes.
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M2 M3 M4 M5 M6 M7 M8 M9 M10
M1 0.0339 0.0335 0.0474 0.0488 0.0568 0.0542 0.0701 0.0704 0.0615
M2 0 0.0041 0.0429 0.0398 0.0478 0.0399 0.0642 0.0644 0.0532
M3 0 0 0.0429 0.0406 0.0486 0.0412 0.0642 0.0644 0.0531
M4 0 0 0 0.0196 0.0244 0.0380 0.0521 0.0523 0.0407
M5 0 0 0 0 0.0253 0.0309 0.0472 0.0473 0.0353
M6 0 0 0 0 0 0.0307 0.0502 0.0501 0.0367
M7 0 0 0 0 0 0 0.0491 0.0490 0.0364
M8 0 0 0 0 0 0 0 0.0056 0.0199
M9 0 0 0 0 0 0 0 0 0.0204
M11 M12 M13 M14 M15 M16 M17 M18 M19 M20
M1 0.0578 0.0719 0.0745 0.0742 0.0770 0.0883 0.0927 0.0923 0.0943 0.1099
M2 0.0526 0.0637 0.0649 0.0654 0.0657 0.0788 0.0835 0.0828 0.0854 0.1031
M3 0.0526 0.0633 0.0648 0.0650 0.0655 0.0784 0.0832 0.0825 0.0851 0.1028
M4 0.0361 0.0389 0.0426 0.0420 0.0487 0.0596 0.0666 0.0658 0.0679 0.0900
M5 0.0303 0.0357 0.0396 0.0396 0.0478 0.0588 0.0659 0.0656 0.0675 0.0891
M6 0.0310 0.0350 0.0388 0.0381 0.0468 0.0577 0.0647 0.0643 0.0662 0.0878
M7 0.0290 0.0407 0.0412 0.0395 0.0466 0.0595 0.0660 0.0656 0.0676 0.0882
M8 0.0259 0.0324 0.0339 0.0317 0.0363 0.0459 0.0531 0.0525 0.0539 0.0736
M9 0.0265 0.0325 0.0334 0.0317 0.0359 0.0454 0.0523 0.0517 0.0531 0.0725
M10 0.0200 0.0282 0.0279 0.0260 0.0298 0.0406 0.0485 0.0479 0.0493 0.0690
M11 0 0.0299 0.0265 0.0255 0.0268 0.0368 0.0439 0.0423 0.0436 0.0655
M12 0 0 0.0289 0.0268 0.0299 0.0339 0.0393 0.0379 0.0400 0.0580
M13 0 0 0 0.0286 0.0212 0.0287 0.0340 0.0343 0.0352 0.0553
M14 0 0 0 0 0.0215 0.0279 0.0290 0.0289 0.0311 0.0488
M15 0 0 0 0 0 0.0281 0.0267 0.0277 0.0300 0.0427
M16 0 0 0 0 0 0 0.0160 0.0134 0.0116 0.0258
M17 0 0 0 0 0 0 0 0.0083 0.0120 0.0225
M18 0 0 0 0 0 0 0 0 0.0098 0.0175
M19 0 0 0 0 0 0 0 0 0 0.0197
Cuadro C.16: Desviacio´n T´ıpica posterior de la distribucio´n de distancias multi-
punto con 200 individuos, que proviene de una poblacio´n 퐹2, con mapa ma´s denso,
con marcadores codominantes y dominantes.
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Ape´ndice D
Ape´ndice del Cap´ıtulo 4
D.1. Ca´lculo de 휋(푂푘∣푅) por integracio´n nu-
me´rica, mediante cuadratura gaussiana
Los pasos ba´sicos para resolver la doble integral 4.11, aproximando por
integracio´n nume´rica, mediante cuadratura gaussiana, son los siguientes:










ℎ(푟푘1 , 푟푘2)푑푟푘1푑푟푘2 , siendo
ℎ(푟푘1 , 푟푘2) =푀푢푙푡푖푛표푚푖푎푙(푅푘1∣푛; 휌푘1(푟푘1)) ∗푀푢푙푡푖푛표푚푖푎푙(푅푘2∣푛; 휌푘2(푟푘2))∗
푀푢푙푡푖푛표푚푖푎푙(푅푘3∣푛; 휌푘3(푔(푟푘1 , 푟푘2)))
Para poder utilizar los polinomios de Legendre, es necesario hacer un cam-
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ℎ((ℎ1푟푘1 + ℎ2), (푘1푟푘2 + 푘2))푑푟푘1푑푟푘2 .







ℎ((ℎ1푟푘1 + ℎ2), (푘1푟푘2 + 푘2))푑푟푘1푑푟푘2 =






푐푛푗 ℎ((ℎ1푥푚푖 + ℎ2), (푘1푥푛푗 + 푘2))
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E.1. Inﬂuencia de la tolerancia del algoritmo
EM
E.1.1. Algoritmo EM
Como se ha comentado en el Cap´ıtulo 1, el algoritmo EM es una pro-
puesta iterativa que se utiliza, en presencia de datos faltantes, para obtener
el estimador ma´ximo veros´ımil. En el estudio de mapas gene´ticos existen in-
certidumbres en los datos que pueden tratarse como datos faltantes. As´ı, en
el caso de un doble heterocigoto, AaBb, no se conoce que´ genotipo concreto
es recombinante pues puede proceder de la unio´n de un gameto AB con otro
ab, que no son recombinantes, o alternativamente, de la unio´n de Ab con aB
en donde ambos gametos lo son. Por otro lado, en marcadores dominantes el
genotipo A no se sabe si es AA o Aa. Por ello, el algoritmo EM es empleado
ampliamente en este tipo de datos.
El algoritmo EM suele estar implementado, con enfoque frecuentista, en
algunos programas informa´ticos (Mapmaker [48] (Lander et al. 1987 [45]))
para el ca´lculo de mapas gene´ticos. Uno de los para´metros que es necesario
aportar al programa es la tolerancia que actu´a como elemento de parada en
las sucesivas iteraciones. Sin embargo, no se suelen encontrar indicaciones de
los valores recomendables a emplear. A continuacio´n, se evalu´a la inﬂuencia de
la tolerancia deﬁnida en el algoritmo EM en su utilidad para la estimacio´n de
fracciones de recombinacio´n entre pares de marcadores gene´ticos dominantes
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y codominantes y se establecen recomendaciones sobre la tolerancia o´ptima
en funcio´n de la distancia gene´tica y el tipo de marcadores.
Adecuando el algoritmo para la estima de fracciones de recombinacio´n
entre marcadores, este costa de los siguientes pasos:
1. Inicializar r
2.Esperanza: Ca´lculo del valor esperado de recombinantes, suponiendo
cierta la fraccio´n de recombinacio´n r.
3.Maximizacio´n: Ca´lculo de la fraccio´n de recombinacio´n ma´ximo vero-




푃 (퐺푖) ∗ 푃 (푅푐∣퐺푖)/푛 (E.1)
donde 푅푐 signiﬁca recombinante, 퐺푖 cada uno de los genotipos posibles, ngeno
el nu´mero de genotipos y n el taman˜o muestral.
4. Condicio´n de parada:∣r -rnueva∣ <tolerancia. Iterar volviendo al paso
1. en caso de que no se cumpla la condicio´n de parada.
No´tese que si tenemos una secuencia gene´tica que consta de m marcado-
res, deberemos estimar m(m-1)/2 fracciones de recombinacio´n, o lo que es lo
mismo, ejecutar el algoritmo EM ese mismo nu´mero de veces.
E.1.2. Metodolog´ıa
En la ejecucio´n del algoritmo es imprescindible distinguir todas las posibi-
lidades segu´n el cara´cter codominante o dominante, de los dos marcadores que
estudiamos en cada momento. Recordamos que un marcador es codominante
(C), si los dos alelos que lo forman son observables. Es decir, AA, Aa, aa, y es
dominante si alguno de sus alelos no es observable. Dependiendo del parental
del que provenga distinguiremos dominante (D1), con genotipos observables
A , aa y dominante (D2), con genotipos observables AA, a .
Consideremos la estimacio´n de la fraccio´n de recombinacio´n entre pares de
marcadores en los que, al menos uno de ellos es dominante, que es el caso en el
que es posible que aparezcan problemas computacionales: D1-D1, D1-D2, D2-
D2, C-D1 y C-D2. Para cada pareja, se ensayaron 4 distancias de separacio´n
(1, 2, 5 y 10 centimorgan) y 4 tolerancias (10−3, 10−4, 10−5 y 10−6), obteniendo
as´ı 80 combinaciones. Se calculo´ la distribucio´n en el muestreo del estimador
que proporciona el algoritmo EM, basada en una muestra de taman˜o 5000,
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obtenida mediante simulacio´n de repartos multinomiales de generaciones de
200 individuos. Las probabilidades condicionadas para la recombinacio´n dado
el genotipo observado, 푃 (푅푐∣퐺푖), as´ı como la frecuencia relativa esperada de
cada uno de los individuos genot´ıpicamente observables, 푃 (퐺푖), se extraen del
Cuadro E.1 que aparece a continuacio´n, en funcio´n de cua´l sea el tipo de los
marcadores involucrados.
C-D1 푃 (퐺푖) 푃 (푅푐∣퐺푖)
AAB 0.25(1− 푟2) 푟
1+푟
AAbb 0.25푟2 1
AaB 0.5(1− 푟 + 푟2) 푟(1+푟)
2(1−푟+푟2)
Aabb 0.5푟(1− 푟) 1
2
aaB 0.25푟(2− 푟) 1
2−푟
aabb 0.25(1− 푟)2 0
C-D2 푃 (퐺푖) 푃 (푅푐∣퐺푖)
AABB 0.25(1− 푟)2 0
AAb 0.25푟(2− 푟) 1
2−푟
AaBB 0.5푟(1− 푟) 1
2
Aab 0.5(1− 푟 + 푟2) 푟(1+푟)
2(1−푟+푟2)
aaBB 0.25푟2 1
aab 0.25(1− 푟2) 푟
1+푟
D1-D1 푃 (퐺푖) 푃 (푅푐∣퐺푖)
A B 0.25(3− 2푟 + 푟2) 2푟
3−2푟+푟2
A bb 0.25푟(2− 푟) 1
2−푟
aaB 0.25푟(2− 푟) 1
2−푟
aabb 0.25(1− 푟)2 0
D1-D2 푃 (퐺푖) 푃 (푅푐∣퐺푖)
A BB 0.25(1− 푟2) 푟
1+푟




aab 0.25(1− 푟2) 푟
1+푟
D2-D2 푃 (퐺푖) 푃 (푅푐∣퐺푖)
AABB 0.25(1− 푟)2 0
AAb 0.25푟(2− 푟) 1
2−푟
a BB 0.25푟(2− 푟) 1
2−푟
a b 0.25(3− 2푟 + 푟2) 2푟
3−2푟+푟2
Cuadro E.1: Probabilidades condicionadas de recombinacio´n dado un genotipo y
frecuencias esperadas de cada uno de los genotipos.
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E.1.3. Resultados y discusio´n
Los resultados se presentan en las Figuras de la E.1 a la E.4. En general,
las estimas de las fracciones de recombinacio´n resultan poco sensibles, tanto
respecto a las variaciones en la tolerancia empleada, como a la distancia en-
tre marcadores, aun en el caso en que dichas distancias sean pequen˜as. De
hecho, una tolerancia de 10−3 es suﬁciente (valor utilizado por defecto segu´n
especiﬁca el manual de Mapmaker [48]). Sin embargo, para parejas de mar-
cadores del tipo D1 – D2 el valor de la tolerancia tiene una gran inﬂuencia
en la estimacio´n de la fraccio´n de recombinacio´n incluso a distancias modera-
das entre marcadores. La tolerancia de 10−3, que hemos recomendado para la
mayor parte de los casos, puede multiplicar por ma´s de 6 el verdadero valor
de la fraccio´n de recombinacio´n si la distancia entre marcadores es pequen˜a.
En este caso, si se emplean tolerancias del orden de 10−6, la estimacio´n de la
fraccio´n de recombinacio´n tiende a cero. Los resultados parecen indicar que a
distancias pequen˜as, entre marcadores, ser´ıa recomendable utilizar tolerancias
algo mayores a 10−5 mientras que a distancias iguales o superiores a 10 cM
ser´ıa suﬁciente tomar como tolerancia 10−3 o superior.
En deﬁnitiva, concluimos que en general la recomendacio´n es emplear to-
lerancias de 10−3. Sin embargo, para el caso de marcadores dominantes en
repulsio´n, es necesario hacer una estima previa de modo que si la fraccio´n
de recombinacio´n estimada es menor que 10 cM, es conveniente modiﬁcar la
tolerancia a 10−4 o como ma´ximo a 10−5 y revisar el valor de la estima de la
fraccio´n de recombinacio´n.
Ape´ndice del Cap´ıtulo 9 323































Figura E.1: Algoritmo EM. Marcadores que distan 1 centimorgan.
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Figura E.2: Algoritmo EM. Marcadores que distan 2 centimorgan.
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Figura E.3: Algoritmo EM. Marcadores que distan 5 centimorgan.
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Figura E.4: Algoritmo EM. Marcadores que distan 10 centimorgan.
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