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A NOTE ON RANDOMLY SCALED SCALE-DECORATED POISSON POINT
PROCESSES
AYAN BHATTACHARYA
Abstract. In this article, we shall study the properties of randomly scaled scale-decorated
Poisson point processes and obtain a characterization based on its Laplace functional. In the
way of deriving the characterization, we shall show that the clusters are independently and
identically distributed. A connection with randomly shifted decorated Poisson point process is
also obtained.
1. Introduction
Poisson point processes are turned out to be very important in the context of extreme value
theory for independently and identically distributed random variables (see Chapter 3 in Resnick
(1987), Chapter 7 in Resnick (2007) and references therein). Recently, it has been observed that
the dependence among the random variables affects the asymptotic behavior of extremes resulting
in slower rate of growth of extremes, clusters around the extreme points etc. So the class of all
Poisson point processes is not large enough to accommodate all possible extremal processes and
it motivates the necessity of different generalizations of Poisson point processes. One of many
possible generalizations is randomly scaled scale-decorated Poisson point processes (SScDPPP)
which is contained in the class of all Cox cluster point processes. We shall see that as a particular
class of Cox cluster processes, SScDPPP enjoys many nice properties which will be investigated in
this article.
Loosely speaking, a scale-decorated Poisson point process (ScDPPP) is a cluster Poisson point
process where cluster around each Poisson point is an independent copy of another point process.
If we multiply each point in ScDPPP by a positive random variable which independent of the
ScDPPP, then the resulting point process will be called SScDPPP. This generalization is large
enough to accommodate all possible extremal processes for the random variables known in lit-
erature till now for the random variables with regularly varying tails. The notion SScDPPP is
introduced in Bhattacharya et al. (2017a) in the context of extremes of branching random walk
(BRW). Note that ScDPPP was appeared for the first time in Davydov et al. (2008) where an
equivalence between strictly α-stable (StαS) point process and ScDPPP is obtained. In another
article Bhattacharya et al. (2017b), it turned out to be very difficult to verify that the limiting ex-
tremal process is an SScDPPP (predicted in Brunet and Derrida (2011)) and appropriately scaled
superposition of regularly varying point processes converges weakly to a StαS point process with-
out the characterization of SScDPPP based on its Laplace functional. This characterization will be
derived in this article. The tools and the approach used in this article to obtain the characteriza-
tion and study the properties of SScDPPP is borrowed from Subag and Zeitouni (2015a). However
it does not follow from the aforementioned article as a randomly shifted decorated Poisson point
process (SSDPPP) can be transformed into an SScDPPP on the positive half of the real line by
considering exponential of each point in SSDPPP but it is not always possible to transform an
SScDPP to an SSDPPP.
The extreme positions of the particles at the nth generation in BRW turned out to be very im-
portant to study due to its connection to many important models including random energy model,
Gaussian free field, Gaussian multiplicative chaos, tree polymers etc. (see Subag and Zeitouni
(2015a) and references therein). It was predicted in Brunet and Derrida (2011) that the limiting
extremal point process in BRW satisfies some distributional stability property and should admit
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some representation in terms of Poisson point process. In case of displacements having exponen-
tially decaying tail, the stability property is termed as exponentially stable point process and the
representation is termed as randomly shifted decorated Poisson point process (SSDPPP). It has
been shown in Maillard (2013) that decorated Poisson point process (DPPP) and exponentially
stable point process are two sides of the same coin. This was implicitly observed in Davydov et al.
(2008) (see Example 8.6). This result is generalized in Subag and Zeitouni (2015a) where equiv-
alence between exponentially stable point process with random shift and SSDPPP is established
using a novel technique based on shift-Laplace functional. In Madaule (2015), the extremal process
is derived in case of displacements with exponentially decaying tail. It has also been shown that
the extremal process satisfies the predictions in Brunet and Derrida (2011) relying upon the work
Maillard (2013). Although, it has been shown that the extremal process admits a representation
as SSDPPP , the law of decoration was missing. The distribution of the decoration can be ob-
tained from the shift-Laplace functional of the extremal process using the construction given in
Subag and Zeitouni (2015a). The equivalence turned out to be very useful in studying extremal
point process in p-spin spherical spin glass model (see Subag and Zeitouni (2015b)), genealogy of
extremal process of BRW (see Mallein (2016)), extremal process of two-dimensional Gaussian free
field (see Biskup and Louidor (2016)) etc.
The investigation for BRW with independently and identically distributed displacements having
regularly varying tail was initiated in Durrett (1979) and Durrett (1983). Then the extremal process
is studied in Bhattacharya et al. (2017a) where the limit is shown to be SScDPPP. Then the inde-
pendence among the displacements coming from the same parent is relaxed in Bhattacharya et al.
(2017b) by assuming that the displacements are jointly regularly varying. Under this assumption,
it turned out to be very difficult to verify that the limit process is SScDPPP. Relying on the results
proved in this article, it has been shown that the limit admits an SScDPPP representation which
supports the predictions given in Brunet and Derrida (2011). In the same article, a characteriza-
tion of StαS point process based on its Laplace functional turned out to be very important which
we derive in this article as a consequence of the main result of this article. These results are also
used in Bhattacharya et al. (2016) to study multitype BRW with displacements having regularly
varying tails.
The article is organized as follows. In Section 2, we have introduced some notations and stated
main results of this article. The expression for scaled Laplace functional of SScDPPP has been
derived in Section 3. In Section 4, the properties of the scaled Laplace functional has been studied.
The construction of the scale-decoration is given in Section 5. In Section 6, proofs of main results
and the connection between SSDPPP and SScDPPP are given.
2. Notation and main results
2.1. Notation. Suppose R¯0 denotes the punctured space [−∞,∞] \ {0} and M (R¯0) denotes the
space of all Radon measures on R¯0 which does not put any mass on {±∞}. The scalar multi-
plication on M (R¯0) by a positive real number b is denoted by Sb and is defined as follows: if
P =
∑
i δui ∈ M (R¯0), then
Sb P =
∑
i
δbui .
In other words, a scalar multiple of a point measure is obtained by multiplying each point of the
measure by a positive real number. A point process on R¯0 is an M (R¯0)-valued random variable
defined on (Ω,F ,P) that does not charge any mass at ±∞. The following definition of strictly
α-stable point process was introduced in Davydov et al. (2008).
Definition 2.1 (StαS point process; Davydov et al. (2008)). A point process N (on R¯0) is
called a strictly α-stable (StαS) point process (α > 0) if for every b1, b2 > 0,
Sb1 N1 + Sb2 N2
d
= S(bα1 +bα2 )1/α N,(2.1)
where N1, N2 are independent copies of N , + denotes superposition of point processes and
d
=
denotes equality in distribution.
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A point process M will be called randomly scaled strictly α-stable point process if
M
d
= SU N where N is a StαS point process and U is a positive random variable independent
of N .
It has been established in Davydov et al. (2008), that a point process (on R) is StαS if and only
if it admits a series representation of a special kind (analogous to the LePage series representation
for stable processes). To be more precise, we need the following definition which is introduced in
Bhattacharya et al. (2017a).
Definition 2.2 (Scale-decorated Poisson point process). A point process N is called a scale
decorated Poisson point process with intensity measure m and scale-decoration P (denoted by
N ∼ ScDPPP (m,P)) if there exists a Poisson random measure Λ =
∑∞
i=1 δλi on (0,∞) with
intensity measure m and a point process P such that
N
d
=
∞∑
i=1
Sλi P
where (Pi : i ≥ 1) is a collection of independent copies of P .
As mentioned above, it has been observed in Davydov et al. (2008) (see Example 8.6 therein)
that a point process N is StαS if and only if N ∼ ScDPPP (mα,P) where P is a point process
on R¯0 and mα is measure on (0,∞) with mα
(
(x,∞)
)
= αx−α−1 for every x > 0. The light-tailed
analogue of this result has been proved in a novel approach by Maillard (2013).
A point processM is called a randomly scaled scale-decorated Poisson point process with
mean measure m, scale-decoration P and random scale U (denoted by M ∼ SScDPPP (m,P , U))
if M
d
= SU N where N ∼ ScDPPP (m,P) and U is a positive random variable independent of N .
Let C+c (R¯0) denote the space of all nonnegative continuous functions defined on R¯0 with compact
support (and hence vanishing in a neighbourhood of 0). By an abuse of notation, for a measurable
function f : R¯0 → [0,∞), we denote by Sy f(·) the function f(y·). For a point process N on R¯0
and any y > 0, one has
∫
f dSy N =
∫
Sy f dN . The Laplace functional of a point process N will
be denoted by
ΨN (f) = E
(
exp
{
−N(f)
})
,(2.2)
whereN(f) =
∫
f dN . In parallel to the notion of shift-Laplace functional from Subag and Zeitouni
(2015a), we define the scaled Laplace functional as
ΨN (f‖y) := ΨN(Sy−1 f)(2.3)
for some y > 0. Let g : (0,∞) → (0,∞) be a measurable function. We define [g]sc as the class
of all positive measurable functions f : R+ → R+ such that for some y > 0, f(x) = g(yx) for all
x > 0. Let us define by Φα(x) the Freche´t distribution function, i.e., for each α > 0,
Φα(x) = exp(−x
−α), x > 0.(2.4)
Definition 2.3 (Scale-uniquely supported). The scaled Laplace functional of the point process N
is uniquely supported on [g]sc if for any f ∈ C
+
c (R¯0), there exists a constant cf (depending on f
only) such that ΨN (f‖y) = g(ycf) for all y > 0.
2.2. Main Result. The notion of scale-uniquely supported is intimately tied to the behaviour of
SScDPPP. Sometimes, it is not possible to write down the SScDPPP representation, but it is easy
to study properties of its scaled Laplace functional. In those cases, the following theorem turns out
to be useful; see e.g., Bhattacharya et al. (2017a) and Bhattacharya et al. (2016). The theorem
can be very useful to study the weak limit of a sequence of point processes as existence of the weak
limit can be guaranteed by studying properties of scaled Laplace functional of the limit.
Theorem 2.4. Let N be a locally finite point process on R¯0 satisfying the following assumptions:
P(N(R¯0) > 0) > 0 and E
(
N(R¯0 \ (−a, a))
)
<∞(2.5)
for some a > 0. Then the following statements are equivalent:
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(Prop1) ΨN (f‖·) is scale-uniquely supported on [g]sc for all f ∈ C
+
c (R¯0) for some function g :
R+ → R+.
(Prop2) ΨN (f‖·) is scale-uniquely supported on [g]sc for all f ∈ C
+
c (R¯0), where
(2.6) g(y) = E
(
Φα(ycW
−1)
)
,
for some α > 0, for some c > 0 and some positive random variable W .
(Prop3) N ∼ SScDPPP (mα,P ,W ) for some point process P, some positive random variable W
and some positive scalar α > 0 (same as in Prop2) where mα(·) is a measure on (0,∞),
such that mα((x,∞)) = x
−α for every x > 0.
The next result is an immediate corollary of the above proposition. In Davydov et al. (2008),
it has been established that B1 and B2 are equivalent.
Corollary 2.5. Assume that P(N(R¯0) > 0) > 0. Fix α > 0. Then the following statements are
equivalent:
(B1) N is a scale-decorated Poisson point process on R¯0 with Poisson intensity mα(dx), where
mα is as defined in Prop3.
(B2) N is a strictly α-stable point process.
(B3) The scaled Laplace functional of N is scale-uniquely supported on the class [Φα]sc.
Suppose that the point process N in Theorem 2.4 is supported on the positive part of the real
line. Then these results are equivalent to the results in Subag and Zeitouni (2015a) via one to one
correspondence between the spaces M ((0,∞]) and M ((−∞,∞]) given by
∑
δai ↔
∑
δlog ai . In
particular, the assumption of monotonicity of g can be dropped from Corollary 3 of the aforemen-
tioned reference.
2.3. Connection to SDPPP. Here we shall establish a connection between the notions SScDPPP
and SDPPP (introduced in Subag and Zeitouni (2015a)). We shall show that if we consider an
SScDPPP on (0,∞] and take logarithm transform of each atom, then the transformed point process
is an SDPPP on R¯\{−∞}. Conversely if we consider an SDPPP on R¯\{−∞} and take exponential
transform of its atoms, then the transformed point process is a SScDPPP point process on R¯ \
[−∞, 0]. Based on this connection, we shall derive a slightly extended version (relaxing the property
“increasing” of h) of Corollary 3 in Subag and Zeitouni (2015a), see Theorem 2.9 below.
Here, we recall the basic notations and definitions from Subag and Zeitouni (2015a). Let P =∑
δpi be a point process, then by θxP we denote the shifted point process
∑
δx+pi for every x ∈ R.
By R¯−∞, we denote the space [−∞,∞] \ {−∞}.
Definition 2.6 (Decorated Poisson point process, Brunet and Derrida (2011), Maillard (2013)).
A point process Q is called a decorated Poisson point process of Poisson intensity m and decoration
P (denoted by Q ∼ DPPP (m,P)) if Q
d
=
∑∞
i=1 θλiPi where Λ =
∑∞
i=1 δλi is a Poisson random
measure with intensity m and P is some point process on R¯−∞ and Pi’s are independent copies of
the point process P .
Definition 2.7 (Randomly shifted decorated Poisson point process, Subag and Zeitouni (2015a)).
A point process T is called a randomly shifted decorated Poisson point process of Poisson intensity
m and decoration P and shift U (denoted by T ∼ SDPPP (m,P , U)) if for Q ∼ DPPP (m,P)
and some independent random variable U , T
d
= θUQ.
Subag and Zeitouni (2015a) introduced shift-Laplace functional as
(2.7) LT (f |y) = E
(
exp
{
−
∫
θ−yfdT
})
where θ−yf(x) = f(x − y) for every non-negative measurable function f : R → R. By f ≈ g, we
mean the two functions f and g are equal up to translation and let [g] denotes the equivalence
class of g under the relation.
Definition 2.8 (Uniquely supported). A shift-Laplace functional is uniquely supported on [h] if
LT (f |·) ≈ h(·) for every f ∈ C
+
c (R¯−∞).
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Theorem 2.9 (Slight imporovement of Corollary 3 in Subag and Zeitouni (2015a)). Let T be a
point process such that P(T (R¯−∞) > 0) = 1. Then the following are equivalent.
(a) LT (f |·) is uniquely supported on [h] for some function h : R→ R.
(b) LT (f |·) is uniquely supported on [h], where
(2.8) h(y) = E
(
exp
{
− e−c(y−U)
})
for some random variable U and c > 0.
(c) T ∼ SDPPP (e−cxdx,P , U) for some point process P, random variable U and c > 0 (same
as in (b)).
3. Proof of “(Prop3) implies (Prop1)”
The proof is a heavy-tailed analogue of the proof of Theorem 9 (Converse Part) in Subag and Zeitouni
(2015a). LetN ∼ SScDPPP (mα,P ,W ) whereW is a positive random variable. We shall compute
ΨN (f‖y) = E
[
E
(
exp
{
−
∞∑
i=1
SW SλiPi(Sy−1 f)
}∣∣∣∣W)](3.1)
for any f ∈ C+c (R¯0) where {λi}
∞
i=1 be the atoms of the Poisson point process Λ with mean measure
mα on (0,∞]. Fix η > 0. Define I(η) = {i : λi > η} to be the collection of all indices of the atoms
in the interval (η,∞]. We introduce another point process
Nη = SW
∑
i∈I(η)
Sλi Pi.
It is clear that by monotone convergence theorem, the right hand side of (3.1) equals
lim
η→0
E
[
E
(
exp
{
−
∑
i∈I(η)
SWλi Pi(Sy−1 f)
}∣∣∣∣W)].(3.2)
Note that |I(η)| (cardinality of the random set I(η)) is a Poisson random variable with mean η−α
and it is independent of W and {Pi}i≥1. The conditional expectation in (3.2) can then be written
as
E
[
E
(
exp
{
−
∑
i∈I(η)
SWλi Pi(Sy−1 f)
}∣∣∣∣I(η),W)∣∣∣∣W].(3.3)
It easily follows that conditioned on the event I(η) = k,∑
i∈I(η)
δλi
d
=
k∑
i=1
δηXi
for every η > 0 and {Xi}i≥1 be an i.i.d. collection of Pareto(α) random variables with probability
density function fX(x) = αx
−α−1 for x > 1. Using this fact, the conditional expectation in (3.3)
can be written as,
E
[ ∏
i∈I(η)
E
(
exp
{
− Pi(SηXiWy−1 f)
}∣∣∣∣I(η),W)∣∣∣∣W]
= E
[(
E
(
ΨP1(f‖yη
−1W−1X−11 )
)∣∣∣∣W)|I(η)|∣∣∣∣W].(3.4)
As I(η) is a Poisson random variable with mean η−α, using the expression for probability generating
function for the Poisson random variable we obtain the following expression for the right hand side
of (3.4)
exp
{
η−α E
(
ψP1(f‖yη
−1X−11 W
−1)
∣∣∣W)− 1}.(3.5)
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It can easily be computed using probability density function of of X1, that
E
(
ΨP1(f‖yη
−1X−11 W
−1)
∣∣∣∣W) = y−αηαWα ∫
x>y−1ηW
Ψ(f‖x−1)mα(dx).(3.6)
Combining expressions in (3.6), (3.5) and (3.2) and using monotone convergence theorem, we get
ΨN (f‖y) = E
(
exp
{
− y−αW−α
∫
(1−ΨP(f‖x
−1))mα(dx)
})
= E
(
Φα
(
yW−1cf
))
where
cf =
∫
x>0
(1−ΨP(f‖x
−1))mα(d x).
4. Properties of the scaled Laplace functional
Suppose that N is point process with scaled Laplace functional which is uniquely supported on
g. In this section our aim is to study the properties of the function g. This study is in parallel
to Subag and Zeitouni (2015a). We shall show that g is continuous and using continuity of g, we
derive that g is monotone. Then, we shall show that g is a distribution function which implies that
g is increasing. Then using the fact that N is locally finite, we shall show that (1− g) is regularly
varying at ∞.
Let N be a point process satisfying the assumptions stated in Theorem 2.4. The first step will
be to show that g is a continuous and increasing function. To be more specific, we shall show that
g is a distribution function. Then we shall determine the form of g.
Continuity of g follows from dominated convergence theorem. Note that
g(ycf ) = P(N(R¯0) = 0) +P(N(R¯0) > 0)E
(
exp{−N(Sy−1 f)}|N(R¯0) > 0
)
.
So in is enough to consider the case P(N(R¯0) = 0) = 0. Following the same same arguments in
Lemma 12 of Subag and Zeitouni (2015a), it is easy to see that
0 = inf
y∈R+
g(y) < g(x) < sup
y∈R+
g(y) = 1(4.1)
and g does not attain its lower bound.
In the next step, we shall show that g is monotone. Let the super-level set of g is denoted by
SLx = {y ∈ R+ : g(x) > y}.
To show that g is monotone, it is enough to show that either SLx has unbounded component or
SLx has component with left end point 0. Suppose that SLx has a bounded component which is
denoted (yx, y
′
x) such that yx > 0. Following the argument in Subag and Zeitouni (2015a), we can
show that SLx has uncountable components. This is contradiction to the fact that SLx can have
at most countable components as SLx is an open set (g is continuous). Note that we can obtain a
relation between components of SLx and components of super-level set of ΨN (af‖y) using scaling
relation instead of shift for all a > 0 and we use the ratio of end points to establish disjointness of
the intervals instead of differences.
We shall again use the method of contradiction to show that g does not attain its maximum.
Suppose that g attains its maximum and g is increasing. Fix f ∈ C+c (R¯0) and define
y0 = min{y ∈ R+ : ΨN (f‖y) = 1}.
Note that ΨN(f‖y) < ΨN (2
−1f‖y) for all y ∈ R+ i.e. Ψn(2
−1f‖y) = 1 for all y ≥ y0. Using the
fact that f and 2−1f has the same support, we get that
y0 = min{y ∈ R+ : ΨN(2
−1f‖y) = 1}
RANDOMLY SCALED SCALE-DECORATED POISSON POINT PROCESS 7
Note that ΨN (f‖y) is uniquely supported on g for every f ∈ C
+
c (R¯0). This implies that cf = c2−1f .
This means ΨN (f‖y) = ΨN (2
−1‖y) for all y ∈ R+. This contradicts the fact that P(N(R¯0) =
0) = 0.
The following two properties of g can easily be derived in parallel to Corollary 13 and 14 in
Subag and Zeitouni (2015a). For future reference, we are stating the properties as facts.
Fact 4.1. Suppose that the conditions in Theorem 2.4 holds and P(N(R¯0) = 0) = 0. Let {cn}n≥1
be a sequence of positive real numbers, such that g(cn·) → h(·) pointwise, then either cn → 0 or
∞ and h is a constant function with value in {0, 1}, or cn → c and h(y) = g(cy).
Fact 4.2. Let f ≥ 0 be a measurable function on R¯0 and there exists a sequence of functions
{fn}n≥1 in C
+
c (R¯0) such that fn converges to f monotonically and pointwise. Under the assump-
tions of Fact 4.1, if ΨN(f‖y) ∈ (0, 1) for some y ∈ R+ then ΨN (f‖·) is uniquely supported on the
class [g]sc.
Fact 4.1 easily follows from the continuity of g and Fact 4.2 follows from a combination of
monotone convergence theorem and Fact 4.1.
In this step, we shall show that g is a distribution and hence an increasing function. Define
maxmod(N) = inf{y ∈ R+ : N({x : |x| > y}) = 0}(4.2)
i.e. maxima of the absolute values of the points associated to the point process N . Define A =
{x ∈ R¯ : |x| > 1} = [−∞, 1) ∪ (1,∞] and
∞1A(x) =
{
∞ if x ∈ A
0 if x /∈ A.
Also note that ΨN (∞1A‖y) = P(maxmod(N) ≤ y). It is clear that∞1A /∈ C
+
c (R¯0). Consider the
sequence of functions (fn : n ≥ 1) defined below
fn(x) =

n if |x| ≥ 1 + 1
n
,
n2(x − 1) if 1 ≤ x < 1 + 1
n
,
n2(x + 1) if − 1− 1
n
≤ x ≤ −1,
0 otherwise.
It is easy to see that fn ∈ C
+
c (R¯0) for all n ≥ 1 and fn ∈ (0, 1). Note that fn converges
monotonically and pointwise to ∞1A. So using Fact 4.2, we get that there exists a positive real
number cmax which satisfies
P
(
maxmod(N) ≤ y
)
= ΨN(∞1A‖y) = g(cmaxy)(4.3)
for all y ∈ R+ (in parallel to equation (6.1) in Subag and Zeitouni (2015a)). Hence g is a distribu-
tion function and as a consequence, we show that g is increasing.
In the final step, we study the tail behavior of the distribution function g and show that 1 − g
is regularly varying at ∞. Let ν denotes the mean measure of the point process N , that is,
ν(B) = E(N(B)) for every Borel subset of R. We shall first show that ν((b,∞)) < ∞ for all
b > 0. It is clear from (2.5) in Theorem 2.4 that ν((ay,∞]) is finite for y ≥ 1. Consider a
collection of positive real numbers (ca(t) : t > 0) such that g(ca(t)y) = ΨN (t1(a,∞)‖y). Note that
t1(a,∞) /∈ C
+
c (R¯0). However, we can construct a sequence of functions f
(t)
n ∈ C+c (R¯0) such that f
(t)
n
converges to monotonically and pointwise to the function t1(a,∞) for every t > 0. Using Fact 4.2,
we can show that there exists a constant ca(t) such that g(ca(t)y) = ΨN(t1(a,∞)‖y) holds for every
t > 0. In parallel to the steps in Proposition 16 in Subag and Zeitouni (2015a), it is easy to see
that
ν((ay,∞)) = lim
t↓0
1
t
(
1− g(yca(t))
)
<∞(4.4)
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for all y ≥ 1. So for all pairs y1, y2 ≥ 1, we have
ν((ay1,∞))
ν((ay2,∞))
= lim
t↓0
1− g
(
ca(t)y1
)
1− g
(
ca(t)y2
) .(4.5)
It is clear that the right hand side of (4.5) is finite as the ratio in left hand side is finite. Using
the fact that g is increasing, we get ca(t) ↑ ∞ as t ↓ 0. So, the right hand side of (4.5) becomes
lim
x→∞
1− g(y1y
−1
2 x)
1− g(x)
and depends only on the ratio y1y
−1
2 . This fact implies that
lim
x→∞
1− g(yx)
1− g(x)
(4.6)
exists and finite for every y ∈ R+. Now it is important to note that
ν((ay,∞)) = lim
x→∞
1− g(yx)
1− g(x)
lim
t→0
1− g
(
ca(t)
)
t
.(4.7)
It is clear that the first term in (4.7) is finite as the ratio (4.6) is finite for every y ∈ R+ and the
second term is finite from (4.4). Hence we have established the fact that ν((b,∞)) <∞ for every
b > 0. Similarly, one can show that ν((−∞,−b)) <∞. Finally, these results imply that ν(B) <∞
for all Borel subsets of R which are bounded away from 0.
Let θ(y) denotes the expression in (4.6). Then it is easy to verify that θ(·) satisfies famous
Hamel equation θ(yz) = θ(y)θ(z). So we can write θ(y) = y−α for all y ≥ 1 and some α ∈ R.
Using the fact that g is increasing, we get that θ(y) ≤ 1 for y ≥ 1. So we obtain α ≥ 0. Proof of
the fact that α 6= 0 is very similar to that in Proposition 16 in Subag and Zeitouni (2015a). One
needs to replace the interval (0, 1) by A and shift by scale to prove it. So, we get that there exists
α > 0, such that
lim
x→∞
1− g(xy)
1− g(x)
= y−α
for all y > 0 (in parallel to equation (6.2) in Subag and Zeitouni (2015a)). As g is the distribution
function of maxmod(N), it is clear that maxmod(N) has regularly varying tail at ∞.
5. Distribution of the scale-decoration
In this section, we shall construct the scale-decoration SD(N) of N from its scaled Laplace
functional. The crucial step will be to compute the distribution of the weak limit Nˆ of Sy−1 N
conditioned on the event {maxmod(N) > y}. Then we shall show that the decoration SD(N)
corresponding to the point process N , has the same distribution as S(maxmod(Nˆ))−1 Nˆ .
It is not easy to derive the distribution of Nˆ directly. We shall construct a collection of point
processes {N (y) : y ≥ 1} from N . It will be shown that {N (y) : y ≥ 1} is a tight family of point
processes and we shall obtain the weak limit N∗. Then we shall construct another collection of point
processes {N(y) : y ≥ 1}. We shall show that the family of the point processes is tight and weak
limit N˜ has the same distribution as Nˆ . From the weak limit N˜ , we shall derive the distribution
of SD(N). This construction of scale-decoration is motivated from Subag and Zeitouni (2015a).
The following property of g is in parallel to equation (6.3) in Subag and Zeitouni (2015a)
lim
m→0
cmf =∞ for all f ∈ C
+
c (R¯0).
Let N (y) denotes the point process such that for every Borel subset B ⊂ R¯0, we have
N (y)(B) = N
(
yB ∩ {(−∞,−y) ∪ (y,∞)}
)
conditioned on the event that {maxmod(N) > y}. Following the same steps of Lemma 22 in
Subag and Zeitouni (2015a), it can be shown that N (y) is tight family of point processes. As a
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consequence, existence of the limit of the scaled Laplace functionals of N (y) will imply existence of
the weak limit N∗ of the collection of the point processes {N (y) : y ≥ 1} as y → ∞. The limit of
the scaled Laplace functionals will correspond to the point process N∗. Now, we shall derive the
scaled Laplace functional of N∗ for a function f ∈ C
+
c (R¯0) with support contained in A. Exactly
the same steps in display (6.4) of Subag and Zeitouni (2015a), lead to
ΨN∗(f‖x) = lim
y→∞
ΨN(y)(f‖x)
= 1− lim
y→∞
1− g(yxcfc
−1
max)
1− g(y)
= 1− x−α(cfc
−1
max)
−α.(5.1)
If we consider f =∞1A in the left hand side of (5.1), then in the right hand side, we get cf = cmax.
This implies that maxmodN∗ is a Pareto(α) random variable.
For every y > 0, we define a point process N(y) which has same distribution as that of Sy−1 N
∗
conditioned on the event {maxmod(N∗) > y}. For y ≥ 1 and any f ∈ C+c (R¯0) with support
contained in A, we have
ΨN(y)(f) = 1− (cfc
−1
max)
−α.(5.2)
which is independent of y. Define N(y)|A(B) = N(y)(A∩B). From (5.2), it is clear that distribution
of N(y)|A does not depend on y. Following the steps of Lemma 24 in Subag and Zeitouni (2015a),
we obtain
N(y)
d
=N(ym)|y−1A(5.3)
for all y ≥ 1 and m ≥ 1. Our next step is to show that weak limit of N(y) exists as y → ∞. In
order to show existence, we shall show that the family of point processes {N(y) : y ≥ 1} is tight
and finite dimensional distribution converges. Consider a sequence of real numbers {yn} such that
yn →∞ as n→∞. Our aim is to show that for any f ∈ C
+
c (R¯0),
lim
t→∞
lim sup
n→∞
P
(
Nyn(f) > t
)
= 0.
Fix f ∈ C+c (R¯0) and choose a large enough x > 1, such that the support of f is contained in x
−1A
(choice of x depends on f). As yn → ∞, we can find a large enough n0, such that yn > x for all
n ≥ n0. For all n ≥ n0, we get yn = xzn such that zn > 1 and hence we have
N(xzn)|x−1A
d
=N(x).(5.4)
So (5.4) follows immediately. The same argument implies convergence of finite dimensional distri-
butions.
Recall that our aim is to find the distribution of N̂ where N̂ is the weak limit of Sy−1 N
conditioned on the event {maxmod(N) > y}. We shall show that weak limit N˜ of N(y) has the
same distribution as that of Nˆ . Consider a collection of sets {Ai}
l
i=1 which are bounded away
from 0. Then, we get the following expression for distribution of N˜
P
(
N˜(Ai) ≥ ki, 1 ≤ i ≤ l
)
= lim
y→∞
P
(
N∗(yAi) ≥ ki, 1 ≤ i ≤ l, N
∗(yA) > 0
)
P(N∗(yA) > 0)
= lim
y→∞
lim
t→∞
P(N(tA) > 0)
P(N(tyA) > 0)
P
(
N(tyAi) ≥ ki, i ≤ i ≤ l, N(tyA) > 0
)
P(N(tA) > 0)
.(5.5)
Note that after cancellation, each of the terms in the right hand side of (5.5) does not involve t and
y separately, but involves the product ty. So the separate limits limt→∞ limy→∞ can be replaced
by limty→∞ and we get expression for the distribution of N̂ .
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Here we shall study some properties of N˜ . As N(y) converges weakly to N˜ , then N(ym)|y−1A
converges weakly to N˜ |y−1A as m→∞. Now use (5.3) to observe that N˜ |y−1A
d
=N(y). In parallel
to Corollary 26 in Subag and Zeitouni (2015a), it is easy to see that for any f ∈ C+c (R¯0),
E
[
exp
{
−
∫
f dSy−1 N˜
}∣∣∣∣maxmod(N˜) > y](5.6)
is independent of y ≥ 1. It is important to observe that maxmod(N˜) > 1. Using the fact
that N˜ |A
d
=N∗, we get that maxmod(N˜)
d
= maxmod(N∗) and so maxmod(N˜) follows Pareto(α)
distribution.
Define the scale-decoration point process,
SD(N) = Smaxmod(N˜)−1 N˜.
Our first step will be to observe that maxmod(N˜) and SD(N) are independent. In parallel to
the steps of Lemma 27 in Subag and Zeitouni (2015a), we can write down the conditional Laplace
functional of SD(N) given {maxmod(N˜) > y} as
E
[
exp
{
−
∫
f dS(maxmod(Sy−1 N˜))−1
Sy−1 N˜
}∣∣∣∣maxmod(N) > y]
which does not involve y using (5.6). Hence SD(N) and maxmod(N˜) are independent. So we can
write N˜ = SX SD(N) where X is a Pareto(α) random variable independent of SD(N).
Let L(N) ∼ ScDPPP (mα(dx),Sc−1max SD(N)). Then we observe that L(N) has the scaled
Laplace functional
ΨL(N)(f‖y) = exp{−y
−αc−αf }(5.7)
which is uniquely supported on Φα. The derivation is similar to the computation done in Section 3.
6. Rest of The Proofs
6.1. Proof of Theorem 2.4. Suppose that (Prop2) holds for some positive random variable W
and positive scalar α. Consider the point process L′(N) ∼ SScDPPP (mα(dx),Sc−1max SD(N),W ).
then in the light of scaled Laplace functional computed in , it follows that the scaled Laplace
functional of L′(N) is same as that given in (Prop2).
Under (Prop1), we have shown that g is a distribution function. Now we consider a random
variableWg such thatWg follows the distribution g and independent of L(N) ∼ ScDPPP (mα(dx),
Sc−1max SD(N)). Consider also a Fr´echet-α random variable WF such that WF is independent of
N . It is easy to see that
ΨSWg L(N)(f) = ΨSWF N (f)
using multiplicative convolution. Here it is clear that SWF N
d
= SWg L(N). Now we shall use the
transfer principle to establish that there exists some random variable Ŵg and a point process L̂(N)
which are independent of each other, such that
SWF N = SŴg L̂(N)
almost surely. Hence we get that N = S
W
−1
F Ŵg
L̂(N) establishing (Prop3). This completes the
proof.
6.2. Proof of Corollary 2.5. It is easy to verify that (B1) implies (B3) and (B2) by computing
scaled Laplace functional. Suppose that (B3) holds, then we can construct SD(N) and obtain
cmax so that L(N) ∼ ScDPPP (mα(dx),Sc−1max SD(N)) has the same scaled Laplace functional as
N . So (B1) follows. To show the equivalence, we only have to show that B3 implies (B2).
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Using the fact that N is a Radon measure and P(N(R¯0) > 0), it is clear that ΨN (f‖y) ∈ (0, 1)
for every f ∈ C+c (R¯0) and y ∈ R+. Define φ(a) = logΨN(f‖a
−1). Then using the standard way
of approximating real numbers by rational ones and then continuity of φ(·), it is easy to see that
φ(x) = x−αφ(1).
Hence it is clear that ΨN (f‖y) is uniquely supported on [Φα]sc.
6.3. Proof of Theorem 2.9. We shall prove this theorem as a corollary to Theorem 2.4. Let M−∞
denotes the space of all counting measures on R¯−∞ = R¯\{∞}. We denote the space of all counting
measures on R+ by M+. Let Exp : M−∞ → M+ be a bijection such that Exp(
∑
δai) =
∑
δexp(ai)
where ai ∈ R¯−∞ for all i = 1, 2, . . . and similarly Log : M+ → M−∞ such that Log(
∑
δai) =∑
δlog ai where ai ∈ R+ for all i = 1, 2, . . .. It is very easy to see that Exp
−1 = Log. We also
define an operator T : C+c (R¯−∞)→ C
+
c (R+) such that T (f)(x) = f(log x) for all x ∈ R+ and for
every f ∈ C+c (R¯−∞). It is clear that T
−1 : C+c (R+) → C
+
c (R¯−∞) such that T
−1(u)(x) = u(ex)
for all x ∈ R¯−∞ and for every u ∈ C
+
c (R+). Now we would like to state some easy consequences
of change of variable formula. Suppose that T ∈ M−∞ and u ∈ C
+
c (R+) and t > 0, then
(6.1)
∫
St u dExp(T ) =
∫
θlog tT
−1(u) dT
similarly, we get
(6.2)
∫
St u dN =
∫
θlog tT
−1(u) dLogN
where N ∈ M+ and u ∈ C
+
c (R+). Suppose that T ∈ M−∞ and shift-Laplace functional of T is
shift-uniquely supported. Then our first step is to show that scaled Laplace functional of ExpT
is scale-uniquely supported. Consider h ∈ C+c (R+) and t > 0 to see that
ΨExp(T )(St−1 u) = E
(
exp
{
−
∫
St−1 u dExp(T )
})
= h
(
log t− τT −1(u)
)
= g
(
te−τT−1(u)
)
where g(x) = h(log x). Hence we are done with the first step.
Our next step will be to show that ifN ∼ SScDPPP (mα,P ,W ) then Log(N) ∼ SDPPP (e
−αx dx,
Log(P), logW ). Suppose that our claim is true. Then using the first step and Theorem 2.4, we
obtain a point process N admitting SScDPPP representation. Now we use the claim to observe
that LogN is an SSDPPP and shift-uniquely supported.
So we are only remained with proof of the claim. We shall prove the claim by computing Laplace
functional of LogN . Fix f ∈ C+c (R¯−∞). We get
ΨLog(N)(f) = E
(
exp
{
−
∫
f dLog(N)
})
= E
(
exp
{
−
∫
T (f) dN
})
= E
(
exp
{
−Wαc−α
T (f)
})
= E
(
exp
{
− eα(logW−log cT (f))
})
Now to get the complete description of the decoration we need to compute
cT (f) =
∫ ∞
0
(
1−ΨP(Sx T (f))
)
αx−α−1 dx
=
∫ ∞
−∞
e−αx
(
1− LLog(P)(f | − x)
)
dx
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Finally we get,
ΨLog(N)(f) = E
(
exp
{
− e
α
[
logW−log
( ∫
∞
−∞
e−αx
(
1−LLog(P)(f |−x)
)
d x
)]})
which implies that LogN ∼ SSDPPP (e−αx dx,Log(P), logW ).
Acknowledgement
The research was supported by NWO VICI grant. The author is thankful to Rajat Subhra
Hazra and Parthanil Roy for numerous discussions and helpful suggestions which improved this
article.
References
A. Bhattacharya, K. Maulik, Z. Palmowski, and P. Roy. Extremes of multi-type branching random walks:
Heaviest tail wins. arXiv preprint arXiv:1612.00692, 2016.
A. Bhattacharya, R. S. Hazra, and P. Roy. Point process convergence for branching random walks with
regularly varying steps. Annales de l’Institut Henri Poincare´, Probabilite´s et Statistiques, 53(2):802–818,
2017a.
A. Bhattacharya, R. S. Hazra, and P. Roy. Branching random walks, stable point processes and regular
variation. Stochastic Processes and their Applications, to appear. arXiv:1601.01656, 2017b.
M. Biskup and O. Louidor. Full extremal process, cluster law and freezing for two-dimensional discrete
gaussian free field. arXiv preprint arXiv:1606.00510, 2016.
E´. Brunet and B. Derrida. A branching random walk seen from the tip. J. Stat.
Phys., 143(3):420–446, 2011. ISSN 0022-4715. doi: 10.1007/s10955-011-0185-z. URL
http://dx.doi.org/10.1007/s10955-011-0185-z.
Y. Davydov, I. Molchanov, and S. Zuyev. Strictly stable distributions on convex cones. Elec-
tron. J. Probab., 13:no. 11, 259–321, 2008. ISSN 1083-6489. doi: 10.1214/EJP.v13-487. URL
http://dx.doi.org/10.1214/EJP.v13-487.
R. Durrett. Maxima of branching random walks vs. independent random walks. Stochastic Pro-
cess. Appl., 9(2):117–135, 1979. ISSN 0304-4149. doi: 10.1016/0304-4149(79)90024-3. URL
http://dx.doi.org/10.1016/0304-4149(79)90024-3.
R. Durrett. Maxima of branching random walks. Z. Wahrsch. Verw. Gebiete, 62(2):165–170, 1983. ISSN
0044-3719. doi: 10.1007/BF00538794. URL http://dx.doi.org/10.1007/BF00538794.
T. Madaule. Convergence in law for the branching random walk seen from its tip. Journal of The-
oretical Probability, pages 1–37, 2015. ISSN 0894-9840. doi: 10.1007/s10959-015-0636-6. URL
http://dx.doi.org/10.1007/s10959-015-0636-6.
P. Maillard. A note on stable point processes occurring in branching brownian motion. Electronic Com-
munications in Probability, 18(5):1–9, 2013.
B. Mallein. Genealogy of the extremal process of the branching random walk. arXiv preprint
arXiv:1606.01748, 2016.
S. I. Resnick. Extreme values, regular variation, and point processes, volume 4 of Applied Probability. A
Series of the Applied Probability Trust. Springer-Verlag, New York, 1987. ISBN 0-387-96481-9. doi:
10.1007/978-0-387-75953-1. URL http://dx.doi.org/10.1007/978-0-387-75953-1.
S. I. Resnick. Heavy-tail phenomena. Springer Series in Operations Research and Financial Engineer-
ing. Springer, New York, 2007. ISBN 978-0-387-24272-9; 0-387-24272-4. Probabilistic and statistical
modeling.
E. Subag and O. Zeitouni. Freezing and decorated Poisson point processes. Comm. Math.
Phys., 337(1):55–92, 2015a. ISSN 0010-3616. doi: 10.1007/s00220-015-2303-2. URL
http://dx.doi.org/10.1007/s00220-015-2303-2.
E. Subag and O. Zeitouni. The extremal process of critical points of the pure p-spin spherical spin glass
model. Probability Theory and Related Fields, pages 1–48, 2015b.
Centrum Wiskunde & Informatica
P.O. Box 94079
1090 GB Amsterdam
NETHERLANDS.
Email address: ayan.bhattacharya@cwi.nl
