A reaction-diffusion model with logistic type growth, nonlocal delay effect and Dirichlet boundary condition is considered, and combined effect of the time delay and nonlocal spatial dispersal provides a more realistic way of modeling the complex spatiotemporal behavior. The stability of the positive spatially nonhomogeneous positive equilibrium and associated Hopf bifurcation are investigated for the case of near equilibrium bifurcation point and the case of spatially homogeneous dispersal kernel.
Introduction
Partial functional-differential equations have been proposed as mathematical models for various biological phenomena by many researchers in recent years. And the theory of partial functionaldifferential equations and related bifurcation theory have been developed to analyze various mathematical questions arisen from models of population biology, biochemical reactions, neural conduction and other applications [8, 22, 27, 33, 40] .
For the models with a single population, the global stability and the Hopf bifurcation of the diffusive Nicholson's blowflies equation have been investigated by many researchers (see Refs. [34, 35, 37, 42, 44] ). Another prototypical delayed reaction-diffusion equation is the diffusive Hutchinson equation (or diffusive logistic equation with delay effect) following the pioneering work of Hutchinson [25] . For the Neumann boundary value problem, the diffusive Hutchinson equation has been considered in [29, 43] , and they considered the stability and related Hopf bifurcation from the homogeneous ✩ Partially supported by a grant from China Scholarship Council, NSF grant DMS-1022648, and Shanxi 100-talent program.
equilibrium. Busenberg and Huang [4] studied the Hopf bifurcation of the diffusive logistic equation with delay effect and Dirichlet boundary condition proposed in Green and Stech [21] :
∂u (x, t) ∂t
u(x, t) = 0, x ∈ ∂Ω, t > 0.
(1.1)
For a one-dimensional spatial domain Ω = (0, π), they showed that when λ > d but close to d, the unique spatially nonhomogeneous positive equilibrium loses the stability for a large delay τ and a
Hopf bifurcation occurs so that the system exhibits oscillatory pattern. Su, Wei and Shi [36] studied the Hopf bifurcation of a delayed reaction-diffusion population model with more general growth rate per capita, which generalized the work of [4] , and see also Yan and Li [41] for the higher-dimensional case.
It has been pointed out by several authors that, in a reaction-diffusion model with time-delay effect, the effects of diffusion and time delays are not independent of each other, and the individuals which were at location x at previous times may not be at the same point in space presently. Hence the localized density-dependent growth rate per capita 1 − u(x, t − τ ) in (1.1) is not realistic. Instead, following the approach in [3, [18] [19] [20] , it is more reasonable to consider the diffusive logistic population model with nonlocal delay effect as follows:
u(x, t) = 0, x ∈ ∂Ω, t > 0, (1.2) where u(x, t) is the population density at time t and location x, d > 0 is the diffusion coefficient, τ > 0 is the time delay representing the maturation time, and λ > 0 is a scaling constant; Ω is a connected bounded open domain in R n (n 1), with a smooth boundary ∂Ω, and Dirichlet boundary condition is imposed so the exterior environment is hostile; K (x, y) is a kernel function which describes the dispersal behavior of the population. The nonlocal growth rate per capita in (1.2) incorporates the possible dispersal of the individuals during the maturation period, hence it is a more realistic model than (1.1).
We consider Eq. (1.4) then F is locally Lipschitz continuous. Therefore, from [24, 40] , for each φ ∈ C , there exists a maximum t φ > 0 such that (1.5) has a unique solution u φ (t) which exists on [−τ , t φ ) and u φ (t) is a classical solution of (1.2) for t > τ .
This shows the local existence of the solutions to (1.2).
Define by λ * the principal eigenvalue of the following eigenvalue problem 6) and let φ be the corresponding eigenfunction of λ * such that φ(x) > 0. Our main results in this paper is in the spirit of [4, 36] It is known that nonzero equilibrium and periodic solutions in a Dirichlet boundary value problem are all spatially nonhomogeneous [21, 24] , hence it usually poses more difficulties for the stability and bifurcation analysis. Nonlocal delay effect brings some more technical hurdles as the resulting linearized equation is not self-adjoint when the delay τ = 0, and some a priori estimates for the nonlocal equations are also considerably harder. Here we further develop the methods in [4, 36, 41] to overcome these difficulties. On the other hand, for the special case K (x, y) ≡ 1, we find that although the equilibrium and periodic solutions are both spatially nonhomogeneous, but they can be explicitly solved, which makes it possible to consider the stability and bifurcation for all λ > λ * . Indeed in this case, we find that the periodic solutions could have a fixed spatial profile with a temporal oscillation (see the remark at the end of Section 3).
The traveling wave solutions for an equation in form of Eq. (1.2) have been considered in many papers, for example, [1, 2, 9, 17, 39] and the references therein. On the other hand, spatiotemporal pattern formation for the nonlocal Fisher-KPP type equation (again without delay effect) has been studied in [15, 16, 26, 28] . It is shown in [5] that a Hopf bifurcation can occur for a reaction-diffusion equation with a nonlinear and nonlocal boundary condition. But there are very few stability/bifurcation results for the emergence of spatially nonhomogeneous time-periodic patterns for reaction-diffusion model with combined nonlocal and delay effect.
The rest of the paper is organized as follows. In Section 2, we study the stability/instability of the positive spatially nonhomogeneous equilibrium solution and the associated Hopf bifurcation of Eq. (1.2) when λ > λ * and is close to λ * . In Section 3, we consider the case of K (x, y) ≡ 1 and spatial dimension n = 1 but for any λ > λ * ; and we consider the direction of Hopf bifurcation and the stability of the bifurcating periodic orbits in Section 4. Some numerical simulations are given at the end.
Throughout the paper, we denote the spaces 
Nonlocal equation with general kernel function

Existence of positive equilibrium
In this subsection we consider the existence of the positive equilibrium solutions of Eq. (1.2), which satisfy the following equation:
It is well known that we have the following decompositions:
Then we have the following result on the existence of the positive equilibrium solutions of Eq. (1.2). 
where
3)
and ξ λ * ∈ X 1 is the unique solution of the equation 5) and α λ * is well defined. 
Eigenvalue problems
Let λ ∈ (λ * , λ * ], and let u λ be the positive equilibrium solution of Eq. (1.2) obtained in Theorem 2.1. In the following, we will always assume λ ∈ (λ * , λ * ] unless otherwise specified, and 0 < λ * − λ * 1. But the value of λ * may be chosen smaller than the one in Theorem 2.1 when further perturbation arguments are used. Linearizing system (1.2) at u λ , we have
is the infinitesimal generator of a compact C 0 -semigroup [30] . From [40] , the semigroup induced by the solutions of Eq. (2.7) has the infinitesimal generator A τ (λ)
given by
and
Then A τ (λ) has a purely imaginary eigenvalue μ = iν (ν = 0) for some τ 0 if and only if 11) and for some θ 1 ∈ [0, 2π ),
Since A(λ) is self-adjoint, then separating the real and imaginary parts of Eq. (2.11), we have
From the continuity of mapping λ → ( ξ λ ∞ , α λ ), we have the conclusion. 2
Now, for λ ∈ (λ * , λ * ], suppose that (ν, θ, ψ) is a solution of Eq. (2.10) with ψ( = 0) ∈ X C . Ignoring a scalar factor, we see that ψ can be represented as
Substituting (2.2), (2.12) and ν = (λ − λ * )h into Eq. (2.10), we obtain the following system equivalent to Eq. (2.10):
where 14) and ξ λ * is defined as in Theorem 2.1. Then we have the following result on the solvability of G = 0.
Theorem 2.5. There exists a continuously differentiable mapping
Thus, we have
Then from the implicit function theorem, we see that there exists a continuously differentiable mapping λ
Hence the existence is proved, and it remains to prove the uniqueness. From the implicit function theorem, we need to 
By taking the limit of the equation
Hence we have the following conclusion about the eigenvalue problem:
where r is a nonzero constant, and z λ , β λ , h λ , θ λ are defined as in Theorem 2.5.
For later application, it is also useful to consider the adjoint operator of A τ (λ) . Since the domain
Then from [30] , we have that˜ (λ, iν, τ ) is the adjoint operator of (λ, iν, τ ), and its point spectrum is the same as that of (λ, iν, τ ):
Similar to the study of Eq. (2.10), we can conclude that if the corresponding adjoint equation 
Ignoring a scalar factor, we see thatψ can be represented as 19) andz λ * ∈ (X 1 ) C is the unique solution of equation Theorem 2.7.
There exists a continuously differentiable mapping
λ → (z λ ,β λ ,h λ ,θ λ ) from [λ * , λ * ] to X C × R 3 such thatG(z λ ,β λ ,h λ ,θ λ , λ) = 0. Moreover, if λ ∈ (λ * , λ * ), and (z λ , β λ , h λ , θ λ , λ) solves the equationG = 0 with h λ > 0, and θ λ ∈ [0, 2π ), then (z λ , β λ , h λ , θ λ ) = (z λ ,β λ ,h λ ,θ λ ). 2. For each λ ∈ (λ * , λ * ], the eigenvalue problem (λ, iν,τ )ψ = 0,ν 0,τ 0,ψ( = 0) ∈ X C ,
has a solution, if and only if
where r is a nonzero constant, andz λ ,β λ ,h λ ,θ λ are defined as above.
From the uniqueness of (h λ , θ λ ) and (h λ ,θ λ ) in Theorems 2.5 and 2.7, we must have that h λ =h λ and θ λ =θ λ , and consequently ν λ =ν λ andτ n = τ n . Therefore in the following we will use (h λ , θ λ , ν λ , τ n ) only and not the ones with tilde. On the other hand, the corresponding eigenfunction and its components (β λ , z λ , ψ λ ) of (λ, iν λ , τ n ) are possibly different from the ones for the adjoint operator (λ, iν λ , τ n ).
Stability and Hopf bifurcations
We first analyze the stability of the positive equilibrium u λ of Eq. (1.2) when τ = 0. Proof. If the conclusion is not true, then there exists a sequence {λ n } ∞ n=1 , such that λ n > λ * for n 1, lim n→∞ λ n = λ * , and for n 1, the corresponding eigenvalue problem
has an eigenvalue μ λ n with nonnegative real part and the eigenfunction ψ λ n satisfying ψ λ n Y C = 1.
For each n 1, we write ψ λ n as ψ λ n = c λ n u λ n + φ λ n , where c λ n ∈ C and
Here u λ n is the positive solution of Eq. (1.2) when λ = λ n satisfying Eq. (2.2), and φ λ n ∈ X C satis- 
Since the kernel function K satisfies assumption (A), then we have a contradiction. Hence φ λ n ≡ 0 for each n 1. Since
Since u λ n is the principal eigenfunction of A(λ n ) with principal eigenvalue 0, then A(λ n )φ λ n , φ λ n < 0, and consequently
where σ = max n λ n . Hence lim n→∞ Re(μ λ n ) = 0. Similarly, we have that
thus lim n→∞ Im(μ λ n ) = 0. Similar to the proof of Lemma 2.3, we have that
Since all the eigenvalues of A(λ) continuously depend on λ, then we have that
where λ 2 is the second eigenvalue of Eq. (1.6). Since
and hence lim n→∞ |c λ n |(λ n − λ * ) > 0 from Theorem 2.1. We denote 
and hence the first term of Eq. (2.26) tends to a positive constant as n → ∞. So there exists N * ∈ N such that for each n N * , Re(D λ n ) > 0, which implies that
This is a contradiction with Re(μ λ n ) 0 for n 1. Therefore all the eigenvalues of A τ (λ) have negative real parts when τ = 0. 2
Next we prove some estimates needed for stability and bifurcation results. 
(2.29)
Then from (2.3),
2 ), we have
So there is a constant a such that 
As a consequence of Lemma 2.10 we have a = 0, which leads to
Since μ = iν λ is a simple eigenvalue of A τ n , from the implicit function theorem, there are a 
Proof. Differentiating Eq. (2.34) with respect to τ at τ = τ n , we have
Multiplying the equation byψ λ (x) and integrating on Ω, we see that
From the expressions of u λ , τ n , the fact that
and the Dominated Convergence Theorem, we have that 
and u n (ε, x, t) is a T n (ε)-periodic solution of Eq. (1.2) such that u n = u λ + εv n (ε, x, t) where v n satisfies v n (0, x, t) is a 2π /ν λ -periodic solution of (2.7).
Moreover there exists δ > 0 such that if Eq. (1.2) has a nonconstant periodic solution u(x, t) of period T for
then τ = τ n (ε) and u(x, t) = u n (ε, x, t + θ) for some |ε| < ε 0 and some θ ∈ R.
We comment that local Hopf bifurcation theorems for evolution equation in a Banach space with delays have been proved in [40] (see Theorem 4.6 on page 211). With Corollary 2.6, Proposition 2.9, and Theorem 2.12, all conditions in the result of [40] are verified, hence the conclusions in Theorem 2.14 hold. Note that the direction of the Hopf bifurcation curve τ n (ε) can be calculated from the first Lyapunov coefficient μ 2 , which will be done in Section 4. The nonlinear terms in the equation play an important role for the direction of Hopf bifurcation. If the first Lyapunov coefficient μ 2 = 0, then a family of periodic orbits exists for a left-hand side or right-hand side neighborhood of τ = τ n .
Eigenvalue problem with homogeneous kernel
In this section we analyze Eq. 
We can easily verify that Eq. 
Following the approach in Section 2, we still denote the infinitesimal generator of Eq.
(3.2) by A τ (λ).
Then μ is an eigenvalue of A τ (λ) if and only if μ is an eigenvalue of the following nonlocal elliptic eigenvalue problem: Moreover for each τ > τ * , there are infinitely many such complex-valued eigenvalues α n ± iβ n (β n > 0), for n ∈ N ∪ {0}, where α n satisfies
and β n satisfies
Proof. In the case of μ ∈ R, since λ > 1, then μ = −(λ − 1)e −μτ < 0. So from Eq. (3.4), we have that , we obtain the first result.
If μ = α ± iβ ∈ C with β > 0, substituting μ = α + iβ into Eq. (3.4) , we obtain that α and β satisfy α n (τ ) = −∞, for n ∈ N.
The spectral properties of nonlocal linear elliptic eigenvalue problem (without delay effect) have been studied in [7, 13, 14] . It is known that such problem may have different spectral properties compared to the linear elliptic eigenvalue problem without integral nonlocal terms. The following can be noticed for the nonlocal eigenvalue problem (3.3) even with τ = 0:
1. The eigenspace of (3.3) may not be one-dimensional. When μ = −n 2 + 1 is also a root of (3.4), the eigenspace is two-dimensional. However as shown in [7] , usually the eigenspace of such nonlocal problem is at most two-dimensional.
2. The eigenvalue problem (3.3) with τ = 0 always has a principal eigenvalue μ 0 satisfying (3.4) with a positive eigenfunction sin x. But μ 0 may not be the largest eigenvalue of (3.3). For example when τ = 0 and λ < 4, the maximum eigenvalue of (3.3) is 1 − λ which is also the principal eigenvalue; but when τ = 0 and λ 4, then the maximum eigenvalue is −3 with the corresponding eigenfunction sin 2x, and hence the maximum eigenvalue is not the principal eigenvalue.
We can now state our main result for the Hopf bifurcations along the unique positive equilibrium
sin x for any λ > 1:
has a pair of simple purely imaginary roots ±iν λ = ±i(λ − 1). Moreover when τ < τ 0 , all the eigenvalues of (3.3) have negative real parts, and when τ ∈ (τ n , τ n+1 ] (n = 0, 1, 2, · · ·), the eigenvalue problem (3.3) has exactly 2n + 2 eigenvalues with positive real parts.
Proof. When τ = 0, from Lemma 3.1 we obtain that all the eigenvalues of characteristic equation (3.3) have negative real parts. For any τ 0, from Lemmas 3.1 and 3.2, we also have that 0 is not an eigenvalue of (3.3). If μ = ±iβ (β > 0) is a pair of purely imaginary eigenvalue, then
Hence only when τ = τ n (λ) defined as in (3.13), the characteristic equation (3.3) has a pair of purely imaginary root ±iν λ = ±i(λ − 1), and (λ, iν λ , τ n (λ)) sin x = 0. Then in this case the adjoint equation of (λ, μ, τ ) becomes:
(3.14)
n=1c n sin nx into Eq. (3.14), we have that
Hence in this case we can solve that
Using the same method in Theorem 2.11, we can prove that ±iν λ is a pair of simple purely imaginary roots of A τ n (λ). By using the implicit function theorem, then there is a continuously differential function (μ(τ ), ψ(τ )), which is defined in a neighborhood of τ n , such that
Then using the same method as in Theorem 2.12, we have
Then the conclusions in the theorem follow. 2
We can now state the result on the stability of positive equilibrium and the associated Hopf bifurcation for Eq. (3.1) with any λ > 1. In Theorem 3.4, the meaning of occurrence of a Hopf bifurcation is the same as that in Theorem 2.14, which is not repeated here. We remark that the results in Theorems 3.3 and 3.4 are proved for any λ > 1 because the equilibrium solution and associated eigenvalues are explicitly expressed, which is impossible for general kernel functions and general domains in higher dimension. It is also interesting to compare Eq. (3.1) and the classical Fisher-KPP equation with delay: It is also well known that the Hopf bifurcation points of Eq. (3.18) are also given by (3.13) [27, 32, 33] , hence all the bifurcating periodic orbits obtained in Theorem 3.4 are indeed in separable form (3.17) . This shows that the dynamics of Eq. (3.18) is embedded in the dynamics of Eq. (3.1) if the initial value is also in separable form (3.17) . This is interesting for a Dirichlet boundary value problem, while it is common for Neumann (no-flux) boundary value problem. It would be interesting to know the stability of periodic solution with such separable form for all λ > 1, and whether a symmetrybreaking bifurcation can occur so that non-separable periodic orbits can arise.
The direction of the Hopf bifurcation
In this section, we analyze the direction of the Hopf bifurcation of Eq. (1.2) obtained in Theorem 2.14 using τ as bifurcation parameter. Here we combine the methods in Faria [10] [11] [12] and
Hassard et al. [23] . Similar approach has also been used in [38, 41] .
We first transform the equilibrium to the origin via the translations U (t) = u(·, t) − u λ and τ = τ n + γ , then γ = 0 is the Hopf bifurcation value of system (1.2). Re-scaling the time by t → t τ to normalize the delay, system (1.2) can be written in the following form
for ψ ∈ C, and C = C ([−1, 0] , Y ). Denote A τ n to be the infinitesimal generator of the linearized equa-
where 
From Theorem 2.14, we know that A τ n has only one pair of purely imaginary eigenvalues ±iν λ τ n which are simple. The corresponding eigenfunction with respect to
, where ψ λ (x) is defined in Corollary 2.6. Following [11] , we introduce the formal duality ·,· in C by
Using similar consideration in [22] , we give two lemmas about the formal adjoint operator of A τ n . 
Lemma 4.1. Define an operator
where I is the identity matrix in R 2×2 .
As the formulas to be developed for the bifurcation direction and stability are all relative to γ = 0 only, we set γ = 0 in Eq. (4.1) and obtain a center manifold 
We rewrite (4.7) asż
Hence we have that
(4.10)
So in order to compute g 21 , we need to compute w 20 (θ) and w 11 (θ). The results in Theorems 4.4 and 4.5 show that the Hopf bifurcation at τ n is forward, hence for some ε n > 0, there exists a spatially inhomogeneous periodic orbit for (1.2) (or (3.1) respectively) when τ ∈ (τ n , τ n + ε n ). This in a sense shows that a true Hopf bifurcation occurs at τ = τ n . Finally we show two numerical simulations of Eq. (1.2) to demonstrate our results. In Fig. 2 , the numerical simulations with a homogeneous kernel K (x, y) ≡ 1 are shown, and in Fig. 3 , the ones with a nonhomogeneous kernel K (x, y) = |x−y| π are shown respectively. In each figure, λ = 2, Ω = (0, π), d = 1, and the initial value is u(x, t) = 0.5 sin 2 x. In each case, the convergence to the spatially nonhomogeneous equilibrium u λ occurs when τ is less than the first Hopf bifurcation point τ 0 , and an oscillatory pattern emerges for τ > τ 0 . While each simulation verifies the occurrence of spatially nonhomogeneous temporal oscillation, one can notice that the spatial profiles of the periodic solutions are different due to the different dispersal kernel. In particular, the spatial profile in Fig. 2 is concave (indeed it is sin x in this case), and the one in Fig. 3 is not. 
