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Abstract
In this work, we investigate the condition for the functional model of unilateral weighted shift operator system. With the help
of this model we also present the necessary and sufficient conditions for the algebra generated by this system to be isometrically
isomorphic to the ball algebra.
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1. Introduction and preliminaries
Over the last thirty years, there has been a great deal of development in the theory of non-selfadjoint operator
algebras which play a crucial role in theoretical physics [1–3]. However, a general theory in this field has not yet been
obtained. Therefore, understanding the structure of some of the non-selfadjoint operator algebras will be an important
contribution to this area. In this paper, we will study the operator algebra generated by unilateral weighted shifts.
Let I = (i1, i2, . . . , iN ) be a multi-index. Following, the notation in [4], we write I  0 whenever ij  0, j =
1,2, . . . ,N . For the multi-index I , I ± εj denotes the multi-index (i1, i2, . . . , ij ± 1, . . . , iN ), where εj is another
multi-index (δ1j , δ2j , . . . , δij , . . . , δNj ). Let zI denote zi11 z
i2
2 · · · ziNN where z = (z1, z2, . . . , zN) ∈CN .
Let {eI }I0 be an orthonormal basis on a separable complex Hilbert space H and let {wI,j }I0,1jN be a
bounded net of complex numbers. Denote by Aj the bounded linear operators whose actions on the elements of
the basis {eI }I0 of H are given as AjeI = wI,j eI+εj , 1  j  N . A family of N operators, denoted by A =
(A1,A2, . . . ,AN), is called a system of unilateral weighted shifts and the numbers of {wI,j }I0, 1jk are called the
weights of the system. Hereafter, we will refer to the system of N -variable unilateral weighted shift A as the system
A with weights wI,j . The necessary condition for establishing the functional model of a system is that the operators
in the system should commute. As is shown in [4], the necessary and sufficient condition for A = (A1,A2, . . . ,AN)
to be commutative is
wI,jwI+εj ,i = wI,iwI+εi ,j ∀I, 1 i, j N.
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the system A generated by wI,j = 0, j = 1,2, . . . ,N is unitarily equivalent to the system B generated by |wI,j | for
arbitrary multi-index I  0, without loss of generality, we may consider the case, when the weights of the system
A are positive. With the aid of positive {wI,j }I0, we define βI+εj = wI,jβI with β0 = 1. The fact that {βI }I0 is
well-defined is shown in [4]. We define H 2(β) with the help of {βI }I0 in the following manner
H 2(β) =
{
f (z): f (z) =
∑
I0
fI z
I , fI ∈C,
∑
I0
|fI |2β2I < ∞
}
.
It is clear that H 2(β) is a Hilbert space and { zI
βI
}I0 is an orthonormal basis for H 2(β). The multiplication operators,
with the independent variables zj , in H 2(β) and Az are respectively defined as Azj z
I
βI
= zj zIβI (j = 1,2, . . . ,N),
Az = (Az1 ,Az2, . . . ,AzN ).
Lemma 1. The system Az and the system A generated by wI,j are unitarily equivalent.
Proof. Let U be the unitary operator defined by UeI = zIβI . From this definition the result follows. 
The open unit disc in C, whose boundary is the circle T , is denoted by Δ and its closure by Δ¯. The polydisc ΔN
is subset of CN which are Cartesian products of N copies of Δ. The closure of ΔN is denoted by Δ¯N . It is possible
to represent Δ¯ as the Cartesian product of [0,1] and T , i.e. Δ¯ = [0,1] × T . As a consequence of this representation,
Δ¯N = ([0,1] × T )N .
The open ball {z = (z1, z2, . . . , zN) ∈CN : |z1|2 +|z2|2 +· · ·+ |zN |2 < 1} is denoted by BN and its closure by B¯N .
Let A(BN) denote a ball algebra which is the class of all continuous complex functions on the closure B¯N of BN
whose restriction to BN is analytic there.
2. Functional Hilbert spaces
It is clear that H 2(β) is determined by the weights of the system A. Now, we choose the weights of the system A
in such a way that H 2(β) is a functional space. For convenience, we restate here the definition of a functional Hilbert
space as given in [5, p. 19]: a functional Hilbert space H of complex-valued functions on a set X; the Hilbert space
structure of H is related to X in two ways. It is required that (1) if f and g are in H and if α and β are scalars, then
(αf +βg)(x) = αf (x)+βg(x) for each x in X, that is the evaluation functionals on H are linear and (2) to each x in
X there corresponds a positive constant γx such that |f (x)| γx‖f ‖ for all f in H , that is the evaluation functionals
on H are bounded.
Let ν be a positive, regular, probability Borel measure on [0,1]N = [0,1]×· · ·×[0,1] (N times). Then the measure
μ is given on Δ¯N by
dμ = 1
(2π)N
dν(r1, r2, . . . , rN ) dθ1 dθ2 · · ·dθN . (1)
Let Ω denote the family of the systems A such that μ is a measure defined as in (1) in Δ¯N so that { zI
βI
}I0 ∈
L2(Δ¯N ,μ) and { 1√
(2π)N
zI
βI
}I0 is an orthonormal system in L2(Δ¯N ,μ), where L2(Δ¯N ,μ) is the space of complex-
valued functions on Δ¯N which are Lebesgue measurable and square integrable with respect to measure μ. It is possible
to show that the multi-variable moment problem
β2I =
∫
[0,1]N
r
2i1
1 r
2i2
2 · · · r2iNN dν(r1, r2, . . . , rN )
has a solution for β2I ’s corresponding to the system A included in the class Ω . Namely, a measure ν defined on [0,1]N
exists for β2I ’s. Let νA denote the measure corresponding to the system A. The so-called multi-variable moment
problem is studied in [6].
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}I0 ∈ L2(Δ¯N ,μ). Then we
have
H 2
(
Δ¯N ,μ
)= H 2(μ) = {f : f =∑
I0
fI z
I , z ∈ BN,
∑
I0
|fI |2β2I < ∞
}
.
Moreover, let Ω ′ be a subset of Ω defined by
Ω ′ = {A ∈ Ω: suppνA ⊂ {(r1, r2, . . . , rN ) ∈ [0,1]N : r21 + r22 + · · · + r2N  1}= S¯N
and νA(Ua) > 0 for arbitrary neighborhood Ua of a point
a ∈ {(r1, r2, . . . , rN ) ∈ [0,1]N : r21 + r22 + · · · + r2N < 1}= SN}.
Theorem 1. If A ∈ Ω ′, then H 2(μ) is a functional Hilbert space.
Proof. Consider the region G = {z = (z1, z2, . . . , zN) ∈ CN : |z1|2 + |z2|2 + · · · + |zN |2  r < 1}. Since G is com-
pact and {z ∈ CN : |zi | < gi, i = 1,2, . . . ,N, |z1|2 + |z2|2 + · · · + |zN |2 < 1} is an open cover of G, there exists
a finite open cover {z ∈ CN : |zi | < gi, i = 1,2, . . . ,N, |z1|2 + |z2|2 + · · · + |zN |2 < 1}. We can find a point
(r10, r20, . . . , rN0) ∈ SN such that gi < ri0, i = 1,2, . . . ,N for any region {z ∈CN : |zi | gi, i = 1,2, . . . ,N, |z1|2 +
|z2|2 + · · · + |zN |2 < 1}. There exist ui ’s such that gi < ui < ri0 for arbitrary gi . We consider the neighborhood
U(r10,r20,...,rN0) of the point (r10, r20, . . . , rN0) as a set {(r1, r2, . . . , rN ) ∈ [0,1]N : ri ∈ [ui,αi], i = 1,2, . . . ,N} ∩ S¯N ,
where αi =
√
1 −∑Nj=1, j =i u2j . Therefore we can write,
β2I =
∫
S¯N
r
2i1
1 r
2i2
2 · · · r2iNN dν(r1, r2, . . . , rN )
∫
U(r10,r20,...,rN0)
r
2i1
1 r
2i2
2 · · · r2iNN dν(r1, r2, . . . , rN )
 u2i11 u
2i2
2 · · ·u2iNN dν(U(r10,r20,...,rN0)).
Since ‖f ‖ =∑I0 |fI |2β2I converges, there exists an M such that |fI |2β2I < M2 for all but finitely many multi-index
I  0.
The series
∣∣f (z)∣∣= ∣∣∣∣∑
I0
fI z
I
∣∣∣∣∑
I0
|fI | |z|
I
βI
βI 
∑
I0
|fI |βI
(
g1
u1
)i1
· · ·
(
gN
uN
)iN 1√
dν(U(r10,r20,...,rN0))
(2)
converge in the compact region {z ∈ CN : |zi | gi, i = 1,2, . . . ,N, |z1|2 + |z2|2 + · · · + |zN |2 < 1}, so converge in
the compact region G. Since the series (2) converge on arbitrary compact subset of ΔN , f (z) is an analytic function
according to Weierstrass Theorem [7, p. 38]. The next thing to be done is to verify the second condition in the
definition of the functional Hilbert space. Let us define the linear functional τz0 as τz0(f ) = f (z0) for arbitrary
z0 = (z10, . . . , zN0) ∈ BN . In the Hilbert space
2(β) =
{
{aI }I0: aI ∈C,
∑
I0
|aI |2β2I < ∞
}
,
using Schwartz’s inequality |(aI , bI )| ‖aI‖‖bI‖, we obtain the inequality
∣∣τz0(f )∣∣= ∣∣f (z0)∣∣=
∣∣∣∣∑
I0
fI z
I
0
∣∣∣∣=
∣∣∣∣∑
I0
fI
zI0
β2I
β2I
∣∣∣∣∑
I0
|fI |2β2I
∑
I0
( |z0|I
β2I
)2
β2I = γz0‖f ‖
where γz0 =
∑
I0(
|z0|I
βI
)2. The proof of the convergence of
∑
I0(
|z0|I
βI
)2 is similar to that of the previous one. 
On the other hand, the multiplication operators, with the independent variables zj ’s, are defined in H 2(μ) as
Azj ϕ = zjϕ, ∀ϕ ∈ H 2(μ). We note that the multiplication operators, with the independent variables zj ’s, in H 2(β)
and the multiplication operators, with the independent variables zj ’s, in H 2(μ) are unitarily equivalent.
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Theorem 2. Let A ∈ Ω . A necessary and sufficient condition for the operator algebra generated by the system A to
be isometrically isomorphic to ball algebra is that A belongs to Ω ′.
Proof. Without loss of generality, we can take N = 2. Let A ∈ Ω ′. Since the polynomials are dense in the ball algebra
[8, p. 22], it is enough to show that∥∥P(A1,A2)∥∥B(H 2(μ)) = max
(z1,z2)∈B¯2
∣∣P(z1, z2)∣∣
where P is a two-variable polynomial.
Since the system A = (A1,A2) and the system Az = (Az1,Az2) are unitarily equivalent,∥∥P(A1,A2)∥∥ max
(z1,z2)∈B¯2
∣∣P(z1, z2)∣∣. (3)
Now, consider the polynomial Pn(z1, z2) = ( 1+z12 )n and let D1, D2 be defined by
D1 =
{
(z1, z2):
∣∣∣∣1 + z12
∣∣∣∣> 1 − η, |z1|2 + |z2|2  1
}
,
D2 = B¯2 \ D1,
where 0 < η < 1. Since B¯2 = D1 ∪ D2 and D1 ∩ D2 = ∅, it follows that
∥∥Pn(z1, z2)∥∥2H 2 =
∫
B¯2
∣∣∣∣1 + z12
∣∣∣∣
2n
dν(r1, r2) dθ1 dθ2
=
∫
D1
∣∣∣∣1 + z12
∣∣∣∣
2n
dν(r1, r2) dθ1 dθ2 +
∫
D2
∣∣∣∣1 + z12
∣∣∣∣
2n
dν(r1, r2) dθ1 dθ2,
a
def=
∫
D2
∣∣∣∣1 + z12
∣∣∣∣
2n
dν(r1, r2) dθ1 dθ2  (1 − η)2n(2π)2ν(S¯2). (4)
It is clear that
D1 ⊃
{
(z1, z2):
∣∣∣∣1 + z12
∣∣∣∣> 1 − η2 , |z1|2 + |z2|2  1
}
⊃
{
(z1, z2): 1 − η2 < |z1| < 1, −γ < arg z1 < γ, |z1|
2 + |z2|2  1
}
where
γ = arccos
[
3
2
(
1 − η
2
)
− 1
2(1 − η2 )
]
.
Furthermore, we have that γ  √2η for sufficiently small values of η. On the other hand, we obtain
b
def=
∫
D1
∣∣∣∣1 + z12
∣∣∣∣
2n
dν(r1, r2) dθ1 dθ2 
(
1 − η
2
)2n
4π
√
2η ν(U(1,0)) (5)
where U(1,0) = {(r1, r2) ∈ [0,1]2: 1 − η2 < r1  1, r2 
√
η − η24 }.
Comparing (4) and (5), we see that a= o(b) (n → ∞) and consequently∥∥Pn(z1, z2)∥∥≈ b.
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|P(z1, z2)| takes its maximum value at the point (1,0). Otherwise, if |P(z1, z2)| takes its maximum value at the
point (z10 = r0eiθ10, z20 =
√
1 − r20eiθ20), then it is possible to define a new polynomial as P˜ (z1, z2) = P(z10z1 +√
1 − r20eiθ10z2, z10z1 − r0eiθ20z2). Then, for ∀δ > 0, ∃η > 0 such that ∀(z1, z2) ∈ D1,∣∣∣∣∣P(z1, z2)∣∣− max
(z1,z2)∈B¯2
∣∣P(z1, z2)∣∣∣∣∣< δ.
From the definition of the norm, it follows
∥∥P(A1,A2)Pn(z1, z2)∥∥2H 2(μ) =
∫
D1
∣∣P(z1, z2)∣∣2∣∣Pn(z1, z2)∣∣2 dν(r1, r2) dθ1 dθ2
+
∫
D2
∣∣P(z1, z2)∣∣2∣∣Pn(z1, z2)∣∣2 dν(r1, r2) dθ1 dθ2.
The results obtained from the following inequalities can be proved in a similar way given above
a′ def=
∫
D2
∣∣P(z1, z2)∣∣2∣∣Pn(z1, z2)∣∣2 dν(r1, r2) dθ1 dθ2  ( max
(z1,z2)∈B¯2
∣∣P(z1, z2)∣∣+ δ)2(1 − η)2n(2π)2, (6)
b′ def=
∫
D1
∣∣P(z1, z2)∣∣2∣∣Pn(z1, z2)∣∣2 dν(r1, r2) dθ1 dθ2

(
max
(z1,z2)∈B¯2
∣∣P(z1, z2)∣∣− δ)2
(
1 − η
2
)2n
4π
√
2η ν(U(1,0)). (7)
Comparing (6) and (7), we see that a′ = o(b′) (n → ∞) and consequently∥∥P(A1,A2)Pn(z1, z2)∥∥≈ b′.
For arbitrary δ > 0∥∥P(A1,A2)Pn(z1, z2)∥∥2  ( max
(z1,z2)∈B¯2
∣∣P(z1, z2)∣∣− δ)2∥∥Pn(z1, z2)∥∥2,
from which it follows that∥∥P(A1,A2)∥∥ max
(z1,z2)∈B¯2
∣∣P(z1, z2)∣∣. (8)
(3) and (8) imply that∥∥P(A1,A2)∥∥= max
(z1,z2)∈B¯2
∣∣P(z1, z2)∣∣.
This equality shows that the operator algebra generated by the system A is a ball algebra.
Conversely, assume that A ∈ Ω and that the operator algebra generated by the system A is isometrically isomorphic
to ball algebra. In such a case,∥∥P(A1,A2)∥∥= max
(z1,z2)∈B¯2
∣∣P(z1, z2)∣∣. (9)
First, suppose that suppν ⊂ S¯2. Then, there exists a point (g1, g2) ∈ [0,1]2, g21 + g22 > 1 such that ν([0, g1] ×[0, g2]) > 0. Therefore,∥∥P(A1,A2)∥∥> max
(z1,z2)∈B¯2
∣∣P(z1, z2)∣∣,
which is a contradiction.
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√
1 − r20 ) on S2 such that the measure ν of a neighborhood U(r0,
√
1−r20 )
is zero i.e. ν(U
(r0,
√
1−r20 )
) = 0. Then, there exists a neighborhood of the point (z10 = r0eiθ10, z20 =
√
1 − r20eiθ20) such
that ν(U(z10,z20)) = 0.
Let |P0(z1, z2)| be a polynomial such that it takes its maximum value at the point (z10, z20), say
max(z1,z2)∈B¯2 |P0(z1, z2)| = m. It is clear that,
max
(z1,z2)∈B¯2\U(z10,z20)
∣∣P0(z1, z2)∣∣= m1 < m. (10)
According to (10),
∥∥P0(A1,A2)f ∥∥2 = ∥∥P0(z1, z2)f ∥∥2 =
∫
B¯2
∣∣P0(z1, z2)∣∣2|f |2 dμ =
∫
B¯2\U(z10,z20)
∣∣P0(z1, z2)∣∣2|f |2 dμm21‖f ‖2,
from which it follows that∥∥P0(A1,A2)∥∥m1 < max
(z1,z2)∈B¯2
∣∣P0(z1, z2)∣∣,
which contradicts with (9). Therefore, A ∈ Ω ′. 
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