Sensitivity to binocular disparity modulation has been shown to have a bandpass nature. This paper presents a computational account for the disparity modulation function (DMF) in terms of a Bayesian surface reconstruction. The Bayesian approach suggests that prior assumptions about surface structure will affect the perception of disparity modulation. Taking into account a prior constraint of surface smoothness being imposed on the perceived surfaces, we propose that computing the first derivatives of the surfaces determines the bandpass shape of the DMF. Based on this idea, we derive an analytical prediction of the DMF. It is then shown that the prediction gives a good fit to the empirical data. Implications for possible mechanisms underlying the DMF are discussed.
Introduction
It has been reported that there are both lower and upper limits for perceiving continuous modulations of binocular disparity. The lower limit defines the sensitivity function for the detection of disparity modulation. When plotted as a function of the spatial frequency of the disparity modulations, the sensitivity function (henceforth, we referred to as the disparity modulation function (DMF)) exhibits a bandpass characteristic that peaks at about 0.3-0.5 c/deg with a cutoff frequency at about 3-5 c/deg (Tyler, 1974 (Tyler, , 1975 Schumer & Ganz, 1979; Rogers & Graham, 1982; Cobo-Lewis & Yeh, 1994) . The upper limit, which represents the maximum amplitude of disparity modulation that can elicit depth perception, has been shown to be inversely scaled in proportion to the spatial frequency of disparity modulation (Tyler, 1974 (Tyler, , 1975 .
From a computational viewpoint (Marr, 1982) , it is of interest to explore the nature of these limits, since they are expected to reflect certain constraints which human stereo vision might employ to limit allowable surfaces to be perceived. A relevant discussion can be found in Tyler (1991) , who related the bandwidth limitation of the DMF (the lower limit) to the existence of smoothness constraint in perceiving stereoscopic surfaces, in that smooth surfaces are devoid of high spatial frequency fluctuations. A similar analysis can also apply to the upper disparity limit. The disparity scaling observed at the upper limit has been considered to be due to a disparity gradient limit which is shown to be applicable to binocular fusion (Burt & Julesz, 1980) . But, Pollard, Mayhew and Frisby (1985) have shown that the disparity gradient limit can be nicely formulated as a constraint for disambiguating spurious matches between stereo images; Trivedi and Lloyd (1985) have further shown that imposing the disparity gradient limit constraint on binocular correspondence is equivalent to assuming a form of surface smoothness in determining correct matches between images. Thus we expect that examining these limits for stereopsis in terms of such constraints provides a better understand-ing of human stereoscopic surface perception and gives some useful clues for developing computational models of structure from stereo.
Despite these considerations, the bandpass nature of the DMF has not yet been fully appreciated. The bandpass DMF, especially its low frequency falloff in sensitivity, has been frequently assumed to be attributed to a spatial lateral inhibition that operates in the depth domain analogous to the luminance domain (Schumer & Ganz, 1979; Tyler, 1983 Tyler, , 1991 . However, it has been shown that one cannot readily observe the corresponding depth contrast effect as the luminance processing. Specifically, Rogers and Graham (1982) found that when presented with a vertically oriented depth surface, which is the case for most DMF measurements, a depth equivalent of the Craik O'Brien effect does not arise. While they demonstrate that the effect can arise for a horizontal depth profile, the strength appears to be rather conservative as compared to a luminance version. Furthermore, Brookes and Stenvens (1989) reported that irrespective of the direction of ramp-like depth changes, one cannot see a depth equivalent of the Mach band. These findings suggest that a spatial lateral inhibition in stereo depth, if it exists, does not contribute to perceptual aspects in human stereoscopic processing as expected in luminance processing; thus it can be argued that lateral inhibition as it stands should not be regarded as a relevant stereoscopic process to the bandpass DMF.
In this paper, we present a concise but formal framework for understanding the bandpass nature of the DMF. The framework is based on the Bayesian model for stereo (Yuille, Geiger & Bü lthoff, 1991) , where the problem is formulated in terms of surface reconstruction; prior assumptions about surfaces, especially surface smoothness, play an important role for constructing the perceived surfaces. Thus, the framework presented here significantly differs from those based on laterel inhibition in that it incorporates the smoothness assumption to account for the bandpass DMF. This allows for a novel interpretation of the DMF in relating its bandpass nature to the underlying stereoscopic processing. The idea is that computing the first derivative of the perceived modulated surface, which is reconstructed by using the prior assumption of smoothness, will determine the DMF. This is motivated by the following factors. First, by examining the existing psychophysical evidence listed above in terms of the falloff in sensitivity at lower frequencies, we find that the slope is at most one. As suggested by Rogers and Graham (1982) , this implies that detecting surface gradients, which will operate like a highpass filter, would be involved in the DMF. Second, enforcing the smoothness assumption on a perceived surface will result in a kind of lowpass filtering as it attenuates high frequency fluctuations of the surface. Combining these observations leads us to predict a form of bandpass filtering; the low frequency falloff in sensitivity is mainly due to the first derivative computation and the effect is then attenuated by enforcing the smoothness assumption, which results in the high frequency falloff in sensitivity. Finally, and more interestingly, Tyler (1974 Tyler ( , 1975 reported that at the cutoff frequency beyond which disparity modulations are not seen, the lower and upper limits of disparity modulation almost coincide. This suggests that the lower limit is also related to disparity gradients, as is the upper limit.
In the following, based on the Bayesian framework, we formalize this idea to derive an analytical prediction for the empirical DMF, and verify the plausibility by comparing the prediction with the psychophysical data
Prediction of the DMF

The Bayesian model
Based on the Bayesian model for stereo developed by Yuille et al. (1991) , we present a modified version of the Bayesian model for stereoscopic surface reconstruction. The basic idea of Bayesian modeling is to incorporate prior knowledge of a scene to interpret given image data; from this, we obtain an estimate of the scene structure. Using Bayes' rule, the conditional probability of the scene structure S, given the data I, can be derived as follows:
where P(IS) is the probability of I given S, P(S) is the prior probability of S and P(I) is the prior probability of the data. Since P(I) is independent of S, we regard it as a normalizing constant. Thus, as an optimal estimator, the maximum a posteriori estimate of P(SI) can be obtained by maximizing P
(IS)P(S).
We describe the model in the form of a cost function. Its probability interpretation is given by introducing a Gibbs distribution. Using this formalism, one can see that minimizing the cost function will yield a statistically optimal estimator for the perceived stereoscopic surface.
Before describing the model, it should be emphasized that our goal here is not to develop a general theory for stereo based on the Bayesian framework, but to present a model that allows us to analyze the DMF by utilizing the essence of Bayesian modeling.
We assume that given binocular images are highly textured (e.g. random-dot stereograms) and the initial measurements of binocular disparity are done by a kind of correlation-like mechanism, such as a disparity energy model (Ohzawa, DeAngelis & Freeman, 1990; Qian, 1994) . This would yield the dense but noisy data of disparity estimates d (x) . From these data, the perceived surface u(x) (disparity field) is obtained by minimizing the following cost function:
where the first term gives the fidelity of data d(x) to the perceived surface u(x) and the second term enforces a prior constraint of smoothness on the surface. The coefficient u is used to control the amount of smoothing. While this 1-D formulation is used for its mathematical simplicity, it is sufficient for our purpose since all disparity modulations considered in this paper are 1-D, and so are all the relevant data. This cost function can be viewed as a simplified form of regularization theory (Poggio, Torre & Koch, 1985) . Except for the choice of the smoothness constraint, the formulation is also similar to the motion coherence theory developed by Yuille and Grzywacz (1988) . The form of the smoothness constraint in Eq. (2) is motivated by the work of Yuille et al. (1991) . It is shown that this form of the smoothness constraint will give rise to a perceptual bias that is consistent with certain stereo psychophysical experiments.
As stated, this cost function can be interpreted in terms of probabilities by introducing a Gibbs distribution
where Z is a normalizing constant and i is a constant. From this, we see that quadratic terms in the cost function correspond to Gaussian distributions. In addition, through a comparison with Eq. (1), we find that the first term corresponds to a likelihood function for u(x) given d(x) and the second term corresponds to a prior distribution of u(x). Thus the maximum a posteriori estimate of u(x) is the same as the surface that minimizes the cost function E[u; d].
Properties of the model
In order to apply the model to the DMF, we have to specify the model's properties in the spatial frequency domain. This can be done by converting the cost function into the one defined in the frequency domain. It can be shown (Szeliski, 1989 ) that by applying Rayleigh's power theorem, the cost function can be re-expressed as follows:
where U( f ) and D( f ) are Fourier transforms of u(x) and d(x), respectively, and f represents the spatial frequency variable. By the variational equation lE/ lU= 0, the U( f ) that minimizes this cost function is easy to obtain as
where
In the spatial domain, Eq. (5) corresponds to filtering d(x) with a shift invariant filter whose impulse response is given by r(x)=F − 1 {R( f )}. It has been previously pointed out that minimizing the cost function as formulated above, in its form of regularization, corresponds to shift-invariant filtering (Terzopoulos, 1986; Szeliski, 1989) . Fig. 1 shows the frequency response of R( f ). It is clear that this filter exhibits a lowpass characteristic and the effect depends on the value of u. Hence, imposing the smoothness constraint on the perceived surface leads to lowpass filtering of initial disparity data. Now we show that computing the first derivative of the perceived surface, which is done to obtain surface gradients, will become a form of bandpass filtering of initial disparity estimates. Let G( f ) denote a Fourier transform of (u(x)/(x. Then it is given as G( f )= i2yfU( f ). Substituting Eq. (5) for this, we have
where Fig. 1 . The frequency response of the filter R( f ). We can observe that the filter exhibits a lowpass characteristic and that the effect depends on the parameter u. Fig. 2 . The frequency response of the filter R g ( f ). We can observe that the filter exhibits a bandpass characteristic and that the peak frequency depends on the parameter u.
where T determines the absolute gain of the function and u is related to the peak frequency as described above. Now we show that A min ( f ) or S( f ) can be constrained within a fixed range of T. First, it should be remembered that the upper limit of disparity modulation is inversely scaled in proportion to the spatial frequency; the higher the spatial frequency, the lower the disparity that can maintain a stable percept of modulation. Specifically, noting that the maximum value of the gradient of d(x) in Eq. (10) is 2yfA, the upper limit function is given by
where G max corresponds to a disparity gradient limit. We should further note that the lower and upper limits for perceiving disparity modulations tend to coincide at the cutoff frequency f c . Therefore, assuming
Thus, substituting Eq. (9) and Eq. (13) into Eq. (11), the sensitivity function can be rewritten as
It is immediately seen that the sensitivity function is now defined in terms of three observable quantities: G max , f p and f c , and that it requires no other parameter for specification of its behavior. This implies that with their specific values, a unique DMF curve should be generated according to Eq. (14) and that the resulting DMF curve can then be quantitative in its level of sensitivity. This in turn raises the possibility that Eq. (14) is likely to provide a quantitative prediction about the empirical DMF, at least in terms of absolute sensitivity, provided that its parameters are comparable to those established empirically. Therefore, to verify our prediction, we need to assess whether Eq. (14) can be fitted to psychophysical data with psychophysically reasonable values of parameters.
We note that to fit Eq. (14) to one DMF measurement to obtain a unique estimate of each parameter is impractical since both G max and f c contribute a gain factor of S( f ). A way round this is to use a set of several DMF measurements and fit all the data simultaneously under the assumption that either G max or f c may vary across the data set, but the rest of parameters are constrained to be equal for the data set. This will reduce the total number of parameters to be estimated, so that the problem becomes overconstrained, to yield a unique estimate of each parameter by some suitable criterion (e.g. least squares).
This means that the perceived surface gradient can be obtained by filtering the initial disparity estimates with R g ( f ). The frequency response R g (f) is plotted in Fig.  2 . It is clear that this filter exhibits a bandpass characteristic. The falloff slope for low frequency gain is 1 and the falloff slope for high frequency gain is −1. Hence, as expected, the computation of the perceived surface gradients corresponds to a form of bandpass filtering. It is noted that the larger the value of u, the lower the peak frequency f p . In fact, these are related by
As described in Section 2.3, these properties allow us to derive an analytical prediction of the DMF.
Deri6ation of the DMF and comparison with psychophysical data
Let the given data of disparity modulation be denoted as
where A is the amplitude of the sinusoid and f represents the spatial frequency. As shown in Section 2.2, the first derivative of the perceived modulated surface is supposed to be derived by filtering the data with R g ( f ), which will again yield a sinusoidal output of amplitude AR g (f) with a certain phase offset. Assuming that detection occurs when this amplitude value exceeds some fixed threshold T, then the threshold function for disparity modulations is given by A min (f) = TR g (f)
− 1 . The sensitivity function S( f ) is defined by the reciprocal of the detection threshold function. That is, Fig. 3 shows the comparison of our prediction with psychophysical data of Rogers and Graham (1982) and Cobo-Lewis and Yeh (1994) . The smooth curves are the predictions that would provide a best fit, by least squares, to these data. In this case, for each data set drawn from these two studies, we constrained f p and f c to be equal for individual subjects' data but allowed G max to vary between these data. In Fig. 3 , we can see that the predictions give a good fit to the data. For Rogers and Graham's study, the estimated parameters are f p = 0.29 c/deg, f c =4.89 c/deg and G max =0.55, 1.03 for subjects BJR and MEG, respectively. For CoboLewis and Yeh's study, these are f p =0.27 c/deg, f c = 4.02 c/deg and G max =0.86, 0.76 and 0.69 for subjects AC, AG and DR, respectively. For disparity gradient limits, these values are taken to be within an appropriate range on both empirical and theoretical grounds (Burt & Julesz, 1980; Trivedi & Lloyd, 1985) . The estimates of peak and cutoff frequencies are also in agreement with other experiments.
For the two studies we also examined the case in which f c was allowed to vary between individual subjects, data, the rest of parameters being constrained to be equal for these data. We found that in this case, the predicted DMF curves (not shown) almost corresponded to those obtained with G max varying and gave a good fit to the data as well; the estimated parameters were also in approximate agreement with those in the previous case.
Taken together, the above comparisons indicate that using psychophysically reasonable values of parameters, Eq. (14) is capable of providing a quantitative account of psychophysical data for the DMF. Nevertheless, to make our prediction more convincing, it would be quite desirable to derive the parameters of Eq. (14) from first principles, using the computational or physiological constraints. The relationship between these parameters and human stereoscopic processing will be discussed later.
Discussion
We have presented a computational account for the DMF by using the Bayesian model of stereo. In the course of our formulation, we have skipped the stage of binocular correspondence between stereo images, given that it had been done to provide the data of disparity estimates. We argue that in the case of the DMF, the correspondence problem is unlikely to be of crucial importance, since the DMF is thought of as reflecting a cyclopean level of stereoscopic processing. Moreover, even though matching ambiguity between stereo images could affect the DMF, the effect appears to insufficiently explain why the DMF has a bandpass nature. The matching ambiguity is considered to be identical across stimuli portraying disparity gratings of various spatial frequencies as long as the stimulus characteristics (e.g. a random-dot stereogram or a depth-modulated line) remains the same. Hence, it seems inappropriate that the matching process is accountable for the bandpass shape of the DMF curve. It is thus argued that when formulating the DMF as a surface reconstruction problem in a Bayesian framework, more emphasis should be placed on the prior assumption about surfaces, rather than on the likelihood of disparity data which would depend on the details of the matching process. We have chosen a form of the smoothness constraint that is suggested to be consistent with stereo psychophysical experiments (Yuille et al., 1991) . Fig. 3 . Comparison between our prediction and psychophysical data. The data were redrawn from Rogers and Graham (1982) , (A) and Cobo-Lewis and Yeh (1994) , (B) . The different symbols are for different subjects. The set of smooth curves is the fit of our prediction.
Assuming that detection of disparity modulations is based on gradients of the perceived modulated surfaces and by incorporating the properties of upper limit of disparity modulation, we have derived an analytical prediction of the DMF based on the filtering properties of the Bayesian model. The validity of the prediction has been confirmed by comparing it with psychophysical data. The derived expression for the DMF has three parameters to be adjusted, namely, the disparity gradient limit, peak frequency and cutoff frequency. These parameters have a close relationship with human stereoscopic processing and experimental conditions as follows. First of all, the disparity gradient limit is the well known concept for binocular fusion; beyond a critical value of disparity gradient, fusion dose not occur. On empirical and theoretical grounds, a value of 1 or 2 has been suggested (Burt & Julesz, 1980; Trivedi & Lloyd, 1985) . It is also shown that imposing a limit on allowable disparity gradients helps prevent false matches between stereo images, thereby solving the correspondence problem acceptably (Pollard et al., 1985) . For the peak frequency, we have already shown its relation to the parameter u in the cost function. This parameter controls the strength of a prior constraint of smoothness, which would depend on the reliability of given disparity estimates from the viewpoint of a Bayesian framework. In words, the less reliable the disparity estimates, the more the need for smoothness to ensure a stable reconstruction of surfaces and hence the greater the value of u to enforce more smoothness. For the DMF, this would lead to shifting the peak frequency more downward according to Eq. (9). Thus we argue that the peak frequency can be regarded as indicating the extent to which reliable disparity data for designating disparity gratings could have been offered by the stimuli used in DMF measurements. It is then expected that matching ambiguity between stereo images might have an effect on the localization of peak frequency, while it seems insufficient to explain a bandpass shape of the DMF curve as noted above. In support of this view, the DMF curves obtained with random-dot stereograms appear to be slightly shifted down the spatial frequency axis as compared to those obtained with line stimuli containing disparity modulations (Tyler, 1975) . For the cutoff frequency we argue that it could be related to the effective sampling density of binocular disparity at a cortical level. Using the sampling theorem and the empirical data of cutoff frequency (3 -5 c/deg), the sampling density is estimated as being within a range of 6 to 10 min visual angle. It has been pointed out (Brookes & Stenvens, 1989 ) that within about 6 min, the lowest value of the estimated density, depth averaging and depth attraction for binocular features can be observed. Thus disparity information appears to be effectively accumulated within at least the lowest value of 6 min, which could be of great significance for the cutoff frequency in the DMF. It would be further worth noting that the lowest value is also in close agreement with the size of one hypercolumn at the fovea.
Finally, we would like to emphasize that in this paper, we have formalized the DMF from a computational perspective (Marr, 1982) . We do not expect that in order to extract information of surface structures, the filters we have derived in Section 2.2 are explicitly implemented at the neural level, e.g. as spatial weighting functions or receptive fields for disparity processing. Our formulation does not concern a specific mechanism underlying the DMF, so the formulation does not compete with the psychophysical evidence that revealed the existence of multiple channels tuned to the spatial frequency of disparity modulation (Schumer & Ganz, 1979; Tyler, 1983; Cobo-Lewis & Yeh, 1994) . Rather, we would like to point out that there appears to be a promising way of combining our formulation and the notion of the tuned channel to devise a mechanism that could realize a Bayesian surface reconstruction by means of the channel structure. An implication can be drawn from the work of Pentland (1994) , who has presented a method for obtaining efficient solutions to regularization problems, such as surface interpolation or reconstruction, by using the concept of wavelet transform. Roughly speaking, the method can be viewed as performing the filtering expressed by Eq. (5) through windowed Fourier and inverse Fourier transforms. These transforms could be implemented using Gaborlike basis functions, each of which has its own tuned spatial frequency and phase. The basis functions turn out to correspond to the spatial frequency channels for disparity modulation. The existing psychophysical evidence suggests that the channels should have at least roughly constant octave bandwidth. According to Eq. (6), the channel responses are scaled based on their tuned spatial frequencies. Passing the scaled responses through another set of tuned channels with identical properties will reconstruct surface depth within the windowed area, reflecting a prior assumption of smoothness. It is straightforward to extend this mechanism for application to the computation of surface gradients. The modification is that we use Eq. (8) to scale the channel responses, which involves shifting the phase of each channel response by y/2 in advance of the reconstruction stage. To our knowledge, the relationship between the spatial frequency channels for disparity modulation and surface reconstruction process in the DMF has never been mentioned. To examine this issue further remains an important topic for future research.
