In this paper, we propose an approach for abnormal event detection, using the object-level spatio-temporal representation. Our approach detects an abnormal event in complex scenes which contain objects classified in various categories. We compute the object-level 3D Region-of-interest (3D RoI) and extract object-level 3D volume. Then, the object-level 3D volume is inputted to 3D deep convolutional neural network (3D-DCNN) for detecting the abnormal event.
Introduction
Abnormal event detection is one of the challenging issues in computer vision for surveillance systems, and an identifying abnormal event (a.k.a., abnormal activity, unusual event, and rare event) plays an important role in many applications such as crowd monitoring, security control, so forth. The main paradigm of this study is to assume the observation of a set of normal event samples, before the abnormal event detection. And an abnormality of a newly observed event is determined by computing a similarity between the given normal examples and the observed event.
In early approaches for the abnormal event detection, some approaches used trajectories to represent motions of objects, and an abnormal event was defined by a trajectory that is different to the modelled trajectories. These studies assumed that each moving objects such as pedestrians and vehicles could be detected [1] . However, there are a lot of situations that can not use detection methods, such as crowded scenes and complex public locations.
To detect an abnormal event in a crowded scene, some researcher used hand-crafted spatio-temporal features for representing motion information of crowded scenes [2] [3] [4] [5] [6] [7] . [2] employed the 3D histogram of a gradient (3D HoG) for representing a behaviour of the crowd in 3D volumes. [3] proposed the multi-scale histogram of optical flow (MHoF) to describe the motion of crowd. Other researchers used sociological theory to model the individual and group activ- ity in crowded scenes [5] [6] . [5] used the social force model (SFM) for representing the interaction between moving objects in complex scenes. [6] proposed an abnormal event detection based on the histogram of trajectories (HoT) that represent an approximated motion of objects in a 3D volume with uniformed size. Unfortunately, recently proposed approaches can not handle the scenes which contain various type of objects. For example, the publicly available datasets for the abnormal event detection [8] [9] have been assumed an abnormal event as whole behaviours except the walking of people. However, in the real world, objects of various types (i.e., pedestrian, vehicle and bike) appeared simultaneously, and behaviours of each object have different properties.
To overcome this issues, we proposed an approach for learning an object-level spatio-temporal representation, to describe the motion and appearance information for specific object simultaneously. Initially, the proposed approach detects objects from each single frame and extract an object-level 3D volume using the detection results. The extracted 3D volumes are used to discover the rich and discriminative representation by using the 3D deep convolu- convolutional layers as follow:
where a denote the output of the fully connected neural network, and θ det is the model parameter of the network. The output layer of the fully connected layer is composed of two unit for determining the abnormal or normal of events. An optimization scheme for both f rep and f det working under the detection objective. The proposed architecture is trained to minimized the detection cost as follow:
whereâ i is a target value correspond to input data, and E denotes the cost function for the proposed architecture. We employ a mean-square error (MSE) function E. For abnormal event detection from the input objectlevel 3D volume using the proposed model, we first apply convolutional layers in 3D-DCNN to extract the objectlevel spatio-temporal representation. Then we detect the abnormal events using fully connected layer using the representation. The final detection result is obtained by comparing the activation values in the output layer.
Experimental Results
The approach is tested on our experimental dataset of normal and abnormal videos since the publicly available datasets [8,9] do not have normal and abnormal events about the various type of objects. We captured videos in outdoor for making the dataset which contains various object types and their activities. The dataset contains the three different types of object: 1) pedestrian, 2) vehicle, and 3) bicycle, and the different type of objects can be observed simultaneously. The dataset consists of two subsets for training and testing. The training subset contains the 30 normal events and seven abnormal events, and the testing subset contains the 15 normal events and one abnormal event in outdoor scenes. The normal events are defined by general motions of observed objects such as driving a car, riding a bicycle, and walking a pedestrian. And abnormal events are denoted by the irregular behaviours of pedestrians, e.g., criminal activities.
In Figure 4 , the images with green boundaries show the example snap shot of normal events in our dataset. The top-left image denotes a normal event observed by a moving vehicle, and the top-right image represents a normal event which is defined as working of pedestrians. The images with red boundaries show the sample frames of the abnormal event in our dataset, which are represented by simulated situations for fighting of pedestrians. In Fig 4. , two line in the bottom of the figure represent the ground truth and the quantitative experimental results of the proposed method. The green parts denote that the interval contains normal behaviours or nothing, the red part shows that the abnormal event is observed.
Overall, the result shows that the proposed approach for abnormal event detection is capable of detecting the event of abnormality about a specific object class in crowded scenes that contain various type of objects. Also, we demonstrate the proposed approach in capturing the abnormal event in contrast to using of pure optical flow, the social force model [5] , the histogram of trajectories [6] , and sparse representation [2] . Quantitative evaluation is carried out using the under-area of ROC curve (AUC) and an equal-error-rate (EER). Table 1 provides the quantitative results of the comparison. The AUC and EER value of the proposed method show that the proposed approach outperforms the listed methods in detecting the anomalous events.
In experiments, the temporal length is kept fixed as t = 6. The width and the height of the object-level 3D volumes are resized by 120 and 120 respectively. Consequently, the 3D volume as an input of the proposed 3D- DCNN, are represented by the matrix with 120 × 120 × 6. The proposed detection approach is mainly implemented in Python and Google Tensorflow framework. The experiments are carried out on the PC with a graphics card (GTX Titan X) and a quad-core CPU with 24 GB memory.
Conclusion
We presented a novel learning approach of the object-level spatio-temporal representation for abnormal event detection in the complex scenes which contain multi-class objects. Although the abnormal event detection using the proposed framework needs the object detection method, the proposed framework could detect the abnormal event in heterogeneous scenes that contain the objects of diverse categories. The experimental results demonstrate the effectiveness of the proposed approach and show competitive performance with respect to other methods. Future works include investigating other representation learning architecture and finding the data augmentation method to achieve a good local optimized solution even if training sample is lacked.
