In recent years, a substantial effort has been made to develop sophisticated methods that can be used to detect figurative language, and more specifically, irony and sarcasm. There is, however, an absence of new approaches and research works that analyze satirical texts. The recognition of satire by sentiment analysis and Natural Language Processing (NLP) applications is extremely important because it can influence and change the meaning of a statement in varied and complex ways. We used this understanding as a basis to propose a method that employs a wide variety of psycholinguistic features and which detects satirical and non-satirical text. We then went on to train a set of machine learning algorithms that would enable us to classify unknown data. Finally, we conducted several experiments in order to detect the most relevant features that generate a better pattern as regards detecting satirical texts. We evaluated the effectiveness of our method by obtaining a corpus of satirical and non-satirical news from Mexican and Spanish twitter accounts. Our proposal obtained encouraging results, with an F-measure of 85.5% for Mexico and one of 84.0% for Spain. Moreover, the results of the experiment showed that there is no significant difference between Mexican and Spanish satire.
Introduction
Figurative language, which consists of elements such as irony, sarcasm and satire, has been considered a pervasive phenomenon on social media platforms such as Twitter [1] . The detection of figurative language has, therefore, been fundamental for certain approaches in fields such as sentiment analysis [2] , since irony-laden expressions can play the role of polarity reversers [3] .
Several computational approaches whose objective is to identify sarcasm and irony have appeared in recent years [4] [5] [6] [7] [8] [9] . However, satire is not often studied in literature. Satire is an important language phenomenon consisting of the use of humor and irony to criticize and ridicule someone or something. Parody, burlesque, exaggeration, juxtaposition, comparison, analogy, and double entendres are all frequently used in satirical speech and writing. News satire, also termed as fake news, is a type of parody presented in a format typical of mainstream journalism, and is called satire because of its content. News satire is particularly popular on the Web, and specifically in social networks in which it is relatively easy to mimic a credible news source and stories may achieve a wide distribution from almost any site. However, news satire is often mistaken for legitimate news, especially when it is disassociated from its original source, as occurs when a tweet from a satirical Twitter account is recommended via Facebook. Some Spanish satirical news sources are "El Deforma", "El Jueves", "El Dizque", and "El Mundo Today".
In this work, we propose a method that can be used to detect satirical texts. We therefore analyze
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psycholinguistic features in order to capture not only the content but also the style of the message. We consequently used the LIWC ("Linguistic Inquiry and Word Count") dictionary [10] , which has been successfully utilized to explore the linguistic style of social media content [11] . The main motivation for the use of the LIWC is its successful application as regards figurative language. For instance, Mihalcea & Pulman [12] identified the 10 most discriminant LIWC features for humorous texts, namely You, I, swear, self, sexual, groom, cause, sleep, pronoun, and humans. Meanwhile, in Justo et al. [8] semantic LIWC features were used for the detection of sarcasm and nastiness. With regards to satire, two works have used the LIWC. Rubin et al. [13] used only two features (negative affect and punctuation), while Skalicky & Crossley [14] selected 11 features (negation, negative emotions, quantifiers, certainty, tentative, exclusion, inclusion, discrepancy, causation, past, and present). In the latter case, the features were chosen on the basis of Campbell & Katz"s [15] proposal for irony detection. Since the LIWC contains a wide set of features that make it possible to identify the differences between figurative language and literal language and many studies have selected features on theoretical grounds, we decided to analyze the complete set of LIWC features with the aim of determining which are the most discriminant for satire detection. We then used the psychological and linguistic features to train three machine learning algorithms, namely J48, SMO, and BayesNet. Finally, a set of experiments was carried out in order to evaluate the performance of our method. These experiments were performed on a news corpus, which was collected beforehand from four satirical news accounts and four non-satirical news accounts.
It is important to mention that most of the studies on figurative language as regards addressing satire detection found deal only with the English language, perhaps owing to the lack of resources in other languages. It is for this reason that this work is principally focused on the Spanish language. Spanish is, according to the Internet World State rank 1 , currently the third most used language on the Internet, and we therefore firmly believe that the computerization of Internet domains in this language is of the utmost importance.
The remainder of this paper is organized as follows. Section 2 presents a review of the literature concerning figurative language, and specifically that related to Satire. Section 3 presents the corpus obtained from Twitter. The overall design of the proposed approach is described in Section 4. In Section 5, we describe the experiments conducted to evaluate our method and present the results obtained. In Section 6, we discuss the performance of our method and compare it with those found in related works. Finally, our conclusions and future work are presented in Section 7.
Related Work
The literature related to this field considers the automatic detection of figurative language to be a difficult problem, and it has been addressed in only a few studies. With regard to sarcasm and irony, Poria et al. [4] proposed models based on a pre-trained convolutional neural network in order to extract sentiment, emotion and personality features for the detection of sarcasm. The authors carried out their experiments using three datasets, two of which were obtained from the work presented in Ptácek et al. [16] , and the other of which was obtained from Sarcasm Detector. Their experimental results showed that, in the case of sarcasm detection, the baseline features outperformed the pretrained features. However, the combination of pre-trained features and baseline features outperformed both of them when considered separately. Davidov, Tsur& Rappoport [5] used a semi-supervised sarcasm identification algorithm (SASI). This algorithm employed two modules: 1) semi-supervised pattern acquisition to identify sarcastic patterns that serve as features for a classifier, and 2) a classification stage that classifies each sentence into a sarcastic class. Moreover, the experiments were performed on two datasets: tweets collected from Twitter and Amazon product reviews. González-Ibáñez, Muresa & Wacholder [6] , meanwhile, presented an empirical study on the use of lexical and pragmatic factors as a means to distinguish sarcasm from positive and negative sentiments expressed in Twitter messages. The authors developed a corpus that included only sarcastic utterances that had been explicitly identified as such by the composer of the message. They provided a report concerning the difficulty of distinguishing between sarcastic tweets and tweets that are straightforwardly positive or negative. The results showed the difficulty experienced by both humans and machine learning A C C E P T E D M A N U S C R I P T methods when attempting to classify sarcasm. Filatova [7] described an experiment concerning corpus generation whose goal was to obtain Amazon product review pairs that could be used to analyze the notion of sarcasm in texts and to train a sarcasm detection system. Justo et al. [8] proposed various methods whose objective was to discover an appropriate set of features for different types of social language. They tested a range of different feature sets by using two different classifiers. The results showed that the sarcasm detection task benefitted from the inclusion of linguistic and semantic information sources, while nasty language was more easily detected by using only a set of surface patterns or indicators. Sulis et al. [9] investigated the use of figurative language in Twitter. Messages explicitly tagged by users as #irony, #sarcasm and #not were analyzed in order to test the hypothesis as regards dealing with different linguistic phenomena. They took into account emotional and affective lexical resources, in addition to structural features, with the aim of exploring the relationship between figurativity, sentiment and emotions at a finer level of granularity. Bouazizi& Ohtsuki [17] proposed an efficient means to detect sarcastic tweets, and studied how to use this information (i.e., whether or not the tweet is sarcastic) so as to enhance the accuracy of sentiment analysis. The main purposes for which sarcasm is used in social networks were also identified. Finally, they studied the added value of the different sets of features used in terms of precision. Delmonte & Stingo [18] presented a computational work whose intention was to detect satire/sarcasm in long commentaries on Italian politics. They used the lexical features extracted from the manual annotation based on Appraisal Theory from some 30,000 word texts. A manual annotation phase carried out on 112 texts by two well-known Italian journalists was presented. After a first experimentation phase based on the lexical features extracted from the XML (eXtensible Markup Language) output files, they proceeded to retag lexical entries by dividing them into two subclasses: figurative and literal meaning. Tsonkov & Koychev [19] described and proposed three different ways in which to automatically detect double meaning in English texts and proposed 9 heuristic rules for this purpose. Five extra features were then employed, such as the number of words containing positive sentiment and negative sentiment, Intensity score, the number of adjectives and the length of the opinion, in order to improve the accuracy of the rule-based approach. Karoui, Zitoune & Moriceau [20] proposed a model with which to identify irony in implicit oppositions in the French language. Sequential Minimal Optimization (SMO) was used, along with the Weka toolkit with standard parameters. Other learning algorithms (naive bayes, decision trees, logistic regression) were also evaluated, but the results were not as good as those obtained with SMO.
Satire detection has often been studied in literature, but a computational approach has not usually been used [13, 21, 22, 23, 24, 25] . For instance, Ahmadet al. [21] proposed a method for satire detection, which is based on the use of machine learning techniques, and used a bag-of-words along with feature weighing in order to train a SVM (Support Vector Machine) algorithm. The experiments were carried out on a news corpus. The newswire documents were randomly sampled from the English Gigaword Corpus and the satire data set was selected from The Orion. Burfoot & Baldwin [22] presented an approach that could be used to determine whether a newswire article is "true" or satirical. They based their experiments on the use of SVM algorithms by considering several features such as bag-of-words, lexical features, and semantic validity. The results showed that the combination of SVMs with BNS (Bi-Normal Separation) feature scaling achieved high precision and lower recall, and that the inclusion of the notion of validity achieved the best overall F-score. Barbieri, Ronzano & Saggion [23] , meanwhile, presented a system for the automatic detection of Spanish satirical news. The system developed relies on linguistic features to classify tweets. The experiments demonstrated that the model outperforms a word-based baseline as regards detecting whether or not a tweet is satirical. Owais, Nafis & Khanna [24] proposed an approach for use in the classification of online news articles as satirical or true by using the SVM (Support Vector Machine) classification method and bag-of-words features. They additionally supplemented the bag-of-words model with feature weighting by using two methods: 1) Binary feature weights, and 2) Bi-normal separation feature scaling. The corpus consisted of a total of 2500 true news documents and 110 satirical news articles. Rubin et al. [13] proposed an SVM-based algorithm, enriched with 5 predictive features: Absurdity, Humor, Grammar, Negative Affect, and Punctuation. A combination of these was tested on 360 news articles. The dataset was collected in 2 sets. The first set was collected from 2 satirical news sites (The Onion and The Beaverton) while the second was taken from 2 legitimate news sources (The Toronto Star and The New York Times). Barberi, Ronzano & Saggion [25] proposed an approach for the A C C E P T E D M A N U S C R I P T detection of news satire in Twitter in English, Spanish, and Italian. A set of features describing lexical, semantic and usage-related properties of the words in each Tweet was used for this purpose.
We should state that our work differs from the existing literature for two main reasons: (i) The aforementioned proposals are based on different feature extraction approaches: some are based on a bag-of-words model while others explore more sophisticated features, such as linguistic and affective features or punctuation marks. However, these features have been selected on the basis of other studies, and on the assumption that the features have a great influence on sarcasm or satire detection. We have, therefore, analyzed a broader set of features related to psycholinguistic aspects, punctuations marks, personal concerns and spoken categories in order to discover important features that may help determinate whether or not a tweet contains satire, and (ii) We have carried out an analysis of a set of satirical tweets from Mexico and another from Spain in order to determine whether there is a significant difference between the patterns of features used to detect satire in these two cultures.
Corpus
This study has been carried out using a dataset concerning satirical and non-satirical news from Twitter accounts. Since satire detection has appeared only recently, few Spanish language datasets were available. Nonetheless, a corpus for Spanish satirical detection is presented in Barberi et al. [23] . However, the corpus provides only information regarding the Spanish of Spain. We have therefore decided to generate our own corpus, since our aim is also to carry out an analysis of Mexican satire. The tweet collection from the Twitter Streaming API was built using Twitter4J 2 , a Java-based library that facilitates the usage of Twitter API. Tweets were retrieved from eight Twitter accounts, four of which are satirical (two from Spain and two from Mexico) and four of which are non-satirical (two from Spain and two from Mexico) (see Table 1 ). We obtained a total of 10,000 satirical tweets (5000 from Spain and 5000 from Mexico), and 10,000 non-satirical tweets (5000 from Spain and 5000 from Mexico). Once the tweets had been collected, we applied automatic filtering to remove retweets, duplicates, tweets written in non-Spanish languages, and tweets with only URLs. Finally, we performed a manual review of the filtered tweets in order to ensure that those obtained were relevant to our study. This resulted in 6829 satirical tweets (3107 from Mexico and 3722 from Spain) and 7716 non-satirical tweets (4561 from Mexico and 3155 from Spain). Our final corpus contains a total of 5000 satirical tweets and 5000 non-satirical tweets owing to the fact that we selected only 2500 satirical tweets from Spain, 2500 satirical tweets from Mexico, 2500 non-satirical tweets from Spain, and 2500 nonsatirical from Mexico in order to obtain a balanced corpus. Figure 1 shows an example of a non-satirical tweet, while Figure 2 shows an example of a satirical tweet from our corpus. We share this dataset as a list of Tweet IDs since, according to the Twitter privacy policy, the content of tweets cannot be shared. 3 .
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Our approach
The satire detection method proposed is divided into three main steps: (1) Text pre-processing, (2) Feature extraction, and (3) Training of the machine learning algorithm. The approach presented was tested on the Spanish language by using a corpus of tweets concerning satirical and non-satirical news from Mexican and Spanish Twitter accounts. Figure 3 shows the flow diagram of our satirical detection approach. This first step involves pre-processing the text in the corpus in order to clean and correct it. The second step consists of extracting the psychological and linguistic features by means of LIWC. The last step consists of training the machine learning classification algorithms, such as SMO, BayesNet and J48.
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Text pre-processing
The language used in Twitter is mainly characterized by an informal and free writing style [26] , in which initialisms, shortenings, homophonic confusion, character repetition and the misuse of uppercase letters are commonly used to either save characters or denote emphasis in tweets. Twitter users frequently make spelling and grammar mistakes and create short texts that are difficult to analyze. We dealt with these phenomena of lexical variation by using the work presented in [27] as a basis.
The first step of our approach consists of a tokenization process of all tweets by using the Twokenize tool [28] , a Twitter-specific tokenizer that not only divides the text into tokens but also allows the detection of entities of interest for this approach, namely mentions, hashtags, and URLs.
Any items that cannot assist during the subsequent phase are then removed with the objective of reducing the noise in the dataset. The following tasks are performed for each tweet:
1. Delete mentions and replies to other users´ tweets, which are represented by means of strings starting with @. 2. Remove URLs, i.e., strings starting with http:// 3. The "#" character is removed from all hashtags because often, only the remainder of the string forms a legible word that contributes to a better understanding of the tweet [29] .
The use of abbreviations and shorthand notations is common in tweets, given the limitation of 140 characters. In this respect, the second step consists of replacing elements with their expansions. For instance, "también" (also) instead of "tb", "por favor" (please) instead of "xfa". This task is performed using the NetLingo dictionary [30] . Finally, the spelling errors are corrected. This is done using Hunspell [31] , an open source spell checker and morphological analyzer based on MySpell and designed for languages with a rich morphology [32] . For instance, "palabar", "daibetes", and "compelto" are corrected to "palabra" (word), "diabetes" (diabetes), and "completo" (complete, full), respectively.
As mentioned above, the base resources used for this task are Hunspell, Twokenize, and NetLingo. These resources were selected because they have been widely and successfully used to pre-process tweets in other research works, such as [26] , [27] , [33] , [34] , [35] , [36] , [37] .
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We used LIWC (Linguistic Inquiry and Word Count) in order to obtain the psycholinguistic features of the texts and explore which LIWC categories can provide patterns for satire detection. LIWC categories have been used in sarcasm classification [8] , satire classification [13] [14] and similar tasks, such as identifying humorous texts [12] . However, in the case of satire detection only features such as negative emotions, negations, quantifiers, certainty, tentative, exclusion, inclusion, discrepancy, causation, past, present and punctuation marks have been investigated. The authors of the aforementioned works selected a group of features based on previous studies in literature and by assuming that the features would be discriminating as regards satirical detection. In this respect, we have examined the complete list of the 72 categories available in LIWC in order to detect which of the features for figurative language mentioned in literature and other LIWC features may contribute to satire detection.
LIWC was specifically developed to provide an efficient method with which to study psycholinguistic concerns, and has been considerably improved since its first version. An updated revision of the original version was presented in Pennebaker et al. [38] , namely LIWC2015. LIWC contains dictionaries in several languages such as English, Dutch, Portuguese, Arabic and Spanish, to mention but a few. These dictionaries have been translated from the English version. In this work, we used the 2007 Spanish version [39] , which was overseen by a native speaker of Mexican Spanish who worked closely with a Colombian Spanish speaker. The final version involved the collaboration of a native Spanish speaker from Spain. This dictionary is composed of 7515 words and word stems. Each word can be classified into one or more of the 72 categories included by default in LIWC. These categories are additionally classified into five main sets: (1) linguistic processes; (2) psychological processes; (3) personal concerns; (4) spoken categories; and 5) Punctuation. Table 2 shows some examples of the LIWC categories. The full list of categories is presented in Ramírez Esparza et al. [39] . As can be seen in Table 2 , the first set consists of the linguistic process, which involves grammatical information such as the total of pronouns, articles, negations, word counts and auxiliary verbs, among others. The second set contains the psychological process, which is able to estimate positive emotions, negative emotions, social processes and cognitive processes, among others. Within this dimension, the emotion or affective processes use subdictionaries that gather words selected from several sources such as the PANAS [40] and Roget"s Thesaurus, which are subsequently rated by groups of three judges working independently. The third set consists of word categories related to personal concerns intrinsic to the human condition. The fourth set contains "spoken categories", and has been included in order to accommodate certain dimensions of spoken language. Although LIWC has not been
designed for the spoken language, the authors have found it useful when analyzing conversations and interviews. Finally, the fifth set consists of twelve punctuation categories (periods, commas, colons, etc.). With regard to parentheses, LIWC counts pairs of parentheses. Moreover, the "Other Punctuation" category contains all those punctuation marks not included in the other punctuation categories, along with ASCII characters from 33-47, 58-64, 91-96 and 123-126. In order to carry out the text processing with LIWC, we converted the corpus into plain text files, after which each tweet was analyzed individually. LIWC carries out the text processing in three steps. First, the LIWC text analysis module compares each word in the text with a user-defined dictionary (in this case, we selected the Spanish dictionary). For instance, let us consider the tweet presented in Figure 4 , "TV Azteca lanza "Plim", la plataforma digital donde podrás volver a ver tus programas favoritos de la televisora -TV Azteca launches "Plim" a digital platform on which you can re-watch your favorite television programs". In this step, LIWC found fifteen of the eighteen words from the text (see Figure 5 ). The dictionary then identifies which words are associated with the LIWC categories. In addition to counting whole words, LIWC also counts word stems. Word stems are partial words that end with an asterisk (*) in the dictionary. The usage of an asterisk at the end of the word indicates that LIWC ignores all subsequent letters. Consequently, "favorit*" will include the words "favorito", "favorita", "favoritos", "favoritas". Figure 6 presents an extract of the results of the previous example. As can be seen, the words are categorized as follows: "lanza" as a cognitive process ("MecCog"), "la" as a pronoun ("TotPron") and an article ("Articulo"), "ver" as a cognitive process ("MecCog"), "tus" as a pronoun ("TotPron") and "favoritos" as a positive emotion ("EmoPos"). LIWC therefore finds that three pronouns ("la", "tus", and "la"), two articles ("la", "la"), one positive emotion ("favoritos"), and two cognitive mechanisms ("lanza" and "ver") are used.
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A N U S C R I P T Figure 6 . Categorized words Once the processing module has read and accounted for all the words in a given text, the percentage of total words that match each of the dictionary categories is subsequently calculated. To continue with the excerpt from the previous example, LIWC analyzed a single tweet consisting of 18 words and found that three pronouns, two articles, one positive emotion, and two cognitive mechanism words are used, to mention but a few. These numbers are then converted into percentages (see Figure  7) . The resulting feature vector therefore consists of the features with their respective percentages, with the exception of the summary variables WC (Total word count), WPS (Words per sentence), Sixltr (words longer than 6 letters), and DIC (Dictionary word count). 
Machine Learning
The final phase of the approach proposed consists of training the machine learning classification algorithms. In this work, we used WEKA [41] , which is a collection of machine learning algorithms that can be used for data pre-processing, classification, regression, clustering, association rules and visualization.
Our work is based on machine learning classification algorithms known as classifiers. These classifiers allow the creation of models according to the data and purpose of analysis. The classifiers are categorized into seven groups: Bayesian (Naïve Bayes, Bayesian nets, etc.), functions (linear regression, SMO, logistic, etc.), lazy (IBk, LWL, etc.), meta-classifiers (Bagging, Vote, etc.), miscellaneous (SerializedClassifier and InputMappedClassifier), rules (DecisionTable, OneR, etc.) and trees (J48, RandomTree, etc.).
We have used Auto-WEKA to address the problem of learning algorithm selection and the tuning of its hyperparameters. In order to select the best classifier for this specific problem, Auto-WEKA carries out a combined algorithm selection and hyperparameter optimization on the regression and classification algorithms provided by WEKA. Given the Mexican and Spanish datasets, Auto-WEKA therefore explores hyperparameter settings for the algorithms in order to determine the best algorithm along with its corresponding parameter configuration. Auto-WEKA then recommends which method is, in this case, best for the detection of satirical tweets. Figure 8 
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where the C parameter represents a balance between the model complexity and the approximation error; N indicates the filter to apply to the training data, whose values can be: Normalize training data (0), Standardize training data (1) 45] , we performed the supervised training process by considering the Bayes Network learning algorithm (BayesNet), and the C4.5 decision tree (J48) classifiers. These algorithms were selected because they have been used in data classification problems [46] [47] [48] and have obtained encouraging results. Figure 9 depicts the machine learning workflow. The objective of the classifier training phase is to build a model based on the analysis of the instances. This model is represented by means of classification rules, decision trees or mathematical formulae. The models generated are used to classify unknown data, and our model is specifically able to distinguish between satirical and non-satirical texts. We performed a set of experiments with the aim of measuring the effectiveness of our approach for the detection of satirical tweets. These experiments are described in detail below.
Experimental evaluation
We have measured the performance of our method using well-known metrics: precision, recall, Fmeasure, accuracy and ROC Area. Recall is the proportion of actual positive cases that were correctly identified. This score is obtained using equation 1, where TP (True Positive) are those satirical tweets that the system classified as such and FN (False Negatives) are those satirical tweets that the system was not able to classify as such. Precision represents the proportion of positive cases identified that are real positives. The precision value is obtained by means of equation 2, where FP (False Positives) are the non-satirical tweets that the system classified as being satirical. The F-measure (see equation 3) is the harmonic mean of precision and recall, and is computed by multiplying the constant 2 by the product of precision and recall divided by their sum. Finally, accuracy is a weighted arithmetic mean of precision and inverse precision (weighted by Bias), in addition to being a weighted arithmetic mean of recall and inverse recall (weighted by prevalence) [49] . In this work, the accuracy score is obtained by using equation 4, where TP (True Positives) are those satirical tweets that the system classified as such, TN (True Negatives) are those non-satirical tweets that the system did not classify as being satirical, and Total population comprises both satirical and non-satirical tweets. 
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There is a growing interest in adopting the ROC (Receiver Operating Characteristics) as the metric for performance evaluation and classifier design [50] . The ROC area metric is a classification accuracy metric that can be represented equivalently by plotting the fraction of true positives (TPR = true positive rate), also known as sensitivity or recall, versus the fraction of false positives (FPR = false positive rate), which can be calculated as (1-specificity) [51] . The graphic representation of (1-specificity, sensitivity) is called a ROC curve and it shows the trade-off between sensitivity and specificity. A curve that is closer to the top-left point therefore indicates that the classifier is more accurate, while a curve that is closer to the diagonal indicates that it is less accurate.
A 10-fold cross-validation was carried out for each classifier. This technique is used to evaluate how the results obtained would be generalized to an independent dataset. Since the aim of this experiment was to predict satirical and non-satirical texts, a cross-validation was applied in order to estimate the accuracy of the predictive models. This involved partitioning a data sample into complementary subsets by performing an analysis of the training set and validating the analysis using the testing or validation set.
Several experiments were performed with the aim of investigating the contribution of the different features, both as a set and individually, in order to detect satirical and non-satirical text. The results obtained for precision (P), recall (R), F-measure (F1), Accuracy (ACC) and ROC area (ROC) for each algorithm are reported as follows (Tables 3-5) .
As mentioned in section 4. This experiment allowed us to discover which group of features is most interesting and which classifier performs best for this specific problem. As can be seen in Table 3 , the general results show that the most relevant sets for both Spain and Mexico are punctuation marks (PM), linguistic process (LP), and psychological process (PP), while the worst are personal concerns (PC) and spoken categories (SC). With regard to classifiers, SMO obtained better results than J48 and BayesNet. These results clearly confirm that it is useful to adopt the linguistic, psychological and punctuation mark categories when attempting to distinguish between satirical and non-satirical texts. The second experiment led us to attain all the possible pair combinations obtained from the five sets. In this experiment, ten vectors were constructed (see sub-section 4.2), each of which considered only the features of the categories to be combined. Table 4 shows that these results are better than those presented in Table 3 . Note that it is not sufficient to use only one category of features. As can be observed in Table 4 , the results are increased by simply adding the features from the linguistic and emotional categories. Conversely, the spoken categories and personal concerns are not as relevant as in the previous experiment. Furthermore, with regard to classifiers, SMO also obtained the best classification results in this experiment. 
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The third experiment included all the feature sets. The vector that was constructed for this purpose therefore had a dimension of 72 (see sub-section 4.2), which included all the features. Table 5 shows that SMO obtained the best results with a precision of 85.5%, a recall of 85.5%, an F-measure of 85.5% and an accuracy of 85.5% for Mexico, and a precision of 84.6%, a recall of 84.0%, an F-measure of 84.0% and an accuracy of 84.0% for Spain. The results obtained in Table 3 show that the most relevant categories are those regarding punctuation marks (PM) and linguistic process (LP). The results shown in Table 4 also show that the combination of the features of the relevant categories provides better results. For instance, if only the punctuation marks (PM) and the SMO classifier are used, then F-measures of 76.60% and 80.30% are obtained for Mexico and Spain, respectively. However, if LP and PM are combined, then the F-measure is increased to 82.90% and 83.70% for Mexico and Spain. Finally, Table 5 indicates that the experiments with all categories provided better results, which indicates that some features contained in the other categories are also relevant, such as those contained in the psychological process (PP).
Finally, we used a feature selection stage in order to understand the contribution that each individual feature makes to each model, and to obtain the most discriminant features for satire detection. This was done by ranking all available features according to the information gain criterion. Figure 10 shows the 13 most relevant features as regards detecting satire for Spain and Mexico, namely adverbs ("Adverb"), affect ("Afect"), apostrophe ("Apostro"), certainty ("Certeza"), quantifiers ("Cuantif"), colons ("Colon"), positive words ("EmoPos"), exclamation marks ("Exclam"), informal ("Informal"), cognitive mechanisms ("MecCog"), present tense ("Present"), quotation marks ("Quote"), and social ("Social"). The best ranked features are related to the linguistic process, the psychological process and punctuation marks. This confirms the relevance of this kind of features for satire detection. 
Discussion of Results
The results show that our approach provides encouraging results as regards the detection of satirical and non-satirical tweets. They also confirm that linguistic features, emotional features and punctuation marks are important when attempting to detect satire. As can be observed in Figure 11 , with regard to the linguistic features, the results demonstrate that satirical tweets contain more adverbs, quantifiers and present tenses than non-satirical tweets. In the case of the psychological process, five features were significant predictors: social process, affective process, positive emotions, cognitive process and certainty. Finally, with regard to punctuation marks, colons, exclamation marks, apostrophes and quotation marks were significant predictors. The conclusions that can be drawn from these results are: Figure 11 . Mean percentage of words for satirical and non-satirical tweets  Satirical tweets contain more positive words ("EmoPos") in order to change the meaning of a negative statement, i.e., a social problem, abuses, or any outrageous situation that the user wishes to disclose. For instance, in the tweet presented in Figure 2 "Confirman que mensaje de Roger Waters llegó al corazón de Peña. México ahora es un mejor país. Se acabó la violencia y hay opulencia-It is confirmed that Roger Water"s message reached Peña"s heart. Mexico is now a better country. There is no more violence and opulence flourishes" is composed of positive words. However, this tweet is in reality attempting to show indignation at the situation that the country is confronting thanks to bad government.  Cognitive mechanisms ("MecCog") (e.g., cause, know, ought) are indicative of more complex language [52] . We therefore attribute the high rate of the cognitive process to the fact that satire is more complex and difficult to understand than literal language. For instance, the tweets presented in Figure 12 contain several words, such as "sabe", "qué", "sin", "pero", "prefiere", "preguntar", "igual", "porque", "que", "siempre", and "pensáis", which belong to the cognitive mechanism.  We found that four categories: certainty ("Certeza"), informal ("Informal"), affect ("Afect") and quantifiers ("Cuantif") are strongly related to hyperbole, which is a recurring phenomenon in satirical utterances in which a real situation is exaggerated until it becomes absurd. We ascribe this to the following: 1) Certainty words such as "always" and "never" are some examples of words that generally exaggerate a situation; 2) Informal language is more narrative, emotional and interactive. In literature, these features have been associated with exaggeration [53] [54]; 3) The findings in McCarthy & Carter"s work [54] revealed that exaggeration is associated with a set of affective features, and 4) Mass quantifiers such as masses, loads and tons are features that usually appear in hyperbolic contexts. The tweets presented in Figure 13 are examples of hyperbole in which a situation is exaggerated. In the first example, informal language and certainty words such as "siempre" were used with this objective. In the second tweet, affective words such as "teme" and quantifiers such as "todo" were used to increase the veracity.  Figure 13 . Examples of tweets containing hyperbole  Adverbs ("Adverb") are also a good indicator of satirical tweets, and are used to exaggerate or to minimize a statement [55] . In the case of the tweets presented in Figure 14 , the adverbs "tan" and "muy" were used to intensify the meaning.
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A N U S C R I P T Figure 14 . Satirical tweets containing adverbs  Punctuation marks, such as exclamation marks ("Exclam"), colons ("Colon") and quotation marks ("Quote"), are frequently used to denote satire. Based on the findings of Sulis et al. [56] and Kovaz et al. [9] , we conclude that satire shares these features with irony and sarcasm. The tweets presented in Figure 15 are clear examples of satirical tweets that contain punctuation marks such as exclamation marks (!¡), colons (:), and quotation marks ("",«»). Furthermore, the results show that the apostrophe ("Apostro") is more commonly used in nonsatirical tweets. For instance, Figure 16 shows two examples of non-satirical tweets in which apostrophes were used.
A N U S C R I P T Figure 16 . Non-satirical tweets containing punctuation marks  The "Social" category is also relevant in these results. However, it is more content-dependent, i.e., news satire usually represents current social issues, and we do not therefore believe that it is truly discriminant as regards satire detection. For instance, the tweets presented in Figures  12, 13 and 15 are commonly related to social concerns such as politics.
 The situation of the "Present" category is similar to that of the "Social" category because it is context-dependent. For example, Skalicky &Crossley [14] found that the past tense was more discriminant in Amazon reviews owing to the fact that satirical texts presented a story or narrative related to the product being reviewed, and as such, more past tense markers were found. However, our results show that satirical news has more present tense markers. We attribute this to the fact that news frequently expresses current situations. For example, let us consider the tweets presented in Figures 12, 14 and 15. In these tweets, the writer satirizes current news (at the time of publication). As can be seen in Table 6 , several verbs were identified as being in the present tense, which demonstrates that satirical news tweets are commonly written in this tense. Table 6 . Examples of satirical tweets written in the present tense Tweet Present category "Rajoy no sabe por qué lleva un año sin trabajar pero prefiere no preguntar nada para no romper la racha" Sabe, lleva, prefiere "Igual el gobierno está vaciando la hucha de las pensiones porque debajo del dinero hay un Pokemon. Es que, joder, siempre pensáis lo peor." Está, hay, es, pensáis "Sony lanza un teléfono muy resistente porque cree que eres imbécil y se te va a caer-" Lanza, cree, eres, va "Los anuncios de la Lotería son tan falsos que ya ni siquiera ponen personas de verdad en ellos" Son, ponen "Si escuchas el discurso de Pedro Sánchez al revés se oye el mensaje: "¡Ayuda, Albert
Oye, es A C C E P T E D M A N U S C R I P T Rivera es un reptiliano!"" As can be observed in Figure 17 , there are no significant differences between Mexican and Spanish satire. Although the same discriminant features were obtained by our approach for both datasets, there are differences with regard to the percentage used in the news satire. For instance, there is a great difference between Spanish and Mexican news satire with regard to the use of exclamation marks and cognitive mechanisms, since they are more frequently used in Mexican satire, i.e., Mexican writers commonly use exclamation marks to modify the tone of a statement and to denote satire in the text. What is more, the use of words related to cognitive mechanisms ("MecCog") such as "admitir", "afecta", "sabe", "pero", "algún", "causa" are more frequently used in Mexican than in Spanish news satire.
With regard to other features, such as social, present, positive emotions ("EmoPos"), quote, colon, informal, quantifiers ("Cuantif"), certainty ("Certeza") and adverb, there is no significant difference in their use. We therefore conclude that positive emotions, punctuation marks such as colons and quotes, informal words, and quantifiers are used with the same frequency in Mexican and Spanish satirical tweets. In addition, writers attempt to express current social issues, such as those which are political (see Figure 15) , and features such as present and social therefore play an important role. Finally, adverbs and certainty words ("Certeza") such as "siempre" "jamás", "muy", "nunca" are used by both Spanish and Mexican writers to exaggerate or minimize a situation. Figure 18 depicts the evaluation results obtained after running the three algorithms and employing the ROC curve. This figure has three curves corresponding to each algorithm. The thinnest curve represents the SMO algorithm, the thickest curve represents the BayesNet classifier and the other represents the J48 algorithm. As can be observed, the SMO curve is closer to the top-left point in both cases, i.e., in the case of both the Spanish and the Mexican datasets. This indicates that the SMO is more accurate than the other classifiers. The J48 and BayesNet curves are, meanwhile, closer to the diagonal, which indicates that these classifiers are less accurate. The results obtained match those reported by other works in literature, which have concluded that SVM is one of the best machine learning classification algorithms and outperforms algorithms such as J48, BayesNet, and MaxEnt, among others [42] [43] [44] [45] . Furthermore, these evaluation results are justified by the analysis of several classifiers reported in [57] , in which it has been clearly demonstrated that SVM models are more robust and accurate than other algorithms, including those compared in this work. Other facts that justify these results correspond to the robustness of SMO in high dimensional spaces and in sparse sets of samples, and most text categorization problems are linearly separable [58] . Unlike other classifiers, such as decision trees or logistic regressions, SVM assumes no linearity, and it can be difficult to interpret its results outside its accuracy values [59] . Table 6 shows the results obtained from similar proposals focused on satire detection that have been evaluated in terms of the F-measure. In general, the proposals based on the English language obtained better results (i.e., [21] , [24] and [13] ). We ascribe this to two major factors. First, English has a lower level of grammatical complexity than Spanish. In our work, as has been stated in Section 5, both punctuation marks and linguistic process sets are the most discriminant features. Although the punctuation marks make a significant contribution to the classification, other language-dependent linguistic features, such as "Adverb" or "Cuantif", have a considerable influence on the results. Second, the NLP tools oriented toward English are more mature, extensive and available than those in other languages such as Spanish. With regard to the Spanish language, the results are similar, although our proposal outperformed the results of [23] and [25] . However, it is difficult to establish whether a work is better or worse than our proposal for two principal reasons: 1) the complexity of the domain, and 2) the language used. We are therefore of the opinion that comparing the different approaches described in literature is difficult because none of the software applications are available. Indeed, the corpora used for each experiment differ significantly as regards content, size, topics and language. A fair comparison of two methods would require the usage of the same testing corpus, and it was for this reason that we carried out an exhaustive search for a standard corpus concerning satire in the Spanish language. This search was performed at well-known conferences and workshops such as SemEval, CLEF and WASSA. Despite our efforts, we found only datasets concerning irony and sarcasm in the English language. Although we found proposals focused on satire detection, such as [13, 21, 22, 23, 24, 25] , it is not possible to make a fair comparison with them for two main reasons: 1) the proposals presented in [13, 21, 22, 24] are focused on another language, and 2) the corpora used for these experiments are not publicly available.
Comparison with related work
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Conclusion and Future Work
The contribution of this work is twofold. First, we have collected a corpus composed of Spanish and Mexican satirical and non-satirical news from Twitter accounts. Second, we have provided a new satire detection method based on psycholinguistic features. We have also presented experiments whose objective was to evaluate the proposed method. Our proposal obtained encouraging results, with a Precision of 85.5%, a Recall of 85.5%, an F-measure of 85.5%, an Accuracy of 85.50% and a ROC area of 85.5% in the case of news from Mexico, and a Precision of 84.6%, a Recall of 84.0%, an F-measure of 84.0%, an Accuracy of 84.0% and a ROC area of 84.0% in the case of news from Spain. Furthermore, our results clearly confirm the usefulness of adopting the linguistic process, the psychological process and punctuation marks.
As future research, we have considered developing a new corpus in order to confirm the finding concerning "social" category, which we believe is content-dependent. We are also planning to explore the use of our approach with other languages such as English, Arabic, and French with the objective of determining whether the same pattern of features is useful to detect satire in other languages. Furthermore, we are interesting in carrying out a comparative analysis of sarcasm, irony, satire, with the aim of identifying the features that they share and determining whether they are similar or distinct phenomena. Finally, we have considered addressing idioms because they are frequently found in satirical text and we believe that they may contribute greatly to the detection of satirical text.
A C C E P T E D M A N U S C R I P T A C C E P T E D M A N U S C R I P T
