Limites inferiores sobre os custoss mínimos e comprimentos médios não-aditivos by Zacchi, Samuel Aniceto
Esta Tese foi julgada adequada para a obtenção do título de
. "MESTRE EM CIÊNCIAS"
especialidade em Matemática, e aprovada em sua forma final 
Curso de Pos-Graduação em Matemática da Universidade Federal 
Santa Catarina.
\
Prof. Dr. Inder Jeet Tane, 
COORDENADOR
Banca Examinadora:
Prof. Dr. Inder Jeet Taneja 
ORIENTADOR
rProf. Dr Gur Dial
11
LIMITES INFERIORES SOBRE OS CUSTOS 
MÍNIMOS E COMPRIMENTOS MÉDIOS 
NÃO - ADITIVOS.




Ao Criador dos Céus, da Terra 
e de tudo o que neles hâ.
IV
Aos meus pais,
A Ruth, Fernanda, Fernando, Barbara, 
Juliana e Ricardo.
VAGRADECIMENTOS
Ao Pro£essiDr D r . Inder Jeet Taneja, Orientador desse tra 
balho, pelo incentivo dado e segurança demonstrada na realização 
desta pesquisa.
Estendo meus agradecimentos a todos que me apoiaram e 
a Universidade Federal de Santa Catarina.
VI
RESUMO
Neste trabalho, estudamos o problema de codificação de 
custo mínimo juntamente com as médias não-aditivas do comprimento 
das palavras códigos, e obtivemos o novo limite inferior para q 
custo médio de codificar as mensagens a serem transmitidas.
Os limites inferiores são os mesmos que valem para as 
médias aditivas discutidas anteriormente.
Também provamos que os comprimentos médios não podem 
ser menores que 2(1-Pj^) onde = max (p^ , P 2 ,..., Pj^).
ABSTRAT
Vll
In this work, we study the codification problem of
minimum cost jointly with the non-additive average codeword lengths, 
and we obtain the new lower limite for the average of coding the 
transmitted message.
The lower limites are the same as for the additive
average lengths studied previously.
Also., we prove that the average lengths cannot be less 
than 2(1-Pj^), where Pj^  = Max (p^ , , . . . , Pj^).
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i n t r o d u ç ã o
No Capítulo I, apresentamos o conceito e diagrama de 
um Sistema de Comunicação,- bem como definimos as Entropias de
Shannon, Ordem a, Grau B e Ordem a e Grau g. Também apresentamos 
o Teorema da Codificação sem Ruído com várias Entropias.
No Capítulo II, apresentamos o problema de Codificação 
com Custo Mínimo dos Comprimentos Médios Aditivos das Palavras Co 
digos e apresentamos também o novo limite inferior para o Custo 
Médio.
No Capítulo III, discutimos o problema de Codificação 
de Custo Mínimo juntamente com as Médias Não-Aditivas dos Compri 
mentos das Palavras Codigos e também chegamos ao limite inferior 
obtido no Capítulo II.
No Capítulo IV, tratamos dos limites inferiores sobre 
os comprimentos Não-aditivos.
CAPITULO I
i n t r o d u ç ã o
1.1 - SISTEMA DE COMUNICAÇÃO
Um sistema de comunicação é um conjunto de mecanismos que 
possibilita a transmissão de informação de um ponto denominado 
fonte para um outro ponto denominado receptor.
Para termos uma idéia de tal mecanismo, apresentamos um dia 
grama que visualiza o comportamento de tal sistema.
C.E. Shannon em 1 948 , desenvolveu uma teoria matemática, que tra 
ta dos aspectos fundamentais dos sistemas de comunicação, denom^ 
nada "TEORIA DA INFORMAÇÃO". Esta teoria, trabalha com probabil^ 
dades e tem como um dos objetivos principais minimizar os custos 
de transmissão, que para tal, utiliza de forma apropriada os cod^ 
ficadores e decodificadores, procurando de uma forma funcional 
atingir um desempenho otimo, quando aplicada em sistemas de comu 
nicação.
0 sistema de comunicação ê composto dos seguintes, elementos:
FONTE DE MENSAGEM: Ê uma componente do sistema que ê capaz de pro 
duzir mensagem.
CODIFICADOR: É o responsável pela mudança da forma de mensagem.
isto ê; transforma a linguagem da fonte para a 1inguagem do canal, 
mantendo inalterado o seu conteúdo.
CANAL : I: o meio através do qual a mensagem é propagada com o pro 
blema de ruído.
DECODIFICADOR: Recebe a mensagem que foi transmitida pelo canal 
devendo ser capaz de decifrá-la de modo que a mensagem seja int£ 
ligível pelo receptor.
RECEPTOR: É o ponto de destino da mensagem.
1 . 2 -  CANAL SEM RUÍDO
0 canal é sem ruído se ele permite transmissão perfeita da 
entrada E saída, isto é, não requer o problema de correção de er 
ro. Isto implica que nos requeremos somente maximizar o número de 
mensagens que pode ser mandado pelo canal em um tempo dado. (fixo) 
Definamos agora, alguns elementos básicos para atender o 
objetivo do nosso trabalho.
Consideremos X = íx^ , X 2 ,..., x^ .} uma variável aleatória discreta
com distribuição probabilística P = (p^, Pj^ ) ; onde
K
Pk = P(^k), k = 1, 2,..., K e E pj^=1.
k = 1
Denotamos o conjunto de todas as distribuições probabilísticas por
K
Aj^ , isto é; Aj^  = {P = (P-j, P 2 > ’ ' ’ > ^
k = 1
Seja A = {a^, a^} o alfabeto codigo onde'D é a sua dimen
são.
PALAVRA CODICO: Cada símbolo Xj^  associado com uma seqüência fini
-ta do alfabeto codigo é chamado palavra codigo.
Exemplo : —> a^a^a 2 =
»«•••••••«•••••••A*
= **k
COMPRIMENTO DA PALAVRA CÕDIGO: 0 número de elementos do alfabeto 
codigo em uma palavra codigo é o comprimento da palavra codigo.
K
COMPRIMENTO MÉDIO: L = E Pi, n, , onde n, é o comprimento da pa ------------ k k k
lavra associada ao evento Xj^ , k = 1, 2,..., K.
CODIGO: ê a coleção de todas as palavras codigos.
Exemplo : W = {W^ , W 2 , . . . , Wj^ }
CODIGOS DECIFRÁVEIS UNICAMENTE: 0 codigo ê decifrãvel unicamente 
se cada seqüência do codigo alfabeto corresponde no máximo a uma
r
mensagem.
Exemplo : X = {x^, X 2 , x^, x^}, A = {0,1} 
x^ ->-0; X 2 ->0 1 0 ; ®
A seqüência binária 010 corresponde a X 2 ou x^x^ oux^x^.
Isto implica que a seqüência não pode ser decifrada exatamente.
Uma possibilidade ê que nenhuma palavra c5digo seja o prefixo da 
outra.
PREFIXO : Dizemos que a palavra A é prefixo da palavra B, se B po 
de ser escrita como AC para alguma seqüência finita C ; ou B = AC.
CODIGO INSTANTÂNEO: Se um codigo tem a propriedade que nenhuma pa 
lavra código ê prefixo da outra, então o codigo ê chamado "Codigo
Instantâneo" .
Cada código instantâneo é decifrãvel unicamente. A recíproca ê 
falsa.
EXISTÊNCIA DE UM CÕDIGO INSTANTÂNEO
Teorema 1.2: um codigo instantâneo com comprimentos das palavras 




onde D é a dimensão do alfabeto codigo.
dade de Kraft, z D ^ 1  (1.1)
0 mesmo teorema também vale para os codigos decifráveis un^ 
camente. (ref. Ash [3]).
1 . 3 -  VARIAS m e d i d a s  d a  INFORMAÇÃO
Vamos dar agora algumas medidas as quais são básicas na teo
ria da informação com aplicação em quase todos os campos tais co
mo engenharia, economia, estatística, etc,..., e também na teoria 
da codificação sem ruído.
1.3.1 - Entropia de Shannon
A entropia de Shannon é definida por:
K
H(P) = H(p ^,P2,..., P j() = -  ^ log^ Pj^  (1.2)
Ic = 1
onde (p.| , P 2 , • . . , Pj^ ) e e D>1.
Observação: A base D foi escolhida para simplificar.
1.3.2 - Entropia de Ordem g
Em 1961, Rényi [13] £ez uma generalização da entro 
pia de Shannon, apresentando a entropia de ordem a definida por:
H^(P) = logD ( Z p“), a>0, a;^ 1 (1.3)
k = 1
onde a é um parâmetro.
Quando a^1 temos:
lim H (P) = H(P) que ê a entropia de Shannon.
I CC
1.3.3 - Entropia de Grau g
Em 1970, Daroczy [6] introduziu o conceito de fun 
ções da informação de grau g, e por meio dessas funções definiu a 
entropia de grau g por:
K
H^(P) = (D^“^-1)"'' ( E P?-l), g>0, g;^ 1 (1.4)
k=1 ^
Ê fãcil observar que:
lim
g-1
o ^ H'^(P) = H(P) que é a entropia de Shannon.
1.3.4 - Entropia de Ordem g e Grau g
Em 1975, Sharma e Mittal [16] apresentaram as entro 
pias generalizadas dadas por:
K g ~ ^
H^(P) = (D''"êl)-'' [( z p“)''"'' -1], a,g;^1, a,g>0 (1.5)
“ k=1 ^
g 1-B 1 PkHf(P) = (d ' ^-1) ' [D -1], g;.1 (1.6)
chamadas respectivamente como entropia de ordem a e grau 3 e en 
tropia de ordem 1 e grau ß.
O -Casos Particulares: a) lim (P) = H^(P) que ê a entropia de Renyi
ß-vl
b) quando a=ß?=1, temos:
H^(P) = (D^'^-1)“’' [ Z pj -1], 3>0, 3=^ 1
k=1 ^
que é a entropia de grau ß.
c) quando a-»-l e 6^1 temos;
lim [lim H (P)] = H(P) que é a  entropia de 
a-^ 1 ß-^ 1
Shannon.
1.4 - TEOREMA DA CODIFICAÇÃO SEM RUTDO COM VÁRIAS ENTROPIAS:
Teorema 1.4.1: Dada uma variável aleatória X = {x.^ ,
com a incerteza H ( P) , existe um codigo instantâneo de dimensão D
K
cujo comprimento médio (L =  ^ p, n , ) satisfaz
k=1 ^ ^
H(P) < L < H(P) + 1  (1.7)
(ref. Ash [3])
Também Ash [3], mostrou que para cada inteiro s existe um codigo
s -* -instantaneo x tal que se e o comprimento medio das palavras
cédigos, então:
lim ^  = H(P) (1.8)
S->-oo
K
onde H(P) = - Z log^ p^ ^
k = 1
Isto quer dizer que é possível tornar L tão 
proximo de H(P) quanto se queira, mediante seqliências de entrada 
suficientemente longas.
0 teorema 1.4.1, foi generalizado por Campbell 
usando a entropia de ordem a da seguinte maneira:
1 ^Lema 1.4.1: Seja L(P; N; t) = - log^ ( E Pi, D 1t ü K
o comprimento de ordem t da palavra codigo onde n^ , sa
tisfaz a desigualdade de Kraft (1.1), então L(P; N; t) ^
onde a = (1 + t ) ~ \  com a igualdade se, e somente se
K
= - a logp * log^ p“)
Este lema foi estudado em mais detalhes no capí
tulo II.
K
Observação: lim L(P; N, t) = L(P; N; 0) = T, p, ni 
t^O k=1 ^ ^
Teorema 1.4.2: Por codificação de seqüências de símbolos de 
entrada suficientemente longas, ê possível fazer o comprimento mê 
dio de ordem t das palavras codigos tão restrito a H^(P) quanto
desejado. Além do mais, H (P) < < H (P) + 1  onde
0, K  Oi K
L(P; N; t)/K pode ser chamado comprimento médio de ordem t.
Para simplicidade denotaremos as medidas (1.5) 
e (1.6) como H(P; a, g) e H(P; 1, 3) respectivamente.
Mittal (veja Gupta [9]) introduziu os seguin 
tes comprimentos não-aditivos:
1 o 1 K tn,




L(P; N; 0, 3) = (D^"^-1)"'' [D -1], g;^ 1 (1.10)
Observamos que:
lim L(P; N; t, 6) = L(P; N; 0, 3) 
t-^ 0
Lema
Vale o seguinte lema (veja Gupta [9])
1 .4.2: Se n^ , n 2 , . . . , denotam os comprimentos de um
código instantâneo/decifrãvel unicamente formado do alfabeto cód^ 
go de dimensão D, então:
(i) L(P; N; 0, 3) > H(P; 1, 3), 3?;1 com a igualdade se, e somen 
te se para todo k = 1, 2,..., K.
(ii) L(P; N; t, 3) > H(P; a, 3), 3:^ 1, com a igualdade se, e
^ -1  somente se nj^  = -a logj^ Pj^  + logj^ ( Z p^) onde a = (1+t)
k = 1
Este lema foi estudado nos capítulos III e IV em mais detalhes.
r
Agora daremos os teoremas de codificação corre^ 
pondentes as medias (1.9) e (1.10) (ref. Gupta [9]).
Teorema 1 .4.3: Um comprimento não-aditivo de grau 3 e ordem 
t para um código instantâneo mediante símbolos de entrada pode 
tender arbitrariamente para H(P; a, 3) por codificação de seqliên 
cias suficientemente longas de símbolos de entrada. Ou seja:
H(P; a, 3) ^ L(P; N; t, 3) < + H(P; a, 3)
onde £[^^0 com K^ -“.
Teorema 1.4.4: Um comprimento não-aditivo de grau 3 e ordem
1 (um) para um codigo instantâneo, através de símbolos de entrada,
pode ser feito arbitrariamente, tendendo para H(P; 1, 6) por codi^
ficação de seqllências longas de entrada. Ou seja:
H(P; 1 , 6 ) ^  L(P; N; 0, 3) < + H(P; 1, 3) com e-^ 0 quando K-^-“.^ K
CAPrXULO II
PROBLEMA DE CODIFICAÇÃO COM CUSTO MÍNIMO DOS COMPRIMENTOS 
MÉDIOS ADITIVOS DAS PALAVRAS CÕDIGOS
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0 problema de codificação de custo mínimo é discutido 
juntamente com a determinação de todas as médias quasearitméticas 
aditivas de comprimento das palavras códigos, e o novo limite in 
ferior para o custo médio de codificar as mensagens a serem tran^ 
mitidas é obtido.
2.1 - DETERMINAÇÃO DE TODAS AS MÉDIAS QUASEARITMETICAS ADITIVAS 
DOS COMPRIMENTOS DAS PALAVRAS CÕDIGOS
Campbell [5] introduziu a média quasearitmética dos compri^
r
mentos das palavras códigos da seguinte maneira:
Seja X = {x.j , um conjunto finito de mensagens e seja
P = ÍP-] > P 2 >-*'> P](} distribuição associada de probabilidades ,
K
tal que a probabilidade de x, é p, , k = 1, 2,..., K e Z p, = 1
^ ^ k=1 ^
Pj^>0 (k = 1 , 2, . . . , K) (2.1)
Suponhamos que queremos representar as mensagens em X por palavras 
códigos, isto é, por seqüências finitas de elementos do conjunto 
{0, 1, 2,..., D-1} onde D>1. Existe um código unicamente decifra 
vel que representa Xj^  por uma palavra código de comprimento nj^,
(k = 1, 2,..., K) se, e somente se o conjunto de inteiros positi
vos do comprimento das palavras codigos N = {n^, , n^ .} sa
tisfaz a desigualdade de Kraft, isto e: Z D (2.2)
k=1
Agora seja ({> ; [1, «»[-i-lR uma função contínua estritamente
crescente. Tem uma inversa (j)”* que também é contínua e estrita 
mente crescente. Isto define uma média quasearitmética do compr^ 
mento da palavra codigo.
-1 ^L(P; N; (/)) = (1, ‘ [ E p, (j)(n, )] (2.3)
k=1 ^
A razão de chamar de L um comprimento médio é que, para
N = {n,..., n} isto é, quando todas as palavras códigos são de 
igual comprimento n, então L(P, N, (p) = n. Entretanto, se
K
(f) (x) = 0Q (x) = X com X e [ 1 , “ [, então L(P, N, 0) = Z \  (2.4)
k= 1
que é a média aritmética do comprimento da palavra código.
Campbell [4], [5] também introduziu a média exponencial do 
comprimento da palavra código, para as quais
<í>(x) = (i)^ (x) = X ç [1, “[, t;^ 0, L(P, N, (j)^) = logj^   ^ ?k ° ^^.5)
k= 1
f! fãcil ver que
lim L(P, N, (j,.) = L(P, N, 4,.) 
t^O  ^ ^
Estes dão essencialmente as entropias de Shannon e Rényi como li^  
mites inferiores de (2.4) e (2.5) respectivamente, e mostram tam 
bém que existem códigos unicamente decifráveis para os quais es 
tes comprimentos médios das palavras códigos se aproximam dentro 
de uma unidade para seus limites inferiores.
Consideremos agora dois conjuntos independentes de mensa 
gens X = {x^ , X 2 ,..., e Y = y j } com distribuições
11
probabilísticas associadas P = {p.j , P 2 ,..., p^} ^ e
Q = (q^ , q 2 , •.., qj} C Aj. Visto que X e Y são independentes, a
probabilidade do par (x, , y.) ê (p, q-), k = 1 , 2 , . . . , K  e^ J K j
j = 1,2,..., J. Denotamos por PQ a distribuição probabilística 
{p^q^,..., p^q^,..., Pj^q^,..., p^^qj} G Aj^j. Seja representada
por uma palavra código de comprimento n^  ^ (k = 1, 2,..., K) e seja
yj representada por uma palavra código de comprimento m^ (j = 1, 2,..., J).
Entretanto, supomos que usamos os mesmos símbolos {0, 1, 2,..., D-1}
em todas estas representações. 0  par (x, , y.) pode ser represenK j —
tado por uma palavra código de comprimento n, + m. k = 1, 2,..., K;K 3
j =: 1, 2,..., J. Denotamos estas três distribuições de comprimen 
tos por N = {n^ , n 2 ,. . . , n^^}; M = {m^ , m 2 ,. . . , m^} e
N + M = {n^+m.j, n^+m 2 ,..., n^+mj,..., n^^+mj} respectivamente.
Se N e M satisfazem a desigualdade de Kraft então também sa
K -n, J -m.
tisfaz N + M pois Z D  ^ 1 e  E D ^ < 1  o que segue
k = 1  j = 1
K J -(n,+m.)
E E D  ^ 4  ^ (2.6)
k = 1  j= 1
Portanto, existe realmente um código unicamente decifrãvel com 
N + M como conjunto de comprimentos das palavras códigos associa 
das a :
X x Y = {x^y^ , . . . , x^yj , . . . , Xj^y^ , . . . , Se L e uma medida
de comprimentos médios, é natural requerer que:
L(P*Q, N+M, 4.) = L(P, N, (J,) + L(Q, M, cj)) (2.7)
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isto é ;
K J K J
(l)"h Z l p.q. 4)(n, + mj] = (j)~M Z p, (J)(n,)] + (j)“^ [ Z q. (f)(in.)] (2.8)
k=l j=l  ^ J  ^ J k=l  ^  ^ j.l J J
Chamamos (2.7) ou (2.8) a aditividade. As expressões (2.7) ou
(2.8) são supostas para todos os inteiros positivos n, e m. satis^ J -
fazendo (2.6) e para todo Pj^ , q^ (k = 1, 2,..., K; j = 1, 2,..., J)
K J
tal que Z p^ = 1 > Pi.5^ 0 e Z .q. = l, q.Ss-O.
k=1 j = 1  ^ ^
0 problema de encontrar todas as medidas aditivas (2.7), mé
dias quasearitméticas dos comprimentos das palavras codigos (2.3)
não tem sido solucionado anteriormente (ref. Campbell [5]; Aczel
[1]). Em vez disso, Campbell [5], generalizou os comprimentos das
palavras codigos nj^  (k = 1, 2,..., K) tal que elas se tornam arb^
trariamente nümeros reais satisfazendo a desigualdade de Kraft, e
resolveu (2.8) neste caso. Restringindo a solução para K = J = 2,
portanto tomando o resultado mais geral.
Desde que D > 2 , n.^^1, n2>1 , m^>l, , (2.6) é sempre sati£
feita. 0 que segue o teorema seguinte:
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Teorema 2.1.1: A média aritmética e a exponencial dos com 
primentos médios das palavras codigos (2.4) e (2.5) são somente a 
média quasearitmética dos comprimentos das palavras codigos (2.3) 
as quais são aditivas (2.7) com N = M = 2 (para duas distribui^ 
ções) .
Citamos o seguinte lema que foi provado por
Aczel [1]
Lema 2.1.1: Sejam 4) e ¥ funções contínuas estritamente cres
centes definidas em [1, «> [ .
A equação
4)"^[(1-p) (})(n^ ) + p (J)(n2)] = ^ “^ [(1-p) >fCn^) + p 'l'Cn^ )] * (2.9)
mantém para n^=1, n 2 inteiro arbitrário maior que 1, p é [0,1] ar
bitrârio, se, e somente se existirem constantes y ^ ô, 
que
4'(x) = Y<l>(x) + 6 para todo y ^ [1, “[ (2.10)
Aczel [1] também mostrou que as soluções para (J>(x + m) = 'i’jj^ (x) = 
= y(m) ())(x) + ô (m) x £  [1, «[; m = 1, 2, 3,... 
são ;
(})(x) = yx + 6 (y>0) para todo x € [1, c»[ (2.11)
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(p(x) - yD^^ + 6 (yt>0) para todo x £ [1, °°[ (2.12)
As equações (2.8) e (2.9) são equivalentes.
(ref. Aczel [1]).
É bem conhecido [Reza [14]; Campbell [4]; [5]; 
Aczel [1]] que para todo P e N satisfazendo (2.1) e (2.2) respec 
tivamente,
K K
L(P; N; (Í)q ) = E Pk - E p^  ^ log^ pj^  (2.13)
k = 1 k = 1
L(P; N; = 1  logj z D logp ( (2.14)
K — I ic= t
para t>-1 , t?í0
0 lado da mão direita de (2.13) é a entropia de Shannon e o lado
da mão direita de (2.14) é a entropia de Rényi, (ou entropia de 
ordem t).
Quando t = "1 , é fâcil mostrar que;
K _ L
lim ( - ^  logp (^Z^ py* )) = - logj^ max (p^ , pj^ ) (2.15)
Veja Apêndice A
(portanto, o lado da mão direita de (2.15) é a entropia de Rényi 
de ordem <») . Assim, indo sobre o limite t->-1 em (2.14) obtemos:
K -n,
L(P; N; ~  ^ ^ ~ (p-|, P 2 >' ’ ’ > P k ^’k = 1
Mais geralmente, Campbell (ref. Aczel e Daroczy [2]) provaram que 
para todo t < -1
1 ^ ^^k 1 L(P; N; 0^) = logjj z pj^  D ^ - logj^ max (p^,..., p^ )^ (2.16)
k ^ 1
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2.2 - 0 PROBLEMA DE CODIFICAÇÃO COM CUSTO MÍNIMO
0 mínimo ou limite inferior das propriedades (2.13), (2.14) 
e (2.16) dâ interesse a seguinte interpretação da média quasearit 
mética dos comprimentos das palavras. (Cf. Campbell [5]).
A função (p em (2.3) pode ser entendida como a função custo, 
(j)(n) sendo o custo de usar uma palavra codigo de comprimento n. 
E razoável supor que (j) é estritamente crescente sobre o conjunto 
de inteiros positivos e então pode sempre ser estendida a um,a fun 
ção estritamente crescente e contínua sobre [1, »[. Isto é con
veniente porque pode ser aplicado sobre mais do que um conjun 
to enumerâvel.
Agora o custo médio de codificação de mensagens X={x.,..., x „ }» A
■com distribuição probabilística P = {p^,..., p^ }^ por uma distr^ 
buição N = {n^ , n 2 ,..., de comprimento das palavras codigos
K
é: C = Z p, (J)(n,). (2.17)
k=1 ^ ^
Um problema de codificação de algum interesse ê minimizar o custo 
C por uma escolha apropriada da distribuição N sujeita a (2.2).
Visto que L(P, N, (p) = ip~^  (C) e (p~^  ê contínua e estritamente cre^ 
cente, um problema equivalente é minimizar o comprimento médio da 
palavra codigo L(P, N, (}>) . Existem constantes multiplicativas e 
aditivas dadas por (2.11) e (2.12). Elas não influenciam nos 
comprimentos médios das palavras codigos (2.4) e (2.5). Calculan 
do os custos médios, pode ser oportuno normalizá-los. Uma norma 
lização possível fixaria custo unitário para codificar umà pala 
vra codigo de comprimento 1((})(1) = 1) e custo-zero (no idealizado 
caso) de uma palavra codigo de comprimento zero (tí)(0)=0) onde foi 
provado por Campbell [5] que os comprimentos não são necessaria
r
mente inteiros. Então (J)q e (})^ são reestabelecidos por:
1(}).(x) = x; X G [1, co[, e $.(x) = ~ para t;^0, x e [1, «>[
 ^ D^-1
K
sendo C = Z p, $(n,) (2.18)
k:.1 ^ ^
Uma vantagem é que = lim $ enquanto (j)„ ^ lim (J>. . As desigual
 ^ t-^ 0 ^  ^ t-^ 0 ^
dades (2.13); (2.14) e (2.16) most ram que os custos médios não po
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onde Pj^  = max {p.j , P 2 ,..., Pj.} 
quando as funções custos são dadas por
$q (x ) = X
D^^-1(j)^ (x) = —p--- , t;íO e X € [1, °°[
^ - 1
Para a demonstração de (2.19) veja Apêndice B
El-Sayed [7], além disso, deu o limite inferior, o qual é indepen 
dente de t para os limites inferiores dos custos médios codifica 
dos e provou o seguinte teorema:
Teorema 2.2.1: Seja a média quasearitmética das palavras co 
digos aditiva (2.6) e o custo médio de codificar o conjunto X de 
mensagens normalizadas.
Se
(i) as mensagens são equiprovãveis e D<K, ou
(ii) um codigo binário (D=2) é usado e então os c ustos’ mé 
dios não podem ser menores, ou iguais para 1 - Pjyj» isto é; C > 1 - Pj^  
para todo t e TR.
0 teorema acima foi superado por Silva [17]
Teorema 2.2.2: Seja a média quasearitmética dos comprimen 
tos das palavras codigos aditivas (2.7) e o custo médio de codifi^ 
car o conjunto X de mensagens normalizadaç, se:
(i) as mensagens são equiprovãveis e D^K então (t) » ^ M’ 
ou
(ii) as mensagens são equiprovãveis e D^K, Pj^  > então
7 c,Ct) 1 - Pm ou
(iii) um codigo binário ê usado (D=2) e P]y[ ^ e n t ã o ( t )  ^  1-Pj^ , 
para todo t>~l , onde Pj^  = max (p^,..., Pj^ ) •
Para o caso Cq e D=2 veja Hellman e Raviv [II] e Gallager [8] que 
mostram:
1 1 - p„
r
0 caso C 2 (t) não foi considerado, pois, foi citado por Campbell 
[5] que não tem importância prática para t^~1.
e Taneja e Silva [19] que segue:
CAPÍTULO III
PROBLEMA DE CODIFICAÇÃO COM CUSTO MÍNIMO DAS 
MÉDIAS NÃO-ADITIVAS DOS COMPRIMENTOS DAS PALAVRAS CÕDIGOS
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Neste capítulo, o problema de codificação de custo mí 
nimo é discutido juntamente com as médias não-aditivas do compri^ 
mento das palavras códigos e o novo limite inferior para o custo 
médio de codificar as mensagens a serem transmitidas, é obtido.
Os limites inferiores são os mesmos que valem para as médias ad^ 
tivas discutidas no capítulo II.
3.1 - DETERMINAÇÃO DE TODAS AS MËDIAS NÃO-ADITIVAS DOS COMPRIMEN­
TOS DAS PALAVRAS
r
Consideremos as duas medidas generalizadas não-aditivas in 
troduzidas por Mittal e Sharma [16]
l-B -, (B-1) J ,  Pk Pk
H(P; 1, 6) = (d ' “- D  '[D -1]; B*1 C3.1)
e
K
H(P; a, 6) = (D^“^ -1)"''[( Z p“)^"^-1]; a, 6^1; a,6>0 (3.2)
k=1 ^
Para todo P == (p^ , p^,..., p^ ,) e Aj^ , onde D é a dimensão do' alfa
beto código e D>1. Estas duas medidas satisfazem a seguinte não- 
aditividade;
H(P*Q) = H(P) + H(Q) + AH(P) H(Q), (3.3)
onde À = (D^ -1), 6=" 1 , 3> 0 ; P e Aj^ , ^  ^ ^ \ j *
Além do mais
lim H(P; a, 6) = H(P; 1 , 6 )  e 
a-*-1
K
lim H(P; 1 , 6 ) =  H(P) = - I p, log^ p, .
6->1 k=1 ^ ^ ^
Também foram apresentadas por Mittal (Veja Gupta [9]), as medidas 
não-aditivas de grau B com comprimento das palavras codigos de or 
dem 0 e de ordem t, dadas respectivamente por:
K
L(P; N; 0, 6) = (D' ^^ -1) '[D k=1 *^-1], 3=^ 1 (3.4)
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I R  1 ^ ^L(P; N; t, 3) = (d '“^ -1)"'[( E p, D ^) ^ -1], 3=^ 1, t^O (3.5)
k=1 ^
onde D>1 é a dimensão do alfabeto codigo.
Além do mais;
lim L(P; N; t, 3) = L(P; N; 0, 3) 
t^O
Vamos agora considerar a não-aditividade da seguinte forma: 
L(PQ; N+M; (}>) = L(P; N; <p) + L(Q; M; ({)) +
+ (D^"^-1) L(P; N; ({>) L(Q; M; cj)) , (3.6)
1 ^onde L(P; N ;()>) = <) [ Z p,. <|)(^(n,))] (3.7)
k=1 ^ ^
e í,(nj^ ) é a função de comprimento da palavra n^  ^ e cj) é como esta
definida no capítulo II. Substituindo (3.7) em (3.6) obtemos:
-, K J K . J.-Ir. . _ „ _  ..n .-Ir. .-.Ir-. . (J, (£ (m J  ) ](t> [ Z Z P^ q. (!)(«.(n, m.))] = (j) [ E Pi, (j)(2.(n,))] (p: ' [ Z q. (J)(£(m.k=1 j=1 ^ J ^ ^ j j
K J
+ (d ''"^1) Pk 4)(Unj^))] qj 4)(JiCmj))] (3.8)
Teorema 3.1: As soluções gerais da equação (3.6) ou (3.8) 
são somente as dadas em (3.4) e (3.5).
Demonstração: Sejam
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Pi = i ; Pk == 0; k = 2, 3 ^  ^ IC
= 1; = 0; j = 2, 3,..., J
n^ = n; ^k = 0; k = 2, 3, . . . , K
m^ = m; m. = 0; j = 2, 3 ^  ^ *J
então obtemos de (3. 8)
£(n + m) = £(n) + il(m) + (D^"^-1) £(n) íi(m) (3.9)
fazendo 1 + (D^“^-1) £(n) = t(n) (3.10)
temos: £(n) =.t (n) - 1 (3.11)
D^"^- 1
substituindo (3.11) em (3.9) obtemos: t(n + m) = t(n) t(m) (3.12)
r
a solução geral de (3.12) ê dada por t(n) = D^^ (3.13)
onde c é uma constante diferente de zero.
De (3.13) e (3.11) temos:
íl(n) = .(3.14)
d '~^-i
para í,.( 1) = 1 , temos:
1 . o" - 1
D^~^-1 = D^-1
c = 1-B (3.15)
portanto (3.14) fica 
n (1 “3 ) n .
Zçn) = (3.16)
-  1
Agora vamos considerar em (3.8) q^=1; qj=0, j - 2, 3,..., J 
m^=m, iTij—Oj J =: 2, 3,0«., J
K K
<t>~U 2 Pu 4>(Ã(n, + m))] = 4>~h  ^ p, 0(^(nk))] +  ^(m) + 
k=1 ^ ^ k=1 ^
+ (D^"^-1) (!)"''[ Z p cf)(£(n,))] =
k=1 ^ ^




4>"’'( Z p, <í)(£(n + m)) = [1 + £ (m) (D^ "^-1) ] [ Z p cj)(£(n,))]
k=1 ^ ^ k=1 ^ ^
+ £(m) (3.17)
usando (3.16) em (3.17) obtemos:
K (1-B) (n,+m) ri1 D 1 |->(1-p)m , 1 84) [ Z p <p(^ -------------- ^ ) ]  = [1 +(i^ — . ■ .■ ■ -') (d '"^-1)].
k=1 ^ d '“^-1 d '“^-1
•* ‘kSi ■’k '
* ' J i
isto ê:
K (l-B)nj^ (l-B)nj^
E p 'Fm(5--  _ --l.) ] = cjí-^ í E p <|. (5-- ^-.— - ^ ) ] (3.18)
k=1 ^ D^-^-1 k=1 k D^-^^-1
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( 1 - B ) n ,  ( 1 - 3 ) ( n , + m )  
o n d e  Y d )  . ------ =1 ) ( 3 . 1 9 )
™  d ‘^ - 1  d' P -1
A  s o l u ç ã o  g e r a l  d e  (3 . 1 8 ) ( r e £ .  H a r d y ,  L i t t l e w o o d  e P o l y a  [ 1 0 ]) é 
d a d a  p o r :
= A ( m )  ,(})(x) + B ( m ) ,  x  é [ 1 , ~ [ ,  m  = 1 , 2 , 3 , . . .  ( 3 . 2 0 )
o n d e  A ( m )  e B ( m )  s ã o  c o n s t a n t e s  q u e  d e p e n d e m  d e  m.
o u ,  g ( x  + m)  = A ( m )  g ( x )  + B ( m )  ( 3 .2 1 )
x 6 [1 , °°[ e m  = 1 , 2 , 3 , . ..
n ( 1 - 3 ) x  .
o n d e  g ( x )  = 4>(— T -o " ' ). ( 3 . 2 2 )
A g o r a  ( r e f .  C a p .  II s e ç ã o  ( 2 . 1 1 ) e (2 . 1 2 ) ) t e m o s  a s o l u ç ã o  
d e  (3 .2 1 ) q u e  ê d a d a  p o r :
g ( x )  = Y X  + ô; Y >0 e x  € [ 1 , “ [ (3 . 2 3 )
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g ( x )  = + ô, y t >0 e X  6 [ 1 , “ [, t ^ O  (3 .2 4 )
D e  (3 .2 2 ), (3 .2 3  e (3 .2 4 ) o b t e m o s :
d( 1 - 6 )x
----- ^) = Y X  + ô, Y > 0 , X  € [ 1 , -[  (3 . 2 5 )
£) ( 1 tX
(p(— f— õ------ ) = Y D  + 6 ; X e [ 1 , “ [ e Y t >0 (3 . 2 6 )
d ( 1 - 3) x _  l o g  [ ( D ^ " ^ - 1 ) T  + 1 ]
S e j a  T  = — g------ , e n t ã o  x  = ------------:j----- ^------------
Y l o g . [ ( D ' ' - ^ 1 ) T  + 1 ] 
e n t ã o :  4)(T) = ----------- ------ -------------- + ô
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logj^ -1) T+,1]
4) (T) = y D^ t i  + ô,
ou
<í>3 (x) = ^  logj^[ X + 1 ] + 6 , X € [1, -[ (3.27)
t
(í). J x )  = y[(D^"^-1) X + 1]^"^ + ô; t;z^ O X 6 [1, «>[. (3.28)L , [j
Considerando y =1> ô=0 em (3.27) e (3.28), e usando a de£i 
nição de L como dado em (3.7), temos respectivamente (3.4)e (3.5). 
Portanto, ficou completada a prova do teorema 3.1.
Por Gupta [9] temos:
K K
(1 -B) I Pi, n (3 - 1 ) E p log p
L(P; N; 0, g) 5------^  ^ 5 -----------------^ 1 ----------zl^ (3.29)
6 ^ 1
( Z pj^  D'^ '"k)  ^ -1 ( E p“)^"""-!
L(P; N; t, g) = JSf.1 , ------ (3.30)
a, 6=^ 1 ; a>0 ,
onde os lados da mão direita de (3.29) e (3.30) são, respectiva
mente, H(P; 1, 3 ) e H(P; a, 6 ), a = (l+t)“^. Podemos observar
que quando t-^ -1 em (3.30) obtemos:
K tn, K
( i: Pk D ^) ^ -1 ( E p“)^"“-1
lim L(P; N; t, g) = lim ---------  > lim -^-----.
t- ^ - 1  t- ^ 1  d ‘~^- 1 t- ^ - 1 D ^ “ ^ - 1
Portanto :
"""k R-1 C Z Pj, D ^
lim L(P; N; t, 6) ' = L (P ; N ; -1 , B) = ------- ^  ^
t-M d ’~p -1
CP„)®''-1
^ ----, B»1 (3.31)
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onde Pj^j = max (p.^  , pj^ )
Para t « -1, temos :




L(P; N; t, B) ,> — ----, 3^ 1 . (3.32)
r
Estes dois últimos resultados (3.31) e (3.32) estão demonstrados 
no Apêndice C
3-2 - 0 PROBLEMA DE CODIFICAÇÃO COM CUSTO MÍNIMO
Seguindo as interpretações de custo mínimo do cap. II, te
mo s :
K
C = Pk 4>(í^ k) • (3.33)
Um problema de codificação de algum interesse ê minimizar o custo
C por uma escolha apropriada de distribuição N = {li. , n „ , . . . , n„}\ á K
sujeite a desigualdade de Kraft.
Visto que L(P; N; (}>) = 4)“ * (C) e ê contínua e estritamen
te crescente, um problema equivalente ê minimizar o comprimento 
médio da palavra codigo L(P; N; 4)). Existem constantes multipli. 
cativas e aditivas contidas nas funções custos como dadas por
(3.27) e (3.28). (Elas não influenciam nos comprimentos médios 
das palavras codigos).
Calculando os custos médios, pode ser oportuno normalizá-los. 
Uma normalização possível fixaria custo unitário para codificar 
uma palavra codigo de com.primento 1 e custo zero (no idealizado 
caso) de uma palavra codigo de comprimento zero (45 (0 ) = 0 ). 
Consideremos em (3.27) e (3.28) 4)(0 ) = 0 e 4)(1) = 1.
Obtemos:
Y=1 e 6=0 e Y= ~ s = ^
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respectivamente.
Portanto, substituindo esses valores em (3.27) e (3.28-), respec 
tivamente, obtemos:
l o g ^ J ( D ^ ” ^ - 1 ) X  + 1 ]
$g(x) = -----------------------  (3.34)
J u ,  . (5.35)t,B - 1
onde lim $ (x) = (x). 
t^O ^ p  p
Agora :
log [(D^-^-l) L(P; N; 0, B) + 1]
4)(L(P; N; 0, g)) = --- ^-------------------------------- - >
K
(6 - 1 ) £ logn
logp((Dl-B,,) ^  ...z l . i i
1 - 3
K
" log^ pj^  (3.36)
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(j)(L(P; N; t, 3) = {[(D^~^-1) L(P; N; t, 3) 1]'^"^ -1}
D ^ - 1
K -J-r (1-6)
{(D^"^- 1 ) (d''"^.1 )"’[( r. pj'^b ^ - 1 ] + 1 - 1  
> _________________________ 1 ^ - 1 ^______________________________





(},(L; N; t, g) = -  ^_{ [ ( D 1) L(P; N; t, 3) + 1]^~‘^ -1} ^
D ^-1
1-3 t
> ~ ^ { [  (D^~^- 1 ) (D^"^- 1 )~''[(P^)  ^ - 1 ) + 1 ]-"’^" - 1 }
D -1
r 1 Pm - T= (d"^-1)"'(P -l) = ---- . (3,38)
d ’^ -  1
Resumindo, as desigualdades (3.30), (3.31) e (3.32) mostram 
que os custos médios não podem ser menores que
28
K
Cq = - E Pj, logj^ p^, para t-0 
k = 1
K
C-(t3 = —^— -------------  para t>--l, t^O
' -  1 
^C.(t) = -------, para t«-1 ,
1 -




LIMITES INFERIORES SOBRE OS COMPRIMENTOS MÉDIOS NAO-ADITIVOS
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CAPÍTULO IV
Vimos no capítulo II e III que os custos médios aditivos e 
não-aditivos respectivamente não podem ser menores que:
K
- Z Pk logü Pk k — 1
K '




Y  para t< - 1
1 - D
Também estes resultados foram superados por Taneja e Silva[9],
Mostraremos neste capítulo que os comprimentos médios
r
L(P; N; 0, g) e L(P; N; t, g) também não podem ser menores que 
2(1 - Pj^j) , onde = max (p^ , p^,..., Pj^ ) • Para demonstrar estes
resultados precisaremos dos seguintes teoremas.
Teorema 4.1: Para todo P t At., 8>0---------------------  A
temos: , 1 - Pj^  < ^ ^
onde = max (p^ , P 2 ,..., Pj^ ) e
K
(1 -g) E Pk logj. p,
H(P; 1, g) = (D^-^-1)-''[D - 1 ].
Para a demonstração do teorema 4.1, mostrare
mos os seguintes lemas auxiliares:
Lema 4.1.1: Seja = max (p^ , p^,..., Pj,.) e P £ Aj^ , então: 
H(1-Pm , Pj^ ) ^ H(P), (4.2)
K
onde H(P) = - l Pj^  ^ k’ ^ ^ entropia de Shannon.
Prova: Sem perda de generalidade podemos supor Pj^ =Pj^ » onde 
Pj^  = max (p^ , pj^ ) (4.3)
Temos que:
P^-] ■*'P2 '^ ... ^ ^^1*^2....... ^K-1^ (4.4)
Assim,
lOgp (p^+ ... + Pj^ _-|) » logp p^+ ... + logp p^_^
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ou seja:
_______1 . 1 1
r
(p, t P 2+ ... - p^_,) logp < (l-P^) logD +•
•••" '’-Pk > i°«d 5 ^ ’
com pj^  = max (p^ , p^,..., Pj^ )
1 -Pj^  = min (p-j, p 2 > ' ' • > P]^ )
e 1 -pj^<p^, 1 -Pj^^P2 » ♦ • . , ''-Pk^Pk-1 ’ ^"Pk^Pk*
Portanto
'’-Pk> 1°8 d r r : ^  Pi 1°% 5 7  • ■•• * Pk -1 1°8 d
e ainda
'1 -Pk’ i°8 d * Pk i°8 d < Pi i°Sd ^  " Pk- 1  i°8d 5 ^  *
* Pk i°8 d
onde obtemos
K
- - Pm 1 “Sd Pm ^ " J ,  ?k ?kI '
Hd-Pj^j, Pj^ ) < H(P),
o que prova o lema.
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Lema 4.1.2: Para todo P e 6>0
temos que:
H(1-Pj^, P^; 1, 6 ) < H(P; 1 , g) , (4.5)
onde Pj^  = max *
r
Prova: Do lema 4.1.1, temos que, para todo P € A j^ ,
^Pi» P 2 >-'*> Pk^? ^
Consideremos a função h definida como
h.(x) = (D^"^-1)"''(D*^^"^^^-!) (4.6)
p
E óbvio que h e uma função monótona crescente de x. (Veja apênd^ 
ce D) .
Seja X :i H(P) (4.7)
então h^[H(P)] = H(P; 1, B). (4.8)
Usando a monotonicidade da função temos:
p
hg[H(1-Pj^, Pj^)] < hg[H(P)] (4.9)
de (4.8) e (4.9) obtemos:
H(1-Pj^, Pj^ ; 1, 3) .< H(P; 1, g) para todo P e, e 
= max (p^ , P 2 »... , Pj^ ) , o que prova o lema.
Lema 4.1.5: Para P fc Aj,, 3>0 H(P; 1 , 3) é uma função côn
cava corn respeito a P.
A prova deste lema esta no apêndice E.
Podemos agora efetuar a prova do teorema 4.1.
Prova : Provaremos para K=2 e D=2 e estenderemos essa prova 
para K>2
1 - Para K=2 e D=2, temos
0
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^ H((0,1) ; 1 , 3 ) =  ^H((1 ,0) ; 1 , 3)
e “ "Z’
Desde que o grafico de 1 - max {p, 1-p), 0-^p<1 consiste. em 
duas retas entre (0 ,0) e e entre (^,-^) e (1 ,0 ) (ver fig.
4.1) , obtemos o resultado desejado da concavidade de H((p, 1-p); 1,3), 
0<p<1, 3>0 ou seja: 1 - ^ 7  H(P; 1 , 3 ) ,  P € A 2
2 - Para K>2
Seja P 6 Ajç, sem perda de generalidade supomos que Pj^  = Pj^  
Pelo lema 4.1.2 temos que:
^ P  ^ C4.10)
Desde que o teorema é valido para K=2 temos:
1 -Pj^,< H(( 1 -Pj^, Pj^); 1 , 6 ) para todo P  ^ A^, Pj^  € [0 ,1 ] e 
6>0 (4.11)
De (4.10) e (4.11) deduzimos
1-Pj^  < y H(P; 1 , 3 ) e assim completamos a prova do teorema 
4.1 .
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Teorema 4.2: Para todo P 6 A^ ., 0 <a-í:-2- ^  temos:
1- Pm  ^ ^  H(P; a, 3) (4.12)
onde Pj^  = max (p^ , P 2 ,. . . , Pj^ ) .
Para a demonstração do teorema 4.2, precisare
mos dos seguintes lemas auxiliares:
Lema 4.2.1: Seja P^ = max p.^  , p^,..., Pj^ ) , a>0 a^ -^l e 
P 6 Aj^ .
Então Hd-Pj^, Pj^ ; a) < H(P; a) (4.13)
1 ^onde H(P; a) = -i—  logn  ^ Pv» ® ^ entropia de Rényi, comi-a u K
a = ( 1  + t)"'' .
Prova: Seja P € A j^; sem perda de generalidade podemos supor
" P k ’ *^Pl’ P z’" * ’ P k ^'
19 Caso: Para a<1.
Sabemos que
K K
E pj >, ( L > ct<l (4.14)




k= 1 " k=1 ^ ''kí-l --. (1 - Pj^ j)“ + P“. (4.15)
Desde que log é uma funçao crescente temos que:
K
logpí E p^] >. logjjíCl-Pj^,)“ + Pjj]. (4.16)
1
multiplicando (4.16) pelo fator positivo pois a<1, obtemos:
I •“ ot
T^ã >' i h  * PS!' ('*•”)
ou seja:
H(1-Pj^, P,^ ; a) ^ H(P; a) P Ê Aj^  e a<1. (4.18)
29 Caso; Para a>1•
Neste caso, as desigualdades (4.14) e (4.15) e (4.16) ficam inver
tidas. Desde que para a>1, y-~ é um fator negativo, obtemos nova
mente a desigualdade (4.17) e assim completamos a prova do .lema.
Lema 4.2.2: Para todo P í Aj^ , B>0, onde 
Pjvi = *^ Pi» P 2 ’-**» Pk^ ’ temos: ;
Pj,j) ; a, 6 ) < H(P; a, 6). (4.19)
Prova: Do lema 4.2.1 temos que 
H(1-Pm , Pj^ ; a) < H(P;a). (4.20)
Consideremos a função h definida como
hg(x) = (D^”^-!)""* . (4.21)
É Óbvio que h e uma função monótona crescente de x. (veja demon^ 
tração no apêndice D ) .
Seja X  ;z H(P;a) então podemos escrever
hg[H(P; a)] = H(P; a, 3). (4.22)
Usando a monotonicidade da função temos;
hg[H(1-Pj^, Pj,j;a)]< hg [H(P; a)], (4.23)
obtendo por (4.22)
H(1-Pj^, Pj^j; a, 3)  ^ H(P; a, 3) para todo P £ e 
Pj^,^ = max (p.j , p^,..., Pj^ ) , o que prova o lema.
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Lema 4.2.3: Para P C A„ e 0<a^- ^"K " '"'2-3 
H(P; a, 3) ê côncava com respeito a P.
Para a demonstração veja Vander Pyl [12] (Apêndice F ) .
0  seguinte corolário é uma conseqüência imediata
do lema 4.2.3.
Corolário 4.1: Para P f A e 3=2 --------------- K
(i, e., H(P; a, 2)) H(P; a, 3) ê côncava com respeito a P.
Podemos agora efetuar a prova do teorema 4.2.
36
Prova: Provaremos o teorema para K=2 e estenderemos essa 
prova para K>2.
1 - Para K=2, temos
(4.24)
j H((-|’^) ; a, 8 ) = -■1
2 ’ (4,25)
• onde p=p.j e 1 -p=p 2 .
Desde que o gráfico de 1 - max {p, 1-p}, O^p^l consiste de 
duas retas entre (0 ,0 ) e e entre (■j,-^) e (1 ,0 ), (ver
fig. 4.2), obtemos o resultado desejado da concavidade 
H(p, 1-p; a, 3), 0 < a < j ^  e 0<p<1 
ou seja:
1 “ Pjvj  ^ 7  a, B), P € onde p.^=p e p 2 = 1-p.
de
2 - Para o caso K>2:
Seja P í Aj,. Sem perda de generalidade podemos supor que
Pj^ =Pk ; pelo lema 4.2.2 temos que:
Pj^ ; a, B) ^ H(P; a, 3) (4.26)
para todo P € 6>0
Desde que o teorema é valido para K=2 temos:
1 - Pj^  < H(1-Pj^, Pj^ ; a, 6 ), para todo P 6 Aj^  (4.27)
 ^ ® 0 <a< 2“2 g •
De (4.26) e (4.27) deduzimos
1 - Pj^ Y H(P; a, 6 ) e assim completamos a prova do teorema 
4.2.
37
Resultados Principais: D=2 
Pelo cap. III, sabemos que:
L(P; N; t, g) > H(P; a, 6 )
onde a = (1 +t)“^ e g>0 , t>-l 
Usando o teorema 4.2, temos:
1 L(P; N; t, B) ^ 1-Pj^ (4.28)
onde Pj^  = max (p^ , P 2 »---, 
e, similarmente,
j  L(P; N; 0, B) > 1-Pj^. (4.29)
Isto significa que, paralelamente, os comprimentos médios 
não-aditivos também estão limitados inferiormente por 2(1-Pj^),uma 
quantidade independente de t . E para os casos de comprimentos mê 




Para todo a € (0, ; a = (1+t)“^ 
temos:
lim H(P; a) = logj^ ^
Ct->-00 M
1 ^ onde H(P; a) logp E pj
k= 1
ou seja;
lim H(P; t) = logp, ~  
t- ^ 1
1K
onde H(P; t) log^^ ( E
 ^ ^ k = 1  ^
e Pj^  = max (p^ , P 2 ». . . , Pj^ ) .
Prova:
Suponha, primeiro, que a>1, então claramente
K 1y D« pa - 1
Pk < ■’m
Decorrente da monotonicidade da função logaritmo, temos







H(P; a) ^ logj3 ^
M
Finalmente, para a=1-
^ 1 H(P; a) = H(P) = pj^  logj^ pj^  ^ log^ p-.
Portanto, para todo a>0
HCP; ot) ^ logj^ pL = -log P^.
M
Agora consideremos a igualdade:
H(P; 0.) = ^  log^ ( E p P  = log^ ^  logj [, , "í’ & “J,
k=1 k=l M
onde P^ = max (p^ , , • . . , Pj^ -) .
Portanto,
Ita logp p“)) = lim log^ *
1 Pk a+ lim [ y ^  logp ( 1  + Z C ^ ) “)]CX->oo 1' •'
“ 1 «  TT3 i°8 d Pm
D
a->» k=l '^ M
a
1OL-yco
= lim logj^ P
CÍ-+CO--1a
-  - - l o g l }  Pfvl’




As desigualdades (2.13), (2.14) e (2.16) mostram que os custos me 
dios não podem ser menores que;
K
Pjc ^° D^ Pk ^ = °
K '
( I -1
— X----------- para t>-1, t»0 (2.19)
d’^ - 1
------  para t<-1
1 -  D ^
onde Pj^  = max {p.,, P 2 ,..., Pj^ l 
quando as funções custos são dados por:
$ q ( x ) = X
1$ (x) = —p-=— , t^O e X Ç [1, “[ 




L(P; N; (J)q ) = X pj^  nj^  ^ - Z Pj^  log^ Pj^  (2.13)
k = 1 k = 1
K tn,  ^ , K '
L(P; N; í^) = 1 logp D “ i±l logg (^S^ pj*’)
para t> -1 , t?; 0 (2.14)
e
1 ^ 1 L(P; N; <),^ ) = 1  logp E Pk D ^ 1  logp Pj^  (2.16)
k = 1
onde t<-1 e Pjy| = {p.|, P 2 ,..., Pj(} •
Visto que L(P; N; <{)) = c))~\c) e considerando que as funções cu_s 
tos são dadas por:
$ q ( x )  =  X ,  e
1
é ^ . ( x )  = - ~— , t?:0 e X  G [1, o o [ ,  temos:
^ - 1 . .
K K
$(L(P; N; (j)^ )) = L(P; N; c(>q) = I Pr ^  ^ Pk Pk
k = 1 k= 1
K tn
tL(P; N; 4>^) ^’1 Pk °
Í(L(P; N; <j, ) ] = ^ ^ --------- =I = ° ^ ---- -------------zl >
- 1 - 1
K 1
t-ífl 1 °8 d ( £ ^ ptTT)t»l
D -1 k=1 -1>  r----------------- = ------ r------------, para t>-l, t?íO
D - 1  D - 1
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K tn,
tL(P; N; <p ) ^'1 Pk °
J(L(P; N; t,)) - L ^  ^
D^ - -  1 d ’^ -  1
l°êD p _ ^
>  r--------- —  = ----- para t^-1 ,
D - 1  D^ - 1
onde Pj^  = max {p^ , P 2 ,**>, Pj(}í ° Q^e prova 2.19.
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APÊNDICE C
^ ”^k 6 - 1  ( Z Pk D ^
lim L(P; N; t, 6) = L(P; N; - 1 , 6 ) =  ^  ^




onde Pj^  = max (p^ , p^ ,.. . , Pj^ ) .
Para t<:-1 , temos :
^ ^  M  ■( E Pk D -1 . . t
k = 1  k ^
1)1 - 6  _ -, " - 1 
isto é:
1 - 6  
Pm^ - 1
L(P; N; t, 6 ) » — --- , 6^1. (3.32)
Demonstração, de (3.31):
Sabemos que:
K tn, ^  K ^
( E p, D k) ^ - 1 ( E p“)^"“ - 1lc- 1  k - 1L(P; N; t, 6 ) = .v------------>. .--------- ,
d'"p - 1 d'“p - 1
a, 65^1 a>0 (3.30)
= H(P; a, 6 ) que ë a entropia de ordem a e grau 6 .
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H(P; a, 3 ) pode ser escrita da seguinte maneira: 
H(P; a, B) = g(H(P; a)) onde P é  e




K . K a^ 1 - a(l-B) ^  logp ( E p“j logj, C E p“) 
g C H C P . a ) ) = í  , í L _ _ -
K
D'  ^ - 1 D'"'" - 1
1-3
. „ a, 1-a ,( 5: pj^ ) -1 
d'"'^ - 1
Como lim^ H(P; a) = (P) = -log^ P^ j^, onde Pj^  = max (p^  ,:p2 ,..., Pj^),
para todo P € A^  ^ e desde que g é contínua para B^ l^ , temos:
lim H(P; a, B) = lim g(H(P; a)) = g(lim H(P; a)) = g(-log^ P^) 
t^-1 t^-1 t->-l ^ ^
(1-B) (-logj^ Pj^ ) B-1 1
p_______  ^ -1 _ _(D.__ ' -1 _
d 1 ~& _ -I D^"^- V
onde a = (1+t)“^ e P^  ^ = max (p-|,..., Pj^ ) , 0 que prova (3.31).
Demonstração de (3.32):
K tn. K tn, K -n,
^ E ^ p , D  . P ^ ^ E ^ D
pois Pj^  = max (p^ , p^,..., Pj^ )
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K -n,





p, D -1 < P„'' -1 . 6>1
Pk “ ^  ■’ C  -' 1 B- ^ - — n ---------- ^ -■ r -g— , D - 1  « 0
D ® - 1 D ®-l
agora, para 0 <S < 1  temos:
‘"k ¥  ¥C^î:^  p , d  *=) " -1 >, p„^ -1.
Como D^“^-1 5^ 0 temos
K tn, 1 -S
( P r ^  ^ p,,^  -T




A função h^(x) = (D^”^ -1)"^ B>0p
ê uma função monótona crescente de x.
Demonstração :
1? Caso: 0<6<], 1-g>0 
temos: para xà-y 
(I-B) X (1-6) y 
q(1-B) ^ ^  y _-j ^
1 ^  aComo D -1 > 0, para 0<g<1, temos:




para x>y temos h (x) h (y) .p P
Logo hg(x) é m.onótona crescente.
29 Caso: 6>1j l-6<0 
Seja xí^ y
(1-B) X < (í-B) y
d ( 1  “6 ) X ^ -l .
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Como -l < 0, temos:
(D^“^ - 1 )“^ ^ - 1 ) > (d’“^ - 1 )"^ y - 1 3
ou seja: hg(x) ^ h^Cy).
Portanto,




Para P € e 3>0, H(P; 1 , 0) é uma função côncava com respe^
to a P.
Prova:
Para o caso a = ! é um caso particular do Apêndice F,
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APÊNDICE F
Lema 4.2.5: Para P ê e 0<a<-2~í-g, H(P; a, 3) é côncava com
respeito a P.
Demonstração:
Lembrando.a desigualdade de Minkowski, sejam a^ s^tO, bj^.>0,, k=1,2,...,K 
número reais.
Se r> 1 ,
K — K — K —
( E a[)^ + ( Z b^)"" í. [ E (a, + b, (F.1)
k=l ^ k=l ^ k=1 ^
e
K K — K —-
C E a l f  + ( E b ^ f  < [ E (a, + (F. 2.)
k-1 ^ k=1 ^ k-1 ^ ^
Se 0<r<1 , as desigualdades (F.1) e (F.2) ficam invertidas.
Sejam P = (p^ , p^,..., Pj^ )  ^ Aj^ ,
Q = Cq^, q 2 »-••. qK^  ^ ^ k’
A,y í [0,1], tais que A+y =1 
e AP + yQ = (Ap^ + yq., , . . . , Ap^ + yQj^) €
Aplicando as relações (F.1) e (F.2) ao caso:
&k ■= XPj^  ^ 0 ,
bk = yq^ > 0  ® ^=ct,
distinguiremos três casos:
■1 9 Caso: g> 1
Temos a seguinte desigualdade:
K K —  K
à C z ( z q p “ » [ z (APk + yqj,)“]“-k= 1 k= 1 k= 1
Se a > 0; isto é, B> 1 , a- I
X -- K - a ^  K ^
[XC S P p “ > p( E q^)“)“ >, [ í (Xp, ♦ pq,)“]“-’. (F.3 ) 
k=1 k=1 k-1
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Se além disso, a isto é, g>2 - a função y = x
convexa, de onde:
K J ± 4 K ^ a ^
A l  ( Z p j ) “ ]“  ^  + p [ (  E q { ) “ ]
k=1 ^ k=1 ^
K -1 K I a
a g-1a - 1 e
^ [X( Z p“)“ pC Z q“)“] CF.4)
k=1 ^ k=.1 ^
pois f ê convexa se para O^A^I, tivermos:
f(Ax + (1-A)y) ^ Af(x) -h (1-A) f(y).
Caso esta desigualdade seja invertida, f serâ côncava.
De (F.3) e (F.4) obtemos então:
K &--1 B~ 1 !(- B" 1
A( Z + y( Z qj)"‘"'* >. [ Z (Ap, + yq,)“]'"“’' (F.5)
k=1 ^ k=1 k=1 ^ ^
Subtraindo 1 = A+y a ambos os membros de (F.S) e dividindo a . de
1 ssigualdade resultante por D "*^-1, obtemos a nova desigualdade:
K K -^1A r /" o 1 ii r/'T'  ^ i 'j  ^ '—  [( z p.) - 1 ] + — — [( Z q,) - 1 J ^ 
d'“^~1 k=1 ^ k=1
K e-'
í  - A —  1 ( í  (Xp,, * p q , - I J ,  (F- 6 )
ü
ou seja:
AH(P; a, 3) + yH(Q; a, 3) ^ H(XP + uQ; a, 3) (F.7)
para a > 1, 6> 2 -
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29 Caso: 0<a<1:
Temos a seguinte desigualdade:
K ™  K — K —
X( L-  ^ yC E q p “ .< [ Z (Ap, ^
k=1 ^ k=1 k=1 ^
se a > 0 , isto é , 3 < 1 ;
K - K - a ^  K ^
[A( E + y( E qj)"‘] < [ E (Ap, + yq.)“]“ • (F.8)
k=1 ^ k=1 ^ . k=1 ^ ^
3-1P"1 - 1Se alem disso a —-r < 1» isto e, 3>2 - —, a função y = 'x ” ea- 1 a  ^ /
côncava, de onde;
K I  a K -  a
X[( E p?)“l t p[( Z q“)“] ^
k=1 ^ k=1 k
K — K ~ Cí B ~ ^
< [A( E Pj)“ + y( E q?)“] (F.9)
k=1 ^ k=1
de (F.S) e (F.9) temos;
K B ~ 1 3~ 1 0~ 1
A[( E p^)]“"”' + y[( E q;')]“"”' 4 [ E (Ap, + yq.)“]'""’'. (F.10) 
k=1 k=1 k=1 ^
Subtraindo de (F.10) A+y=1 e dividindo por (D^”^ -1)>0, obtemos
(F.6) e (F.7) para 0<a<1, e 2 - ~<3<1.
Ot
Se a -^j<0, ^isto ê, 3>1 , a desigualdade (F. 8) ê invertida; o me^
a ^
mo acontece com (F.9) visto que a função y=x “ é convexa. 
Consequentemente (F.10) também fica invertida; subtraindo desta
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A+y = 1 , e dividindo por (D -1)<0, obtemos novamente (F.6) 
(F.7) para 0<a<1, 3>1.
1-6
3? Caso: B = 2 - - --------  ^ a
Quando 6 = 2 - ^ ,  temos o caso da informação da espécie y (y =
(a menos de uma constante multiplicativa) que é estudado direta 
mente, utilizando a desigualdade (F.2).
Caso 3.1: y > 1
K — K — K —
X[ I + y[ Z q7]Y < [ Z (Api, + (F.11)
k=1 ^ k=1 ^ k=r ^ ^
Subtraindo A'+y = 1 a ambos os membros de (F. 11) e dividindo a desi.
gualdade assim obtida por (D^"^-1)>0, (y>1), obtemos uma nova de 
sigualdade:
K — K — K —
-1 k=1 ^ -1 k=1 ^ -1 k=1 ^
(F.12)
isto ê:
A^H(P) + y^H(Q) ^H(AP + yQ) . (F.13)
Caso 3.2: 0<y<1
A desigualdade (F.11) é invertida, mas como -1<:0 obtemos no
vãmente (F.12) e consequentemente (F.13).
Podemos agora concluir que H(P; a, 3) é côncava se:
a >1 e  3^,2 -  - i
0 < a <1 e  2 -  — ^ 3<1 a
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0<a< 1 e 3> 1 .
Ou resumindo
H(P; a, 3) é uma função côncava para qualquer P € Aj^ , para todo
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