Abstract-We introduce a generalization of a recently proposed deterministic relaxation algorithm for edge-preserving regularization in linear inverse problems. This recently proposed algorithm transforms the original (possibly nonconvex) optimization problem into a sequence of quadratic optimization problems, and has been shown to converge under certain conditions when the original cost functional being minimized is strictly convex. We prove that our more general algorithm is globally convergent (i.e., converges to a local minimum from any initialization) under less restrictive conditions, even when the original cost functional is nonconvex. We apply this algorithm to tomographic reconstruction from limited-angle data by formulating the problem as one of regularized least-squares optimization. The results demonstrate that the constraint of piecewise smoothness, applied through the use of edge-preserving regularization, can provide excellent limited-angle tomographic reconstructions. Two edgepreserving regularizers-one convex, the other nonconvex-are used in numerous simulations to demonstrate the effectiveness of the algorithm under various limited-angle scenarios, and to explore how factors, such as choice of error norm, angular sampling rate and amount of noise, affect reconstruction quality and algorithm performance. These simulation results show that for this application, the nonconvex regularizer produces consistently superior results.
I. INTRODUCTION
I N MANY applications of computerized tomography, it is not possible to collect projection data over a complete angular range of 180 . Examples include electron microscopy, astronomy, geophysical exploration, nondestructive evaluation, and many others [1] . In such limited-angle cases, applying a standard full-data reconstruction algorithm, such as filtered backprojection (FBP) [2] , results in poor reconstructions with severe artifacts. Because of the importance of the limited-angle problem, many specialized algorithms have been introduced over the past two decades. Approaches have included orthogonal expansion [3] , [4] , sinogram restoration [5] , [6] , maximum entropy techniques [7] - [9] , Bayesian methods [10] , Manuscript received September 23, 1994 ; revised May 7, 1997 . This work was supported in part by National Science Foundation Grant MIP 91-57377. The associate editor coordinting the review of this manuscript and approving it for publication was Prof. Ken D. Sauer. A. H. Delaney is a consultant, Sunnyvale, CA 94087 USA (e-mail: delaney@aimnet.com).
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projection onto convex sets (POCS) [11] - [13] , Fourier techniques [14] - [18] , algebraic reconstruction techniques (ART) [19] , iterative reprojection methods [20] , and many others. A thorough list of earlier references can be found in [21] , and comparisons of some more recent algorithms and further references can be found in [22] , and [23] .
In general, iterative algorithms that incorporate a priori knowledge about the solution have displayed the best results. This is not surprising because the limited-angle-tomography problem is inherently ill posed [24] , and some type of a priori information must be introduced to regularize the problem. To date, however, most algorithms have produced disappointing results from limited-angle data. In our view, these poor results can be attributed mainly to the inadequate or inappropriate constraints that have been used to regularize the problem. Because the limited-angle problem is extremely underdetermined, these constraints will have a great effect on the quality of reconstruction. Typical constraints, such as known spatial support, maximum energy, minimum and maximum amplitudes, and maximum entropy, although widely applicable, are, unfortunately, not restrictive enough to resolve the indeterminacy inherent in the limited-angle problem. On the other hand, constraints such as global smoothness and closeness to a reference image can be quite effective for certain problems, but have limited applicability.
In this paper, we show that the constraint of piecewise smoothness, which is applicable to most real images, can produce excellent reconstructions from limited-angle data. We formulate the tomography problem as a regularized weighted least-squares optimization problem, and propose a new family of regularization functionals that are meant to apply a constraint of piecewise smoothness on the image. These functionals typically penalize a (possibly nonconvex) function of the differences between neighboring pixels. Although edgepreserving regularization has been used successfully in applications other than tomography (e.g., see [25] - [27] ), as well as in noisy, full-angle tomography such as positron emission tomography (PET) and SPECT [28] - [30] , amazingly, it has not been applied to the limited-angle problem. We show that edge-preserving regularization does more than simply produce reconstructions with sharp edges-it reduces or eliminates many of the artifacts that are seen in typical limited-angle reconstructions.
To perform the minimization of such edge-preserving regularized cost functionals, we present (see also [31] ) a de-1057-7149/98$10.00 © 1998 IEEE terministic relaxation algorithm, which is a generalization of one recently proposed by Charbonnier et al. [32] , [33] . This algorithm converts the original (possibly nonconvex) optimization problem into a sequence of convex (or even quadratic) optimization problems, and has produced good results in our simulations.
As usual, convergence is a key theoretical issue for these iterative algorithms. Various types of convergence results are possible, including the following:
1) local convergence-of the iterates to a local minimum of the cost function, provided they are initialized close enough to the local minimum; 2) convergence of the cost function (but not necessarily the iterates) from any initialization; 3) global convergence, defined as convergence of the iterates to a local minimum of the cost function from any initialization; 4) global convergence to a global minimum, from any initialization. The strongest mode of convergence, 4, is, of course, the most desirable, but it is usually impossible for multimodal functions. In such cases, the best one can hope for is 3, global convergence.
Aubert et al. [34] have performed a theoretical study of Charbonnier's algorithm, and have proved convergence of the cost function, 2, but have not proven that the algorithm is globally convergent when the original cost function is not strictly convex. In addition, their convergence results do not apply to underdetermined problems, such as the limitedangle-tomography problem. In this paper, we prove that our more general algorithm is globally convergent even when the cost function is nonconvex and the original problem is underdetermined, provided the minima are isolated. When the minima are not isolated (i.e., the cost function has flat regions), we prove several somewhat weaker but still very useful results, including so called global subsequential convergence. We also prove that, regardless of the existence of flat regions in the cost, every isolated local minimum has a "basin of attraction," such that iterates initialized in this basin will converge to the local minimum. This can be valuable if heuristics or prior information are used for initialization near the global minimum. For the case of strictly convex regularization, we show that in underdetermined problems the cost function need not be strictly convex, but can be made so by appropriate choice of the edge-preserving penalty. Finally, by describing how the algorithm can be viewed as a form of adaptive regularization, we motivate the use of a heuristic enhancement, which experimentally improves reconstruction quality and initial convergence for nonconvex regularizers. The algorithm and the various theoretical results are applicable to a broad class of inverse problems.
The limited angle tomography problem presents a challenging test case for the algorithm, and is also of independent interest owing to its importance. Numerous simulation results performed under various limited-angle scenarios are used to compare the effectiveness of the proposed regularization functionals and to explore some of the factors that affect algorithm performance and reconstruction quality. Although convex regularizers have been recommended on various theoretical grounds (e.g., [30] ), our numerical results show that in this application a nonconvex regularizer produces consistently superior results for the particular convex penalty used here. This motivates our attention to the nonconvex case. This paper is organized as follows. In Section II, a seriesexpansion approach is used to formulate the tomography problem in terms of a regularized least-squares optimization problem. In Section III, we describe the deterministic relaxation algorithm that is used to perform the optimization, and provide our convergence results. Extensive numerical results are presented in Section IV, and conclusions are presented in Section V.
II. REGULARIZED LEAST-SQUARES RECONSTRUCTION
Our goal is to reconstruct an image that is an estimate of from a set of noisy, sampled projections of collected at a finite number of view angles, , . Using a series-expansion approach [35] , we represent the estimate image as a linear combination of shifted versions of a generating function ,
where is a vector of image coefficients, with . For example, a common choice for has been the square pixel. The set of sampled projections is then modeled as , where the projection operator is derived according to the particular projection geometry being used (e.g., see [36] and [37] ).
To find , we seek a solution to the following regularized weighted least-squares optimization problem: (2) where and are the th regularization functional and regularization parameter, respectively, and is a weighted norm. The first term in (2) (the residual error), controls how "faithful" the reconstruction is to the data, whereas the second term (the regularization) controls how well the reconstruction matches our a a priori knowledge of the solution, with controlling the relative contribution of the two. Note that for Gaussian measurement noise, the solution to (2) corresponds to a maximum a posteriori (MAP) estimate when is the standard weighted Euclidean norm with the inverse noise covariance matrix as the weighting matrix, 1 and the regularization functional is set equal to an energy term determined by the choice of probability distribution used for the prior image model [39] .
Because the limited-angle-tomography problem is severely underdetermined, the regularization functionals used in (2) will greatly affect the quality of the resulting reconstruction. Ideally, we would like to find regularization functionals that lead to a solution that is stable, close to the true solution, and the minimum of a tractable (preferably convex) optimization problem. Unfortunately, it is usually difficult to meet all three of these conditions. For example, consider the standard regularization functional , where is a highpass filter. Although this regularization functional leads to a quadratic optimization problem with a stable solution, it results in a reconstruction that is globally smooth. Since most real images are not globally smooth, the resulting reconstruction may not be close to the true solution.
In this paper, we use two different regularization functionals that are meant to enforce constraints that are consistent with many real images, namely positivity and piecewise smoothness. (Note that the constraint of spatial boundedness is implicitly enforced through (1) by choosing , and, hence, to be finite, and to have finite support.) The first regularization functional penalizes negative values of the estimate image , and is defined by , where is defined by if otherwise where is found from by (1). Although is not quadratic in , it is piecewise quadratic, continuously differentiable, and convex. The second regularization functional penalizes a function of the gradient of the estimate image, and is defined by (3) where is the magnitude of the gradient of at , and is a positive function. (Note that the gradient of can be found from by (1) in the obvious way as long as is differentiable.) Using these two regularization functionals in (2), we arrive at the actual cost function that we seek to minimize (4) Although the first regularization functional, which enforces a constraint of positivity, improves reconstruction quality slightly, its effect compared to the second regularization functional (3) is small. Hence, we concentrate our attention on (3). Regularization functionals similar to (3) have been used by many researchers in a variety of ill-posed problems (e.g., [25] - [30] ) and are often called edge-preserving regularizers. The key to this type of regularization is the function , which determines how the gradient of the image is penalized. For example, choosing , which corresponds to standard quadratic regularization, will cause large gradients to be heavily penalized, and thus deter the formation of sharp edges. Several authors have set equal to the Huber function (e.g., [40] ), which is quadratic near zero, but is linear beyond a threshold point. Although the Huber function is convex, it does not penalize large gradients as severely as the purely quadratic . Geman and McClure [41] have suggested using , where is a parameter to be selected. This choice of is nonconvex, and penalizes large gradients even less than the Huber function. Other convex and nonconvex choices for have been suggested by Green [28] , Lange [29] , Bouman [30] , Geman and Reynolds [42] , Hebert and Leahy [43] , Blake and Zisserman [44] , and others.
For images that consist of piecewise-smooth regions with sharp boundaries, we would expect that better results could be obtained by using a nonconvex , as opposed to a convex , since sharp transitions could be penalized less severely. Unfortunately, using a nonconvex leads to a nonconvex and usually multimodal optimization problem, which is difficult to solve. For example, standard optimization algorithms such as Modified Gauss-Newton or conjugate gradients (CG's) can fail to converge to even local minima, and steepest descent can be extremely slow and exhibit severe numerical difficulties. Stochastic optimization algorithms, such as simulated annealing [45] , require an extreme amount of computation to find a global minimum. Alternatively, deterministic relaxation algorithms (e.g., graduated nonconvexity [44] , [46] ), while not guaranteed to find a global minimum, require a reasonable amount of computation and have been used successfully in several applications. In the next section, we describe a deterministic relaxation algorithm that we use to (approximately) minimize (4).
III. DETERMINISTIC RELAXATION

A. Previous Work
Based on the work of Geman and Reynolds [42] , Charbonnier et al. [32] , [33] recently proposed a deterministic relaxation algorithm called ARTUR to minimize the cost functional (5) which is similar to the cost functional (4) that we are interested in minimizing. Their algorithm is based on transforming (5) into a half quadratic dual functional by introducing an auxiliary variable and then alternately minimizing this dual functional, first with respect to , and then with respect to . Given an initial estimate image , ARTUR consists of the following steps:
which are repeated until a stopping criterion is met.
Aubert et al. [34] have performed a theoretical analysis of this algorithm and have proven that if is convex and nondecreasing on , and if is a full-column-rank matrix, then the sequence converges to the unique minimum of . Unfortunately, they provided no proof that the iterates converge, or even that a subsequence of those iterates converges to a local minimum of , when is nonconvex or when is rank deficient. Hence, even for convex , their convergence result does not apply to the important class of underdetermined problems in which does not have full column rank. In particular, their result does not apply to the limited-angle-tomography problem, which is a prime example of this type.
B. General Algorithm
We now present a generalization of the cost functional (5), and state an algorithm for its minimization that is a generalization of ARTUR. We prove that this algorithm is globally convergent (in the sense defined in the Introduction), even when it is applied to (4) or (5) with nonconvex and rank deficient, provided the minima are isolated. Somewhat weaker but still very useful results are proved for the case when the minima are not isolated. Consider the cost functional (8) where , , for , are continuously differentiable, convex functionals, and , is a continuously twice differentiable strictly concave function, with , and . We will show that cost functionals of the foregoing form are minimized by the following algorithm.
Algorithm : Let be the space and a functional defined by (9) We assume that and are such that for any fixed is strictly convex with respect to . For any define the function (10) and the mapping 2 (11) where , . The algorithm consists of the iterative application of the mapping from some initial starting point :
For convenience, the algorithm and the map are denoted by the same symbol . We assume that is some sufficiently large fixed constant, such that for any the constraint in the minimization (11) is inactive. In other words, the unconstrained minimizer of 2 A unique minimizer exists in the convex region fg: kgk1 < g owing to the assumed strict convexity of J 0 (1; e):
, so that is a stationary point of . Note that, by the assumptions on , is a continuously differentiable, strictly decreasing (hence invertible), positive function, with . Convexity of with respect to follows directly from its definition. (Note that may still be nonconvex, depending on the choice of the function .) The stronger assumption of strict convexity can be removed leaving all subsequent results intact, by appropriate redefinition 4 of . To save space, and because, as discussed later, the assumption of strict convexity of is rather mild and a natural one in the context of regularized inversion, this generalization is left out.
The fixed points of are points satisfying . By the construction in (11) and (12), these points are minima of with respect to . But, importantly, they are also stationary points of , as stated in the following proposition.
Proposition 1: Let the set be defined by (13) Then is equal to the set of stationary points of the functional defined in (8) .
Proof: See Appendix A. We have the following convergence results, with the corresponding proofs contained in the appendices. (We denote by a strictly decreasing sequence converging to .) Theorem 1: Let be any sequence generated by the algorithm (from an arbitrary initial point ). Then, using the usual Euclidean norm and metric on , has convergent subsequences and all their limits are stationary points of (14) where is a stationary point of (15)
and either converges to a stationary point of or the accumulation points of form a continuum in (17) Furthermore, if , then 3 Nonexistence of such a is a deficiency of the choice of regularization, not of the algorithm. A finite satisfying this assumption certainly exists when both Q(f ) and Vn(f ) are nonnegative definite (piecewise) quadratic in f (with finite coefficients), as is the case in the applications in this paper. More generally, let Q(f ) and Vn(f) be nonnegative convex functions with some bounded (not necessarily unique) minima q and v m , respectively. Then, for em 0 J 0 (f; e) in (9) will have a bounded (not necessarily unique) minimum with respect to f located in the convex hull of q; v m ; m = 0 111M 0 1: Hence, if is chosen so that ff : jjfjj < g contains this convex hull, our assumption is satisfied. 4 In particular, of all the minimizers with respect to g of J[g; E(f )] (of which there can be many), M(f) is defined to be the one closest to f (it can be shown to be unique). The convergence proof in this case is somewhat more involved, requiring the use of the Kuhn-Tucker optimality conditions to show that M is upper-semicontinuous. (to a single stationary point of ), admitting the possibility of accumulation points of the sequence forming a continuum. However, since the accumulation points are stationary points of , this can only happen if the latter form a continuum. Hence, Corollaries 1 and 2, which guarantee global convergence of the iteration sequence to a single stationary point of , or to the global minimum of , respectively.
Considering the pathological situation, it follows that the algorithm can fail to converge only when is "flat" for values of in certain regions, or along certain curves. Even in this case, the algorithm behaves in a very reasonable way, as follows.
1) The values of the objective are strictly decreasing, until they converge (15) . 2) The difference between successive iterates goes to zero (16) . 3) Corollary 3 shows that for sufficiently large , the entire trajectory can be guaranteed to get arbitrarily close to the solution set . 4) Corollary 4 shows that regardless of the existence of "flats" in , any strong local minimum of is an "attractive" fixed point of ; if the iteration is started from the basin of attraction of , the iterates will converge to it. 5) Because an isolated minimum will be attractive, it follows that iterates cannot "bounce about" between, say, two isolated points of , getting ever closer to them, but converging to neither. Hence, the only nonconvergent behavior that can be expected, is "creeping" of the iterates, getting ever closer to a continuous set of stationary points (a "flat") of , if such exists. Since a priori no one stationary point in a "flat" of is preferred to another, these results are about as good as one could wish for in the presence of flats in . By stopping the iteration far enough (e.g., using the norm of the gradient of as a stopping criterion) one is guaranteed to find a point arbitrarily close to the solution set. Furthermore, strong local minima, and in particular the global minimum if it is a strong local minimum, are "attractive" fixed points of , regardless of the existence of "flats." Indeed, if the global minimum of is not unique (or at least a strong local minimum), this should be considered a failing of the regularized criterion, rather than a shortcoming of the algorithm. One last issue to be resolved, is the nature of the stationary points of , to which the algorithm can converge. These can include, in addition to the desirable minima, undesirable maxima and saddle points, if such exist. However, in contrast to the attractive minima, the latter are unstable fixed points. This follows from the fact that is strictly decreasing as long as . Hence, any perturbation away from a saddle point or a maximum will lead away from it. Since such perturbations are inherent to any numerical implementation, the "practical solution set" will only include local minima of . (In fact, by (15) , convergence to a maximum is only possible if initialized there.)
C. Application to Edge-Preserving Regularization
One way 5 of applying these results to (4) is by setting
in (8)- (10). 6 Note that and so defined satisfy the differentiability and convexity assumptions of the algorithm . With these definitions and [cf., (4) and (8)]. Furthermore, the relationship of our algorithm to ARTUR can be seen by combining the definition of with (20) to obtain , and substituting this in (10) . Note that, by (20) , for to be strictly decreasing (and for our theorems to hold) must be a strictly concave function on . (This is the same restriction on that Aubert et al. derived in [34] . ) We emphasize that the definitions of (18)- (20) are only one way of applying the proposed algorithm to the problem of minimizing (4). More general cost functionals of the form (8) can be used. In particular, is not restricted to be the th element of the squared magnitude of gradient of , but could be any nonnegative, differentiable, convex functional of . Likewise, can be any nonnegative convex differentiable function of , including, for example, more general norms of the data residual instead of the weighted 2-norm used here. Such a choice might be useful for a heavier tailed generalized Gaussian noise model, and provide robustness against noise outliers.
Using the definitions of (18)- (20), it is interesting to examine the conditions on , and under which the convergence results just presented will apply. First, as assumed throughout, must be strictly concave on , with 5 Another half-quadratic algorithm, called LEGEND, more recently proposed by Charbonnier et al. [47] to minimize 5, can also be considered a special case of our general algorithm by appropriately choosing Q, V n , and .
6 Note that this particular choice of precludes the use of functions whose derivatives are not well defined everywhere. In particular, it precludes the function proposed by Bouman and Sauer [30] .
. Second, can be any operator yielding a convex , including, for example, a differential operator such that is the weighted sum of squares of mixed horizontal and vertical derivatives up to some order. Recall, however, the assumption that is strictly convex with respect to . Clearly, this will be the case, regardless of the convexity of , when is a full column rank linear operator (matrix)
, and the corollary follows immediately from Lemma 1.
Thus, Theorem 1 and Corollaries 3 and 4 apply under the above conditions for nonconvex and possible rank-deficient . These conditions also guarantee that the optimization problem that needs to be solved in each iteration of the algorithm is strictly convex, and therefore easy to solve.
A sufficient condition for to be strictly convex (so that Corollary 2 applies) is given in the following result.
Theorem 2: If is convex, then is also convex. Furthermore, if is strictly convex, then is also strictly convex if and only if . In particular, this condition is satisfied when is a magnitude-of derivative operator, and a tomographic projection operator. Note that when both and have a nontrivial nullspaces, as they often would in applications, strict convexity of is not sufficient to make strictly convex. . It is sufficient, however in the tomographic application with our particular choice of .
At this point, it is not clear what are the guidelines for choosing and to guarantee that the minima of are isolated, so that Corollary 1 applies. However, as discussed earlier, existence of flats in can be considered a failure of the regularization criterion, rather than of the algorithm.
Although we have presented the iterative application of the algorithm as a method of minimizing (4), it should be kept in mind that the convergence results just presented are asymptotic results. Since any algorithm must be stopped after a finite number of iterations, it is also useful to view each iteration of as solving a convexly regularized reconstruction problem with objective , in which the regularization at step is based on the solution from the previous step. Toward this end, the auxiliary variable can be thought of as an edge map (or line process) that is calculated from the estimate image according to . This edge map is then used in the minimization of (9) at step , to weight a quadratic function of the gradient so that less smoothing takes place at locations where the th estimate image had a large gradient. (Because is a strictly decreasing function, will be a decreasing function of the squared gradient of the th estimate image.) The faster decreases, the less smoothing takes place at these locations, and hence the more "edge-preserving" is the regularization.
In view of this interpretation of the minimization of as the solution of an adaptively regularized inverse problem, the requirement that be strictly convex becomes natural. Indeed, the goal of regularization for convex problems usually includes obtaining a unique solution, i.e., conversion to a strictly convex problem. It is natural to require that the adaptive regularization at least satisfy this within every iteration.
Ideally, we would like to correspond to the edge map of the true image, not the estimate image at step . However, if the estimate image improves at the next iteration, then the corresponding edge map will also improve. This improved edge map, in turn, is used to create a more accurate estimate image, and the cycle can be repeated. To satisfy the condition of Corollary 2 for convergence to the global minimum, it is necessary that and, hence, be convex in . This condition essentially places a restriction on how fast decreases (i.e., how edge preserving is), which corresponds to our intuitive notion that should not constrain to have the same edges as , but rather should allow the edges of the estimate images to evolve.
With this in mind, we have found it useful, when using certain choices of that correspond to nonconvex functions, to essentially blur the edge map used in the algorithm. That is, we set (21) where the linear operator produces the coefficients of a blurred version of the estimate image . (In our experiments we have used a 2-D Gaussian blur.) Note that the convexity of and are not affected by the choice of . Experimentally, the effect of blurring the edge map, for certain choices of , has been a reduction in false edges due to noise. In particular, edges of objects that are jagged with the unblurred edge maps become smooth with the blurred edge maps. We have also found that initial convergence can be improved by using a more severe blur for the initial iterations of the algorithm and then reducing (or eliminating) the blur for the final iterations. Note that these initial iterations do not affect the asymptotic convergence results of the algorithm, and can be thought of as providing a good starting point for the algorithm.
Finally, note that in an actual implementation of the algorithm it will usually not be possible to find an exact minimizer of , which is needed in (11) . In fact, in order to avoid excessive computation, it is actually desirable to calculate only an approximation to this minimizer. (This is the same rationale for using an inaccurate line search in a gradient descent algorithm [48] .) In our experiments, we have used the CG algorithm for the minimization of each convex subproblem, and have found that using 8 to 16 iterations per subproblem provides a good compromise between accuracy and computational savings. 
IV. NUMERICAL EXPERIMENTS
In this section, we present numerical results from simulated data to demonstrate that edge-preserving regularization, applied through the proposed deterministic relaxation algorithm, can produce excellent reconstructions from limited-angle data collected from piecewise-smooth objects. In addition, we explore some of the factors that affect reconstruction quality, such as choice of error norm, choice of (and hence, ), maximum view angle, number of projection angles, and noise. Although the positivity constraint described earlier is included in all the following simulations that used the proposed iterative algorithm, experiments exploring this constraint are not included because we have found this constraint to have only a minor effect on reconstruction quality.
We use two functions-one convex, the other nonconvex-and compare their performance in a series of simulations. Since it is the function that is actually evaluated at each iteration of the algorithm, these functions are based on a family of functions that we define by , where and are positive parameters to be selected. The resulting is convex for . For our experiments we use and . Setting results in , which is convex and identical to a function proposed by Lange [29] , while setting results in , which is nonconvex, and identical to a function proposed by Hebert and Leahy [43] . 7 Note that for sufficiently small , both functions are essentially equal to , corresponding to quadratic regularization. Fig. 1 shows plots of these functions. Henceforth, we will refer to the edge-preserving regularization functional (3) with these choices of as the convex EPR, for , and the nonconvex EPR, for . A schematic of the first phantom used in the simulations is shown in Fig. 2 .
This phantom consists of different regions of uniform density, with the numbers indicating the density/cm within each region. (The diameter of the phantom is 22.2 cm.) This phantom was chosen for the experiments because it provides a wide variation of object sizes, spacings, and densities. In particular, the closely spaced horizontal ellipses and rectangles provide a useful test for limited-angle algorithms when the wedge of missing spatial frequencies is centered about the axis 7 approaches the broken parabola as q ! 1. (as is done in all the limited-angle simulations in this paper). As these horizontal objects become more elongated, more of their energy is concentrated in the spatial frequencies that are missing, making their recovery more difficult. In addition, there are seven very dense objects within the phantom (about five times denser than any other object), which accentuate errors due to radial and angular aliasing. Note that in order to see the details of the low-density objects we have chosen a gray-scale palette for the display of the image to truncate image amplitudes at a value of 0.4 cm, thus clipping the display of the high-density objects. The synthetic data for this phantom were collected in the form of simulated detected photon counts , which were then converted into projection data by dividing the detected photon counts by the incident photon count , and then taking the log. For the following experiments the detected photon counts were simulated to be Poisson distributed random variables with means equal to , where is the th noiseless raysum of the phantom. The raysums were grouped together to form a set of parallel-ray projections at a discrete set of angles. The raysums were created by first analytically calculating the projections on a fine discrete grid, digitally filtering the projections with a simulated unit-width integrating detector response, and then subsampling. For reference, Fig. 3 shows full-angle FBP reconstructions, each displayed on a 240 240 grid, created from 180 uniformly spaced projections with incident photon counts (per ray) of 200 000, 20 000, and 2000, from top to bottom. The FBP algorithm used a ramp filter that was spectrally windowed by a Hanning window with a (zero-level) cutoff frequency of . As stated earlier, the CG algorithm was used to (approximately) solve each convex subproblem, stopping after 8-16 iterations per subproblem. In addition, the first few iterations of the deterministic relaxation algorithm were performed with a blurred edge map. The cost functional minimized in the following simulations is identical to (4), except for the addition of an edge-preserving regularizer similar to (3), but applied to the second derivative of the image. The basis function in (1) was chosen to be the tensor product of the cubic B- 8 [49] , [50] , with 240 240 image coefficients used to represent the estimate image (i.e.,
). This basis function was chosen because it offers a good compromise between spatial localization and approximation capability. All displayed images are sampled on a 240 240 grid with unity spacing in each coordinate, and consist of the estimate image (not the coefficients ). In addition, for each simulation, the regularization parameter and the parameter used in the functions were experimentally determined so that roughly the best qualitative reconstruction resulted in each case. (See [51] for a study of the effects of these parameters on full-data reconstructions.) Although not done in this paper, these parameters could also be found by using a more systematic method, such as generalized cross-validation [52] .
In the first set of simulations, limited-angle reconstructions using three different norms are compared to examine how the choice of error norm in (4) affects reconstruction quality and algorithm performance. The first norm (referred to as POISSON in the figures) is a standard weighted Euclidean norm that uses a diagonal weighting matrix that explicitly accounts for the Poisson-distributed photon counts. The diagonal entries of the matrix are equal to the detected photon counts divided by the incident photon count, i.e., (see [38] for more details). This norm more heavily weights errors corresponding to raysums with high detected photon counts, since these raysums are less noisy. The second norm (referred to as CONSTANT in the figures) is the standard unweighted Euclidean norm, which is optimal when the noise is additive white Gaussian. The third norm (referred to as RAMP in the figures) is a spectrally weighted norm defined by , where , the discrete-time Fourier transform (DTFT) of the th row of (i.e., the DTFT of the th sampled parallel-ray projection), and the spectral weight for , where is a Hanning window. This spectrally weighted norm has been suggested not for statistical reasons, but so that an approximate Parseval's relationship exists between the projection-domain and image-domain inner products [20] , [53] .
Typically, the choice of error norm is based on the noise statistics of the data in order to provide an optimal reconstruction at convergence. For example, when the photon counts are Poisson-distributed, the POISSON error norm should always outperform the CONSTANT and RAMP error norms, in terms of reconstruction quality at convergence. In the absence of noise, however, the choice of error norm should have no effect on reconstruction quality at convergence. In such a case, other factors, such as rate of convergence and computational cost, may affect how the error norm is chosen. The following experiment is meant to show how reconstruction quality and rate of convergence are affected by each of the three error norms described previously. Fig. 4 shows plots of normalized mean squared error (NMSE) versus cummulative CG iteration number for the three error norms considered using the convex EPR and the nonconvex EPR in the proposed deterministic relaxation algorithm. (NMSE is the standard MSE divided by the mean of the squared reference image.) For all experiments, the FBP reconstruction was used as the initial image , with the initial edge map being derived from according to (10) . Note that 8-16 CG iterations are performed with a particular edge map (performing the minimization in (11) for one iteration (12) of the algorithm ) before the CG algorithm is restarted with a new edge map. These restarts are reflected by the sudden drops in the plots of NMSE versus CG iteration. The reconstructions for this example were made from projections collected every one degree, from to (resulting in a missing angle of 30 out of 180 ). In all plots, the NMSE for the RAMP error norm shows the fastest initial rate of decrease, while the NMSE for the POISSON error norm shows the slowest initial rate of decrease. This is not surprising, since the convergence rate of the CG algorithm is dependent on the distribution of the eigenvalues of the matrix [54] , where is the adjoint of , and is the weighting operator resulting from the particular error norm used. As explained in [37] , the RAMP error norm can increase the rate of convergence of the CG algorithm by making the matrix better conditioned. Note, also that the NMSE for the RAMP and CONSTANT error norms is affected more by the incident photon count than is the POISSON error norm. Fig. 5 shows reconstructions after 300 CG iterations, with a missing angle of 30 , using the three error norms and the nonconvex EPR. (Hence, the nine reconstructions shown in Fig. 5 correspond to the left column of Fig. 4 at 300 iterations.) The left, middle, and right columns used the POISSON, CON-STANT, and RAMP error norms, respectively, and the top, middle, and bottom rows used projections with incident photon counts of 200 000, 20 000, and 2000 counts, respectively. Note that the images shown were taken at 300 CG iterations so that the reconstructions using the POISSON error norm (left column of Fig. 5) are not taken at convergence (as indicated by Fig. 4) . It is fair to assume, however, that the reconstruction using the RAMP error norm with high counts (upper righthand corner of Fig. 5) represents (approximately) the best that any error norm could do, since the noise is low and convergence appears to have been reached (as indicated by Fig. 4) .
Note that for moderate to high incident photon counts, the reconstructions that used the CONSTANT and RAMP error norms are of high quality, although for low incident photon counts these reconstructions show streaking artifacts that are not present in the reconstruction that used the POISSON error norm. (At 2000 incident counts the number of photons detected was as few as zero or one for rays passing through the dense objects-hence, this is a demanding test case.) As expected, Fig. 5 shows that it is critical to use the POISSON error norm only for low incident counts.
This observation is important because a fast algorithm recently proposed in [37] can be used to minimize the convex subproblems only if a spectrally weighted norm, such as the CONSTANT or RAMP norm, is used in (4). This fast algorithm was used in all the simulations in this paper that used the CONSTANT or RAMP error norms to facilitate the collection of data-as well as to demonstrate the effectiveness of the fast Fourier algorithm for limited-angle tomography. Using the low-end Silicon Graphics Indy workstation, each iteration of the fast algorithm (one CG iteration) took about 3.5 s for a 240 240 reconstruction-over ten times faster than the standard matrix-based CG algorithm that was used with the POISSON error norm.
In the next set of simulations, limited-angle reconstructions using the deterministic relaxation algorithm with the convex EPR, nonconvex EPR, and standard quadratic regularization (i.e., ) are compared under different limited-angle scenarios. Fig. 6 shows NMSE versus CG iteration number for the three regularization functionals, with moderate and high incident photon counts. (Again, the FBP reconstruction was used as the initial starting point for all experiments, with the initial edge map being derived from the FBP reconstruction.) The reconstructions in these plots used the RAMP error norm and projections collected every one degree, with missing angles of 20, 40, or 60 , out of 180 .
In all cases, the NMSE's for both edge-preserving regularization functionals are much lower than the NMSE for the quadratic regularization, with the nonconvex EPR performing significantly better than the convex EPR. Note that for large missing angles, the NMSE for the quadratic case actually increases slightly after the first 20-30 CG iterations before leveling off. This behavior reflects the interaction of the inconsistent constraints that are being applied in the quadratic case. That is, quadratic regularization penalizes the energy of the weighted spectrum and, hence, favors solutions with as little spectral energy as possible. In particular, for the limited-angle problem, quadratic regularization tends to produce reconstructions with very little energy in the missing wedge of frequencies. We conjecture that during the initial iterations, the penalty on the residual error, combined with the constraints of spatial boundedness and positivity, help to recover some of the missing frequencies and cause the NMSE to drop. At some point, however, the quadratic regularization reduces the spectral energy of the solution, causing the NMSE to rise again, until an equilibrium is reached.
Note that beyond the first few CG iterations, the reconstructions using the nonconvex EPR always have the lowest NMSE for any given iteration number. Since the computational cost per CG iteration is roughly the same for all three regularization functionals, these plots show that for a given amount of computation, the nonconvex EPR provides the lowest NMSE. The disadvantage of using the nonconvex EPR is that the deterministic relaxation algorithm is (at best) guaranteed to converge only to a stationary point of (4), as opposed to convergence to the global minimum for the convex EPR. In practice, we have not found this to be a problem for the proposed nonconvex , especially when the first few iterations of the deterministic relaxation algorithm were performed with a blurred edge map to obtain a good starting point, as described earlier. (Alternatively, the first few iterations could be performed with the convex EPR for the same result.) Fig. 7 shows reconstructions (after 300 CG iterations) using the three regularization functionals with different missing angles.
For these reconstructions, the RAMP error norm was used, and the incident photon count was 200 000. The top, middle, and bottom rows used the quadratic regularization, convex EPR, and nonconvex EPR, respectively, and the left, middle, and right columns had missing angles of 20, 40, and 60 (out of 180 ), respectively. Note than most of the artifacts present in the quadratic case have been eliminated by the edgepreserving regularizers. In addition, many of the horizontal edges in the phantom have been accurately recovered with the edge-preserving regularization, especially with the nonconvex EPR. This demonstrates that the edge-preserving regularizers are not simply creating "sharper" versions of the quadratically regularized reconstructions. Because the edge-preserving regularization attempts to enforce a constraint of piecewise smoothness on the reconstruction-a constraint consistent with the original phantom from which data were collected-it actually helps to resolve some of the indeterminacy inherent in the limited-angle problem.
Next, we demonstrate how the angular sampling rate affects the quality of limited-angle reconstructions. In many instances, it is desirable to keep the total radiation dosage as low as possible when collecting projection data. In these cases, a tradeoff exists between the number of angles at which projections are collected and the number of photons detected at each angle. That is, one might ask whether it is better to collect many noisy projections, or fewer low-noise projections. Fig. 8 attempts to answer this question by showing the NMSE (after 300 CG iterations) versus the number of uniformly spaced projection angles used. For these reconstructions the RAMP error norm was used along with the nonconvex EPR. The incident photon count is 200 000 for 25 projection angles, and is reduced by half as the number of projection angles doubles, so that the total dosage is constant for all experiments. These plots show that as long as the angular sampling is not extremely sparse, there is not much difference in NMSE for different angular sampling rates. Fig. 9 confirms this observation by showing the reconstructions (after 300 CG iterations) for three different angular sampling rates. These results, in combination with those in Figs. 4 and 5, indicate that in many cases the incident photon count can be increased to a rate high enough that the fast algorithm described in [36] and [37] can be used in the proposed iterative algorithm without causing additional artifacts.
Thus far, all simulations have used projection data collected from a piecewise-constant phantom. We now present results using data collected from a piecewise smooth phantom to demonstrate that the proposed edge-preserving regularizers are effective for this case as well. The piecewise smooth phantom is identical to the piecewise constant phantom, except that a two-dimensional (2-D) sinusoid has been added to it. Fig. 10 shows a (noiseless) full-angle reconstruction of this phantom. A plot of NMSE versus iteration number for a missing angle of 20 is shown in Fig. 11 for the different regularization functionals. These reconstructions used the RAMP error norm with an incident photon count of 200 000. Note that the results with the piecewise-smooth phantom are very similar to the results with the piecewise-constant phantom, except for a slight increase in the NMSE for the nonconvex EPR. However, the nonconvex EPR is still superior to the convex EPR. Fig. 12 shows the reconstructions for the 20 -missing- Fig. 9 . Reconstructions using the nonconvex EPR, with 30 missing angle. From top to bottom: 25 angles at 200 000 counts, 100 angles at 50 000 counts, and 400 angles at 12 500 counts.
angle case (after 300 CG iterations), for the three different regularization functionals, and Fig. 13 shows vertical slices through these reconstructions (slightly left of center), comparing each regularized reconstruction to the (noiseless) full-angle reconstruction.
Note that the reconstructions using the proposed edgepreserving regularizers closely match the full-angle reconstruction, and do not contain the "banding" artifacts that can result from using some nonconvex edge-preserving regularizers.
V. CONCLUSIONS
We have introduced a generalization of the deterministic relaxation algorithm of Charbonnier et al. [32] , [33] for edge-preserving regularization in linear inverse problems, and proved its global convergence even when the cost functional being minimized is nonconvex. Applying it to tomographic reconstruction from limited-angle data, we have shown that edge-preserving regularization can provide excellent reconstructions in this challenging problem, and that the proposed deterministic relaxation algorithm is an effective tool for minimizing the resulting (possibly nonconvex) cost functionals. Of the two edge-preserving regularizers proposed, the nonconvex one was shown to outperform the convex one in all experiments. In addition, for moderate to high photon counts, spectrally weighted error norms were shown to provide reconstruction quality comparable to that of a standard error norm that is commonly used for Poisson-distributed data, while exhibiting superior convergence properties. This observation suggests that the recently proposed fast Fourier algorithm [36] , [37] , which is restricted to using a spectrally weighted error norm, can be used in many practical limited-angle problems to perform the minimization needed by the deterministic relaxation algorithm.
APPENDIX
A. Proof of Proposition 1
Let denote the gradient of , and the gradient of with respect to its first argument. Observe where . Hence (A.5) so that the stationary points of coincide with the fixed points of .
B. Preliminary Results
Defining the space , we introduce the function
where is defined by
First note the following lemmas concerning and . where the equality in (B.10) follows from (A.3) and (B.4).
C. Proof of Theorem 1
The proof uses the concept of a point to set map , which associates with every point a set . An algorithm is then defined by , where it is immaterial which of the points in the set is assigned to . The fixed points of are defined to be points satisfying , rather than just . For these points, the mapping is a point to point mapping. We will use the results 9 in [55] , which we state here for reference as needed.
Let be a closed subset of , and a continuous function. A point to set map will be said to be strictly monotonic (with respect to a function ) at if implies whenever is not a fixed point of .
is said to be upper semicontinuous (u.s.c.) at if and imply . These properties will be said to hold on if they hold at all points of . Finally, a mapping will be said to be uniformly compact on if there exists a compact set independent of such that for all . Theorem 3-Meyer, 1976 [55] : Let be a point to set mapping such that on is uniformly compact, u.s.c., and strictly monotonic with respect to the function . If is any sequence generated by the algorithm corresponding to , then all accumulation points of will be fixed points, where is a fixed point, , and either converges, or the accumulation points of form a continuum.
We show that the conditions of Theorem 3 are met for the algorithm , with , the function , and the set of fixed points .
1) is uniformly compact on , since by (11), for any , given by satisfies , i.e., lies in the closed and bounded (and therefore compact) set . 9 These results are stronger than the similar global convergence theorem (cf., [48] ), in that they show convergence of the entire sequence of iterates, rather than only subsequential convergence. The stronger result follows precisely from the more restrictive definition of the map M and its fixed points, such that at a fixed point the map is a point to point map. 
D. Proofs of Corollaries 1-4
Proof of Corollary 1: By (14) the accumulation points are fixed points of , and in turn, by Proposition 1, they are stationary points of . Hence, by the conditions of the corollary they can not form a continuum, and by (17) the sequence must converge.
Proof of Corollary 2:
Since is strictly convex, it has a single stationary point, which is also its global minimizer. The corollary then follows immediately from Corollary 1.
Proof 
