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Graphene through the looking glass of QFT⋆
Ignat V. Fialkovsky1 ,⋆⋆ and Dmitri V. Vassilevich1,⋆⋆⋆
1CMCC, Universidade Federal do ABC, Santo André, S.P., Brazil
Abstract. This paper is aimed to review and promote the main applications of the
methods of Quantum Field Theory to description of quantum effects in graphene. We
formulate the effective electromagnetic action following from the Dirac model for the
quasiparticles in graphene and apply it for derivation of different observable effects like
the induced mean charge, quantized conductivity, Faraday effect, and Casimir interaction
involving graphene samples.
1 Introduction
Since its discovery some 12 years ago [1] graphene gained worldwide recognition and contributed
both to our futuristic dreams of nanoscale computing and rather earthly to development of new the-
oretical methods in condensed matter physics. On the other hand, due to its very peculiar property
of having pseudo-relativistic quasi-particle excitations, graphene provided an all new playground for
application of the methods and approaches of Quantum Field Theory (QFT).
In [5] we already presented an overview of the main achievements of field-theoretical methods
in graphene physics at that moment, such as explanation of anomalous Hall Effect in graphene, the
universal optical absorption rate and the Faraday effect. It is the purpose of this paper to show the
latest developments in the area and new applications of QFT in graphene physics.
The basis for all such considerations is the Dirac model for quasi-particles in graphene which was
elaborated in full around 1984[2, 3], some twenty years before actual discovery of graphene. Actually,
all the basic properties of the model, such as linearity of the spectrum, were well known and widely
used much earlier due to the 1947 paper by Wallace[4] who considered mono-atomic layers of carbon
as constituents for describing band properties of graphite. We redirect the interested reader to our
short review [5], or to more detailed ones, e.g. [6], for a complete derivation of the Dirac model, we
present here only the main steps.
In graphene, the carbon atoms form a honeycomb lattice (see Fig. 1, left) with two triangular
sublattices A and B. The lattice spacing is d = 1.42Å. The nearest neighbors of an atom from the
sublattice A belong to the sublattice B, and vice versa. In the tight binding model only the interactions
between electrons belonging to these nearest neighbors are taken into account. Considering a very
simple process of hoping of the weekly bonded π-electrons between the nearest neighbors, in the
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Figure 1. The honeycomb lattice of graphene (left), and its first Brillouin zone (right).
linear approximation in momenta one obtains the Hamiltonians
H± =
3td
2
(
0 iq1 ± q2
−iq1 ± q2 0
)
= vF (−σ2q1 ± σ1q2) , (1)
acting on the electron envelope function ψ± = (ψ±A, ψ±B). Here t stands for hopping parameter, vF =
(3td)/2 is the Fermi velocity,σi are the standard Pauli matrices. With the lower index±we distinguish
two inequivalent corners K±, called Dirac points, of the first Brillouin zone corresponding to the
crystal lattice of graphene.
One can introduce now a four-component spinor ψ ≡ (ψ+A, ψ+B, ψ−A, ψ−A), to build a single Dirac
Hamiltonian from the H± blocks
H = −ivFγ0γa∂a, a = 1, 2, (2)
where the momenta iq‖ is replaced by partial derivatives, and
γ0 =
(
σ3 0
0 σ3
)
, γ1 =
(
iσ1 0
0 iσ1
)
, γ2 =
(
iσ2 0
0 −iσ2
)
. (3)
These 4 × 4 gamma matrices are taken in a reducible representation which is a direct sum of two
inequivalent 2 × 2 representations of the Clifford algebra in 2 + 1 dimensional space.
The wave-functions of graphene quasiparticles in each of these two-component representations
are similar to the 2-spinors describing electrons in QED3+1. However, in the case of graphene this
pseudo spin index refers to the sublattice degree of freedom rather than the real spin of the electrons.
The latter did not appear up to now in presented Dirac model, it results just in doubling the number
of spinor components, so that the complete wave functions of quasiparticles in graphene are given by
8-component spinors (N = 4 species of two–component fermions).
The tight binding model takes into account just the simplest interaction that appears in graphene.
It can thus be improved by including other couplings as the next-nearest neighbor coupling [7], for
instance. All in all, it is expected that the Dirac model, which approximates the tight binding model
at “low energies” is valid under suitable modifications at least until the energies of ∼ 2 eV.
Up to now, we were only considering pristine freestanding graphene, which of course is not the
case in may practical situations. The quasi-particles can have a non-zero mass m (due to the inter-
action with the substrate or other effects[8, 9]), and be considered away from the charge neutrality
point, i.e. in presence of the non-vanishing chemical potential µ. While the generation of mass is an
open controversial question, the generation of µ is a straightforward procedure either by applying gate
potential to graphene samples, depositing them on a substrate or by molecular doping [10, 11]. More-
over, most of real experiments are performed at non-zero temperature, and none of graphene samples
can be considered completely free of impurities. While the temperature of a sample is easily taken
into account by usual rules of real or imaginary time thermal field theory, introduction of impurities is
a much more complicated issue[12]. In the simplest cases (relevant to applications of QFT methods)
they can be described by a phenomenological parameter Γ, see Eq. (13) below.
2 Effective electromagnetic action
It is evident, that without interacting with electromagnetic field, the properties of the (charged) quasi-
particles in graphene would remain obscured for any experimentalist. To introduce such interaction
(which in many quantum mechanical calculations is understood but not explicified) one should replace
in (2) the usual partial derivatives by gauge-covariant ones: ∂ → ∂+ieA. Note that the electromagnetic
potential is not confined to the graphene surface, but rather propagates in the ambient 3+1 dimensional
space.
The full action of the system derived in this way with graphene assumed laying at x3 = 0 reads
S = −1
4
∫
d4x F2µν +
∫
d4x δ(x3) ¯ψ /Dψ (4)
here Fµν = ∂µAν − ∂νAµ, µ, ν = 0, 1, 2, 3 and
/D = iγ˜m(∂m + ieAm) + . . . , m = 0, 1, 2, (5)
and the dots denote any of additional terms described at the end of the previous section. Tilde over γ
means rescaling of the space-components
γ˜0 = γ0, γ˜1,2 = vFγ
1,2 . (6)
In natural units ~ = c = 1 the Fermi velocity vF = 1/300 thus bringing the second small parameter in
the theory alongside with the fine structure constant α = e2/(4π) ≃ 1/137.
By functional integration over the quantized fermions in the Dirac sector of the model (4), an
effective action for electromagnetic field Aµ can be obtained
S = −14
∫
d4x F2µν + Seff(A), Seff(A) ≡ −i ln det /D . (7)
Here, det stays for a functional determinant of a differential operator. Seff(A) is a sum of one-loop
Feynman diagrams with an arbitrary number of external photons. This action, or rather its expan-
sion in powers of A gives rise to the description of electronic and optical properties of graphene and
graphene based devices.
In particular, the mean density of fermionic current, 〈 jm〉 = 〈 ¯ψγ˜mψ〉, is defined as the first func-
tional derivative of S eff(A)
〈 jm(x)〉 = −
[
δ
δAm(x) S eff(A)
]
A=0
= −i tr(γ˜mS(x, x)) . (8)
The electronic conductivity tensor of graphene devices can be obtained via the polarization tensor,
given by the second functional derivative of Seff(A)
Πmn(x, y) =
[
δ2
δAm(x)δAn(y) S eff(A)
]
A=0
= ie2tr (S(x, y)γ˜mS(y, x)γ˜n) , m, n = 0, 1, 2. (9)
In (8) and (9) the notation S(x, y) stands for the free fermion propagator
S(x, y) ≡ /D−1(x, y)
∣∣∣
A=0. (10)
Depending on the nature of particular graphene based system under consideration its calculation can
represent a separate very interesting physical problem, e.g. [13].
A very similar effective electromagnetic action was also derived for topological insulators [14]. It
is based on the fact that the conducting surface modes of such materials are also described by Dirac
model [15].
2.1 Fermion Propagator
For the pristine infinite (and thus translation invariant) graphene the propagator is expressed in Fourier
transform as
S(x, y) ≡ S(x − y) = i
∫
d3 p eip(x−y)S(p) (11)
where S(p) has all familiar form
S(p) = 1
γ˜ j p j + vFm
. (12)
We include the mass gap m both for the completeness of our description and to be able to use further
on the Pauli-Villars UV regularization.
The simplest modifications which expression (12) permits are concerned with introducing the
chemical potential µ (i.e. considering the graphene away from the charge neutrality point) and weak
short range impurities characterized by phenomenological parameter Γ > 0. Both this alterations are
achieved by the following substitution in (12)
p0 → ζ(p0) ≡ p0 + µ + iΓ sgnp0. (13)
In more elaborate systems, for example for nanoribbons where translation invariance is reduced
in one of the directions, say x1, the fermion propagator can be obtained as a sum over the eigenmodes
ψ of D = γ0 /D|A=0
Dψ = Eψ (14)
in the following form:
S(x, y) =
∑
n
∫
dp0 dp2
ψn,p0,p2 (x) ⊗ ¯ψn,p0,p2 (y)
E(n, p0, p2) , (15)
here n stands for a discreet (multi)index describing the fermion degrees of freedom perpendicular to
the ribbon, while p0 and p2 are familiar continuous momenta components.
The Dirac operator /D|A=0 in (14) should be supplied with appropriate boundary conditions. One of
the possibilities is the so called Berry-Mondragon boundary conditions [16] which for a nanoribbon
of width W read
ψ = −iγ1ψ at x1 = 0
ψ = +iγ1ψ at x1 = W. (16)
The discrete index n is given now by [17]
n ≡ {α, p1} α = ±1, p1 = π2W ,
3π
2W
, . . . (17)
and the normalized spinor eigenmodes are
ψα,p0 ,p1,p2 (x) =
e−ip0 x
0+ip2 x2
2π
(
κ(κ + αp2)
(
W + m
m2+p21
))1/2
(
α(κ + αp2) sin(p1x1)
p1 cos(p1x1) + m sin(p1x1)
)
, (18)
where κ =
√
p21 + p
2
2 + m
2
. The eigenvalues E are
E(α, p0, p1, p2) = p0 + αvFκ . (19)
Chemical potential and weak impurities can be introduced into (15) using the same substitution (13)
in (19). We will use (15) in the Sec. 3.1 for calculation of the mean charge of Berry-Mondragon
nanoribbons.
2.2 Polarization operator and conductivities
Particular importance of Πmn is due to the fact that this tensor defines the electric current along
graphene and the transmission of electromagnetic field which propagates through it. Indeed, the
equations of motion following from the action (7) contain a singular term, localized on the graphene
surface
∂µFµν + δ(x3)ΠνρAρ = 0. (20)
We extended Πmn to a 4 × 4 matrix with Π3µ = Πµ3 = 0.
The first and most important observation is that the polarization tensor can be interpreted in terms
of the in-plane conductivity of graphene. By its definition the conductivity is a coefficient (or a matrix
in most general case) between the electric current j and electric field E. The latter is related to the
vector potential by Ea = iωAa, a = 1, 2 in the temporal gauge, A0 = 0, and with ω standing for the
frequency. In this way, one arrives at the field theoretical analog of the Kubo formula in Quantum
Mechanics connecting the in-plane conductivities of a graphene layer and polarization operator (9)
σab =
Πab
iω
, a, b = 1, 2. (21)
Given the conductivity, σab, or using (20) directly we are also able to investigate the optical
properties of graphene by considering the scattering of the electromagnetic field on the graphene
samples. Indeed, (20) describe a free propagation of electromagnetic field outside the surface x3 = 0
subject to the matching conditions
Aµ|x3=+0 = Aµ|x3=−0,
(∂3Aµ)|x3=+0 − (∂3Aµ)|x3=−0 = Π νµ Aν|x3=0 (22)
on that surface. By solving these conditions (either in terms of electromagnetic potential or the fields
themselves) for a given scattering problem we can obtain the reflection and transmission coefficients.
In our approach we obtained (22) directly from the effective electromagnetic action (7) but they can
also be deduced from classical electrodynamics for a general conducting surface taking into account
the relations (21).
The polarization operator in 2+ 1 dimensional systems has been investigated since at least 1980’s
[8]. For a single massive two-component fermion at zero temperature, zero chemical potential, and
without external electromagnetic fields simple calculations give
Πmn =
α
v2F
ηmj
[
Φ(p)
(
g jl − p˜
j p˜l
p˜2
)
+ iϕ(p)ǫ jkl p˜k
]
ηnl (23)
where ǫ jkl is the Levi-Civita totally antisymmetric tensor, to ǫ012 = 1, ηnj = diag(1, vF , vF), p˜m ≡ ηmn pn.
The tensor structure of Πmn is fixed by the symmetries, so that Πmn depends on two functions, Φ and
ϕ, which read
Φ(p) = 2mp˜ − ( p˜
2 + 4m2)arctanh( p˜/2m)
2 p˜
, (24)
ϕ(p) = 2m arctanh( p˜/2m)
p˜
− 1, (25)
p˜ ≡ +
√
p˜ j p˜ j, and m > 0. The origin of the pseudotensor part is very peculiar being directly linked to
the parity anomaly, [18]. However, in real graphene without external fields the parity odd part of (23)
is canceled between different species of fermions, see [19]. The cancellation occurs due to the form of
gamma-matrices (3), containing two inequivalent representations related by the parity transformation.
However, in parity odd systems, for instance in presence of external magnetic field or in-plane strain,
the pseudo-scalar part of polarization tensor is non-trivial. The same is true for topological insulators
[15].
In the presence of P-even matter, described by a non-zero chemical potential at non-zero tem-
perature, the quasi-Lorentz invariance is broken, and the polarization tensor has a more complicated
form than Eq. (23). All components of the polarization tensor can be expressed in this cases via two
scalar form factors, for instance, Πtr ≡ Π00 − Π11 − Π22 and Π00 [20, 21]. As in the QED/QCD cases,
these quantities consist of the vacuum part and a part carrying the dependence on T and µ. In the
most general case derived up to now, with chemical potential, mass and non-zero temperature, they
are given by [22]
Πxx(p; µ, T ) = Π(vac)xx (p) + ∆Πxx(p; µ, T ), (26)
where xx stands either for ’tr’ or ’00’, and the momentum is considered in Euclidean space, p =
(2πnT, p‖), n = 1, 2, . . .. The vacuum part, Π(vac)xx (p), corresponds to µ = T = 0. The matter part is
given by
∆Πxx =
8α
v2F
∫ ∞
m
dκ
1 + Re
Mxx√
Q2 − 4p2‖ (κ2 − m2)
Ξ(κ). (27)
Here the distribution function, Ξ ≡ (e(κ+µ)/T + 1)−1 + (e(κ−µ)/T + 1)−1, carries the dependence on T and
µ. Further notations in (27) are
M00 = −p˜2 + 4ip4κ + 4κ2,
Mtr = −(2 − v2F)(4m2 − p˜2) + 4(1 − v2F )(p4κ + κ2 − m2),
Q = p˜2 − 2ip4κ, p˜2 ≡ p24 + v2F p2‖ , p4 = 2πnT, p‖ = |p‖|.
For the vacuum part, Π(vac), one can directly use (23) for Euclidean momenta, giving
Π
(vac)
00 =
αp2‖Φ(ip4, p‖)
p˜2
, Π
(vac)
tr =
α(p2 + p˜2)Φ(ip4, p‖)
p˜2
. (28)
The important feature of the representation (26) is that it permits for an analytic continuation to the
real (optical) frequencies from the Matsubara ones, and thus can be applied for investigation of the
optical properties, surface plasmons and other effects in graphene at finite temperature and chemical
potential.
The polarization tensor and, more generally, Feynman diagrams involving 2 + 1 dimensional
fermions were considered in a number of papers. The function Φ (for vF = 1) was first calculated
in Ref. [8], while the pseudotensor part was discussed about the same time in the context of the
parity anomaly[23, 24]. In this century, extensive calculations were done by the Kiev group and
collaborators[25–28], and results were rederived and analyzed in works by Klimchitskaya and col-
laborators, e.g. [29–31]. The decomposition (26) is a well known feature of polarization tensor in
different theories, see e.g. [32], and was applied for graphene at µ = 0, T , 0 in [29] and T = 0,
µ , 0 in [33], and T , 0, µ , 0 in [22]. The formulas (23), (24) and (25) are consistent with those
calculations.
3 Physical effects in nanoribbons
We proceed with considering some applications of QFT in graphene nanodevices, namely graphene
nanoribbons.
3.1 Mean charge density
The calculation of the induced density of charge carriers, n(x) = 〈 j0(x)〉, probably is the simplest
application of the field theoretical methods for description of graphene, of course when n(x) is non–
trivial. It is the case for the nanoribbons. For the Berry-Mandragon ones, Eqs. (15) and (18) can be
used to obtain n(x) from (8).
Upon averaging over the cross section of the nanoribbon, it gives
n = − i(2π)2W
∑
α,p1
∫
dp0 dp2
1
E(α, p0, p1, p2) , (29)
here E is given by (19). This expression is UV divergent and calls for application of renormalization
procedure, so uncommon for quantum mechanical treatment of graphene. In [17] the Pauli–Villars
prescription was used. The physical motivation for the Pauli–Villars subtraction scheme is that for a
very large mass gap all fluctuations are frozen and do not contribute to quantum effects, as the mean
charge density and conductivity, for example.
On this way it was obtained [17]
n =
sgn µ
πWvF
∑
p1>0
√
µ2 − v2Fκ20 Θ(µ2 − v2Fκ20) , (30)
where κ0 ≡ κ0(m) =
√
p21(m) + m2. This expression is actually insensitive to the particular form of
the dependence of p1 = p(n)1 (m) neither on index n nor on the mass. Therefore, Eq. (30) is true for
rather general boundary conditions, as long as there is no gapless mode, see more details in [17].
It is also straightforward to calculate the quantum capacitance, CQ = e∂Q/∂µ, where Q = en is
the induced charge density in the ribbon. A detailed analysis of the capacitance and its dependence on
the gate/chemical potential is given in, e.g. [34, 35], whose results are in agreement with (30) though
obtained via completely different approaches.
For graphene in a half-space subject to general boundary conditions the induced charge was con-
sidered in [13] using a similar approach.
Figure 2. ReσR22 (left) and ImσR22 (right) as functions of the frequency ω[eV] at fixed chemical potential
µ = 0.1eV, for different values of Γ and W, and for m = 0, in units of 2e2/h. Reproduced from [17] with kind
permission of The European Physical Journal (EPJ).
3.2 Conductivity quantization in nanoribbons
With help of the fermion propagator (15), and using (21) and (9), the longitudinal optical conductivity
σ22 of a Berry-Mondragon nanoribbon becomes [17]
σ22(ω) =
2e2v2F
(2π)2Wω
∫
dp0dp2
∑
p1
ζ(p0)ζ(p0 − ω) + v2F(p22 − p21 − m2)(
ζ2(p0) − v2Fκ2
) (
ζ2(p0 − ω) − v2Fκ2
) , (31)
A simple analysis shows that this expression is UV divergent. It can be handled with the Pauli-Villars
regularization scheme.
The result of this procedure is renormalized conductivity which is a cumbersome quadrature de-
pending of the parameters of the model given explicitly in [17]. Its behavior is exemplified in Fig. 2
where the real and imaginary parts of the renormalized conductivity are presented as functions of the
frequency at fixed chemical potential. One notes that optical absorption in the nanoribbons is com-
paratively small for frequencies smaller than 2µ, and shows clear resonance lines for higher values of
the frequency. The peaks in real and imaginary parts of conductivity correspond to those of the poles
in the complex frequency plane lying at ω = 2vF p(n)1 − (1 + 2i)Γ, for more details see [17].
The DC conductivity, describing a (linear) response of nanoribbon to a constant electric field, can
also be obtained
σR22(ω = 0) =
e2vF
2πWΓµ
∑
n
Im

√
v2Fκ
2
0(n) + (Γ + iµ)2 −
Γ(Γ + iµ)√
v2Fκ
2
0(n) + (Γ + iµ)2
 (32)
≃
Γ→0
e2vF
2πWΓ|µ|
∑
p1>0
Θ(µ2 − v2Fκ20)
√
µ2 − v2Fκ20 + O
(
1/
√
Γ
)
. (33)
here κ0(n) =
√
k21(n) + m2, and the second line corresponds to the limit of weak impurities, Γ→ 0. A
remarkable property of the DC conductivity (32) is its quantization in a square-root manner, not a step-
wise one obtained for the conductance quantization in Landauer approach [36]. Such behavior is in
accordance with numerical simulations [37], and is induced by averaging the Fabry-Perot oscillations
of the propagating modes between the leads, and not the presence of impurities. This behavior is
given at the Fig. 3.
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Figure 3. Longitudinal DC conductivity of a Berry-Mondragon nanoribbion for a single fermion specie as a
function of chemical potential µ[eV], for W = 0.2eV−1 ≃ 40nm, m = 0, Γ = 10meV. The exact expression (32) is
given in solid–blue line, while the dashed–red line corresponds to approximate result (33), both in units of 2e2/h.
Reproduced from [17] with kind permission of The European Physical Journal (EPJ).
The calculation of mobility and the minimal conductivity for Berry-Mondragon graphene nanor-
ribbons follows immediately from (33).
4 Physical effects in infinite graphene
We turn now to investigate the QFT effects in infinite graphene layers. Most of the interesting physics
comes here from the connection between the polarization tensor Πmn and the in-plane conductivity of
the layer, discussed in Sect. 2.2.
4.1 Optical properties
The first investigations of optical properties of graphene with QFT were based on the consideration of
the linearly polarized electrodynamic potential [19], [38]. The matching conditions (22) are readily
solved in this case showing that a linearly polarized light will suffer both polarization rotation θ
and intensity I reduction under passing a graphene layer [19]. Indeed, for a general matter-free
polarization operator (23) one obtains
θ = −Reσxy
2
+ O(α2), I = 1 − Reσxx + O(α2) , (34)
where we used (21) to express the Πmn components through diagonal and Hall conductivities of
graphene, and expanded the result in powers of the finite structure constant α.
For pristine graphene in absence of external fields the parity odd components of polarization op-
erator cancel out and thus σxy = 0. As shown in [19] in this case Reσxx ≃ απ, and (34) thus gives a
QFT confirmation of the predictions of Refs.[39–42] of universal absorption rate of απ ≃ 2.3%, that
was confirmed of course by the famous experiment[43].
On the other hand, in presence of constant magnetic field, the P-odd term in Πµν will persist and
the rotation of polarization of light is also possible, thus producing the Faraday effect. The polariza-
tion operator under such conditions was calculated in [38] showing a good agreement between the
predictions of Dirac model for polarization rotation and experimental study [44]. The latter revealed a
“giant” Faraday rotation angle of about 0.1rad peaked at low frequencies for a magnetic field of about
7 Tesla. Besides, in [38] there were other effects predicted, such as step-function like behavior of the
rotation angle and the peaks at higher frequencies.
While for optical experiments it is quite natural to treat light in the basis of linear polarizations, for
the future applications to the investigation of Casimir effect, it is desirable to consider also a different
set of modes, namely TE and TM ones.1 Its advantage is that in the certain limits considered in Sec.
4.2 the interaction of graphene with TM mode will mimic the ideal metal case, while the one with TE
mode will disappear.
TE mode with the frequency ω propagating in vacuum along the x3-axis from x3 = −∞ is given
by
E = (−p2e1 + p1e2)ωΨ(x3) (35)
H = i(p1e1 + p2e2)Ψ′(x3) + e3(p21 + p22)Ψ(x3) (36)
while TM mode is
E = i(p1e1 + p2e2)Φ′(x3) + e3(p21 + p22)Φ(x3) (37)
H = (p2e1 − p1e2)ωΦ(x3) (38)
where e1, e2, e3 are unit vectors. An overall factor of exp(i(x0ω + x1 p1 + x2 p2)) has been omitted for
brevity. To define the scattering data in the TE and TM sectors we take the potentials in the form
Ψ(x3) =

eip3 x
3
+ rTEe
−ip3 x3 , x3 < 0
tTEeip3 x
3
, x3 > 0
, Φ(x3) =

eip3 x
3
+ rTMe
−ip3 x3 , x3 < 0
tTMeip3 x
3
, x3 > 0
(39)
The reflection and transmission coefficients can be derived now by solving matching conditions
(22). For the first time they were obtained in [20] and rederived in numerous papers afterwards. In
terms of the polarization operator components they read (in Minkowsky space)
rTM =
pΠ00
pΠ00 + 2ip2‖
, rTE = −
p2Π00 + p2‖Πtr
p2Π00 + p2‖ (Πtr − 2ip)
. (40)
here p = +
√
ω2 − p2‖ .
Using a similar procedure, one is able to calculate easily the reflection coefficients for multy-
layered system of graphene, or topological insulators, embedded in dielectrics and metamaterials of
varying properties, e.g. [45–47].
4.2 The Casimir effect
The Casimir effect[48] is one of the very few macroscopical manifestations of the quantum nature of
the classical objects and fields. It is not accessible via pure Quantum Mechanical approaches, and
has no classical electromagnetic analog. As particular example, we consider a suspended graphene
sample separated by the distance a from a parallel plane ideal conductor. Using the above described
methods, different parameters describing the graphene sample can be taken into consideration — mass
m, chemical potential µ and temperature T .
1Though any electromagnetic field in vacuum can always be decomposed into a linear combination of two independent
modes, their interaction with matter, graphene for instance, not always can be described independently from each other, see for
instance [49].
Investigation of the Casimir effect is based nowadays on the Lifshitz[50] formula, which relates
the optical properties of two interacting bodies to the free energy of the system
F = T
∞∑
n=−∞
∫ d2p‖
8π2 ln[(1 − e
−2par(1)TEr
(2)
TE)(1 − e−2par(1)TMr(2)TM)] , (41)
where p =
√
ω2n + p‖2, and ωn = 2πnT are the Matsubara frequencies. r
(1,2)
TE,TM are the reflection coef-
ficients for the TE and TM modes at each of the two surfaces – graphene and ideal conductor, in our
case. For the latter one we have r(2)TM = 1, r
(2)
TE = −1. The reflection coefficients for graphene are given
in (40), encoding its properties via the components of the polarization operatorΠ = Π(m, µ, T ). Vary-
ing its dependence on these parameters we are able to obtain different limiting cases and investigate
the behavior of the Casimir energy in transient regimes.
As compared to diagrammatic QFT approaches the Lifshitz formula has the advantage of taking
both boundaries non-perturbatively into account. It was shown[51] that in the case of pristine graphene
at zero temperature, m = µ = T = 0, it coincides with the first non-trivial diagram describing the free
energy for the system (7). It was found that both approaches give consistent result of order 2.7% of
the Casimir interaction between two ideal metals.
Some unexpected features appear at non-zero temperature[20], but still with m = µ = 0. The free
energy (41) grows with increase of the dimensionless parameter aT as compared to the interaction
between two ideal metals, and, at the large T asymptotic we have
F ≃
T→∞
1
2
Fid ≡ − Tζ(3)16πa2 , (42)
which is just a half of the interaction between two ideal metals in the same regime, or is the same value
as for non-ideal metals described by the Drude model! Thus, the Casimir interaction of graphene at
high temperature is extremely strong. This agrees qualitatively with Ref. [52] where the Casimir
interaction of two graphene samples was considered.
Similarly surprising is the Casimir energy for doped graphene samples, i.e. for large |µ|. Supposing
that a is large enough to neglect all terms with non-zero Matsubara frequencies n , 0 in (41), it was
derived [22] that the Casimir interaction in the limit µ → ∞ reaches the very same value of 1/2 of the
ideal metal - ideal metal one,
F ≃
µ→∞
1
2
Fid. (43)
Both limits (42) and (43) are invoked by the very specific structure of the reflection coefficients
(40) that guarantees that only the TM mode contributes to the Casimir interaction in these limits.
Indeed, in both of them, the value of rTM tends to 1 of an ideal conductor, while rTE becomes of order
O(α). Eqs. (42), (43) give a very rough idea on how far the enhancement of the Casimir effect with
µ or T might go. While high temperatures are accessible in experiments though cumbersome to deal
with, consideration of |µ| exceeding a couple of eV in the framework of the Dirac model it hardly
makes much sense.
Numerical analysis at T = 300K and m = 0 show [22] that at distances about 100–300 nanometers
the Casimir effect between a perfect metal plate and doped graphene is highly enhanced even for
relatively moderate values of the chemical potential. In particular, for µ = 0.8eV the force between a
doped graphene layer and an ideal metal is almost 60% higher then that for a pristine one. It was also
noticed that the effect is more pronounced the more derivatives one calculates of the energy. Thus,
the ratio of the energy density at µ = 0.8eV to its pristine value is 1.52 at maximum, for the force
P = −∂F /∂a it is 1.54 and for the force gradient G = ∂P/∂a it reaches 1.56.
Figure 4. The experimental data for the gradient of the Casimir force between an Au-coated sphere and graphene
deposited on a SiO2 film covering a Si plate are shown as crosses plotted at a 67% confidence level over different
separation regions. The gray bands present the theoretical force gradients computed using the exact reflection
coefficients for graphene on a multilayered substrate. Reprinted with permission from [46]. Copyright (2014) by
the American Physical Society.
The experimental status of Casimir interaction in graphene systems is as follows. Using a dy-
namic atomic force microscope the gradient of the Casimir force between an Au-coated sphere and a
graphene sheet deposited on a SiO2 film covering a Si plate was measured [53]. A comparison of the
measurements with the predictions of QFT encoding graphene properties into the Casimir interaction
via the polarization operator (9),(26) was performed in [46]. Unlike (40) obtained for a freestand-
ing graphene in the latter work the reflection coefficients of a multi-layered systems were obtained,
and the gradient of the Casimir force was calculated using the Lifshitz formula with those reflection
coefficients. It was showed in [46] that the theoretical results are in very good agreement with the
experimental data. On Fig. 4 the comparison of theoretical predictions and the experimental results
are given. However, tempretature and chemical potential dependences of the Casimir interaction were
not resolved.
We conclude this Section with some references. Other papers which study the Casimir effect for
graphene are [47, 54–57]. A number of papers has been dedicated to the investigation of Casimir
effect in related systems: for for topological insulators [45, 58] and graphene subject to magnetic field
[49] and under the strain [59]. In these cases, the lack of symmetry in the system does not permit an
independent propagation of two separate modes (like TE and TM in (40)) and one has to consider a
2 × 2 reflection matrix, see e.g. [60].
More details on the presents status of Casimir effect in graphene can be found in Ref. [61].
5 Conclusions
The aim of this paper, that may be viewed as an updated version of our previous review [5] on the
same subject, is to show the development of the quantum field theory calculations based on the Dirac
model of quasiparticles in describing the physics of graphene. The field theoretical methods show
themselves readily applicable and reliable in this field mainly due to the well known fact that the
Dirac model at small momenta gives a very good approximation for the tight binding model.
Finally, we have to mention at least some of the subjects left aside of this review. One of them,
is the rigorous mathematical formulation of the physical boundary conditions being imposed on the
graphene nanoribbons and other graphene devices (nano dots, etc.) Some types of such conditions,
such as the Bery-Mondragon ones above, are very well understood both in physical and mathematical
sense of the word, and even the families of appropriate conditions are investigated, e.g. [62, 63].
Still, the compatibility of others, such as Zig-Zag ones[64], with quantum field theory is yet an open
question, due to presence of infinite number of zero modes.
The other appealing area is the application of quantum field theory in curved spaces to the better
treatment of graphene both free standing and the strained one. While in the former case the natural
ripples of graphene layers are responsible for the effective curvature of the space, it is the non-uniform
strain that modifies the Dirac action in the latter.
All alone stay the applications of field theoretical methods to topologically-nontrivial phases of
matter such as Weyl semimetals and Topological Insulators. This field contains quite a number of
open interesting problems due to its relative novelty.
Of course, this review is far from being a comprehensive study of all possible applications of the
field-theoretical methods in graphene physics, providing only the general overview of some of the
QFT applications.
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