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Abstract
The paper deals with the discrete spectral-orthogonal decompositions of centered Gaussian random processes for two cases. In
the first case, the process implementations are a sequence of pulses that are short in comparison with the observation time. The
process decomposition was obtained as a generalized Fourier series on the basis of the delta function formalism, and the variances
of the coefficients (random values) of this series were found as well. The resulting expressions complement Kotel’nikov’s formula
because they cover both the high-frequency and the low-frequency regions of the canonical-decomposition spectrum. In the second
case, a random process is a superposition of narrow-band Gaussian random processes, and its implementations are characterized
by oscillations. For such a process the canonical decomposition in terms of the Walsh functions was obtained on the basis of the
generalized function formalism. Then this decomposition was re-decomposed in terms of trigonometric functions; it follows from
the resulting series that the canonical decomposition spectrum is not uniform since a pedestal is formed in the constant component
region.
Copyright © 2015, St. Petersburg Polytechnic University. Production and hosting by Elsevier B.V.
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The present work is dedicated to finding a canoni-
cal decomposition of fluctuation interferences affecting
radio receivers; the implementation of a specific interfer-
ence is given as a function on a finite carrier with either
a fixed sign (Fig. 1(a)), or an alternating one (oscillating
function) (Fig. 1(b)). It is well-established in the theory
of stochastic processes that a canonical decomposition
of a random process is its representation as a series con-∗ Corresponding author.
E-mail addresses: A.v.denisov@inbox.ru (A.V. Denisov),
Sincov95@gmail.com (A.A. Sintsov).
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2405-7223/Copyright © 2015, St. Petersburg Polytechnic University. Product
the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.
(Peer review under responsibility of St. Petersburg Polytechnic University).sisting of products of random quantities and determinate
time functions. This series converges to a mean square
of the initial random process. A mathematical substan-
tiation of the canonical decomposition of random func-
tions was obtained by Karhunen and Loeve, as well as
by Pugachev (the bibliography on this subject is listed
in [1]).
The problem of the spectral decomposition of ran-
dom processes discussed in this article is closely con-
nected only with Ref. [2] where Kotel’nikov presented a
decomposition to a Fourier series of normal fluctuation
interferences acting during a ‘sufficiently long’ observa-
tion time. The interferences were represented as products
of standardized Gauss uncorrelated random variables byion and hosting by Elsevier B.V. This is an open access article under
0/).
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Fig. 1. A graphical representation of ways of defining a specific interference U(t) in a time range [–T/2, T/2] as a finite-carrier function: (a) with a
fixed sign (positive in this example), (b) as an alternating function.sines and cosines of multiple arguments with the princi-
pal period equal to the observation time. Let us keep in
mind that Ref. [2] describes normal fluctuation interfer-
ences as some random positive-sign pulses that arrive at
the input of radio systems owing to various natural fac-
tors (lightning discharges, etc.). In this case, the random
character of the interferences is determined by three fac-
tors: the random time of pulses appearing, the random
value of the area under the curve of each pulse of this
type, and the random number of pulses in a fixed obser-
vation interval T. This latter interval sufficiently exceeds
certain effective (mean) pulse duration. Kotel’nikov [2]
found a spectral orthogonal decomposition of such a ran-
dom process over the time interval of duration T with
respect to a trigonometric basis using the central limit
theorem (CLT) and the mean value theorem of integral
calculus.
To apply the latter, each interference must be an im-
plementation of a fixed-sign [2] continuous random func-
tion. If an auto-correlation function of such a random sta-
tionary process is given a priori as a delta function, then
based on the well-known Wiener–Khinchin formula we
shall obtain a constant value for the spectral density of
the process power. This follows plainly from the canon-
ical decomposition obtained by the author.
When it comes to the development of statistical ra-
dio engineering and radiophysics, Kotel’nikov should
be given credit where credit is due; we should point
out, for historical accuracy, that in his monograph [2]
he obtained, among other calculations, an example of a
canonical decomposition, even though the term ‘canon-
ical’ itself entered the vocabulary of radio engineering
specialists slightly later. O. Rice described a similar de-
composition independent from Kotel’nikov, and virtu-
ally at the same time. Their radiophysics studies were
then taken up by S.M. Rytov, L.A. Chernov, and other
scientists, including the studies where the random part
of the electron density was analytically defined for thepurpose of solving the problem of wave propagation in
randomly inhomogeneous media.
The first section of our study does not contain any new
results; we essentially obtain, using another mathemati-
cal language, Kotel’nikov’s calculations for the problem
he considered in Chapter 2 of his monograph [2]. When
obtaining the canonical decomposition we shall take the
formalism of generalized functions and the central limit
theorem as a basis. Let us assume that when the theo-
rem is applied, either the Lyapunov [3,4] or Lindeberg’s
condition is fulfilled [4].
It is common knowledge that Lindberg’s condition
is fulfilled for a succession of independent and identi-
cally distributed random variables with finite variances
[4]. It is our opinion that it is simpler to use the formal-
ism of generalized functions than ordinary mathematical
analysis [2].
In the second section, based on the delta-function for-
malism, we obtain a canonical decomposition of fluctu-
ation interferences for the case when these interferences
have an oscillating behavior. The sign of a physical quan-
tity (e. g., voltage) corresponding to a specific interfer-
ence changes more than once over the duration of the
interference. This result is in our opinion new.
In the same section, without loss of generality, we
examine narrowband random Gaussian interferences, or
microbursts, and find the canonical decomposition for a
sequence of these interferences over a sufficiently long
period of time T. The approach using the mean value
theorem taken in Ref. [2] is not suitable for this case due
to the oscillating behavior of the random function under
the integral.
However, the formalism of generalized functions al-
lows to easily obtain an analytical representation of
such a random process, with its canonical representation
also being a white-noise decomposition. Importantly, the
canonical decomposition in both sections is performed
using the formalism of generalized functions.
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dom variables.2. Canonical decomposition of normal
fluctuation interferences
Let us consider a fixed time interval [–T/2, T/2] and
select on it N random points tl (l = 1, N )with a homoge-
neous distribution. At first we shall restrict our examina-
tion to a specific random experiment where we shall take
N as fixed (non-random). Then, after having examined a
set of implementations, let us average over an ensemble
of implementations. The points shall be numbered in the
order in which they are added to the interval, and not in
the ascending order.
In each point tl let us define an interference Ul (t ) as
qlδ(t − tl ), so that we can define a fluctuation interfer-
ence U (t) in the interval [–T/2, T/2] in the form:
(t ) =
N∑
l=1
qlδ(t − tl ), (1)
where, the area ql under the curve of each pulse shall be
assumed to be a random value.
Let us assume that random values ql and tl are statis-
tically independent [5]. Let us decompose function (1)
in a Fourier series in the interval [–T/2, T/2]:
(t ) =
∞∑
0
Ak cos
(
2π
T
kt
)
+
∞∑
1
Bk sin
(
2π
T
kt
)
,
(2)
A0 = 1T
∫ T
2
− T2
U (t )dt, (3)
Ak = 2T
∫ T
2
− T2
U (t ) cos
(
2π
T
kt
)
dt, (k ≥ 1) (4)
Bk = 2T
∫ T
2
− T2
U (t ) sin
(
2π
T
kt
)
dt . (5)
It is clear that replacing an individual lth interference
operating for a short period of timetl on a delta function
imposes a limit on the number of the higher harmonic
in the decomposition (2); in other words, the following
inequality must be satisfied:
T
2πk
 max
l
(l ) ≡ . (6)
Let us denote the maximum value of index k in the
decomposition (2) satisfying the limitation (6) as kmax.
Therefore, Eqs. (4) and (5) will produce the correct ex-
pressions for the noise decomposition values (1) only up
to the harmonic numbered k = kmax. Let us introduce thenotations:
(k)
l = cos
(
2π
T
ktl
)
, S(k)l = sin
(
2π
T
ktl
)
and write the coefficients (3)–(5) for the function (1) in
another way:
A0 = 1T
N∑
l=1
ql , Ak = 2T
N∑
l=1
qlC(k)l ,
Bk = 2T
N∑
l=1
ql S(k)l , k = 1, kmax. (7)
It follows from the earlier taken statistical indepen-
dence of random values ql and tl that the values ql and
l , as well as ql and Sl are also statistically independent,
so that all momenta qml X m where X equals either Cl or Sl
are factorized in the following manner [5]:
qm1l X
m2 = qm1l X m2 , l = 1, N, (8)
where m1 and m2 are random natural numbers.
Mathematical expectations of the random variables
(k)
l and S
(k)
l , due to the uniform law of the distribution
of the random variable tl equal zero, while their variances
equal 1/2. Let us denote a mathematical expectation of
the random variable ql as q0, and its variance as σ 2.
In accordance with the equality (8), let us express the
Fourier coefficient variances (7) in the following form:
D(A0) = 1T Nσ
2, D(Ak ) = D(Bk ) = 2T 2 Nσ
2;
their mathematical expectations follow the expressions
E (A0) = 1T Nq0, E (Ak ) = E (Bk ) = 0.
According to the CLT for independent random vari-
ables Yl, for N → ∞ the expression∑N
l=1 Yl −
∑N
l=1 E (Yl )√∑N
l=1 D(Yl )
(9)
tends to a standardized Gaussian random variable. There-
fore for N  1 we have the following approximate
equalities:∑N
l=1 ql − Nq0√
Nσ 2
≈ θ0,
∑N
l=1 qlC
(k)
l√
1
2 Nσ 2
≈ θ (C)k ,
∑N
l=1 ql S
(k)
l√
1
2 Nσ 2
≈ θ (S)k ,
where θ0, θ (C)k , θ
(S)
k are the standardized Gaussian ran-
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U
UFrom here we obtain that the partial sum of the series
(2) containing a constant component and a sum of the
first kmax harmonics (that satisfy the inequality (6)) would
take the form
= 1
T
√
Nσ ×
{
ρ0 +
√
2
kmax∑
k=1
(
θ
(C)
k cos
(
2π
T
ktk
)
+ θ (S)k sin
(
2π
T
ktk
))}
, (10)
where
ρ0 = θ0 + q0
√
N
σ
, (11)
for the Fourier-series expansion of the normal fluctuation
interferences on the [–T/2, T/2] interval.
To obtain the energy spectrum S(w) of the interfer-
ence (1) in the (−w˜, w˜) frequency range, where w˜ =
2π
T kmax, it is necessary to square the expression (10) and
to average the result over the implementation ensemble.
It is seen from Eqs. (10) and (11) that the discrete energy
spectrum is non-uniform: for q0
√
N/σ 
 1 the spectral
component of the energy spectrum at a zero frequency
decreases twofold; for the case when q0
√
N/σ  1, the
spectral component at this frequency increases signifi-
cantly. This result was missing in Ref. [2].
We may assume that when a finite (and not very large)
number of points N is chosen, a ‘pedestal’ will form in the
vicinity of the zero frequency. For the energy spectrum
we obtain from Eq. (10):
S(w) ∼= σ
2
T 2
N
⎧⎨
⎩
(
1 + N
σ 2
D(q0)
)
δ(0)
+ 2
kmax∑
−kmax
δ
(
w − 2π
T
k
)⎫⎬
⎭ (k = 0),
where N is the mean value of pulses during time T.
With an increase of T the discrete spectrum becomes
practically continuous.
3. A canonical decomposition of Gaussian
narrowband fluctuation interferences
Now let us discuss the situation when there are nu-
merous interferences in the [–T/2, T/2] interval:
(t ) =
N∑
l=1
Ul (t − tl ), (N  1),
where Ul (t − tl ) is a Gaussian stationary narrowband
random process with a zero mathematical expectationand variance σ 2; tl is the point in time at which the lth
interference lasting for the time period tl 
 T appears
(Fig. 2).
Let us set the each interferenceUl (t − tl ) as a periodic
(in the root-mean-square average [6]) random process
with the autocorrelation-function period τ by using the
canonical Walsh analysis:
Ul (t − tl ) =
M∑
m=0
PmWm(t ), (13)
W1(t ) = sign
(
sin(π
t
τ
)
)
,
W2n (t ) = sign
(
cos(2nπ
t
τ
)
)
,
Wm(±)n(t ) = Wm(t )Wn(t ),
where the lower index (m(±)n) is defined by m, n des-
ignations in binary notation with a subsequent taking the
modulo 2 sum of their bits [7].
Before we start discussing the formalism of delta
functions, notice that we may roughly assume based on
Eq. (13) that over a sufficiently short interval
δ = min
{
tl ,
τ
M
}
the function Ul (t − tl ) takes the value ql which is a ran-
dom variable that is a linear combination of random vari-
ables Pm with their factors equaling either +1 or –1:
ql = α1(l )P1 + α2(l )P2 + · · · + αM (l )PM,∣∣α j (l )∣∣ = 1, j = 1, M. (14)
Let us examine two particular cases.
Case 1. Let maxl tl ≤ τ , i.e. period τ (Fig. 2(a)) of
the first harmonic of the canonical decomposition is no
less than the length of the carrier of any interference
Ul (t − tl ). In this case the fluctuation interferences (12),
which we are going to subject to harmonic analysis over
an interval of T length, may be given mathematically
using the delta functions:
U (t ) =
N∑
l=1
Ul (t ) =
N∑
l=1
qlδ(t − tl ), (15)
where the form of random variables ql is given by
Eq. (14).
Let all interferences Ul (t − tl ) be characterized by a
zero mathematical expectation and variance σ 2.
The mathematical expectations of random variables
Pm equal zero (since the mathematical expectation of
the initial process equals zero), while the variance of
a random variable ql , based on Eq. (14), equals the
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Fig. 2. A graphical representation of using two specific methods for defining one of many interferences U(t) lasting for a time tl in the [–T/2, T/2]
time interval : (a) max
l
tl ≤ τ ; (b) tl = nlτ (see the text for notations of the quantities).
U
Usum of variances of uncorrelated random variables Pj
( j = 1, M); therefore, it equals the variance of the in-
terference (13) σ 2. Then, by using the CLT (as in the
previous section), we obtain a decomposition of a ran-
dom process (15) during time T :
= 1
T
√
Nσ ×
{
θ0 +
√
2
kmax∑
k=1
(
θ
(C)
k cos
(
2π
T
ktk
)
+ θ (S)k sin
(
2π
T
ktk
))}
. (16)
Case 2. Let us now examine the situation where the car-
rier of each interference tl = nlτ (nl is a natural num-
ber larger than or equal to 2), so that the sum of the
series
n1 + n1 + · · · + nN ≡ N∗ > N.
In this case it makes sense to split each interval
tl into nl non-intersecting subintervals of length τ
(Fig. 2(b)).For each subinterval let us write a canoni-
cal representation of interference Ul (t − tl ) in the form
(13). Let us assume that the interferences are character-
ized by a zero mathematical expectation and a total σ 2
on each subinterval of length τ .
In this case σ 2 is a mean power of a random process
for a time τ . During time nlτ (nl > 1) a mean power
shall equal nlσ 2. Assuming that max
l
nl 
 T/τ , let us
substitute (with the goal of obtaining a convergence in
the mean square) the initial random process for a process
described by the expression similar in form to Eq. (15):
(t ) =
N∑
l=1
ql (
)δ(t − tl ).
Obviously, each random variable ql (
) has a zero
mathematical expectation and a variance nlσ 2. The to-
tal energy of all interferences during observation time T
would be expressed as:
σ 2 = (n1 + n1 + · · · + nN )σ 2 ≡ N∗σ 2.
In this case the canonical decomposition of the com-
bined effect of white noise interferences will take the
form similar to (16) but within the accuracy of substitut-
ing N for N∗ in Eq. (16).
4. Some applications of the obtained formulae
in problems of electromagnetic wave propagation
The first problem deals with non-equilibrium pro-
cesses in plasma radiophysics when, as a result of an
electron-density fluctuation, an electromagnetic wave
propagating in such a medium transforms into another
wave with another frequency. In such a problem a ran-
domly inhomogeneous medium of wave propagation can
be defined as a ‘cloud’ structure [8] of electron concen-
tration.
The second problem lies in description of an elec-
tromagnetic wave scattering in random media where the
inhomogeneities are characterized by a random field of
fluctuations in the electron concentration of permittivity
[8]. When solving such problems it is helpful to model
fluctuations in electron density by a canonical decompo-
sition over white noise.
In specific cases, when examining flat electromag-
netic waves in the ionosphere, a model of a wave-type
medium, where echo signal modulation caused by elec-
tromagnetic wave interference on quasi-periodic inho-
mogeneities is often observed, is more applicable.
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