INTRODUCTION
Due to the incurred problems related to rotated images taken from real-life scenarios, many papers tackled this issue in order to detect and rotate the skewed images. The existing algorithms consist of rotating the image after calculating its inclination angle [I -3] and before proceeding to the next steps of the Optical Character Recognition (OCR) process.
On the one hand, image rotation can never add details to the image and thus the result of an adjustment of a skewed image can easily deteriorate the quality of the image (colors less intense, haloes creation around the characters) as illustrated in Fig. I and Fig.2 and may also result in losing some of the surrounding pixels and/or characters as shown in Fig.3 and FigA.
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Figure I. Container number original image. On the other hand, image rotation is time consuming due to the complexity of its computation which is considered as a big problem in real-time systems because it affects the overall performance of the character recognition process and therefore it will be better if it can be avoided.
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PROPOSED METHOD
Based on the above described drawbacks of image rotation, our proposed method consists of extracting the characters of an image subject to a later Optical Character Recognition (OCR) without rotating the image. Our approach is very simple and consists of the following two phases: preparatory and execution phases.
A. Preparatory Phase
The preparatory phase consists of relying on any existing characters' segmentation and determination of the image rotation angle.
A.I Characters' segmentation Any segmentation approach can be used in order to detect the useful segments from a rotated image [4] [5] [6] [7] [8] [9] [10] [11] , and all that we need is the upper-left coordinates represented by (Xmin ' Y min) and the lower-right coordinates represented by (Xmax, Y max) of each segment.
It is worthy to note that in digital image processing, images are read from top to bottom and from left to right, so as shown in Fig. 5 , the X and Y axes are a little bit different than the normal used ones.
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A.2 Image rotation angle calculation Any skew detection approach can be used in order to determine the rotation angle of the image (represented hereafter by 9), worthwhile mentioning that such algorithms are classified into the following four main categories [12] : Hough transform [13, 14] , projection profile [15, 16] , nearest neighbor clustering [17, 18] and interline cross correlation [19] [20] [21] .
From this sub-phase, we only need to know the image rotation angle in order to start the execution of our proposed approach.
B. Execution Phase
The execution phase is the kernel of our approach and is divided into Segments Line Determination and Program Lines Ordering.
B.l Segments Line Determination
In order to acquire the best response time, our approach consists of working all the time in the memory instead of going to any other computer peripheral.
First, we start by determining the coordinates (X, Y) of the center of each segmented character retrieved in the preparatory phase, in the following way:
where (Xmin,Y min) represents the upper-left comer of the segmented character and (Xmax,Y max) represents the lower-right comer of the segmented character.
Second and because Latin characters are written from left to right, we will sort the segmented characters according to their Xmin value and thus there will be no problem if the segmented characters which were retrieved in the preparatory phase are scrambled (i.e. retrieved in any order).
Third, we initialize the Program Line Number (PLN) variable by zero then we enter the first loop where the variable "I" will hold the first till the last segment of the previously sorted array, where we will:
a.
Check if the segment I having -for example-the center (Xi ,Y;) , was previously assigned with a Program Line Number; if the answer is positive we will pass to the next step of the first loop (i.e. we put in I the next segment of the sorted array and we go back to step a), otherwise we will increment the PLN by one and we assign it to I and then we will enter a second loop where the variable "J" will hold the segment which exists after I till the last segment of the sorted array, where we will:
b. Check whether the segment J was previously assigned with a Program Line Number; if the answer is positive we will pass to the next step of the second loop (i.e. we put in J the next segment of the sorted array and we go back to step b), otherwise we check whether the Imaginary Line passing by (Xi,Yi) crosses the segment J; if the answer is positive, PLN is assigned to J otherwise nothing will be done. Finally, we will pass to the next step of the second loop (i.e. we put in J the next segment of the sorted array then we go back to step b).
It is important to note that: 1. All the segments which are crossed by the Imaginary Line passing by (Xi,Y;) and having the slope S will have the same PLN because they are in the same line of the rotated image. 2. If an image is rotated by 9, all the lines inside the image will be rotated by the same value. 3. As illustrated in Fig. 6 , the slope of the line passing by the two points (X1,Y1) and (X2,Y2) is equal to (Yr Y1)/(XrX1) which is equal to the tangent of9.
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Line passingby (X" Y,) and (X" Y,) Figure 6 . Relation between angle rotation and line slope. Fig.7 shows a line having a positive slope while Fig.8 shows a line having a negative slope; it is worthy to note that a line parallel to the X axis has a slope equal to zero. . .
Line passing by (X" Y,) and crossing the segment conta in i ngthe letter T Figure 9 . Example of a line crossing a segment.
-In case the slope is negative or equal to zero, the Imaginary Line passes by/below its upper-left coordinates (Xmin' Y min) and by/above its lower-right coordinates (Xmax, Y max), which means: Y min <= S(X min-X l) + Yl and Y max >= S(X max-X l) + Yl 6. At the end of the B 1 phase, all the segments will be assigned with a PLN but the PLNs will not reflect the real ordering of the image lines.
B.2 Program lines ordering
At this stage, all the segments are classified according to their PLNs but which may not be similar to the real order of the image lines because our approach can deal with scrambled segments. To solve this issue, the PLNs will be sorted according to their Imaginary Line intersection with the Y axis. Below, the three figures (Fig. 10, 1 I and 12 ) will illustrate the problem and its solution. 
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EXPERIMENTS
Our proposed method was initially designed for skewed back side container images and it succeeded to return very good results regarding its performance and its ability to deal with rotated images.
The result of our experiments returned a response time around 0.11 milliseconds for executing our approach on an image containing the container number and the container type while using a laptop having a 2.00 GHz processor and 2 GB of RAM, which makes our proposed method very convenient and highly desirable for real-time applications.
It is essential to note that the existence of spaces before or in the middle of the container number or container type doesn't have any negative effect on the result.
We will illustrate in the Fig. 14, 15 and 16 some samples from our experimental results. To make the figures more readable, each figure will contain two parts where the part above the red line represents the original image and contains two lines (the first one represents the Container Number and the second one represents the Container Type) and the part below the red line represents the extracted segments without applying any image rotation. Worthwhile mentioning that the inclination of the extracted segments doesn't represent any issue because any OCR application can easily recognize them after being trained.
Finally, we would like to highlight that our proposed method can tolerate and deal with distorted segments, due to bad image quality or subject to image filtering, because we designed our approach in a way that a segment is affected with a PLN if the Imaginary Line crosses it (i.e. disregarding if it is higher or lower from the center of the segment).
APPLICATION FIELD
Although this paper was intended to read the container number of a skewed image (from the front - Fig. 17 -, from the back - Fig. 18 -, left, right or top side of the container), it can also be used to read the container owner name - Fig. 19-and  the vehicle plate number -Fig. 20 -. 
COMPARATIVE STUDY
In this study, we will present the benefit from being able to extract segments from a skewed image without rotating it; to this end, below we will list the execution time for image de skewing as mentioned in their corresponding paper: a. The average processing time for skew correction is between 17-110 milliseconds for 0.45-3.0 mega pixel images [22] 
FUTURE WORKS
Because our approach was intended for extracting the container number from a skewed container image, so it was designed to read any font and letter size -but having the same height-and thus further enhancements should be done to deal with capital and small letters belonging to the same line; the second issue that needs further research is to calculate, from the segmented characters, the image rotation angle without relying on any other existing algorithm because they are not 100% accurate while detecting the rotation angle of an image which may lead in some cases to incorrect results. Finally, we will list an extract of the deviation error as mentioned in their corresponding paper:
a. The average deviation error is estimated within two degrees from the true angle [26] b. The Rotation from _5° to 5° presumed an error deviation of 0.2° [12] c. The average deviation error of the skew corrected text lines is from _3° to 3 ° [22] d. The skew angle error varies from 0° to 0.6° [23] 
