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Abstract
There has been a lot of work focussing on activity recognition in smart homes, with the aim of the home being to monitor the
activities of the inhabitant and identify deviations from the norm. For a smart home to support its inhabitants, the recognition sys-
tem needs to accurately learn from the observations acquired through sensors, which are installed in the home. Given a predeﬁned
set of the inhabitant’s daily activities, the question is which sensors are important to accurately recognise these activities. This
paper addresses the sensor selection problem through a ﬁlter-based approach, which is based on information gain. We evaluate the
eﬀectiveness of the proposed method on two publicly available smart home datasets.
c© 2015 The Authors. Published by Elsevier B.V.
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1. Introduction
In a smart home, sensors are unobtrusively attached to the objects in the home such as the toaster, microwave, door,
etc. These sensors are triggered when the inhabitant performs their daily activities such as turning on the television,
closing the microwave door, etc. There has been a lot of work that recognises activities from the observations acquired
through sensors1,2,3, which can be useful to support and monitor the inhabitants, typically the elderly or cognitively
impaired who are living alone.
However, one challenge still remains: which sensors are useful to eﬀectively recognise the activities of the in-
habitant. Many works attempt to learn from as many sensors as possible with the aim that the classiﬁer acquires a
good representation of the inhabitant’s activities. Such an approach may not be eﬀective since training a learning
algorithm on irrelevant and/or redundant sensors not only aﬀects the classiﬁcation performance but also requires a
greater amount of training data. This motivates us to look into this problem, which we consider to be important but
has not received wide attention yet.
To see the importance of this problem, consider the example shown in the following table:
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The ﬁrst two columns are sensors attached to the microwave and kitchen light, which can take on the value on or
oﬀ, while the last column represents the classes of activity, which is either washing dishes or cooking. From the
above example, we can derive some relationships e.g., the sensor attached to the microwave is highly correlated to the
cooking activity. The information gained from the sensor on the microwave is high since it eﬀectively classiﬁes the
cooking activity as compared to the kitchen light. This means that the chances of knowing that someone is cooking is
maximal by focussing on the sensor attached to the microwave.
In order to identify which sensors are useful, we need to ﬁrst determine the amount of information we can get from
each sensor. Our solution to the sensor selection problem is based on an information-theoretic approach, which uses
information gain to measure the eﬀectiveness of a sensor in classifying an activity. We evaluate the eﬀectiveness of
our proposed method on two publicly available smart home datasets.
2. Related Work
In this section, we review methods that address the sensor selection problem for activity recognition. In fact, the
sensor selection problem is closely related to the feature selection problem in machine learning and statistics, which
aims to ﬁnd useful features in a dataset prior to learning.
In the context of smart homes, the wrapper-based and ﬁlter-based are the commonly used approaches for sensor
selection. The wrapper-based approach uses a learning algorithm to score the sensors according to their accuracy
performance4,5. However, this approach is computationally expensive since it needs to search the space of all sensor
subsets and train the classiﬁer for each of the subset. This is impractical when the number of sensors that need to be
evaluated is large.
The ﬁlter-based approach, on the other hand, evaluates the characteristic of the sensors based on some heuristics
without involving any learning algorithm. In the work of Cook and Holder6, they used mutual information to measure
the dependency between the sensor and activity, i.e., by calculating the dependence between the joint distribution of
the sensor and activity, and the distribution if they are independent. Chen et al. 7 applied information gain for sensor
selection. Their work aims to extract useful sensors that can help to predict energy usage for supporting speciﬁc daily
activities in smart homes. However, these works6,7 are mainly focussed on motion sensors. Information gain is also
applied in the work of Rahman et al. 8 for the identication of eating activities based on head movement data.
There is also work that combines the ﬁlter-based and wrapper-based approaches for detecting physical activities
of the inhabitant from accelerometers. Fish et al. 9 used mutual information to ﬁnd the relevant features at each node
of a decision tree. Feature with the highest mutual information is chosen for splitting the tree node. This approach
requires a priori threshold in order to remove features with negative entropy values.
The work of Quesada et al. 10 aims to ﬁnd the minimum subset of sensors that can achieve an accuracy, which is
consistent with the full set of sensors used. They used an exhaustive search and consistency measure as the evaluation
function to ﬁnd the minimally subset of sensors. Such an approach has high computational cost.
3. Sensor Selection
This paper views the sensor selection problem as a task of selecting a set of sensors that are relevant for activity
recognition. Our solution to the sensor selection problem is based on the information-theoretic approach, which uses
information gain to measure the eﬀectiveness of a sensor in classifying an activity.
Information gain measures the expected reduction in entropy11. The entropy for a set of training examples T , with
a target class of m activities, is deﬁned as:
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Entropy(T ) = −
m∑
i=1
pi log2 pi (1)
where pi is the proportion of T belonging to activity class i. Thus, the information gain Gain(T, S ) of a sensor S , that
corresponds to the set of training examples T , is deﬁned as in11:




|T | Entropy(Tv) (2)
where the Values(S ) are the possible values of sensor S and Tv is the subset of T for which sensor S has value v, i.e.,
Tv = {t ∈ T |S (t) = v} and |A| is the cardinality of set A. The Entropy(T ) in Equation 2 refers to the entropy of the
entire set of the training examples T .∑
v∈Values(S )
|Tv |
|T | Entropy(Tv) is the expected value of the entropy after T is partitioned using sensor S . Thus,
Gain(T, S ) is the expected reduction in entropy by knowing the value of sensor S .
4. Evaluation Methods
To test the eﬀectiveness of using the information gain for sensor selection, we used two distinct smart home
datasets. The ﬁrst is the MIT PlaceLab12 dataset. The MIT PlaceLab designed a smart home system with a set of 77
state-change sensors installed in an apartment. The sensors were attached to household objects within the home such
as microwave, washing machine, cupboard, etc. The data was collected for a period of 16 days with a person living in
the apartment. The subject kept a record of his activities, which form a set of annotations for the data.
Since we are only interested in recognising activities of daily living such as grooming/dressing, preparing meal,
toileting/showering, washing/putting away dishes and doing laundry, out of the 77 sensors, a total 24 sensors were used
to collect information of these activities. We used a leave-two days-out cross validation method for each evaluation
in order to calculate the confusion matrix and measure the recognition accuracy. From the total of 16 days, we
used 14 days for training and the remaining 2 days for testing, which result in 8 training-test splits. In each set i,
i = 1, 2, . . . , 8, we used the training set to ﬁnd the set of informative sensors and then train a classiﬁer on this set of
informative sensors. The testing set is used to test the accuracy of the classiﬁer.
Recognition accuracy is the ratio of the total number of activities correctly identiﬁed by the classiﬁer over the
total number of activities used for testing. We repeated the process 8 times and average the accuracies in each run.
Table 1(a) shows the number of activity examples and sensor observations used in each training-test splits.
The second dataset is obtained from van Kasteren13. The dataset was collected over a period of 24 days, where 14
state-change sensors were used. The dataset was annotated with activities by the subject living in the home. For this
dataset, we used 20 days for training and the remainder 4 days for testing. We repeated the process 6 times and the
ﬁnal recognition accuracy is calculated by averaging the accuracies in each run. The number of activity examples and
sensor observations used in each training and testing set are shown in Table 1(b).
5. Experimental Results
We conducted three separate experiments on the two distinct smart home datasets discussed in Section 4. First,
we used the information gain measure for sensor selection. The selected set of informative sensors is then used to
train the classiﬁers. In the second experiment, we compared the information gain method with the baseline mutual
information method. In the third, we evaluate the eﬀectiveness of the informative sensors with the full set of sensors
for activity recognition. In all the experiments conducted, we trained on three diﬀerent classiﬁers, i.e., naı¨ve Bayes
classiﬁer, decision tree and k-nearest neighbor. The main reason to train the three classiﬁers is to validate the results
of sensor selection and not to determine which classiﬁer gives the best recognition rate.
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Table 1. Number of activity examples and sensor observations in each training and testing set
(a) MIT PlaceLab Dataset
Training-Test Sets No. of Activity Examples No. of Sensor ObservationsTraining Testing Training Testing
1st Set 271 29 1545 123
2nd Set 247 53 1325 343
3rd Set 280 20 1551 117
4th Set 267 33 1424 244
5th Set 252 48 1450 218
6th Set 266 34 1455 213
7th Set 263 37 1488 180
8th Set 254 46 1438 230
(b) van Kasteren Dataset
Training-Test Sets No. of Activity Examples No. of Sensor ObservationsTraining Testing Training Testing
1st Set 277 42 1137 181
2nd Set 239 80 983 335
3rd Set 266 53 1140 178
4th Set 270 49 1086 232
5th Set 288 31 1197 121
6th Set 255 64 1047 271
5.1. Experiment 1: Sensor selection using information gain measure
In this experiment, we used the information gain measure to ﬁnd the set of informative sensors. For each train-
ing set, we ﬁrst calculate the information gain for each sensor and then select the subset of sensors with non-zero
information gain. Thus, sensors with zero information gain are removed from training and testing sets respectively.
For the MIT PlaceLab dataset, 13 out of 24 sensors were removed, while 4 out of 14 sensors were removed from
the van Kasteren dataset. The main reason for removing these sensors is as though that these sensors were removed
physically from the home6. In this way, we can test how well the subset of sensors recognise the particular activities
of the inhabitant.
Once the sensors with zero information gain are removed, we then trained the three classiﬁers on the set of infor-
mative sensors. First, we looked at the MIT PlaceLab dataset and then repeated the same process on van Kasteren
dataset. The results are shown in Table 2.
Table 3 shows the summary of the set of informative sensors identiﬁed for each activity on both datasets. Referring
to Table 3(a), sensors attached to the toilet ﬂush and shower tap are important to recognise the ‘toileting/showering’
activity. This information can help to determine the essential sensors needed to recognise the particular activities of
the inhabitant. This could not only reduce the computational cost when training the classiﬁers but also reduction in
the cost of maintaining the sensors within the home.
5.2. Experiment 2: Comparison with the baseline method
Since mutual information is a ﬁlter-based approach that measures the amount of information contributes to making
the correct classiﬁcation decision on activity, we used mutual information6 as a baseline to test how eﬀective the
proposed information gain is.
The mutual information for sensor S and a set of activities A is deﬁned as:











where P(v, a) is the joint probability distribution of v and a. P(v) and P(a) are the marginal distributions.
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Table 2. Results based on information gain
(a) MIT PlaceLab Dataset
Training-Test Sets Recognition Accuracy (%)Naı¨ve Bayes Classiﬁer Decision Tree k-Nearest Neighbor (k=3)
1st Set 96 93 96
2nd Set 96 90 94
3rd Set 94 94 94
4th Set 93 96 93
5th Set 93 93 93
6th Set 88 88 97
7th Set 97 94 94
8th Set 95 86 95
Average 94 91.8 94.5
Standard Deviation 2.96 3.38 1.57
(b) van Kasteren Dataset
Training-Test Sets Recognition Accuracy (%)Naı¨ve Bayes Classiﬁer Decision Tree k-Nearest Neighbor (k=3)
1st Set 100 100 100
2nd Set 96 95 96
3rd Set 98 85 98
4th Set 100 100 98
5th Set 97 97 93
6th Set 95 95 97
Average 97.7 95 97
Standard Deviation 2.08 5.56 2.26
Table 3. The set of informative sensors selected based on information gain for each activity
(a) MIT PlaceLab Dataset
No. Activities Informative Sensors
1. Grooming/dressing S6 (bathroom tap - cold)
2. Doing laundry S3 (laundry dryer), S1 (laundry door), S2 (washing machine)
3. Toileting/showering S16 (toilet ﬂush), S17 (shower tap)
4. Preparing meal S24 (freezer), S23 (fridge), S20 (toaster), S22 (microwave)
5. Washing/putting away dishes S10 (kitchen drawer)
(b) van Kasteren Dataset
No. Activities Informative Sensors
1. Leave house S1 (front door)
2. Toileting/showering S5 (toilet ﬂush), S2 (hall toilet door), S3 (hall bathroom door)
3. Go to bed S9 (groceries cupboard), S4 (hall bedroom door)
4. Prepare meal/get drink S11 (fridge), S12 (freezer), S7 (cups cupboard),
S8 (plates cupboard)
Mutual information measures the dependency between the sensor and the activity, while the proposed information
gain method measures the expected reduction of uncertainty in the activity by knowing the value of a sensor.
In this experiment, we repeat the same process conducted in Section 5.1. Mutual information is ﬁrst calculated for
each sensor (Equation 3) and then rank according to their score. The mutual information value for each sensor in each
training set on MIT PlaceLab and van Kasteren datasets are shown in Figure 1.
Looking at the ﬁgure, we need to deﬁne a suitable cut-oﬀ point to remove sensors with low mutual information. In
this experiment, we have chosen 0.1 as the cut-oﬀ point, i.e., sensors with value less than 0.1 are removed from the
training and testing sets. For the MIT PlaceLab dataset, 13 out of 24 sensors were removed, while 5 out of 14 sensors
were removed from the van Kasteren dataset. We then trained the three classiﬁers on the remaining sensors and the
results are presented in Table 4.
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(a)
(b)
Fig. 1. Mutual information value for each sensor in each training set on: (a) MIT PlaceLab dataset and (b) van Kasteren dataset
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Table 4. Results based on mutual information
(a) MIT PlaceLab Dataset
Training-Test Sets Recognition Accuracy (%)Naı¨ve Bayes Classiﬁer Decision Tree k-Nearest Neighbor (k=3)
1st Set 92 88 92
2nd Set 94 94 92
3rd Set 94 94 94
4th Set 90 90 97
5th Set 93 89 93
6th Set 88 85 91
7th Set 94 100 97
8th Set 91 93 91
Average 92 91.6 93.4
Standard Deviation 2.4 4.72 2.37
(b) van Kasteren Dataset
Training-Test Sets Recognition Accuracy (%)Naı¨ve Bayes Classiﬁer Decision Tree k-Nearest Neighbor (k=3)
1st Set 100 100 100
2nd Set 96 96 96
3rd Set 98 98 98
4th Set 98 100 98
5th Set 97 97 93
6th Set 95 95 97
Average 97.3 97.7 97
Standard Deviation 1.76 2.08 2.26
5.3. Experiment 3: Comparison with the full set of sensors
In this experiment, we used the full set of sensors as a baseline to test how eﬀective the information gain method
is. We trained the three classiﬁers on the full set of sensors, i.e., 24 sensors on MIT PlaceLab dataset and 14 sensors
on van Kasteren dataset. The results are presented in Table 5.
6. Discussion
Table 6 shows a summary of the the average recognition accuracy (obtained from Tables 2, 4 and 5) for the three
experiments conducted in Section 5.
For the MIT PlaceLab dataset, when information gain is used for sensor selection, both decision tree and k-Nearest
Neighbor achieve a slightly higher recognition accuracy compared to the full set of sensors while the naı¨ve Bayes
classiﬁer achieves the same accuracy. The results clearly show that the average recognition accuracy using the set of
11 informative sensors selected based on information gain is comparable to the full set of 24 sensors across the three
classiﬁers. In comparison to the mutual information method, sensor selection based on information gain achieves an
overall accuracy higher than mutual information across the three classiﬁers. The encouraging results have shown that
the proposed information gain method work eﬀectively to identify the set of sensors, which are important and useful
for activity recognition.
As for van Kasteren dataset, although the number of sensors does not appear to reduce as much compared to the
MIT PlaceLab dataset, the results based on information gain still achieve a higher accuracy for all the classiﬁers
when comparing to the full set of sensors. This shows that the information gain method can eﬀectively used for
sensor selection. When comparing to the mutual information method, the naı¨ve Bayes classiﬁer trained on sensors
selected based on information gain achieves a slightly higher accuracy, while k-Nearest Neighbor achieved the same
accuracy. But the result of decision tree based on mutual information (97.7%) is better than the information gain
method (95.2%).
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Table 5. Results based on full set of sensors
(a) MIT PlaceLab Dataset
Training-Test Sets Recognition Accuracy (%)Naı¨ve Bayes Classiﬁer Decision Tree k-Nearest Neighbor (k=3)
1st Set 97 90 93
2nd Set 91 94 94
3rd Set 95 90 90
4th Set 94 88 91
5th Set 96 90 96
6th Set 91 91 97
7th Set 97 95 97
8th Set 93 89 96
Average 94 91 94.3
Standard Deviation 2.43 2.44 2.7
(b) van Kasteren Dataset
Training-Test Sets Recognition Accuracy (%)Naı¨ve Bayes Classiﬁer Decision Tree k-Nearest Neighbor (k=3)
1st Set 100 100 100
2nd Set 95 96 94
3rd Set 98 85 98
4th Set 100 98 98
5th Set 97 97 90
6th Set 95 91 91
Average 97.5 94.5 95.2
Standard Deviation 2.21 5.61 4.14
Table 6. Comparison between the information gain and baseline mutual information methods, and the full set of sensors
(a) MIT PlaceLab Dataset
Sensor Selection Methods Recognition Accuracy (%)
Naı¨ve Bayes Classiﬁer Decision Tree k-Nearest Neighbor
Full Set of Sensors 94 91 94.3
Information Gain 94 91.8 94.5
Mutual Information 92 91.6 93.4
(b) van Kasteren Dataset
Sensor Selection Methods Recognition Accuracy (%)
Naı¨ve Bayes Classiﬁer Decision Tree k-Nearest Neighbor
Full Set of Sensors 97.5 94.5 95.2
Information Gain 97.7 95 97
Mutual Information 97.3 97.7 97
Although the information gain method did not show a clear advantage over mutual information on van Kasteren
dataset, when using mutual information, there is a need to empirically deﬁne a cut-oﬀ point to remove sensors with
low mutual information. As can be seen in Figure 1, if a higher cut-oﬀ point is used for both datasets e.g., 0.18, about
5 sensors are considered important. When training the classiﬁers on these sensors, there is a higher risk of overﬁtting
since the number of sensors is insuﬃcient. Prior knowledge is needed in order to determine a suitable cut-oﬀ point.
The reduction of sensors for activity recognition has the beneﬁt not only to reduce the cost of sensors deployment
and maintenance but also reduce the computational cost and the size of training data needed to accurately learn the
inhabitant’s activities.
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7. Conclusions
In this paper, we used the information gain to address the sensor selection problem in a home setting. Information
gain was used to measure the importance of the sensors to recognise the activities of the inhabitant. Our experimental
results show that information gain works eﬀectively to identify the important sensors on both MIT PlaceLab and
van Kasteren datasets. We have shown a comparison between the information gain and baseline mutual information
method and that information gain is better. We also compared the proposed information gain method with the full set
of sensors. The results are promising and that information gain not only able to reduce the number of sensors needed
for activity recognition but the results could also be used to guide future sensor installation for the particular activities
in a new home.
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