Abstract-h our previous paper [l], we observed that generalized Vandermonde determinants of the form vn;~(ll,.
INTRODUCTION
Let X, = {xl,... , xn} be a set of n 2 2 distinct points belonging to an interval [a, b] . . , x,-l, x) be the polynomial of degree n -1 obtained when
x is used instead of z,. Then formula (1) says that V,_, (CE) is the product of the classical Vandermonde of order n -1 times a manic polynomial of degree n -1, that is, flr=;'(x -xi). 
where the Z, are n distinct points belonging to an interval [a, b] of the real line; n stands for the order and the sequence p consists of ordered integers 0 < ~1 < ~2 < . . . < pn. Notice that the sequence p recalls the monomial basis on which (2) is based. In fact, while the classical Vandermonde determinant of order n is based on the monomials { 1, Z, . . . , xn}, the generalized ones are based on the basis {xfiL', . . . , xprl } for some positive integers 0 < ~1 < nz < ... < pn. where m,_i = pn -~1. Moreover, for x = x,, we proved that
Generalized
with M = m,_r -n + 1, for some polynomial PM(X) of degree M. A method for the computation of the coefficients of the polynomial PM(X) was suggested in [I] . Inspired by a typical example where these kinds of factorization arise, that is, the restriction of bivariate polynomials of degree n to curves of the type y = xm, nz 5 n, in Section 2, we present our main result and discuss some consequences. We also provide an improved version of Algorithm 2 outlined in [l].
THE MAIN RESULT
In order to understand more about the topic, we recommend that the reader refer to our previous paper [l] , and also to become familiar with the notation used. For more details on symmetric and Schur functions, also see the monograph [4] .
First, we observe that generalized Vandermonde determinants of the form (2) can be factored as follows:
det (x"-'"') l<i,jln . Here the ep are the elementary symmetric functions of the points 51,. . . , z,_~.
A first remark is that the polynomial PM(X) is in general not manic, as it will appear evident from the following two examples. Moreover, this space is generated by a set of monomials of degree at most mn, where there are some missing powers or gaps. One can also determine the number of these gaps which form a sequence of integers: the sequence X.
More precisely, let with err > (~2 > .'. > QN 2 0 being the basis (cf. Section 1, the Introduction), and consider for given N and distinct points xl < 22 < . . ' < XN, the associated generalized Vandermonde determinant 
. ,XN) . (9)
Of importance is the fact that X depends only on m, i.e., is constant with respect to N. More precisely, we have the following. since ej = 0, j > 3 and j < 0. Then computing the leading coefficient of P4 (5), one can see that it is in general not 1 (even if it can be for some choice of the points ~1, ~2, and x3). PROOF. Byhypothesis,cr=(n-l+A4,n-2 ,..., l,O)andd=(n-l,n-2 ,..., l,O).ThenX= o-6 = (Al, 0,.
, 0). From [l, Proposition 3.11, we know that for this special A, the corresponding Schur function is hLy), i.e., the complete elementay symmetric function of "degree" A4 on the points (zci, . . . , XA~). Then, by bordering the corresponding matrix as we did in Theorem 2.1, we obtain Therefore, the leading coefficient (of x") is 1, since
This concludes the proof.
The symbol O(n-l) stands for the sequence (0,. . . , 0).
In reading carefully the previous theorem, it can be seen as a corollary of Theorem 3.2
l The bordering process in (10) is based on the conjugate partition A'. The monicity of Phi(x) is also related to A', as we state in the following corollary. COROLLARY 2.1. Let us consider a sequence X associated to the polynomial (6) in Tlleorem 2.1.
PROOF. Since the conjugate partition of X' is X, hence, the conjugate of is X = (M,O(n-l)). B y applying Theorem 2.2, we conclude. I EXAMPLE 2.3. A simple but instructive example comes easily from Example 2.1. Let us take the basis of bivariate polynomials of degree n 2 3 restricted to the curve y = x3. The resulting space consists of univariate polynomials of degree 3n, where the only missing power is 3n -1,
i.e., x3n-1 is not in the basis, and its dimension is 3n.
Then, X = X' = (I,0 (3n-1)), so that M = 1 and PI(z) = z -hy"-l) = IC -e(13n-1).
Algorithmic Aspects
Finally, we suggest an algorithm for the computation of the coefficients of the (manic) polynomial P&l(z) which is based on Theorem 3.2 in [l] and Theorem 2.2.
Algorithm

Inputs:
the partitions cy, 6 of 151 and the points xi, i = 1,. , M.
1. Let X = a -b and X' its conjugate. In the special caSe considered in this paper, the matrix corresponding to X = (A&, O(n-l)) is the vector (1, . , 1) and so X' is still a vector. Therefore, in the manic case, the construction of X and X' is si'plified.
