Predictions state that graphene can spontaneously develop magnetism from the Coulomb repulsion of its π-electrons, but its experimental verification has been a challenge. Here, we report on the observation and manipulation of individual magnetic moments localized in graphene nanostructures on a Au(111) surface. Using scanning tunneling spectroscopy, we detected the presence of single electron spins localized around certain zigzag sites of the carbon backbone via the Kondo effect. Two near-by spins were found coupled into a singlet ground state, and the strength of their exchange interaction was measured via singlet-triplet inelastic tunnel electron excitations. Theoretical simulations demonstrate that electron correlations result in spin-polarized radical states with the experimentally observed spatial distributions. Hydrogen atoms bound to these radical sites quench their magnetic moment, permitting us to switch the spin of the nanostructure using the tip of the microscope. Among the many applications predicted for graphene, its use as a source of magnetism is the most unexpected one, and an attractive challenge for its active role in spintronic devices 1 . Generally, magnetism is associated to a large degree of electron localization and strong spinorbit interaction. Both premises are absent in graphene, a strongly diamagnetic material. The simplest method to induce magnetism in graphene is to create an imbalance in the number of carbon atoms in each of the two sublattices, what, according to the Lieb's theorem for bipartite lattices 2 , causes a spin imbalance in the system. This can be done by either inserting defects that remove a single p z orbital [3][4][5][6] or by shaping graphene with zigzag edges 7, 8 . However, magnetism can also emerge in graphene nanostructures where Lieb's theorem does not apply 9, 10 . For example, in π-conjugated systems with small band gaps, Coulomb repulsion between valence electrons forces the electronic system to reorganize into open-shell configurations 11 with unpaired electrons (radicals) localized at different atomic sites. Although the net magnetization of the nanostructures may be zero, each radical state hosts a magnetic moment of size µ B , the Bohr magneton, turning the graphene nanostructure paramagnetic. This basic principle predicts, for example, the emergence of edge magnetization originating from zero-energy modes in sufficiently wide zigzag [12] [13] [14] and chiral 15, 16 graphene nanoribbons (GNRs).
Among the many applications predicted for graphene, its use as a source of magnetism is the most unexpected one, and an attractive challenge for its active role in spintronic devices 1 .
Generally, magnetism is associated to a large degree of electron localization and strong spinorbit interaction. Both premises are absent in graphene, a strongly diamagnetic material. The simplest method to induce magnetism in graphene is to create an imbalance in the number of carbon atoms in each of the two sublattices, what, according to the Lieb's theorem for bipartite lattices 2 , causes a spin imbalance in the system. This can be done by either inserting defects that remove a single p z orbital [3] [4] [5] [6] or by shaping graphene with zigzag edges 7, 8 . However, magnetism can also emerge in graphene nanostructures where Lieb's theorem does not apply 9, 10 . For example, in π-conjugated systems with small band gaps, Coulomb repulsion between valence electrons forces the electronic system to reorganize into open-shell configurations 11 with unpaired electrons (radicals) localized at different atomic sites. Although the net magnetization of the nanostructures may be zero, each radical state hosts a magnetic moment of size µ B , the Bohr magneton, turning the graphene nanostructure paramagnetic. This basic principle predicts, for example, the emergence of edge magnetization originating from zero-energy modes in sufficiently wide zigzag [12] [13] [14] and chiral 15, 16 graphene nanoribbons (GNRs).
The experimental observation of spontaneous magnetization driven by electron correlations is still challenging, because, for example, atomic defects and impurities in the graphene structures 17, 18 hide the weak paramagnetism of radical sites 19 . Scanning probe microscopies can spatially localize the source states of magnetism, but they require both atomic-scale resolution and spin-sensitive measurements. Here we achieve these conditions to demonstrate that atomically-defined graphene nanostructures can host localized spins at specific sites and give rise to the Kondo effect 20, 21 , a many-body phenomenon caused by the interaction between a localized spin and free conduction electrons in its proximity. Using a low-temperature scanning tunneling microscope (STM) we use this signal to map the spin localization within the nanostructure and to detect spin-spin interactions.
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Step • , obtained after further annealing the sample. A CO-functionalized tip was used to resolve the chGNR ring structure. Dashed boxes indicate the most characteristic chGNR junctions, whose structure is shown in panels c,d. c, Laplace-filtered image of the junction shown in panel g to enhance the backbone structure, and d, model structure of the junction. PC labels the pentagonal cove site and the ZZ the zigzag site. e-g, Constant-height current images (V = 8 mV, scale bar 0.5 nm) of the three types of chGNR junctions with same backbone structures but with different LDOS distribution.
The graphene nanostructures studied here are directly created on a Au(111) surface by cross-dehydrogenative coupling of adjacent chiral GNRs (chGNRs) 22 . We deposited the organic molecular precursors 2,2'-dibromo-9,9'-bianthracene (Fig. 1a) on a clean Au(111) surface, and annealed stepwisely to 250
• C (step 1 in Fig. 1a ) to produce narrow chGNRs 14, 23 . The chiral ribbons are semiconductors with a band-gap of 0.7 eV (Supplementary Figs. S7 and S8) and show two enantiomeric forms on the surface 24 . By further annealing the substrate to 350
• C (step 2 in Fig. 1a) , chGNRs fuse together into junctions, as shown in Fig. 1b . The chGNR junctions highlighted by dashed rectangles are the most frequently found in our experiments. They consist of two chGNRs with the same chirality linked together by their termination (Fig. 1c) . The creation of this stable nanostructure implies the reorganization of the carbon atoms around the initial contact point 25 into the final structure shown in Fig. 1d , as described in Supplementary   Fig. S1 .
In Fig. 1b , certain regions of the junctions appear brighter when recorded at low sample bias, reflecting enhancements of the local density of states (LDOS) close to the Fermi level.
Interestingly, the precise location of the bright regions is not unique, but can be localized over the pentagon cove (PC) site (Type 1, Fig. 1e ), over the terminal zigzag (ZZ) site of the junction (Type 2, Fig. 1f ), or over both (Type 3, Fig. 1g ). Despite these different LDOS distributions in the three types of junctions, they have identical carbon arrangement (Fig. 1d) .
To understand the origin of the enhanced LDOS at the ZZ and PC sites, we recorded differential conductance spectra (dI/dV ) on the three types of junctions. Spectra on the bright sites of Type 1 and 2 junctions show very pronounced zero-bias peaks (Fig. 2a,b ) localized over the bright sites (spectra 1 to 4, and 6 to 8), and vanishing rapidly in neighbor rings (spectra 5, 9, and 10). These are generally ascribed as Abrikosov-Suhl resonances due to the Kondo effect, and named as Kondo resonances 20, 21 . Their observation is a proof of a localized magnetic moment screened by conduction electrons 26, 27 . The resonance line width increases with temperature ( Fig. 2d ) and magnetic field (Fig. 2e) following the characteristic behavior of a spin-½ system with a Kondo Temperature T K ∼ 6 K 27, 28 .
Junctions with two bright regions (Type 3) show different low-energy features: two peaked steps in dI/dV spectra at ∼ ±10 meV (Fig. 2c) . The peaks appear at the same energies over the terminal ZZ segment and over the PC region for a given nanostructure, and vanish quickly away from these sites. Based on the existence of localized spins on bright areas of Type 1 and 2 junctions, we attribute the double-peak features to excitation of two exchange coupled spins localized at each junction site. The exchange interaction tends to freeze their relative orientation, in this case antiferromagnetically into a singlet ground state. Electrons tunneling into the coupled spin system can excite a spin reversal in any of them when their energy equals the exchange coupling energy between the spins, i.e., eV ≥ J. Usually, this inelastic process is revealed in dI/dV spectra as steps at the onset of spin excitations 31 , from which one can directly determine the strength of the exchange coupling J between the spins. Here, the spectra additionally show asymmetric peaks on top of the excitation onsets characteristic of Kondolike systems with particle-hole asymmetry, when spin fluctuations are hindered in the ground state 30, [32] [33] [34] . Hence, the gap between dI/dV peaks in Fig. 2c is a measure of the interaction strength between the two localized spins.
Interestingly, the spectral gap in Type 3 junctions increases with the length of the connecting ribbons (See Supplementary Fig. 15b ). In Fig. 2f we compare low-energy spectra of two junctions with different chGNR lengths. Although the atomic structures of both junctions are identical, the one with shorter ribbons (upper curve; 9 and 2 precursor units) displays a smaller gap than the junction of longer chGNRs (lower curve; > 8 and 7 units). Fitting the spectra with a model of two coupled spin-½ systems 30 , one obtains the exchange coupling J = 2.7 (9.9) meV for the upper (lower) spectrum.
To explain the emergence of localized spins, we simulated the spin-polarized electronic structure of chGNR junctions using both density functional theory (DFT) and mean-field Hub- 29 , and corrected for the thermal broadening of the tip 27 . The temperature dependence of FWHM was fit by the empirical expression (αk B T ) 2 + (2k B T K ) 228 , resulting in a Kondo temperature T K ∼ 6 K and α = 9.5. e, Magnetic field dependence of a Kondo resonance (over the same PC site) at the field strengths indicated in the figure. f, Split-peak dI/dV features for nanostructures with different sizes, determined by the number of precursor units in each chGNR, labeled L and R in panel c. The gap width increases with the length of the ribbons (Supplementary Section 7) . The red dashed lines are fits to our spectra using a model for two coupled spin-½ systems 30 . The spectra in d and e were acquired with a metal tip, while the others with a CO-terminated tip. show the opposite trend with the system size.
To account for spin localization in only one of the two radical regions in Type 1 and 2 junctions, one of the two edge magnetic moments has to vanish. H-passivation of radical sites is a highly probable process occurring on the surface due to the large amount of hydrogen available during the reaction 35 . DFT simulations show that attaching an extra H atom into an edge carbon in either the ZZ (Type 1) or PC (Type 2) sites leads to its sp and PC 2 sites, converting Type 1 and 2 junctions into Type 3, and switching the total spin of the junction from spin ½ to zero.
The magnetic state of the junction was also changed by creating a contact between the STM tip apex and a radical site. In the experiments shown in Figure 5 , the STM tip was approached to the ZZ sites of a Type 3 junction. A step in the conductance-distance plot (Fig. 5b) indicated the formation of a contact. The created tip-chGNR contact could be stretched up to 3Å before breaking (retraction step in Fig. 5b ), signaling that a chemical bond was formed.
dI/dV spectra recorded before the bond formation (black point in The dehydrogenation processes were done over the ZZ 1 and PC 2 sites. c,d, dI/dV spectra taken over PC 1 and ZZ 2 regions (indicated in a and b respectively) before (black) and after (blue) the dehydrogenation processes. Inset in c shows the current during the process of dehydrogenation. feature of Type 3 junctions (black spectrum in Fig. 5c ). After the bond formation (blue and red points in Fig. 5b) , the spectra changed to show Kondo resonances (blue and red spectra in Fig. 5c ), persisting during contact retraction until the bond-breaking step, where double-peak features are recovered (green spectrum in Fig. 5c ). The formation of a tip-chGNR bond thus removed the spin of the ZZ site, and the transport spectra reflect the Kondo effect due to the remaining spin embedded in the junction. If the STM tip contacts instead the ZZ radical site , and monotonously narrows as the contact is pulled apart (Fig. 5d) . The survival of the Kondo effect in the contacted Type 3 junctions is a remarkable outcome of our experiments, which demonstrate the addressability of such localized magnetic moments in graphene nanostructure devices. Simulations. We performed calculations with the SIESTA implementation 38 of density functional theory (DFT). Exchange and correlation (XC) were included within either the local (spin) density approximation (LDA) 39 or the generalized gradient approximation (GGA) 40 . We used a 400 Ry cutoff for the real-space grid integrations and a double-zeta plus polarization (DZP) basis set generated with an 0.02 Ry energy shift for the cutoff radii. The molecules, represented with periodic unit cells, were separated by a vacuum of at least 10Å in any direction. The electronic density was converged to a stringent criterion of 10
5
. The force tolerance was set to 0.002 eV/Å. Here is a description of a specific method used. To complement the DFT simulations described above we also performed simulations based on the mean-field Hubbard (MFH) model, known to provide a good description for carbon π-electron systems 7, 8, 15, 16, 41 . the chGNR molecular precursor. J.L. realized the measurements. S.S. and T.F. did the theoretical simulations. All the authors discussed the results. J.L., T.F., and J.I.P. wrote the manuscript.
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Supplementary Information for: Single Spin Localization and Manipulation in Graphene
In the main text we studied three different nanostructure junctions (Figs. 1 and 2 ). Here we show the frequency statistics of the three types. From the 45 different junctions studied, 30 of them are identified as Type 3 junctions, while 9 and 5 of them are identified as Type 1 and Type 2 junctions respectively ( Figure S2a) . From this statistics, we deduced that the ZZ sites are more favorable to incorporate an extra hydrogen atom and get passivated (22% of the radicals). The PC sites had an extra atom only in 13% of the cases. The overall percentage of H-passivation observed here is comparable to the value found at the termination of armchair GNRs [1] , which was happened in a 15% of the occasions.
In one of the 45 nanostructures inspected, we observed a junction with same backbone structure as the other three types, but with neither bright sites, nor zero-bias features in the spectra. Figure S2b shows a constant height current image of the junction, where its ring structure can be now nicely resolved. It corresponds to the carbon backbone sketch in Fig. 1d of the main text but with two extra H atoms saturating the radical sites. Figure S3 . Understanding the appearance of spins in the nanostructures from Clar's theory. a, Close-shell resonant structure of a Type 3 nanostructure, with its Clar's sextets indicated with "c". b, Di-radical form of the model structure in a, hosting three additional sextets. Only the H atom of the sites becoming radicals is shown in this model. Structure b is the energetically most stable if the energy gain by incorporating the additional sextets compensates the energy cost for creating the pair of radicals. In this case, the di-radical form is expected to show spin-polarization at the radical sites.
Transport spectra of Type 2 junctions
In Fig. 5 of the main text, we studied the behaviour of a spin localized at the PC site in a transport measurement, when a Type 3 junction was contacted with the STM tip at the neighbour ZZ site and lifted. Electrons injected through the conjugated backbone reproduced the Kondo resonance observed in tunneling regime. For comparison, here we show similar transport measurement for a Type 2 junction, i.e. when there is no spin in the graphene nanostructure. As in the other case, the STM tip was approached to the radical at the ZZ site to make a bond between nanostructure and STM tip (illustrated in Figure S4 ). Before bond formation, the characteristic Kondo resonance of Type 2 junctions is observed in the dI/dV spectra (point 1 in the figure).
However, once the radical bonded to the tip (signalled by the characteristic jump-to-contact step), the junction bridged tip and substrate and the Kondo resonance disappeared. This proves that the tip-radical contact quenches the magnetic moment of this site, as presumed in 
DFT simulations
We performed calculations with the SIESTA implementation [3] of density functional theory (DFT). Exchange and correlation (XC) were included within either the local (spin) density approximation (LDA) [4] or the generalized gradient approximation (GGA) [5] . We used a 400
Ry cutoff for the real-space grid integrations and a double-zeta plus polarization (DZP) basis set generated with an 0.02 Ry energy shift for the cutoff radii. The molecules, represented with periodic unit cells, were separated by a vacuum of at least 10Å in any direction. The electronic density was converged to a stringent criterion of 10
5
. The force tolerance was set to 0.002 eV/Å.
In Fig. 3 in the main text we report the GGA results.
Role of exchange-correlation functional In Figure S5 we compare the calculated spin polarization for the generic (2,2) graphene nanojunction within both LDA [4] and GGA [5] XC approximations. We also compare the real-space spin density with a Mulliken population analysis. From Figure S5 it is clear that the emerging picture for the radicals is robust among all four approaches. As expected, the intensity of the spin polarization is more pronounced in GGA than in LDA.
Energetically preferred hydrogen passivation sites In the main text we showed the hydrogen passivation on ZZ sites (Type 1 junctions) and PC sites (Type 2 junctions). In Figure S2 we report a higher probability of hydrogen passivation on ZZ sites than PC sites. To quantitatively study this phenomenon, we analysed the energetics of different hydrogen passivations of the edges from DFT simulations. The results are summarized in Figure S6 . We find that hydrogen passivation on the ZZ and PC sites are indeed the two most stable configurations, with the former being the energetically most favoured one. This is in agreement with the experimental observations ( Figure S2 ). Figure S6 . Energetics and spin polarization for five energetically preferred hydrogen passivation sites from DFT simulations. a-e, Results from LDA calculations via a Mulliken population analysis. The hydrogen passivation (blue circles) shown in a on the ZZ site is the most stable configuration, while the other sites are less energetically favoured with the energy differences quoted in each panel. f-j, Same molecules as in a-e but results from GGA calculations. Panels f,g correspond to Fig. 3b in the main text.
Mean-field Hubbard model
To complement the DFT simulations described above we also performed simulations based on the mean-field Hubbard (MFH) model, known to provide a good description for carbon π-electron systems [6] [7] [8] [9] [10] . We describe the graphene nanostuctures with the following Hamiltonian for the sp 2 carbon atoms:
where c iσ (c † iσ ) annihilates (creates) an electron with spin σ in the p z orbital centred at site i. The first three terms describe a tight-binding model with hopping amplitudes t 1 , t 2 , and t 3 for the first, second, and third-nearest neighbour matrix elements (defined in terms of interatomic
We follow the parameterizations of Ref. [10] and consider both a simple first-nearest neighbour (1NN) model with t 1 = 2.7 eV and t 2 = t 3 = 0 as well as a more accurate third-nearest neighbour (3NN) model with t 1 = 2.7 eV, t 2 = 0.2 eV, and t 3 = 0.18 eV.
The term proportional to the empirical parameter U accounts for the on-site Coulomb repulsion. By comparison with first-principles simulations it has been established that DFT-GGA (DFT-LDA) are generally best reproduced when U/t ≈ 1.3 (0.9) [8] . Consistent with this, we find a good overall agreement with our experimental observations using U ∼ 3.5 eV as analysed below.
The expectation value of the spin-resolved density operator n iσ = c † iσ c iσ is computed from the eigenvectors of H. From the self-consistent solution of the Hamiltonian in Eq. (1) we obtain the local spin density from the charge difference Q i↑ − Q i↓ , with Q iσ = e n iσ . In units of µ B the magnetization is M i = (n i↑ − n i↓ )/2.
We solve the mean-field Hubbard model using a custom-made Python implementation based on SISL [11] . In Fig. 3 in the main text we report the non-interacting single-particle wave functions in the 3NN model (U = 0) as a basis to understand the open-shell electronic configurations obtained in DFT and MFH.
Band structure of infinite (3,1)cGNRs As shown in Figures. S7 and S8 , both the first-neighbour and third-neighbour MFH models (red bands) provide a good description for the 1D band structure of the (3,1) chiral graphene nanoribbon (cGNR) as compared to DFT calculations (black bands) obtained with SIESTA [3] . Unlike DFT and the 3NN model, the simple 1NN model implies electron-hole symmetry of the bands. The low-energy part of the DFT band structure is generally very well reproduced with MFH using an on-site Coulomb repulsion of U ≤ 3.5 eV.
Indeed this narrow cGNR is intrinsically non-magnetic, consistent with previous works [8, 9, 12] . Single-particle wave functions In Figure S10 and Figure S11 we analyze the eigenspectrum of energies and states in both the non-interacting (U = 0) and interacting (U = 3.5 eV) MFH
Hamiltonians. The degree of spatial localization of each state is computed as η ασ = dr|ψ ασ | 4 , also denoted the inverse participation ratio [13] . The HOMO/LUMO wave functions, shown in Figure S12 for U = 0 and in Figure S13 for U = 3.5 eV, are concentrated around the radical sites of the structure. 
Figure S10. Single-particle orbital localization η ασ versus single-particle energy E ασ in the 1NN model. Here we consider two characteristic values of U in both the 1NN and 3NN TB models. Among all states the LUMO orbital (σ =↑ for finite U ) is the most localized one. Singlet-triplet excitations From Figure S9 we have established that U = 3.5 eV yields a good description for these nanostructures as compared with DFT. As an approximation to the true singlet-triplet excitation energy J, we computed the mean-field energy difference ∆E ST between the converged electronic configurations with n ↑ = n ↓ and n ↑ = n ↓ + 2. In Figure S14 we explore the variation of ∆E ST with U for a Type 3 junction. Within the 3NN model a minimum is observed close to ∆E ST ∼ 19 meV at U ∼ 3.5 eV, in reasonable agreement with (albeit larger than) the experimentally observed peak splitting. Figure S14. Singlet-triplet excitation energy ∆E ST versus U . We consider here the prototype molecule (L, R) = (2, 2) within both the 1NN and 3NN models. The curves increase monotonically to the HOMO-LUMO gap ∆E H−L = 0.328 (0.242) eV in the limit U → 0 for the 1NN (3NN) model.
Singlet-triplet excitations vs molecular size
In the main text we have shown hat the singlet-triplet excitation energy of Type 3 junctions decreases with the size of the junctions, namely, with the length of the contacted ribbons. Here, we present results of the interaction energy between two coupled spins for several junctions, which corroborate this dependence.
In Figure S15b we report experimentally extracted values of the singlet-triplet excitation energy from fits of a set of junctions, all with a similarly long arm a, as a function of the length of arm b. When the arm b consists of two precursor units, the singlet-triplet excitation energy is relatively low (below 3 meV), but for larger length of b (more than three precursor units) the energy difference raises quickly to around 8 meV. This trend is confirmed by the MFH simulations (Figure S15c Figure S15 . Size-dependent singlet-triplet excitation energy of Type 3 junctions. a, Backbone structure of a Type 3 junction to illustrate how the size of a junction is measured in terms of the number of precursor units of each of its arms (defined as arm L and R as in the main text). b, Experimentally obtained spin-spin coupling energy J plotted as a function of the length of arm R. All junctions had arm L > 7. Each data point was extracted from a fit of dI/dV spectra as described in Fig. 2f . c, Calculated excitation energies as a function of the length of arm R within MFH with U = 3.5 eV in the first-nearest hopping model (1NN). Here the length of arm a are fixed as 7 and 10, respectively. d, Same as c but for the third-nearest hopping model (3NN).
