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PLANT IDENTIFICATION IN MOSAICKED CROP ROW IMAGES FOR
AUTOMATIC EMERGED CORN PLANT SPACING MEASUREMENT
L. Tang,  L. F. Tian
ABSTRACT. Image processing algorithms for individual corn plant and plant stem center identification were developed. These
algorithms were applied to mosaicked crop row image for automatically measuring corn plant spacing at early growth stages.
These algorithms utilized multiple sources of information for corn plant detection and plant center location estimation
including plant color, plant morphological features, and the crop row centerline. The algorithm was tested over two 41 m
(134.5 ft) long corn rows using video acquired two times in both directions. The system had a mean plant misidentification
ratio of 3.7%. When compared with manual plant spacing measurements, the system achieved an overall spacing error
(RMSE) of 1.7 cm and an overall R2 of 0.96 between manual plant spacing measurement and the system estimates. The
developed image processing algorithms were effective in automated corn plant spacing measurement at early growth stages.
Interplant spacing errors were mainly due to crop damage and sampling platform vibration that caused mosaicking errors.
Keywords. Corn plant spacing measurement, Image processing, Machine vision, Robust line fitting, Planters.
ariation in plant spacing can lead to substantial
yield variation. Several researchers have investi‐
gated the relationship between corn plant spacing
and yield. Vanderlip et al. (1988) found that corn
plant spacing variability could account for 5% to 23% of
grain yield variability. More recently, Nielsen (2005) re‐
ported that the uneven corn plant spacing within crop rows
could decrease yield up to 106 kg ha-1 (2 bu acre-1) for every
2.54 cm (1 in.) increase of standard deviation of intra‐row
plant spacing. Nielsen (1995) also found that the spatial vari‐
ability in corn plant spacing was largely determined by the
planter performance. Thus, plant spacing uniformity has
been an important performance goal for planter manufactur‐
ers in response to much recent attention by producers. Prior
to the release of new planters, planter engineers must conduct
extensive field evaluations, in which a large amount of plant
spacing data is collected. However, acquiring manual mea‐
surements of interplant spacing is labor intensive and time
consuming as well as prone to human errors. Within this con‐
text, an automated sensing system for collecting interplant
spacing data is desirable.
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Taking a machine vision approach, measuring corn plant
intra‐row spacing requires that individual corn plants and
their stem centers be identified automatically within individ‐
ual crop row images or video frames. The use of machine vi‐
sion systems for corn plant identification has been
investigated,  with color and morphological features most
widely used. Jia et al. (1991) investigated the feasibility of us‐
ing machine vision for corn plant center identification. In
their approach, both top and side views of corn plants were
used to locate the plant centers, and two algorithms were de‐
veloped to detect main veins and leaves. Their system used
high‐resolution images, and no in‐field tests were conducted.
Shrestha et al. (2004a) used three morphological features to
differentiate weeds from corn plants. These features were
projected plant canopy area, plant length in the image row di‐
rection, and perpendicular distance of estimated plant centers
from the mean crop row position. They achieved an 8.7% er‐
ror (RMSE) in plant stand counts. Shrestha and Steward
(2005) further used shape and size analysis of corn plant can‐
opies for plant population and interplant spacing sensing.
Area and roundness features from top‐projected plant cano‐
pies were used to classify weeds and corn plants. Their algo‐
rithm estimated corn plant population with an overall RMSE
of 6.2%. The mean interplant spacing estimation error was
0.6 mm with 63.5 mm standard deviation. Spacing error was
reported to be partially due to the analysis method, in which
each detected plant was matched with the nearest manually
measured plant location.
Feature‐based corn plant identification can be unreliable
since a diversity of weeds and other background objects
(e.g.,residue)  can appear in the scene, and some weeds pos‐
sess similar color and shape features as those of corn plants.
The linear planting geometry of corn plant rows, however,
can offer useful structural information for corn plant identifi‐
cation, if these rows can be accurately and automatically de‐
tected. Numerous researchers have investigated crop row
detection using machine vision for various automated farm‐
ing operations.
V
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One approach has been to use the Hough transform (HT;
Hough, 1962) for crop row detection in vision‐based agricul‐
tural autonomous guidance systems (Reid and Searcy, 1986;
Marchant and Brivot, 1995; Marchant, 1996). HT is capable
of detecting lines or sets of collinear points. Its voting mecha‐
nism in parameter space has a certain degree of robustness
(Davies, 1997). However, there are two major limitations of
HT. First, the search in parameter space is computationally
intensive. Also, spurious peaks in parameter space can be
introduced by non‐target shapes (Trucco and Verri, 1998).
For the purpose of detecting top‐viewed corn rows in mo‐
saicked images, HT was not preferred for two reasons. First,
the corn plant stem center points are not perfectly collinear.
Second, the scarcity of plant stem center points makes HT un‐
suitable, even for the modified HTs such as the accumulator
approaches used by Sogaard and Olsen (1999). As a refine‐
ment to HT, Dudani and Luk (1978) proposed a least‐squares
fitting stage. Nevertheless, fitting a line using ordinary least‐
squares can have erroneous results due to its sensitivity to
outlying points that are not associated with the crop row.
Another approach has been to use linear regression to
identify row guidance information (Billingsley and Schoen‐
fisch, 1997). In this approach, a cost function analogous to the
moment of inertia of the segmented object data points about
the best‐fit line was minimized. The resulting moment of in‐
ertia about the fitted line also gave a measure of the quality
of fit to guard against errors from outlying points from noise
and weeds. In their research, robustness was added by per‐
forming row detection for each of three crop row windows in
succession. Only one surviving row was used for their guid‐
ance system. Slaughter et al. (1997) investigated the use of
statistical estimates of mean, median, and mode of the spatial
distribution of the seedlings to detect crop row location for a
vision‐based cultivator. The median was found to produce the
most robust results. Up until now, no research using robust
statistics for crop row detection has been found, in spite of
work in other fields.
Before conducting corn plants identification and plant
center location estimation, images that cover the entire
length of experimental corn plant rows must be available. Al‐
gorithms for mosaicking video frames have been developed
to generate corn crop row‐long images (Shrestha and Stew‐
ard, 2003; Shrestha et al., 2004b; Tang and Tian, 2008). The
algorithms described in this article were applied to recon‐
structed crop row images generated with the algorithm devel‐
oped by Tang and Tian (2008).
Thus, the overall goal of this research was to develop an
image processing algorithm for identifying individual corn
plants and estimating plant center locations in mosaicked
crop row images and subsequently automatically measuring
the distance between early growth stage corn plants or inter‐
plant spacing. Specific objectives were to (1) determine the
corn plant identification performance when utilizing multi‐
ple features (color, shape, and crop row geometry) extracted
from mosaicked crop row images, and (2) determine the in‐
terplant spacing estimation accuracy through field experi‐
ments.
METHODS
The algorithm developed to automatically measure the in‐
terplant spacing of corn plants in mosaicked crop row images
had three major steps. First, corn plants were differentiated
from background (weeds, residue, and soil). Second, the stem
center locations of individual corn plants were identified.
Third, interplant spacing was calculated based on the de‐
tected plant center locations.
Within these steps were a series of imaging processing
procedures. Specifically, a mosaicked crop row image was
first divided into processing units. Color‐based segmentation
was then employed to separate plant and plant center areas
from the background. After that, shape features of segmented
plant objects were extracted and used for a preliminary filter‐
ing of corn plants. Following filtering, the remaining seg‐
mented plant center areas within the segmented corn plant
vegetation regions were used with their skeletons to define
the candidate plant center locations. Then a stem centerline
was fit through the plant center locations using the M‐
estimate technique. The stem centerline was used to finalize
the plant center location estimates as well as recover missing
plant center locations. The algorithm also detected and re‐
paired broken corn plant regions at the borders of processing
units. Once the corn plant center locations were defined, the
algorithm finally calculated interplant spacing. Optional
manual on‐screen review and correction functions were pro‐
vided (table 1).
To identify individual corn plants and their centers for in‐
terplant spacing estimates from mosaicked crop row images,
Table 1. Steps and procedures of corn plant identification and interplant spacing estimation algorithm.
Steps Image Processing Procedures
1. Corn plant and plant center 
area detection
a. Search for the segment by searching mosaicking breakpoints.
b. Search for the subsegment for processing at each step.
c. Segment the plants and possible stem center areas from background.
d. Extract plant features for crop and weed differentiation.
e. Filter the plant stem center areas to eliminate noise.
f. Label the plants and stem center areas and extract shape features for preliminary corn plant classification.
2. Plant center location 
estimation
a. Perform the skeletonization on the plants.
b. Determine the corn plant stem center location using the maximum saturation point within the stem center 
cluster, or using the maximum saturation point along the skeleton.
c. Split the interconnected plants.
d. Define the plant row stem‐centerline and the stem‐centerline zone using robust line fitting and use them 
to exclude unfiltered weeds (outliers) and recover small corn plants.
e. Detect and repair broken corn plants at the segment and subsegment borders.
3. Plant spacing calculation a. Calculate the calibrated spacing across sequenced frame fragments, and count the plant population.
b. Perform optional manual on‐screen error correction.
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(a)
(b)
(c)
Figure 1. Different problematic corn plant identification cases in mosaicked crop row images: (a) plant splitting occurred at mosaicking breakpoints,
where the “|” indicates a mosaicking point, where the edge of one video frame overlaps with another, and “X” represents a mosaicking breakpoint,
where a 40‐pixel vertical shift occurred; (b) interconnected corn plants; and (c) normal weed infestation and substantial canopy size variation in a row,
where weed objects are circled.
several common problems emerge (fig. 1). These problems
include split plants at mosaicking breakpoint (fig. 1a), inter‐
connected plants (fig. 1b), and weed interference and plant
canopy size variation (fig. 1c). The mosaicking breakpoint
occurred when the mosaicked image had to be broken to pre‐
vent the crop row from vanishing from the mosaicked image
because of camera mounting orientation (Tang and Tian,
2008). At every mosaicking breakpoint, the mosaicked crop
row image was shifted either up or down by 40 pixels during
the scene reconstruction process.
PROCESSING UNIT SELECTION
The corn plant identification and interplant spacing es‐
timation algorithm was applied to mosaicked images of corn
plan rows. There were three options for processing the mo‐
saicked image. The first option was to process the whole mo‐
saicked image. Second, the mosaicked image could be
processed segment‐by‐segment, where an image segment
was defined by splitting the image at every mosaicking
breakpoint. Third, image segments defined by the mosaick‐
ing breakpoints could be further divided into subsegments
that have a fixed maximum length; processing of the mo‐
saicked image would then occur on subsegment basis.
Two important factors were taken into account to decide
which option would be selected. First, image processing usu‐
ally requires much memory to store intermediate results.
More intermediate memory will be needed for longer proc‐
essing units. Second, a fairly straight crop row segment
should appear in every processing unit. Over short distances,
the crop row is always approximately straight, and crop row
structure can be used for differentiating crop plants from
weeds. Based on these two factors, the third option, process‐
ing the mosaicked image on a subsegment basis, was
adopted. The only drawback of this approach was that a plant
object could be split at the subsegment border, which pro‐
duces a “processing breakpoint.” To solve this problem, since
the image was processed from the left‐most column to the
right in a subsegment image, the algorithm checked for pixels
segmented into a crop plant class at the right‐most column
and adjusted the processing breakpoint so that plant objects
were not split. When implemented, the subsegment length
was 1280 pixels, which was the maximum horizontal resolu‐
tion of the computer screen. This subsegment length selec‐
tion allowed on‐screen viewing of the plant identification
process and provided about ten plants for crop row detection
in each subsegment.
CORN PLANT IDENTIFICATION USING SHAPE FEATURES
To identify corn plants, the first step was to differentiate
vegetative pixels from the background. Pixels were classified
as belonging to vegetative and background classes using a
color segmentation algorithm utilizing an EGRBI (excess
green, red‐blue, intensity) color transformation, K‐means
clustering for classifier development, and Bayes classifica‐
tion (Steward and Tian, 1998). Once the vegetative pixels
were segmented, they were labeled using a four‐connected
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component labeling method (Rosenfeld and Kak, 1982;
Klette and Zamperoni, 1996). Two shape features were used
to differentiate corn plants from weeds: the area (A) and the
compactness (C). Area is the number of vegetation pixels
contained within a vegetative object. Compactness is a di‐
mensionless quantity defined as:
 2
4
P
AC ⋅π=  (1)
where P is the perimeter of the object. Compactness has a
maximum value of one for a circular region. As a region pe‐
rimeter increases due to rough edges or elongated shapes, its
value decreases. Corn plants have elongated leaves, thus their
compactness values were much lower than one.
Vegetative objects were further classified using lower
thresholds on these two object features. The thresholds of
these corn plant features were either set manually or ex‐
tracted from training samples. During the field evaluation ex‐
periments, the corn plants were at a V3 growth stage. The
area threshold was set at 300 pixels, while the compactness
threshold was set at 0.4. Applying these two thresholds to all
vegetative objects resulted in a set of candidate corn plants.
CORN PLANT STEM CENTER DETECTION
After a set of corn plant candidates was generated from the
shape feature‐based filtering process, the next step was to
identify the stem center locations within these candidate corn
plants. Similar to vegetation detection, corn plant pixels were
classified using the same color segmentation algorithm
(Steward and Tian, 1998) into corn plant center and exterior
leaf classes. The plant stem center pixels generated by this
color segmentation process provided a group of candidate
plant center areas or objects (fig. 2).
Plant center pixel segmentation often resulted in non‐
plant center pixels being incorrectly segmented as plant cen‐
ter pixels. A morphological erosion filter was used to remove
these noise pixels that had two or less 4‐connected pixels. Ev‐
ery plant and plant stem center object was labeled indepen‐
dently using a connected component labeling method
(Rosenfeld and Kak, 1982; Klette and Zamperoni, 1996). In
addition, every plant stem center object was also tagged with
its host plant index to indicate which corn plant object was
associated with it. Meanwhile, the area and centroid of every
plant stem center object were computed and embedded into
its identity information. Following that, for every pair of
plant stem center objects with same host plant tag, the dis‐
tance (d) between their centroids was computed and a
distance‐area‐filter  was employed based on the following
rule:
If d is smaller than d‐threshold, then eliminate the plant
stem center object having the smaller area value.
The d‐threshold was a user‐defined constant that de‐
pended on how close the interconnected corn plants usually
appeared in sample images and was set at 30 pixels. After ap-
(a)
(b)
(c)
Figure 2. Illustration of segmentation results using K‐means clustering and the Bayes classifier: (a) original image; (b) image (a) after K‐means cluster‐
ing, where the images was clustered into eight color groups; and (c) image (a) after a segmentation using Bayes classifiers for vegetation, plant stem
center, and background pixels, where the classifiers were trained by using image (b).
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plying this distance‐area‐filter throughout the entire subseg-
ment, the set of remaining corn plant center objects was in‐
dexed again to form an updated set of corn plant center object
candidates.
There are several possible approaches to estimate the
locations of corn plant centers after obtaining the plant center
objects. One approach would be to calculate the corn plant
stem center area centroid and use the centroid as the best esti‐
mate of plant center location. Many times, however, it was
observed that the actual plant stem location was not co‐
located with the corn plant stem center area centroid. Another
approach would be to search for the maximum saturation
point within the plant stem center area based on the observa‐
tion that the color saturation level in the region around the
plant stem location was often substantially higher than the
rest of canopy area. However, since the color saturation level
around the leaf edges or folds of leaves created by wind could
also be high, the saturation level alone could not be used as
a general stem location detection criterion. Furthermore, in
some cases, the plant stem center areas were not detectable
through the corn plant center pixel segmentation process. For
example, when a plant was small, its plant stem center color
cluster might not be well formed in the image due to inade‐
quate camera resolution or non‐ideal lighting conditions. A
more robust approach thus taken was to find the maximum
saturation location along the plant skeleton and use this loca‐
tion as the best estimate of the actual stem center location.
Plant skeletons were created through a skeletonization
process, which extracts a network of thin curves that describe
the overall shape or “skeleton” of objects in a binary image
(Klette and Zamperoni, 1996). A parallel algorithm was im‐
plemented using the 8‐connectivity of plant pixels (Rosen‐
feld, 1975). The algorithm iteratively discarded the subsets
of the boundary of a set of object pixel in a parallel fashion.
One problem with skeletonization is the production of skele‐
ton artifacts. The most common artifact, line fuzz, is the cre‐
ation of small extra line segments connected to the main
skeletal segment (Parker, 1997). Line fuzz is usually caused
by small irregularities in the object outline. Convolving the
image with a smoothing filter before skeletonization can ef‐
fectively remove the line fuzz artifact (fig. 3). After skeleto‐
nization, the plant skeletons were searched for the maximum
color saturation location, which was set to be the stem center
location. These locations were marked with sequential plant
indices starting from the very first detected stem center loca‐
tion in the mosaicked image. In the case where multiple plant
centers were located within a single corn plant object, the al‐
gorithm treated such a corn plant object as an object having
interconnected  plant canopies, and each plant center location
within it was given an individual plant index. In this way, the
interconnected  corn plants were located using the detected
corn plant center locations (fig. 4).
CORN PLANT IDENTIFICATION USING GEOMETRIC
INFORMATION OF CROP ROWS
The straight line planting geometry of crop rows provided
another useful layer of information that assisted with corn
plant identification. To use this information, a corn plant row
stem‐centerline  zone (SCLZ) was defined as a narrow strip
formed around a stem centerline (SCL) that “best” repre‐
sented the corn plant row linear geometry retained in a mo‐
saicked image subsegment. The SCLZ was used to further
exclude weed objects remaining after feature‐based filtering
and recover smaller unidentified corn plants located within
the SCLZ. The length of the SCLZ was the length of the proc‐
essing unit, and the SCLZ width was defined to enclose the
plant row and also include those corn plants that diverged
slightly from the SCL.
Fitting SCL by Least‐Squares as a Maximum Likelihood
Estimator
Least‐squares fitting techniques are based on the assump‐
tion that the probability distributions of all data points con‐
verge to a normal distribution. However, real data often do
not follow a normal distribution and contain outlying points
or “tail points.” Although the probability of occurrence for
outliers in the assumed Gaussian model is small, the least‐
squares estimator does not differentiate between outliers and
the data points that are within the modeled distribution. The
least‐squares curve fit will then be distorted by the outliers
(Press et al., 1992). Outliers (e.g., objects 58, 62, and 66 in
fig. 5) can then easily turn a least‐squares fit on otherwise ad-
(a)
    
(b)
(c)
   
(d)
Figure 3. Results of skeletonization process: (a) binary image, (b) skeleton of image (a), (c) binary image after edge smoothening, and (d) skeleton of
image (c).
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Figure 4. Examples of corn plant stem center detection and interconnected plant splitting. Images on the left side are marked with skeleton lines together
with plant and stem center area clusters; correspondingly, images on the right side show the original images overlaid with plant stem center labels.
Figure 5. Least‐squares fitting for corn plant SCLZ detection where the SCL was skewed due to outliers (noisy points were intentionally and randomly
introduced by lowering the corn plant feature thresholds).
equate data into nonsense. The problem of typical least‐
squares line fitting methods is that the fitted line can be
skewed due to outliers (fig. 5).
To overcome this problem, a more robust line fitting algo‐
rithm is needed. A line fitting technique based on robust sta‐
tistics, or M‐estimates, provides a remedy for the outlier
problem (Meer et al., 1991). Robust statistical techniques
were developed to address situations where the Gaussian
model is a poor choice for the data or where outliers are pres‐
ent.
Robust Crop Row Centerline Fitting Using M‐Estimates
To overcome the problem of least‐squares fitting outlier
sensitivity, one approach is to use a distribution that has larger
tails than the corresponding Gaussian, i.e., to use a distribu‐
tion in which outliers are more likely to occur. In the literature
(Press et al., 1992; Forsyth and Ponce, 2002), a generalized
probability equation of a data set that embraces any suitable
noise distribution function can be written as:
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where N is the total number of data points in the data set, and
ri is the residual of model fitting and is defined as:
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where i is the standard deviation of data point (xi, yi); a1, ...,
aM are the parameters of model y(xi; a1, ..., aM); and ρ(ri) is
the negative logarithm of the probability density.
M‐estimates follow from maximum‐likelihood arguments
and are usually the most relevant class for model‐fitting
(Press et al., 1992). M‐estimates estimate a total of M model
parameters (a1, ..., aM) through minimizing the sum of ρ(ri)
over a1, ..., aM. To incorporate the influence of each data
point, an influence function (ri) is defined, where:
2187Vol. 51(6): 2181-2191
 
i
i
i dr
rd
r
)()( ρ=ϕ
 (4)
By introducing this influence function (ri), the M‐
estimator determines the model parameters, a1, ..., aM, by sat‐
isfying the equation:
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There is a wide range of residual distributions devised to
suit different data sets. A good example of a noise distribution
is the double exponential distribution, which has the proba‐
bility density function:
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Although the tails of pdex are exponentially decreasing,
they are much larger than any corresponding Gaussian dis‐
tribution. When double exponential noise distribution is
adopted, then ||)( ii rr =ρ  and )sgn()( ii rr =ϕ . Corresponding‐
ly, a derived merit function minimizes )sgn(1 ini r=Σ  and, in es‐
sence, is a median optimization. The optimization process
will eventually move the median to the origin.
Another good example of a noise distribution is the
Cauchy distribution, which is defined as:
 
2/1
1
2
i
cauchy
r
p
+
∝
 (7)
Given a Cauchy distribution, we will have
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ence function initially increases with deviation and then de‐
creases as deviation becomes larger, the Cauchy distribution
is mathematically better‐behaved than the double exponen‐
tial distribution. This behavior will better limit the effects of
the true outliers. However, like with most influence func‐
tions, it is important to carefully set up the scale factor to ob‐
tain an optimal match to the scale of the variation in the data.
In case of the SCL detection for a corn row, a straight line:
 bxabaxy +=),;(  (8)
is fit to the plant center locations. The double exponential and
Cauchy distributions were used to robustly estimate the pa‐
rameters (a, b). The robust M‐estimator for double exponen‐
tial distribution is:
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For Cauchy distribution, the robust M‐estimator is:
 ⎟⎟⎠
⎞
⎢⎢⎝
⎛
σ
−−
+Σ
= 2
2
1),( 2
)(1logmin iiNiba
bxay
 (10)
To solve the above multidimensional minimization prob‐
lems, a simplified method was adopted to reduce the two‐
dimensional optimization problem into two one‐dimensional
optimization processes. This dimension reduction method
was originally presented by Press et al. (1992) for fitting a
double exponential distribution modeled straight line. This
method was extended to a Cauchy distribution in this re‐
search.
For both minimization problems described in equations 9
and 10, the key simplification was to first fix variable b and
then solve a by finding the median by:
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Then, the corresponding influence functions were used to
solve b as given in equation 5. For the double exponential dis‐
tribution, b can be solved by:
 )sgn(0 1 iiiNi bxayx −−Σ= =  (12)
and for the Cauchy distribution, b can be solved by:
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When the parameter a in equation 12 or 13 is replaced with
the solution to equation 11, the resulting equation has a single
variable b, which can be solved by classic bracketing or
bisection methods.
Once the SCL was determined, the width of the SCLZ was
determined through using a Gaussian distribution to describe
the residuals of the estimated plant center locations to the
SCL. The residual standard deviation () was calculated. The
bound (outer bound) of the SCL zone was defined by ±3
limits. This outer bound was used to ensure that any plant ob‐
ject would be detected 99.7% of the time if its area and com‐
pactness features already passed the shape feature‐based test.
To recover those smaller misclassified corn plants that failed
the shape feature‐based test, a tighter bound (inner bound)
defined by ±  limits was used. If any object had an area val‐
ue greater than 1/4 of the area threshold and its stem location
was inside the inner bound, it would be reclassified as a corn
plant. Here, the factor 1/4 was determined empirically
through observations. The use of M‐estimates for corn plant
SCLZ detection with both double exponential and Cauchy
distribution data models greatly outperformed the least‐
squares fitting method with respect to the robustness to the
outliers (fig. 6).
SPACING CALCULATION
Broken corn plant objects can occur at mosaicking break‐
points and processing breakpoints. If those broken plants
were left unrepaired, they could be either misidentified or
double counted. To avoid these problems, processing unit
borders within the SCLZ were searched for corn plant objects
by checking if any pixel in the right‐most column of a proc‐
essing unit belonged to a corn plant object. If a corn plant ob‐
ject was found on a border, then the program searched to the
left for a plant gap, i.e., a region that had no vegetative object.
Once a gap was found, the last column of a subsegment image
was shifted left to where the gap was found, and the broken
part of the split corn plant was included in the next processing
unit. If a broken corn plant object was found in the right‐most
column of a processing unit that was generated by a mosaick‐
ing breakpoint, the broken part of the corn plant was shifted
up or down by 40 pixels so that its shape was repaired (fig.7).
When generating the mosaicked image, the coordinates of
all mosaicking points in their original frames were stored.
These coordinates were used so the distance across every mo‐
saicked image fragment, a frame section added into the mo‐
saicked image, between two adjacent mosaicking points
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(a)
(b)
(c)
   
(d)
Figure 6. The effect of using M‐estimates for corn plant SCLZ detection. (a) Compared with the result of least‐squares fitting in figure 5, both double
exponential and Cauchy distribution data models resulted in the same lines that fit the corn plant center locations without skew. The scale factor ()
in the Cauchy distribution was set as 15 pixels. (b) Identified corn plant center locations in image (a) after eliminating the objects (outliers) outside of
SCLZ. (c) A case where line fitting failed when the data was modeled with a double exponential distribution function. (d) Line fitting succeeded when
plant center location data in image (c) was modeled with a Cauchy distribution function.
Figure 7. The broken corn plant shown in figure 1 was repaired.
could be accurately computed using the camera calibration
matrix (Tang and Tian, 2008). In this way, the calibrated rela‐
tionship between pixels and physical length was maintained
in the mosaicked image and used to estimate interplant spac‐
ing. The interplant spacing, S, between two corn plant stem
locations was defined as:
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where  X and  Y are the change in plant center locations
along the X and Y directions of two sequential plants. When
there are fragments between two sequential corn plants,  X
is the summation of the width of each fragment fi,  X1, and
 X2, where  X1 is the distance in the x‐direction between
first plant center location to the first internal fragment left‐
most column, and  X2 is the distance in the x‐direction be‐
tween the plant center location of the second plant to the
left‐most column of last internal fragment (fig. 8). All the
variables in equation 14 have units of cm. The values of  X1,
 X2, and fi were calculated using their calibrated coordi‐
nates, which were obtained from using their image coordi‐
nates in their original frames.
The algorithms were implemented using Microsoft Visual
C/C++ 6.0 on a PC equipped with a 2.8 GHz Pentium 4 CPU.
Ideally, planter design engineers do not want to miss any
emerged plants in their data analysis, so manual correction
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Figure 8. Geometry of plant spacing calculations, where the vertical
dashed lines represent borders of fragments in a mosaicked image.
functions for inserting and deleting corn plant stem center
locations were also implemented in the software.
FIELD EXPERIMENTS
Spacing measurement accuracy was tested by using video
captured in an experimental field in Iowa on 28 September
2007. The plants were planted on 10 September 2007 and
were mostly at V3 growth stage during the experiment. The
details of the video capture system were described by Tang
and Tian (2008). Video was captured over two 41 m long corn
row sections that had plant counts of 198 and 201 plants, re‐
spectively. In total, eight video clips were recorded from
these crop rows; for every sampled crop row, there were two
video clips recorded in one direction and two in the opposite
direction. The interplant spacing of each tested crop row was
manually measured by laying a measuring tape along the
crop row. The distance of each corn plant from the beginning
of the crop row section was recorded by a student. The cam‐
era was calibrated on‐site immediately after the system was
set up for recording.
After the video was processed and mosaicked images con‐
taining the crop row sections were produced (Tang and Tian,
2008), the algorithm identified the crop plants and the loca‐
tion of the crop plant center and produced a plant count esti‐
mate for the crop row section and individual plant spacing
estimates. The automatically obtained plant count was
compared with the manual plant count. Specifically, the corn
plant misidentification ratio was defined as:
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where
Rmis = misidentification ratio
Cman = manual plant stand count
Efp = false‐positive stand count error (plant counts
accumulated where no plants exist)
Eud = undetected stand count error (plants that were left
uncounted).
To obtain the spacing measurement error of the system,
both false‐positive and undetected corn plants were manually
corrected to ensure that the system‐identified plants were the
same as those identified manually. Although this manual pro‐
cess altered the original spacing data generated by the auto‐
mated process, it was necessary to exclude plant identifica-
tion error from spacing measurement error when conducting
spacing measurement accuracy evaluation. Considering the
purpose of spacing measurement accuracy evaluation, no
manual correction of the plant center locations of those corn
plants that were correctly identified by the system was al‐
lowed. After all plants were identified (automatically and
manually) in a mosaicked crop row image, the interplant
spacing estimates were exported and compared with the
manual interplant spacing measurements. Linear regression
was used to analyze the relationship between the manual and
automated interplant spacing measurements.
RESULTS AND DISCUSSION
The algorithm achieved a mean misidentification ratio of
3.7% across both corn rows and all video sequences (table 2).
Thus, on average only four corn plants in a stand of 100 plants
needed to be manually identified after the automatic plant
identification  process. The system had an average Efp of
0.75plants versus an average Eud of 6.6 plants over each crop
row section. The false‐positive plant identification errors
were often generated by mosaicking errors leading to indi‐
vidual corn plants appearing twice in a mosaicked image,
i.e.,an extra fragment of the crop row image containing a
corn plant was mistakenly mosaicked into the mosaicked
image (fig. 9). Mosaicking errors usually occurred when the
video sampling platform (in this case, a bicycle) traveled
over bumpy soil surfaces caused by tractor tire treads or larg‐
er soil clods. There was only one case where an extra false‐
positive plant center was found within a single corn plant.
This error was due to a tractor tire damaging and lodging a
corn plant. The orientation of the lodged plant prevented the
camera from observing its stem area, which led to the genera‐
tion of multiple plant objects during the color segmentation
process (fig. 10).
Table 2. System plant stand count and spacing measurement results.
Row
Location Direction
Efp
(plants)
Eud
(plants)
Rmis
(%)
Mean of Es
(cm)
RMSE of Es
(cm)
Mean (STD) of Es
(cm)
Iowa‐1
Forward 1 7 4.0 0.07 2.0
0.20 (0.40)Backward 0 13 6.5 0.17 1.4
Forward 1 6 3.5 0.43 1.4
Backward 0 8 4.0 0.14 1.3
Iowa‐2
Forward 1 2 1.5 ‐0.12 2.1
0.11 (0.46)Backward 1 5 3.0 ‐0.10 1.8
Forward 2 7 4.6 0.19 1.9
Backward 0 5 2.5 0.21 1.7
Overall mean 0.75 6.6 3.7 0.12 1.7 0.12 (0.18)
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Figure 9. Spacing measurement error could be caused by the mosaicking
error. Plants 177 and 178 were the same plant.
Figure 10. A field traffic damaged corn plant was mistakenly identified as
two plants. To the left, a small damaged corn plant was not detected.
     
Figure 11. The system was able to separate interconnected corn plants
that were located clearly apart (left) but failed to separate doubles (right).
Plant identification errors were dominated by undetected
corn plants. When plants were damaged (usually by pests or
traffic) or were considerably smaller than the average plant
size, the likelihood of not being detected increased. There
were four damaged plants, which were either lodged or
pressed down by tractor tires. These plants were often unde‐
tected because their centers were difficult for the algorithm
to recognize (fig. 10). The system was capable of detecting
individual corn plant centers when plant canopies were inter‐
connected but their stems were still located clearly apart from
each other. In case of doubles, where two seeds were planted
closely at one location, the system was not able to split the
plants (fig. 11).
The undetected plant error varied from two to 13 plants
across eight video sequences (table 2). This variation was
found to be related to the smoothness in the mosaicking video
frames, i.e., the consistency in the distance between mosaick‐
ing breakpoints. When pushing the video sampling platform
over rough soil surfaces, depending on the walking velocity
of the operator, a considerable degree of camera motion dy‐
namics could occur, which in turn could cause more frequent
mosaicking breakpoints. Since mosaicking breakpoints were
used to define processing units, a higher frequency of mo‐
saicking breakpoints led to shorter processing units and con‐
sequently led to less reliable plant centerline detection. Thus,
either a video sampling platform with more mass or a much
slower travel velocity should be used when acquiring crop
row video with a lightweight sampling platform over rough
soil surfaces.
When compared with the manual interplant spacing mea‐
surements, the interplant spacing data of eight measurements
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Figure 12. Distribution of error in automated interplant spacing estimates
between ±8 cm with 1588 measurements.
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Figure 13. System‐estimated interplant spacing related to manually mea‐
sured interplant spacing, where the dashed line is the one‐to‐one line while
the two solid lines are the trend lines of the data series. The shorter trend
line is based on the reduced data set with data values greater than 50 cm
removed. The three outlying data points within the square box represent
larger system interplant spacing measurement errors where large mo‐
saicking errors occurred in the mosaicked image.
over these two crop rows generated by the system had a mean
error of 0.12 cm with a standard deviation of 0.18 cm and an
overall RMSE of 1.7 cm, which was 8.3% of the mean inter‐
plant spacing. There was no evidence of a significant differ‐
ence in interplant spacing error due to travel direction when
recording crop row video clips (F1, 6 = 0.078, P = 0.79). The
interplant spacing error over these two crop rows was normal‐
ly distributed with a few outlying errors (between 5 and 8 cm)
at the tails of the distribution (fig. 12). When algorithm inter‐
plant spacing estimates were regressed onto manual plant
spacing measurements, the linear model had a coefficient of
determination  (R2) of 0.96 (fig. 13). There were 12 data
points out of 1588 measurements with values greater than
50cm, which were produced by three larger interplant spaces
within the tested rows. Since these 12 data points were much
larger than the majority of the data, they substantially af‐
fected the linear model performance. After removing these
outlying data, the linear model had an R2 of 0.86 (fig. 13).
There were three interplant spacing estimates with errors
greater than 13 cm (fig. 13). Upon closer observations, it was
determined that these errors were due to errors in mosaicking
video frames.
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CONCLUSIONS
An image processing algorithm for individual corn plant
and plant center identification in mosaicked crop row images
was developed. The algorithm utilized multiple layers of in‐
formation (plant color, shape, and crop row geometry) to
construct a series of image processing procedures for inter‐
plant spacing measurement. Based on the results obtained
from the field experiments, we can conclude:
 Using multiple sources of scene information, the corn
plant identification algorithm was effective in identify‐
ing corn plants and their stem center locations in mo‐
saicked crop row images. Specifically, the algorithm
achieved a mean plant misidentification ratio of 3.7%.
Most of the identification errors were primarily due to
damaged plants or errors in mosaicking.
 When compared with manual interplant spacing mea‐
surements, the system estimated interplant spacing
with an error (RMSE) of 1.7 cm or 8.3% of the mean
spacing for V3 growth stage corn plants. Interplant
spacing estimation error was primarily due to the inher‐
ent uncertainty of the corn plant center detection algo‐
rithm and external factors such as mosaicking error and
crop damage.
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