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The risks and uncertainties related to the storage of high-level radioactive waste (HLRW) can be reduced
thanks to focused studies and investigations. HLRWs are going to be placed in deep geological re-
positories, enveloped in an engineered bentonite barrier, whose physical conditions are subjected to
change throughout the lifespan of the infrastructure. Seismic tomography can be employed to monitor its
physical state and integrity. The design of the seismic monitoring system can be optimized via con-
ducting and analyzing numerical simulations of wave propagation in representative repository geometry.
However, the quality of the numerical results relies on their initial calibration. The main aim of this paper
is to provide a workﬂow to calibrate numerical tools employing laboratory ultrasonic datasets. The ﬁnite
difference code SOFI2D was employed to model ultrasonic waves propagating through a laboratory
sample. Speciﬁcally, the input velocity model was calibrated to achieve a best match between experi-
mental and numerical ultrasonic traces. Likely due to the imperfections of the contact surfaces, the
resultant velocities of P- and S-wave propagation tend to be noticeably lower than those a priori
assigned. Then, the calibrated model was employed to estimate the attenuation in a montmorillonite
sample. The obtained low quality factors (Q) suggest that pronounced inelastic behavior of the clay has to
be taken into account in geophysical modeling and analysis. Consequently, this contribution should be
considered as a ﬁrst step towards the creation of a numerical tool to evaluate wave propagation in
nuclear waste repositories.
 2014 Institute of Rock and Soil Mechanics, Chinese Academy of Sciences. Production and hosting by
Elsevier B.V. All rights reserved.1. Introduction
Isolation of high-level radioactive waste (HLRW) is an important
issue which must be thoroughly addressed. HLRW is generally
enveloped in multiple engineered and natural barriers and placed
in deep geological repositories. Such a technique is currently
considered as a viable and reliable option to safely isolate HLRW
from the aquifers and the biosphere (Chapman and McCombie,
2003; Alexander and McKinley, 2007). Montmorillonite is a
swelling clay that is extensively used as the base material for those
engineered barriers as it acts as an impermeable (hydraulic con-
ductivity kz 1014 m/s) seal between the HLRW and the host rock
as it saturates (Lajudie et al., 1994).
In the vicinity of the HLRW containers, the temperature, pres-
sure, and water content of the barrier are expected to increase
dramatically over few years after completion. The reasons for that
are (a) radioactive decay of HLRW, (b) swelling of the clay and (c)(A. Biryukov).
ock and Soil Mechanics, Chi-
ics, Chinese Academy of Sci-
hts reserved.imbibition from the surrounding aquifer, respectively (Villar et al.,
2005; Alonso et al., 2008). Therefore, the sealing material will
change the physical state and its integrity can be also jeopardized.
This might lead to harmful leakage of noxious condensate into host
rock and surrounding aquifers.
The aforementioned physical changes affect the elastic and
viscoelastic properties of the montmorillonite, such as longitudinal
and shear wave velocities (VP and VS, respectively), density (r), and
seismic attenuation. Tisato and Marelli (2013) showed that a vari-
ation in conﬁning pressure (pc) ranging between 0MPa and 20MPa
induces the increases in VP and VS up to 90% approximately. Simi-
larly, the increase of water saturation (wc) from 10% to 52% at
pc < 10 MPa causes increases in VP and VS up to 50%. These changes
in velocities will result in a variation of the seismic signal trans-
mitted through the montmorillonite barrier. Therefore, once the
variation of the elastic parameters due to the changes in physical
conditions is known, seismic monitoring may be used as a non-
intrusive tool to track the condition of the plug.
The equipment employed in seismic monitoring consists of a set
of emitters and receivers, installed in the proximity of the bentonite
barrier (Manukyan et al., 2012). The input signal is periodically sent
by the emitters, propagates through the barrier, and is recorded by
the receivers. First-arrival times are evaluated based on the recor-
ded waveforms for each cycle. If pc or wc of montmorillonite
changes between any two cycles, the corresponding change in the
A. Biryukov et al. / Journal of Rock Mechanics and Geotechnical Engineering 6 (2014) 582e590 583elastic parameters will be illustrated by a ﬁrst-arrival time shift. As
soon as changes in ﬁrst arrivals are detectable, full waveform
analysis may be applied to locate the areas of anomalous pressure
or water saturation (Manukyan et al., 2012). However, high-quality
and well-calibrated data acquisition systems and experimental
repeatability are required to correctly reﬂect the variation in water
saturation or pressure in the barrier. Therefore, the numerical
simulation of the procedure in complex repository geometry
should be conducted and thoroughly analyzed to aid in design and
optimization of the monitoring system (Marelli et al., 2010).
Numerical tools provide accurate results if calibrated with
rigorous laboratory investigation. To the best of our knowledge,
only Saenger et al. (2014) incorporated the calibration of numerical
tools to support laboratory experiments (and vice versa) and to
simplify the interpretation of the obtained results. Often, the
analytical prediction of the recorded waveform across the geome-
try of the experiment investigating elastic properties of a certain
material is cumbersome. Saenger et al. (2014) simulated the ul-
trasonic wave propagation velocity measurements in the rock
samples tested in a Paterson gas-medium apparatus. It is shown
that dispersive and wave conversion effects caused by the presence
of assemble items (e.g. jackets or buffer rods) may hinder the ﬁrst-
arrival time. As a result, the estimated values of VP and VS will be
erroneous and deviate from values a priori assigned in the nu-
merical model. Thus, numerical modeling of the commonly used
experimental techniques is of paramount importance for accurate
interpretation of the results.
The purpose of this particular contribution is twofold: (a) to
propose a methodology to calibrate 2D (two-dimensional) nu-
merical tools to yield synthetic traces, accurately reproducing the
experimental results of ultrasonic wave propagation in thematerial
of interest; (b) to use the calibrated framework and employ the
iterative optimization technique as an attempt to evaluate the
variation of attenuation in bentonite caused by the water satura-
tion. The results of the calibration are validated by the comparisonFig. 1. (a) Schematic diagram of the ultrasonic facility employed in the experiments to measu
facility in a fully assembled state; and (d) normalized signal sent to the emitter.of the synthetic seismograms of shear wave propagating in
bentonite with the experimental dataset reported in Tisato and
Marelli (2013). Eventually, the long-term scope of our research is
to create a numerical tool to simulate the seismic monitoring of
physical changes in a generic HLRW barrier.
2. Methods
In this section we explain the strategy that allows us to
numerically reproduce the experimental ultrasonic traces in
montmorillonite samples collected in the laboratory by Tisato and
Marelli (2013).
2.1. Laboratory setup
Tisato and Marelli (2013) determined the longitudinal and
transverse ultrasonic wave propagation velocities in montmoril-
lonite, employing an axially loaded assembly comprising two
aluminum caps that enclose the sample and two ultrasonic piezo-
ceramic transducers (ultrasonic facility). The facility allowed the
recording of ultrasonic signals transmitted through the sample at
set temperatures while measuring the sample length (Fig. 1). The
setup was designed to reproduce those conditions expected at a
HLRW waste repository throughout its lifespan as well as to
simulate anomalous conditions outside the predicted range.
Longitudinal and transverse vibrations with a fundamental
frequency of 100 kHz (Fig. 1d) were generated by means of 1 MHz
corner frequency compression and planar shear piezoceramic
transducers, respectively.
2.2. Numerical setup
We performed simulations on a 2D numerical model repre-
senting the laboratory setup to compare numerical results with
laboratory data. The mesh was produced following a schematicre VP and VS; (b) a subdomain used for iterative calibration; (c) a photo of the ultrasonic
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(Fig. 1a). The schematic section was generated automatically by a
customizable script written in Matlab. The user can specify the
dimensions and the sample material. Nodal properties (VP, VS, r and
quality factors QP, QS) were assigned based on the material that a
node corresponded to. The viscoelastic parameters for the mate-
rials used are reported in Table 1 (Boyer and Gall, 1984; Auerkari,
1996; Lakes, 2009).
The transfer function of the employed transducers linearly
converts the voltage applied to the transducers into acceleration
within the used bandwidth (1 kHz < f < 1 MHz). We measured the
voltage signal sent to the emitter using a digital oscilloscope (Fig. 1c
and d). Consequently, the normalized signal was applied as a body
force in a horizontal or vertical direction to excite transversal or
longitudinal wave, respectively. As P- and S-wave receivers and
emitters have different compositions, their locations are shown in
Fig. 1b with a green and a red line, respectively.
The standard staggered grid (SSG) ﬁnite difference (FD) code
SOFI2D was used to solve the viscoelastic wave propagation prob-
lem in the given geometry. SOFI2D is an open-source 2D time
domain massive parallel modeling code for P- and SV-waves. There
are reasons that favor our choice of using 2D numerical model over
3D (three-dimensional) model, such as (a) computational time and
(b) viscoelastic model limitations. Currently, the 3D version of SOFI
software (SOFI3D) is only capable of using a standard linear solid
model, whereas in SOFI2D a generalized Maxwell model can be
implemented. The ultimate goal of our research is to study mont-
morillonite, which has a pronounced viscoelastic behavior not
necessarily showing a single relaxation time. Thus SOFI2D was
chosen for those reasons. Speciﬁcally, we employed a fourth-order
ﬁnite difference, time-explicit scheme to evaluate the displacement
ﬁeld in the nodes of the mesh. The time step varied in the interval
5  109 s  Dt  8  109 s to simultaneously maintain numerical
stability throughout calibration simulations and optimize the
calculation time.
The dominant frequencies of the input signal (Fig. 1d) impose a
constraint on the grid spacing. This constraint, known as grid
dispersion, was thoroughly studied by Alford et al. (1974). High-
frequency waves with the shortest wavelengths (lmin) will seem
to slow down or even stop propagating once they get sampled less
than several spatial samples per wavelength. Grid dispersion may
signiﬁcantly distort the results leading to serious errors in inter-
pretation of events. To mitigate the effect, Alford et al. (1974) sug-
gested lmin=Dh > 6 for a fourth-order FD scheme, where Dh is the
grid spacing. Therefore, for the condition to remain valid during the
whole calibration procedure, the grid spacing was set to
Dh¼ 135 mm, corresponding to 30 samples per shortest wavelength
observed during simulations.
During the calibration procedure, the wave propagation was
simulated in a subdomain (Fig. 1b) of the entire experimental
setting, containing the sample assembly and the transducers
(“numerical ultrasonic facility”). Numerical simulation in theTable 1
Material parameters used in numerical simulations. Seismic quality factors QP and
QS are deﬁned following O’Connell and Budiansky (1978) asQ¼Mr/Mi, whereMr and
Mi are the real and imaginary parts, respectively, of the complex modulus.
Material Density
(kg/m3)
VP (m/s) VS (m/s) QP QS
Alumina 3800 10,310 6490 5000 5000
Aluminum 2690 6130 6490 3900 3900
Stainless steel 8000 5080 3280 5000 5000
Plastic (shrink tube) 1800 580 330 10 10
Bentonite 1670 1260 550 w5 w5
Air 1.3 340 2 660 N/Asubdomain decreased dramatically the computational time and did
not affect the ﬁnal results as shown in Section 3.2.3. Reasons for calibration
The calibration procedure presented herein is an iterative pro-
cess that involves running a series of wave propagation simulations
in standard samples tested in the numerical ultrasonic facility
(Fig. 1a and b). The input signal, traveling between the emitter and
the receiver, is subjected to multiple reﬂections, refractions and
scattering. The simulated propagation of the input signal in the
absence of a sample (“no-sample” case) was simulated to justify the
need of the calibration. The discrepancies in the ﬁrst-arrival times,
power and phase spectra between numerical and experimental
ultrasonic traces for both P- and S-wave experiments were initially
observed (see Section 3). The numerically calculated ﬁrst-arrival
times tend to be lower than those observed in the laboratory.
There are a number of explanations for this phenomenon that will
be addressed in Section 4. Thus, the parameters of the numerical
model must be calibrated to account for the imperfections of the
laboratory setup and to be able to produce accurate results in both
time and frequency domains.2.4. Calibration methodology
Systematically high apparent velocities can be corrected
following a combination of two solutions similar to those proposed
by Madonna et al. (2012). As a ﬁrst option, numerical wave prop-
agation velocities employed in the model can be effectively
decreased by multiplication by a factor k ˛ [0, 1], i.e. Vexp ¼ kVnum.
The second option might be to artiﬁcially introduce slow wave
velocity layers at the contact interfaces to account for the asperities
and vary their elastic properties to achieve the desired similarity
between numerical and experimental traces. The main drawback of
the latter option is that the choice of the descriptive elastic pa-
rameters and the thickness is not properly constrained. Micro-CT
imaging should be employed to provide the information about
the geometric details and asperities roughness (Madonna et al.,
2012). A decrease in arbitrarily chosen elastic parameters may
lead to a spurious change in the reﬂection and transmission co-
efﬁcients. The resultant numerical trace may have a good ﬁrst-
arrival match but is lack of mid- and long-term overlap. There-
fore, we decided to implement and focus on evaluation of the
effective ultrasonic velocities of the materials employed in the
model.
The spatial distribution of VP, VS, and r comprises the minimal
set of medium parameters that enable the simulation of the elastic
wave propagation using SOFI2D. Therefore, to inﬂuence the nu-
merical arrival times and spectral image of the waveform, one
needs to vary both VP and VS of the materials independently. Thus,
to solve the problem of matching numerical and experimental
seismograms, it seems necessary to run a number of models, iter-
atively changing the elastic parameters within a certain interval. By
applying a certain goodness-of-ﬁt (GOF) metrics to the obtained
synthetics, every numerical seismogram will be assigned a certain
GOF value. The minimum and maximum GOF values among the set
of seismograms will indicate the best and worst ﬁts with the
experimental seismogram, respectively. The GOF calculation
method is addressed in details in Appendix A.
For the arrivals to match, the travel time of a direct wave be-
tween the emitter and the receiver in the setup should be equal to
the ﬁrst arrival time texp in the corresponding ultrasonic trace.
Theoretically, in the case of a layered model consisting of n layers,
we have
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Xn Li
Vi

(1)i¼1
where Li and Vi are the thickness and wave propagation speed in
the i-th layer, respectively. As Li is ﬁxed by the dimensions of the
setup, Eq. (1) has an inﬁnite number of sets of Vi ði ¼ 1;2/;nÞ to
satisfy it. However, the deviation of Vi from that derived using
standard methods (Vst) for the material comprising the i-th layer is
expected to lie within meaningful interval, e.g. jVi  Vstj=Vst  0:30.
Moreover, the arbitrarily chosen set will change the reﬂection and
transmission characteristics of the layered conﬁguration. Therefore,
a set of constraints should be imposed on the Vi selection procedure
to conserve the general wave propagation character in the labora-
tory framework. However, if a medium consists of N different
layers, there are 2N independent variables to be varied. This fact
greatly increases the computational complexity of the problem. For
M different values of each parameter, there will be M2N unique
simulations.
To preserve the reﬂection and transmission characteristics of
the medium, the ratio of acoustic impedances (rVP and rVS for
longitudinal and transverse waves, respectively) between any two
adjoint materials should remain constant throughout the calibra-
tion. Consequently, the number of independent variables is
dramatically decreased, resulting in only two variables, KP and KS.
KP (KS) is deﬁned here as the ratio of the VP (VS) at the current
iteration over the initial value V initp ðV initS Þ for the same material:
KP ¼
VP
V initP
(2)
KS ¼
VS
V initS
(3)
As a result, the number of simulations needed for M unique
values of KP and KS is independent of N and is M
2.
One of the advantages of this relatively simple algorithm is that
it allows some degree of freedom in choosing the interval of KP and
KS. Therefore, the process has an iterative character: the ﬁrst iter-
ation may contain only a few points spread over a large range and
hence be a rough estimation. At the end of the ﬁrst iteration, the
GOF function is calculated and its extremes are found. The suc-
cessive iterations will reﬁne the vicinity of the global maximum of
GOF and thus provide a better resolution for best-ﬁt KP and KS until
the ﬁt is considered satisfying.Fig. 2. (a) The GOF distribution as a function of the KP, KS, and (b, c, d) numerical traces corr
triangles show analytically predicted P- and S-wave arrivals.3. Results
3.1. Calibration of the experimental setup
Three stainless steel samples (19.84 mm, 24.84 mm and
29.86 mm long) and “no-sample” models were employed to sys-
tematically analyze the discrepancy between numerical and
experimental ultrasonic traces. The preliminary wave propagation
simulations showed that numerical travel times of the signal were
consistently lower than experimentally measured values. This fact
motivated us to impose the initial range of KP and KS values be-
tween 0.70 and 1.05. In the ﬁrst set of iterations, the range was
discretized into 15 equally distributed values. Consequently, 225
(i.e. 15  15) numerical simulations were run corresponding to all
possible combinations of KP and KS. GOF values were assigned to
resultant numerical traces and series of minima at KS ¼ 0.8, KP ˛
(0.8, 1.0) were observed (Fig. 2a). The second iteration reﬁned the
vicinity of the midpoint of the series. The procedure was repeated,
until the variation of GOF function was satisfactorily small across
the set of traces. For illustration purposes, best-ﬁt results achieved
in “no-sample” simulations are compared with traces corre-
sponding to initial and underestimated velocities (Fig. 2b, c and d,
respectively). However, the resultant best-ﬁt values of KP and KS
were consistent within all four models.
There is an evident difference in the ﬁrst three cycles of nu-
merical and experimental traces (Fig. 2b) corresponding to slightly
changed initial velocities, implying the necessity to further
decrease VP and VS. This observation supports the importance of the
calibration procedure to correctly reproduce ultrasonic velocity
measurements. The lower boundary for the error of the calibration
may be estimated as the resolution in KP and KS values and hence is
about 3.2% (see Appendix C for details). As a result of the calibra-
tion, the initial input parameters VP and VS should be multiplied by
factors of KS ¼ 0.775  0.025, KP ¼ 0.90  0.03, respectively, for
accurate modeling of the experiment.3.2. Subdomain model upscaling
The subdomain model strategy was employed to dramatically
speed up the computations. A full-scale numerical simulation with
best-ﬁt input parameters needs to be run in order to lend validity to
KP and KS evaluated via the isolated subdomain calibration.
Therefore, we propagated the input signal in full-scale model with
input parameters obtained through calibration and compared the
resultant numerical trace with corresponding subdomainesponding to “no-sample” model with various velocity models. Green squares and red
Fig. 4. An example of “constant Q-spectrum” attenuation model employed in the
models corresponding to (a) Q ¼ 6 and (b) its GSLS diagram.
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the satisfactory overlap between subdomain and full-size models
(see Fig. 3c) is well within the accuracy of the calibration procedure.
Moreover, the comparison of the experimental trace and full-size
synthetics exhibits an impressive overlap not only in the calibra-
tion time range (0e70 ms, Fig. 3a and b), but also in the following
time section (75e110 ms, Fig. 3b). This evidence strongly supports
the capability of the subdomain calibration routine to yield pa-
rameters applicable to full-size models.
3.3. Wet montmorillonite S-wave attenuation estimation
One of the aims of the current paper is to estimate ultrasonic
attenuation in awet montmorillonite sample (52% water saturation
at 30.5 C). The attenuation is deﬁned following O’Connell and
Budiansky (1978) as Q ¼ Mr=Mi. The linear viscoelastic rheology
employed in the simulations was based on a “generalized standard
linear solid” (GSLS) model that is able to give a realistic framework
and explain the observations of wave propagation through earth
materials (Liu et al., 1976).
We employed a third-order GSLS model (Fig. 4) to simulate a
desired constant Q-spectrum within the frequency range of inter-
est. The characteristic parameters for the spring stiffness and vis-
cosity of the dashpot (Fig. 4, inlet) were assigned using the least-
squares optimization described in details by Bohlen (2002).
The estimation of the attenuation was organized as an iterative
process in a manner similar to that described above. As the velocity
model of the laboratory setup has been already calibrated following
the aforementioned algorithm, the parameters to be varied were
only QP and QS of the sample material (i.e. montmorillonite). The
range of variation was established based on the values reported in
the literature. Astbury and Moore (1970) documented a quality
factor QS z 5 and Karakurt (2005) obtained a similar value for QP.
Therefore, we set the range of variation to Xq ¼ [1, 20] and evalu-
ated GOF of ultrasonic traces corresponding to numerical models
with QP and QS ˛ Xq. Analogous to VP, VS calibration, we obtained a
2D GOF plot with a set of global minima constrained within QP ˛ [2,
13], QS ˛ [1, 7] (Fig. 5a). The time interval involved in GOF calcu-
lation is 0e65 ms.
Two viscoelastic and a quasi-elastic (QS ¼ 300) simulation cor-
responding to different values of QS are shown to illustrate how
variation of the quality factors affects the similarity between
experimental and numerical traces (Fig. 5). Best overlap is achievedFig. 3. Numerical traces corresponding to subdomain (a) and full-size (b) models. The ove
modeling on the subdomain.at QPz 9.7, QSz 5.8 and is relatively consistent within the range of
QP used. However, the quasi-elastic model shows a strong deviation
from the experimental waveform and those predicted with low
quality factors shortly after S-wave arrival (t ¼ 40 ms, see Fig. 5c).
This discrepancy clearly demonstrates the limited capability of
elastic numerical models to accurately reproduce ultrasonic wave-
form propagating through materials showing inelastic behavior.
4. Discussion
As it is shownbyMadonnaet al. (2012), herewedemonstrate that
a velocity model requires calibration to yield accurate results. Ultra-
sonic velocities estimated from theory and numerical simulations
usingVP andVS taken from literature, are generally higher than those
measured in the laboratory. As a consequence, VP and VS should be
slightly changed to mitigate the overestimation. Moreover, this
variation (i.e. decrease) should preserve the original transmission
and reﬂection coefﬁcients, which can be achieved by varying pro-
portionally all VP and VS. Therefore, we state that the aid of the nu-
merical simulations in the interpretationofexperiments isultimately
based on the ability of the code to reproduce laboratory results.
The uncertainty in deﬁning the stiffness at the contact interfaces
between the different parts of the model may be a reason for the
discrepancy. FD methods are generally restricted to the treatment
of continuous interfaces. In theory, the effective elastic modulus
(Eeff) of a layered medium consisting of two layers (E1, E2) isrlap between the traces (c) lends validity to the values of KP and KS obtained through
Fig. 5. The GOF distribution as a function of the QP and QS (a) and numerical traces corresponding to viscoelastic (b, c) and a quasi-elastic (d, QS ¼ 300) simulations in bentonite.
Green squares and red triangles show analytically predicted P- and S-wave arrivals, respectively.
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In reality, layered media are in contact through asperities which
decrease the effective elastic modulus of the same medium, due to
a partial discontinuity, presence of the empty space, and wave
scattering. For those reasons, numerical models are prone to
overestimate the ultrasonic velocities. Our calibration of VP and VS
was performed using a model which represents a subdomain of the
laboratory setup. Numerical simulations run on the full-size model
show that this procedure remains effective until the time range
used in calibration is shorter than or close to the travel time of
direct waves (0e55 ms in our case). If the time range of interest is
longer, the reﬂection and scattering from various components of
the setup has to be taken into account and is depicted in the trace
(Fig. 3c). The ﬁrst 2e3 cycles (0e45 ms) of the numerical and lab-
oratory traces are perfectly overlapped, whereas small discrepancy
starts to evolve at 50 ms approximately. The discrepancy is likely
caused by the reﬂections off the components of the setup in the
proximity of the emitter and receiver. Since our main concern was
to properly reproduce the ﬁrst arrival and few cycles after, the
presence of such deviation was considered within the error of the
calibration.
Although both P- and S-wave transducers were used in the
laboratory experiments, the ﬁnal calibration of the numerical
model employed S-wave experimental traces only. We treated P-
wave calibration results as of limited reliability due to the fact that
P-wave transducers were individually produced in the laboratory
and the transfer function was not determined. However, we
considered this problem less signiﬁcant compared to the inaccu-
racy caused by the presence of one-dimensional (1D) longitudinal
stress waves (“bar waves”); see Appendix B for details. Calibration
can be improved by utilizing both modes. The resultant best-ﬁt KP
and KS could be then estimated by overlapping GOF plots evaluated
for each mode individually.
The low values of attenuation coefﬁcients in materials used in
calibration (Boyer and Gall, 1984; Yang and Turner, 2004; Sun
et al., 2011) allowed us to neglect the intrinsic attenuation ef-
fects throughout the calibration and simulate the fully elastic wave
propagation in the calibration setup. Having obtained the values of
VP and VS, we performed numerical simulation of elastic wave
propagation in a wet bentonite sample. A considerable mismatch
was observed in the ﬁrst 2 cycles (0e55 ms) between experimental
traces, corresponding to quasi-elastic simulation of S-wave prop-
agation (Fig. 5c). The reason for the mismatch is likely the pro-
nounced inelastic behavior of bentonite and resultant attenuationof the signal. It has been noted that clay content in rocks strongly
affects attenuation of seismic waves (Barton, 2006 and references
therein). Literature survey revealed that quality factor of bentonite
is three orders of magnitude lower than that of the materials used
in the setup (QP,bent z 5, QP,setup z 1000). The simulation of the
laboratory experiments in a distinctly viscoelastic material using
elastic FD code is likely to yield erroneous results. Thus, to opti-
mize the accuracy of wave propagation in viscoelastic samples,
one needs to introduce an appropriate rheological model (e.g.
Fig. 4b) for the chosen material at certain conditions. However,
complex viscoelastic models greatly increase the computational
time. Emmerich and Korn (1987) showed that a second- or third-
order approximation (i.e. a model that includes two or three
Maxwell elements) is sufﬁcient for most practical applications. The
computational time of an elastic subdomain model was approxi-
mately 60 s, whereas the viscoelastic simulations (Fig. 4) took
about 130 s.
The estimation of attenuation was carried out following an
iterative process, resulting in a range of GOFminima (red rectangle,
see Fig. 5). The inconsistent variation of GOF at QP ¼ 2 with QS is
related to the nature of GOF calculation and may be caused by
sudden appearance of spurious peaks in the numerical traces.
The variation of QS causes greater change in the GOF than
equivalent QP variation, as it can be noticed by a more pronounced
vertical color gradient compared to the horizontal one (Fig. 5a). The
actual minimum of the GOF function is smeared over a certain
range of (QP, QS) due to limited resolution and the error of the
calibration method. However, the more pronounced minimum of
the GOF function along a chosen direction should impose the
stronger constraint on its exact location in that direction. Conse-
quently, the value of QP obtained through the iterative procedure
which employed S-wave traces seems to be of limited reliability
with respect to QS and can be estimated only approximately.
Therefore, to accurately evaluate QP and QS, both P- and S-wave
simulations need to be analyzed individually. The range of possible
values of QP and QS then would be minima of two overlapped GOF
plots. Nevertheless, our ﬁndings of QPz 10, QSz 6 conform to the
data reported by Karakurt (2005) and Astbury and Moore (1970)
(QP and QS z 5). Due to resultant high attenuation, there is a
large delay (w10 ms) between a theoretically predicted S-wave
arrival and that predicted by a viscoelastic model when comparing
the locations of red triangle and ﬁrst negative peak (Fig. 5bed).
The workﬂow diagram of the calibration is illustrated in Fig. 6.
The set of parameters to be varied is the only difference between
the calibration and attenuation estimation workﬂows. The main
advantage of the iterative routine is that it can be applied to a
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(e.g. ﬁnite difference, ﬁnite element) and algorithms used in its
code. Other advantages of the method are the relative simplicity of
the implementation, the computational speed, and the accuracy of
the short-term prediction. We focused on the study of the
bentonite since the ultimate task of the research is having a tool to
simulate wave propagation in engineered barriers. However, the
aforementioned workﬂows do not rely on the particular laboratory
setup and the material. Therefore, the analogous procedure may be
applied to ultrasonic facilities of various conﬁgurations, provided
that an appropriate mesh is created, following constraints imposed
by the chosen numerical method. Moreover, it may be employed to
estimate the attenuation of a variety of materials that exhibit
viscoelastic behavior (porous rocks, clays, organic materials). The
method shows good reliability in resultant values of both VP and VS,Fig. 6. The roadmap of the calibration procedure.although datasets corresponding to only one mode (S-wave) were
used. As a result, we have a universal step-by-step guide on the
calibration of a numerical solver in order to turn it into a numerical
laboratory, capable of reproducing real ultrasonic datasets.
5. Conclusions
The study tries to propose a workﬂow for numerical model
calibration, which, if followed, leads to developing a numerical
“laboratory”, capable of reproducing real ultrasonic datasets. The
aim was also to estimate the attenuation of montmorillonite using
the calibrated model. To evaluate the attenuation in a viscoelastic
material, the contribution of non-calibrated numerical model to the
mismatch should be ﬁrst eliminated when varying the rheological
model and minimizing the mismatch between laboratory and nu-
merical traces. Due to the imperfect contact interfaces in reality, the
wave propagation velocities in the material of interest are over-
estimated. Our investigation revealed that in some cases, the
overestimation may be as high as 30%. Therefore, a proper cali-
bration of the numerical tools is of paramount importance for
further reliable and realistic simulations.
The resultant calibrated model was successfully applied, allow-
ing the estimation of QP and QS of a 52% water-saturated bentonite.
The yielded values conﬁrm to those reported in the literature.
However the reliability in QP estimation is questionable due to the
“available data” limitation. It is shown that strong attenuation
properties (QP z 10, QS z 6) of the bentonite must be taken into
account in geophysical modeling sensitive to inelastic effects.
Although we were able to consistently reproduce S-wave
propagation in standard laboratory tests, signiﬁcant discrepancies
between numerical and laboratory P-wave traces remained after
calibration. This fact indicates that 2D numerical models are likely
to oversimplify and disregard some important features of the real
wave propagation. Therefore, for higher accuracy and better
resemblance, 3D models and GSLS-supporting solvers of inevitable
high computation cost should be employed.
The main types of host rocks used for the HLRW disposal are
granite, clay, salt, and basalt. Therefore, the calibration technique
needs to be further tested and validated on the above-mentioned
rocks to enable the numerical simulation of monitoring proce-
dure in real geological repository.
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Appendix A. Goodness-of-Fit (GOF) function estimation
The GOF was deﬁned as a measure of the similarity between the
numerical and laboratory traces. A Matlab script was written to
estimate the mismatch for a set of numerical traces corresponding
to a desired laboratory dataset. The user has to specify the time
range of interest and the number of consecutive waveform peaks
(characteristic points) that lie within the chosen range on a labo-
ratory trace. As wewere concerned about the matching in the ﬁrst-
arrivals, the set of characteristic points always contained at least
one point, corresponding to the ﬁrst-arrivals registered by the
transducer. The user is then offered to manually pick the locations
of the points on a laboratory ultrasonic trace (Fig. A1). The chosen
peaks ideally should be well-distinguished and correspond to the
dominant frequency of the signal. The GOF function for a numerical
trace is calculated following the equation:
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Xn
i¼1

Ti;exp  Ti;num
2 (A1)where Ti;expði ¼ 1;2;/;nÞ is the times corresponding to n
consecutive peaks of the experimental trace provided by user;
Ti;numði ¼ 1;2;/;nÞ is the times of the consecutive numerical
waveform peaks reproducing those picked on the experimental
trace. Ti;num is determined by analyzing the numerical waveform
either automatically (best for iterative routine over a large number
of models) or manually (best for small amount of numerical
models). It may be observed that a global minimum of the GOF
function (GOF ¼ 0) is achieved in the case of perfect match of ﬁrst n
peaks, whereas the maximum of GOF is unconstrained and corre-
sponds to the largest mismatch. This calculation is subsequently
applied to all numerical traces related to a chosen dataset and the
color plot representing the values of GOF in the space of varied
parameters (KP, KS or QP, QS) space is obtained (see Figs. 2 and 4).Fig. A1. Illustration of GOF evaluation: user-deﬁned reference points and corre-
sponding numerical peaks are shown by blue squares and red circles, respectively. The
projection of the former and the latter on time axis results in sets of Ti,exp and Ti,num
respectively.Appendix B. Bar waves
“Bar waves” are usually observed in long thin bars, if the ratio of
length to diameter exceeds 4. As noted by Birch (1960), in this case
little energy arrives with the velocity VP as more is converted by
boundary reﬂections. Disturbances related to cylinder boundary
reﬂections arrive later than the ﬁrst motion with the “bar velocity”
Vbar ¼
ﬃﬃﬃﬃﬃﬃﬃﬃ
E=r
p
and often signiﬁcantly exceed the P-wave motionFig. A2. Numerical traces corresponding to S- and P-wave experiments in bounded (a) / u
obtained from calibration (top to bottom, respectively). Red circles, green triangles and bl
mismatch after two cycles (bottom) is likely to be related to the “bar wave” effects.amplitude-wise. Therefore, if signal-to-noise ratio (SNR) is high, P-
wave arrival will be hindered by the noise. Consequently, the bar
wave motion may be misinterpreted as ﬁrst motion and the ul-
trasonic velocity determined from the trace will be erroneous and
underestimated.
The length-to-diameter ratio of the employed laboratory setup
was greater than 5. Tisato and Marelli (2013) indicated that bar
wave identiﬁcation and exclusion were of a primary concern,
although SNR was low enough to clearly recognize P-wave arrival.
On the contrary, in the case of shear waves, the amplitudes were in
most cases signiﬁcantly higher than those of bar waves.
The limited ability of 2D numerical model to properly reproduce
3D wave propagation hampers the interpretation of the ultrasonic
traces. In the laboratory framework, the signal is reﬂected off the
cylindrical boundary. As a result, the conversion of the total input
energy into bar waves might be highly underestimated in 2D nu-
merical simulations. The bar waves will affect the traces to an
extent as long as the computational domain includes the laterally
distributed high impedance contrasts (air-metal bar contrast).
As an attempt to illustrate and justify the hypothesis, we carried
out the simulation in the equivalent layered model for both P- and
S-wave signals. This model, representing the inner part of the
subdomain used above (Fig. 1), is unbounded (no air) and layered
identically. In this simulation, the bar waves are absent as the
medium is transversely isotropic and the air-sample assembly
boundary is not presented. The results are compared to those ob-
tained through propagation of S- and P-wave signals in the sub-
domain model (Fig. A2a and b, respectively). Expected absence of
the bar wave effect on S-wave numerical traces is evident: two
traces (Fig. A2a) are overlapped within the time range of interest
(time before S-wave arrival). Therefore, one should not expect the
appearance of strongmotion after bar-wave arrival in experimental
S-wave ultrasonic traces. On the contrary, there is a large discrep-
ancy between the traces corresponding to bounded and un-
bounded models in P-wave simulations (Fig. A2b) between P- and
S-wave arrivals (20e40 ms). Finally, we ran P-wave simulations in a
“no-sample” model using KS ¼ 0.76, Kp ¼ 0.9 and compared the
results with the experimental trace (Fig. A2c). The match in ﬁrst-
arrivals and one successive cycle (0e35 ms) is within the error,
whereas the large motion corresponding to the bar wave arrival
seems to be absolutely missing in the numerical trace. Thesenbounded (b) models and “no-sample” model (c) for P-wave propagation using KP, KS
ue squares show analytically predicted P-, bar, and S-wave arrivals, respectively. The
A. Biryukov et al. / Journal of Rock Mechanics and Geotechnical Engineering 6 (2014) 582e590590phenomena lend validity to the aforementioned hypothesis that 2D
code is likely incapable of proper numerical depiction of the re-
ﬂections off the cylindrical boundary that takes place in reality and
underestimates the energy carried by the bar wave.
Appendix C. Errors of the calibration
It is not straightforward to list all factors that may contribute to
the error of both the calibration and attenuation estimation. To the
aforementioned errors related to resolution in KP, KS (or QP, QS) and
smear of GOF minimum location, one should add the uncertainty
caused by the thickness and coupling of transducers. Piezoceramic
discs utilized in P- and S-transducers were 3 mm thick (22 grid
points, 7%e10% of the total sample assembly length), which im-
poses uncertainty to excitation and acquisition location. In the
numerical model, the signal was excited at a horizontal set of nodes
corresponding to the transducer surface that is in contact with the
assembly. In addition to that, the numerical input and output were
assumed to be non-coupled and perfectly 1D (excitation in vertical
or horizontal direction for P- and S-waves, respectively). In reality,
the disc is subjected to a complex, often coupled deformation.
However, these issues were partially taken care of during the
calibration and should be of second-order effect on the ﬁnal results
of attenuation estimation.
The oscillations between 0 and 15 ms (Fig. 5bed) are caused by
electromagnetic disturbances generated by the emitter and
captured instantaneously by the receiver and are not related to
wave propagation in montmorillonite.
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