Accurate modeling of extended defect kinetics is of primary importance for prediction of transient enhanced diffusion ͑TED͒ following ion implantation of silicon. Our previously developed moment-based model ͓Gencer and Dunham, J. Appl. Phys. 81, 631 ͑1997͔͒ accurately accounts for formation and evolution of ͕311͖ defects and can be used to predict TED under subamorphizing conditions. Using experimental knowledge about the distribution of the ͕311͖ defect population, and making approximations on the sums that are encountered in the model, we are able to simplify this model. We demonstrate that these simplifications don't affect the predictive capabilities of the model for ͕311͖ defect kinetics and TED. Furthermore, we are able to extend the model, under the same simplifying assumptions, to account for dislocation loop formation from ͕311͖ defect unfaulting and dislocation loop evolution, giving a unified model for interstitial aggregation in silicon. The resulting analytical model does not impose any computational speed penalty when the loop extension is turned on, making it applicable to a wide range of problems.
I. INTRODUCTION
It is well accepted that interstitial agglomerates, namely ͕311͖ defects and dislocation loops, play the central role in transient enhanced diffusion ͑TED͒ following ion implantation of silicon. By controlling point defect concentrations, the formation, evolution, and transformation of these defects determine the total movement of the dopant profiles. Physically based, and yet computationally efficient models are needed to accurately simulate extended defect kinetics and TED.
In our previous work, 1 we developed a physically based model for simulating the kinetics of extended defect formation and dissolution ͑kinetic precipitation model͒ and also developed a computationally efficient version of the model based on the evolution of the moments of the extended defect size distribution ͑reduced kinetic precipitation model or RKPM͒. 2 However, even the efficient model required the calculation of a large lookup table, which led to speed and stability problems. In this article, we present a more efficient moment-based model which addresses these issues. At the same time, we extend the model to account for dislocation loop formation and evolution, thereby allowing the accurate simulation of nucleation, growth, transformation, and dissolution of self-interstitial aggregates following high dose and high-energy implants.
II. MOMENT-BASED MODEL FOR EXTENDED DEFECTS
Evolution of an extended defect population can be modeled by explicitly considering aggregates of different sizes as independent species and accounting for their kinetics by considering the attachment and emission of solute atoms. 1 We define f n as the number of aggregates of size n per unit volume. The net rate of transformation from size n to n ϩ1, may be written as
where D is the solute ͑interstitial͒ diffusivity, n is a kinetic rate factor which can be determined from the geometry of the defects and the interface reaction rate, C I is the solute ͑inter-stitial͒ concentration, f n is the density per unit volume of clusters of size n, C ss is the ''solid solubility'' associated with a reference structure ͑usually an infinitely large precipitate͒, and Ĉ n * is a reverse rate constant which can be determined from the excess surface and strain energy (⌬G n exc ) associated with finite-size defects ͑relative to reference structure͒. 1 In this system, the free-energy change associated with the formation of a precipitate of size n from free solute atoms is given by
which gives
͑3͒
Ĉ n * represents the ratio between the solute concentrations at equilibrium with a finite-size precipitate and with the reference precipitate.
To reduce the number of solution variables, we follow the moment-based approach 2 and keep track of only the lowest order moments of the distribution ͑m i ϭ ͚ nϭ2 ϱ n i f n , where iϭ0,1,2,...͒. The system of equations is then reduced to
Since no finite number of moments can fully describe a complete distribution, we need a closure assumption, which is an assumption about the form of the distribution, f n ϭ f (n,z i ), where z i represent a set of parameters that characterize the distribution. In cases where we have no a priori knowledge about the distribution of defect sizes, we have used an energy-minimizing closure assumption. 1 We simply argued that the size distribution will be the one that minimizes the free energy given the moments, as found from constrained minimization of the free energy (⌬G n ). This results in the following distribution with three parameters, and hence a three-moment model ͑3KPM͒,
For ͕311͖ defects and dislocation loops, the size distribution has been measured experimentally. 3 The results suggest that the distribution is roughly log normal:
Pan and Tu noted that the breadth of the size distributions they observed scales with the average size. 3 In accordance with this, we find that a constant value of z 2 (z 2 ϭ0.8) matches all the size distributions, independent of annealing time ͑Fig. 1͒. Thus, we can reduce the number of parameters ͑and hence also the number of moments͒ to 2. The resulting system is a two-moment system ͑2KPM͒:
Normalizing the defect population such that f n ϭ f n /(͚ nϭ2 ϱ f n )ϭ f n /m 0 , we get the following system:
The system can further be simplified by noting that for ͕311͖ defects the geometry factor ( ) is almost independent of the defect size for large defects, 4 since ͕311͖ defects grow primarily in one direction. Thus, we can replace with sizeindependent . For a log-normal distribution, the integral of the distribution function can be found analytically, and therefore the parameters of the distribution can be calculated from the moments by means of analytical functions. This eliminates the need for the lookup table and interpolation, giving speed and robustness advantages. However, ␥ 1 still needs to be calculated by numerical sums, which is an iterative process.
III. ANALYTICAL KINETIC PRECIPITATION MODEL "AKPM…
Note that in the above equations, f n is based on the distribution function we assume, and can be determined fully if m 1 ϭm 1 /m 0 is given. For example, if the distribution function is a geometric distribution function ( f n ϭz 0 z 1 n ), then the distribution can be determined by solving the following set of equations:
The solution of this system gives Hence the normalized distribution can be written in terms of m 1 :
.
͑12͒
Since we also assume a functional form for Ĉ n * , the ␥ i are uniquely defined if m 1 is known. Thus, in fact, the ␥ i are functions of m 1 , with the appropriate limits:
For every ⌬G n exc f n pair, we can find a corresponding ␥ 0 (m 1 ), ␥ 1 (m 1 ) pair, and instead of using the parameters of ⌬G n exc as our fitting parameters, we can use corresponding parameters of ␥ 0 (m 1 ) and ␥ 1 (m 1 ) as fitting parameters.
To demonstrate this transformation, we use an example. For simplicity of arithmetic, assume that Ĉ n * is given by an exponential function Ĉ n *ϭab nϪ1 ϩ1. Also, assume that the size distribution is again geometrical as given by Eq. ͑12͒. Simply substituting these functions into the definition of ␥ i yields
For ͕311͖ defects, we used a generalized polynomial approximation for the form of ⌬G n exc in our previous work:
͑15͒
Starting with this form of ⌬G n exc and the log-normal distribution of the defect sizes as given in Eq. ͑6͒, we calculate the corresponding ␥ 0 (m 1 ), ␥ 1 (m 1 ) pairs numerically. Figure 2 shows sets of calculated ␥ i for different sets of coefficients for the generalized polynomial of ⌬G n exc . Although it is possible to solve the log-normal form exactly in order to determine the parameters ͑z 0 and z 1 ͒ from the moments ͑m 0 and m 1 ,͒ it is not possible to calculate the sum in ␥ 1 analytically with the assumed form of ⌬G n exc . It is computationally much faster to be able to express the ␥ i as analytic functions of m 1 rather than using a numeric sum. Our calculations show that the results can be approximated by the following functions of m 1 :
Note that the approximations have the right asymptotic behavior as given in Eq. ͑13͒.
Since the ␥ i calculated from 2KPM and determined by the analytical functions of AKPM are approximately equal, we would expect that both models would give the same simulation results. Indeed, when we test both models under the same conditions, the results are almost indistinguishable ͑Fig. 3͒. To obtain Fig. 3 , we have used the parameters of Fig. 2͑a͒ , with an initial 5ϫ10 13 cm Ϫ2 interstitial dose.
It is also possible to find Ĉ n * , and hence ⌬G n exc , if the fitting parameters of ␥ i ͑namely, K i ͒ and the distribution function ( f n ) are given, although this procedure is less straightforward. Since ␥ 0 is the product of Ĉ 1 * and f 2 , knowing ␥ 0 , we can easily find Ĉ 1 * . On the other hand, ␥ 1 is dependent on Ĉ 2 * through Ĉ ϱ * . So we can find Ĉ n * by solving a large set of linear equations defined by
Values of ␥ 0 ͑͒ and ␥ 1 ͑᭹͒, as calculated from Eq. ͑10͒ and as fitted by AKPM functions ͓Eq. ͑14͔͒. The ⌬G n exc parameters and the corresponding parameters for ␥ i are ͑a͒ a 0 ϭ3.855, a 1 ϭ15.9, a 2 ϭϪ1.4, with K 0 ϭ3, K 1 ϭ14.5 and K 2 ϭ366. ͑b͒ a 0 ϭ1, a 1 ϭ4.7, a 2 ϭ0, which correspond to K 0 ϭ8, K 1 ϭ0.14, and K 2 ϭ8.
at different m 1 . Once Ĉ n * is determined, ⌬G n exc can be found by solving the expression for C n * ͓Eq. ͑3͔͒ for ⌬G n exc , which gives a recurrence relation:
exc ϭ⌬G n exc ϩkT ln Ĉ n * .
͑18͒
Obviously, ⌬G 1 exc must be defined as a reference point.
IV. COMPARISON OF MODELS TO EXPERIMENTAL DATA
In this section, we compare four extended defect models: a three-moment model ͑3KPM͒ which was demonstrated in our previous work, 1 the two-moment model ͑2KPM͒ described above, a one-moment or simple solid solubility ͑SSS͒ model, and the AKPM described above. We first review the assumptions of these four models:
͑1͒ One-moment model ͑SSS͒: In this model, we assume that solute atoms above solid solubility precipitate to extended defects with a diffusion limited rate. This model does not account for Ostwald ripening. ͑2͒ Two-moment model ͑2KPM͒: We use log-normal distribution of extended defects with fixed z 2 . The variables we have are m 0 and m 1 . ͑3͒ Three-moment model ͑3KPM͒: We use an energy minimizing closure assumption with three moments. ͑4͒ Analytical model ͑AKPM͒: We use analytical functions for the reaction rates that depend on average size. Figure 4 shows the comparison of one-, two-and threemoment models to the ͕311͖ dissolution data from Eaglesham et al. 5 It can be observed that both the two-and threemoment models accurately capture the observed behavior. However, the one-moment model cannot account for the exponential decay in the number of interstitials stored in ͕311͖ defects. Since it neglects the Ostwald ripening process, it predicts an approximately linear decay in the number of interstitials stored in ͕311͖ defects. The exponential decay rate is mainly a result of decreasing supersaturation of interstitials with time, which is, in turn, a result of the increase in average size of the extended defect population and the decrease in the number of extended defects remaining.
When we apply AKPM to the same set of data, we find that it also describes the Ostwald ripening process equally well ͑Figs. 5 and 6͒. Note that the model parameters are calibrated using only the experimental data in Fig. 5 , and hence Fig. 6 shows the prediction of the model for the Ostwald ripening process and is not a curve fit. Thus, the good agreement in the average ͕311͖ defect size further validates the modeling approach.
We find that the computation time with the AKPM model is much smaller than the computation time of the RKPM model. This makes AKPM the model of choice for simulation of ͕311͖ defects in large systems. The fact that AKPM does not require any proprietary operators enables easy integration into many PDE solvers.
If we look at TED data from Packan, 6 the differences between the three models is relatively small ͑Fig. 7͒. One can readily observe that the final amount of TED predicted by all three models is approximately the same. For large thermal budgets at constant temperature, as is the case with this data, all extended defects created by the implant damage are dissolved. In such a case, the amount of TED depends only on how much the initial damage was and how effective the surface is in terms of consuming interstitials. Therefore, all three models give similar results.
However, before the damage is completely annealed and while the interstitial super-saturation is still evolving, we expect significant differences between the models. Indeed, if we look at short-time behavior more closely using data from Chao, 7 the difference between the models becomes evident ͑Fig. 8͒. The one-moment model predicts a constant enhancement of diffusivity until TED is over, whereas the twomoment model accounts for the reduction of diffusivity enhancement-or interstitial supersaturation-during TED. Again, this is an effect caused by the Ostwald ripening process. These differences in TED kinetics play an important role in the final amount of diffusion when TED occurs over more than one temperature, such as for spike anneals where most of the diffusion occurs during the ramp up. 
V. COMBINED ANALYTICAL DISLOCATION LOOP ANDˆ311‰ DEFECT MODEL
As a next step, we seek to find an analytical model for loop evolution based on the analytical model for ͕311͖ defects ͑AKPM͒ and combine these two models in one. We assume that ͕311͖ defects transform into dislocation loops by an unfaulting reaction once they reach a critical size. 9, 10 This process has been observed experimentally via in situ TEM.
11
For a more detailed discussion of the loop formation process, please refer to Ref. 4 .
We can note the following points for the functions that are involved in AKPM:
͑1͒ Loops have a lower solid solubility than ͕311͖ defects, typically close to C I * . Therefore, we have to set the solid solubility of the ͕311͖ defects/dislocation loop distribution to C ss loop . Since the ␥ i are inversely proportional to the solid solubility, the values determined from ͕311͖ defects have to be multiplied by the C ss ratio. ͑2͒ To ensure lim n→ϱ ␥ 1 ϭ1, we need a functional change after the ͕311͖/loop crossover point (n crit ). ͑3͒ The ␥ i have to be continuous at the ͕311͖/loop crossover point (n crit ).
To understand what type of function these restrictions give, we proceed as earlier. We use ⌬G n exc for the joint population of ͕311͖ defects and dislocation loops, which is identical to ⌬G n exc for ͕311͖ defects at sizes smaller than n crit , except for an offset due to C ss difference ͑a 3 term͒, and is proportional to the loop perimeter (ϰn 0.5 ) for sizes larger than n crit :
Together with a log-normal distribution function we find the corresponding ␥ i as we did for ͕311͖ defects by Eq. ͑10͒. The results are shown in Fig. 9 , together with analytical functions that capture the behavior of ␥ 1 .
We find a set of ␥ i functions to be used with AKPM by extending the set of functions we used for ͕311͖ defects: 
for m 1 Ͻn crit ,
͑21͒
where K 3 and K 4 are chosen such that continuity of ␥ 0 and ␥ 1 are ensured. In our simulations, we have used a crossover point of n crit ϭ1000 and left ␣ as a fitting parameter. Please note that n crit should not be interpreted as ''the point where the ͕311͖ defect to dislocation loop transformation happens,'' but rather ''the size below which no ͕311͖ defect to dislocation loop transformation happens.'' The transformation will occur at any size greater than n crit .
We again compare our model against data from Pan et al. 12 As one can readily observe, a good match can be found ͑Figs. 10 and 11͒. The model also captures the Ostwald ripening process of dislocation loops ͑Fig. 11͒. Since this model does not explicitly distinguish between the interstitials contained in dislocation loops and the interstitials contained in ͕311͖ defects, we can not plot them separately. However, to obtain an idea of how the ͕311͖ defects would evolve, we can turn off the loop portion of the model and plot ͕311͖ defects in the absence of loops ͑Fig. 10͒.
As a check of the predictive capabilities of the unified ͕311͖ defect/dislocation loop model, we have resimulated the data by Packan 6 with the dislocation loop model turned on. Since the model is analytic, and only the functions are different, there is no significant speed penalty associated with including the loop model along with the ͕311͖ defect model. The results are depicted in Figs. 12 and 13. Since all implants in this data set were under subamorphizing conditions, there is no significant difference between the ͕311͖ defect model and the unified model, except for the highest doses and energies. The model predicts that at higher doses and energies, where TED lasts longer, a significant portion of the ͕311͖ defect population turns into dislocation loops. Since loops sustain a smaller supersaturation than ͕311͖ defects, this reduces the total amount of TED for higher doses and energies, resulting in a better match with the experimental data. FIG. 9 . The ␥ 1 function for both ͕311͖ defects and dislocation loops as derived from ⌬G n exc and a log-normal closure assumption. For m 1 Ͻn crit , ␥ 1 is identical to that for ͕311͖ defects, except for a multiplier to account for differences in solid solubility. 
VI. SUMMARY
We presented an alternative formulation of a previous momentϪbased model for extended defect kinetics, which is more efficient and does not require lookup tables. The infinite nonlinear sums in previous model ͑RKPM͒ can be represented by analytical functions with new fitting parameters without loss of generality. The new formulation can be implemented in any PDE solver, without the need for special operators and can be used in multidimensional simulations without a large performance penalty. The model has been successfully calibrated to the evolution of ͕311͖ defects following ion implantation.
We have also presented an extension of the same model to dislocation loop formation from ͕311͖ defect unfaulting. This extension results in a unified model that accounts for the nucleation, growth, transformation, and dissolution of ͕311͖ defects and dislocation loops. Via application of this model, we also demonstrated that loop formation can effect TED significantly for high dose and energy implants, even when the implants are subamorphizing.
