We consider the interaction-driven Mott transition at zero temperature from the viewpoint of microscopic Fermi liquid theory. To this end, we derive an exact expression for the Landau parameter within the dynamical mean-field theory (DMFT). At the Mott transition both the symmetric and the anti-symmetric Landau parameters diverge. The vanishing compressibility at the Mott transition directly implies the divergence of the forward scattering amplitude in the charge sector, which connects the proximity of the Mott phase to a tendency towards phase separation. We verify the expected behavior of the Landau parameters in a DMFT application at finite temperature. Exact conservation laws and the Ward identity are crucial to capture vertex divergences related to the Mott transition. We furthermore generalize Leggett's formula for the static susceptibility of the Fermi liquid, expressing the static response of individual electronic states through the dynamic response and a remainder. In the charge sector the remainder vanishes at the Mott transition, the static charge response of the Hubbard bands is thus given by the dynamic response.
I. INTRODUCTION
The Landau theory of Fermi liquids provides a fundamental phenomenological description of metals in their normal state [1] . The theory accounts for (strong) interactions between the original fermions by introducing the concept of quasi-particles [2] , effective low-energy fermionic excitations which are characterized by an effective mass resulting from the interactions and residual effective interactions. Fermi liquid theory is applicable as long as the interacting system is continuously connected to the non-interacting fermion gas, that is, no phase transition occurs. The theory makes general statements about the physical properties of Fermi liquids, which can be directly connected with several experimental properties. However, the values of the quasi-particle effective mass and the Landau parameters f describing the residual interactions between quasi-particles must be either derived from a microscopic theory of a well-defined model, or extracted from experiments. In this work we focus on the former strategy, addressing the Landau theory for the Mott-Hubbard transition as described by the single-band Hubbard model.
A semi-phenomenological way to obtain nonperturbative numerical results for the Landau parameter in variational Monte Carlo studies is to fit the energy of low-lying particle-hole excitations with the Fermi liquid energy functional [3, 4] .
On the other hand, analytical expressions of the Landau parameter from first principles are frequently obtained by means of diagrammatic perturbation theory around the non-interacting limit, see, for example, [5] [6] [7] . * fkrien@sissa.it However, perturbation theory can not capture the breakdown of the Fermi liquid picture at an interaction-driven metal-to-insulator transition.
A way to derive a microscopic Landau theory is to solve the Hubbard model using the variational Gutzwiller approximation [8] , or the equivalent Kotliar-Ruckenstein slave-boson mean-field [9, 10] . These methods describe a strongly renormalized, almost localized Fermi liquid and its disappearance at the Mott transition [11] . The behavior of the Landau parameters close to the metalinsulator transition is especially interesting: At the critical interaction the symmetric Landau parameter f ch diverges [11, 12] , in correspondence to the charge localization, whereas the anti-symmetric one f sp remains finite. On the other hand, when a Landau parameter f approaches the value −1, in general [13] a Pomeranchuk instability occurs, which can be favored decisively by nonlocal interactions [14] . The symmetric Landau parameter of a multi-orbital Hubbard model in the so-called Hund's metal regime has recently been calculated using the slavespin method [15, 16] , which predicts a phase separation upon doping below the critical interaction of the metalinsulator transition [17] . In contrast, in the single-orbital Hubbard model the phase separation has been identified as an instability of the doped insulator [18] .
The development of the dynamical mean-field theory [19, 20] (DMFT) has widened our understanding of the Mott metal-insulator transition in the Hubbard model extending the previous results within a nonperturbative and conserving approach. DMFT describes the evolution from the metal to the Mott insulator in terms of the reduction and the vanishing (in the insulating phase) of the quasi-particle weight Z, which within DMFT coincides with the inverse of the effective mass enhancement Z = m/m * , one of the main parameters of Fermi liquid theory. As a matter of fact Z, which can be obtained from the momentum-independent DMFT self-energy, is the key quantity in DMFT investigations of metal-insulator transitions and related phenomena. However, while a Fermi liquid picture of this Mott metalinsulator transition was developed [21, 22] in terms of Z, surprisingly little is known about the Landau parameters in DMFT, despite their central role for the theory of Fermi liquids. A notable exception is Ref. [23] , where a Landau approach has been used to estimate the Cooper instability in a multi-band Hubbard model. This work fills this gap with a thorough investigation of the Landau parameters in the single-band Hubbard model with a special focus on the approach to the interaction-driven Mott-Hubbard transition.
The Landau parameters have a crucial physical significance, as they may be interpreted as the residual interaction between the quasi-particles. From a technical point of view, the interaction character implies that they are two-particle quantities. In particular, as we will detail in the following, in a microscopic Fermi liquid theory the Landau parameters are given by the dynamic limit of the two-particle vertex function, f ∝ 0 F Z 2 . This vertex corresponds to the forward-scattering limit of vanishing momentum and frequency transfer, q → 0 and ω → 0. The static limit ∞ F where the zero frequency limit is taken before sending q to zero, also called forward scattering amplitude, accounts for all forward scatterings of particles and holes, and it is therefore the quantity responsible of actual physical instabilities. On the other hand the dynamic limit 0 F , where the limits are taken in the opposite order, describes all forward scatterings except those between quasi-particles and quasi-holes.
In general it is very difficult to calculate the vertex function, due to its dependence on three real frequencies and momenta. In an isotropic system, such as 3 He, the Fermi liquid equations simplify and the Landau parameter can be expanded into the Legendre polynomials. This simplification leads to several prominent Fermi liquid relations for the isotropic Fermi liquid, such as Leggett's formula for the static susceptibility [7, 13, 24, 25] . On the other hand, in a spatially inhomogeneous system like a lattice model the Landau parameter acquires a rich momentum dependence which emerges already at the second order of perturbation theory [5, 6] .
This may appear as a serious obstacle to compute the Landau parameter in the non-perturbative DMFT, which is defined for lattice systems. As will be shown in this work, this is not the case, the Landau parameter can be calculated easily in DMFT. As a matter of fact, significant progress has been made more recently with respect to the direct calculation of the vertex function. DMFT maps the lattice model onto an Anderson impurity model whose hybridization function must be determined self-consistently as we briefly recall below. Therefore, the DMFT evaluation of the vertex function requires to compute four-point correlation functions of the auxiliary Anderson impurity model. To perform this measurement, excited states must be taken into account even at zero temperature, which limits the applicability of the exact diagonalization technique [26, 27] . However, continuous-time Quantum Monte Carlo (CTQMC) solvers [28] [29] [30] with improved estimators [31] [32] [33] are in widespread use today allowing the measurement of impurity vertices at finite temperature with very high accuracy. In the calculation of the DMFT susceptibility the numerical error can be reduced even further, by separating it into local and non-local contributions [34] [35] [36] [37] and by taking vertex asymptotics into account [38, 39] . These improvements have given rise to diagrammatic extensions of DMFT [40] and opened a window into the two-particle level of its impurity model, which led to the discovery of vertex divergences. Some of these occur at the Mott transition [41, 42] , but the two-particle selfenergy γ (irreducible vertex) also shows divergences in its vicinity [43] and even in the atomic limit [44] , which have been related to the multi-valuedness of the LuttingerWard functional [45] [46] [47] .
A natural question is raised by the evidence of multiple divergences of vertices, namely if some of those can be directly related to the Mott transition and explain its features. For example, it was hypothesized in Ref. [48] that in the Mott phase there may exist a divergent scattering amplitude in the charge sector. If this prediction was confirmed in a microscopic scheme which properly accounts for the Mott transition, it would strengthen the case for the somewhat counter-intuitive tendency towards phase separation -associated with a divergent compressibility-close a Mott insulator, where the same compressibility must vanish. In the two-dimensional Hubbard model phase separation close to the Mott transition has been widely debated [49] [50] [51] [52] also as a possible source of charge-ordering instabilities [53] or even superconductivity [54, 55] . A finite-temperature divergent compressibility in DMFT has been suggested to underlie the α − γ transition in cerium [56] .
One may notice that a divergence of a vertex function is also found in the variational approaches to the metal-insulator transition mentioned above, and it seems plausible that the divergence of the symmetric Landau parameter f ch at the Mott transition predicted by these methods could also occur in DMFT. However, this merely implies the divergence of the dynamic vertex 0 F ch and it does not straightforwardly imply the divergence predicted in Ref. [48] for the static vertex ∞ F ch . Furthermore, a divergence of the latter in the Mott insulator must somehow be reconciled with the vanishing compressibility of this phase.
Another question which arises in the attempt to connect the divergences of the vertex in impurity models obtained in DMFT is their connection with physical instabilities of the lattice model. Despite a divergence of the two-particle self-energy γ the impurity vertex function f may remain finite. And, in turn, a divergence of f does not always imply a divergence in the DMFT approximation to the lattice vertex function F .
A basic example is the divergence of the impurity spin susceptibility in the Mott phase at zero temperature, due to the free local moment of the paramagnetic Mott insulator. This does not necessarily lead to a ferromagnetic instability in DMFT, which would be associated with a divergent susceptibility at zero momentum, since the latter is typically cut off by the effective exchange J =t 2 /U , [20, 57] . In fact, as will be shown in this work, even the divergence of the lattice forward scattering vertex ∞ F does not always imply the divergence of a susceptibility.
In this work we address the questions raised above, by letting the Fermi liquid theory itself guide our investigation. After we briefly recall the DMFT approximation to the Hubbard model in Sec. II we recapitulate in detail the main stepping stones of the Fermi liquid theory in Sec. III: The definition of the Landau parameter, the Boltzmann equation, and the Ward identities. We then show in Sec. IV how the central two-particle Fermi liquid parameters can be recovered in DMFT calculations. Furthermore, we derive a generalized form of Leggett's decomposition of the static susceptibility of a Fermi liquid [24] , which allows to observe the static and dynamic response of individual electronic states separately. In Sec. V we discuss the physical meaning of this response function and make exact statements about the behavior of the Fermi liquid parameters near the interactiondriven Mott transition at zero temperature. DMFT calculations at finite temperature serve to validate the expected scenario for the Mott transition in Sec. VI. We summarize and discuss our main results in Sec. VII and close with the conclusions in Sec. VIII.
II. THE HUBBARD MODEL IN DMFT APPROXIMATION
We consider the single-band Hubbard model
wheret ij is the nearest neighbor hopping between lattice sites i, j . We use the hopping amplitudet = 1 as the unit of energy. c, c † are the construction operators, σ =↑, ↓ the spin index. U is the Hubbard repulsion between the densities n σ = c † σ c σ . Within dynamical mean-field theory the Hubbard model (1) is mapped to an auxiliary Anderson impurity model (AIM) with a local self-energy [20] . We denote by g and G the Green's function of the AIM and of the Hubbard model, respectively. Starting from an initial guess, the parameters of the AIM are adjusted self-consistently, until the condition,
is satisfied. Here, G loc indicates the local part of G. The evaluation of the local component of G requires an energy integration over the non-interacting density of states of the chosen lattice. This is indeed the only dependence of the results on the original lattice. For this reason, in this work we consider a triangular lattice, which is taken as a representative of a generic lattice where the density of states has no singularity at the Fermi level or special symmetries, like the particle-hole symmetry of the square lattice. DMFT emerges as an ideal candidate to derive a microscopic Landau theory for the Mott transition because it provided us with a complete and simple picture of the Mott transition and it is a thermodynamically consistent approximation. This guarantees that one observes the same divergences of response functions at the one-and two-particle level simultaneously. Furthermore, the local approximation of DMFT leads to a simplification of twoparticle vertices which helps our analysis without losing the key physics of Mott localization. We come back to these points in Sec. IV.
We stress that in this work we limit ourselves to the DMFT picture of a Mott transition [20] which is exact in the limit of infinite coordination and neglects nonlocal correlations. The latter can lead to the opening of a correlation gap at small to intermediate interaction in the Hubbard model on the square lattice [58, 59 ], which will not be considered here.
III. FERMI LIQUID THEORY AT T = 0
In this section we recollect several cornerstones of the microscopic foundations of the Landau Fermi liquid theory. To this end, we introduce the causal Green's function G c kσ (t − t ) = −ı T t c kσ (t)c † kσ (t ) , which is used in perturbation theory for real times t, t [60] , where T t is the time-ordering operator. The spin label σ will be dropped where unambiguous. The frequency transform of this function can be expressed in the following way [cf.
Here, ν is the real frequency, n f (ν) = (1 + e βν ) −1 is the Fermi function, G r and G a are the retarded and advanced Green's functions. The latter are analytical in the upper/lower complex half-plane, respectively, whereas G c itself is not analytical in either half-plane.
At zero temperature T = β −1 → 0 the Fermi function becomes a Heaviside step-function, n f (ν) → θ(−ν). Therefore,
In this case the causal Green's function is strictly particle-like (retarded) for ν > 0 and hole-like (advanced) for ν ≤ 0. At finite temperature G c in Eq. (3) attains an admixture of hole(particle)-like components for ν > 0 (ν ≤ 0), due to the thermal softening of the Fermi function around the Fermi level ν = 0. Here we focus on the zero temperature limit in Eq. (4).
A. Fermi-liquid Green's function
The central assumption of Fermi liquid theory is that even in presence of an interaction the Green's function has a simple structure, with a pole of weight Z k at the Fermi level. In the neighborhood of the Fermi momentum, k ≈ k F , one may write the Green's function as
Here,ε k is the renormalized (quasi-particle) dispersion, µ is the chemical potential. G c,inc is an incoherent background, by assumption a smooth function of k and ν. η = 0 ± is an infinitesimal number. The first term can be obtained from the generic expression of the Green's function as a function of the self-energy Σ k (ν) expanding the latter around the Fermi level. This defines the quasi-particle weight,
and the quasi-particle dispersion,
In combination with Eq. (4) one sees that G c kν has a pole of weight Z k in the lower complex half-plane (η = 0 + , retarded) when k lies outside of the Fermi surface. This pole then represents a quasi-particle. On the other hand, when k lies within or on the Fermi surface, the pole is in the upper half-plane (η = 0 − , advanced), representing a quasi-hole.
The label c denoting the causal Green's function G c will be dropped in the remainder of this section.
B. Discontinuity of the bubble
The formal derivation of Fermi liquid theory following Landau, Nozières and Luttinger [60] [61] [62] [63] [64] is obtained from the two-particle level, by analysis of the analytical structure of the particle-hole spectrum.
The crucial point is that the pole structure of the causal Fermi liquid Green's function (5) leads to the counter-intuitive situation that the limits q → 0 and ω → 0 of the bubble G 2 kν (q, ω) = G kν G k+q,ν+ω do not commute:
Taking the homogeneous limit q → 0 first, η in Eq. (5) has the same sign for both Green's functions. Therefore, G kν and G k,ν+ω have their poles in the same complex half-plane. These poles either represent two quasi-holes or two quasi-particles with the same momentum k, but never a quasi-particle-hole pair. Taking the limit ω → 0 subsequently does not change this situation. However, when taking the limit ω → 0 first, a peculiarity arises at the Fermi momentum k = k F : The pole of G k F ,ν represents a quasi-hole (η = 0 − ), whereas the pole of G k F +q,ν may describe a quasi-hole or a quasiparticle, depending on whether k F + q lies within/on or outside of the Fermi surface, respectively. As a consequence, in the limit q → 0 one may still be left with a quasi-particle-hole pair.
These distinct limits of the bubble are defined as,
where the left superscript of r G 2 denotes the ratio r = |q|/ω. We will refer to r = ∞ and r = 0 in the following as the static homogeneous and the dynamic homogeneous limit, respectively, (we abbreviate as the static and the dynamic limit where unambiguous).
One further defines the discontinuity of the bubble as the difference between the static and the dynamic limit,
which has poles at k = k F and ν = 0 and is zero elsewhere. The explicit expression for R is derived in Ref. [60] , it is not restricted to isotropic systems.
C. Vertex function and Landau parameter
We introduce the vertex function F α kk q , where we use the short notation k = (k, ν) and q = (q, ω). The label α denotes the charge (α = ch) and spin (α = x, y, z = sp) channels, where the latter can be comprised into one index due to rotational invariance. Fig. 1 c) shows a diagrammatic representation of F and the convention for its labels k, k , and q used in this text.
The vertex function F is constructed from the bubble G 2 via the Bethe-Salpeter equation,
Here, Γ α kk q is the two-particle self-energy, which is irreducible with respect to the bubble G 2 . The integral over k implies normalized summation/integration over k and ν . For the Hubbard model (1) we have
dν, with N the number of lattice sites. In Eq. (11) the double limit q = (q, ω) → 0 has already been taken. In fact, since F is constructed from the bubble G 2 , it inherits the ambiguity of this limit. This means that F and G 2 in Eq. (11) both carry a label r, indicating that either the static or dynamic limit is taken.
On the other hand, in the Fermi liquid the limit q → 0 of the two-particle self-energy Γ is not ambiguous, (see, for example, Ref. [60] ), since by construction Γ is free of the problematic bubble insertions G 2 . Hence, the homogeneous limit of the two-particle self-energy does not inherit a label r,
As a consequence, Γ can be eliminated from Eq. (11), leading to an important exact relation between the static and dynamic limits of the vertex function,
where R is the discontinuity of the bubble defined in Eq. (10) . We comment on the physical significance of the limits ∞ F and 0 F of the vertex function and of Eq. (13): The static limit r=∞ F , the so-called forward scattering amplitude, describes the physical situation of small momentum δq ≈ 0 and strictly vanishing energy transfer ω = 0. This includes, but is not limited to, the scattering events between quasi-particles and quasi-holes that leave both of them on the Fermi surface.
On the other hand, the scatterings associated to r=0 F imply the situation of small energy δω ≈ 0 and vanishing momentum transfer q = 0. As explained in Sec. III B, the peculiarity of this limit is precisely that it does not account for quasi-particle-hole contributions. Hence, 0 F describes all forward scatterings except the ones between quasi-particles and quasi-holes [such as incoherent-onincoherent or coherent-on-incoherent scatterings].
The second term on the right-hand-side of Eq. (13) therefore represents the contribution of quasi-particlehole scatterings to the static limit 
D. Three-leg vertex and Ward identity
We introduce a central object of this work, the threeleg vertex Λ α kq . The latter is obtained from the vertex function F by attaching a bubble G 2 to F , closing the open ends, and adding 1, as in Fig. 1 a) ,
Although Λ itself may not have a direct physical interpretation, it is closely related to a physical response function, the fermion-boson response function [cf. also Eq. (D1) and Appendix D 1],
c) In fact, L kq is best construed as the response of an electronic state with momentum and energy vector k = (k, ν), which responds to an applied field with spatial and temporal dependence q = (q, ω).
In the limit q → 0 this can be seen using Ward's identity, which allows to calculate
k explicitly, where again r indicates how the double limit is taken. We show in Appendix D 4 that one obtains the following relations for the static homogeneous limit,
where on the right-hand-sides appear derivatives with respect to the chemical potential µ and the homogeneous magnetic field h directed along the z-axis. The Ward identities (16) and (17) for ∞ L have a straightforward physical interpretation: Upon a small change of the chemical potential δµ or magnetic field δh, within the linear response regime, the spectral weight of electronic states with momentum k and energy ν is changed by an amount −δµ
(See also Sec. V and Ref. [42] .)
The response function L is therefore more rich in information than the susceptibility X α q = 2 k L α kq , which merely describes the total response of the electronic spectrum. The relation between X and L is depicted diagrammatically in Fig. 1 b) .
For the dynamic limit of L, on the other hand, one finds the following relation [see Appendix D 2, Eq. Note that this relation is valid for α = ch, sp, leading to the same right-hand-side. A physical interpretation of Eq. (18) is less obvious than for the static limit 
We note that if k = k F lies at the Fermi level Eq. (20) relates the dynamic limit of the three-leg vertex to the quasi-particle weight [cf. Eq.
We discuss the relation between the static and dynamic limits of Λ and L, respectively. We also do this for the susceptibility X, which recovers a result of Leggett [24] .
First, we recall that the static and dynamic homogeneous limits of the vertex function F are related via Eq. (13) . From that relation follows a similar one for the three-leg vertex Λ (see Refs. [60, 61] and Appendix B),
which is, in fact, equivalent to Boltzmann's equation (or Landau's kinetic equation). The latter describes the collective modes of the Fermi liquid, which may be understood as oscillatory deformations of the Fermi surface.
In Appendix B we show that from Eq. (21) follows also a relation between
where δ kk implies a factor 2πN . The integral of ∞ L yields the total static response, that is, the static homogeneous susceptibility,
where n = n ↑ + n ↓ and m = n ↑ − n ↓ denote the total density and magnetization per site, respectively. The factor ı originates from the causal Green's func-
Performing the integration in Eq. (22) leads to,
where we have identified the three-leg vertex (14) [65] and the dynamic homogeneous susceptibility,
L does not contribute to the static susceptibility ∞ X in Eq. (24) . This can be seen using the Ward identity (18) . The frequency integral over ν implied in
dν leads to zero, since Green's function vanishes at the boundaries ±∞. Physically this is a consequence of total charge and spin conservation. Therefore, the entire static susceptibility ∞ X is given by the remainder on the right-hand-side of Eq. (24) .
Lastly, we show that Eq. (24) leads to a decomposition of the susceptibility due to Leggett. Solving Eq. (21) for ∞ Λ via matrix inversion and inserting the result into Eq. (24) we can bring the latter into the following form,
where the inverse indicates a matrix inversion with respect to the indices k and k . In Eq. (25) (25) analytically, which leads to a geometric series, i.e., Leggett's result [24] . Diagrammatic derivations of Leggett's formula were recently presented in Refs. [7, 25] .
IV. FERMI LIQUID PARAMETERS IN DMFT
We collect the necessary tools to observe within DMFT the Fermi liquid parameters introduced above and discuss how these quantities can be recovered by extrapolation from finite temperature.
A. DMFT approximation
In DMFT the electronic self-energy is approximated with a local frequency-dependent self-energy Σ k ≡ Σ(ν) which is obtained from the auxiliary impurity model, so that the lattice Green's function reads
A self-consistent set of G and Σ is obtained through the self-consistent cycle described in Sec. II. Therefore, in the Fermi liquid regime the quasi-particle dispersion in Eq. (5) is given asε
where Z is the k-independent quasi-particle weight of the DMFT approximation.
In order to evaluate the vertex function it is necessary to use an appropriate approximation to the two-particle self-energy Γ. A consistent choice for Γ is the functional derivative of the single-particle self-energy Σ, γ = δΣ δg , where g is the local Green's function of the auxiliary Anderson impurity model (AIM), hence,
In turn, the single-particle self-energy Σ of DMFT is given as the functional derivative of the local Luttinger Ward functional φ of the AIM, Σ = δφ δg . In combination with the self-consistency condition (2) this is sufficient to satisfy global conservation laws at the one-particle level [66] . The choice of Γ in Eq. (27) implies that DMFT is also conserving at the two-particle level [67] and consequently satisfies the Ward identity [68, 69] , which is a crucial element of the Fermi liquid theory (cf. Eqs. (16)- (20) and Refs. [63, 64] ).
Conservation laws at the two-particle level guarantee the thermodynamic consistency of approximations, which is expressed by the Ward identities (16) and (17) . In DMFT we can therefore study response functions at the one-particle level (e.g., d m dh ) or at the two-particle level ( ∞ X sp ), leading to the same result [36] and predicting the same divergences [70] . We stress that the Ward identity is ultimately satisfied in DMFT due to the self-consistency condition (2) [69] . Therefore, particular care has to be taken in the implementation, which needs to provide numerically exact convergence, which can be reasonably reached within CTQMC, while the exact diagonalization method [71] may lead to deviations from thermodynamic consistency.
B. Fermi liquid parameters
The DMFT approximation in Eqs. (26) and (27) leads to several simplifications at the two-particle level. Due to the momentum-independence of the two-particle selfenergy γ, the vertex function F depends only on the transferred momentum q, not on the momenta k and k . Therefore, the Bethe-Salpeter equation (13) in the limit q → 0 simplifies to,
Here we have introduced the local discontinuity, R(ν) = 1 N k R kν . Using the explicit expression for R in Eq. (10) and for the quasi-particle dispersionε k we may write,
where we defined the renormalized (quasi-particle) density of states (DOS) at the Fermi level,
] is the interacting DOS at the Fermi level, which coincides with the non-interacting one because of the Luttinger theorem for a momentum-independent selfenergy [72] .
One may now derive the usual Fermi liquid relations [24, 61] . Using Eq. (29) we can evaluate the BetheSalpeter equation (28) at the Fermi level, ν = ν = 0, leading to,
where we defined the Landau parameter as,
which arises from the dynamic limit 0 F α 00 of the vertex function at the Fermi level. Furthermore, from Eqs. (21) and (24) we obtain,
where we note that in DMFT the three-leg vertex Λ kq = Λ νq does not depend on the momentum k, similar to the vertex function. The Ward identity (20),
, was used to derive Eq. (32) .
We further evaluate the double limit q → 0 of the response function L kq = G k G k+q Λ νq . Note that even in DMFT L kq does depend on k, due to the attached bubble. We show in Appendix C that Eq. (22) implies,
The algebraic relations (30)- (33) are of course wellknown, however, we stress that here they arise as exact results for DMFT at zero temperature, which are valid for any lattice dispersion. As such, these expressions have to our best knowledge not been derived rigorously in the literature before, although they have been used [23] . We note that next to the Landau parameter f of the lattice approximation one may also define an impurity Landau parameter. Since DMFT is not twoparticle self-consistent [69] , such a quantity is in general not equivalent to f.
C. Extrapolation from finite temperature
The Fermi liquid relations (30)- (33) can be evaluated when the quasi-particle weight Z, the quasi-particle DOS D * (0), and one additional quantity are known. In our calculations this will be the static total response ∞ X at finite temperature. In this subsection ν n = (2n + 1)πT and ω m = 2mπT denote fermionic and bosonic Matsubara frequencies, the labels n, m will be dropped. k, q comprise momentum and Matsubara frequency, respectively.
In order to calculate ∞ X we use the following BetheSalpeter equation for the vertex function (see, e.g., [68] ),
. (35) Here,X
is a bubble of non-local DMFT Green's functions G k − g ν , where the lattice Green's function G k and the impurity Green's function g ν are known on the Matsubara frequencies. f denotes the impurity vertex function f (the impurity analogue to F [73] ). g and f are known numerically exactly.
We note that in Eq. (35) the two-particle self-energy γ of the impurity does not appear explicitly [cf. Appendix, Eq. (F2)]. This formulation of the Bethe-Salpeter equation is reminiscent of the dual fermion and dual boson approaches [35, 74] , we use it here because γ may be divergent in the non-critical Fermi liquid regime [46] , which is to our best knowledge not the case for f .
After F has been calculated, we obtain the three-leg vertex as,
and the response function
, both given at the Matsubara frequencies. Finally, the total response is given by
. Note that the limit q → 0 is not ambiguous on the Matsubara frequencies, since they are discrete, and it always leads to the static homogeneous limit r = ∞. In order to evaluate dynamic limits we consider the finite frequencies ω 1 = 2πT and ν −1 = −πT ≡ν [this notation will be used throughout] at low temperature. From these frequencies we can obtain the dynamic three-leg vertex 0 Λ 0 at the Fermi level in the limit T → 0. To see this, we use the Ward identity for the Matsubara three-leg vertex Λ, which is derived in Appendix F. Evaluating the latter atν and ω 1 yields,
where we used ω 1 = −2ν and Σ(−ν) = Σ * (ν). The righthand-side of Eq. (37) approaches Z −1 in the limit T → 0 [75, 76] , which recovers the zero temperature result in Eq. (20) .
In fact, we show in Appendix D 2 that the Ward identity can be used to perform the analytical continuation of the three-leg vertex Λ, or of the respective response function L, from Matsubara frequencies ν n and ω m to any pair of real frequencies ν and ω.
In our numerical results we use
at finite temperature as an approximation. Similarly, we approximate the density of states at the Fermi level as [77] ,
where g is the impurity Green's function and τ the imaginary time. The quasi-particle density of states is then obtained as D
. We note that these approximations become exact in the limit T → 0.
V. RESPONSE OF COHERENT AND INCOHERENT ELECTRONIC STATES
In Sec. III we have recollected the Fermi liquid theory and emphasized the importance of the static and dynamic limits of the three-leg vertex Λ and of the response function L to this theory. However, the latter are rarely evaluated in practice. For this reason we provide here a physical intuition of the response function L, and of its limits ∞ L and 0 L. We also discuss the relation (22) between these limits and its integral (24), i.e., Leggett's decomposition of the static susceptibility. Our discussion complements the one in Ref. [42] .
In the following we consider a Fermi liquid and two non-Fermi liquid scenarios: The Mott insulator and the Hubbard atom, as an exact toy model. We assume particle-hole symmetry only for simplicity, but the results do not rely on it.
A. Fermi liquid
The top panel of Fig. 3 sketches the DOS of a generic Fermi liquid at T = 0 with a quasi-particle peak at the Fermi level and two Hubbard bands due to the interaction, corresponding to the DMFT approximation to the Hubbard model [20] , [78] . The blue DOS shows the spin ↑ states, red the spin ↓ states.
Let us consider the role of the response function L. To this end, we recall Eq. (34) for its static limit ∞ L, which we sum over k for simplicity,
Note that D * drops out, according to its definition below Eq. (29) . We use the Ward identities (16) and (17) to identify the left-hand-side of Eq. (39) as,
where we made use of the DMFT self-consistency condition,
. Since g determines the DOS we can understand ∞ L α (ν) as the response of the latter to an applied field µ or h, respectively.
First, we assume that the Fermi liquid is subjected to a small change δµ of the chemical potential, we can
(Color online) Typical enhancement/decrease of spectral weight due to the charge response L ch (straight arrows) or due to the magnetic response L sp (wiggly arrows) to a change of the chemical potential or magnetic field, respectively (δµ, δh 0). Top: Interacting Fermi liquid with quasi-particle peak. Bottom: Mott insulator. A net shift of spectral weight from unoccupied to occupied states due to δµ occurs only very near the Fermi level (yaxis). In contrast, δh polarizes the entire spectrum.
therefore focus on one spin species, e.g., ↑. The chemical potential probes the static homogeneous charge response, therefore, electronic states with energy ν respond to the change δµ with a decrease or enhancement −δµ ∞ L ch (ν) of their spectral weight [note that L is not positive/negative definite]. Straight arrows in Fig. 3 show where spectral weight is typically added or removed due to a small positive δµ.
We now consider the total charge response
Taking the integral in Eq. (39), we can identify the dynamic limit of the three-leg vertex at the Fermi level [cf. Def. (14)],
where the Ward identity Eq. (20) was used in the last step. We can see from Eq. (41) that the second term one the right-hand-side of Eq. (39) yields the entire total response
contributes nothing.
0
L represents a response of electronic states that does not lead to a change −δµ ∞ X ch of the occupation number n . However, which electronic states do contribute to the total charge response ∞ X ch ? If the chemical potential is increased by an infinitesimal amount δµ, only spectral weight of states very near to the Fermi level is shifted below it, leading to an increase of the occupation number n . However, in the Fermi liquid the states close to the Fermi level correspond to coherent quasi-particles. Therefore, the charge response of a Fermi liquid is coherent, that is, proportional to the amount of spectral weight Z near the Fermi level. This is in agreement with analytical estimates for the Fermi liquid (see, e.g., supplemental material of Ref. [79] ), and it can also be observed in DMFT calculations [68] .
We now turn to the spin channel, where the situation is quite different. The wiggly arrows in Fig. 3 indicate a typical change −δh ∞ L sp (ν) in spectral weight due to a small magnetic field δh applied along the ↑ direction. Other than in case of the charge density n , the magnetization m changes not only due to the quasi-particles at the Fermi level but also due to the shift of spectral weight from the spin-↑ Hubbard bands to the spin-↓ Hubbard bands and vice versa. Hence,
sp accounts for the response of coherent and of incoherent states, it is not merely a coherent response, in contrast to the charge susceptibility
ch . The origin of the incoherent contribution to the spin susceptibility can not be the dynamic response 0 L sp , since its integral is again zero. Therefore, in the spin channel the second term on the right-hand-side of Eq. (39) accounts for the magnetic response of coherent and of incoherent electronic states.
As the example of the magnetic response shows, it is misleading to suggest that the static susceptibility of a Fermi liquid is determined in general only by the quasiparticles. In the Fermi liquid formula (33) ,
, the response of incoherent states has merely been comprised into the Landau parameter f.
B. Mott insulator
We discuss the response functions of the Mott insulating phase of the Hubbard model [cf. Eq. (1)] at T = 0, whose gapped DOS is sketched in the lower panel of Fig. 3 .
A small change δµ of the chemical potential merely leads to a redistribution of the Hubbard bands but no spectral weight is shifted across the Fermi level. Therefore, the charge susceptibility , we can therefore deduce from the Fermi liquid formula (33) that −2ıD
, since the bandwidth of the quasi-particle dispersionε k shrinks to zero, and hence the symmetric Landau parameter diverges,
We now come to a remarkable result. Instead of expressing the total response function in terms of the Landau parameter f, we can also express it in terms of the forward scattering amplitude ∞ F α 00 at the Fermi level. Combining Eqs. (33) and (30) leads to,
Usually a divergence of the forward scattering is associated to a Pomeranchuk instability [80] , leading to the divergence of the corresponding ∞ X α . We see from Eq. (43) that this is indeed the case when Z is finite. However, at the Mott transition the forward scattering must diverge in order for
If ∞ F ch 00 remained finite at the transition the total charge response of the Mott insulator would be divergent.
In the spin channel the situation is slightly different, since 
The term in braces is proportional Z −1 , which can be seen by integrating over 
C. Hubbard atom
We discuss the response functions ∞ L and 0 L of an exactly solvable system, the Hubbard atom with Hamiltonian H = U n ↑ n ↓ − µn − hm at half-filling, µ = U 2 , and vanishing magnetic field h = 0. This system loosely resembles the Mott insulator, due to its Hubbard peaks at ± 2 . We note that the lower Hubbard peak lies below the Fermi level and is therefore hole-like (advanced), giving the peak positive spectral weight, whereas the upper Hubbard peak is particle-like (retarded) and has negative spectral weight [cf. also Eq. (3)]. At half-filling G σ (ν) integrates to
The red lines show the imaginary part of the charge response Fig. 4 and of the magnetic Note that a net increase/decrease of spectral weight of the causal Green's function is possible. In fact, the integral under the red curves yields the static susceptibility, We now turn to the spin channel, whose response function is drawn into Fig. 5 . A small magnetic field δh leads to a shift in spectral weight according to
sp , its effect is qualitatively different from the charge channel. As indicated by the wiggly arrows, the magnetic field enhances the lower Hubbard peak and suppresses the upper one. (Note that G ↑ is shown, the shift is reversed for G ↓ .)
We observe that 
VI. THE MOTT TRANSITION
In Sec. V B we considered the fate of the static and dynamic response functions at the Mott transition and within the Mott phase. Our discussion suggests that the following things happen at the transition from the Fermi liquid to the Mott insulator at zero temperature:
1. The discontinuity R vanishes with the quasiparticle weight Z.
2. The dynamic limit of the three-leg vertex diverges in the charge and in the spin channel, In the following we will verify these expectations one by one using DMFT results for the half-filled Hubbard model on the triangular lattice Eq. (1). We stress that while our DMFT results were obtained at finite temperature, our main aim is to make conclusions about the Mott transition in the limit T → 0.
In our calculations we rely on a modern CTQMC solver [82] based on the ALPS libraries with improved estimators for the impurity vertex function [31, 32] . We note that in this section, unless clearly marked differently, we consider Matsubara correlation functions and vertices, G m , X m,α , ..., and so on. The label m will be dropped in the following.
A. Spectral weight at the Fermi level and static susceptibility
To set the stage, we firstly identify the metal and Mott regimes of the Hubbard model (1) within the DMFT approximation. We note that near the Mott transition/crossover solutions of smaller U were used as an input for the DMFT loop at larger U . We do not consider the coexistence of insulating and metallic solutions or the first order critical line at low temperature, see, for example, Refs. [83, 84] .
Figs. 6 and 7 show the spectral weight at the Fermi level and the susceptibilities ∞ X α , respectively. In both panels diamonds are used to label metallic solutions, whereas small circles are used for insulating ones. The labeling was done using a novel criterion to determine the Mott crossover, which is introduced in Sec. VI E. We begin with Fig. 6 , which shows the approximate spectral weight at the Fermi level D(0) = −g(τ = 1/2T )/(πT ) [85] as a function of U for temperatures 0.05 ≤ T ≤ 0.55 in units of the hoppingt = 1. g is the impurity Green's function. The lines show inflection points at elevated U , which indicate the interaction U M (T ) of the Mott crossover/transition. Below U M (T ) Fig. 6 shows for lower temperature that the spectral weight at the Fermi level increases with U . This is a particularity of the triangular lattice, whose quasiparticle peak and van Hove singularity merge near the critical interaction [86] . In the limit T → 0 the spectral weight at the Fermi level vanishes completely for U ≥ U M (T = 0) ≈ 12 [86] .
The top panel of Fig. 7 shows the static homogeneous charge susceptibility, shows an upturn as T is lowered, which occurs near the coherence temperature of the Fermi liquid [87] . This pat- tern crosses the panel diagonally from the bottom left to the top right (arrow), near U M (T ) it leads to a T -driven insulator-to-metal crossover. Above U M (T = 0) a reentry into the Fermi liquid at low temperature does no longer occur. At T = 0 the charge susceptibility then vanishes exactly [83] .
The bottom panel of Fig. 7 shows the inverse of the spin susceptibility,
sp . The latter does not vanish in the Mott phase and it appears to be unaffected by the transition, in agreement with early DMFT results [57] . This can be seen well for U = 10, 10.5, and 11, where d m dh changes continuously at the T -driven crossover.
B. The discontinuity
We verify in Fig. 8 that the singular value R(ν = 0) = −2πıZ DOS(ν = 0)δ(0) of the local discontinuity [cf. Eq. (29)] vanishes at the Mott transition. To calculate this quantity at finite temperature we use the approximation DOS(ν = 0) = −g(τ = 1/2T )/T , as before, and
[cf. Eq. (37)]. Similar to the charge susceptibility in Fig. 7, Fig. 8 shows the re-entry into the Fermi liquid at low temperature for U < U M (T = 0). For insulating solutions the behavior of R(ν = 0) is consistent with its vanishing at T = 0 for U > U M (T = 0).
C. Divergence of the three-leg vertex
We verify the divergence of the dynamic limit of the three-leg vertex 0 Λ = Z −1 at the Mott transition. Since this is an analytical statement, it is certain that this divergence occurs as Z → 0. We show in the following that this is a direct consequence of the Ward identity. In DMFT the self-consistency condition (2) leads to the equivalence of the Ward identity of the Hubbard model (1) with the Ward identity of the Anderson impurity model, which is a local relation [68, 69] ,
Here, γ α is the two-particle self-energy of the AIM, g is the impurity Green's function. We note that both γ ch and γ sp satisfy this equation. Fig. 9 shows a numerical validation of Eq. (46) in the metal (left panel) and in the insulator (right panel). Note that the figure corresponds to a DMFT calculation for the square lattice from Ref. [68] at T = 0.08 in our units of the hopping (t = 1).
In order to demonstrate the significance of the Ward identity for the divergence of 0 Λ at the Mott transition we have marked in Fig. 9 those combinations of the Matsubara frequencies ν and ω with black circles that satisfy the constraint ω = −2ν. Evaluating the left-hand-side of Eq. (46) at these points simply yields −2ı Σ(ν).
The extrapolation of the marked points in the left and right panel of Fig. 9 to the Fermi level therefore directly indicates the metallic and insulating regime, respectively: −2ı Σ(ν) extrapolates to zero in the left panel and to −∞ in the right panel. This indicates, of course, that the spectral weight at the Fermi level vanishes (notwithstanding residual incoherent spectral weight due to thermal excitations), and correspondingly Z → 0.
However, the Ward identity (46) is a relation between the one-and two-particle self-energies Σ and γ. We can therefore expect to find divergences at the Mott transition and within the Mott phase also at the two-particle level. Indeed, we show in Appendix F that Eq. (46) 
As discussed in Sec. IV C, we can evaluate this relation atν = −πT and ω 1 = 2πT and take the limit T → 0 to recover the dynamic limit of the causal three-leg vertex at the Fermi level,
Here, the labels m and c indicate the Matsubara or the causal three-leg vertex, respectively. These should not be confused, since in general an analytical continuation is required to recover the causal vertex Λ c from the Matsubara vertex Λ m [see Appendix D 3] . As a consequence of the Ward identity (46) 
D. Landau parameter
We evaluate the Landau parameter f defined in Eq. (31) using Eq. (33), which allows to calculate f from the quasi-particle weight Z, from the quasi-particle DOS
, where D(0) is the non-interacting DOS, and from the total response ∞ X α as,
Bold lines in the top panel of Fig. 10 show the symmetric Landau parameter f ch , which grows rapidly and monotonously with the interaction U . As a function of the temperature f ch extrapolates towards finite values in the Fermi liquid (diamonds), insulating solutions (small dots) are consistent with its divergence at T = 0 above U M (T = 0). For comparison dashed lines in Fig. 10 
, where F ch is the Matsubara vertex function at q 0 = 0 and at the finite bosonic frequency ω 1 = 2πT . This quantity shows a remarkable agreement with f ch at low temperature for all interactions, as the finite Matsubara frequencyν = −πT approaches the Fermi level.
The bottom panel of Fig. 10 shows the anti-symmetric Landau parameter f sp . The latter remains small compared to f ch and has a non-monotonous dependence on U and T . For insulating solutions (small dots) the computed f sp shows the trend to a divergence at T = 0. At low temperature this trend can also be observed in the metallic solutions, see inset of Fig. 10 .
The expression for the Landau parameter in Eq. (49) is rigorous only at T = 0. Within the temperature range of our calculations a quantitative analysis of f is therefore only reliable at small to moderate U , where its dependence on the temperature is weak enough for an extrapolation to T = 0 [see Fig. 10 ]. However, our data allow to make several qualitative statements: (i) Both f ch and f sp are strictly larger than −1, which means that Pomeranchuk instabilities do not occur, as expected. (ii) The trend to a divergence at T = 0 at the Mott transition is much stronger in the symmetric Landau parameter f ch than in the anti-symmetric f sp . This is consistent with the discussion in Sec. V B, which implies a scaling of these quantities with the quasiparticle weight ∝ Z −2 and ∝ Z −1 , respectively. (iii) Fig. 11 shows that at T = 0.15 the symmetric Landau parameter f ch indeed roughly scales ∝ Z −2 . We also discuss the divergence of the static charge ver- tex function that was predicted in Sec. V B. To this end, we solve Eq. (43) for
This quantity is marked in Fig. 11 with gray squares and scales ∝ Z −1 , whereas black squares indicate the total charge response ∞ X ch , which indeed vanishes simultaneously ∝ Z.
Red circles in Fig. 11 also mark our result for the static Matsubara vertex F ch νν (q 0 , ω 0 ) forν = −πT , which shows however an unexpected scaling of roughly ∝ Z −3 . The mismatch to ı ∞ F ch 00 may arise due to a subtlety in the analytical continuation of the vertex function. To perform the latter, F has to be considered within up to 8 separate analytical regions of the C 3 -space spanned by its three frequency indices [88, 89] [see also Appendix D 3] . It can be expected that the value of ∞ F ch 00 at the Fermi level is recovered at low temperature as a combination of several Matrix elements F ch νν (q 0 , ω 0 ) of the Matsubara vertex, for example, ν = ±πT, ν = ±πT . Therefore, the cancellation of a ∝ Z −3 dependence of F may occur. Lastly, we note that among the divergences that are indicated in Fig. 11 the one of F ch νν (q 0 , ω 0 ) was the most difficult to verify. In our CTQMC calculations at low temperature the deviation of the density n from half filling had to be less than 10 −6 , otherwise the static vertex often showed a sign change. Furthermore, a scaling analysis was not possible in the spin channel, since the 
E. Character of the divergent scatterings
We have seen in Sec. VI C that a divergence of the dynamic three-leg vertex 0 Λ occurs as Z → 0. In fact, this divergence can only occur when also the dynamic vertex function 0 F diverges, since the latter gives rise to 0 Λ by attaching a bubble [cf. Fig. 1 a) ], which is finite. Here we consider the leading eigenvalue of the BetheSalpeter equation (35) , which was used to calculate the vertex function F α νν (q 0 , ω). This will reveal the driving factors behind its divergence at finite bosonic frequency, we consider ω = ω 1 = 2πT .
The Bethe-Salpeter equation (35) represents the re-peated application of the ν, ν -matrix
Here, f is the impurity vertex function andX 0 is the non-local bubble defined below Eq. (35) . A divergence of the lattice vertex function F may occur for two reasons: (i) The leading eigenvalue of the matrix A approaches unity. (ii) The impurity vertex function f diverges.
The top panel of Fig. 12 shows the leading eigenvalue λ max of A α (q 0 , ω 1 ) as a function of the interaction U . The upper set of lines belongs to the charge channel α = ch, the lower set to the spin channel α = sp. For each temperature T the curve λ max (U ) has a clearly defined maximum that lies at smaller U for larger T . We will argue in the following that this maximum lies at the critical interaction U M (T ) of the Mott transition/crossover.
Let us consider first that we approach the Mott transition from the Fermi liquid side at T = 0. On this side the divergence of F (q 0 , ω 1 ) must be caused due to λ max → 1, since the building blocks f andX 0 of the Bethe-Salpeter equation are finite in the Fermi liquid. The top panel of Fig. 12 shows that for T = 0.05 the leading eigenvalue is indeed very close to unity as
This shows that on the Fermi liquid side of the transition the driving force behind the divergence is a series of many scattering events at different lattice sites. This can be understood considering the Bethe-Salpeter equation in real space, where it connects the local vertices f (i) and f (j) at lattice sites i and j via the non-local DMFT Green's function G ij − gδ ij . This is shown in Fig. 13 .
Let us now consider that we enter the Mott phase. Within this phase the dynamic vertices must remain divergent due to 0 Λ = Z −1 , since Z is zero throughout the insulator. The question is therefore which mechanism sustains the divergence for U > U M (T = 0). Mathematically this could be achieved if λ max was exactly unity everywhere in the insulator. However, our DMFT results in Fig. 12 at finite temperature suggest that the leading eigenvalue λ max (U ) decreases beyond U M (T ).
We therefore propose a scenario for T = 0 where λ max = 1 is only realized exactly at U = U M (T = 0). Beyond this point the Bethe-Salpeter equation diverges no longer due to scattering events at different lattice sites but because each of its building blocks f diverges for U > U M (T = 0).
This scenario seems likely because we find at finite temperature that the drop of the leading eigenvalue at U M (T ) does not lead to a decrease in F ᾱ νν (q 0 , ω 1 ), wherē ν = −πT . This can be seen for α = ch in the lower panel of Fig. 12 for T = 0.15. In fact, F ch νν (q 0 , ω 1 ) grows even faster above U M (T = 0.15) 10.5.
The driving factor must therefore be the impurity vertex function f . The lower panel of Fig. 12 also shows its matrix element f ch ννω1 , which indeed shows a steep increase at U M (T = 0.15). We also verified that the ratio of F ch to f ch decreases above U M (T = 0.15), which shows that vertex corrections contribute less and less in the insulating regime.
FIG. 13.
The expanded Bethe-Salpeter equation (35) in real space, it connects the vertices f (i) via the non-local DMFT Green's functions Gij−gδij. As U → UM at zero temperature, the entire sum on the right-hand-side is divergent, whereas for U > UM each vertex f diverges. Although in DMFT each of the building blocks f is local, the spatial dependence of Gij leads to the dependence of the vertex function F νν (q, ω) on the transferred momentum q.
The Ward identity 0 Λ sp = Z −1 implies that the divergence should also occur in the spin channel. However, the lower data set in the top panel of Fig. 12 shows that we did not reach sufficiently low temperatures to achieve λ max 1. We note that often the two-particle self-energy γ is used to solve the Bethe-Salpeter equation [cf. Appendix, Eq. (F2)]. Here we used the impurity vertex function f instead to solve Eq. (35) . This was done because γ shows some divergences that do not occur at the Mott transition [90] and that have also been found in the Hubbard atom [44] , which we discussed in Sec. V C.
VII. SUMMARY AND DISCUSSION
Over the course of this work we have highlighted the important role that two-particle quantities play for the Fermi liquid theory.
An example is the response function L kq , which describes the response of individual electronic states with momentum and energy k = (k, ν) to an applied field, its integral over k yields the susceptibility X q [see Fig. 1  b) ]. Often one is interested in the static homogeneous response, that is, the response to a time-independent homogeneous field. Therefore, of particular importance is the forward scattering limit q → 0, where q comprises the transferred momentum q and energy ω of particle-hole scatterings. However, in the Fermi liquid the forward scattering limit is ambiguous, since these limits do not commute, which is a consequence of the pole of weight Z at the Fermi level [cf. Secs. III B and III C]. One refers to the two ambiguous forward scattering limits as the static and the dynamic homogeneous limit, respectively.
One may say that the main line of thought in the derivation [60] [61] [62] of the Fermi liquid theory is to express the physical static homogeneous limit of several two-particle quantities in terms of the unphysical dynamic homogeneous limit. The latter is then treated as a free parameter.
For example, closely related to the response function L is the three-leg vertex Λ [see Fig. 2 ]. Its static limit ∞ Λ can be expressed in terms of the dynamic limit 0 Λ, the relation between these objects is also called Boltzmann's equation [cf. Eq. (21)]. The dynamic three-leg vertex can be calculated using Ward's identity, at the Fermi level this yields 0 Λ = Z −1 , where Z is assumed to be known, for example, from the experiment. In turn, the three-leg vertex Λ arises from the vertex function F [see Fig. 1 a) ]. The static vertex ∞ F can be expressed in terms of the dynamic vertex 0 F , which defines the Landau parameter
III C], also assumed to be known. As a result, the quasi-particle weight Z and the Landau parameter f are the only free parameters of the Fermi liquid theory.
We applied the DMFT approximation to the BetheSalpeter equation and arrived at the well-known Fermi liquid relation for the total static response [see Sec. IV B],
, where D * (0) is the quasiparticle DOS at the Fermi level and f the Landau parameter. In DMFT one routinely calculates the total static response ∞ X. Thus, when the latter is known, the Landau parameter can be obtained from the exact expression, 
where G is the causal Green's function, µ the chemical potential, and ν the real frequency. The physical background of Eq. (52) We verified that It follows that the maximum dλ max (U )/dU = 0 of the leading eigenvalue of the Bethe-Salpeter equation (35) may be used to distinguish between the metal and the Mott regime: In the metal the effect of scatterings at many lattice sites increases with U , in the Mott regime this effect decreases [see Fig. 12 ]. We find that this criterion is consistent with the drop in the spectral weight at the Fermi level, which is often used to determine the critical interaction U M of the transition/crossover [see Fig. 6 ].
VIII. CONCLUSIONS
We have presented a comprehensive analysis of the microscopic Fermi-liquid theory of the single-band Hubbard model and of the Mott-Hubbard transition in the paramagnetic sector. In particular, we have completely characterized the theory at the two-particle level obtaining complete information about the Landau parameters describing the residual interactions between the heavy quasi-particles with quasi-particle weight Z which vanishes at the Mott transition.
We applied the dynamical mean-field theory (DMFT) approximation to the Bethe-Salpeter equation and derived the Fermi liquid expression,
, where ∞ X is the total static homogeneous response function, D * (0) the quasi-particle density of states at the Fermi level, and f is the Landau parameter. This well-known result is thus valid in DMFT for an arbitrary lattice dispersion and it allows to calculate the Landau parameter explicitly from D * (0) and ∞ X. Within DMFT the vertex function does not depend on the fermionic momenta. This implies that spatially inhomogeneous deformations of the Fermi surface are not allowed. As a result we have only two Landau parameters, f ch (symmetric) and f sp (anti-symmetric), which correspond to the lowest order (l = 0) Legendre coefficients in the continuum. The two Landau parameters correspond to the two basic Pomeranchuk instabilities of the single-band Hubbard model which can be captured in DMFT, namely the uniform charge phase separation and ferromagnetic ordering. In order to obtain Landau parameters of higher order, it would be necessary to account for a momentum dependence of the one-and two-particle self-energies. At the interaction-driven Mott transition at zero temperature we find that the symmetric Landau parameter f ch diverges ∝ Z −2 , where Z is the quasi-particle weight, while the anti-symmetric one f sp diverges ∝ Z −1 . The result for f ch is in agreement with the variational Gutzwiller approach to the interaction-driven metalinsulator transition [11] . On the other hand, f sp remains finite in the Gutzwiller picture, and the homogeneous spin susceptibility diverges, since this approximation does not capture the effective exchange [20] , as DMFT does.
The Ward identity implies the divergence of the dynamic three-leg vertex An exact result of our analysis is that the vanishing of the total charge response ∞ X ch at the Mott transition requires the static forward scattering vertex ∞ F ch to diverge, as predicted in Ref. [48] , and we find that it scales with the quasi-particle weight as ∝ Z −1 . It is tempting to connect the divergence of the charge vertex ∞ F ch to the proximity of the Mott insulator to a phase separation instability of the doped Hubbard model, which can be captured in DMFT by virtue of its frequency-dependent two-particle self-energy [18, 93] . We speculate that non-local effects beyond DMFT increase the tendency towards phase separation in low dimensional Hubbard models, and in particular in two dimensions.
The calculation of the vertex function across the doping-driven Mott transition thus seems to be an appealing outlook. However, the finite-doping analysis would require to carefully handle the existence of two solutions leading to the finite-temperature first order Mott transition, which we ignored in this work since the metallic solution is stable in its whole range of existence.
We further discussed the response of individual electronic states to a change of the chemical potential or magnetic field. The analytical continuation of this response function to the real axis can be done by means of the Ward identity. We showed that at the Mott transition the charge response of the Hubbard bands is given by the dynamic response, hence, dG dµ = dG dν in the Mott insulator, where G is Green's function, µ the chemical potential, and ν the real frequency. We verified that this relation holds in the exactly solvable atomic limit of the Hubbard model. respectively, where t is the real time and τ the imaginary time. We perform the frequency transforms
where ν and ν n are real and Matsubara frequency, respectively. The spin label σ will be dropped. We further define the greater and lesser Green's functions,
where E i and |i are the eigenenergies and eigenvectors of the Hubbard model (1), w i = e −βE i Z , and
is the partition sum. The spectral density can be written as,
. We use S, G > , and G < to express the retarded (r), advanced (a), causal (c) and the Matsubara Green's function (m),
Here, 0 + is a positive infinitesimal real number. The retarded and advanced Green's functions arise by analytical continuation of G m (ıν n → ν ± ı0 + ) into the upper/lower complex half-plane, respectively. The right superscripts r, a, c, m that are used here must not be confused with the left superscript r = |q|/ω, nor with the channel label α.
We express the causal Green's function in terms of the retarded and advanced ones. Using the identity,
we reformulate G c in Eq. (A4) as,
In the first line we used Eq. (A5). From the first to the second line we used the fluctuation-dissipation theorem,
, where n f (ν) = (e βν + 1) −1 is the Fermi function. From the second to the third line we used the relation between the spectral density and the retarded Green's function, S k (ν) = − 1 π G r k (ν). In the last step we used 1 = n f (−ν) + n f (ν) and G a = (G r ) * . Note that the causal Green's function is not positive/negative definite and integrates to We derive Eqs. (21) and (22) in the main text. k, q imply momenta and real frequencies, the temperature is zero.
We begin with Eq. (13), which we multiply with the static limit of the bubble ∞ G 2 k and integrate over k , then we add 1 on both sides,
We have dropped the label α. We identify the static three-leg vertex
k on the lefthand-side. In the second term of the right-hand-side we express the static limit ∞ G 2 through the discontinuity R and the dynamic limit
In the first line we identify the dynamic three-leg vertex
, in the second line we exchange the labels k ↔ k of the double integral and factor out a term
The braces yield ∞ Λ k , which leads to Eq. (21) in the main text, the Boltzmann equation.
We multiply Eq. (B2) by
We use
Λ k arises in the first line, in the second line we use Eq. (21), which simply yields R k
We introduce a trivial integration and factor out a term
this is Eq. (22) in the main text. Note that δ kk implies a factor 2πN .
Here we have made all energy-momentum dependencies k = (k, ν) and the prefactors of k = 1 2πN ν k and δ kk = 2πN δ kk δ νν explicit. We used that Z, Λ and F do not depend on k (or k ) in DMFT. We perform the integration/summation in Eq. (C1),
where we used the definition of the quasi-particle DOS, We derive an exact relation between the Matsubara and real axis notation of three-point correlation functions by means of the Ward identity. For further information see also Refs. [88] and [89] .
Firstly, we note that the last line of Eq. (A6) demonstrates that the causal Green's function G c (ν) can be decomposed into two functions that are analytical either in the upper or lower complex half-plane, Our strategy is to find a similar decomposition of the causal fermion-boson response function L c (ν, ω) into several component functions, whose analytic regions cover the entire C 2 -space spanned by their two complex arguments. These component functions are supposed to arise by analytical continuation of the Matsubara correlation function L m (ν n , ω m ). In principle, this task could be approached from the Lehmann representations of L c and L m [88, 94] , which is however tedious. We choose a simpler approach here using the Ward identity.
Fermion-boson response function
We define the causal fermion-boson response function,
where s α are the Pauli matrices (α = ch, x, y, z) and ρ
σσ c k+q,σ is the respective density operator, n = n ↑ + n ↓ . The correlation function in Eq. (D1) depends on three real times t i . One obtains the Matsubara response L m by replacing t i → τ i , G c → G m , and omitting the factor ı in the first line and the factor ı 2 in the second line of Eq. (D1). We note that the term in the first line cancels an uncorrelated part of the charge (α = ch) correlation function. The (connected) susceptibility is given by X c,α
The transformation of L c in Eq. (D1) to the frequency domain is defined as,
The analogous transform of L m follows by the replacement (2π) which is a relation between Matsubara correlation functions, note however the similarity to Eq. (D3).
Analytical continuation
The analytic continuation of the right-hand-side of Eq. (D4) can be performed into four analytic regions by replacing ı(ν n + ω m ) → ν + ω ± ı0 + and ıν n → ν ± ı0 + . On the right-hand-side this gives rise to the retarded and advanced Green's functions G r and G a , respectively. We denote the four combinations explicitly as, 
We have decomposed the causal response L c into retarded and advanced component functions, L rr , L ar , and L aa , which can be readily obtained from the Matsubara response L m [96] . We are thus able to recover L c from the latter by analytical continuation.
Static homogeneous limit
Strictly speaking, Eq. (D6) can only be used to perform the analytic continuation for q = q 0 = 0 and ω = 0, the dynamic homogeneous limit. However, it is possible to show that that Eq. (D6) also holds in the static homogeneous limit ω = 0. We demonstrate this here explicitly for the homogeneous magnetic response.
To this end, we assume an infinitesimal magnetic field δh along the z-axis, the Ward identity in Eq. (D3) can then be written in the transversal channels α = x, y as In the second line we added and subtracted Green's function at vanishing field h = 0, leading to the zero-field derivative dGσ dh = Gσ(δh)−Gσ(h=0) δh . In the first step of the last line we used that both spin species respond in opposite ways to the magnetic field, 
By rotational invariance Eqs. (D8) and (D9) also hold in the longitudinal spin channel α = z. Furthermore, similar results hold for the charge channel α = ch [60] , where one has to replace the magnetic field h by the chemical potential µ.
The analytical continuation of Eq. (D9) is straightforward. There are only two distinct options, ıν n → ν ±ı0 + , giving rise to the retarded and advanced Green's functions, e.g., 
We are therefore allowed to divide Eq. (D6) by −ω and use the result also in the static homogeneous limit ω = 0. We verified from the Lehmann representation of L c and L m of the Hubbard atom [cf. Sec. V C and Appendix E] that Eq. (D6) yields the correct causal response L c . This equation was derived for the homogeneous limit q = q 0 of L but we suspect that it displays the analytical continuation of any fermion-boson response function.
Appendix E: Hubbard atom
We derive the static and dynamic limits of the response function L for the Hubbard atom with Hamiltonian H = U n ↑ n ↓ − µ(n ↑ + n ↓ ) − h(n ↑ − n ↓ ).
Using the basis set {|0 , | ↑ , | ↓ , | } we can calculate the causal Green's function G c using the Lehmann representation in Sec. A (we drop the label c), 
where Z = e −hβ +e +hβ +e −µβ +e −(U −µ)β is the partition function, β = 1 T the inverse temperature. The response function L(ν, ω) can be calculated from the Lehmann representation of Eq. (D1), [88] . However, to evaluate this function at ω = 0 (static) and in the limit ω → 0 (dynamic), which are in general not equivalent, it is much more convenient to use the Ward identities (16) , (17) , and (18) . These yield the static limits According to Eq. (22) the static limit can be expressed through the dynamic one and a remainder,
In the Hubbard atom we can indeed express the static limit in this way. We obtain the following remainder functions for the charge and spin channel,
In the charge channel the remainder L ch vanishes as β → ∞, in this limit therefore 
In the brackets on the right-hand-side we insert the definition of the DMFT Green's function in Eq. (26) and divide both sides by −ıω,
We now consider the Bethe-Salpeter equation for the vertex function, which is equivalent to Eq. (35), [68] . We multiply Eq. (F2) with the bubble G k G k +q , sum over k = (k , ν ), and evaluate the resulting equation at q = (q 0 = 0, ω), leading to
In the steps leading to Eq. (F3) the summation labels ν and ν on the right-hand-side were exchanged. By comparison of Eqs. (F1) and (F3) we find that they actually express the same integral equation. We can therefore identify,
Adding 1 on both sides and using the definition of the three-leg vertex in Eq. (36) we arrive at Eq. (47). 
