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• The BFM–POM 1D system successfully replicated the observed seasonal variability.
• The microbial food web dominates the Gulf of Trieste trophic structure.
• External inputs variability can change the trophic web structure.
• A first step for developing a modelling system supporting environmental management.
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a b s t r a c t
In this paper a coupled physical–biogeochemical one-dimensional numerical model (BFM–POM 1D) was
implemented in theGulf of Trieste, (northernAdriatic Sea) and its structurewas tested in order to evaluate
its usability as a tool to support coastal management and planning. The evaluation concerned the ability
of the model to reproduce the main trophic pathways, as well as their temporal variability, in terms of
seasonal variations. The ecosystem structure comprised three phytoplankton groups, four zooplankton
groups, one bacterial group, and a simple benthic return in order to parametrise benthic processes. The
dynamics and interactions between groups were studied, as well as the model’s sensitivity to different
trophic web configurations. Results showed that the model was capable of replicating the behaviour of
seasonal vertical profiles of the major biogeochemical elements, and the prevalence of the microbial food
web shaping the trophic chain in the Gulf of Trieste. The model also responded to strong forcings at the
surface and different trophic arrangements, thus providing initial evidence of its potential as a scientific
tool aimed at marine coastal management.
© 2016 The Authors. Published by Elsevier B.V.
This is an open access article under the CC BY-NC-ND license
(http://creativecommons.org/licenses/by-nc-nd/4.0/).1. Introduction
The biogeochemical state of the ocean depends on biogeochem-
ical cycling and on fluxes across the ocean boundaries (land, at-
mosphere and sea floor, Doney, 2010). In shallow coastal waters
(the most productive regions of the global ocean), the role of such
fluxes is amplified. These areas therefore play a fundamental role
in shaping global biogeochemical dynamics and trophic interac-
tions. However, they are also very vulnerable and subject to strong
anthropogenic pressure that significantly affects the major marine
biogeochemical cycles.
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0/).In order to define and implement ecosystem-based options
and strategies, a deep understanding of the functioning and
dynamics of the ecosystem is required (Curtin and Prellezo, 2010).
Observational andmodelling tools can beused to assess the current
state of the system, its main ecosystem attributes exposed to the
joint action of direct and indirect anthropogenic pressure, and
subsequently to explore the effects related to the implementation
of a specificmanagement plan. Thus, themodelling tool (supported
by an adequate observational base), plays a critical role to envision
how the major biogeochemical fluxes could change and/or modify
their interactions in response to the drivers (e.g. climatic and/or
anthropogenic) of change.
In 2003 Vichi et al. implemented the biogeochemical model
ERSEM (Baretta et al., 1995), from which the BFM was later de-
veloped, in three sites in the northern Adriatic. Apart from our
overall aim, the major differences of our study with respect to
le under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.
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the implementation of the hydrodynamical model in a diagnostic
mode. The aim of this paper is to establish and test the structure of
a coupled (physical–biogeochemical) one-dimensional numerical
model (BFM–POM 1D) in order to evaluate its suitability as a tool
for testing environmental management options for coastal oceans.
We studied the ecosystem structure of lower trophic levels (pri-
mary producers and consumers) and their interactions by investi-
gating the sensitivity of the simulated fluxes with respect to dif-
ferent configurations of the trophic web and to a stronger surface
forcing.Mechanistic experimentswere thus carried out and results
are discussed with emphasis on the changes in the fluxes deter-
mined by such configurations. The experiments comprised the al-
ternating activation/deactivation of the herbivorous and microbial
foodwebs and the amplification of surface nutrient forcing. A qual-
itative study of system reactions was carried out in order to un-
derstand the extent to which different compartments determine
carbon fluxes and biogeochemical cycling.
As an initial testbed, the model was implemented and tested
in the Gulf of Trieste (northern Adriatic Sea). The reason for this
choice is twofold: theGulf has been the focus of previousmodelling
efforts (Vichi et al., 2003; Butenschon et al., 2012) and a rich dataset
is available, thus enabling the definition of a valid and reliable
hydrological climatology.
2. Materials and methods
2.1. Model implementation
Bordering Italy and Slovenia on the northern-east coast of the
Adriatic sea (Fig. 1), the Gulf has an average depth of 20 m. The
whole area is strongly affected by river runoff, especially along the
shallow northwestern coast (Isonzo River). The implementation
area was chosen on the basis of the Gulf’s macroareas identified
by the regional environmental agency (ARPA-FVG), on the basis ofthe distance from the coast, geomorphology, hydrological charac-
teristics (water column stability) (Butenschon, 2012) and freshwa-
ter inputs. Following the definition of the area types, the hydrolog-
ical bodies were identified on the basis of the environmental sta-
tus highlighted in previousmonitoring campaigns, the limits of the
protected areas, and the pressures influencing the achievement of
the quality objectives.
Themodel implementation area is code-numberedMA21 and is
situated in the centre of the Gulf (Fig. 1). Monitoring data for to the
whole areawere analysed and used to set initial conditions, surface
boundary conditions, and to validate the model’s performance.
The hydrological features of the Gulf show a very large
interannual and seasonal variability (Vichi et al., 2003). Although
the circulation is very variable, the Gulf is generally characterised
by a cyclonic circulation mainly driven by freshwater inputs by
the Isonzo and Po rivers, while tidal currents play a small role
in the circulation (Guarnieri et al., 2013). The biogeochemical
characteristics of the Gulf of Trieste are also subject to a significant
interannual variability depending mostly on the variability of the
land based nutrient inputs conveyed to the sea above all by the
discharge of the Isonzo river and by anthropogenic pressure. This
gives rise, for instance, to a wide qualitative and quantitative
variability in the phytoplankton population structure (Mozetic
et al., 1998, 2010; Tedesco et al., 2007). Nonetheless, generally
speaking the Gulf, as with most of the Mediterranean, is P-
limited. As a result of such physical features, primary production is
characterised by a winter bloom and by high concentrations near
the seabed during spring and summer.
2.2. Coupled numerical model set-up
The one-dimensional coupled numerical model used is com-
posed of the one-dimensional version of the Princeton Ocean
Model (POM) (Blumberg and Mellor, 1987) and the Biogeochem-
ical Flux Model (BFM) (Vichi et al., 2007).
G. Mussap et al. / Regional Studies in Marine Science 6 (2016) 109–123 111Fig. 2. General overview of the matter fluxes between the BFM state variables. Square boxes represent the model functional groups exchanging Carbon (C), Nitrogen (N),
Phosphorus (P), Silicon (Si) and Oxygen (O). Organic matter (C, N, P, Si) flows are indicated by solid black arrows; N, P and Si nutrient uptake/remineralisation flows are
represented by the dashed black arrows. Solid grey arrows mark the gas C (Carbon dioxide) and O flows. Purely biochemical processes are indicated by the dashed grey
arrows. Small double arrows above the boxes mark boundary (water–atmosphere and water–sediment) flow. After Vichi et al. (2007).The open source BFM (http://bfm-community.eu/) describes
the physiological and population processes of lower trophic lev-
els in the marine environment. Biota is described by means of
three main functional groups: producers, decomposers and con-
sumers, each one defined by internal constituents: carbon, ni-
trogen, phosphorous, oxygen and (in the case of diatoms) sili-
con (Vichi et al., 2007). The model includes three phytoplank-
ton groups (diatoms, nanophytoplankton and picophytoplank-
ton), four zooplankton groups (carnivorousmesozooplankton, om-
nivorous mesozooplankton, microzooplankton and heterotrophic
nanoflagellates) and one bacterial group. Trophic and chemical in-
teractions are represented through chemical functional families
(CFFs) and Living Functional Groups (LFGs) (Vichi et al., 2007).
CFFs are defined as the inventory of a certain biogeochemical el-
ement contained in complex living and non-living components,
and are divided into three main groups: non-living organic, living-
organic and inorganic. These groups are measured based on the
major chemical elements (C, N, P, Si, O) or on molecular weight
units as with chlorophyll. The living organic group represents the
LFGs, which aremade up of producers (phytoplankton), consumers
(zooplankton) and decomposers (bacteria). The dynamics of each
of these are described by population processes (growth, migration,
mortality) and physiological processes (photosynthesis, ingestion,
respiration, excretion, egestion). Regarding the benthic compart-
ment, a simple benthic return was used (see Table A.7). This choice
was made in order to simplify an already fairly complex system.
Since the focuswas directed towards the interactions in the pelagic
realm, a simple benthic return was considered initially sufficient
to support major biogeochemical dynamics. In fact, this configura-
tion was already found to be a valid replacement to complex ben-
thic dynamics (Vichi et al., 2003). Fig. 2 shows the biogeochemical
model structure and a detailed description of each model compo-
nent can be found in Appendix A.POM is a primitive equation ocean circulation model formu-
lated in sigma coordinates that computes diffusivity by means of a
second-order turbulence closure scheme proposed by Mellor and
Yamada (1982).Weused the one-dimensional version of themodel
implemented with 30 σ layers (σ = z/H) logarithmically dis-
tributed near the bottom and surface. In this implementation, the
bottom depth is H = 16 m, corresponding to a typical depth for
areaMA21. At eachmodel timestep, the hydrodynamics computed
by POM provides the BFM with information on the physical en-
vironment. The coupled model combines physics with biology to
compute the temporal rate of change of a generic biogeochemical
variable (expressed in terms of concentration, see Appendix A). The
two components of themodelling system are coupled online using
the source-splitting method described in Butenschon et al. (2012).
Following Bianchi et al. (2006) we used POM in diagnostic
mode: the climatological time dependent (monthly varying) tem-
perature and salinity vertical profiles, obtained from data, were
prescribed, while the vertical profiles of vertical diffusion coeffi-
cients were computed by the model through the (Mellor and Ya-
mada, 1982) second order turbulent closure scheme. The coeffi-
cients are used to compute the vertical profiles of the BFM state
variables. The use of the ‘‘diagnostic’’ mode eliminates possible
drifts in temperature and/or salinity due to the use of a ‘‘non zero’’
surface heat and/or mass surface fluxes or to the lack of a proper
parametrisation of the lateral advective fluxes, which are by ne-
cessity not contained in a one-dimensionalmodel implementation.
The use of the diagnosticmodewith climatological data, provides a
stable (non-drifting) annual cycle of the vertical density structure,
which is particularly suitable when using the numerical model to
evaluate possible options of environmental management. Clearly,
the reliability of the simulations relies on the quality of the assem-
bled climatology. Therefore, a 1-Dmodelling system relying on the
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Summary of available measured data, source, period and application. Climatologies were used
as model forcings and for validation purposes. The model derives the Photosynthetic Available
Radiation (PAR) from the total solar radiation.
Variable Units Period Climatology
Forcings
Temperature °C 2000–2011, 2013 Monthly
Salinity psu 2000–2011, 2013 Monthly
Wind stress N m−2 2000–2013 Monthly
Solar radiation Wm−2 2000–2013 Monthly
Inorganic suspended matter mg m−3 1997–2000 Seasonal
Phosphate mmol m−3 1998–2001 Monthly
Nitrates mmol m−3 1998–2001 Monthly
Ammonium mmol m−3 2000–2001 Monthly
Silicate mmol m−3 2009–2012 Monthly
Validation data
Phosphate mmol m−3 1998–2001 Seasonal
Nitrates mmol m−3 1998–2001 Seasonal
Ammonium mmol m−3 2000–2001 Seasonal
DOC mg m−3 2000–2001 Seasonal
POC mg m−3 2000–2001 Seasonal
PON mmol m−3 2000–2001 Seasonal
Oxygen mmol m−3 2000, 2002–2011, 2013 Seasonal
Chlorophyll-a mg m−3 2000–2011, 2013 SeasonalFig. 3. Temperature (A) and salinity (B) monthly climatological profiles calculated from available in situ data (Table 1) fed to the model and interpolated on its time step.diagnostic description of the density vertical structure entails the
implementation in a hydrological ‘‘data-rich’’ area such as areas
where observing systems are in place. The hydrological data (tem-
perature and salinity profiles) used to compose the prescribed cli-
matology originate from themonitoring activities carried out in the
MA21 by ARPA-FVG and OGS from 2000 to 2013 (see Table 1).
The climatological annual cycles of the vertical temperature
and salinity are shown in Fig. 3(A) and (B), respectively. They
show a seasonal cycle characterised by well-mixed conditions in
the winter and by vertical thermal stratification in the summer.
Surface salinity is affected by pulses of freshwater mostly due to
the Isonzo river discharging in the Gulf, while below the surface,
there are periodical increases in the salinity value, most probably
due to the ingression of saltier water in the Gulf (Malacic and
Petelin, 2009).
2.3. Forcing functions and initial conditions
The use of the diagnostic mode for the physical component of
the modelling system, entails specifying the surface wind stress
as the only surface forcing function. The annual, monthly-varying,
climatology used here was obtained from the 6-hour ECMWF ERA-
interim reanalysis (Berrisford et al., 2009) for 2000–2013 (Fig. 4(A)
and Table 1). Wind stress is highest and more variable (higher
standard deviations) during winter and autumn, reflecting the
prevalence of the typical strong Bora (northeasterly) and Scirocco
(southeasterly) winds, respectively (Kourafalou, 1999; Zavatarelli
et al., 2002). Winds are weaker during spring and summer.
The daily surface incident shortwave radiation necessary to
force the BFM primary production module also originates from
the ECMWF data (Fig. 4(B) and Table 1). The ECMWF solarradiation arriving at the sea surface penetrates the vertical col-
umn as photosynthetically available radiation (PAR). The PAR ver-
tical profile is then calculated using the Lambert–Beer equation
(see Appendix A) using a vertical extinction coefficient composed
of the time-dependent prognostic phytoplankton and particulate
detritus concentrations. In addition extinction is used depending
on the inherent optical properties of the seawater and the concen-
tration of inorganic suspended matter (ISM), whose seasonally av-
eraged profiles originate from direct measurements in area MA21
(Fig. 4(C), Table 1). Observations were collected monthly over the
period 1997–2000 (Vichi et al., 2003). The inconsistency of the time
period used between other physical forcings (2000–2013) and ISM
(1997–2000) is due to the scarce climatological information avail-
able concerning seasonal mean concentrations. This degree of un-
certainty was taken into account in the general performance of the
model.
In order to parametrise the external (land based) nutrient input,
we defined a surface nutrient flux by relaxing the surface value to
amonthly varying climatology of phosphate, nitrate, ammonia and
silicate (Table 1, Fig. 4(D)). The surface boundary conditions used
are detailed in Appendix A (see Eq. (A.5)).
The initial climatological conditions for biogeochemical pelagic
components were set for a vertically-homogeneous profile consis-
tent with the observed winter concentrations. The benthic system
was initialised with an educated guess regarding the detrital or-
ganic matter based on the literature (Giordani et al., 1992). Tests to
determine the spin up period showed that a five year integration
period yielded a repeating seasonal cycle after three years. There-
fore, results were analysed from the fifth year of simulation, where
the first four years were considered as the specific spin-up time
necessary for the model to find equilibrium.
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radiation daily varying climatology from the 6-h ECMWF ERA-interim reanalysis relative to the period 2000–2013. (C) Inorganic Suspended Matter (ISM) monthly varying
climatological concentrations for the period 1997–2000. (D) Surface monthly varying climatological concentrations of nutrients for the period 1998–2012 (see Table 1).2.4. Validation data
Tables 1 and 2 summarise the biogeochemical observations
used to validate the model results at the seasonal climatological
level (winter: January toMarch, spring: April to June, summer: July
to September, autumn: October–December).
The biogeochemical data used to force the model are scarce
but temporally consistent with the profiles used for validation.
Chlorophyll and oxygen validation profiles were computed from
a longer time period compared to the other variables, resulting in
a relatively more robust seasonal climatology.
Seasonal climatological vertical profiles were computed from
the available data, along with the corresponding standard devia-
tions (unless lack of data prevented its calculation). Seasonal pro-
files and corresponding standard deviations are shown in Fig. 5 for
comparison with the model results.
2.5. Numerical experiments
Mechanistic experiments were performed in order to under-
stand the low level trophic ecosystem structure and test the ca-
pacity of the model as a scientific tool aimed at tackling coastal
management issues. As Kiørboe (2008) and Azam and Long (2001)
argue, our knowledge on the lower level trophic system is rudi-
mentary and there is the need for a mechanistic understanding of
the system.With themechanistic methodology we intend to mod-
ify trophic interactions in order to demonstrate the importance ofthe different functional ecosystem components in the organic car-
bon flux dynamics.
The overall response of the model was assessed. In particular,
we evaluated the sensitivity of the system to different levels
of nutrient forcing as well as to the presence/absence of a full
herbivorous chain and microbial loop in the simulated ecosystem.
Table 3 presents the simulations carried out.
The BASE experiment was carried out with the full BFM, and
the results were used to validate the modelling system. With
the MICRO and HERB experiments, the role of the two trophic
structures – classical herbivorous food chain versus microbial food
web –were studied. The aim of the experimentswas to understand
to what extent the microbial web, previously proven to be key
to certain fluxes and dynamics (Fonda Umani and Beran, 2003),
shapes the trophic structure in relation to the herbivorous food
web. The two food chains were isolated one at a time, and details
of the resulting trophic structures are provided below. The HERB
experiment configuration simplifies the system thus making it a
more classical NPZD model, where microbial dynamics are absent
and the system is closed by a constant remineralisation rate.
Organic matter remineralisation is thus computed by introducing
a constant remineralisation rate, which is not temperature
dependent, while the grazing pressure on the primary producers is
entirely dependent on the herbivorous mesozooplanktonic group.
Finally, experiment BASE × 5 examined the model’s sensi-
tivity to different surface nutrient forcing scenarios. Testing the
model’s response to different drivers is fundamental in order to
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Number of samples per biochemical variable divided by season in the depth intervals
indicated. For chlorophyll and oxygen, numbers refer to 1m vertical resolution casts.
Variable Depth (m) Winter Spring Summer Autumn
Jan–Mar Apr–Jun Jul–Sep Oct–Dec
Chlorophyll Casts 62 66 65 66
Oxygen Casts 56 63 60 60
Nitrates 0–3 19 17 15 13
3–6 5 12 9 3
6–9 3 4 2 3
9–12 11 7 7 5
12–15 0 7 5 3
15–18 0 0 6 0
Phosphate 0–3 10 11 11 8
3–6 3 8 5 2
6–9 0 2 1 2
9–12 7 5 5 4
12–15 0 3 3 1
15–18 0 0 3 0
Ammonium 0–3 8 6 6 4
3–6 2 4 4 1
6–9 2 2 1 1
9–12 4 2 2 1
12–15 0 4 2 2
15–18 0 0 3 0
DOC 0–3 7 6 6 4
POC 3–6 2 4 4 1
PON 6–9 2 2 1 1
9–12 4 2 2 1
12–15 0 4 2 2
15–18 0 0 3 0Table 3
Summary of numerical experiments: BASE (complete BFM), MICRO (only microbial food web), HERB
(only herbivorous food web) and BASE × 5 (multiplies by 5 the surface nutrient forcing). P1: diatoms,
P2: nanophytoplankton, P3: picophytoplankton, Z3: carnivorous, Z4: omnivorous mesozooplankton, Z5:
microzooplankton, Z6: heterotrophic, B1: bacteria.
Experiment Herbivorous (P1, P2, Z3, Z4) Microbial (P3, B1, Z5, Z6) Surface nutrients
BASE Yes Yes clim.
MICRO No Yes clim.
HERB Yes No clim.
BASE× 5 Yes Yes clim.× 5provide consistent predictions regarding changes in themajor bio-
geochemical fluxes. In this experiment, the surface nutrient data
fed to themodelweremultiplied by five, thus dramatically increas-
ing the nutrient concentrations.
3. The BASE experiment and its sensitivity
3.1. Seasonal validation
The BASE experiment was designed to validate the model
results from the full blown BFM. Simulated seasonally averaged
vertical profiles of chlorophyll, oxygen, phosphate, nitrates,
dissolved organic carbon (DOC), particulate organic carbon (POC)
and particulate organic nitrogen (PON) were compared to the
corresponding seasonal profiles observed (see Table 1).
The simulated and observed seasonal profiles are compared
in Fig. 5. The results indicate that the model replicates chloro-
phyll and oxygen seasonal variability within one standard devia-
tion (Fig. 5, rows A and B respectively). Seasonal profiles always fall
within the observed standard deviation, except for the simulated
spring chlorophyll profile, which is underestimated. The simulated
vertical profiles of phosphate and nitrates (Fig. 5, rows C and D
respectively) lie close to the mean or fall within one standard de-
viation of the specific observations. However, the simulated sea-
sonal variability of ammonium (Fig. 5, row E) for winter and spring
is characterised by a concentration increase in depth which doesnot match the observed data. This overestimation is certainly one
aspect of the model’s configuration that requires careful attention.
The constant benthic remineralisation rate and the absence of a
complex benthic chamber could be the reason behind this mis-
match.
The simulated vertical profiles of DOC, POC and POM (Fig. 5,
rows F, G, H respectively) show points of agreement and disagree-
ment with observations. In the majority of the observed vertical
points, the data were so scarce that it was not possible to com-
pute the standard deviations, and an evaluation of themodel’s reli-
ability is therefore difficult. Although simulated concentrations are
underestimated, DOC seasonal profiles show a qualitative agree-
ment with observations (homogeneous vertical profiles in winter
and autumn, and concentrations decreasing in depth in spring and
summer). On the other hand, the POC and POM simulated profiles
show vertical structures that differ from the vertical profiles ob-
served, with a nearly constant increase from the surface to the bot-
tom. Concentration magnitudes however fell within the bulk val-
ues. Again, the mismatch in the vertical structure could be con-
nected to the simplified benthic boundary condition, which does
not account for major benthic processes.
3.2. Sensitivity of the forcings
Given the temporal non-homogeneity in the datasets used to
define the model forcings (see Table 1), a sensitivity test was
G. Mussap et al. / Regional Studies in Marine Science 6 (2016) 109–123 115Fig. 5. Model and data comparison for (A) chlorophyll, (B) oxygen, (C) nitrates, (D) phosphate, (E) ammonium, (F) DOC, (G) POC and (H) PON as climatological seasonal
profiles for site MA21. The continuous red line is the simulated mean seasonal profile, while observations are plotted as seasonal means with the standard deviation (where
data allows it). (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)carried out using different time averaged surface biochemical
and physical fields. It was decided to force the model only with
temperature, salinity, wind stress and solar radiation from the
overlapping period, 2000–2001. Biogeochemical seasonal vertical
profiles were compared to the BASE experiment and the results
are shown in Figure S1. This sensitivity experiment showed thatthe average forcings of temperature, salinity, solar radiation and
wind stress for 2000–2001 produced seasonal profiles that fell
within a 25% difference compared to those obtained in the BASE
experiment.
The results show that the different time-averaged forcings pro-
duced qualitatively the same ecosystem response. The largest dif-
116 G. Mussap et al. / Regional Studies in Marine Science 6 (2016) 109–123Fig. 6. Hovmöller plots of modelled results of phosphate, chlorophyll-a, omnivorous mesozooplankton and microzooplankton with heterotrophic nanoflagellates for the
BASE, MICRO, HERB and BASE× 5 experiments (top to bottom). Depth on the y-axis, months on the x-axis. Note the differences in scales.ferences were in oxygen and nitrates in summer, and in ammonia
in winter and autumn due to the sensitivity to chemical rates to
different temperature conditions. We believe that such differences
do not affect the conclusions regarding the identification of the car-
bonpathways in themechanistic experiments because the changes
revealed by those experiments are much larger than the changes
between the BASE and the sensitivity experiment.
4. Mechanistic experiments
4.1. MICRO experiment
In the MICRO experiment (Table 3, Fig. 6) the herbivore com-
ponents of the trophic web (diatoms, nanophytoplankton, car-
nivorous and omnivorous zooplankton) were removed from the
model. The model was run with only the microbial food web ac-
tive. The absence of a herbivorous chain results in an increase
in the available phosphate concentrations compared to the BASE
experiment, most probably due to the reduced competition for
nutrients. On the other hand, chlorophyll and microzooplank-
ton (microzooplankton andheterotrophic nanoflagellates) concen-
trations decrease. This result could be due to fewer photosyn-
thetic organisms in the system, which cause both a lower pri-
mary production and less prey available for microzooplankton.
Despite these system changes, however, the temporal evolution
and distribution of concentrations in the water column through-
out the year is comparable to that of the BASE experiment. The fact
that concentrations and distribution do not greatly differ from
the BASE experiment highlights the importance of the microbial
trophic web in this area.4.2. HERB experiment
In the HERB experiment (Table 2, Fig. 6), the simulated trophic
web was reduced to the herbivore branch by removing all the
microbial functional groups (bacteria, picophytoplankton, micro-
zooplankton and heterotrophic nanoflagellates). To some extent,
this configuration simplifies the system by making it a more
classical NPZD (nutrients–phytoplankton–zooplankton–detritus)
model, where the remineralisation is at a constant rate, substi-
tuting the roles of the bacteria and heterotrophic nanoflagellates
(Fasham et al., 2000). Organic matter remineralisation was thus
computed by introducing a constant remineralisation rate, while
the grazing pressure on the primary producerswas entirely depen-
dent on the herbivorous mesozooplanktonic group.
The variety of remineralisation rates found in the literature (Ta-
ble 4) prompted us to carry out various sensitivity runs to test
the responsiveness of the BFM to a constant remineralisation rate
applied to dissolved and particulate matter. We ran simulations
adopting a constant remineralisation parameter of 0.05, 0.1 and
0.2 d−1. The progressive increase in the constant remineralisation
parameter always yielded a much higher phytoplankton biomass
compared to that obtained in the BASE experiment. The increase
was roughly proportional to the increase in the magnitude of the
constant remineralisation parameter. Here we show results ob-
tained using a constant remineralisation parameter of 0.1 d−1.
The removal of all the microbial components from the
system leads to a decrease in phosphate concentrations, but an
increase in ammonium and nitrates. The high nutrient standing
stock results in a very strong phytoplankton biomass (diatoms
and nanophytoplankton). Very high chlorophyll concentrations
(>8 mg Chl-a m−3) occur between June and July in the lower
part of the water column, close to the seabed. The temporal and
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Remineralisation rates found in literature.
Author Year Remineralisation
rate (d−1)
Davis and Steele (1994) 1994 0.2
Fasham (1995) 1995 0.05
Doney et al. (1996) 1996 0.1
Stickney et al. (2000) 2000 0.05
Edwards (2001) 2001 0.1
Fennel et al. (2001) 2001 0.05
Lima and Olson (2002) 2002 0.25
Schartau and Oschlies (2003) 2003 0.048
Lima and Doney (2004) 2004 0.2
Powell et al. (2006) 2006 1.03
Fennel et al. (2006) 2006 0.01/0.03
Fiechter et al. (2009) 2009 1.0
Dorman et al. (2011) 2011 0.1
Scott et al. (2011) 2011 0.1
Kriest and Oschlies (2011) 2011 0.05
Kriest et al. (2012) 2012 0.05
Heinle and Slawig (2013) 2013 0.048
spatial distribution of mesozooplankton reflects that of primary
production, as expected. This rather different state of the system
obtained by forcing the trophic web to be only ‘‘herbivorous’’,
appears to dependon the lack of competition for nutrients between
primary producers and bacteria, and on the reduced grazing
pressure (removal of microzooplankton). Under these conditions,
the primary producers underwent a very strong development,
with much higher phytoplankton biomass than obtained in the
BASE and MICRO experiments. This is also reflected by the
concentrations of omnivorous mesozooplankton, which increased
dramatically compared to the BASE experiment. These results
highlight the importance of themicrobial system in controlling the
availability of the limiting nutrient via competition.
4.3. BASE× 5 experiment
The BASE × 5 experiment involved a significant change in
surface nutrient forcing (concentrationswere quintupled) andwas
designed to test the model’s sensitivity to external changes. This
is mandatory when developing a management tool, and can also
be considered as a first attempt to investigate the response of the
ecosystem to coastal eutrophication.
Results of the BASE× 5 experiment are shown in Fig. 6 (bottom
row). The enhanced surface nutrient flux boosted the primary pro-
duction processes, as indicated by themuchhigher (with respect to
the BASE Experiment) chlorophyll concentrations. The strongly in-
creased phytoplankton biomass determined the overall increase in
the consumers biomass and the phosphate accumulation near the
bottom in summer, as a result of the large organic matter sinking.
However, the changes induced by the increased nutrient input are
not simply quantitative, but also involve a strong remodulation of
the main mass and energy flux through the trophic web. In fact, in
order to highlight the outcome of the experiment, several indexes
of ecosystem functioning were also considered. Indexes relating to
the BASE× 5 experiment were compared to the corresponding in-
dexes from the BASE experiment (Fig. 7) in order to observe system
reactions in such conditions. The indexes considered were: the ra-
tio between herbivorous (phytoplankton to zooplankton) and mi-
crobial (from bacterioplankton to zooplankton) grazing (Legendre
and Rassoulzadegan, 1995), the phosphorus flux between bacte-
ria and phosphate, the ratio between micro–nano phytoplankton
and picophytoplankton, and the ratio between meso- and micro-
zooplankton.
The grazing ratio in Fig. 7(A) helps to identify the prevailing
trophic web pattern. Index values greater than one indicate a
prevailing ‘‘herbivorous’’ trophic web, while values smaller thanone indicate a prevailing ‘‘microbial’’ pathway. It should be noted
that in the BASE experiment, the trophic structure is persistently
‘‘microbial’’ fromMay to November, and ‘‘herbivorous’’ for the rest
of the year. For a significant part of the year, a larger nutrient input
(BASE× 5 experiment) leads to a restructuring of the trophic web
thus making it a more ‘‘herbivorous’’ structure, with a shorter and
weaker ‘‘microbial’’ period during the warmest months.
The bacterial functional role was also examined via the
phosphorus flux between bacteria and phosphate (Fig. 7(B)). In
concomitance with a shift in the trophic web structure, the
bacterial functional role also changed. Generally speaking, bacteria
tend to act as net organic matter remineralizers (positive flux)
when the herbivorous trophic web is dominant, and competitors
for inorganic phosphorus (negative flux) when microbes prevail.
In BASE × 5, this structure was enhanced and the shift in the
bacterial roles is very evident. While in the BASE experiment
bacteria always acted as phytoplankton competitors (with the flux
close to zero during winter months) for nutrients, in BASE × 5,
fluxes were stronger and the switch between roles is clear. From
December to April bacteria act as remineralizers, with fluxes
reaching>0.02 mmol m−3 d−1. During warmer months however,
they compete with phytoplankton for nutrients. Therefore, higher
nutrients concentrations cause the system to shift towards a more
herbivorous trophic structure and a more varied bacterial activity.
Phytoplankton and zooplankton ratios (Fig. 7(C) and (D)) give
an indication of the size distribution in these communities. Results
show how, as a consequence of higher nutrient concentrations in
the system, larger phytoplankton and zooplankton groups develop
(higher ratios). In fact, it is clear how the more modest nutrient
concentrations of the BASE experiment lead to a system mainly
composed of smaller organisms.
The results of the BASE× 5 experiment support the theory ad-
vanced by Legendre and Rassoulzadegan (1995), that the reduction
in the limiting nutrient influences the type of the prevailing food
web. Thiswas also found by Thingstad and Sakshaug (1990) in their
idealised, steady-state, mathematical model, and by Samuelsson
et al. (2002) in theirmicrocosm experiments. Riegman et al. (1993)
also found that small algae are better competitors for light and nu-
trients than larger algae. Thus, the model demonstrated its capa-
bility to respond appropriately to nutrient forcing, thus capturing
the major food web dynamics.
5. Discussion
5.1. Trophic interactions
The mechanistic experiments were designed to achieve a
qualitative understanding of the lower trophic levelweb dynamics,
and of the role playedbydifferent functional groups in determining
the trophic web structure. The comparison with the available
observations indicated that the model is able to capture (within
one standard deviation) the observed seasonal dynamics of
biogeochemical variables.
The results of the MICRO and HERB experiments highlighted
that the importance of the microbial and herbivorous food webs
is mostly governed by environmental conditions (Legendre and
Rassoulzadegan, 1995; Danger et al., 2007).
When only the microbial web was kept active (MICRO exper-
iment), the vertical structure and the temporal variability of the
biogeochemical state variables differed little from the reference
simulation (BASE Experiment). On the contrary, concentrations in-
creased unrealistically in the HERB experiment.
Such results confirm the findings of Fonda Umani et al. (2006)
about the importance of the microbial food web even in a coastal
environment. The microbial food web prevalence appears to be
dictated by the nutrient limitation condition as suggested by the
118 G. Mussap et al. / Regional Studies in Marine Science 6 (2016) 109–123Fig. 7. Indices of ecosystem functioning and matter-transfer pathways. (A) Ratio between the carbon flow due to herbivorous grazing (from autotrophs to zooplankters,
values greater than one) and the one due to microbial grazing (from bacterioplankton to zooplankters, values smaller than one; in semi-logarithmic scale). (B) Phosphorus
flux between bacteria and dissolved inorganic phosphorus (Positive fluxwhen remineralising, negative fluxwhen competing). (C) Ratio betweenmicro–nano phytoplankton
and picophytoplankton. (D) Ratio between omnivorous mesozooplankton and microzooplankton.BASE × 5 experiment. In fact, the substantial increase of the nu-
trient external input indicated a shift of the main mass and energy
flow through the trophicweb. The system responded to the change
in the external forcing by shifting fromaprevailingmicrobial struc-
ture to an alternating microbial and herbivorous structure. Simi-
larly, Hardman-Mountford et al. (2013) also observed an alteration
of the plankton community towards larger organisms in response
to surface nutrient enrichment.
These results support the theory advancedby Legendre andRas-
soulzadegan (1995), that the reduction in the nutrient limitation
conditions influence the type of prevailing food web. This was also
found by Thingstad and Sakshaug (1990) in their idealised, steady-
state,mathematicalmodel, and by Samuelsson et al. (2002) in their
microcosm experiments.
5.2. Management questions addressed
Experiment results demonstrated that the BFM–POM 1D
system is able to correctly simulate the lower level trophic
interactions and carbon pathways of the Gulf of Trieste.
Furthermore, it proved to be able to modify its main trophic
structure in response to changes in the external forcing. From a
quantitative point of view,model performance is still relatively low
mainly because the Gulf of Trieste physical dynamics is not well
captured by a 1-D model which neglects horizontal advection and
horizontal patchiness. Thus the studywas directed towards amore
holistic assessment, focusing on the overall system characteristics
rather than on specific state variables. As already stressed above,
seasonal structures and trends were generally correctly capturedand ecosystem functions were appropriately represented. This
opens the way for the use of the model to explore and discover
causal relationships (de Mora et al., 2016).
With the increased complexity of marine legislation, the need
to have available cost-effective decision tools is urgent in order to
understand the state of the environment (Hyder et al., 2015).
We believe that BFM–POM1D could potentially help in answer-
ing some of the questions regarding the Good Environmental Sta-
tus (GES) under the Marine Strategy Framework Directive (MSFD).
In fact, our study addresses, at least partially, questions regarding
the interactions between food web structure and other GES de-
scriptors, the impacts of changes in shelf seas biogeochemistry on
ecosystem state and the potential efficiency gains from redesign-
ing monitoring programmes.
In particular, BFM–POM 1D can provide information regarding
foodweb structure and eutrophication (descriptors 4 and 5 respec-
tively), which are of particular interest to the MSFD. The model
shows to have an overall robust structure (see supplementary ma-
terial, Appendix C), which is recommended for the study of the low
level trophic food web structure. Moreover, experiment BASE× 5
highlighted changes induced by variations on nutrient inputs.
Therefore, a science-based modelling tool, such as the one
developed here, could help decision makers to understand lower
trophic web interactions in a given area (if backed up by extensive
and reliable hydrodynamical data), and to study the sensitivity
of the system to external forcings. This could be considered a
first step in the definition of a science-based tool, which exploits
the structure of a complex biogeochemical model for exploring
environmental issues.
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Overall, BFM–POM1D shows someweaknesses in the represen-
tation of certain variables such as chlorophyll, oxygen and DOC,
which are on the whole underestimated. Similarly, ammonium
tends to be overestimated near the seabed. This could be the re-
sult of the parametrisation of nitrification, which is not mediated
by bacteria.
Future work should be directed towards the inclusion of a
fourth phytoplanktonic functional group (large phytoplankton)
and a more complete benthic model, rather than a simple benthic
return. In such shallow areas, the benthic environment can
potentially play a critical role in the carbon cycle dynamics and in
shaping the pelagic realm.
Work is currently being carried out in order to satisfy these
improvements and further investigate and understand the Gulf of
Trieste area.
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Appendix A
The coupled numerical model BFM–POM
The BFM–POM 1D combines the physical with the biological
processes to compute the temporal rate of change of a generic
biogeochemical variable expressed in terms of concentration
Aj(z, t), where j = 1, 2, 3, . . . , nstate and nstate corresponds to the
total number of pelagic state variables. Tables A.1–A.5 give the
specific state variables with the parameters’ values used in the
equations as written in Vichi et al. (2007). The temporal rate of
change of Aj is therefore defined as:
∂Aj
∂t
= ∂Aj
∂t

phys
+ ∂Aj
∂t

bio
(A.1)
where the rate of change due to physical processes is defined as
∂Aj
∂t

phys
= −Ws ∂Aj
∂z
+ ∂
∂z

KH
∂Aj
∂z

. (A.2)
Here, Ws is he settling velocity of the variable, and Ws = 0 for
the dissolved constituents. KH is the diffusion coefficient.
The surface boundary conditions are:
KH
∂Aj
∂z

z=0
= 0 (A.3)
for all the LO and NO state variables type,
KH
∂Aj
∂z

z=0
= Fj (A.4)
for the (see Table A.1)O(2) (dissolved oxygen),O(3) (carbon dioxide)
and O(5) (alkalinity) state variables, where Fj is the flux computed
at the air–sea interface according to Wanninkhof (1992).
For the nutrient IO state variables (N (1), N (3), N (4), N (5)) the
surface boundary condition is:
KH
∂Aj
∂z

z=0
= λ(Aj − Ajs) (A.5)where Aj is the current nutrient surface value, Ajs is the
corresponding climatological value and λ is the relaxation velocity
(here set to 0.6 m d−1).
At the bottom (z = −H) the boundary conditions are:
KH
∂Aj
∂z

z=−H
= 0 (A.6)
for all LO and NO state variables, while for the IO is:
KH
∂Aj
∂z

z=−H
= ωremin △ zbot (A.7)
where △zbot is the depth of the bottommost layer of the vertical
grid andωremin is a calculated sediment–water exchange rate at the
bottom interface for Aj. This is defined as
ωremin = Ajben αrmn (A.8)
where Ajben is the concentration of detritus in the benthic
environment and αrmn is the specific prescribed remineralisation
rate.
Oxygen consumption is stoichiometrically associated to carbon
remineralisation rates and the nitrogen remineralisation is parti-
tioned into ammonium and nitrate flux with a constant value. Ta-
ble A.6 summarises the values used for the concentration of detri-
tus and the remineralisation rates.
Regarding light in the biological model, phytoplankton’s self-
shading effect is taken into consideration and the irradiance, used
as forcing functions for the calculation of production rates, is
defined as
EPAR = εPARQSeλwz+
 0
z λbio(z
′)dz′ (A.9)
where εPAR is the coefficient determining the portion of PAR,
QSeλwz+
 0
z λbio(z
′)dz′ is the incoming solar radiation at the surface,
λw is the visible extinction coefficient and
λbio =

i
cPiPi + cDD+ cMM (A.10)
where Pi is the carbon content of phytoplankton groups in the
model, D the carbon content of particulate detritus and M the
suspended inorganic sediments (ISM). The c constants are the
specific contributions to the total extinction coefficient of each
suspended substance (Vichi et al., 2003). Surface PAR is prescribed
through daily values means.
The POM
POM is a free surface, hydrostatic, primitive equation, finite dif-
ference model (Blumberg and Mellor, 1983). In this ‘‘diagnostic’’
one dimensional implementation, the model prognostically com-
putes the vertical velocity (u, v) and turbulent diffusivity profiles
(KM , KH ) for tracers and momentum. The temperature and salinity
(and therefore density) vertical profiles are dynamically interpo-
lated in time from climatological monthly profiles. The prognostic
equations for the velocity profiles are:
∂U
∂t
− fV = ∂
∂z

KM
∂U
∂z

(A.11)
∂V
∂t
+ fU = ∂
∂z

KM
∂V
∂z

(A.12)
where f = 2Ω sinφ is the Coriolis parameter and φ is the latitude.
The vertical diffusivity coefficients are calculated assuming the
closure hypothesisKM(z) = qlSH , where SH is an empirical function
(Mellor and Yamada, 1982). The change in time of turbulent kinetic
energy is then
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∂t

q2
2

= ∂
∂z

KM
∂q2/2
∂z

+ Ps + Pb − ε (A.13)
where q2/2 is the turbulent kinetic energy, KM diffusion, Ps the
turbulent kinetic energy production by shear, Pb the buoyant
production/dissipation and ε the dissipation due to turbulence.
The turbulent length scale is defined as:
∂
∂t
(q2l) = ∂
∂z

KM
∂q2l
∂z

+ E1[PS + Pb] − q
3
B1
W˜ (A.14)
where W˜ is a function of the distance between rigid boundaries,
and E1 and B1 are empirical constants.
Boundary conditions
To solve Eqs. (A.11)–(A.14), we need to define vertical boundary
conditions for U, V , q2, q2l.
The U and V vertical boundary conditions are:
KM
∂U
∂z

z=0
= τ (x)w (A.15)
KM
∂V
∂z

z=0
= τ (y)w (A.16)
KM
∂U⃗
∂z

z=−H
= τ⃗b (A.17)where τ⃗w = (τ (x)w , τ (y)w ) is the wind stress prescribed through
interpolation between adjacent monthly values and τ⃗b is the
bottom drag coefficient defined as
τ⃗b = Cb
U⃗b U⃗b (A.18)
where Cb is the bottom drag coefficient, and U⃗b = (Ub, Vb) is the
velocity at the bottommost layer.
The boundary conditions for turbulent kinetic energy at the
surface (z = 0) depend on the wind stress intensity and are
represented by the following semi-empirical equation:
q2

z=0
= B
2
3
1
|τ⃗w|
Cd
. (A.19)
The bottom boundary condition (z = −H) is
q2

z=−H
= B
2
3
1
|τ⃗b|
Cb
. (A.20)
Appendix B
Description and values of the parameters of BFM–POM 1D used
in the BASE experiment. The parameter choice originates from a
calibration exercise carried out based onmodel defaults, Vichi et al.
(2007) and personal communication.Table A.1
List of the reference state variables Ai for the pelagic model. The subscript i indicates the basic components (if any) of the variable, e.g. P
(1)
i ≡ (P (1)c , P (1)n , P (1)p , P (1)s , P (1)l , P (1)f ).
nstate Variable Type Const. Units Description
1 N (1) IO P mmolP m−3 Phosphate
2 N (3) IO N mmolN m−3 Nitrate
3 N (4) IO N mmolN m−3 Ammonium
4 N (5) IO Si mmolSi m−3 Silicate
5 N (6) IO R mmolS m−3 Reduction equivalents, HS−
6 O(2) IO O mmolO2 m−3 Dissolved oxygen
7 O(3) IO C mgC m−3 Carbon dioxide
8 O(5) IO – mmol Eq m−3 Total alkalinity
9 P (1)i LO C N P Si Chl mgC m
−3 , mmolN–P m−3 , µmol, mg Chl-am−3 Diatoms
10 P (2)i LO C N P Chl mgC m
−3 , mmolN–P m−3 , µmol, mg Chl-am−3 Flagellates
11 P (3)i LO C N P Chl mgC m
−3 , mmolN–P m−3 , µmol, mg Chl-am−3 Picophytoplankton
12 P (4)i LO C N P Chl mgC m
−3 , mmolN–P m−3 , µmol, mg Chl-am−3 Picophytoplankton
13 Bi LO C N P mgC m−3 , mmolN–P m−3 Pelagic bacteria
14 Z (3)i LO C N P mgC m
−3 , mmolN–P m−3 Carnivorous mesozooplankton
15 Z (4)i LO C N P mgC m
−3 , mmolN–P m−3 Omnivorous mesozooplankton
16 Z (5)i LO C N P mgC m
−3 , mmolN–P m−3 Microzooplankton
17 Z (6)i LO C N P mgC m
−3 , mmolN–P m−3 Heterotrophic Flagellates
18 R(1)i NO C N P mgC m
−3 , mmolN–P m−3 Labile dissolved organic matter
19 R(2)c NO C mgC m−3 Semi-labile dissolved organic carbon
20 R(3)i NO C mgC m
−3 Semi-refractory dissolved organic carbon
21 R(6)i NO C N P Si mgC m
−3 , mmolN–P–Si m−3 Particulate organic detritus
Legend: IO = Inorganic; LO = Living organic; NO = Non-living organic.Table A.2
List of the parameters in the BFM pelagic equations for phytoplankton.
Parameter Symbol P (1) P (2) P (3)
Characteristic Q10 coefficient (–) p_q10 2.0 2.0 2.0
Cut-off threshold for temperature factor (–) p_qtemp 0.0 0.0 0.0
Maximal productivity at 10 °C (day−1) p_sum 2.5 3.0 3.5
Respiration rate at 10 °C (day−1) p_srs 0.05 0.05 0.05
Max.specific nutrient-stress lysis rate (day−1) p_sdmo 0.01 0.01 0.01
Half saturation constant for nutrient stress lysis (–) p_thdo 0.1 0.1 0.1
(continued on next page)
G. Mussap et al. / Regional Studies in Marine Science 6 (2016) 109–123 121Table A.2 (continued)
Parameter Symbol P (1) P (2) P (3)
Extra lysis rate (biomass density-dependent) (day−1) p_seo 0.0 0.0 0.0
Half saturation constant for extra lysis (mgC m−3) p_sheo 0.0 0.0 0.0
Excreted fraction of primary production (–) p_pu_ea 0.01 0.1 0.1
Activity respiration fraction (–) p_pu_ra 0.1 0.1 0.2
Membrane affinity for N (m3/mgC/day) p_qun 0.025 0.025 0.025
Half saturation constant for NH4 uptake preference over NO3 (mmolN/m3) p_lN4 1.0 0.5 0.1
Minimum quotum N:C (mmolN/mgC) p_qnlc 6.87× 10−5 6.87× 10−5 6.87× 10−5
Reference quotum N:C (mmolN/mgC) p_qncPPY 0.0126 0.0126 0.0126
Multiplication factor for luxury storage (–) p_xqn 2.0 2.0 2.0
Membrane affinity for P (m3/mgC/day) p_qup 2.5× 10−3 2.5× 10−3 2.5× 10−3
Minimum quotum P:C (mmolP/mgC) p_qplc 4.29× 10−4 4.29× 10−4 4.29× 10−4
Reference quotum P:C (mmolP/mgC) p_qpcPPY 7.86× 10−4 7.86× 10−4 7.86× 10−4
Multiplication factor for luxury storage (–) p_xqp 2.0 2.0 2.0
Half saturation conc. for dissolved Si limitation (mmolSi m−3) p_chPs 1.0 0.0 0.0
Membrane affinity for Si (m3/mgC/day) p_qus 0.0 0.0 0.0
Minimum quotum Si:C (mmolSi/mgC) p_qslc 4.3× 10−3 0.0 0.0
Reference quotum Si:C (mmolSi/mgC) p_qscPPY 8.5× 10−3 0.0 0.0
Nutrient stress threshold for sinking (–) p_esNI 0.7 0.75 0.75
Maximum Sinking velocity (m day−1) p_res 5.0 0.5 0.5
Specific turnover rate for Chla (day−1) p_sdchl 0.2 0.2 0.2
Initial slope of the P-E curve (mgC s m2/mgChl/uE) p_alpha_chl 1.1× 10−5 0.46× 10−5 0.7× 10−5
Reference quotum Chla:C (mgChla/mgC) p_qlcPPY 0.035 0.02 0.02
Chla-specific extinction coefficient (m2/mgChla) p_epsChla 0.03 0.03 0.03
Relaxation rate towards maximum Chla:C (day−1) p_tochl_relt 0.25 0.25 0.25
Optimal value of E_PAR/E_K (–) p_EpEk_or 3.0 3.0 3.0Table A.3
List of the parameters in the BFM pelagic equations for microzooplankton.
Parameter Symbol Z (5) Z (6)
Q10 value for physiological rates (–) p_q10 2.0 2.0
Potential growth rate (day−1) p_sum 2.0 5.0
Respiration rate at 10 °C (day−1) p_srs 0.02 0.02
Mortality rate due to oxygen limitation (day−1) p_sdo 0.25 0.25
Temperature independent mortality (day−1) p_sd 0.0 0.0
Assimilation efficiency (–) p_pu 0.5 0.3
Fraction of activity excretion (–) p_pu_ea 0.25 0.35
Half-saturation oxygen concentration (mmolO2 m−3) p_chro 0.5 0.5
Half-saturation food concentration for Type II (mgC m−3) p_chuc 200.0 200.0
Half-saturation food concentration for preference factor (mgC m−3) p_minfood 50.0 50.0
Maximum quotum N:C (mmolN/mgC) p_qncMIZ 1.67× 10−2 1.67× 10−2
Maximum quotum P:C (mmolN/mgC) p_qpcMIZ 1.85× 10−3 1.85× 10−3Table A.4
List of the parameters in the BFM pelagic equations for mesozooplankton.
Parameter Symbol Z (3) Z (4)
Q10 value for physiological rates (–) p_q10 2.0 2.0
Respiration rate at 10 °C (day−1) p_srs 0.01 0.02
Potential growth rate (day−1) p_sum 2.0 2.0
Specific search volume (m3 mgC d−1) p_vum 0.0025 0.0025
Assimilation efficiency (–) p_puI 0.6 0.6
Fraction of faeces production (–) p_peI 0.3 0.35
Specific density-dependent mortality (m3 mgC d−1) p_sdo 0.01 0.01
Background natural mortality (day−1) p_sd 0.02 0.01
Exponent of density-dependent mortality (–) p_sds 2.0 2.0
Maximum quotum P:C (mmolP/mgC) p_qpcMEZ 1.67× 10−3 1.67× 10−3
Maximum quotum N:C (mmolN/mgC) p_qncMEZ 0.015 0.015
Half-saturation O2 concentration (mmolO2 m−3) p_clO2o 30.0 30.0Table A.5
Pelagic bacteria parameters description and value.
Parameter Symbol B(1)
Characteristic Q10 p_q10 2.95
Half saturation constant for O2 (mmol/m3) p_chdo 30.0
Specific mortality rate (day−1) p_sd 0.0
Density dependent specific mortality rate (day−1) p_sd2 0.0
Specific potential uptake fro nutrient-rich DOM (day−1) p_suhR1 0.5
Specific potential uptake fro nutrient-poor DOM (day−1) p_sulR1 0.0
Specific potential uptake for semi-labile DOC (day−1) p_suR2 0.05
(continued on next page)
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Parameter Symbol B(1)
Specific potential uptake for semi-refractory DOC (day−1) p_suR3 0.01
Specific potential uptake for POM (day−1) p_suR6 0.1
Specific potential growth rate (day−1) p_sum 8.38
Activity respiration fraction (–) p_pu_ra 0.4
Additional respiration fraction at low O2 (–) p_pu_ra_o 0.2
Specific rest respiration (day−1) p_srs 0.01
Optimal N/C ratio (mmolN/mgC) p_qncPBA 0.0167
Optimal P/C ratio (mmolP/mgC) p_qpcPBA 0.00185
Minimal N/C ratio (mmolN/mgC) p_qlnc 0.0167
Minimal P/C ratio (mmolP/mgC) p_qlpc 0.00095
Membrane affinity for N (mmolN/mgC/day) p_qun 0.05
Membrane affinity for P (mmolP/mgC/day) p_qup 0.005
Half saturation ammonium conc. for uptake (mmolN/m3) p_chn 5.0
Half saturation ammonium conc. for uptake (mmolP/m3) p_chp 0.5
Relaxation timescale for N uptaken/remin. (day−1) p_ruen 1.0
Relaxation timescale for P uptaken/remin. (day−1) p_ruep 1.0
Relaxation timescale for semi-labile excretion (day−1) p_rec 1.0
Excretion of semi-refractory DOC (–) p_pu_ea_R3 0.015Table A.6
Pelagic food matrix.
Predators Preys
P (1)i P
(2)
i P
(3)
i Z
(3)
i Z
(4)
i Z
(5)
i Z
(6)
i B
(1)
i
Z (3)i 0.0 0.0 0.0 1.0 1.0 1.0 0.0 0.0
Z (4)i 1.0 0.75 0.7 0.0 1.0 1.0 0.0 0.0
Z (5)i 1.0 1.0 0.1 0.0 0.0 1.0 1.0 0.1
Z (6)i 0.0 0.2 1.0 0.0 0.0 0.0 0.2 1.0Table A.7
Benthic nutrient concentrations, remineralisation rates and partitioning coefficient.
Symbol Value Units Description
p_reminQ (6)c 0.005 d
−1 Specific remineralisation rate of carbon
p_reminQ (6)n 0.005 d
−1 Specific remineralisation rate of nitrate
p_reminQ (6)p 0.005 d
−1 Specific remineralisation rate of phosphate
p_reminQ (6)s 0.005 d
−1 Specific remineralisation rate of silicate
p_pQIN3 0.1 – Partitioning coefficient between NO3 and NH4Appendix C. Supplementary material
Supplementary material related to this article can be found
online at http://dx.doi.org/10.1016/j.rsma.2016.03.015.
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