Abstract. In CFD computations, discretization errors or truncation errors should be small providing an acceptable level of accuracy . In this paper an alternative use is made of the recently proposed LES formalism based on sampling operators. It is shown that the sampling-based dynamic procedure, in combination with an appropriate truncation error model, can be used as a technique to increase the numerical accuracy of a discretization. The technique is resemblant to the well-known Richardson extrapolation. The procedure is tested on a 1D convection-diffusion equation and a 2D lid-driven cavity at Re = 400, using a finite difference method. Very promising results are obtained.
INTRODUCTION
All numerical simulations (laminar, DNS, LES,...) are liable to numerical discretization errors, due to the finite representation of the derivative operators on the computational grid. The reliability and accuracy of a simulation depend partially on the ability to control these discretization errors. It is known that these errors can be quite large for high wavenumbers appearing e.g. in steep gradients or small vortices. Especially in LES, the smallest resolved scales of the spectrum contain a significant amount of energy [1, 2, 3] . Therefore, these errors should be small enough providing an acceptable level of accuracy. However, the complexity of implementing high-order methods, to improve the numerical accuracy, or the computational cost of fine meshes are prohibitive for CFD simulations in complex geometries. Recently, a new sampling formalism for Large Eddy simulation was proposed by Debliquy et al. [4] , Knaepen et al. [5] and used by Winckelmans et al. [6] , which is a projection method for Navier-Stokes equations from continuum space to a discrete space, using a sampling operator instead of a filter operator. Since the sampling operator is not commutative with spatial derivatives, a closure term appears which represents the loss of information due to the projection on a discrete mesh. In [4, 5] a Smagorinsky model was proposed that, by relying on a so-called generalized dynamic procedure, succeeded in accounting for the subgrid scales. In this paper, we investigate the ability of this sampling based dynamic procedure, in combination with an appropriate model for the truncation error to obtain higher-order numerical accuracy. Two such possible models are presented. Further, we show that Richardson extrapolation is a special formulation of this procedure. First we introduce the sampling formalism in a finite difference context. Then, the generalized dynamic procedure for truncation error modelling is explained and analyzed, and its relation to Richardson extrapolation is discussed. We propose two different models for the truncation error of the Navier-Stokes equations, including a Smagorinsky-like model. Finally, in order to evaluate the numerical qualities of the proposed method, without any turbulence modeling ambiguities, we test the concept on a 1D convection-diffusion equation and a 2D laminar lid-driven cavity at Re = 400.
THE SAMPLING FORMALISM
Consider the continuity equation and the Navier-Stokes equations 1 , for the vector field u ( x, t) and the pressure field p ( x, t) of an incompressible fluid (ρ = 1) in IR n , n ∈ {1, 2, 3}
Projecting the Navier-Stokes equations from a continuum physical domain Ω ⊂ IR n to a corresponding discrete physical domain Ω ∆ 1 = { x 1 , . . . , x N }, x l ∈ Ω, with N the number of grid points, representing the grid with grid spacing ∆ 1 , requires the definition of an appropriate projection operator. Hence, we define the sampling operator S ∆ 1 , which operates between Ω and Ω ∆ 1 . This sampling operator S ∆ 1 is idempotent, and commutative with the product of the non-linear terms.
However, S ∆ 1 does not commute with spatial derivatives as they cannot be evaluated at an infinitesimal interval ǫ. dφ dx = lim ∆→ǫ>0 ∆φ ∆x We use the notation S ∆ 1 • u i = u i and S ∆ 1 • ∂ = δ. Applying now S ∆ 1 to the continuity equation (1) and the Navier-Stokes equations (2) 1 Hereafter, no summation convention should be applied to the repeated subscript i, denoting the vector component in the momentum equations. To all other indices in de momentum equations and index i in the continuity equation, the summation convention appies, unless stated otherwise
leading to truncation errors in both continuity and momentum equations due to the noncommutativity of the operator S ∆ 1 with the spatial derivatives. These truncation terms have the basic form
Σ
Although both errors vanish in the limit N → ∞, they are generally not negligible for finite grids. Given a discretization scheme, the exact form for the truncation errors (7) and (8) can be obtained from Taylor series expansion, provided that the field is sufficiently smooth on the grid. We choose the discretization scheme a priori to be 2 nd order central difference approximation for both 1 st and 2 nd order partial derivatives. The grid Ω ∆ 1 = { x 1 , . . . , x N }, x l ∈ Ω has a uniform spacing ∆x i in each spatial direction. The finite difference approximations of the derivatives of a scalar u i with respect to x j in a node x j = x l j are
Then the exact Taylor series expansion of the continuous derivative can be written as
Substituting the previous expressions in the continuity equation (1) and the Navier-Stokes equations (2), which is equivalent to applying the sample operator S ∆ 1 , leads to the exact 2 no summation convention expressions for the truncation terms Π ∆ 1 (7)and Σ
Our objective is to obtain a model that increases the accuracy of the second order approximations, by using information from two different grid resolutions, in the philosophy of the generalized sampling based dynamic procedure.
THE GENERALIZED DYNAMIC PROCEDURE FOR TRUNCATION ERROR MODELLING

Concept
The original dynamic procedure, based on the Germano [7] identity can be extended to a more general approach in the sampling context. Note that Jeanmart and Winckelmans [8] , already suggested the use of a sampling operator in the dynamic procedure. The same terminology as in Section (2) is used. Projection is done of the Navier-Stokes equations from a continuum physical domain Ω ⊂ IR n to a corresponding discrete physical domain Ω
. This corresponds with the sampling operators
We keep the notation
We also keep the same notation for the discrete derivative-operator S ∆ 2 • ∂ = δ. Applying the operator S ∆ 1 on the continuity equation (1) and Navier-Stokes equations (2) leads to
i are truncation errors that are known theoretically, but cannot be evaluated numerically. C ∆ 2 and N
are called here the continuity and Navier-Stokes operators.
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Subsequently, applying S ∆ 2 to the continuous set (1) and (2) gives
Ideally, the latter set should also be obtained by applying the sampling operator S ∆ 2 to the first set of equations (16-17) giving
Consistency between formulations (18-19) and (20-21) imposes the following relations:
These explicitly express the commutation errors made by the projection Ω
The left-hand sides of (22) and (23) 
and analogously for the test-level ∆ 2 . Using a similar terminology as in the classic dynamic procedure, the expressions (22) and (23) can be written as
in which the Leonard terms L and the model terms M read
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The Leonard terms are thus resemblant to the expressions (7) (8) . Explicitely written, they are given as
Similar expressions are obtained for the model terms. In the approach of Knaepen et al. [5] , a single field C σ was used to model the error of the separate momentum equations leading to a least square optimization procedure as a compromise between the 3 independent conditions (27). Here we propose separate fields C σ i for the separate equations, from which the optimal parameter can be determined for every independent condition (27). It could be necessary to filter the quantities before calculating the scalar fields C π and C σ i , to remove undesirable high frequency pollution or singularities, leading to instability of the algorithm. We suggest to use a least square method leading to
where a smoothing filter is applied, such as a local moving average or a global average. For the latter averaging, constant fields are obtained. C π and C σ i can be positive or negative, dependent on the adopted discretization scheme. Clipping may be necessary, if excessive values jeopardize the algoritm's stability. Finally, C π and C σ i , given on the coarse grid, are interpolated to the fine grid using a piecewise Cubic Hermite interpolation. A fully embedded test grid is applied.
Analysis
We use the notation
. Consider the exact Taylor series expansion of the n-th order derivative, for a k-th order central discretization scheme
We assume now, that the leading order truncation term is an adequate model for the complete truncation error. Discretization of this term and applying the generalized dynamic procedure leads to a coefficient c k
Substitution of which in (36) results finally in
This expression is closely related to a generalized form of Richardson extrapolation. Under the assumption
the generalized Richardson extrapolation formula is obtained
which is fully equivalent with a (k + 2) th order accurate central scheme for the n th derivative. For further analysis of expression (39), and the implications of approximation (40), a Fourier analysis is performed for the 2 nd order accurate gradient. We adopt the Taylor series expansion
resulting with the dynamic procedure in The blending factor f is introduced in order to switch between the dynamic procedure (39) (f = 1) and Richardson extrapolation (41) (f = 0), and to investigate intermediate behaviour.
In Fourier space, the gradient can be written as
with κ ′ the modified wavenumber. Modified wavenumbers are given in figure 1 for a 2 nd , 4 th (equals Richardson Extrapolation f = 0) and 6 th order central scheme, and also for the expression (44). The latter is given at values of f = 1, . The full dynamic procedure f = 1 leads to singularities for certain wavenumbers, and is for this reason useless. We noticed from a semilog error plot that f = is the value for which the dynamic procedure obtains best results. For the lower wavenumbers the accuracy is slightly better than 6 th order, for the higher wavenumbers it is slightly less.
MODELLING OF THE TRUNCATION ERRORS
Instead of evaluating a truncation correction for every separate derivative in the NavierStokes equations, we would like to increase the accuracy of the discretization by using one model for all truncation errors together. Arguing that the leading terms of the Taylor series expansion are the most important (being the largest source of error), we take them Dieter Fauconnier, Chris De Langhe and Erik Dick as the basic modeling ingredients, and rewrite (13) and (14) as
We now make the assumption that to a certain degree of accuracy we can merge the different series between the brackets in (47) into the vector field C σ i . Similarly denoting the terms between brackets in (46) by the scalar field C π , we obtain as modeling basis
For a 2D flow, this results in
This model is closely related to the exact expression of the discretization error. The major drawback is the requirement of a broader 5-point stencil to evaluate the 3 rd and 4 th derivatives. This can be very unpleasant near walls, where excentric 6-point stencils (also second order accurate) have to be constructed to maintain the overall accuracy. It would be more convenient if the higher order derivatives could be reduced to maximum 2 nd order, the highest appearing order in the physical Navier-Stokes equations. The general idea behind the reduction of the high order derivatives for modeling purposes, is based on the observation that in Fourier space, higher order derivatives and certain products of lower order derivatives have identical modified wavenumbers. In physical space, such an approximation preserves the same character although it is not identical. We propose therefore the approximation
In order to obtain the same modified wavenumber in (53), the condition n = p · q + r should be satisfied. If n = 3, and if we choose p = 1, q = 1 and r = 2, a Smagorinsky-like approximation appears. The convective terms in (47) can be transformed, using (53) into
For the truncation error of the continuity equation (46), the pressure terms and the viscous terms in the truncation error of the Navier-Stokes equations (47), the foregoing hypothesis (53) does not lead directly to a suitable Smagorinksy-like model. Therefore, we decide, in a first attempt to model the truncation terms in a Smagorinsky-like fashion, to leave the truncation model for the continuity equation in its form (48), and to neglect the pressure terms and viscous terms in (47). This finally results in a Smagorinsky-like model for the momentum equations
where an additional approximation is made by giving all terms in the truncation error model the same coefficient. For a 2D flow this results in 
RESULTS
In order to evaluate the numerical qualities of the procedure, in the absence of ambiguities caused by turbulence modeling aspects, we choose to test it on a laminar flow. We first analyse the method on a 1D convection-diffusion equation. Then we study the more complex flow of a 2D driven cavity at Reynolds number Re = 400
1D convection-diffusion equation
The 1D convection-diffusion equation is a very interesting canonical problem, which represents boundary layer behavior. Within the domain Ω = [0, L] ⊂ IR, this equation supplemented with a set of Dirichlet boundary conditions, is given by
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Code Σ with c the convection speed and ν the viscosity. If we define the Péclet number P e = L κ , with κ = ν c , the analytical solution reads
Discretization on a uniform grid gives
We propose for Σ ∆ 1 the basic form
An overview of the different models for an overall 2 nd order central discretization are given in Table 1 . (Tests with a 1 s t order upwind and a 3 r d order Kappa-Van Leer scheme for the convective terms were also performed. These results are not included here.) Note that for C σ = 1 12
an exact 4 th order accuracy is reached for model cd.a. Because of the relation
models cd.a and cd.b are analytically fully equivalent This artifact is only present in this simple linear problem. However, it allows us to investigate the effects of broader stencils and their evaluation at the wall. Inconsistencies appear when evaluating the stencils at different grids (Ω ∆ 1 and Ω ∆ 2 ) in near wall nodes, because of the use of excentric stencil formulations respecting the internal order of accuracy. As a consequence, an incorrect value for C σ is generated in the first coarse grid node near the wall and the wall node itself if n ≥ 3. Therefore these values cannot be used for interpolation to the fine grid. In order to avoid these ambiguities we extrapolate L, M and C in the compromised points. A piecewise cubic Hermite extrapolation is used. We like to emphasize that we intentionally propose the inconsistent model cd.c, and the Smagorinsky-like model cd.d. Simulations are performed on a uniform mesh with 50 cells and 100 cells. The adopted parameters are c = 0.1, ν = 0.1, L = 10 so that P e = 10. We define the rms error as
The results in figure 2 are within the expectations for this simple canonical problem. The dynamic procedure with model cd.a and f = 
2D lid-driven cavity
The driven cavity is also a benchmark test case. An internal recirculating flow is generated by a uniform moving wall in a 2D square closed domain ( figure 3 ). The flow is representative for more complex situations with vortices, and is a challenging test case. No-slip Dirichlet boundary conditions for the velocity are imposed at all walls. The flow at the lid moves with the lid, leading to corner-singularities as result of the discontinuous boundary conditions. The pressure field is extrapolated at the wall using the 4 th order accurate Neumann condition ∂ 3 p ∂n 3 with n the wall-normal direction, and the mean value is kept at zero. The Reynolds number is Re = 400, for wich the flow is laminar. A pseudocompressible code is used with a 3 rd order Runge Kutta method for stepping in pseudo time. Spatial discretization is 2 nd order central. No artificial stabilisation was used in the continuity equation. Therefore, the fields contain a minimal spurious pressure mode, that however does not affect the velocity results. The equations solved in the physical domain
with β the artificial speed of sound. The Dirichlet boundary conditions are u i = 0 on Γ 1 en u i = u lid on Γ 2 . For a uniform grid with spacing ∆x and ∆y the equations read:
The exact truncation errors (13-14) are given in previous paragraphs. We use a 6 th order central scheme on a 180 × 180 mesh, to generate the reference solution. The error for a variable φ is defined as
The different simulations are given in Table 2 Using an exact truncation model in combination with the dynamic procedure, a global least-square averaging was chosen for C π en C σ . This is justified because of the uniform grid and because the most important basic mode, is expected to be a the theoretical constant. For the Smagorinsky-like model however, we use a local least-square averaging over a 3 × 3 neighbourhood. Moreover, a clipping to C σ > −0.2 for excessive negative values of C σ was necessary. For both models a blending with f = , which are given in figures 4, correspond to the general expectations. Again it can be noticed that the classical Richardson extrapolation (RE) does not reach 4 th order accuracy, unlike the differential form (DRE), which obtains almost 4 th order. As expected, the dynamic procedure, with the exact truncation model (ldc.1a 60×60 ) obtains approximately 6 th order accuracy. Surprisingly, in contrast to the 1D test case, results of ldc.1b 60×60 with f = 1, do not significantly deteriorate the results. From simulations ldc.2 60×60 , ldc.3 60×60 en ldc.4 60×60 , we can conclude first that correction of the continuity equation is crucial for overall accuracy in the driven cavity (mainly due to the large corner-pressure gradients of the driven lid). Secondly, we see that the Smagorinsky model for the momentum equations leads to noticeable improvement of accuracy, however it is less performant than the exact model.
CONCLUSIONS
1. The sampling based dynamic procedure can be used as technique to improve the numerical quality of any discretization scheme, as well as for the complete Navier- 
