ABSTRACT
INTRODUCTION
Text Extraction from image is concerned with extracting the relevant text data from a collection of images. Rapid development of digital technology has resulted in digitization of all categories of materials. Lot of resources are available in electronic medium. Many existing paper-based collections , historical manuscripts , records, books, journals, scanned document , book covers , video images, maps, manuscripts, pamphlets, posters, broadsides, newspapers,, micro facsimile, microfilms, university archives, slides and films, book plates, pictures, painting, graphic materials, coins and currency, stamps, magazines, clipping files, educational , TV programs , business card, magazines, advertisements, web pages , mixed text-picture-graphics regions etc are converted to images. These images present many challenging research issues in text extraction and recognition. Text extraction from images have many useful applications in document analysis , detection of vehicle license plate, analysis of article with tables, maps, charts, diagrams etc., keyword based image search, identification of parts in industrial automation , content based retrieval, name plates, object identification, street signs, text based video indexing, video content analysis, page segmentation, document retrieving, address block location etc. Scene text (Figure 3 ) appears within the scene which is then captured by the recording device i.e. text which is present in the scene when the image or video is shot. Scene texts occurs naturally as a part of the scene and contain important semantic information such as advertisements that include artistic fonts, names of streets, institutes, shops, road signs, traffic information, board signs, nameplates, food containers, cloth, street signs, bill boards, banners,and text on vehicle etc. Scene text extraction can be used in detecting text-based landmarks, vehicle license detection/recognition, and object identification rather than general indexing and retrieval. It is difficult to detect and extract since it may appear in a virtually unlimited number of poses, size, shapes and colors, low resolution, complex background, nonuniform lightning or blurring effects of varying lighting, complex movement and transformation, unknown layout, uneven lighting, shadowing and variation in font style, size, orientation, alignment & complexity of background. 
2.REVIEW
A large number of approaches have been proposed for text extraction from images. The existing work on text extraction from images can be classified according to different criteria. This article classifies according to the different types of image, analyzes those algorithms and discusses the performance evaluation. The performance measure is presentedin Table 1 ,2,3,4.The purpose of the survey is donated to a remarkable growth of text extraction techniques.
Text Extraction Work
Various methods are used for the extraction of text from colored journal images, camera captured images, video images, printed document, degraded document images, handwritten historical document, graphical and color document images, low resolution images, book cover and web pages.
Document Text Images
A robust approach to segment text from color images was put forth by Y. Zhan et.al [1] . The proposed algorithm uses the multiscale wavelet features and the structural information to locate candidate text lines. Then a SVM classifier was used to identify true text from the candidate text lines .This approach mainly included four stages. In preprocessing step text blocks were enhanced by using cubic interpolation to rescale the input text blocks and a Gaussian filter to smooth the text blocks and remove noises. These image blocks were split into connected components and non-text connected components were eliminated by a component filtering procedure. The left connected components were merged using K-means clustering algorithm into several text layers, and a set of appropriate constraints were applied to find the real text layer. Finally, the text layer was refined through a post-processing step.
Thai et.al [2] described an approach for effective text extraction from graphical document images. The algorithm used Morphological Component Analysis (MCA) algorithm, an advancement of sparse representation framework with two appropriately chosen discriminative over complete dictionaries. Two discriminative dictionaries were based on undecimated wavelet transform and curvelet transform. This method overcame the problem of touching between text and graphics and also insensitive to different font styles, sizes, and orientations.
S.Audithan et.al [3] formulated an efficient and computationally fast method to extract text regions from documents. They proposed Haar discrete wavelet transform to detect edges of candidate text regions. Non-text edges were removed using thresholding technique. They used morphological dilation operator to connect the isolated candidate text edge and then a line feature vector graph was generated based on the edge map. This method exploited an improved canny edge detector to detect text pixels. The stroke information was extracted the spatial distribution of edge pixels. Finally text regions were generated and filtered according to line features.
Grover et.al [4] described an approach to detect text from documents in which text was embedded in complex colored document images. They proposed a simple edge based feature to perform this task. The image was converted to gray scale by forming a weighted sum of the R, G, and B components. Then edge detection was performed on the gray-scale image by convolving the image with Sobel masks, separately for horizontal and vertical edges. Convolution was followed by elimination of non-maxima and thresholding of weak edges. Next, the edge image was divided into small non overlapping blocks of m x m pixels, where m depends on the image resolution. They performed block classification using pre-defined threshold which would differentiate the text from the image.
P. Nagabhushan et.al [5] proposed a novel approach to extract the text in complex background color document images. The proposed method used canny edge detector to detect edges. When dilation operation was performed on edge image, it created holes in most of the connected components that corresponds to character strings. Connected components without hole(s) were eliminated. Other non-text components were eliminated by computing and analyzing the standard deviation of each connected component. An unsupervised local thresholding was devised to perform fore-ground segmentation in detected text regions. Finally the noisy text regions were identified and reprocessed to further enhance the quality of retrieved foreground.
A robust and efficient algorithm to automatic text extraction from colored book and journal cover sheets was proposed by Davodet.al [6] based on wavelet transform. A dynamic threshold was used to detect edges from detail wavelet coefficient. Further effective edges were obtained by blurring approximate coefficients with alternative heuristic thresholding. Region of Interest (ROI) technique was applied and finally text was extracted. They evaluated the performance of their algorithm on 80 pictures collected from internet.
Another algorithm for Automatic text location and identification on colored book and journal covers was proposed by Karin et.al [7] .The number of colors was reduced by applying a clustering algorithm. Text candidates were located using a top-down analysis based on successive splitting in horizontal and vertical direction. A bottom-up analysis detected homogeneous regions using a region growing method; grouping step was applied to find subsets of region. Finally text regions and non-text regions were distinguished.
Zhixin Shi et.al [8] proposed an extraction algorithm based on connectivity features for a complex handwritten historical document. This paper presented an algorithm using adaptive local connectivity map (ALCM) technique. Thresholding the gray scale image discloses clear text-line patterns as connected components. Grouping algorithm was used to group the connected components into location masks for each text line. Text line was extracted by mapping the location masks back onto the binary image to collect the text line components. Splitting algorithm overcame the problem of components touching multiple lines. This method dealt with fluctuating or skewed text lines and used for other types of images such as binary images, machine printed or even mixed script.
Syed Saqibet.al [9] described an approach for curled textline information extraction from grayscale camera-captured document images. The grayscale textline was enhanced by using multi-oriented multi-scale anisotropic Gaussian smoothing. Detection of central lines of curled textlines was found using ridges. This approach was based on differential geometry, which used local direction of gradients and second derivatives as the measure of curvature. Hessian matrix was used for finding direction of gradients and derivatives. By using this information, ridges were detected by finding the zero-crossing of the appropriate directional derivatives of smoothed image. Modified coupled snakes model was used for estimating x-line and baseline pairs from detected textlines. Their approach was robust against high degrees of curl and requires no post-processing.
Wafa et.al [10] suggested a new enhanced text extraction algorithm from degraded document images of both color and grayscale on the basis of the probabilistic models. Color document image was converted to YIQ colors space image and operate on Y luminance channel. Initial estimates and their corresponding mean and standard deviation vectors for expectationmaximization (EM) algorithm were calculated using k-means clustering method. The EM algorithm was used to estimate and improve the parameters of the mixtures of densities recursively. The maximum likelihood (ML) segmentation method estimates the probability that a pixel belongs to text or background. 
Scene Text Images
Angadi et.al [11] proposed a methodology to detect and extract text regions from low resolution natural scene images. Their proposed work used Discrete Cosine Transform (DCT) based high pass filter to remove and suppress the constant background. The texture feature matrix was computed on every 50x50 block of the processed image. A newly defined discriminant function was used to classify text blocks. The detected text blocks were merged to obtain new text regions. Finally, the refinement phase was a post processing step used to improve the detection accuracy. This phase used to cover small portions of missed text present in adjacent undetected blocks and unprocessed regions. A method for localizing text regions within scene images was introduced by Luz et.al. [15] . A set of potential text regions was extracted from the input image using morphological filters. Connected Components (CC) were identified using ultimate attribute openings and closings, and selected a subset of text region after combining some of the CCs. Decision tree classifier were used to distinguish text or non-text regions.
Shivakumara et.al [16] proposed a new method based on Maximum Color Difference (MCD) and Boundary Growing Method (BGM) for detection of multioriented handwritten scene text from video. Average of RGB channel was calculated of the original frame to sharpen the text edges and increase the contrast of text pixels. .Maximum Color Difference was computed to increase the gap between text and non-text pixel. Text clusters were obtained by K-means clustering algorithm .These clusters were used to obtain the text candidates and also help in eliminating false positives. To fix boundary for handwritten text, Boundary Growing Method (BGM) based on the nearest neighbour concept was used. The method made to appear the characters and words in regular spacing in one direction and it can grow based on orientation of text. The concept of intrinsic and extrinsic edges was used to eliminate false positives.
The unique approach of Shyamaet.al [17] projected a text segmentation technique to extract text from any type of camera grabbed frame image or video. Colour based segmentation methodology was used to link consecutive pixels in the same direction by exploiting the general text properties. Light Edge Enhancement (LEE) was used to find a set of consecutive candidate points and enhance the edge between them. Next, heavy edge enhancement (HEE) was applied to remove or reduce motion blur from camera image sequences. This helped to treat camera images and video frames in the same manner. 
Caption Text Images
A superimposed text extraction method was introduced by V.Vijayakumar et.al [18] for detecting video text regions containing player information and score in sports videos. Key frames from the video were extracted using Color Histogram technique to minimize the number of video frames and converted to gray images. Text image regions were cropped. Canny Edge Detection algorithm was applied to detect edges on the cropped image. From this edge detected images, text region was identified and fed to an Optical Character Recognition system which produces index-able keywords.
The goal of Min et.al [19] approach was to detect both low-contrast and high-contrast artificial texts invariant with language and font-size in a complex background video image. The sobel color edge detector was applied to detect edges. Non text points were eliminated by applying low threshold determined by the histogram of edge strength and selective local thresholding. Further enhancement was done using Edge-Strength Smoothing (ESS) operator and EdgeClustering-Power (ECP) operator. To locate the text region, coarse-to-fine (horizontal and vertical) projection was used.
Yih-Ming et.al [20] proposed a scheme to extract the caption text from various sports videos. Iteratively temporal averaging approach was used in caption extraction process. To improve the image quality and to reduce noise spatial-image analysis was performed. Threshold value was determined using binarization process based on the global mean and the standard deviation of the gray level of the averaged video image. Binarization may lead to holes and disconnectivity on video captions with blurred background. This was cured by morphological processing. Each connected component was used to extract geometrical features to identify the captions. A model-based segmentation approach was applied to accurately extract the caption contents.
A technique for detecting caption text from videos for global indexing purpose based on hierarchical region-based image model was proposed by Leon et.al [21] . Binary Partition Tree (BPT) was created by combining color and contour homogeneity Criteria. Texture descriptors were estimated on the full image by means of a multi-resolution analysis using a Haar wavelet decomposition to highlight the candidate regions in the BPT. The largest connected component was selected as the area of support for computing geometric descriptors. Region evaluation was carried out by combining region-based texture information and geometric features. Final caption text nodes were selected by analyzing the various subtrees in BPT.
Zhong et.al [22] introduced a method to automatically localize captions in JPEG compressed images and the I-frames of MPEG compressed video. They proposed a texture-based caption text localization method that operates directly in the Discrete Cosine Transform (DCT) domain for MPEG video or JPEG images. The DCT coefficients which capture the directionality and periodicity of local image blocks were used as texture measures to identify text regions. Morphological operations and connected component analysis were performed to remove noisy blocks and merge disconnected text blocks.
An effective approach to extracting captions from videos was projected by Liu et.al [23] . Spatial localization and temporal localization were used in their approach. Candidate caption region were detected by exploiting the distribution of corners in spatial localization. The temporal localization for different captions in a video was performed by identifying the change of stroke directions and decomposed the video into a sequence of clips, each clip containing the same caption. Luo et.al [24] proposed a technique to extract the text information in video to create a summary of the video segment. The text information in video was extracted by using brightness values of a pixel to form a vector, called Temporal Feature Vector (TFV). The vector was formed by tracing the gray-level of each pixel in time over a sequence of consecutive frames. By analyzing the pixel changes in the sequence, they located the appearing frames of captions. Finally they extracted the captions to create a summary of the video segment.
Tang et.al [25] presented a video caption detection and recognition system based on a fuzzyclustering neural network (FCNN) classifier. A self-organizing neural network and fuzzy clustering classifier were used to segment the video sequence into basic frame units representing continuous action. The frame difference metrics, the histogram difference metric (HDM) and the spatial difference metric (SDM) were used to detect boundaries. They proposed a new metric, quantized spatial difference density (QSDD), to detect the caption transition frame and located the caption image region
Leon et.al [26] projected a technique for caption text detection that combines texture information and geometric information. Texture features were estimated through Haar wavelet decomposition and geometric information were estimated through the analysis of the regions proposed by the hierarchical image model.
Heterogeneous Text Images
Rama et.al [27] proposed a new text extraction algorithm which was insensitive to noise, skewness and text orientation, color or intensity, layout and orientation from a text/graphics heterogeneous document images. The edge detection operation was performed using the basic operators of mathematical morphology. The text candidate connected components were found using the edges. These components have been labeled to identify different components of the image. The variance was found for each connected component considering the gray levels of those components. Then the text was extracted by selecting those connected components whose variance was less than some threshold value.
A unified approach for text extraction to handle all kinds of image such as scene text images, caption text & document images was put forth by Gopala et.al [28] . They presented an algorithm, based on the non-subsampled contourlet transform NSCT for text extraction. The contourlet wavelet transform using multiscale and directional filter banks (DFB) captures smooth contours images that were the dominant feature in natural images. The original image was decomposed into eight directional sub band outputs using the DFB and the energy of each sub band were obtained. The Sub bands were categorized as Strong & weak based on the value of the computed energy. Weak sub bands were boosted to get the proper edges. Detected edges were dilated using morphological dilation to enlarge or group the identified text regions. Strong & boosted edges after dilation were combined with addition followed by logic AND operation to extract text regions. Finally, remaining non text regions were identified & eliminated.
Khelifi et.al in [29] proposed an approach for text extraction to categorize and index documents from heterogeneous documents. This approach was to identify similar text regions based on their fonts. SVM classifier, fractal descriptors were used to perform this task.To make image homogenous different color layers were extracted. The results were binarized, and text region candidates were grouped. An SVM classifier was used to detect if a connected component belonged to text entities or not. The CDB (Counting Densities per Box) was calculated to locate text region. Fractal descriptors were calculated for extracted local text zones and to perform a font classification step. Experiments were evaluated for both maps taken from geological department database and ancient documents. The detection of text zones were done for every direction, but the font recognition was well achieved only for horizontal zones.
Sunil et.al [30] proposed a scheme for the extraction of textual areas from an image using Globally Matched Wavelet Filters(GMW) filters with Fisher classifiers.GMW filters was estimated using clustering-based technique. They have used these filters to segment the document images and classify them into text, background, and picture components. To improve the result Markov random field (MRF) based post processing had been applied.
Liu et.al [31] 's dealt with printed document images as well as with scene text. They proposed edge based method with edge strength, density and the orientation variance as distinguishing characteristics of text embedded in images to build a feature map. This method used multiscale edge detector for text detection and morphological dilation operator for text localization stages.
A new text extraction method which was insensitive to variations in font, color, or size of the text in mixed-type color documents was presented by C.Strouthopoulos et.al [32] . The method was based on a combination of an adaptive color reduction (ACR) technique and a page layout analysis (PLA) approach. The Adaptive tree clustering procedure using principal component analyzer (PCA) and self-organized feature map (SOFM) was used to achieve color reduction. On individual color planes the PLA technique based on a Run Length Segmentation algorithm (RLSA) and a neural network block classifier fed by suitable texture spatial features was applied to identify text regions. The text regions were merged to determine final text regions.
G. Sahooet.al [33] projected a set of sequential algorithms for text extraction and enhancement of image using cellular automata. The Luminance-based algorithm was used to convert the image in to grey scale image.Converted image have only luminosity attribute. The edge detection was performed using a 3 × 3 Sobel operator and it was then followed by the elimination of non-maxima and thresholding of weak edges. The edge-bounded averaging was performed through Moore neighborhood to obtain smooth non-edge regions. The image was classified in to text based or non-text based region using constant threshold.
A combination of two learning mechanism, an artificial neural network (ANNs)-based approach and Non-negative Matrix Factorization (NMF)-based filtering was proposed by Keechul et.al [34] for text extraction in complex images. Multilayer Perceptron ANN classifier increased a recall rate and a precision rate with NMF-filtering-based Connected Component (CC) analysis. Detection of text was performed using neural networks without any explicit feature extraction stage. MLPs automatically generated a texture classifier that discriminates between text regions and non-text regions on three color bands. Bootstrap method was used in MLPs to learn a precise boundary between text and non-text classes. To overcome the locality property of the texture-based method, they used CC-based filtering using the NMF technique. Enhancement on time was done using CAMShift for video images and X-Y recursive cut algorithm for document images. 
False Negatives
False Negatives (FN)/ Misses are those regions in the image which are actually text characters, but have not been detected by the algorithm.
Precision rate
Precision rate (P) is defined as the ratio of correctly detected characters to the sum of correctly detected characters plus false positives.
Recall rate
Recall rate (R) is defined as the ratio of the correctly detected characters to sum of correctly detected characters plus false negatives.
F-score
F-Score is the harmonic mean of recall and precision rates.
3.CONCLUSION &FUTUREWORK
There are many applications of a text extraction such as Keyword based image search, text based image indexing and retrieval , document analysis, vehicle license detection and recognition, page segmentation ,technical paper analysis, street signs, name plates, document coding, object identification, text based video indexing, video content analysis etc. A number of methods have been proposed in the past for extraction of text in images. These approaches considered the different attributes related to text in an image such as of size, font, style, orientation, alignment, contrast, color, intensity, connected-components, edges etc. These attributes are used to classify text regions from their background or other regions within the image. This paper provides a broad study of the various text extractiontechniques and algorithms proposed earlier. This paper also exposed a performance comparison table of differenttechnique that was proposed earlier for textextraction from an image. Every approachhas its own benefits and restrictions. Even though there are many numbers of algorithms, there is no single unified approach that fits for all the applications. The future work mainly concentrates ondeveloping an algorithm for exact and fast text extraction from an image.
