The efficiency of certain methods of information retrieval  by Booth, Andrew D.
INFORMATION AND CONTROL 1, 159-164 (1958) 
The Efficiency of Certain Methods of 
Information Retrieval 
ANDREW D. BOOTH 
Birkbeck College, University of London, London, England 
Methods are discussed for the retrieval of items of data which are 
stored as entries in a table in the store of a computer. The average 
number of look-up operations required to find an entry is computed 
for several methods. It is shown that if advantage is taken of the rela- 
tire frequencies with which the different entries are looked up, the 
average number of look-ups may be substantially reduced. The re- 
sults are applied to the problem of using a computer as a mechanical 
dictionary. 
The problem to be examined in the present paper arose in considering 
how best to use a computing machine as a mechanical dictionary. Except 
where specific assumptions are made regarding the distribution of occur- 
rences of the various pieces of data involved, however, the treatment 
given applies equally well to the recovery of any form of data which is 
contained in a computer store as a table. 
In all of the early work on computer design (Burks et aL, 1946; Booth 
and Britten, 1947) it was proposed to handle the problem of the use of 
a mathematical table in the following way: The tabulated function, f(x) 
say, was assumed to be given at equal intervals if the argument z; if 
these were 
x = a(()b, 
where ~ is the fixed interval of tabulation and a and b the extreme values 
tabulated, the actual values of f (z)  were to be stored in locations 
m~, rn~ + 1 . . .  , m= + (b - a)/~, where rna is some convenient integer. 
To use the table for finding f(x) it is then merely necessary to substitute 
the quantity 
% + x/~ 
is a transfer instruction (Booth and Booth, 1956) which will have the 
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immediate ffect of producing the required value of f(x) in the portion 
of the machine to which it applies. If, as is usually the ease, x does not 
coincide exactly with a tabulated value, a partial instruction (Booth 
and Booth, 1956) will read out the next lower tabulated vaIue and trivial 
modifications lead to an interpolation procedure. 
The greatest number of tabular entries envisaged in this work was 
about 4000; moreover, the arguments were assumed to be equally spaced. 
If these considerations are met, the method is optimum in the sense that 
only one reference to the store is required. However, if large numbers of 
data are involved and if, furthere, the intervals of tabulation foIIow no 
regular ules, except hat x increases throughout the table, the situation 
is less satisfactory. In principle, given a sufficiently large store, the sub- 
stitution procedure will still work. However, to take an example, if 
x = 0(0.1) 1, 1(1) 10, 10 (10) 100, 100 (100) 1000, 1000 (10,000) l06 
about 140 items of information would be scattered throughout a store 
whose size would be of the order 106 words. 
An alternative procedure is to place the items of information, arranged 
in order of ascending argument, in consecutive storage locations and to 
precede ach function value by its argument (x)[r(z)]. In the absence of 
any well defined law of variation of (x) throughout the table, the follow- 
ing hunting techniques are available: (1) successive comparison, (2) 
partitioning, (3) substitution followed by (1) or (2). 
In the first of these methods the value of the argument (2), for which 
f(2) is required, is first subtracted from the table entry for which (x) 
is least. If the result is negative, the process is repeated on the next table 
entry and the same test applied. As soon as the result becomes (>/0), 
however, the remaining portion of the stored word gives the required 
value of f(2). It is assumed here that the argument (2) is a tabulated one; 
if this is not the case the process gives the next tabulated argument above 
(2). It is easy to see that, if the values of (2) are uniformly distributed 
between the tabulated values, an average of D/2 subtractions i needed 
to find the function value, where D is the total number of entries in the 
table. 
The partitioning method (Booth, 1955; Yngve, 1956; Peterson, 1957) 
works as follows: (2) is first subtracted from that entry which is halfway 
through the table and the discrimination (<0) ( )0 )  is made on the 
result. In the former event it is clear that the required entry lies in the 
upper half of the table, in the latter it lies in the lower half. The process 
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is repeated at the entry at ¼ or a along the table and so on until the par- 
tition range is ½~ where 2 p >/ D. At this point the unknown value is 
precisely defined and the number of comparisons has been p = logzD 
or, more precisely, the next integer higher than p. A slightly more sophis- 
ticated comparison process, in which the ternary discrimination (<0) 
(= 0) (> 0) is made, shows that if D = 2 p - 1 where p is an integer, 
the average number of comparisons i
(p -  1)2~+ 1 
2 p - 1 
or approximately log~D - 1. 
The third method is best made clear by considering a dictionary of 
ordinary words. The look-up procedure is then: (~) Use the partial sub- 
stitution technique to locate that portion of the store which contains 
words starting with a given letter or letters. (b) Use either of the pre- 
ceding methods to locate the word exactly within the section defined 
by (a). 
If N is the number of sections defined by (a) the number of compari- 
sons required is clearly: 
1 + ½D/N using method (1) 
1 + log2(D/N) using method (2) 
logs(DIN) using method (2) with zero discrimination. 
To put these figures into perspective, Table I gives the results for 
wrious numbers of stored entries. For the third method it is assumed 
that the initial discrimination results in N = 32. 
So far no attempt has been made to investigate the effect on the hunt- 
TABLE I 
COMPARISON OF AVERAGE NUMBER OF LOOK-UP OPERATIONS 
N=I  N=32 
D 
(I) (2) (2) (~) (2) (2) 
(zero disc) disc 
1024 512 10 9 16 5 4 
4096 2048 12 11 64 7 6 
16384 8192 16 15 256 9 8 
22° ~ 10~ =5)< 10 ~ 20 19 16384 15 14 
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ing technique of foreknowledge of the way in which the incoming argu- 
ments are distributed amongst the table entries. We shall assume first 
that the tabular values are arranged in order of decreasing probability 
of reference and that the rth tabular value is referred to with probabil- 
ity g(r). It follows that if the successive comparison method of hunting is 
used, the average number of look-up operations per entry is 
D 
= ~ r.g(r) 
1 
D 
E r) 
1 
where D is the number of entries in the table. To see the implications of 
this in practice consider the following distributions: 
1. Rectangular 
Here 
g(r) = C(const.) 
f = (D + 1)/2 
which is in agreement with our earlier estimate of D/2.  
2. Hyperbolic (the 'Zipf' distribution) 
g(r) = c/r 
]~ ~ D/log, D 
so that ]~ increases without limit with D, and the rate of increase is 
greater than that of log2D. 
3. Inverse square 
g(r )  = c / r  2 
~ log, D/(1  - 1 /D)  
which is of the same order of magnitude as logs D for large D. 
4. Inverse nth power (n > 2) 
g(r)  = c / r  ~ 
f~ ..~ n -- 1 /n -- 2 for large D. 
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5. Exponential 
g(r) = ce -~ 
/~ = 1 -- (D + 1)~ D +Da D+l 
(1  - o , ) (1  - 
whence/~ --~ 1/1 -- e -q for large D. 
6. Gaussian 
g(r) = ce -qr~" 
here there is no simple explicit form for 1~ but the estimates are in general 
less than those in the exponential ease and are independent of D for 
large values of D. 
The implication of these results is that for all distributions beyond the 
hyperbolic one the partitioning method is not necessarily the best one, 
so that careful consideration should be given to any given ease where 
large quantities of stored data are involved. 
It  is unfortunate that, in language translation, the word-frequency 
distribution appears to follow the hyperbolic or 'Zipf' law. We shall 
investigate next some methods of taking this into account. The first 
possibility is to use the successive comparison technique on the first, 
say m, values and to use partitioning on the remainder. This leads to 
the expression 
m +(~l / r ) [ log2(D- -m) - t -m]  
]~ = m+l D 
Z 1/r 
i 
The second possibility is again to divide the table into two parts, the 
first containing the m most frequent entries and the second the (D - m) 
remaining values. The partitioning method is to be used in both sections 
and this leads to the estimate 
h = ($1 / r )  log2 m + (~ l  l / r )  [l°g2 m + l°g~ (D - m)] 
= log2 m q- 
~l / r /  
log2 (D -- m). 
D 
E 1/r 
1 
~ e -q  
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The approximation 
1 B1 B2 
~=1 1/r  = "y + loge n + 2n n 2 + 4-~ -- etc. 
can be used to enable the values of m for which minima can occur to be 
calculated. In the first method there turns out to be a single minimum 
at m = 1 which gives ]~ ~ log2 D - 0.5. In the second method there 
are two minima, m = 1 and m ~.~ D/2,  respectively; the former gives 
/~m ~ logs D -- 0.5 and the latter/~m ~ logs D -- (logs D) -1. All of these 
results assume that D is large. When this is not so, m = 1 is still the 
value of choice, but the values of f~ take the form/c, log2 D + I where, 
for example, k = 0.85, 1 = 1 when D = 500. 
These values suggest hat there is a slight advantage to be gained by 
prefacing the use of a table, the entries to which satisfy Zipf's law, by a 
single operation which tests to see if the value under consideration is
the most frequent, but that any more sophisticated approach is unjusti- 
fied particularly when the added complexity of the program is taken into 
consideration. 
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