Western University

Scholarship@Western
Electronic Thesis and Dissertation Repository
10-28-2022 2:00 PM

Approaches to model non-uniqueness and site complexity for
non-invasive shear-wave depth profiling
Christopher Boucher, The University of Western Ontario
Supervisor: Molnar, Sheri, The University of Western Ontario
A thesis submitted in partial fulfillment of the requirements for the Master of Science degree in
Geophysics
© Christopher Boucher 2022

Follow this and additional works at: https://ir.lib.uwo.ca/etd
Part of the Geophysics and Seismology Commons

Recommended Citation
Boucher, Christopher, "Approaches to model non-uniqueness and site complexity for non-invasive shearwave depth profiling" (2022). Electronic Thesis and Dissertation Repository. 9005.
https://ir.lib.uwo.ca/etd/9005

This Dissertation/Thesis is brought to you for free and open access by Scholarship@Western. It has been accepted
for inclusion in Electronic Thesis and Dissertation Repository by an authorized administrator of
Scholarship@Western. For more information, please contact wlswadmin@uwo.ca.

Abstract
Shear-wave velocity (VS ) depth profiling and associated seismic site classifications were
performed at 15 sites across Metro Vancouver, British Columbia using passive seismic and
surface wave methods. Inversion model parameters are constrained at each site using nearby
geodata in combination with developing regression models of shear-wave velocity with depth
for three primary stratigraphic units. Statistical methods such as a Bayesian Information Criterion are applied post-inversion to evaluate models between and within varying parameterizations. Data evaluation metrics, including the use of microtremor horizontal-to-vertical spectral
ratios (MHVSRs), are applied to identify two common deviations from the simple case of
normally dispersive laterally homogeneous soils typically associated with surface-wave methods: lateral variations and velocity inversions. Lateral site variability is overcome by using the
spatial variability in MHVSR peak frequency to sub-divide the site into quadrants for which
quadrant-specific dispersion curve inversion provides reliable site classification for each quadrant. Velocity inversions are captured by performing inversions using partial fundamentalmode dispersion curves. Partial inclusion of apparent-mode dispersion estimates is a reasonable compromise to modelling velocity inversions, providing a site classification between that
of removing the apparent mode estimates (minimum velocity inversion modelling) and wrongfully treating apparent mode estimates as the fundamental mode (maximum velocity inversion
modelling). These accessible approaches overcoming lateral site variability and apparent-mode
dispersion estimates related to velocity inversions are proposed to obtain reliable seismic site
classifications.

Keywords: dispersion, dispersion modes, earthquake, inversion, lateral heterogeneity, MASW,
microzonation, seismic hazard, site class, site effects, site response, surface waves, VS 30 , Vancouver, velocity inversion
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Summary for Lay Audience
Metro Vancouver lies approximately 250 km northeast of the Cascadia subduction zone, a
1000 km long fault with potential for a magnitude (M) 9.0+ megathrust earthquake. Earthquake
preparedness in Metro Vancouver requires accurate assessments of seismic hazard (potential
for ground shaking) at the neighbourhood scale. This is because ground shaking amplitude
varies with distance and underlying site or ground conditions. Softer sediments, such as sand
or peat, tend to amplify seismic waves travelling up to the surface, particularly when underlain
by a stiff (bedrock) layer. The large variation in ground conditions throughout Metro Vancouver
means earthquake ground shaking can change dramatically between the various municipalities.
I investigate numerous non-invasive seismic field survey methods (surveys performed at
the ground surface, without drilling boreholes) to obtain shear-wave velocity with depth in
the subsurface. The shear-wave velocity of the upper 30 meters at a site is used to classify
underlying site conditions and thereby seismic design ground motions according to the national
building code. Passive seismic (microtremor, ambient vibration) and surface wave methods
are non-invasive seismic methods that are relatively easy to perform at a given site, and less
costly in terms of field work. I investigate the feasibility of passive seismic and surface wave
field survey methods at sites with relatively complex ground conditions. The combination
of passive seismic and surface wave field surveying is needed at sites with lateral variability
in their subsurface ground conditions to obtain more than one site classification to properly
characterize the site in terms of seismic hazard. Sites in which alternating shear-wave velocity
occurs with depth (velocity reversals or inversions) require additional data processing to obtain
a reasonable site classification. This thesis proposes accessible approaches to acquiring and
processing of passive seismic and surface wave measurements to ensure reliable seismic site
classification. The obtained velocity-depth information at each site will be used to predict
ground shaking from future earthquakes and aid in regional hazard mapping, thereby impacting
building design, regional urban planning, and emergency preparedness.
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Chapter 1
Introduction and literature review
Quantifying seismic hazard at a site involves more than a catalogue of historical seismicity.
Any seismogram, or measure of ground motion, can be described as a convolution of the source
function of an earthquake, the path taken by the propagating waves to a given site, and the
local (site) effects which includes soil dynamic behaviour as the ground motion reaches the
surface. Comparative to the source-site distance, the interplay between stratigraphic layers in
the subsurface plays an especially large role in the amplitude and frequency distribution of
energy which arrives at the surface from a seismic event (Anderson et al., 1996).
The traditional site term in ground motion prediction equations (GMPEs, which form the
basis of seismic hazard analysis) is based on the time-averaged shear-wave velocity (VS ) of
the top 30 meters (VS 30 ). Seismic site characterization is therefore dominated by determining
or measuring VS 30 in situ using invasive or non-invasive seismic methods. Studies outside of
Canada (Hollender et al., 2017; Poggi et al., 2017; Martin et al., 2017) and in Western Canada
(Molnar et al., 2010, 2014) have verified the suitability of surface wave methods for seismic
site characterization by providing accurate estimates of VS with depth (VS Z ), and thereby VS 30 .
In areas of high urban density, the need to capture local site effects in seismic hazard mapping becomes apparent, taking the form of seismic microzonation studies where VS 30 -based site
classification is accomplished on the neighbourhood scale (Ansal et al., 2009). Seismic microzonation has become prevalent in most large Canadian cities with higher seismic risk such as
Montreal (Rosset et al., 2014), Ottawa (Motazedian, 2011), Toronto (Dimitar, 2011) and Vancouver (Taylor et al., 2006). The high levels of exposure (vulnerability) and seismic hazard
place Vancouver at the highest level of seismic risk in Canada (Onur et al., 2005), and prior
seismic microzonation studies in Vancouver are not to the same level of geodata as Ottawa and
Montreal, or the rigour of amplification analysis for Montreal, which are cities at lower seismic
risk (Fyfe & Molnar, 2020). Hence, a multi-year seismic microzonation mapping project for
Metro Vancouver is underway (Molnar et al., 2020), with the aim to generate regional predictions (maps) of site amplification (Assaf et al., 2018) including three-dimensional effects of the
Georgia sedimentary basin (Ghofrani & Molnar, 2019; Kakoty et al., 2022) as well as seismicinduced landslide (Fallah et al., 2021) and liquefaction (Javanbakht et al., 2021a,b) considering
seismic hazard at a 2% and 10% probability of exceedance in 50 years hazard level (return periods of 2,475 and 475 years, respectively). The case for accurate site characterization for
1
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Metro Vancouver is demonstrated in spectral analyses performed by Cassidy & Rogers (1999),
showing significant site amplification near the edge of the Fraser River delta, particularly at
frequencies (1.5-4 Hz) common to low-story buildings. To obtain both the coverage and accuracy needed for geographic completeness of a Metro Vancouver seismic microzonation map,
we outline the case for the use of passive seismic and surface-wave based site characterization
in the Vancouver uplands.

1.1

Seismicity in Southwestern British Columbia

Southwestern British Columbia lies in one of the most seismically active regions in Canada,
bounded by the eastern margin of the subducting oceanic Juan de Fuca (JdF) plate to the West
(Rogers, 1998). At the Cascadia Subduction zone margin, approximately 200 km west of Vancouver Island, the JdF plate obliquely subducts under the continental North American (NA)
plate at a rate of 4.5 cm per year, which extends from northern California to the upper reaches of
Vancouver Island (Monger & Journeay, 1994). This tectonic setting gives rise to three classes
of earthquakes with different sources to which Metro Vancouver is susceptible: shallow NA
intraplate, deeper JdF plate inslab, and CSZ interface events (Mustard et al., 1998). Historical
seismic events are dominated by shallow intraplate (e.g. M7.5 1946 Vancouver Island earthquake) and deeper inslab (e.g. Mw 6.8 2001 Nisqually earthquake) earthquakes (Cassidy &
Waldhauser, 2003). Shallow crustal earthquakes are frequent at small magnitudes while large
magnitude (M 7-7.5) are relatively rare having occurred in 1872, 1918, and 1946; recent paleoseismic trenching, geophysics, and LiDAR studies are finding evidence of “active” Quaternary
fault slip on known faults (e.g. Elk Lake fault, Lucinda Leonard, pers. comm., 2022). Moderate to large magnitude (M 5-7) inslab earthquakes occur more frequently (e.g. 1949, 1665,
1976, 2001, 2015) but at greater depth. Under the city of Vancouver, the subducting plate
reaches a depth of approximately 70 km based on inslab earthquake hypocentres and inferred
dip of the subducting plate (Monger, 1990). 11 MW > 6+ events have occurred within 250
kilometers of Vancouver within the last 150 years (Clague, 2002; Lamontagne et al., 2007).
Intraplate, or crustal events, are caused by northeast-southwest shortening of the rotational
forearc bloc migrating between the convergent margin and the eastern volcanic arc (Wells et al.,
1998; Johnson et al., 2004). Assigned to fault reactivation in the shallower section of the crust
(<30 km, though usually around 20 km), they are less common in the northern portion of the
Cascadia arc closest to Vancouver and mostly follow the line of British Columbia’s volcanoes
(Bostock et al., 2019). Even so, they form the large majority of felt seismicity in the Vancouver
area (Rogers, 1994). However, due to their potential for their epicenters to have the nearest
proximity to Metro Vancouver, an earthquake likely to cause damage from ground shaking to
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Metro Vancouver is most probable to be a crustal earthquake (Koduru & Haukaas, 2010). A
seismic risk assessment for an MMI 8 crustal earthquake by Onur et al. (2005) of the City of
Vancouver alone (not including surrounding municipalities such as Richmond, Burnaby, etc.)
placed the economic loss at CAD 3.5 billion.
Intermediate depth seismicity is caused by dehydration of the subducting JdF plate and
manifests as both as standard intra-slab events and as episodic tremor and slip (ETS) events, depending on local fault geometry and depth of dehydration (Abers et al., 2009). Intra-slab (both
shallow crustal and deeper inslab) earthquakes have been the most damaging in the northern
section of the Cascadia subduction zone since modern recording of earthquake history (Wada
et al., 2010). Most intra-slab earthquakes are concentrated in the SW corner of Vancouver
island (25-50 km depth) and below the Strait of Georgia (50-70 km depth), corresponding to
changes in the dip of the subducting plate (Rogers, 1994).
The greatest seismic risk comes from megathrust earthquakes, which have a recurrence
interval of ∼432 years (Adams et al., 2019) and are capable of reaching Mw 8+. The last known
megathrust earthquake occurred in A.D. 1700 (Atwater et al., 2015; Leonard et al., 2010), and
evidence points to ongoing strain accumulation with potential for high-magnitude boundary
earthquakes at the margin (Hyndman & Wang, 1993; Rogers, 1988; Polivka, 2013). The high
urban density coupled with high exposure to a number of earthquake related hazards such
as tsunamis, landslides, and liquefaction, places Metro Vancouver at significant risk from a
damaging earthquake (Murray, n.d.). Based on a study commissioned by the insurance bureau
of Canada (IBC), economic losses for a M 9.0 megathrust earthquake have been estimated
by the AIR as high as CAD 75 billion, including indirect losses caused by the interruption
of supply chains and the interconnectivity of economic sectors (Insurance Bureau of Canada,
2013).

1.1.1

Geological history - Vancouver Uplands

The need for accurate seismic microzonation mapping in Metro Vancouver is rooted in the
change in both subsurface and surficial (upper few meters) geology across the various municipalities. Metro Vancouver lies 250 km East of the Cascadia Subduction zone, between
Vancouver Island and the Strait of Georgia to the west, and the Cascade mountains further
East. The dominant geological feature of Vancouver, and of particular importance for hazard
analysis, is the Georgia basin. The Georgia basin is a large fore-arc basin which extends from
∼30 km south of Abbotsford, BC, to ∼175 km NE of Vancouver up to Campbell River on Vancouver island (Armstrong, 1990). It overlaps three crustal blocks: the Wrangellia Terrane, the
Coast Plutonic Complex and the Cascade Fold Belt (Monger, 1990). Georgia basin sedimen-
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Figure 1.1: Cascadia subduction zone relative to Vancouver and Victoria (Natural Resources
Canada, Earthquakes Canada, 2011)

tary sequences can total up to 6 km thickness from several periods of rapid accumulation of
sediments (England & Bustin, 1996), though the location of Vancouver near and on the edge
of the basement means a maximum thickness of 230-300 m in the Fraser River Delta, and in
many areas of Vancouver city, West and North Vancouver various bedrock outcrops are visible.
The sites presented in this thesis are underlain by two primary basement units. The first is
the Coast Plutonic Complex (CPC), consisting of igneous and metamorphosed granitic rocks,
primarily quartz diorite (Cui & Russel, 1995), from the intrusion of granitic plutons as a result
of crustal thickening of the Wrangellia terrane during the subduction of the Kula and Farallon
plates along the Cordilleran margin from the mid-Cretaceous until the mid-Tertiary (∼100-40
Ma). In North and West Vancouver, these compose the stiffest units of the survey area (Monger
& Journeay, 1994), with shear-wave velocities upwards of 1500 m/s (Hunter et al., 2016). The
second unit is formed of Late Cretaceous (145-66 Ma) and Tertiary (66-2.6 Ma) sedimentary
rock, deposited during the early stages of the Georgia basin, and is made up of now southdipping inclined layering of sandstone, siltstone/mudstone and shale from the Wrangellia terrane, such as those which now form Burnaby mountain (Britton et al., 1995). This sedimentary
unit forms the majority of the underlying basement in the city of Vancouver and the areas lying
south and west, and uncomfortably overlies the granitic basement unit (Mustard et al., 1998).
A third unit, consisting of a number of igneous dikes, is visible at the surface as well from
Cascade arc magmatism due to the subducting JdF plate starting around 40 Ma (Monger &

1. Introduction and literature review

5

Journeay, 1994), particularly in Stanley and Queen Elizabeth park (Armstrong, 1990), as well
as False Creek and Sentinel Hill (T. S. Hamilton & Dostal, 1994). As most sites of concern in
this project lie in the Vancouver uplands, bedrock usually lies within 30 meters, so the varying
material properties of the bedrock layer are important in site characterization.
Overlying the bedrock units, a significant portion of the surficial and upper few meters of
Vancouver City and the eastern municipality geology consists of glacial sediments, which date
from 75,000 to 11,000 BP. The Cordilleran ice sheet, which at its maximum covered most of
British Columbia, was characterized by repeated advancing and receding of glaciers originating from the Coast mountains (Armstrong et al., 1965). These occurred during three primary
glaciation periods: the Westlynn, Semiahmoo (early Wisconsin), and Fraser (late Wisconsin),
along with five other minor glaciation periods. While the Vancouver uplands were subject
to varying degrees of sedimentation throughout the Wisconsin depending on physiography
(Clague, 2011b), the Vancouver lowlands remained mostly free of ice until the beginning of the
Fraser glaciation at approximately 17,500 BP (Clague et al., 1980). Most till material from the
Westlynn and Semiahmoo periods was eroded due to tectonic uplift and overwritten during the
Fraser glaciation, though records from the youngest deposits can be found mostly in the Quadra
sands, a fine to coarse-grained sand prominent in the cliffs of the western Vancouver shore, as
well as select areas in Coquitlam, Port Moody, and New Westminster (Armstrong & Clague,
1977). These areas also feature Coquitlam Drift, an early-Fraser glaciofluvial and glaciomarine
till deposit which is formed of interbedded sand and gravel (Hicock & Armstrong, 1981). The
dominant unit of the Uplands, south of the North shore, is the Vashon drift till, deposited during
the glacial maximum at about 14,500 BP and overlying much of the Georgia basin as far south
as Washington state (Hicock & Armstrong, 1985). While Vashon deposits are spatially extensive, being found at depth within most of the Fraser lowlands, the stratigraphy and thickness
varies significantly depending on the location observed. They consist mostly of glaciofluvial
and glaciolacustrine sediments, including dense compacted sequences of lodgement tills, silt
and sand lenses, with varying degrees of granitic materials, generally over 10%, with material originating in the Coast mountains (Hicock & Armstrong, 1985). Due to the variability
of Pleistocene sediments in sediment typology, depositional environment, and depth (surface
to 500 m), shear wave velocities can range between 300-700 m/s, including interspersed high
velocity layers, which present an additional challenge in terms of site characterization.
Atop the Vashon drift lie varying sequences of Late-Pleistocene to Holocene depositional
sediments. Especially prevalent in the Vancouver lowlands are deltaic sands, silts, and clays
as thick as 300 meters (Mustard et al., 1998), found as channel and floodplain deposits. The
prevalent post-glacial stratigraphic unit of the uplands is Capilano sediments (12.8 kA - 10.4
kA), which can be found in topographical lows in the city of Vancouver and inland embanking
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Lynn Creek, Capilano River, and Coquitlam River. In the uplands, Capilano sediments consist
of relatively thin layers of glaciomarine, marine, and fluvial sediments including beach sands,
silts and gravel between 3-30 m total thickness (Armstrong, 1990). The recession of glacial ice
between 11-10 KA (Clague, 2011a) brought forth two additional units which now dominate
the surficial geology of the Vancouver lowlands; Fraser River and Salish sediments. Fraser
river sediments (12.4 KA-present), while much more prevalent in the Vancouver lowlands, can
nevertheless be found along the embankments of the Fraser River in Coquitlam and Burnaby
as distributary and overbank deposits of silt, sand, and gravel. Salish sediments, which include
terrestrial, marine, and bog deposits, are present in coastal and low-lying areas of the uplands.
Depending on the depositional environment, lithologies include silty sand, silty clay, and peat
in channel and floodplain deposits such as Burnaby lake, as well as fine to coarse sand in the
channel deposits such as those in the outwash of Lynn Creek and the Capilano River (Armstrong, 1984). Contacts between Holocene and Pleistocene sediments range from gradational
to unconformable (Clague, 2011b), which will affect the degree of impedance between the two
layers, and subsequently amplification. Shear-wave velocities generally range between 100300 m/s in the case of Fraser River sediments (Hunter et al., 1991), with comparable velocity
ranges obtained from invasive geotechnical measurements of Capilano sediments. A map of
the surficial geology, modified from Turner et al. (1998) is shown in Figure 1.2.
Earthquake site response in terms of ground motion amplification can then be delineated
by the changes in geology and topography, highlighting the importance of accurate geological and geophysical mapping in the area. Seismic stations such as the one present in Queen
Elizabeth park are placed almost exclusively on bedrock sites, so as to determine amplification
effects (used as the reference site recording) and accurately measure earthquake recordings.
The Vancouver uplands are often selected as “dense soil, site class C” reference sites in terms
of amplification effects due to the presence of Tertiary bedrock and Pleistocene sediments near
the surface in most areas. Certain sections, such as the areas surrounding Port Moody, False
Creek, or the Capilano river, are subject to soft sediment accumulation near their respective
bodies of water and demonstrate potential for ground motion amplification. An accurate understanding of the dynamic properties of the surface and subsurface geology in Metro Vancouver
is paramount for an accurate assessment of earthquake response at a site.

1.1.2

Ground motion amplification

Geology alone is not a direct indicator of site response, although often applied as a proxy for
VS 30 based site classification (used as an indicator of site response) at urban/regional scales
or where geotechnical data is unavailable (Wills et al., 2000; Shafique et al., 2018; Baram et
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Figure 1.2: Surficial Geology of Metro Vancouver area, modified by Sujan Raj Adhikari from
Turner et al. (1998).

al., 2020). Ground motion amplification can be modeled as a function of the elastic moduli
and 1D geometry of the stratigraphic layers (Kramer, 1996), as the presence of impedance
boundaries in the soil column results in both broad-band amplification and resonance amplification effects (Crow & Hunter, 2013). Broad-band impedance based amplification is caused
by the propagation of seismic waves from a material of high stiffness to low stiffness, causing
wavefront velocity to decrease, and consequently particle velocity and amplitude to increase as
energy is conserved (Molnar et al., 2010), with amplitude inversely proportional to the square
root of the impedance (Shearer, 2009). Additional amplification associated with resonance of
trapped plane waves at the fundamental (resonance) frequency of a soil column is associated
with strong impedance contrasts (Borcherdt, 1970). Ground motion amplification at the resonance frequency is inversely proportional to the impedance and can have drastic consequences
in areas of high vulnerability, such the Mexico City earthquake of 1985 (Beck & Hall, 1986;

1. Introduction and literature review

8

Table 1.1: NBC 2015 site classification based on VS 30 (National Research Council, 2015)
Site Class

Type of Soil Profile

VS 30 (m/s)
VS 30 > 1500

A

Hard Rock

B

Rock

760 < VS 30 < 1500

C

Very dense soil and soft rock

360 < VS 30 < 760

D

Stiff soil

180 < VS 30 < 360

E

Soft soil

VS 30 < 180

F

Liquefiable soils and sensitive,

Site specific

organic and highly plastic clays evaluation required

Campillo et al., 1990).
The interaction of structures such as foundations of buildings with the soil during an earthquake also strongly depend on the soil properties, particularly stiffness (Kramer, 1996). The
most important measure of stiffness in terms of earthquake engineering is the shear modulus
G, written as
G = (VS )2 ρ,

(1.1)

which describes the resistance of a material to shearing. The controlling parameter in shear
modulus is the shear-wave velocity (VS ), as shown in Equation 1.1; there is also greater range
in VS than ρ within a soil deposit (layer). Hence, seismic site characterization targets VS
measurements or VS depth profiling. A simple quantitative site classification parameter was
selected and used in development of ground motion models and adopted into building codes
worldwide; the time-averaged VS of the upper 30 meters (VS 30 ), defined as
30
VS 30 = PN Hi ,

(1.2)

i=1 VS i

where Hi and VS i are the thickness and shear-wave velocity of a given layer respectively. Between 2005 and 2015, seismic site classification in the National Building Code of Canada
(NBC) consisted of six categories, as per as per Table 1.1, based on VS 30 or two other soil
parameter measures (also averaged for the upper 30 meters): N60 and undrained shear strength
(sU ). As of 2020, the NBC permits direct use of VS 30 when in situ measurements are available
(termed XV , where

V

is the site’s VS 30 value). Otherwise the site is classified into one of six

categories as before (termed XS , where S is site) based on N60 or sU .
The VS 30 classification scheme was developed by Borcherdt (1994a) as the majority of
geotechnical site assessments provide information to a depth of 30 meters. It is based on the
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simplified assumption that VS 30 can be accurately used to model ground response (Ghanbari et
al., 2018), as it has been shown that for "equivalent" VS profiles, site response varied little (Foti
et al., 2009; Teague & Cox, 2016). Other site classification methods have been proposed based
on the fundamental site period (Zhao, 2006; Fukushima et al., 2007), depth of 1/4 wavelength
corresponding to the frequencies of interest (Joyner et al., 1981), or qualitative soil description,
as was done prior to 2005 in Canada (Crow & Hunter, 2013). However, VS 30 has since emerged
as the dominant site classification metric, and many countries now follow the scheme used
in the U.S. by the NEHRP, or a similar variant as in many European countries (Eurocode
8, 2008) and Chile (Guendelman et al., 2012). VS 30 is also featured as a predictor variable
when modeling site effects in ground motion prediction equations (GMPE’s) for seismic hazard
assessments (Borcherdt, 1994b; Zhao & Xu, 2012; Boore & Atkinson, 2008).

1.2

Methods for seismic site characterization

A number of techniques have been developed to obtain in situ VS depth profiles or VS Z , and subsequently the VS 30 of a site, which can be divided into invasive and non-invasive VS Z methods.
For this project, VS data from multiple invasive and non-invasive VS Z methods are introduced
below. Depending on the methods used, VS 30 uncertainty is a result of varying proportions
of epistemic and aleatory uncertainty; both invasive methods and non-invasive methods are
subject to uncertainty in the experimental data based on the collection method and acquisition
parameters, though major differences arise in the processing stages (Toro, 2022).

1.2.1

Invasive VS Z methods

Invasive methods generally involve advancing a seismometer with depth either in a pre-drilled
borehole or within a penetrating rod to measure travel times of seismic signals (shear waves)
generated at surface (e.g. downhole VS , SCPT) or at depth (e.g. suspension logging, cross-hole
VS ) (Crow & Hunter, 2013). The seismometer is advanced in 1-2 m depth increments, providing discrete travel-time measurements from which to determine interval VS at relatively high
depth resolution. Invasive methods are often cited as more expensive than non-invasive methods due to the need of a pre-drilled borehole and/or time taken to measure interval velocities
at such high resolution at the site (in situ). The described invasive methods provide a direct
measure of VS Z .
Other invasive methods are commonly used to determine VS Z but do not involve a seismometer, e.g. blow counts measure by standard penetration testing (SPT) or tip resistance and
sleeve friction measured by cone penetration testing (CPT). In these cases, the in situ measure
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is correlated with VS and many empirical relationships exist to convert SPT blowcount or CPT
tip resistance to VS for different soils worldwide (Wair et al., 2012).
Invasive data considered in this thesis was sourced from downhole (DH), cross-hole (CH),
SPT and seismic cone penetration test (SCPT) methods, with the majority obtained from DH
tests (Gibbs, 1989). Invasive data is sourced from the Metro Vancouver seismic microzonation mapping project’s compiled geodatabase, generated by extracting data from available and
proprietary geotechnical reports (Adhikari et al., 2021).

1.2.2

Non-Invasive VS Z methods

Seismic methods such as reflection and refraction surveys have long been used as tools of subsurface imaging based on the mechanical parameters of underlying lithology (Crow & Hunter,
2013; Hunter et al., 2022). While reflection and refraction methods can cover a larger area and
work well to identify lateral variations, they each have their own limitations. Refraction methods serve poorly when the stratigraphy presents a velocity inversion (Whiteley & Greenhalgh,
1979), while seismic reflection methods are significantly more time consuming and more involved in terms of field work, due to the necessity of performing a walkaway test and the large
number of shots required and repositioning of the array to increase the fold. These body wave
methods involve filtering out surface waves or ground roll. Surface waves, however, constitute
over two thirds of the energy generated from a vertical point source (Miller & Pursey, 1955)
and contain a wealth of information about the subsurface. In addition, seismic surface wave
methods can be performed in a fraction of the time as most invasive survey methods, with less
environmental disturbance to the site.
Surface wave methods for VS Z differ from many invasive methods as they do not directly
measure VS . Rather, they rely on the dispersive property of surface waves, i.e., seismic arrays
are used to measure surface wave dispersion and invert for the subsurface elastic material parameters. Surface wave methods may use one or a combination of active and passive sources
to record surface waves. The reasoning behind using more active- or passive-source methods,
or their combination, and variable array spacings, concerns the sampled frequency bandwidth.
Because surface waves travel along the interface between the soil and free-air in a columnar
wavefront, variable depth sampling requires recording surface waves of varying wavelengths.
Longer wavelengths sample to larger depth intervals, and the velocity of the wavefront is controlled by the geotechnical properties of the soils over that depth interval.
Surface waves consist of both Love and Rayleigh waves. While both differ in terms of
their particle motion, both can be recorded and independently or jointly inverted to obtain the
shear-wave properties of the subsurface due to their dispersive properties (Yin et al., 2020;
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Socco et al., 2010). Because of the ease of recording vertical particle motion from both passive
and active surveys (Xia et al., 2009; Ebeling, 2012) and the availability of joint Rayleigh wave
dispersion inversion software (e.g. Wathelet et al. (2020)), Rayleigh waves are used primarily
in seismic surface wave inversion methods and are the focus of this work.
Rayleigh waves are inherently non-dispersive; that is, each layer can be treated isotropically, and all frequencies travelling within a given layer will travel at the same phase velocities.
Along the free surface of a homogeneous half-space, Rayleigh velocity is related only to VP
and VS as

 VR 4
 VR 2 h


VS2 i
VS2 
−8
+8
1 + 2 1 − 2 − 16 1 − 2 = 0,
(1.3)
VS
VS
VS
VP
VP
an equation with a single positive, non-trivial solution which can be derived from the appli VR 6

cation of the stress-free boundary conditions to a plane wave travelling along the surface of
a linear, elastic, homogeneous half-space (Foti et al., 2015). It can be show from Equation
1.3 that the VS parameter plays a much larger role than VP in controlling VR , hence the use of
surface wave in obtaining a VS depth profile or VS Z for seismic site characterization. Equation
1.3 also shows that VR is always smaller that VP and VS , and Poison’s ratio is the controlling
factor in the ratios of those velocities, which can be found for a range of VP and VS values in
Nazarian et al. (1982). Expressions for VP and VS can be derived from the solutions of the
wave equation for compressional and dilatational waves in the form
s
s
λ + 2G
G
VS =
.
VP =
ρ
ρ

(1.4a,b)

Therefore, Rayleigh phase velocity in a homogeneous half-space can be described solely in
terms of its material properties. Only in vertically heterogeneous media does the wavelength
play a part in varying the phase velocities (i.e. dispersion), and a complete dataset (depth
sampling) requires frequency sampling over a large enough bandwidth to sample all the major
stratigraphic units at a site, with varying bandwidths required based on the depths to impedance
(Figure 1.3).
Surface wave velocities have a tendency to be overestimated because of the assumption
made of recording fundamental mode Rayleigh waves with vertical component geophone arrays. Additionally, surface wave methods (inversion of dispersion curves) lack the resolution
required to detect fine layers, especially at depth (Cornou et al., 2006). Because most of the
energy is concentrated in the upper half to upper third of a given wavelength Rayleigh wave,
the maximum depth resolution from surface wave methods is generally acknowledged as half
the maximum wavelength λ (Richart et al., 1970; Park et al., 1999a) though resolution tends to
decrease with depth as Rayleigh phase velocities at frequency f are a weighted average of the
sampled layers (Rix et al., 1991).
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Figure 1.3: Rayleigh wavefronts with two different wavelengths travelling through the same
layered medium. From Foti et al. (2015).

Active source surface wave (dispersion) methods
Surface wave methods originated with using active seismic sources (an impulsive source at
surface level at a known location), using a harmonic source and a single uniaxial sensor placed
at a known distance from the source (Jones, 1962). Moving the source until the signal is
phase with the sensor provides a direct measurement of the wavelength and the Rayleigh phase
velocities can be calculated directly. Extending to two sensors, Nazarian et al. (1982) developed
the spectral analysis of surface waves (SASW) method, which uses two uniaxial sensors and
an impulsive source to record the ground roll. The SASW method can extract VR for multiple
frequencies from a single impulsive source from the phase of the cross-power spectrum θ12
(i.e. the cross-correlation between the signal at two receivers in line with the source) and
inter-receiver distance (x1 − x2 ) as
VR (ω) =

2π f (x2 − x1 )
.
θ12 (2π f )

(1.5)

Limitations arise from difficulties in unwrapping the phase for the desired frequency range
(Foti et al., 2015). Building on this method, Park et al. (1999a) developed the multi-channel
analysis of surface wave (MASW) method, which improves coherency and eliminates noise by
using multiple sensors in a linear array. The MASW method is useful in that signals from multiple sensors can be collected at once, limited only by instrumentation availability and source
attenuation. However, when working with a limited number of sensors, there is a trade-off
between dispersion resolution at higher frequencies (which requires smaller sensor separation)
and resolution of individual modes, which requires a longer array (Gabriels et al., 1987). Using a 24 geophone linear array with a sledgehammer generally does not allow for proper mode
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separation: at the array sizes required, the attenuation is too large at the farthest sensors. While
the use of active sources for multiple array configurations is well documented (Nolet & Panza,
1976), we restrict ourselves only to methods in which a linear array is used.
The depth resolution of active methods is dependent on the source, which must be generated with sufficient amplitudes such that the wave attenuation is minimized before reaching
the furthest sensor. Increasing depth resolution to acceptable levels to accurately measure VS 30
may involve sensor spacing and source amplitudes which cannot be easily achieved using conventional methods such as a sledgehammer (Park et al., 2005).

Passive source methods for seismic site characterization
While active methods are used successfully in a variety of settings (Socco & Strobbia, 2004),
passive source methods rely on microtremors, where the ambient wavefield is characterized as
random. Natural phenomena such as wind and tides are primarily composed of signals with
frequencies below 1 Hz, while anthropomorphic microtremors generally occur above 1 Hz
(Okada, 2003). Passive source methods may obtain phase velocity estimates at lower frequency
bandwidths than can be achieved from active source methods. However, most passive methods
require a circular or triangular array configuration to eliminate geometric uncertainty (cover all
azimuths) in determination of phase velocities. This method of using ambient vibration arrays
(AVA) was first proposed by Horike (1985) using long-period microtremors and extended to
both passive and active source array data by Tokimatsu et al. (1992). An overview of the
combined use of both methods is provided in Park et al. (2005).
Multiple processing methods exist for retrieval of useable data for surface wave inversion
from both passive and active surface wave acquisition. The most popular are variations of the
high-resolution frequency-wavenumber (HRFK) method (Capon, 1969), or the spatial autocorrelation method (SPAC) for which the theoretical basis was developed by Aki (1957). Methods
for obtaining the mechanical properties of the subsurface, such as VS , are detailed in Chapter
2.
A second, less involved method of seismic site characterization, has evolved from the standard spectral ratio (SSR) method for earthquake amplification (Borcherdt, 1970). This method
was introduced by Nogoshi & Igarashi (1970) and popularized by Nakamura (1989), where a
single triaxial sensor can be used to extract the fundamental frequency of a site from the microtremor horizontal-to-vertical spectral ratio (MHVSR), summarized in Molnar et al. (2022),
shown to be comparable with results from the earthquake SSR method as a measure of 1D
shear wave resonance (Lermo & Chávez-García, 1993; Bard, 1998).
A traditional common use for the peak frequency measured from the MHVSR curve is
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the estimation of depth to major impedance contrasts, especially when the subsurface can be
approximated by a linear elastic homogeneous layer overlying a half-space. Ground response
analysis requires accurate assessment of depths to major impedances, in situ VS Z as a starting model and not just the VS 30 at a site (Makra et al., 2002). This can be done by modeling
the MHVSR curve as a Rayleigh ellipticity (H/V) function, which models wavefield contributions as having elliptical particle motion. At the fundamental period corresponding to a major
impedance contrast at a site, particle motion tends to primarily horizontal, leading to a large
MHVSR amplitude (Asten & Henstridge, 1984). An expression for the fundamental mode can
be simplified from Haskell’s (1960) result for normal incidence of vertically propagating shear
waves through a single soil layer above an elastic half-space (one dimensional soil column) as
f0 =

VS
,
4H

(1.6)

where f0 is the peak frequency of the fundamental mode, VS is the shear-wave velocity
and H is the thickness of the single layer overlying a half-space. Equation 1.6 can still be
used for approximating the depth to the first impedance in multi-layered media, albeit with
slightly less accuracy (SESAME European Commission, 2004). Other formulations for nonuniform properties of the overlying soils are provided in Dobry & Oweis (1976). A more useful
formulation for two uniform layers overlying a half-space (an approximation often applicable
to Metro Vancouver) is a graphical solution for the fundamental frequency proposed by Madera
(1971) from solutions to
tan

π f  ρ H f
π f 
1
2
2 2 1
tan
=
,
2 f0
2 f0
ρ1 H1 f2

(1.7)

where f1 and f2 would be the equivalent of Equation 1.4 if the other layer were not present
(modified here in terms of peak frequencies). While the fundamental frequency f0 is often
directly related to site characteristics, Arai & Tokimatsu (1998) used the MHVSR spectra to
provide an estimate of the site’s fundamental frequency ( f0HV ) to invert for a shear-wave velocity profile. Inversion of f0HV has since been widely used in a variety of geological settings
(SESAME European Commission, 2004), often simultaneously with MASW (Castellaro &
Mulargia, 2009).

1.3

Motivation and organization of work

This study aims to provide a rigorous quantitative approach to joint inversion of surface wave
dispersion data and site resonance frequency(ies) by constraining one-dimensional elastic model
parameters (primarily VS with depth) using a priori data and evaluating the inverted models
using statistical methods. We also attempt to verify the suitability of one-dimensional inversion
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of surface-wave dispersion methods, which assume laterally continuous geology or layering, at
sites with complex geology involving velocity inversions or lateral heterogeneity (e.g. sloping
stratigraphy). Such sites are present in New Westminster, Burnaby, Surrey and the Tsawassen
uplands, and especially prevalent in downtown Vancouver, North Vancouver, and West Vancouver.
Chapter 2 introduces non-invasive seismic methods in terms of data acquisition, processing,
and inversion for VS depth profiles at 6 sites in Metro Vancouver. MSPAC and HRFK processing techniques are applied to surface wave array measurements from AVA and MASW testing
respectively to obtain dispersion estimates and their corresponding data error. The project’s
shear-wave velocity data is used to calculate expected VS gradients with depth in three primary
stratigraphic units that are commonly encountered in Metro Vancouver. A data integration
strategy is presented for the inclusion of the calculated generic VS profiles and other geotechnical data as a priori information of the inversion’s model parameterization. Inversions are
performed at multiple sites using only dispersion curves and jointly with MHVSR data curves.
Metrics such as data error and model misfit are used to assign confidence values in the inversion results and model uncertainties are assigned based on dispersion-only model variance to
select VS models for site characterization.
Chapter 3 presents several sites which are subject to geological site complexities (velocity
inversions, lateral variability). Known strategies for dispersion curve estimation and inversion
of surface wave data are applied. To mitigate multi-mode dispersion curve estimation from
velocity inversions, frequency bandwidths with potential mode contamination, symptomatic of
velocity reversals, are identified using MHVSR amplification spectra and FK visualization, and
inversions are performed on data curves containing varying proportions of potentially modecontaminated data. To mitigate against lateral heterogeneities, potential non-1D sites are initially flagged based on a priori data and variance of surface wave dispersion data. The gradient
of MHVSR peak frequency from AVA testing is used as a preliminary method of determining
orientation and severity of lateral variability. Sites are divided into two quadrants based on
peak frequency gradients and separate dispersion data curves are inverted. In this way, the input data per quadrant are in better agreement with the 1D lateral continuity assumption of the
inversion. VS and VP refraction survey data are collected at the selected non-1D sites and used
to confirm and compare velocity models from surface wave inversions.
Chapter 4 summarizes the results from chapters 2 and 3. The methodologies used in this
thesis are revisited and their importance for accurate site characterization is discussed.

Chapter 2
Model Parameterization and Data Conditioning for Surface Wave Inversion
2.1

Introduction

Multi-method non-invasive seismic testing was performed during two separate field campaigns
in the summers of 2018 and 2019 as part of the Metro Vancouver seismic microzonation
project. AVA and MASW array data were collected at 88 sites across Metro Vancouver;
MHVSR amplification spectra and peak frequency measurements are obtained from the AVA
recordings. The multi-method non-invasive seismic data at 15 sites primarily in the Vancouver
Uplands are investigated further in this thesis (Table 2.1). Municipalities with sites referred
herein include the Cities of Vancouver, Burnaby, New Westminster, Coquitlam, Port Moody
and North Vancouver. The municipalities of Richmond and Delta were also included for a
priori geotechnical data collection.
Inversions for six selected sites in the Vancouver Uplands are performed in this Chapter based on three primary selection criteria. First, that they are normally dispersive; their
corresponding dispersion curve shows a consistent decrease in VR with increasing frequency.
Second, they are laterally homogeneous; their dispersion curve energy maxima are consistent across multiple array layouts. Third, their proximity and similar stratigraphy to the other
geologically complex sites discussed in Chapter 3. A rigorous three-step inversion process
is developed to obtain optimal VS profiles which is demonstrated in this chapter for the six
sites investigated in Chapter 2, and applied to all remaining sites in Chapter 3. The first two
sections present data acquisition and processing of surface wave dispersion data and accompanying MHVSR curves, as well as quantification of the accompanying epistemic uncertainty
i.e. model parameterization variation. In section 2.5.1, a procedure is developed to account for
proximal a priori data in model parameterization for surface wave inversion. Subsequently, a
joint inversion of dispersion data and MHVSR data is performed using a neighbourhood algorithm to obtain a suite of VS profiles with a variable number of model parameters. Section
2.5.2 describes a method to determine the optimal number of model parameters (layers) and
corresponding VS profile using the Bayesian Information Criterion. The procedure used herein
from data acquisition to results is presented as a flow chart in Figure 2.2.
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2.21

0.73
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3.00
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5, 10, 15

5, 10, 15, 30

5, 10, 15, 20

5, 10, 15, 25
5, 10, 15, 30

5, 10, 15, 35

5, 10, 15, 30

5, 10, 15, 30

5, 10, 15, 30

5, 10, 15, 30

5, 10, 15, 30

3, 6, 9, 12

5, 10, 15, 30

5, 10, 15, 30

5, 10, 15, 25

Passive
Spacing (m)

0.5, 1, 1.5

0.5, 1, 3

0.5, 1, 2

0.5, 1, 2
0.5, 1, 3

0.5, 1, 3

0.5, 1, 3

0.5, 1, 3

0.5, 1, 3

0.5, 1, 3

0.5, 1, 3

0.5, 1, 3, 5

0.5, 1, 3

0.5, 1, 3

0.5, 1, 3

Active
Spacing (m)

Gilpin Elementary School. Passive measurements
on gravel field. Active measurements on grassy
southern edge of gravel field. Light breeze.
Citadel Middle School baseball diamond.
Soft, loamy soil. Fair breeze.
Baseball diamond in park. Construction crew NE
of field. Sandy soil.
Gravelly soil, poor coupling.
Soccer field in Cleveland Park. Loose, moist soil.
Light breeze.
Khalanie Rugby field. Light breeze. Sandy soil.
Hume Park baseball diamond. Damp, cohesive soil.
Light breeze.
Blakeburn Elementary School field. Sandy soil. Light
rain during active measurements.
Moody Middle School Soccer field. Very sandy,
wet, soil. Light rain.
China Creek Park baseball diamond. Busy park located
south of busy road. Cohesive soil, good coupling. Light breeze.
Bayview Elementary School yard. Sandy soil. Windy.
Eric Hamber Secondary School soccer field. Sandy soil.
Lord Roberts Elementary School field. Construction 300 m W.
Sandy soil with good coupling. Aerated field. No holes dug.
Eagle Harbour Primary School field. Clayey, saturated soil
(rain previous day). Good coupling.
Tantalus Park field. Retaining wall south, sleep slope north of
field. Damp, slightly gravelly soil. Light breeze.

Site Notes

Table 2.1: Details of multi-method non-invasive seismic testing at 15 sites in Metro Vancouver. Six sites presented in Chapter 2 are
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Figure 2.1: Locations of 15 investigated sites; red circles correspond to 6 sites presented in
Chapter 2. Sites are spread across several municipalities and occur in various surficial geology
units.

2.2

Data acquisition

Either passive or active methods can be used to obtain Rayleigh wave time histories. Because
site assessment is part of a microzonation mapping project, site locations were chosen on a
number of criteria, such as proximity to NBC site class boundaries, zones of higher expected
hazard based on geology, sparsity of geotechnical data, and to maximize coverage. Another
factor is site availability; passive tests require large (60 m diameter circular area) open spaces
with minimal sources of noise contamination. Spaces with minimal topographic changes were
chosen, such as school fields when available, with public parks being used when necessary.
Under these conditions, a maximum array radii of 30 m for passive arrays was not always
available, such as site DK003 which had a maximum 12 m array radii. Active arrays require
uninterrupted lengths up to 80 m in length for 3 m geophone spacing, with soil allowing geo-
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Figure 2.2: Diagram summarizing Chapter 2 methodology through three primary steps: data
acquisition, processing, and inversion.

phones to be spiked. Array configurations were designed to take advantage of the processing
techniques used and instruments available. The MASW and AVA methods of acquiring and
processing surface wave data only require the vertical component measurements of the seismic
signal. Joint inversion with MHVSR, however, requires both the horizontal and the vertical
components.

2.2.1

Instrumentation and acquisition parameters

Passive array data collection was performed using seven MOHO Trominos R (Figure 2.3a),
which are three-component geophones set to record at a 128 Hz sampling frequency. External
GPS was used for instrument synchronization. A hexagonal array configuration of six sensors
surrounding a central sensor was chosen to maximize the number of station pairs for spatial
autocorrelation and to capture lateral heterogeneity across the site (Aki, 1957). The hexagonal
array, as opposed to triangular or L shaped arrays has the additional advantages of increasing
the potential bandwidth of the dispersion curve as well as aid in mode separation (Asten et al.,
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2004a). Recording times were roughly chosen based on array spacing. 15 minute recordings
were done for 5, 10 and 15 m array spacings, while 30 minutes were recorded for a 30 m radii.
This was based on the dispersion curve bandwidths being targeted with each spacing, according to specifications outlined in SESAME European Commission (2005) which followed the
resolution limit defined by Tokimatsu (1997) as λmax ≈ 3dmax , where λ is the maximum wavelength and d is the maximum aperture of the array. Because lower frequencies use larger time
windows to calculate the same autocorrelation curve as higher frequencies, lower frequencies
require longer recording times. When possible, holes ∼10 cm deep were dug to remove the
top layer of grass and organics before coupling each Tromino R to the soil using three 5 cm
long spikes attached at the base. This also helped isolate the instruments from wind, as a light
breeze was noted during most recordings, which can introduce perturbations at low frequencies
(Mucciarelli et al., 2005). Exceptions are site BU025, for which passive measurements were
taken on a gravel field, and site VA010, which did not have a grassy top layer.
Active arrays were performed with 24 RTC 4.5 Hz vertical geophones using a 500 Hz sampling frequency (Figure 2.3b). A Geometrics Geode

TM

was used as a seismograph, which was

in turn connected to a laptop running the Seismodule Controller software. A 3.6 kg sledgehammer onto a steel plate provided a seismic source. Grass was removed before placing the
steel plate to improve signal transmission. Geophones were placed at 0.5, 1, and where possible, 3 m spacings in a linear configuration. When the site did not lend itself to 3 m spacing,
the largest spacing possible given the site constraints was performed; these included 1.5 and 2
meter spacings, depending on the site. An example array configuration is shown in Figure 2.4
for site VA010. Whenever possible, passive arrays are oriented North, while active arrays are
placed to cross through passive arrays, thereby sampling similar stratigraphy.

Figure 2.3: a) RTC 4.5 Hz uniaxial geophone used in MASW arrays. b) Tromino
seismometer by MOHO instruments used in AVA arrays.

R

triaxial
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Figure 2.4: Example array configuration for site VA010. Passive arrays have radii of 5, 10, 15
and 25 meters. Active arrays have 0.5, 1, and 2 meter geophone spacing. In a) yellow arrows
denote location of Trominos R in the 5 m array, while the blue lines show the extent of the 25
m array. The red dotted line shows the orientation of the active linear array. b) shows a bird’s
eye view of the idealized array configuration.

2.2.2

Acquisition error

Initial un-processed data as acquired using passive or active methods is manifested as a time
series. Sources of error in the waveform, known as data scatter, come from two sources:
random measurement error (e.g. incorrect sensor geometry, poor sensor-soil coupling, operator/instrument variations) and small scale spatial variability (unaccounted for in a model).
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These two sources of data scatter are measured as a single parameter, the data variance, though
they can be decomposed from the autocovariance function of the measurement into functions
of the soil properties and measurement errors (Baecher, 1986). Relative proportions can range
from as little as 0% measurement error up to 70% (Baecher et al., 1983). Error from sensor configuration was minimized by conducting surveys on flat sites such as soccer fields,
and instruments are estimated to be within 10 cm of the relative array configuration locations.
Instruments were placed level with the ground surface, and proper coupling was ensured by
removing topsoil. A second source of data error comes from the seismic source location in the
form of near-field effects, whether from artificially generated sources or microseismic noise.
Active seismic testing
While passive methods benefit from using sources located far outside of the array, active methods use a source in line and proximal to the array. At sensors nearest the source, near-field
effects are a concern due to the potential contamination of body waves in the surface wavefield.
At further distances from the source, surface waves dominate the wavefield as the cylindrical
wavefronts of surface waves attenuate as 1/r versus the spherical propagation of body waves
which attenuate at 1/r2 (Foti et al., 2000). Yoon & Rix (2009) and Bodet et al. (2009) show
that near-field effects from active testing can result in underestimation of phase velocities, particularly at lower frequencies. To minimize contamination from body waves, source locations
were placed at a minimum of 5 m from the nearest sensor for 0.5 and 1 m sensor spacing, and
10 m for 2-5 m sensor spacing. Care was taken at the processing stage to compare dispersion data with and without nearest sensors included, with contaminated signals being removed
when λmax = 2x, where x is the minimum source-receiver distance (Stokoe et al., 1994). Additionally, using vertical sensors ensures Rayleigh, and not Love waves are the dominant surface
wave type recorded (Molnar, 2011).
Passive seismic testing
As opposed to active testing where the source is known, passive methods rely on passive noise
sources and operate under the assumption that the sources are far enough from the array to
approximate arrivals as plane waves. Near or within the array, the plane wave assumption is
no longer valid and wave front curvature becomes a significant factor and interferes with spatial autocorrelation (SPAC) processing. Analysis from Roberts & Asten (2008) suggests that
sources are generally required to be at least a single array radii away from the perimeter of
the array. This is due to the fact that the derivation of the coherency function in Equation 2.1
assumes plane wave arrivals. In practice, this is easily achievable for the 5-15 meter radii ar-
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rays. However, for the 30 meter arrays this is often unrealistic when well-trafficked roads are
located in close proximity to the array. As such, the high resolution frequency-wavenumber
(HRFK) method, which takes azimuthal sources in consideration, is often processed alongside the SPAC method for the largest passive arrays. Near-field effects were minimized when
possible by choosing sites with little azimuthal noise nearby such as a busy road, railway, or
avoiding sites with construction nearby. During the recording stage, precautions were taken to
ensure no pedestrian or other activity be present within several meters of the array aperture.

2.3

Data processing

2.3.1

Data pre-conditioning: dispersion curve estimation

The dispersive characteristics of surface waves can be represented as a dispersion curve, which
is plotted as phase or group velocities for a given frequency. The most commonly used methods estimate Rayleigh phase velocities as is done here, though group velocities (Dziewonski &
Hales, 1972) or other dispersive waves can also be used to extract a VS depth profile. Numerous
processing techniques exist to obtain dispersion curves from both active and passive seismic
data; the two techniques used on the data collected, which can generally be described as frequency transform (FK) and spatial auto-correlation (SPAC) methods respectively, are described
herein.
MSPAC
The spectral analysis of surface waves (SPAC) method proposed by Aki (1957) operates on
the basis of modeling the correlation between receiver pairs. The assumption must be made
that microtremors a) are dominated by geometrically dispersive surface waves and b) are the
result of a stochastic, stationary process in both space and time; that is, the probability density
function of a station or sets of stations follow a normal distribution, independent of space and
time (Okada, 2003). This assumption becomes easier to fulfill at larger periods and longer
sampling times, hence the avoidance of nearby busy streets and other azimuthally dominant
sources of noise, and the use of a circular array. Provided this assumption is met, the spatial
autocorrelation i.e. the coherency of the signal between two different receivers of a known
azimuth θ and inter-station distance r can be written as
φ(r, θ) =

Z

X

u(x, θ, t)u(x + r, θ, t)dx,

(2.1)

0

where u(x, θ, t) is the amplitude spectrum of the signal at a single receiver over the region
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x ∈ [0, X] (Bettig et al., 2001). Aki (1957) showed that for any frequency f , by normalizing the
spatial autocorrelation by that of a reference receiver φ(0) and azimuthally averaging over all
outer station pairings with the center station in a circular array configuration, we may express
this ratio as
ρ(r, f ) =

N
 2π f r 
1 X φ(r, θi , f )
= J0
,
N i=1 φ(0, f )
c( f )

(2.2)

where J0 is a zero-order Bessel function of the first kind (Okada, 2003). It follows that we
can extract the phase velocity c( f ) by fitting the Bessel function to the azimuthally averaged
autocorrelation ratio. In practice, the Geopsy module uses a modified SPAC method (MSPAC)
introduced by Bettig et al. (2001) to account for asymmetrical arrays by assigning weighting
parameters for stations within certain ranges in radii, rather than a single well-defined radius
for station pairs. The autocorrelation for a given range in radii can then be written as
2
ρ(r, f ) = 2
r2 − r12

Z

r2

J0
r1

 2π f r 
c( f )

d f.

(2.3)

As all our arrays use a symmetrical hexagonal configuration, equation 2.3 effectively reduces to equation 2.2. The calculation is performed on multiple time windows (we have chosen
30 second windows), where each window is assumed to be a representation of the signal as being stochastic and stationary, hence sources of azimuthal noise were noted during recording
and the corresponding time windows were removed prior to processing. Histograms from
autocorrelation curves were used to manually pick dispersion estimates in the low frequency
bandwidths, while remaining within the aliasing and resolution limits kmin and kmax defined by
the array configurations and sampling rate respectively.
HRFK
The frequency-wavenumber method of extracting dispersion data relies on extracting energy
maxima of Rayleigh waves at multiple receivers in the frequency domain (Asten et al., 2004b).
While it can be generalized for a 2D array as presented initially (Lacoss et al., 1969), the
method was only applied to linear MASW array data and the theory is presented accordingly.
FK analysis relies on the creation of a dominant Rayleigh wave among microtremor noise and
generated body waves, in this case for which the time and spatial coordinates are known. The
phase velocity c of a Rayleigh plane wave travelling in one dimension can be expressed in
terms of its frequency f and wavenumber k as
c=

2π f
.
k

(2.4)
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By applying a Fourier Transform to each trace the amplitude spectrum can be calculated for
discrete frequencies. For each trace, the maximum amplitude for a given frequency will align
with the phase velocity that corresponds to the time delay at which the signal reaches the
receiver. By calculating the maximum amplitude at each receiver for multiple phase shifts, the
signals can be summed across all receivers. The maximum output will then correspond to the
phase velocity at which the wavefront at a given frequency was travelling, as the contributions
from each receiver will stack constructively. The semblance as a function of frequency and
wavenumber can be expressed for a one-dimensional array as
Pωmax  Pn
(ikr j ) 2
ω=ωmin
j=1 S j (ω)e
Semb(ω, k) = Pω
Pn 
 ,
max
(ikr j ) 2
n ω=ω
S
(ω)e
j
j=1
min

(2.5)

where S j (ω) is the array response at the jth receiver with source-receiver distance r j and the
expression S j (ω)e(ikr j ) , when normalized by the number of sensors n, corresponds to the theoretical array response at a given angular frequency ω and wavenumber k, or a single phase
velocity (Neidell & Taner, 1971). Performing this calculation at discrete frequencies and interpolating across frequencies and phase velocities will produce a contour plot deemed a semblance plot, from which dispersion estimates can be picked from the energy maxima, or maximum coherency. An improvement to the F-K method, known as high-resolution frequencywavenumber (HRFK), was introduced by Capon (1969) and is used in Geopsy via the CAP
software developed by Ohrnberger (2004). In the HRFK method, an arbitrary weighting function is introduced to decrease the influence of outliers in the form of uncorrelated noise.
Individual shots for each array configuration are windowed such that Rayleigh wave energy is captured while minimizing body wave contribution. The semblance is calculated from
Equation 2.5 in a grid of logarithmically spaced frequency bands and linearly-spaced phase
velocities. Energy maxima from discrete frequency and phase velocity bands are plotted as
contours from which dispersion estimates can be picked. As for SPAC, resolution and aliasing
limits, kmin and kmax respectively, are defined by the array configurations and sampling rate.
Combined dispersion curves and data error
The combination of active and passive data allows a larger bandwidth of frequencies to be resolved in the experimental dispersion curve (Foti et al., 2007; Garofalo et al., 2016a; J. J. Farrugia et al., 2017; Ladak et al., 2019; Bilson Darko et al., 2021). Including the higher frequencies
not only reduces VS uncertainty at shallower depths, but further constrains the profile for deeper
velocities (Foti et al., 2009). The dispersion curve is picked either manually (such as in this
case, to ensure consistency across multiple acquisition methods) or through an automated process from semblance plots which show the relative energy from waves travelling at a given
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frequency for a range of velocities.
Dispersion data is subject to systematic uncertainty, which will manifest during the processing stages of surface wave inversion. The degree of uncertainty depends on the processing
technique used and the survey parameters. Several methods have been devised to minimize
these errors at the data acquisition stage, either by optimizing sensor placements for the frequency bandwidths considered (Marano et al., 2014), or via statistical analysis from repeated
measurements using varying source and sensor locations across a single site (Lai & Foti, 2005;
Jakka & Wason, 2014; Vantassel & Cox, 2020a). The array configuration shown in Figure
2.4 was chosen to minimize these errors by providing multiple spacings from two different
acquisition techniques to ensure overlap in terms of frequencies in terms of phase velocity
estimates. Using two to three source locations per active array ensures consistency across dispersion estimates for a single spacing. Care must also be taken to ensure accurate picking of
phase velocities at discrete frequency intervals. Consequently, processing techniques are directed at improving the resolution of the dispersion curve at the fundamental frequency (Foti
et al., 2000; Serdyukov et al., 2019). While it is generally agreed that error should be included
from the processing stage during inversion, it was found that dispersion estimates tend to have
a low coefficient of variation (as a sum of data scatter from acquisition, survey parameters, and
processing techniques) among separate analysts with respect to VS models (Moss, 2008; Cox
et al., 2014; Garofalo et al., 2016a). Accordingly, in some cases dispersion curve uncertainty
is not considered during the inversion process (Cornou et al., 2006). Along this rationale, we
concern ourselves less with the overall data uncertainty, but rather the relative uncertainty at
different frequencies and how these are incorporated into model selection during and after the
inversion process.
Raw dispersion data from SPAC methods, FK, and HRFK is expressed visually as a contour
plot. In the case of SPAC data, it is expressed as the phase velocity in terms of the spatial
auto-correlation ratio averaged over multiple receiver spacings, while in the FK method it is
expressed in terms of the energy density. Each technique calculates phase velocities at discrete
intervals which can be represented as a histogram. The frequency discretization is generally
at a finer resolution than the manual dispersion picks, allowing for histograms of the nearest
frequencies to each data dispersion pick to be combined and fit by a Gaussian model from
which data uncertainty can be estimated at each point as one standard deviation from the mean
of the Gaussian distribution function. Where histograms from different techniques or spacings
overlap, the data is normalized before being combined at the overlapping frequencies for a
composite histogram. Where bimodal data is present (when multiple modes are apparent),
only the histogram peak closest to the data pick (made in consideration of previous picks of
surrounding frequencies) is fit. Fits from 16-20 Hz are shown for site VA010 in Figure 2.5b,
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while the corresponding data picks are shown in 2.5a. Dispersion curves for all sites can be
found in Appendix A. It should be noted that these uncertainty estimates assume the apparent
velocities picked are representative of the fundamental mode, a discussion which is included
in the following chapter and not considered here, based on the normally dispersive character
of the sites and their representative dispersion curves. Large uncertainties are shown to be
present in the mid-frequency ranges for most sites where the passive and active array dispersion
data join or overlap. In some cases, this is due to higher mode superposition at sites where
high-velocity layers are suspected in the Pleistocene till (NW050, PC028, CQ026, PM016).
Large uncertainties are also associated with the lowest frequencies, as long wavelengths only
sample the bottom layers preferentially, while still being affected by the shallow layers. Large
uncertainties at low frequencies reflect that the inversion process is more sensitive to incorrect
VR values picked at low frequencies, as shown analytically by (Park et al., 2005) and S. Zhang &
Chan (2003). In several cases the lowest frequencies do not capture the VR plateau representing
the bedrock layer or have large associated uncertainties, which can lead to poorly resolved
layers at depth. Hence the inclusion of additional data such as experimental MHVSR curves.

Figure 2.5: a) VA010 dispersion estimates from SPAC and MASW processing with picked
dispersion curve in open circles. Error dispersion estimates from Gaussian curve fitting included as error bars. b) Gaussian curve fitting for semblance values of dispersion estimates
from 20-30Hz data picks.

2.3.2

Experimental amplification functions: multi-station MHVSR

The use of three-component seismometers during passive microseismic data acquisition allows
the inclusion of multiple MHVSR curves for a given site. The practicality of the MHVSR curve
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becomes apparent when determining depth to bedrock. The SPAC method, which is used to
resolve the lower frequencies of the dispersion curves, is limited in terms of penetration depth
by the stiffest layers at depth, which can be resolved by the peak frequency of the fundamental
mode from MHVSR analysis. It should be noted however, that while an MHVSR curve can
be jointly inverted with a dispersion curve for a given soil structure model, the MHVSR curve
cannot be weighted to the same degree as the dispersion curve as the Rayleigh ellipticity model
can be extremely sensitive to certain parameters at the peaks and troughs (singularities) of the
MHVSR curve (Cercato, 2017). Nor is the relative sensitivity of each parameter constant; it is
strongly controlled by the presence and depth of impedance contrasts (Hobiger et al., 2013).
Akin to dispersion curves however, layer thickness and VS have the largest effect on Rayleigh
Ellipticity peak frequency and amplitude, while Poisson’s ratio plays a role in defining the
shape of the ellipticity peak (Malischewsky & Scherbaum, 2004). Therefore, the misfit function of the MHVSR model is weighted less heavily than that of the dispersion curve (20%)
during joint inversion.
MHVSR calculation and peak frequency estimation
The MHVSR curve was obtained from the time histories of microtremors recorded on the
triaxial sensors of passive arrays. When multiple recordings were obtained at a single site,
data were imported and synchronized using the Grilla (MoHo s.r.l) software before conversion
to ACSII format. Data were then processed in the Geopsy software; for each instrument,
stationary time windows were selected across the entire signal of a specified width. In our case,
windows were set at 40 seconds with 5% overlap. Individual windows with transient noise were
removed manually prior to processing. A Fast-Fourier transform was applied to each window
and smoothed using Konno & Ohmachi (1998) spectral smoothing, which windows the signal
logarithmically on the frequency scale. The two horizontal components were combined, in this
case as the root mean square before the MHVSR is calculated for each window at frequency i
as

q
(A2NS i + A2EWi )

,
(2.6)
AVi
where A is the spectral amplitude of each component (Arai & Tokimatsu, 2004). MHVSR
(H/V)i =

curves from each window were then averaged to obtain a single curve for that instrument with
a standard deviation calculated at discrete frequencies from the multiple MHVSR curves. An
average curve was then obtained for a) each array spacing and b) the entire site, as shown in
Figure 2.6. Fundamental frequency peaks were evaluated according to the SESAME European
Commission (2004) criteria in the Geopsy software. Most MHVSR curves have a well-resolved
peak which fits the SESAME criteria, a notable exception being site VA010, likely a result of
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the shallow depth to the bedrock layer, expected between 2-5 m. NV039 shows a prominent
double peak, likely due to the large expected thickness of the Pleistocene layer, leading to two
very distinct impedance contrasts. While some of the remaining sites display more than one
potential peak (e.g. CQ053), the lowest frequency peak dominates the MHVSR curve.
Because of the large uncertainty associated with the assumption of the Rayleigh ellipticity
forward model, estimating absolute data error is challenging, so we rely on the relative error
based on the windowed MHVSR measurements. In picking the MHVSR curves for inversion,
only the first peak is included, as the Dinver software relies on minimizing misfit for a single
peak and Hobiger et al. (2013) found the most important information on the soil structure is
contained in the right flank and the first peak of the curve.

2.4

Joint inversion: methodology and model parameterization

2.4.1

Inversion methodology

Any inverse problem seeks to minimize a cost or objective function, which in the case of surface waves is represented by a measure of the difference between data and forward modeled
dispersion and MHVSR curves. Discretized dispersion and MHVSR curves provide the data
to be fit; within resolution and aliasing limits, the number of data points depends on the discretization. Dispersion and MHVSR curves can be forward modeled from a 1D layered profile,
with each homogeneous layer represented by four elastic parameters: VP , VS , density (ρ), and
thickness (h), e.g. Molnar et al. (2010). The model with minimum norm (lowest model misfit
of the data) is generally assumed to be the best representation of the elastic parameters of the
soil column. However, the forward models for dispersion and MHVSR curves are non-linear
and inversion of these curves can be non-unique (Foti et al., 2009); depending on the model
parameterization and data curves, the inverse problem can have multiple local minima. The
large number of data points and model parameters means searching all of parameter space is
computationally inefficient, so a method to effectively search parameter space for the global
misfit minima is required to improve inversion efficiency.
Early implementations and commercial software for dispersion inversion applied local linearized search methods, e.g. Xia et al. (1999). Such methods linearize the forward problem
and calculate the partial derivatives as a steering mechanism to a local minimum via small
perturbations of each model iteration (Gubbins, 2004). While this is more computationally
efficient, linearized methods require an accurate starting model to ensure convergence to the
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Figure 2.6: Site-averaged MHVSR curves (solid black line) for each site with calculated standard deviation (shaded blue). Average curves from different array spacings are shown in grey.

correct local (global) minimum is achieved (Shapiro, 1996), which is a difficult condition to
meet without a priori information of the site.

2. Model Parameterization and Data Conditioning for Surface Wave Inversion

31

Recent efforts in dispersion inversion implement a range of global search methods, such
as Monte Carlo (Sambridge & Mosegaard, 2002; Boiero et al., 2006), simulated annealing
(Kirkpatrick et al., 1983; Sen & Stoffa, 1991), genetic algorithms (Lomax & Snieder, 1994),
or importance sampling algorithms (Sen & Stoffa, 1996). Monte Carlo methods are prevalent
in surface wave inversion problems due to their ability to effectively sample a large parameter space (Tarantola, 1987), though optimization methods such as Markov-chain Monte Carlo
are often used to allow prior probability distributions to guide the search and improve computational efficiency (Socco & Boiero, 2008). A Bayesian inversion scheme (Molnar et al.,
2010) which iteratively updates the number of model parameters used via an implementation
of Metropolis-Hastings sampling provides an efficient way to sample parameter space for multiple parameterizations, but its current implementation does not allow inclusion of MHVSR
information for joint inversion. A more complete discussion of inversion methods used in
surface wave modeling can be found in Gosselin et al. (2017)
The neighbourhood algorithm
The neighbourhood algorithm, which relies on a closest neighbour approach to sampling a parameter space after an initial randomized sampling, was developed by Sambridge (1999a,b).
Wathelet (2008); Wathelet et al. (2020) modified the neighbourhood algorithm for inversion
of dispersion curves via the Geopsy surface wave inversion package Dinver. The neighbourhood algorithm is within the same class as genetic and importance sampling algorithms, in
that model misfit from each iteration informs the parameter space to be searched in the next
iteration. The difference with other types of algorithms lies in the method of appraising misfits
of the ensemble at each iteration of new models.
In the case of Wathelet (2005), misfit is calculated as
v
t n
1 X  xdi − xci 2
,
mis f it =
n i=0
σi

(2.7)

where xdi and xci are the Rayleigh phase velocities for the data and model curves respectively
at frequency fi . n is the number of data points, while σi is the data error, replaced by xdi when
no error is included.
Any iterative inversion method must be given constraints which can be refined so as to
most effectively search the parameter space and eventually converge on an acceptable answer.
The number of data points and model parameters are pre-determined by the user, based on the
number of layers that are included in the model, and will affect the dimensionality of parameter
space and subsequently the rate of convergence. The neighbourhood algorithm as presented in
Dinver uses four tuning parameters: NS 0 ; the number of initial models, It : the number of
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Figure 2.7: Voronoi diagram showing cells in two dimensional parameter space, with cells
defined by the Euclidian distance (Ertl, 2015). Each point in the diagram represents a model
(point in parameter space) around which the Voronoi cells are defined.

iterations, NS : the number of new models generated per iteration, and Nr : the number of new
models kept each iteration to generate new Voronoi cells. In the initial iteration, the parameter
space is sampled pseudo-randomly by a stochastic Monte-Carlo method for NS 0 models within
the confines given (each parameter’s prior probability distribution is set as uniform within the
parameter space). Each NS 0 represents a point in n-dimensional parameter space (n being the
total number of parameters considered), and the distance between each point, measured as the
Euclidian distance (L2 norm), can be measured by non-dimensionalizing the parameter space.
This distance is what determines how the total parameter space will be divided into cells,
from which subsequent iterations will sample. In the case of the neighbourhood algorithm,
Voronoi cells are used (see Figure 2.7 for a 2-dimensional example), which are n-dimensional
polyhedra for which any point within a given cell lies closest to the original point (NS 0 model),
i.e. their nearest neighbour. In this manner subsequent iterations randomly sample within
Nr Voronoi cells by a random uniform walk via a Gibbs sampler, with the intent of finding
the global minimum misfit model. Because It and NS (and by a small extent NS 0) determine
the total number of models fit as T otalModels = NS 0 + It ∗ NS , they are the most important
parameters in terms of minimizing misfit. We have determined that to quickly converge on the
lowest misfit models for model parameterization of up to 5 layers, a total of 22 550 models
adequately achieves convergence at a rate acceptable for the computational power available.
Vantassel & Cox (2020b) recommends closer to 50 000 models, but 22 500 is more achievable
considering the larger number of sites and parameterizations being explored for this study. To
compensate for lower Nr which greatly increases convergence rate, three different random seed
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inversions were performed per parameterization which ensures a greater subset of parameter
space is sampled, thereby reducing the risk of early convergence within a local minimum.
The default tuning parameters used were then NS 0 = 50, It = 150, NS = 150, Nr = 50 i.e.
22500 ∗ 3 = 67650 models per model parameterization. In exceptional cases the number of
models searched was doubled (another 150 It ) where convergence was clearly not achieved
from three runs.
Dispersion curves: forward modeling and parameter sensitivity
Dispersion inversion requires forward modeling of the dispersion curve. This involves solving
for the Rayleigh phase velocities at a given frequency, based on a model of the subsurface.
There are a number of 1D and 2D techniques used to solve for the Rayleigh phase velocities, such as finite differences (Yuan et al., 2018), boundary-element methods (Bignardi et al.,
2012), or wave equation dispersion based inversion (Z. Zhang & Alkhalifah, 2019), which
can consider non-linear model parameterizations, lateral heterogeneity, or non-isotropy. Their
complexity and high computing requirements however, mean that simpler linear 1D inversion
methods, which approximate the subsurface layers as horizontal isotropic layers, stand as the
more commonly used methods for dispersion inversion.
For a one dimensional model parameterization in the non-trivial case of n horizontal isotropic
layers overlying a half-space, because material properties change with depth (as opposed to
Equation 1.3), solutions for the phase velocities of Rayleigh waves can be formulated as a differential eigenvalue problem which is dependent on frequency (Lai & Rix, 1998). That is, the
forward model is geometrically dispersive. The problem then becomes non-linear, non-unique,
transcendental, and must therefore be solved numerically. It can be written implicitly as the
Rayleigh dispersion equation in terms of four material parameters
FR [λ(x), G(x), ρ(x), k j , ω] = 0,

(2.8)

where λ and G are the Lamé parameters, ρ is density, k is the wavenumber (particular to a
given mode, hence the non-uniqueness of Equation 2.8) and ω is the angular frequency as per
the formulation presented by Takeuchi & Saito (1972) and Aki & Richards (1980). Because
VS profiles are commonly the sought product of dispersion curve inversion, for convenience
the four mechanical parameters which define each homogeneous layer can be reformulated in
terms of VP , VS , ρ, and layer thickness (h).
As most dispersion inversion algorithms require the forward calculation of thousands of
layered models, matrix propagator methods are the most commonly used to solve Equation 2.8
due to their simplicity and computational efficiency. A formulation for the displacement and
stresses of plane elastic waves in each layer as a transfer matrix was introduced by Thomson
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(1950) and developed by Haskell (1953). These formulations were implemented and improved
for numerical instabilities at high frequencies via numerous developments (Knopoff, 1964;
Dunkin, 1965; Gilbert & Backus, 1966; Harvey, 1981; Abo-Zena, 2007). The implementation
of the inversion algorithm in the Dinver software by Wathelet et al. (2020) used in this thesis
is based on the method by Dunkin (1965). While less prominent, a class of methods using
reflection/transmission coefficients was also developed by Kennett (1983), stabilized at high
frequencies by Chen (1993), and subsequently used in surface waves inversion by Lai & Rix
(1998).
The forward problem of modeling dispersion curves is affected by the elastic parameters,
each contributing in different proportions. Parameter sensitivity analysis done by Takeuchi &
Dorman (1964) and Nazarian & Stokoe (1986) have shown that the VS and thickness of each
layer are the controlling parameters on dispersion model estimates, while variations of ρ have
minimal effect. Similarly, Poisson’s ratio, defined in terms of VP and VS as

ν=

VP2 − 2VS2
,
2(VP2 − VS2 )

(2.9)

has a much less prominent effect compared to VS , though increases in importance at lower
(approaching 0.25) values (Ivanov et al., 2019). This was further confirmed by Xia et al. (1999)
via analysis of the Jacobian matrix using the MASW method, which showed that VP and ρ can
be kept fixed so long as their true value is known within 25%. As a result, early attempts
at dispersion curve inversions have kept less sensitive parameters fixed and only allowed VS
and layer thickness to vary (e.g. Nazarian et al. (1982); Horike (1985); Foti et al. (2009)).
Other authors, however, have shown a non-negligible effect of incorrect VP parameterization,
particularly in saturated soils (Brown, 1998). Asten & Boore (2004) showed that using values
of VP /VS which are too low will bias the resulting VS profiles to velocities higher than the
true velocity, though the SPAC processing method showed no such bias. The overall effect
of VP on the dispersion model only manifests itself below a threshold σ which is dependent
on the ground model itself (Wathelet, 2005). Density values have a similar influence but to a
lesser degree; incorrect density ratios between layers can cause overestimation of VS , though
the values themselves have little impact (Ivanov et al., 2016). Molnar et al. (2010) expressed
inter-parameter relationships in terms of correlation matrices, showing that keeping ρ and VP
fixed can significantly affect VS values and uncertainties. We therefore strive to obtain a priori
estimates for all four parameters to not bias results, albeit prioritized according to parameter
sensitivity. The greatest effort then being towards obtaining accurate ranges for VS , particularly
in the upper layers.
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MHVSR curves: forward modeling
While the theory and underlying assumptions behind the propagation of body waves through
a layered model are well established, the underlying forward problem of an MHVSR curve
is still debated (Molnar et al., 2022). The issue lies in the contribution from various types of
surface and body waves, which vary based on site geometry and material properties of the subsurface, including impedance contrasts. Unless these properties are already well-established
(defeating the purpose of conducting an MHVSR survey), the contribution of each wave type
remains an unknown (Bonnefoy-Claudet et al., 2006). In the initial use of MHVSR amplification curves for subsurface characterization, Nakamura (1989) suggested that the peak shown
in the MHVSR is a result of vertically incident SH waves. The peak fundamental frequency
would then correspond to the SH transfer function, an important parameter to evaluate site response. Horike (1985) proposed that the by using an FK transform to obtain phase velocities,
surface waves could be differentiated from body waves on the basis of their velocities and dispersion trend (normally dispersive), both of which are severely limiting assumptions. Several
studies since have proposed that the majority of the wavefield is composed of fundamentalmode Rayleigh waves, e.g. Arai & Tokimatsu (1998), Lachet & Bard (1994), Malischewsky
& Scherbaum (2004), Asten & Henstridge (1984) with a proportion coming from Love waves
as well, based on the impedance between layers (Bonnefoy-Claudet et al., 2008) and the rapid
attenuation of body waves relative to surface waves. The is especially the case where strong
interfaces are known to be present (Bonnefoy-Claudet, 2004). In this thesis, the theoretical amplification function is calculated as the ratio of horizontal to vertical particle motion from the
elliptical motion of Rayleigh waves. Modeling the MHVSR curve as Rayleigh waves with consistent oscillation within an isometric layer means maximum horizontal amplification occurs at
the resonance frequency f0HV (peak in the MHVSR curve) and maximum vertical amplification
occurs at 2 ∗ f0HV (trough in the MHVSR curve) (Castellaro, 2016). Both the SH transfer function and Rayleigh ellipticity curve peak frequencies are strongly controlled by layer thickness,
and to much lesser extent the values of the elastic parameters within each layer. The elastic parameters, particularly VS , influence peak and trough amplification, though the extent depends
on the forward model used.
The SH wave amplification can still be used as a proxy however, with coincident resonance
frequencies to the Rayleigh ellipticity peaks for sites with large enough impedance contrasts
(SESAME European Commission, 2004). Because of the correlation between empirical shear
wave MHVSR curves from earthquakes and theoretical curves, it is generally accepted that
experimental curves provide an accurate assessment of the site’s resonance frequency (Field &
Jacob, 1993), though the amplification accuracy is lacking as it depends several factors such
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as wavefield differences between sites, sensor-digitizer pairs, gain level of instruments, etc.
(Molnar et. al, 2021). The MHVSR amplification function modeled as Rayleigh ellipticity
can in theory be inverted directly for a VS profile if assumptions are made about the energy
partition between waves types (Fah et al., 2001), although such inversions require prior VS
information for each layer (Arai & Tokimatsu, 2004; Hobiger et al., 2013), and this is rarely
done in practice.
Nevertheless, MHVSR curves can complement dispersion curves to retrieve VS profiles,
by jointly inverting both dispersion curves and MHVSR curves where a cost function which
minimizes model misfit for both curves is used in the generation of subsequent models (e.g.
Arai & Tokimatsu (2005); Sivaram et al. (2018); Yust et al. (2018)). This enables greater
depth resolution of the VS profile and helps constrain depth estimates to major impedances
(J. J. Farrugia et al., 2017).

2.4.2

Data integration: a priori information

Due to the non-uniqueness of the inverse problem, inversion without constraining model parameters can lead to non-realistic velocity structures that are not representative of the true velocity profile (Boaga et al., 2012). Therefore, a priori information about the model parameters
can be used to help constrain the inversion, e.g. Parolai et al. (2005); Dal Moro et al. (2015);
Giraud et al. (2017); Teague, Cox, Bradley, & Wotherspoon (2018). The initial iteration of the
neighbourhood algorithm searches the parameter space defined by bounded intervals of uniform probability distributions for each parameter. For a single given parameter value m, the
joint probability distribution function is defined as
Q

M


 i=1
P(m) = 


0,

1
,
(mimin −mimax )

mimin < mi < mimax

(2.10)

elsewhere

for M total models. We develop a method of defining model parameter bounds using a priori
data, where parameter accuracy is prioritized by inversion sensitivity - that is, greater care is
taken to define bounds for parameters which have a greater impact on inversion results. As discussed in Section 2.4.1, VS is the most important parameter in terms of dispersion curve inversion, so providing constraints on VS based on nearby VS profiling data accessed from the Metro
Vancouver project’s geodatabase (Adhikari et al., 2021) significantly narrows the parameter
space to be searched. Additionally, the relative consistency of VS for individual stratigraphic
units (compared to unit thickness, which varies more significantly laterally) means surrounding VS data can be used even if not co-located with the array site, as long as velocities can
be ascribed to a unit. Based on the geological history of Metro Vancouver and VS ranges dis-
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cussed in Section 1.1.1, three primary stratigraphic layers were defined for Metro Vancouver.
From deepest to shallowest: Tertiary and pre-Tertiary bedrock, Pleistocene and older glacial
till, and Holocene sediments. Generic VS profiles which provide an average VS profile with
one standard deviation for each stratigraphic layer were then developed from geotechnical data
to illustrate the depth dependence of VS (Holzer et al., 2005). While having not been applied to
surface wave inversion model parameterization, generic VS profiling has previously been used
in the context of microzonation studies in Canada and has proven useful for determination of
depths of major impedances between stratigraphic units (Motazedian, 2011) and for mapping
VS to T 0 (Nastev et al., 2016).

A priori VS data conditioning
To accomplish the creation of generic VS profiles, relevant geotechnical data was compiled
from the Metro Vancouver seismic microzonation project geodatabase, obtained from municipal and provincial open-data, previous publications, and numerous private industry surveys via
data-sharing agreements. Surveys which included VS data are compiled into a single comprehensive database of seismic velocity profiles, borehole logs, and stratigraphic profiles. Such
compiled geodata is considered a priori site data for inversions of the project’s seismic array
data. The compiled geodata also provides the opportunity to monitor variation of the velocity
profile throughout the study area based on regional geology, particularly to verify if velocity
data from similar units are comparable between the Lowlands and Uplands. This is necessary
to mitigate the scarcity of data at larger depths from the Vancouver Uplands as opposed to
the Fraser delta, where numerous geotechnical investigations were performed due to the increased seismic hazard. VS profiles with corresponding borehole information (with VS values
that could be associated to at least one stratigraphic unit) are compiled from a variety of VS
profiling methods shown in Table 2.2. SPT blowcounts (N, N60 ) to VS are converted to VS using
suitable relations (summarized by Wair et al. (2012)) based on soil type and age information
included in accompanying (co-located or proximal) stratigraphic profiles. For refraction data,
the corresponding stratigraphic units for each layer in the velocity profile are assigned based on
regional geological information and the presence of large (> 50%) VS impedances; the depth
to the major sediment-till impedance contrast in each profile is taken from a contour map created from interpolation of borehole data in the Richmond/Delta area for which the depth to
till was known (Adhikari et al., 2021). Bedrock depth in boreholes within Richmond/Delta is
not reached in most cases; bedrock interface depths are taken from digitization of the contour
maps of T. S. Hamilton & Ricketts (1994) and Britton et al. (1995), which were created from
seismic reflection profiles as part of a hydrocarbon exploration program as well as outcrop and
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Table 2.2: VS profiles available from geotechnical data for Metro Vancouver
Survey Type
Non-Invasive

Invasive

Survey Method

Vancouver

Richmond

SASW/AVA/MASW

3

0

Refraction

0

31

Crosshole

2

0

Downhole

34

19

SCPT

10

9

SPT

4

0

borehole measurements (Adhikari et al., 2021).
As VS measurements come from a variety of VS profiling methods, it is worthwhile to
consider both intra- and inter-method variabilities to assess VS reliability. Data scatter and
systematic error during acquisition, processing parameters, the effect of anisotropy, and nonuniqueness in inversion methodology can all play a part in the propagation of VS uncertainty
for a given method (Moss, 2008). To verify the accuracy, scale, and effectiveness of different
methods several studies have undertaken quantifying intermethod and intramethod variability
in VS profiling. Blind-test comparisons are often used to assess intermethod variability (Cornou
et al., 2006; Boore & Aten, 2008; Molnar et al., 2010; Garofalo et al., 2016a, 2016b), in which
different groups submitted their VS values at a given site for a specific method. Variability of
VS is often reported as percentage difference or the coefficient of variation (CoV), defined as
the ratio of the standard deviation over the mean (σ/µ). Table 2.3 shows intra-method CoV
estimates either taken or calculated from multiple studies, as different authors used a variety of
different methodologies in their comparisons.
CoV calculations could be done in terms of VS for any depth for which velocities are provided, or in terms of the time-averaged S-wave velocity (VS ,Z ), which can be calculated from
the general form of Equation 1.2. Because of its relevance to earthquake site characterization,
most authors chose to concentrate on VS 30, and several only provided VS 30 values. To maximize the data available for comparison, the VS 30 metric is used here as well. No single study
calculated the CoV for every method shown in Table 2.2.
The most rigorous VS and VS 30 estimates come from Garofalo et al. (2016a, 2016b), who
focused on inter- and intra-method VS variability at three select sites using robust guidelines
for blind comparisons. Their results contradict assumptions made by previous studies; namely
that we should expect less variability from invasive than non-invasive methods (Moss, 2008;
Asten & Boore, 2004), instead finding that the CoV of VS 30 from surface wave methods was
comparable (and in some cases lower) than invasive methods.
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Table 2.3: Intra-method CoV of VS Z (primarily VS 30 compiled from seven studies.
Intra-Method Coefficient of Variation

Author

SASW
a

Comina et al. (2011)

5-10

Moss (2008)

4.7

MASW

Refrac.

3.8

Garofalo (2016a, 2016b)
Xia et al. (2002)
Asten & Boore (2004)

DH

XH

PS

SCPT

1-3b

1-3b

1-3b

1-3b

10.0

11.9

Geo.
20-40c

7.4

1.0
4.8

Cox et al. (2014)
Zelt et al. (2013)
a

SASW/AVA/MASW

12
d

2-6

CoV for VS 5 . b estimates. c Moss (2008) took this CoV from Wills et al. (2000). d Average VS soil of 2D profile.

From Table 2.3 and conclusions drawn in a variety of intermethod comparison studies
(Cornou et al., 2006; Boore & Aten, 2008; Molnar et al., 2010; Garofalo et al., 2016a, 2016b),
we find the variability in VS and VS 30 comparable across invasive and non-invasive acquisition
methods for the purposes of surface wave inversion model parameterization. Irrespective of
method, data reliability and accuracy is dependent on a number of factors such as site geology,
processing method used, and acquisition parameters which cannot be accounted for beyond a
qualitative evaluation of the data. In light of these factors, we weigh VS data from different
acquisition methods equally, only rejecting VS information with clear discrepancies between
stratigraphy and VS in the creation of generic profiles.
Generic VS profile modeling
To ensure a sufficient sampling of different VS profiling methods, a priori VS data were separated by two criteria: method (invasive vs non-invasive) and region, i.e. Uplands (Vancouver,
Burnaby, Coquitlam, North and West Vancouver) vs Lowlands (Richmond, Delta). For each
category, VS values were binned in 1 m depth intervals. For each stratigraphic unit and region,
the average and one standard deviation, as well as median VS was calculated at each depth
interval.
Figures 2.8 to 2.9 show the generic median VS profiles of uplands, lowlands, and all subregions combined for Holocene sediments (Fig. 2.8) and glacial till (Fig. 2.9). Figure 2.10 shows
the generic median VS profiles for Tertiary bedrock of the uplands subregion, as bedrock velocities were not available in the lowlands. Profiles of the median VS are calculated using only
invasive or non-invasive VS values or their combination. A powerlaw or linear VS gradient
regression model is calculated using all combined median VS values. When calculating the VS
gradient models, 1-m depth bins with more data points (VS values) are weighted more heav-

2. Model Parameterization and Data Conditioning for Surface Wave Inversion

40

Table 2.4: Equations of best fit for median VS profiles in Figures 2.8 to 2.10.
Unit

Holocene

Holocene

Area

Richmond

Vancouver

VS (m/s)

D
3.747E −7

1
3.34

D
3.217E −12

Holocene
1
5.31

Combined
D
8.6817E −9

1
3.99

Pleistocene

Pleistocene

Pleistocene

Tertiary

Richmond

Vancouver

Combined

Vancouver

NA

D
−1.019E −11

1
4.44

D
−7.0E −11

1
6.68

ily to avoid overweighting the deep layers with limited (<3 profiles) data. In Figure 2.9c, the
model is calculated to 55 m depth as VS values are too sparse at greater depth. Table 2.4 reports
the equations of the determined regression models shown in Figures 2.9 to 2.10.
For Holocene sediments (Fig. 2.8), the uplands sub-region has systematically higher noninvasive than invasive VS values, a discrepancy not present in VS values of lowlands regions
where there is better inter-method agreement. Holocene VS values are limited in the uplands
compared to the lowlands, as expected, where till is generally found within the top few meters
of the surface in the uplands compared to at depth in the lowlands. The median intermethod
VS displays a consistent trend which is well fit by the powerlaw gradient model up to 100
meters. The opposite trend is true for the till unit in the uplands, where invasive VS is consistently higher than non-invasive VS values in the uplands from 1-42 m (Fig. 2.9a). Invasive till
measurements were not included in the lowlands, and non-invasive measurements show high
variability, as assigning VS values to non-invasive measurements relies on less accurate (not
in-situ) measures of depths to impedances, particularly in the lowlands where the Holocene
unit can reach depths of 300 m. VS variability generally reduces with depth in both till and
Holocene sediments, which is reflected in the goodness of fit of the power law models with
the median VS profiles, as VS tends to be lower near the surface in cohesionless sediments
and fractured rock (Garofalo et al., 2016b). Bedrock measurements are much sparser due to
the lack of geotechnical measurements in the uplands where bedrock is closer to the surface
and the difficulty of obtaining invasive measurements in highly competent rock. Similar VS
variability is seen throughout the top 30 meters (Fig. 2.10), which can be partially attributed
to the presence of two possible bedrock units, one primarily granitic and the other sedimentary (Monger & Journeay, 1994), though the majority of shallow invasive measurements were
taken in Vancouver rather than North or West Vancouver, which are primarily in sandstones
and shalestones. Unlike the Holocene and till units, a linear gradient model provided a better
fit with the median VS profiles.
Empirically-based representative VS profiles for each of the three stratigraphic units in
Metro Vancouver can be used to provide reliable VS parameter distributions for our inversions.
Preference is given to the more-depth-discretized powerlaw gradient models when available.

D+56.455
0.0942
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Figure 2.8: Generic VS profiles of Holocene sediments for a) Uplands b) Lowlands c) all
combined sub-regions. Invasive and non-invasive VS values are shown as beige filled circles
and teal filled triangles respectively. Median VS profiles considering invasive or non-invasive
methods or their combination are shown along with power law gradient model of best fit.

VP , Poisson’s ratio, and density model parameterization
The remaining elastic media parameters requiring a priori constraints for the inversion are VP
and density. Relative to VS and layer thickness, sensitivity of modeled dispersion curves to
VP and density are lower and their parameter constraints need not be as stringent. In Geopsy’s
Dinver inversion routine, VP values are controlled by VS through Poisson’s Ratio, making Poisson’s Ratio another model parameter in the inversion. In most cases the groundwater table is
unknown, so Poisson’s ratio is allowed to vary between as low as 0.15 (e.g. shallow unsaturated sediments) up to 0.5 for sites with an upper Holocene or till layer. Most upland sites
lie at higher elevation, reducing the potential for near-surface ground saturation and non-linear
site response (Cassidy & Rogers, 1999). For bedrock layers (elastic half-space), Poisson’s ratio was constrained between 0.05 and 0.4, based on Poisson’s ratio values for rock types as
described in Section 1.1.1. The a priori uniform VP distributions are determined by converting
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Figure 2.9: Generic VS profiles of till sediments for a) Uplands b) Lowlands c) all combined
sub-regions.

the generic VS profile for each stratigraphic unit using relations developed for Metro Vancouver by E. L. Hamilton (1979) and Hunter et al. (2016). Figure 2.11 shows ranges in the model
parameterization for VP , centered on the relations shown, while still reflecting the possible
ranges for Poisson’s ratio. For example, the lower range for VP in the upper model layers is
decreased to reflect the possibility of saturated soils, as the relation by E. L. Hamilton (1979)
for Holocene sediments reflect values of Poisson’s ratio > 0.495, which is not always the case
depending on the groundwater table.
Density is included as a free parameter in our inversions, although typically fixed due to
its low sensitivity. A priori density ranges are approximated for each stratigraphic unit based
on lithological descriptions off the units from proximal boreholes from densities reported in
Carmichael (1988) and Sharma (1997). Density ranges are defined between 1200-1950 kg/m3
for Holocene sediments, 1600-2750 kg/m3 for Pleistocene and older till, and 2200-3600 kg/m3
for Tertiary and pre-Tertiary bedrock. These ranges allow for a variation of realistic densities
within each unit, with the mid-range centered approximately around the density values reported
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Figure 2.10: Generic profiles for bedrock using data from Vancouver.

for the Holocene deposits, Pleistocene glaciomarine deposits, sedimentary formations of the
Georgia basin and granitic rocks of the Southern Coast belt reported by C. Lowe et al. (2003).

Layer thickness via joint inversion
Restrictions on layer thickness, an important parameter for forward modeling of the dispersion curves, are more difficult to infer from geotechnical data than VS , VP , σ and ρ. The
rapid changes in unit thicknesses with distance for the variable geology in the Vancouver uplands, sometimes at a site-specific scale, make thicknesses from proximal geotechnical data
unreliable. A way of constraining the layer thickness is the inclusion of MHVSR data in the
inversion, as the MHVSR curve provides a relation between VR and layer thickness (Boore &
Toksoz, 1969), and the simple relations in equations 1.4 and 1.7 provide rough estimates to
depths of impedances. Using the Rayleigh ellipticity function as the forward model is easy to
implement into the inversion from the relation for the ellipticity ratio H/V to VR and VS as
p
1 − (VR /VS )2
H/V = −2i
2 − (VR /VS )2

(2.11)
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Figure 2.11: VP -to-VS relations for the Metro Vancouver region developed by E. L. Hamilton
(1979) and Hunter et al. (2016) used to guide VP parameterization constraints are shown by
solid lines; dotted line portions are not used. The corresponding range in Poisson’s ratio used
for parameterization constraints is also shown as a shaded region.

(Tokimatsu, 1997), as VS is obtained from the ground model and VR from the modeled dispersion curve. The misfit between data and model MHVSR curve is given as
mis f it =

( f0 )exp − ( f0HV )calc
.
σexp

(2.12)

A global misfit value can then be obtained from Equations 2.7 and 2.12 as
(mis f it)global = (1 − α)(mis f it)dispersion + α(mis f it)ellipticity ,

(2.13)

where α is a weighting parameter (Wathelet, 2005). Because of uncertainty in terms of Rayleigh
surface waves to the MHVSR curves, misfit between Rayleigh ellipticity functions and MHVSR
curves are weighed at a fraction of the weight attributed to misfit between model and data dispersion curves. In our case, we use α = 0.2, as using a larger value for α often results in poor
fits to the experimental dispersion curve. (mis f it)global is then the value used to qualify models
in directing the inversion algorithm in searching parameter space at each iteration.
MHVSR peaks only quantify depths to the major impedances. At gradational contacts, or
when non-uniform layering is suspected within a unit (such as interbedded sand and gravel in
the till unit), more than one layer may be ascribed to said unit in the model parameterization,
based on the a priori data. The parameters for each layer within a unit are still bound to the
same VS , VP , ρ and σ constraints for that particular unit while being independent from each
other.
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Example model parameterization - site NW050
The following example shows the steps taken for model parameterization at the NW050 site,
located in New Westminster (Figure 2.1). The same procedure is applied to remaining sites
with varying levels of uncertainty depending on the proximity and quality of geotechnical data.
NW050 is located on a thin sliver of Pre-Vashon deposits, with Vashon Drift 155 m to the SW
and Salish sediments 45 m NE. There are nearly few surrounding boreholes on Pre-Vashon
deposits, as most are on Salish sediments. Depth to Pleistocene is expected to decrease SW
of the array site. Figure 2.12 shows corresponding borehole stratigraphy and surficial geology,
showing depths to the Pleistocene layer ranging between 2-6 m. No boreholes reached bedrock
depth. From Figure 2.6 the f0HV peak averages 1.6 Hz, with poorly defined secondary and
tertiary peaks at 4-7 and 15-30 Hz respectively. The f0HV peak is assumed to correspond to
the Tertiary bedrock layer. A range in expected depth to bedrock can then be inferred using
Equation 1.4, which can be rewritten in terms of depth as H = VS /4 f0 . An average VS can be
calculated from best fit curves (Table 2.4) for the Holocene layer from 0-6 m (146 m/s) and
from the Pleistocene layer, assuming a range between 6 m and 30-120 m (495-663 m/s). Hence,
bedrock is expected to lie between 55-95 m. VS ranges for each layer are calculated similarly;
the standard deviation is calculated for the expected depth range of a given unit from the data
in Figures 2.8 to 2.10, and is then subtracted/added to the minimum/maximum VS expected in
that range from the curves of best fit in Table 2.4.
Average VP values are calculated from average expected VS values previously calculated
for each unit from the relations shown in Figure 2.11. Minimum and maximum values are
obtained by scaling the VS ranges to the average VP value. Constraints on density and Poisson’s
ratio reflect the ranges obtained for each unit in Section 2.4.2. Table 2.5 shows the parameter
constraints for a 3-layer model, accounting for the three primary stratigraphic units expected
within the top 100 meters. If layers are added to the model parameterization, they must be
assigned to a unit and subject to that unit’s parameter constraints. A 4-layer parameterization
could have two layers in one of the units, and a single layer in the others. Layers are added
based on the model misfit and the borehole stratigraphy.

2.5
2.5.1

Joint inversion: results and interpretation
Multi-parameterization joint inversions and model subset selection

Joint inversions were performed from the experimental dispersion and MHVSR curves at each
site using the tuning parameters outlined in section 2.4.1. Because the neighbourhood algo-
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Figure 2.12: NW050 array site location with surficial geology showing locations of proximal
boreholes where stratigraphy could be correlated to units.

rithm requires a pre-selected number of layers for an inversion run, an important consideration
in surface wave inversion is choosing the appropriate number of parameters (i.e. layers) to
consider in the ground model. In general, the resolution of dispersive data only permits the
distinction of major impedance changes in a stratigraphic profile (Bard et al., 2009), leading to
an under-determined problem. The question then lies in determining the optimal number of parameters to include while still obtaining an adequate misfit between model and data dispersion
estimates. The number of layers can be easily estimated when on-site borehole data is available (e.g. Teague, Cox, Bradley, & Wotherspoon (2018)), but the usefulness of surface wave
Table 2.5: NW050 parameter constraints for 3-layer parameterization in Dinver. In this case,
uniform layers are used and velocity reversals are not allowed. However, as velocity reversals
are possible at the site they are included in subsequent inversions with 4+ layers.
Layer

Depth min (m)

Depth max

VS min

VS max

VPmin

VPmax

ρmin

ρmax

σmin

σmax

Holocene

2

12

80

340

420

2060

1200

1950

0.15

0.5

Pleistocene

65

100

180

1070

550

3180

1600

2750

0.3

0.5

Tertiary

-

-

640

2300

1900

4600

2200

3600

0.2

0.45
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methods for seismic site characterization lies at sites where such data is sparse or non-existent,
as is the case for the sites evaluated in Metro Vancouver.
In such cases, a number of methods have been proposed; Cox & Teague (2016) suggested a
method in which the depth and number of layers are governed by the layering ratio LR, a value
picked by the user. Renalier et al. (2010) propose starting an inversion with a minimum number
of layers and increasing the number of layers until the misfit stops changing by an acceptable
amount. Molnar et al. (2010) applies Bayesian inversion to dispersion data, where models
are sampled during inversion according to the posterior probability distribution (PPD) of the
model parameters. We propose a hybridization of the two described methods, where a number
of parameterizations (layers) are first jointly inverted with MHVSR data to provide a suite
of acceptable models within each parameterization, with reasonable model parameter ranges
provided by a priori data as described in section 2.4.2. Models from each parameterization are
then evaluated via a Bayesian Information Criterion (BIC) (a function of misfit) to identify the
optimal number of layers.
Using the approach described by Renalier et al. (2010), initial inversions are accomplished
starting with the simplest model of a single layer overlying a half-space. The number of model
parameters are then increased incrementally until the change in misfit of the lowest misfit
models of two subsequent parameterizations falls within an acceptable range (1-3%). We also
include an additional parameterization, where one layer is approximated by a power law velocity gradient overlying a half-space. In this case, the layer subscribing to the power layer is
discretized into 8 sub-layers for which the velocity gradient of the entire layer follows a power
law defined as
VS (z) = VS (z0 ) + a(z − z0 )b

(2.14)

at depth z, where the layer following the power law gradient begins at depth z0 , and a and b are
the power law constants. As such, the power-law model can be considered to have 4 ∗ n + 2
model parameters, where n is the number of layers (treating the top layer as one layer, overlying
a half-space), and two additional parameters for the power law constants.
Upon obtaining a suite of models from multiple parameterizations, model subsets from
each parameterization are then chosen based on the misfit criteria in Equation 2.13; the 1000
lowest misfit models from each parameterization are retained for subsequent analysis, as shown
in Figure 2.13 for site NW050 from inversion in Dinver. As expected, increasing the number
of layers decreases the overall misfit of the lowest misfit model, at the expense of higher model
variability as model parameter space increases and more local minima become available (Xia
et al., 2010). Thus model uncertainty increases with increased parameter space (i.e. number
of layers). Inversions with fewer parameters (power law, 2-3 layers) converge rapidly within a
narrow parameter range, while models with a high number of parameters (e.g. 4 layers or more)
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achieve a lower rate of convergence. This is especially apparent at larger depths (<60 m), where
VS model uncertainty is highest, corresponding to the lowest frequencies of the experimental
dispersion curve. The minimum misfit is limited however by the model parameter constraints,
as can be seen by the small change in misfit from 4-6 layer parameterizations.
A preliminary summary of six sites are presented in Figure 2.14. The lowest global misfit
model dispersion and MHVSR curves are plotted alongside experimental curves for parameterizations with acceptable misfit, as well as corresponding VS profiles. VS Z is plotted for each
parameterization, with a horizontal line denoting VS 30 . Based on the wavelength resolution
limits determined from minimum dispersion curve frequencies and corresponding Rayleigh
phase velocities, defined by Park et al. (1999a) as
Res.Lim. ≈

VR
.
fmin

(2.15)

VS profiles were resolved well below 30 meters at all sites (as deep as ∼825 m at NW050),
allowing for a VS 30 calculation without resorting to extrapolation of the VS profiles. In terms
of model fits, at all sites dispersion data curves are well fit by at several of the minimum misfit
model curves, with good fits for all parameterizations shown at sites VA010 and VA052. At
most sites the MHVSR curve can be fit to some degree by a Rayleigh ellipticity model curve.
A clear exception in this case lies in site VA010, as the largest impedances are very near the
surface layers, resulting in a mostly flat MHVSR response. The experimental MHVSR curve
has no peaks that fulfill the SESAME criteria, and Rayleigh ellipticity peaks have much higher
amplitude than the MHVSR curve. As such, the MHVSR curves at VA010 were not included
during the inversion process, though the MHVSR curves forward modeled from the best fit DC
models remain included for consistency (shown in grey in Figure 2.14).
It was consistently found for each site that model misfit failed to decrease appreciably
beyond a six-model parameterization. Therefore, in each case, models ranged from 2-6 layers, including a parameterization where parameter values followed a power law in a top layer
overlying a half-space. Most models show best fit at the highest frequencies of the dispersion
curves, which is required for accurate characterization of the surface layers. Poor overall misfit
is noted in cases where an insufficient number of layers are included in the parameterization,
such as the 2-layer models at BU025 and CQ053. MHVSR curve model misfit is much more
variable between parameterization and across sites, With the exception of NW050, simpler
models such as 2-layered models result in a higher VS 30 value relative to models with more
parameters (4+ layers). In the case of sites BU025 and CQ053 the large discrepancy in VS 30
is obvious from the VS models with shallow high-velocity layers. The corresponding model
dispersion curves have very poor fit with the experimental curve so the larger VS 30 is likely an
overestimation, and the 2-layer model is clearly not in contention for the optimal model at the
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Figure 2.13: Inversion results for site NW050 from joint inversion of dispersion and MHVSR
data (black circles with data errors shown as black bars) based on 5 different parameterizations.
The 1000 lowest misfit models for each parameterization are shown by blue shading based on
the global misfit given in Equation 2.13; darker blue indicates lower misfit with the lowest
global misfit model shown in red.
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Figure 2.14: Lowest misfit DC and Rayleigh ellipticity models with corresponding inverted VS
models from each parameterization for six Metro Vancouver sites; input DC and MHVSR data
shown as black circles with corresponding data errors by black bars. VS Z is shown alongside
with a horizontal dotted black line denoting VS 30 ; site class limits are labelled as grey vertical
lines.
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Figure 2.14: (cont.)

two sites. This could be due to the necessity of the half-space to overcompensate for velocity
increases in the Pleistocene unit, which cannot always be captured in a single layer, resulting
in the second layer having a VS appropriate to the average VS of both the Pleistocene glacial
sediments and underlying bedrock. By having a shallower half-space and a larger impedance
contrast, the 2-layer models have the additional effect of shifting the f0HV peak to higher frequencies in the Rayleigh ellipticity curve, as is apparent for sites BU025, CQ053, and VA052.
For most sites, a direct evaluation of the inversion results of each parameterization provides
the impetus to dismiss the poorly fitting 2-layer models. When including only 3+ layer parameterizations, all models for a given site fall within a single site class, with the exception
of site VA052. At VA052, the 2-layer model dispersion curve has acceptable misfit, and the
corresponding VS model has a VS 30 which corresponds to site class C, while other parameterizations correspond to class D. Thus, additional analysis is required to obtain the optimal
parameterization for this site.
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Parameterization metrics and optimal model selection

The inversion results from Figure 2.14 show that identifying the optimal parameterization is
a trade-off between minimizing misfit and model variability, i.e. accuracy versus precision.
We subscribe to Occam’s principle (Tarantola, 1987), as increasing the number of parameters
and iterations while decreasing overall misfit, does so at the risk of producing unrealistic VS
models (Di Giulio et al., 2012). Model evaluation is therefore accomplished post-inversion
in this study, by applying a Bayesian Information Criterion to the subset of models obtained
from each parameterization to identify the model parameterization with the lowest misfit in
conjunction with the least number of model parameters (Dosso, 2002; Molnar et al., 2010).
An important distinction must be made from the more rigorous non-linear Bayesian inversion
approach of Molnar et al. (2010). In our case the initial inversion is guided by the Voronoi
cell representation of the model parameter space, in contrast to the multi-dimensional PPD of
Molnar et al. (2010). We do not apply the Bayesian inversion scheme of Molnar et al. (2010);
it does not allow inclusion of MHVSR data in the inversion process. Therefore, we must
assume that the optimal VS profile lies within our subset of solutions, which must be made
small enough so that calculating the BIC for every model is computationally feasible. The BIC
term to be minimized is defined as
BIC = M ln (N) − 2 ln L(m̂),

(2.16)

where M is the number of model parameters and N is the number of data points, in our case
the discretized experimental dispersion and MHVSR curves. L(m̂) is the maximized likelihood
function, which is determined from the model that most likely predicts the data values. The
likelihood function evaluates the goodness of fit between a model and a discretized data curve.
In our case, as per the data error estimation method described in Section 2.3.1 for the dispersion
curves, each data point is described as a normally distributed random variable. We make the
same assumption for the MHVSR data points, as an MHVSR curve is obtained for each time
window during the processing stage. Every data point at a frequency fi is then the realization of
a random variable from which the average curve and subsequent standard deviation is obtained.
From the assumptions of normal distributions for both MHVSR and dispersion data curves a
Gaussian distribution for L(m) can be applied. L(m) can then be written as
L(m|d) =

1
(2π)(N/2) |Cd |1/2

1
exp [− (d − d(m))T Cd−1 (d − d(m))],
2

(2.17)

where d is the data vector and Cd is the data covariance matrix (Gubbins, 2004). Accordingly,
the cost function to be minimized (which in turn maximizes the likelihood function), defined
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as the error function, is written for the full experimental curve as
1
E(m) = (d − d(m))T Cd−1 (d − d(m)).
2

(2.18)

It can therefore be inferred that within a model parameterization (consistent number of model
parameters), the BIC is a representation of data misfit. Note that minimizing Equation 2.18 is
equivalent to a weighted least squares minimization. Thus the inverse of the data covariance
matrix is applied as a weighting matrix in determining the maximum likelihood model. Data
errors are assumed to be independently distributed (an assumption shown to be reasonable in
surface wave measurements by Lai and Foti, 2005), so Cd in this study is a diagonal matrix
with entries along the diagonal equal to σ2i , where σi is the standard deviation at data point
fi . The assumption of independently distributed variables was first made during the inversion
process in the misfit function used in Dinver in Equation 2.7, and is maintained in Equations
2.17 and 2.18.

2.5.3

Joint BIC evaluation

Calculating the optimal model based on model dispersion and MHVSR curves can be approached a number of ways. The first is to initially treat both curves simultaneously, so that an
initial covariance matrix of independently distributed variables is simply a diagonal matrix as


σDC( f1 ) . . .
0
...
0 


.. 
...
 ...
. 




σDC( fn )
 0



σHV( f1 )
0 
 .
.. 
...
 ..
. 



0
...
0
. . . σHV( fn )
In this case, the relative weight from each curve is dependent on the number of data points in
the curve. This of course runs the risk of overweighting the MHVSR curve, simply because
during our initial inversions to obtain a suite of models, we chose to weight MHVSR less
due to the larger uncertainty in the forward model. As such, on average σHV >> σDC . This
could be addressed by normalizing σHV by σDCmax , after which point an additional de-weighting
parameter could be added to σHV as required. A second option is to simply calculate BIC
separately for the dispersion and MHVSR curves, which can then be normalized and summed
to obtain an overall BIC score, deweighting the MHVSR curve BIC as required. To maintain a
consistent 20% contribution of the MHVSR curve as was the case during the inversion and for
simplicity, we use the second option, calculating two BIC values for each set of experimental
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curves. A total BIC value is calculated from the DC and MHVSR BIC values for corresponding
DC and MHVSR models, once again weighting MHVSR BIC as 20% of the total.
The BIC evaluation is performed on the 1000 lowest misfit models for each parameterization, for a total of 1000 ∗ M models, where M is the number of parameterizations. The 1000
lowest BIC models overall are retained as an estimation of model uncertainty. Figure 2.15
displays the forward modeled dispersion and MHVSR curves, along with the corresponding
inverted VS profiles and their VS Z profiles of the 1000 lowest BIC models (all parameterizations) for the six Metro Vancouver sites. The models shown correspond to the 1000 lowest
BIC models obtained from all parameterizations, and the boxplots show the ranges in BIC
from each parameterization for all models for which BIC was calculated. From the BIC boxplots, it is apparent that increasing the number of parameters increases the VS model variability,
and by association, the BIC variability. Because of the rapid convergence in parameter space
of models with few parameters such as 2-3 layers, or a power law model, when such models
correspond to the lowest BIC, the lowest 1000 models almost all correspond to a single parameterization. This is for example evident at site CQ053, where the lowest 1000 BIC models
are overwhelmingly from the power law parameterization, resulting in low model variability.
There are however, a small number of 5- and 6-layer models featured as well, including the
lowest BIC model, which has a 5-layer parameterization. A similar phenomenon is observed
at sites NV039 and VA052, where all lowest BIC models have three layers, albeit at very different depths. At site BU025, the 4-layer model prevails, though a small number of 5-layer
models are also featured, which split the Holocene layer into two sub-layers. In the case of
site VA010, the dominant model is 2-layered, although some 3-layer models also display low
BIC values. As a result, DC, MHVSR, and VS of the 1000 lowest BIC models have very low
variability within each parameterization, which themselves results in quite different models.
Because the 2-layer model integrates the two bottom layers of the 3-layer model into a single
layer, the resulting shallow half-space bedrock layer occurs at a depth which has a strong effect
on the resulting VS 30 , although results from either parameterization (∼ 532m/s − 670m/s) still
correspond to site class C. Because the bedrock layer at the nearest boreholes falls within 2-5
meters, and the experimental MHVSR curve is characteristic of a site with bedrock very near
the surface (Pileggi et al., 2010), the 2-layer model may indeed be the most appropriate here, in
line with the lowest BIC model. Only at site NW050 do several parameterizations fall within
the 1000 lowest BIC models, from 4 to 6 layers, though the lowest BIC model has 4 layers.
This variation has little effect on VS 30 however, as most variation in the VS profiles occurs past
35 m depth, where the lower dispersion curve frequencies are less resolved.

the lowest BIC model shown in blue.

in red. Colour shading of VS models is consistent within a parameterization, with the models belonging to the same parameterization as

six Metro Vancouver sites. BIC ranges for all models from each parameterization are shown as a boxplot. The lowest BIC model is shown

Figure 2.15: 1000 lowest BIC models of all parameterizations with corresponding inverted VS profile and its VS Z profile for each of the
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ranges from each parameterization are shown as a boxplot.

Figure 2.15: (cont.) 1000 lowest BIC models of all parameterizations with corresponding inverted VS profile and its VS Z profile. BIC
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Table 2.6: Summarized results of lowest BIC model parameterization and the corresponding
range in VS 30 from the lowest BIC models (any parameterization) for six Metro Vancouver
sites.
Site

Optimal Model
Parameterization

VS 30 (m/s)

NBC site class

Model f0HV (Hz)

Data f0HV (Hz)

BU025

4 Layers

413 ±35

C

3.35

3

CQ053

5 Layers

367 ±24

C-D

2.65

1.91

NW050

4 Layers

303 ±10

D

1.7

1.6

NV039

3 Layers

314 ±27

D

0.9

0.73

VA010

2 Layers

670 ±67

C

-

-

VA052

3 Layers

349 ±36

C-D

5.4

4.92

At most sites model curves fit dispersion and MHVSR estimates well; in nearly every case
dispersion models completely fit experimental points within the data error. At site NV039,
where the lower frequency dispersion estimates featured high data error, every parameterization, even with unconstrained model parameters, showed low VR estimates compared to the
experimental data points as a result of the joint inversion, attesting to the importance of the inclusion of f0HV (lowest frequencies) in the inversion. The limitations of the Rayleigh ellipticity
model for the MHVSR curves are more prominent at sites with low impedance contrasts such
as NW050 and CQ053. Particularly at site NW050, the high sensitivity to VS of the MHVSR
amplitude results in peak frequency amplitudes ranging from 10 to >100 Hz. Results from the
lowest BIC models are shown in Table 2.6. Two sites correspond to a lower site class than what
is mapped in Taylor et al. (2006): NW050 is evaluated here as class D compared to mapped
class C and VA010 as class C compared to mapped class D, while other sites maintain the same
designation.

2.5.4

Model error evaluation and residual analysis

Section 2.5.3 presented a method of determining the single optimal VS model from surface
wave inversion based on relative BIC, but has yet to consider model uncertainty, required when
using VS to calculate earthquake site response (Toro, 2022). Several methods approach VS
model uncertainty from surface wave inversion, with few methods providing rigorous estimates. The difficulty arises from the complexity of the parameter solution space, where nonlinearity and non-unicity produce multiple sets of acceptable solutions (Lomax & Snieder,
1995). Therefore, though many algorithms are optimized for searching parameter space to
identify the optimal lowest misfit model, few are designed to retain acceptable sets of solutions
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in an effort to quantify model uncertainty.
When quantifying uncertainty from a VS data set, the most common methods are either
some variation of a) using a reference VS profile (median or lowest misfit model) from which
arbitrary bounds can be included by increasing or decreasing the reference profile by a chosen
amount, e.g. (Griffiths et al., 2016) or b) presenting the n lowest misfit models from randomized inversion as an appropriate representation of uncertainty, e.g. Bilson Darko (2018);
Teague, Cox, Bradley, & Wotherspoon (2018). Of course, these methods depend largely on
the subset of models from which uncertainty statistics are derived, the number of parameterizations being considered, and the rate of convergence during the inversion process i.e. the
inversion algorithm used (Vantassel & Cox, 2020b). Some measure of statistical rigour can
be included by using a suite of models chosen at random from a much larger number of trial
models (Lomax & Snieder, 1995; Hollender et al., 2017), though these methods may still suffer from many of the same shortcomings. More complete methods of characterizing model
uncertainty are presented in Lai & Foti (2005) or Molnar et al. (2010), although each with their
own drawbacks. In the former, data error is mapped to the model error by applying Occam’s
algorithm around the point of maximum likelihood to obtain a probability distribution in parameter space. As solutions are concentrated around a single local (assumed global) minimum,
the resulting VS uncertainty calculated for each layer is very low, and lacks the consideration
of multiple parameterizations. In Molnar et al. (2010), the solution is presented in terms of
the posterior probability density of the model parameters. This method assumes identical independent errors to build the initial data covariance matrix used in the inversion, and sites are
restricted to normally dispersive geologies.
In almost all cases described, the MHVSR ellipticity is not considered in the model uncertainty calculation, as it is not included in the inversion. The implementation of this feature into
prior inversion algorithms with the consideration of BIC is an endeavour beyond the scope of
this work. Therefore, we must contend with obtaining the best possible error estimate from
the subsets of models retained from inversion. Plotting the 1000 or 5000 lowest BIC models
as in this case in Figure 2.15 provides a measure of variability, though it is limited where a
single parameterization dominates the lowest 1000 BIC models, such as site VA052. We show
model variability calculated every meter via the standard deviation weighted by BIC in Figure
2.16, as models with lowest BIC are considered most likely. The lowest BIC model variability
shows very low values of standard deviation throughout the depth profile where a single model
parameterization dominates (e.g. site VA052), though increases where two or more parameterizations are at odds (e.g. VA010 from 1-10 m, or NW050 increasing from 30-20 m). These
provide an indication of the confidence with depth.
As more (5+) parameterizations are included, the variability can serve as an indication
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of higher confidence depth intervals between parameterizations; NW050 model parameterizations are in relatively good agreement <57 meters after which they sharply diverge, while
VA010 parameterizations show greater agreement at depth, below 40 meters. In sites NV039,
CQ053, and NW050 VS uncertainty mostly increases with depth as would be expected for
depths corresponding to the lower frequencies of the dispersion curve. Values in terms of %
VS are comparable to Table 2.3 for the upper 30 meters, though in several cases σVS increases
>20% where parameterization depths do not agree. Using the same models, the estimate of
VS 30 uncertainty was calculated, for which the results were shown in Table 2.6.
We can also verify the overall fitness of models for the data curve by inspecting the distribution of residuals. Model residuals should be normally distributed and centered at zero,
particularly in the case of dispersion models. This ensures models are not skewing towards VS
profiles which overestimate VS (and by extension VS 30 with respect to the experimental curves).
Residuals were calculated for each subset of models, standardized by the covariance matrix as
Cd−1/2 r, where r is the set of frequency dependent residuals. A histogram of the standardized
residuals for the 1000 best BIC models for DC and HV curves at each site is plotted alongside
a standard Gaussian distribution in Figure 2.17. In most cases the dispersion curve residuals
are normally distributed with a mean at zero, though NV039 and VA052 skew slightly negative, suggesting dispersion models may trend towards a slight underestimation of VR . MHVSR
curves are particularly prone to poorly distributed residuals however, mostly due to the low
weighting placed on MHVSR curve misfit during inversion.
The mean difference of residuals for each frequency is also calculated, providing an indication in which frequencies the 1000 lowest BIC model curves systematically over or underestimate VR and MHVSR amplification. This is especially prominent with Rayleigh ellipticity
models, where within a site certain frequency bandwidths systematically under and overestimate data estimates, though this is to be expected as modeling MHVSR data as Rayleigh
ellipticity functions can lead to very high model amplitudes. Better distributions are obtained
where multiple parameterizations have relatively low BIC.

2.5.5

Summary and stratigraphic interpretation

The lowest BIC model for each site can be subsequently evaluated based on surrounding and
regional geodata including the mapped surficial geology and surrounding borehole stratigraphy
and VS profiles in the project geodatabase. Depth to bedrock could be obtained at all six sites
from inverted VS profiles, with inversion bedrock velocities ranging from ∼700-1850 m/s. At
five sites shear-wave velocities fall between 700-1100 m/s, within the expected velocities for
sandstone and in accordance with the sedimentary bedrock of the Georgia basin. Only at site
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Figure 2.16: 1000 and 5000 lowest BIC VS models shaded by BIC, alongside standard deviation weighted by BIC.
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Figure 2.17: Standardized residuals from 1000 best BIC DC and HV curves.
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NV039, where granite pre-Tertiary bedrock underlies the Pleistocene till, do we see bedrock
velocities as high as 1800 m/s, in line with the granitic Coast Plutonic Complex. Depths of the
major impedances can be compared to proximal boreholes at all six sites (Figure 2.18
At site VA010 the 2-layer parameterization indicates bedrock within 3 meters of the surface,
concurrent with the low MHVSR response. This assessment is also in agreement with several
boreholes within 300 meters of the site, which all measure bedrock within 4 meters of the
surface. While they also show a thin (<2 m) thick till layer, this was not resolved in the
2-layer model. Sites NV039 and VA052 distinctly separate the three stratigraphic units of
Holocene sediments, Pleistocene till and Tertiary/pre-Tertiary bedrock as three separate layers,
in agreement with the expected velocities for each. However, while site NV039 is in agreement
with nearby geotechnical data, several boreholes within 300 m of site VA052 show a bedrock
layer of siltstone or mudstone within 7 m of the surface, and till either at the surface or nonexistent, both of which are much shallower than the 3-layer model obtained from surface wave
inversion. The 2-layer model, which also has an appreciably low BIC, may provide a more
accurate geological representation of the site, with bedrock ∼ 8 m. An invasive VS profile from
a downhole seismic survey within 120 m west of VA052 shows a gradual increase from 400650 m/s between 3-10 m depth, not dissimilar to the more discretized 3-layer model shown in
Figure 2.16.
More layers are required at sites BU025, CQ053 and NW050 to achieve minimum BIC
than at NV039, VA010, and VA052. At site BU025, the nearest geotechnical data available
is >1 km of the site, though the second and third layers fall within the range of velocities
for Pleistocene till. The till unit in boreholes on the same surficial unit southwest of of the
site is characterized by a layer of sand/gravelly sand overlying clay which may explain the
requirement of two layers to parameterize the till unit. At site CQ054, boreholes 380-640 m
west of the array site on the same surficial unit have similar VS characteristics; a mostly linearly
increasing VS , starting between 200-400 m/s near the surface increasing to between 800-950
m/s at a depth of 40 m. The lowest BIC 5-layer model at CQ053 does not reach 1000 m/s until
a depth of 60m, though the layering does present a fairly steady increase in VS . These results
conform well with the lowest BIC models containing a larger number of layers, including the
power-law model which makes up most of the 1000 lowest BIC models.

2.6

Conclusions

This chapter presented an effort to use surface wave methods in a systematic manner for seismic
site characterization. Sites were evaluated as part of the ongoing effort for improved microzonation mapping in Metro Vancouver (Assaf et al., 2019; Molnar et al., 2020). Several sites
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Figure 2.18: Surficial geology map (Turner et al., 1998) showing location of six array sites
with inverted VS profiles. Borehole locations are coloured by bedrock depth when available,
followed by till depth, or shown in grey if depth to either impedance was not reached/known.
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lie near NBCC seismic site class boundaries from prior microzonation mapping and can benefit
from improved reliability in site characterization. Surface wave datasets were acquired using
passive and active methods to capture maximum bandwidths of frequency-dependent Rayleigh
wave phase velocities. Following dispersion curve and MHVSR curve data picks, data error
were systematically calculated from fitting normal curves to autocorrelation functions and FK semblances. Combining data curves with a a priori geotechnical data at the regional scale
or per geologic unit such as VS and borehole information, a methodology was developed to
constrain model parameters within realistic bounds for surface wave inversion. Parameter accuracies were developed mindful of parameter sensitivity of the model dispersion and Rayleigh
ellipticity curves. Generic VS and VP models were developed for three primary stratigraphic
units in Metro Vancouver, with the possibility of being modified as additional datasets become
available. With sufficient coverage, VS models could be further developed for individual municipalities, providing more accurate constraints on VS and VP bounds for stratigraphic layers
with multiple lithologies such as Tertiary bedrock.
At five of six sites, MHVSR data were jointly inverted with dispersion curves to further
constrain depths to major impedances. Different weights were assigned to the different data
curves due to the uncertainty regarding the overall contribution of Rayleigh surface waves
to the microtremor wavefield. VS 30 was calculated for the lowest BIC models from multiple
parameterizations to capture VS 30 uncertainty. Several sites have VS 30 ranges that straddle more
than one site class. To identify model parameterizations that adequately fit the data using the
lowest number of model parameters, a Bayesian Information Criterion was applied to develop
a subset of the lowest 1000 BIC models of any parameterization. We observed reasonable
agreement of the inverted VS Z results with proximal stratigraphic and VS information when
these data were available.
The inclusion of the Bayesian Information Criteria presents an exercise in balancing the
trade-off between accuracy and precision of surface wave measurements. The relatively low
coefficients of variation for surface wave methods in Table 2.3, along with the low variability
of VS profiles for models with less parameters, show that these methods can present a high
level of accuracy. The reliability, or precision, however, is generally lower for surface wave
methods; when comparing VS 30 values from surface wave to downhole methods, which are
considered more precise, inter-method variation falls in the range of 5-15% (Brown, 1998; Rix
et al., 2002; Xia et al., 2002; Asten & Boore, 2004). Assigning the appropriate site classification is an exercise in precision above accuracy, hence the use of the BIC to consider multiple
parameterizations in surface wave site characterization. We found that inclusion of the BIC
allows for a more reliable assessment of VS 30 and a more novel evaluation of model variability
and epistemic uncertainty by including multiple parameterizations weighted by BIC. A sim-
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ple albeit time-consuming extension would be to include a larger subset of models and vary
the parameterization (modify parameter bounds for varying numbers of layers for alternating
stratigraphic units) i.e. transdimensional inversion (Dettmen et al., 2012). Additionally, joint
inversions can be performed for a different forward model of the MHVSR curve such as the diffuse field (Sánchez-Sesma et al., 2011) using previously developed software by García-Jerez et
al. (2016), particularly at sites with lower impedances where Rayleigh waves are not expected
to dominate the wavefield. The use of BIC to evaluate parameterizations used in conjunction
with a priori data introduces a relatively simple evaluation of subsets of models to aid in site
characterization where model parameterization is not evident.

Chapter 3
Improved data estimation from non-invasive
techniques at geologically complex sites
3.1

Introduction

From the Fraser lowlands to the Vancouver uplands to the Coast Mountains, the variable
geology at sites in Metro Vancouver gives rise to lateral heterogeneity and stiff layers interspersed between soft layers, particularly within Pleistocene and older glacial and interglacial
sequences. In the majority of site assessments using surface wave methods, there is an assumption of laterally continuous layering and the resulting 1D VS profile is taken to represent
an average profile of the structure directly beneath the array aperture (Boaga et al., 2012).
This approach is adequate provided intra-site variation falls within a certain range, for example a single NBC site class. When geological complexities arise, a 1D model or simplifying
assumptions such as lateral homogeneity and normally dispersive media may not provide an
accurate site characterization. This study aims to evaluate the suitability of such simplifying
assumptions in terms of their effect on VS 30 and corresponding VS profiles.

3.2

Site Characterization in Inversely Dispersive Media

Site characterization studies encompass a large range of subsurface conditions and soil stratigraphies. The viability of non-invasive seismic methods for site characterization is significantly
strengthened when the subsurface can be approximated by a 1D model with normally dispersive
media; that is, each layer in the profile is stiffer than the one directly above it. Unfortunately,
the Pleistocene and older sequence of interbedded glacial and interglacial stratigraphic units
from multiple glaciations can lead to the presence of moderately shallow high-velocity layers
interspersed with lower velocity sediment units. It is likely that inversely dispersive media,
i.e. velocities alternate between higher and lower values with depth or between layers, will be
encountered within Metro Vancouver.
The most important and sometimes invalidated assumption in the case of inversely dispersive media (stiff layer overlying a soft soil) is that the Rayleigh fundamental mode dominates
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the wavefield (Tokimatsu et al., 1991). Geometric dispersion of Rayleigh waves as a function
of frequency is always multimodal, but the relative modal contributions depend on the site geometry and material properties of the medium (Aki & Richards, 1980). In normally dispersive
media (velocity increases with depth), fundamental mode energy is the primary contributor
throughout the dispersion curve. Velocity reversals distribute or disperse the surface wave energy between multiple modes; higher modes propagate at higher phase velocities (Lai et al.,
2014), as shown in Figure 3.1.
The multi-modal nature of surface waves arises from the solutions to the wave-equation for
the boundary conditions required by surface waves of a vanishing stress field at the surface.
For a given frequency, solutions correspond to certain wavenumbers kn , k = 2π f /λ and n
being the mode number, each of which is an eigenvalue with a corresponding eigenfunction
solution which can result in a surface wave (Aki & Richards, 1980). The modes themselves
are generated by constructive interference between transmitted and reflected waves in a layered
system (Foti et al., 2000).

Figure 3.1: Effective mode (filled circles) resulting from modal superposition (solid lines
shown fundamental and 19 higher Rayleigh wave modes) due to inversely dispersive media.
Reproduced from Foti et al. (2015).

While modes become clearly separated in teleseismic signals that travel long distances, at
the geotechnical site evaluation scale, depending on the geometry of layers and the location of
the source, different proportions of each mode can superimpose giving rise to an apparent or
effective dispersion curve, with varying contributions from each mode depending on the frequency (Gucunski & Woods, 1991; Tokimatsu et al., 1992; Lai & Rix, 1998; Xia et al., 2003).
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Resolving the relative energy contribution from each mode requires significant energy transmission within the top layer (Gucunski & Woods, 1991), with fundamental mode data being
most sensitive to variations in the parameters of the shallow layers (Luo et al., 2007). Because
of the larger attenuation at higher frequencies, higher frequency waves are more susceptible to
contribution from higher modes.
Using appropriate spatial sampling during surface wave data acquisition is important. Since
phase velocities are different for each mode at any frequency, using a long array or large sourcesensor distance in the case of active methods aids in separating modes in the time series, and
consequently the dispersion curves. In practice however, mode separation is a difficult task
using both passive and active surface wave acquisition methods, as incorporating arrays of the
required size require large sources to compensate for attenuation. Beyond 30 m, depending on
noise contamination in urban areas and soil rigidity, signals generated from a sledgehammer
attenuate rapidly, though this can be somewhat mitigated through the use of stacking. Without
prior knowledge of the site characteristics, survey planning to mitigate higher mode contamination would often add a number of extraneous steps and equipment when many sites are being
surveyed.
While a velocity inversion may strongly contribute modal superposition, it is not the only
effect. Strong s-wave velocity contrasts can introduce modal osculation in MASW data (Gao
et al., 2016; Boaga et al., 2013), which is accounted by using SPAC data in the lower range of
frequencies. Basin edge scattering can introduce noise sources which induce higher modes at
low frequencies (Ma et al., 2016), which becomes more pronounced at the deeper basement of
the Fraser Delta. The use of traffic as the primary source of microtremors can induce higher
modes (Park et al., 2005), which we have mitigated mostly by choosing sites which are not
bordered by roads which are heavily trafficked where possible. Nevertheless, it is velocity inversions which play a major role in the apparent velocity reversals present in several dispersion
curves in the Metro Vancouver area. In the case of sites presented here, measurements were
all taken on school or park fields, in which a layer of topsoil of variable thickness is present at
the surface. Therefore, the case of a stiff top layer is only explored in the case of a single site,
DK003, though the modal contribution is not expected to vary significantly from the case of a
stiff sandwiched layer (Gucunski & Woods, 1991).

3.2.1

Methodology for dealing with velocity reversal sites

The problem of velocity inversions is not new and mitigating methodologies have been proposed by multiple authors, such as increasing the array size during acquisition to resolve each
mode (Tokimatsu et al., 1992; Park et al., 1999b), the use of multi-mode or extended spatial
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autocorrelation processing techniques (Asten & Henstridge, 1984; Ikeda et al., 2012), modal
reconstruction of higher modes using high-resolution linear Radon transform (Luo et al., 2009;
Ivanov et al., 2010), assigning mode numbers to dispersion estimates and performing a multimode inversion (Gabriels et al., 1987; Luo et al., 2007; Qu et al., 2020), inversion of the effective dispersion using a modified misfit function (Maraschini et al., 2010), or simple inversion of
the effective curve (D. Farrugia et al., 2016; Martin et al., 2006). Unfortunately, these methods
either require unrealistic acquisition parameters for a seismic microzonation project, processing methods not readily available to the user, very accurate starting models, or simply ignore
the effect of higher mode contamination. It is ill-advised to invert an effective curve as the fundamental curve considering the significant risk of VS 30 overestimation as models attempt to fit
portions of a data curve which do not primarily consist of the fundamental mode (Nazarian et
al., 1982; Tokimatsu et al., 1991). While the option to experimentally assign modes to different
dispersion estimates until a reasonable inversion solution is found is possible, the potential for
mode misidentification is quite large, and has been shown to contribute to larger errors in the
soil profile than inaccurate dispersion curve picking (S. Zhang & Chan, 2003).
Chapter 2 outlined the various non-invasive seismic methods for site characterization in
Metro Vancouver. While similar acquisition parameters were used at each array site where
possible, mode separation and thereby mode assignment was often not straightforward. An
example is shown in Figure 3.2; at site NW050, the fundamental and next higher mode were
able to be clearly separated in the frequency bandwidth of 22-40 Hz. In the case of DK003
however, arrays were not able to clearly separate the modes, leading to an effective curve
which manifests as an upwards trend in the 20-110 Hz bandwidth, consistent with its location
on a dike which consists of engineered stiffer ground near the surface. While the fundamental
mode can be reliably picked for NW050, only the effective mode can be picked for DK003 and
its inclusion in the inversion process as a fundamental mode curve would lead to erroneous VS
values.
It is simpler (and safer) when looking at sites with potential velocity inversions to then pick
a dispersion curve, assuming a fundamental mode throughout, before removing (discarding)
dispersion estimates that are potentially contaminated by modal superposition. The problem
then becomes one of identifying frequency bandwidths in the dispersion curve which are subject to higher mode contamination. A similar study was done by S. Zhang & Chan (2003)
which examined the effects of intentional mode mixing on the final VS profile, and applied it
to a real site which presented two scenarios: inversion of the fundamental curve, or inversion
of an effective curve believed to be affected by mode mixing. While the final VS profiles differ
significantly, the VS 30 from the effective curve is only ∼ 5% higher and well within the same
site class. With this in mind, we test a similar methodology of inverting varying portions of
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Figure 3.2: Dispersion curve semblance plots from MASW data (darker shades are higher
counts) at sites NW050 and DK003. Assumed fundamental curves are shown in purple while
potential higher modes are shown in orange.

the effective dispersion curve on several different sites throughout the Metro Vancouver area to
see if the differences in VS 30 are comparable. To increase the overall accuracy of inverted VS
profiles, we also identify which sites are most likely to contain a velocity inversion using their
respective MHVSR plots to assign appropriate parameterization prior to inversion, collected
simultaneously with dispersion data.

3.2.2

Velocity reversals: F-K and dispersion curve picking

The primary goal is to retrieve the fundamental mode dispersion curve from F-K and SPAC
analyses of the AVA and MASW array data for inversion input. The procedure for retrieving
the manually picked dispersion data is to pick reliable dispersion data within and just beyond
resolution and aliasing bounds in the MASW or SPAC semblance image generated for each array setup based on energy maxima for any given frequency. The use of multiple array spacings
throughout the MASW (0.5, 1, 3 m geophone spacing) and AVA (5, 10, 15 m seismometer configuration circumradius) data acquisition provides reliable dispersion estimates within limited
frequency bandwidths dependent on the array response or array size. In this way, “snapshots”
of reliable dispersion data are picked from each array setup. All picked data are then plotted together to edit (e.g., data at lower frequencies are more reliable from larger array sizing)
and retrieve the fundamental-mode dispersion curve as well as evaluate mode contamination
(effective mode, multiple modes).
An example is shown in Figure 3.3 for site DK003. The MASW portion of the dispersion
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curve has been divided into two sections for clarity, each section showing two MASW curves
where semblance resolution was high enough to pick an experimental dispersion curve; at
lower frequencies (3-30 Hz) the 3 and 5 m array spacing semblances are shown, while at
higher frequencies (30-120 Hz), the 0.5 and 1 m array spacing semblances are shown with their
corresponding experimental dispersion curves. Where dispersion curves are not in agreement
for a given frequency bandwidth, the lowest velocity is picked, which usually corresponds with
larger array spacings, as the fundamental mode energy will contribute more with higher sourcereceiver distance. In Figure 3.3 this is most pronounced when comparing MASW semblances
from 0.5 and 1 m array spacing. As higher modes are more susceptible to changes in the upper
layers (Luo et al., 2007), larger velocity differences can be seen at DK003 where higher mode
energy contribution is strongest at the high frequencies, as apparent from the 0.5 m dispersion
estimates. While the relationship is not linear, Rayleigh phase velocities for any given mode
are always larger (though can be very near) than those for the mode below it. It is no guarantee
that the lowest velocity energy maxima is a perfect representation of the fundamental mode,
but it is generally a better representation than the energy maxima at higher velocities for the
same frequency, providing both array spacings fall within aliasing and resolution limits (kmin
and kmax ).
To aid in multi-mode identification, an F-K spectrum representation of the dispersion curve
is also plotted by exporting the 2D grid of semblance values with axes of velocity and frequency, calculating the wavenumber for each given frequency, and replotting as the F-K spectrum using a linear interpolation. F-K spectrum values corresponding to wavenumber discontinuities and inflexions (or “jumps”) are then flagged manually, as individual homogeneous
layers display as a linear trend in an F-K semblance plot, from which deviations are visually
apparent. These F-K deviations potentially showcase mode contamination (energy splitting
between modes, increasing energy of higher modes) or mode jumping (energy maxima transitioned to another mode), and are identified visually both in F-K plots and the corresponding
dispersion curves (dotted lines in Figure 3.4).
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Figure 3.3: Dispersion curve semblance plots from MASW data for two different array spacings at site DK003, showing the comparison between picked curves for each spacing. Picks in
grey are discarded when building a full dispersion curve.

and teal data), and full (all data), based on the proportion of higher mode points included.

points being the most likely. This scheme divides data points into three potential curves for inversion: cut (blue data only), partial (blue

representative of the fundamental mode, while gold and teal points are suspected to have been contaminated by higher modes, with gold

lines. Curves are divided into three sections, based on suspected higher mode contamination; blue data points are suspected to be

MASW data occurs at higher frequencies, typically > 10 Hz. Corresponding F-K plots are shown with discontinuities as dotted vertical

Figure 3.4: Dispersion curve semblance plots from MASW and SPAC data for six sites with suspected higher mode contamination;
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The most apparent deviations from normally dispersive characteristics however can be inferred from the dispersion curves themselves. For example, in Figure 3.2, at site DK003 the 20
Hz boundary provides a natural starting point for suspected mode contamination from velocity
inversion as the dispersion curve begins to trend upwards. Distinct or clear effective modes
are often the result of increasing thickness and a large impedance contrast, which leads to increased probability of higher mode contamination. Even when phase velocities are decreasing
with increasing frequency, it is not a guarantee that the retrieved dispersion data correspond to
the fundamental mode. The expression of higher mode contamination in DK003 occurs at the
highest frequencies in the dispersion curve, indicative of a high velocity surface layer, which
can be caused by a stiff desiccated soil crust or from recording on anthropogenic surfaces of
concrete or asphalt (Ryden, 2009). The former is likely for this array site which is recorded
on an engineered dike. The other five sites shown in Figure 3.4 exhibit mode contamination
as a more characteristic effective mode "hump" at mid-frequencies, indicating a sandwiched
high velocity layer at mid-depths likely caused by variation between glacial and inter-glacial
geologies.
At most sites this initial increase in velocity with frequency is demonstrated in the passive
array data, with curves joining beyond the apex of the hump. In nearly every case the juncture is
simply based on the resolution of the smallest passive array and the largest active array which
mostly coincide. This is displayed by the increase in data uncertainty nearing the juncture,
which is dependent on the aliasing and resolution limits for the SPAC and MASW methods
respectively (Wathelet, 2005). In the case of PM016 here, and in the event that a larger seismic
source and longer array were to be used for MASW processing, there is higher likelihood of
overlap between curves. This is not shown in Figure 3.4 which only shows data from a single
type of acquisition for a given frequency bandwidth (that is, passive and active data do not
overlap). At site PM016 however, in the 15-21 Hz bandwidth where there was overlap, the
assumption of higher mode contamination could be verified by comparing the passive data
with the lowest velocity trends displayed in the active data. If the trends in the passive data
correspond to higher velocities than the active data, it is likely the passive dispersion data
reflects a higher mode (Park et al., 2005). This is shown in Figure 3.5 for site PM016, with VR
differing by ∼ 100m/s at 18 Hz. The picked dispersion curve at PM016 uses the MASW data
beyond 15 Hz as this clearly demonstrates the passive array data displays mode contamination
in this bandwidth.
Using frequencies flagged from F-K plots as a guideline, the bandwidth between the initial inflexion point (where VR begins to increase) and the frequency at which VR returns to the
pre-inflexion VR is denoted as unlikely to consist solely of energy contributions from the fundamental mode (shown in teal and gold in Figure 3.4). Assigning individual modes to portions of
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Figure 3.5: Semblance plots from MASW and SPAC data for site PM016 showing variable
(non-overlapping) energy maxima in the 16-21 Hz bandwidth. The lower velocities from the
MASW curve show that SPAC maxima above 10 Hz are the result of higher mode contributions.

the curve becomes impractical if not infeasible. Despite clear mode excitation, a high velocity
layer would still be evidenced as an increase in VR even at the fundamental mode, though this
would not be the case were the increase caused by other reasons. Therefore, prior to choosing which data points to remove for fundamental mode dispersion inversion the sites must be
categorized based on the possibility of velocity reversals. Evaluation of velocity reversals can
also be accomplished using MHVSR amplification curves, which can be calculated from the
three-component seismometer AVA recordings.

3.2.3

Use of MHVSR for velocity inversion identification

The objective is to identify which apparent velocity reversals in the picked dispersion data of
the previous section are due to velocity reversals in the underlying stratigraphy. We implement
an approach using the MHVSR introduced by Castellaro & Mulargia (2009) since MHVSRs
can be calculated from the three-component seismometer AVA recordings. When no velocity
inversion is present, the vertical component’s Fourier amplitude spectra is always below or
equal to the horizontal component’s Fourier amplitude spectra except at 2 f0 , due to the ellipticity minimum. While a MHVSR amplification < 1 does not always indicate a velocity inversion,
such layering will always induce amplification < 1. For the six Metro Vancouver array sites
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which showed apparent velocity reversal trends in their dispersion data, their corresponding
site-averaged MHVSR are shown in Figure 3.6. Portions of each curve where MHVSR amplification is <= 1 (deamplification) are delimited by dotted vertical lines. Four of six sites display
a persistent MHVSR below 1. The most notable exception is NW050, where deamplification
is only present at ∼ 3.06 Hz, which corresponds to 1.9 times the peak frequency at 1.62, and is
therefore an expected manifestation of Rayleigh ellipticity. The higher mode contamination or
mid-frequency “hump” between 5-10 Hz at NW050 is then not due to a velocity reversal, but
potentially from poorly resolved mid-frequencies resulting in non-overlapping SPAC and FK
data. The MHVSR deamplification at CQ026 is less persistent than most other sites shown, but
still warrant further consideration whether resulting from a velocity reversal.

3.2.4

Velocity reversals: Inversion parameterization

Mode contamination of the fundamental-mode dispersion data at six Metro Vancouver array
sites requires strategies for inversion. Based on the data curves and the sections of curves that
have been identified to likely contain higher mode contributions, two initial data curves could
be considered for inversion: first, a "full" curve, containing the whole effective curve, including
the middle or high frequency sections most likely affected by higher modes which ensures the
high-velocity layer is fully captured. Second, a "cut" curve, which removes this section, and
only retains the portion of the data curve which would be considered normally dispersive. Both
curves have shortcomings, as a full curve models the fundamental mode for several data points
which are affected by modal superposition, while a cut curve will not capture a high velocity
layer, instead assuming the site to be normally dispersive. A third data curve was included to
mitigate these shortcomings, which includes the cut curve as well as the increasing velocity
“shoulders” of the effective curve (teal data points in Figure 3.4. These additional data points,
combined with the cut curve, are referred to as "partial" curves. A partial curve allows the
inversion to capture the fact that a velocity increase is present between a specific range of
frequencies, but without specifying what the velocity of the fast layer should be. In other
words, we know the fast layer exists as manifested in the dispersion and MHVSR data so we
use the partial dispersion data to inform the inversion it exists (fundamental-mode dispersion
curve will exhibit inflected velocities if a velocity reversal is present); we do not use the full
effective curve to constrain the velocity of this fast layer due to the unknown degree of modal
contamination. This allows the inversion to set a realistic model velocity for the fast layer(s)
(parameter range is set using a priori geotechnical data) which still achieves acceptable misfit
in the remainder of the data curve. an exception is made at DK003, where only cut and full
curves ae calculated as strong higher mode contamination is only present in the upper range of
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Figure 3.6: Site-averaged MHVSR curves with calculated one standard deviation for sites
with suspected higher mode contamination. Frequency bandwidths where the site-averaged
MHVSR amplification is < 1 are shaded in red. Sites with velocity reversals are known to
produce persistent deamplification. Sites with deamplification at 2 f0 (e.g. NW050) is typical
of Rayleigh ellipticity.
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frequencies.
We use our parameterization methodology for Metro Vancouver as described in Chapter 2,
with one adjustment to allow for velocity reversals within the Holocene or Pleistocene layers
with model parameter ranges dependent on surrounding geotechnical data and our developed
power-law VS (Z) relations for each geology type. We therefore allow for velocity reversals
while still ensuring elastic parameters for each layer remain within realistic ranges (though
these ranges are relaxed for full curves at NW050). This is especially important for sites
with velocity reversals, as achieving model fits with dispersion data containing an effective
curve using an inversion that assumes fundamental mode dispersion data can produce wildly
unrealistic velocity models with free parameters. Each of the three dispersion curve options
are jointly inverted with the MHVSR curves for each site under the assumption of fundamental
mode dispersion data. We evaluate variations in VS 30 amongst the three joint inversion results
per site.
An important consideration when using a 1D forward model is the requirement that the
half-space velocity be the highest velocity layer in the profile (Gucunski & Woods, 1991).
The Metro Vancouver stratigraphy fortunately aligns with this model requirement, as rock
velocities are higher than Pleistocene and older glacial sediments; Britton et al. (1995) reports
an impedance contrast of 1.5 between tills and rock below the Fraser River delta. Velocity
inversions primarily occur at mid-frequencies and thereby at mid-depths above the half-space
or likely within the Pleistocene and older glacial and interglacial sediment units.

3.2.5

Velocity reversals: Inversion results

The same practice explained in Chapter 2 of using a BIC criterion to obtain the best model
of the most appropriate model parameterization based on dispersion curve misfit is used here.
For each model parameterization, ranging from 2 to 7 isotropic layers as well as a 2-layer
model with one of the layers having a power law gradient, a minimum of 22 500 models
are sampled. The 5000 lowest BIC models of any parameterization are retrieved to examine
variability in the VS models. This procedure is followed for each of the three data curves (cut,
partial, and full) at each site. Due to the increased freedom in the model parameterization from
permitting velocity reversals combined with lesser certitude of a fundamental mode data curve,
inversions can require more inversion trials to achieve any form of convergence (as many as
96 000 models). In the case of partial and full curves, it is not uncommon to find several
local minima within a single parameterization. In no case was a 7-layer model the lowest BIC
model parameterization; therefore, inversion parameterizations are capped at seven layers. For
all models, the corresponding time-averaged VS with depth (VS Z ) is also visualized from which
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VS 30 is obtained.
For brevity only the VS models are shown for all sites in Figure 3.7, though full inversion
results including fitness of the MHVSR and dispersion data, calculated VS Z profiles, and BIC
ranges can be found in Appendix A. As expected, removing the VR reversal dispersion data
results in normally dispersive VS profiles (Figure 3.7). Conversely, including data points from
a partial or full curve which show an increase in VR with frequency results in the lowest BIC
model inclusive of a velocity reversal of variable depth and thickness. An exception lies with
NW050, where the lowest BIC VS models of both the partial and full dispersion data inversions
show little to no evidence of a velocity reversal. Only the VS profile from the full dispersion
data inversion contains a negligible 0.3 m thick low velocity layer. That is, even when allowing
for velocity inversions, the lowest BIC models for all three joint inversions were normally
dispersive profiles. Coupled with evidence from the MHVSR curve, which should display
deamplification for a site with velocity reversals, it can be concluded that NW050 is not an
inversely dispersive site. While there is some VS 30 variation between different data curves, the
partial curve VS 30 range encompasses both the cut and full curves, and median curves for the
cut and partial curves fall within 3 m/s. Models from a full data curve fall within the upper
VS 30 range of the partial and cut curves, and further investigation for normally dispersive sites
with higher mode contamination may be required before a recommendation can be made on
the best data curve to use for inversion.
The results at the remaining five sites suggest that while a full effective dispersion curve
will capture the presence of a velocity reversal, the full curve may not be required. Particularly
in sites where higher mode contamination is prolific within a frequency bandwidth, it may
even be impossible for a dispersion model to achieve a high degree of fit with data points
within the VR reversal. This is displayed clearly in the model dispersion curve fits in Figure
3.8; no model curve completely fits data points of the effective curve hump, underfitting it in
varying degrees. Assuming a fundamental mode model, it is nearly impossible to obtain the
degree of fit within the hump that is seen in other portions of the curve. Doing so in many
cases would require parameterizations with very extreme values, something that we do show
in the case of NW050 in Figure 3.7; in the full and partial curves, inversion parameters were
allowed unrealistic ranges which becomes clear in the top 10 m, where some VS layers reach
nearly 3000 m/s to achieve minimum misfit with the data curve (not possible for near-surface
unconsolidated sediments).
Inversion of a partial curve does suffer from high uncertainty in terms of the velocity of the
high velocity layer. This is expected, and it is preferable to communicate the large uncertainty
in the fast layer’s velocity rather than a biased estimate (full curve inversions) or its entire
absence (cut curve). In terms of VS 30 , the VS profiles from inversion of cut and full curves
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Figure 3.7: The 5000 lowest BIC dispersion models from joint inversion of MHVSR curves
with either cut, full, or partial dispersion data are shown for six Metro Vancouver sites; the
lowest BIC model is shown in red.
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Figure 3.8: The 5000 lowest BIC dispersion models for six Metro Vancouver sites, as calculated for full data curves, displaying underfitting in the mid-frequency range. The lowest BIC
model for each data curve is shown in red.

provide upper and lower VS 30 bounds respectively, provided the VS profiles are stratigraphically consistent. The benefit in performing the cut and full dispersion inversions in providing
VS 30 bounds is apparent in Figure 3.9. A trend of increasing VS 30 with an increasing number
of dispersion data points is consistent for sites where the different data parameterizations led
to inversion models which have similar characteristics, e.g. VA051. In this case, two significant impedance contrasts are relatively consistent in terms of VS and depth. Overall, at the
five sites with suspected velocity inversions the major difference between lowest BIC curves is
the presence, thickness, and velocity of the high-velocity layer. At PC028 however, inversion
results differ significantly between different parameterizations for a single data curve (see partial VS profiles in Figure 3.7). The variability in appropriate VS models both within the same
input dispersion data at between different dispersion data curves for a single site appears to be
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related to the strength of the impedance contrast with the high-velocity layer. This is explored
further considering the geological setting and geotechnical data of the different sites.

Figure 3.9: VS 30 ranges from 5000 lowest BIC models from full, partial, and cut curves at six
Metro Vancouver sites. NBC site class limits are plotted as purple dotted lines.

3.2.6

Velocity reversals: Inversion interpretation

The large geographical separation (>4 km) between sites with higher mode contamination
meant that a consistent depth to each impedance contrast could not be anticipated, hence the
use of MHVSR curves for constraint of the impedance contrast(s) via joint inversion. Nevertheless, some consistency in the resolved impedance contrasts at each site amongst the three
multi-parameterization inversion results was observed; half of the six sites are located in the
Coquitlam area (Figure 3.10). The most common stratigraphy in Metro Vancouver based on
geotechnical data consists of one or two layers of fill/Holocene sediments overlying a thick
layer of Pleistocene sediments containing a high velocity layer, which are in turn underlain
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by a high velocity bedrock layer at depth. This stratigraphic interpretation is consistent with
inversion results of the full and partial curves at three sites: CQ026, PM016, and VA051. Surficial geology maps place CQ026 on Vashon drift, and the relatively shallow (<10 m) depth
and stiff velocities (>500 m/s) are consistent with Vashon Drift (Pleistocene till) in the near
surface. A query of the Metro Vancouver database for boreholes that penetrated till within 2
km of CQ026 was unsuccessful, though several boreholes further north (Figure 3.10) confirm
till as clayey silts to gravelly sands. PM016 and VA051 have more proximal boreholes. For
PM016, borehole stratigraphy within 1.5 km shows variation in till depth, ranging from 1 m at
a borehole ∼700 m south to 15 m at a borehole ∼600 m north-west of the array site. Ranges for
the depths to the Pleistocene layer are given in Table 3.2.6. At VA051 located in Vancouver,
there is more consistency in Pleistocene till depths of 1-5 m, as known from more than a dozen
boreholes located within 250 m of the array site. Between all three array sites, only a single
borehole reached bedrock at a depth of 112 m, located ∼600 m south-east of VA051, which is
within a similar ∼95 m depth range determined from the inverted VS models at this array site.
Overall model profiles for these three array sites are consistent with surrounding geotechnical
data and have velocity ranges which fall within realistic ranges.

Figure 3.10: Surficial geology map (Turner et al., 1998) showing location of array sites with
suspected higher mode contamination. Borehole locations are coloured by till depth or shown
in grey if till depth was not reached/known.
Although NW050 displayed similar dispersion characteristics to CQ026, PM016 and VA051,
with a weak mid-frequency VR “hump”, there is weak evidence for a velocity reversal within
the soil profile from the MHVSR amplification and inversion results as well as surrounding
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NBC site classa

Site

Geological
map unit

b

Number of

Depth to Pleistocene

proximal borehores

(from boreholes)

CQ026

B

Vashon Drift

5

N/A

DK003

E

Fraser River Sediments

21

N/A

NW050

C

Pre-Vashon Deposits

7

2-5

PC028

D-E

Fraser River Sediments

26

N/A

PM016

B-C

Post-Glacial and Pleist. Fluvial

12

9-19

VA051

C

Capilano Sediments

29

1-5

a

Taylor et al. (2006). b Turner et al. (1998).

geotechnical data. Seven boreholes are within 900 m of NW050 providing adequate azimuthal
coverage but none occur within the same mapped surficial geology unit of Pre-Vashon (Pleistocene) deposits. Pleistocene till occurs between depths of 2-6 m in all five boreholes that
reached till, which is consistent with VS >380 m/s from the three inversion results for NW050.
None of the borehole stratigraphies include a clay or silty clay layer, potentially since the surficial geology of pre-Vashon deposits contain a different stratigraphic sequence than that which
is suspected to be the primary cause for the velocity reversal seen at CA026, PM016 and VA051
(Vashon drift).
The PC028 array site lies on Fraser River sediments, well within an area that has previously been designated as site class E (Table 3.2.6), and shows the least amount of consistency
between VS models from different data curves. Surficial geology within 200 m of the site consists of Fraser River sediments with Salish sediments. A cluster of boreholes SE of the array
site (∼95-1000 m) show mostly interspersed layers of silt and silty sand within the top 10 m,
with a fairly consistent layering of clay and silty clay between at 10-14 m depth in surrounding
boreholes. Of the 24 boreholes within 2 km of the array site which reach a maximum depth
of 38 m, none reach till. This suggests that the mid-frequency velocity inversion present in the
dispersion curve for PC028 corresponds to VS variations within the Holocene sediments, as
opposed to within the Pleistocene sediments expected at most other sites presented here. This
may explain the lack of similarity between velocity models from inversions from the cut, partial, and full data curves. Holocene sediments may be more homogeneous, so high impedance
sandwiched high velocity layers may be less prominent, allowing for more flexibility within
the inversion. In all three inversion results, a prominent impedance contrast occurs at ∼95 m
depth, likely corresponding to the interface between the Holocene Fraser River or Salish sediments and pre-Tertiary bedrock. The overlying 95 m of Holocene material are represented in
a variety of VS models, depending on the parameterization. In the case of the cut data curve,

3. Improved data estimation from non-invasive techniques at geologically complex sites 85
it manifests as a velocity increase at 10 m, followed by a large impedance near 95 m. The full
curve shows Holocene velocities until 95 m, with a single high velocity layer between 10-15
m. Partial curve models are less consistent, showing a variety of minor layering between 0-100
m, though with a majority of models placing a slightly higher velocity layer between 50-75 m
depth. However, VS 30 ranges for models from the three data curves are quite similar as shown
in Figure 3.9.
The DK003 site is unique in that it is the only site with a higher velocity layer directly at or
very near the surface, hence the continued increase in velocity with increasing frequency. This
is not by accident, as the survey was performed on an artificial dike. Geotechnical dike reports
within 2 km east of the array site show that a very shallow layer of fill material (gravels)
is underlain by 2.5-3.5 m of silt crust, made of compact, dense material of higher velocity
than the underlying Fraser River sediments, which in turn consist of interbedded silt and sand.
High velocities should then be expected within the top 3-4 m of the soil profile. In contrast,
almost all inversion VS models show a high velocity layer less than 1 m thick constrained by
the effective mode at > 20 Hz. We conclude that the velocity models obtained from the full
dispersion curve at DK003 may not accurately represent the true soil behaviour in the nearsurface, as the transfer-matrix method used in the forward modeling of the dispersion curves
is unable to properly fit higher frequencies of the dispersion curve in the presence of a steep
velocity gradient near the surface (O’Neill & Matsuoka, 2006). This is evident in the lowest
BIC model dispersion curve, where barely any of the velocity increase in the data curve at the
high frequencies is captured by the model curve, fitting for the average VS in the near surface.
Corresponding VS models barely capture a surface high-velocity layer. While a high-velocity
layer is present in the full dispersion curve inversion models present, it is clearly not accounted
for in the VS 30 values, where the full curve values are slightly below the median value of the cut
data curve. Therefore, for a more complete assessment of the velocity profile at sites similar
to DK003 an alternate method is needed, such as a Lamb-wave approximation for surface
layers where mode identification is not required (e.g. Ryden & Park (2004)) or using separate
inversions for different section of the VS profile, i.e. model substitution as in Pan et al. (2013).
Such methods are beyond the scope of this work.

3.2.7

Forward modeling of higher modes

As a final check, we plot the theoretical first to fourth higher dispersion modes of the lowest
BIC model of the partial dispersion inversion results in Figure 3.11 alongside the full dispersion
data. It is apparent that the mid-frequency VR “humps” (indicative of a velocity reversal) can
correspond to higher mode VR estimates and the picked dispersion data within these bandwidths
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are contaminated by mode mixing. The proportion of energy contribution for each mode is
unknown, as it is dependent on frequency and the material and geometric properties of the soil
profile. The proximity between different modal curves at certain bandwidths, where modes
have very close roots, can help explain the increase in potential for mode jumping at certain
bandwidths. At sites NW050, PC028, and PM016 the effective curve VR increases but never
surpasses the first higher mode, suggesting less contribution overall from the higher modes
in the dispersion data. At sites CQ026, DK003, and VA051, velocities from portions of the
effective curve reach as high as the 3rd mode, suggesting fundamental mode contribution is
minimal and higher modes dominate.
Potential for low frequency osculation (Gao et al., 2016) is also observed in the 1-3 Hz
range for sites NW050, PC028, and PM016, where the fundamental and first higher mode share
close roots. While this can affect bedrock velocities and in turn site response, biased dispersion
data at the lowest frequencies would have negligible effects on VS 30 as bedrock depths are
well below 30 m for the sites observed here. Comparisons with SPAC semblance plots from
multiple array spacings would suggest the effects of lower frequency mode osculation are also
minimal for the sites.

Figure 3.11: Comparison of the full dispersion data with theoretical higher order modes of the
lowest BIC model of the partial data inversion at each site.

3. Improved data estimation from non-invasive techniques at geologically complex sites 87

3.2.8

Velocity reversals: Discussion

Although we have only examined 6 sites with a likelihood of velocity reversals in Metro Vancouver thus far, Figure 3.7 shows that accounting for high velocity layers becomes important
for relatively large impedances such as those found at depth in Pleistocene till units, but have
a very minor effect at sites with smaller impedances in the near surface (e.g. Holocene sediments at PC028, engineered dike at DK003). At DK003, VS 30 ranges for the partial curve are
within ranges for the cut curve, and all VS profiles correspond to site class E. In the case of
PC028, removing data dispersion picks with suspected higher mode contamination may provide an adequate VS 30 calculation for the purpose of seismic site characterization, though the
lack of consistency in terms of layering between different and within the same parameterization
resulted in VS 30 ranges for the partial curve (217-232 m/s) being larger than those for the full
curve (208-213 m/s).
At other sites (PM016, VA051), including enough data points to prompt a velocity reversal
in model profiles can have a notable effect on the VS 30 distribution, though in these cases rarely
to the extent of modifying the site class in the cases considered here. Only at PM016 do VS 30
ranges for the full curve slightly overlap site class C, though most models for the full curve and
all models for the partial and cut curves correspond to site class D. It follows that when velocity
reversals are suspected due to the presence of a dispersion hump and/or MHVSR amplification
<1, and modal separation is not possible, then a partial data curve can be used for inversion as
the fundamental mode with model parameter ranges supported by a priori geotechnical data
and can provide reasonably accurate ranges of VS 30 values for the purpose of site classification.
Additional inversion solutions from cut and full curve inversions are beneficial to provide VS 30
bounds for partial curve inversion validation. Where high velocity layers occur at or near the
surface as in DK003, alternate approaches to dealing with the effective curve and its inversion
may be required. NW050 is noteworthy in that VS 30 ranges from all inversion results differ its
mapped site class, evaluated here as class D compared to mapped class C.
On-site VS models from invasive methods which independently measure VS at each depth
such as P-S suspension logging or cross-hole VS could further validate the use of partial data
curves for site classification. Many sites in the Metro Vancouver area, particularly in the eastern
municipalities of Coquitlam and Surrey show characteristics of sandwiched velocity reversals
in velocity data (Adhikari et al., 2021) which may benefit from the approaches described herein.
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3.3

Lateral Heterogeneity

Both the surface wave data processing and inversion methods introduced in Chapter 2 rely on
a very simple, yet substantial assumption; that the subsurface from where the seismic signal
is measured can be approximated as a one dimensional model, which assumes lateral continuity. In areas where subsurface lateral variations are pronounced, this approximation may not
hold. While modeling dispersion characteristics and subsequent site response is fairly straightforward when the site can be approximated as a 1D soil column, this neglects the effect of
2D and 3D morphology where applicable. Several areas in Metro Vancouver lie in transition
zones, where the underlying stratigraphy progresses from soft deltaic sediments to hard granite
(Armstrong, 1990). The uplands of Vancouver, Burnaby, and Surrey have steep topography as
ground elevation spans from slightly below sea level to 100-300 m in as little as 1500 m inland.
Array sites are often bordered by steeply dipping slopes which have been leveled using large
amounts of fill material, so significant lateral variation is possible for subsurface layers at the
array site scale.
In terms of data processing, both single-array SPAC and MASW techniques assume onedimensional layers. Therefore, the use of site-wide array data in the MASW and SPAC data
processing methods outlined in chapter 2 and applied at most sites in Metro Vancouver may
not be suitable. Large multi-spacing arrays were used in part because data collection can be
performed efficiently while capturing phase velocities over a large frequency bandwidth. In
the case of the MASW method, with a linear array of 24 receivers and a maximum receiver
spacing of 3 m, 69 m separate the first and last receivers. For the SPAC method, autocorrelation
is calculated between pairs of receivers, which assumes similar stratigraphy between each pair.
For a hexagonal array with a 30 m circumradius (the largest passive array used here), there
can be up to 60 m between receiver pairs at opposite sides of a single site. Therefore, sites
with proximal topographical and subsurface variations require more involved processing and
possibly different inversion techniques to properly characterize the subsurface.
Literature concerning dispersion estimation from surface waves in 2D stratigraphy is overwhelmingly dominated by processing of active source data using the MASW method. When
lateral heterogeneities are present, it has been suggested that in the case of MASW-derived
inversion, the subsurface properties are averaged laterally across an array (Park et al., 1999a).
Assuming the midpoint of a linear array represents the average properties of the underlying
structure, pseudo-2D VS profiles could be constructed by contouring 1D profiles from the use
of multiple receiver spreads each with a different common mid-point (Xia et al., 2000; Luo
et al., 2006). Multiple conditions must be met for such a method to be applicable, such as
eqi-distant lateral step-wise change in soil properties or a consistently dipping structure with
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at least an 8% gradient (Renalier et al., 2009), and that no individual structure dominates the
lateral stratigraphy (Vignoli & Cassiani, 2009). Where velocity transitions are more abrupt, the
multi-offset phase analysis method (MOPA) has proven successful at identifying stratigraphic
discontinuities (Strobbia & Foti, 2006; Vignoli & Cassiani, 2009; Vignoli et al., 2011), though
the method is still limited to data acquired from active sources in a linear array.
Forward modeling of dispersion and Rayleigh ellipticity curves given 2D or 3D velocity
models is not available. 1D data processing can be done consistently with relative ease by
multiple operators using open-source software such as Geopsy (Wathelet et al., 2020). The
prevalence of Geopsy as an accessible and comprehensive software suite has resulted in a myriad of publications which use Geopsy as their primary dispersion data processing and inversion
vehicle (Roten & Fah, 2007; Di Giulio et al., 2012; Poggi et al., 2017; Teague, Cox, & Rathje,
2018; Vantassel & Cox, 2020a) and its development by the SESAME project for site characterization (SESAME European Commission, 2005). We therefore aim to develop approaches
to identify and extract applicable 1D data for inversion (dispersion curve, MHVSR peak(s))
by developing and performing higher-level processing of the suspected 2D (dispersion and
MHVSR) data. In terms of data inversion, propagator matrix methods (or transfer matrices)
have been the preferred inversion method due to their ease of use and computational efficiency,
which assumes 1D homogeneous layers which propagate displacements at the boundaries of
each layer (M. J. S. Lowe, 1995). Workarounds for non-homogeneous layering such as elastic parameters which increase linearly or according to a power law can be approximated as
sequences of homogeneous layers which vary according to the given functional relationship.
When considering lateral heterogeneity, significantly more involved inversion methods are required to perform a truly 2D inversion from surface wave data, such as full waveform inversion
(Borisov et al., 2019; Cova & Innanen, 2020; C. Zhang et al., 2021) or finite difference methods
(Hayashi & Suzuki, 2001; Chammas et al., 2003), which are outside of the scope of this study
and are usually reserved for more complex structures and topography (Boaga et al., 2012).
Because of the large number of sites involved in microzonation mapping and the ease of
developing workflows for multiple analysts using 1D methods, we concern ourselves both with
evaluation of the suitability of 1D methods in sites with complex geology for site classification,
and with developing approaches to subdivide array sites into 1D applicable zones or quadrants
from which the subdivided data can be inverted with 1D laterally constrained assumptions.
Using f0HV from the AVA surveys, AVA and MASW dispersion data are inverted separately
between quadrants. 1D results from each quadrant are then compared and verified using 2D
refraction data along the same array orientation as the MASW surveys.
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3.3.1

Site assessment using peak frequency

Every surveyed array site should be evaluated to determine if the 1D site assumption (lateral
homogeneity) is met. Irregular topography can provide evidence of uplift and preferential
erosion, leading to irregular structures in the subsurface. Surrounding geotechnical data could
also be beneficial to identify lateral heterogeneity. These methods are not foolproof however,
so we use spatial variation in MHVSR peak frequency at the array site. Spatial variation of f0HV
has been often used to map regional variations in the depth to bedrock (Asten & Henstridge,
1984; Uebayashi, 2003; Lane et al., 2008). We use spatial variation in f0HV at the array site
to establish whether the 1D site condition assumption is valid or violated. Since our typical
array testing consists of deploying six sensors in circular arrays of varying radii (e.g., 5, 10,
15, 30 m), we can obtain the time-averaged MHVSR for each seismometer location around
the array site, e.g., 6*4 + central sensor = 25 MHVSR curves per array site. Determination
of f0HV is accomplished according to SESAME criteria as explained in Section 2.3.2. We then
generate contoured f0HV maps for each array site. Variance in f0HV is most likely an expression
of variation in soil thickness rather than VS based on equation 1.6 and the geologic likelihood
that the material type (and its VS ) beneath each array site (∼60 m diameter) does not vary
significantly. Thus, if the MHVSR curve and its f0HV are stable spatially around the array site
we gain confidence that the 1D assumption is valid (or lack empirical evidence that the 1D
assumption is violated, i.e. 2D or 3D site effects are present). Beyond the peak frequency
values, the shape of the MHVSR curve at different parts of the site is used to qualitatively
assess the steepness of layer dipping. MHVSR curves that show multiple narrow peaks, or
broadened to plateaued peaks, are often indicative of 2D site effects (Uebayashi, 2003; Cornou
et al., 2007); hence, inability to retrieve the f0HV according to the SESAME criteria can also
be indicative of non-1D site effects. Overall, the presence of lateral heterogeneity is assessed
considering the overall quality of MHVSR curves, the relative change in f0 , and the orientation
of the peak frequency gradient.
An example of our f0HV mapping is shown in Figure 3.12 for site WV0. There is variation
in f0HV from ∼4 Hz in the southeast to over 10 Hz in the northwest. We can infer that the soil
thickness is shallowest in the northwest and deepest in the southeast over the 25-30 m diameter
area sampled by the AVA testing. Hence there is evidence of 2D site effects in the mapped f0HV
variation as well as the MHVSR curves (peak broadening in Figure 3.12b, peak plateauing in
3.12e). The dispersion and MHVSR data at this site will require further analysis before input
for 1D inversion.
Peak frequency contour plots are shown for all array sites of this thesis in Figure 3.13. The
contour plots show that most sites have a fairly consistent f0HV , generally within 1 Hz around
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Figure 3.12: Map of contoured f0HV at each seismometer location (triangles) of the AVA testing
at the WV0 West Vancouver site. Time-averaged MHVSR spectrum at selected locations are
shown by solid black lines; f0HV is shown by a vertical dashed line. Locations at which f0HV
could not be retrieved from the MHVSR are shown by grey triangles.

the array site so the 1D site assumption in valid and dispersion and MHVSR data can be used
for 1D inversion. Some notable exceptions or sites with observed lateral heterogeneity are
VA003, WV0, WV064, and to a lesser extent, VA052. MHVSR quality is also considered at
these sites; broad low peaks which feature prominently in the south section of site WV064 are
not included in HV contour plots and Figure 3.13 can only be used as a qualitative preliminary
assessment of lateral heterogeneity, and not a true indication of the change in depth across the
site. In the case of sites VA003 and WV0 however, most peaks are well defined, which may be
due to the low thickness of the sedimentary layer relative to the lateral variability (Renalier et
al., 2009). To quantify the variability in peak frequency, box and whisker plots of the intra-site
f0HV distribution for each array site are shown in Figure 3.14. This clearly shows that sites

3. Improved data estimation from non-invasive techniques at geologically complex sites 92
VA003, WV064, and VA003 have a much higher degree of f0HV variability than all other sites.
This variability is shown to be primarily two-dimensional in Figure 3.13, which allows for
easier separation of sites into well-defined “quadrants”.

Figure 3.13: Maps of contoured MHVSR peak frequency are used to evaluate potential of 2D
site effects at 16 Metro Vancouver array sites. Contouring is achieved for the seismometer
locations shown (black circles) at which f0HV was retrieved following SESAME reliability and
peak picking criteria.

3. Improved data estimation from non-invasive techniques at geologically complex sites 93

Figure 3.14: MHVSR intra-site peak frequency variability (box plots) shown for 16 Metro
Vancouver array sites.

3.3.2

Lateral heterogeneity and dispersion analysis

The MHVSR peak frequencies resulted in three sites being flagged as strong candidates for
lateral heterogeneity: VA003, WV0, and WV064. If we “blindly” proceeded with dispersion analyses using all AVA or MASW recording locations, inconsistent dispersion estimates
would be obtained for these laterally heterogeneous sites. Performing dispersion analyses using
spatial subsets of the simultaneous array recordings (e.g., split the 24-geophone MASW shot
gather into two 12-geophone shot gathers) is needed for these three sites to retrieve reliable
dispersion estimates for inversion that meet the 1D modeling assumption. This is especially
true of the largest AVA and MASW arrays.
The initial assessment of lateral heterogeneity, made from the relative change in f0 , provides
the orientation of the peak frequency gradient. The orientation is required as full inversions
require both a passive and active dispersion component of surface wave data, particularly at
sites where bedrock depth is relatively shallow and higher dispersion frequencies are required
for resolution of the uppermost layers. Active arrays were in most cases only performed as a
linear array in a single orientation. An active survey would ideally lie perpendicular to the peak
frequency gradient (in the case of 2D lateral heterogeneity). Though this could not be predicted
without prior knowledge of the site as passive and active arrays are both performed before the
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data processing stage, it may be inferred from topography immediately surrounding the site if
only one site visit is possible. Two perpendicular active surveys could also be performed at each
site if no indication is provided by topography. As these sites were revisited over the course of
a second field campaign, active surveys were performed perpendicular to the maximum f0HV
gradient, determined during MHVSR processing following the first field campaign. These
active array configurations with respect to AVA measurements are shown in Figure 3.15.

Figure 3.15: Active and passive array configurations for three sites. MHVSR results are shown
at each passive array sensor, shaded by f0HV . Shading is used to sub-divide the site into lower
frequency (blue) and higher frequency (red) quadrants.

Given the length of the largest active arrays, source attenuation also becomes prevalent for
sensors far from the source. The result is preferential filtering of the shot gather’s waveforms
where the dispersion data will be determined by the higher amplitude waveforms of sensors
near the source; the low amplitude waveforms further along the linear active-source array do
not contribute significantly to the dispersion curve. Figure 3.16 shows an example of the large
variability in semblance values for the 69 m long (3 m geophone spacing) array at site VA003
when the seismic source is at each end and the middle of the array. Based on the variance in
f0HV (Figures 3.13 and 3.14), the surface layer shallows significantly in the south-west quadrant of the array, shown as inconsistent dispersion estimates of source 1’s 24-geophone shot
gather. When the source is located at the middle (position 2) and north-east quadrant (position
3), low phase velocities of the surficial soil in the 7-40 Hz bandwidth are resolved. The consistent dispersion results from source position 2 and 3’s shot gathers confirm reliable dispersion
estimates are retrieved over the deeper soil portion of the array. We must therefore discard the
notion that sites VA003, WV0 and WV064 can be represented by a single dispersion curve, and
consequently a single VS profile. Our recommended approach then is to sub-divide the AVA
and MASW array recordings into array sub-sets for dispersion analysis guided by the spatial
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variation and trends in observed f0HV for laterally heterogeneous sites.

Figure 3.16: MASW dispersion histogram (darker shades correspond to higher counts) obtained at array site VA003 for a 24 geophone linear array (3 m spacing) and the vertical seismic
source at one of three locations. The linear array is oriented at 30◦ North.

Array data must then be sub-divided for both AVA and MASW testing. We must settle for
the smallest possible arrays which still retain adequate resolution for SPAC data by maintaining
enough station pairs. Through trial and error, it was determined that when less than half of an
AVA array’s recordings are used, there is inadequate resolution of the SPAC-derived semblance
values or poor dispersion results.
At laterally heterogeneous sites, it is critical that the inflexion points of the dispersion curve
are captured, as they delineate the depths of major impedance contrasts where MHVSR curves
cannot be relied on during inversion due to their variability. We have consistently found that
the MASW method alone is often inadequate for capturing the inflexions corresponding to the
velocities of the basement layer and sometimes the Pleistocene till. Therefore, both SPAC and
MASW data must be used in assembling quadrant-specific dispersion curves, and care must
be taken in order to achieve consistency in the mid-range frequencies when joining passive
and active datasets. When including both SPAC and MASW data for joint inversion within
a given quadrant, we are limited by acquisition parameters and data quality. This can mean
having to divide acquisition from a single array, dividing the sensors for a given array along
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quadrant lines and processing data for each set of sensors separately. This reduces the number
of station pairs from SPAC data, and the number of individual stations from MASW data when
processing histograms for each quadrant’s dispersion curves. Therefore, individual sections
must achieve high enough quality to each achieve a coherent dispersion curve, which can be a
tall order for the high-velocity, low amplification rock sites that characterize the North Shore
of Metro Vancouver (Pileggi et al., 2010). While often possible for the mid to high frequencies
from MASW data, achieving high coherency from SPAC data in the mid-range (8-20 Hz) can
be challenging from the reduction of station pairs.

Such strict limitations allow for little leeway in terms of obtaining a full dispersion curve
within each quadrant for inversion at these sites. Though subject to variability, we have found
that for SPAC data, with less station pairs than obtainable from at minimum half of a hexagonal
passive array with a central sensor, there is inadequate resolution from semblance plots of the
data. The low quality of SPAC dispersion data may be caused by differential site amplification,
preferentially weighting those where the Holocene layer is thickest (Renalier et al., 2009). The
largest arrays (15-30 m circumradius) show the most poorly resolved semblance plots except at
the lowest frequencies where there is the most agreement between receiver pairs as the deepest
layer is sampled by all receivers.

Based on data quality limitations, the division into two quadrants as shown in Figure 3.15 is
then the smallest division possible to construct both AVA and MASW-derived dispersion curves
for each quadrant while still capturing some measure of lateral variability. In the case of WV0,
AVA recordings on the quadrant boundary are included in both quadrant’s SPAC dispersion
analysis. At WV064, only the central receiver is included in both quadrants, while VA003
could be divided evenly as two different AVA tests were performed over two different field
campaigns. The dispersion estimates at both quadrants for the three sites are shown in Figure
3.17. Dispersion estimates show that in several cases (VA003 south-west, WV0 north-west,
WV064 north) only partial dispersion curves spanning the mid-range frequencies could be
manually picked from SPAC-derived histogram plots. Small gaps are also present between 4060 Hz from higher mode excitation, which cannot be reliably included for fundamental mode
inversion. FK estimates are only obtained from sensors within their respective quadrants as
clear enough dispersion estimates could be obtained from both quadrants. In the case of passive
data especially, semblance plots display poorer resolution in the quadrants where bedrock depth
is shallowest.
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Figure 3.17: For three array sites, two dispersion results separated by quadrant are determined
using a sub-set of the full AVA or MASW testing at each site based on f0 mapping. The two
rows show the combined lower-frequency AVA and higher-frequency MASW dispersion histogram (darker shading corresponds to higher counts) with picked dispersion estimates (circles
with error bars) determined from the recordings within each respective quadrant. The picked
dispersion estimates in each quadrant are different from each other for each site.

3.3.3

Lateral heterogeneity: Preliminary inversion results

We implement our joint inversion approach and use of the BIC to determine the most appropriate model parameterization as described in Chapter 2. The SPAC and MASW-derived
dispersion curves of each quadrant are inverted. In this manner, we perform multiple inversions
using model parameterizations that vary from 2 to 7 layers for each quadrant’s dispersion input
data. The 5000 lowest BIC models from the multiple model parameterizations are extracted
from the multiple inversions to capture model uncertainty, shown in Figure 3.18. The Bayesian
Information Criterion was initially introduced in chapter 2 to provide a systematic way of assigning model fits while still accounting for the parameterization, which allows for multiple
parameterizations to be considered in final models without relying entirely on a priori data. At
sites where a single dispersion curve is representative of the site, it also allows for a measure of
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the "best" parameterization. For laterally heterogeneous sites where more than one dispersion
curve is applicable at the site, we may find that lowest BIC models between two quadrants correspond to completely different parameterizations, inconsistent with the local geology. While
some allowance can be made for lateral changes within stratigraphic layers, we expect the
most lateral variability to derive from dipping of impedance contrast(s), i.e. Pleistocene till or
Tertiary/pre-Tertiary bedrock.
Figure 3.18 shows relatively consistent inverted VS profiles for sites WV064 and WV0. The
soil layering and strength of the major impedance contrast are consistent; the differences in the
input dispersion curves correspond to tracking the variation in soil thickness as expected. In
contrast, the inversion results for VA003 demonstrate the risks of disregarding intra-site stratigraphic consistency. The north-east quadrant shares lowest BIC models between 3, 4, and
5-layer parameterizations, with the 3 and 5-layer models sharing similar depths of impedances
and layer velocities. For the south-west quadrant a power-law gradient for the soil layers
outperforms the other parameterizations and does not agree with the strong impedances determined in the north-east quadrant’s inversion results. These differences in the inversion results
are expected based on the differences in the NE and SW quadrant dispersion data; the NE quadrant dispersion data shows low velocities and a steeper velocity increase (stronger impedance
contrast) between 3-10 Hz. Dispersion data constrained to within the lower f0HV quadrant in
the NE (deeper soil) is sensitive to distinct velocities of the layered profile. Conversely, dispersion data constrained to within the higher f0HV quadrant in the SW (shallower soil) is most
sensitive to the velocity gradient in the near surface soil, i.e., the transition between soil and
stiffer layer(s) below is smeared or not distinctly resolved.

calculations are done independently across both quadrants.

correspond to the quadrants delineated in Figure 3.15. Stratigraphic consistency is not considered and inversions and subsequent BIC

Figure 3.18: 5000 lowest BIC models at sites VA003, WV0, WV064, with each site divided into 2 quadrants. The geographic sections
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Because of the disagreement between parameterizations of the lowest BIC models between
quadrants at VA003, other a priori data must be used to determine which of the two lowest BIC
parameterizations is a better representation of the site. On the other hand, we may consider a
power-law gradient overlying a half-space at WV0 and a three-layer model a WV064 as the
best model parameterization at both quadrants based on BIC.

Comparison with geotechnical data
In the cases of sites VA003, WV0, and WV064, a priori information is present in two forms:
proximal borehole stratigraphy, and site refraction data. We analyze VS models across quadrants first via proximal borehole data, from which we can qualitatively determine which quadrant’s minimum BIC models are in best agreement, as boreholes can be used to infer stratigraphy relative to inverted VS profiles.
Geotechnical data at a regional scale is less beneficial for site determination at sites with
large degrees of lateral heterogeneity, as depth to major impedances can vary drastically within
several dozens of meters. Sites WV064 and WV0 are located ∼300 and 600 m respectively
from their nearest boreholes, while VA003 benefits from numerous boreholes within 300 m,
as shown in Figure 3.19. Boreholes proximal to WV0 are sparse, with the nearest borehole
confirming depth to bedrock over 1 km from the site at a depth of 2 m. This in turn leads to
large variability in terms of depth to the bedrock layer, as shown in Figure 3.19 at site WV064;
as much as from 2 to 25 m within a 200 m radius.
At WV0, all boreholes more than 300 m from the coast show bedrock within 4 m overlain
by gravel or gravel with sand. At a small cluster of boreholes near Eagle harbour (∼700 m
north-east) only one borehole reaches bedrock at 3 m, though no other borehole in this cluster
reached beyond 7 m. No profiles showed indication of a till layer overlying the bedrock,
which may justify the layering of the lowest BIC models for both quadrants of WV0; a ∼10
m thick layer expressed as a power law velocity gradient with VS ranging between 145-360
m/s overlying a very stiff layer with VS between 750-960 m/s (Figure 3.18). This is consistent
with relatively shallow Holocene sediments or thin soil veneer over pre-Tertiary bedrock often
found in West Vancouver (Figure 3.19).
A similar scenario may be found at WV064, though with more variability in terms of depth
and overlying soil types than those boreholes proximal to WV0. Most boreholes show layers
of sand with varying amounts of silt and gravel, with 4 boreholes near Horseshoe Bay showing
increasing amounts of silt and silty clay. Depths to bedrock are quite variable, and though
no boreholes explicitly indicated the presence of a Holocene layer, this can be inferred from
sediment type. While the power-law overlying a stiff half-space model has relatively low BIC
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Figure 3.19: Geographic map showing location of three array sites with lateral heterogeneity
overlaying a surficial geology map (Turner et al., 1998). Boreholes where depth to bedrock
is known are coloured by depth while boreholes where bedrock was not reached are shown in
grey. Several boreholes proximal to VA003 also indicated depth to till (not shown here).

in both WV064 quadrants, three-layer models show the lowest BIC. In both cases the halfspace layer is much stiffer than the overlying two layers (between 900 and 1050 m/s). In both
quadrants, both the top and middle layers are below 350 m/s, once again suggesting topsoil
material, though stiffer in the south quadrant.
Compared to WV0 and WV064, VA003 benefits from many nearby boreholes, all of which
include depth to bedrock. Three boreholes are located between 100-145 m east of the arrays
near the north-east corner of China Creek North Park, and have depths to a sandstone bedrock
layer between 12-18 m, with the borehole closest to the array at 14 m. No conclusive depth to a
till layer could be obtained directly from the nearest boreholes. An additional borehole located
145 m south recorded a much shallower depth to bedrock at 8 m, and till beginning between
3-5 m. The majority of the other surrounding boreholes within 400 meters show bedrock well
within 20 m, with a median depth of 8 m. 18 of 28 boreholes also show depth to Pleistocene
till ranging between 1-16 m, with a median depth of 5.5 m. Given that the surficial geology
at China Creek Park is indicated as Salish sediments, and lies near Vashon drift, it could be
expected that all three primary stratigraphic units may be found at the VA003 array site. A
3-layer model (2 significant impedance contrasts) is then most consistent with the expected
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geology at the site, and VS models with three distinct layers have the lowest BIC overall in the
north-east quadrant, though some 4- and 5-layer models with minor variations to the 3-layer
models geometry also show low BIC values. Given the lower uncertainty of the dispersion
data in the north-east quadrant (Figure 3.18) and agreement with geotechnical data, the model
parameterizations from the north-east quadrant could be extended to the south-west quadrant.

3.3.4

Seismic refraction and a priori data

For the three array sites with lateral heterogeneity, VP and VS refraction surveys were performed
post-surface wave processing during the second field campaign along the same lines as the
active MASW arrays to verify the surface wave inversion results with the geometry of the
subsurface layers.
Refraction data was collected using the same geophones (RTC 4.5 Hz vertical) and source
(3.6 kg sledgehammer) as for the active surface wave data (Figure 2.3a), though with different
source locations and only for a 1 m geophone spacing. The geophone spacing was chosen to
minimize signal attenuation while still reaching a depth that would include major impedance
contrasts. A general rule of five shot locations per array was followed with shots located at x

coordinate 23x n2 − 1 for n = 1, 2, ..., 5 where the first geophone is taken to be coordinate 0, as
in Figure 3.20. Signals for p-wave refraction were produced by vertical sledgehammer impact
on a 5 cm thick steel plate. Signals for s-wave refraction were generated from a steel t-beam hit
on the side by the sledgehammer (Figure 3.21), thereby generating a horizontal shear wave in
the directions perpendicular to impact (Franklin, 1979). The t-beam was coupled to the ground
surface using eight 20 cm bolts hammered in to the ground prior to testing. In general, due
to the limited energy that can be input from a side impact and poor coupling in harder soils,
shear signals attenuate much faster than compressive wave signals, limiting the array sizes, and
subsequently the depth of investigation from shear wave refraction.

Figure 3.20: Example layout for 24 channel linear refraction array with 1 m sensor separation.
Shot locations for both p-wave and s-wave refraction are denoted by a red x, while geophones
are shown as green triangles.

Two VP and VS refraction lines were performed at VA003 and WV0, while a single VP
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Figure 3.21: T-beam used for s-wave seismic refraction surveys. The beam, coupled to the soil
using 20 cm bolts, was struck on the faces of each side (point of contact shown as a red target),
perpendicular to the array layout.

and VS survey was performed at WV064 because of site constraints. Array configurations are
shown in Figure 3.23. The P- and s-wave arrivals are picked on the shot gather waveforms and
travel-time analysis is performed for each shot gather (Figure 3.22). P-wave time travel curves
are shown in Appendix B.
Using velocities extracted from the slopes of the travel-time curves and the cross-over distance, an expression can be derived for the thickness of the top layer h as
n−1

x sin β1 X hi
t1 =
+
(cos θi + cos βi )
V1
v
i=1 i

(3.1)

for n layers where αi and βi are the angles of incidence for a wavefront being refracted
along layer i (Sheriff & Geldart, 1995). Equation 3.1 forms the basis of time-term inversion,
and can be put in matrix form for n layers so a best fit model can be found from a simple linear
TM

least squares inversion. In our case, the inversion is performed in the Seisimager

software

package (SeisImager, 2009). More rigorous inversion techniques exist (e.g. Aldridge (1992)),
however, our purposes only require an estimate of site geometry with average velocities for
each layer.
2D cross-sectional VP models are determined for all three sites, as shown in Figure 3.24.
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Figure 3.22: a) Refraction survey geometry showing the raypath of critically refracted wave
and the direct wave for a flat 2-layer model. b) first arrival plot, showing differing slopes for
the direct wave and refracted wave.

However, it was found that sufficiently clear time travel curves for a 2D VS model could not be
obtained at any of the three sites. Only s-wave velocities are obtained for the top layer from
direct wave arrivals at VA003 and WV0.
At site VA003, strong directional noise from east-west traffic closest to the north-east end
of line 2 meant shots far enough from the array to be refracted at the nearest interface cannot be
resolved. Only at line 1 in the south-west quadrant where the interface depth was anticipated
to be shallower could refracted arrivals be recorded. As such, only line 1 p-wave time-travel
curves were inverted, as shown in Figure 3.24. The resulting 2D profiles shows depths to the
interface ranging between ∼2 m at the very south end, to ∼5.5 m at the north-east section of
line 1, corresponding to near the center of the AVA testing. The interface dip is not linear, with
most of the dipping occurring near the middle of the south-west quadrant (between 1 and 7
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Figure 3.23: Refraction array configurations for sites VA003, WV0, WV064, split by quadrant.
Coordinates are consistent with Figure 3.15.

m in Figure 3.24). If the trend continues, some leveling off may be expected moving northwest, so the inability to resolve the interface in line 2 is perhaps due to noise contamination
more than a steeply dipping interface. P-wave velocities of the top and bottom resolved layers,
400 and 700 m/s respectively, correspond best to Holocene sediments and Pleistocene till, as
sandstone p-wave velocities are generally expected to be above 1500 m/s (Japsen et al., 2007),
as evidenced by a high-velocity half space below 60 m with VP > 1800m/s. S-wave velocities
of the top layer are calculated from time-travel curves of the s-wave refraction survey, with all
five shot positions showing clear enough arrivals (Figure 3.25). Velocities range from 135-187
m/s, indicating velocities in the Holocene sediments and topsoil may not be homogeneous,
which may contribute to the lowest BIC models in the south-west quadrant showing a single
layer defined by a power-law overlying the bedrock layer.
At WV0, both lines are used for inversion of a 2D profile. Arrivals are assigned to two
layers, though unlike VW0 time-travel curves are slightly less linear, particularly in line 1,
increasing the uncertainty in terms of both layer assignment and layer velocities. The 2-layer
profile obtained from inversion shows the south-east quadrant interface as mostly horizontal,
shallowing by approximately 1 m to over 60 m laterally. Only in line 2, over the last 40 m is
a steeper gradient observed, with interface depth decreasing from 11 to 4 m. The north border
of the field near the northern section of line 2 is flanked by hills at 11◦ gradient north. P-wave
velocities of the top layer are consistent with topsoil/Holocene sediments. As the surficial geology in West Vancouver consists entirely of pre-tertiary bedrock (Turner et al., 1998), and due to
the prominence of bedrock exposure near the site, it is expected that the refraction profile lower
layer corresponds to bedrock. P-wave velocities compared to the bottom layer of the VA003 re-
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Figure 3.24: P-wave refraction array inversion results for sites VA003, WV0, WV064. Inversion p-wave velocities are shown for each layer in km/s. Quadrant divisions are shown as a
dotted blue line.
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fraction profile also suggests consolidated rock, which is consistent with boreholes both north
and south-east of the site. While the refraction survey indicates 2 primary stratigraphic layers,
surface-wave inversions at both quadrants show a strong preference for a power-law gradient
overlying a stiff half-space, with high BIC values calculated for homogeneous 2-layer models.
While this could be attributed to lateral heterogeneity, the low BIC in the south-east quadrant
for models with more than 6 layers suggest lack of homogeneity within the topsoil, as was
observed at VA003.

Figure 3.25: S-wave time-travel curves for site VA003 line 1 (south-west quadrant). Single
layer velocities could be calculated directly and are labelled on the plot.

Site WV064 shows less complexity overall, as a single refraction line covered the length of
the passive array, and time travel curves are consistent for a 2-layer model (Appendix B). The
site is immediately bordered by steep slopes of relatively consistent gradient to both north and
south dipping ∼ 9◦ and 16◦ respectively, which may indicate that the majority of the top layer
consists of topsoil used to level off the terrain which forms Tantalus Park (i.e. site VA003).
P-wave velocities of the two layers are 400 m/s and 2500 m/s, showing similar values to those
at site WV0, though with stiffer bedrock. Interface depth goes from 7.5 m at the southern
end of the site up to 4 m depth in the northern end, with a fairly consistent dip throughout
the profile. Mid-quadrant interface depths are mostly consistent with the lowest BIC 2-layer
models from surface wave inversion, at 4.3 m on average for the southern quadrant, and 5.7 m
for the northern quadrant. Discrepancies arise when looking at the BIC rankings of the surface
wave models, which show 3-layer models outperforming the 2-layer models in terms of BIC
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values. However, the top 2 layers at the northern quadrant are fairly similar (178 m/s and 244
m/s), and both fall within the range of possible values for unconsolidated sediments. The higher
uncertainty for dispersion data in the low to mid-frequency range in the southern quadrant may
also contribute to a clear preference for a 3-layer model. As proximal geotechnical data or
refraction data may not always be available, we must consider the possible ranges in VS 30
which arise from the two methods.

3.3.5

Intra-site VS 30 variability

The use of proximal borehole data, 2D refraction profiles and 1D VS profiles from surface
wave inversion allows for an integrated interpretation of each site in terms of VS 30 variability
and corresponding site classification. This becomes particularly relevant at sites for which the
lowest BIC model parameterization is at odds with borehole stratigraphy and refraction analysis
e.g. WV064. Comparisons can then be made between VS 30 ranges for lowest BIC surface-wave
inversion models, refraction models, and lowest BIC surface-wave inversion models which are
stratigraphically consistent with borehole data and refraction profiles.
A prevailing site stratigraphy based on the dominant lithological units at each site was determined from refraction surveys and proximal boreholes; 2 layers at WV0 and WV064, and a
three layer model at VA003. In the case of WV0, the lowest BIC model is fairly consistent with
proximal boreholes and the refraction model, with the exception of the top layer VS best represented by a power law rather than a homogeneous layer. At VA003, the north-east quadrant
surface wave inversion models are fairly consistent with the two corresponding layers of the
refraction model, with the bulk of the lowest BIC models having three layers. In the south-west
quadrant however, the lowest BIC VS profile is a power law, decidedly at odds with a priori
data. Given the lower level of dispersion data quality in this quadrant and the amount of lateral
heterogeneity in the near surface, a power-law may be the best 1D VS model to capture the
variability, to the detriment of stratigraphic accuracy of the 1D profile. The largest discrepancy
can be found at WV064, where refraction profiles and proximal geology suggest two primary
stratigraphic units, as opposed to 3-layer 1D surface wave inversion models in both the north
and south quadrants. The 1000 lowest BIC models with a priori consistent stratigraphy and
homogeneous layers are shown for each quadrant at the three sites in Figure 3.26. Only in the
north-east quadrant at VA003 do these correspond exactly with the overall lowest BIC models.
An assessment of VS 30 ranges is done comparatively through refraction profiles, lowest
BIC 1D VS profiles in each quadrant, and stratigraphically consistent 1D VS profiles (when
not aligned with lowest BIC models, as is the case in most quadrants). Figure 3.26 shows the
1000 lowest BIC models with parameterization consistent with refraction profiles and a priori
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Figure 3.26: 1000 lowest BIC models for homogeneous layering consistent with refraction
survey layering and a priori borehole stratigraphy at sites VA003, WV0, WV064, with each
site divided into 2 quadrants.

data. An average VS 30 is then calculated for these profiles. A similar calculation is done for the
lowest BIC parameterization as shown in Figure 3.18 for both quadrants at each site. These
are plotted alongside a VS 30 range calculated along each refraction profile, where the upper
and lower bounds are defined by using the shear-wave velocities of the corresponding model
parameterization. A slight deviation is made for calculating the VS 30 bounds of the VA003
refraction survey, as an average VS for the upper layer could be obtained directly from swave refraction survey time-travel curves (Figure 3.25), rather than the surface wave inversion
models which show wider bounds (100-198 m/s versus 135-187 m/s). As an interface depth
could not be obtained for the bedrock layer, values are extrapolated assuming a linear dip using
the 1D model 3rd layer depths as mid-quadrant depths.
VS 30 comparison plots are shown in Figure 3.27 alongside site class divisions. WV0 immediately highlights the significant variability in VS 30 within the site. While refraction VS 30
bounds fall within site class C, they span nearly the entire site class, with averages ranging
from 435 to 655 m/s. Homogeneous 2-layer models from surface wave inversion are somewhat consistent with refraction VS 30 , with the north-west quadrant profile falling within mid
class C at 566 m/s, and the south-east profile at 353 m/s, just within the class B boundary and
slightly outside the lowest range value for the refraction profile. The lowest BIC models (power
law overlying a half space) show good agreement in the north-west quadrant with refraction
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Figure 3.27: VS 30 ranges for p-wave refraction profiles calculated 1D surface-wave inversion
VS profiles for corresponding layers. Refraction profiles with quadrant divisions (vertical dotted blue line) are plotted overlying the corresponding VS 30 plots. VS 30 values of lowest BIC
models and models with matching stratigraphy to refraction models from surface-wave inversion models are plotted as horizontal lines.
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data, but poorer agreement in the south-east quadrant, at 315 m/s and well within class B. At
WV064, a similar pattern is observed in that the lowest BIC VS models have slightly lower
VS 30 in each quadrant than the refraction-consistent surface-wave inversion VS models. In the
case of WV064 however, all models fall well within site class C, even though the interface to
the bedrock layer consistently shallows to the south. 2-layer models show best agreement with
refraction VS 30 ranges in their respective quadrants, as does the north-west 3-layer model. At
VA003, because a refraction line could only be obtained in the south-west quadrant, 2D VS 30
ranges could are not shown for the north-east quadrant. Both the 3-layer and power law models
of the south-west quadrant are in good agreement with the 2D VS 30 ranges, both within 10% of
the average VS 30 along the refraction profile. The 3-layer south-west model VS 30 falls almost
exactly at the division between site classes C and D, while the north-east 3-layer model falls
well within class D.

3.3.6

Lateral heterogeneity: Discussion

Of 16 total sites, only three were deemed to have enough lateral variability as to merit quadrantseparated site inversions. It should be noted that two of the sites are in West Vancouver while
one is in Vancouver city, and all three are bordered by significant topographical gradients on
at least one side. If passive MHVSR surveying is not available, near-site topography may
provide a qualitative assessment for potential subsurface variability. E/V or N/V ratios (single
component as opposed to average horizontal) may also be evaluated where MHVSR curves
do no meet SESAME criteria. At laterally heterogeneous sites, the VS 30 variability based on
only model parameterization underlines the importance of considering geotechnical and other a
priori data both pre-inversion for model parameterization, and post-inversion when interpreting
results. At WV0 in particular, using the lowest BIC models means one quadrant falling within
a lower site class, both for a power law and a 2-layer model. Refraction model VS 30 is slightly
higher, though shows a comparable amount of variability as between quadrants, suggesting that
separating sites into quadrants may offer a relatively simple way to quantify potential lateral
stratigraphic and VS 30 variability at a given site. Similar complexity is observed at VA003,
with the south-west quadrant VS 30 near the class C-D boundary, while the north-east model
falls well within class D.
Even where site classes encompass a wide range of VS 30 values, subsurface lateral heterogeneity can have important implications for building standards if constructed based on a single
VS 30 value, particularly if said value only corresponds to a portion of the site. It should also be
noted that while a BIC metric may provide a consistent method to account for non-uniqueness
in model parameterization, it may not always provide a stratigraphically accurate model, as ev-
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idenced by the refraction surveys and stratigraphic data. If such data is available it should either
be integrated numerically into the BIC calculation, or stratigraphically accurate models should
take precedence when calculating VS 30 . As with sites containing velocity reversals, additional
independent measurements from invasive methods could be used to further validate surface
wave models, and would provide a basis of comparison with other non-invasive methods such
as refraction surveys.

3.4

Conclusions

Chapter 3 discussed 1D approaches to sites with geological complexity. The same inversion
algorithms via Dinver and model parameterization selection methods (BIC calculation) discussed in Chapter 2 are once again applied to the 9 sites examined in Chapter 3, though additional steps were required for data conditioning and post-inversion parameterization validation.
At sites with velocity reversals, we subdivided each dispersion curve into sections based on the
degree of suspected higher mode contamination and inverted multiple data curves to constrain
VS 30 uncertainty. Where model parameterization remained consistent between data curves, a
partial dispersion data curve provides a variable VS 30 range which is within the upper and lower
bounds provided by “cut” and “full” curves. At sites with suspected lateral heterogeneity two
dispersion curves were inverted; each representing an average of one of two quadrants dividing
the array site, which captures a significant difference in VS 30 , though still within bounds of their
previously mapped site classes. As sites with geological complexity are quite prevalent in the
Vancouver uplands, we recommend first identifying the potential for velocity inversion and/or
lateral heterogeneity from dispersion data and MHVSR characteristics, and applying multiple
data curve inversions as required to properly characterize the seismic site conditions.
Using a higher amplitude seismic source in MASW and refraction testing could provide
benefit at sites with both types of geological complexities by allowing larger linear array sizes;
at sites with velocity reversals because of improved mode resolution (Gabriels et al., 1987),
and at sites with lateral heterogeneity for resolution of the impedance at depth spanning the
entire length of the site from refraction surveys. VS refraction in particular can benefit from
a higher amplitude source due to the poor quality of phase arrivals for time-travel inversion.
Invasive methods, though more costly in situ, could also provide a measure of validation for
the interpretations brought forward in this chapter. At sites with velocity inversions, we recommend inversion of as many proportions of effective mode data between the “cut” and “full”
curves, for a more complete representation of the VS 30 variability at the site. Finally, VS 30 remote sensing methods which use topography (Wald & Allen, 2007) and curvature (Maufroy et
al., 2015) can be compared directly to the values obtained from surface wave inversion.

Chapter 4
Conclusions and Recommendations
The Metro Vancouver seismic microzonation project requires accurate in situ VS 30 -based site
characterization at the neighbourhood scale. The main outcomes of this thesis primarily focus
on improving commonly used analyses and inversion approaches to passive seismic and surface
wave methods of VS profiling and thereby site characterization, particularly at sites subject to
significant geological complexities (lateral variation and velocity reversals with depth). Multiple procedures at both the processing and inversion levels are introduced to add rigour and
reduce VS profile uncertainty without resorting to radically different or prohibitively expensive
acquisition methods. The focus here is on methods which can be performed either simultaneously or using the same equipment as a surface wave seismic survey at a geologically simple
site.
Chapter 2 introduced a systematic procedure for seismic surface wave-based site characterization applied at six Metro Vancouver sites. At the processing stage, Gaussian curves were
fitted to the dispersion data spread to determine data variability, collected from both passive
and active source methods at multiple array configurations. Pre-inversion, a priori geotechnical data throughout Metro Vancouver was used to develop generic VS and VP models, and
combined with proximal borehole data at each site to provide model parameterization bounds
consistent with the local geology. A subset of VS profiles and corresponding dispersion and
Rayleigh ellipticity models were generated via Dinver through the use of the neighbourhood
algorithm for multiple parameterizations within realistic bounds. A BIC calculation to the
models was subsequently applied to rank multi-model-parameterization inversion results, and
to evaluate model uncertainty. The model parameterization and model selection tools developed in this chapter can be applied to other Metro Vancouver sites with ambiguous model
parameterization, regardless of complexity, and are applied to Chapter 3 sites. Effort is ongoing to further expand on the geodataset used in the creation of generic VS profiles (Adhikari et
al., 2021) and target individual municipalities, adding valuable insight to geological changes
within stratigraphic units. Targeted profiles could be used to further constrain model parameterization for inversion, as velocity ranges could be developed for individual geological layers
as opposed to the broader stratigraphic unit definition used in this thesis. A logical step in
the progression of the model selection work lies in fully integrating MHVSR curves into a
Bayesian inversion algorithm which allows for multiple parameterizations to be considered si113
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multaneously, allowing for a larger sampling of model parameter space to be considered in the
BIC calculation, while also reducing the number of individual inversion processes required.
Chapter 3 examined sites which are subject to geological complexities such as velocity inversions and lateral heterogeneity in the subsurface. Approaches were either developed and/or
applied first in the identification of sites with complex geology, followed by strategies for successful site characterization. The first section presented the common phenomenon of higher
mode contamination in the dispersion curve observed at sites in Metro Vancouver with velocity inversions at depth. Inverting the contaminated dispersion curve directly leads to erroneous
VS estimates, and subsequently VS 30 . A visualization algorithm was developed to view f-k
semblance values to aid in mode interpretation, and MHVSR curves were used for velocity
reversal identification following the method outlined by Castellaro & Mulargia (2009). A data
conditioning procedure was developed for dispersion data from sites with velocity reversals
in which data containing varying proportions of potentially mode-contaminated data were inverted, thereby quantifying the potential VS 30 uncertainty from dispersion data at such sites
in terms of upper and lower bounds. A recommendation in the future would be a comparison study in which velocity reversal sites are revisited with a higher amplitude source, allowing for wider spaced arrays and consequently clear mode separation in the dispersion curve.
Well defined modes could provide a clear basis of comparison and support or refute the bandwidths previously suspected of higher mode contamination. Another potential improvement
may amount to an inversion program which samples through various modal contaminated (effective curve) solutions so a complete representation of possible VS profiles are evaluated.
Statistical analysis of the VS 30 distribution from the resulting models would follow.
The second section of Chapter 3 provided a complete workflow for sites with lateral heterogeneity, generally limited to 2 dimensions. f0HV mapping was used to identify and qualitatively rate sites based on the degree of lateral variability. We showed that a simplified laterally
constrained inversion procedure, i.e. sub-dividing sites and evaluating the data within each
sub-region as it meets the 1D assumptions, can be sufficient to express site class variability if
such a degree of variability is present. These finding were confirmed with supporting VP refraction analyses which showed differing levels of lateral heterogeneity in the subsurface. An
additional processing step to sites with lateral heterogeneity could be included in the form of
multi-offset phase analysis (Strobbia & Foti, 2006; Vignoli & Cassiani, 2009) for more precise identification of lateral discontinuities, especially where heterogeneity is marked by rapid
offsets. An interesting insight may also be provided from remote sensing methods such as
topography (Wald & Allen, 2007) or curvature (Maufroy et al., 2015) which tend to be more
variable in municipalities such as North or West Vancouver where many of the geologically
complex sites are located.
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The major outcomes of this thesis are:
• A systematic strategy for quantifying a priori data for model parameterization in surface
wave inversion.
• Quantification of model uncertainties inclusive of potential model parameterizations
through the use of the BIC.
• Improvements to multi-mode dispersion interpretation caused by velocity inversions.
• Use of f0HV mapping and its application to identification of lateral heterogeneity.
• Improvements of multi-seismic field methods that are most suitable to identifying and
processing sites with lateral heterogeneities.
The seismic array sites evaluated in this thesis will benefit from increased rigour in terms
of site characterization by either validating or disputing previous site class assignments. The
combination of analysis and interpretation methods outlined demonstrate the applicability of
1D surface wave inversion methods at sites with either ambiguous parameterization, velocity
reversals or lateral heterogeneity, without requiring significant additional expenditure in the
acquisition or processing stages. Such sites are numerous in Metro Vancouver, where accurate
site characterizations can be used to complement ongoing resonance and basin amplification
modeling, as well as seismic hazard modeling in Metro Vancouver.
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Appendix A

Figure A.1: Experimental dispersion estimates with data error from HRFK and SPAC semblance histograms.
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tions is shown as well. Single lowest BIC models are shown in red.

5000 lowest BIC models are included for dispersion, H/V, VS , and VS Z models. The BIC distribution for different model parameteriza-

Figure A.2: Inversion results for 7 model paramerizations and three data parameterizations for sites with higher mode contamination.
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Appendix B

Figure B.1: P-wave time travel curves from refraction surveys at sites in Vancouver City and
West Vancouver with lateral heterogeneity.
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