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Abstract
The higher-order gas-kinetic scheme for solving the Navier-Stokes equations has been studied in recent years.
In addition to the use of higher-order reconstruction techniques, many terms are used in the Taylor expansion
of the equilibrium and non-equilibrium gas distribution functions in the higher-order gas kinetic flux function.
Therefore, a large number of coefficients need to be determined in the calculation of the time evolution of the
gas distribution function at cell interfaces. As a consequence, the higher-order flux function takes much more
computational time than that of a second-order gas-kinetic scheme. This paper aims to simplify the evolution
model by two steps. Firstly, the coefficients related to the higher-order spatial and temporal derivatives of
a distribution function are redefined to reduce the computational cost. Secondly, based on the physical
analysis, some terms can be removed without loss of accuracy. As a result, through the simplifications, the
computational efficiency of the higher-order scheme is increased significantly. In addition, a self-adaptive
numerical viscosity is designed to minimize the necessary numerical dissipation. Several numerical examples
are tested to demonstrate the accuracy and robustness of the current scheme.
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1. Introduction
Most of the classical flow solvers are based on the Euler or Navier-Stokes equations. An exact or approx-
imate Riemann solver is usually adopted for the inviscid flux. The viscous flux is treated separately from
the inviscid part. However, the gas-kinetic scheme (GKS) [1, 2] for the computation of compressible flows
proceeds from the microscopic dynamic process. The gas distribution function is introduced to follow the
gas evolution from a general initial condition in both space and time. Then all macroscopic flow variables
are expressed as moments of the distribution function. Since the non-equilibrium part of the distribution
function corresponds to the viscous terms, the calculation of the inviscid and viscous fluxes are performed
simultaneously.
With the demand for accurate numerical solution and the continuous increase of computational power,
more attention has been devoted to the development of higher-order schemes in recent years. At the current
stage, the higher-order accuracy in a higher-order method is mostly associated with higher-order reconstruc-
tion techniques (e.g., the WENO reconstruction [3, 4]), while the Riemann solver stays the same for the flux
function as that in low-order schemes. However, since the Riemann solver is intrinsically one dimensional
and cannot reflect the variation of variables in the second and third dimension, fluxes have to be evaluated at
several Gaussian points on a cell interface to obtain accurate integration in the tangential direction for 2-D
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and 3-D problems [5]. This will require disproportionally more computational cost in comparison with the
one-dimensional cases. Recently, the original second-order gas-kinetic scheme is extended to a higher order
by several authors [6, 7, 8]. In addition to the use of the higher-order reconstruction, the evolution process
has also a higher-order property. With the Taylor expansions in both perpendicular and tangential directions
of a cell interface, multidimensionality is achieved and no Gaussian points are theoretically needed. Further
comparison shows that the higher-order evolution model is important in the construction of higher-order
schemes [9].
The previous higher-order GKS schemes have shown good performance for both inviscid and viscous flows.
However, since the evolution model is associated with a large number of space and time dependent terms
in the calculation of the flux, much more computational time is needed than that of a second-order GKS.
As reported in Ref. [9], with the same WENO reconstruction, the finite-volume third-order GKS is 4 times
slower than a finite-difference scheme with a Steger-Warming flux splitting method in the two-dimensional
simulations. Therefore it is meaningful and necessary to reduce the computational cost of the current higher-
order GKS. This paper will follow the main idea in Ref. [7] for the construction of WENO-GKS. But, two
simplifications are obtained to construct a more efficient scheme without loss of accuracy. The paper is
organized as follows. In Section 2 the general idea of the numerical method is introduced. Section 3 is a brief
review of the previous higher-order gas-kinetic evolution model as the baseline model. Section 4 shows the
details of the modifications on the baseline model. Numerical test cases are presented in Section 5. In Section
6, we perform the comparison of accuracy and efficiency of the methods before and after the simplifications.
Finally, the conclusion is given in Section 7.
2. Numerical Procedure
We present a brief introduction to the standard procedure of gas-kinetic schemes. More details can be
found in Ref. [1, 2].
The BGK equation [10]:
ft + u · ∇f = g − f
τ
, (1)
where f is the gas distribution function, g is the equilibrium distribution that f approaches, u = (u, v)T is
the particle velocity, and τ is defined as the collision time (time between collisions). The equilibrium function,
known as the Maxwellian distribution, is
g = ρ
(
λ
pi
)K+2
2
e−λ[(u−U)
2+(v−V )2+ξ2] (2)
for two-dimensional flow, where ρ is the density, U , V are macroscopic velocities in x and y direction,
respectively. λ = m/2kT , where m is the molecular mass, k is the Boltzmann constant and T is the
temperature. K is the internal degrees of freedom which equals to 3 for diatomic molecules. ξ is the internal
variable with ξ2 = ξ21 + ξ
2
2 + · · ·+ ξ2K .
From Eqs. (1) and (2), it is clear that f is a function of x, t, u and ξ. The macroscopic variables ρ,
U , V and T appear as coefficients that are local constants. The conservative variables are related to the
distribution function by the following equation:
W = (ρ, ρU, ρV, ρE)T =
∫
gψdΞ, (3)
where E is the total energy density.
Once the distribution function f is obtained, the flux at a vertical (along the y direction) cell interface
can be expressed as
F =
∫
ufψdΞ, (4)
2
where dΞ = dudvdξ, dξ = dξ1dξ2 · · · dξK , and ψ is the vector of moments:
ψ = (ψ1, ψ2, ψ3, ψ4)
T
=
(
1, u, v, u
2+v2+ξ2
2
)T
. (5)
In addition, we have ∫
(g − f)ψdΞ ≡ 0. (6)
This is due to the conservation property of W . It is valid for any x and t.
For a rectangular cell [xi−1/2, xi+1/2] × [yj−1/2, yj+1/2] with dimensions of ∆xi = xi+1/2 − xi−1/2 and
∆yj = yj+1/2 − yj−1/2, the cell-averaged conservative variable Wij is updated from the time tn to tn+1 as
follows:
W n+1ij =W
n
ij −
1
∆xi∆yj
∫ tn+1
tn
∫ 1
2
∆yj
− 1
2
∆yj
[
Fi+1/2(t, y)− Fi−1/2(t, y)
]
dydt
− 1
∆xi∆yj
∫ tn+1
tn
∫ 1
2
∆xi
− 1
2
∆xi
[
Fj+1/2(t, x) − Fj−1/2(t, x)
]
dxdt.
(7)
The above equation is exact. In a conventional high-order finite-volume scheme, the surface and time inte-
gration on the right-hand-side is replaced by Gaussian quadrature and multi-step Runge-Kutta schemes of
appropriate order, respectively. In the high-order GKS scheme, approximate functions of F are obtained by
expanding f in x, y and t, and the surface and time integration is done analytically.
To get f , we use the analytical integral solution to Eq. (1):
f(x, t,u, ξ) =
1
τ
∫ t
0
g (x′, t′,u, ξ) e−(t−t
′)/τdt′ + e−t/τf0 (x− ut,u, ξ) , (8)
where x′ = x − u(t − t′) is the particle trajectory. Therefore f depends on the equilibrium distribution
function g and the initial distribution function f0. Then the problem is how to model these two functions.
Now we summarize the whole procedure in a time step:
(1) Reconstruction. Based on the current values of the averaged conservative variables, construct the values
and their spatial derivatives at the midpoint of the cell interface on both sides. This could be done by
various techniques. For this paper, the WENO method is applied.
(2) Modelling of evolution. Model f0 and g from the reconstructed conservative variables. Then get f via
Eq. (8). This paper aims to make this part more efficient.
(3) Flux integration. Get the flux at each cell interface according to Eq. (4).
(4) Update of conservative variables. This is done following Eq. (7).
The reconstruction part can be found in Ref. [7]. A standard fifth-order WENO method (WENO-JS)
[4] is applied in the direction perpendicular to the cell interface to determine the line-averaged values of the
variables on both sides of it. Following the suggestion in Ref. [11], the characteristic variables are used instead
of conservative variables. After that, a third-order interpolation involving the nearby line-averaged values
is performed in the tangential direction, to obtain a more accurate value at the midpoint of the interface.
Based on the reconstructed variables, the first and second-order derivatives in both x and y directions can
be obtained from the reconstructed values and the cell-averaged values, which will be used in the evolution
process.
3. The Baseline Gas-kinetic Evolution Model
In this section we introduce the model proposed in Ref. [7], as a baseline for further modifications. For
simplicity, we assume that the cell interface is along the y axis, and the midpoint of the interface is located
at y = 0.
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Let g denote the Maxwellian distribution function at the point (x, y, t) = (0, 0, 0). Then g˜, the equilibrium
distribution in the neighbourhood can be expressed via the Taylor expansion. To the second order in space
and time, it is written as:
g˜(x, t,u, ξ) = g + gxx+ gyy + gtt+
1
2
gxxx
2 +
1
2
gyyy
2 +
1
2
gttt
2 + gxyxy + gxtxt+ gytyt. (9)
Introducing the coefficients below:
a1 = gx/g, a2 = gy/g, A = gt/g,
d11 =
∂a1
∂x
, d12 =
∂a1
∂y
=
∂a2
∂x
, d22 =
∂a2
∂y
,
b1 =
∂a1
∂t
=
∂A
∂x
, b2 =
∂a2
∂t
=
∂A
∂y
, B =
∂A
∂t
,
(10)
Eq. (9) becomes
g˜(x, t,u, ξ) =g + ga1x+ ga2y + gAt+
1
2
g
(
a21 + d11
)
x2 +
1
2
g
(
a22 + d22
)
y2 +
1
2
g
(
A2 +B
)
t2
+ g (a1a2 + d12)xy + g (Aa1 + b1) xt+ g (Aa2 + b2) yt.
(11)
Now let’s consider the non-equilibrium distribution function f . According to the Chapman-Enskog ex-
pansion, to the order of the Navier-Stokes equations , f and g have the following relation [12]:
f = g − τDg = g − τ (gt + ugx + vgy) . (12)
Similarly, by applying the Taylor expansion for each term and neglecting high-order derivatives of g, we get
f˜(x, t,u, ξ) =g + gxx+ gyy + gtt+
1
2
gxxx
2 +
1
2
gyyy
2 +
1
2
gttt
2 + gxyxy + gxtxt+ gytyt
− τ(gt + gxtx+ gyty + gttt)− τu(gx + gxxx+ gxyy + gxtt)− τv(gy + gxyx+ gyyy + gytt).
(13)
With the coefficients defined in Eq. (10), the expression of the non-equilibrium distribution valid in the
neighbour of (x, y, t) = (0, 0, 0) is:
f˜(x, t,u, ξ) =g + ga1x+ ga2y + gAt+
1
2
g
(
a21 + d11
)
x2 +
1
2
g
(
a22 + d22
)
y2 +
1
2
g
(
A2 + B
)
t2
+ g (a1a2 + d12)xy + g (Aa1 + b1)xt+ g (Aa2 + b2) yt
− τ [gA+ g (Aa1 + b1)x+ g (Aa2 + b2) y + g (A2 +B) t]
− τu [ga1 + g (a21 + d11)x+ g (a1a2 + d12) y + g (Aa1 + b1) t]
− τv [ga2 + g (a1a2 + d12)x+ g (a22 + d22) y + g (Aa2 + b2) t] .
(14)
Note that for an arbitrarily given equilibrium state g, there exist g˜ and f˜ corresponding to g. Then we have
the form g˜ = g˜(g,x, t,u), f˜ = f˜(g,x, t,u). Now model the unknown functions in the solution (8) as the
following.
The initial state at the cell interface should be discontinuous:
f0 (x,u, ξ) =
{
f l0 (x,u, ξ) = f˜
l
(
gl0,x, 0,u
)
, x ≤ 0,
f r0 (x,u, ξ) = f˜
r (gr0 ,x, 0,u) , x > 0,
(15)
where gl0 and g
r
0 correspond to the reconstructed conservative variables at the left and right side of the cell
interface, respectively. i.e.,
W l =
∫
gl0ψdΞ, W
r =
∫
gr0ψdΞ. (16)
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The equilibrium distribution function in the integral solution (8) is replaced by
g (x, t,u, ξ) = g˜ (ge,x, t,u) , (17)
where ge is formed from the colliding particles from both sides of the interface. According to the relation
(3), it is obtained by: ∫
geψdΞ =W e =
∫
u≥0
gl0ψdΞ +
∫
u<0
gr0ψdΞ. (18)
By replacing f l,r0 and g with f˜
l,r and g˜, we get an approximation to the exact distribution function f
(Eq. (8)) . The accuracy of the approximation is related to the order of Taylor expansion in f˜ l,r and g˜.
A first-order expansion is enough in the second-order gas-kinetic scheme [2]. For the current higher-order
scheme, we employ the second-order expansion to more accurately reflect the variation of the distribution
functions with x, y and t.
The coefficients a1, a2, A, · · · in the distribution functions (11) and (14) are determined by conservative
variables. Each coefficient can be written as Λ = Λ1ψ1 + Λ2ψ2 + Λ3ψ3 + Λ4ψ4. Define the moment of a
variable as:
〈· · · 〉 =
∫
g(· · · )ψdΞ, (19)
with the help of the relation (6), they can be derived as follows:
〈a1〉 =Wx → a1, 〈a2〉 =Wy → a2, 〈a1u+ a2v +A〉 = 0→ A,〈
a21 + d11
〉
=Wxx → d11,
〈
a22 + d22
〉
=Wyy → d22, 〈a1a2 + d12〉 =Wxy → d12,〈(
a21 + d11
)
u+ (a1a2 + d12) v +Aa1 + b1
〉
= 0→ b1,〈
(a1a2 + d12)u+
(
a22 + d22
)
v +Aa2 + b2
〉
= 0→ b2,〈
(Aa1 + b1)u+ (Aa2 + b2) v +A
2 +B
〉
= 0→ B.
(20)
All moments can be calculated explicitly. Details can be found in Ref. [2].
With all the above preparations, the final expression of f at x = 0 is written as (see Ref. [7]):
f(0, y, t,u, ξ) =
1
τ
∫ t
0
g (−u (t− t′) , y − v (t− t′) , t′,u, ξ) e−(t−t′)/τdt′
+ e−t/τf0 (−ut, y − vt,u, ξ) ,
(21)
where
1
τ
∫ t
0
g (−u (t− t′) , y − v (t− t′) , t′,u, ξ) e−(t−t′)/τdt′
=C1g
e + C2g
eae1u+ C1g
eae2y + C2g
eae2v + C3g
eAe +
1
2
C4g
e
(
(ae1)
2 + de11
)
u2 +
1
2
C1g
e
(
(ae2)
2 + d22
)
y2
+ C2g
e
(
(ae2)
2 + de22
)
vy +
1
2
C4g
e
(
(ae2)
2 + de22
)
v2 + C2g
e (ae1a
e
2 + d
e
12)uy + C4g
e (ae1a
e
2 + d
e
12)uv
+
1
2
C5g
e
(
(Ae)2 +Be
)
+ C6g
e (Aeae1 + b
e
1)u+ C3g
e (Aeae2 + b
e
2) y + C6g
e (Aeae2 + b
e
2) v,
(22)
and
e−t/τf0 (−ut, y − vt,u, ξ) =
{
e−t/τf l0 (−ut, y − vt,u, ξ) , u ≥ 0,
e−t/τf r0 (−ut, y − vt,u, ξ) , u < 0,
(23)
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where
e−t/τf l,r0 (−ut, y − vt,u, ξ)
=C7g
l,r
0
[
1− τ
(
al,r1 u+ a
l,r
2 v +A
l,r
)]
+ C8g
l,r
0
[
al,r1 u− τ
(((
al,r1
)2
+ dl,r11
)
u2 +
(
al,r1 a
l,r
2 + d
l,r
12
)
uv +
(
Al,ral,r1 + b
l,r
1
)
u
)]
+ C7g
l,r
0
[
al,r2 − τ
((
al,r1 a
l,r
2 + d
l,r
12
)
u+
((
al,r2
)2
+ dl,r22
)
v +Al,ral,r2 + b
l,r
2
)]
y
+ C8g
l,r
0
[
al,r2 v − τ
((
al,r1 a
l,r
2 + d
l,r
12
)
uv +
((
al,r2
)2
+ dl,r22
)
v2 +
(
Al,ral,r2 + b
l,r
2
)
v
)]
+
1
2
C9g
l,r
0
((
al,r1
)2
+ dl,r11
)
u2 +
1
2
C7g
l,r
0
((
al,r2
)2
+ dl,r22
)
y2 + C8g
l,r
0
((
al,r2
)2
+ dl,r22
)
vy
+
1
2
C9g
l,r
0
((
al,r2
)2
+ dl,r22
)
v2 + C8g
l,r
0
(
al,r1 a
l,r
2 + d
l,r
12
)
uy + C9g
l,r
0
(
al,r1 a
l,r
2 + d
l,r
12
)
uv.
(24)
The coefficients are
C1 = 1− e−t/τn , C2 = (t+ τ) e−t/τn − τ, C3 = t− τ + τe−t/τn ,
C4 =
(−t2 − 2τt) e−t/τn , C5 = t2 − 2τt, C6 = −τt(1 + e−t/τn) ,
C7 = e
−t/τn , C8 = −te−t/τn , C9 = t2e−t/τn ,
(25)
where τn is a numerical collision time [7].
4. Modifications and Discussions on the Baseline Evolution Model
4.1. Simplification 1
The first simplification is to rearrange the coefficients in formulae (10). Instead of using (10), a new set
of coefficients is introduced:
ax = gx/g, ay = gy/g, at = gt/g,
axx = gxx/g, ayy = gyy/g, axy = gxy/g,
axt = gxt/g, ayt = gyt/g, att = gtt/g.
(26)
Then formulae (20) are replaced by
〈ax〉 =Wx → ax, 〈ay〉 =Wy → ay, 〈axu+ ayv + at〉 = 0→ at,
〈axx〉 =Wxx → axx, 〈ayy〉 =Wyy → ayy, 〈axy〉 =Wxy → axy,
〈axxu+ axyv + axt〉 = 0→ axt, 〈axyu+ ayyv + ayt〉 = 0→ ayt,
〈axtu+ aytv + att〉 = 0→ att.
(27)
The modification has the following properties:
(1) The new definition does not change the total number of coefficients. The degree of freedom remains the
same. Since the coefficients are used to get a first-order approximation in terms of ψ, this modification
will not cause loss of accuracy.
(2) Comparing Eq. (27) with Eq. (20), it is clear that the computational cost of determining the coefficients
are reduced a lot.
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(3) With the new coefficients, the solution f will be much simplified. All combined coefficients in Eqs. (22)
and (24) are replaced by a single coefficient. They are:
a21 + d11 → axx, a22 + d22 → ayy, a1a2 + d12 → axy,
Aa1 + b1 → axt, Aa2 + b2 → ayt, A2 +B → att.
(28)
Notice that each coefficient is a summation of 4 terms, e.g.,
att = a
(1)
tt + a
(2)
tt u+ a
(3)
tt v + a
(4)
tt
u2 + v2 + ξ2
2
, (29)
as a comparison, A2 +B is expanded as(
A(1) +A(2)u+A(3)v +A(4) u
2+v2+ξ2
2
)2
+
(
B(1) +B(2)u+B(3)v + B(4) u
2+v2+ξ2
2
)
, (30)
which contains many more terms than 4. So the time saved is considerable.
(4) The original definition of coefficients will lead to high-order terms of ψ. In the expansion of A2 + B,
the highest power on u, v and ξ is 4. While in the expansion of att, the highest power is 2. Without
involving very high moments of the distribution function, the simplified scheme tends to be more stable.
4.2. Simplification 2
By substituting the coefficients and rearranging the terms, the final solution of the distribution function
f at the cell interface (Eqs. (21) - (25)) can be expressed as following,
f(0, y, t,u, ξ)
=
1
τ
∫ t
0
g (−u (t− t′) , y − v (t− t′) , t′,u, ξ) e−(t−t′)/τdt′ + e−t/τf0 (−ut, y − vt,u, ξ)
=ge +
1
2
geyyy
2 + get t+
1
2
gettt
2 − τ [(get + ugex + vgey)+ (gett + ugext + vgeyt) t]
− e−t/τ
 ge + 12geyyy2 − (ugex + vgey) t+ 12 (u2gexx + 2uvgexy + v2geyy) t2
− τ [(get + ugex + vgey)− (ugext + vgeyt + u2gexx + 2uvgexy + v2geyy) t]

+ e−t/τ

gl +
1
2
glyyy
2 − (uglx + vgly) t+ 12 (u2glxx + 2uvglxy + v2glyy) t2
− τ [(glt + uglx + vgly)− (uglxt + vglyt + u2glxx + 2uvglxy + v2glyy) t] , u ≥ 0,
gr +
1
2
gryyy
2 − (ugrx + vgry) t+ 12 (u2grxx + 2uvgrxy + v2gryy) t2
− τ [(grt + ugrx + vgry)− (ugrxt + vgryt + u2grxx + 2uvgrxy + v2gryy) t] , u < 0.
+ Y.
(31)
Here the terms with the factor y is collected into Y , i.e., Y = yH , where H is independent of y. Since
the distribution function is to be integrated in the interval [− 12∆y, 12∆y], these terms will vanish. So it is
unnecessary to include them. Note that the expression Eq. (31) is the original physical one, we should keep
in mind that all e−t/τ is actually e−t/τn in practical computations.
Consider the expression of f , the terms without the factor e−t/τ are exactly a combination of the
Chapman-Enskog expansion and the Taylor expansion based on ge at (x, y, t) = (0, 0, 0). While the terms
with the factor e−t/τ have the same form for the initial discontinuous (left and right) state and the equilibrium
state. But the sign in front of them are different. Therefore f can be written formally as
f = g˜e − τD˜ge + e−t/τ (El,r − Ee) . (32)
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(1) In Euler cases, τ = 0, the exponential part vanishes.
(2) In viscous cases, when the mesh for computation is fine enough, the flow field is locally smooth, hence
the variables and their gradients at the left/right and the equilibrium states are identical: El,r = Ee.
Then the exponential part vanishes.
(3) The exponential part makes sense only when there is a discontinuity at the cell interface.
Since for viscous flows an absolute discontinuity does not actually exist in the real world, the flow field will
be smooth everywhere if very fine grids are adopted, in which case the exponential part disappears. Then it
can be concluded that the dominating part of the distribution function is g˜e− τD˜ge, while e−t/τ (El,r − Ee)
plays a role of numerical dissipation, which is related to the relative scale of the computational mesh and
the physical structure thickness. In other words, the function of these terms is to suppress oscillations near
discontinuities on coarse grids. Hence they can be simplified appropriately.
From another aspect, it is well known that almost all reconstruction techniques including WENO will
encounter an order-reduction at discontinuities, and non-physical artificial viscosity is generally needed at
such regions. Remember that the term e−t/τn is practically used in place of e−t/τ . There is no a unique
theory for the construction of τn. These uncertainties make it meaningless to get very accurate values for
the terms in the bracket behind e−t/τn . Then it is reasonable to just keep the primary terms in El,r − Ee
for providing necessary numerical dissipation.
Notice that Ee,l,r contains both inviscid and viscous terms (which are related to τ). Since the viscosity
generally plays the role of smoothing the flow field, the physical viscous effect is not dominant wherever a
discontinuity exists. Then it is reasonable to get rid of all terms with the factor τ . On the other hand, we
can neglect all second-order terms associated with small parameters y and t. The resultant expression is
Ee,l,r = ge,l,r − (uge,l,rx + vge,l,ry ) t. (33)
Our numerical results show that the first-order terms of t are necessary thus this form could not be further
simplified. From various test cases, the differences between the results obtained with the form in Eq. (33)
and those obtained with the original form in Eq. (31) are very small. And neither of the two forms is superior
to the other in terms of accuracy and mesh convergence.
Then we conclude that the final expression of the new modelling of the distribution function is:
f(0, y, t,u, ξ) =ge +
1
2
geyyy
2 + get t+
1
2
gettt
2 − τ [(get + ugex + vgey)+ (gett + ugext + vgeyt) t]
− e−t/τ [ge − (ugex + vgey) t]+ e−t/τ
{
gl − (uglx + vgly) t, u ≥ 0
gr − (ugrx + vgry) t, u < 0
}
+ Y.
(34)
Obviously Eq. (34) is much simpler than the original one Eq. (31). In next sections we will prove that the
new method has a good performance for different kinds of test cases.
4.3. The numerical collision time
For Navier-Stokes solutions, the numerical collision time τn is also modified. In Ref. [7] the formula is
written as:
τ =
µ
pe
, τn = τ + β∆x
√
λe
∣∣∣∣pl − prpl + pr
∣∣∣∣ , (35)
where µ is the dynamic viscosity at the cell interface and pe and λe take values corresponding to the equilib-
rium state. As is known, τn includes both physical and numerical dissipation. We found that since the scheme
itself has the mechanism to suppress oscillations near discontinuities, extra artificial viscosity is needed only
when the discontinuity is huge. Then the following formula is designed:
τn = τ + α∆te
1−η−10 , η =
∣∣∣∣pl − prpl + pr
∣∣∣∣ . (36)
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where α is a constant. It is equal to 0.3 in our computations.
For one-dimensional Euler cases, the setting τ = τn = 0 will not cause any problem. For two-dimensional
Euler cases, some numerical dissipation is needed. The physical collision time is still τ = 0. For the numerical
collision time τn, we use the formula in Ref. [8], which reads
τn = C1∆t+ C2∆tη, (37)
where C1 = 0.1 and C2 = 1.
5. Numerical Results
The cases tested are of different categories, including one-dimensional and two-dimensional flows, inviscid
and viscous flows, and high-speed and low-speed flows. Most of them are standard test cases for high-order
schemes. The baseline method has a third-order accuracy for 2-D flows according to Ref. [7]. From various
numerical cases, the results of the present method are similar to those in Ref. [7, 9, 13]. For all cases, the
current results have a good agreement with the benchmark solutions.
In the computations, all meshes used are uniform with ∆x = ∆y. The CFL number is set to be 0.6 if not
specified.
5.1. 1-D test cases
Two 1-D Riemann problems are computed. The first one is the blast wave problem proposed byWoodward
and Colella [14]. The initial condition is given by
(ρ, U, p) =

(1, 0, 1000) , 0 ≤ x < 10,
(1, 0, 0.01) , 10 ≤ x < 90,
(1, 0, 100) , 90 ≤ x ≤ 100.
(38)
The density and pressure distributions at t = 3.8 are plotted in Fig. 1.
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Figure 1: Density and pressure distributions at t = 3.8 of the blast wave problem.
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The second one is the Shu-Osher problem, which simulates the interaction of a moving shock and a smooth
density fluctuation [15]. The initial condition is
(ρ, U, p) =
{
(3.857134, 2.629369, 10.33333) , −5 ≤ x < −4,
(1 + 0.2 sin (5x) , 0, 1) , −4 ≤ x ≤ 5. (39)
The density distribution at t = 1.8 is shown in Fig. 2. The oscillation region is well resolved when 400 cells
are used.
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Figure 2: Density distribution at t = 1.8 of the Shu-Osher problem.
5.2. Double Mach reflection
The computational domain is [0, 3] × [0, 0.75]. An incident shock wave with Ma = 10 reflects from the
bottom wall starting from x = 1/6 [14]. The adiabatic Euler slip boundary condition is applied at the wall.
The exact solutions are used for the post-shock boundaries. The density distribution at t = 0.2 is shown in
Fig. 3.
5.3. 2-D Riemann problem
This case is one of the two-dimensional Riemann problems listed in Ref. [16]. The computational domain
is [0, 1]× [0, 1]. We use the initial conditions given in Ref. [17]:
(ρ, U, V, p) =

(1.5, 0, 0, 1.5) , x ≥ 0.8, y ≥ 0.8,
(0.5323, 1.206, 0, 0.3) , x < 0.8, y ≥ 0.8,
(0.138, 1.206, 1.206, 0.029) , x < 0.8, y < 0.8,
(0.5323, 0, 1.206, 0.3) , x ≥ 0.8, y < 0.8.
(40)
At t > 0, four shock waves form at the interfaces of different states. They interact at the junction point and
a system of complex structures appear. Two different meshes are used, 500 × 500 and 1000 × 1000. The
results at t = 0.8 are presented. Fig. 4 shows the density distribution. Fig. 5 shows the vorticity magnitude
distribution. Good agreements are reached with the results in Ref. [17]. The small vortices induced by flow
instabilities are well resolved on the 1000× 1000 mesh.
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Figure 3: Double Mach reflection problem. Density distribution at t = 0.2 with ∆x = ∆y = 1/480. 30 contours equally spaced
from 1.5 to 23.
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Figure 4: Density distribution at t = 0.8 of the 2-D Riemann problem. 25 contours equally spaced from 0.2 to 1.7. 500 × 500
mesh (left) and 1000 × 1000 mesh (right).
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Figure 5: Vorticity magnitude distribution at t = 0.8 of the 2-D Riemann problem. 21 contours equally spaced from 20 to 600.
500× 500 mesh (left) and 1000 × 1000 mesh (right).
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5.4. Laminar boundary layer
The computational domain is [−0.2, 1] × [0, 0.5], a flat plate with length L = 1 is located from x = 0.
360× 150 mesh cells are uniformly distributed with 60× 150 cells ahead of the plate. The mean flow Mach
number is 0.15, the Reynolds number is Re = U∞L/ν = 3 × 104. At the lower boundary, the symmetric
Euler reflection boundary condition is adopted for x < 0 and the non-slip condition is used for x ≥ 0. At the
right boundary, the simple extrapolation is used. At other boundaries the non-reflection boundary condition
based on Riemann invariants is applied. Fig. 6 shows the velocity profiles at three different locations. The
non-dimensional variables are defined as U∗ = U/U∞, V
∗ = V/
√
νU∞/x and η = y/
√
νx/U∞. The results
of the present method have good agreements with the analytical Blasius solution. The velocity profile can
be resolved with as few as 5 grid points.
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Figure 6: Non-dimensional velocitiy profiles of a laminar boundary layer.
5.5. Low speed lid-driven cavity flow
The fluid is bounded in a cavity with unit side length and driven by the top lid. The lid moves to the
right with a uniform velocity. The Mach number is set to be 0.3, the adiabatic non-slip condition is applied
for all boundaries. Since it is a test case for incompressible flow, most simulations in the past use continuous
initial reconstruction at the cell interface to minimize the kinematic dissipation [18]. However, here we still
use the shock capturing WENO reconstruction, which leads to a discontinuous initial state at the interface.
This case is run at Re = 1000 and Re = 3200. For both cases we use a 65 × 65 mesh. The reference data
is from Ref. [19]. The streamlines are presented in Fig. 7, where the vortex structures are very clear. Fig.
8 shows the velocity profiles at the central lines of the cavity. For a Reynolds number as high as 3200, the
results of a 65× 65 mesh still match the reference data very well.
5.6. The viscous shock tube problem
We consider the test case studied by Daru and Tenaud [20]. A diaphragm is vertically located in the
middle of a square 2-D shock tube with unit side length, separating the space into the left and right parts.
The initial state in the non-dimensional form is given by
(ρ, U, V, p) =
{
(120, 0, 0, 120/γ) , 0 ≤ x ≤ 0.5,
(1.2, 0, 0, 1.2/γ) , 0.5 < x ≤ 1. (41)
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Figure 7: Streamlines of the lid-driven cavity flow with Re = 1000 (left) and Re = 3200 (right).
For air, γ = 1.4 and the Prandtl number Pr = 0.73. All boundaries of the tube is non-slip and adiabatic.
When the diaphragm is broken at t = 0, a shock forms and then moves towards right, followed by a contact
discontinuity. The Mach number of the shock is 2.37. Simultaneously, a rarefaction wave propagates towards
left. After reaching the right wall, the shock is reflected back and moves to the left, interacting with the
contact discontinuity and the rarefaction wave. In viscous cases, a thin boundary layer is generated by the
shear between the shock and the horizontal boundaries, resulting in complex shock wave/boundary layer
interactions. Detailed analyses of the process can be found in Ref. [21].
The non-dimensional time for comparison is t = 1. Only the domain [0, 1]× [0, 0.5] is computed due to
symmetry of the problem. The CFL number in this case is 1. First we consider the case with Re = 200. A
500× 250 mesh is employed. The density distribution is shown in Fig. 9. The height of the primary vortex is
compared with that by reference methods in Ref. [22, 13], as listed in Table 1. A good agreement is reached.
Scheme AUSMPW+ [22] M-AUSMPW+ [22] fourth-order GKS [13] present
Height (h) 0.163 0.166 0.171 0.166
Table 1: Comparison of the primary vortex height at Re = 200 for different schemes on a 500 × 250 mesh.
The flow becomes much more complex at a higher Reynolds number Re = 1000. Fig. 10 shows the
density distribution at t = 1 with a 2000× 1000 mesh. The small-scale structures are clearly presented. The
distribution is very much similar to the result in Ref. [21].
6. Comparison of Accuracy and Efficiency
To compare the accuracy and efficiency of the simplified method with the baseline method (WENO-GKS
in Ref. [7]), two test cases are selected from Section 5. We ensure that all conditions except the evolution
model are exactly the same for all computations. And all cases in this section are run on the same laptop.
Three methods are compared in this section:
• The baseline method. This is the original method in Ref. [7]. It uses the distribution function in Eq.
(31) and the coefficients in Eq. (10).
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Figure 9: Density distribution at t = 1 of the viscous shock tube problem at Re = 200. The mesh used is 500× 250.
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Figure 10: Density distribution at t = 1 of the viscous shock tube problem at Re = 1000. The mesh used is 2000 × 1000.
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• The S1 method. This method is the one with Simplification 1 but without Simplification 2. It uses the
distribution function in Eq. (31) and the coefficients in Eq. (26).
• The present method. This is the final simplified scheme. It uses the distribution function in Eq. (34)
and the coefficients in Eq. (26).
6.1. 1-D inviscid case: the Shu-Osher problem
The density distributions at t = 1.8 of the Shu-Osher problem by the three methods are compared in Fig.
11. Notice that this is an inviscid case, and no artificial dissipation is added during the computation. So
Simplification 2 has no effect since it is a modification related to the viscous terms. Then the results of the
S1 method and the present method are exactly the same. The results of the baseline method and the present
method are also very similar. Both can resolve the high-frequency oscillations very well. Small differences
are visible only near the strong discontinuity around x = 2.4.
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Figure 11: Density distribution at t = 1.8 of the Shu-Osher problem. 400 cells are used.
The computational efficiency is shown in Table 2. The CPU time for a complete computation (to the
non-dimensional time t = 1.8) with 1000 cells is compared. For one-dimensional cases, the speedup after the
simplification is 267%.
Method CPU time (seconds) Speedup
Baseline 13.67 −
S1 5.34 156%
Present 3.72 267%
Table 2: Comparison of efficiency for different methods based on the Shu-Osher problem.
6.2. 2-D viscous case: the viscous shock tube problem
The viscous shock tube problem is considered for the two-dimensional viscous cases. We choose this case
because it is very sensitive to the choice of computational methods.
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Figure 12: Density distribution at t = 1 of the viscous shock tube problem at Re = 200 with a 300 × 150 mesh. Left: the
baseline method. Right: the present method.
The Re = 200 case is computed with the baseline method and the present method on a 300× 150 mesh.
The results are in Fig. 12. The difference is almost indistinguishable.
For a more accurate pointwise comparison, the density distributions along the bottom wall at t = 1 are
plotted in Fig. 13 (on the 300 × 150 mesh) and Fig. 14 (on a 500 × 250 mesh). The reference curve is a
converged solution on a very fine (1500 × 750) mesh. It is found that some differences exist on the coarse
mesh. But when the mesh is refined, the difference becomes very small. On both meshes, the results of the
S1 method and the present method are very similar, and the present method is no worse than the baseline
method. In fact, the present one is even slightly better. This phenomenon may be due to the fact that by
applying Simplification 1, the computations of very high moments of the gas distribution function are avoided,
so that less error is introduced during the computation (see Section 4). The original baseline method with
many higher-order moment terms may have the dynamical effect corresponding to the Burnett equations,
which may not be physically valid [23, 24].
x
D
e
n
sit
y
0.5 0.6 0.7 0.8 0.9 130
50
70
90
110
130 Baseline
S1
Present
Reference
Figure 13: Density distribution along the bottom wall at t = 1 of the viscous shock tube problem. Re = 200. The mesh used is
300× 150.
Table 3 shows the efficiency comparison. The CPU time for one time step on a 1000 × 500 mesh is
compared. The simplified method is about 4 times faster than the baseline method.
Method CPU time (seconds) Speedup
Baseline 18.62 −
S1 6.68 179%
Present 3.76 395%
Table 3: Comparison of efficiency for different methods based on the viscous shock tube problem.
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Figure 14: Density distribution along the bottom wall at t = 1 of the viscous shock tube problem. Re = 200. The mesh used is
500× 250.
6.3. Discussion
The above numerical examples show that the efficiency improvement in two-dimensional case is larger
than that in one-dimensional case. This is because for the gas-kinetic method, a 2-D scheme is not a simply
doubled 1-D scheme. Derivatives in the second dimension also participate in the evolution model due to its
multidimensionality, and the cross terms of space- and time-derivatives are also introduced. Similarly, when
three spatial dimensions are considered, more terms will appear. Therefore, by using the simplifications in
this paper, more gain in computational efficiency is expected for 3-D problems.
7. Conclusion
In this paper, two simplifications have been introduced on the gas evolution model of a baseline higher-
order gas-kinetic scheme with WENO reconstruction. The modifications are designed based on the physical
analysis of higher-order terms in the time evolving gas distribution function and the accuracy is not affected.
The resultant method significantly reduces the computational cost. It is about 4 times more efficient than
the baseline method for two-dimensional cases. Various standard cases are tested to show the robustness,
accuracy, and efficiency of the simplified scheme. The simplifications and the design of the artificial dissipation
introduced in this paper can also be adopted by other kinds of high-order gas-kinetic methods.
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