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DETECTION OF PHASE SHIFT EVENTS
By William Marshall∗ and Paul Marriott∗
Department of Statistics and Actuarial Science, University of Waterloo∗
We consider the problem of change-point estimation of the in-
stantaneous phase of an observed time series. Such change points,
or phase shifts, can be markers of information transfer in complex
systems; their analysis occurring in geology, biology and physics, but
most notably in neuroscience. We develop two non-parametric ap-
proaches to this problem: the cumulative summation (CUSUM) and
phase derivative (PD) estimators. In general the CUSUM estimator
has higher power for identifying single shift events, while the PD es-
timator has better temporal resolution for multiple ones. A system of
weakly coupled Ro¨ssler attractors provides an application in which
there are high levels of systematic and time-dependent noise. Shift
identification is also performed on beta-band activity from electroen-
cephalogram recordings of a visual attention task, an unsupervised
application which requires high temporal resolution.
1. Introduction. This paper develops statistical methodology which
is suitable for tackling the problem of (instantaneous) phase shift identifi-
cation from observable time series, such as in electroencephalogram (EEG)
recordings. The problem is formulated in terms of finding a change-point in
the instantaneous phase variable. Since these phase variables are computed
from complex systems which often include significant amounts of noise, we
focus on developing methods which are robust to such noise, but also have
the temporal resolution necessary for many application areas.
The analysis of phase change points has applications in many fields. In
neuroscience, phase shift behaviour is present on small-scale (cellular) anal-
ysis of spike bursting data [20]. It has also been applied to other com-
plex biological oscillators, such as the Circadian rhythm [25] and in car-
diac/respiratory systems [4]. In geology, directional (circular) data is used
to identify faults, pinchouts and other geological features [34]; angular data
of the Earths rotation was used to characterize the Chandler Wobble [16],
while in physics, phase shift identification has applications to interferom-
etry [12, 19] and in characterizing nano-scale surfaces [24]. In this paper,
though, we focus, for concreteness and because of their intrinsic importance,
on applications in EEG analysis and dynamical systems.
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Phase synchronization is a characteristic feature of neural assemblies,
which are some of the fundamental units of information processing in the
brain [7]. Periods of synchronization (or phase locking) occurs when neurons
associate with one another, forming a neural assembly to accomplish a task.
A spontaneous desynchronization (or phase shift) represents dissolution of
the neural assembly, and the re-organization of neural resources for the next
task. When neural activity is viewed on a large scale, such as in EEG record-
ings, desynchronization may manifest as a phase shift in the instantaneous
phase of the signal.
Due to its extremely good time resolution EEG is used in brain-computer
interface (BCI) applications, where the goal is to provide an augmentative
communication system which can interpret spontaneous brain activity [2,
35]. In such applications real-time analysis of the EEG signal is vital and
this need for online computation will be highlighted in the analysis below.
Measures of phase synchronization are also used to quantify interactions
within complex (chaotic) dynamic systems of oscillators [6]. One such system
is the coupled Ro¨ssler attractor, where synchronization has been observed
that is independent of the corresponding amplitude [26, 31, 28]. The exper-
iments of Rosenblum, Pikovsky and Kurths [31] show that strong coupling
results in complete synchronization; however, during weak coupling the sys-
tem displayed dynamic transitions between phase locking and phase shifting
behaviour. The existence of weak or intermediate coupling strengths is also
a feature of systems which display self organized criticality (SOC), a class
of dynamics which result in apparent power-law distributions [3].
The goal of this paper is to develop robust methods for phase shift identi-
fication from observables where we formulate the problem as a change-point
problem. In Section 2 we describe instantaneous phase estimation, as well
as the change-point methods which will be used. Section 3 contains simu-
lations of simple oscillators, both with and without phase shift behaviour,
which are used to assess the proposed methods in a controlled environment.
In Section 4, methods are applied to data generated from a system of coupled
Ro¨ssler attractors which have chaotic dynamics and spontaneous phase shift
behaviour. In Section 5, the analysis is applied to EEG recordings where we
identify phase shifts in the beta band of participants during a visual task.
2. Methods.
2.1. Instantaneous Phase. Phase can be considered as the value which
defines the initial state of an oscillator, and many linear techniques, such as
the Fourier transform, assume a constant phase value over the each window
of estimation [5]. Nonlinear methods are used to estimate time-dependent
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measures of instantaneous phase which capture moment-to-moment changes.
Instantaneous phase can be defined using either the Hilbert [14] or Wavelet
transformations, both have been shown to produce similar results [30], here
we use the Hilbert definition. In practice, the complex demodulation al-
gorithm is used to estimate the instantaneous phase of an observed sig-
nal [5, 17].
Definition 2.1. For a given δHz low-pass filter H[·], the instantaneous
phase of an observed signal xt in the frequency band (ω − δ, ω + δ) is,
φˆt = tan
−1
(
H[xt sin{−ωt}]
H[xt cos{−ωt}]
)
.(2.1)
The δHz low-pass filter isolates the frequency band of interest, this ensures
that the calculated instantaneous phase can be meaningfully interpreted as
the phase of the (ω − δ, ω + δ) component of the signal [8]. Also note that
removing any discontinuities due to the inverse tangent function is called
phase straightening and will be done for applications in this paper.
2.1.1. Theoretical Properties. Consider the instantaneous phase estima-
tor in the case of an oscillator with additive i.i.d. noise and using a simple
first-order filter. The exponentially weighted moving average (EWMA) is a
tractable digital low-pass filter which is used to investigate properties of the
estimator,
H[xt] = (1− α)
t∑
i=0
αixt−i, α ∈ (0, 1).(2.2)
If the parameter is set to α = e2pifc/T , then fc is the -3 dB cutoff point for
the filter (i.e. frequency components above fc has been reduced by a factor
of at least 10−3).
Theorem 2.1. Suppose xt is a noisy oscillator sampled at T Hz with
frequency f0 Hz (ω = 2pif0/T ) and constant phase φ i.e., xt = sin (ωt+ φ)+
t, with E(t) = 0. Let yt = H[xt sin{−ωt}] and y˜t = H[xt cos{−ωt}] be the
two components in the complex demodulation estimate of φˆt (Eqn 2.1) with
a EWMA(α) filter H[·] given by (2.2). The expected values of yt and y˜t are
E(yt) =
cos (φ)
2
+ b(yt), E(y˜t) =
sin (φ)
2
+ b(y˜t)
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where b(yt) and b(y˜t) are the biases of yt and y˜t, respectively. We have that
b(yt) =
(1− α)( cos (2ωt+ φ) + α cos (2ω(t+ 1) + φ))
2(1− 2α cos (2ω) + α2) −
αt+1
2
(
cos (φ)− (1− α)(cos (φ− 2ω)− α cos (φ))
(1− 2α cos (2ω) + α2)
)
b(y˜t) =
(1− α)( sin (2ωt+ φ)− α sin (2ω(t+ 1) + φ))
2(1− 2α cos (2ω) + α2) −
αt+1
2
(
sin (φ) +
(1− α)(sin (φ− 2ω)− α sin (φ))
(1− 2α cos (2ω) + α2)
)
Proof. By direct calculation.
The results of Theorem 2.1 allow us to understand the how the design
of the filter (2.2), in particular the choice of the weight α and the distance
from the boundary t, affects the estimate of the instantaneous phase. From
these expressions we can see two distinct components in the bias; one purely
oscillatory component and a ‘boundary effect’ which goes to zero for large
t, since αt+1 → 0. The complex demodulation algorithm introduces a 2f0
Hz component into the signal and the oscillatory component represents the
remains of this component after filtering. By increasing α in (2.2), the ef-
fectiveness of the filter is improved and the amplitude of the oscillatory
component decreases, but this will lengthen the duration of the boundary
effect.
The reliable identification of phase shift events relies on the magnitude
of the shift being greater than the bias; thus the selection of a filter is a
trade-off between the power to identify low magnitude shifts and the power
to resolve shifts with small inter-shift-intervals (ISIs). For fixed α, and large
values of t, the magnitude of the bias is bounded
b(yt), b(y˜t) ≤ (1 + α)
2(1− α) ,
To estimate the overall bias in the estimator φˆt, we use a first order Taylor
series expansion
E(f(yt, y˜t)) ≈ f(E(yt), E(y˜t)).
This gives,
E
(
tan−1
(
y˜t
yt
))
≈ φ+ tan−1
(
cos (φ)b(y˜t) + sin (φ)b(yt)
1 + cos (φ)y(Yt) + sin (φ)y(Y˜t)
)
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For large t, we can bound the magnitude of the overall bias using
b(φˆt) ≈ tan−1
(
cos (φ)b(y˜t) + sin (φ)b(yt)
1 + cos (φ)b(yt) + sin (φ)b(y˜t)
)
≤ tan−1
(
(1 + α)√
2(1− α)− (1 + α)
)
, α >
√
2− 1√
2 + 1
Although the theoretical results from this section are for a simple filter,
they provide insight and intuition about the behaviour of more complicated
filters, specifically the trade-off between size of persistent oscillatory bias
and transient boundary induced bias. The existence of a non-zero bias term
means that there will be a lower bound on the magnitude of shifts (∆min)
which can be reliably identified, and by reducing the noise levels we increase
the range of identifiable events. Conversely, the boundary effect which oc-
curs at the start of the recording will also be present at any phase shift
event, and this will result in a minimum interval (ISImin) such that two
change point events can be accurately resolved. Decreasing the bandwidth
in the complex demodulation algorithm (2δ) will decrease overall levels of
noise, but lengthen the duration of transient boundary effects in the in-
stantaneous phase estimate; the bandwidth represents a trade-off between
statistical power and temporal resolution.
2.2. Phase Shift Identification. The identification of phase shift events is
considered from two different perspectives, as a post-hoc analysis which uses
the entire recording, or real-time analysis which considers only information
available prior to the current time. The latter occurs when it is necessary to
have an immediate response to a shift event, such as in statistical process
control or BCI; in this situation it is very important to identify events with
computational efficiency and high temporal resolution.
To identify phase shift events, we first test the hypothesis of no phase
shift events (H0 : φt = φ0) against the alternative of a single phase shift
event at time t0 and with magnitude ∆ (Ha : φt = φ0 + ∆H(t − t0)). Two
statistics are considered,
S1 = max
2≤t≤N−1
s1(t),(2.3)
S2 = max
2≤t≤N−1
s2(t),(2.4)
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where
s1(t) =
(
N
t(N − t)
)1/2 t∑
i=1
(
φˆi − ¯ˆφ
)
s2(t) =
|φˆt+1 − φˆt−1|
2
,
and where φˆt is the estimate of the instantaneous phase at time t and
¯ˆ
φ the
temporal average. The former is a cumulative summation (CUSUM) type
statistic which is favoured in traditional change-point analysis (CPA), while
the latter corresponds to high temporal resolution phase derivative (PD)
method which is currently applied to EEG recordings.
The critical value of the hypothesis test (Φα), will be calculated using
bootstrapping and approximation techniques (see §2.3 and §2.4). If the null
hypothesis is rejected, a change point time tˆ0 is estimated such that
si(tˆ0) = max
t
si(t), i = 1, 2.
Once tˆ0 has been identified, the estimator can be iteratively applied to both
halves of the sample to search for additional phase shift events. This process
continues until either no more shifts are found, or there are less than Nmin
points in a signal. Note that the existence of a phase shift event causes an
additional ‘boundary effect’ at the discontinuity of the instantaneous phase.
Such a boundary effect obscures the phase dynamics around the shift event.
To ensure additional spurious phase shift events are not detected due to this
boundary effect, an interval (tL, tU ) about the estimated change-point must
be excluded from further analyses.
For the CUSUM estimator, we use bootstrapped datasets to estimate the
parameters Nmin, tL and tU . Bootstrapped signals with no phase shift events
are used to find the minimum value Nmin which achieves the desired false
positive rate,
P (S1(x1:Nmin) > Φα) ≤ α
Additionally, bootstrapped signals with a single phase shift event are used
to estimate a value ISImin(α), such that if
tL = tˆ0 − ISImin(α), tU = tˆ0 + ISImin(α),
then the lower and upper subsamples x1:tL and xtU :N have the desired sam-
pling distribution, that is,
P (S1(x1:tL) > Φα) ≤ α, P (S1(xtU :N ) > Φα) ≤ α.
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For the PD estimator, since this is an instantaneous estimator, we need
not be so conservative in the exclusion of data around the change-point. In
fact, it is only required to remove any points around tˆ which are greater
than the critical value,
tL = max
t<tˆ0
{t|s2(t) < Φα}, tU = min
t>tˆ0
{t|s2(t) < Φα}
2.3. Parametric Bootstrapping. To learn about the sampling distribu-
tion of estimators for a more complicated filter than considered in §2.1.1, a
parametric bootstrapping procedure is used, [9]. Bootstrapping techniques
are well developed for CPA in independent observations [1]. To overcome
the problem of dependencies, block bootstrapping techniques for CPA have
been developed which preserve the temporal correlations in the bootstrapped
datasets [22].
Here we consider a simple 9 Hz (f0 = 9) oscillator, sampled at T=250 Hz
with constant unit amplitude. To account for the boundary effects in phase
estimation, the first Nburn samples are removed from the analysis,
xt = sin
(
2pif0t
T
+ φt
)
, t = Nburn . . . N.
In this parametric bootstrap, data are generated with i.i.d. additive noise
(t ∼ N(0, 1)). Both the oscillator and noise term are normalized to unit
power, and the signal-to-noise ratio (SNR) of the simulated observable is set
by a weight parameter r,
x
(b)
t =
rxt
||xt|| +
(1− r)(b)t
||(b)t ||
, b = 1..B.
The relationship between r and the SNR is given by SNR = 10 log10
r2
(1−r)2 .
For large values of N, the sampling distribution of the maximum value in
a sequence of random variables converges to the generalized extreme value
(GEV) family of distributions; this result has been proven for a broad class
of dependent random variables, and does not require a stationarity assump-
tion [15].
In Supplement A we present a simulation study which explores the be-
haviour of S1 and S2 in a simple parametric application. The results con-
firm the intuitive difference between a cumulative and instantaneous esti-
mator. The S1 (cumulative) estimator has greater power to identify phase
shift events, especially with high noise or low effect size. Conversely, the S2
(point-wise) estimator is better at resolving multiple shift events, it is able
to identify shifts with a lower ISI.
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2.4. Non-Parametric Methods. The above parametric procedures, where
the noise is assumed i.i.d., provides a clear intuition about the range of shift
magnitudes and SNRs where a shift can be reliably identified; however, such
methods are not appropriate for all situations. Neither the Ro¨ssler attractor
nor EEG recordings can be accurately described by an ideal oscillator with
i.i.d. noise. More often, signals from complex systems have oscillations which
occur around, but not exactly on a fixed frequency. Other factors which can
affect the detection of shift events are time dependent noise, or the existence
of unrelated systematic features of the system such as oscillators at different
frequencies.
To obtain a nonparametric estimate of the sampling distributions, it is
necessary to have some measure of the temporal dependence which remains
after the filtering process. Here we use the first zero crossing of instanta-
neous phase autocorrelation function (τ), although other methods may also
be appropriate such as using the local minimum of the time lagged mutual
information function [13]. The existence of phase shift events will artificially
inflate the value of τ , so ACF functions should ideally be estimated from data
which does not contain shift events. Additionally, due to the non-stationary
nature of the signal, estimates of τ should be combined from several different
points in the signal. Here we take the arithmetic average of the τ values,
though the median could also be used.
2.4.1. Block Bootstrapping. To estimate the sampling distribution of the
CUSUM estimator (S1), we employ the nonparametric block-permutation
bootstrap technique. There are several different blocking techniques, no-
tably the moving block [23] and circular bootstrap [29]. Here we use a non-
overlapping block method, Kirch [22], which is well studied in the change-
point paradigm, the observed time series is partitioned into K intervals of
length L,
x(k) = x1+L(k−1) : xLk, k = 1..K.
For a randomly generated permutation pi of (1..K), the surrogate dataset is
x(b) = [x(pi(1)), x(pi(2)), ..., x(pi(K))].
Since correlations with-in each block remain unchanged, the surrogate datasets
mimic the correlation structure of the underlying process. The value of L is
chosen such that each window fully captures the autocorrelation structure
of the signal, here we take a value of L = 2τ .
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2.4.2. Threshold Method. The method of block bootstrapping, is not ap-
plicable for the S2 estimator. Creating a block permutation of the original
data does not have the desired effect on the estimator, all with-in block val-
ues of s2 remain unchanged; this is because the nature of the estimator is
instantaneous rather than cumulative.
We suggest an approximation to the distribution of S2 which takes into
account the variance and autocorrelation of the instantaneous phase. The
phase differences are first centred and normalized to create a standardized
sequence of N variables. To account for the autocorrelations, we treat each
block as an independent observation and the distribution of the maximum,
S2, is approximated as the maximum of K
∗ = 2 bN/τc independent random
variables. Critical values are based on the maximum of independent Normal
random variables, although for large values of K∗ these will converge to the
GEV distribution.
In the case of multiple phase shift events, rather than simply applying
the method recursively, we suggest a pooled estimate of the variance which
includes all parts of the signal which have not be identified as a phase shift
event.
σˆ2pool =
∑k
j=1(Nj − 1)σˆ2j∑k
j=1 (Nj − 1)
(2.5)
σˆ2j =
1
Nj − 1
tU (j)∑
i=tL(j)
(s1(j)− s¯1(tL : tU ))2(2.6)
Ni = tU (i)− tL(i) + 1(2.7)
Thus the algorithm is:
1. Estimate the standard deviation of the phase locked values (σˆ2pool)
2. Set the threshold to Φα = σˆpoolz(αK∗i )
3. Update the set of boundaries (tL, tU )
4. Test for phase shift events
• If any new shift events are identified, update the set of phase shift
events (tL, t
∗, tU ) and then go to step 1
• Otherwise stop
As phase shift events are removed from the estimate, σpool will decrease,
causing the critical value Φα to be monotonically decreasing. For this reason,
the boundaries (tL and tU ) must be updated at each iteration to account for
the lowered threshold. Occasionally, lowering the threshold will cause two
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shift events to occur consecutively, in this situation it is not clear if there
actually two events, so they should be merged into a single event rather than
risk falsely declaring a spurious shift.
In addition to the increased temporal resolution, another benefit of this
approximation is its computational efficiency compared to the bootstrap-
ping techniques presented. The current algorithm is described as a post-hoc
analysis of the entire signal; however, it could be adapted into an online
implementation.
3. Simple Oscillators. In this section the accuracy of the suggested
methods is evaluated against the parametric alternative in the case of simple
oscillators with i.i.d. noise. For each application, a fourth order low-pass
Butterworth filter is used to estimate the instantaneous phase because it
has a maximally flat frequency response, i.e. it reduces the amount of ripple
in the pass-band. To assess the methods, we use simulated oscillators which
have a SNR of 0 dB and include M = 20 phase shift events. The shift
magnitudes and ISIs are randomly drawn to obtain a robust comparison,
φt =
M∑
i=0
 i∑
j=0
∆j
H(t− ti)
∆j ∼ Unif ((−pi,−∆min] ∪ [∆min, pi])
ti = ti−1 + ISImin + Exp(ISImin)
Each estimator is evaluated based on the rate of true positives (TP), true
negatives (TN), false positives (FP) and false negatives (FN). The ability
of each method to correctly detect change-point events are displayed for
a range of significance level using receiver operating characteristic (ROC)
curves, which plot TP against FP. The accuracy (ACC = (TP+TN) /
(TP+FP+TN+FN) ) provides a measure of goodness at specific signifi-
cance levels, while the area under an ROC curve (AUROC) provides an
overall measure of quality. The accuracy measure gives equal weight to TP
and TN events, this is not necessarily optimal for every situation, other
weightings may be considered depending on the application.
The resulting ROC curves from the change point analysis of twenty simu-
lated oscillators (for a total of 400 shift events) are shown in Figure 1. Both
the CUSUM and PD estimators have high power to identify phase shift
events, while controlling the false positive rates. There is a cross-over of the
ROC curves for the nonparametric estimators, which implies neither method
is uniformly better than the other; the PD method provides the maximum
accuracy, but the CUSUM method can provide increased power at the cost
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of a slightly higher FP rate. The parametric CUSUM method works best
overall, and significantly better than the nonparametric CUSUM, while both
the parametric and nonparametric PD methods give similar results. Table 1
shows the maximum ACC and AUROC values for each method, both non-
parametric methods perform well, though the PD estimator is marginally
better.
Fig 1. The ROC curves for both the parametric and nonparametric versions of the CUSUM
and PD estimators. The parametric CUSUM estimator (yellow) performs the best, domi-
nating each other curve. The parametric (green) and nonparametric (red) PD estimators
perform similarly, they are both better than the nonparametric CUSUM (blue) for the low
FP rates but then there is a cross-over and the nonparametric CUSUM performs better
for high FP ranges.
Method mACC AUROC
CUSUM Parametric S1 0.9863 (α = 0.1) 0.9772
PD Parametric S2 0.9400 (α = 0.01) 0.9555
CUSUM Nonparametric S1 0.9137 (α = 0.1) 0.9438
PD Nonparametric S2 0.9438 (α = 0.03) 0.9610
Table 1
A table of the maximum accuracy (mACC) and area under the curve (AUROC) for the
simple oscillators. Both nonparametric measures provide comparable results, although the
instantaneous estimator (S2) has both the highest mACC and AUROC.
4. Ro¨ssler Attractor. In this section, we apply the proposed meth-
ods to a system of coupled Ro¨ssler attractors. This application represents
an intermediate level of difficulty between the i.i.d. oscillators and an un-
supervised EEG application. The chaotic dynamics are not strictly periodic
and significant power leaks into nearby frequency bands, this is similar to
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the spectral properties of EEG signals; however, unlike an EEG application
the true shift events in the Ro¨ssler attractor are still available to calibrate
methods.
The Ro¨ssler system is a set of three ordinary differential equations [32],
which is linear except for a single bi-linear term. The attractor primarily
rotates around the origin in the x-y axis, while showing spontaneous bursts in
the z-direction. Sample trajectories generated with random initial conditions
are shown in Figure 2; a burn-in period of 30 seconds is thrown away to
remove transient activity.
Fig 2. Sample trajectory of a Ro¨ssler attractors.
Here we explore the two coupled Ro¨ssler attractors,
x˙1/2 = ω1/2(−y1/2 − z1/2) + C(x1/2 − x2/1)
y˙1/2 = ω1/2(x1/2 + ay1/2)
z˙1/2 = ω1/2(b+ z1/2(x1/2 − c))
with a = 0.15, b = 0.2, c = 10. The frequency parameters were ω1 =
2pif0 + δω and ω2 = 2pif0− δω, where the attractors have average frequency
of f0 = 9Hz and a frequency mismatch of δω = 0.675. For this set of
frequency parameters, the phase shift dynamics observed in Rosenblum,
Pikovsky and Kurths [31] are recreated by setting the coupling parameter
to C = 0.12. Trajectories were generated at a rate of 10 kHz and then down-
sampled to 250 Hz. Estimated power spectral densities are shown in Figure
3, the attractor shows a distinct peak at approximately 9.25 Hz.
To estimate the autocorrelation which remains in the instantaneous phase,
we increase the coupling value to C=0.5 to generate signals with strong
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synchronization and no shift events. The ACF of the instantaneous phase
difference for the strongly coupled oscillators is shown in Figure 3. This first
zero crossing of the ACF function occurs at τ = 1183, or approximately
4.5 seconds. Trajectories primarily oscillate in the x-y plane, so there is a
Fig 3. Left: Estimated log PSD of x1 for the coupled attractors (densities based on x2,
y1/2 were nearly identical). There is a distinct peak at approximately 9.25 Hz. The signal
is not strictly periodic and the spectral components ‘leak’ into other bands. Notably, there
is a periodic beat frequency due to the frequency mismatch (dω) of the oscillators. Right:
Estimated ACF function of the instantaneous phase of xt during a period of phase syn-
chronization (no shift events). The first zero crossing of the ACF can be used to determine
the appropriate value of L for the block bootstrapping algorithm. Here the crossing occurs
at a lag of 1183, or approximately 4.5 seconds.
natural definition for the phase of this attractor (in the Poincare map sense),
which will be take as the true phase of the system,
(4.1) φt = tan
−1
(
yt
xt
)
.
Instantaneous phase variables can also be defined in the Hilbert transform
sense, using observables of the system. The complex demodulation algorithm
is applied with a centre frequency of ω = 9.25 Hz (see Figure 3) and a
bandwidth of ∆ω = 0.15 Hz; resulting phase differences between the two
coupled oscillators are shown in Figure 4, for both the true phase and the
Hilbert phase with observables h(xt, yt, zt) = xt and h(xt, yt, zt) = yt.
4.1. Ro¨ssler Results. To assess the ability of each method to identify
phase shift events in the weakly coupled Ro¨ssler attractors, we generated
fifty datasets with random initial conditions and a length of 10 minutes.
Phase shift events were manually marked using the Poincare definition of
phase. There were 139 total phase shift events for an average of 2.78 per
dataset.
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Fig 4. Coupled Ro¨ssler attractors with a = 0.15, b = 0.2, c = 10, C = 0.12, w = 2pi9,
dw = 0.0675. Phase difference plots for three definitions of phase; top: Poincare phase,
middle: Hilbert transform of xt, bottom: Hilbert phase of yt. In all three definitions, there
is a clear locking / shifting dynamic, with a phase shift at approximately s = 130 seconds.
Using the observable h = xt, shift events are estimated using both non-
parametric methods. An ROC curve of the results (see Figure 5) shows that
the CUSUM estimator outperforms the PD estimator. There are several
potential reasons why the CUSUM estimator outperforms the PD in this
situation, in contrast to independent oscillators; (1) longer average ISI’s,
(2) uni-directed phase shifts, and (3) temporally correlated ‘noise’. The PD
estimator eventually crossed the CUSUM estimator in the ROC curve, this
is due to the few shift events which occur with an ISI that is too small to be
resolved by the CUSUM estimator. The maximum accuracy (mACC) and
area under the curve (AUROC) for these methods are shown in Table 2,
here we see that both estimators perform well but the CUSUM estimator
performs best.
Method mACC AUROC
Nonparametric CUSUM S1 0.8225 (α = 0.05) 0.9238
Nonparametric PD S2 0.6187 (α = 0.1) 0.8504
Table 2
A table of the maximum accuracy (mACC) and area under the curve (AUROC)
measures of the ROC plot for coupled Ro¨ssler attractors. For this application the
CUSUM estimator outperforms the PD estimator.
To investigate potential power law behaviour in the distribution of ISIs,
we generate one thousand twenty-minute datasets with random initial con-
ditions. Applying the CUSUM estimator with α = 0.05 found a total of
5661 phase shift events, with an average ISI of µ = 2.72 minutes (σ = 1.66).
Histograms of the observed ISIs are shown in Figure 6, on standard and
log-log scales; the log-log histogram clearly shows an asymptotic power-law
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Fig 5. Plot of the ROC curve of the nonparametric CUSUM (blue) and PD (red) phase shift
estimators, applied to simulated data from coupled Ro¨ssler attractors. For this application,
the CUSUM estimator outperforms the PD estimator in both mACC and AUROC. The
intervals between shift events from the attractors are long enough that the CUSUM method
identifies over 90% of them. The PD is able to identify all shift events, but does so with high
false positive rate, due to the ‘temporally correlated noise’ from the attractor dynamics.
behaviour with an estimated slope of q = −3.92.
5. EEG Phase Shift. This section applies the methodology to EEG
recordings. These signals are comprised of many different components, and
as in the case of the Ro¨ssler attractors, there is power in multiple spectral
bands. In this real world problem there is no information on the truth of
phase shift events to calibrate the algorithms, thus the utility of the methods
is assessed by their ability generate neurologically plausible results. Rela-
tionships between shift events and external visual stimuli are explored, with
emphasis on the scalp regions which are associated with such a visual task.
Additionally, the distribution of ISI’s is explored, looking for evidence of the
asymptotic power-law distribution which are hypothesised to exist [33].
In order to assess the proposed methods, EEG recordings were obtained
from 18 participants (9 male, 9 female, aged 12-14 years) during a visual
task, specifically a modified Erikson Flanker task [11]. The task was to dis-
criminate two stimuli by pressing the corresponding button for each. Stimuli
were presented for 200 ms followed by a variable inter-trial interval (ITI) of
800 to 900 ms. The task took approximately 15 minutes to complete. EEG
recordings were obtained from 121 scalp sites (EGI, Eugene, OR) at a sam-
pling rate of 500 Hz. The recordings were reduced to a set of 16 standard
sites (see Figure 8) representing regions of the left hemisphere (Fp1, F7, F3,
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Fig 6. Left: Histogram of the observed ISIs in the weakly coupled Ro¨ssler attractors, as
estimated by the CUSUM estimator. Right: corresponding log-log scale histogram, there is
a linear relationship in the tail of the distribution, with a scaling exponent of 3.92.
C3, P3, T3, T5, O1) and the right hemisphere (Fp2, F8, F4, C4, P4, T4,
T6, O2). Impedances were maintained below 30 kΩ throughout recording.
Data were re-referenced offline to the average of all sites and corrected for
eye movements using the Gratton and Coles procedure [18]. An automated
artifact rejection procedure was used in addition to manual examinations of
the data.
The beta band (13-30Hz) of EEG recordings is often associated with sen-
sorimotor activity [27], such as in the flanker task in our data. A recent
attempt at a unifying hypothesis of the functional role of beta band oscil-
lations suggests that it is responsible for maintenance of sensorimotor or
cognitive state [10]. Spectral power analyses of the beta-band has been pre-
viously employed for classification in BCI applications [2]. Here we focus
specifically on the values ω = 16.5 and ∆ω = 3.5, corresponding to the
(13-20Hz) lower beta band.
To estimate the length of the autocorrelations in the EEG application,
we first divide the recordings into 4 second segments. For each segment and
each pair of channels, we estimate first zero-crossing (τ) in the ACF of the
wrapped instantaneous phase. The value of K is calculated based on the
average of all the estimated values of τ , this results in a value of K = 85.
For each pair of signals, we apply the PD identification algorithm to the
instantaneous phase difference of the pairs, to identify spontaneous desyn-
chronizations. In total there were 4 690 214 phase shift events across all 18
participants and 16 × 15 = 120 pairs of electrodes, with an average ISI of
262 ms (standard deviation 226 ms) or 3.8 shifts per second. We also investi-
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Fig 7. Left: Histogram of the observed ISIs in the beta band activity of EEG recordings
during a visual vigilance task, as estimated by the PD estimator. Right: The corresponding
log-log scale histogram, there is a linear relationship in the tail of the distribution, with a
scaling exponent of 6.26.
gate power-law behaviour in the distribution of ISI of beta band phase shift
events. Standard and log-log scale histograms of the distribution of ISIs are
shown in Figure 7. There appears to be asymptotic power-law behaviour in
the tail of the distribution with a scaling exponent of q = 6.26
We further consider the relationship between the occurrence of phase shift
events and the task stimuli. For each pair of signals (i,j), and each shift event
(k), we record the amount of time since the most recent stimulus event. If
there is no relationship between the shift and stimuli, then we expect that
the times will be uniformly distributed. To test this hypothesis, we group
the variable into 10 equal sized bins, between 0-500 ms and apply a χ2
test for uniformity. Results from this analysis are summarized in Figure 8;
there are three pairs of sites (Fp1-F7, T3-O1, T6-O1) which are significant
at the α = 0.05 level, including a Bonferroni correction (p < α/120) and
an additional six pairs (Fp1-T3, Fp1-O1, Fp2-O1, T3-T4, T5-O1, F8-P3)
which are significant with a less conservative correction (p < 0.05/30). As
expected for our visual attention task, many of these pairs involve the oc-
cipital (O1,O2) sites over the visual cortex and prefrontal sites (Fp1, Fp2),
which are associated with attention.
Discussion. In applications such as BCI, it is desirable to not only
identify events with high temporal resolution, but also in real-time so that
feedback can be provided immediately. The instantaneous nature of the PD
estimator, as well as its computational efficiency, make it easily modified to
perform in real-time. Conversely, there is no obvious analog for the CUSUM
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Fig 8. The standard 10-20 system introduced in [21]. Results of the tests for uniformity
of phase shift events between visual stimuli. Red lines represent significance with a full
Bonferroni corrected p-value (p < 0.05/120) while blue lines represent significance at a
less conservative level (p < 0.05/30). The region most commonly related to the stimuli is
the left occipital region O1, directly above the visual cortex. Additionally, the frontal sites
Fp1 and Fp2, commonly associated with attention, are also related to the stimuli.
estimator, which requires access to the entire signal, as well as time consum-
ing bootstrap procedures, and as such is better suited to post-hoc analysis.
Regarding the stability of the stability of the proposed methods, both
methods are stable in the identification of a single phase shift event. In the
case of multiple shift events, it is possible that small changes in parame-
ters may have a large effect on results of the CUSUM estimator. If the first
change-point is not identified, then all other potential shifts are not identi-
fied. This is not the case in with the PD estimator, where the instantaneous
nature causes the identification of a change-point to be independent from
other change points, resulting in a more stable algorithm.
There are often many sources of noise in measuring observable time series
from complex systems; systematic effects, additional oscillating components,
temporally correlated noise, spatially correlated noise (i.e. source mixing in
EEG due to volume conduction), frequency misspecification or narrow-band
signals (non-fixed frequency). An investigation into the effect of such features
in controlled environment may provide insight as to how to formulate a more
robust solution to the shift identification problem.
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SUPPLEMENTARY MATERIAL
Supplement A: Simulation Exercise
(doi: COMPLETED BY THE TYPESETTER; .pdf). We present a simula-
tion study exploring the behaviour of S1 and S2 in a parametric application.
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