The solution ϑ = (ϑ t ) t≥0 of a class of linear stochastic partial differential equations is approximated using Clark's robust representation approach. The ensuing approximations are shown to coincide with the time marginals of solutions of a certain McKean-Vlasov type equation. We prove existence and uniqueness of the solution of the McKean-Vlasov equation.
Introduction
Let (Ω, F, P ) be a probability space on which we have defined an m−dimensional 
where
is the second order elliptic differential operator
and ϕ is a function in the domain of L, ϕ ∈ s≥0 D (L s ). For simplicity, we will assume that ϑ 0 is a probability measure. If α ≡ 0, then (1) is called the Zakai or the Duncan-Mortensen-Zakai equation (see [12] , [22] , [26] ). The Zakai equation has been studied extensively over the last 40 years because of its importance in non-linear filtering theory (see [21] , [23] ): In non-linear filtering,θ t , the normalized form of ϑ t , is the conditional distribution of a (non-homogeneous) Markov process ξ t with infinitesimal generator L given the observation process W which satisfies the evolution equation
In (3), V is an m−dimensional Wiener process independent of ξ. Within the filtering problem W is not a Brownian motion as it is assumed in the current set-up. However, it becomes a Brownian motion after a suitable change of measure (Girsanov transformation). The process ϑ admits the following Feynman-Kač representation
where X = (X t ) t≥0 is a Markov process with infinitesimal generator L independent of W with initial distributionθ 0 and A t (X) is defined as A t (X) = exp 
In (4), the test function ϕ is a arbitrary bounded Borel measurable function. Obviously, from (4),θ t , the normalized form of ϑ t admits the representation
In the filtering context, the representation (6) is known as the Kallianpur-Striebel's formula.
Using an extension of the Clark's robust representation formula ( [1] , see also [2] ), we can approximate ϑ with a measure valued process ϑ δ defined as follows: Let Π = {0 = t 0 < t 1 < ...t n < ...} be a partition of the interval [0, ∞) with mesh size δ. Let α δ s be the following coefficients which depend on the values of the driving noise W estimated at the partition times
We define the M (R d )-valued stochastic process ϑ δ = ϑ δ t , t ≥ 0 to be given by the following Feynman-Kač representation
where X is chosen as in (4) and
Then
for any ϕ bounded Borel measurable function with explicit rates of convergence given in Theorem 2.1 below. Similarlyθ δ t converges toθ t , whereθ δ = θ δ t , t ≥ 0 is the normalized form of ϑ
Since X is independent of W in (8), one can compute ϑ δ t , respectivelyθ δ t ,using the Monte Carlo method:
In (13), the processes X i , i > 0 are independent realizations of X and A δ t (X i ) are the corresponding weights given as in (9) .
From (10) and (12), it follows that the solution of the SPDE (1) can be approximated by ϑ δ,n t the empirical distribution of n weighted particles. However, the convergence in (12) is very slow. That is because the variance of the weights A t (X i ) , i > 0, increases exponentially fast with time. The effect is that most of weights decrease to 0 with only a few becoming very large. The standard remedy is to introduce an additional procedure that removes particles with small weights and adds additional particles in places where the existing one have large weights. Put differently, one applies at certain times a branching procedure by which, each particle will be replaced by a random number of "offsprings" with a mean proportional with its corresponding weight. For an extensive account of these methods in the general context of approximating Feynman-Kač operators of the type (11), see Del Moral [11] and Del Moral and Miclo [9] . In filtering theory, the generic name for such methods is that of a particle filter (see [4] , [5] , [6] , [9] , etc.). The branching procedure is a double edge sword: applying it too often may actually decrease the rate of convergence (cf. [7] ).
In this paper, we obtain an alternative representation forθ δ t and respectively, ϑ δ t . We prove thatθ
whereX = X t , t ≥ 0 is a solution of the McKean-Vlasov type equation
In (15),θ t is the conditional distribution of X t given W , the Brownian motion B is independent of W and the drift functionb δ t will depend intrinsically on the chosen path s → W s (ω) and are explicitly described in formula (20) 
In effect we show thatθ δ is the conditional distribution of the processX t given W ,θ t =θ t for any t ≥ 0. Moreover,
The representations (14) and (16) lead to a different remedy to the slow convergence of the Monte Carlo method. Heuristically, both ϑ δ t andθ δ t will be approximated by the empirical distribution of a system of interacting particles with equal weights. No additional (correction) procedure is introduced. The motion of particles will be amended (the driftb δ replaces b δ ) in a way that will take into account the state of the entire system. The construction of the approximating particle system will be presented in a subsequent work (see [8] ).
It is noteworthy that in [10] , Del Moral and Miclo provide an alternative method for approximatingθ δ t in a similar spirit with the above approach. They show that a general measure valued dynamical system defined by a normalized Feynman-Kač representation of the type (11) can be approximated by the empirical distribution of a system of interacting particles of Moran type. The particles comprising the system will move independently according to the same law as the process X and will jump at exponential times. At jump times, the particles will land onto one of the position of the existing particles with a suitably chosen distribution. It would be interesting to compare the two methods and we hope to do this in the future.
Finally we remark that we are not aware of a similar McKean-Vlasov type representation even for the simpler case when (1) has no stochastic term, i.e., the equation (1) is a second order parabolic partial differential equation with a zero-order term. In this case the noise discretisation is not required: One obtains a direct representation ofθ t in terms of the one-dimensional time marginals of a McKean-Vlasov type process of the form (15).
Assumptions and main results
In what follows, X = (X t ) t≥0 is a Markov process with infinitesimal generator L independent of W with initial distributionθ 0 . We assume the following conditions:
are bounded (with a bound independent of t). Further, the functions a
are Lipschitz (with a Lipschitz constant independent of t). The operator L is uniformly elliptic. PD: ϑ 0 has finite second moment, is absolutely continuous with respect to the Lebesgue measure and its density is strictly positive everywhere. TD: The coefficients β j t , j = 1, ..., m, are twice continuously differentiable and have bounded first and second derivative (with a bound independent of t).
Conditions EU+PD ensure that the stochastic partial differential equations (1) (see, for example, [16] ) has a unique solutions. Also from [16] it follows that the solution of the stochastic partial differential equations (1) is absolutely continuous with respect to the Lebesgue measure and its density is square integrable.
EU+PD also ensure the existence of a Markov process X = (X t ) t≥0 with infinitesimal generator L and initial distributionθ 0 . Further the distribution of X t , for any t ≥ 0 is absolutely continuous with respect to the Lebesgue measure and its density is strictly positive everywhere. Let us note that, from the Feynman-Kač representation (4), ϑ t (and hence its normalized versionθ t ) has the same support as the distribution of X t . Similarly both ϑ δ t andθ δ t have the same support as the distribution of X t , too. Hence the densities of ϑ t ,θ t , ϑ δ t and, respectively,θ δ t are all strictly positive everywhere. In the following, we will denote by x → ϑ t (x) the density of ϑ t with respect to the Lebesgue measure and similar notations will be used for the densities ofθ t , ϑ δ t and, respectively,θ δ t . Condition TD ensures that the functions β j t , j = 1, ..., m belong to the domain of the infinitesimal generator L a condition that will be used in proving the convergence of ϑ δ t to ϑ t and, respectively, ofθ δ t toθ t . In the following, let B(R d ) be the set of bounded Borel measurable functions. If ϕ ∈ B(R d ), we will denote by ||ϕ|| the supremum norm of ϕ ||ϕ|| sup
Furthermore, let ||·|| T V be the total variation norm defined on the set of finite signed measures
As already stated, let Π = {0 = t 0 < t 1 < ...t n < ...} be a partition of the interval [0, ∞) with mesh size δ. Let t and, respectively, δ t be the random variables
The following result gives the rate of convergence of ϑ δ to ϑ and, respectively, ofθ δ toθ as δ tends to 0.
Theorem 2.1 With probability 1, there exist two constants
In particular,
The theorem is proved in the following section and has the following immediate corollary based on the fact that, with probability 1, all Brownian paths are Hölder continuous with order α, for any α < 1 2 . Corollary 2.2 With probability 1, for any α ∈ 0, 1 2 there exist two constants
We describe next the equation satisfied by the McKean-Vlasov type process X = X t , t ≥ 0 which appears in the new representation (14) . For this we need to define first the drift coefficient of the non-linear SDE (15) . In the following, we fix the generating Brownian path t → W t (ω) . The coefficient α δ s obviously depends on the path, however we will not make the dependence explicit.
For arbitrary f ∈ B(R d ) and
be the vector function
where ω d is the surface area of the d−dimensional sphere S d−1 . The fact that vector function Λ µ f is well defined is shown in Section 4. Let µ ∈ P(R d ) be a probability measure absolutely continuous with respect to the Lebesgue measure l d on R d . We will denote by x → d µ (x) the density of µ with respect to l d . Let (s, µ, x) −→b δ s (µ, x) be the function defined as
Let X = (X t ) t≥0 be a continuous d−dimensional stochastic process. In the following we will denote byθ t the distribution of X t .
Definition 2.3
We say that X is a good process if the following three conditions are satisfied:
•θ t is absolutely continuous with respect to l d for all t ≥ 0 and its density x →θ t (x) is positive for all x ∈ R d .
•
• If d ≥ 2, the density x →θ t (x) is locally bounded and p-integrable for some 1 < p < d for all t ≥ 0.
The following proposition is proved in Section 4.
Proposition 2.4 Let B = (B t ) t≥0 be a d-dimensional Brownian motion independent of W and X = X δ t t≥0
be a good process which satisfies equation (15) . That is
whereθ t is the conditional distribution of X t given W and X δ 0 has distribution ϑ 0 .
1 Then, for all t ≥ 0,θ δ t andθ δ t coincide. In other words the McKean-Vlasov representations (14) and (16) hold true.
Finally we have

Theorem 2.5 Under additional conditions
2 , there exists a unique good process X which is a solution of the McKean-Vlasov equation (21) .
We proceed now to prove the above results. Theorem 2.1 is proved in the next section. Proposition 2.4 is proved in Section 4 and Theorem 2.5 is proved in Section 5 (the uniqueness part) and Section 6 (the existence part).
The robust representation ofθ t
In this section we introduce the robust representation formula for ϑ t and, respectively,θ t . By robustness we mean that the dependence of the generating Brownian path t → W t (ω) is continuous. For the existence of the robust representation of ϑ t and, respectively, ofθ t , we follow Theorems 1 and 2 in [2] . The representation is similar to, and inspired by, the robust version of the integral representation formula of nonlinear filtering as presented in [1] . At a formal level, the formula is derived by a process of integration-by-parts applied to the stochastic integrals that appear in the Feynman-Kač representation (4). 
where ϕ ∈ B(R d ), X = (X t ) t≥0 is a Markov process with infinitesimal generator L independent of W with initial distributionθ 0 and I j (y · ) is a version of the stochastic integral .
Lemma 3.1 Under conditions EU+PD+TD, Θ y· andΘ y· depend continuously on the path y · . Moreover, for any R > 0, there exist two constants K = K (R, t) and K =K (R, t) such that
for any ϕ ∈ B(R d ) and for any two paths y (25) and the null set can be taken to be independent of t since all processes involved are time-continuous.
The proof of Lemma 3.1 and that of Lemma 3.2 is identical with that of Theorem 1 and, respectively, Theorem 2 in [2] and for this reason we omit it here.
An important consequence of the robust representation (25) is that we can fix the generating Brownian path s → W s (ω) and proceed to approximateθ t and ϑ t for this fixed, but arbitrary, path s → W s (ω). We are now ready to prove Theorem 2.1.
Proof of Theorem 2.1. We approximate the Brownian path t → W t (ω) , ω ∈ Ω with its piecewise linear interpolation associated with the partition Π. Let t → W δ t (ω) be the following piecewise linear path
From the Feynman-Kač representation (8) and formula (22) 
The theorem then follows by observing that 
The non-linear process
First we need to show that the vector function (19) is well defined. When d = 1 the function Λ µ f is well defined for arbitrary f ∈ B(R d ) and µ ∈ P(R d ). That is because we can immediately deduce from (19) that
where sgn(a) is the sign of the real number a ∈ R. In particular we get that
The following proposition takes care of the multi-dimensional case (d > 1):
be a probability measure absolutely continuous with respect to the Lebesgue measure. Assume that its density x → d µ (x) with respect to the Lebesgue measure is locally bounded and p-integrable for some p ∈ (1, d) . Then Λ µ f is well defined.
Proof. We need to prove that the function
is integrable with respect to µ for all x > 0. Let || d µ | B(x,1) || be the supremum norm of the function x → d µ (x) restricted to B (x, 1) , the ball of radius 1 and centre x. Then
. By using polar coordinates it is easy to check that the first integral is equal to ω d and hence it is finite. Using Hölder's inequality and polar coordinates, we get that
dr is finite. Hence the second integral on the right hand side of (27) is finite and so Λ µ f is well defined and is a bounded function.
We now define the first order differential operators
In the following, we will denote by l d to be the Lebesgue measure on R d .
is a probability measure absolutely continuous with respect to the Lebesgue measure with a density which is locally bounded and p-integrable for some p ∈ (1, d) , then
Proof. i. Using the representation (26) we have that lim |x|→∞ Λ j µ f (x) = 0, hence by integration by parts
ii. For ϕ ∈ C k 1 (R d ) the following identity holds true (see, for example, [25] page 12)
We will show that the function
is integrable with respect to l 2d . Hence by Fubini's theorem
First let us observe that
Let now I 1 be the following Riesz type operation
, page 12, states that I 1 ψ is q-integrable for any q such that 1
So I 1 ψ is q-integrable for any q such that 0 < 1 q
. Hence I 1 ψ is q-integrable for q such that
. So, by Fubini's theorem (for non-negative functions) and Hölder's inequality,
where ψ (x) ≡ ||∇ϕ (x)||. Hence our claim.
Proof of Proposition 2.4. Let us apply Itô's formula to the equation (21) for
which yields, by taking expectation and applying Proposition 4.2, thatθ δ satisfies
However the PDE (28) has unique solution, which has itself a Feynman-Kač representation of the form
where X is chosen as in (4) and A δ t (X) is defined in (9) (see, for example, [16] ). It immediately follows thatθ δ t =θ δ t for any t ≥ 0.
Uniqueness of the Solution
In the following we will prove the uniqueness of a solution of (21) in the class of good processes under the following condition:
SM The matrix-valued function a t is uniformly strictly elliptic. That is, there exists a constant c (independent of t) such that ξ a t ξ ≥ c ξ 2 for any x, ξ ∈ R d such that 
In other words the density ofθ 0 is k times differentiable in generalized sense and it and its generalized derivatives are r-integrable.
Obviously condition SM implies conditions EU+PD+TD. The following result is an immediate corollary of Theorem 1 page 155 and Corollary 1 page 156 in [24] (see also section 6.2 page 229). • For any t ≥ 0, the function x → ϑ t (x) and its partial derivatives are continuous bounded functions.
• There exists a constant c = c(k, r, t) such that
In (29), θ 0 W k r (R d ) is the Sobolev norm of the density ofθ 0 and ϑ s 1 is the supremum norm
The following results gives us the uniqueness of the solution of the McKean-Vlasov equation.
Theorem 5.2 Under condition SM, there exists at most one solution of (21) which is a good process.
Proof. First, we note that if
is a solution of (21) then the distribution of X δ t satisfies (28) and therefore is uniquely determined and equal toθ δ t . Therefore we only need to justify the uniqueness of the solution of
which is obtained from (21) by replacingθ δ t withθ δ t . From Theorem 5.1 we get that x →θ t (x) is locally bounded away from zero (continuity plus positivity). This together with the differentiability x →θ t (x) implies that the function x →
is locally bounded and locally Lipschitz. Also, the vector function x → Λθδ t f (x) as introduced in (19) is locally bounded and locally Lipschitz. Hence (30) is an ordinary SDE whose coefficients are locally bounded and locally Lipschitz. Hence, for example by Theorem 3.1 page 164 in [14] , there exists a stopping time ζ such that equation (21) has a unique solution in the interval [0, ζ) and, on the event, ζ < ∞ we have lim sup
We want to prove next that the event ζ < ∞ has null probability (hence the solution is unique for all t > 0). To do this, it is enough to show that, for all t > 0 we have X δ t < ∞ P −almost surely. This fact implies, by the continuity of the trajectories, that sup [0,t] X δ s < ∞ almost surely and hence that ζ ≥ t almost surely. For this it suffices to prove that
We have
, where
Now since the coefficients of the operator L s are all uniformly bounded it follows thatφ k ∈ s≥0 D (L s ) and that lim k→∞ sup s∈[0,∞) ||L sφk || = 0. For arbitrary T > 0, define now the function Ψ :
From (28) one deduces that, for arbitrary T > 0 and t ∈ [0, T ] we have
Hence, by Gronwall's inequality, 
as lim k→∞θ0 (φ k ) = 0. But (33) implies (32), which in turn implies (31) and that completes the proof of the theorem.
Existence of the Solution
We are now ready to complete the last step of the programme. For this we need to add one final condition: and we follow the same steps as in the previous case. The above construction works with minimal changes when (the initial Markov process) X is a reflecting boundary diffusion. In this case, the analysis simplifies considerably as the domain is compact. For example, the cumbersome condition ES is replaced by the assumption that X has a density which is bounded away from 0. We detail the analysis of this case in a forthcoming paper [8] , together with the resulting numerical algorithm.
