In this paper, to solve the time-varying Sylvester tensor equations (TVSTEs) with noise, we will design three noise-tolerant continuous-time Zhang neural networks (NTCTZNNs), termed NTCTZNN1, NTCTZNN2, NTCTZNN3, respectively. The most important characteristic of these neural networks is that they make full use of the time-derivative information of the TVSTEs' coefficients. Theoretical analyses show that no matter how large the unknown noise is, the residual error generated by NTCTZNN2 converges globally to zero. Meanwhile, as long as the design parameter is large enough, the residual errors generated by NTCTZNN1 and NTCTZNN3 can be arbitrarily small. For comparison, the gradient-based neural network (GNN) is also presented and analyzed to solve TVSTEs. Numerical examples and results demonstrate the efficacy and superiority of the proposed neural networks.
Introduction
As is well known, tensors are higher order generalizations of matrices, which are common tools to construct the mathematical models of systems in high dimension. For example, a black and white image (including width and height) can be stored as a matrix, while an RGB image (including width, height and brightness) is often stored as a three-order tensor, and a color video image (including width, height, brightness and time) must be stored as a four-order tensor. An mth-order real tensor A = (a i 1 i 2 ...i m ) (a i 1 i 2 ...i m ∈ R, 1 ≤ i j ≤ I j , j ∈ m = {1, 2, . . . , m}) is a multidimensional array with I 1 I 2 · · · I n entries. Clearly, an order one tensor is a vector, and an order two tensor is a matrix. Let R I 1 ×···×I n be the set of order n, dimension I 1 × · · · × I n tensors over R. For any two tensors A ∈ R I 1 ×···×I n ×K 1 ×···×K n and B ∈ R K 1 ×···×K n ×J 1 ×···×J m , the Einstein product A * n B is defined by [1] (A * n B) i 1 ···i n j 1 ···j m = k 1 ···k n a i 1 ···i n k 1 ···k n b k 1 ···k n j 1 ···j m ,
which indicates that A * n B ∈ R I 1 ×···×I n ×J 1 ×···×J m . It is obvious that, when m = n = 1, the Einstein product (1) reduces to a matrix product.
In practice, various kinds of tensor equations arise from physics, mechanics, Markov process and partial differential equations. In this paper, we are interested in the following time-varying Sylvester tensor equations (TVSTEs) via the Einstein product:
where A(t) ∈ R I 1 ×···×I n ×I 1 ×···×I n , B(t) ∈ R K 1 ×···×K m ×K 1 ×···×K m , C(t) ∈ R I 1 ×···×I n ×K 1 ×···×K m are input tensors, and X ∈ R I 1 ×···×I n ×K 1 ×···×K m is an unknown tensor to be determined. TVSTEs can be used to discrete a linear partial differential equation by the finite element and finite difference. For example, for noncentrosymmetric materials in physics, the linear piezoelectric equation is expressed as [2] :
where A ∈ R 3×3×3 is a piezoelectric tensor, and X ∈ R 3×3 is a stress tensor, and p ∈ R 3 is an electric change density displacement. The two-dimensional (2D) Poisson problem is
where f is a given function, and the Laplace operator ∇ 2 v is defined as
By the standard central difference approximations, Poisson's equation (3) in two dimensions can be depicted as the following four-order tensor representation [3] :
where A ∈ R n×n×n×n , X ∈ R n×n and C ∈ R n×n are the discretized functions v and f on the unit square mesh. Similarly, the three-dimensional (3D) discretized Poisson problem can be depicted as [3] :
where A ∈ R n×n×n×n×n×n , X and C ∈ R n×n×n . TVSTEs include the following special cases: (1) . If m = n = 1, TVSTEs reduce to the time-varying Sylvester matrix equations (TVSMEs) [4] :
where A(t), B(t), C(t), and X are matrices with compatible dimension; and if A(t), B(t), and C(t) are further time invariant, TVSMEs reduce to the following classic Sylvester matrix equations (SMEs):
which again includes the well-known Lyapunov matrix equations and the Stein matrix equations as its special cases [5] [6] [7] . The SMEs serves as a basic model arising from control theory, system theory, stability analysis etc. (2) . If A(t), B(t) and C(t) are time invariant, TVSTEs reduce to the Sylvester tensor equations (STEs) [8] :
which comes from the finite difference, finite element or spectral methods [9, 10] and plays an important role in discretization of the linear partial differential equations in high dimension. A very basic and important problem in the study of the above equations concerns their solutions. In the past several decades, many researchers have carried out their work to find analytical and numerical solutions of SMEs, TVSMEs and STEs. For example, Ding and Chen [11] presented a gradient-based iterative algorithm for SMEs. Zhang et al. [4] introduced a recurrent neural network with implicit dynamics for the approximate solution of TVSMEs. Wang and Xu [12] developed some iterative algorithms for solving some tensor equations, which were generalized by Huang and Ma [13] to solve STEs. When the above equations are inconsistent, Lv and Zhang [14] designed an iterative algorithm to find the least squares solutions of SMEs. Sun and Wang [7] extended the conjugate gradient method to get the least squares solution with the least Frobenius norm of the generalized periodic SMEs. Specifically, during the past ten years, Hajarian et al. have conducted intensive research on the iterative method for solving various matrix equations, such as the generalized conjugate direction algorithm for solving the general coupled matrix equations over symmetric matrices [15] , the finite algorithm for solving the generalized nonhomogeneous Yakubovich-transpose matrix equation [16] , and the symmetric solutions of general Sylvester matrix equations via the Lanczos version of the biconjugate residual algorithm [17] . A tensor form of the conjugate gradient method was given to solve inconsistent tensor equations [12, 13] . Furthermore, by virtue of the Moore-Penrose inverse and the {1}-inverse of the tensor, Sun et al. [8] obtained analytic solutions of some special linear tensor equations. Other iterative methods for matrix/tensor equations and their applications can be found in [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] and the references therein.
To the best of the authors' knowledge, no research has been devoted to the solutions of the TVSTEs. In this paper, we are going to extend a special kind of recurrent neural networks, i.e., the continuous-time Zhang neural network (CTZNN), to solve TVSTEs. ZNN was proposed by Yunong Zhang in March 2001 [4] , which is quite suitable to solve various time-varying problems, such as time-varying nonlinear optimization [28] [29] [30] , time-varying convex quadratic programming [31] , time-varying matrix pseudoinversion [32] and time-varying absolute value equations [33] . Motivated by [4, 12, 13] , we design three noise-tolerant CTZNNs (NTCTZNN1-3) for solving TVSTEs (2) . Convergence analysis shows that: (1) the residual error A(t) * n X + X * m B(t) -C(t) generated by NTCTZNN1 and NTCTZNN3 can be arbitrarily small if their design parameters are large enough; (2) the residual error of NTCTZNN2 converges to zero globally no matter how large the unknown noise is, where the Frobenius norm · of A is defined as A = ( i 1 ···i n j 1 ···j n |a i 1 ···i n j 1 ···j n | 2 ) 1/2 for a tensor A ∈ R I 1 ×···×I n ×J 1 ×···×J n . The remainder of this paper is organized as follows. In Sect. 2, we introduce some necessary notations that are essential to derive main results of this paper. In Sect. 3, we propose three NTCTZNNs and GNN methods to solve TVSTEs, and establish their convergence. In Sect. 4, to verify the effectiveness of NTCTZNN to solve TVSTEs, we present two numerical examples. Finally, some brief conclusions are drawn in Sect. 5.
Preliminaries
In this section, we introduce some useful notations and recall some known results.
(2) A tensor D = (d i 1 ···i n j 1 ···j n ) ∈ R I 1 ×···×I n ×J 1 ×···×J n is a diagonal tensor if d i 1 ···i n j 1 ···j n = 0 in the case that the indices i 1 · · · i n are different from j 1 · · · j n . Furthermore, in this case if all the diagonal entries d i 1 ···i n i 1 ···i n = 1, then D is called a unit tensor, denoted by I. Specially, if all the entries of a tensor are zero, we say this tensor a zero tensor, denoted by O.
In the following, we set I = I 1 I 2 · · · I n , J = J 1 J 2 · · · J n , K = K 1 K 2 · · · K m . Motivated by Definition 2.3 in [12] , we give the following definition.
Definition 2.2 Define the transformation Φ
where
. Note we use the convention 0 p=1 a p = 0. 
Remark 2.1 Given the positive integers I 1 , . . . , I n , K 1 , . . . , K m , we can define an inverse function of Φ IK : R I 1 ×···×I n ×K 1 ×···×K m → R I×K defined in Definition 2.2 as follows:
where the jth column of the matrix A consists the jth element in the set {A(:, . . . , :, k 1 , . . . , k m ) | ∀k 1 , . . . , k m }. Here we sort all the elements in this set in lexicographic order, that is, from (1, . . . , 1) to (K 1 , . . . , K m ).
It is well known that using the Kronecker product and the vectorization operator, one can transform a linear matrix equations into a linear equations. Similarly, the following proposition indicates that the transformation Φ IK can transform a linear tensor equations into a linear matrix equations.
where the tensors
The following lemma is a direct generalization of the derivative principle of a matrix.
Proof
By the derivative principle of a matrix, we have
where s, v and w are defined as in Definition 2.1, and the second-to-last equality comes from Proposition 2.1. This completes the proof.
NTCTZNNs and GNN for TVSTEs
In this section, we will present three noise-tolerant continuous-time Zhang neural networks (NTCTZNNs) and a gradient-based neural network (GNN) for TVSTEs, and we analyze their convergence property. Firstly, following Zhang et al.'s design method [4] , we define a tensor-valued indefinite error-function as follows:
where every entry denoted by e i 1 ···i n k 1 ···k m (t) ∈ R may be negative or unbounded. Then, let us recall the Zhang neural network (ZNN) design formula (also termed Zhang et al.'s design formula)
where γ > 0 is a design parameter, F(·) is a tensor activation function defined on every entry of the error-function E(t), andĖ(t) is a component-wise derivative of the errorfunction E(t). By (10) in Lemma 2.1, substituting the error-function E(t) into the above Zhang neural network (ZNN) design formula, we get a continuous-time ZNN (CTZNN):
whereȦ(t),Ḃ(t),Ċ(t) denote the time-derivatives of tensors A(t), B(t), C(t), respectively.
Remark 3.1 Let f (·) be the entry of the tensor-valued function F(·). The function f (·) can be set as any odd and strictly monotone increasing function. There are six basic types of activation functions in the literature, i.e., the linear activation function, the power activation function, the bipolar sigmoid activation function, the power-sigmoid activation function, the sign-bi-power activation function and the power-sum activation function [35] . Note that different activation functions result in different numerical performance of CTZNN (12) . Generally speaking, the performance of CTZNN with power-sigmoid activation function is better than that of CTZNN with linear activation function, and CTZNN with sign-bi-power activation function often converges in a limited time.
CTZNN (12) is suitable to solve TVSTEs without noise. However, noise is ubiquitous, which should not be ignored in real life. In the following, we only consider the constant noise for simplicity, which is denoted by η(t) = η. Settingη = (η) ∈ R I 1 ×···×I n ×K 1 ×···×K m , whose entries all equal to η. Based on the results about CTZNNs in the literature [36] [37] [38] , we are going to propose three noise-tolerant CTZNNs for TVSTEs.
(1) Setting e(t) = E(t) in the following improved Zhang design formula:
we get the first noise-tolerant CTZNN (NTCTZNN1) for TVSTEs:
whose convergence is given in the following theorem. 
which can be decoupled into the following IK differential equations:
which has a closed-form solution:
Furthermore, we can have
This completes the proof.
(2) Setting e(t) = E(t) in the following improved Zhang design formula [36] :
we get the second noise-tolerant CTZNN (NTCTZNN2) for TVSTEs: 
which can be decoupled into IK differential equations:
Taking Laplace transformation on both sides of (17), one has sε i 1 ···i n k 1 ···k m (s)e i 1 ···i n k 1 ···k m (0) = -γ 1 ε i 1 ···i n k 1 ···k m (s) -
where ε i 1 ···i n k 1 ···k m (t) is the image function of e i 1 ···i n k 1 ···k m (t). From (18), we have ε i 1 ···i n k 1 ···k m (s) = se i 1 ···i n k 1 ···k m (0) + η s 2 + sγ 1 + γ 2 .
Two poles of its transfer function are
which are located on the left half-plane for any γ 1 , γ 2 > 0. Thus the system (17) is stable and the final value theorem holds. That is, This completes the proof.
Remark 3.2 If γ 2 = 0, then NTCTZNN2 (16) reduces NTCTZNN1 (14) . Though NTCTZNN2 (16) is more complicate than NTCTZNN1 (14) when γ 2 > 0, Theorems 3.1 and 3.2 indicate that NTCTZNN2 (16) is more stable than NTCTZNN1 (14) in this case.
Remark 3.3 In the practical computation, to avoid the integral manipulation, we would better transform the integro-differential equations NTCTZNN1 (14) into the following differential equations:
(3) Setting e(t) = E(t) in the following improved Zhang design formula:
where F(·), G(·) are two activation-function arrays, we get the third noise-tolerant CTZNN (NTCTZNN3) for TVSTEs:
Obviously, NTCTZNN3 (21) can be written aṡ
Define an intermediate variable y i 1 ···i n k 1 ···k m (t) as follows:
To establish the convergence of NTCTZNN3 (21), we make the following assumption about the constant noiseη.
Assumption 3.1
The constant noiseη = (η) ∈ R I 1 ×···×I n ×K 1 ×···×K m satisfies ηy i 1 ···i n k 1 ···k m (t) ≤ αγ y i 1 ···i n k 1 ···k m (t)g y i 1 ···i n k 1 ···k m (t) , t ≥ 0, where α ∈ (0, 1), and g(·) is the entry of the activation function G(·).
Theorem 3.3 Under Assumption 3.1, NTCTZNN3 (21) converges to the theoretical solution of TVSTEs with the limit of the residual error being
√ IKg -1 (η/γ ).
Proof Taking the time-derivative of (23) on both sides, one haṡ
Then substituting (24) into (22), we havė
For the differential equation (25), let us define a Lyapunov function candidate
Since g(·) is an odd and monotone increasing function, we have y i 1 ···i n k 1 ···k m (t) × g(y i 1 ···i n k 1 ···k m (t)) > 0 for y i 1 ···i n k 1 ···k m (t) = 0, and y i 1 ···i n k 1 ···k m (t)g(y i 1 ···i n k 1 ···k m (t)) = 0 if and only if y i 1 ···i n k 1 ···k m (t) = 0. This indicates the negative definiteness ofv i 1 ···i n k 1 ···k m (t). Then, by Lyapunov stability theory, equilibrium g -1 (η/γ 2 ) of (25) is globally asymptotically stable. Then, by the definition of y i 1 ···i n k 1 ···k m (t) in (23), one has lim t→∞ e i 1 ···i n k 1 ···k m (t) + γ 1 t 0 f e i 1 ···i n k 1 ···k m (s) ds = g -1 (η/γ 2 ).
Since f (·) is also an odd and monotone increasing function, one has
This and (26), η ≥ 0, γ 1 , γ 2 > 0 imply that lim t→∞ e i 1 ···i n k 1 ···k m (t) ≤ g -1 (η/γ 2 ).
So
Remark 3.4 Obviously, when F(·) and G(·) are identity mappings, NTCTZNN3 (21) reduces to NTCTZNN2 (16) .
At the end of this section, we develop a gradient-based neural network (GNN) to solve TVSTEs for comparison. Define a scalar-valued norm-based energy function:
Then, based on Theorem 3.1 in [13] , the gradient of the energy function ξ (X ) is
where E(t) = A(t) * n X + X * m B(t) -C(t). Thus, we get the following GNN:
where γ > 0 is a design parameter.
Remark 3.5 The most difference between GNN (27) and NTCTZNN1-3 lies in the former do not make use of the time-derivative informationȦ(t),Ḃ(t) andĊ(t) to enhance its efficiency.
In the following, the following theorem establishes the convergence of GNN (27) for static Sylvester tensor equations, i.e.,Ȧ = O,Ḃ = O,Ċ = O, whose proof is motivated by Theorems 1 and 2 in [38] .
Theorem 3.4 As for the convergence of GNN (27), we have the following conclusions:
(1) GNN (27) exponentially converges to the theoretical solution of static Sylvester tensor equations without noise; (2) the computational error of GNN (27) for static Sylvester tensor equations with noise is upper bounded. Furthermore, if the design parameter γ tends to positive infinite, the steady-state solution-error diminishes to zero.
Then TVSTEs can be written as
So GNN (27) Assume X * is one solution of TVSTEs, and set Φ IK (X * ) = X * . Then A ⊕ B vec X * (t) = vec(C).
From the above equations, one has
vec
where M = A ⊕ B . Setting y(t) = vec(X(t)) -vec(X * ), we havė
Suppose α is the minimum eigenvalue of M M, which is assumed to be positive definite.
(1) For the static Sylvester tensor equations without noise, v y(t), t ≤ -γ αy (t)y(t) = -γ αv y(t), t .
Thus, v y(t), t = vec(X(t)) -vec(X * ) 2 
which implies that the neural state X (t) converges to the theoretical solution X * with the exponential rate αγ /2.
(2) For the static Sylvester tensor equations with noise, v y(t), t ≤ -γ α y(t) 2 
then according to the Lyapunov stability theory [39] , the time-varying vector y(t) converges towards to zero as time evolves. Thus X (t) converges to the theoretical solution X * (t).
(ii) If αγ |y i (t)| -|(vec(θ )) i | ≤ 0, ∃i, t, then the function v(y(t), t) maybe increasing. However, from the inequality αγ |y i (t)| -|(vec(θ )) i | ≤ 0, it is easy to deduce that
Overall, one has
Numerical results
In this section, two examples are presented to show the efficiency of the proposed NTCTZNN1-3 and GNN for solving TVSTEs. All experiments are performed on a Thinkpad laptop with Intel Core 2 CPU 2.10 GHZ and RAM 4.00 GM and written in Matlab R2014a. All first-order ordinary equations encountered are solved by the built-in function ode45. 
We set the noise η = 1 and the initial state tensor X 0 = I. Firstly, we use the GNN with γ = 1000 or γ = 1000 to solve problem (28) , and the generated residual errors E(t) are shown in Fig. 1 . The final residual errors generated by the GNN with γ = 1000 and the GNN with γ = 1000 are 0.0047 and 0.0024, respectively. Furthermore, the number of iterations of the GNN with γ = 1000 and the GNN with γ = 1000 are 136,041 and 272,077, respectively.
Secondly, we use NTCTZNN1 to solve problem (28) . Figure 2 shows the residual error E(t) generated by NTCTZNN1, and the final residual errors generated by NTCTZNN1 with γ = 500 and NTCTZNN1 with γ = 1000 are 0.0080 and 0.0040, respectively. From Fig. 2 we can see that the performance of NTCTZNN1 with γ = 1000 is better than that of NTCTZNN1 with γ = 500, which is in accordance with Theorem 3.1. In addition, the number of iterations of the NTCTZNN1 with γ = 1000 and the NTCTZNN1 with γ = 1000 are 6541 and 12,561, respectively, which are only about 4% of those generated by GNN. Therefore, NTCTZNN1 computational cost is reduced greatly though it is a little less accurate than GNN.
Thirdly, we use NTCTZNN2 to solve problem (28) . The residual error E(t) generated by NTCTZNN2 with γ 1 = γ 2 = 10 is displayed in Fig. 3 , and the final residual error is 1.5972 × 10 -4 . In addition, the number of iterations of the NTCTZNN2 with γ = 10 is 373, which is much less than that of NTCTZNN1.
Generally speaking, large design parameter can enhance the efficiency of NTCTZNN. However, we also observed that NTCTZNN with large design parameter often takes more CPU time because the larger the design parameter is, the smaller the step-size of ode45 is. In fact, the CPU times of NTCTZNN2 with γ 1 = γ 2 = 10 and NTCTZNN2 with γ 1 = γ 2 = 100 are 1.4219 and 1.8594, respectively. Comparing Figs. 2 and 3, we find that: (1) NTCTZNN2 with γ 1 = γ 2 = 10 is more efficient than NTCTZNN1 with γ = 1000, because the final residual error generated by NTCTZNN2 with γ 1 = γ 2 = 10 is about 10 -4 , while the final residual error generated by NTCTZNN1 with γ = 1000 is about 10 -3 ; (2) the final residual error generated by NTCTZNN1 becomes stable quickly, but the final residual error generated by NTCTZNN2 is shrinking during the tested time period [0, 10], which is in accordance with Theorem 3.2. Overall, NTCTZNN2 can get more accurate solution but not increase the computational cost. The neural states X (t)(1, 1, 1, 1), X (t)(1, 2, 1, 2), X (t)(2, 1, 2, 1), X (t)(2, 2, 2, 2) computed by NTCTZNN2 are plotted in Fig. 4 , which shows that the neural states converge to the corresponding entries of the theoretical solution. (Here the theoretical solution X * (t) is denoted by * -dotted blue curves, and the neural-network solutions are denoted by +-dotted red curves.)
Fourthly, we use NTCTZNN3 with γ 1 = γ 2 = 10 to solve problem (28) , and the activation function is set as the sign-bi-power activation function [37] : We set the noise η = 1 and the initial state tensor X 0 = I. The numerical results generated by NTCTZNN3 with γ 1 = γ 2 = 10 are plotted in Fig. 6 , and the final residual error is 2.1473 × 10 -4 . As shown in Fig. 6 , the neural state computed by NTCTZNN3 converges to the theoretical solution. In addition, the sequence { E(t) } of the residual errors converges to zero. These demonstrate the effectiveness of NTCTZNN3 for the static Sylvester tensor equations. Furthermore, the convergence property of GBB also needs to be investigated.
Conclusion
By following Zhang et al.'s design method, we have proposed three noise-tolerant continuous-time Zhang neural networks (NTCTZNNs) and a gradient-based neural network (GNN) to solve the time-varying Sylvester tensor equations with noise, and have established their various convergence results. These complement some existing results. Numerical results substantiate the efficacy and superiority of the proposed NTCTZNNs.
It is possible to extend the ideas in this paper for other type tensor equations, such as time-varying periodic Sylvester tensor equations, or time-varying coupled Sylvester tensor equations. Furthermore, we will apply the designed neural networks to realize the path-tracking control of different robot manipulators in the future.
