This list of books and articles in the field of numerical analysis is intended to supplement and bring up to date one published by the present writer as an appendix to his Principles of Numerical Analysis (McGraw-Hill, 1953 ; this will be designated PNA). In the two years since its preparation a number of omissions have been noted. More to the point, however, has been the rapid growth of interest in the subject and the concomitant proliferation of the literature. As a byproduct and aid to one person's endeavor to keep up with the field, the supplementary list has grown to a length comparable to that of the original.Admittedly it is incomplete, and doubtless always will be. Nevertheless, with the encouragement of some, it is offered for such help as it may provide to others who are trying to find their way about.
The incompleteness is partly deliberate, in that the list is intended to cover only that area that was delimited in the preface to PNA. In general, the somewhat self-contradictory designation "algebraic numerical analysis" might describe the area in question. Thus, papers on functional equations (integral, differential, etc.) are included only when they seem to contribute to the algebraic phase of the subject. A few references on continued fractions are listed even though continued fractions were nowhere discussed in PNA. On the other hand, the noninclusion of papers on linear inequalities has no such rational justification. They have been left out quite simply because they have not been included. In general, while a few excisions have been made, the omission of a paper is by no means necessarily a reflection upon its quality, even when the author knows that an actual reprint is in my file. It may signify careless book-keeping. But, in particular, papers which appear in collections have not been listed separately. Hence a number of important papers are included implicitly but not explicitly, papers by Fan, Todd, Fox, Geiringer, and numerous others.
There may appear to be a disproportionate number of papers dealing with matrix algebra, and this may well be so. The representation may or may not reflect accurately either the relative importance or the relative degree of activity in the field. Moreover, it may be entirely fortuitous that in the day-to-day work of one particular computing laboratory (here at ORNL) it has become necessary, over the past two or three years, to draw more and more upon the theory of matrices. However, it seems at least plausible that the use of high speed computing machinery opens up possibilities for handling systems of increasingly many variables, thereby giving rise to more subtle problems relating to their manipulation. Thus the introduction of a new independent variable into a partial differential equation increases exponentially the number of algebraic variables (i.e. the number of lattice points). This is, of course, not to say that the analytic theory of functional equations has become less important than the algebraic theory. These two aspects do not come into comparison since the former is explicitly left out of this list.
Some comments about a few special developments may be of interest. The most notable recent contribution to the subiect of error analysis is made by Givens (1954) who analyzes a particular method for computing proper values of a symmetric matrix. Gorn (1954) has discussed the amplification of a machine code to ..... yield an error bound at the same time that the quantity itself is being computed: In the volume Machines c~ Calculer, and in unpublished works, van Wijngaarden discusses the statistical distribution of rounding errors. But the tendency in machine design is toward floating-point arithmetic for which a priori estimates of error are far more difficult, to say the least.
For the solution of linear equations and the inverting of matrices, a paper by Fox in the second NBS volume on the subject (Taussky, ed.) gives an excellent elementary survey with examples. Forsythe (1953a) summarizes the related mathematical problems. Curtiss (1954) exhibits a family of terminating iterations which apply to arbitrary matrices and include the method of conjugate gradients as a special case. Householder (1954b) relates geometrically a similar family of terminating iterations to certain convergent but nonterminating ones.
In PNA, several measures of magnitude for matrices and vectors were discussed and applied to the estimation of rates of convergence and residual errors for iterations. The formal similarity of the results strongly suggested the existence of a common theory. This has been developed (Householder, 1954c (Householder, , 1955 ) with generalization of many of the known criteria for convergence.
Mention was made in PNA of the possibility of using Chebyshev polynomials for accelerating convergence of iterations, with references (the reference to Grossman was an error, it should have been Birman). D. Young (1954a) has developed the method in considerable detail for positive definite matrices, and this method has been used successfully at ORNL even for certain nonsymmetric matrices. Lanczos reported at the Toronto meeting of the Association for Corn, puting Machinery on the use of the Chebyshev approximation to x -I. Another accelerating technique for iterating matrices of a special type has been de, veloped by Young (1954b) , who shows that the type includes certain ones which arise in the difference approximations to boundary value problems.
Kogbetliantz reported at the International Congress of Mathematicians on a technique for forming unitary matrices U and V such that for an arbitrary complex A one has A = U M V* with M diagonal. The unitarY matrices are formed by successive plane rotations such as used by yon Neumann, Goldstinel and Murray in obtaining proper values and vectors of symmetric matrices' Kogbetliantz proposes the method as one for obtaining the inverse. Also at the International Congress Forsythe discussed a method for improving the condition of an ill-conditioned matrix and Stiefel presented an invited address on relaxation methods.
Reference was made above to Givens (1954) on proper values of symmetri0 matrices, and methods are being worked out for the proper vectors. The routines are elaborate but highly accurate. The analogous rotational technique has been used on the Univac at the AEC Computing Center, New York University, for triangularizing a general matrix prior to obtaining the inverse, but this work has not been published. On the determination of proper values and vectors of general matrices, a most interesting and impressive account of work at the National Physical Laboratory has been given by Wilkinson (1954) . The method is to iterate and reduce successively the order of the matrix as each root and vector (or pair when complex) are obtained. Whereas it was indicated in PNA that one could not expect to retain high accuracy through many such reductions, Wilkinson shows that accuracy can in fact be retained through a great many reductions through the exercise of proper care in programming.
FForsythe and Straus (1954) have programmed the method of Frame for the SWAC, and point out that the method had been described earlier by Souriau (1948) .
An interesting inverse to the proper value problem has arisen at ORNL. The problem is the following: Given a positive definite matrix A, it is required to find a diagonal matrix F such that the equation [ A -XF I = O shala have prescribed roots X~. A first-order iteration was developed by Bartels and Downing and has been successfully used on a number of cases. Householder developed from this a second-order iteration. The methods, with convergence proofs, will be published in the near future.
The list includes a number of papers dealing with relations among the proper values and to the bounds of determinants. The subject is important in a variety of situations, and, in fact, is closely related to the criteria for the convergence of iterations. Thus the unified technique (see above) developed for the latter purpose applies almost immediately to the former. Olver (1952) surveys the methods for solving algebraic equations and Brooker (1952) gives an account of experience with various methods on the Edsac. An old paper by Aitken (1931) , overlooked in the writing of PNA, shows how the Bernoulli method can be employed for determining intermediate roots without loss in significance due to successive reductions. Aitken (1951 Aitken ( , 1952 It is known that Aitken's ~-process sometimes transforms a divergent sequence into a convergent one. Shanks obtains an infinite sequence of transformations, of which the ~-process is but the first. By iterating each of these one obtains doubly infinite array of transformations. Shanks shows that when these are applied to the sequence of partial sums of power series the Pads table of con. tinued fraction expansions results.
Continued fractions were not discussed in PNA, but they have proved to be very effective for the machine evaluation of certain functions which have fairly simple expansions. It turns out that generally the generated error is minimized if, instead of using the usual recursion to evaluate the consecutive numerators and denominators, one fixes the approximant in advance and evaluates the finite fraction in the elementary manner. Detailed error analyses were reported by Householder at the International Congress, and techniques are being developed further by Macon.
Experience at ORNL has shown Gaussian quadrature to give far greater accuracy in general than other formulas for a given amount of machine time, although for functions of particular type the trapezoidal rule, at the opposite extreme, is most effective (Luke, 1954) . A recent paper by A. Young (1954) discusses quadrature with a weight function and then applies this to the solution of integral equations. Overlooked in the preparation of the previous list was a detailed discussion of quadratures by Mikeladze (1948 
