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Resumo O método dos Elementos Finitos (MEF) é um método de análise estrutu-
ral que surgiu no século passado, sendo ainda hoje a referência na área de
modelação e simulação numérica. No entanto, tal como qualquer método
de aproximações, existem algumas limitações no MEF. A diﬁculdade na ge-
ração de malha de elementos ﬁnitos representa uma dessas limitações. É
precisamente na resposta a esta limitação que surge o Método das Células
Finitas (MCF). A possibilidade de criação de elementos de análise inseri-
dos em malhas perfeitamente estruturadas permite contornar a necessidade
da conformação da malha em relação ao domínio de estudo, situação que
acontece no MEF e que pode comprometer a precisão dos resultados. Neste
contexto, o objetivo deste trabalho passou pela implementação, em am-
biente Matlab, de um código de análise estrutural baseado no MCF para
problemas estruturais bidimensionais, em regime linear e não linear (análise
elastoplástica). De forma a contextualizar a ferramenta criada, inicialmente
são apresentadas as formulações matemáticas e algoritmos de análise iner-
entes a ambos os métodos. Posteriormente, tendo por base alguns testes
de referência, é avaliada a ﬁabilidade do programa MCF desenvolvido, em
termos de cálculo de deslocamentos e tensões. Foi concluído que o pro-
duto computacional criado consegue atingir os resultados pretendidos com
relativa ﬁabilidade. Também no contexto de resultados foi analisada a in-
ﬂuência de alguns dos parâmetros inerentes ao método. Como resultado
deste trabalho, foi criada com sucesso uma ferramenta de cálculo estru-
tural baseada no Método das Células Finitas, para análise linear e não
linear de material, em pequenas deformações. O programa desenvolvido
pode ser usado para efeitos de investigação e pedagógicos, pretendendo-
se que seja uma base de trabalho para futuros desenvolvimentos. Todas as
funções criadas no contexto deste trabalho encontram-se disponíveis no web-
site https://fcmua.wordpress.com, onde mais informação sobre o código
desenvolvido pode ser encontrada.

Keywords Finite Cell Method (FCM); Finite Element Method (FEM); Elastoplastic
analysis.
Abstract The Finite Element Method (FEM) is a structural analysis method that
appeared in the last century, being still to this day the reference in the
modelling and numerical simulation ﬁelds. However, as any approximation
method, there are a few limitations in the FEM. The diﬃculty in generat-
ing a ﬁnite element mesh represents one of these limitations. It's precisely
in response to this limitation that emerges the Finite Cell Method (FCM).
The possibility of creating analysis elements inserted in perfectly structured
meshes allows the bypass of the need of the mesh to conform to the bound-
aries of the domain, situation which happens in the FEM and that can alter
the accuracy of the obtained results. In this context, the goal of this work
was an implementation, in Matlab, of a structural analysis code based on the
FCM for twodimensional structural problems, in both linear and non-linear
(elastoplastic analysis) regimes. To contextualize the developed tool, the
mathematical formulations and analysis algorithms, for both methods, are
initially presented. Afterwards, based on some reference benchmarks, the
reliability of the FCM implementation is evaluated, in terms of stress and
displacement determination. It was concluded that the developed compu-
tational product can achieve the intended results with some reliability. In
the results context, the inﬂuence of some parameters inherent to FCM was
also evaluated. As result from this work, a structural analysis tool based on
the FCM, for linear and material non linear analysis and for small strains,
was successfully created. The developed program can be used for investi-
gation and pedagogical purposes, with the intention that it may serve as
a foundation for future developments. The function created in the context
of this work are available at https://fcmua.wordpress.com, where more
information on the developed code can be found.
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Chapter 1
Introduction
In this chapter the basis concepts of the Finite Cell Method (FCM), as well as its rela-
tionship with the well known Finite Element Method (FEM), will be initially presented.
The framework of this work, as well as its objectives, are also detailed in this chapter.
Finally, a reading guide for the document is presented.
1.1 The Finite Cell Method
The Finite Element Method (FEM) is a numerical analysis tool used in structural ap-
plications since the 1950's ([20], [2]), being still the most common analysis method used
today. However, as any approximation method, it has its own limitations, namely in the
accuracy of the obtained results and its sensitivity to the mesh quality involved.
Since its introduction, there have been many attempts to improve the method and
solve its inherent handicaps [8]. One of the ﬁrst problems tackled was the mesh gen-
eration quality. Conventionally, the FEM creates a mesh using the analysis domain as
a restriction, forcing the mesh to conform to the exact geometry of the domain. This
restriction comes with a cost. In complex cases, such as metal forming problems (where
domains can be strongly distorted) or when the material is ripped or torn apart through
processes like explosion or impact (moving boundaries) [8], several problems can arise.
One solution, that has been developed through several works since the 1980's, is to
use methods which relieve the necessity of exactly meshing of the domain [8]. Early sug-
gestions to incorporate the domain in a larger mesh were used in problems of seepage ﬂow
[8]. In the 1990's, new meshless methodologies emerged with the objective of constructing
approximations in terms of nodes without being restricted to node connectivities. Along-
side these developments other works appeared in the meshless methods area, considering
the extension of the domain as well as the approximation spaces. Methods such as the
eXtended Finite Element Method (XFEM) or the Generalized Finite Element Method
(GFEM), which follow this concept have, in some cases, already shown good results.
Following the concepts introduced by the XFEM and GFEM methods, the Finite
Cell Method (FCM) [8], emerges as a method of analysis which envelops the domain
with simple elements, such as squares (2D) or cubes (3D). The variables associated are
extended beyond the domain of study but are associated to the region that they belong
to. In other words, cells which cover regions that do not belong to the original domain
(the ﬁctitious domain) are aﬀected with a variable, setting the material in that cell as
1
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extremely soft, guaranteeing that the strain energy of the solutions in the original and
the extended domains remains the same [8]. The ﬁctitious domain approach has been
widely used to address problems of structural analysis, acoustics, ﬂuid and heat ﬂow,
ﬂuid-structure interaction, topology and shape optimization [14].
1.2 Objectives
The main objective of this work is to develop a computational implementation based on
the FCM, in Matlab. This product aims to serve as an investigation and pedagogical
tool for structural analysis, serving as suitable alternative to the FEM, especially for
problems with complex geometries, non-homegeonous domains, among others.
In order to achieve this, the stages of development during the timespan of the disser-
tation included
1. State of the art review;
2. Awareness about the implementation of the Finite Cell Method and its unique
features when compared to the Finite Element Method;
3. Implementation of a FCM-based code for structural applications, focusing on 2D /
plane stress analysis and non-linear elastoplastic analysis;
4. Application testing and benchmarking, focusing on 2D / plane stress analysis and
also on non-linear elastoplastic analysis;
1.3 Document structure
This work is divided in two main parts. The ﬁrst part deals with the Mathematical
and numerical concepts and the second part deals with the FCM implementation
and benchmarks.
The ﬁrst part has two chapters, encompassing the following contents:
 Chapter 2 and 3 : Basis concepts of the FEM and the FCM formulation, respec-
tively.
The second part includes four chapters, encompassing the following contents:
 Chapter 4 : FCM implementation and code structure;
 Chapter 5 : Elastoplastic analysis;
 Chapter 6 : Benchmark testing;
 Chapter 7 : Conclusion and future works.
Márcio Pinheiro Carvalheiro MSc Dissertation
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Chapter 2
The Finite Element Method
As previously discussed, the Finite Element Method is a powerful mathematical method
and the standard in structural analysis. In this chapter the essential mathematical for-
mulations, as well as the procedures behind its application, are discussed in detail, with
a special focus on 2D linear elasticity problems.
2.1 The Finite Element Method
In a generalized way, the Finite Element Method (FEM) can be de-constructed into 5
steps that allow its application on problems of continuum media [5].
 1 - Division of the continuum using a number of ﬁnite elements. These are connected
by nodes (forming a mesh of elements), where some primary unknowns of the
problem are calculated, such as displacements in structural analysis or temperatures
in thermal problems (this step is known as discretization);
 2 - The strong formulation of the problem is converted into the corresponding weak
formulation;
 3 - It's chosen the group of mathematical functions to model the problem and that,
at the same time, verify the strong and weak formulations of the problem;
 4 - The elemental and global stiﬀness matrices are calculated, as well as the global
displacement and external forces vectors, in the structural analysis case;
 5 - The global system of equations, under the prescribed boundary conditions, is
solved, obtaining the vector of nodal unknowns. The approximated solution is
determined.
In the next sections, the formulation of the FEM is summarized, focusing on linear
structural analysis for twodimensional continuum problems.
2.1.1 Twodimensional FEM formulation for linear structural analysis
As previously said, the ﬁrst step to obtain a FEM solution is to divide a continuum in
a number of elements, individually solved and later on assembled, to generate a global
solution for the problem [4]. Each of these elements is connected by nodes, where primary
5
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unknowns are calculated using equations formulated based on variational methods which,
in the case of structural analysis, is based on the Principle of Virtual Work (PVW). This
principle serves as the basis to transform a strong formulation (that requires solving high
order diﬀerentials) into a weak formulation (that reduces the order of these diﬀerentials),
that later can be solved using approximation functions and simple algebraic calculations.
That way, in a ﬁnite element problem for structural analysis, in order to obtain
the system of discrete equations from the weak formulation, the primary variable of
displacement, can be approximated in the following way;
u ≈ uh = Nd, (2.1)
where d represents the vector that contains the nodal displacements of all the elements
created and N represents the interpolating shape functions. The use of the upper index
(h) serves as a way to show the Finite Element approximation and to keep the coherence
with other bibliographic sources focused on the matter.
Since the variables are calculated in each element, the ﬁrst step to solve the global
Equation 2.1 is to consider:
ue = Nede, (2.2)
where de and Ne represent the vector that contains the nodal displacements for a generic
element (e) and the matrix of interpolating shape functions for said element, respectively.
It is also necessary to determine the approximated derivative of the function u. Generi-
cally, this is possible using the equation:
∂ue
∂(x, y, z)
=
∂Ne
∂(x, y, z)
de = Bede, (2.3)
with B being the matrix of the derivatives of the interpolating shape functions.
For the particular case of the Bubnov-Galerkin method, where the shape functions
interpolate both the candidate function u and the weight function w [5], results the
equilibrium equation that serves as the basis for any structural analysis calculation:
Kd = f, (2.4)
where K is the global stiﬀness matrix, d is the global nodal displacement vector and f is
the external load vector. Again, these variables are not calculated directly on the global
model but are ﬁrst calculated in each element and then assembled, accounting for the
boundary conditions of the model. Following this, it's employed the equilibrium equation
in each element:
Kede = fe, (2.5)
The elemental stiﬀness parameter Ke, following the Bubnov-Galerkin method and for
linear twodimensional cases [5], can be deﬁned as:
Ke =
∫
V
e
Be
T
DBe dVe, (2.6)
with D being the constitutive matrix which, for the previously stated cases, depends on
the Young modulus (E) and the Poisson coeﬃcient (ν) of the material as well as on the
2D approximation based on the type of loads acting on the model and on its geometry.
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With the nodal displacement of the model calculated, it is possible to determine the
resulting strain and stress ﬁeld for each element. To do this, for linear twodimensional
problems, the relations 2.7 and 2.8 are employed. It's worth noting that these relations
are written related to an orthogonal coordinate system Oxy (associated with a 2D plane):εxxεyy
γxy
 = Beue, (2.7)
σxxσyy
τxy
 = D
εxxεyy
γxy
 . (2.8)
As previously stated, the constitutive matrix D can be approximated diﬀerently, de-
pending on the type of loads applied on the model or even based on the geometry of said
model. These approximations can either reﬂect the plane stress situation or the plane
strain case. While the ﬁrst is connected to situations where there isn't normal stress,and
associated shear stress, along one principal direction (for example thin plates that only
have loads applied along it's plane), the second is related to cases where there isn't nor-
mal strain, and associated shear strain, along one principal direction (for example a long
wire with stresses acting perpendicular to its length) [5]. Therefore, mathematically, and
for plane stress, D is deﬁned using 2.9 and for plane strain it's deﬁned with 2.10 [5].
D =
E
1− ν2
1 ν 0ν 1 0
0 0 1−ν2
 , (2.9)
D =
E
(1 + ν)(1− 2ν)
1− ν ν 0ν 1− ν 0
0 0 1−2ν2
 . (2.10)
2.1.2 Quadrilateral twodimensional ﬁnite elements
Since the present work focuses on structural analysis for twodimensional problems, the
quadrilateral twodimensional ﬁnite element was chosen due to its applicability and sim-
plicity. In the current section, the quadrilateral twodimensional ﬁnite element formula-
tion is described in detail.
Shape functions
When using ﬁnite elements, it is eﬀective to employ the use of the isoparametric inter-
polation concept since the interpolating functions used to describe the geometry of the
element become the same as the ones used to approximate its degrees of freedom [5].
This approach is especially useful in the modelling and discretization of domains with
complex geometries.
The isoparametric interpolation in 2 dimensions, in terms of the natural coordinates
of the element, is based on the following approximations [5]
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
x =
nnodes∑
i=1
Ni(ξ, η)xi
y =
nnodes∑
i=1
Ni(ξ, η)yi
. (2.11)
In the natural coordinate system Oξη, all points are deﬁned within the domain [-1,+1]×[-
1,+1], no matter the degree of distortion of the element. The use of a natural coordinate
system is extremely convenient for constructing the shape functions, as well as to per-
form the numerical integrations by a Gauss-Legendre quadrature scheme [4]. Figure 2.1
illustrates the convenience of the usage of natural coordinates.
Figure 2.1: Real (a) and normalized (b) conﬁgurations of quadrilateral elements, one
linear and one quadratic [5]
The shape functions that deﬁne the quadrilateral ﬁnite elements can be obtained by using
Lagrange interpolation in the previously discussed natural coordinate system Oξη. In the
twodimensional case, this is done by combining one dimensional Lagrangian functions
[4]:
Ni(ξ, η) = Ni(ξ)Ni(η), (2.12)
where:
Ni(ξ) =
nnodes∏
j=1(j 6=i)
ξ − ξj
ξi − ξj , (2.13)
and:
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Ni(η) =
nnodes∏
j=1(j 6=i)
η − ηj
ηi − ηj . (2.14)
For the four node bilinear quadrilateral twodimensional ﬁnite element, the shape func-
tions result from the combination of the onedimensional Lagrangian functions:{
N1(ξ) =
1
2(1− ξ)
N2(ξ) =
1
2(1 + ξ)
, (2.15)
and: {
N1(η) =
1
2(1− η)
N2(η) =
1
2(1 + η)
. (2.16)
The resulting twodimensional shape functions, are given by:
N1(ξ, η) =
1
4(1− ξ)(1− η)
N2(ξ, η) =
1
4(1 + ξ)(1− η)
N3(ξ, η) =
1
4(1 + ξ)(1 + η)
N4(ξ, η) =
1
4(1− ξ)(1 + η)
, (2.17)
and can be seen in Figure 2.2.
Figure 2.2: Representation of a four node Lagrangian quadrilateral ﬁnite element and
the associated onedimensional shape functions [5]
For the nine node quadratic quadrilateral twodimensional ﬁnite element the shape
functions are obtained with the same approach. In this situation, they result from the
combination of the onedimensional Lagrangian functions for three node ﬁnite elements:
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
N1(ξ) =
1
2ξ(ξ − 1)
N2(ξ) = (1 + ξ)(1− ξ)
N3(ξ) =
1
2ξ(ξ − 1)
, (2.18)
that can be seen in Figure 2.3
Figure 2.3: Onedimensional quadratic Lagrangian ﬁnite element and the respective shape
functions [5]
The same expressions can be obtained for the shape functions N1(η), N2(η) and
N3(η). Following the same procedure used for the four node quadrilateral element along
the directions Oξ and Oη, and according to the notation shown in Figure 2.4, leads to
the shape functions:

N1(ξ, η) =
1
4(ξ
2 − ξ)(η2 − η)
N2(ξ, η) =
1
2(1− ξ2)(η2 − η)
N3(ξ, η) =
1
4(ξ
2 + ξ)(η2 − η)
N4(ξ, η) =
1
2(ξ
2 + ξ)(1− η2)
N5(ξ, η) =
1
4(ξ
2 + ξ)(η2 + η)
N6(ξ, η) =
1
2(1− ξ2)(η2 + η)
N7(ξ, η) =
1
4(ξ
2 − ξ)(η2 + η)
N8(ξ, η) =
1
2(ξ
2 − ξ)(1− η2)
N9(ξ, η) = (1− ξ2)(1− η2)
. (2.19)
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Figure 2.4: Twodimensional quadratic quadrilateral Lagrangian ﬁnite element and the
respective node numeration [5]
For this ﬁnite element, the terms that form the matrix (B) of the derivatives of the shape
functions relating the displacement ﬁeld with the strain ﬁeld (Equation 2.7) and is also
used to calculate the elemental stiﬀness matrix (Equation 2.6), is composed by a set of
sub-matrices of the type:
Bi =

∂Ni
∂x 0
0 ∂Ni∂y
∂Ni
∂y
∂Ni
∂x
 , (2.20)
deﬁned, in this case, only for the contribution of the node i (i = 1, ..., nnodes). Therefore,
the matrix B has a dimension of 3× (ndofn×nnodes). In the present work, the considered
number of degrees of freedom per node (ndofn) is 2 and the number of nodes is either 4
or 9 (linear or quadratic quadrilateral elements, respectively). By employing the isopara-
metric interpolation and the shape functions deﬁned in the natural referential Oξη, the
derivatives that form the matrix B must also be expressed in this coordinate system.
The transformation between the global and natural coordinate systems can be obtained
by the relation: {
∂Ni(ξ,η)
∂x
∂Ni(ξ,η)
∂y
}
= J−1
{
∂Ni(ξ,η)
∂ξ
∂Ni(ξ,η)
∂η
}
, (2.21)
with J representing the Jacobian matrix, responsible for the mapping of the ﬁrst order
partial derivatives between diﬀerent coordinate systems. It's deﬁned as:
J =
[
∂x
∂ξ
∂y
∂ξ
∂x
∂η
∂y
∂η
]
. (2.22)
Taking advantage of the derivatives of the shape functions that deﬁne the element and
also the coordinates of the nodes in the global coordinate system, the Jacobian matrix
can also be obtained as:
J =
nnodes∑
i=1
[
∂Ni
∂ξ xi
∂Ni
∂ξ yi
∂Ni
∂η xi
∂Ni
∂η yi
]
. (2.23)
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The use of this operator proves fundamental in simplifying the calculations needed to
obtain the stiﬀness matrix, as proven in the next section.
2.1.3 Elemental stiﬀness matrix and numerical integration in two di-
mensions
As discussed in Section 2.1.1, the elemental stiﬀness matrix can be obtained with:
Ke =
∫
V
e
Be
T
DBe dVe. (2.24)
Transposing to a twodimensional problem, in the global coordinate system, turns that:
Ke =
∫ ∫
A
e
Be
T
DBet dxdy, (2.25)
where the thickness (t) is now invoked.
Making use of the simpliﬁcations presented in the Section 2.1.2, results the expression
in the natural domain:
Ke =
∫ +1
−1
∫ +1
−1
Be
T
DBe(detJe)t dξdη. (2.26)
Since the integral formulation is complex and not easily computed, the numerical inte-
gration emerges as approximation method that is both simple and eﬃcient. One of the
most common processes used to do this task is the Gauss-Legendre quadrature. Accord-
ing to this method, it is possible to determine the integral of a generic function f(ξ) in
the following way:
∫ +1
−1
f(ξ)dξ ≈
p∑
i=1
f(ηi)wi, (2.27)
with p being the order of the Gauss-Legendre quadrature (number of integration points),
and wi the weight of integration (associated to the integration point).
An approximation for the elemental stiﬀness matrix can be obtained by recurring to
the numerical integration and the Gauss-Legendre quadrature:
Ke ≈
nr∑
r=1
ns∑
s=1
(Be
T
DBedetJe)r,s twrws, (2.28)
where nr and ns are the number of integration points along the directions Oξ and Oη,
respectively, and wr and ws the corresponding weight.
For the selected ﬁnite element employed in this work, two integration orders were
used: the 2×2 and the 3×3. The coordinates and weights of each integration point can
be seen in Figure 2.5 and in Table 2.1, respectively.
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Figure 2.5: Coordinates for the integration points in the twodimensional domain, follow-
ing the Gauss-Legendre quadrature. Finite elements with (a) four integration points and
(b) nine integration points [5].
Table 2.1: Coordinates ξi and integration weights wi for the ﬁrst three integration orders
(n) of the Gauss-Legendre quadrature [5].
n ξi wi
1 0 2
2 ± 0,577350269 1
3 ± 0,774596669 0,555555556
0 0,888888889
In a schematic way, the general algorithm for the implementation of a Lagrangian
displacement-based 2D isoparametric ﬁnite element can be described as [5]:
Márcio Pinheiro Carvalheiro MSc Dissertation
14 2.The Finite Element Method
Box 2.1: Schematic implementation steps involved in the FEM programming.
1. Discretization
Division of the model in a group of discrete elements connected through nodes,
forming a mesh.
2. Elementary calculations
Determination of the elemental stiﬀness matrices (2.28).
3. Assembly
Assembly of the elemental stiﬀness matrices, respecting the nodal connectivities,
to form the global system of equations (2.4).
4. System reduction
Introduction of the boundary conditions of the problem (prescribed displacements)
and the external loads, and elimination of the equations related to prescribed zero
displacements in order to form the reduced system:
K¯d¯ = f¯. (2.29)
5. Resolution
Resolution of the equation system and determination of the nodal displacements.
This can be done by inverting de stiﬀness matrix:
K¯d¯ = f¯⇔ d¯ = K¯−1f¯. (2.30)
6. Stress and strain
Determination of the stress and strain ﬁelds, which can be done by employing the
relations 2.7 and 2.8.
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The Finite Cell Method
The fundamentals behind the Finite Cell Method (FCM) were introduced in [8] and
characterize this method as an embedded domain approach, which combines the ﬁctitious
domain approach with a high-order approximation basis, adaptive integration, and weak
imposition of unﬁtted Dirichlet boundary conditions [12].
Its core beneﬁt is described as the possibility to maintain a structured, axis-aligned
grid of cuboidal/quadrilateral elements regardless of the geometric complexity involved,
while its high-order approximation basis oﬀers high rates of convergence for smooth
problems [12].
Since the FCM is an extension of the Finite Element Method, the main concepts of
ﬁnite elements discussed in the previous chapter are used. Again the concepts presented
on this chapter concentrate on 2D linear elasticity problems.
3.1 The Finite Cell Method
Traditionally, structural analysis with the Finite Element Method requires the discretiza-
tion of the domain of interest into a ﬁnite element mesh, whose boundaries need to con-
form to the physical boundaries of the structure [14]. While this doesn't constitute a
problem for most structural problems, it can be a constraint for structures with complex
geometries.
This meshing constraint has been approached recently, leading to the rise of isogeo-
metric methods, which use the spline basis of a CAD model directly for a ﬁnite element
analysis. However, these methods are still very time-consuming [14]. To avoid this, a
more simple approach is to use embedded domain methods, also known as immersed
boundary methods, and the ﬁctitious domain concept.
The main idea consists on the extension of the physical domain (Ωphy) beyond its
boundaries into a larger embedded domain (Ω) of simple geometry, which can then be
meshed easily by a structured grid. Figure 3.1 demonstrates the basis behind an embed-
ded domain method.
The term α that appears in Figure 3.1 is a penalty term that is employed to pre-
serve the consistency with the original problem. The inﬂuence of the ﬁctitious domain
extension Ωfic is extinguished by penalizing its material parameters with this term (this
penalization is addressed in the next section).
The Finite Cell Method makes use of this ﬁctitious domain approach and has been
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Figure 3.1: The physical domain Ωphy is extended by a ﬁctitious domain Ωfic into an
embedding domain Ω to allow easy meshing of complex geometries [14].
known to oﬀer high rates of convergence for smooth problems, when associated with an
higher order approximation basis [12]. It's a compelling method because it allows for
accurate structural analysis, regardless of the complexity of the structure [12].
Originally introduced by Parvizian, Du¨ster and Rank [8], so far, the following aspects
of the FCM have been examined [14]: ﬂuid-structure interaction [17], topology opti-
mization [9], thin-walled structures [10], local reﬁnement strategies [13], weak boundary
conditions ([11],[16],[19]), elastoplasticity [1], advection-diﬀusion problems [3], homoge-
nization of porous and cellular materials [7], and computational steering [18].
Since this work is an exploratory analysis of the FCM capabilities and
some of its applications, the focus is on the disruptive aspects of the method,
such as the ﬁctitious domain approach of the method, the adaptive integration
approach and boundary condition imposition. Other aspects such as the high
order functions are not approached.
3.1.1 The ﬁctitious domain approach
Just as the standard Finite Element Method, the Finite Cell Method for linear elastic
structural problems is derived from the principle of virtual work (PVW). Therefore,
the same principle presented in the previous chapter to reach the equilibrium equation
(Equation 2.4) is valid for the FCM, with the due diﬀerences. The use of ﬁctitious
domains must be accounted in the equilibrium with the use of the previously presented
term α. The elemental stiﬀness in FCM and for the considered problems, is therefore
expressed by:
Ke =
∫ +1
−1
∫ +1
−1
Be
T
αDBe(detJe)t dξdη. (3.1)
This penalty term allows the material parameters to remain unchanged in the physical
domain (Ωphy) while penalizing the contribution of the ﬁctitious domain created.
a(x) =
{
1, ∀x  Ωphy
10−q, ∀x  Ωfic
.
In a ﬁctitious domain, α must be assumed as small as possible, but large enough to
prevent extreme ill conditioning of the stiﬀness matrix. Typical values for −q range from
10−4 to 10−15. Regarding this work, the value chosen for α in the ﬁctitious domain was
10−10, as it was proven to produce accurate results in the literature [8].
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The same way as the numerical integration presented in section 2.1.3, the elemental
stiﬀness matrix for the FCM can be obtained with:
Ke ≈
nr∑
r=1
ns∑
s=1
(Be
T
αDBedetJe)r,s twrws. (3.2)
Following the standard Bubnov-Galerkin approach (as in the FEM) the displacement
ﬁeld, due to the external loads, is determined discretely with the expression:
Kd = F⇒ d = K−1F. (3.3)
The relationship between stress and strain in FCM is complemented with the penalization
parameter α in the ﬁnite cell analysis, resulting in:
σ = αD ε (3.4)
3.1.2 Adaptive integration
The use of the penalization parameter α aﬀects the accuracy of the numerical integration
by introducing discontinuities within the ﬁnite cells [12]. To improve the integration
accuracy in cells which are cut by geometric boundaries, the FCM employs the use of
decomposition of the original cell into integration sub-cells.
In other words, in ﬁnite cells that are cut by geometric boundaries the original cell
can be divided in successive sub-cells, following a quadtree construction. This process
is referred in this work as "mesh reﬁnement" or "reﬁnement procedure", Figure 3.2
illustrates this process.
From the original ﬁnite cell mesh (k = 0), each cell is checked if it intersects the
geometric boundary (step k = 1). If it does, the cell is divided into four equally spaced
cells. This process is repeated successively (step k = i+ 1) until a prescribed maximum
number of steps is reached.
Figure 3.2: Adaptive Integration of 2D ﬁnite cells [12].
Márcio Pinheiro Carvalheiro MSc Dissertation
18 3.The Finite Cell Method
This process allows for the placement of a greater number of integration points by
introducing smaller cells in areas that are cut by the geometric boundaries, thus allowing
greater accuracy in the obtained results. Besides, this scheme is easy to implement and
keeps intact the regular grid structure of the FCM.
However, the introduction of these sub-cells structures introduces a greater computa-
tional cost, as the larger number of Gauss points requires also a larger number of linear
algebra operations. In fact, this contributes to the major part of the computational cost
of the method [12].
3.1.3 Boundary conditions
In the FCM, the diﬃculty in generating complicated meshes for geometrically complex
models present in the FEM, shifts to a problem of implementing boundary conditions [6].
This constitutes a problem in situations where these conditions have to be deﬁned on ele-
ments of the mesh that do not exactly conform with the original domain Ω. As referenced
in [8], there are several approaches to this problem, such as Distributed Lagrangian, Fat
Boundary, Elimination and Penalty methods.
Considering ﬁrst homogeneous Neumann conditions (zero traction conditions). From
a mechanical point of view, these conditions are equivalent to assuming the material with
zero stiﬀness in the extended domain. Their application can be done by employing the
parameter α also applied to the ﬁctitious domain. Figure 3.3 describes the application
of Neumann conditions in a two-dimensional case.
Figure 3.3: Application of Neumann boundary conditions [6].
Another type of boundary conditions, the Homogeneous Dirichlet conditions, can be
approximated by assuming a "stiﬀ strip" of material in cells that are cut by the boundary
of the original domain. In these cells, besides the restriction of the closest nodes located
in the ﬁctitious domain, integration points, also located in the ﬁctitious domain, are
aﬀected with a parameter α, stiﬀening the region. Figure 3.4 illustrates the application
of these conditions for a two-dimensional case.
In some numerical simulations [8], the assumption that α is one order magnitude
stiﬀer than in original domain of computation has shown accurate results. This assump-
tion is believed to be in agreement with the physical model, as the support is never
absolutely rigid in the real world.
Although diﬀerent ways of application of the boundary conditions are described in
some previous works ([8], [12], [6]), in the present work, for the sake of simplicity, only
Dirichlet conditions are covered. Besides the methodology presented for these conditions,
a simpler approach is also tested. This simpler method derives directly from the FEM,
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Figure 3.4: Application of Dirichlet boundary conditions [6].
where these boundary conditions are applied to the closest nodes of the embedding mesh
located inside the original domain, in relation to the area intended to be restricted.
3.1.4 Shape functions implemented
In the present work, and since this is an exploratory analysis of the FCM, the shape
functions used in the implementation of the FCM are also the same as those Lagrangian
shape functions previously presented in section 2.1.2. Although previous works show
the importance for high order shape functions (such as Ansatz shape functions, in order
to obtain an "exponential rate of convergence" [8]), in an initial approach to the FCM
it was necessary to maintain some degree of similarity with the FEM. So, in order to
compare both methods and study only the main distinguishing points of FCM, such as
the ﬁctitious domain approach of the method and the adaptive integration approach, the
shape functions used were unaltered.
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Chapter 4
FCM implementation and code
structure
The construction of an analysis software must be perceived through the perspective of
both the user (that ultimately interacts with the software) and the programmer (that,
beyond the fact that must construct the software in a way that is user-friendly, must
also create all the simulation code that describes the physical phenomenons wanted for
analysis as well). From the user's point of view, the procedure behind a ﬁnite cell analysis
can be divided between 3 fundamental steps [5]:
 Pre-processing - This step deals with the geometric construction of the model
and the deﬁnition of loads as well as boundary conditions. This is a critical phase
of the method as the global quality of the solution calculated depends in large part
on the way the user approaches the modelling. For example, the type of elements,
meshes as well as the simpliﬁcations used on the model can largely inﬂuence the
accuracy of the results. Alongside these decisions, it's in this ﬁrst step that all the
mechanical/physical properties of the materials are deﬁned;
 Analysis - With all the model parameters deﬁned, it's in this phase that FCM is
applied in an attempt to solve the deﬁned problem;
 Post-processing - After the completion of the analysis, this phase is responsible
for the presentation of all the obtained results, usually in a way that allows for its
simple understanding;
In this chapter, the Matlab implementation of the FCM is presented, following the
programming solutions that address each of these 3 fundamental steps in the user's point
of view. The referred functions created in the context of this work are available at
https://fcmua.wordpress.com, where more information on the developed code can be
found.
4.1 Pre-processing
The purpose of the pre-processing is to gather all the information needed in order to
solve a problem using FCM. As previously said, this is a critical step of the method as
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the global quality of the calculated solution depends in large part on the decisions made
in the process. In a summarized way, the code developed in Matlab serves the purpose
of fulﬁlling the following pre-processing steps:
Box 4.1: Pre-processing steps.
1. Creation of the embedding mesh
Deﬁnition of the dimensions of the embedding mesh and establishment of elements
and nodes, given a deﬁned number of divisions in each direction;
2. Deﬁnition of the domain and mesh reﬁnement
Deﬁnition of the domain of study and mesh reﬁnement in the elements that are
cut by the real domain, in order to achieve a more accurate solution in these areas.
This is done a prescribed number of times;
3. Application of boundary conditions
Deﬁnition of the areas intended to apply the boundary conditions and creation of
vectors that reﬂect these conditions.
4. Diﬀerentiation between real and ﬁctitious domain
Diﬀerentiation between elements and integration points that are inside, outside or
cut by the boundary of the real domain;
5. Material deﬁnition
Deﬁnition of the material properties, such as Young modulus, thickness and Poisson
coeﬃcient.
It's important to highlight one piece of code that reﬂects one of the major diﬀerences
between the ﬁnite element analysis and the ﬁnite cell analysis, that is the veriﬁcation
of the position of the integration points on elements that are cut by the real domain
boundary. This piece of code integrates the function responsible for the diﬀerentiation
between the real and ﬁctitious domains, and is valid for the 4 node quadrilateral ﬁnite
element:
(...)
for i=1:numel(Element)
(...)
for n=1:PINT
%Definition of the fictitious alpha parameter in the boundary elements
%Global coordinates of the integration point
x_pint=(0.25*(1-P_Int(n,1))*(1-P_Int(n,2))) *Element{i}.coord(1,1)+ ...
0.25*(1+P_Int(n,1))*(1-P_Int(n,2))) *Element{i}.coord(2,1)+ ...
(0.25*(1+P_Int(n,1))*(1+P_Int(n,2))) *Element{i}.coord(3,1)+ ...
(0.25*(1-P_Int(n,1))*(1+P_Int(n,2))) *Element{i}.coord(4,1);
y_pint=(0.25*(1-P_Int(n,1))*(1-P_Int(n,2))) *Element{i}.coord(1,2)+ ...
(0.25*(1+P_Int(n,1))*(1-P_Int(n,2))) *Element{i}.coord(2,2)+ ...
Márcio Pinheiro Carvalheiro MSc Dissertation
4.FCM implementation and code structure 25
(0.25*(1+P_Int(n,1))*(1+P_Int(n,2))) *Element{i}.coord(3,2)+ ...
(0.25*(1-P_Int(n,1))*(1+P_Int(n,2))) *Element{i}.coord(4,2);
%Verification of the position of the integration point in relation to the
%real domain
[IN ON]=inpolygon(x_pint,y_pint,DOM(:,1),DOM(:,2));
if [IN==1] | [ON==1]
Element{i}.alpha=1; %The integration point is inside the real domain
else %The integration point is outside the real domain
if ismember(i,BoundaryCondition_Elements)==1
Element{i}.alpha{n}=10; %Integration Point associated with a BC (Stiff Strip)
else Element{i}.alpha{n}=Alpha_Fictitious;
end
end
(...)
The pre-processing functions developed can be consulted in https://fcmua.wordpress.
com.
4.2 Analysis
After pre-processing all the necessary information needed to solve a structural two-
dimensional mechanical problem with FCM, it's possible to use the method to obtain
a engineering (approximate) solution. The analysis process follows the same procedure
as described in the scheme presented in section 2.1.3, with only a few diﬀerences. In a
summarized way, the main steps to solve a generic linear structural problem are:
Box 4.2: Analysis steps for linear structural problems.
1. Determination of the elemental stiﬀness matrix Ke;
2. Assembly of the stiﬀness matrix K and the load vector f;
3. System reduction in accordance to the boundary conditions;
4. Determination of the nodal displacements d:
K¯d¯ = f¯⇔ d¯ = K¯−1f¯;
5. Determination of the stress and strain ﬁelds.
Besides the algorithm presented above, an elastoplastic analysis function was also
created following the algorithm presented in Chapter 5. The Matlab functions developed
can be consulted in the website https://fcmua.wordpress.com.
4.3 Post-processing
With the analysis concluded, the post-processment takes the obtained results and presents
them in a way that allows for its simple understanding. Two major post-processing func-
tions were developed: one for the nodal displacements and one for the strain/stress ﬁelds
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(internal variables). Once again the functions developed can be consulted in the web-
site https://fcmua.wordpress.com/. Figure 4.1 shows a structural example solved via
the developed FCM tool. More speciﬁcally, it shows the von Mises equivalent stresses
obtained in that example. Figure 4.2 also shows the equivalent stresses for the same
example, as provided by the commercial FEM software FEMAP/NASTRAN.
It's important to highlight the diﬀerence between the meshes used in both methods.
The FCM uses a structured mesh, reﬁned in the boundaries of the domain, as described
in Chapter 3. The FEM mesh must conform to the domain geometry, which results in a
slightly distorted mesh around the curved zone seen in Figure 4.2.
Figure 4.1: Von Mises stress obtained for an example solved with the FCM tool developed.
Figure 4.2: Von Mises stress obtained for the same example using FEMAP/NASTRAN
software.
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Chapter 5
Elastoplastic analysis
The concepts presented in the previous chapters all reﬂect numerical approximations
based on the hypothesis that the problem can be compatible with a linear approach,
either because of the magnitude of the displacements and strain ﬁelds or the behaviour
(presumed to be elastic) of the materials involved, or even the assumption that the
boundary conditions do not change during the analysis [5]. Although this can be consid-
ered true in many situations, there are still cases where these assumptions do not reﬂect
the reality of the problem. Therefore the study of non-linear phenomena constitutes an
attractive ﬁeld of investigation and development.
There are three main types of non-linear characteristics for physical phenomena:
 Material non-linearity: non-linear elasticity, plasticity, (...);
 Geometric non-linearity: large displacements, large rotations, (...);
 Non-linearity on the boundary conditions: contact, elastic foundation, (...).
These types of non-linearities can occur separately or simultaneously on a given prob-
lem. Due to the vastness of problems and formulations that can be associated with a
non-linear analysis, for the sake of simplicity and keeping in mind that this is an ex-
ploratory work, the focus will be on static (or quasi-static) material non-linearities, that
is, small strain elastoplastic analysis. In this sense, the purpose of this chapter is to de-
scribe the basic concepts of an elastoplastic analysis, in order to implement them within
a non-linear FCM framework.
5.1 Elastoplasticity
One of the most common phenomenon in structural mechanics associated with material
non-linearities is elastoplasticity. A material can be considered elastoplastic if, after
a certain level of applied stress, it suﬀers deformations of an irreversible nature (this
phenomenon is known as plasticity). Therefore, the behaviour of the material is elastic
until a certain threshold (yield stress σy), after which the material exhibits plastic strain
[5].
In order to describe the elastoplastic behaviour, three factors are to be considered
[15]:
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 A yield criterion - responsible for the deﬁnition of the stress state of a certain
point and indicator of the beginning of plasticity;
 A hardening model - reﬂects the evolution of the yield criterion according to the
state of plastic strain, after the start of plasticity;
 A plastic ﬂow rule - deﬁnes the relationship between stress and strain, at the
start and during the plastiﬁcation process.
From the hypothesis of geometric linearity (small strains), it can be assumed that
the total strain tensor can be additively decomposed into its elastic (εe), plastic (εp) and
initial strain state (ε0) components.
ε = εe + εp + ε0. (5.1)
The stress ﬁeld, before the start of the plastic ﬂow can be expressed by:
σ = Dεe + σ0, (5.2)
where the σ0 represents the initial stress state before the introduction of the solicitation.
The term D represents the constitutive matrix, discussed in Chapter 2. It's important
to mention that in the context of this work, on the presented benchmarks, the initial
tensors (ε0 and σ0) are considered null.
As previously stated, the yield criterion is not only responsible for the deﬁnition of
the stress state of a certain point but also for the transition between elastic and plastic
behaviours (yield surface). According to these criteria, plastic strain starts to occur once
the equivalent stress matches the yield stress σy, whose value is usually deﬁned from
uniaxial tension tests [5].
For isotropic ductile materials, the most common yield criterion is the von Mises
one [5]. In terms of prediction of plastiﬁcation phenomena in ductile metals (such as
steel), the obtained results with this yield criterion have a good correlation with those
experimentally obtained [5]. Another yield criterion commonly used is the Tresca model.
It states that plastic strain starts to occur in a certain point whenever the maximum shear
stress reaches the corresponding value occurring in the tension test in the beginning of
yielding. The yield surface deﬁned by both criteria is represented in Figure 5.1.
It is important to refer that both criterion are frequently used to describe the be-
haviour of materials that are not inﬂuenced by the hydrostatic stress tensor (metallic
materials usually fall into this category). For materials where such phenomenon occur,
other criterion (such as the Mohr-Coulomb or the Drucker-Prager) where the yield surface
depends on the hydrostatic pressure, are used [5].
The criterion selected for this work was the von Mises one due to the fact that its
results are in conformity with the experimental conclusions that polycrystalline metallic
materials are isotropic and that the application of a hydrostatic pressure on a metallic
material doesn't result in plasticity phenomena [5]. Numerically, the criterion can be
deﬁned with the expression:
Φ(σ, ϕe) = σ¯(σ)− σy(ϕe) = 0, (5.3)
with the term σy(ϕe) representing the function that accommodates the hardening vari-
ables and with σ¯(σ) being the equivalent von Mises stress, deﬁned as:
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Figure 5.1: Representation of the von Mises and Tresca yield surfaces [5].
σ¯(σ) =
√
3
2
s(σ) : s(σ), (5.4)
where s(σ) is the stress deviator tensor, which is expressed by:
s(σ) = σ − 1
3
tr(σ)I, (5.5)
I being the second order identity tensor, whose components correlate to the Kronecker
delta symbol (δij), with i, j = 1, ..., 3. Bearing in mind the Frobenius norm, deﬁned for
a tensor ψ as ‖ψ‖ = √ψ : ψ, the equivalent von Mises stress can be expressed by:
σ¯(σ) =
√
3
2
‖s(σ)‖. (5.6)
Associated to the concept of eﬀective stress comes one parameter designated as eﬀective
(or equivalent) plastic strain (ε¯p), deﬁned as [15]:
ε¯p =
√
2
3
εp2 : ε
P
2 =
√
2
3
εpijε
p
ij . (5.7)
Explicitly in relation to the eﬀective plastic strain (ε¯p), it's possible to describe the von
Mises criterion in the form:
Φ(J2, ε¯
p) = J2 −
σ2y
3
= 0, (5.8)
where σy = σy(ε¯
P ) and the term J2 is the second invariant of the stress deviator tensor
(s).
Following the previous equation and given the hardening function, it is possible to
arrive to the expression:
σy = σy0 + h(ε¯
p), (5.9)
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where σy0 relates to the yield stress coming from in a uniaxial tension test. The depen-
dence in relation to the eﬀective plastic strain leads to some hardening variants [15]. One
of these variants is used to described the behaviour of a perfect elastoplastic material,
and occurs when h ≡ 0. Another variant, employed in the context of this work, is used
to describe the case of linear hardening, resulting in:
σy = σy0 +Hs ε¯
p, (5.10)
Φ(J2, ε¯
p) = J2 − (σy0 +Hs ε¯
p)2
3
= 0, (5.11)
where Hs is a material variable that represents the hardening due to strain.
Finally it's necessary to deﬁne the plastic ﬂow rule in order to deﬁne the relationship
between the stress and strain tensors for a material point where the plastiﬁcation process
has started to occur. This is done by introducing a Lagrange multiplier in the expression
that derives from the Drucker postulate [15]. Without demonstrating the intermediate
steps, results the equation:
dεpij = dγ
∂Φ
∂σij
. (5.12)
This equation reﬂects the Prandlt-Reuss ﬂow rule, where dγ represents the inﬁnitesimal
variation of a positive term designated plastic multiplier. In physical terms, the expres-
sion results from considering that the increment of plastic strain is normal in relation to
the yield surface.
A scalar function (Q) referred as plastic potential is assumed to exist. For metal-
lic materials this function coincides with the yield criterion, in what is conventionally
called associative plasticity. In situations of non associative plasticity (materials where
Q doesn't coincide with the yield criterion) the term Q substitutes the term Φ in equation
5.12.
5.1.1 Constitutive law - Continuous model
The gradients of the yield criterion and of the plastic potential can be deﬁned in the
form:
a =
∂Φ
∂σ
; b =
∂Q
∂σ
, (5.13)
aij =
∂Φ
∂σij
; bij =
∂Q
∂σij
, (5.14)
designated as the yield vector and the ﬂow vector, respectively. In other words, a
and b represent second order tensors that become vectors in a ﬁnite element analysis.
By deﬁning the scalar b¯ as:
b¯ =
√
2
3
b : b =
√
2
3
bijbij, (5.15)
and by employing the deﬁnition of eﬀective plastic strain (Equation 5.7) along with the
plastic ﬂow rule (Equation 5.12) for non associative plasticity, results:
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dε¯p = dγ b¯. (5.16)
From the condition of plastic consistency [15]:
dΦ(σ,q) dγ ≡ 0, (5.17)
and using the chain rule in relation to the eﬀective plastic strain comes:
dΦ = aij dσij −H ′dε¯p = 0, (5.18)
where H ′ takes the form:
H ′ =
∂Φ
∂ε¯p
. (5.19)
From Equations 5.1 and 5.12 it's possible to rewrite the constitutive law in order to
include the plastic multiplier:
dσij = Dijkl(dεkl − dγ bkl), (5.20)
and based on Equation 5.18 an alternative expression for the increment of plastic strain
can be derived, in function of the stress state:
dε¯p =
1
H ′
aij dσij. (5.21)
Combining Equations 5.21 and 5.16 results in the expression:
dγ b¯ =
1
H ′
aij dσij. (5.22)
Taking Equation 5.1 and merging with Hooke's law, in the shape of 5.20, and with the
deﬁnition of plastic ﬂow 5.12, comes:
dγ b¯ =
1
H ′
aijDijkl(dεkl − dγ bkl). (5.23)
Rearranging this equation results in an expression for the increment of the plastic mul-
tiplier in the form of:
dγ =
aij Dijkl dεkl
b¯H ′ + aij Dijkl bkl
. (5.24)
Including this expression in the constitutive law 5.20, it's possible to deﬁne a relationship
between the stress state and the total strain state:
dσ = Dep : dε, (5.25)
where:
Dep = D− D : b⊗ a : D
b¯H ′ + a : D : b
, (5.26)
Depijkl = Dijkl −
Dijmn bmn aop Dopkl
b¯H ′ + aqr Dqrst bst
. (5.27)
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The tensor Dep represents the continuous tangent modulus, which is in most cases non
symmetrical. The symmetrical case occurs in the associative plasticity case, where Q ≡
Φ⇒ a = b. For the particular case of the von Mises yield criterion b¯ = 1.
5.1.2 Constitutive law - Discrete model
In order to apply the plasticity model in a ﬁnite cell analysis it's necessary to have another
approach. The continuous approach previously presented (with inﬁnitesimal relations)
must become a discrete model where ﬁnite increments of the variables are employed.
In that sense, and using a matricial notation, the constitutive law can be approached
as:
dσ = αDepdε→ ∆σ = αDep∆ε. (5.28)
From this expression the corresponding elastoplastic expressions are deduced. Through
the concept of tangent elastoplastic matrix, the stiﬀness matrix for each element, and
with the ﬁnite cell method in mind, can be deﬁned as:
Ke =
∫
Ωe
Be
T ∂σ
∂ε
Beα dΩe. (5.29)
The constitutive law employed in the determination of the stiﬀness matrix changes in
accordance with the stress/strain state of the material point in question. Therefore, the
following relations are true:
if Φ < 0⇒ ∂σ
∂ε
= D, (5.30)
if Φ = 0⇒ ∂σ
∂ε
= Dep.
Once the elemental stiﬀness matrix for each element is determined and assembled, the
displacement ﬁeld can be calculated with the expression presented in Chapter 3 (Equation
3.3):
Kd = F⇒ d = K−1F. (5.31)
However, the previous relation only reﬂects the state of equilibrium for a linear static
material/geometric problem. For a material non-linear analysis this relationship, in the
presented form, doesn't apply. An incremental-iterative approach is needed in order
to reach an accurate solution.
The thought behind an incremental-iterative approach is the application of portions
(increments) of the total external load applied. The transition to the next increment
is only done when the equilibrium 5.31 is veriﬁed. In mathematical terms, for each
increment, the following equation must be satisﬁed:
∆d = K−1[∆F− r], (5.32)
where r is a residual load vector that, due to the non-linear relationship between stress
and strain, is diﬀerent than zero.
For each increment, several iterations are needed in order to achieve convergence to
the correct solution. The goal is to reduce the residual load vector to a desired tolerance
interval.
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The Newton-Raphson method
In terms of the iterative method, the complete Newton-Raphson method is the one with
highest convergence rate, at the expense of an inversion of the stiﬀness matrix in each
iteration [15]. Other methods that don't update the stiﬀness matrix in each iteration
show a slower rate of convergence as demonstrated in the ﬁgure 5.2.
Figure 5.2: Incremental-iterative algorithm [15].
The ﬁrst load increment (I1), which relates to the modiﬁed Newton-Raphson method,
the stiﬀness matrix is calculated in the ﬁrst iteration and maintained constant in the
following iterations until the next increment (I2). In the second load increment (I2),
where the complete Newton-Raphson method is applied, the stiﬀness matrix is calculated
for each iteration. Although this signiﬁes an increase in computational cost, the rate of
convergence is clearly greater in the second load increment (I2). Hence, the usage of a
constitutive law which relies on the determination of the stiﬀness matrix in each iteration
is extremely advantageous [15].
Section 5.1.5 serves as a way to characterize the plasticity algorithm used in this
work. But before, it's necessary to clarify the nomenclature employed in the description
of the incremental-iterative method.
5.1.3 Nomenclature employed
Figure 5.3 displays in a schematic way the nomenclature, considering the load-displacement
and stress-strain diagrams.
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Figure 5.3: Nomenclature employed [15].
The superior indexes (i) refer to the iteration, while the inferior indexes refer to
the load increment (n). The variation of one parameter (for example the displacement)
between iterations is represented with a double delta (∆∆d).
5.1.4 General concepts about integration algorithms for constitutive
laws
The methods of elastoplastic analysis require the integration of the respective constitutive
law. This requirement arises from the need to deﬁne the incremental value for stress
according to the displacement increment, as speciﬁed in the Equation 5.32. In fact, the
strain and stress increments are calculated for each element (more speciﬁcally for each
Gauss point) from the vector with the displacement increment, through the relations:
∆ε = B ∆de (5.33)
∆σ =
∫ ∆ε
0
αDepdε (5.34)
The use of the constitutive law emerges as an answer to the fact that the continuous
tangent modulus (Dep) depends on the plastic strain increment, which is in itself an
unknown variable. During the load increment, unknowns such as γ, a, b and b¯H ′ vary,
resulting in an iterative process, as previously discussed.
One way to solve the initial deadlock is to consider that there wasn't any plasticity.
In other words, consider that the plastic strain increment is null. That way the total
strain increment is deﬁned as totally elastic and the stress state is then calculated using
only Hooke's Law.
The next step is to verify if the yield criterion is respected. If that's the case, than the
stress state obtained ("trial stress") is within the yield surface and the initial supposition
is considered correct. From that stress state, a new load increment is applied.
If the stress state doesn't respect the yield criterion, than it's necessary to perform a
process known as yield surface return [15]. The need for this process arises from the fact
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that the stress state obtained is outside the yield surface, a situation that isn't allowed
by the plasticity theory.
The algorithm discussed in the following section is directly based on the philosophy
described above and belongs to the group of return algorithms by elastic prediction
followed by plastic correction.
5.1.5 Plasticity algorithm formulation
Two main groups of algorithms can be deﬁned, based on the way they make the update
of the stress state, according to [15]. These two concepts are the path-dependent and
path-independent algorithms.
In the ﬁrst group (path-dependent), the stress state is updated from the strain ob-
tained in the last iteration. This can lead to numerical errors associated with ﬁctitious
unloading [15].
The second group (path-independent), which is applied in this work, the update of
the stress state is done from the last iteration of the previous load increment, where the
equilibrium equation was veriﬁed. Although this can lead to a slower rate of convergence,
the numerical errors associated with the path-dependent algorithms are not veriﬁed. This
type of algorithm takes the following steps:
Box 5.1: Path-independent algorithm.
1. Determination of the iterative displacement vector:
∆∆din+1 = [K
i
n+1]
−1[(∆Fext)n+1 − rin];
2. Update of the incremental displacements, from the last equilibrium point (last
load increment):
∆din+1 = ∆d
i−1
n+1 + ∆∆d
i
n+1 ,
where ∆din+1 are the accumulated displacements since the beginning of the
increment until the current iteration (i);
3. Determination of the incremental strain vector:
∆εin+1 = B ∆d
i
n+1 ;
4. Calculation of the incremental stress vector:
(∆σin+1)
TR = αD ∆εin+1 ,
considering a purely elastic stress state;
5. Deﬁnition of the updated stress state:
(σin+1)
TR = σn + (∆σ
i
n+1)
TR ,
where σn represents the veriﬁed stress state of the previous increment (n).
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In terms of the integration procedure, there are two major rules that deﬁne the al-
gorithms: the generalized trapezoidal rule and the generalized midpoint rule [15]. In the
context of this work, the numerical integration algorithm implemented was the gener-
alized midpoint rule, since it is less sensitive to possible distortions of the yield surface
[15]. The following box presents the procedure behind its application.
Box 5.2: Generalized midpoint rule.
∆σTRn+1 = αD(εn+1 − εn); (5.35)
σTRn+1 = σn + ∆σ
TR
n+1; (5.36)
∆εpn+β = ∆γ an+β; (5.37)
εpn+1 = ε
p
n + ∆ε
p
n+β; (5.38)
σn+1 = σ
TR
n+1 − αD ∆εpn+β; (5.39)
∆ε¯pn+β = ∆γ [
√
2
3
aTn+β an+β]; (5.40)
ε¯pn+1 = ε¯
p
n + ∆ε¯
p
n+β; (5.41)
an+β = an [(1− β)σn + β σn+1 , (1− β)ε¯pn + β ε¯pn+1]; (5.42)
Φn+1 = 0; (5.43)
β ∈ [0; 1]. (5.44)
The procedure presented above can be divided into two major operations. The ﬁrst
intends to deﬁne the trial stress σTRn+1 based on the assumption that the point (n + 1) is
inside the yield surface. If the stress state doesn't respect the yield criterion than the
point is submitted to a plastic correction, the second major operation of this algorithm.
The plastic correction process guarantees that the yield criterion, as well as the equi-
librium equation, is satisﬁed. The geometric representation of the generalized midpoint
rule can be seen in Figure 5.4.
The parameter β determines the relative weight given to the initial and ﬁnal ﬂow
vectors in the correction process. For example the value β = 0 leads to an algorithm that
takes the information about the ﬂow vector in the initial stress state σn, assuming that
the integration of dεp is achieved with the vector a constant during the increment. This
type of integration scheme is known as "foward-Euler", or explicit integration scheme
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Figure 5.4: Geometric representation of the generalized midpoint rule [15].
[15]. This however is more accurate for small load increments, which can be infeasible in
real problems.
The use of β values diﬀerent than zero result in explicit algorithms. The case of β = 1
is denominated "fully implicit backward-Euler" integration scheme. In that situation, the
return function only depends on the ﬁnal stress state, which is unknown at that moment.
This results in an algorithm that is necessarily both incremental and iterative. Also, this
β value results in an algorithm that is unconditional stable, which is ideal for large load
increments. Due to the previous reasons, this was the value chosen for this work.
Given the previous algorithm approaches presented, the following scheme deﬁnes step
by step the elastoplasticity algorithm used in this work. It's worth mentioning that, in
relation to the algorithm presented in [15], from which the algorithm employed derives,
only twodimensional plane stress problems were considered:
Box 5.3: Elastoplastic FCM algorithm.
For each Gauss point in each element:
1. Load increment (∆Fext)n+1;
2. Incrementation of the iteration counter;
3. Determination of the displacement and strain increment, as described in Box
5.2;
4. Calculation of the elastic prediction:
εn+1 = εn + ∆εn+1, (5.45)
σTRn+1 = αD(εn+1 − εpn); (5.46)
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5. Yield criterion check
ΦTRn+1 =
1
2
(σTRn+1)
T P σTRn+1 −
1
3
[σy(ε¯
p
n)]
2 = 0, (5.47)
where P, for the von Mises yield criterion and for twodimensional plane stress
problems is given as:
P =
1
3
 2 −1 0−1 2 0
0 0 2
 . (5.48)
If ΦTRn+1 ≤ 0 then the elastic state is proved. The trial state is validated
and the variables are updated ((−)TRn+1 → (−)n+1). The algorithm advances to
step 8.
If Φ > 0 then the point is in the plastic state and must be corrected. The
algorithm continues to step 6;
6. Determination of the plastic correction - plastic multiplier deﬁnition:
Since the plastic multiplier ∆γ and the eﬀective plastic strain ε¯pn+1 are both
unknowns, an iterative process is required in order to correct the stress state.
In that sense from the yield criterion deﬁned in the form:
Φn+1 =
1
12(σ
TR
11 + σ
TR
22 )
2
(1 + E3(1−ν)∆γ)
2
+
1
4(σ
TR
22 − σTR11 )2 + (σTR12 )2
(1 + 2G ∆γ)2
− 1
3
[σy(ε¯
p
n+1)]
2 = 0,
(5.49)
where the eﬀective plastic strain is deﬁned as:
ε¯pn+1 = ε¯
p
n+1 + ∆γ
√
2
3
(σTRn+1)
T P σTRn+1. (5.50)
From the initial value for the plastic multiplier, for example ∆γ0 = 0, the next
iteration is given with:
∆γk+1 = ∆γk −
(
Φ
dΦ
d∆γ
)
∆γk
. (5.51)
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From Equation 5.49 and its derivative in relation to the plastic multiplier:(
dΦ
d∆γ
)
∆γk
=
1− (2
3
)1.5
σy(ε¯
p
n+1)
(
dσy(ε¯
p
n+1)
dε¯pn+1
)
∆γ√
(σTRn+1)
TPσTRn+1

d
d∆γ
(
1
2
(σTRn+1)
TPσTRn+1
)]
∆γk
−
[(
2
3
)1.5
σy(ε¯
p
n+1)(
dσy(ε¯
p
n+1)
dε¯pn+1
)√
(σTRn+1)
TPσTRn+1
]
∆γk
,
(5.52)
Equation 5.51 is solved recursively until the diﬀerence between ∆γk+1 and ∆γk
is less than a predetermined tolerance:
∆γk+1 −∆γk
∆γk+1
< Tol , where Tol = 10−4. (5.53)
7. Stress update:
(a) Algorithmic tangent modulus:
D∗ = (D−1 + ∆γP)−1. (5.54)
(b) Current stress state prediction:
σn+1 = σn + αD
∗(εn+1 − εpn). (5.55)
8. Load and displacement convergence:
By comparing the external and internal loads and iterative and total incre-
mental displacements, it's possible to deﬁne two convergence criteria for the
algorithm. Considering:
Fint =
nr∑
r=1
ns∑
s=1
BT∆σn+1 t α detJ
ewrws; (5.56)
Fext = ∆Fext. (5.57)
Criterion 1:
||Fint − Fext||
||Fext|| < Ftol , where Ftol = 10
−1. (5.58)
Criterion 2:
||∆∆dn+1||
||∆dn+1|| < Utol , where Utol = 10
−4. (5.59)
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If these criteria are simultaneously met, then the algorithm continues to the
next step. If one of them is not met, a new iteration is required and the
algorithm returns to step 2, with the application of an external load that cor-
responds to the residual vector (r = Fext − Fint);
9. Deﬁnition of the elastoplastic consistent tangent matrix:
Dˆep = D∗ − (D
∗P σn+1)[(σn+1)T PD∗]
A+ [(σn+1)T PD∗P σn+1]
; (5.60)
A =
4
9
 [σy(ε¯pn+1)]2 dσy(ε¯
p
n+1)
dε¯nn+1
1− 23∆γ
dσy(ε¯
p
n+1)
dε¯pn+1
 . (5.61)
10. Plastic strain update:
εpn+1 = ε
p
n + ∆γ P σn+1. (5.62)
11. Eﬀective plastic strain update:
ε¯pn+1 = ε¯
p
n + ∆γ
√
2
3
(σn+1)T P σn+1. (5.63)
12. Hardening variables update:
(σy)n+1 ← σy(ε¯pn+1). (5.64)
13. New increment or end of cycle:
If a new load increment is still needed to be applied the algorithm returns to
step 1. If not, then the analysis cycle comes to an end.
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Benchmarks
In this chapter, the obtained results with the developed Finite Cell Method (FCM)
Matlab tool are presented and analysed. When available, reference results coming from
theory and for comparison purposes, are used. Alternatively, results from commercial
available FEM software (in this context the FEMAP/NASTRAN software) are used as
referenced. In total four benchmark tests are considered, three twodimensional linear
test and one twodimensional elastoplastic test. Plane stress is considered in all the tests.
6.1 2D plate in simple tension
The ﬁrst problem considered is the case of plate traction and is represented in Figure
6.1. The plate is clamped in the right edge and has a distributed load applied on the
opposite side with the value of F = 9750 N/m. The plate has the dimensions of 1×1 m2
with a thickness of 0.025 m. The Young modulus and Poisson coeﬃcient considered
were E = 210 GPa and ν = 0.3, respectively. The horizontal and vertical displacements
obtained on the edge were the load is applied are evaluated and compared.
Figure 6.1: Representation of the 2D plate problem.
The main objective of this test is to determine the inﬂuence of diﬀerent FCM param-
eters in the accuracy of the obtained results. These parameters include the structure of
the initial mesh grid, the number of reﬁnement processes applied, the number
of integration points per element, the method used for the prescription of the
boundary conditions and the use of higher order shape functions. Each one of
these parameters is analysed in detail in the following sections.
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The results used as reference for this test can be seen in Figures 6.2 and 6.3, reﬂecting
the horizontal and vertical displacement obtained, respectively. It's important to men-
tion that the FEMAP/NASTRAN results shown are in millimetres. Table 6.1 displays
the average horizontal and vertical FEMAP/NASTRAN displacements which are the
reference for the estimation of the deviation obtained in each FCM trial. Also, since the
average vertical displacement is zero, only the deviation in the horizontal displacement
is considered as it would be inaccurate to consider the vertical displacement deviation in
these conditions.
A detailed analysis of the obtained results allow for the conclusion that the displace-
ments (both horizontal and vertical) are symmetrical along the x axis.
Figure 6.2: Reference results obtained using the FEMAP/NASTRAN software - hori-
zontal displacements.
Figure 6.3: Reference results obtained using the FEMAP/NASTRAN software - vertical
displacements.
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Table 6.1: Average horizontal and vertical displacements obtained in FEMAP/NAS-
TRAN.
Horizontal Displacement (m) Vertical Displacement (m)
FEMAP -1,80419E-06 0
6.1.1 FCM - structure of the initial mesh grid
As previously stated, one of the parameters tested in the FCM implementation was the
inﬂuence of the structure of the initial mesh grid or, in other words, the inﬂuence of
the number of elements used in the initial mesh. This parameter is deﬁned in the FCM
program in the number of elements pretended in each principal direction (axis x and y).
For this test, four diﬀerent conﬁgurations were considered (14× 14, 16× 16, 18× 18 and
20 × 20 conﬁgurations). Adaptive integration was not used in this test. The obtained
results can be seen in the graphs from ﬁgures 6.4 and 6.5, where the horizontal and
vertical displacements are shown, respectively. Table 6.2 shows the average horizontal
displacement and the deviation from the FEMAP/NASTRAN reference.
Figure 6.4: Inﬂuence of the initial mesh grid in the obtained results - horizontal displace-
ment.
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Figure 6.5: Inﬂuence of the initial mesh grid in the obtained results - vertical displace-
ment.
Table 6.2: Average horizontal displacement and deviation from the FEMAP/NASTRAN
reference.
Horizontal Displacement (m) ∆ u (%)
14_14_0 -1,65E-06 8,7
16_16_0 -1,68E-06 6,9
18_18_0 -1,72E-06 4,8
20_20_0 -1,76E-06 2,5
The obtained results led to the conclusion that the use of meshes with a higher number
of elements provide more accurate solutions. This is proved by the fact that the 20× 20
conﬁguration led to the more accurate solution, when compared with the FEMAP/NAS-
TRAN reference. This conclusion can be explained by the fact that conﬁgurations with
more elements have a higher number of nodes where the variables are calculated and,
therefore, produce better solutions.
It is important, when using the FCM implementation, to notice the position of the
elements of the initial mesh grid created in relation to the real domain. Problems can
arise due to the position of the integration points of boundary elements which can create
discontinuities in the results. The conﬁguration 18×18 reﬂects this problem (Figure 6.6),
as the results along the left edge fail to show the symmetry along the x axis expected in
this test.
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Figure 6.6: Mesh grid for the 18× 18 conﬁguration.
6.1.2 FCM - number of reﬁnement processes applied
Another parameter tested was the inﬂuence of the number of reﬁnement processes ap-
plied. For this trial, one conﬁguration previously tested was considered (16 × 16), and
four diﬀerent reﬁnement procedures were evaluated (the no reﬁnement case and the 1,
2 and 3 reﬁnement procedures). The obtained results can be seen in the graphs from
Figures 6.7 and 6.8, where the horizontal and vertical displacements are shown, respec-
tively. Table 6.3 shows the average horizontal displacement and the deviation from the
FEMAP/NASTRAN reference.
Table 6.3: Average horizontal displacement and deviation from the FEMAP/NASTRAN
reference.
Horizontal Displacement (m) ∆ u (%)
16_16_0 -1,68E-06 6,9
16_16_1 -1,93E-06 7,1
16_16_2 -2,05E-06 13,7
16_16_3 -2,11E-06 17,1
Given the obtained results, it's possible to conclude that, although the use of a higher
number of reﬁnement stages lead to results with better domain resolution and that, in
small number, do not aﬀect considerably the results deviation, it's also true that results
become oscillatory and more inaccurate by increasing these procedures. This oscillation
is a consequence of the sub-cell creation which creates nodes that do not connect fully
with the remaining grid. In other words, there are nodes that do not connect with all
of their surrounding elements, aﬀecting directly the stiﬀness matrix. Figure 6.9 helps
understanding this phenomenon. These discontinuities increase with each reﬁnement
procedure, leading to gradually more oscillating and inaccurate solutions.
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Figure 6.7: Inﬂuence of the number of reﬁnement procedures in the obtained results -
horizontal displacement.
Figure 6.8: Inﬂuence of the number of reﬁnement procedures in the obtained results -
vertical displacement.
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Figure 6.9: Discontinuities that arise from the adaptive integration process. The high-
lighted nodes are the do not fully connect with the remaining mesh grid.
The major conclusion from this trial is that it's important to balance the number
of reﬁnement processes with the accuracy wanted for the results.
6.1.3 FCM - number of integration points per element
A parameter that can also inﬂuence the outcome of the FCM implementation is the
number of integration points used per element. This is shown in Figures 6.10 and 6.11,
where conﬁgurations of 16 × 16, with none or one reﬁnement process associated, were
tested with 4 integration points (full integration, given the elements used) and with 9
integration points (over integration). Table 6.4 shows the average horizontal displacement
and the deviation from the FEMAP/NASTRAN reference.
Table 6.4: Average horizontal displacement and deviation from the FEMAP/NASTRAN
reference.
Horizontal Displacement (m) ∆ u (%)
16_16_0 -1,68E-06 6,9
16_16_1 -1,93E-06 7,1
16_16_0_INT4 -1,70E-06 5,6
16_16_1_INT4 -1,91E-06 6,0
Careful analysis of the solutions show that the use of 4 integration points (complete
integration) lead to slightly better results than 9 integration points. Although this is
the case for this trial, the diﬀerence between the two isn't so relevant and, due to the
importance of the integration points in the ﬁnite cell method, the use of more integration
points can be advantageous in more complex cases (and elastoplastic analyses). This is
true considering that a higher number of integration points per element, which in the
FCM determine the geometry of the domain of study, can lead to a better resolution
in the results achieved, especially in cases with more complex geometries. Figure 6.12
helps understand the importance of a higher number of integration points in the FCM,
especially in the area of transition between real and ﬁctitious domain (highlighted in the
ﬁgure). A higher number of integration points can lead to a better resolution of the
domain of study.
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Figure 6.10: Inﬂuence of the number of integration points per element in the obtained
results - horizontal displacement.
Figure 6.11: Inﬂuence of the number of integration points per element in the obtained
results - vertical displacement.
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(a) 4 Integration Points
(b) 9 Integration Points
Figure 6.12: Integration points position in the boundary between real and ﬁcticious
domain.
6.1.4 FCM - modelling of boundary conditions
The implementation method for the boundary conditions was also evaluated in this
benchmark. Previous results reﬂect trials where the boundary conditions were applied
using a simple method that derives directly from the FEM, as described in Section 3.1.3.
In this test, previous results (with the 16×16 conﬁguration, with none or one reﬁnement
process associated) are compared to results using the same mesh and reﬁnement con-
ﬁgurations, but using a diﬀerent method for the imposition of the boundary conditions.
This method is the one described in previous works ([8],[12],[6]) for the application of
Dirichlet conditions as described in Section 3.1.3.
The obtained results can be seen in ﬁgures 6.13 and 6.14, where the horizontal and
vertical displacements are shown, respectively. Table 6.5 shows the average horizontal
displacement and the deviation from the FEMAP/NASTRAN reference.
Table 6.5: Average horizontal displacement and deviation from the FEMAP/NASTRAN
reference.
Horizontal Displacement (m) ∆ u (%)
16_16_0 -1,68E-06 6,9
16_16_1 -1,93E-06 7,1
16_16_0_BC -1,73E-06 4,3
16_16_1_BC -1,94E-06 7,7
An analysis of the obtained results in this trial leads to the conclusion that the
use of the method described in previous works for the imposition of Dirichlet boundary
conditions lead to marginally better results. In fact, results for the vertical displacement
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Figure 6.13: Inﬂuence of the implementation method for the boundary conditions in the
obtained results - horizontal displacement.
Figure 6.14: Inﬂuence of the implementation method for the boundary conditions in the
obtained results - vertical displacement.
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show no diﬀerence between the two methods. However, since this method was already
tested and proved in previous works ([8],[12],[6]), also showing here an improvement in
results, it was chosen as the standard method used for the remainder of this work.
6.1.5 FCM - use of higher order shape functions
The inﬂuence of the use of higher order shape functions was the last parameter tested
in this benchmark. In this trial, previous results (with the 16 × 16 conﬁguration, with
none or one reﬁnement process associated and with the method described in previous
works for the application of boundary conditions) are compared with results using the
same degrees of freedom or the same mesh conﬁguration, and using a higher order for the
shape functions. These new results with second order shape functions (as described in
Section 2.1.2) use either an 8×8 mesh conﬁguration (with none, one or two reﬁnements),
or an 16× 16 mesh conﬁguration (with none or one reﬁnement procedures associated).
The obtained results can be seen in Figures 6.15 and 6.16, where the horizontal and
vertical displacements are shown, respectively. Table 6.6 shows the average horizontal
displacement and the deviation from the FEMAP/NASTRAN reference.
Figure 6.15: Inﬂuence of the use of higher order shape functions in the obtained results
- horizontal displacement.
Like with the use of a higher number of reﬁnement procedures, through the analysis
of the obtained results, the use of higher order shape functions introduces oscillation in
the solutions, although with a greater amplitude of oscillation (the 8 × 8 conﬁguration
with zero reﬁnement procedures is a clear example of this). It is also worth noting
that although the use of the shape functions can lead to a higher rate of convergence
(considering the same mesh parameters), it does so with a higher number of degrees of
freedom, which also means an increase in computational cost (the use of higher order
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Figure 6.16: Inﬂuence of the use of higher order shape functions in the obtained results
- vertical displacement.
Table 6.6: Average horizontal displacement and deviation from the FEMAP/NASTRAN
reference.
Horizontal Displacement (m) ∆ u (%)
16_16_0_BC -1,73E-06 4,3
16_16_1_BC -1,94E-06 7,7
8_8_0_SF2 -1,87E-06 3,6
8_8_1_SF2 -2,15E-06 19,2
16_16_0_SF2 -1,86E-06 3,1
16_16_1_SF2 -1,97E-06 9,0
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shape functions can mean the increase of 55% in the computation time, considering the
same mesh conﬁguration).
This higher computational cost and oscillatory results compromise the use of higher
order shape functions, or (more precisely) with the type of Langragean shape functions
used in this work. The use of lower degree shape functions with a more structured mesh is
therefore advisable in the context of an initial, exploratory, work. It is worth mentioning,
however, that the use of another type of shape functions (such as Ansatz shape functions
[8]) which takes into account the discontinuities introduced by the FCM, can be an area
worth exploring in future works.
6.1.6 FCM - implementation limitations
Although the developed FCM implementation seems to serve correctly its fundamental
purpose, it's important to take into account some limitations associated with the program
when performing an analysis.
The ﬁrst consideration is the deﬁnition of the boundary conditions. Since the analysis
method is not restricted by the geometry of the domain of study, the mesh used can be
larger than the boundaries of the domain. In turn, this turns diﬃcult the application of
boundary conditions as, in the Matlab implementation, they are deﬁned on the ﬁctitious
nodes closest to the restricted region.
Now, in some cases the mesh can still have regions that should be restricted but aren't,
due to the presence of integration points that are not being properly restricted. Figure
6.17 highlights integration points where this phenomenon is present. These integration
points belong to elements that should be fully restricted by their nodes but aren't, due
to the implementation and also the inherent characteristics of the FCM method. Even
though this may be an adversity, this phenomenon tends to dissipate the more reﬁned
the mesh is.
Figure 6.17: Limitation of the implemented FCM code when applying boundary condi-
tions.
Another consideration to take into account is the deﬁnition of the applied loads.
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The developed tool can apply two types of loads automatically - concentrated loads and
distributed loads. Distributed loads, particularly, are applied by deﬁning the desired
region and assigning to each of the closest nodes the total value of the load divided by
the number of aﬀected nodes. Problems can arise if terminal nodes don't deﬁne the end
of the domain. In other words, this can appear if there are integration points inside the
domain beyond the restricted nodes but still inside the intended region. Their absence (or
presence) alter the nature of the problem, as the terminal nodes are considered edge nodes
(or not, respectively). Figure 6.18 highlights integration points where this phenomenon
is present.
In this trial, the left edge of the domain was the intended load region. The aﬀected
nodes are signalled with black triangles. The presence of highlighted integration point
changes the nature of the aﬀected terminal nodes as they aren't regarded as edge nodes.
The change in the nature of terminal nodes lead to displacement curves with diﬀer-
ent curvatures. Although average results weren't aﬀected by these phenomena, during
the previous benchmark two diﬀerent types of curvatures (concave and convex) were
present in horizontal displacement solutions, a situation explained by the software's load
establishment limitation.
Due to the software's limitation, and also the method's peculiarities, when doing an
FCM analysis it's important to be critic of the obtained results and keep in mind some
of the restrictions of the developed tool.
Figure 6.18: Limitation of the implemented FCM code when applying loads.
6.2 2D perforated plate
The second benchmark test takes into account a 2D perforated plate trial. It consists
of a symmetrical perforated plate which is clamped on one side and is tractioned in the
opposite side with a total load of F = 10000 N. The horizontal and vertical displacements
obtained on the tractioned edge of the plate are evaluated. The representation of the
problem can be seen in Figure 6.19. It's considered that the perforated plate has the
dimensions of 4×4 m2 with a thickness of 0.025 m. The central hole has a radius of 1 m.
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The Young modulus and Poisson coeﬃcient considered were E = 210 GPa and ν = 0.3,
respectively.
The goal of this benchmark is to determine how well the FCM behaves in
reaching a solution, when compared with commercially available FEM soft-
ware. Also the presence of the central hole is suitable to reveal the strength
of the FCM in dealing with domain discontinuities.
Figure 6.19: Representation of the perforated plate benchmark.
The results used as reference for this test can be seen in Figures 6.20 and 6.21 reﬂecting
the horizontal and vertical displacements obtained, respectively. In these ﬁgures the
results are shown in millimetres. Table 6.7 displays the average FEMAP/NASTRAN
displacements which serve as a reference for the estimation of the deviation obtained in
each FCM trial.
Figure 6.20: Reference results for the second benchmark, obtained with the FEMAP/-
NASTRAN software - horizontal displacements.
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Figure 6.21: Reference results for the second benchmark, obtained with the FEMAP/-
NASTRAN software - vertical displacements.
Table 6.7: Average vertical displacement obtained in FEMAP/NASTRAN for the second
benchmark.
Number of Nodes Horizontal Displacement(m) Vertical Displacement (m)
FEMAP 380 -7,81E-10 3,69309E-06
With the conclusions reached in the previous benchmark, four diﬀerent mesh conﬁg-
urations were selected for this trial (10 × 10, 12 × 12 and 14 × 14 with one reﬁnement
procedure and also the 7×7 conﬁguration with two reﬁnement procedures). These mesh
conﬁgurations were selected in order to respect, as far as possible, the number of nodes
used in the FEMAP/NASTRAN reference (380 nodes). More reﬁned meshes were also
tested in the FEMAP/NASTRAN trials but since the results stabilized, it's assumed
that the presented results accurately serve as a reference for this benchmark. The re-
sults achieved can be seen in Figures 6.22 and 6.23, where the horizontal and vertical
displacements are shown, respectively. Table 6.8 shows the average vertical displacement
and the deviation from the FEMAP/NASTRAN reference.
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Figure 6.22: Horizontal displacements obtained and comparison with the FEMAP/NAS-
TRAN reference.
Figure 6.23: Vertical displacements obtained and comparison with the FEMAP/NAS-
TRAN reference.
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Table 6.8: Average vertical displacement and deviation from the FEMAP/NASTRAN
reference.
Number of Nodes Vertical Displacement (m) ∆v(%)
10_10_1 345 3,99E-06 8,0
12_12_1 425 3,94E-06 6,6
14_14_1 545 3,98E-06 7,7
7_7_2 532 4,51E-06 22,3
Given the results achieved in this trial it's possible to conclude that the FCM imple-
mented in this work is capable of achieving reasonably accurate results, when compared
with the commercially available software FEMAP/NASTRAN. The solutions obtained
seem to converge and stabilize despite the increase of the number of nodes employed.
There may be a series of reasons that contribute to the deviation from the reference
results, including the type of shape functions used or even the boundary condition ap-
plication. However it's important to take into consideration that the reference results
derive from a FEM software and may not represent the theoretical results, being aﬀected
by the inherent limitations of that approximation method.
Another interesting reﬂection that can be made in this trial is the computation time
required by FCM implementation, when compared with a FEM Matlab one, also devel-
oped in the course of this work (mainly to serve as an introductory analysis tool).
The diﬀerences in computation time between both implementations, in relation to
the number of degrees of nodes used, can be seen in Figure 6.24. Results show that,
when using the same machine, there's an increase of 0,70452 seconds, in computation
time, by using the Finite Cell tool. More importantly, the increase in computation time
with the increase of d.o.f. follows the same pattern (that is, linear) as in a FEM code.
Figure 6.24: Processing time required for both analysis implementations, in relation to
the number of nodes used.
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Also in line of what was discussed in Section 6.1.2, regarding the number of reﬁnement
processes applied, this trial conﬁrmed the premiss that the use of a smaller initial mesh
grid with more reﬁnement procedures associated leads to oscillatory and more inaccurate
solutions. The results obtained with the 7_7_2 mesh conﬁguration are proof of that,
with a deviation of 22,3% from the reference solution.
6.3 2D perforated plate - stress evaluation
The third benchmark test is geometrically similar to the second but focuses on the
performance of the FCM implementation regarding stress evaluations. Again it consists
on a symmetrical perforated plate which is clamped on one side and is tractioned in
the opposite side, now with a total load of F = 400 N. The stresses obtained along the
mid-line of the plate (line that crosses the center of the hole and is parallel to the edge
where the boundary conditions are applied) are evaluated. The representation of the
problem can be seen in Figure 6.26, with the mid-line highlighted. It's considered that
the perforated plate has the dimensions of 4× 4 m2 with a thickness of 1 m. The central
hole has a radius of 1 m. The Young modulus and Poisson coeﬃcient considered were
E = 206.9 GPa and ν = 0.29, respectively.
Figure 6.25: Representation of the perforated plate benchmark, with the mid-line high-
lighted.
For this trial, ﬁve diﬀerent conﬁgurations were considered (8 × 8, 16 × 16, 32 ×
32 with no reﬁnement procedures, and also 16 × 16 and 32 × 32 conﬁgurations, with
no reﬁnement procedures but using four integration points per element). Reﬁnement
procedures weren't used because it was necessary that all the points analysed had the
same vertical coordinate, in order to compare correctly with the reference results. These
reference results were retrieved from [8], from where this benchmark originates. Figure
6.26 shows the results achieved and its comparison with the reference. It's important to
mention that the stress comparison relies on the von Mises stress, which incorporates all
of the stress components calculated in each analysis.
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Figure 6.26: Von Mises stress obtained and comparison with the reference.
By comparison with the theoretical solution, the results achieved show the accuracy
of the FCM tool in terms of stress (and underlying yield) determination. In particular,
the 32_32_0 and 16_16_0 conﬁgurations were able to achieve solutions that closely
match the reference.
Results also show the importance of having more integration points when using the
FCM, something that was discussed in Section 6.1.3. Using more integration points can
lead to a better resolution in the achieved results, especially in this trial where stresses
are evaluated (stresses are determined in the integration points). Although they have
led to accurate solutions, conﬁgurations 32_32_0_INT4 and 16_16_0_INT4, lack the
resolution of their counterparts which can be important in these evaluations.
6.4 2D perforated plate - non-linear analysis
The fourth and ﬁnal benchmark evaluates the performance of the non-linear FCM al-
gorithm implemented. Again, it's considered a 2D perforated plate test, following the
previous benchmark. However, now an elastoplastic analysis is enforced by selecting an
yield stress value at around 80% the maximum von Mises stress obtained in the previous
benchmark (which was 410 Pa, in average, considering the diﬀerent trials evaluated).
To recap, this benchmark consists in a symmetrical perforated plate which is clamped
on one side and is tractioned in the opposite side, with a total load of F = 400 N.
The representation of the problem can be seen in Figure 6.19. It's considered that the
perforated plate has the dimensions of 4 × 4 m2 with a thickness of 1 m. The central
hole has a radius of 1 m. The Young modulus and Poisson coeﬃcient considered were
E = 206.9 GPa and ν = 0.29, respectively. The selected shear modulus selected was
G = 80, 19 GPa, following the usual relation between shear and Young modulus and
Poisson coeﬃcient. The material yield stress chosen was σy = 325 Pa and the hardening
parameter due to strain was H = 20, 69 GPa.
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The main goal of this trial was to assert if the non-linear algorithm developed is
capable of performing elastoplasticity calculations, following the elastoplasticity model
implemented. In order to do this, two mesh conﬁgurations were tested, the 16 × 16
and the 32 × 32 conﬁgurations, with no reﬁnement procedures. Two trials of 5 and 10
increments were done for each mesh conﬁguration, as to evaluate their inﬂuence in the
achieved solutions. A maximum number of 500 iterations for each increment was set in
order to avoid non convergence situations.
The obtained results can be seen in Figures 6.27 and 6.28, detailing, respectively, the
obtained von Mises stress and equivalent plastic strains, which serves as parameters to
evaluate the eﬀectiveness of the plasticity algorithm.
(a) 16×16 mesh conﬁguration with 5 increments
applied.
(b) 16 × 16 mesh conﬁguration with 10 incre-
ments applied.
(c) 32×32 mesh conﬁguration with 5 increments
applied.
(d) 32 × 32 mesh conﬁguration with 10 incre-
ments applied.
Figure 6.27: Von Mises stress obtained for the non-linear analysis.
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(a) 16×16 mesh conﬁguration with 5 increments
applied.
(b) 16 × 16 mesh conﬁguration with 10 incre-
ments applied.
(c) 32×32 mesh conﬁguration with 5 increments
applied.
(d) 32 × 32 mesh conﬁguration with 10 incre-
ments applied.
Figure 6.28: Equivalent plastic strain obtained for the non-linear analysis.
The obtained solutions can only be qualitatively analysed, as no theoretical reference
was available for comparison. Nevertheless, the same trial was replicated with FEMAP/-
NASTRAN in order to serve as reference in terms of visual distribution of the results
and also their order of magnitude. The solutions reached with FEMAP/NASTRAN can
be seen in Figures 6.29 and 6.28.
By means of the achieved results it's possible to conﬁrm that the FCM implementation
was capable of performing a non-linear analysis that satisfactorily respected the von Mises
yield criterion. This is true considering the material yield stress of 325 Pa and by visual
comparison with the FEMAP/NASTRAN results. The von Mises stress obtained with
the FCM implementation had maximum values similar to the one obtained with the
FEMAP/NASTRAN test (which was around the 347, 9 Pa). Also the equivalent plastic
strain in this trial had the same distribution and order of magnitude achieved with the
FEMAP/NASTRAN software. The two parameters considered conﬁrm the successful
implementation of the non-linear algorithm developed in this work.
The increase in the number of increments for each mesh conﬁguration brought some
numerical instability to the solutions obtained in this trial. This may be associated
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Figure 6.29: Von Mises stress obtained with FEMAP/NASTRAN for the non-linear
benchmark.
Figure 6.30: Equivalent plastic strain obtained with FEMAP/NASTRAN for the non-
linear benchmark.
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with the tolerance criteria used in each increment. Since a small percentage of error is
accepted in order to advance to the next increment, the increase in the number of adopted
increments may have led to the accumulation of residual errors, bringing instability to
the ﬁnal results. This is best seen in the 32×32 conﬁguration, where in the 10 increment
trial the equivalent plastic strain loses the gradual transition in the central hole (Figure
6.28) present in the FEMAP/NASTRAN solution (Figure 6.30).
Again, since this work only constitutes an exploratory analysis of the method, further
tests are needed to determine (qualitatively and quantitatively) the numerical quality of
the FCM non-linear implementation.
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Conclusion and future works
The main goal of the present work was the development of a Matlab code capable of
performing Finite Cell analysis for structural applications, focusing on 2D / plane stress
analyses and also non-linear elastoplastic analyses. With this goal, and based on the
concepts presented throughout Chapters 2,3 and 5, a Matlab FCM tool was developed
from scratch, capable of performing bidimensional FCM analysis of both linear and non-
linear elastoplastic natures, and ready for expansion to accommodate future works.
In Chapter 2, the classical Finite Element Method was described, along with the
procedures necessary to implement a Lagrangian displacement-based formulation. This
Chapter served to introduce the nomenclature employed and concepts that lay behind
the Finite Cell Method, since the Finite Element Method shares its base. Chapter 3 dealt
with the Finite Cell Method, its concepts and fundamental diﬀerences when compared
with the FEM, focusing on the linear algorithms developed. Chapter 4 explained the
code structure of the designed FCM Matlab implementation, which, apart from the
analysis algorithm, is the same for linear and non-linear problems. Chapter 5 detailed
the basic mathematical concepts of elastoplastic behaviour as well as an incremental
iterative resolution algorithm, which was implemented in a non-linear version of the
FCM analysis.
Chapter 6 was dedicated to testing the algorithms created by using a series of bench-
mark tests. The ﬁrst of these benchmarks had the purpose of testing the inﬂuence of
user deﬁned parameters linked with the analysis method, trying to assert possible limi-
tations of the implementation. Ultimately, this benchmark helped understand the way
to approach the parameters that may produce the most accurate results when using
the developed tool for a FCM analysis. These included mesh conﬁguration, boundary
conditions and load applications, shape functions degree, number of integration points,
among others. The second and third benchmarks aimed to evaluate the performance
of the implementation, in linear analysis, when compared with reference results, which
were taken either from commercially available FEM software (FEMAP/NASTRAN was
used for these comparisons) or from available literature. While the second benchmark
focused on displacement performance, the third benchmark focused on stress evaluation.
The results where encouraging, showing the validity of the implementation as an anal-
ysis method and as an alternative to FEM. Although not being fully explored in this
work, the Author believes that, not only is the developed tool a viable alternative to the
FEM, but also it may be advantageous when facing more complex geometries than the
ones presented in this work. The fourth and ﬁnal benchmark dealt with the elastoplastic
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implementation of the FCM method. It was proven that the implemented algorithm
was capable of calculating plasticity phenomena through an incremental iterative pro-
cess. Visual comparison with FEMAP/NASTRAN results was carried out, showing that
the algorithm behaved in the expected manner. Therefore, the elastoplastic algorithm
implemented can be a base for future improvement in the non-linear material modelling.
Considering the work done, other developments could be made in the future. Future
works may include:
 Exploration of other non-linear problems (contact, large displacements and rota-
tions, for example) and quality evaluation of the elastoplastic algorithm created;
 Study of the performance of other types of shape functions which may substancially
improve the results, such as those described in [8];
 Investigation of the inﬂuence of other application methods for boundary conditions;
 Test the full potential, and the advantages, of the developed tool through trials
with more complex geometries;
 Evaluate the performance of the implementation in optimization applications;
 Simpliﬁcation of the developed code, making it more user friendly, eﬃcient and
robust, given the limitations described in Chapter 6.
Márcio Pinheiro Carvalheiro MSc Dissertation
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