Similarity search is a popular paradigm in advanced database applications. In content based image retrieval (CBIR) for example, images are transformed into feature vectors, which are then used for similarity search via k-nearest-neighbor (k-NN) queries in the feature vector space. Clustering by building a disk resident index is one method to speed up the processing of k-NN queries. In the case of high-dimensional feature vectors the dimensionality curse results in a high degree of overlap among the minimum bounding rectangles of the index, which results in most pages of the index being accessed. This is especially detrimental to performance, since disk positioning time for random disk accesses is slow and improving only at a rate of 8% annually. We propose an alternative solution to indexing high-dimensional data, which takes advantage of increasing main memory sizes and the 40% annual improvement in disk transfer rates, More specifically we make the Ordered-Partition-OP-tree, which is a main memory resident index, persistent by writing it onto disk. We investigate the optimization of OP-tree parameters and compare its performance with the sequential scan method with and without Karhunen-Loève transformation. We use serialization to compact the dynamically allocated nodes of the OP-tree in main memory, which form a linked list, into a contiguous area. The index can then be saved on disk as a single file and loaded into main memory by a single transfer. The original OP-tree is static, so we propose several methods to support the insertion of new points dynamically. We compare these methods from the viewpoints of time and space efficiency. We also study the effect of incrementally building the index with and without applying the Karhunen-Loève transformation. We compare the processing time of k-NN queries on persistent OP-trees and SR-trees to demonstrate the viability of the proposed method. We use one synthetic and three real world datasets in our experiments.
INTRODUCTION
We are concerned with similarity search in multimedia and image databases. Images are represented by features vectors whose elements are based on color, texture and shape [1] . Similarity search or content-based image retrieval (CBIR) can be implemented via range or k-nearest neighbor (k-NN) queries. Range queries with respect to a query point Q determine all the points within a distance «. This value should be selected carefully, so that there are not too many or too few responses. The Euclidean distance function is used in this study, while more complex distance functions, such as the Mahalanobis distance, are more desirable for some applications [1] (see Section 3) . Studies have shown that images retrieved in this manner are indeed similar to the query image.
The brute force method to implement k-NN queries is to sequentially scan the dataset of all the feature vectors to compute their distance with respect to a query point. This is quite expensive for a large number of images represented by high dimensional feature vectors, especially with the Mahalanobis distance, which requires a matrix multiplication. Many methods have been proposed to speed up k-NN queries: indexing, clustering, clustering combined with indexing, approximate k-NN processing based on dimensionality reduced data [2, 3] .
Multidimensional indexing has been an area of extensive research and is briefly reviewed in Section 2. We are interested in point, rather than spatial, indexing methods [4] , since the former are suitable for indexing feature vectors. Indices are also categorized into main memory and disk resident indices. The former aim at reducing the CPU time, but are restricted by the volatility of the main memory and its size. The query processing cost in disk resident indices is usually determined by the number of disk pages accessed.
Many indices which work well with low and medium dimensional data are inefficient in high dimensional space, so that a sequential scan of the original dataset may be preferable to accessing the index. This inefficiency, referred to as the dimensionality curse, is caused by the fact that the minimum bounding rectangles (MBRs) of R-tree-like indices become highly overlapped in high dimensions. A query point may belong to multiple MBRs, so that multiple paths in the index need to be followed to locate its nearest neighbors. Consequently, a high fraction of the index pages are accessed randomly, incurring a high positioning time for each data transfer. Disk transfer rates have been increasing at a rate of 40% per year, while the positioning time (sum of seek time and latency time) has been decreasing by only 8% per year [5] .
Certain main memory resident indices have been specifically designed for processing k-NN queries and therefore outperform disk resident indices as far as CPU time is concerned. Since the main memory is volatile, the index may be constructed before query processing begins. The repeated building of the index is viable only if a large number of k-NN queries need to be processed each time to prorate the cost of building the index.
We select an index designed for efficient k-NN processing, the ordered-partition OP-tree index [6] , which was also adopted and extended in [3] , to hold more than one point per cell. We serialize the dynamically allocated linked list data structure onto a contiguous memory area, so that the index can be saved on disk as a sequential file and reloaded from disk by taking advantage of the increasing disk transfer rate.
A weakness of the OP-tree is that it is static. A semidynamic OP-tree is organized as a set of large fixed size pages, where the addressing is based on a page number and an offset value. We propose four methods to modify the original OP-tree to allow the insertion of new points. It is shown that the add-level point insertion method works best among the three methods evaluated. We investigate the effect of building the index and varying the percentage of points inserted dynamically.
We address the scalability issue due to main memory size limitation by applying clustering to partition the dataset into clusters, so that respective indices can be held in main memory. Only clusters required for the processing of a query need to be loaded into main memory. As a reference point for comparison, we utilize the SR-tree [7] , which has been shown to outperform other disk resident index structures [8] . The performance metric is the CPU time and average elapsed time per k-NN query, which is based on measurement results and estimates of disk access time, as given in the Appendix.
The performance of the OP-tree can be improved by first applying singular value decomposition (SVD), principal component analysis (PCA) or the Karhunen-Loève transform (KLT) to the dataset at hand [2] , as briefly described in Section 3. Ordering the transformed dimensions in nonincreasing order of their variance yields a significant improvement in search efficiency. We also evaluate the effect of dynamic SVD computed on partial data and show that it works well when the fraction of inserted points is below a certain threshold.
This article is organized as follows. In Section 2 we survey related work in this area. In Section 3 we describe the OP-tree and proceed to optimize its parameters. In Section 1 we discuss OP-tree serialization, which is necessary to make it persistent. We also discuss dynamic insertion methods and the issue of scalability. In Section 5 we report experimental results. Conclusions and areas of future work are given in Section 6. The calculation of disk access times is given in the Appendix.
MULTI-DIMENSIONAL INDEXING
There have been several recent reviews of multi-dimensional indexing structures, see e.g. [4, 9, 10, 11] . A brief summary is given in this section.
Quad trees [12] and k-d trees [13] are two early main memory resident indexing structures. K-D-B-trees [14] combine k-d trees and B-trees to make k-d trees disk resident. R-trees [15] were designed to handle spatial data on secondary storage. R + -trees [16] and R*-trees [17] are improved version of R-trees. SS-trees [18] use hyperspheres to partition the space, while SR-trees [7] use the intersection of hyperspheres and hyperrectangles to represent regions. SR-trees outperform both R*-trees and SS-trees.
There have been recent proposals for indexing structures, which benefit from accessing large chunks of the index via sequential disk accesses. X-trees [19] combine linear and hierarchical structures using supernodes that avoid overlaps to attain improved performance for NN search for higher dimensions. Data producing high (resp. low) overlap is organized linearly (resp. hierarchically). The linear organization reduces the number of random disk accesses.
The DABS-tree [20] is a linear, single-level directory, where each entry points to a page, whose size is optimized during the update operation according to a query cost model. The page size grows on demand, so that full page utilization is possible. The distances of a given query point with respect to index pages are sorted in increasing order, after which qualifying pages are loaded and processed in that order.
The Clindex [21] method combines clustering and indexing for approximate similarity search. A large dataset 2 of 15 A. Thomasian and L. Zhang is first clustered and a mapping table is then built for indexing the clusters. Each cluster is written to disk as a single sequential file, so that it can be retrieved with a single disk access. The Pyramid tree [22] is an indexing structure not affected by the curse of dimensionality. but is outperformed by the iMinMax() method [23] , which maps points from multi-to single-dimensional space in processing range queries. iDistance [24] is an efficient method for k-NN search in a high dimensional space. Data are partitioned into several clusters and each partition has a reference point. The data in each cluster are transformed into a single dimensional space according to the similarity with respect to a reference point. The one-dimensional value of different clusters are disjoint. A B + -tree can be used to index the onedimensional space and k-NN search are implemented using range searches.
One technique to cope with high dimensional data is to reduce dimensionality by pruning the less important (transformed) dimensions. Dimensionality reduction can be achieved using singular value decomposition SVD [2] . Outliers are represented using their original dimensions to minimize the representation error in [25] . Transforming the dataset into its principal components provides a higher efficiency in processing k-NN queries. In this article we vary the number of dimensions after coordinate transformation, to determine the effect that the number of dimensions has on index performance, but do not concern ourselves with the effect on recall (accuracy) of the retrieval [2] .
Higher data compression can be attained by combining clustering and SVD, as in the CSVD method [26] . The Local Dimensionality Reduction (LDR) method [27] finds local correlations and performs clustering and dimensionality reduction on the locally correlated data. It is shown in [3] that CSVD using the k-means clustering method [28] outperforms LDR in processing k-NN queries in a large fraction of considered cases. MMDR [29] uses an adaptive multi-level Mahalanobis-based dimensionality reduction technique to reduce the dimensionality of the original dataset before constructing the index.
A general framework for approximate nearest neighbor queries combining two methods is presented in [30] : (i) considering a subset of the dataset, i.e. searching with partial sequential scan and (ii) reducing the representation of each object using SVD, i.e. searching with subvectors. The two methods are combined by first applying dimensionality reduction, but still preserving a significant fraction of the variance. The k-means clustering method is applied next to these data. k-NN query processing differs from CSVD [3] in that queries are refined in two dimensions: (i) accessing data with higher dimensionality and (ii) visiting additional clusters. The ordering of such actions can be alternated until an optimal path is found.
The current paper utilizes a fixed number of dimensions and is not concerned with the effect of dimensionality reduction on the accuracy of k-NN queries.
The D-tree minimizes the miss rate in L2 caches as the dimensionality of feature vectors increases [31] . Each level of this memory-resident index represents the data space starting with a few dimensions and expanding to full dimensions, while keeping the fanout fixed. The nodes of the index increase in size with the level of the index. This is not a problem since the index is main memory resident. The index with shorter feature vector lengths attains a lower cache miss rate and a reduced CPI (cycles per instruction), and CPU time. A disk-resident version of the D -tree is described and evaluated in [8] .
The Vector Approximation File (VA-File) [32] represents each data object using the cell into which it falls. Owing to the sparsity of the high-dimensional space, points rarely share a cell. Nearest neighbor search sequentially scans the VA-File to determine the upper bound and lower bound distance from the query to each cell.
Metric trees [33] transform the feature vector space into metric space, and then index the metric space. A metric space is a pair, M ¼ (F , d), where F is a domain of feature values, and d is a distance function with the following properties:
The search space is organized based on relative distances of objects, rather than their absolute positions in a multi-dimensional space. The Vantage Point (vp-tree) [34] partitions a dataset according to distances between the objects and a reference (vantage) point. The corner point is chosen as the vantage point and the median value of the distances is chosen as separating radius to partition dataset into two balanced subsets. The same procedure is applied recursively on each subset. The MVP-tree [35] uses multiple vantage points and exploits pre-computed distances in the leaf nodes to provide further filtering during search operations. Both trees are built in a top-down manner, so that balance cannot be guaranteed during insertion and deletion. Costly reorganization are required to prevent performance degradation.
The M-tree [36] is a paged disk-resident metric-tree index. It is balanced and able to deal with dynamic data. Leaf nodes of an M-tree store the feature vectors of the indexed objects O j and distances to their parents, whereas internal nodes store routing objects O r , distances to their parents O p , covering radii r(O r ) and corresponding covering tree pointers.
The OMNI family of methods prune the distance calculations for both nearest-neighbor and range queries [37] . Data points are represented according to their distance from focal points, whose number is determined by the fractal dimension of the dataset [2] plus one.
PERSISTENT SEMI-DYNAMIC OP-TREE
We first describe the static OP-tree and a method to make it persistent. We next discuss alternative methods to make the OP-tree dynamic. The clustering of the datasets, so that the resulting partitions can fit into main memory, are discussed last.
OP-tree preliminaries
We are given an M · N dataset X with M rows and N columns x i,j , 1 i M, 1 j N, where the i-th row represents the N features of an image P i and the j-th column the corresponding features. Our interest is similarity search by evaluating k-NN queries with respect to a query point Q, which is represented by a feature vectorỹ y. The k nearest neighbors according to the Euclidean distance are computed as follows:
Computing the Euclidean distance for each point requires N multiplications and 2N À 1 additions and subtractions. Consider the following two loops without and with a test for early exit. The squared Euclidean distance between two points P and Q (D 2 (P, Q)) with vectorsx x and vecy can be calculated as follows:
The k-NN can be processed efficiently using a max-priority queue. Minimizing the number of points to be considered is beneficial in this case, but more so for the Mahalanobis distance, which computesx x i Aỹ y, where A is an N · N similarity matrix. The number of points to be considered can be reduced via clustering or indexing, or indexing preceded by clustering, since this has a double-filtering effect.
The OP-tree is a hierarchical index structure, which recursively partitions the points of a multidimensional dataset into equal cardinality subsets. The number of splits or fanout at level ' is denoted by s ' . The configuration of an OP-tree is furthermore determined by the capacity c of each one of its leaf nodes or cells. The OP-tree for a hypothetical dataset with s 1 ¼ 4, s 2 ¼ 3 and c ¼ 3 is shown in Figure 1 . For a large M and a small N, the dimensions of the feature vector are reused in a round-robin manner, until the data points at the lowest partitioning level fit into the leaf nodes or cells. When all splits are s-ways, the number of levels L of the OP-tree satisfies M c · s L , which leads to
For large N, even with s ¼ 2, there are 2 N cells, which is usually much larger than M, so that that L < N.
The original article introducing OP-trees postulated one point per cell [6] . Multiple points per cell are allowed in [3] and this work. The selection of the two parameters, s and c, affects the performance of the index structure.
The performance of an OP-tree index can be improved by starting the partitioning with dimensions with higher variability. This is accomplished by applying the KarhunenLoève transform, which is based on SVD or PCA of the dataset [2] .
In what follows we assume that the columns of the M · N matrix X have a zero mean. SVD yields the decomposition
and V is the eigenmatrix. Similarly, the covariance matrix C = X T X/M can be decomposed as follows:
. In this case L is the diagonal matrix of eigenvalues, l i ¼ s 4 of 15 A. Thomasian and L. Zhang algorithm on OP-trees is an extension of the algorithm in [6] and is given in [8] .
Optimizing the parameters of the OP-tree
We first present an experimental study to evaluate the effect of different options on the performance of the OP-tree and to optimize its parameters. We also determine the speedup of the OP-tree over the sequential scan method. We utilize three real-life datasets: TXT55, COLH64, GABOR60 and one synthetic dataset: SYN64. Some details for each dataset are given in Table 1 . The comparison is carried out for k-NN queries with k ¼ 20. We select 1000 queries by simple random sampling without replacement (SRSWOR) from each dataset. All the experiments are conducted on a Dell Precision 330 with Intel Pentium 4, 1700 MHz CPU and 512 MB RAM, running Windows 2000 Professional.
The performance of the OP-tree in processing k-NN queries is affected by the split factor (s) and the node capacity (c). For a given N the number of levels in the OP-tree follows Equation (1). To select appropriate parameters for the OP-tree, we measure the average CPU time over 1000 20-NN queries on each dataset by varying s and c. The average CPU time (in milliseconds) versus the split factor s is given in Figure 2 for SYN64.
The number of levels of the tree is L ¼ 12 for s ¼ 2, but obviously L decreases as s increases. The CPU time for processing k-NN queries increases initially, but there is a sudden reduction in CPU time when L drops to two as s is increased. This can be explained as follows: when L is high, more branches can be pruned based on more dimensions, while for L ¼ 2 the OP-tree benefits from a sequential scan over a relatively small number of points. Small leaf capacities, such as c ¼ 20, are omitted from Figure 2 , since they exhibit an erratic behavior (one instance of this for c ¼ 40 can be observed in the figure) . This is attributable to the fact that more leaf nodes need to be searched for k-NN queries with k ¼ 20 than in other cases.
In some datasets the first few dimensions have a significant fraction of the variance of the dataset. In the case of SYN64 the first three eigenvalues are 15.1533, 1.1858 and 0.9786. Assigning a higher split factor to the first dimension is intuitively appealing. In Table 2 we present experimental results where we varied the split factor for the first dimension, while maintaining all other split factors at two. There is a small reduction in the number of points accessed for s 1 ¼ 4 over s 1 ¼ 2, while this number increases beyond s 1 > 4. It seems that a split factor of two is desirable for all dimensions, unless l 1 is very large.
We conclude that a low fanout seems to be a sure bet, regardless of the capacity of the leaf node. A five-way split is used in [3] .
This trend applies to other datasets, so we selected the index configuration given in Table 3 . It is interesting to note that the Clustered Index with SR-trees (CISR) is almost twice as large as the original dataset, while the increase in size is <1% for Clustered Index with Persistent Ordered Partition (CIPOP). In Figure 3 we figure) and the CPU time does not vary significantly. The number of internal nodes to be checked is reduced dramatically (about three times from
It is observed that the CPU time is slightly higher for larger k. This is due to the fact that the search radius and consequently the hypersphere for k-NN queries will be larger during the search process and more leaf nodes will be visited and more points will be processed. Since a max-heap is used to hold the results of k-NN queries, the maintenance of k-NN points has little effect on performance.
OP-trees versus sequential scan method
Before we compare the performance of the OP-tree with other indexing structures, a question remaining to be answered is whether the OP-trees indeed outperform a sequential scan of the original dataset (X) or the dataset transformed into its principal components Y ¼ XV (see Section 3). In our comparison we assume that all datasets are main memory resident, since they will incur about the same loading time if they were originally disk resident. We also investigate the effect of a shortcut method for Euclidean distance calculation. In summary, there are three issues under consideration: OP-trees versus sequential scan, X versus Y matrices and a standard versus a shortcut method for Euclidean distance calculation.
In Figure 4a we plot the CPU time versus the number of nearest neighbors to be found (k). k-NN processing is carried out via a sequential scan of the X and Y datasets for SYN64. We consider the standard and shortcut methods to compute Euclidean distances. The following conclusions can be drawn:
(i) The shortcut method is 2-3 times faster than the standard method.
(ii) The shortcut method when applied to the X matrix requires 50% more CPU time than the Y matrix, which is due to the fact that the columns of the Y matrix are ordered according to their variance. Using the shortcut method, this allows the decision to exclude a point to be made after considering a few dimensions. (iii) CPU time increases very slowly with k, which is due to the efficiency of the max-priority queue. Figure 4b shows the effect of indexing the Y versus X dataset via the OP-tree. The shortcut method does not improve performance with the X matrix and the improvement is small for the Y matrix, as explained below. There is a significant improvement in performance when we build the OP-tree with the Y rather than X matrix. Figure 4c gives the improvement in CPU-time of the OP-tree versus sequential scan method using the standard method on Y, since the shortcut method does not provide much improvement with the OP-tree. The OP-tree index improves CPU time eight times for k > 1. The improvement is more than 50 times for k ¼ 1 with the standard and shortcut method. Graphs with the shortcut method in conjunction with sequential scan are already given in Figure 4a and are not repeated.
When dealing with a large number of points, it is the average number of dimensions to the exit point that matters ( j j). We report experimentally obtained values of j j in Table 4 for SYN64. It can be seen that j j is quite small for sequential scan, because the majority of points in the dataset are at a great distance from the query point Q, so that they can be excluded easily.
The value of j j is quite small for the OP-tree, since as an excellent index it limits the number of points in the dataset that need to be considered for k-NN processing. All the points being considered are close to Q, so that more dimensions need to be considered to find the nearest neighbors.
As far as the improvement in j j going from the X to the Y dataset is concerned, this can be attributed to the fact that the dimensions of Y are ordered according to their variances. The improvements is a factor of two for sequential scan and a factor of 1.5 for the OP-tree.
There are other ways to make the evaluation of k-NN queries more efficient. We can precompute the norm for all points, e.g. kxk ¼ P NÀ1 i¼0 x½i 2 , so that the distance
An inner product instruction is provided by some microprocessors and IBM's ESSL numerical package generates very efficient code for vector computations [3] .
OP-TREE INDEXING STRUCTURE
This section is organized as three subsections. We first describe two methods to make the OP-tree persistent. Four methods for dynamic point insertion are next described. 
OP-tree serialization method
We implemented two methods to build a persistent OP-tree index. In two-phase serialization, we first built the index using dynamic storage allocation and then serialize the allocated nodes by copying them into a contiguous memory area (CMA), which can then be written to disk [8] . As nodes are copied, pointers are set relative to the base address of the CMA. After the file is reloaded from disk the addresses in the index are updated relative to the beginning address where the CMA is loaded. To insert new points the whole Persistent Semi-Dynamic Ordered Partition Index 7 of 15 index has to be rebuilt with dynamic storage allocation and reserialized, which is quite costly. This cost can be tolerated if it is prorated over a sufficiently large number of queries. The one phase method serializes the index as it is being created, so that the time required to build the index is roughly halved. The 64 KB page size for the index is a trade-off between the efficiency of transfers and internal fragmentation. Even larger memory sizes can be adopted as the main memory size and disk transfer rates increase. Space is reserved to support the insertion of new points and this requires the writing of the modified part of the index to disk.
The OP-tree can be implemented either as a linked list (as in Figure 5 ) or as an array. Experimentation shows that the latter implementation runs slightly faster than the former, especially for higher fanouts [8] . This is because the array representation is more compact and hence cache friendly. On the other hand the linked list implementation allows the split factor to be varied to accommodate the insertion of new points. For this reason only the linked list representation is adopted to deal with dynamic point insertions.
A page manager is responsible for memory allocation. 1 Each page can hold only one type of data, but there can be multiple pages for each data type. We have four data types: Node (including internal nodes and leaf nodes), OrderedPointSet, OrderedPoint and Point. Each node is a 5-tuple (lower, upper, child, left, right), lower and upper are the lower and upper values for bounding the region, left and right point to the left and right siblings, child points to the leftmost child for the internal node, to a list of feature vectors (OrderedPointSet) for the leaf node. OrderedPointSet is a set of OrderedPoint, with the size specifying the cardinality of the set and a pointer pointing to it. OrderedPoint is a Point with its ID. Point contains the actual feature vector or coordinates. Here pointers are logical pointers consisting of a page number and an offset, each of which is an unsigned 16-bit integer. The memory address equals the page base address plus the offset.
The page manager has two hash tables: all_pages and active_pages. all_pages keeps a list of base addresses for all the allocated pages, using the page number as a hash key. active_pages keeps a list of base addresses for the active pages, which are the pages with free space for further allocation. The hash key is the type number. This is illustrated in Figure 6 , where the pointer marked with 'X' points to the old active page for type Node. Since the page does not have enough space to satisfy an insertion request, we allocate a new page pointed by the current active pointer.
Each data type has one active page. To allocate more space for a data type, say Node, we first find the active page for that type, then check whether there is enough space available. If so, we return the page number and offset, otherwise, we allocate a new page from the memory pool. At the same time, we add an entry in all_pages and modify the active pages for type Node in active_pages, then return the newly allocated page number and offset.
Once the index structure is serialized, we can make it persistent by writing out the pages and their metadata to disk. The OP-tree can be loaded via a single sequential disk access. The loading of the actual data pages is preceded by the loading of metadata. Two hash tables all_pages and active_pages are built after the loading process, where hashing is simply by the page type.
Methods for dynamic point insertion
We extend the static OP-trees to handle dynamic insertions and deletions, but only insertions are discussed in some detail for brevity. Disk resident indices in the R-tree family handle insertions, while remaining balanced [4] . Height balancedness is not an important feature of main memory indices, since the cost to access an additional level just amounts to an extra main memory access. The structure of the OP-tree with a fanout of three at each level and implemented with a linked-list with pointers is shown in Figure 7a . To insert a new point, we first determine the cell to which the point belongs. If the cell is full, we consider the following four methods to deal with overflows: (i) Adding levels. The new point is to be inserted into a leaf node at level ' ¼ L, where L is the height of the tree (at least at that node). If the leaf node is full, it is converted into a non-leaf node pointing to s leaf nodes at level L + 1 as shown in Figure 7a . The OP-tree is no longer balanced, but the basic structure of the tree remains the same. (ii) Varying fanouts. A leaf node is replaced by two new leaf nodes at the same level, with the data points split equally among the two nodes. When many new points are inserted, the linked list of leaf nodes becomes longer, taking more time to traverse, although the OP-tree remains height balanced as shown in Figure 7b . Deletions can be handled by coalescing sibling leaf nodes.
(iii) Chaining overflow data. When a cell overflows we simply allocate space for another cell, which is pointed to by the current cell, as shown in Figure 7c . Overflow cells can be merged when deletions occur, but it is more difficult to modify the original structure of the tree. (iv) Forced reinsertions. A certain percentage (p%) of points in a full node are reinserted. The steps are (1) Sort points according to their distances with respect to the centroid of the c + 1 points in the cell.
(2) Remove the first p% of the points. Adjust the lower and upper bounds of the nodes on the path to the leaf node. (3) Insert the points. In step (2) it is easy to operate at the leaf node level, but more complex processing is required for modifying the lower and upper bounds at higher levels.
OP-tree scalability
Owing to the dramatic drop in DRAM prices and the rapid growth in main memory sizes [38] , relatively large OP-trees can reside in main memory. Still the main memory is three orders of magnitude smaller than (the aggregate) disk capacity, so that some indices are not able to fit into main memory. For large datasets we utilize clustering to partition them into manageably sized clusters. We apply the k-means clustering method [28] multiple times and the partition with the minimal sum of squared error is selected, provided that no cluster exceeds the main memory size constraint.
In processing k-NN queries a 'high-level' main memory resident index determines the clusters that need to be loaded to process the query. For the k-means clustering method this is the cluster with the closest centroid to the query point. A min-priority-queue is used to rank the other clusters. We update the radius of the hypersphere of k-NN surrounding the Persistent Semi-Dynamic Ordered Partition Index 9 of 15 query point after searching each cluster. k-NN processing continues while the hypersphere for k-nearest neighbors intersects the hypersphere of a non-visited cluster. The radius of the latter is determined by the distance of the centroid of the cluster from its farthest point. When adding new data points to a clustered dataset, we first identify and load the cluster to which it belongs. The addition of each point results in the shifting of its centroid. Since it is costly to compute the position of the new centroid and the radius of the cluster for each insertion, it is best to prorate this cost over a large number of insertions. When the number of points to be inserted is large this may result in the redefinition of the clusters. The insertion process marks all newly allocated and modified pages as dirty, so that they are saved on disk.
A PERFORMANCE STUDY
We use three real-life and one synthetic dataset in our experiments, whose parameters are summarized in Table 1 . Comparisons are based on running 1000 k-NN queries with k ¼ 20 and reporting CPU and elapsed times. The query points are selected by simple random sampling without replacement from each dataset. As noted earlier a split-factor s ¼ 2 and a cell capacity c > k yields good performance. The parameters used in building the OP-tree indices are summarized in Table 3 . It is interesting to note the size of the OP-tree is slightly higher than the original dataset.
The experiments in this section can be classified as follows. (i) methods for inserting new points into a semi-dynamic index; (ii) the effect of building the OP-tree with partial data and (iii) comparing the performance of OP-trees with SR trees.
Dynamic insertion methods
We report experimental results for the following dynamic point insertion methods described in Section 2: (i) adding levels, (ii) varying fanouts and (iii) chaining overflow method. We build the index with decreasing percentages of the data points (90, 80, . . . , 10%), which are selected with simple random sampling without replacement-SRSWOR. We then dynamically insert the remaining 10, 20, . . . , 90% of the points, respectively. The experiments are run 10 times and the mean CPU time per query and the percentage of points visited for k-NN queries is reported. The adding levels method touches fewer points than the other two methods, when most of the points are being inserted. This can be attributed to the fact that the inefficiency caused by this method is more localized than by the other two methods and that fewer k-NN queries are affected. The average CPU time and fraction of points visited for k-NN queries versus the percentage of inserted points is plotted in Figure 8 . It is observed that the adding levels method is the best, since it is insensitive to the number of points inserted.
As shown in Figure 9a the sizes of TXT55, COLH64 and GABOR60 indices do not vary much using the adding levels method, regardless of how many new points are inserted. For SYN64, which consists of five clusters plus outliers, there is a major increase in index size when >90% of the points are inserted. It is reassuring to observe that there is also an increase in CPU time at this point as shown in Figure 9b . The reason is that there are more cases compared to other methods when a newly inserted point incurs a split of its own.
Partial versus full K-L Transform
The Karhunen-Loève transform (KLT) results in improving the performance of the OP-tree, which is due to the fact that the columns of the transformed dataset are in non-increasing order of their variances. Without KLT the percentages of the number of points touched for k-NN queries for SYN64, COLH64 and GABOR60 are 31, 67 and 10%, respectively, and these numbers with KLT are 13, 28 and 4%, respectively, i.e. less than one-half of the previous values. By incrementally inserting points, the average tree height remains the same as the original static index as shown in Figure 10 , which gives the average of 10 experiments. OP-trees built with partial KLT, i.e. eigenvectors obtained based on the fraction of the data, has almost the same mean and standard deviation for tree heights as those with full KLT, i.e. when eigenvectors are obtained based on the whole dataset. In either case, as we increase the number of inserted points, the standard deviation of the tree height also increases. OP-trees with partial KLT visit more points (data not shown) and require more CPU time than full KLT in processing k-NN queries. This shows that it is better to build the OP-tree with a transformed dataset and that an OP-tree built in this manner is better suited for dynamic insertions. Persistent Semi-Dynamic Ordered Partition Index 11 of 15
Comparison with SR-trees
We compare the performance of OP-trees with SR-trees, since it is a disk resident index, which outperforms R Ã -trees and hybrid trees [8] . The page size of the SR-trees is set to 8 KB, the minimum page utilization is 0.4. It follows from Table 3 that the SR-tree is almost twice as large as the OP-tree.
For one cluster, the SR-tree takes almost twice as much disk space as the OP-tree, while the persistent OP-tree is slightly larger than the original dataset (see Table 3 ). We next compare the CPU time when both the SR-tree and the OP-tree are in main memory (see Figure 11a and b). It is observed that the OP-tree outperforms the SR-tree by a factor of 10. This is an indication of the extent to which OP-trees are optimized for processing k-NN queries. In computing elapsed times involving disk I/O, we run the k-NN queries and obtain the average number of clusters visited per query in Table 5 .
We study the effect of varying the number of dimensions by varying the normalized mean squared error (NMSE) at a global level and obtain the mean number of dimensions [26, 3] . Two clustered datasets are considered: SYN64 partitioned into 16 clusters and TXT55 partitioned into 32 clusters. For each cluster we build an SR-tree and a persistent OP-tree. Figure 11 shows that SR-trees process k-NN queries much slower than OP-trees in terms of both A. Thomasian and L. Zhang the CPU time and elapsed time, although OP-trees visit more points. This is because the cost of processing k-NN queries is also affected by the traversal and loading cost of indices, where OP-trees outperform SR-trees by a wide margin. In the case of SR-trees we estimate the mean number of pages accessed per query. We then use the method described in the Appendix to estimate disk access times as an input parameter to compute the elapsed time. As shown in Figure 11c and d, the OP-tree takes almost a constant time, while the SR-tree needs much more time than the OP-tree. As expected, the processing cost increases with the number of dimensions.
CONCLUSIONS AND FUTURE WORK
We have extended the static main memory resident ordered partition index (OP-tree) to make it semi-dynamic and persistent. To demonstrate that a persistent sequentially loadable index can outperform traditional memory-resident multi-dimensional indices, which are accessed one page at a time, we serialize the OP-tree index so that it can be made persistent. The resulting index can be loaded into main memory by a sequential disk transfer, taking advantage of high disk transfer rates, as opposed to the disk access penalty one page at a time is being accessed. We use experimental results augmented by a simple analysis to show that a bulk-loadable index outperforms a main memory resident index with a page-level interface.
We implemented three out of four proposed methods to extend OP-trees to allow dynamic insertion of new points. Our experiments show that a method that adds levels to the tree, while preserving its structure, outperforms the two other implemented methods. The effect of applying the KLT to the data, before indexing it and the effect of building the index with a small fraction of the data points is used in evaluating the dynamic insertion methods. We allow clustering before building the index in case the dataset is too large to fit into main memory.
Future work includes the implementation of the forced reinsert method and a comparison of its performance with other methods. Our discussion of deletions has been brief. Points can be marked as deleted and the restructuring of the OP-tree deferred until a certain threshold is exceeded. In KLT with dynamic insertions it is interesting to determine criteria for recalculating the principal components. A more extensive study is required to quantify the extent to which a clustered semi-dynamic OP-tree outperforms a single index in dealing with insertion and deletions.
