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Si los rostros cambiaban de aspecto, según les diese la
luz desde arriba o desde abajo, ¿qué era en realidad un
rostro? ¿Qué eran las cosas?
William Goldinga
...la manera en que vemos nuestra imagen reflejada,
desde ángulos cambiantes, nos permite hacer correc-
ciones, resaltar lo que nos gusta y eliminar lo que nos
desagrada. La cámara es una clase de ojo distinta, un
ojo que ve un millón de part́ıculas de plata sobre negro,
pero no los viejos recuerdos que atesora el corazón de
una persona.
Amy Tanb
En la visión, el cerebro recibe una serie de señales a lo
largo del nervio óptico, señales que no forman el tipo de
imagen que aceptaŕıamos en nuestros televisores. Hay
una mancha ciega en el punto en que el nervio óptico se
conecta a la retina, y la única zona de nuestro campo
de visión que goza de buena resolución es un área
estrecha de aproximadamente un grado de ángulo visual
alrededor del centro de la retina, un área del orden
del ancho de la imagen del pulgar cuando tenemos el
brazo alargado. Aśı pues, los datos brutos enviados
al cerebro constituyen una imagen mal pixelada con
un agujero en su centro. Afortunadamente, el cerebro
humano procesa dichos datos, combinando los de cada
ojo y colmando los vaćıos mediante la hipótesis de
que las propiedades visuales de los lugares contiguos
son semejantes e interpolándolas. Además, lee una
disposición bidimensional de datos de la retina y crea
la impresión de un espacio tridimensional.
Stephen Hawkinhc
aGolding, William. El Señor de las Moscas. Literatura. Alianza
Editorial. 2009. Reflexiones del personaje Ralph. Página 96.
bTan, Amy. Los Cien Sentidos secretos. Editorial Planeta S.A.
1996. Página 275.
cHawking, Stephen y Mlodinow, Leonard. El Gran Diseño.
Cŕıtica. 2010. Página 55.
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Las imágenes de radar se utilizan tanto para la identificación, como para el seguimiento
del crecimiento y la medición de las superficies destinadas a los diferentes cultivos. En éste
trabajo, utilizamos una imagen de radar capturada por el satélite RADARSAT-2 en el mes
de febrero de 2009, para implementar un sistema de clasificación automática de los estados
de desarrollo del cultivo de arroz. Debido a que las imágenes presentan un ruido de moteado
caracteŕıstico, en la primera parte del proyecto, realizamos un estudio comparativo de varios
métodos propuestos en la literatura para filtrar imágenes con ruido speckle. Adicionalmente,
proponemos un método original de ventana adaptativa para el filtrado y desarrollamos un fil-
tro que combina la media, la moda y la mediana, el cual dio buenos resultados. Seguidamente
implementamos tres clasificadores, el clasificador Bayesiano; el clasificador Fuzzy c-mean y
el Perceptrón Multicapa, para segmentar y clasificar las imágenes filtradas. Desarrollamos
un clasificador mixto utilizando los resultados de los tres clasificadores, el cual nos dio, luego
de la evaluación, exactitud mayor al 94%. El sistema se implementó utilizando la libreŕıa
OpenCV en una plataforma de Ubuntu.
Palabras clave: Estado de desarrollo, arroz, imágenes de radar, ruido speckle, ventana
adaptativa, filtro, red neuronal artificial, momentos de Hu.
Abstract
Radar images are used for the identification, growth control of crops and the measure-
ment of the areas destined for crops. In this work we used a radar image captured by the
RADARSAT-2 satellite in February 2009 to implement an automatic classification system for
the stages of development of rice crops. Due to the characteristic speckle noise present in the
images, in the first part of the project we made a comparative study of several methods that
are proposed in the literature to filter images with speckle noise. Additionally we propose
an original adaptive window for the filtering and we developed a filter that combines the
arithmetic mean, the mode and the median which gave good results. Next we implemented
three classifiers, Bayesian classifier; Fuzzy c-mean classifier and the Multilayer Perceptron
classifier in order to segment and classify the filtered images. We developed a mixed classifier
using the results of the three classifiers which after the evaluation gave exactness greater than
94%. This system was implemented using the OpenCV library used in an Ubuntu platform.
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B(x, y) Peŕımetro de la ventana W(x,y).
f(x, y) Ṕıxel (x,y) de la imagen filtrada.
f̄ Media, imagen filtrada en ventana de tamaño N ×N .
g(k, l) Ṕıxel (k,l) de la imagen ruidosa.
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CSA Agencia Espacial Canandiense
EEI Edge Enhancing Index EEI
IGAC Instituto Geográfico Agust́ın Codazzi
MDA MacDonald Dettwiler
OpenCV Open Source Computer Vision Library
PolSARPro The Polarimetric SAR Data Processing and Educational Tool
RMSE Root Mean Square Error
SAR Synthetic Aperture Radar
SNR Signal to Noise Ratio
1 Introducción
Gracias a un convenio entre el Instituto Geográfico Agust́ın Codazzi (IGAC) y el Centro
Canadiense de Percepción Remota fue posible obtener las imágenes de radar que se uti-
lizaron en el presente estudio. El IGAC empleando imágenes de RADARSAT-2 se encuentra
en el proceso de desarrollar metodoloǵıas y validar las imágenes tanto para el seguimiento
del cultivo de arroz como de vegetación de páramo y de bosques tropicales [1].
Nuestro proyecto nace de la necesidad de contar con un sistema automático que permita
realizar la clasificación de los estados de desarrollo del cultivo de arroz, utilizando diferentes
técnicas de filtrado y de clasificación. Tomamos de la literatura especializada diversos algorit-
mos para eliminar el ruido speckle. Las técnicas de filtrado investigadas se basan en análisis
estad́ısticos de los valores de intensidad de cada ṕıxel en las regiones de estudio, y para
evaluar de rendimiento de dichos algoritmos empleamos cuatro criterios: la relación señal a
ruido (SNR); el ı́ndice de mejora de contornos (EEI), el error cuadrático medio (RMSE) y
el tiempo de ejecución.
En la presente investigación, el proceso de segmentación y clasificación lo integramos en
uno sólo utilizando técnicas clásicas con el clasificador Bayesiano, y técnicas de inteligencia
artificial, aplicando los clasificadores Fuzzy c-mean y redes neuronales artificiales.
El sistema de clasificación automático de los estados de desarrollo del cultivo de arroz, desar-
rollado en el presente estudio, puede servir como apoyo a empresas e instituciones nacionales
del sector agropecuario para la toma de decisiones, ya que, las imágenes de radar permiten
identificar los cultivos que hay en la superficie de la Tierra y posibilitan hacer un seguimiento
del crecimiento de los mismos [2]. Además, las imágenes SAR permiten medir el área desti-
nada a los diferentes plant́ıos y posibilitan estimar la productividad de las áreas agŕıcolas.
Ello facilita la aplicación de manejos en forma diferencial, de acuerdo con las condiciones de
cada sitio de interés dentro de la unidad agŕıcola.
Las imágenes de radar son una importante herramienta para capturar información de la
superficie de la Tierra, y son, en si mismas, una forma distinta de ver la realidad. Gracias
a las caracteŕısticas que posee las ondas de radar, es posible adquirir información indepen-
dientemente de las condiciones atmosféricas y de la hora del d́ıa, éste hecho nos brinda una
inmensa posibilidad de estudiar amplias zonas de nuestro páıs.
Como primer objetivo nos plantemos reducir eficientemente el ruido presente en las imágenes
SAR, las cuales, debido a la interferencia de las ondas reflejadas por la superficie de la Tierra,
manifiestan un ruido de apariencia granular conocido como speckle. Para cumplir con éste
objetivo, realizamos una evaluación del desempeño de doce filtros utilizando los cuatro crite-
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rios mencionados anteriormente. Adicionalmente, proponemos un nuevo método de filtrado
y un novedoso algoritmo de ventana adaptativa.
Como segundo objetivo buscamos caracteŕısticas que nos permitieran segmentar y clasificar
las imágenes. Utilizamos información de la magnitud y la fase de los campos eléctricos, con
las diferentes polarizaciones, para generar una imagen en la composición de Pauli. Utilizando
caracteŕısticas de color en dicha imagen, entrenemos los clasificadores antes mencionados.
Nos planteamos como tercer objetivo la evaluación de los clasificadores utilizando los coefi-
cientes estad́ısticos de la sensibilidad, la especificidad y la exactitud. Además, evaluamos un
clasificador mixto que integra los tres clasificadores antes mencionados utilizando criterios
probabiĺısticos y de votación.
El estudio realizado se basó exclusivamente en una imagen cedida por el IGAC que fue cap-
turadas por el sensor RADARSAT-2 en el distrito de riego de Saldaña, Tolima, el d́ıa 26 de
febrero de 2009. Se generó una imagen con el software PolSARPro en la composición de Pauli
con una resolución de 3572 × 5938 ṕıxeles. Al ser la imagen de gran tamaño se extrajeron
trece imágenes de menor resolución. Al seleccionar regiones más pequeñas, de la imagen
original, se tuvo como criterio elegir zonas donde se observara la presencia de los cultivos de
arroz. Es decir, se trató por un lado de tomar regiones donde existiera cultivos de arroz y por
otra, que dichas imágenes no tuvieran una resolución muy grande, ésto debido a la limitada
capacidad de cómputo del equipo utilizado. Debido a la presencia de los sembrados de arroz
entre los dos canales del ŕıo Saldaña, ésta fue la zona escogida para seleccionar las imágenes
de menor resolución. Se extrajeron: dos (2) imágenes con resolución de 1100 × 600 ṕıxeles;
siete (7) imágenes de 1500× 600 ṕıxeles y cuatro (4) imágenes con resolución de 800× 800
ṕıxeles. Todas las imágenes se procesaron utilizando la libreŕıa OpenCV, trabajando en C++
y empleando una plataforma en Ubuntu.
El presente documento se encuentra organizado de la siguiente manera: en el Caṕıtulo 1
discutimos brevemente el mecanismo de formación de las imágenes SAR; en el Caṕıtulo 2
describimos los filtros utilizados para eliminar el ruido speckle, evaluamos los mismos y pre-
sentamos resultados del filtrado; en el Caṕıtulo 3 analizamos los clasificadores empleados y
finalmente en el Caṕıtulo 4, presentamos las conclusiones.
2 Formación de Imágenes SAR
2.1. Introducción
El sistema de imágenes del radar de apertura sintética (SAR), es un sistema activo que opera
en la región de las microondas del espectro electromagnético, usualmente entre las bandas
P y Ka (ver Tabla 2-1). Este usualmente está montado en una plataforma en movimiento,
una aeronave o un satélite, y opera con geometŕıa de barrido explorando a un solo lado con
una iluminación perpendicular a la dirección de vuelo. Este sistema ilumina la superficie
de la Tierra con pulsos de microondas y recibe las ondas electromagnéticas reflejadas de la
región examinada. El sistema SAR procesa las señales para sintetizar una imagen en dos
dimensiones con alta resolución espacial utilizando todas las señales recibidas.
Haciendo un estudio del eco se extrae información de los objetos con los que interactúa la
radiación. El sensor SAR al recoger información de un objeto en diferentes posiciones de su
trayectoria imita una antena de mayor tamaño a la que realmente transporta. Al tener una
antena virtual de mayor tamaño, la ganancia y la directividad son mayores, logrando mejor
resolución espacial (resolución acimutal).
Como todo radar, el dispositivo SAR mide el tiempo que demoran las ondas electromagnéticas
emitidas en volver a la antena transmisora y con éste se determina la distancia a los objetos.
Adicionalmente los campos eléctricos transmitidos tienen polarización lineal tanto horizontal
como vertical y el eco recibido por el radar posee información de la respuesta del blanco a
la ondas polarizadas incidentes.
En si mismo un radar lo que captura son datos y sólo luego de un procesado de la información,
el sistema SAR obtiene imágenes bidimensional en falso color de la superficie iluminada. Los
datos reportados por el sensor poseen información tanto de la magnitud del campo polariza-
do como de su fase relativa. Existen varias posibilidades de combinación de las magnitudes
y las fases de las señales recibidas para la formación de las imágenes bidimensionales.
El sistema SAR opera independientemente de la radiación solar y puede capturar imágenes
ya sea de d́ıa o de noche. Adicionalmente, como opera en la región de las microondas evita
los efectos de las nubes, niebla, lluvias y humo en las imágenes resultantes [3, 4, 5].
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Tabla 2-1: Bandas de la región de microondas
Región Longitud de onda △λ (cm) Región Longitud de onda △λ (cm)
Microondas 0.1 a 100 Banda Ku 1.67 a 2.50
Banda Q 0.10 a 0.27 Banda X 2.50 a 3.75
Banda W 0.27 a 0.40 Banda C 3.75 a 7.50
Banda V 0.40 a 0.75 Banda S 7.50 a 15.0
Banda Ka 0.75 a 1.11 Banda L 15.0 a 30.0
Banda K 1.11 a 1.67 Banda P 30.0 a 100.0
2.2. Configuración geométrica de los sistemas SAR
Una descripción sencilla de un sistema de captura de imágenes SAR monoestático, consiste
en un pulso de microondas transmitido, una antena que se utiliza tanto para la transmisión
como para la recepción, y una unidad receptora. Los sistemas SAR están montados en una
plataforma en movimiento y operan con una geometŕıa de barrido a un solo lado, como se
ilustra en la Figura 2-1.
El sistema de captura de imágenes SAR se encuentra a una altura H y se mueve a una
velocidad ~VSAR. La antena está orientada perpendicular a la dirección de vuelo, llamada
acimut (y). El rayo de la antena es dirigido con una inclinación adecuada ( θ0) hacia la
tierra. El eje radial o la ĺınea de vista del radar es llamado rango de inclinación (r). El área
cubierta por el haz de la antena en las direcciones del rango del terreno (x) y el acimut se
conoce como la huella de la antena. El área escaneada por el haz de la antena se conoce
como la franja del radar. La huella del radar se define por la apertura de la antena (θx, θy)








donde LX y LY corresponden a las dimensiones f́ısicas de la antena y λ es la longitud de
onda correspondiente a la señal transmitida.
En la Figura 2-2 (a) y 2-2 (b), se puede observar el rango △x y el acimut △y. Una expresión
aproximada para la franja △x y para la franja acimutal △y, se observa en la Ecuación 2-2.
△X ≈ R0θX
cos θ0
; △Y ≈ R0θY (2-2)
donde R0 es la distancia entre el radar y el centro de la huella. RMIN y RMAX representan
el rango cercano (punto más cercano al nadir), y el rango lejano respectivamente.


















Figura 2-1: Geometŕıa SAR.
2.3. Imagenes SAR complejas
Una onda electromagnética viajera puede interactuar con algún objeto que se encuentre en
su camino. Debido a ésta interacción parte de la enerǵıa de la onda es absorbida por el objeto
mientras que la restante es nuevamente re-irradiada como una nueva onda electromagnética.
Debido a la interacción con el objeto, las propiedades de la onda reflejada difieren de la onda
incidente. Cada ṕıxel de una imagen SAR tiene información de la amplitud y la fase del
campo eléctrico re-irradiado, asociada con la reflectividad de los objetos presentes en la zona
iluminada. Es decir, se representa cada ṕıxel por un número complejo que posee magnitud
y fase1, como muestra la Ecuación 2-3.
z = rejθ (2-3)
Donde la magnitud (r), está relacionada con la magnitud del campo eléctrico y la fase (θ), con
el corrimiento de la onda recibida respecto al campo transmitido (ver Figura 2-3). Es impor-
tante anotar que la reflectividad de la superficie iluminada, es una función de los parámetros
del radar (frecuencia f , polarización, ángulo de incidencia θi) y de las caracteŕısticas de
la superficie explorada (topograf́ıa, ángulo de incidencia local, propiedades dieléctricas del
medio, humedad, etc.).
1El śımbolo j se llama unidad imaginaria, y se define como j =
√
−1.
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2.3.1. Polarización en un sistema de radar
La polarización es una propiedad importante de las ondas electromagnéticas y se refiere a la
alineación y regularidad de los campos eléctricos y magnéticos que componen la onda, en el
plano perpendicular a la dirección de propagación (ver Figura 2-4). La polarización de una
onda es la figura geométrica determinada por el extremo del vector que representa al campo
eléctrico en función del tiempo, en una posición dada (ver Figura 2-5 (a), (b) y (c)). Para
ondas con variación sinusoidal dicha figura es en general una elipse [6, 7].
Se denota las polarizaciones lineales de la onda transmitida y recibida por un par de śımbo-
los. Un sistema de radar puede tener los siguientes canales:
* HH para transmisión horizontal y recepción horizontal.
* VV para transmisión vertical y recepción vertical.
* HV para transmisión horizontal y recepción vertical.
* VH para transmisión vertical y recepción horizontal.
Un sistema de radar puede tener diferentes niveles de complejidad en la polarización:
Polarización simple: HH o VV, o HV o VH.
Doble polarización: HH y HV, VV y VH o HH y VV.
Cuatro polarizaciones: HH, VV, HV y VH.
El satélite RADARSAT-2 que fue lanzado en diciembre de 2007 por un convenio entre
la Agencia Espacial Canadiense y la industria (MacDonald Dettwiler), posee las cuatro
polarizaciones [8]. Es decir, el sistema de radar transmite y recibe todas las combinaciones de
ondas polarizadas simultáneamente, produciendo un completo grupo de datos polarimétricos
(HH, HV, VV y VH).
El satélite de observación de la Tierra RADARSAR-2 es una buena fuente de datos para
las aplicaciones comerciales y para investigaciones en percepción remota. Éste suministra
información para aplicaciones de vigilancia costera, marina y de embarcaciones; seguridad;
monitoreo de las estaciones de enerǵıa nuclear; monitoreo de derrames de aceite; campos de
viento; manejo o administración de desastres; silvicultura y es una herramienta importante
para la agricultura e hidroloǵıa, entre muchas otras más. Algunas caracteŕısticas del satélite
se pueden leer en la Tabla 2-2.
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Z = x+ jy = rejθ
Figura 2-3: Número complejo. Magnitud y fase.























Figura 2-5: (a) Polarización lineal. (b) Polarización Circular. (c) Polarización eĺıptica.
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Tabla 2-2: Caracteŕısticas RADARSAT-2.
Caracteŕıstica Valores
Resolución espacial 1 a 100 metros
Polarización HH, HV, VH y VV
Ángulo de incidencia 20◦ a 41◦
Dirección de visión Visión derecha e izquierda
Masa de lanzamiento 2280 kg
Dimensiones de la antena SAR 15 m x 1.5 m
Cobertura 20 km a 500 km
Vida útil 7 años
Altitud 800 km
Ciclo de repetición 383 órbitas en 24 d́ıas
Frecuencia de imágenes Banda C. 5.405 GHz
2.3.2. Descomposición de Pauli
Como se ha mencionando anteriormente, el satélite RADARSAT-2 captura información del
eco en las cuatro polarizaciones, es decir: HH, HV, VV y VH. Cada uno de estos canales
representa un número complejo (ver Ecuación 2-3), que posee información de la magnitud
del campo eléctrico y de la fase relativa. La imagen generada con el software PolSARpro2 que
se utilizó en la presente investigación, se construyó en la composición de Pauli, la cual utiliza
el siguiente código de colores: rojo, |HH − V V |; verde, |HV | y azul |HH + V V |. La Figura
2-6 presenta una imagen real capturada por el satélite RADARSAT-2 en el municipio de
Saldaña, Tolima, construida en la composición de Pauli. En dicha imagen se puede observar
regiones con un color marcado que utilizaremos más adelante en la clasificación, además, es
caracteŕıstico un ruido granular en todas las zonas de la misma. Debido a la presencia de
ruido en las imágenes de radar, es obligatorio filtrarlas para poder realizar la segmentación
y clasificación. El caṕıtulo siguiente lo dedicaremos al estudio de varios filtros encontrados
en la literatura para eliminar el ruido granular presente en las imágenes.
2PolSARpro es un programa especializado tanto en el procesamiento de datos SAR (radar de apertura
sintética) polarimétrico como interferométrico y SAR polarimétrico-interferométrico. PolSARpro es de-
sarrollado por la Agencia Espacial Europea.
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Figura 2-6: Imagen de RADARSAT-2, Saldaña.
3 Eliminación de ruido Speckel
3.1. Introducción
En el éste caṕıtulo realizamos una discusión de varios filtros propuestos en la literatura para
eliminar el ruido granular presente en las imágenes SAR. Utilizamos cuatro criterios para
evaluar el desempeño del cada filtro al procesar imágenes sintéticas con diferentes porcenta-
jes de ruido e imágenes reales. En ésta sección presentamos nuestra propuesta de filtro, el
filtro MediaModaNa y un método novedoso de ventana adaptativa. Realizamos gráficas con
los resultados y presentamos un análisis de los mismos.
Debido a la interferencia de las señales las imágenes de radar se manifiestan ruidosas, con
un ruido de apariencia granular conocido como speckle. En los sistemas SAR, las ondas elec-
tromagnéticas dispersadas por los numerosos elementos en la superficie terrestre interfieren
mutuamente, llegando a producir tanto interferencia constructiva como destructiva.
El ruido speckle tiene las caracteŕısticas de un ruido multiplicativo aleatorio donde sus efec-
tos son más pronunciados en áreas de alta intensidad que en áreas de baja intensidad [53].
Sea g(k, l) un ṕıxel de la imagen corrompida con un ruido multiplicativo n, tal que:
g(k, l) = n(k, l)z(k, l) (3-1)
Aqúı, g(k, l) representa la intensidad (o la magnitud) del ṕıxel (k, l) en la imagen SAR,
z(k, l) es la reflectividad de la superficie y n(k, l) es la secuencia de ruido aleatorio blanco
que obedece a una distribución normal con media n̄ = 1 y una varianza dada por σ2n. Para
estimar la desviación estándar del ruido sobre una región homogénea de la imagen, Lee [54]





En la práctica ḡ y σg, la media y la desviación estándar de la imagen ruidosa, se estiman
localmente dentro de una ventana de dimensión finita. La desviación estándar del ruido σn
son entradas para los filtros o bien se pueden estimar sobre una región uniforme en la imagen.
3.2. Filtros de ruido speckle
De entre las posibles estrategias de filtrado de speckle, se consideran algunas que se basan
en calcular el nivel de intensidad de cada ṕıxel a partir de las estimaciones de una serie
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de estad́ısticos locales. A la hora de evaluar dichos estad́ısticos, el tamaño de la ventana
de procesado debe ser una solución de compromiso entre la precisión de la estimación y la
variabilidad de la propia imagen. En zonas homogéneas, ventanas grandes permiten realizar
estimaciones precisas con un número elevado de muestras, pero en zonas heterogéneas la uti-
lización de ventanas grandes engloba propiedades estad́ısticas de la imagen diferentes, que
no serán útiles para el procesado del ṕıxel objeto de estudio. Por ésta razón en la Sección
3,3 presentamos una novedosa propuesta de ventana adptativa
3.2.1. Filtro de Media
Es un filtro pasa bajos básico, el cual reemplaza el ṕıxel central (x, y) en una ventana W (x, y)
de tamaño N ×N , por el promedio de los ṕıxeles dentro de la ventana. La media aritmética
es el valor obtenido al sumar todos los datos y dividir el resultado entre el número total de
datos (ver Ecuación 3-3).
f(x, y) = media
(k,l)∈W (x,y)
[g(k, l)] (3-3)
Donde f(x, y) es la salida del filtro, y es la estimación de la imagen sin ruido. g(k, l) representa
el valor de la imagen original o ruidosa. En general, el filtro de media degrada los detalles
finos y la textura de la imagen [65].
3.2.2. Filtro Moda
El filtro Moda se basa en el examen del histograma, el cual representa la frecuencia relativa
o probabilidad p(Ii), con la que cada color o nivel de gris Ii, aparece en la imagen. El






Donde MN es el número de ṕıxeles en la imagen y ni es el número de ṕıxeles en el nivel de
intensidad Ii.
El filtro Moda, halla la función de probabilidades p(Ii) en una ventana de tamaño N × N ,
la cual se va deslizando por toda la imagen. A continuación determinamos el máximo de la
función p(Ii) y se halla el nivel de gris Im correspondiente con éste máximo. Paso siguiente,
se asigna el valor Im al ṕıxel central (x, y) de la ventana de estudio. Es necesario aclarar que
cada canal de la imagen es procesado independientemente.
3.2.3. Filtro Mediana
El filtro Mediana (ver Ecuación 3-5), es un filtro paso bajo no lineal. El valor del ṕıxel
central es reemplazado por la mediana del conjunto de ṕıxeles contenidos en cada ventana.
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La mediana es el valor que ocupa el lugar central de todos los datos cuando éstos están
ordenados de menor a mayor.




El filtro M3 es un h́ıbrido entre los filtros de media y mediana (ver Ecuación 3-6). El ṕıxel
central en la ventana de estudio es remplazado por el máximo valor entre la media y la
mediana.
f(x, y) = máx
(k,l)∈W (x,y)
{mediana [g(k, l)] , media [g(k, l)]} (3-6)
3.2.5. Filtro de Lee
El filtro de Lee [54, 16, 15, 12, 66] usa estad́ısticas locales como la media y la desviación
estándar en una ventana de tamaño fijo, para determinar pesos adecuados para suavizar la
imagen. El modelo multiplicativo del ruido speckle se aproxima por un modelo lineal. El
algoritmo de filtrado está dado por la Ecuación 3-7.
f(x, y) = ḡ + kxy [g(x, y)− ḡ] (3-7)
Donde ḡ es el valor de la media estimada a partir de los ṕıxeles vecinos de la ventana de






donde σ2g es la estimación de la varianza de g(k, l) en la ventana del proceso y σn es la
desviación estándar del ruido. En relación a este último parámetro, existen valores estándar
para diferentes tipos de imágenes, también puede utilizarse un valor normalizado igual a la
unidad.
En una región homogénea la salida del filtro es un promedio lineal de los ṕıxeles de su
vecindad, mientras que en regiones extremadamente heterogéneas, la salida puede llegar a
ser el mismo valor del ṕıxel de entrada.
Filtro de Lee mejorado
El filtro de Lee fue mejorado por Lopes et al. [62, 66] dividiendo la zona de estudio en tres
clases de áreas. La primera clase corresponde a regiones homogéneas en las cuales el ruido
puede ser eliminado utilizando un filtro pasa bajo. La segunda clase corresponde a regiones
heterogéneas en la que el ruido se reduce preservando la textura. Y la tercera clase es la que
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contiene puntos aislados donde el filtro debe preservar el valor observado. El filtro de Lee








ḡ, si CI ≤ Cn
g(k, l)Skl + ḡ(1− Skl), si Cn ≤ CI < Cmax
g(x, y), si CI ≥ Cmax
(3-9)






donde K es el factor de amortiguamiento y Cmax es el máximo coeficiente de variación de
ruido.








El valor del coeficiente de amortiguamiento depende de la imagen sin filtrar y usualmente
requiere experimentos de ensayo y error para determinar el mejor valor.
3.2.6. Filtro de Kuan
El filtro Kuan [17, 56, 57, 62] se basa en un criterio de mı́nimo error cuadrático medio
(Minimum Mean Square Error, MMSE). Una primera estimación del MMSE se desarrolla
para un modelo aditivo de ruido, g = z + n. El modelo multiplicativo del ruido entonces se
considera de la siguiente forma, g(k, l) = z(k, l) + [n(k, l)− 1]z(k, l). El filtro de Kuan viene
dada por la Ecuación 3-12.





















Siendo σ2g la estimación de la varianza de la imagen original en la ventana determinada; σ
2
0
es la estimación de la varianza de la imagen sin ruido y L es la relación al cuadrado entre las
estimaciones de la media y la desviación estándar de la imagen total. El filtro propuesto por
Kuan (Ecuación 3-12) puede considerarse como una generalización del filtro propuesto por
Lee (Ecuación 3-7). El filtro Kuan es óptimo cuando la escena y las intensidades detectadas
tienen una distribución Gaussiana.
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3.2.7. Filtro Gamma
EL filtro Gamma está basado en un análisis Bayesiano de las propiedades estad́ısticas de la
imagen. Para ello, se supone que tanto la reflectividad radar como el ruido speckle siguen




(α− L− 1) ḡ +
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3.2.8. Filtro de Frost
El filtro Frost es un filtro adaptativo de Wiener que realiza una convolución de los valores de
los ṕıxeles dentro de una ventana de tamaño fijo con una respuesta de impulso exponencial
m dada por:




donde K es un parámetro del filtro que representa su valor de amortiguación, t0 = (k, l)
representa la locali zación del ṕıxel procesado y d(t0, t) es la distancia medida desde la
localización del ṕıxel t = (x, y) al t0 = (k, l) (ver Ecuación 3-17).
d(t0, t) =
√
(x− k)2 + (y − l)2 (3-17)
La estimación del ṕıxel en t viene dada por la ecuación 3-18, donde gi son los valores de
la imagen ruidosa en las posiciones de la ventana de convolución y mi los coeficientes de la
convolución.
f(x, y) =
g1m1 + g2m2 + ... + gnmn
m1 +m2 + ...+mn
(3-18)
Filtro de Frost mejorado
El filtro de Frost fue modificado y mejorado por Lopes et al. [62, 66] de la misma manera
de como mejoró el filtro de Lee. El modelo para mejorar el filtro de Frost se formula de la
siguiente manera:
m = exp [−Kfunc(CI(t))|t|] (3-19)
16 3 Eliminación de ruido Speckel











0, si CI(t) ≤ Cn
(CI(t)− Cn)
(Cmax − CI(t))
, si Cn ≤ CI < Cmax
∞, si CI ≥ Cmax
(3-20)
3.2.9. Filtro de Oddy
Se trata de un filtro de media cuya forma de la ventana vaŕıa de acuerdo con la estad́ıstica







l |g(k, l)− ḡ|. La evaluación se realiza mediante:









si m > αḡ. (3-21)
siendo α un parámetro del filtro, y Dkl = 1 si |g(k, l)− ḡ| ≤ m y Dkl = 0 en cualquier otro
caso.
Para utilizar el filtro de Oddy con ventanas mayores de 3 × 3 modificamos el valor de m






l |g(k, l)− ḡ|, donde N es el tamaño
de la ventana.
3.2.10. Filtro Promedio Geométrico.
Este filtro reemplaza la intensidad del ṕıxel central por la ráız del producto de los ṕıxeles de












Donde N es el tamaño de la ventana.
3.3. Filtro propuesto MediaModaNa.
Buscando tomar lo mejor del filtro de media; de igual manera del filtro moda y del filtro
medina, en esta investigación proponemos el filtro Mediamodana (Filtro MMN), el cual
reemplaza el ṕıxel central (x, y) en una ventana W (x, y) de tamaño N ×N , por el promedio
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3.4. Técnica propuesta para el tamaño adaptativo de la
ventana.
3.4.1. Introducción.
El objetivo del filtrado es eliminar el ruido multiplicativo que presentan las imágenes SAR.
Como se ha mencionado, en regiones homogéneas conviene utilizar ventanas de filtrado
grandes, pero en las fronteras es aconsejable ventanas pequeñas. Dependiendo de las propiedades
estad́ısticas de la región de estudio y su peŕımetro definimos un algoritmo que adapta la ven-
tana de filtrado de una manera optima. En esta sección se presenta la técnica propuesta de
ventana adaptativa que se basa en compara la región de interés, la ventana W (x, y) con su
peŕımetro B(x, y). Si la región de interés es similar al peŕımetro el tamaño de la ventana de
filtrado se incrementa a N+2, de lo contrario, se reduce el tamaño de la ventana a N−2 y se
compara nuevamente con su peŕımetro (en el Anexo 3 Seccion 9, se presenta el pseudocódigo
de la función Altura Ventana, la cual calcula el nuevo tamaño de la ventana para el filtro
adaptativo). Para cada pixel procesado se determina el valor optimo de la ventana antes
de aplicar una técnica de filtrado en particular. En cada iteración se determina el tamaño
optimo de la ventana de filtrado el cual puede resultar siendo N + 2, N o N − 2. A conti
nuación describimos paso a paso y en detalle la técnica propuesta para adaptar la ventana
de filtrado.
3.4.2. Región de interés y su peŕımetro.
En ésta propuesta de ventana adaptativa, definimos la región de interés y su peŕımetro
como se observa en la Figura 3-1 (a) y (b) respectivamente. Representamos como W (x, y) la
ventana de tamaño N ×N con centro en las coordenadas (x, y). En el algoritmo propuesto
el valor mı́nimo de Nmin y máximo Nmax son de 3 y 11 respectivamente, es decir, la ventana
de tamaño más pequeño fue de 3× 3 y la de mayor tamaño de 11× 11. La región de interés
W (x, y) está representada por la Ecuación 3-24.
W (x, y) =
{
(k, l) | x− (N − 1)
2
≤ k ≤ x+ (N − 1)
2
, y − (N − 1)
2




Los ṕıxeles de la frontera de la región de interés, son utilizados para tomar la decisión del
próximo tamaño de ventana. Representaremos como B(x, y) la zona del peŕımetro de la
ventana, definido como muestra la Ecuación 3-25.
B(x, y) = A1 ∪ A2 ∪A3 ∪A4 (3-25)








(a) Ventana de interés. (b) Peŕımetro externo. (c) Peŕımetro interno.
Figura 3-1: Ventana de interés y peŕımetro.
Donde A1 es la región que contiene los ṕıxeles de la frontera en la parte superior de la ventana
W (x, y) definido como dice la Ecuación 3-26.
A1(x, y) =
{
(k, l) | x− (N + 1)
2
≤ k ≤ x+ (N + 1)
2





Siendo A2 la región que contiene los ṕıxeles de la frontera en la parte inferior de la ventana
W (x, y) definido como dice la Ecuación 3-27.
A2(x, y) =
{
(k, l) | x− (N + 1)
2
≤ k ≤ x+ (N + 1)
2




De igual manera, A3 contiene los ṕıxeles de la frontera al lado izquierda de la ventana W (x, y)
definido como dice la Ecuación 3-28.
A3(x, y) =
{
(k, l) | y − (N − 1)
2
≤ l ≤ y + (N − 1)
2




Y finalmente A4, que contiene los ṕıxeles de la frontera al lado derecho de la ventana W (x, y)
definido como dice la Ecuación 3-29.
A4(x, y) =
{
(k, l) | y − (N − 1)
2
≤ l ≤ y + (N − 1)
2





3.4.3. Similitud de las regiones.
En nuestro caso, utilizamos los momentos estad́ısticos para establecer la equivalencia de las
distribuciones de probabilidades de las dos regiones. Si los momentos de las regiones W (x, y)
y B(x, y) son iguales, entonces éstas deben tener la misma distribución de probabilidades.
Para determinar que tan similares son las zonas utilizamos los momentos invariantes de Hu
(ver Anexo 4 en la Sección 10). Es decir, hallamos los siete momentos invariantes de Hu para
la ventana W (x, y) y también para el peŕımetro B(x, y). Utilizamos la métrica dada en la
Ecuación 3-30 para comparar los momentos y determinar que tan parecidas son las regiones.
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3.4.4. Métrica utilizada.
Como mencionamos anteriormente, luego de hallar los momentos invariantes de Hu, uti-






|mWi −mBi | (3-30)
Donde mWi y m
B











Donde hWi y h
B
i son los momentos de Hu de la ventana W (x, y) y del peŕımetro B(x, y)
respectivamente.
3.4.5. Umbral utilizado.
Para determinar el umbral óptimo utilizamos una función de compromiso la cual se pre-
senta más adelante (ver Sección 3.6.2). Nuestro estudio mostró que los mejores resultados
se obtienen cuando el umbral es de 0,10; en consecuencia éste fue el valor utilizado para
determinar la similitud de las regiones. Es decir si d(W,B) < 0,1 asumimos que las regiones
son iguales, de lo contrario son diferentes. Si las regiones W (x, y) y B(x, y) son similares, el
tamaño de la ventana aumenta a N +2 y se desliza la ventana. Si las regiones son diferentes,
el tamaño de la ventana se reduce a N − 2 y se repite todo el proceso descrito anterior-
mente (ver Figura 3-1 (c)). Como mencionamos anteriormente, la ventana más pequeña
que se utilizó fue Nmin = 3 y la máxima Nmax = 11. En la Figura 3-2 se dibujan valores
del tamaño de ventana para un número limitado de iteraciones. En dicha figura se observa
como el tamaño de la ventana cambia de una iteración a la siguiente dependiendo de las
caracteŕısticas estad́ısticas de cada ventana.
3.5. Criterios de evaluación.
Existen varias maneras de evaluar cuantitativamente el filtrado de imágenes de acuerdo a
diferentes criterios tales como la reducción de ruido, la preservación de contornos, la preser-
vación de ciertas caracteŕısticas y el tiempo de ejecución [59, 60]. Se debe tener presente
que los resultados de las diversas maneras de evaluar el filtrado de las imágenes pueden ser
contradictorias.
De los criterios que encontramos reportados en la literatura [60] escogimos solo cuatro: la
20 3 Eliminación de ruido Speckel






















u u u u







u u u u







Figura 3-2: Tamaño de ventana vs iteración.
relación señal a ruido (SNR); el ı́ndice de mejora de contornos (EEI), el error cuadrático
medio (RMSE) y el tiempo de ejecución. Utilizamos estos criterios porque no están correla-
cionados.
Relación señal a ruido (SNR).
El parámetro SNR (Signal to Noise Ratio), se define como el cociente entre la media de los






En la práctica la media f̄ , y la desviación estándar σf , de la imagen filtrada, se estiman
localmente dentro de una ventana de dimensión finita.
Indice de mejora de contornos (EEI).
El ı́ndice de mejora de contornos (Edge Enhancing Index EEI), indica que tanto un filtro
puede conservar las áreas de los contornos y se define como muestra la Ecuación 3-34.
EEI =
∑ | f(a)− f(b) |
∑
| g(a)− g(b) | (3-34)
Dónde f(a) y f(b) son los valores filtrados de los ṕıxeles a cada lado del contorno, y g(a) y
g(b) los valores originales de los correspondientes ṕıxeles. Los valores de EEI normalmente son
menores que uno y los valores grandes indican mejor capacidad de preservar los contornos.
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Error cuadrático medio (RMSE).
El error cuadrático medio (Root Mean Square Error RMSE), se ha utilizado también como











En éste ı́ndice se compara la imagen original z(k, l), sin ruido multiplicativo, y la imagen
filtrada f(k, l). Entendiendo que entre menor sea el valor del RMSE, la imagen filtrada se
asemeja más a la imagen original.
Tiempo de ejecución.
Se mide el tiempo que demora cada filtro en procesar la imagen sintética de prueba (imagen
de 400 × 400 ṕıxel). Los tiempos se interpretan comparativamente y no de una manera
absoluta. Se utiliza la libreŕıa OpenCv para implementar los filtros, sobre una plataforma
de Ubuntu. Se implementó todo en un equipo Intel(R) Pentium(R) Dual CPU T2390 @
1.86GHz, con 2,5 GB de memoria RAM.
3.6. Resultado del filtrado
3.6.1. Introducción.
Para medir el rendimiento de los filtros, se utilizaron imágenes sintéticas con cinco porcenta-
jes de ruido multiplicativo, lo que significa que se construyeron imágenes con ruido del 5%,
10%, 20%, 30% y del 40% (ver Figura 3-3). Cada una de estas imágenes se procesaron
con doce filtros y sus variantes, incluido el filtro MediaModaNa (MMN) propuesto. En la
primera parte, el tamaño de la ventana de filtrado se mantuvo constante y esta fue siempre
cuadrada de dimensión N×N (ver Figura 3-1 (a)). Se utilizaron ventanas de tamaño N = 3,
N = 5, N = 7, N = 9 y N = 11. Cada imagen sintética se procesó con todos los tamaños de
ventana. Luego se procesaron todas las imágenes con todos los filtros utilizando la técnica
propuesta de ventana adaptativa.
Para evaluar el desempeño de los filtros utilizamos los cuatro indicadores mencionados ante-
riormente, es decir: la relación señal a ruido (SNR), el ı́ndice de mejora de contornos (EEI),
el error cuadrático medio (RMSE) y el tiempo de ejecución de cada filtro. En nuestra inves-
tigación para calcular el valor del error cuadrático medio (RMSE), comparamos la imagen
filtrada con la imagen original sin ruido multiplicativo, lo que nos defińıa el criterio que entre
menor fuera éste ı́ndice, la imagen filtrada se asemejaba más a la imagen original. Como los
ı́ndices que miden el desempeño son contradictorios definimos una función de compromiso
(ver Tabla 3-1 y 8-11), que considere el mejor rendimiento de cada indicador. La función
22 3 Eliminación de ruido Speckel
de compromiso considera tres ı́ndices solamente, tomando los valores máximos de cada uno
para normalizar los resultados.
Debido al volumen de los resultados presentamos en ésta sección algunas gráficas solamente;
las demás gráficas y tablas se encuentran en el Anexo 1 (Sección 7) y el Anexo 2 (Sección
8) respectivamente. Como un ejemplo de los resultados del filtrado, en la Figura 7-1 se pre-
sentan imágenes filtradas con varios filtros utilizando una ventana fija de tamaño N = 11.
A continuación presentamos un análisis de los resultados teniendo en cuenta las imágenes
sintéticas y luego las imágenes reales de radar.
3.6.2. Imágenes sintéticas.
Efecto del porcentaje de ruido.
En este apartado presentamos los resultados del efecto del porcentaje de ruido en el filtrado
de las imágenes sintéticas.
El valor de ı́ndice SNR decae fuertemente cuando aumenta el ruido en las imágenes.
Es decir, el rendimiento de los filtros disminuye al aumentar el porcentaje de ruido en
las imágenes (ver Figura 3-4, 7-2 y 7-3). En ésta etapa el tamaño de la ventana se
mantuvo constante y se representa gráficamente con śımbolos diferentes, esto quiere
decir: ventanas de tamaño de 3 × 3 se graficaron utilizando un triangulo relleno; ven-
tanas de tamaño de 5 × 5 se graficaron utilizando un cuadrado relleno; ventanas de
tamaño de 7 × 7 se graficaron utilizando un circulo relleno; ventanas de tamaño de
9 × 9 se graficaron utilizando un pentágono relleno y ventanas de tamaño de 11 × 11
se graficaron utilizando un rombo relleno.
El ı́ndice de mejora de contornos sufre una pequeña variación al incrementarse el con-
tenido de ruido en la imagen, tendiendo a aumentar el valor de IEE al aumentar el
porcentaje de ruido (ver Figura 3-5, 7-4 y 7-5).
El incremento en el porcentaje de ruido ocasiona un aumento del error cuadrático
medio. El valor de RMSE sufre un incremento fuerte al aumentar el contenido de ruido
de las imágenes (ver Figura 3-6, 7-6 y 7-7).
El tiempo que tardan los filtros en procesar las imágenes no se ve afectado al variar el
contenido de ruido en las mismas (ver Figura 3-7 y 7-8).
Efecto del tamaño de la ventana.
A continuación presentamos el impacto del tamaño de la ventana de filtrado en el desempeño
de los filtros.
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(a) Imagen original. (b) Imagen con 5% ruido.
(c) Imagen con 10% ruido. (d) Imagen con 20% ruido.
(e) Imagen con 30% ruido. (f) Imagen con 40% ruido.
Figura 3-3: Zoom imágenes sintéticas con diferentes porcentajes de ruido multiplicativo.
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Figura 3-4: SNR vs Ruido. Filtro de Lee σn = 6.
El tamaño de la ventana de proceso tiene un efecto significativo en el desempeño de los
filtros. Se observa que al aumentar N el ı́ndice SNR mejora notoriamente. Los mejores
valores de SNR se obtuvieron cuando el tamaño de la ventana fue de once, es decir para
N = 11 (ver Figura 3-4, 7-2 y 7-3). Esto nos indica que entre mayor sea el tamaño
de la ventana de proceso, se obtiene mejores resultados en las regiones homogéneas.
Al elevar el tamaño de la ventana de proceso el ı́ndice de mejora de los contornos
EEI, disminuye (ver Figuras 3-5, 7-4 y 7-5). Los mejores valores del ı́ndice EEI se
encontraron para ventanas de tamaño tres (N = 3). Al incrementar el tamaño de
la ventana de proceso los contornos se van degradando, siendo el mejor tamaño de
ventana precisamente la ventana más pequeña utilizada.
Un aumento de la ventana de proceso ocasiona el incremento del error cuadrático
medio RMSE (ver Figura 3-6, 7-6 y 7-7). Para todos los porcentajes de ruido en las
imágenes los mejores resultados se obtienen para N = 3. Aclaramos que en nuestro
caso se comparó la imagen filtrada con la imagen sin ruido original sintética.
Al incrementar el tamaño de la ventana de proceso el tiempo que tardan los filtros en
procesar las imágenes se ve aumentado (ver Figura 3-7 y 7-8). El mejor desempeño
con respecto al tiempo de procesado se encontró para ventanas de tamaño tres, es decir
para N = 3.
Adicionalmente se elaboraron cinco (5) imágenes con ruido multiplicativo con media de uno
(1) y porcentaje de ruido de 30%. La Tabla 12-7 presenta los resultados promedios de la
evaluación de dichas imágenes para el filtro de Lee. En las Figuras 7-12, 7-13 y 7-14 se
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Figura 3-5: EEI vs Ruido. Filtro de Lee σn = 6.
representa la información de la Tabla 12-7. En la Figura 7-12 se observa que a medida que
aumentamos el tamaño de la ventana de proceso el valor de ı́ndice SNR aumenta de una
manera casi lineal. En la Figura 7-13 se aprecia que a medida que aumenta el tamaño de
la ventana de filtrado el ı́ndice EEI disminuye; y en la Figura 7-14 se observa que a medida
que aumenta el tamaño de la ventana de filtrado el ı́ndice RMSE aumenta. Estos resultados
corroboran el comportamiento descrito en el apartado anterior. Asimismo se aprecia que el
mejor desempeño en el filtrado, se obtiene al aplicar el método propuesto en éste trabajo de
ventana adaptativa.
Efecto del tamaño de ventana adaptativo.
El filtrado con ventana adaptativa se simboliza en las gráficas con un cuadrado vaćıo. En
todos los casos de filtrado con ventana adaptativa se utilizo la técnica propuesta. En las
Figura 3-4, 7-2 y 7-3, se puede observar que el ı́ndice SNR con ventana adaptativa posee un
desempeño por encima del 60%, esto tomando como el 100% del rendimiento para ventanas
de tamaño N = 11. Es decir, como el rendimiento del filtrado con el algoritmo de ventana
adaptativa está por encima del filtrado con N = 7 y por debajo del filtrado con ventana
N = 9, es que afirmamos que su rendimiento es superior al 60%. Con nuestra propuesta de
ventana adaptativa se logra que el ı́ndice EEI este por encima del 80% y para determinados
porcentajes de ruido alcanza el valor máximo, es decir el 100% (Figuras 3-5, 7-4, 7-5).
De igual manera, utilizando la técnica propuesta de ventana adaptativa se logra valores de
RMSE por encima del 80% y para varios valores de porcentaje de ruido en al imagen se
obtienen desempeños superiores al 100% (3-6,7-6, 7-7). Para todos los filtros, el tiempo
de proceso se incrementa en un orden de magnitud al utilizar la ventana adaptativa; éste
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comportamiento se debe al número de rutinas adicionales que realiza el algoritmo en la
comparación de las regiones.
Función de compromiso.
Debido a que los ı́ndices que miden el desempeño de los filtros son contradictorios definimos
una función de compromiso que considera tres de ellos (SNR, EEI y RMSE). La contradic-
ción la observamos cuando al aumentar el tamaño de la ventana de proceso el ı́ndice SNR
aumenta pero el indicador EEI disminuye y el valor del ı́ndice RMSE aumenta. Al definir
la función que aparece en la Tabla 3-1 buscamos un compromiso entre los indicadores pon-
derando los tres ı́ndices simultáneamente con el objetivo de obtener el mejor rendimiento en
el filtrado, es decir, buscamos un tamaño de ventana que nos de una buena relación señal
a ruido y que al mismo tiempo preserve los contornos y posea un valor mı́nimo en el error
cuadrático medio. La función de compromiso se normalizó teniendo presente los diferentes
tamaños de ventana y porcentajes de ruido en la imágenes sintéticas. En la normalización
se tomó el valor máximo para la relación señal a ruido y el ı́ndice de mejora de contornos.
Por el contrario, se seleccionó el menor valor del error cuadrático medio (ver Tabla 3-1 y
8-11). En la definición de la función de la Tabla 3-1 se utilizó el criterio que entre mayor
sea la función de compromiso, mejor es el desempeño del filtro. El valor máximo de la fun-
ción según la definición realizada fue de 100. Con el criterio propuesto en ésta investigación,
es decir, utilizando la función de compromiso, observamos que el rendimiento de los filtros
mejora cuanto se utiliza la técnica propuesta de ventana adaptativa. La función de com-
promiso reporta valores superiores al utilizar la técnica propuesta de ventana adaptativa en
comparación con el filtrado utilizando ventana de tamaño fijo (ver Tabla 3-2 y 8-12).
Umbral y similitud de las regiones. Para determinar la similitud de las regiones, en
el algoritmo de ventana adaptativa, utilizamos un umbral espećıfico. Empleamos la
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Tabla 3-2: Función de compromiso. Filtro Lee σn = 6.
% ruido Función. N = 3 Función. N = 11 Función. Adaptativa
5 F5 = 76,19 F5 = 67,32 F5 = 88,85
10 F10 = 69,01 F10 = 64,03 F10 = 83,97
20 F20 = 76,37 F20 = 73,36 F20 = 89,68
30 F30 = 76,12 F30 = 75,36 F30 = 92,09
40 F40 = 75,68 F40 = 76,35 F40 = 86,22







función de compromiso, definida en la Tabla 3-1, para evaluar el desempeño del umbral
al adaptar la ventana de filtrado. El criterio fue buscar el umbral, mediante su variación
en el rango de 0.02 a 0.3 con paso de 0.05, tal que se produjera el más alto desempeño,
este último definido por la función de compromiso. Es de anotar que el más alto valor
en la función de compromiso, maximiza los ı́ndices de medición del desempeño de los
filtros. En las Figura 3-8 y 7-9 se observa el efecto de variar el umbral de decisión
(0,02 ≤ u ≤ 0,30) sobre la función de compromiso. Umbrales pequeños hacen más
exigentes el criterio de similitud llevando hacia ventanas cercanas a la mı́nima, y por
el contrario, umbrales grandes flexibilizan el criterio de decisión permitiendo ventanas
más cerca de la máxima. Nuestro estudio muestra que el mejor desempeño de la función
se obtiene cuando el umbral es de 0, 1 (ver Figura 3-8 y 7-9), ésto debido a que el valor
de la función de compromiso es mayor para dicho valor, siendo un punto de equilibrio
para el tamaño de la ventana.
Resultados Generales en imágenes sintéticas.
Para poder comparar el desempeño de todos los filtros, de manera absoluta, definimos otra
función de compromiso ponderando tres ı́ndices (SNR, EEI y RMSE). La función de com-
promiso dos (ver Tabla 3-3), asume que el mejor desempeño es cuando el valor de SNR es
máximo, al igual que el ı́ndice EEI y por el contrario considera que el valor de RMSE debe ser
mı́nimo. Los cálculos confirman que la propuesta de filtrado con ventana adaptativa brinda
mejores resultados (ver Tabla 3-4), y adicionalmente expresan que el filtro MMN tiene un
buen desempeño.
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Tabla 3-4: Función de compromiso dos. Filtro Frost. k=0.03.
% ruido N = 3 N = 5 N = 7 N = 9 N = 11 Adaptativa
5 F5 = 0,96 F5 = 0,86 F5 = 0,80 F5 = 0,75 F5 = 0,70 F5 = 2,44
10 F10 = 0,50 F10 = 0,47 F10 = 0,45 F10 = 0,42 F10 = 0,39 F10 = 1,33
20 F20 = 0,26 F20 = 0,28 F20 = 0,26 F20 = 0,25 F20 = 0,23 F20 = 0,64
30 F30 = 0,12 F30 = 0,14 F30 = 0,13 F30 = 0,14 F30 = 0,12 F30 = 0,51
40 F40 = 0,15 F40 = 0,15 F40 = 0,18 F40 = 0,16 F40 = 0,17 F40 = 0,25


















































Figura 3-6: RMSE vs Ruido. Filtro de Lee σn = 6.
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Figura 3-8: Función de Compromiso vs Umbral. Filtro de Lee σn = 6.
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(a) Distrito de Riego Saldaña (Tolima). (b) Filtro Lee. Ventana adaptativa.
(c)Filtro Mediana. Ventana adaptativa. (d) Filtro Moda. Ventana adaptativa.
(e)Filtro Frost. Ventana adaptativa. (f) Filtro MMN. Ventana adaptativa.
Figura 3-9: Imágenes filtradas Municipio de Saldaña (Tolima).
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3.6.3. Imágenes de radar.
La imagen utilizada en éste trabajo fue capturada por el satélite RADARSAT-2 en el Distrito
de Riego de Saldaña, Tolima, el d́ıa 26 de febrero de 2009. Se utilizó el paquete PolSARpro
para generar la imagen en la composición de Pauli. La imagen utilizada es de polarización
múltiple (polarizaciones HH, HV, VH y VV) y de gran tamaño (3572 × 5938 ṕıxeles), por
esta razón se generaron varias imágenes de menor resolución para el estudio. Al seleccionar
regiones más pequeñas, de la imagen original, se tuvo como criterio elegir zonas donde se ob-
servara la presencia de los cultivos de arroz. Es decir, se trató por un lado de tomar regiones
donde existiera cultivos de arroz y por otra, que dichas imágenes no tuvieran una resolución
muy grande, ésto debido a la limitada capacidad de computo del equipo utilizado. Debido a
la presencia de los sembrados de arroz entre los dos canales del ŕıo Saldaña, ésta fue la zona
escogida para seleccionar las imágenes de menor resolución. Se extrajeron: dos (2) imágenes
con resolución de 1100 × 600 ṕıxeles; siete (7) imágenes de 1500 × 600 ṕıxeles y cuatro (4)
imágenes con resolución de 800× 800 ṕıxeles.
En el municipio de Saldaña la actividad agropecuaria es la base de la economı́a, siendo la
principal actividad la agricultura. Las tierras planas e irrigadas se usan para la siembra del
cultivo más importante de la zona; el arroz. En el municipio existe el Distrito de riego del
ŕıo Saldaña, el cual se bifurca en dos canales que se dirigen a los municipios de Saldaña y
Purificación [69]. En la Figura 3-9 (a) se presenta una imagen SAR del Distrito de Riego
del ŕıo Saldaña. En dicha Figura aparece una zona dedicada totalmente al cultivo del arroz.
La región escogida se encuentra encerrada entre los dos canales del ŕıo Saldaña y en ella
aparecen plant́ıos de arroz en diferentes etapas de desarrollo. La imagen presenta un alto
contenido de ruido multiplicativo y zonas diferenciadas por un marcado color. La imagen de
de la Figura 3-9 (a) tiene una resolución de 1670× 1390 ṕıxeles.
El único ı́ndice que utilizamos para monitorear el desempeño de los filtros en las imágenes
de radar fue la relación señal a ruido, SNR, debido a que las fronteras en una imagen real
no son bien definidas y que además no contamos con una imagen sin ruido para medir el
error cuadrático medio. Tomamos una región que consideramos homogénea, para comparar
los resultados. La zona escogida se encuentra en el estado 3 de desarrollo de los cultivos
de arroz; es decir, son cultivos con aproximadamente 25 d́ıas de sembrados, según estados
fenomenológicos de desarrollo definidos por la ingeniera Posada1 [1]. En la Figura 3-10 (a)
se presenta la región seleccionada para evaluar el desempeño de los filtros, la cual presenta
alto contenido de ruido multiplicativo, dicha imagen tiene una resolución de 57× 57 ṕıxeles.
La misma región se presenta filtrada en las Figuras 3-10 (b), (c), (d), (e) y (f); en éstas se
observa un buen desempeño del filtro de Lee, mediana y MediaModaNa, los cuales logras
homogeneizar la zona de prueba. Los resultados muestran que al utilizar nuestra propuesta
1Elena Posada. Ingeniera Forestal. Instituto Geográfico Agust́ın Codazzi, IGAC. Centro de Investigación y
Desarrollo en Información Geográfica, CIAF. Coordinadora del grupo de Percepción Remota y Aplica-
ciones Geográficas.
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Tabla 3-5: SNR. Imagen de Radar. Clase 3.
Filtro SNR
Canal 1 Canal 2 Canal 3
Original 3.99 2.73 2.79
Lee 13.52 13.90 11.29
Mediana 12.66 12.87 10.66
Frost 13.50 13.86 11.27
MediaModaNa 7.98 9.02 8.73
Moda 4.31 3.66 3.99
Gamma 5.68 4.12 4.73
Geométrico 4.18 3.12 3.83
de ventana adaptativa, los mejores desempeños los tiene los filtros de Lee, Frost, Mediana y
MediaModaNa (ver Tabla 3-5).
En las Figuras 3-9 (b), (c), (d), (e) y (f) se muestran la image SAR filtrada con los fil-
tros de Lee, Mediana, Moda, Frost y MediaModaNa respectivamente. Se puede observar en
las mismas una fuerte disminución del ruido multiplicativo presentando zonas mucho más
homogéneas. De igual manera realizamos un estudio comparativo de los histogramas de la
región de estudio los cuales se presentan en las Figuras 3-11 y 7-10. En la Figura 3-11 (a),
(b) y (c) se presenta el histograma por canal para la región de estudio. Se observa que los
valores están bastante dispersos y que tienen una distribución lejana de una gaussiana. En
la Figura 3-11 (d), (e) y (f) se presenta el histograma de la región de estudio luego de ser
filtrada utilizando el filtro de Lee. Se observa que los valores están más concentrados al rede-
dor de un valor central, es decir que el filtro logra eliminar esos valores extremos y suaviza
la región. En la Figura 3-11 (g), (h) y (i) se presentan los resultados del filtrado utilizando
el filtro de mediana. Se observa también una eliminación fuerte de valores extremos y un
agrupamiento del histograma con una distribución mucho más parecida a la distribución
gaussiana.
En el siguiente caṕıtulo se presentan los clasificadores utilizados para la segmentación y
clasificación de las imágenes SAR y la evaluación de los mismos.
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(a) Imagen original. (b) Filtro Lee σn = 6.
(c)Filtro Mediana. (d) Filtro Moda.
(e)Filtro MediaModaNa. (f)Filtro Frost.
Figura 3-10: Imagen filtrada de radar. Clase 3.
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(a) Imagen original Canal 1. (b) Imagen original Canal 2. (c) Imagen original Canal 3.
(d) Filtro Lee Canal 1. (e) Filtro Lee Canal 2. (f) Filtro Lee Canal 3.
(g) Filtro Mediana Canal 1. (h) Filtro Mediana Canal 2. (i) Filtro Mediana Canal 3.
Figura 3-11: Histogramas. Clase 3. Parte I.
4 Segmentación, clasificación y
evaluación de resultados
4.1. Introducción
En el presente caṕıtulo presentamos las técnicas utilizadas para realizar la segmentación
y clasificación de las imágenes SAR estudiadas. Mostramos los resultados y evaluamos los
mismos utilizando tres coeficientes estad́ısticos: la sensibilidad, la especificidad y la exactitud.
En el proceso de segmentación y clasificación de los estados de desarrollo del cultivo de arroz,
se utilizaron cinco clases con base en un estudio en el que se generó una libreŕıa de patrones
pictorico-morfológicos de diferentes estados de desarrollo y actividad del arroz, a partir de las
imágenes de radar del satélite RADARSAT-2 [1]. Se incluye adicionalmente una sexta clase
relacionada con pastizales. Las clases definidas y el código de colores utilizado se especifican
en la Figura 4-1 y en la Tabla 4-1 respectivamente. Para la definición de las clases el experto
realizo una visita a la zona cultivada en el municipio de Saldaña y georeferenció los diferentes
estados de desarrollo del arroz. Con la información de campo, el experto determinó, en la
imagen SAR, las clases asociándolas a diferentes matices de colores.
Todas la imágenes empleadas se filtraron con los tres filtros que dieron mejor desempeño (el
filtro Lee, Mediana y MediaModaNa) según resultados de Caṕıtulo 2 (Sección 3), y en todos
ellos se utilizó la técnica propuesto de ventana adaptativa.
4.2. Vector de caracteŕısticas.
Dado que fue posible diferenciar visualmente las unidades a clasificar, las caracteŕısticas que
se utilizaron, para conformar el vector de entrada a los clasificadores, se basaron en criterios
de color. En la Figura 4-1 se muestran encerradas entre cuadrados cinco zonas asociadas con
las clases definidas por un experto en este tipo de imágenes. Adicionalmente, se presenta una
sexta clase propuesta en ésta investigación relacionada con pastizales. El área resaltada en la
Figura 4-1 referenciada como: Clase 1 (terreno en soca) presenta un color azul claro; Clase 2
(terreno preparado antes de la siembra) se presenta oscura debido al alto contenido de agua;
Clase 3 (cultivos con 25 d́ıas de sembrado) se manifiesta con un color azul oscuro; Clase 4
(cultivos con 50 d́ıas de sembrados) se observa con un color rojo claro; Clase 5 (cultivos con
75 d́ıas de sembrados) presenta un color verde-rojo y la Clase 6 (pastizales) se manifiesta
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Figura 4-1: Estados de desarrollo del arroz. Clases.
Tabla 4-1: Estados de desarrollo del cultivo de arroz y código de colores.
Clase Estado de desarrollo Color
C1 Terreno en soca (brote de la cosecha).
C2 Terreno preparado antes de la siembra.
C3 Cultivo con 25 d́ıas de sembrado.
C4 Cultivo con 50 d́ıas de sembrado.
C5 Cultivo con más de 75 d́ıas de sembrado.
C6 Pastizales.
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(a) Canal 1. (b) Canal 2. (c) Canal 3.
(d) C1-C2. (e) C2-C3. (f) C3-C1.
Figura 4-2: Histogramas. Diferencia de canales.
con un color verde claro.
Para la segmentación en color se han utilizado varias transformaciones que buscan separar las
zonas homogéneas en las imágenes [76]. En nuestra investigación utilizamos las transforma-










, los cuales son componentes importantes (según el










, y manifiesta que al hacer las diferencias por pares
de canales R − G, G − B y B − R, en los histogramas resultantes se hace una distinción
clara entras las diferentes zonas homogéneas de color. En nuestro análisis encontramos que
al hacer las diferencias por pares de canales los histogramas se estrechan haciendo más se-
lectivas las caracteŕısticas. En las Figuras 4-2 (a), (b) y (c) se aprecia el histograma para el
canal 1, canal 2 y el canal 3 respectivamente de una región perteneciente a la clase 4, y en
las Figuras 4-2 (d), (e) y (f) se encuentra el histograma para las diferencia de canales, los
cuales de destacan por ser más angostos, siendo a su vez más selectivo.
Las caracteŕısticas empleadas para la segmentación buscan captar los atributos de color de
las imágenes, por esta razón la caracteŕıstica uno (x1), corresponde el valor de intensidad del
canal uno; la caracteŕıstica dos (x2) es la intensidad del canal dos; la caracteŕıstica tres (x3)
es la intensidad del canal tres; la caracteŕıstica cuatro (x4) es la diferencia de la intensidad
del canal uno y dos; la caracteŕıstica cinco (x5) es la diferencia de la intensidad del canal
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Tabla 4-2: Caracteŕısticas. Vector de entrada.
Nombre Caracteŕıstica
x1 Valor del ṕıxel del canal 1 (c1)
x2 Valor del ṕıxel del canal 2 (c2)
























dos y tres; la caracteŕıstica seis (x6) es la diferencia de la intensidad del canal tres y uno;
y la caracteŕıstica siete (x7) es la intensidad promedio (ver Tabla 4-2). A la diferencia de
los canales en las caracteŕısticas (x4, x5 y x6), se les agrega 127 para tener siempre datos
positivos. El rango de valores para todas las siete caracteŕısticas empleadas oscila desde 0 y
255, es decir 0 ≤ xi ≤ 255.
Adicionalmente se hizo un estudio de la capacidad discriminante, es decir de la capacidad
de separar lo más nitidamente posible las clases existentes. Para ello se utilizo la relación de







La relación de Fisher cuantifica simultáneamente la separación interclases y la fiabilidad
interna de las clases. Entendiendo la fiabilidad como el hecho de que los objetos de una misma
clase deberán presentar la menor dispersión posible, menor varianza. Una caracteŕıstica
será tanto más discriminante cuanto mayor sea su relación de Fisher. Es decir, interesa que
la distancia de las medias de dos clases sea elevada y, al mismo tiempo, que la varianza de
ambas clases sea lo menor posible.
En las Tablas 12-8, 12-9, 12-10, 12-11 y 12-12, se presenta la relación de Fisher de
cada una de las clases medida para cada caracteŕıstica. En la Tabla 12-8 se aprecia que
la caracteŕıstica que mejor diferencia a la clase 1 de la clase 2, es x2, teniendo también
buen desempeño x7, x3 y x1. Entre la clase 1 y la clase 3 la caracteŕıstica que tiene mejor
desempeño es x3, seguida de x7 y x2. Entre la clase 1 y la clase 4 la caracteŕıstica que posee
la mayor discriminalidad es x5, teniendo también buen desempeño x6 y x2. De igual manera,
la caracteŕıstica que mejor se comporta para diferenciar la clase 1 y la clase 5 es x7, seguida
de x3 y x1. Y finalmente, para diferenciar la clase 1 de la clase 6, la caracteŕıstica que tiene
mejor desempeño es x3, también teniendo buen comportamiento x7 y x1.
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En la Tabla 12-13 se presenta la relación de Fisher entre clases. En dicha tabla se observa que
la distancia entre las clases es significativa siendo las caracteŕısticas utilizadas discriminantes.
Sólo existe una distancia pequeña entre la clase 3 y la 6.
La segmentación y clasificación se realizaron simultáneamente ṕıxel a ṕıxel en la imagen
aplicando tres clasificadores los cuales se describen en la siguiente sección.
4.3. Clasificador Bayesiano
El clasificador Bayesiano es un clasificador probabiĺıstico basado en el teorema de Bayes que
asume independencia entre las variables predictoras. El clasificador Bayes normal es un clasi-
ficador simple que asume que el vector caracteŕısticas tiene una distribución normal, es decir
asume que la función de distribución es Gausiana. Utilizando los datos del entrenamiento el
algoritmo estima las medias y la matriz de covarianza por clase, y utiliza éstos valores para
las predicciones.
4.3.1. Teorema de Bayes
El teorema de Bayes expresa la probabilidad condicional de un evento aleatorio A dado B en
términos de la distribución de probabilidad condicional del evento B dado A y la distribución
de probabilidad condicional marginal de sólo A. Formalmente podemos expresar el teorema
diciendo que {A1, A2, ..., Ai, ..., An} son un conjunto de sucesos excluyentes y exhaustivos y
tales que la probabilidad de cada uno de ellos es distinta de cero. Sea B un suceso cualquiera
del que se conocen las probabilidades condicionales P (B | Ai). Entonces la probabilidad
P (Ai | B) viene dada por la Ecuación 4-2.
P (Ai | B) =




P (Ai) son las probabilidades a priori.
P (B | Ai) es la probabilidad de B en el caso que se de Ai.
P (Ai | B) son las probabilidades a posteriori.
4.4. Clasificador Fuzzy c-means.
El algoritmo de agrupamiento borroso Fuzzy c-means es frecuentemente utilizado en el re-
conocimiento de patrones [73, 74]. Éste método permite que un mismo conjunto de datos
pertenezca a más de una clase y esta basado en la minimización de una función de costo (ver
40 4 Segmentación, clasificación y evaluación de resultados
Ecuación 4-4). A continuación presentamos el modelo básico del algoritmo.
Sea X = (x1,x2, ...,xn) un conjunto de n vectores de caracteŕısticas en el espacio R
p. Donde
p representa el número de caracteŕısticas de cada vector. Dado X, decimos que existe c sub-
conjuntos borrosos o grupos (clusters) donde {µik = µi(xk), 1 ≤ k ≤ n, 1 ≤ i ≤ c} satisfacen
las tres condiciones siguientes:









µik < n 1 ≤ i ≤ c. (4-3c)
Donde µik es la función de pertenencia del vector xk al grupo i. El algoritmo Fuzzy c-means








µmik ‖ xk − vi ‖2 (4-4)
Donde n es el número de datos, c es número de grupos o clases, donde xk es el k-ésimo
vector de la muestra, vi es el vector que ubica el centro del i-ésimo grupo y m es una
constante mayor que uno. Las funciones de pertenencia a un determinado grupo se hallan





(‖ xk − vi ‖





La minimización de la función costo (Ecuación 4-4) es un problema de optimización no
lineal que se puede solucionar utilizando varios métodos entre los que podemos mencionar:
minimización iterativa, “recocido simulado” y algoritmos genéticos. Pero el método más
habitual es el algoritmo FCM. La suficiencia de las Ecuaciones 4-5 y 4-8 para minimizar
la función costo y la convergencia del algoritmo FCM fue demostrado por Bezdek [75]. El
proceso de resolución de la función costo es iterativo y puede caer en mı́nimos locales, dado
que dicha función mide distancias y valores de pertenencia.
El algoritmo se inicia considerando un número de grupos c y escogiendo aleatoriamente los
centros vi con i = 1, 2, ..., c. El método converge a una solución para los vectores vi que
representan un mı́nimo local o un punto de silla de la función costo. Los siguientes pasos
implementan el algoritmo:
Paso 1 Se inicializan las constantes c, m y ǫ tales que cumplen las condiciones:
1 ≤ c ≤ n. (4-6a)
0 ≤ m ≤ ∞. (4-6b)
0 < ǫ < 1. (4-6c)
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Paso 2 Se calculan o proponen aleatoriamante los centroides iniciales.
V0 = (v1,0,v2,0, ...,vc,0) ∈ Rp (4-7)
Paso 3 Se actualizan los valores de las funciones de pertenencia µik utilizando la ecuación
4-5.









La ecuación 4-8 da los centroides como la media ponderada del conjunto de datos que
pertenecen a un grupo, donde los pesos son el grado de pertenencia. Debido a ésto el
algoritmo se llama c-means.





‖ vi,t − vi,t−1 ‖2 (4-9)
Si Et ≤ ǫ se detiene la rutina, de lo contrario se repite los pasos del 3 al 5. De igual
manera se puede detener el algoritmo si t alcanza el numero máximo de iteraciones.
Para nuestro caso, el vector caracteŕısticas esta en el espacio R7. De igual manera utilizamos
el clasificador Fuzzy c-means como un clasificador supervisado, es decir partimos de conocer
el número de clases. En nuestro algoritmo el valor de c es de cinco (c = 5). Se tomó también
m = 2, ǫ = 0,0001 y el número máximo de iteraciones de 2000. El algoritmo FCM se lanzo
cincuenta (50) veces con un número de iteraciones promedio de 85 para la convergencia. Los
centroides iniciales los obtenemos de hallar la media de cada caracteŕıstica en cada clase,
es decir que para los centros iniciales de cada clase tomamos la media de los valores de
entrenamiento.
4.5. Redes Neuronales Artificiales. El Perceptrón
Multicapa.
En el proceso de segmentación y clasificación de las imágenes SAR filtradas, se implemento
una red neuronal artificial (RNA) con la siguiente arquitectura: siente (7) nodos en la capa
de entrada (L1), ocho (8) neuronas en la capa oculta (L2) y cinco (5) neuronas en la capa
de salida, L3 (ver Figura 4-4). Todas las neuronas tienen como función de transferencia la





42 4 Segmentación, clasificación y evaluación de resultados
Sea xi la variable de entrada, donde 1 ≤ i ≤ 7, es decir el vector de entrada es de dimensión




(wjixi + bj) con la función de activación
ϕj =
β (1− e−αvj )
(1 + e−αvj )




(Wkjϕj + Bk) con la función de activación yk =
β (1− e−αuk)
(1 + e−αuk)
, donde 1 ≤ k ≤ 5. El
error de cada salida es ek = dk − yk, donde dk es la respuesta deseada de la neurona k,






e2k. En nuestro caso tomamos α = 1, y β = 1 en
todas las capas y se tomó como criterios de parada del algoritmo cien iterciones (100) o un
error de ǫ = 0,0001. La red se entrenó utilizando el algoritmo de propagación hacia atrás
(backpropagation). En éste se compara la la salida real con la salida deseada. La diferencia
entre ambas constituye un error que se propaga hacia atrás desde la capa de salida hasta
la entrada permitiendo la adaptación de los pesos de las neuronas intermedias mediante el
método del gradiente descendiente.
Los incrementos en los pesos para la capa tres son: △Wkj = −η1
∂ε
∂Wkj

















































, 1 ≤ j ≤ 8 y 1 ≤ i ≤ 7. (4-17)


















































































Utilizando las identidades conocidas en los pasos anteriores podemos escribir la ecuación
































Para nuestro caso tomamos el valor de η1 = η2 = 0,1. Adicionalmente realizamos un estudio
del rendimiento de la red neuronal. Se investigó el efecto que teńıa el número de neuronas de
la capa oculta sobre la razón de verdaderos positivos (RVP). Encontramos que la variación
del rendimiento de la red es pequeño al aumentar el número de neuronas en la capa oculta
(ver Figura 4-3). Por lo tanto se optó trabajar con ocho (8) neuronas en la capa oculta.
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Figura 4-4: Perceptron multicapa.
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4.6. Evaluación de resultados.
En un primer paso en la evaluación de los clasificadores, construimos 8 imágenes sintéticas
con ṕıxeles tomados de la imagen real. Se seleccionaron regiones homogéneas de la imagen
SAR y se construyó con éstas, las imágenes artificiales utilizando cinco mil ṕıxeles de cada
una de las cinco clases (en un primer momento no incluimos la clase 6 de pastizales). Cada
clase en las imágenes se representó con una región de 25× 25 ṕıxeles (ver Figura 4-5 (a)).
Para evaluar el desempeño de los clasificadores utilizamos la matriz de confusión, la cual
nos permite observar si el sistema se está equivocando. Utilizando la imagen de plantilla
(imagen de referencia, valores reales, Figura 4-5 (b) ), se compara ṕıxel a ṕıxel con la
imagen clasificada, y en la matriz de confusión se registra a que clase corresponde cada
ṕıxel según el clasificador y según la plantilla. Las imágenes se filtraron con el filtro de
Lee utilizando nuestra propuesta de ventana adaptativa. En el Anexo 2 se presentan las
matrices de confusión de las imágenes. Con los datos de la matriz de confusión se calculan
los valores con los que se caracteriza el clasificador, es decir: la Sensibilidad, la Especificidad
y la Exactitud (ver anexo 5). En las Tablas 4-3, 4-4 y 4-5 se presentan los valores promedios
de los ı́ndices por clase y la desviación estándar de los mismos.
Como se observa en las Tablas 4-3, 4-4 y 4-5 el rendimiento de cada clasificador vaŕıa de
una clase a otra. Para la clase 1, el mayor valor de la sensibilidad lo tiene la red neuronal,
con una desviación estándar de 18, 7. De igual manera el clasificador Perceptrón Multicapa
presenta mejor desempeño, en su relación de verdaderos positivos, en las clases 2, 3 y 4. Para
la clase 5 el mejor desempeño lo tuvo el clasificador Fuzzy c-means, llegando a tener un valor
de σV PR = 1,2, el más bajo de todos los clasificadores. Podemos observar que en promedio
el mejor desempeño lo tiene el clasificador Perceptrón Multicapa con un valor para el ı́ndice
V PR de 86,3%.
En las mismas tablas mencionadas anteriormente, se aprecia que la razón de verdaderos
negativos de cada clase para el clasificador Perceptrón Multicapa y el clasificador Fuzzy





En las Figuras 4-7 y 4-8 se presentan imágenes clasificadas sin previo filtrado. Las Figuras
4-7 (a) y 4-8 (a) son las imágenes ruidosas a clasificar. Los resultados de la clasificación
utilizando los tres clasificadores se observan en las Figuras 4-7 (b), (c) y (d) y en las Figuras
4-8 (b), (c) y (d). Estos resultados muestran que clasificar las imágenes sin filtrar produce
un rendimiento inaceptable.
Evaluación de resultados, imagen sintética, incluyendo la clase 6.
Evaluamos nuevamente el desempeño de los clasificadores incluyendo, en una imagen sintética
una sexta clase relacionada con pastizales. Esta nueva imagen se construyó con un total de
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(a) Imagen sintética 1.
(b) Plantilla.
(c) Clasificada. Bayes.
(d) Clasificada. Fuzzy c-means.
(e) Clasificada. Perceptrón multicapa.
Figura 4-5: Imagen sintética 1 clasificada.
Tabla 4-3: Caracteŕısticas. Clasificador Perceptrón Multicapa. Cinco clases. Promedios.
VPR σV PR VNR σV NR ACC σACC
Clase 1 67,8% 18,7 99,7% 0,4 93,3% 3,8
Clase 2 94,7% 1,9 98,1% 0,7 97,4% 0,9
Clase 3 95,8% 3,9 90,4% 4,1 91,5% 3,7
Clase 4 95,2% 3,7 96,0% 3,1 95,8% 2,5
Clase 5 78,2% 11,6 98,5% 1,5 94,4% 2,2
Promedio 86,3% 8,0 96,5% 2,0 94,5% 2,6
VPR⇒ Sensibilidad; VNR⇒ Especificidad; ACC⇒ Exactitud.
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Tabla 4-4: Caracteŕısticas. Clasificador Bayesiano. Cinco clases. Promedios.
VPR σV PR VNR σV NR ACC σACC
Clase 1 65,1% 17,6 96,6% 3,2 90,4% 4,5
Clase 2 93,7% 2,3 88,4% 4,4 89,5% 3,3
Clase 3 91,4% 8,2 87,7% 7,3 88,4% 6,9
Clase 4 55,5% 24,2 97,7% 1,8 89,2% 5,2
Clase 5 69,9% 12,7 98,2% 1,9 92,6% 3,7
Promedio 75,1% 13,0 93,7% 3,7 90,0% 4,7
VPR⇒ Sensibilidad; VNR⇒ Especificidad; ACC⇒ Exactitud.
Tabla 4-5: Caracteŕısticas. Clasificador Fuzzy c-mean. Cinco clases. Promedios.
VPR σV PR VNR σV NR ACC σACC
Clase 1 65,7% 18,3 99,7% 0,4 92,9% 3,7
Clase 2 83,4% 5,8 98,9% 0,04 95,8% 1,1
Clase 3 80,0% 15,3 90,5% 4,1 88,4% 6,0
Clase 4 73,5% 17,5 99,2% 0,9 94,0% 3,5
Clase 5 94,9% 1,2 85,9% 8,4 87,7% 6,5
Promedio 79,5% 11,6 94,8% 2,7 91,8% 4,2
VPR⇒ Sensibilidad; VNR⇒ Especificidad; ACC⇒ Exactitud.
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30,000 ṕıxeles reales distribuidos en doce regiones de 50×50 ṕıxeles. De cada clase se tomaron
5000 ṕıxeles (ver Figura 4-9 (a)).
En la Figura 4-9 se presentan las imágenes clasificadas utilizando: el clasificador Bayesiano,
Figura 4-9 (b); el clasificador Fuzzy c-means, Figura 4-9 (c); y el clasificador Perceptrón
Multicapa, Figura 4-9 (d). Las matrices de confusión para el clasificador Fuzzy c-means y
para el Perceptrón Multicapa se pueden observar en el anexo 2, ver tablas 8-29 y 8-30,
respectivamente. Las caracteŕısticas medidas para estos dos clasificadores se encuentran en
las Tablas 12-3 y 12-4, para imágenes filtradas con el filtro de Lee.
El clasificador Bayesiano presenta confusión principalmente entre: la clase 1 y la 6; entre la
2 y la 6; entre la clase 3 y la clase 6; entre la clase 4 y la 2; entre la clase 5 y la clase 6;
y entre la clase 6 y la 1. El mejor desempeño del clasificador Bayesiano para reconocer los
ṕıxeles de una región se encuentran para la clase 2, y el desempeño más bajo se tiene con
la clase 4. El mejor desempeño del clasificador Bayesiano para excluir ṕıxeles que no son de
una clase, se presenta para la clase 5 (ver Tabla 12-1).
Por otra parte, el clasificador Fuzzy c-mean presenta confusión principalmente entre: la clase
1 y la 3; entre la clase 2 y la clase 5; entre la clase 3 y la 5; entre la clase 4 y la 5; entre la
clase 5 y la 6; y entre la clase 6 y la 1. El mejor desempeño del clasificador Fuzzy c-means
para reconocer ṕıxeles de una región se encuentran para la clase 5 y el desempeño más bajo,
para la clase 1. El mejor desempeño del clasificador para excluir ṕıxeles que no son de una
clase se presenta para la clase 2 (ver Tabla 8-29).
De igual manera, el clasificador Perceptrón Multicapa presenta confusión principalmente en-
tre: la clase 1 y la 6; entre la clase 2 y la clase 6; entre la clase 3 y la 2; entre la clase 4 y
la 3; entre la clase 5 y la 6; y entre la clase 6 y la 1. El mejor desempeño del clasificador
Perceptrón Multicapa para reconocer ṕıxeles de una región se encuentran para la clase 2 y
el desempeño más bajo, para la clase 6. El mejor desempeño del clasificador para excluir
ṕıxeles que no son de una clase se presenta con la clase 4 (ver Tabla 8-30).
El desempeño de los clasificadores varia dependiendo de la clase examinada. De éste estu-
dio podemos concluir que el algoritmo Fuzzy c-means tiene mejor desempeño en promedio,
ésto utilizando como criterio el valor de la Sensibilidad ( o Relación de Verdaderos Pos-
itivos VPR), la Especificidad (o Relación de Verdaderos Negativos VNR) y la Exactitud
(ver Tablas 12-2, 12-3 y 12-4). Esta última, para el clasificador Fuzzy c-mean presenta en
promedio (con todas las clases), valores mayores al 94%.
Clasificador mixto
Buscando mejorar los resultados realizamos una nueva clasificación por votación utilizando
los resultados de los tres clasificadores. La clasificación definitiva de pertenencia de cada
ṕıxel se hizo considerando el voto de los tres clasificadores, es decir si dos de ellos coincid́ıan
se tomaba esa decisión como cierta. Si la clasificación de los tres algoritmos es diferente se
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(a) Original 1. (b) Original 2. (c) Original 3. (d) Original 4.
(e) Plantilla 1. (f) Plantilla 2. (g) Plantilla 3. (h) Plantilla 4.
(i) Bayes 1. (j) Bayes 2. (k) Bayes 3. (l) Bayes 4.
(m) Fuzzy 1. (n) Fuzzy 2. (o) Fuzzy 3. (p) Fuzzy 4.
(q) Perceptrón 1. (r) Perceptrón 2. (s) Perceptrón 3. (t) Perceptrón 4.
Figura 4-6: Imágenes reales clasificadas. Cinco clases.
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(a) Original 1. (b) Bayes. (c) Fuzzy. (d) Perceptrón.
Figura 4-7: Imagen real clasificada sin filtrado. Cinco clases.
(a) Imagen sintética. (b) Bayes.
(c) Fuzzy c-means. (d) Perceptrón Multicapa.
Figura 4-8: Imagen sintética clasificada sin filtrado. Seis clases.
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utilizo un criterio de probabilidades con la información de las Tablas 12-2, 12-3 y 12-4. En
la Tabla 12-5 se consignan los valores de los coeficientes resultantes de la clasificación por
Votación, y en la Figura 4-10 (b) se presenta la imagen clasificada por Votación. En la Tabla
8-31 se presenta la matriz de confusión para la clasificación por votación. Se encuentra una
mejora de la clasificación con el algoritmo de Votación, en especial para la clase 1 y 6. En
promedio la clasificación por Votación tiene mejores resultados.
4.7. Segmentación de imágenes reales de RADARSAT-2.
En una etapa final, después de entrenar y evaluar los clasificadores con imágenes sintéticas,
medimos su desempeño con cuatro imágenes reales. En las Figuras 4-6 (a), (b), (c) y (d) se
presentan las cuatro imágenes originales a filtrar y clasificar. En éste punto utilizamos los
clasificadores entrenados para discernir sobre cinco clases. En las Figuras 4-6 (e), (f), (g) y
(h) se presentan las imágenes clasificadas por el experto, las que se utilizan como plantilla
en el proceso de evaluación de los clasificadores. Todas las imágenes son filtradas utilizando
el filtro de Lee y la propuesta presentada en ésta investigación de ventana adaptativa. En
las Figuras 4-6 (i), (j), (k) y (l) se presenta la clasificación realizada por el clasificador
Bayesiano. En las Figuras 4-6 (m), (n), (o) y (p) se presenta el resultado del clasificador
Fuzzy c-means y en las Figuras 4-6 (q), (r), (s) y (t) encontramos la clasificación con la
red neuronal. Las Tablas 4-6, 4-7 y 4-8 se encuentran los resultados de las medidas de la
sensibilidad, especificidad y la exactitud para el clasificador Bayesiano, el Fuzzy c-means
y el Perceptrón Multicapa, respectivamente. Como se mencionó anteriormente, se observa
que el rendimiento de los clasificadores vaŕıa de una clase a otra, al igual que la desviación
estándar. El clasificador que tuvo el mejor desempeño con la imagen real fue la red neuronal.
Al comparar las imágenes clasificadas con los tres clasificadores, pero teniendo en cuenta
la sexta clase relacionada con pastizales (Figura 7-11), encontramos que los clasificadores
presentan mayor confusión. La Figura 7-11 (a) se presenta la zona seleccionada de la imagen
real; la Figura 7-11 (b) muestra la imagen filtrada; la Figura 7-11 (c) presenta la imagen
clasificada utilizando el clasificador Bayesiano; la Figura 7-11 (d) la imagen clasificada con
la red neuronal; la Figura 7-11 (e) la imagen clasificada con el algoritmo Fuzzy c-means y
la Figura 7-11 (f) la imagen clasificada con el algoritmo mixto, por Votación.
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Tabla 4-6: Imagen real. Clasificador Bayesiano. Cinco clases.
VPR σV PR VNR σV NR ACC σACC
Clase 1 37,3% 20,1 89,1% 2,8 78,6% 8,0
Clase 2 79,3% 23,4 94,9% 1,5 94,3% 0,9
Clase 3 91,3% 3,9 82,9% 3,6 85,5% 5,6
Clase 4 11,4% 5,9 94,6% 2,6 88,7% 3,2
Clase 5 75,5% 7,8 94,9% 1,2 91,5% 2,6
Promedio 59,0% 12,2 91,3% 2,3 87,7% 4,1
VPR⇒ Sensibilidad; VNR⇒ Especificidad; ACC⇒ Exactitud.
Tabla 4-7: Imagen real. Clasificador Fuzzy c-means. Cinco clases.
VPR σV PR VNR σV NR ACC σACC
Clase 1 44,1% 16,5 97,8% 1,2 86,1% 4,5
Clase 2 36,3% 27,3 99,9% 0,1 96,6% 0,3
Clase 3 87,4% 5,0 71,4% 4,8 78,4% 4,0
Clase 4 39,9% 9,6 97,6% 1,0 91,1% 3,0
Clase 5 68,2% 15,1 86,8% 2,1 82,9% 4,8
Promedio 55,2% 14,7 90,7% 1,8 87,0% 3,3
VPR⇒ Sensibilidad; VNR⇒ Especificidad; ACC⇒ Exactitud.
Tabla 4-8: Imagen real. Clasificador Perceptrón. Cinco clases.
VPR σV PR VNR σV NR ACC σACC
Clase 1 91,4% 9,3 97,0% 4,9 93,8% 4,0
Clase 2 84,6% 26,5 99,9% 0,1 99,4% 1,0
Clase 3 99,9% 0,1 95,3% 4,7 96,4% 3,6
Clase 4 92,5% 4,4 99,1% 1,1 98,1% 0,7
Clase 5 86,5% 17,0 98,5% 0,6 95,2% 4,4
Promedio 91,0% 11,5 97,9% 2,3 96,6% 2,7
VPR⇒ Sensibilidad; VNR⇒ Especificidad; ACC⇒ Exactitud.
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(a) Imagen sintética. (b) Bayes.
(c) Fuzzy c-means. (d) Perceptrón Multicapa.
Figura 4-9: Plantilla e Imágenes clasificadas. Filtro Lee.
(a) Plantilla. (b) Votación.
Figura 4-10: Imagen clasificada por Votación. Filtro Lee.
5 Conclusiones
5.1. Introducción
En el presente caṕıtulo presentamos los resultados finales y las conclusiones de nuestra inves-
tigación. Primero presentamos las conclusiones generales y luego analizamos los resultados
del proceso de filtrado de las imágenes con ruido speckle y finalmente presentamos las con-
clusiones de la segmentación y la clasificación de las imágenes de RADARSAT-2.
5.2. Conclusiones generales
Dentro de las conclusiones generales podemos citar:
Si es posible realizar una clasificación automática de los estados de desarrollo del arroz
a partir de imágenes generadas con el Radar de Apertura Sintética.
Utilizando las imágenes de RADARSAT-2 es viable identificar los diferentes estados
de desarrollo del cultivo de arroz.
Se requiere, necesariamente antes de cualquier proceso de segmentación o clasificación
de las imágenes SAR, realizar una etapa de filtrado para eliminar el ruido speckle.
El rendimiento en la etapa de filtrado mejora considerablemente al utilizar el algoritmo
de ventana adaptativa propuesto en ésta investigación.
Los filtros que tienen mejor desempeño, en el filtrado de las imágenes SAR son: el filtro
Lee, el de Frost, el Mediana y el MediaModaNa.
El desempeño de los clasificadores vaŕıa de acuerdo a la clase examinada, teniendo en
ciertas clases mejor desempeño unos clasificadores que otros.
El mejor desempeño (en promedio), de los clasificadores utilizados se obtuvo para la
red neuronal artificial, esto en el caso que se seleccionaron cinco clases.
En la imagen real SAR, en las regiones que hay presencia de cultivos de arroz, la sexta
clase hace que los clasificadores presenten mayor confusión.
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Cuando tenemos en cuenta la sexta clase, el algoritmo de clasificación mixto prop-
uesto, que considera los resultados de los tres clasificadores empleados, (Fuzzy c-means,
Bayesiano y el Perceptrón Multicapa), en promedio da mejores resultados.
Es posible realizar un clasificador automático de los estados de desarrollo del cultivo de
arroz a partir de imágenes de RADARSAT-2, utilizando en todas sus etapas software
libre.
5.3. Resultados del filtrado de las imágenes con ruido
speckle.
En el presente estudio proponemos un método novedoso para calcular el tamaño de la ven-
tana de proceso en el filtrado de imágenes con ruido speckle. Nuestra propuesta de ventana
adaptativa se basa en la comparación de las regiones de estudio, la ventana y su peŕımetro
utilizando los momentos invariantes de Hu. Evaluamos el rendimiento de varios filtros de uso
corriente utilizando cuatro criterios. El desempeño de los filtros se mide hallando la relación
señal a ruido, el ı́ndice de mejora de contornos, el error cuadrático medio y el tiempo de pro-
ceso. Adicionalmente, proponemos un nuevo algoritmo de filtrado, el Filtro MediaModaNa
(MMN) para procesar las imágenes con ruido speckle. Ponderamos los resultados definien-
do una función de compromiso para cada imagen y para cada porcentaje de ruido de las
imágenes sintéticas. Acorde con la evaluación que hicimos los filtros de Lee, Mediana, Moda,
Frost y MediaModaNa presentan los mejores resultados. Utilizando el criterio de la Función
de Compromiso, observamos que el desempeño de todos filtros se ve incrementado al utilizar
el método propuesto por nosotros de ventana adaptativa.
La relación señal a ruido en una determinada imagen disminuye al aumentar el porcentaje
de ruido en ésta, pero a su vez, los valores de SNR se ven incrementados al aumentar el
tamaño de la ventana de proceso. El ı́ndice de mejora de contornos decae al aumentar el
tamaño de la ventana.
Un aumento del tamaño de la ventana de proceso ocasiona el incremento del error cuadrático
medio. Para todos los porcentajes de ruido en las imágenes los mejores resultados se obtienen
para ventanas pequeñas. Observamos que al aumentar el porcentaje de ruido en las imágenes
el valor de RMSE también aumenta. Para todos los filtros el tiempo de proceso se ve incre-
mentado al utilizar nuestra propuesta de ventana adaptativa, pero el desempeño medido con
la Función de Compromiso se ve incrementado.
Las imágenes de radar no presentan fronteras claramente definidas, éste hecho dificulta iden-
tificar fielmente los contornos; además las regiones que se pueden llamar homogéneas tiene
gran variabilidad de color. Los filtros de Lee, Frost y Mediana dieron buenos resultados y
nuestra propuesta, el Filtro MediaModaNa presentó un buen desempeño con las imágenes
reales.
56 5 Conclusiones
El filtro de Lee requiere información de la desviación estándar del ruido, éste hecho se con-
vierte en una desventaja del algoritmo. En la imágenes reales se vuelve dif́ıcil determinar
regiones homogéneas y hacer estimativos de la varianza del ruido. También suponer distribu-
ciones normales en las áreas homogéneas no es una aproximación confiable.
5.4. Resultados de la segmentación y la clasificación.
Luego de la segmentación y clasificación de las imágenes con los tres clasificadores utilizados
en nuestro trabajo (el algoritmo Fuzzy c-means, el clasificador Bayesiano y la red neuronal),
encontramos que el rendimiento de los mismos vaŕıa de una clase a otra. Para el caso que
se entrenaron los clasificadores para discernir sobre cinco clases, el mejor desempeño para
seleccionar los ṕıxeles de una determinado estado de desarrollo del cultivo de arroz lo tuvo el
clasificador Perceptron Multicapa con un 95,5% en la clase 3. El mejor desempeño del clasi-
ficador Bayesiano lo tuvo en la clase 2, con un rendimiento del 93,7%, y para el clasificador
Fuzzy c-means el mejor desempeño lo alcanzó en la clase 5 con un rendimiento del 94,9% (ver
Tablas 4-3, 4-4 y 4-5). En promedio el mejor desempeño lo tuvo el clasificador Perceptron
Multicapa con un rendimiento de: V PR = 86,3%, V NR = 96,5% y ACC = 94,5%.
Cuando procesamos las imágenes reales encontramos que el rendimiento del clasificador
Perceptrón Multicapa es mejor que el clasificador Bayesiano y el Fuzzy c-means, logrando
valores de sensibilidad del orden del 91,0%; especificidad de 97,9% y exactitud de 96,6%.
Adicionalmente realizamos un estudio de la red neuronal mirando la influencia del numero de
neuronas en la capa oculta en el rendimiento del clasificador. En la Tabla 12-6 se encuentra
los valores de la sensibilidad (VPR) para diferentes valores de neuronas en la capa oculta.
En la Figura 4-3 se aprecia el comportamiento de la sensibilidad al variar el número de
neuronas de la capa oculta para cada clase. Como se aprecia en la Figura 4-3 la razon de
verdaderon positivos no se ve afectada significativamente al variar el número de neuronas en
la capa oculta.
Cuando consideramos la sexta clase, relacionada con pastizales, se observa que el valor de
la sensibilidad es mayor para el clasificador Fuzzy c-mean con un porcentaje del 82, 5. Para
los tres clasificadores hallamos que la razón de verdaderos negativos (especificidad), presen-
tan valores en promedio mayores al 94% y además, se observa que los tres clasificadores
poseen una exactitud mayor al 91%. De éste estudio podemos concluir que el algoritmo
Fuzzy c-means tiene mejor desempeño en promedio (ver Tablas 12-2, 12-3 y 12-4). Con el
clasificador mixto se logra una pequeña mejoŕıa del desempeño.
La introducción de la sexta clase, relacionada con pastizales ocasiona que los clasificadores
se confundan en las zonas donde hay solamente cultivos de arroz, es decir, el desempeño de
los clasificadores decae cuanto tenemos en cuenta ésta clase.
6 Futuros trabajos.
El estudio de las imágenes del radar de apertura sintética es un campo relativamente nuevo
de investigación a nivel mundial, y un área novedosa de investigación para nuestro páıs.
Debido a las ventajas que posee las imágenes de radar, como poder capturar información de
la superficie de la Tierra a cualquier hora del d́ıa y prácticamente con cualquier condición
atmosférica, son un importante material de estudio para nuestra nación debido precisamente
a las condiciones especiales de nuestra geograf́ıa. Las imágenes SAR aportan datos que no
pueden ser capturados por sensores ópticos y pueden ser utilizadas para la investigación
en diferentes áreas. Aunando esfuerzos entre la Universidad Nacional de Colombia y el In-
stituto Geográfico Agust́ın Codazzi (IGAC) se pueden adelantar importantes proyectos de
investigación utilizando las imágenes de radar.
7 Anexo 1. Gráficas
7.1. Introducción
En éste anexo presentamos algunas de las gráficas elaboradas que se han utilizado para el
análisis de los resultados, tanto del filtrado de las imágenes como del proceso de clasificación.
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(a) Frost. K=0,03. (b) Mediamodana.
(c) Lee. σ = 6. (d) Media. N=11.
(e) Mediana. N=11. (f) Gauss. N=11.
(g) Moda. (h) M3. N=11.
Figura 7-1: Imágenes filtradas ventana fija N = 11, ruido de 5%.
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Figura 7-2: SNR vs Ruido. Filtro de Frost K = 0, 03.




















































Figura 7-3: SNR vs Ruido. Filtro MediaModaNa.
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Figura 7-4: EEI vs Ruido. Filtro de Frost K = 0,03.












































Figura 7-5: EEI vs Ruido. Filtro MediaModaNa.
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Figura 7-6: RMSE vs Ruido. Filtro de Frost K = 0, 03.


















































Figura 7-7: RMSE vs Ruido. Filtro MediaModaNa.
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Figura 7-9: Función de Compromiso vs Umbral. Filtro MediaModaNa.
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(d) Filtro Moda Canal 1. (e) Filtro Moda Canal 2. (g) Filtro Moda Canal 3.
(d) Filtro Frost Canal 1. (e) Filtro Frost Canal 2. (g) Filtro Frost Canal 3.
(d) Filtro MMN Canal 1. (e) Filtro MMN Canal 2. (g) Filtro MMN Canal 3.
Figura 7-10: Histogramas. Clase 3. Parte II.
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(a) Imagen original. (b) Imagen filtrada.
(c) Bayes. (d) Perceptrón Multicapa.
(e) Fuzzy c-means. (f) Votación.
Figura 7-11: Imagen Real clasificada. Seis clases.
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Figura 7-12: SNR vs Ventana. Filtro Lee σn = 6. Ruido 30%.









Figura 7-13: EEI vs Ventana. Filtro de Lee σn = 6. Ruido 30%.
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Figura 7-14: RMSE vs Ventana. Filtro de Lee σn = 6. Ruido 30%.
8 Anexo 2. Tablas I.
8.1. Introducción
En esta sección y en el Anexo 6, se presentan las tablas de resultados. Se elaboran tablas
de resultados de los cuatro indicadores escogidos para evaluar el desempeño de los filtros.
Se reportan mediciones para filtrado con ventana fijas de tamaños N=3 hasta N=11, y
para ventanas de tamaño adaptativo. Se presentan también las matrices de confusión que
se hallaron para evaluar el desempeño de los clasificadores y tablas con los parámetros
estad́ısticos de medición del desempeño de los clasificadores.
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Tabla 8-1: Ī0 = 255. Ventana adaptativa. Ruido 5%. Umbral = 0,10.
Filtro SNR EEI RMSE Tiempo (s)
Lee (σn = 0,3) 33,76 1,07 22,05 5,71
Lee (σn = 0,5) 49,47 1,08 22,29 5,68
Lee (σn = 1,5) 56,27 1,09 24,52 5,67
Lee (σn = 3,5) 56,46 1,09 26,28 5,66
Lee (σn = 6,0) 56,47 1,09 26,56 5,66
Media 56,48 1,09 26,71 5,61
Mediana 51,56 1,12 12,75 14,69
Moda ∞ 1,22 28,73 10,29
Kuan1(σn = 0,3) 34,12 1,07 20,28 5,65
Kuan1(σn = 0,5) 49,67 1,08 20,84 5,64
Kuan1(σn = 1,5) 56,29 1,09 23,89 5,62
Kuan1(σn = 3,5) 56,47 1,09 24,89 5,62
Kuan1(σn = 6,0) 56,48 1,09 25,06 5,62
Kuan2 0,85 0,81 139,12 5,67
Gamma 5,91 0,36 123,49 5,83
Frost(K = 0,03) 56,44 1,09 25,12 13,08
Frost(K = 0,30) 56,28 1,09 24,63 13,07
Frost(K = 0,50) 56,08 1,09 24,24 13,15
Frost(K = 1,50) 54,24 1,09 22,22 13,06
Frost(K = 6,00) 36,21 1,07 19,94 13,66
Oddy(α = 0,5) 56,48 1,09 20,34 9,90
Oddy(α = 0,9) 56,48 1,09 23,51 10,55
Oddy(α = 1,2) 56,48 1,09 25,17 10,82
Geométrico 51,71 1,10 31,69 10,83
MediaModaNa (MMN) 87,65 1,14 19,81 48,41
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Tabla 8-2: Ī0 = 255. Ventana adaptativa. Ruido 10%. Umbral = 0,10.
Filtro SNR EEI RMSE Tiempo (s)
Lee (σn = 0,3) 14,36 1,09 30,13 5,48
Lee (σn = 0,5) 24,98 1,11 29,06 5,47
Lee (σn = 1,5) 36,45 1,11 30,21 5,46
Lee (σn = 3,5) 36,88 1,11 31,59 5,48
Lee (σn = 6,0) 36,88 1,11 31,80 5,47
Media 36,87 1,11 31,92 5,50
Mediana 33,20 1,16 18,87 14,34
Moda ∞ 1,31 28,52 10,10
Kuan1(σn = 0,3) 14,72 1,09 28,77 5,48
Kuan1(σn = 0,5) 25,46 1,11 27,92 5,49
Kuan1(σn = 1,5) 36,46 1,11 29,72 5,49
Kuan1(σn = 3,5) 36,88 1,11 30,45 5,47
Kuan1(σn = 6,0) 36,88 1,11 30,59 5,49
Kuan2 0,88 0,88 137,07 5,49
Gamma 4,07 0,36 127,75 5,50
Frost(K = 0,03) 36,85 1,11 30,62 12,54
Frost(K = 0,30) 36,53 1,11 30,28 12,54
Frost(K = 0,50) 36,22 1,11 30,01 12,48
Frost(K = 1,50) 33,68 1,11 28,63 12,39
Frost(K = 6,00) 16,54 1,09 28,46 12,41
Oddy(α = 0,5) 36,87 1,11 27,46 8,48
Oddy(α = 0,9) 36,87 1,11 29,65 8,55
Oddy(α = 1,2) 36,87 1,11 30,66 9,42
Geométrico 32,07 1,11 38,68 10,01
MediaModaNa (MMN) 57,62 1,20 21,80 47,05
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Tabla 8-3: Ī0 = 255. Ventana adaptativa. Ruido 20%. Umbral = 0,10.
Filtro SNR EEI RMSE Tiempo (s)
Lee (σn = 0,3) 6,22 1,05 44,57 5,37
Lee (σn = 0,5) 10,67 1,07 40,25 5,38
Lee (σn = 1,5) 22,96 1,06 38,97 5,35
Lee (σn = 3,5) 24,01 1,05 39,91 5,36
Lee (σn = 6,0) 24,04 1,05 40,08 5,35
Media 24,06 1,05 40,17 5,29
Mediana 21,74 1,14 24,02 14,40
Moda 1579,04 1,04 30,85 9,91
Kuan1(σn = 0,3) 6,49 1,05 43,14 5,35
Kuan1(σn = 0,5) 11,27 1,06 39,09 5,36
Kuan1(σn = 1,5) 23,15 1,06 38,53 5,33
Kuan1(σn = 3,5) 24,01 1,05 39,01 5,35
Kuan1(σn = 6,0) 24,03 1,05 39,11 5,36
Kuan2 1,04 0,89 125,22 5,50
Gamma 2,81 0,30 135,06 5,49
Frost(K = 0,03) 24,03 1,05 39,14 13,69
Frost(K = 0,30) 23,74 1,06 38,93 13,61
Frost(K = 0,50) 23,42 1,07 38,79 13,55
Frost(K = 1,50) 20,61 1,10 38,20 13,48
Frost(K = 6,00) 6,81 1,05 43,24 13,49
Oddy(α = 0,5) 24,06 1,09 37,87 8,27
Oddy(α = 0,9) 24,06 1,05 38,49 8,22
Oddy(α = 1,2) 24,06 1,05 39,15 9,18
Geométrico 18,20 1,07 54,03 10,60
MediaModaNa (MMN) 38,65 1,03 25,80 39,83
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Tabla 8-4: Ī0 = 255. Ventana adaptativa. Ruido 30%. Umbral = 0,10.
Filtro SNR EEI RMSE Tiempo (s)
Lee (σn = 0,3) 4,00 0,94 57,79 5,38
Lee (σn = 0,5) 6,34 0,90 50,76 5,36
Lee (σn = 1,5) 16,32 0,84 46,10 5,42
Lee (σn = 3,5) 17,96 0,82 46,67 5,38
Lee (σn = 6,0) 18,05 0,82 46,79 5,40
Media 18,07 0,82 46,46 5,23
Mediana 19,58 1,01 28,23 14,50
Moda 57,87 1,18 32,18 9,97
Kuan1(σn = 0,3) 4,22 0,94 55,92 5,29
Kuan1(σn = 0,5) 6,87 0,89 49,16 5,27
Kuan1(σn = 1,5) 16,69 0,83 45,69 5,28
Kuan1(σn = 3,5) 17,98 0,82 45,91 5,27
Kuan1(σn = 6,0) 18,05 0,82 45,98 5,28
Kuan2 1,40 0,46 108,88 5,41
Gamma 2,28 0,30 141,32 5,44
Frost(K = 0,03) 18,03 0,82 46,01 12,49
Frost(K = 0,30) 17,66 0,82 45,97 12,38
Frost(K = 0,50) 17,26 0,83 45,95 12,34
Frost(K = 1,50) 14,28 0,85 46,11 12,34
Frost(K = 6,00) 4,03 0,95 57,62 12,42
Oddy(α = 0,5) 17,80 0,98 45,66 8,78
Oddy(α = 0,9) 18,07 0,82 45,58 8,26
Oddy(α = 1,2) 18,07 0,82 46,00 8,32
Geométrico 3,92 0,68 78,76 8,71
MediaModaNa (MMN) 31,24 1,00 28,86 29,88
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Tabla 8-5: Ī0 = 255. Ventana adaptativa. Ruido 40%. Umbral = 0,10.
Filtro SNR EEI RMSE Tiempo (s)
Lee (σn = 0,3) 3,00 1,03 68,33 5,35
Lee (σn = 0,5) 4,42 1,12 59,72 5,34
Lee (σn = 1,5) 12,10 1,25 51,66 5,35
Lee (σn = 3,5) 14,18 1,25 51,78 5,34
Lee (σn = 6,0) 14,32 1,25 51,86 5,35
Media 14,37 1,25 51,91 5,16
Mediana 16,51 1,70 30,77 14,40
Moda 19,41 1,89 33,57 9,80
Kuan1(σn = 0,3) 3,18 1,04 65,96 5,35
Kuan1(σn = 0,5) 4,89 1,13 57,41 5,34
Kuan1(σn = 1,5) 12,69 1,24 51,12 5,34
Kuan1(σn = 3,5) 14,24 1,25 51,08 5,34
Kuan1(σn = 6,0) 14,34 1,25 51,12 5,33
Kuan2 1,66 1,32 99,77 5,29
Gamma 1,97 0,36 146,05 5,30
Frost(K = 0,03) 14,34 1,25 51,15 12,32
Frost(K = 0,30) 13,93 1,28 51,26 12,22
Frost(K = 0,50) 13,51 1,30 51,37 12,20
Frost(K = 1,50) 10,48 1,31 52,27 12,20
Frost(K = 6,00) 2,86 1,03 69,64 12,21
Oddy(α = 0,5) 13,39 1,59 49,94 9,06
Oddy(α = 0,9) 14,15 1,37 51,14 8,00
Oddy(α = 1,2) 14,37 1,25 51,14 8,21
Geométrico 0,56 0,85 162,08 7,34
MediaModaNa (MMN) 21,86 1,61 31,18 24,14
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Tabla 8-6: Ī0 = 255. N=3. Ruido 5%.
Filtro SNR EEI RMSE Tiempo (s)
Lee (σn = 0,3) 18,84 1,07 21,25 0,32
Lee (σn = 0,5) 21,00 1,08 21,31 0,33
Lee (σn = 1,5) 21,56 1,09 23,17 0,31
Lee (σn = 3,5) 21,58 1,09 24,15 0,32
Lee (σn = 6,0) 21,58 1,09 24,37 0,31
Media 21,58 1,09 24,49 0,25
Mediana 14,00 1,12 20,79 0,71
Gauss 19,20 1,07 23,26 0,02
Moda 7,38 1,22 31,93 4,21
M3 17,87 1,14 17,61 1,38
Kuan1(σn = 0,3) 18,93 1,07 23,33 0,31
Kuan1(σn = 0,5) 21,02 1,08 21,59 0,34
Kuan1(σn = 1,5) 21,56 1,09 23,60 0,34
Kuan1(σn = 3,5) 21,58 1,09 24,29 0,33
Kuan1(σn = 6,0) 21,58 1,09 24,42 0,32
Kuan2 0,87 0,81 140,24 0,34
Gamma 5,94 0,36 123,08 0,36
Frost(K = 0,03) 21,58 1,09 24,45 1,26
Frost(K = 0,30) 21,56 1,09 24,15 1,26
Frost(K = 0,50) 21,56 1,09 23,91 1,26
Frost(K = 1,50) 21,45 1,09 22,68 1,26
Frost(K = 6,00) 19,23 1,07 21,05 1,23
Oddy(α = 0,5) 21,58 1,09 20,58 0,69
Oddy(α = 0,9) 21,58 1,09 23,12 0,70
Oddy(α = 1,2) 21,58 1,09 24,48 0,68
Geométrico 19,99 1,10 28,72 0,54
MediaModaNa (MMN) 13,89 1,14 22,45 5,36
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Tabla 8-7: Ī0 = 255. N=5. Ruido 5%.
Filtro SNR EEI RMSE Tiempo (s)
Lee (σn = 0,3) 26,58 0,95 20,86 0,36
Lee (σn = 0,5) 33,28 0,89 21,23 0,34
Lee (σn = 1,5) 35,37 0,74 24,50 0,37
Lee (σn = 3,5) 35,39 0,67 26,14 0,35
Lee (σn = 6,0) 35,41 0,65 26,50 0,34
Media 35,41 0,64 26,69 0,28
Mediana 25,52 1,08 15,65 2,42
Gauss 26,14 0,94 24,00 0,02
Filtro Moda 51,07 1,09 23,49 4,18
Filtro M3 28,48 0,89 17,61 2,98
Kuan1(σn = 0,3) 26,77 0,92 21,02 0,35
Kuan1(σn = 0,5) 33,36 0,86 21,72 0,35
Kuan1(σn = 1,5) 35,37 0,70 25,22 0,34
Kuan1(σn = 3,5) 35,39 0,65 26,37 0,35
Kuan1(σn = 6,0) 35,41 0,64 26,58 0,35
Kuan2 0,85 0,53 139,97 0,37
Gamma 5,91 0,21 123,85 0,39
Frost(K = 0,03) 35,41 0,65 26,63 3,09
Frost(K = 0,30) 35,37 0,70 26,04 3,09
Frost(K = 0,50) 35,34 0,75 25,59 3,09
Frost(K = 1,50) 34,95 0,91 23,31 3,06
Frost(K = 6,00) 28,26 1,01 20,34 3,03
Oddy(α = 0,5) 35,41 0,87 21,58 1,51
Oddy(α = 0,9) 35,41 0,87 24,58 1,49
Oddy(α = 1,2) 35,41 0,64 26,69 1,48
Geométrico 32,59 0,52 33,26 1,15
MediaModaNa (MMN) 43,47 0,94 17,49 7,01
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Tabla 8-8: Ī0 = 255. N=7. Ruido 5%.
Filtro SNR EEI RMSE Tiempo (s)
Lee (σn = 0,3) 31,25 0,93 21,05 0,40
Lee (σn = 0,5) 43,61 0,85 21,71 0,40
Lee (σn = 1,5) 48,42 0,61 26,20 0,42
Lee (σn = 3,5) 48,46 0,51 28,37 0,39
Lee (σn = 6,0) 48,46 0,48 28,83 0,41
Media 48,45 0,47 29,09 0,32
Mediana 38,58 1,05 14,94 6,07
Gauss 35,15 0,77 25,33 0,01
Moda ∞ 0,84 30,58 4,31
M3 40,69 0,77 19,08 5,03
Kuan1(σn = 0,3) 31,54 0,90 21,28 0,41
Kuan1(σn = 0,5) 43,74 0,79 22,40 0,40
Kuan1(σn = 1,5) 48,42 0,55 27,15 0,40
Kuan1(σn = 3,5) 48,47 0,49 28,67 0,40
Kuan1(σn = 6,0) 48,46 0,48 28,95 0,40
Kuan2 0,84 0,40 138,53 0,44
Gamma 5,90 0,11 124,55 0,45
Frost(K = 0,03) 48,45 0,48 28,99 5,93
Frost(K = 0,30) 48,48 0,56 28,00 5,92
Frost(K = 0,50) 48,47 0,61 27,27 5,91
Frost(K = 1,50) 47,56 0,86 23,86 5,83
Frost(K = 6,00) 33,97 1,01 20,28 5,83
Oddy(α = 0,5) 48,45 1,00 22,96 2,77
Oddy(α = 0,9) 48,45 0,77 27,31 2,67
Oddy(α = 1,2) 48,45 0,47 29,09 2,59
Geométrico 44,51 0,38 38,57 2,08
MediaModaNa (MMN) 69,52 0,79 19,67 10,86
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Tabla 8-9: Ī0 = 255. N=9. Ruido 5%.
Filtro SNR EEI RMSE Tiempo (s)
Lee (σn = 0,3) 34,45 0,92 21,36 0,47
Lee (σn = 0,5) 52,99 0,82 22,29 0,45
Lee (σn = 1,5) 61,69 0,52 27,87 0,46
Lee (σn = 3,5) 61,82 0,41 30,50 0,45
Lee (σn = 6,0) 61,82 0,38 31,06 0,46
Media 61,83 0,37 31,37 0,39
Mediana 52,85 1,00 15,34 12,89
Gauss 41,62 0,69 25,43 0,02
Moda ∞ 0,48 36,50 4,25
M3 54,73 0,68 20,87 7,61
Kuan1(σn = 0,3) 34,86 0,88 21,66 0,46
Kuan1(σn = 0,5) 53,23 0,75 23,15 0,46
Kuan1(σn = 1,5) 61,70 0,47 29,02 0,46
Kuan1(σn = 3,5) 61,82 0,39 30,86 0,48
Kuan1(σn = 6,0) 61,83 0,37 31,19 0,46
Kuan2 0,84 0,32 137,43 0,49
Gamma 5,90 0,05 125,21 0,51
Frost(K = 0,03) 61,82 0,38 31,21 9,61
Frost(K = 0,30) 61,78 0,47 29,76 9,61
Frost(K = 0,50) 61,67 0,54 28,70 9,57
Frost(K = 1,50) 59,61 0,85 24,15 9,43
Frost(K = 6,00) 37,23 1,01 20,38 9,48
Oddy(α = 0,5) 61,83 1,06 23,83 4,45
Oddy(α = 0,9) 61,83 0,69 29,86 4,21
Oddy(α = 1,2) 61,83 0,37 31,37 4,09
Geométrico 56,97 0,29 44,04 3,29
MediaModaNa (MMN) 92,24 0,61 22,06 17,95
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Tabla 8-10: Ī0 = 255. N=11. Ruido 5%.
Filtro SNR EEI RMSE Tiempo (s)
Lee (σn = 0,3) 36,12 0,91 21,73 0,55
Lee (σn = 0,5) 60,26 0,81 22,98 0,52
Lee (σn = 1,5) 75,18 0,47 29,46 0,53
Lee (σn = 3,5) 75,47 0,34 32,50 0,56
Lee (σn = 6,0) 75,47 0,31 33,14 0,52
Media 75,49 0,30 33,50 0,49
Mediana 66,82 0,95 16,09 24,55
Gauss 48,69 0,60 28,41 0,02
Moda ∞ 0,00 41,57 4,43
M3 68,94 0,57 22,64 10,92
Kuan1(σn = 0,3) 36,55 0,87 22,09 0,53
Kuan1(σn = 0,5) 60,64 0,73 23,93 0,56
Kuan1(σn = 1,5) 75,21 0,41 30,79 0,54
Kuan1(σn = 3,5) 75,47 0,32 32,91 0,56
Kuan1(σn = 6,0) 75,47 0,31 33,29 0,54
Kuan2 0,84 0,27 136,55 0,55
Gamma 5,90 0,10 125,85 0,59
Frost(K = 0,03) 75,48 0,31 33,28 14,34
Frost(K = 0,30) 75,27 0,41 31,29 14,24
Frost(K = 0,50) 74,82 0,49 29,88 14,22
Frost(K = 1,50) 70,99 0,84 24,26 14,06
Frost(K = 6,00) 38,83 1,00 20,54 14,02
Oddy(α = 0,5) 75,49 1,02 25,62 6,61
Oddy(α = 0,9) 75,49 0,64 31,42 6,24
Oddy(α = 1,2) 75,49 0,30 33,50 5,98
Geométrico 69,78 0,23 49,46 4,80
MediaModaNa (MMN) 114,28 0,42 24,29 29,94
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Tabla 8-12: Función de compromiso. Filtro MediaModaNa.
% ruido N = 3 N = 5 N = 7 N = 9 N = 11 Adaptativa
5 F5 = 63,35 F5 = 73,49 F5 = 73,01 F5 = 71,16 F5 = 69,61 F5 = 88,32
10 F10 = 61,26 F10 = 70,42 F10 = 67,57 F5 = 67,98 F5 = 69,50 F5 = 91,75
20 F20 = 58,75 F20 = 77,63 F20 = 73,07 F5 = 67,46 F5 = 70,48 F5 = 90,01
30 F30 = 57,13 F30 = 74,81 F30 = 71,96 F5 = 69,58 F5 = 69,96 F5 = 91,51
40 F40 = 55,96 F40 = 66,82 F40 = 72,35 F5 = 71,92 F5 = 76,75 F5 = 84,25
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Tabla 8-14: Matriz de confusión. Clasificador Perceptrón. Filtro Lee. Cinco clases. Imagen
uno.
Valor Real
Resultado de la Predicción
C 1 C 2 C 3 C 4 C 5 Total
C 1 470 0 155 0 0 625
C 2 0 602 22 0 1 625
C 3 0 8 617 0 0 625
C 4 0 0 44 581 0 625
C 5 0 26 0 81 518 625
Total 470 636 838 662 519 3125
Tabla 8-15: Caracteŕısticas. Clasificador Perceptrón. Filtro Lee. Cinco Clases. Imagen uno.
Sensibilidad (VPR) Especificidad (VNR) Exactitud (ACC)
Clase 1 75,2% 100,0% 95,0%
Clase 2 96,3% 98,6% 98,2%
Clase 3 98,7% 91,2% 92,7%
Clase 4 93,0% 96,8% 96,0%
Clase 5 82,9% 100,0% 96,5%
Tabla 8-16: Matriz de confusión. Clasificador Perceptrón. Filtro Lee. Cinco clases. Imagen
dos.
Valor Real
Resultado de la Predicción
C 1 C 2 C 3 C 4 C 5 Total
C 1 542 0 83 0 0 625
C 2 0 588 27 0 1 625
C 3 0 9 616 0 0 625
C 4 0 0 49 576 0 625
C 5 0 37 0 72 516 625
Total 542 634 775 648 526 3125
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Tabla 8-17: Caracteŕısticas. Clasificador Perceptrón. Filtro Lee. Cinco Clases. Imagen dos.
Sensibilidad (VPR) Especificidad (VNR) Exactitud (ACC)
Clase 1 86,7% 100,0% 97,3%
Clase 2 94,1% 98,2% 97,3%
Clase 3 98,6% 93,6% 94,6%
Clase 4 92,2% 97,1% 96,1%
Clase 5 82,6% 99,6% 96,2%
Tabla 8-18: Matriz de confusión. Clasificador Perceptrón. Filtro Lee. Cinco clases. Imagen
tres.
Valor Real
Resultado de la Predicción
C 1 C 2 C 3 C 4 C 5 Total
C 1 504 0 118 0 3 625
C 2 0 593 31 0 1 625
C 3 0 0 625 0 0 625
C 4 0 0 49 576 0 625
C 5 4 25 0 236 360 625
Total 508 618 823 812 364 3125
Tabla 8-19: Caracteŕısticas. Clasificador Perceptrón. Filtro Lee. Cinco Clases. Imagen tres.
Sensibilidad (VPR) Especificidad (VNR) Exactitud (ACC)
Clase 1 80,6% 99,8% 96,0%
Clase 2 94,9% 99,0% 98,2%
Clase 3 100,0% 92,1% 93,7%
Clase 4 92,2% 90,6% 90,9%
Clase 5 57,6% 99,8% 91,4%
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Tabla 8-20: Matriz de confusión. Clasificador Perceptrón. Filtro Lee. Cinco clases. Imagen
cuatro.
Valor Real
Resultado de la Predicción
C 1 C 2 C 3 C 4 C 5 Total
C 1 558 0 21 0 46 625
C 2 0 591 19 0 15 625
C 3 0 0 620 5 0 625
C 4 0 0 14 611 0 625
C 5 0 33 0 209 383 625
Total 558 624 674 825 444 3125
Tabla 8-21: Caracteŕısticas. Clasificador Perceptrón. Filtro Lee. Cinco Clases. Imagen
cuatro.
Sensibilidad (VPR) Especificidad (VNR) Exactitud (ACC)
Clase 1 89,3% 100,0% 97,9%
Clase 2 94,6% 98,7% 97,9%
Clase 3 99,2% 97,8% 98,1%
Clase 4 97,8% 91,4% 92,7%
Clase 5 61,3% 97,6% 90,3%
Tabla 8-22: Matriz de confusión. Clasificador Perceptrón. Filtro Lee. Cinco clases. Imagen
cinco.
Valor Real
Resultado de la Predicción
C 1 C 2 C 3 C 4 C 5 Total
C 1 325 0 287 0 13 625
C 2 0 590 29 0 6 625
C 3 37 21 558 9 0 625
C 4 0 0 8 617 0 625
C 5 0 28 13 44 540 625
Total 362 639 895 670 559 3125
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Tabla 8-23: Caracteŕısticas. Clasificador Perceptrón. Filtro Lee. Cinco Clases. Imagen
cinco.
Sensibilidad (VPR) Especificidad (VNR) Exactitud (ACC)
Clase 1 52,0% 98,5% 89,2%
Clase 2 94,4% 98,0% 97,3%
Clase 3 89,3% 86,5% 87,1%
Clase 4 98,7% 97,9% 98,0%
Clase 5 86,4% 99,2% 96,7%
Tabla 8-24: Matriz de confusión. Clasificador Perceptrón. Filtro Lee. Cinco clases. Imagen
seis.
Valor Real
Resultado de la Predicción
C 1 C 2 C 3 C 4 C 5 Total
C 1 476 0 149 0 0 625
C 2 0 565 60 0 0 625
C 3 0 19 564 40 2 625
C 4 0 0 0 624 1 625
C 5 0 74 14 59 478 625
Total 476 658 787 723 481 3125
Tabla 8-25: Caracteŕısticas. Clasificador Perceptrón. Filtro Lee. Cinco Clases. Imagen seis.
Sensibilidad (VPR) Especificidad (VNR) Exactitud (ACC)
Clase 1 76,2% 100,0% 95,2%
Clase 2 90,4% 96,3% 95,1%
Clase 3 90,2% 91,1% 90,9%
Clase 4 99,8% 96,0% 96,8%
Clase 5 76,5% 99,9% 95,2%
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Tabla 8-26: Matriz de confusión. Clasificador Perceptrón. Filtro Lee. Cinco clases. Imagen
siete.
Valor Real
Resultado de la Predicción
C 1 C 2 C 3 C 4 C 5 Total
C 1 292 0 252 0 81 625
C 2 0 601 1 0 23 625
C 3 0 11 587 27 0 625
C 4 0 1 3 618 3 625
C 5 0 27 49 4 545 625
Total 292 640 892 649 652 3125
Tabla 8-27: Caracteŕısticas. Clasificador Perceptrón. Filtro Lee. Cinco Clases. Imagen siete.
Sensibilidad (VPR) Especificidad (VNR) Exactitud (ACC)
Clase 1 46,7% 100,0% 89,3%
Clase 2 96,2% 98,4% 98,0%
Clase 3 93,9% 87,8% 89,0%
Clase 4 98,9% 98,8% 98,8%
Clase 5 87,2% 95,7% 94,0%
Tabla 8-28: Matriz de confusión. Clasificador Perceptrón. Filtro Lee. Cinco clases. Imagen
ocho.
Valor Real
Resultado de la Predicción
C 1 C 2 C 3 C 4 C 5 Total
C 1 292 0 252 0 81 625
C 2 0 601 1 0 23 625
C 3 0 11 587 27 0 625
C 4 0 1 3 618 3 625
C 5 0 27 49 4 545 625
Total 292 640 892 649 652 3125
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Tabla 8-29: Matriz de confusión. Clasificador Fuzzy c-means. Filtro Lee.
Valor Real
Resultado de la Predicción
C 1 C 2 C 3 C 4 C 5 C 6 C 7 Total
C 1 3633 50 920 111 45 241 0 5000
C 2 0 4403 1 0 589 7 0 5000
C 3 51 50 3962 33 512 392 0 5000
C 4 0 50 123 4078 731 18 0 5000
C 5 0 1 1 13 4680 305 0 5000
C 6 364 50 316 57 233 3980 0 5000
C 7 0 0 0 0 0 0 0 0
Total 4448 5910 5088 3827 3590 7137 0 30000
Tabla 8-30: Matriz de confusión. Clasificador Perceptrón Multicapa. Filtro Lee.
Valor Real
Resultado de la Predicción
C 1 C 2 C 3 C 4 C 5 C 6 C 7 Total
C 1 2384 64 994 0 4 1554 0 5000
C 2 0 4914 28 0 23 35 0 5000
C 3 49 163 4671 0 0 118 0 5000
C 4 7 154 344 4246 247 2 0 5000
C 5 10 118 12 22 4004 834 0 5000
C 6 2020 118 56 22 602 2181 1 5000
C 7 0 0 0 0 0 0 0 0
Total 4448 5910 5088 3827 3590 7137 1 30000
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Tabla 8-31: Matriz de confusión. Clasificador Votación. Filtro Lee.
Valor Real
Resultado de la Predicción
C 1 C 2 C 3 C 4 C 5 C 6 C 7 Total
C 1 3660 64 694 9 12 561 0 5000
C 2 0 4923 1 0 47 29 0 5000
C 3 60 163 4163 1 328 285 0 5000
C 4 6 154 143 4062 627 8 0 5000
C 5 5 118 0 18 4351 508 0 5000
C 6 444 118 102 24 198 4114 0 5000
C 7 0 0 0 0 0 0 0 0
Total 4175 5540 5103 4114 5563 5505 0 30000
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9.1. Introducción
En ésta sección se presenta el pseudocódigo de algunas funciones empleadas para el proce-
samiento de las imágenes satelitales de radar. Se elaboraron ciento treinta programas en
C++ utilizando la libreŕıa OpenCV, y se implementaron cuarenta función como una libreŕıa
complementaria. Se implementó todo en un equipo Intel(R) Pentium(R) Dual CPU T2390
@ 1.86GHz, con 2,5 GB de memoria RAM en una plataforma con Ubuntu.
Función Altura Ventana
Esta función calcula el nuevo tamaño de la ventana para el filtro adaptativo. La función
Altura Ventana, recibe cuatro parámetros: la imagen a procesar ImagenLeida; el tamaño
actual de la ventana N ; la coordenada x y la coordenada y de la región de la imagen a
estudiar. La función retorna el nuevo valor del tamaño de la ventana. El pseudocódigo de la
función Altura Ventana consta de los siguientes ı́tem:
1. Se definen las variables de entrada.
2. Se verifican que los valores de x y y no estén por fuera de la imagen.
3. Se verifica que la combinación de x, y y N no estén por fuera de la imagen.
4. Se selecciona de la imagen la zona de estudio.
5. Se hallan los ṕıxeles de la frontera externa para la ventana de tamaño N , con su centro
en las coordenadas (x, y), llamando a la función Perimetro Ventana.
6. Si los ṕıxeles del peŕımetro son todos uno, se deja el mismo tamaño de ventana y se
retorna el valor de N . Esto significa que se esta por fuera de la imagen.
7. Se comparan las dos regiones: los ṕıxeles al interior de la ventana de tamaño N y los
del peŕımetro, utilizando los momentos de Hu empleando una determinada métrica.
8. Se utiliza como umbral el valor de 0.1 para determinar que tan similares son las regiones.
9. Si las regiones son similares, se aumenta el tamaño de la ventana a N +2 y se retorna
el nuevo valor de N .
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10. Si las regiones no son similares, se compara la región interna de la ventana N − 2
(centrada en (x, y)), con los ṕıxeles de la frontera externa utilizando los momento de
Hu.
11. Si la región interna de la ventana N − 2 no es similar a la región del peŕımetro, se
retorna el nuevo valor de N − 2 para el tamaño de la ventana.
12. Si la región interna de la ventana N − 2 y su peŕımetro son similares el tamaño de la
ventana se mantiene en N y se retorna éste valor.
Función Perimetro Ventana
Esta función halla los ṕıxeles de la frontera de la ventana de estudio. Recibe como parámetros:
la imagen a procesar, el tamaño de la ventana actual y las coordenadas del ṕıxel central.
La función retorna una imagen con los ṕıxeles de la frontera. El pseudocódigo de la función
Perimetro Ventana consta de los siguientes ı́tem:
1. Se definen las variables de entrada.
2. Se halla coordenada (x, y) de la esquina superior de la ventana de estudio.
3. Se verifica que no se este por fuera de la imagen.
4. Se seleccionan los ṕıxeles del peŕımetro exterior de la ventana de estudio.
5. Se crea una imagen con los ṕıxeles de la frontera de la imagen.
6. Se retorna la imagen creada con los ṕıxeles de la frontera.
Función Evaluar Filtro
Esta función evalúa el rendimiento de los filtros. Recibe como parámetros: la imagen con
ruido; la imagen filtrada; coordenadas (x, y) del lugar a hacer la evaluación; tamaño de la
ventana; matriz donde se guardan los resultados y coordenadas (xc, yc) del contorno. La
función retorna la matriz con los 12 parámetros medidos. El pseudocódigo de la función
Evaluar Filtro consta de los siguientes ı́tem:
1. Se definen las variables de entrada.
2. Se halla media y desviación estándar de la imagen con ruido y la imagen filtrada en
las coordenadas (x, y).
3. Se almacena la media (por canal) de la imagen con ruido en la columna 8 de la matriz
resultados.
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4. Se almacena la desviación estándar (por canal) de la imagen con ruido en la columna
9 de la matriz resultados.
5. Se almacena la media (por canal) de la imagen filtrada en la columna 10 de la matriz
resultados.
6. Se almacena la desviación estándar (por canal) de la imagen filtrada en la columna 11
de la matriz resultados.
7. Se halla el valor de SNR y se almacena en la columna 0 de la matriz resultados.
8. Se halla el valor de ENL y se almacena en la columna 1 de la matriz resultados.
9. Se halla el valor de SSI y se almacena en la columna 2 de la matriz resultados.
10. Se halla el valor de SMPI y se almacena en la columna 3 de la matriz resultados.
11. Se halla el valor de EEI y se almacena en la columna 4 de la matriz resultados.
12. Se halla el valor de EPI y se almacena en la columna 5 de la matriz resultados.
13. Se halla el valor de Q y se almacena en la columna 6 de la matriz resultados.
14. Se halla el valor de RMSE y se almacena en la columna 7 de la matriz resultados.
Filtro Moda
Esta función realiza el filtrado de la región de interés aplicando el filtro moda. Recibe como
parámetros: la imagen a filtrar, el tamaño de la ventana de filtrado y las coordenadas del ṕıxel
a procesar. Retorna el nuevo valor del ṕıxel central aplicando el filtro moda. El pseudocódigo
de la función consta de los siguientes ı́tem:
1. Se ubica ṕıxel central (x, y) de la ventana de tamaño N ×N .
2. Se halla el histograma, P (I), de la región de interés.
3. Se determina el máximo de la función P (I).
4. Se encuentra el nivel de intensidad Im asociado al máximo de P (I).
5. Se asigna el valor Im al ṕıxel (x, y).
6. Se desliza la ventana.
10 Anexo 4. Momentos.
En éste sección presentamos un breve resumen de los momentos estad́ısticos, que son una me-
dida cuantitativa de un conjunto de datos. Un momento estad́ıstico es una función medible,
que dada una muestra estad́ıstica de valores les asigna un número, que sirve para estimar
o inferir caracteŕısticas de una población. En nuestro caso los valores que tomamos para
calcular los momentos fueron las intensidades de cada ṕıxel en las regiones de estudio.
10.1. Momentos en una dimensión
Sea Ii, donde i = 0, 1, 2, ..., L− 1, represente todos los posibles valores de intensidad en una
imagen digital de M × N . La probabilidad, p(Ii) de que el nivel de intensidad Ii aparezca





Donde ni representa el número de veces que el nivel de intensidad Ii aparece en la imagen y
NM es el número total de ṕıxeles de la imagen. Evidentemente la suma de las probabilidades




p(Ii) = 1 (10-2)












La varianza es una medida de que tanto están separados los valores de Ii al rededor de la
media y es una medida útil para el contraste de la imagen. En general el n-simo momento
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Podemos apreciar que µ0(I) = 1, µ1(I) = 0 y µ2(I) = σ
2. Mientras que la media y la
varianza tienen una relación obvia e inmediata con las propiedades visuales de una imagen,
los momentos de mayor orden son más sutiles. Por ejemplo, un momento de tercer orden
positivo indica que las intensidades están corridas hacia valores mayores que la media, un
momento de tercer orden negativo indica la condición contraria, y un momento de tercer
orden cero indica que las intensidades están distribuidas igualmente a ambos lados de la
media [72].
10.2. Momentos invariantes 2D
Los momentos en dos dimensiones de orden (p+ q) de una imagen digital f(x, y) de tamaño









donde p y q son enteros tales que p = 0, 1, 2, ... y q = 0, 1, 2, .... Los correspondientes mo-








(x− x̄)p(y − ȳ)qf(x, y) (10-7)























para p+ q = 2, 3, ....
Un conjunto de siete momentos invariantes puede ser derivado de los momentos de segundo
y tercer orden. Estos momentos son invariantes a traslación, escalado reflexión y rotación
[70] [71] y son conocidos como los momentos invariantes de Hu (ver Tabla 10-1).
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Tabla 10-1: Momentos invariantes de Hu
h1 = η20 + η02
h2 = (η20 − η02)2 + 4η211
h3 = (η30 − 3η12)2 + (3η21 − η03)2
h4 = (η30 + η12)
2 + (η21 + η03)
2
h5 = (η30 − 3η12)(η30 + η12)[(η30 + η12)2 − 3(η21 + η03)2]+
(3η21 − η03)(η21 + η03)[3(η30 + η12)2 − (η21 + η03)2]
h6 = (η20 − η02)[(η30 + η12)2 − (η21 + η03)2]+
4η11(η30 + η12)(η21 + η03)
h7 = (3η21 − η03)(η21 + η03)[3(η30 + η12)2 − (η21 + η03)2]−
(η30 − 3η12)(η21 + η03)[3(η30 + η12)2 − (η21 + η03)2]
11 Anexo 5. Evaluación del Clasificador
binario.
11.1. Clasificador binario.
El clasificador binario clasifica los miembros de un conjunto de objetos en dos clases o grupos,
de acuerdo al hecho que cumplan un determinado número de propiedades o caracteŕısticas.
11.2. Matriz de confusión.
Para evaluar el desempeño de los clasificadores se utiliza la matriz de confusión, la cual nos
permite ver si el sistema está confundiendo dos clases. Para construir la matriz de confusión
utilizamos una imagen de plantilla (que nos da los valores reales de correspondencia de cada
ṕıxel), y se compara con la imagen clasificada. En la matriz se registra a que clase corresponde
cada ṕıxel según el clasificador y según la plantilla. Los valores de la filar corresponden a los
datos reales y los de las columnas a los resultados de la predicción del clasificador.
Verdadero Positivo
Los Verdaderos Positivos (VP), son los pixeles clasificados correctamente, son los éxitos. En
ingles ”True Positives”, TP.
Verdaderos Negativos
Los Verdaderos Negativos (VN), son lo pixeles que no son de una determinada clase que son
rechazados correctamente, es decir los falsos rechazos. En ingles ”True Negatives”, TN.
Falsos Positivos
Los Falsos Positivos (FP), son las falsas alarmas, son los pixeles clasificados como pertenecientes
a una clase cuando no son de esa clase. En ingles ”False Positives”, FP.
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Falsos Negativos
Los Falsos Negativos (FN), son los falsos rechazos. Los falsos negativos son los pixeles que
son de la clase pero que se clasifican en otra clase. En ingles ”False Negatives”, FN.
Sensibilidad
La sensibilidad o Razón de Verdaderos Positivos (VPR) es la habilidad del clasificador para
clasificar correctamente a un ṕıxel de una determinada clase. Se define como la ecuación .
V PR =
V P
V P + FN
(11-1)
Especificidad
La Especificidad (SPC) o Razón de Verdaderos Negativos (VNR) es la capacidad del clasi-




V N + FP
(11-2)
A continuación presentamos como ejemplo, el calculo realizado para hallar los coeficientes
estad́ısticos, utilizando los datos de la Tabla 12-1 que contiene medidas utilizando el clasi-
ficador Bayesiano. Para el estudio de la CLASE 1 hallamos los valores:
1. Verdaderos Positivos. V P = 3570.
2. Verdaderos Negativos. V N = 24122.
3. Falsos Positivos. FP = 878.
4. Falsos Negativos. FN = 1430.
Con los valores de la lista anterior, se calculan los siguientes coeficientes:
Sensibilidad (VPR) =
V P



















V P + V N
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Tabla 12-1: Matriz de confusión. Clasificador de Bayes. Filtro Lee.
Valor Real
Resultado de la Predicción
C 1 C 2 C 3 C 4 C 5 C 6 C 7 Total
C 1 3570 50 385 356 0 639 0 5000
C 2 0 4785 1 0 5 209 0 5000
C 3 127 60 4040 38 0 735 0 5000
C 4 396 803 19 3363 3 416 0 5000
C 5 30 152 501 0 3377 940 0 5000
C 6 325 60 142 70 205 4198 0 5000
C 7 0 0 0 0 0 0 0 0
Total 4448 5910 5088 3827 3590 7137 0 30000
Tabla 12-2: Caracteŕısticas. Clasificador Bayesiano.
Sensibilidad (VPR) Especificidad (VNR) Exactitud (ACC)
Clase 1 71,4% 96,5% 92,3%
Clase 2 95,7% 95,5% 95,5%
Clase 3 80,8% 95,8% 93,3%
Clase 4 67,3% 98,1% 93,0%
Clase 5 67,5% 99,1% 93,9%
Clase 6 84,0% 88,2% 87,5%
Promedio 77,8% 95,5% 92,5%
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Tabla 12-3: Caracteŕısticas. Clasificador Fuzzy c-means.
Sensibilidad (VPR) Especificidad (VNR) Exactitud (ACC)
Clase 1 72,7% 98,3% 94,1%
Clase 2 88,1% 99,2% 97,3%
Clase 3 79,2% 94,6% 92,0%
Clase 4 81,6% 99,1% 96,2%
Clase 5 93,6% 91,6% 91,9%
Clase 6 79,6% 96,1% 93,4%
Promedio 82,5% 96,5% 94,2%
Tabla 12-4: Caracteŕısticas. Clasificador Perceptrón Multicapa.
Sensibilidad (VPR) Especificidad (VNR) Exactitud (ACC)
Clase 1 47,7% 91,7% 84,3%
Clase 2 98,3% 97,5% 97,7%
Clase 3 93,4% 94,3% 94,1%
Clase 4 84,9% 99,8% 97,3%
Clase 5 80,1% 96,5% 93,8%
Clase 6 43,6% 89,8% 82,1%
Promedio 74,7% 94,9% 91,6%
Tabla 12-5: Caracteŕısticas. Clasificador Votación.
Sensibilidad (VPR) Especificidad (VNR) Exactitud (ACC)
Clase 1 73,2% 97,9% 93,8%
Clase 2 98,5% 97,5% 97,7%
Clase 3 83,3% 96,2% 94,1%
Clase 4 81,2% 99,8% 96,7%
Clase 5 87,0% 95,2% 93,8%
Clase 6 82,3% 94,4% 92,4%
Promedio 84,3% 96,8% 94,8%
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Tabla 12-6: Razón de Verdaderos positivos. Evaluación Perceptrón. Capa oculta.
N 3 8 13 18 23 28 33 38 43 48 53
Clase 1 57.6 46.7 52.5 47.2 54.6 47.0 45.9 39.4 54.7 48.0 57.1
Clase 2 99.2 96.2 95.0 95.8 91.4 96.6 93.0 97.8 94.2 97.6 97.0
Clase 3 95.8 93.9 94.7 95.4 90.2 91.7 94.2 81.1 90.7 92.3 84.2
Clase 4 82.1 98.9 99.2 97.0 97.4 96.2 98.9 99.5 99.2 97.9 97.6
Clase 5 77.4 87.2 80.3 84.3 85.4 86.4 83.8 84.5 84.8 85.5 85.3
Promedio 82.4 84.5 84.3 83.9 83.8 83.5 83.1 80.4 84.7 84.2 84.2
VPR⇒ Sensibilidad.
Tabla 12-7: Filtro de Lee (σn = 6,0). Ruido 30%. Adaptativa Umbral = 0,10.
Ventana SNR σSNR EEI σEEI RMSE σRMSE
N = 3 13,33 0,47 1,00 0,04 20,02 0,07
N = 5 22,26 0,98 0,61 0,02 20,82 0,04
N = 7 31,56 1,73 0,44 0,01 22,96 0,04
N = 9 41,03 2,57 0,36 0,01 25,18 0,03
N = 11 50,76 3,45 0,30 0,01 27,30 0,02
Adaptativa 37,77 2,17 0,99 0,04 20,17 0,08
Tabla 12-8: Relación de Fisher. Entre Clases. Clase 1.
C1 ↔ C2 C1 ↔ C3 C1 ↔ C4 C1 ↔ C5 C1 ↔ C6
x1 103,58 12,86 6,96 164,84 43,32
x2 210,75 48,63 15,32 88,43 20,47
x3 111,43 246,32 8,44 187,90 201,13
x4 1,57 8,35 5,43 1,33 0,09
x5 14, 29 0,09 20,26 6,46 0,73
x6 5,01 12,59 15,91 16,03 2,21
x7 150,01 83,34 11,00 201,09 72,97
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Tabla 12-9: Relación de Fisher. Entre Clases. Clase 2.
C2 ↔ C3 C2 ↔ C4 C2 ↔ C5 C2 ↔ C6
x1 56,65 88,02 25,50 46,21
x2 90,14 76,46 79,71 69,16
x3 32,89 128,62 39,66 32,43
x4 2,24 1,77 5,64 1,00
x5 16,48 6,46 3,88 12,18
x6 32,82 3,92 2,13 13,19
x7 63,69 124,72 45,95 56,37
Tabla 12-10: Relación de Fisher. Entre Clases. Clase 3.
C3 ↔ C4 C3 ↔ C5 C3 ↔ C6
x1 3,82 32,39 3,41
x2 1,52 2,92 0,43
x3 225,76 3,26 0,00
x4 0,03 17,57 7,04
x5 21,80 8,21 0,39
x6 51,31 60,26 3,91
x7 48,19 10,96 0,23
Tabla 12-11: Relación de Fisher. Entre Clases. Clase 4.


















Tabla 12-13: Relación de Fisher. Entre clases.
Ci ↔ C1 Ci ↔ C2 Ci ↔ C3 Ci ↔ C4 Ci ↔ C5 Ci ↔ C6
C1 0 127,81 44,31 12,98 115,83 38,35
C2 − 0 55,03 90,68 41,33 47,52
C3 − − 0 26,64 18,73 1,71
C4 − − − 0 49,28 25,19
C5 − − − − 0 7,95
C6 − − − − − 0
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