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BOUNDARY UNIQUENESS OF HARMONIC
FUNCTIONS AND SPECTRAL SUBSPACES OF
OPERATOR GROUPS
ALEXANDER BORICHEV AND YURI TOMILOV
Abstract. We obtain new uniqueness theorems for harmonic fun-
ctions defined on the unit disc or in the half plane. These results are
applied to obtain new resolvent descriptions of spectral subspaces
of polynomially bounded groups of operators on Banach spaces.
1. Introduction
It is a simple fact that a function u harmonic on the unit disc and
having zero limits at the boundary is equal to 0. If however we replace
(unrestricted) limits at the boundary by restricted limits (say, radial
ones or non tangential ones), then the statement becomes false, see e.g.
Proposition 1.4 below. One way to get the uniqueness in this case is
to impose certain growth conditions on u.
To get an intuition on what kind of restrictions on u can be imposed
we recall two known uniqueness theorems for harmonic functions in the
unit disc. Given a function u continuous on the unit disc D , we set
Mr(u) = max
0≤θ≤2π
u(reiθ), 0 < r < 1.
Theorem 1.1. (V. L. Shapiro, [35]) If u is harmonic in D and
Mr(|u|) = o((1− r)
−2), r → 1−,
lim
z=reiϕ→eiϕ
u(z) = 0, ϕ ∈ [0, 2π],
then u = 0.
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Theorem 1.2. (F. Wolf, [39, Section 7]) Let k > 0. If u is harmonic
in D and
log+Mr(|u|) = o((1− r)
−π/(2 arctan(1/k))), r → 1−,
lim
z=reiθ→eiϕ, |ϕ−θ|<k(1−r)
u(z) = 0, ϕ ∈ [0, 2π],
then u = 0.
Both results are the best possible as far as the growth assumptions
on u are concerned, see e.g. [8]. On the other hand, it is natural to
ask, for which approach restrictions, the polynomial limit growth of |u|
with respect to (1 − r)−1 in the above results can be replaced by the
exponential one; or more generally, what is the relation between the
size of the approach domain and the limit growth of |u| in boundary
uniqueness theorems for harmonic u. In a different situation, a relation
between the (Dirichlet spaces) smoothness and the boundary limits
along tangential approach domains was observed in [31].
Note that as a consequence of the results in [33, 7], in the situations
we consider here, it is sufficient to impose growth restrictions just on
Mr(u). Next we define a scale of approach domains. We say that
a non-decreasing continuous function h : [0, 1] → [0, 1], h(0) = 0, is
an approach function. Given an approach function h consider ∆h =
{x+ iy : |x| ≤ h(y), 0 < y < 1} ⊂ C+ = {x+ iy ∈ C : y > 0}. Given
ϕ ∈ [0, 2π], the function fϕ : z 7→ e
iϕ(i − z)/(i + z) maps C+ onto
the unit disc. Set Ωh(ϕ) = fϕ(∆
h). The following two theorems give
a partial answer to the above question in the case of polynomial type
approach domains.
Theorem 1.3. Let u be harmonic in the unit disc D,
(1.1) lim
z∈Ωh(ϕ), z→eiϕ
u(z) = 0, ϕ ∈ [0, 2π].
(a) (V. L. Shapiro) If h(t) = 0 and
Mr(u) = o((1− r)
−2), r → 1−,
then u = 0.
(b) If h(t) = ct3, c > 0, and
log+Mr(u) = o((1− r)
−1), r → 1−,
then u = 0.
(c) (F. Wolf) If h(t) = ct, c > 0, and
log+Mr(u) = o((1− r)
−π/(2 arctan(1/c))), r → 1−,
then u = 0.
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(d) If h(t) = tγ, 0 < γ < 1, and
log+ log+Mr(u) = o((1− r)
γ−1), r → 1−,
then u = 0.
Of course, the result in (c) remains valid if h(t) = ct+ c1t
2 for small
t and for some c1 ∈ R.
The statements of Theorem 1.3 are sharp with respect to the poly-
nomial scale of approach domains.
Proposition 1.4. (a) If h(t) = o(t3), t→ 0, then there exists a func-
tion u 6= 0 harmonic in D and satisfying (1.1) such that
Mr(|u|) = O((1− r)
−2), r → 1− .
(b) If 1 < γ ≤ 3, h(t) = tγ, ε > 0, then there exists a function u 6= 0
harmonic in D and satisfying (1.1) such that
log+Mr(|u|) ≤ ε(1− r)
−1, r ∈ (0, 1).
(c) If h(t) = ct, c > 0, ε > 0, then there exists a function u 6= 0
harmonic in D and satisfying (1.1) such that
log+Mr(|u|) ≤ ε(1− r)
−π/(2 arctan(1/c)), r ∈ (0, 1).
(d) If 0 < γ < 1, h(t) = tγ, then for some k = k(γ) there exists a
function u 6= 0 harmonic in D and satisfying (1.1) such that
log+ log+Mr(|u|) ≤ k(1− r)
γ−1, r ∈ (0, 1).
Next we pass to an application of our function-theoretical results (in
their half-plane version) to the study of spectral properties of operator
groups on Banach spaces.
Let X be a Banach space, and let (T (t))t∈R be a C0-group on X
with generator A growing at most polynomially, i.e. such that ‖T (t)‖ ≤
M(1+|t|a), a ≥ 0. There is an extensive literature on spectral properties
of polynomially growing (and, even more generally, non quasianalytic)
C0-groups on Banach spaces, see e.g. [2], [3], [5], [17]–[23], [27], [28].
However, the problem of description of spectral maximal subspaces of
the groups (or equivalently, of the generators) in terms of nontangen-
tial boundary behavior of local resolvents of their generators has not
been addressed so far (see, though, [4, 18]). On the other hand, such
characterizations look very natural being interpreted as the study of
regularity of operator-valued distributions (measures) on the real line
by means of their Poisson integrals.
Denote by σ(x) the local spectrum of x (i.e. the complement of the
set of points λ such that the local resolvent R(λ,A)x = (λ− A)−1x is
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analytic in a neighborhood of λ). For general information on the local
spectra see [25], [30]. Let
X(F ) := {x ∈ X : σ(x) ⊂ iF}
be the spectral (maximal) subspace of A (equivalently of (T (t))t∈R, see,
for instance, [17]) corresponding to the closed subset F of R, and let
R(λ,A) := (λ− A)−1 be the resolvent of A defined at least on C \ iR.
Recall that if f belongs to the space of Schwartz test functions S(R),
then∫ ∞
−∞
e−α|t|fˆ(t)T (t) dt =
∫ ∞
−∞
f(β) (R(α + iβ, A)− R(−α + iβ, A)) dβ,
where fˆ(t) :=
∫
R
e−istf(s) ds and the integrals converge in the strong
sense. Hence the operator-valued distribution
E : S(R) 7→ L(X),
〈E, f〉 := lim
α→0+
∫
R
f(β) (R(α + iβ, A)− R(−α + iβ, A)) dβ
=
∫
R
fˆ(t)T (t) dt
is well-defined.
Let x be such that σ(x) is compact, and Ex := E(·)x. Then, denoting
D(α + iβ) =: R(α + iβ, A)−R(−α + iβ, A), α 6= 0,
and following the observation in [18, p. 139], we obtain that
(1.2) D(α+ iβ)x = 2π
〈
Ex,
1
π
α
α2 + (β − ·)2
〉
= 2π
(
Ex ∗ Pα
)
(β),
where (1.2) is understood as the distributional convolution of the dis-
tribution having compact support with the C∞(R)-function. (Remark
also that
D(α + iβ) = ̂e−αtT (·)(β), α > 0.)
Thus D(·)x can be treated as the Poisson integral of Ex. (Using distri-
butions in D′Lp one can write down the Poisson integral of Ex without
any restrictions of σ(x), see e.g. [1]. This however would unnecessarily
complicate the presentation.)
If X is a Hilbert space with inner product (·, ·) and (T (t))t≥0 is a
unitary C0-group in X so that −iA is self adjoint, then the distribution
E can be identified with a multiple of the spectral measure E(·) of −iA,
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and the relation (1.2) can be interpreted using the usual convolution.
In particular,
(1.3)
(
D(α + iβ)x, x
)
= 2
∫ ∞
−∞
α d (E(t)x, x)
α2 + (β − t)2
, x ∈ X.
It is well-known that the smoothness of a (finite) measure µ deter-
mines the boundary behavior of its Poisson integral µ ∗ Pα. On the
other hand, in many cases the radial convergence of µ ∗ Pα may imply
certain regularity of µ, see [26], [16], [12], and [10] for a general account
of tauberian results of this type.
For instance, if one has in (1.3)
lim
α→0+
(
D(α + iβ)x, x
)
= 0, β ∈ (a, b),
then E
(
(a, b)
)
= 0, see for example [26].
Thus, in the case of unitary (T (t))t∈R, one easily obtains the descrip-
tion of spectral subspaces of A (or equivalently of (T (t))t∈R) in terms
of the Poisson integrals E ∗ Pα :
X(F ) = {x ∈ X : lim
α→0+
D(α+ iβ)x = 0, β ∈ R \ F}.
Furthermore, if the point spectrum σp(A) of A is empty, then
X(F ) = {x ∈ X : sup
α>0
‖D(α+ iβ)x‖ <∞, β ∈ R \ F},
cf. Theorem 1.5 below. Such descriptions are of value, for instance, in
scattering theory, see e.g. [5, Chapter 3].
If X is a Banach space and/or C0-group (T (t))t∈R on X is polyno-
mially bounded, E is merely a distribution although one still has the
formula (1.2). In this setting one could not expect in general direct
relations between the boundary behavior of D and the regularity of E.
Nevertheless, it appears that if (T (t))t∈R does not grow too fast and the
Poisson integral of E has zero radial boundary values, then E is forced
to be zero, thus a distributional counterpart of tauberian theorems in
[26], [16] and [34] holds. More precisely, the following statement is true.
Theorem 1.5. Let X be a Banach space, and let (T (t))t∈R be a C0-
group on X with generator A, such that ‖T (t)‖ ≤M(1+|t|a), a ∈ [0, 2].
Then for any closed F ⊂ R
(1.4) X(F ) = {x ∈ X : lim
α→0+
D(α+ iβ)x = 0, β ∈ R \ F}.
If X is reflexive, σp(A) = ∅ and a ∈ [0, 2), then moreover
(1.5) X(F ) = {x ∈ X : sup
α>0
‖D(α+ iβ)x‖ <∞, β ∈ R \ F}.
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Note that we require neither UMD property of the underlying Ba-
nach space, nor the boundedness of the group. Thus a well-developed
spectral theory of (mostly) bounded groups on UMD spaces is by no
means available in our situation.
Theorem 1.5 can be used to give an algebraic description of spec-
tral subspaces of (T (t))t∈R, thus partially improving and extending [13,
Theorem 3.1] (see also [14, Theorem 3.2 and Remark 3.5], [37, Theo-
rem 1.2], [29, Theorem 4]) to linear (in general, unbounded) operators
generating C0-groups of subquadratic growth. For a related result on
the generators of bounded groups see [4, Corollary 6.7].
Theorem 1.6. Let X be a Banach space, and let (T (t))t∈R be a C0-
group on X with generator A, such that ‖T (t)‖ ≤ C(1 + |t|a).
If a ∈ [0, 1), then for any closed F ⊂ R,
(1.6) X(F ) =
⋂
β∈R\F
ran(iβ − A)2.
If a ∈ [1, 2), then for any closed F ⊂ R,
(1.7) X(F ) =
⋂
β∈R\F
ran(iβ − A)3.
Remark 1.7. Note that the right hand side of (1.6) does not depend on
the exponent a while the results in [14], [37], [13], [29] formulated (for
in general unbounded operators) as in Theorem 1.6 would only yield
X(F ) =
⋂
β∈R\F
ran(iβ − A)a+2.
We prove Theorem 1.3 in Section 2. The (counter)-examples (Propo-
sition 1.4) are discussed in Section 3. In Section 4 we formulate a max-
imum principle and a local half plane versions of Theorem 1.3. Finally,
in Section 5 we prove Theorems 1.5 and 1.6.
2. The proof of Theorem 1.3
First of all, using [33, Section 1.3] or [7], we replace conditions on
Mr(u) by the same conditions on Mr(|u|).
The scheme of our proof goes back at least to F. Wolf (1941). Let
us denote by R the set of θ ∈ [0, 2π] such that u is continuous in a
neighborhood of eiθ (in the unit disc). Then S = [0, 2π] \R is a closed
subset of [0, 2π]. If S is not empty, then, by the Baire category theorem,
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we can find an open interval I ⊂ [0, 2π] such that
S ∩ I 6= ∅,(2.1)
sup
z∈Ωh(ϕ), ϕ∈S∩I
|u(z)| ≤ A <∞.
It remains to prove that for any closed interval J ⊂ I, u is bounded in
the sector {reiθ : 0 ≤ r < 1, ϕ ∈ J}. After that, standard uniqueness
results give us a contradiction with (2.1).
Let J1 ⊂ R ∩ J be an open interval such that its endpoints ϕ1, ϕ2
are in S, and let T be the connected component of {reiθ : 1/2 < r <
1, θ ∈ J1} \ (Ω
h(ϕ1) ∪ Ω
h(ϕ2)) such that ∂T ∩ ∂D 6= ∅. Suppose that
u is bounded in every such T . Applying the maximum principle,
sup
T
u ≤ sup
Ωh(ϕ1)∪Ωh(ϕ2)∪D(0,1/2)
u
(whereD(z, R) = {w : |w−z| ≤ R}), we obtain then that u is uniformly
bounded in all T .
Thus, after a conformal map to the upper half-plane C+, our problem
is reduced to the following one.
Given a function u harmonic in Q = {x + iy : |x| < 1, 0 < y < 1},
denote
My = max
0<x<1
|u(x+ iy)|.
Reduced problem. Suppose that u is continuous up to (0, δ) ⊂ ∂Q,
u = 0 on (0, δ) for some δ > 0 and u is bounded on ∆h ∩Q.
If (a) h(t) = 0 and
My = o(y
−2), y → 0+,
or (b) h(t) = ct3, c > 0, and
log+My = o(y
−1), y → 0+,
or (c) h(t) = ct, c > 0, and
log+My = o(y
−π/(2 arctan(1/c))), y → 0+,
or (d) h(t) = tγ, 0 < γ < 1, and
log+ log+My = o(y
γ−1), y → 0+,
then u is bounded in a neighborhood of the point 0 in {x + iy ∈ Q :
x > 0}.
Next we apply the Schwartz reflection principle and then consider
the function v(z) equal to u(1/z) in the cases (a) and (b), equal to
u
(
z−(2/π) arctan(1/c)
)
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in the case (c) and equal to
u
((2(1− γ)
πγ
log z
)γ/(γ−1))
in the case (d).
Then the function v is harmonic in O = C \ ((−∞, 0] ∪K) for some
compact K, v = 0 on O ∩ (0,∞),
lim
|y|→∞,−ϕ(y)≤x≤0
v(x+ iy) = 0,
|v(reiθ)| ≤ ψ(r, θ), −π/2 ≤ θ ≤ π/2, r > 0,(2.2)
for certain functions ϕ, ψ, and we need only to verify that v is bounded
at infinity in the right half-plane Π.
Here in the case (a) ϕ = 0, ψ(r, θ) = o(r2/|θ|2), r → ∞, in the
case (b) ϕ(y) = k/|y|, log+ ψ(r, θ) = o(r/|θ|), r → ∞, in the case
(c) ϕ(t) = kt, log+ ψ(r, θ) = o(r/|θ|k1), r → ∞, and in the case (d)
ϕ(t) = t, log+ log+ ψ(r, θ) = o(log r/|θ|1−γ), r → ∞, for some positive
numbers k, k1 depending on c.
To get rid of the singularities in the estimates (2.2) we use the log-
log theorem of Levinson-Sjo¨berg. Namely, we consider the functions
vn, vn(z) = v(2
nz). The functions fn analytic on H = {x + iy :
1/2 ≤ x ≤ 4, |y| ≤ 2} are determined by the relations Re fn = vn,
fn(1 + i) = vn(1 + i).
We use the fact that given a function v harmonic in the disc D(z, R)
and its conjugate function v˜, for an absolute positive constant c we
have
(2.3) ‖ grad v˜(z)‖ ≤
c
R
sup
w1,w2∈D(z,R)
|u(w1)− u(w2)|.
Then the functions fn satisfy the following estimates on H :
(a) |fn(x+ iy)| =
o(22n)
|y|2
, n→∞,
(b) log+ |fn(x+ iy)| =
o(2n)
|y|
, n→∞,
(c) log+ |fn(x+ iy)| =
o(2n)
|y|k1
, n→∞,
(d) log+ log+ |fn(x+ iy)| =
o(n)
|y|1−γ
, n→∞.
Next, we apply the following quantitative version of the log-log the-
orem (see [11, Section 3]).
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Theorem 2.1. (Y. Domar, see the argument in [22, pp. 376–379]) Let
w : (0, 2) → [1,∞) be a decreasing function. If h is subharmonic on
D, h(x+ iy) ≤ w(|y|), x+ iy ∈ H, and∑
k≥0
w−1(2kT ) ≤
1
10
for some T > 0, then
h(z) ≤ 2T, z ∈ H0 = {x+ iy : 1 ≤ x ≤ 2, |y| ≤ 1}.
Applying this theorem to log+ |fn| we obtain
(a) sup
H0
|vn| = o(2
2n), n→∞,
(b)-(c) sup
H0
log+ |vn| = o(2
n), n→∞,
(d) sup
H0
log+ log+ |vn| = o(n
1/γ), n→∞.
Thus, the function v satisfies the following estimates in Π:
(a) |v(z)| = o(z2), |z| → ∞,
(b)-(c) log+ |v(z)| = o(z), |z| → ∞,
(d) log+ log+ |v(reiθ)| =


o
( log r
|θ|1−γ
)
, |θ| ≤
π
2
,
o((log r)1/γ), |θ| ≤
π
4
,
r →∞.
In the cases (b)-(d) we fix c ∈ O and define an analytic function f
by the relations Re f = v, f(c) = v(c). Again by (2.3) we obtain that
(b)-(c) |f(iy − a/(2|y|))| = o(y2), |y| → ∞,
(b)-(c) log+ |f(iy − s)| = o(y), |y| → ∞, 0 ≤ s ≤ a/(2|y|),
(b)-(c) log+ |f(z)| = o(z), z ∈ Π, |z| → ∞,
(d) |f(iy − 1)| = o(y), |y| → ∞,(2.4)
(d) log+ |f(iy − s)| = o(y), |y| → ∞, 0 ≤ s ≤ 1,(2.5)
(d) log+ log+ |f(reiθ)| =


o
( log r
|θ|1−γ
)
, |θ| ≤
π
2
,
o((log r)1/γ), |θ| ≤
π
4
,
r →∞,
where a = k in the case (b) and a = 1 in the case (c).
By a Phragme´n-Lindelo¨f type theorem (using the argument of [22,
III C]), in the case (b)-(c) we obtain that
|f(z)| = o(z2), z ∈ Π, |z| → ∞.
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In the case (d), for sufficiently large closed disc U = D(0, R), we
apply the following lemma to the function w(z) = log+ |f(z − 1)/(z +
1)2| subharmonic in Ω = Π \ U , where Π is the right half plane.
Lemma 2.2. Let w be subharmonic in Ω and upper semicontinuous in
Ω, w ≤ 0 on ∂Ω, 0 < γ < 1, and let
(2.6) log+ |w(reiθ)| =


o
( log r
|θ|1−γ
)
, |θ| ≤
π
2
,
o((log r)1/γ), |θ| ≤
π
4
,
r →∞.
Then w ≤ 0 in Ω.
Proof. First of all we choose δ > 0 such that
(2.7) exp[(n− 1)2] ≥ 2δn exp[(1− γ)(n+ 1)2], n ≥ 1.
We fix z ∈ Ω. For large N,M we consider the function
β(x) =


eN−1, 0 ≤ x ≤ eN ,
x exp
[
−
( log x
N
)2]
, x > eN ,
the domain
Σ = {x+ iy ∈ Ω : 0 < x < eNM , |y| < β(x)},
and the sets
S0 ={x+ iy ∈ ∂Σ : 0 < x < e
N},
Sn ={x+ iy ∈ ∂Σ : e
nN < x < e(n+1)N}, 1 ≤ n < M,
SM ={x+ iy ∈ ∂Σ : x = e
NM}.
Then by the theorem on harmonic estimation (see [22, p.256]) we
have
(2.8) u(z) ≤
∑
0≤n≤M
ω(z, Sn,Σ) · sup
Sn
w,
where ω(z, S,Σ) is harmonic measure of S ⊂ ∂Σ with respect to z in
Σ.
An easy geometric argument shows that for N ≥ N(z) we have
ω(z, S0,Σ) + ω(z, S1,Σ) ≤ e
−N/2.
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Indeed, it suffices to estimate the left hand side expression from above
by
ω(z, ∂D(0, eN−1) ∩ Π, D(0, eN−1) ∩ Π)
= ω(ze1−N , ∂D(0, 1) ∩Π, D(0, 1))− ω(ze1−N , ∂D(0, 1) \ Π, D(0, 1))
≍ c|z|e−N , N →∞.
Furthermore, the Ahlfors–Carleman theorem (see, for instance, [15,
p.148, Theorem 6.1]) shows that for large N we have
ω(z, Sn,Σ) ≤
8
π
exp
(
−π
∫ exp(nN)
exp((n−1)N)
dr
r exp
[
−
(
log r
N
)2]
)
≤ exp[−Ne(n−1)
2
], 2 ≤ n ≤M.
Next we use that by (2.6), for large N ≥ N(δ), the following esti-
mates are fulfilled:
sup
S0∪S1
w ≤eN/2,
sup
Sn
w ≤ exp
[
δnN exp
[
(1− γ)(n + 1)2
]]
, 1 < n < M,
sup
SM
w ≤ exp[(NM)1/γ ].
By (2.8), we obtain that
w(z) ≤ 1 + exp[(NM)1/γ −Ne(M−1)
2
]
+
∑
2≤n<M
exp
[
δnN exp
[
(1− γ)(n+ 1)2
]
−Ne(n−1)
2
]
.
For large N ≥ N(δ), M ≥M(N, γ), using (2.7) we conclude that
w(z) ≤ 2 +
∑
2≤n<M
exp
[
−δnN exp
[
(1− γ)(n+ 1)2
]]
≤ 3.
Thus, w is bounded on Ω, and hence, w ≤ 0 on Ω. 
As a result, in the case (d) we obtain
|f(z)| = O(z2), z ∈ Π, |z| → ∞,
and the Phragme´n-Lindelo¨f theorem together with (2.4), (2.5) gives us
that
|f(z)| = o(z), z ∈ Π, |z| → ∞.
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Finally, in the cases (a)-(d) the harmonic function v is bounded at
infinity on iR ∪ R+ and
|v(z)| = o(z2), z ∈ Π, |z| → ∞.
Therefore, v is bounded in Π and our proof is completed.
3. Examples
Proof of Proposition 1.4. (a) If h(t) = o(t3), t → 0, then the function
u(reiθ) =
∑
n>0 nr
n sin(nθ) is harmonic in D,
Mr(u) = O((1− r)
−2), r → 1−,
and
lim
z∈Ωh(ϕ), z→eiϕ
u(z) = 0, ϕ ∈ [0, 2π],
Next, we use the construction from [8, Appendix]. It is valid in the
case (c) and works with small modifications in the cases (b), (d). For
the sake of simplicity, we give here just a local half plane example in
the case (b). Namely, if 1 < γ ≤ 3, h(t) = tγ , ε > 0, then there exists
a function u 6= 0 harmonic in Q = {x + iy : |x| < 1, 0 < y < 1} and
such that
log+ |u(x+ iy)| ≤
ε
y
,
lim
z∈Q,z→x
u(z) = 0, x ∈ [−1, 1] \ {0},
lim
z∈∆h, z→0
u(z) = 0.
Construction. Let max(0, 2− γ) < δ < 1, and let
f0(z) = exp
(ε
z
−
1
zδ
)
, z ∈ Q \∆h, Re z > 0,
where the branch of zδ is chosen to be positive on the positive half axis.
Then
Im f0(x) = 0, x ∈ (0, 1),
|f0(x+ iy)| ≤ exp
ε
y
, x+ iy ∈ Q,
|f0(z)| ≤ exp(−c|z|
−δ), z = x+ iy, yγ < x < 2yγ, 0 < y < 1.
Next, fix f1 ∈ C
2([1, 2]) with 0 ≤ f1 ≤ 1, such that f1 vanishes in a
neighborhood of the point 1, and equals 1 in a neighborhood of the
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point 2. Define f2(z), z = x + iy ∈ Q, by f2(z) = f0(z), x > 2y
γ,
f2(z) = f0(z)f1(t), x = ty
γ, 1 ≤ t ≤ 2, f2(z) = 0, x < y
γ. We have
f2 ∈ C
2(Q \ {0}),
Im f2 6∈ L
∞(Q),
∂¯f2 ∈ L
∞(Q),
lim
z→0
∂¯f2(z) = 0,
Im f2(z) = 0, z ∈ ∆
h ∪ [−1, 1] \ {0},
|f2(x+ iy)| ≤ C exp
ε
y
.
Now we define
f3(z) =
1
π
∫
Q
∂¯f2(ζ)
z − ζ
dm2(ζ),
where m2 is the planar Lebesgue measure. Then f3 ∈ C(Q) ∩ C
1(Q),
and ∂¯f3 = ∂¯f2 onQ. Let f4 be a function harmonic inQ and continuous
in Q such that f4 = Im f3 on [−1, 1]. Denote
u = Im (f2 − f3) + f4.
Then u is harmonic in Q, u 6= 0, u ∈ C(Q \ {0}), u ↾ [−1, 1] \ {0} = 0,
|u(x+ iy)| ≤ C + C exp(ε/y), and
lim
z∈∆h, z→0
u(z) = lim
z∈∆h, z→0
f4(z)− Im f3(z) = 0.

If h decreases at zero slower than a power of t, then the critical
growth rate is bigger than in Theorem 1.3 (d). However, the growth∫ 1
log+ log+Mr(u) dr =∞,
does not correspond to any approach domain. One encounters the same
critical growth boundary for the existence of both MacLane asymptoti-
cal and Beurling generalized distributional boundary values for analytic
functions (see [9] for a discussion).
Here we have the following result.
Remark 3.1. If f is a sufficiently regular positive function on (0,∞)
such that
(3.1)


lim
x→∞
f(x) =∞,∫ ∞ f(x)
x2
dx =∞,
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and h is an approach function, then there exists a function u 6= 0
harmonic in D such that
log+ log+Mr(u) = O(f((1− r)
−1))), r → 1−,
and
lim
z∈Ωh(ϕ), z→eiϕ
u(z) = 0, ϕ ∈ [0, 2π],
Let us sketch a construction of such a function (cf. [6, Example 3.3]).
It suffices to find a sufficiently regular increasing function β : [0, 1] →
[0, 1], β(0) = 0, such that
(3.2)


β(h(t)) = o(t), t→ 0,∫
t
ds
β(s)
= o(f(1/β(t))), t→ 0.
If Ω = {x + iy : 0 < x < 1, |y| < β(x)}, and Φ is a conformal map
of Ω onto C+ such that Φ(0) = ∞, Φ((0, 1)) = iR+, then we consider
the analytic function exp(−iΦ). The estimates by Warschawski on the
asymptotics of Φ together with properties (3.2) give us a possibility to
use the scheme of [8, Appendix]. Finally, relations (3.1) guarantee the
existence of β satisfying (3.2).
4. Maximal and local half plane versions of Theorem 1.3
An easy modification of the argument in Section 2 gives us the fol-
lowing maximum principle, cf. [8, 39]. For a different set of problems
in this direction see [36].
Theorem 4.1. Let u be harmonic in the unit disc D and let
lim sup
z∈Ωh(ϕ), z→eiϕ
|u(z)| ≤ 1, ϕ ∈ [0, 2π].
(a) If h(t) = 0 and
Mr(u) = o((1− r)
−2), r → 1−,
then |u| ≤ 1 in D.
(b) If limt→0 h(t)t
−3 =∞ and
log+Mr(u) = o((1− r)
−1), r → 1−,
then |u| ≤ 1 in D.
(c) If h(t) = ct, c > 0, and
log+Mr(u) = o((1− r)
−π/(2 arctan(1/c))), r → 1−,
then |u| ≤ 1 in D.
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(d) If h(t) = tγ, 0 < γ < 1, and
log+ log+Mr(u) = o((1− r)
γ−1), r → 1−,
then |u| ≤ 1 in D.
Next we formulate a local half plane version of Theorem 1.3 (a), (b)
which will be needed in the next section.
Define the rectangle
Q := {z = x+ iy : −1 < x < 1, 0 < y < 1},
and for every x ∈ (−1, 1) and the approach function h define ∆h(x) :=
∆h + x.
Let My(u) := supx∈(−1,1) |u(x+ iy)|.
Theorem 4.2. Let u be a harmonic function on Q. Assume that
(4.1) lim
z∈∆h(x), z→x
u(z) = 0, x ∈ [−1, 1].
If either
(a) h(t) = 0 and
My(u) = o(y
−2), y → 0+,
or
(b) h(t) = ct3, c > 0, and
log+My(u) = o(y
−1), y → 0+,
then the function u extends continuously to the interval (−1, 1), and
u = 0 on (−1, 1).
The proof is similar to that of Theorem 1.3.
5. An operator theoretical application
In this section we derive Theorems 1.5 and 1.6 stated in Introduction
as corollaries of our local uniqueness result, Theorem 4.2.
If X is a Banach space, and (T (t))t∈R is a C0-group on X with the
generator A such that ‖T (t)‖ ≤ M(1 + |t|a), a ≥ 0, then the resolvent
R(λ,A), λ ∈ C \ iR, is the Carleman transform of (T (t))t∈R,
(5.1) R(λ,A) :=
{ ∫∞
0
e−λtT (t) dt, Reλ > 0,
−
∫ 0
−∞
e−λtT (t) dt, Reλ < 0,
thus
(5.2) ‖R(λ,A)‖ ≤
M
|Reλ|a+1
, Reλ 6= 0.
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The estimate (5.2) and the resolvent identity allow us to extend the
property of horizontal convergence of D(α + iβ) = R(α + iβ, A) −
R(−α + iβ, A) to the regions
Ωh(β) :=
{
α + iβ ′ : α ∈ (0, 1), |β − β ′| ≤ h(α)
}
,
corresponding to the approach function h(t) = ta+1.
Lemma 5.1. Let X be a Banach space, and let x ∈ X be fixed.
(i) limα→0+ ‖D(α + iβ)x‖ = 0 if and only if
limz→iβ, z∈Ωh(β) ‖D(α+ iβ)x‖ = 0.
(ii) If σp(A) = ∅, then the limit limα→0+D(α + iβ)x exists if and
only if limα→0+ ‖D(α+ iβ)x‖ = 0.
(iii) If X is reflexive and σp(A) = ∅, then supα>0 ‖D(α+ iβ)x‖ <∞
if and only if D(α + iβ)x tends to 0 weakly as α→ 0+.
Proof. (i) Fix x and β such that limα→0+ ‖D(α + iβ)x‖ = 0. We use
that
D(α+ iβ) = 2α[α2 − (A− iβ)2]−1,(5.3)
(A− iβ)D(α+ iβ) = α[R(α + iβ, A) +R(−α + iβ, A)].(5.4)
Therefore,
D(α+ iβ)−D(α+ iβ1)
= (2α)−1
(
[α2 − (A− iβ1)
2]− [α2 − (A− iβ)2]
)
D(α+ iβ)D(α + iβ1)
= (2α)−1[2i(A− iβ1)(β1 − β)− (β1 − β)
2]D(α + iβ)D(α+ iβ1)
= i(β1 − β)[R(α+ iβ1, A) +R(−α + iβ1, A)]D(α+ iβ)
−
(β1 − β)
2
2α
D(α+ iβ)D(α + iβ1).
Since (β1−β)
2α−1 → 0 and |β1−β| · ‖R(α+ iβ1, A)+R(−α+ iβ1, A)‖
is bounded when α→ 0+, α+ iβ1 ∈ Ω
h(β), we conclude that
‖D(α+ iβ1)x‖ → 0, α→ 0+, α+ iβ1 ∈ Ω
h(β).
(ii) Let limα→0+D(α+ iβ)x = y. By (5.4),
(A− iβ)D(α + iβ)x = α(R(α + iβ, A)x+R(−α + iβ, A)x.
Therefore, D(α + iβ)x ∈ dom (A− iβ). By (5.3),
(A− iβ)2D(α + iβ)x = −2αx+ α2D(α+ iβ)x→ 0, α→ 0 + .
Since (A− iβ)2 is closed, y ∈ dom (A− iβ)2, (A− iβ)2y = 0 and then,
by assumption, y = 0.
(iii) Since X is reflexive, the set S := {D(αn + iβ)x : n ∈ N} is
weakly precompact for any sequence αn ց 0, n→∞.
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Let y ∈ X be such that
w − lim
n→∞
D(αnk + iβ)x = y
for a subsequence αnk ց 0, k →∞. As above,
(A− iβ)2D(αnk + iβ)x = −2αnkx+ α
2
nk
D(αnk + iβ)x→ 0.
Since (A− iβ)2 is closed, it is also weakly closed, hence (A− iβ)2y = 0,
and then y = 0. Thus the only weak (sequential) limit point of S is 0
so that the weak limit of D(αn + iβ)x, n → ∞, is 0. Since the choice
of {αn} was arbitrary, the assertion of the lemma follows. 
Theorem 1.5 now follows from Theorem 4.2.
Proof of Theorem 1.5. We start with the proof of (1.4). Let
XD(F ) := {x ∈ X : lim
α→0+
D(α+ iβ)x = 0, β ∈ R \ F}.
Obviously, x ∈ X(F ) implies x ∈ XD(F ) since the function R(λ,A)x
extends analytically through i(R \ F ) by the definition of σ(x). To
prove the converse inclusion fix x ∈ XD(F ) and note that
R \ F = ∪n≥1(an, bn), −∞ ≤ an ≤ bn ≤ +∞.
Let further x∗ ∈ X∗ and n ∈ N be fixed, and assume without loss of gen-
erality that [ian, ibn] is compact. The harmonic function 〈D(λ)x, x
∗〉
defined on the rectangle Rn = {λ ∈ C : −1 ≤ Reλ ≤ 1, bn < Imλ <
an} satisfies the estimate (5.2). By Theorem 4.2 (b) and Lemma 5.1
(i), 〈D(λ)x, x∗〉 extends continuously to the interval (ian, ibn) and is
zero there. Arguing as in the proof of [8, Theorem 5.4] we obtain that
〈R(λ,A)x, x∗〉 extends analytically to Rn. Furthermore, by the uniform
boundedness principle,
sup
λ1,λ2∈Rn\iR,λ1 6=λ2
∥∥∥∥R(λ1, A)x− R(λ2, A)xλ1 − λ2
∥∥∥∥ <∞,
so that R(λ,A)x is uniformly continuous on Rn \ iR and therefore
extends continuously to Rn. The analyticity of 〈R(λ,A)x, x
∗〉 in Rn
for every x ∈ X∗ implies that R(λ,A)x is analytic in Rn \ iR so that
R(λ,A)x is analytic in Rn. Since n was arbitrary, the proof is finished.
Let now X be reflexive, σp(A) = ∅, and a ∈ [0, 2). Define
XDb (F ) := {x ∈ X : sup
α>0
‖D(α + iβ)x‖ <∞, β ∈ R \ F}.
Then arguing as above X(F ) ⊂ XDb (F ). Moreover, the argument used
above shows that to verify the opposite inclusion it suffices to prove
that for x ∈ XDb and x ∈ X
∗, the function 〈D(λ)x, x∗〉 satisfies the
conditions of Theorem 4.2 for the approach function h(t) = ta+1+ǫ,
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ǫ ∈ (0, 2−a). Since supα>0 ‖D(α+ iβ)x‖ <∞, by Lemma 5.1 (iii) and
the equality 〈
(D(α+ iβ)−D(α+ iβ1))x, x
∗
〉
= i(β1 − β)
〈
D(α+ iβ)x, [R(α + iβ1, A) +R(−α + iβ1, A)]
∗x∗
〉
−
(β1 − β)
2
2α
〈
D(α + iβ)x,D(α+ iβ1)
∗x∗
〉
,
obtained in the proof of Lemma 5.1 (i), it follows that 〈D(λ)x, x∗〉
satisfies (4.1). The verification of the condition (b) of Theorem 4.2 is
straightforward, thus (1.5) is proved as well. 
Remark 5.2. We do not know whether Theorem 1.5 is optimal with
respect to the exponent a. While, by Proposition 1.4, we cannot have
a counterpart of Theorem 4.2 in the situation where a > 2, the corre-
sponding examples of C0-groups are still out of reach.
Proof of Theorem 1.6. First, we show that for every n ≥ 1,
(5.5) X(F ) ⊂
⋂
β∈R\F
ran(iβ − A)n.
If x ∈ X(F ), then the function f(λ) = R(λ,A)x, λ ∈ C \ iR, extends
analytically to C \ iF as well as its derivatives, and we have
f (k)(λ) = (−1)kk!Rk+1(λ,A)x, 1 ≤ k ≤ n.
Since for any β ∈ R \ F and λ ∈ C \ iR,
(iβ −A)nRn(λ,A)x = x+
n∑
k=1
Ckn(iβ − λ)
kR(λ,A)kx,
by the closedness of (iβ − A)n we obtain
(iβ −A)nf(iβ) = x, β ∈ C \ F,
so that
x ∈
⋂
β∈R\F
ran(iβ −A)n.
To prove the equality in (1.7), we note that x ∈ ran(iβ − A)3, β ∈
R \ F , imply for a ∈ [1, 2) that limα→0+D(α + iβ)x = 0 Indeed, by
(5.3), (5.4),
D(α + iβ)(A− iβ)3y = α2D(α+ iβ)(A− iβ)y − 2α(A− iβ)y
= α3[R(α + iβ, A) +R(−α + iβ, A)]y − 2α(A− iβ)y → 0+, α→ 0 + .
Then, by Theorem 1.5, R(λ,A)x extends analytically to C\F , and the
statement follows. The proof of (1.6) is analogous. 
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Remark 5.3. In fact, to prove (1.6) we could just use Theorem 1.3 (a),
and deal only with radial behavior of the resolvents.
Remark 5.4. Observe that in (1.6), (1.7) one cannot replace ran(iβ −
A)n, n = 2, 3, by ran(iβ − A), see [4, p. 136]. We do not know,
however, whether one can replace the exponent 2 in (1.6) by a real
number smaller than 2.
Theorems 1.5 and 1.6 apply in particular to C0-groups with (at most)
linear growth. As a natural example of such groups we mention C0-
groups (T (t))t∈R on a Banach space X = X ⊕ X generated by the
triangular operator matrices of the form
A =
(
A1 B
O A2
)
where A1 and A2 are the generators of bounded C0-groups (T1(t))t∈R
and (T2(t))t∈R on X, and B is bounded from dom(A2) to dom(A1).
The operator A can be treated as an off-diagonal perturbation of the
generator of a bounded C0-group defined by the matrix with diagonal
entries A1 and A2. The corresponding semigroup (T (t))t≥0 is given by
T (t) =
(
T1(t)
∫ t
0
T (s)BT (t− s) ds
O T2(t)
)
, t ≥ 0.
Such matrices appear frequently in applications, e.g. in the study of
second order abstract and concrete Cauchy problems. For more details
on this subject see e.g. [32].
Note that results similar to Theorems 1.5 and 1.6 hold also for dis-
crete groups (T n)n∈Z ⊂ L(X) such that ‖T
n‖ ≤ M(|n| + 1)a, a ∈
[0, 2), n ∈ Z. Their proofs are straightforward modifications of the
proofs of Theorems 1.5 and 1.6 using the same boundary uniqueness
statements of Theorem 4.2. We leave formulation of these results to
the interested reader.
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