Quality of service (QoS) support for multimedia applications in large-scale networks by Putthividhya, Wanida
Retrospective Theses and Dissertations Iowa State University Capstones, Theses andDissertations
2006
Quality of service (QoS) support for multimedia
applications in large-scale networks
Wanida Putthividhya
Iowa State University
Follow this and additional works at: https://lib.dr.iastate.edu/rtd
Part of the Computer Sciences Commons
This Dissertation is brought to you for free and open access by the Iowa State University Capstones, Theses and Dissertations at Iowa State University
Digital Repository. It has been accepted for inclusion in Retrospective Theses and Dissertations by an authorized administrator of Iowa State University
Digital Repository. For more information, please contact digirep@iastate.edu.
Recommended Citation
Putthividhya, Wanida, "Quality of service (QoS) support for multimedia applications in large-scale networks" (2006). Retrospective
Theses and Dissertations. 1872.
https://lib.dr.iastate.edu/rtd/1872
Quality of service (QoS) support for multimedia applications in large-scale
networks
by
Wanida Putthividhya
A dissertation submitted to the graduate faculty
in partial fulfillment of the requirements for the degree of
DOCTOR OF PHILOSOPHY
Major: Computer Science
Program of Study Committee:
Johnny Wong, Co-major Professor
Wallapak Tavanapong, Co-major Professor
Leslie Miller
Manimaran Govindarasu
Douglas Jacobson
Iowa State University
Ames, Iowa
2006
Copyright c© Wanida Putthividhya, 2006. All rights reserved.
UMI Number: 3243828
3243828
2007
UMI Microform
Copyright
All rights reserved. This microform edition is protected against 
    unauthorized copying under Title 17, United States Code.
ProQuest Information and Learning Company 
300 North Zeeb Road
P.O. Box 1346
     Ann Arbor, MI 48106-1346 
 by ProQuest Information and Learning Company. 
ii
DEDICATION
To my parents, Virul and Piyawan Putthividhya,
my younger sisters, Dr. Aksara and Duangmanee Putthividhya
my grandparents in heavens, Ke-Ngow Lee and Ngieg-Lang Ngow,
and my boyfriend, Thanapong (Jack) Duangmanee.
iii
TABLE OF CONTENTS
LIST OF TABLES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . vi
LIST OF FIGURES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . vii
ACKNOWLEDGEMENTS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xii
CHAPTER 1. INTRODUCTION . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.0.1 Dissertation Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.0.2 Organization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
CHAPTER 2. REVIEW OF LITERATURE . . . . . . . . . . . . . . . . . . 4
2.1 Internet Routing Behavior . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
2.1.1 End-to-end Routing Behavior in the Internet . . . . . . . . . . . . . . . 4
2.1.2 PlanetSeer: Internet Path Failure Monitoring and Characterization in
Wide-Area Services . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.2 Modeling of Available Bandwidth of End-to-End Paths . . . . . . . . . . . . . 18
2.2.1 Tools for Estimating Current Available Bandwidth . . . . . . . . . . . 19
2.2.2 Modeling of Aggregated Available Bandwidth . . . . . . . . . . . . . . 23
2.2.3 Modeling of Network Traffic . . . . . . . . . . . . . . . . . . . . . . . . 24
2.3 Overlay Network Monitoring Protocols . . . . . . . . . . . . . . . . . . . . . . 26
2.4 Core-Based Routing Protocols . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
2.4.1 Core Selection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
2.4.2 Multicast Tree Construction . . . . . . . . . . . . . . . . . . . . . . . . . 29
CHAPTER 3. INTERNET ROUTING BEHAVIOR . . . . . . . . . . . . . 31
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
iv
3.2 Experimental Setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
3.3 How representative are our observations? . . . . . . . . . . . . . . . . . . . . . 35
3.4 Results and Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
3.4.1 Tightly-Coupled Machine Assumption . . . . . . . . . . . . . . . . . . . 37
3.4.2 Routing Pathology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
3.4.3 Routing Instability . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
3.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
CHAPTER 4. MODELING OF AVAILABLE BANDWIDTH OF AN END-
TO-END PATH . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
4.2 Background Knowledge . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
4.2.1 Auto-Regressive Integrated Moving-Average Processes . . . . . . . . . 79
4.2.2 Auto-Regressive Integrated Moving-Average Modeling . . . . . . . . . . 82
4.2.3 Self-Similar Processes . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
4.2.4 Hurst Parameter Estimation Techniques . . . . . . . . . . . . . . . . . 89
4.3 Preparation of Available Bandwidth Data . . . . . . . . . . . . . . . . . . . . . 98
4.4 Hypothesis Verifications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
4.4.1 Verifying ARIMA(p, d, q) Model Hypothesis . . . . . . . . . . . . . . . 101
4.4.2 Verifying Self-Similar Model Hypothesis . . . . . . . . . . . . . . . . . . 105
4.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110
CHAPTER 5. NON-TOPOLOGY-AWARE OVERLAYNETWORKMON-
ITORING PROTOCOL . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113
5.1 Background Knowledge . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
5.1.1 F-test . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116
5.1.2 Pareto Distribution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117
5.2 Temporal Adaptive Probing (TAP) Protcol . . . . . . . . . . . . . . . . . . . . 117
5.2.1 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118
5.2.2 TAP Metrics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119
v5.2.3 Link Scores . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120
5.2.4 Inferencing of Available Bandwidth . . . . . . . . . . . . . . . . . . . . 121
5.2.5 Handling Topology Changes . . . . . . . . . . . . . . . . . . . . . . . . 122
5.2.6 Worst-Case Complexity Analysis . . . . . . . . . . . . . . . . . . . . . . 122
5.2.7 Startup TAP and Parameter Options . . . . . . . . . . . . . . . . . . . 122
5.3 Performance Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123
5.3.1 Performance Metrics . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123
5.3.2 Simulation Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 124
5.3.3 Simulation Results and Discussion . . . . . . . . . . . . . . . . . . . . . 126
5.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129
CHAPTER 6. CORE-SET ROUTING PROTOCOL . . . . . . . . . . . . . 131
6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131
6.2 New Core Set Routing in IP Multicast . . . . . . . . . . . . . . . . . . . . . . 133
6.2.1 Core Set Routing under Service Class Framework . . . . . . . . . . . . . 133
6.2.2 Distributed Core Selection Protocol . . . . . . . . . . . . . . . . . . . . 135
6.2.3 Multicast Routing with Core Set . . . . . . . . . . . . . . . . . . . . . . 137
6.2.4 Protocol for Handling Group Dynamics . . . . . . . . . . . . . . . . . . 140
6.3 Performance Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 144
6.3.1 Performance Metrics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 145
6.3.2 Simulation Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 145
6.3.3 Simulation Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 146
6.4 Concluding Remarks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 150
CHAPTER 7. CONCLUSIONS AND FUTURE WORK . . . . . . . . . . . 154
BIBLIOGRAPHY . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 158
vi
LIST OF TABLES
Table 3.1 PlanetLab nodes included in our study of end-to-end Internet routing
behavior. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
Table 3.2 A summary of our two experiments running from December 2005 to
March 2006 and both of Paxson’s experiments running at the end of
1994 and 1995. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
Table 3.3 Per-source persistent routing loops. . . . . . . . . . . . . . . . . . . . . 72
Table 3.4 Per-destination persistent routing loops. . . . . . . . . . . . . . . . . . 73
Table 3.5 A comparison between our findings on routing pathology and those
reported by Paxson. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
Table 4.1 Hurst parameter estimates. . . . . . . . . . . . . . . . . . . . . . . . . . 111
Table 4.2 Averaged discrepancies between the Hurst parameter estimates given
by the specified pairs of estimation techniques. . . . . . . . . . . . . . . 112
Table 6.1 Example set of service classes for virtual collaboration applications. . . 132
vii
LIST OF FIGURES
Figure 2.1 Fluttering pathology occurring at a border router of Washington Uni-
versity, St. Louis, MO. . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
Figure 2.2 Examples of a local route, a reference route, and an intercept route for
demonstrating how to confine the scope of a route change. . . . . . . . 16
Figure 2.3 Examples of a local route, a reference route, and an intercept route for
demonstrating how to confine the scope of a partial unreachability. . . 16
Figure 2.4 An example of probe traffic generated by TOPP tool. . . . . . . . . . . 20
Figure 2.5 The principle of the bottleneck spacing effect. . . . . . . . . . . . . . . 21
Figure 3.1 A traceroute result exhibiting a persistent routing loop on an end-to-end
path from the PlanetLab node dlut1.6planetlab.edu.cn (219.243.200.53)
in China to the PlanetLab node planetlab2.eecs.umich.edu (141.213.4.202)
in the US. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
Figure 3.2 A traceroute result exhibiting a transient routing loop on an end-to-end
path from the PlanetLab node planetlab1.ls.fi.upm.es (138.100.12.148)
in Spain to the PlanetLab node planetlab2.eecs.umich.edu (141.213.4.202)
in the US. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
Figure 3.3 A traceroute result exhibiting fluttering pathology on an end-to-end
path from the PlanetLab node planetlab1.atcorp.com (216.185.202.121)
in the US to the PlanetLab node planetlab1.hiit.fi (128.214.112.91) in
Finland . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
viii
Figure 3.4 A traceroute result exhibiting 5 occurrences of fluttering on an end-to-
end path from the PlanetLab node planetlab1.atcorp.com (216.185.202.121)
in the US to the PlanetLab node planetlab1.cslab.ece.ntua.gr (147.102.3.101)
in Greece. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
Figure 3.5 The distribution of position indices corresponding to all the fluttering
occurrences found in our first experiment. . . . . . . . . . . . . . . . . 46
Figure 3.6 The distribution of lengths of the fluttering occurrences found in our
first experiment. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
Figure 3.7 A traceroute result exhibiting 3 occurrences of fluttering on an end-to-
end path from the PlanetLab node planet1.cs.ucsb.edu (128.111.52.61)
in the US to the PlanetLab node planetlab1.singapore.equinix.planet-
lab.org (202.79.220.49) in Singapore. . . . . . . . . . . . . . . . . . . . 49
Figure 3.8 The distribution of position indices corresponding to all the fluttering
occurrences found in our second experiment. . . . . . . . . . . . . . . . 50
Figure 3.9 The distribution of lengths of the fluttering occurrences found in our
second experiment. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
Figure 3.10 A traceroute result exhibiting an infrastructure failure along an end-to-
end path from the PlanetLab node planetlab-2.ece.iastate.edu (129.186.205.71)
in the US to the PlanetLab node planetlab1.xeno.cl.cam.ac.uk (128.232.103.201)
in UK. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
Figure 3.11 A traceroute result exhibiting the pathology of destination unreachable
due to too many hops along an end-to-end path from the PlanetLab
node dlut1.6planetlab.edu.cn (219.243.200.53) in China to the Planet-
Lab node planetlab1.cs.uit.no (129.242.19.196) in Norway. . . . . . . . 53
Figure 3.12 A traceroute result exhibiting the outage pathology along an end-to-end
path from the PlanetLab node planet1.cs.ucsb.edu (128.111.52.61) in
the US to the PlanetLab node planetlab1.cs.uiuc.edu (192.17.239.250)
in the US. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
ix
Figure 3.13 The distribution of durations of outages found in our first experiment. 55
Figure 3.14 The distribution of durations of outages found in our second experiment. 56
Figure 3.15 The distribution of the numbers of different router pairs causing route
changes found in our first experiment. . . . . . . . . . . . . . . . . . . 58
Figure 3.16 The distribution of tightly-coupled routers across route changes found
in our first experiment. . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
Figure 3.17 The distribution of the position indices corresponding to all non-tightly-
coupled router pairs causing route changes found in our experiment. . 60
Figure 3.18 The cumulative distribution of routing prevalence of the dominant routes
for virtual paths considered in our analysis. . . . . . . . . . . . . . . . 61
Figure 3.19 The distribution of the durations of all different routes found in our
first experiment. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
Figure 4.1 Stationary vs non-stationary time series. . . . . . . . . . . . . . . . . . 81
Figure 4.2 Auto-correlation functions of long-range and short-range dependent
processes. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
Figure 4.3 An example of R/S plots. . . . . . . . . . . . . . . . . . . . . . . . . . 90
Figure 4.4 An example of data division processes to obtain subsections of different
sizes. The R/S statistic will be computed over each subsection. . . . . 92
Figure 4.5 Default cut-off points for the R/S technique in R statistical software. . 93
Figure 4.6 An example of periodogram plots. . . . . . . . . . . . . . . . . . . . . . 95
Figure 4.7 Outlier periods in which the available bandwidth of the path between
Stanford University and the machine node1.cacr.caltech.edu was signif-
icantly low. The outlier periods are detected by a modify ”plateau”
algorithm. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
Figure 4.8 Variations of time differences between pairs of consecutive measurements.100
Figure 4.9 Normal Q-Q and auto-correlation plots of the residuals resulting from
fitting ARIMA(0, 1, 4) model to a data set corresponding to the avail-
able bandwidth of an end-to-end path from SLAC to node1.binp.nsk.su. 102
xFigure 4.10 Normal Q-Q and auto-correlation plots of the residuals resulting from
fitting ARIMA(0, 1, 1) model to a data set corresponding to the avail-
able bandwidth of an end-to-end path from SLAC to node1.niit.pk. . . 103
Figure 4.11 Q-Q and auto-correlation plots of the residuals resulting from fitting
ARIMA(0, 1, 1) model to a data set corresponding to the available
bandwidth of an end-to-end path from SLAC to node1.mib.infn.it. . . 104
Figure 4.12 Normal Q-Q and auto-correlation plots of the residuals resulting from
fitting ARIMA(0, 10, 5) model to a data set corresponding to the avail-
able bandwidth of an end-to-end path from SLAC to node1.fzk.de. . . 105
Figure 4.13 Normal Q-Q and auto-correlation plots of the residuals resulting from
fitting ARIMA(0, 10, 5) model to a data set corresponding to the avail-
able bandwidth of an end-to-end path from SLAC to node1.nslabs.ufl.edu.106
Figure 4.14 Normal Q-Q and auto-correlation plots of the residuals resulting from
fitting ARIMA(0, 10, 5) model to a data set corresponding to the avail-
able bandwidth of an end-to-end path from SLAC to node1.cacr.caltech.edu.107
Figure 5.1 Null hypotheses and Research hypotheses of one-tailed F-test and two-
tailed F-test. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116
Figure 5.2 The probability density function and probability distribution function
of Pareto random variables. . . . . . . . . . . . . . . . . . . . . . . . . 117
Figure 5.3 The performance of the two variations of TAP and that of a random
probing technique with respect to the estimation accuracy and the mon-
itoring overhead metrics. . . . . . . . . . . . . . . . . . . . . . . . . . . 127
Figure 5.4 The performance comparison between TAP-Limit and Random-Limit
under various overhead limit. . . . . . . . . . . . . . . . . . . . . . . . 129
Figure 6.1 Routing with a single-core vs. with Core Set Routing . . . . . . . . . . 134
Figure 6.2 Performance of the proposed algorithms and the optimal algorithm. . . 151
Figure 6.3 Effect of routing with a core set. . . . . . . . . . . . . . . . . . . . . . . 152
xi
Figure 6.4 Performance of the multicast tree construction protocol. . . . . . . . . 153
xii
ACKNOWLEDGEMENTS
Partial funding for this research was provided through the Fellowship of the year 1999 from
the Royal Thai Government to the excellence in Computer Science. Besides, this work cannot
be completed without the funding from the National Science Foundation grant number CCR
0092914 through Dr. Wallapak Tavanapong.
My journey towards the PhD at Iowa State University began six years ago. I would like
to take this opportunity to express my thanks to those who helped me with various aspects
of conducting my PhD research work and the writing of this dissertation. First, I thank Dr.
Johnny Wong, my major advisor, for his guidance, patience, and financial support since I
joined his research group in 2000. I would also like to thank Dr. Wallapak Tavanapong, my
co-advisor, who has always believed in me since I started working with her in 2003. She is a role
model for me to work greatly based on available resources, instead of accusing unavailability of
resources for not being great. Dr. Tavanapong has introduced me to a great deal of researches
in multimedia and networking which will be beneficial to me when starting my own academic
career at Thammasat University, Bangkok, Thailand. Her insights and words of encouragement
have often inspired me and renewed my hopes for completing my PhD research work. I would
never have come this far on my PhD path without her support and kindness.
I thank Dr. Arka P. Ghosh from the Department of Statistics for his kind suggestions on
statistical aspects of this dissertation. Dr. Ghosh has made a great deal of effort to make
Statistics interesting for me who has never appreciated Statistics since high school. His course
STAT430X conducted in Spring 2006 inspired Chapter 4 of this dissertation. I additionally
thank Dr. Manimaran Govindarasu for his useful comments on my class project conducted
when taking his course CprE589 in Spring 2004. The work inspired several of my publications
xiii
and Chapter 6 of this dissertation. I would also like to thank all the committee members for
their fair comment on my dissertation.
I thank Ajarn Wasuthep Thaprasop who was the head of Computer Science department
of Thammasat University as of the time that I started my academic career at the university.
Without his great vision and kind support, I would never have been granted the fellowship of
the year 1999 from the Royal Thai government to pursue my study in US. In turn, I would
never have come this far on my PhD path.
Moreover, I would like to thank Minh T. Tran, my colleague at the department of Computer
Science, Iowa State University. He has been very helpful and always available to discuss any
technical problem I encountered with. Throughout my graduate career, I and Minh have made
several publications together.
More than anyone, I truly thank my beloved parents, Virul and Piyawan Putthividhya,
for their pure and unselfish love. My parents have been very supportive and encouraging
throughout my journey towards the PhD. They have sacrificed a lot in their lives to raise
me and my two younger sisters well. My father financially supported me during the last two
years of my PhD study. My mother even though does not have very high education always
encourages all of us to achieve as high education as we can. I thank my grandparents in
heaven to let me have these great father and mother. I thank my two sisters, Dr. Aksara
and Duangmanee Putthividhya, for their strong and enduring support in every matter while
I worked toward this degree. Now that my work is finally finished, I wish my youngest sister,
Duangmanee Putthividhya, and my boyfriend, Thanapong Duangmanee, the best for their
ongoing Ph.D. adventures.
Last but not least, I thank my boyfriend, Thanapong Duangmanee, for his love, support,
patience, and understanding. I cannot adequately thank him for always being there for me.
My academic and personal lives here were more meaningful and less miserable with his com-
panionship throughout my graduate career.
1CHAPTER 1. INTRODUCTION
Recent years have seen in the Internet the proliferation of multimedia applications, e.g.
video streaming, interactive distance learning, digital libraries, network gaming, just to name
a few. Multimedia applications require Quality-of-Service (QoS ) support in order to achieve a
desirable quality of a media playback. The common QoS metrics are transmission delays, avail-
able bandwidth, delay variation (jitter), and packet loss probability. A multimedia application
makes a QoS request indicating acceptable values of QoS metrics of interest to the QoS support
mechanism. In return, the QoS support mechanism attempts to honor the QoS request. For
instance, a live video streaming application requires a delivery path with sufficient available
bandwidth to transmit video data. The application specifies the desired bandwidth. The QoS
support mechanism attempts to find the path that satisfies the bandwidth requirement and
informs the application of the result.
Network-layer QoS support mechanisms can guarantee QoS for multimedia applications
once it accepts the QoS request. However, deployment of these mechanisms in a large network
like the Internet has been difficult since all network routers in the Internet need to implement
these mechanisms. An application-layer QoS support mechanism, on the other hand, is easier
to deploy since it does not require changes in the network routers. An application-layer QoS
support mechanism is formed by a set of end hosts that want to provide QoS support for their
applications. Each participating end host maintains its local knowledge by periodically mea-
suring QoS metrics of interest along a set of end-to-end paths from itself to other participating
hosts. Note that each of these end-to-end paths is a direct IP path between two participating
end hosts without any other hosts in between. The end hosts use their local knowledge to find
an end-to-end path with the desired QoS.
2Despite the deployment simplicity, application-layer QoS provision has two major restric-
tions. First, it cannot provide QoS guarantees for multimedia applications since networking
resources cannot be reserved without the help of network routers. Second, there is a trade-
off between the accuracy of QoS measurements obtained at every participating host and the
monitoring overhead. Given fixed-length monitoring periods, the monitoring overhead is pro-
portional to the number of direct IP paths every participating end host monitors in each
monitoring period. Monitoring a direct IP path incurs overhead because probing packets are
injected onto the monitored path to measure the desired QoS metric along the path [Carter
and Crovella (1996); Downey (1999); Melander et al. (2000); Andersen et al. (2001); Jain and
Dovrolis (2003); Navratil and Cottrell (2003)]. Recent path monitoring algorithms utilize the
underlying network-layer topology among end hosts to reduce the monitoring overhead [Tang
and McKinley (2003, 2004); Chen et al. (2004)]. These topology-aware algorithms only monitor
the direct paths that cover a significant portion of IP links to all the participating end hosts.
These algorithms use the measured QoS values on the probed paths and the network-layer
topology to infer the QoS values of the unprobed paths.
1.0.1 Dissertation Contributions
The goal of this dissertation is to study issues pertaining to QoS provision for multimedia
applications at the application layer. Our approach is to first understand important char-
acteristics of today’s Internet that could affect the design of application-layer QoS support
mechanisms. Therefore, we initially study Internet routing pathology and Internet routing
stability by repeating experimental and analytical methods conducted by Paxson in 1996. No
similar study was done in recent years. Our findings show that routing behavior of the Inter-
net in 2006 are different from those reported in 1996 in some important aspects. Second, we
investigate different stochastic models (e.g. self-similar processes, Auto-Regressive Integrated
Moving-Average (ARIMA)) in order to find a suitable model that describes available band-
width over time of an end-to-end path between two Internet hosts. Our finding of the suitable
model is beneficial to predicting of future values of available bandwidth along an end-to-end
3path. To the best of our knowledge, no similar study was conducted. We focus on bandwidth
since multimedia applications such as Video-on-Demand or video conferencing requires high
bandwidth. Third, we design and evaluate a new path monitoring algorithm that infers avail-
able bandwidth of an end-to-end path without monitoring all the paths to minimize monitoring
overhead. Our algorithm does not rely on underlying network-layer topology information as
required in topology-aware path monitoring techniques. Finally, to complement the above
study, we introduce our multicast protocol named “core-set routing” for transmitting multi-
media data from a set of senders to a set of receivers, taking QoS into account. The protocol
is suitable for interactive multi-sender multimedia applications such as video conferencing and
network gaming.
1.0.2 Organization
The remainder of this dissertation is organized as follows. In Chapter 2, we review the
related work in the literature. In Chapter 3, we present our investigation of routing behavior
of today’s Internet. We then discuss the methods taken to find a suitable model that describes
available bandwidth over time of an end-to-end path in Chapter 4. We describe our new non-
topology-aware overlay network monitoring algorithm in Chapter 5. In Chapter 6, we present
our multicast protocol. Finally, we provide our conclusions and a discussion of the future work
in Chapter 7.
4CHAPTER 2. REVIEW OF LITERATURE
We review existing work related to our studies in this chapter. Section 2.1 discusses related
work of our study of end-to-end Internet routing behavior. Section 2.2 discusses related work
of modeling of available bandwidth of an end-to-end path. We then discuss the related work
of our study of non-topology-aware overlay network monitoring protocol in Section 2.3.
2.1 Internet Routing Behavior
Researchers have formally studied the large-scale behavior of routing in the Internet1 in sev-
eral aspects: routing pathology [Paxson (1996); Zhang et al. (2004)], routing instability [Chinoy
(1993); Labovitz et al. (1997); Paxson (1996); Zhang et al. (2004)], routing asymmetry [Paxson
(1996)], the major causes of routing pathology [Wang et al. (2006)], and the impact of rout-
ing pathology on end-to-end path performance [Wang et al. (2006); Zhang et al. (2004)]. We
briefly discuss some of the existing work related to our study of the behavior of routing in the
Internet in this section.
2.1.1 End-to-end Routing Behavior in the Internet
Paxson reported the end-to-end behavior of routing in the Internet based on an analysis
of about 40,000 end-to-end route measurements [Paxson (1996)]. These route measurements
were performed using repeated “traceroutes” on virtual paths among geographically dispersed
Internet sites. Route measurements analyzed in the existing work [Paxson (1996)] were from
two different routing experiments. The first routing experiment was conducted from November
8 through December 24, 1994. During this time, 6,991 route measurements among 27 Internet
1Unless stated otherwise, we use the term Internet as a general term to refer to a global system of computer
networks logically linked together by a common network protocol for communicating with each other.
5sites were performed. The intervals between consecutive route measurements made to the
same virtual path were independent and exponentially distributed with a mean of 1-2 days.
The second routing experiment was conducted from November 3 through December 21, 1995.
During this time, 35,109 route measurements among 33 Internet sites were performed. Unlike
in the first experiment, route measurements in the second experiment are performed in pairs.
That is, if a route measurement is made to a virtual path from A to B at time t, another route
measurement will also be made to a virtual path from B to A at about the same time. For
each virtual path, route measurements in the second experiment were made at two different
rates. Overall, 60% of route measurements in the second experiment were made with a mean
inter-measurement interval of 2 hours and 40% with a mean inter-measurement interval of 2.75
days. As done in the study [Paxson (1996)], we refer to the collections of route measurements
performed during the first and second experiments as D1 and D2, respectively.
Paxson used the term “virtual path” to denote the network-level abstraction of a direct link
between two Internet sites [Paxson (1996)]. At any given instant in time, the virtual path from
an Internet host A to another Internet host B is realized at the network layer by a single route,
which is a sequence of Internet routers traversed by data packets sent from A and destined to
B [Paxson (1996)]. Over time, the virtual path from A to B may be quite stable or oscillate
among different routes.
The D1 and D2 measurements were analyzed for routing pathology occurring in the In-
ternet at the end of years 1994 and 1995. Routing pathology of interest is routing loops,
erroneous routing, fluttering (rapid changes of routing), infrastructure failures, excessive hops,
and connectivity outages [Paxson (1996)]. To avoid any ambiguity that may be caused by such
a large inter-measurement interval used in D1, the analysis for routing stability and routing
symmetry in the Internet was confined to the D2 measurements only. We briefly summarize
major Paxson’s findings on routing pathology, routing stability, and routing symmetry in the
following.
62.1.1.1 Routing Loop Pathology
A traceroute measurement reports the same sequence of routers multiple times when a
measured virtual path is experiencing a routing loop. To assure that a traceroute measurement
actually observes a routing loop, it is required to show the same sequence of routers at least
three times [Paxson (1996)]. Besides, the analysis also distinguished between persistent routing
loops and temporary routing loops. A traceroute measurement reports a persistent routing loop
if the loop is not resolved by end of the traceroute.
Paxson found that about 0.13% of route measurements in D1 and 0.16% of route measure-
ments in D2 exhibited persistent routing loops2. Of the persistent routing loops found in D2
measurements, Paxson observed two significantly long-lived routing loops: one spanning 14-17
hours (observed in 12 route measurements) and the other one spanning 16-32 hours (observed
in 16 route measurements).
From both D1 and D2 measurements, Paxson also observed routers participating in a per-
sistent routing loop to see if any of the loops involves more than one autonomous system (AS).
He learned that 30% and 4% of persistent routing loops found in the D1 and D2 measure-
ments, respectively, involved multiple autonomous systems. The causes of these persistent
routing loops involving more than one AS were still not clear.
2.1.1.2 Erroneous Routing Pathology
A traceroute measurement reports an erroneous routing when traceroute packets reaches
a wrong destination. Paxson learned only one erroneous routing in D1 measurements where
packets sent from Caravela Software, Middlefield, CT (connix ) to University College, London,
UK (ucl) were instead routed to Rehovot, Israel. He did not find any erroneous routing in D2
measurements.
2The percentages of route measurements exhibiting temporary routing loops were not reported.
72.1.1.3 Fluttering Pathology
The fluttering pathological condition refers to rapidly-oscillating routing occurring in the
Internet [Paxson (1996)]. The fluttering pathology may be accidentally caused by difficulties
arisen from unstable networks or intentionally caused by Internet routers for load balancing. In
the analysis, a route measurement suffered the fluttering pathology if the rapid route oscillation
was shown within the route measurement. That is, back-to-back traceroute packets of the
route measurement traversed different sequences of Internet routers before reaching the same
destination.
Figure 2.1 illustrates an example of fluttering pathology observed in D1 measurements.
The observed fluttering occurred at Washington University, St. Louis, MO (wust1 ). Paxson
observed that a border router at wust1 split its load between two Internet routers in St. Louis,
one of which sending all of its packets to an Internet router in Washington, D.C. and the
other sending all of its packets to an Internet router in Anaheim, CA. The observed fluttering
at wust1 caused every other packets destined to University of Mannheim, Germany (umann)
to traverse different coasts. In addition to wust1 fluttering, Paxson also observed fluttering
pathological condition occurring at University of Colorado, Boulder. However, the proportions
of D1 and D2 route measurements exhibiting the fluttering pathological condition were not
reported in the reference [Paxson (1996)].
2.1.1.4 Infrastructure Failure Pathology
A traceroute measurement exhibits an infrastructure failure pathology if the measurement
terminates due to receiving a “host unreachable” message from a router inside the Inter-
net [Paxson (1996)]. The flag “!H” is written into a traceroute’s output file for denoting the
‘host unreachable” message. The analysis showed that about 0.21% and 0.5% of D1 and D2
route measurements exhibited the infrastructure failure pathology. The proportion of D1 route
measurements exhibiting the infrastructure failure pathology indicated that the overall avail-
ability rate of the Internet at the end of 1994 was 99.8%. Likewise, the overall availability rate
of the Internet at the end of 1995 was reduced to 99.5%.
8Figure 2.1 Fluttering pathology occurring at a border router of Washing-
ton University, St. Louis, MO.
2.1.1.5 Excessive Hop Pathology
By default, a traceroute attempts up to 30 hops to acquire a sequence of Internet routers
along a virtual path between two Internet hosts. This default value of 30 hops was ample for
the Internet at the end of 1994 since the reference [Paxson (1996)] reported no occurrence of
the excessive hop pathology in D1. However, the operational diameter of the Internet may had
increased beyond 30 hops at the end of 1995. This was indicated by the finding that about
0.02% of D2 route measurements exhibiting the excessive hop pathology [Paxson (1996)].
2.1.1.6 Connectivity Outage Pathology
When a traceroute measurement reports consecutive traceroute packet losses in its output
file , it is likely that the underlying network is experiencing either connectivity outages or
very heavy congestion [Paxson (1996)]. By examining the longest consecutive packet losses in
a traceroute’s output file, the traceroute measurement can observe one of the following three
network outage modes. The first outage mode is when a traceroute measurement experiences
9no traceroute packet loss. This mode reflects the network condition when no outage occurs.
The second outage mode is when a traceroute measurement observes 1-5 consecutive losses.
This mode corresponds to a period of network congestions. The third outage mode is when
a traceroute measurement experiences 6 or more consecutive losses. This mode reflects an
outage spanning 30 seconds or a true connectivity outage. The analysis showed that about
55% and 43% of D1 and D2 route measurements, respectively, exhibited no traceroute packet
loss. In addition, about 44% and 55% of D1 and D2 route measurements, respectively, observes
between 1 and 5 consecutive losses. Last but not least, about 0.96% and 2.2% of D1 and D2
route measurements, respectively, experiences 6 or more consecutive losses.
2.1.1.7 End-to-End Routing Stability
After removing route measurements exhibiting routing pathology from D2, Paxson ana-
lyzed the rest 31,709 route measurements for (i) the pattern of route changes and (ii) routing
stability in the Internet. Two different notions were used when analyzing the route measure-
ments for routing stability. The first notion “routing prevalence” is defined as the unconditional
probability of observing a given route [Paxson (1996)]. The second notion “routing persistence”
is defined as the average lifetime of a given route [Paxson (1996)]. For each notion, Paxson
analyzed routing stability at three different granularities: host or router granularity (consid-
ering each route as a sequence of Internet routers), city granularity (considering each route as
a sequence of cities), and AS granularity (considering each route as a sequence of AS’s). We
discuss major Paxson’s findings on the pattern of route changes and Internet routing stability
based on the two different notions in the following.
By considering any two consecutive route measurements of the same virtual path, Paxson
found the pattern of route changes dominated by a number of single-hop differences [Paxson
(1996)]. That is, most of the two consecutive route measurements showed that their corre-
sponding traceroute packets traversed the same Internet router at every hop except for an
alteration at a single hop. In addition, according to the names of the routers, most of the
single-hop differences happened between two tightly-coupled (co-located) machines [Paxson
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(1996)]. The impact of such a change will be very small since the two routers are co-located.
For each virtual path, Paxson focused on the prevalence of the dominant route, i.e. the
route occurring most often. Let Np be the total number of route measurements applying to a
virtual path p. Let kdom,p denote the number of times the dominant route of a virtual path p
is observed. Recall that Paxson defined routing prevalence as the unconditional probability of
observing a particular route. Therefore, the prevalence of the dominant route of a virtual path
p (pidom,p) can be computed as pidom,p = kdom,p/Np. Paxson found that when considered at
host granularity, city granularity, and AS granularity, half of the virtual paths in his analysis
had a dominant route with a prevalence of 84% or more, 97% or more, and 100%, respectively.
Consequently, the high median prevalence values of the dominant routes implied that in general,
Internet paths at the end of 1995 were strongly dominated by a single route.
To accurately assess routing persistence, Paxson implemented a step-by-step approach to
gradually exclude outliers from 31,709 route measurements left in D2. These outliers are
virtual paths whose route measurements made over time suffered significantly frequent route
changes. These route changes are different from the impact of fluttering pathology discussed
earlier since they do not occur within one route measurement. Instead, they are differences in
sequences of routers traversed by traceroute packets of two route measurements of the same
virtual path. The step-by-step approach gradually reduced 31,709 route measurements of 1,054
virtual paths in D2 down to 11,174 route measurements of 712 remaining virtual paths. Paxson
then estimated the durations of different routes of the same virtual path as follows. Assume
that a route measurement applied to a virtual path observes route r1 at time t1. Assume also
that the next route measurement at time t2 observes route r2. Then, it is estimated that route
r1 terminates and route r2 begins at the same time, i.e. at time t1+t22 . From the analysis,
Paxson found that about two third of Internet paths studied in his experiments had quite
stable routes. The persistence of these routes was widely varied from less than a day to 50
days. Moreover, about half of these routes persisted for under a week.
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2.1.1.8 Routing Symmetry
Performing route measurements in pairs in D2 measurements make it possible to analyze
routing symmetry in the Internet. After removing route measurements exhibiting routing
pathology discussed earlier, D2 measurements were left with 11,339 successful pairs of mea-
surements. Of these, about 49% of measurement pairs observed at least one different city in
the forward and reverse directions of a virtual path [Paxson (1996)]. However, Paxson reported
that routing asymmetry across virtual paths to and from different sites was quite varied. For
instance, 86% of virtual paths involving an Internet site at University of Mannheim, Germany
(umann) were asymmetric. On the other hand, only 25% of virtual paths involving an In-
ternet site at University of Montreal, Canada (umont) were asymmetric. In addition, about
30% of successful measurement pairs observed at least one different autonomous system in
the two directions of a virtual path [Paxson (1996)]. Likewise, Paxson reported that routing
asymmetry at AS granularity across virtual paths to and from different sites was quite varied.
For instance, while only 7.5% of virtual paths involving an Internet site at Advanced Network
and Services, Armonk, NY (adv) were asymmetric at AS granularity, 84% of virtual paths
involving University College, London, UK (ucl) were asymmetric.
2.1.2 PlanetSeer: Internet Path Failure Monitoring and Characterization inWide-
Area Services
PlanetSeer provides wide-area but low-overhead services for monitoring and characteriz-
ing anomalies in the network. Specifically, PlanetSeer combines passive monitoring of wide-
area traffic to detect potential anomalies in the network with active probing from multiple
geographically-dispersed nodes to confirm whether the potential anomalies detected are real,
to identify the types of the confirmed anomalies, and to quantify the scope of the confirmed
anomalies [Zhang et al. (2004)]. To passively monitor wide-area traffic, PlanetSeer monitors
CoDeen’s traffic at all CoDeen nodes instead of actual wide-area traffic. CoDeen is a Content
Distribution Network (CDN) running on 120 PlanetLab nodes in North America. CoDeen’s
traffic is a good candidate for wide-area traffic since the traffic has a huge volume and spreads
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over large numbers of diverse networks [Zhang et al. (2004)]. PlanetSeer holds several at-
tractive features. First, PlanetSeer incurs limited measurement cost since active probing is
initiated when passive monitoring detects oddities only. Second, PlanetSeer has a large vol-
ume of CoDeen traffic to sample for anomalies. Finally, the services provided by PlanetSeer
are crucial for wide-area network such as Internet since anomalies can significantly degrade
end-to-end path performance, for example, round-trip latencies and loss rates.
PlanetSeer consists of a set of passive monitoring daemons (MonD) running on all CoDeen
nodes and active probing daemons (ProbeD) running on all PlanetLab nodes, including CoDeen
nodes [Zhang et al. (2004)]. MonDs watch for anomaly indicators in CoDeen’s TCP traffic
and activate their local ProbeDs after detecting a potential anomaly. Currently, MonDs use
two anomaly indicators. The first indicator is differences in Time-To-Live (TTL) values of
packets in the same flow3 [Zhang et al. (2004)]. The TTL field in an IP packet header is
initialized by the source of the packet and gets decremented by one at each hop along the
traversed path. If an end-to-end path between two end hosts is static, the TTL values of all
packets belong to the same flow should be the same when reaching the destination host. If
TTL values get changed in the middle of the stream, it is likely that a routing change has
occurred. The second anomaly indicator is multiple consecutive TCP timeouts [Zhang et al.
(2004)]. Multiple consecutive TCP timeouts indicate that a TCP sender has not received a
desired acknowledgement for a period of time. In turn, the loss of the desired acknowledgement
or its corresponding data packet is resulted from persisted network anomalies. A ProbeD on
a CoDeen node maintains reference routes of end-to-end paths from its local CoDeen node
to a number of remote destinations. A reference route represents a set of Internet routers
traversed by data packets sent from the local CoDeen node to a remote destination before
an anomaly occurs. In addition, a ProbeD on a CoDeen node waits to be activated once
its local MonD detects a potential anomaly from a misbehaving TCP flow traversing along a
path between their local CoDeen node and a remote destination. After being activated, the
ProbeD performs two traceroutes usually within one minute apart from its local CoDeen node
3Flows are typically identified by four components together: source ports, source IP addresses, destination
ports, and destination IP addresses.
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to the remote destination of the end-to-end path along which the detected misbehaving TCP
flow traverses. The ProbeD also gathers more information about the potential anomaly by
informing ProbeDs on other PlanetLab nodes to perform traceroutes from their local nodes
to the same remote destination. The ProbeD uses the results of these traceroutes to confirm
whether the potential anomaly is real, to identify the type of the confirmed anomaly, and to
quantify the scope of the confirmed anomaly. To facilitate the rest of our discussion, we use
the term local traceroute to refer to the traceroute from the local CoDeen node of a ProbeD to
the remote destination. Likewise, we use the term remote traceroute to refer to the traceroute
from another PlanetLab node to the same remote destination. We also refer to the results of
a local traceroute and a remote traceroute as a local route and an intercept route, respectively.
Assume that a MonD on a CoDeen node detects a potential anomaly from a misbehaving
TCP flow traversing along a path between the local CoDeen node and a remote destination.
A ProbeD on the same CoDeen node can confirm and detect five types of anomalies: routing
loops, routing changes, partial unreachability, routing failures, and temporary anomalies. A
potential anomaly is considered as a “confirmed anomaly” if one of the following conditions is
met.
• First, both local routes obtained after the potential anomaly is detected are consistent;
however, both of them contain a routing loop. Like Paxson [Paxson (1996)], Zhang et
al. detected a routing loop by observing the same sequence of routers appearing at least
3 times in a traceroute result. The anomaly meeting this condition is of type routing
loops [Zhang et al. (2004)].
• Second, both local traceroutes performed after the potential anomaly is detected can
reach the destination successfully and yield consistent local routes. However, the local
routes are different from the reference route of the same path. The anomaly meeting this
condition is of type routing changes [Zhang et al. (2004)].
• Third, both local traceroutes stop before reaching the remote destination; however, there
exist some remote traceroutes that can reach the destination. The anomaly meeting this
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condition is of type partial unreachability [Zhang et al. (2004)].
• Fourth, both local traceroutes result in Internet Control Message Protocol (ICMP) desti-
nation unreachable messages from routers in the network. The ICMP messages indicate
that the routers originating the messages do not know how to reach the destination
because of routing failures [Zhang et al. (2004)].
• Fifth, both local traceroutes reach the destination successfully; however, their results are
inconsistent. In particular, the first local route is different from the reference route. On
the other hand, the second local route is the same as the reference route. The anomaly
meeting this condition is of type temporary anomalies [Zhang et al. (2004)].
If none of the five conditions is met, Zhang et al. choose a conservative approach by considering
the potential anomaly as a “confirmed non-anomaly”.
A local ProbeD also quantifies the scope of the confirmed anomalies. This is crucial because
the scope indicate the effects of the anomalies. The scope of a routing loop is quantified as
the number of routers/AS’s involving in the loop [Zhang et al. (2004)]. On the other hand,
quantifying the scope of confirmed non-loop anomalies requires comparing of local routes,
corresponding reference routes, and intercept routes [Zhang et al. (2004)]. Let L denote the
result of a local traceroute from a local node to a remote destination, i.e. a local route. Let
R represent the reference route of the same path. Let I be the result of a remote traceroute
from another node to the same remote destination, i.e. an intercept route.
The scope of a route change is quantified as the number of routers on a reference route R
that possibly change their next hop routers [Zhang et al. (2004)]. Figure 2.2 taken from the
reference [Zhang et al. (2004)] shows examples of a local route resulted from a local traceroute
from a local node S to a remote destination D, a reference route of the same path, and an
intercept route resulted from a remote traceroute from another node S
′
to the same remote
destination D. The figure demonstrates that the local route L diverges from and merges back
to the reference route R at routers ri and rl, respectively. All other routers along the two
routes are the same. Since the local route successfully reaches the remote destination D but
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the local route and the reference route are dissimilar, this anomaly is of type route changes.
According to the local route L and the reference route R shown in Figure 2.2, the detected
route change has an impact on three routers on R, i.e. ri, rj , and rk since their next hop routers
are possibly changed. Therefore, the scope of the detected route change is quantified to these
three routers. However, we may be able to narrow the scope of the detected anomaly further
by acquiring more information from some intercept routes. From Figure 2.2, an intercept route
I indicates that the next hop router of router rk does not change since the next hop router
of router rk on an intercept route I is still router rl. Therefore, we can reduce the number of
routers influenced by the anomaly down to two, i.e. routers ri and rj .
The scope of a partial unreachability is quantified as the number of routers on a reference
route R that cannot forward packets to their next hop routers toward the destination. Fig-
ure 2.3 taken from the reference [Zhang et al. (2004)] demonstrates that unlike the reference
route R and the intercept route I, the local route L does not reach the destination D suc-
cessfully. In particular, the local route L stops at router ri which is an intermediate router
on the reference route R. Since the local traceroute stops before reaching the destination but
there exists a remote traceroute that can reach the destination, the detected anomaly is of
type partial unreachability. According to the local route L and the reference route R shown
in Figure 2.3, the partial unreachability has an impact on all routers after ri on the reference
route R since they cannot forward packets toward the destination. Therefore, the scope of the
partial unreachability is quantified to four routers located after ri on the reference route R.
Like in the case of route changes, we may be able to confine the scope of the partial unreach-
ability further by acquiring more information from some intercept routes. An intercept route
I merges with the reference route R at router rk and finally reaches the destination D. The
intercept route I indicates that router rk and the following routers on the reference route R can
still forward packets toward the destination. Therefore, the scope of the partial unreachability
is narrowed further to only two routers, i.e. routers ri and rj .
PlanetSeer has been running on PlanetLab since February 2004. The reference [Zhang et al.
(2004)] presented the analysis of 2,259,588 potential anomalies reported by PlanetSeer in three
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Figure 2.2 Examples of a local route, a reference route, and an intercept
route for demonstrating how to confine the scope of a route
change.
Figure 2.3 Examples of a local route, a reference route, and an intercept
route for demonstrating how to confine the scope of a partial
unreachability.
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months. The analysis showed that 44% of these reported potential anomalies were signaled
by changes in TTL values and 56% were triggered by multiple consecutive TCP timeouts.
In addition, of these reported potential anomalies, PlanetSeer confirmed 271,898 (12%) as
anomalies, 1,484,518 (66%) as non-anomalies, and 503,172 (22%) as not being able to decide.
PlanetSeer observed 21,565 (7.93%) routing loops out of 271,898 confirmed anomalies.
About 83% of the observed loops were persistent, i.e. loops were not resolved before traceroutes
terminated. Besides, most of the persistent loops and transient loops observed in the analysis
involved only one AS. It was evident that routing loops could significantly degrade loss rates
and round-trip latencies. The analysis showed that about 65% of the persistent loops and
55% of the transient loops observed by PlanetSeer preceded the loss rates exceeding 30%.
This significantly high loss rate will surely reduce end-to-end TCP throughput. Likewise, the
analysis showed that the round-trip latencies had been increased after routing loop anomalies
were detected. All end-to-end paths observed by PlanetSeer had their round-trip latencies
within one second when no anomaly was detected. However, after routing loop anomalies
(persistent loops) were detected, the round-trip latencies of about 50% of the observed end-to-
end paths were greater than one second.
The rest 250,333 non-loop anomalies were classified into 120,283 (48%) route changes,
86,028 (34%) partial unreachability, and 44,022 (18%) temporary anomalies [Zhang et al.
(2004)]. Zhang et al. analyzed for the scope of route changes and partial unreachability, the
positions of route changes and partial unreachability on end-to-end paths, and the impact of
route changes and partial unreachability to end-to-end path performance. The position of an
anomaly on an end-to-end path is whether the anomaly occurs near end hosts or in the middle
of an end-to-end path. The distance of an anomaly to one end of a path is defined as an
average of the distances of all the routers within the scope of an anomaly [Zhang et al. (2004)].
The distance of a router is in turn defined as the minimum number of hops to either the source
or destination of a path [Zhang et al. (2004)]. We discuss the results of their analysis in the
following.
Their analysis showed that 68% of detected route changes had their scope confined to
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within 4 routers. At AS granularity, 82% of route changes had their scope confined to within
3 AS’s. It was also found that 60% of the route changes occurred within 5 hops to the ends of
paths. Besides, Zhang et al. found that the impact of route changes to the end-to-end loss rates
was more than that to the round-trip latencies. The round-trip latencies of end-to-end paths
measured during route changes were slightly higher than those measured when no anomaly was
detected. On the other hand, about 45% of detected route changes caused loss rates higher
than 30%. The loss rates are high enough to significantly degrade TCP throughput [Zhang
et al. (2004)].
On the other hand, their analysis showed that the scope of detected partial unreachability
was smaller than that of detected route changes. About 60% of detected partial unreachability
had their scope confined to within one router. At AS granularity, about 78% of detected
partial unreachability had their scope confined to within 2 AS’s. It was also found that 44%
of detected partial unreachability occurred at the last hop. This implies that the very tight
confinement of partial unreachability was due to last hop failures. Besides, Zhang et al. found
that 23% of end-to-end paths experiencing partial unreachability had their round-trip latencies
over one second, while only 7% of them had their round-trip latencies over one second when
no anomaly was detected.
2.2 Modeling of Available Bandwidth of End-to-End Paths
Bandwidth estimation has received considerable research attention in recent years [Beran
et al. (1995); Basu et al. (1996); Borsos (2001); Carter and Crovella (1996); Crovella and
Bestavros (1997); Dovrolis et al. (2001); Downey (1999); Garrett and Willinger (1994); Har-
foush et al. (2003); Hu and Steenkiste (2003); Hui and Lee (2005); Jain and Dovrolis (2002,
2003); Lai and Baker (1999); Melander et al. (2000); Navratil and Cottrell (2003); Park et al.
(1996, 1997); Paxson and Floyd (1995); Paxson (1995); Ribeiro et al. (2003); Strauss et al.
(2003)]. Related work in the literature can be divided into three main categories: (i) the
studies of tools for estimating available bandwidth of an end-to-end path at a particular point
in time [Jain and Dovrolis (2002); Hu and Steenkiste (2003); Melander et al. (2000); Navratil
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and Cottrell (2003); Ribeiro et al. (2003); Strauss et al. (2003)], (ii) the studies of a suitable
model for aggregate available bandwidth across sufficiently large numbers of paths [Hui and
Lee (2005)], and (iii) the studies of suitable models for network traffic [Beran et al. (1995);
Basu et al. (1996); Borsos (2001); Crovella and Bestavros (1997); Garrett and Willinger (1994);
Park et al. (1996, 1997); Paxson and Floyd (1995); Paxson (1995)].
2.2.1 Tools for Estimating Current Available Bandwidth
The existing work in the first category studied tools for estimating available bandwidth
of an end-to-end path at the measurement time. They shared a common idea of using trains
of probing packets with pre-determined gaps among them to test the current available band-
width on a path. The packet trains are injected into a path of interest. The receiving side
then determines the available bandwidth of the path according to the gaps between arriving
packets and the original packet gaps. These tools yield only the available bandwidth of the
path at the measurement time. Trains of Packet Pairs (TOPP) [Melander et al. (2000)] and
Available Bandwidth Estimator (ABwE) [Navratil and Cottrell (2003)] are examples of such
tools. Both tools inject trains of probing packets into the path of interest, but differ in the
methods that estimate the available bandwidth from the gaps between packets arriving at the
destination host.
TOPP [Melander et al. (2000)] consists of two phases: the probing phase and the analysis
phase. In the probing phase, the sending host injects a number of trains of n equal sized packet
pairs into a path of interest. The intra-pair spacing in each train corresponds to a single offered
rate. The offered rates of consecutive trains differ by ∆o. Figure 2.4 illustrates an example of
the probe traffic generated by TOPP. The probe traffic consists of three trains of packet pairs.
Each train contains only one packet pair (n = 1). Each packet is of size b bytes. The three
trains are sent with increasing offered rates (decreasing intra-pair gaps), i.e., ta > tb > tc.
The spacing between consecutive pairs (inter-pair gap) in the figure is set to be ∆T p.
The analysis phase of TOPP relies on the principle of the bottleneck spacing effect illus-
trated in Figure 2.5. When two packets with time separation ∆S arrive at a link with service
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Figure 2.4 An example of probe traffic generated by TOPP tool.
time Qb > ∆S as shown in Figure 2.5(a), as the packets leave the link, the time separation
between them will be ∆R = Qb. On the other hand, if the service time of the link is Qb ≤ ∆S
as shown in Figure 2.5(b), the time separation between the two packets as they leave the link
will remain the same, i.e., ∆R = ∆S. The available bandwidth experienced across the link can
then be estimated as b/∆R, where b is the packet size. Upon receiving the ith train of packet
pairs, the receiving TOPP computes the available bandwidth estimate (fi) as b/∆Ri, where
∆Ri represents the mean of intra-pair gaps within the ith train upon receiving. After receiving
every train of packet pairs, the receiving TOPP will get a set of ordered pairs < oi, fi >, ∀i.
With one congestible link (link shared with other end-to-end traffic) along a path, a linear
relationship between the offered rate (o) and the corresponding available bandwidth estimate
(f) can be established. The linear relationship can be expressed as a linear equation Y =
β1X + β0 as follows.
o
f
=
1
l
o + (1− s
l
),
where l represents the bottleneck link capacity of the path and s represents the true available
bandwidth in which we try to estimate. Given two or more < oi, fi > pairs, it is possible to
estimate the unknown bottleneck bandwidth (l) and available bandwidth (s) of the path using
simple linear regression. Given that xi = oi and yi = oifi , the coefficient β1 =
1
l and the offset
β0 = 1− sl can be computed as follows [Dallal (2006)].
β1 =
∑
(xi − x¯)(yi − y¯)∑
(xi − x¯)2
β0 = y¯ − β1x¯
The bottleneck bandwidth (l) and the available bandwidth (s) of the path are then 1/β1 and
l × (1− β0), respectively.
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(a) Service time of the link (Qb) is greater than
the original intra-packet gap (∆S)
(b) Service time of the link (Qb) is less than or equal to
the original intra-packet gap (∆S)
Figure 2.5 The principle of the bottleneck spacing effect.
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With more than one congestible links along a path, the plot between the offered rate (o) and
the ratio between the offered rate and the corresponding available bandwidth estimate (o/f)
becomes piece-wise linear. The plot contains a number of linear segments, each corresponding
to one congestible link along the path. For each linear segment, TOPP employs the concept
of simple linear regression discussed earlier to estimate the available bandwidth (s) of the
corresponding congestible link. The available bandwidth of the entire path is the minimum
among the available bandwidth of the congestible links along the path.
Melander et al. evaluated the performance of TOPP using ns network simulator [NS2
(2006)]. The results showed that TOPP could estimate the available bandwidth of end-to-end
paths with a high accuracy when the simulated topology contained a single congestible link,
two congestible links, and more than two congestible links. The accuracy of TOPP decreases
as the number of congestible links increases.
To estimate available bandwidth of an end-to-end path, ABwE sends a train of several
(typically 20) packet pairs to the destination. Packets have the same size and the delay between
packets of each packet pair is same. Like TOPP, ABwE determines from the set of the time
separation within every pair of packets upon receiving the train of packets. The minimum time
separation within a packet pair (Tdinit) determines the most probable bottleneck bandwidth
of the path. The current version of ABwE used the mean of the time separation within every
packet pair (Td) to compute the available bandwidth (C) of the path. Let LPP and LCT be
the sizes of a probing packet and a cross traffic packet, respectively. The available bandwidth
of the path can be estimated as follows Navratil and Cottrell (2003).
C = (LPP +QDF × LCT )/Td
QDF = (Td− Tdinit)/NTTclass
Queueing Delay Factor (QDF) of the path represents the expected number of cross traffic
packets in between a pair of probing packets while traveling through the path. If there is no
cross traffic sharing the path or the amount of cross traffic is so small that it can be negligible
(Td = Tdinit), the QDF of the path becomes zero. If the amount of the cross traffic is
significant, the QDF of the path is greater than zero. Nominal Transmission Time (NTTclass)
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is the time needed for transmission of one packet with the size of Maximum Transfer Unit
(MTU) [Navratil and Cottrell (2003)].
Navratil and Cottrell ran ABwE to monitor the available bandwidth of end-to-end paths
from Stanford to 12 remote hosts in US, Europe, and Asia for about 3 months. For each path,
the ABwE results were compared with Iperf TCP throughputs. The relationship between the
two set of results can be explained by the linear equation Y = 1.13X, where Y represents the
results from ABwE and X represents the results from Iperf TCP throughputs.
2.2.2 Modeling of Aggregated Available Bandwidth
The existing work in the second category studied modeling of aggregate available bandwidth
across several paths. The behavior of the aggregate available bandwidth across several paths
does not imply anything about the behavior of the available bandwidth of an individual path
over time which is the aim of this paper.
The reference [Hui and Lee (2005)] showed that the aggregate available bandwidth across
a sufficiently large number of paths is normally distributed. This work also illustrated the
application of the results through a hybrid download-streaming algorithm for video delivery
with probabilistic performance guarantees. It was found that if one receiver receives a media
file from multiple senders, the aggregate data transfer rate will exhibit a normal distribution.
From this discovery, the algorithm determines w—the start of the playback at the receiver.
Let Ci be the aggregate data transfer rate at time interval i after the download has started.
Assume that the receiver begins the playback at w intervals since the download has begun.
Let n represent some time interval since the download has begun. Assume also that R is the
playback rate at the receiver. To achieve a continuous playback at the receiver,
n∑
j=1
Cj ≥ R(n− w).
Since it has been shown that Cj is normally distributed, the sum of n Cj ’s is also normally dis-
tributed. Assume that the receiver would like to ensure a continuity playback with probability
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of ∆. That is,
Pr [
n∑
j=1
Cj ≥ R(n− w) ] ≥ ∆.
Let F (n) be the cumulative distribution function of the sum of Cj , j = 1...n. The earliest
playback time at the receiver is then
w = Min { v | 1− F (n)(R(n− v)) ≥ ∆, ∀n ≥ v }.
The performance of the hybrid download-streaming algorithm was evaluated using traffic
traces collected from PlanetLab [PlanetLab (2006)]. For each traffic trace, the performance
of the hybrid download-streaming algorithm was compared with the pure-download algorithm
where the entire video was downloaded before the playback and the lower-bound algorithm
specifying the lower bound of the playback time. The lower-bound algorithm computed the
ideal earliest playback time assuming the traffic is known a priori. Therefore, this method can-
not actually be implemented in practice. The results showed that the playback time determined
by the hybrid download-streaming algorithm was significantly lower than the one determined
by the pure-download algorithm and very close to the one determined by the lower-bound
algorithm.
2.2.3 Modeling of Network Traffic
The work in this category focused on analyzing important characteristics of particular
network traffic types or the overall network traffic. For example, the inter-arrival time of FTP
and TELNET sessions, the inter-arrival time of FTP and TELNET packets, the distribution
of TELNET packet sizes, and modeling of the amount of transmission bandwidth consumed
by all traffic types or only a particular type of traffic, e.g. variable-bit-rate (VBR) video flows,
world-wide-web (WWW) sessions, just to name a few. The references [Beran et al. (1995);
Paxson and Floyd (1995); Basu et al. (1996)] are three examples of the work in this category.
Reference [Paxson and Floyd (1995)] is one of the classic studies in the area. The work
analyzed main characteristics of FTP and TELNET traffic from traffic traces collected at a
Lawrence Berkeley Laboratory’s wide-area Internet gateway and a primary Internet access
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point for the Digital Equipment Corporation. Some important findings are as follows. A
Poisson process is not always a good model for the connection arrivals of every traffic type. In
particular, while the arrivals of user-initiated TCP sessions such as TELNET and FTP sessions
can be well modeled as Poisson processes, the arrivals of machine-generated traffic sessions, for
example, HTTP (WWW), SMTP, and NNTP, cannot be modeled as Poisson processes. For
TELNET, this work found that the distributions of the inter-arrival time of TELNET packets
and the TELNET connection sizes follow Pareto distribution (with the shape parameter b
between 0.9 and 0.95) and log-normal distribution, respectively. For FTP, the work found
that FTP data usually come in bursts. In addition, the burst sizes of FTP data follow Pareto
distribution with the shape parameter 0.9 ≤ b ≤ 1.4. The authors also studied the possibility
of self-similarity in overall wide-area traffic. They found the evidence inconclusive even though
the traffic clearly exhibits large-scale correlations inconsistent with Poisson processes.
Beran et al. studied the characteristics of variable-bit-rate (VBR) video traffic from 20
different video sequences of different lengths (15 seconds or a few hundreds frames to 2 hours
or about 171,000 frames). One important finding is that the frame sizes (in bytes) from a very
long sequence of VBR video frames exhibits long-range dependence4 [Beran et al. (1995)].
Another related work in this category is the reference [Basu et al. (1996)]. The related
work studied modeling of the amount of transmission bandwidth consumed by data flows of
interest using actual traffic traces with durations varied from 15 minutes to about 1.5 hours and
proposed a traffic forecasting algorithm to predict traffic volume in the future. The actual traffic
traces considered in this study consisted of the amount of transmission bandwidth consumed
by (1) all types of data flows (overall data traffic) at a Bellcore Ethernet, two campus FDDI
rings, and two entry/exit points of the NSFNET and (2) TCP data flows (TCP data traffic)
belonging to popular TCP-based applications5 on one of the two campus FDDI rings. The
major finding of this related work indicated that auto-regressive integrated moving-average
processes (ARIMA) were appropriate models for most of the data traffic traces considered in
the analyses [Basu et al. (1996)]. This ARIMA model expresses the traffic volume at a future
4A process with long-range dependence exhibits a slow decay auto-correlation function.
5For example, FTP, SMTP, NNTP, WWW, TELNET, and RLOGIN.
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time t as a weighted sum of the amount of network traffic measured at p previous time points
and q corresponding white noise values. They also showed that the traffic forecasting algorithm
proposed in this related work has a potential application on dynamic resource allocations [Basu
et al. (1996)]. The forecasting algorithm predicts the traffic volume at a future time t (X(t))
as a sum of the future traffic volume yielded by the corresponding ARIMA model (X ′(t)) and
the uth percentile of the residuals (ξu). That is, X(t) = X ′(t) + ξu . The tuning parameter
u determines how conservative the predicted traffic volume is. In particular, the forecasting
algorithm tends to over-forecast the future traffic volume as the parameter u getting closer to
100. The conservative prediction of the future traffic volume in turn results in an under-use of
the transmission capacity.
2.3 Overlay Network Monitoring Protocols
Several recent studies on overlay monitoring utilize the underlying network-layer topology
of an overlay network to select a good probe set. The core idea is to include a small number of
overlay links in the probe set such that they cover all IP links connecting all overlay nodes in
the overlay network. The probing overhead can be reduced significantly when several overlay
links share the same set of IP links.
Ozmutlu et al. selects the probe set using latency as the QoS metric. Latency of an IP
link is measured using traceroute [Ozmutlu et al. (2002)]. Tang and McKinley [Tang and
McKinley (2003)] constructs an intermediate topology between the overlay topology and the
network-layer topology. The intermediate topology consists of path segments, each is the
longest subpath of an IP path (overlay link) that is not incident to any other IP links leading
to another overlay node. A greedy heuristics for the minimum set cover problem is applied
to find the minimum number of overlay links that enable quality inference for all the path
segments. The quality of the unprobed path segments are inferred from the bounds of quality
of the probed path segments. Additional unprobed overlay links are selected to refine the
estimation accuracy. Latency, loss rates, and bandwidth are used as QoS metrics. Since using
bounds to estimate latency and loss rates is not very accurate, an algebraic method is proposed
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to derive the quality of the unprobed path segments instead of the bounds. Methods for
handling a changing overlay topology are not discussed. The same authors extended the work
by integrating probing, inference, and path quality exchange through the use of a minimum
diameter, link-stress bounded overlay spanning tree [Tang and McKinley (2004)].
Chen et al. also use algebraic methods to derive the quality of the unprobed links Chen
et al. (2004) for latency and loss rate metrics without constructing path segments. Algorithms
are provided to update the probe set when the topology change occurs such as new joining
overlay nodes, leaving overlay nodes, or changing of IP routes between overlay nodes.
To the best of our knowledge, no research has been done to utilize less side information
instead of the IP topology for overlay link monitoring and to investigate its impact on probing
overhead and estimation accuracy. This is the goal of our study in this paper.
2.4 Core-Based Routing Protocols
IP Multicast and many aspects of QoS research such as unicast routing with QoS support,
INTSERV, and DIFFSERV have been intensively studied in the late 1990s. Application Layer
Multicast (ALM) [Banerjee et al. (2002); Chu et al. (2000); Chu and Zhang (2004); Francis
(2006); Zimmermann and Liu (2005)] has gained significant interests in the subsequent years
due to slow deployment of IP Multicast routers and other issues. In ALM, hosts implement
multicast functions instead of routers. ALM is not as effective in utilizing networking resources
as IP Multicast does, but ALM is a solution that can be deployed currently. It is not clear
which of the two multicast approaches would be a sustainable solution in the future. Hence,
both IP Multicast and ALM warrant further studies. We focus on IP Multicast in this paper.
Given a broad range of research in IP Multicast and QoS, we focus our background dis-
cussion on existing works in core-based routing and QoS support for core-based routing since
they are most relevant to our work. Readers interested in other aspects of IP Multicast and
QoS are referred to [Chen and Nahrstedt (1998); Chen et al. (2000)].
Four main research issues in core-based routing in IP multicast are core selection [Calvert
et al. (1995); Blazevic and Boudec (1999); Chung and Youn (2000); Donahoo and Zegura
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(1996); Fleury and Huang (1998); Huang et al. (1998); Thaler and Ravishankar (1997)],
multicast tree construction [Ballardie et al. (1993); Deering et al. (2006); Donahoo and Ze-
gura (1996)], membership handling [Carlberg and Crowcroft (1997); Chen et al. (2000)], and
tree/core migration [Donahoo and Zegura (1996)]. Protocols in the core selection category
locate a single core or multiple cores for a multicast group since the location of a core signif-
icantly determines routing overhead. The location of any core of the group is crucial since it
affects the performance of a multicast tree rooted at the core. After the selection of the core(s),
protocols in the tree construction category construct one loop-free multicast tree rooted at ev-
ery core of the group. Each multicast tree spans all the group members. The tree is used by
all the senders to multicast data to the group. As new members joining or existing members
leaving the group, protocols in the membership handling category modify the multicast tree
of the group when necessary. Because of membership changes and network dynamics, the
core selected initially for the group may no longer be at the optimal location. Protocols in
the tree/core migration category select a new core when necessary and migrate nodes in the
existing multicast tree to the new tree rooted at the new core in an optimal manner. Since
we focus on core selection and multicast tree construction in this paper, we discuss the most
recent work in these two topics in more details.
2.4.1 Core Selection
The existing work [Blazevic and Boudec (1999); Fleury and Huang (1998); Huang et al.
(1998); Thaler and Ravishankar (1997)] selects only a single core per group, aiming to optimize
the desired metric of interest such as a tree diameter. These schemes do not take group
members’ QoS requirement into account. Distributed Core Multicast (DCM) [Blazevic and
Boudec (1999)] utilizes multiple cores per group to avoid the problem of determining the
optimal location of the single core. DCM employs a hash function to select the set of cores
from pre-defined candidate cores. Using multiple cores per group to reduce delays between
senders and group members, avoid a single point of failure, and alleviate traffic concentration
in the network has been evaluated [Zappala et al. (2002)]. DCM and the schemes in the
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reference [Zappala et al. (2002)] do not consider specific QoS requirements of group members.
QoS Core Selection Algorithm (QCSA) [Chung and Youn (2000)] is a distributed core
selection algorithm that considers group members’ QoS requirement. Each candidate core
(the router closest to a group member) attempts to construct a path that satisfies the QoS
constraints from itself to each of the other candidate cores and uses the maximum number of
hops of such paths as its cost. These candidate cores advertise their cost among themselves.
The candidate with the smallest cost elects itself as the core of the multicast group. QCSA has
the following drawbacks. It only satisfies core-to-end QoS requirements although an end-to-
end QoS requirement is more preferable for multimedia applications. Most importantly, QCSA
may not satisfy QoS requirements of many distributed group members since only a single core
per group is selected.
2.4.2 Multicast Tree Construction
To construct a multicast tree, two approaches can be considered. One approach builds
a multicast tree from the core towards the group members using path information obtained
during core selection [Chung and Youn (2000)]. The other approach incrementally constructs a
multicast tree by attaching group members to the tree one by one using a protocol for handling
new members. In this case, core migration is typically employed.
Protocols for handling new members can be classified into three categories: single-path
search (SP), multiple-path search (MP), and hybrid. A protocol in the SP category searches
only one path at a time to find a QoS constrained path to an on-tree node of the existing
multicast tree. Once the path is found, the new member is made a child of the on-tree node.
Examples of protocols in this category are CBT [Ballardie et al. (1993)] and PIM [Deering
et al. (2006)]. These protocols do not consider users’ QoS requirements. A protocol in the
MP category concurrently searches multiple candidate paths towards the core to select the
best path to attach the new member to the tree. Examples include Spanning-Joins [Carlberg
and Crowcroft (1997)], QoSMIC [Faloutsos et al. (1998)], and the technique discussed in the
reference [Tyan et al. (1999)]. QMRP [Chen et al. (2000)] is the protocol in the hybrid category
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that considers the tradeoff between the search overhead and the latency of finding the path to
the on-tree node. In QMRP, the search process starts with the single-path search and switches
to the multiple path search when the single-path search fails.
A multicast tree construction protocol in either approach must guarantee loop-free routing.
Furthermore, a good protocol should build a tree with desirable properties, for example, a
shortest delay tree if delays are the QoS metric of interest. To the best of our knowledge, there
is no evidence that clearly indicates the superiority of one approach over another.
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CHAPTER 3. INTERNET ROUTING BEHAVIOR
3.1 Introduction
Internet routing behavior1 is dynamic due to uncertainties in network conditions, changes in
routing policies and protocol configurations, emerging applications such as Video-On-Demand,
audio/video conferences, together with an explosive growth in topological complexity, size, and
popularity of the Internet. Given these changes, what is the end-to-end routing behavior of
today’s Internet? Is it much different from that reported by Paxson in 1996 [Paxson (1996)]?
No recent study has addressed these questions. The answers to these questions should provide
some insights useful for designing application-layer QoS support mechanisms for multimedia
applications.
We use the terminologies used by Paxson in his study [Paxson (1996)] in our discussion.
We use the term virtual path to denote the network-level abstraction of a direct link from an
Internet host A to another Internet host B. At any given instant in time, a virtual path from
A to B is realized at the network layer by a single path instance (route) which is a sequence of
Internet routers that data packets sent by A and destined to B traverse. Over time, a virtual
path from A to B may use the same route or oscillate among different routes. A route from B
to A is not always a reverse of a route from A to B. We use the terms virtual path, end-to-end
path, and path interchangeably hereafter.
In 2004, Zhang et al. reported on network anomalies detected by PlanetSeer for routing
loops, route changes, and partial unreachability occurring in a wide area network [Zhang et al.
(2004)] (See the summary in Section 2.1.2). However, they mainly focused on the scope and
1Unless stated otherwise, we use the term Internet as a general term to refer to a global system of computer
networks logically linked together by a common network protocol for communicating with each other.
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the impact of the anomalies on end-to-end latencies and loss rates. Zhang et al. did not
analyzed the detected route change anomalies for routing prevalence and routing persistence.
Understanding the Internet routing behavior has important implications as illustrated below.
• The knowledge of Internet routing stability has been used to design topology-aware over-
lay path monitoring protocols in 2003-2004 [Tang and McKinley (2003, 2004); Chen et al.
(2004)]. These protocols use routing information (network-layer topology) to reduce the
overhead of measuring performance (e.g., throughput, loss rates) of an end-to-end path.
Using these protocols, some paths are not probed but their performance are inferred
from those of the probed paths using the underlying network topology. The accuracy of
the inference depends on the correctness of the network-layer topology. The designers of
these protocols argued that the overhead of maintaining a correct network-layer topol-
ogy is low based on Paxson’s report that routes between two end hosts do not change
frequently (50% of the routes found in his experiments at the end of 1995 lasted for at
least a week [Paxson (1996)]). If this is no longer the case in today’s Internet, the high
accuracy of the inference reported by topology-aware path monitoring protocols may be
reduced or the overhead of these protocols may increase significantly in order to obtain
the desired level of inference accuracy.
• Fluttering pathology (i.e., rapidly-oscillating routing) in the Internet affects the accu-
racy of path performance estimates (e.g., loss rates) obtained using recent estimation
tools [Jain and Dovrolis (2002); Hu and Steenkiste (2003); Melander et al. (2000); Navratil
and Cottrell (2003); Ribeiro et al. (2003); Strauss et al. (2003)]. These tools inject prob-
ing packet trains along the path of interest to measure the desired characteristics of the
path such as loss rates, available bandwidth, and latencies. Fluttering can cause packets
sent back-to-back to traverse different sequences of routers before reaching the same des-
tination. Therefore, researchers should apply path performance estimates obtained from
these techniques with caution.
• A recent study shows that the major causes of degraded end-to-end path performance
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(e.g., loss rates, delays, percentages of out-of-order packets) are routing policies and
Interior Border Gateway Protocol (iBGP) configurations [Wang et al. (2006)]. Hence,
network administrators can minimize the performance degradation by updating routing
policies and configuring iBGP with caution if they have more insights on the Internet
routing behavior.
To investigate whether the end-to-end routing behavior of today’s Internet, has changed
from what Paxson reported in 1996, we repeated Paxson’s experimental and analytical methods
[Paxson (1996)] with a few exceptions. Since we do not have access to the hosts used in Paxson’s
study, we conducted our experiments on geographically dispersed PlanetLab nodes instead.
Taking into an account the concerns on the use of PlanetLab as an Internet measurement
infrastructure [Banerjee et al. (2004)], we carefully selected PlanetLab nodes to include in our
study to address these concerns as well as to capture a good cross section of the Internet traffic.
The rest of this chapter is organized as follows. We describe our experiments and discuss
how representative our observations are in Sections 3.2 and 3.3. In Section 3.4, we present
our findings on the end-to-end routing behavior of the Internet at the end of 2005 till the
beginning of 2006 and compare them with Paxson’s findings. Finally, we give a conclusion and
description of our future work in Section 3.5.
3.2 Experimental Setup
Our study consists of two experiments conducted on PlanetLab experiment testbed [Chun
et al. (2003); PlanetLab (2006)]. Both of our experiments repeatedly measured end-to-end
paths among 43 geographically dispersed PlanetLab nodes. Our first experiment started in
December 2005 and ended in January 2006. In this experiment, we performed 44,394 route
measurements using repeated traceroutes among all PlanetLab nodes shown in Table 3.1. The
intervals between consecutive route measurements performed on each end-to-end path were
independent and exponentially distributed with mean equal to one day. We believe that the
mean interval length of one day is ample to observe any frequent routing pathology or route
changes in today’s Internet since it was reported that half of the routes found in Paxson’s
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analysis [Paxson (1996)] persisted for at least a week. However, to achieve more reliable re-
sults, we conducted another experiment with higher frequency route measurements and longer
experimental period compared to those of the first experiment. Our second experiment started
in December 2005 and ended in March 2006. We performed 2,158,132 route measurements
using repeated traceroutes among all PlanetLab nodes shown in Table 3.1. The intervals be-
tween consecutive route measurements performed on each end-to-end path were independent
and exponentially distributed with mean equal to 30 minutes.
Our experiment and analysis methods are similar to those conducted by Paxson in his study
of the end-to-end routing behavior of the Internet at the end of 1994 and 1995. However, our
experiments were conducted on PlanetLab testbed for a longer experimental period and we
performed higher frequency route measurements. Table 3.2 shows the comparison between the
experimental setups between our and Paxson’s experiments.
We used traceroute—a well-known diagnostic tool to repeatedly obtain route measurements
in our experiments. The traceroute tool utilizes Time-To-Live (TTL) values of IP packets to
discover Internet routers along an end-to-end path. Upon receiving a packet, an Internet
router decreases the packet’s TTL value by one and forwards the packet to a next hop router
when the decreased TTL value is greater than zero. On the other hand, the router drops the
packet and sends an ICMP TIME EXCEEDED response message back to a machine originating
the packet when the decreased TTL value reaches zero. Therefore, a traceroute at a source
machine can discover hop-by-hop routers along a path from itself to a destination host by
gradually sending outgoing ICMP packets to the destination host with increasing TTL values
from one hop to max ttl hops. Then, the routers sending the ICMP TIME EXCEEDED
response messages back to the source machine are the hop-by-hop routers along the path
to the destination host. Moreover, the traceroute at the source machine can use the arrival
times of the ICMP TIME EXCEEDED response messages to estimate round-trip latencies
corresponding to the routers along the path. After sending an outgoing ICMP packet to the
destination, the traceroute at the source machine waits for a corresponding response message
for w seconds. If no desired response message arrives within w seconds, the traceroute at the
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source machine identifies that the outgoing ICMP packet or the desired response message has
been lost.
We used the traceroute network diagnostic tool [BSD System Manager’s Manual (2006)]
in our experiments. The only mandatory parameter of the traceroute tool is a destination host
name or IP address. Examples of the optional parameters are the maximum TTL value of an
outgoing ICMP packet (max ttl), the number of outgoing ICMP packets to be sent for each
TTL value, the maximum time to wait for an ICMP TIME EXCEEDED response message
from a router (w), just to name a few. The default maximum TTL value of an outgoing ICMP
packet is 30 hops. The default wait time for an ICMP TIME EXCEEDED response message
is 3 seconds. For each TTL value, a traceroute by default sends 3 outgoing ICMP packets
to a destination. In both of our experiments, we configured traceroute to attempt up to 30
hops to discover hop-by-hop routers along a virtual path between two Internet hosts. This is
consistent with the default maximum TTL value of an outgoing ICMP packet. To avoid any
ambiguity regarding too early timeout, we configured traceroute to wait for 10 seconds before
declaring that an outgoing ICMP packet or an ICMP TIME EXCEEDED response message
has been lost. Finally, to be able to detect fluttering in the Internet, we configured traceroute
to send 2 outgoing ICMP packets to a destination for each TTL value.
3.3 How representative are our observations?
Our observation of the end-to-end Internet routing behavior is based on end-to-end route
measurements conducted among 43 selected PlanetLab nodes. Therefore, it is important to
discuss whether our observations are representative of the end-to-end Internet routing behavior.
Couple major issues were raised regarding the use of PlanetLab as an Internet measurement
infrastructure in recent years. First, the diversity of the connectivity characteristics of current
PlanetLab nodes does not match that of the global Internet. This is because about 85% of
PlanetLab nodes are located within high speed research networks such as Internet2 in the
US and Dante in Europe [Banerjee et al. (2004)]. The network of these high speed research
networks is known as the Global Research and Educational Network (GREN). Second, over
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70% of end-to-end measurements between PlanetLab node pairs represent measurements of
GREN characteristics instead of the global Internet’s [Banerjee et al. (2004)]. This is because
most of the PlanetLab nodes are located within GREN and traffic with both sources and
destinations within GREN is likely to traverse solely within GREN [Banerjee et al. (2004)].
We addressed both major concerns by including in our study PlanetLab nodes located
outside GREN as well as those located within GREN. PlanetLab nodes located outside GREN
are those located in Asia, Latin America, and Australia. On the other hand, PlanetLab nodes
located within GREN are those located in North America and Europe. Due to a small number
of participating PlanetLab sites in Asia, Latin America, and Australia and the unreliability of
PlanetLab nodes located in those continents during our experimental period, we could use only
16 PlanetLab nodes from those continents. These nodes account for 37% of overall PlanetLab
nodes in our experiments.
The PlanetLab nodes in our experiments are geographically distributed and varied in their
connectivity characteristics as a result of the inclusion of Planetlab nodes in Asia, Latin Amer-
ica, and Australia. Overall, 63% of PlanetLab nodes included in our experiments are dis-
tributed across North America and Europe and 37% are located in Asia, Latin America, and
Australia. In our first (second) experiment, about 17% (19%) of end-to-end measurements
represent measurements of GREN characteristics since these measurements were performed on
end-to-end paths with both of their sources and destinations within GREN. The remaining
83% (81%) represent measurements of both GREN characteristics and the characteristics of
other parts of the global Internet. This is because these measurements were performed on
end-to-end paths with either their sources or destinations outside GREN. We believe that
the end-to-end measurements conducted on these selected PlanetLab nodes capture a good
cross-section of the global Internet. Hence, the results of our analysis likely reflect the routing
behavior of today’s Internet.
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3.4 Results and Discussion
In this section, we discuss assumptions used in our study. We then explain our analysis
and present the results of our analysis. In addition, we also compare our findings on routing
pathology and routing instability with corresponding findings of Paxson [Paxson (1996)] to see
whether the Internet routing behavior has changed.
3.4.1 Tightly-Coupled Machine Assumption
Computers in the Internet use IP addresses to refer to one another. However, it is incon-
venient for humans to remember these 32-bit numbers since they are not quite meaningful.
Therefore, humans usually refer to Internet machines using human-readable machine names
instead. Machines in the Internet consult the Domain Name System (DNS) to convert from a
human-readable machine name to its corresponding IP address.
A computer-readable IP address is denoted in the form of 32-bit dotted decimal notation,
i.e. 0-255.0-255.0-255.0-255. An IP address consists of a network portion and a machine
portion. Each portion is a number of consecutive bits in the notation. Different addressing
schemes use different techniques to determine the number of network bits and machine bits in
an IP address. The Internet currently deploys two predominant addressing schemes: classful
and classless addressing schemes. The classful addressing scheme divides IP addresses into
four different classes, Class A, Class B, Class C, and Class D. The first three classes are for
unicast addressing but class D is for multicast addressing. Class A, Class B, and Class C use
the first octet, the first two octets, and the first three octets to represent their network bits,
respectively. The rest of the octets are used to represent their machine bits. On the other
hand, a new classless addressing scheme, called classless inter-domain routing (CIDR), does
not divide IP addresses into classes. Instead, CIDR uses the first k bits in an IP address to
represent the network bits and the rest 32− k bits to represent the machine bits. The value of
k is varied from network to network.
A human-readable name of a machine is also denoted in the form of dotted alphanumeri-
cal notation, for example, planetlab-2.ece.iastate.edu, v-um-al-inet.r-bin-arb.umnet.umich.edu,
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and csplanetlab1.kaist.ac.kr. Like IP addresses, a human-readable machine name consists of
a network portion and a machine portion. Usually, the leftmost group of letters identifies
the machine and the rest identify the organization administrating the machine. For instance,
the host name planetlab-2.ece.iastate.edu indicates that the machine is named “planetlab-2”
and the machine is under the administration of the department of Electrical and Computer
Engineering at Iowa State University.
Machines in the Internet are tightly-coupled if their IP addresses or machine names suggest
that the machines are administratively interchangeable [Paxson (1996)]. We say two machines
are tightly coupled if the first two octets of their IP addresses are similar. For instance, the
routers with IP addresses 202.112.61.197 and 202.112.61.193 are tightly-coupled since their
first two octets are similar. On the other hand, the routers with IP addresses 219.243.200.54
and 202.112.53.102 are not tightly-coupled since their first two octets are different. Likewise,
the machine names suggest that the machines are tightly-coupled if their last two parts in
the network portions of the machine names are similar. This implies that the machines with
such machine names are under the same administration. For instance, the machines plan-
etlab2.eecs.umich.edu and pc-bin-arb-seb.r-bin-seb.umnet.umich.edu are tightly-coupled since
the last two parts in the network portions of the names are same, which indicates that both
machines are administrated by University of Michigan, Ann Arbor, US.
Consequently, in our analysis, we identify that a traceroute packet reaches a desired des-
tination when the last hop router listed in a corresponding traceroute result is the desired
destination itself or one of its tightly-coupled routers. In addition, two routes of the same
virtual end-to-end path are different if they show at least one alternation between two non-
tightly-coupled routers. Otherwise, given that the alternations between two tightly-coupled
routers will have a little consequence, we consider any two routes of the same path with such
alternations as the same route.
We note that our criteria for identifying tightly-coupled routers are intuitive. This is
because our end-to-end measurements have no access to the knowledge of subnet masks which
is required for systematically identifying tightly-coupled routers. We also note here that the
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use of a more restrictive or a more lenient criteria may result in changing in the results of our
analysis.
3.4.2 Routing Pathology
We analyzed the end-to-end route measurements obtained from both of our experiments to
study the pathological routing behavior in the Internet. To compare our findings on routing
pathology with those of Paxson, in our analysis, we focus on the same types of routing pathol-
ogy as he did. These are routing loops, fluttering, erroneous routing, infrastructure failures,
destination unreachable due to too many hops, and outages. In the following, we present our
findings on every type of routing pathology. We also explain how to identify from a traceroute
result the pathological routing behavior traceroute was experiencing. Finally, we compare our
findings to Paxson’s findings [Paxson (1996)].
3.4.2.1 Routing Loops
A routing loop in the network causes packets to traverse the same sequence of Internet
routers several times. In our analysis, we identify that a route measurement was experienc-
ing a routing loop inside the Internet if its corresponding traceroute result shows the same
sequence of Internet routers at least three times. This is to avoid any ambiguity and to
be consistent to the criterion used in Paxson’s study [Paxson (1996)]. Besides, we also dis-
tinguished between persistent loops and transient loops in our analysis. A traceroute result
contains a persistent routing loop if the loop is not resolved by end of the traceroute so tracer-
oute packets do not reach a desired destination. Figure 3.1 shows a result of a traceroute from
the PlanetLab node dlut1.6planetlab.edu.cn (219.243.200.53) in China to the PlanetLab node
planetlab2.eecs.umich.edu (141.213.4.202) in the US. The traceroute result shown in Figure 3.1
exhibits a persistent routing loop occurring between two Internet routers with IP addresses
202.112.61.197 and 202.112.61.193 since the loop persisted until the end of the traceroute.
Notice that the traceroute packets did not reach the desired destination due to the routing
loop. Figure 3.2 shows a result of a traceroute from the PlanetLab node planetlab1.ls.fi.upm.es
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(138.100.12.148) in Spain to the PlanetLab node planetlab2.eecs.umich.edu (141.213.4.202) in
the US. The traceroute result shown in Figure 3.2 exhibits a transient routing loop occurring
between two Internet routers pc-bin-arb-seb.r-bin-seb.umnet.umich.edu and pc-bin-arb-seb.r-
bin-arb.umnet.umich.edu. The routing loop was transient since it was resolved by the end of
the traceroute. The traceroute packets finally reached a tightly-coupled router of the desired
destination.
Figure 3.1 A traceroute result exhibiting a persistent routing
loop on an end-to-end path from the PlanetLab node
dlut1.6planetlab.edu.cn (219.243.200.53) in China to the Plan-
etLab node planetlab2.eecs.umich.edu (141.213.4.202) in the
US.
From our analysis, the percentage of route measurements exhibiting the routing loop pathol-
ogy was small. We found that about 0.05% and 0.002% of route measurements in our first
experiment exhibited persistent and transient routing loops, respectively. Similarly, about
0.15% and 0.0001% of route measurements in our second experiment exhibited persistent and
transient routing loops, respectively. In addition, all routing loops found in both of our ex-
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Figure 3.2 A traceroute result exhibiting a transient routing loop
on an end-to-end path from the PlanetLab node planet-
lab1.ls.fi.upm.es (138.100.12.148) in Spain to the PlanetLab
node planetlab2.eecs.umich.edu (141.213.4.202) in the US.
periments involved two tightly-coupled routers. We did not perform any further analysis of
transient routing loops since they rarely occurred in our experiments.
We also studied the overall persistent routing loops found in both of our experiments to
see whether the routing pathology occurs in a particular part of the Internet or it is widely
distributed. To study this, we further analyzed the overall persistent routing loops found in
both of our experiments for the number of per-source persistent routing loops and the number
of per-destination persistent routing loops. The number of per-source persistent routing loops
corresponding to node s is defined as the total number of persistent routing loops aggregated
across all end-to-end paths originating from node s. Similarly, the number of per-destination
persistent routing loops corresponding to node d is defined as the total number of persis-
tent routing loops aggregated across all end-to-end paths terminating at node d. Tables 3.3
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and 3.4 demonstrate the numbers of per-source persistent routing loops and the numbers
of per-destination persistent routing loops analyzed from the overall persistent routing loops
found in both of our experiments. Persistent routing loops are likely to occur near the Plan-
etLab node s should the number of per-source persistent routing loops corresponding to s is
significantly higher than those corresponding to other PlanetLab nodes in our experiments.
Likewise, persistent routing loops are likely to occur near the PlanetLab node d should the
number of per-destination persistent routing loops corresponding to d is significantly higher
than those corresponding to other PlanetLab nodes in our experiments.
The results of our analysis shown in Tables 3.3 and 3.4 revealed that at the time of our
experiments, the persistent routing loops found in both of our experiments were confined to
some particular parts of the Internet. In particular, it was likely that the persistent routing
loops found in both of our experiments occurred near PlanetLab nodes located in China in
our experiments and the PlanetLab nodes planet1.scs.cs.nyu.edu and planetlab2.eecs.umich.edu
in the US. This is because route measurements measuring end-to-end paths originating from
PlanetLab nodes located in China in our experiments exhibited significantly higher numbers
of persistent routing loops compared to route measurements measuring end-to-end paths orig-
inating from other PlanetLab nodes in our experiments. Similarly, the route measurements
measuring end-to-end paths terminating at the PlanetLab nodes planet1.scs.cs.nyu.edu and
planetlab2.eecs.umich.edu exhibited significantly higher numbers of persistent routing loops
compared to route measurements measuring end-to-end paths terminating at other PlanetLab
nodes in our experiments.
3.4.2.2 Fluttering
The term fluttering refers to rapidly-oscillating routing [Paxson (1996)]. A route mea-
surement experiences fluttering at an intermediate router if the router forwards measurement
packets sent back-to-back to different next hop routers towards the same destination. Con-
sequently, a corresponding traceroute demonstrates that traceroute packets sent back-to-back
traverse different sequences of Internet routers before reaching the same destination.
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Figure 3.3 shows a result of a route measurement experiencing fluttering pathology in-
side the network. The fluttering shown in the figure occurred at the eleventh-hop router
(66.192.252.10) which forwarded two back-to-back measurement packets to two non-tightly-
coupled routers dsl-bb1-pos7-0-0.telia.net (213.248.80.14) and
core-02-so-0-0-0-0.lsag.twtelecom.net (66.192.251.20). The measurement packets traversed two
splitting parts of length one and immediately rejoined at the router
core-01-ge-0-3-0-1.lsag.twtelecom.net (66.192.251.9) before reaching the destination PlanetLab
node planetlab1.hiit.fi.
Figure 3.3 A traceroute result exhibiting fluttering pathology on an end–
to-end path from the PlanetLab node planetlab1.atcorp.com
(216.185.202.121) in the US to the PlanetLab node planet-
lab1.hiit.fi (128.214.112.91) in Finland
A route measurement may experience fluttering several times prior to reaching a destina-
tion. Moreover, split measurement packets may traverse a number of different routers before
rejoining and reaching the destination. We investigate the fluttering behavior in more details,
which has not been studied by Paxson. We define an occurrence of fluttering as an occurrence
of a pair of packet splitting and its corresponding rejoining. That is, a route measurement
experiences fluttering several times if we find several occurrences of a splitting and rejoining
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pair in its corresponding traceroute result. We also define the length or size of a fluttering
occurrence as the number of routers that the split measurement packets traverse prior to rejoin-
ing or reaching a destination. Finally, we use the terms localized fluttering and non-localized
fluttering to refer to fluttering occurring at a router and causing back-to-back packets to be
split between two tightly-coupled routers and two non-tightly-coupled routers, respectively.
Even though the Internet can benefit from fluttering in terms of balancing network load,
we still consider fluttering as a type of routing pathology and report our findings on fluttering.
This is because fluttering may create difficulties to different network applications in various
ways. For instance, fluttering affects the accuracy of many tools developed for estimating path
characteristics since they assume that packets of the same end-to-end path travels along the
same routes. Packets in the same TCP flow may arrive at a destination far slower than other
packets in the same flow due to fluttering. This delay can create out-of-order packet arrivals
at a destination, which triggers several spurious fast retransmissions due to duplicate acknowl-
edgments. Finally, if fluttering occurs on only one direction of a path, the path suffers from
the problem of asymmetry. Routing asymmetry affects network protocols and network appli-
cations in several aspects. For instance, if routing asymmetry is quite common in the Internet,
an assumption used widely by network protocols and applications that one-way propagation
time can be well approximated as half of the round-trip time (RTT) is not accurate.
By analyzing route measurements obtained from our first experiment, we found that 4,461
(10.05%) route measurements exhibited fluttering pathology. Some of these route measure-
ments exhibited several occurrences of fluttering before reaching destination hosts. That is,
measurement packets got split several times prior to reaching their destination hosts. Fig-
ure 3.4 demonstrates the result of a route measurement obtained from our first experiment.
The result of the route measurement shown in the figure exhibited 5 occurrences of fluttering
before reaching the destination host planetlab1.cslab.ece.ntua.gr in Greece.
We analyzed the overall fluttering pathology found in our first experiment for the position
of a fluttering occurrence along an end-to-end path. In particular, we studied whether the flut-
tering pathology usually occurs near the source host, in the middle, or close to the destination
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Figure 3.4 A traceroute result exhibiting 5 occurrences of fluttering
on an end-to-end path from the PlanetLab node planet-
lab1.atcorp.com (216.185.202.121) in the US to the PlanetLab
node planetlab1.cslab.ece.ntua.gr (147.102.3.101) in Greece.
of a path. The knowledge of possible positions of the fluttering pathology along end-to-end
paths is useful since we can predict from its positions the impact of fluttering pathology if it
occurs. The fluttering occurring at routers around the middle of an end-to-end path is likely to
have higher impact compared to that occurring near the two ends of the path. This is because
routers around the middle of a path are likely to be transit network routers so they affect more
end-to-end paths compared to stub network routers at the two ends of the path do.
In our analysis, we defined a position index to represent the position of a fluttering occur-
rence along an end-to-end path. Assume that an end-to-end path is of length H hops. The
position index of a fluttering occurrence which is caused by a router at hop h − 1 forwarding
back-to-back measurement packets to different next hop routers towards a destination can be
computed as hH . Note that a position index that is close to 1 indicates that fluttering occurs
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near the destination end of the path. In contrast, a position index that is close to 0 indicates
that fluttering occurs near the source host of the path. Figure 3.5 illustrates the distribu-
tion of the position indices of fluttering found in our first experiment. The figure shows that
the fluttering with position indices 0.67 occurred the most. This indicates that the fluttering
pathology is likely to occur at routers located a little after the middle of a path. Therefore,
from the result of our analysis, the impact of the fluttering pathology is likely to be high if it
occurs.
Figure 3.5 The distribution of position indices corresponding to all the
fluttering occurrences found in our first experiment.
We also analyzed the overall fluttering cases found in our first experiment to see whether the
fluttering pathology solely occurs along some end-to-end paths or it is widely distributed. Our
analysis revealed that at the time of our first experiment, fluttering occurs along some end-to-
end paths significantly more often than on some other end-to-end paths. To be more specific,
we found that route measurements of most end-to-end paths originating from PlanetLab nodes
planetlab1.atcorp.com in the US, planetlab1.singapore.equinix.planet-lab.org in Singapore, and
plnode01.cs.mu.oz.au in Australia exhibited significantly high fluttering pathology. Moreover,
we found that route measurements of most end-to-end paths terminating at PlanetLab nodes
planetlab1.ie.cuhk.edu.hk in Hong Kong,
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planetlab1.singapore.equinix.planet-lab.org in Singapore, planetlab1.ru.is in Iceland, and
plnode01.cs.mu.oz.au in Australia also exhibited significantly high fluttering pathology. This
is indicated by the fact that the numbers of fluttering aggregated across end-to-end paths
originating from or terminating at these PlanetLab nodes are significantly higher than those
originating from or terminating at other PlanetLab nodes considered in our first experiment.
It is worth mentioning that most of the fluttering pathology found in our first experiment
occurred along only one direction of each end-to-end path considered in our experiment. This
suggests that forward and reverse directions of a path considered in our first experiment are
likely to be asymmetry.
We also study the characteristics of fluttering found in our first experiment. We found that
3,964 route measurements in our first experiment exhibited only localized fluttering, i.e. their
measurement packets got split between two tightly-coupled routers. This accounts for 88.86%
of all route measurements experiencing fluttering pathology found in our first experiment.
Such a high percentage indicates that most of the fluttering occurrences found in our first
experiment have a small impact to network applications as discussed earlier since packets were
split between two tightly-coupled routers.
Another characteristic of fluttering found in our first experiment that we studied is the
length of a fluttering occurrence. Recall that we define the length of a fluttering occurrence
as the number of routers which the split measurement packets traverse prior to rejoining
or reaching a destination. Figure 3.6 illustrates the distribution of the lengths of fluttering
occurrences found in our first experiment. The figure shows that about 79% of fluttering
found in our first experiment is of length one. In addition, the average length of a fluttering
occurrence found in our first experiment is 1.29.
By analyzing route measurements from our second experiment, we found that 230,936
(10.70%) route measurements exhibited fluttering pathology. This is comparable to those
found in our first experiment. Like our first experiment, some of these route measurements in
our second experiment exhibited several occurrences of fluttering before reaching destination
hosts. Figure 3.7 demonstrates the result of a route measurement from our second experiment.
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Figure 3.6 The distribution of lengths of the fluttering occurrences found
in our first experiment.
The result of the route measurement shown in the figure exhibited 3 occurrences of fluttering
before reaching the destination host in Singapore.
We did a similar analysis on fluttering in our second experiment. Figure 3.8 illustrates the
distribution of the position indices of fluttering found in our second experiment. The figure
shows that the fluttering with position indices 0.67 occurred the most. This is consistent with
the distribution of position indices corresponding to all the fluttering occurrences found in our
first experiment shown in Figure 3.5.
Our analysis revealed that the fluttering pathology found in our second experiment occurred
more widely than that found in our first experiment. Moreover, at the time of our second ex-
periment, the numbers of fluttering pathology along some end-to-end paths are significantly
higher than those along other end-to-end paths. To be more specific, we found that route
measurements measuring most end-to-end paths originating from PlanetLab nodes planet-
lab1.atcorp.com in the US, planet1.att.nodes.planet-lab.org in the US, planetlab1.ie.cuhk.edu.hk
in Hong Kong, planetlab1.singapore.equinix.planet-lab.org in Singapore, planetlab1.informatik.uni-
erlangen.de in Germany, planetlab1.ru.is in Iceland, planetlab1.warsaw.rd.tp.pl in Poland, pln-
ode01.cs.mu.oz.au in Australia, and planetlab1.cs.uit.no in Norway exhibited significantly high
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Figure 3.7 A traceroute result exhibiting 3 occurrences of fluttering on an
end-to-end path from the PlanetLab node planet1.cs.ucsb.edu
(128.111.52.61) in the US to the PlanetLab node planet-
lab1.singapore.equinix.planet-lab.org (202.79.220.49) in Singa-
pore.
fluttering pathology. Moreover, we found that route measurements measuring most end-to-end
paths terminating at PlanetLab nodes planetlab1.atcorp.com in the US, planet1.att.nodes.planet-
lab.org in the US, planetlab1.ie.cuhk.edu.hk in Hong Kong, planetlab1.cslab.ece.ntua.gr in
Greece, planetlab1.singapore.equinix.planet-lab.org in Singapore, planetlab1.ru.is in Iceland,
planetlab1.warsaw.rd.tp.pl in Poland, and plnode01.cs.mu.oz.au in Australia also exhibited
significantly high fluttering pathology. This is indicated by the fact that the numbers of flut-
tering aggregated across end-to-end paths originating from or terminating at these PlanetLab
nodes are significantly higher than those originating from or terminating at other PlanetLab
nodes considered in our second experiment. Most of the fluttering pathology found in our
second experiment occurred along only one direction of each end-to-end path considered in our
experiment. This is consistent with the fluttering pathology found in our first experiment.
Of all route measurements exhibiting fluttering in our second experiment, 88.99% (or
205,522 route measurements) exhibited only the localized fluttering. Such a high percentage
indicates that most of the fluttering found in our second experiment have a small impact on
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Figure 3.8 The distribution of position indices corresponding to all the
fluttering occurrences found in our second experiment.
network applications as discussed earlier since packets were split between two tightly-coupled
routers. Figure 3.9 illustrates the distribution of the lengths of fluttering occurrences found
in our second experiment. The figure shows that the distribution of the lengths of fluttering
occurrences found in our second experiment is consistent with that of the first experiment.
3.4.2.3 Erroneous Routing
A route measurement experiences the erroneous routing pathology should their measure-
ment packets reach a wrong destination. We found no erroneous routing in both of our exper-
iments.
3.4.2.4 Infrastructure Failures
An Internet router uses an ICMP destination unreachable message message to inform a host
sending a packet that it does not know how to reach a destination specified in the packet. This
usually indicates that the underlying infrastructure of the Internet has lost its connectivity so
the router has no routing information in order to deliver packets to the desired destination.
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Figure 3.9 The distribution of lengths of the fluttering occurrences found
in our second experiment.
We can identify whether a route measurement experiences the infrastructure failure pathol-
ogy by observing whether the measurement terminates due to receiving an ICMP destination
unreachable message from a router inside the Internet. The traceroute tool denotes ICMP des-
tination unreachable message by outputing the flag “!H”. Therefore, in our analysis, we classify
whether a route measurement experiences the infrastructure failure pathology by searching for
this flag. Figure 3.10 demonstrates a result of a route measurement exhibiting the infrastruc-
ture failure pathology inside the network. Note that the flag !H appears in the last line of the
result.
By analyzing route measurements from both of our experiments, we found that 1,041
(2.34%) route measurements of our first experiment and 49,053 (2.27%) route measurements
of our second experiment exhibited receiving of ICMP destination unreachable messages. From
these, we can estimate the overall availability rates of 97.66% and 97.73% for the infrastructure
of the Internet at the times of our first and second experiments, respectively.
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Figure 3.10 A traceroute result exhibiting an infrastructure failure
along an end-to-end path from the PlanetLab node planet-
lab-2.ece.iastate.edu (129.186.205.71) in the US to the Plan-
etLab node planetlab1.xeno.cl.cam.ac.uk (128.232.103.201) in
UK.
3.4.2.5 Destination Unreachable Due To Too Many Hops
In our experiments, the traceroute tool attempted up to 30 hops to acquire a sequence of
Internet routers along a virtual path between two Internet hosts. Therefore, traceroute packets
were considered unable to reach a destination when the destination was further than 30 hops
away from a source node. Figure 3.11 illustrates a result of a route measurement exhibiting
that the PlanetLab node planetlab1.cs.uit.no in Norway is unreachable from the PlanetLab
node dlut1.6planetlab.edu.cn in China since the two PlanetLab nodes are more than 30 hops
away from each other. From the figure, the traceroute has attempted 30 hops. However, the
desired destination planetlab1.cs.uit.no in Norway was not reached. This is indicated by the
fact that the machine name listed in the last line is not the destination planetlab1.cs.uit.no or
one of its tightly-coupled machines.
We discovered that 4,615 (10.40%) route measurements in our first experiment and 211,149
(9.78%) route measurements in our second experiment exhibited the pathology of destination
unreachable due to too many hops. These indicate that a number of PlanetLab nodes in our
experiments are located more than 30 hops away from each other. Moreover, the traceroute’s
default 30 hops may not be enough due to the high operational diameter of today’s Internet.
The mean path length in both of our experiments was 17.2 hops. The median path length
in both of our experiments was 17 hops. The standard deviations of the path lengths in our
first and second experiments were 46.07 hops and 45.78 hops, respectively. In addition, the
lengths of some end-to-end paths in both of our experiments varied over time. This may be
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Figure 3.11 A traceroute result exhibiting the pathology of destina-
tion unreachable due to too many hops along an end–
to-end path from the PlanetLab node dlut1.6planetlab.edu.cn
(219.243.200.53) in China to the PlanetLab node planet-
lab1.cs.uit.no (129.242.19.196) in Norway.
due to changing of routes of the end-to-end paths over time. We will discuss the results of our
analysis on route changes or routing instability in Section 3.4.3.
3.4.2.6 Outages
When a route measurement experiences a number of consecutive losses of measurement
packets or corresponding response packets, it is likely that either a temporary loss of network
connectivity or very heavy congestion has occurred. The traceroute tool displays an asterisk
(*) in a traceroute to denote an indicated packet loss. We studied the outage pathology in our
experiments by examining the longest consecutive packet losses in each traceroute output.
Like Paxson [Paxson (1996)], we classified the longest consecutive packet losses found in
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a traceroute output into three categories. The first category is that no packet loss is found.
This corresponds to the situation when a route measurement does not experience any outage
pathology. The second category is that 1-5 consecutive packet losses are found. This reflects
the situation when a route measurement experiences a temporary outage in the network. The
third category is that 6 or more consecutive packet losses are found. This corresponds to the
situation when a true connectivity outage occurs in the network. Figure 3.12 demonstrates
a result of a route measurement exhibiting 5 consecutive packet losses found in a traceroute
output.
Figure 3.12 A traceroute result exhibiting the outage pathology along an
end-to-end path from the PlanetLab node planet1.cs.ucsb.edu
(128.111.52.61) in the US to the PlanetLab node planet-
lab1.cs.uiuc.edu (192.17.239.250) in the US.
By analyzing route measurements from our first experiment, we found that 59.05%, 35.68%,
and 5.27% experienced no packet loss, 1-5 consecutive losses (temporary outages), and 6
or more consecutive losses (true outages), respectively. Likewise, in our second experiment,
63.10%, 31.97%, and 4.93% of route measurements experienced no packet loss, 1-5 consecutive
losses, and 6 or more consecutive losses, respectively. Therefore, 40.95% of route measurements
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in our first experiment and about 50.12% of route measurements in our second experiment ex-
hibited the outage pathology.
Given that the duration of an outage can be determined by the number of consecutive
packets losses multiplied by 5 seconds. Figures 3.13 and 3.14 illustrate the probabilities that
an outage will last x second in our first and second experiments, respectively. The mean outage
duration in our first experiment is 7.19 seconds. Similarly, the mean outage duration in our
second experiment is 6.67 seconds. These indicate that both of our experiments experienced
only 1-2 consecutive packet losses, i.e. temporary outages, on average.
Figure 3.13 The distribution of durations of outages found in our first ex-
periment.
3.4.2.7 Comparisons With Previous Work
Table 3.5 summarizes our findings on routing pathology and presents a comparison between
our findings on routing pathology and those reported by Paxson [Paxson (1996)]. The table
shows that 55.19% and 51.90% of route measurements in our first and second experiments
experienced at least one type of routing pathology considered in our study. These are com-
parable with the percentages of route measurements experiencing routing pathology at the
times of Paxson’s two experiments, i.e. 49.19% and 57.78%. It is noteworthy that one route
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Figure 3.14 The distribution of durations of outages found in our second
experiment.
measurement in our experiments may experience more than one type of routing pathology.
Therefore, to be accurate when reporting the number of route measurements exhibiting one
routing pathology type, a route measurement that shows many types of routing pathology
is counted under each type of routing pathology the route measurement has. This is differ-
ent from Paxson’s study in which one route measurement was classified as experiencing only
one routing pathology type. In addition, among all types of routing pathology considered in
our analysis, the outage pathology occurred most often in both of our experiments. This is
consistent with Paxson’s findings [Paxson (1996)] shown in Table 3.5.
The table also shows the percentages of fluttering occurrences, infrastructure failures, and
destinations unreachable due to too many hops found in our two experiments and the number
of routing loops discovered in our second experiment are more than those found in both of
Paxson’s experiments. On the other hand, the percentage of routing loops found in our first
experiment and the percentages of outages discovered in both of our experiments are less than
those found in both of Paxson’s experiments.
A high percentages of fluttering pathology found in our experiments indicate that Inter-
net routers performed more load balancing at the times of our two experiments. In addition,
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high percentages of destinations unreachable due to too many hops discovered in our experi-
ments are an evidence of the fact that more Internet hosts are more than 30 hops away from
each other. Moreover, it is likely that the underlying structure of today’s Internet losses its
connectivity more often than that occurred ten years ago. This is indicated by the fact that
route measurements in both of our experiments exhibited higher percentages of infrastructure
failures compared to those exhibited in Paxson’s experiments.
Even though we found less percentage of outage pathology in our experiments, it does
not necessarily mean that the network outages occurred less often at the times of our two
experiments compared to those at the times of Paxson’s experiments. The smaller percentage of
outages found in our experiments may be caused by the fact that traceroutes in our experiments
waited for 10 seconds before declaring that a traceroute packet or a response packet has been
missing. Another set of experiments is required to especially investigate the effect of this
waiting time.
A comparison between the condition of the routing loop pathology in the today’s Internet
and that of the routing loop pathology in 1994 and 1995 is inconclusive. This is due to the
inconsistency between the results of our two experiments. In particular, the percentage of
routing loops found in our first experiment is less than those found in both of Paxson’s exper-
iments. On the other hand, the percentage of routing loops found in our second experiment is
comparable to those found in both of Paxson’s experiments.
3.4.3 Routing Instability
After removing route measurements exhibiting any type of routing pathology from further
analysis, we were left with 19,892 route measurements from our first experiment and 1,038,144
route measurements from our second experiment. We analyzed these route measurements to
study routing instability in the Internet. Next, we discuss our findings on the analysis of
19,892 route measurements obtained from the first experiment. We present our findings and
compared to those of Paxson in terms of characteristics of route changes in Section 3.4.3.1,
route prevalence in Section 3.4.3.2, and routing persistence in Section 3.4.3.3.
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3.4.3.1 Route Change Characteristics
Recall that a single route of an Internet path from A to B is a sequence of Internet routers
along which data packets sent by A and destined to B traverse. Any two routes of the same
virtual path are different if routers at some corresponding hops in these two routes differ.
To study the characteristics of route changes, we observed differences between any two
consecutive routes of the same virtual path. Out of 203,636 route pairs in our first experiment,
we found 48,298 (23.72%) route pairs showing route changes. These route pairs can have one
hop difference up to 30 hops difference. Figure 3.15 illustrates the percentages of route changes
found (y-axis) versus the numbers of hop differences causing the route change (x-axis). The
figure shows that 1-hop differences and 2-hop differences are dominant. In particular, 24.12%
and 17.95% of the total route changes show 1-hop differences and 2-hop differences, respectively.
Figure 3.15 The distribution of the numbers of different router pairs caus-
ing route changes found in our first experiment.
An n-hop difference route change can be caused by alterations between pairs of tightly-
coupled routers and changes between n−m pairs of non-tightly-coupled routers where n ≥ 1
and m, 0 ≤ m ≤ n. We investigated further whether these route changes were influenced
by tightly-coupled routers. This is because the impact of alterations between tightly-coupled
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routers are different from the impact of changes between non-tightly-coupled routers, given that
tightly-coupled routers are administratively interchangeable. Figure 3.16 shows that 26.02% of
the route changes found were solely caused by differences between non-tightly-coupled routers
(m = 0) and 25.19% were caused by differences between a single pair of tightly-coupled routers
(m = 1), and so on. The total percentage of route changes by tightly-coupled routers is more
than that of non tightly-coupled routers.
Figure 3.16 The distribution of tightly-coupled routers across route
changes found in our first experiment.
We also analyzed the positions of route changes of end-to-end paths. We used the position
indices defined in Section 3.4.2.2 to represent the positions along end-to-end paths of m non-
tightly-coupled routers causing n-hop difference route changes. Figure 3.17 demonstrates the
distribution of the position indices corresponding to all pairs of non-tightly-coupled routers
that cause route changes. The figure shows that most of the non-tightly-coupled router pairs
causing route changes have their position indices of 0.8125. This indicates that we are likely to
find an alteration between non-tightly-coupled routers near the destination of an end-to-end
path.
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Figure 3.17 The distribution of the position indices corresponding to all
non-tightly-coupled router pairs causing route changes found
in our experiment.
3.4.3.2 Routing Prevalence
The notion “routing prevalence” of routing stability is defined as the unconditional proba-
bility of observing a given route [Paxson (1996)]. In our analysis, we computed for each virtual
path the prevalence of its dominant route, i.e. the route that appears most often. Let Np be
the total number of route measurements performed on a virtual path p. Let kdom,p denote the
number of times the dominant route of a virtual path p is observed. Therefore, the prevalence of
the dominant route of a virtual path p (pidom,p) can be computed as pidom,p = kdom,p/Np. Any
two routes of the same virtual path are considered different if routers at some corresponding
hops differ and at least one difference is between non-tightly-coupled routers.
Figure 3.18 illustrates the cumulative distribution of pidom,p for all virtual paths p considered
in our analysis. From the figure, we found that 50% of virtual paths have routing prevalence
of their dominant routes greater than 0.9. That is, the median value of pidom,p in our analysis
is 0.9. Such a high median value of pidom,p suggests that the probability of observing dominant
routes for half of the virtual paths in our experiment is very high. We also noticed from the
figure that 75% of virtual paths have routing prevalence of their dominant routes greater than
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0.6. The dominant routes were used for these virtual paths more than half the time.
Figure 3.18 The cumulative distribution of routing prevalence of the dom-
inant routes for virtual paths considered in our analysis.
The median value of pidom,p in our analysis is higher than that reported by Paxson (0.82).
This indicates that based on the “routing prevalence” notion, the stability of Internet routing
reachability information at the time of our first experiment is higher than that of the Internet
at the end of 1995. However, note that stability according to the notion of routing prevalence
implies nothing about stability according to the notion of routing persistence.
3.4.3.3 Routing Persistence
The notion “routing persistence” of routing stability is defined as the duration of a given
route [Paxson (1996)]. In our analysis, we computed routing persistence for all routes of a
virtual path. Assume that a route measurement on a virtual path indicates route r1 at time t1.
Assume also that the next route measurement at time t2 indicates a different route r2. Then,
we assumed in our analysis that route r1 terminates and route r2 begins at time t2. Note
that in this analysis, any two routes of the same virtual path are different if routers at some
corresponding hops differ and at least one difference is between non-tightly-coupled routers.
To accurately assess routing persistence, we need to ensure that we do not include virtual
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paths originating from or terminating at outlier nodes because these paths are likely to exhibit
significantly high route changes. Therefore, including these virtual paths in our analysis can
bias the distribution of route durations in our analysis, i.e. introducing too many short-lived
routes. We implemented a step-by-step approach used by Paxson in his study to gradually
identify outlier nodes at different time scales.
Instead of starting with some small number, we used the minimum time interval between
any two consecutive route measurements in our first experiment (min t) to be the first time
scale we would work with. This can shorten the time taken to remove outliers from our data
set. Our analysis revealed that min t is equal to 38.7 minutes. We examined any two route
measurements in our first experiment that were made within 38.7 minutes apart. We found
only 4 pairs of route measurements with route measurements in each pair made within 38.7
minutes apart. The route measurements within each pair exhibited the form “R1,R1”, i.e. no
route change occurred. Therefore, we found no outlier with respect to the time scale of 38.7
minutes.
We next looked at measurements made less than 24.64 hours apart. We jumped to this
time scale since the mean interval length in our first experiment is 24 hours or one day. We
found 32,958 (16.18%) route measurement pairs made within 24.64 hours apart. These route
measurement pairs were from 2,146 virtual paths. Out of 32,958 route measurement pairs,
we found that 1,198 (3.63%) route measurement pairs from 236 virtual paths exhibited route
changes.
To identify an outlier at this 24.64-hour time scale, we computed the estimated probability
that a pair of 24.64-hour route measurements of virtual paths with source s will exhibit a route
change (P ssrc(24.64hr)) and the estimated probability that a pair of 24.64-hour route measure-
ments of virtual paths with destination d will exhibit a route change (P ddst(24.64hr)) [Paxson
(1996)]. The significantly high value of P ssrc(24.64hr) for some source s identifies that the
source s is likely to be an outlier. Likewise, the significantly high value of P ddst(24.64hr) for
some destination d identifies that the destination d is likely to be an outlier.
Let N ssrc(24.64hr) denote the total number of 24.64-hour route measurement pairs on
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virtual paths originating at source s. Let Nddst(24.64hr) represent the total number of 24.64-
hour route measurement pairs on virtual paths terminating at destination d. Assume that
Xssrc(24.64hr) denotes the number of 24.64-hour route measurement pairs on virtual paths
originating at source s that exhibited route changes. Assume also thatXddst(24.64hr) represents
the number of 24.64-hour route measurement pairs on virtual paths terminating at destination
d that exhibited route changes. Hence, P ssrc(24.64hr) and P
d
dst(24.64hr) can be computed as
Xssrc(24.64hr)/N
s
src(24.64hr) and X
d
dst(24.64hr)/N
d
dst(24.64hr), respectively.
By considering P ssrc(24.64hr) for all possible source nodes in our experiment, we found that
the values of P ssrc(24.64hr) corresponding to two PlanetLab nodes planetlab-2.ece.iastate.edu
and planetlab1.cslab.ece.ntua.gr are significantly high. This points out that the two PlanetLab
nodes are likely to be outliers and we should further investigate the route changes in 24.64-hour
route measurement pairs from virtual paths originating from these two PlanetLab nodes. We
discovered that the route changes in 24.64-hour route measurement pairs from virtual paths
with source node planetlab-2.ece.iastate.edu always occurred between two sets of non-tightly-
coupled routers. We also found that the route changes in 24.64-hour route measurement pairs
from virtual paths with source node planetlab1.cslab.ece.ntua.gr always occurred between two
non-tightly-coupled routers. Because of these clear patterns of route changes, we concluded
that the high values of P ssrc(24.64hr) corresponding to the two PlanetLab nodes were not due
to chance. Therefore, we considered that these two PlanetLab nodes are outliers and removed
virtual paths originating from these two nodes and their corresponding route measurements
from further analysis. With respect to the time scale of 24.46 hours, we removed 1,329 route
measurements accounting for 56 virtual paths from further analysis.
We determined the next time scale we would work with based on the the average number
of route measurements made within 24.64 hour apart between any two observed route changes.
Let N denote the number of route measurements made within 24.64 hour between any two
observed route changes. We noticed that N is a geometrically distributed random variable
with the probability of success p equal to the probability of finding a route change. With
respect to the time scale of 24.64 hours, we found that the maximum probability of finding a
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route change is equal to the maximum value of P ssrc(24.64hr) (0.360465). From the probability
mass function of geometric random variables, we obtained the expected value of N (E [N ] )
equal to one route change per 68.37 hours.
We next looked at measurements made less than 68.37 hours apart. We found 78,836
(38.71%) route measurement pairs made within 68.37 hours apart. These route measurement
pairs were from 2,144 virtual paths in our first experiment. Out of these 78,836 measurement
pairs, we found that 3,758 (4.77%) measurement pairs from 375 virtual paths exhibited route
changes.
Like in the shorter time scale, we identified outliers at this 68.37-hour time scale using
P ssrc(68.37hr) and P
d
dst(68.37hr). By considering P
d
dst(68.37hr) for all possible destination
nodes in our experiment, we found that the value of P ddst(68.37hr) corresponding to the Plan-
etLab node planetlab1.acis.ufl.edu is significantly high. This suggests that the PlanetLab node
planetlab1.acis.ufl.edu is likely an outlier and we should further examine route changes in 68.37-
hour route measurement pairs from virtual paths with destination node planetlab1.acis.ufl.edu.
We discovered that the route changes in 68.37-hour route measurement pairs from virtual paths
with the destination node planetlab1.acis.ufl.edu always occurred between three router pairs.
Due to this clear pattern of route changes, we concluded that the high value of P ddst(68.37hr)
corresponding to the PlanetLab node planetlab1.acis.ufl.edu was evident. Therefore, we con-
sidered that the PlanetLab node planetlab1.acis.ufl.edu is an outlier at this time scale and
removed virtual paths terminating at this PlanetLab node and their corresponding route mea-
surements from further analysis. With respect to the time scale of 68.37 hours, we removed
173 route measurements accounting for 10 virtual paths from further analysis.
We next looked at measurements made within 7 days apart. This time scale is again
suggested by the maximum value of P ssrc(68.37hr) (0.307305). A total of 173,704 (85.31%)
route measurement pairs made within 7 days apart. These route measurements encompassed
2,168 virtual paths in our first experiment. Out of these 173,704 measurement pairs, 14,532
(8.37%) measurement pairs from 473 virtual paths exhibited route changes.
Like in the two shorter time scales. we identify outliers at this time scale using P ssrc(7day)
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and P ddst(7day). By considering P
s
src(7day) and P
d
dst(7day) for all possible source and destina-
tion nodes in our experiment, the value of P ssrc(7day) corresponding to the PlanetLab node
planetlab1.warsaw.rd.tp.pl and the value of P ddst(7day) corresponding to the PlanetLab node
csplanetlab1.kaist.ac.kr are significantly high. These values suggest that the two PlanetLab
nodes are likely outliers and we should further examine route changes in 7-day route mea-
surement pairs from virtual paths with source node planetlab1.warsaw.rd.tp.pl and those from
virtual paths with destination node csplanetlab1.kaist.ac.kr. We found that route changes oc-
curred only along the paths from the PlanetLab node planetlab1.warsaw.rd.tp.pl to another
PlanetLab node planetlab1.atcorp.com and from the PlanetLab node planet1.learninglab.uni-
hannover.de to the PlanetLab node csplanetlab1.kaist.ac.kr. Since we found clear patterns
in these route changes, we concluded that the high value of P ssrc(7day) corresponding to the
PlanetLab node planetlab1.warsaw.rd.tp.pl and the high value of P ddst(7day) corresponding to
the PlanetLab node csplanetlab1.kaist.ac.kr were evident. Therefore, we considered the two
PlanetLab nodes as outliers. We removed the virtual path from the PlanetLab node planet-
lab1.warsaw.rd.tp.pl to another PlanetLab node planetlab1.atcorp.com and that from the Plan-
etLab node planet1.learninglab.uni-hannover.de to the PlanetLab node csplanetlab1.kaist.ac.kr
from further analysis. We also eliminated their corresponding route measurements from fur-
ther analysis. With respect to the time scale of 7 days, we removed 24 route measurements
accounting for 2 virtual paths from further analysis.
Overall, we have eliminated 1,526 route measurements encompassing 78 virtual paths from
further analysis. These route measurements are those either originating from or terminating
at PlanetLab nodes identified as outliers. We did not include these route measurements into
our data set for studying routing persistence since they are likely to bias the distribution of
route durations in our analysis.
We were left with 18,366 route measurements for studying routing instability based on the
notion of routing persistence. For each virtual path, we computed the durations of all different
routes. Recall that in our analysis of routing persistence, two routes of the same virtual path
are different should routers at some corresponding hops differ and the corresponding routers
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are non-tightly-coupled. In addition, assume that a route measurement applied to a virtual
path observes route r1 at time t1. Assume also that the next route measurement at time t2
observes route r2. Then, we assumed in our analysis that route r1 terminates and route r2
begins at time t2.
Figure 3.19 illustrates the distribution of the durations of all different routes found in our
analysis. We noticed from the figure that the duration of a single route considered in our
analysis was varied from less than a day (0 day) to 39 days. The figure also demonstrates that
about 45% of routes or path instances in our analysis lasted less than a day. In addition, about
91% of routes considered in our analysis lasted under a week.
Our findings on routing persistence are different from those of Paxson [Paxson (1996)]. The
duration of a single route found in Paxson’s experiment was varied in a higher range compared
to our result, i.e. from less than a day to 50 days. Besides, Paxson found only 18% of routes
found in his analysis lasted less than a day and 50% lasted under a week.
Our findings and Paxson’s on routing stability based on the “routing persistence” notion
indicate that the stability of Internet routing reachability information at the time of our first
experiment is significantly lower than that of the Internet at the end of 1995. In particular,
our findings and Paxson’s on routing stability based on the routing persistence notion suggest
that route changes and alterations of a network-layer topology occurred more often that those
occurred in the Internet at the end of 1995. The higher frequency of route changing and
alterations of a network-layer topology impacts many network applications relying on the
stability of a network-layer topology to maintain their high performance, for example, topology-
aware overlay path monitoring protocols [Tang and McKinley (2003, 2004); Chen et al. (2004)].
The higher frequency of alterations of a network-layer topology causes them to acquire a new
network-layer topology more often; otherwise, the accuracy of their protocols will be sacrificed.
Acquiring a new network-layer topology more often results in increasing the protocol overhead.
Our findings on routing instability based on the routing persistence notion and the rout-
ing prevalence notion lead to the following conclusion. While dominant routes of most of the
virtual paths in our analysis occurred very often as suggested by the very high median rout-
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ing prevalence value (0.9), not many occurrences of the dominant route of each virtual path
appeared consecutively in time. The discontinuity of dominant route’s occurrences may be
caused by either route changes or routing pathology found distributively in our experiment.
We believe that routing pathology is likely to be the major cause of the discontinuity of dom-
inant route’s occurrences since routing pathology appeared in 55% of route measurements in
our experiment but route changes occurred in only 25% of route measurement pairs found in
our analysis.
The more number of routes with short durations indicates that routing pathology found
in our experiment did not occur consecutively in time. Moreover, the distributions over time
of routing pathology found in our experiment are likely to be higher than the distributions
over time of those found in Paxson’s. This is because with the comparable amounts of routing
pathology found in our experiment and Paxson’s, a lot more routes in our analysis lasted less
than a day.
Figure 3.19 The distribution of the durations of all different routes found
in our first experiment.
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3.5 Conclusion
In this chapter, we have discussed our two experiments conducted for studying the end-
to-end routing behavior of the Internet nowadays. Our experimental and analytical methods
followed those of Paxson [Paxson (1996)]. Our goal is to investigate whether the end-to-end
routing behavior of the Internet has changed from that reported 10 years ago. In our experi-
ments, we used the traceroute network diagnostic tool to repeatedly measure end-to-end paths
among 43 geographically-distributed PlanetLab nodes. Then, we analyzed the results of these
route measurements for studying routing pathology and routing stability in the Internet. We
compared our findings on routing pathology and routing stability with those of Paxson [Paxson
(1996)].
We have presented the comparison between our findings on routing pathology and those of
Paxson in Table 3.5. The results in the table show that the percentages of route measurements
in our experiments that exhibited routing pathology and those found in Paxson’s experiments
are comparable. That is, 55.19% of route measurements in our first experiment and 51.90%
of route measurements in our second experiment experienced at least one type of routing
pathology. About 49.19% and 57.78% of route measurements in Paxson’s first and second
experiments experienced routing pathology. We also found that among routing pathology
of all types, the outage pathology occurred most often in both of our experiments. This is
consistent with the results of Paxson’s analysis. Moreover, our results indicate that percentages
of fluttering, infrastructure failures, and destinations unreachable due to too many hops found
in our two experiments and percentages of routing loops discovered in our second experiment
are more than those found in both of Paxson’s experiments. On the other hand, routing loops
found in our first experiment and outages discovered in both of our experiments happened less
than those found in both of Paxson’s experiments.
We have also presented the comparison between our findings on routing stability and those
of Paxson. We focused on both notions of routing stability defined by Paxson: routing preva-
lence and routing persistence. The notion “routing prevalence” is defined as the unconditional
probability of observing a given route [Paxson (1996)]. The notion “routing persistence” is
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defined as the average lifetime of a given route [Paxson (1996)]. According to the routing
prevalence notion, the routing stability at the time of our experiment was very high. This
is indicated by the fact that the probability of finding dominant routes of half of the virtual
paths considered in our experiment was greater than 0.9. On the other hand, based on the
routing persistence notion, the routing stability at the time of our experiment was not very
high due to the fact that about 45% of routes considered in our analysis lasted less than a day.
These findings suggest that the dominant routes occur very often, but their average life time
per occurrence is not as long as that reported by Paxson.
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Table 3.1 PlanetLab nodes included in our study of
end-to-end Internet routing behavior.
PlanetLab Nodes Locations
planet1.cs.ucsb.edu Santa Barbara, CA, United States
planet1.scs.cs.nyu.edu New York, NY, United States
planetlab-1.cs.princeton.edu Princeton, NJ, United States
planetlab-2.ece.iastate.edu Ames, IA, United States
planetlab1.cs.cornell.edu Ithaca, NY, United States
planetlab1.cs.ucla.edu Los Angeles, CA, United States
planetlab1.cs.uiuc.edu Urbana, IL, United States
planetlab1.hstn.internet2.planet-lab.org Houston, TX, United States
planetlab2.eecs.umich.edu Ann Arbor, MI, United States
planetlab8.millennium.berkeley.edu Berkeley, CA, United States
planetlab1.iis.sinica.edu.tw Taipei, Taiwan
planetlab1.atcorp.com Eden Prairie, MN, United States
planet1.att.nodes.planet-lab.org Florham Park, NJ, United States
planet1.calgary.canet4.nodes.planet-lab.org Calgary, Alberta, Canada
planet1.halifax.canet4.nodes.planet-lab.org Halifax, Nova Scotia, Canada
planet1.ottawa.canet4.nodes.planet-lab.org Ottawa, Canada
planet1.winnipeg.canet4.nodes.planet-lab.org Winnipeg, Manitoba, Canada
dlut1.6planetlab.edu.cn Dalian, Liaoning, China
neu1.6planetlab.edu.cn Shenyang, Liaoning, China
scut1.6planetlab.edu.cn Guangzhou, Guangdong, China
tju1.6planetlab.edu.cn Tianjin, China
thu1.6planetlab.edu.cn Beijing, China
zju1.6planetlab.edu.cn Hangzhou, Zhejiang, China
zzu1.6planetlab.edu.cn Henan, China
planetlab1.ie.cuhk.edu.hk Hong Kong
planetlab1.cslab.ece.ntua.gr Athens, Greece
planetlab1.singapore.equinix.planet-lab.org Singapore City, Singapore
planetlab1.informatik.uni-erlangen.de Erlangen, Germany
planetlab1.hiit.fi Helsinki, Finland
planetlab1.inria.fr Sophia Antipolis, France
csplanetlab1.kaist.ac.kr Daejeon, South Korea
planet1.learninglab.uni-hannover.de Hannover, Germany
planet-lab.iki.rssi.ru Dolgoprudny, Russia
planetlab-01.naist.jp Takayama, Nara, Japan
planetlab1.ru.is Reykjavik, Iceland
planetlab1.ls.fi.upm.es Madrid, Spain
planetlab1.warsaw.rd.tp.pl Warsaw, Poland
planetlab1.info.ucl.ac.be Louvain-la-Neuve, Belgium
planetlab1.xeno.cl.cam.ac.uk Cambridge, United Kingdom
planetlab1.acis.ufl.edu Gainesville, FL, United States
plnode01.cs.mu.oz.au Melbourne, Victoria, Australia
planetlab1.cs.uit.no Tromso, Norway
planetlab1.cs.vu.nl Amsterdam, Netherland
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Table 3.2 A summary of our two experiments run-
ning from December 2005 to March 2006
and both of Paxson’s experiments running
at the end of 1994 and 1995.
Paxson’s Paxson’s Our Our
First Second First Second
Experiment Experiment Experiment Experiment
Time periods Nov 8, 1994 - Nov 3, 1995 - Dec 22, 2005 - Dec 22, 2005 -
the experiments Dec 24, 1994 Dec 21, 1995 Jan 31, 2006 Mar 31, 2006
taken place
Mean 1-2 days 60%: 2 hours 1 day 30 minutes
inter-measurement 40%: 2.75 days
intervals
Number of 27 sites 33 sites 43 sites 43 sites
Internet sites
participating
in the experiments
Locations of US, Europe, US, Europe, PlanetLab nodes PlanetLab nodes
participating Asia, Asia, across US, Europe, across US, Europe,
Internet sites and Australia and Australia Asia, and Australia Asia, and Australia
Number of 702 1,056 1,806 1,806
virtual paths
considered
Number of 6,991 37,097 44,394 2,158,132
route measurements
performed in the
experiments
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Table 3.3 Per-source persistent routing loops.
Source PlanetLab Nodes Per-Source
Persistent Routing Loops
First Experiment Second Experiment
planet1.cs.ucsb.edu 0 0
planet1.scs.cs.nyu.edu 0 0
planetlab-1.cs.princeton.edu 0 0
planetlab-2.ece.iastate.edu 0 0
planetlab1.cs.cornell.edu 0 0
planetlab1.cs.ucla.edu 0 0
planetlab1.cs.uiuc.edu 0 0
planetlab1.hstn.internet2.planet-lab.org 0 0
planetlab2.eecs.umich.edu 0 3
planetlab8.millennium.berkeley.edu 0 0
planetlab1.iis.sinica.edu.tw 0 0
planetlab1.atcorp.com 0 0
planet1.att.nodes.planet-lab.org 0 0
planet1.calgary.canet4.nodes.planet-lab.org 0 0
planet1.halifax.canet4.nodes.planet-lab.org 0 0
planet1.ottawa.canet4.nodes.planet-lab.org 0 0
planet1.winnipeg.canet4.nodes.planet-lab.org 0 0
dlut1.6planetlab.edu.cn 3 459
neu1.6planetlab.edu.cn 1 434
scut1.6planetlab.edu.cn 0 404
tju1.6planetlab.edu.cn 7 495
thu1.6planetlab.edu.cn 0 531
zju1.6planetlab.edu.cn 1 443
zzu1.6planetlab.edu.cn 9 440
planetlab1.ie.cuhk.edu.hk 0 0
planetlab1.cslab.ece.ntua.gr 0 0
planetlab1.singapore.equinix.planet-lab.org 0 2
planetlab1.informatik.uni-erlangen.de 0 0
planetlab1.hiit.fi 0 0
planetlab1.inria.fr 0 0
csplanetlab1.kaist.ac.kr 1 6
planet1.learninglab.uni-hannover.de 0 0
planet-lab.iki.rssi.ru 0 0
planetlab-01.naist.jp 0 1
planetlab1.ru.is 0 0
planetlab1.ls.fi.upm.es 0 1
planetlab1.warsaw.rd.tp.pl 0 0
planetlab1.info.ucl.ac.be 0 0
planetlab1.xeno.cl.cam.ac.uk 0 3
planetlab1.acis.ufl.edu 0 0
plnode01.cs.mu.oz.au 0 0
planetlab1.cs.uit.no 0 0
planetlab1.cs.vu.nl 0 0
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Table 3.4 Per-destination persistent routing loops.
Destination PlanetLab Nodes Per-Destination
Persistent Routing Loops
First Experiment Second Experiment
planet1.cs.ucsb.edu 0 7
planet1.scs.cs.nyu.edu 9 1352
planetlab-1.cs.princeton.edu 0 56
planetlab-2.ece.iastate.edu 0 82
planetlab1.cs.cornell.edu 0 79
planetlab1.cs.ucla.edu 0 41
planetlab1.cs.uiuc.edu 0 0
planetlab1.hstn.internet2.planet-lab.org 0 1
planetlab2.eecs.umich.edu 12 1311
planetlab8.millennium.berkeley.edu 0 23
planetlab1.iis.sinica.edu.tw 0 76
planetlab1.atcorp.com 0 0
planet1.att.nodes.planet-lab.org 0 0
planet1.calgary.canet4.nodes.planet-lab.org 0 0
planet1.halifax.canet4.nodes.planet-lab.org 0 1
planet1.ottawa.canet4.nodes.planet-lab.org 0 1
planet1.winnipeg.canet4.nodes.planet-lab.org 0 0
dlut1.6planetlab.edu.cn 0 0
neu1.6planetlab.edu.cn 0 1
scut1.6planetlab.edu.cn 0 1
tju1.6planetlab.edu.cn 0 1
thu1.6planetlab.edu.cn 0 2
zju1.6planetlab.edu.cn 0 1
zzu1.6planetlab.edu.cn 0 1
planetlab1.ie.cuhk.edu.hk 0 1
planetlab1.cslab.ece.ntua.gr 0 9
planetlab1.singapore.equinix.planet-lab.org 0 0
planetlab1.informatik.uni-erlangen.de 0 21
planetlab1.hiit.fi 0 0
planetlab1.inria.fr 0 13
csplanetlab1.kaist.ac.kr 0 11
planet1.learninglab.uni-hannover.de 1 11
planet-lab.iki.rssi.ru 0 0
planetlab-01.naist.jp 0 3
planetlab1.ru.is 0 12
planetlab1.ls.fi.upm.es 0 8
planetlab1.warsaw.rd.tp.pl 0 0
planetlab1.info.ucl.ac.be 0 8
planetlab1.xeno.cl.cam.ac.uk 0 2
planetlab1.acis.ufl.edu 0 69
plnode01.cs.mu.oz.au 0 0
planetlab1.cs.uit.no 0 7
planetlab1.cs.vu.nl 0 9
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Table 3.5 A comparison between our findings on
routing pathology and those reported by
Paxson.
Paxson’s Paxson’s Our Our
First Second First Second
Experiment Experiment Experiment Experiment
Route measurements 49.19% 57.78% 55.19% 51.90%
exhibiting at least
one type of routing
pathology
Route measurements 0.13% 0.16% 0.05% 0.15%
experiencing
persistent
routing loops
Route measurements N/Aa very few 10.05% 10.70%
experiencing
fluttering
Route measurements 0.21% 0.50% 2.34% 2.27%
experiencing
infrastructure
failures
Route measurements 0.00% 0.12% 10.40% 9.78%
experiencing
host unreachable
due to too many
hops
Route measurements 45.00% 57.00% 40.95% 36.89%
experiencing
outages
aPaxson did not report this information.
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CHAPTER 4. MODELING OF AVAILABLE BANDWIDTH OF AN
END-TO-END PATH
4.1 Introduction
End-to-end available bandwidth has been one of the most studied Quality-of-Service (QoS)
metrics during the past decade [Downey (1999); Harfoush et al. (2003); Hui and Lee (2005); Jain
and Dovrolis (2002); Kang et al. (2004); Lai and Baker (1999); Melander et al. (2000); Navratil
and Cottrell (2003); Strauss et al. (2003); Tang and McKinley (2003, 2004)]. This is due to
the increasing popularity of bandwidth-sensitive applications such as video streaming, video
conferencing, distance learning, network gaming, just to name a few. Knowing the available
bandwidth of an end-to-end path in advance is beneficial for bandwidth-sensitive applications
in several aspects. For instance, a video streaming server can select the end-to-end path with
the least bandwidth fluctuation or choose to stream a low quality version of the requested
video when the maximum available bandwidth of all end-to-end paths to the client is less than
the original playback bitrate. We use the terms path and end-to-end path interchangeably
hereafter.
Modeling the available bandwidth of a path using a known stochastic process is one pos-
sible method for estimating future available bandwidth of the path without explicit support
from network routers. In other words, the stochastic process acting as the model reveals the
probabilistic trend of the available bandwidth of the path. A stochastic process is a set of
random variables indexed by times. Modeling the available bandwidth of a path as a stochas-
tic process {X(t), t ≥ 0} is to consider the available bandwidth of the path at time t as one
possible value of a random variable X(t) and determine a class of known stochastic processes
whose properties can be satisfied by the process {X(t), t ≥ 0}. To verify whether the process
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{X(t), t ≥ 0} falls into a class of known processes, the process must satisfy all the properties of
the class. We can then estimate the statistics about the available bandwidth of the path using
the statistics of the known process. The effectiveness of the estimates depends on whether or
not the chosen stochastic process is suitable to model the available bandwidth of a path.
Modeling the available bandwidth of a path is very challenging since the available band-
width of the path usually varies from time to time. To the best of our knowledge, this is the
first work attempting to model the available bandwidth of one path over time as a process.
Our study is different from the related work discussed in Section 2.2 as follows.
The related work [Jain and Dovrolis (2002); Hu and Steenkiste (2003); Melander et al.
(2000); Navratil and Cottrell (2003); Ribeiro et al. (2003); Strauss et al. (2003)] in the first
category discussed in Section 2.2.1 studied tools for estimating available bandwidth of an end-
to-end path at the measurement time. Our model for the available bandwidth over time of
a path is different from available bandwidth estimating tools studied by related work in the
first category. That is, while our model can reveal the trend of the available bandwidth of the
path, the available bandwidth estimating tools discover only the available bandwidth of the
path at the measurement time. The related work [Hui and Lee (2005)] in the second category
discussed in Section 2.2.2 studied modeling of the aggregate available bandwidth across several
paths. The result of this recent work implies nothing about the behavior of the available
bandwidth of a single path over time, which is the focus of our study. The related work [Basu
et al. (1996); Beran et al. (1995); Borsos (2001); Crovella and Bestavros (1997); Garrett and
Willinger (1994); Park et al. (1996, 1997); Paxson and Floyd (1995); Paxson (1995)] in the
third category discussed in Section 2.2.3 studied modeling and characteristics of the amount
of transmission bandwidth consumed by both overall network traffic1 and some major network
traffic types, for example FTP, TELNET, HTTP, and variable-bit-rate (VBR) videos. The
existing work in this category and our work are different since we focus on modeling of the
available bandwidth of a path, not a particular type of traffic or the overall network traffic.
We believe that it is still crucial to particularly conduct a study of modeling of the available
1Consider all data flow types collectively.
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bandwidth of an end-to-end path over time even though such a model may be implied from
the model of the amount of transmission bandwidth consumed by the cross traffic sharing the
path. This is because the existing work in the literature [Bashforth and Williamson (1998);
Basu et al. (1996); Beran et al. (1995); Borsos (2001); Crovella and Bestavros (1997); Garrett
and Willinger (1994); Paxson and Floyd (1995); Leland et al. (1993)] reported controversial
findings on the appropriate model for the amount of transmission capacity consumed by the
network traffic over time. The related work [Basu et al. (1996)] reported that most of the traffic
traces considered in their analyses can be modeled as ARIMA processes. On the other hand,
the results of the related work [Beran et al. (1995); Borsos (2001); Crovella and Bestavros
(1997)] indicated that it was possible to model the transmission bandwidth consumed by a
variety of network traffic as self-similar processes.
Our hypotheses for the model of the available bandwidth over time of an end-to-end path
are as follows. First, the available bandwidth over time of a path can be modeled as an auto-
regressive integrated moving-average process (ARIMA(p, d, q), p, d, q ≥ 0). The
ARIMA(p, d, q) model is a combination of pth order auto-regressive and qth order
moving-average models. Estimating all parameters in the auto-regressive and moving-
average models requires that an empirical time series is stationary [Box et al. (1970)]. That
is, data in the time series vary about a fixed mean. The parameter d represents the number
of differences applied to the empirical time series to create a new stationary time series. The
resulting stationary time series will contain d numbers of data points less than the original time
series. Our first hypothesis is motivated by the major consequence of the related work [Basu
et al. (1996)]. They found that most of the traffic traces considered in their analyses could
be modeled as ARIMA(p, 0, q) processes. Second, the available bandwidth over time of a
path can be modeled as a self-similar process {XH(t), t ≥ 0}, where H ∈ (0, 1) [Adler et al.
(1998)]. The Hurst parameter H is the exponent of self-similarity of the process [Embrechts
and Maejima (2002)]. Our second hypothesis is motivated by the related work reporting that
the notion of self-similarity applies to a variety of network traffic. This includes aggregated
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Ethernet local area network (LAN) traffic2 [Leland et al. (1993)], WWW traffic3 [Crovella and
Bestavros (1997)], VBR video traffic4 [Garrett and Willinger (1994); Bashforth and Williamson
(1998)].
In this study, we verify both hypotheses using available bandwidth data published by Stan-
ford Linear Accelerator Center (SLAC) [SLAC (2006)]. Using their own bandwidth measure-
ment tool [Navratil and Cottrell (2003)] from June to September 2004, they collected available
bandwidth of 34 different end-to-end paths at every one-minute length intervals on average.
The available bandwidth data of each end-to-end path are considered as an empirical time
series. Then, we conducted statistical analyses to fit the stochastic processes of interest to the
time series using R statistical software [R Development Core Team (2006)]. Our results show
that the available bandwidth of an end-to-end path over time is a self-similar process. On the
other hand, our results show that it is unlikely to model the available bandwidth of an end-to-
end path over time as an ARIMA(p, d, q) process. In particular, our analyses indicate that a
suitable model for the available bandwidth of any end-to-end path over time is a fractional
Gaussian noise (FGN) or seasonal fractional ARIMA (SFARIMA) process.
The rest of this chapter is organized as follows. We provide background knowledge on
ARIMA(p, d, q) and self-similar processes in Section 4.2. We discuss our available bandwidth
data preparation in Section 4.3. We verify both hypotheses for the model of available band-
width data of an end-to-end path and provide the results of our verification in Section 4.4.
Finally, we give a conclusion and description of our future work in Section 4.5.
4.2 Background Knowledge
In this section, we initially provide background knowledge on auto-regressive integrated
moving-average processes (ARIMA(p, d, q)). Then, we briefly discuss three stages of mod-
eling a time series as an ARIMA(p, d, q) process. Next, we present background knowledge on
self-similar processes. We also present a number of important stochastic processes in the
2Collected at several Ethernet LANs at the Bellcore Morristown Research and Engineering Center (MRE).
3Collected at a local area network of department of Computer Science, Boston University.
4Generated video traces.
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self-similarity family. They are fractional Brownian motion (FBM), Brownian motion
(BM), fractional Gaussian noise (FGN), and fractional auto-regressive integrated
moving-average (FARIMA) processes. Last but not least, we discuss three common tech-
niques for estimating the Hurst exponents (H) of self-similar processes.
4.2.1 Auto-Regressive Integrated Moving-Average Processes
In the following, we first discuss pth order auto-regressive (AR(p)) and qth order
moving-average (MA(q))models. Second, we introduce amixed auto-regressive moving-
average model (ARMA(p, q)) which is a combination of pth order auto-regressive and qth
order moving-average models. Third, we present a generalized auto-regressive integrated
moving-average model (ARIMA(p, d, q)). Last, we discuss a seasonal auto-regressive
integrated moving-average model (SARIMA(p, d, q)) which is an ARIMA(p, d, q) process
with seasonal components.
Let X(t), X(t− 1), X(t− 2), . . . denote the values of a time series at equally spaced times
t, t− 1, t− 2, . . .. Assume also that
∼
X(t),
∼
X(t− 1),
∼
X(t− 2), . . . represent deviations of the
values from mean of the series (µ), for example,
∼
X(t) = X(t)− µ.
The pth order auto-regressive model (AR(p), p ≥ 0) expresses
∼
X(t) as a finite weighted
sum of p previous deviations of the process and a random white noise value W (t). That is,
∼
X(t) = φ1
∼
X(t− 1) + φ2
∼
X(t− 2) + . . .+ φp
∼
X(t− p) +W (t), (4.1)
where φ1, φ2, . . ., φp denote auto-regressive coefficients. A sequence of random variables
W (t), W (t − 1), W (t − 2), . . . is called a white noise process. From the references [Beran
(1994); Box et al. (1970)], if we define a backward shift operator (B) as B X(t) = X(t − 1)
and an auto-regressive operator of order p (φp(B)) as φp(B) = 1−φ1 B−φ2 B2− . . .−φp Bp,
the auto-regressive model of order p will be economically written as
φp(B)
∼
X(t) = W (t). (4.2)
The main objective when fitting an AR(p) model to an empirical time series is to estimate the
order p of the model and the values of p coefficients, i.e. φ1, φ2, . . ., φp in the model.
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The qth order moving-average model (MA(q), q ≥ 0) expresses
∼
X(t) as a linear
aggregation of q previous white noise values. That is,
∼
X(t) = W (t)− θ1 W (t− 1)− θ2 W (t− 2)− . . .− θq W (t− q). (4.3)
From the references [Beran (1994); Box et al. (1970)], if we define a moving-average operator
of order q (θq(B)) as θq(B) = 1− θ1 B − θ2 B2 − . . .− θq Bq , the moving-average model of
order q will be economically written as
∼
X(t) = θq(B) W (t). (4.4)
Likewise, the main objective when fitting an MA(q) model to an empirical time series is to
estimate the order q of the model and the values of q coefficients, i.e. θ1, θ2, . . ., θq in the
model.
The mixed auto-regressive moving-average model (ARMA(p, q), p, q ≥ 0) is a
combination of the pth order auto-regressive and the qth order moving-average models. The
combination makes it more flexible when fitting the ARMA(p, q) model to an actual time
series. The references [Beran (1994); Box et al. (1970)] define the ARMA(p, q) model as
φp(B)
∼
X(t) = θq(B) W (t). (4.5)
As when fitting an AR(p) or MA(q) model to an empirical time series, the objective when
fitting an ARMA(p, q) model to an actual time series is to identify the orders (p, q) and the
values of p+ q coefficients of the model.
While the ARMA(p, q) model takes into the model the advantages of both AR(p) and
MA(q) models, it also inherits the main limitation of the two models. That is, none of the three
models can represent non-stationary time series. A non-stationary time series is the process
that does not vary about a fixed mean. Figure 4.1 demonstrates examples of stationary and
non-stationary time series. To cope with non-stationary time series, Box and Jenkins [Box
et al. (1970)] suggested that d ≥ 0 differences of a non-stationary time series can result in a
new stationary time series. The resulting stationary time series will contain d numbers of data
points less than the original time series.
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Figure 4.1 Stationary vs non-stationary time series.
Box and Jenkins generalized the stationary ARMA(p, q) model described earlier to an
auto-regressive integrated moving-average model (ARIMA(p, d, q), p, d, q ≥ 0). The
new ARIMA(p, d, q) model not only has the same advantages as the ARMA(p, q) model but
also is able to represent both stationary and non-stationary time series in the real world. The
additional parameter d in the new model calls for the dth difference of the original time series
to be stationary. The definition of the ARIMA(p, d, q) model is as follows [Beran (1994); Box
et al. (1970)]. Let (1−B)d = 5d .
φp(B) (1−B)d X(t) = θq(B) W (t) (4.6)
φp(B) 5d X(t) = θq(B) W (t), (4.7)
where
5d =
d∑
k=0
 d
k
 (−1)k Bk. (4.8)
We have discussed earlier that the generalized ARIMA(p, d, q) model is adequate to model
both stationary and non-stationary time series. However, the generalized model is inadequate
to model time series in the real world that exhibit periodic behavior. A time series exhibits
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periodic behavior with period s when similarities in the series occur after s time intervals. For
example, the time series representing monthly airline passengers in three years occurs high
peak at the end of summer every year. In this case, the seasonal period is one year. Let s be
the seasonal period in the time series, i.e. observations which are s intervals apart are similar.
Like the backward shift operator (B) described earlier, we define the seasonal backward shift
operator (Bs) as Bs X(t) = X(t− s). The seasonal auto-regressive integrated moving-
average model (SARIMA((p, d, q) × (P , D, Q))) which incorporates the seasonal component
in the model is defined in the reference [Box et al. (1970)] as follows. Note that φp(B) and
θq(B) are the auto-regressive and moving-average operators discussed earlier.
φp(B) ΦP (Bs) 5d 5Ds X(t) = θq(B) ΘQ(Bs) W (t), (4.9)
where
ΦP (Bs) = 1− Φ1 Bs − Φ2 B2s − . . .− Φp Bps, (4.10)
ΘQ(Bs) = 1−Θ1 Bs −Θ2 B2s − . . .−Θq Bqs, (4.11)
5d = (1−B)d, (4.12)
and 5Ds = (1−Bs)D. (4.13)
Likewise, ΦP (Bs) and ΘQ(Bs) defined here are seasonal auto-regressive and moving-average
operators. The additional seasonal orders (P ,D, Q) of the model denote the number of seasonal
autoregressive (SAR) terms, the number of seasonal differences, and the number of seasonal
moving average (SMA) terms.
4.2.2 Auto-Regressive Integrated Moving-Average Modeling
Modeling an empirical time series as an auto-regressive integrated moving-average process is
an iterative approach consisting of three stages. The initial stage is called model identification.
The objective of this initial stage is to identify an appropriate subclass of models in the
generalized ARIMA(p, d, q) family. In particular, we identify the initial values of parameters
p, d, and q. Important graphical methods for identifying the initial values of the parameters are
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the autocorrelation and partial autocorrelation functions. The model identification stage leads
to a tentative model. The second stage is model estimation. In this stage, we compute the best
parameter estimates for the tentative model. These are the p+ q coefficients of the model, i.e.
φ1, φ2, . . ., φp, θ1, θ2, . . ., θq. Several types of estimators can be used to provide estimates for
these coefficients. Theminimized conditional sum-of-squares estimator is the default coefficient
estimators used in R statistical software [R Development Core Team (2006)]. The third stage
is model validation. In this stage, we verify how well the tentative model and the coefficient
estimates from previous stages fits the time series. We use the residuals resulting from fitting
the selected model to indicate any lack of fit. Randomized and normally distributed residuals
indicate that the model fits the empirical data well. If any lack of fit is indicated, the iterative
cycle of model identification, estimation, and validation is repeated. The process continues
until an appropriate model is found.
4.2.3 Self-Similar Processes
In this section, we initially present the definition of a self-similar process. Then, we
introduce long-range dependence behavior which is unique to self-similar processes. Next,
we discuss four important stochastic processes in the self-similarity family. They are fractional
Brownian motion, Brownian motion, fractional Gaussian noise, and fractional auto-
regressive integrated moving-average processes.
A stochastic process {XH(t), t ≥ 0} is said to be “self-similar” with Hurst parameter H,
if it satisfies the condition:
{X(at)} d= {aH X(t)}, ∀a > 0, 0 < H < 1, (4.14)
where the equality is in terms of finite dimensional distributions5 [Adler et al. (1998)]. The
Hurst parameter H is the exponent of self-similarity of the process [Embrechts and Maejima
(2002)].
An auto-correlation plot is a commonly-used tool for checking dependency in a data set.
The auto-correlation function demonstrates the correlations of data at varying time lags. In
5P [X(at) < c] = P [aHX(t) < c].
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particular, the auto-correlation function denotes the correlations between x(ti) and x(ti+k),
where k ≥ 0 and i = 0 . . . (n− 1− k). The variable k is usually called lag. The trivial case
is when k = 0, i.e., the auto-correlation between x(ti) and itself. Let cov(k) and ρ(k) be
the auto-covariance and auto-correlation between x(ti) and x(ti+k), respectively. From the
reference [Engineering Statistic Handbook (2006)], we compute the auto-covariance and auto-
correlation among x(t), t = t0 . . . tn−1, as follows.
cov(0) =
1
n
n−1∑
i=0
(x(ti)− x¯)2 (4.15)
cov(k) =
1
n
n−k−1∑
i=0
(x(ti)− x¯)(x(ti+k)− x¯), k > 0 (4.16)
ρ(0) =
cov(0)
cov(0)
(4.17)
ρ(k) =
cov(k)
cov(0)
, k > 0. (4.18)
Note that ρ(k) ∈ [−1, 1], k ≥ 0. If x(t), t = t0 . . . tn−1, are independent, the auto-correlations
should be near zero for all lag values. When presented, the auto-correlations are usually plotted
against the corresponding k values.
Self-similar processes with H > 0.5 exhibit long-range dependence or long memory. The
closer H is to one, the greater the degree of long-range dependence. Long-range dependence
can be characterized by the auto-correlation (auto-covariance) functions of the processes. A
stationary process is long-range dependent if the decay of its auto-correlation function is hy-
perbolic6, and that the area under the curve is infinite. Figure 4.2 (a-b) display the auto-
correlation functions of a long-range dependent process and a short-range dependent process.
The y-axes of the plots represent the auto-correlation values whereas the x-axes represent the
time differences (lag) between any pair of data considered when computing auto-correlation.
From the figure, the auto-correlation of the long-range dependent process decays slowly as the
time difference increases. In the other words, the current state of the long-range dependent
6The hyperbolic function decays slower than exponential function.
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process will have a very long-term influence on future states of the process. On the other hand,
the auto-correlation of the short-range dependent process decays much faster as the time dif-
ference increases. This indicates that the current state of the short-range dependent process
will have a small amount of influence on future states of the process.
(a) long-range dependent process (b) short-range dependent process
Figure 4.2 Auto-correlation functions of long-range and short-range depen-
dent processes.
4.2.3.1 Fractional Brownian Motion Process
Definition A process {BH(t), t ≥ 0} is called a fractional Brownian motion process (FBM)
with the Hurst exponent H, 0 < H < 1, if
1. BH(t) is continuous and BH(0) = 0 almost surely.
2. Stationary Increments: Given two time points t1 < t2, the incrementBH(t2)−BH(t1)
is a normally distributed random variable with mean of µ(t2 − t1) and variance of
σ2(t2 − t1)2H . That is,
BH(t2)−BH(t1) ∼ N(µ(t2 − t1), σ2(t2 − t1)2H). (4.19)
86
The first property says that BH(0) = 0 with probability one. Mathematically, as the number
of trials tends to infinity, the limit of the ratio of the number of events that BH(0) = 0 to
the total number of trials is one. That is, it is still possible that BH(0) 6= 0 even though it is
very rare. However, Lemma 2 demonstrates that the initial value of the FBM process does not
affect the stationary property of the model. The second property states that the increments
of FBM process are normally distributed. FBM processes belong to the self-similarity family.
Therefore, FBM with H > 0.5 exhibits long-range dependence behavior.
It is known that the following lemmas hold for fractional Brownian motion processes.
Lemma 1 BH(t) ∼ N(µ(t), σ2(t)2H), ∀t > 0.
Proof: This can be directly drawn from both properties of fraction Brownian motion
processes.
BH(t)−BH(0) ∼ N(µ(t), σ2(t)2H) (4.20)
BH(t)− 0 ∼ N(µ(t), σ2(t)2H) (4.21)
BH(t) ∼ N(µ(t), σ2(t)2H) (4.22)
Lemma 2 Given BH(0) = a and t1 < t2, BH(t2)−BH(t1) ∼ N(µ(t2 − t1), σ2(t2 − t1)2H).
Proof: The fact that BH(0) = a affects neither the value nor the distribution of any
increment since the beginning value a is included in BH(t), ∀t ≥ 0.
Let BH0 (t1) and B
H
0 (t2) be the processes at time t1 and t2, when B
H(0) = 0. Let BHa (t1)
and BHa (t2) be the processes at time t1 and t2, when B
H(0) = a.
BHa (t1) = a+B
H
0 (t1) (4.23)
BHa (t2) = a+B
H
0 (t2) (4.24)
So, BHa (t2)−BHa (t1) = (a+BH0 (t2))− (a+BH0 (t1))
= BH0 (t2)−BH0 (t1) (4.25)
Therefore, the distributions of increments when BH(0) = 0 and BH(0) = a are the same.
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Lemma 3 Given that the current state of the process at time t1 is b and the bandwidth
increments are normally distributed, i.e. BH(t2)−BH(t1) ∼ N(µ(t2 − t1), σ2(t2 − t1)2H),
t1 < t2, the process at time t2 (X(t2)) is a normally distributed random variable with mean of
b+ µ(t2 − t1) and variance of σ2(t2 − t1)2H .
Proof: The proof is based on the idea that if X ∼ N(µ, σ2) and c is a constant, then
X + c ∼ N(c+ µ, σ2).
BH(t2) = BH(t1) + (BH(t2)−BH(t1)) (4.26)
BH(t2) = b+ (BH(t2)−BH(t1)) (4.27)
So, BH(t2) ∼ N(b+ µ(t2 − t1), σ2(t2 − t1)2H) (4.28)
Lemma 3 can be used to obtain an estimate of the future available bandwidth of a path
from the current available bandwidth if the available bandwidth can be modeled as a fractional
Brownian motion process.
4.2.3.2 Brownian Motion Process
Brownian motion process (BM) is a special case of a fractional Brownian motion process
where H = 0.5. The process is named after an English botanist Robert Brown. The process
is also known as a Wiener process since Robert Weiner (1918) came up with a precise
definition of the process. The reference [Freedman (1971)] gives the definition of Brownian
motion processes as follows.
Definition A process {B(t), t ≥ 0} is called a Brownian motion process, if
1. B(0) = 0 almost surely.
2. Stationary Increments: Given two time points t1 < t2, the increment B(t2)−B(t1) is
a normally distributed random variable with mean of µ(t2−t1) and variance of σ2(t2−t1).
The parameters µ and σ2 are the mean and variance of all the increments. That is,
B(t2)−B(t1) ∼ N(µ(t2 − t1), σ2(t2 − t1)). (4.29)
88
3. Independent Increments: Given time points 0 < t1 < t2 < . . . < tn−1 < tn, the in-
crements
B(t1), B(t2)−B(t1), . . . , B(tn)−B(tn−1)
are independent random variables.
The first and second properties are similar to those of FBM processes. Therefore, Lemma 1- 3
of FBM processes apply to BM processes. BM processes also have independent increments as
stated in the third property. Even though BM processes belong to the self-similarity family,
BM processes do not exhibit long-range dependence behavior.
4.2.3.3 Fractional Gaussian Noise Process
Let {BH(t), t ≥ 0} be an FBM process with the Hurst parameter H. Assume also that
{Y H(t) = BH(t) − BH(t − 1), t > 0} is the increment process of the FBM process {BH(t)}.
The increment process {Y H(t)} is stationary due to the definition of FBM processes discussed
earlier. The stationary process {Y H(t)} is so called fractional Gaussian noise (FGN). Like
FBMmodels, fractional Gaussian noise processes exhibit long-range dependence whenH > 0.5.
4.2.3.4 Fractional Auto-Regressive Integrated Moving-Average Process
From the reference [Beran (1994)], a time series X(t) is a fractional auto-regressive inte-
grated moving-average process (FARIMA(p, d, q)) if
φ(B) (1−B)d X(t) = θ(B) W (t), (4.30)
for some p, q ≥ 0 and −0.5 < d < 0.5. The parameter d of the model determines the long-term
behavior of the process. That is, the Hurst parameter H of the FARIMA(p, d, q) process is
H = d+0.5. Since a self-similar process exhibits long-range dependence when 0.5 < H < 1, the
FARIMA(p, d, q) process exhibits long-range dependence when d falls in the range 0 < d < 0.5.
Notice that the FARIMA(p, d, q) model is the ARIMA(p, d, q) process discussed earlier with
−0.5 < d < 0.5.
89
4.2.4 Hurst Parameter Estimation Techniques
The Hurst exponents are important parameters for self-similar processes since they are the
exponents of self-similarity of the processes. Several techniques for estimating the Hurst expo-
nents of self-similar processes have been presented in the literature. We review two graphical
and one numerical estimation techniques in the following.
4.2.4.1 Re-Scaled Adjusted Range Method
The first graphical technique to estimate Hurst exponents is the re-scaled adjusted range
method (R/S method). Estimating a Hurst exponent of an empirical time series using the
R/S method requires two stages. The first stage of the R/S method is to construct an R/S
plot from the time series. The R/S plot consists of the logarithms of re-scaled adjusted ranges
(so called R/S statistics) on the y-axis plotted against the logarithms of the corresponding
subsections’ sizes (d) on the x-axis. Note that the size of a subsection is the number of data in
the subsection. We will shortly explain the first stage of the R/S method. The second stage
of the R/S method is to fit the best regression line to an appropriate set of R/S statistics on
the plot. The slope of the regression line is then an estimate of the Hurst exponent (Hˆ) of the
series. Likewise, we will shortly discuss in detail about the second stage of the R/S method.
Figure 4.3 demonstrates an example of R/S plots of an empirical time series. The figure
also shows the best regression line with the slope equal to 0.6085. This means that the Hurst
exponent estimate of this time series is 0.6085.
To construct an R/S plot in the first stage of the R/S method, we initially divide the time
series into subsections of different sizes using a data division algorithm. Then, we compute R/S
statistics over the subsections according to the definition of an R/S statistic. In the following,
we present the definition of an R/S statistic and discuss data division algorithms.
Let {X(t), t ≥ 0} represent an empirical time series. A subsection starting at X(t) and of
size d consists of X(t), X(t+1), . . . , X(t+d−1). The arithmetic mean (X(t, d)) and standard
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Figure 4.3 An example of R/S plots.
deviation (S(t, d)) of a subsection starting at X(t) and of size d are shown in the following.
X(t, d) =
∑t+d−1
i=t X(i)
d
(4.31)
and S(t, d) =
√
E[X(i)−X(t, d)]2, i = t, t+ 1, . . . , t+ d− 1. (4.32)
For a value of d, an R/S statistic computed over a subsection starting at X(t) and of size
d can be defined as follows.
R/S statistic =
R(t, d)
S(t, d)
. (4.33)
R(t, d) is so-called the adjusted range for each subsection. The adjusted range R(t, d) can be
computed as follows.
R(t, d) = Max {0, W (t, t+ 1), . . . , W (t, t+ d− 1)} −
Min {0, W (t, t+ 1), . . . , W (t, t+ d− 1)}, (4.34)
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where
W (t, j) = (X(t) + . . .+X(j))− j X(t, d), j = t+ 1, . . . , t+ d− 1. (4.35)
S(t, d) is the standard deviation of the subsection.
The data division algorithm to obtain subsections of different sizes is not unique. We
may use any data division algorithm to divide a time series as long as the algorithm allows
calculating of R/S statistics for a sufficient number of different subsections’ sizes (d) and
starting points of subsections X(t). Reference [Gospodinov and Gospodinova (2005)] suggested
a division algorithm to obtain subsections of different sizes as shown in Figure 4.4. From the
figure, we first compute the R/S statistic for an entire series. The result is the R/S statistic
corresponding to the value d = N . Then, we compute the R/S statistics for the two halves
of the series. The results are two R/S statistics for both halves of the series. The average
of the two R/S statistics is the R/S statistic corresponding to the value d = N/2. The
process continues by dividing in half the subsections in the previous stage. The data division
process stops when the sizes of subsections get too small as implied by Hurst’s observation.
Reference [Beran (1994)] showed a different data division algorithm. Assume that there are n
data points in a time series. The algorithm computed R/S statistics over subsections of sizes
d = 10× l, where l = 20, 19, . . . , 1. For each value of d, the starting points of subsections
are X(t), where t = (60m) + 1 and m = 1, 2, . . . , n− d. That is, for each d, there are
n− d subsections over which R/S statistics are computed.
The second stage of the R/S method is motivated by an observation of a famous hydrologist
named Hurst (1951). Given an R/S plot of an empirical time series, Hurst observed that for
large values of d, log R/S was scattered around a straight line with a slope exceeding 0.5 and
the slope of the line is a Hurst exponent estimate (Hˆ) of the time series [Beran (1994)]. Hurst’s
observation can be written in probabilistic terminology as follows. For large d,
log E[R/S] ≈ a + H log d H > 0.5, (4.36)
where E[R/s] represents an expected value of R/S statistics computed over subsections of size
d and a ∈ R is a constant.
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Figure 4.4 An example of data division processes to obtain subsections of
different sizes. The R/S statistic will be computed over each
subsection.
Therefore, the second stage of the R/S method is to fit the best regression line to a set of
R/S statistics exhibiting the desirable behavior as discussed in the Hurst’s observation. The
set of R/S statistics is usually denoted by two cut-off points on the x-axis of the R/S plot (log
d). The two cut-off points correspond to the first and last R/S statistics in the set. Hurst’s
observation implies that the first cut-off point should not be too small. This is because the
desirable behavior occurs for large values of d. However, the second cut-off point should not
be too large to avoid biased E[R/S]. The value of E[R/S] corresponding to a large value of d
may be biased since it is computed from too small number of R/S statistics. This is because
for a large value of d , the time series is divided into a small number of subsections.
Unfortunately, there is no deterministic algorithm to determine the two cut-off points for
an R/S plot. R statistical software [R Development Core Team (2006)] used in our analyses
allows users to manually set the cut-off points when constructing an R/S plot of a time series.
However, R statistical software sets the default values of the first and second cut-off points to
be 0.7 and 2.5, respectively. Figure 4.5 shows the default cut-off points for the R/S technique
in R statistical software [R Development Core Team (2006)]. Note that the regression is fitted
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to only the set of R/S statistics denoted by the default cut-off points.
Figure 4.5 Default cut-off points for the R/S technique in R statistical
software.
The R/S method shares two common advantages and one disadvantage with other graphical
estimating methods. The common advantages of graphical estimation techniques are simplicity
and visualization. The common disadvantage of graphical estimating methods is that graphical
estimation techniques provide Hurst parameter estimates for empirical time series but do not
specify appropriate self-similar models. However, the R/S method has an additional disadvan-
tage of being uncertain when estimating a Hurst exponent of an empirical time series. This
is because different cut-off points may yield different Hurst exponent estimates for the same
time series [Beran (1994)].
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4.2.4.2 Periodogram Method
The second graphical technique for estimating the Hurst exponents of self-similar processes
is called periodogram method. A periodogram plot consists of the logarithms of the in-
tensities at frequencies λi (I(λi)) on the y-axis against the logarithms of the corresponding
frequencies (λi) on the x-axis. The intensities on the y-axis is so-called periodograms. The
frequency λi is the ith harmonic of the fundamental frequency 2pi/N .
Estimating the Hurst parameters from the periodogram plots requires several pieces of
knowledge together. The first one is the relationship between the periodograms (I(λ)) and the
spectral densities (f(λ)) [Beran (1994)]. For λ 6= 0,
[I(λ1), . . . , I(λi)]
d→ [f(λ1) ξ1, . . . , f(λi) ξi], (4.37)
where d→ denotes the convergence in distribution and ξ1, . . . , ξi are independent exponential
random variables with the mean of one (standard exponential random variables). Next, we
also know from the reference [Beran (1994)] that as the frequency getting closer to zero the
spectral density (f(λ)) can be approximated as
f(λ) ∼ cf |λ|1−2H , cf > 0 and |λ| → 0. (4.38)
That is,
log f(λ) ∼ (1− 2H) log |λ|+ log cf , cf > 0 and |λ| → 0. (4.39)
Therefore, using the two pieces of knowledge together, we obtain the approximate linear equa-
tion shown in the following.
log I(λi) ≈ (1− 2H) log λi + log cf + log ξi. (4.40)
The approximate linear equation indicates that given a regression line fitted to the periodogram
plot, the Hurst parameter estimate (Hˆ) can be computed as (1− β1)/2 , where β1 is the slope
of the regression line. Figure 4.6 illustrates an example of periodogram plots and the best
regression line for the plot. The slope of the regression line and the corresponding Hurst
exponent estimate are −0.1308 and 0.5654, respectively.
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Figure 4.6 An example of periodogram plots.
We explain the definition of the periodogram (I(λi)) at the frequency λi in the following.
Assume that N denotes the number of observations in an empirical time series. Assume also
that the series consists of q values of periodograms.
If N = 2q + 1 is odd, the number of periodograms of the series is q = (N − 1)/2. The
periodograms at the frequencies λi, i = 1, 2, . . . , q is defined as follows [Box et al. (1970)].
I(λi) =
N
2
(a2i + b
2
i ), (4.41)
where
λi =
2pii
N
, (4.42)
ai =
2
N
N∑
t=1
(X(t) cos λit), (4.43)
bi =
2
N
N∑
t=1
(X(t) sin λit). (4.44)
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If N = 2q is even, the number of periodograms of the series is q = N/2. In this case,
the first q−1 periodograms of the series can be computed using the definition of periodograms
for the case that N is an odd number. However, the qth periodogram value is defined as
follows [Box et al. (1970)].
I(λq) = I(pi) = N a2q , (4.45)
where
aq =
1
N
N∑
t=1
(−1)t X(t), (4.46)
bq = 0. (4.47)
Like the R/S method, the periodogram method shares the common advantages and dis-
advantages with other graphical estimation techniques. The periodogram method also has an
additional disadvantage that the method may be biased when estimating Hurst exponents for
empirical time series. This is because the spectral density is proportional to λ1−2H only when
the frequency (λ) is near zero. By wrongly assuming that this proportionality is true for an
entire frequency domain [−pi, pi], the Hurst exponent estimates from the periodogram method
can be highly biased [Beran (1994)].
4.2.4.3 Standard Whittle’s Approximate Maximum Likelihood Estimator
In this section, we briefly review a numerical technique for estimating the Hurst exponents
of self-similar processes. The technique uses a standard Whittle’s approximate maximum
likelihood estimator (MLE) to estimate a Hurst exponentH and other unknown parameters
of any model of interest. We collectively refer to the Hurst parameter H and other unknown
parameters of a model of interest as an unknown parameter vector (θ) corresponding to the
model. For instance, the unknown parameter vector corresponding to a fractional Gaussian
noise (FGN) process is θ = (σ2 /2pi, H) , where H and σ
2
 denote the Hurst exponent
of the process and the mean squared prediction error, respectively [Beran (1994)]. Given the
observations X1, . . ., Xn, one would like to estimate the unknown parameter vector θ.
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A standard Whittle’s approximate MLE of an unknown parameter vector θ of a process of
interest can be obtained by minimizing the approximate likelihood function LW (θ) with respect
to θ [Beran (1994)]. Whittle [Whittle (1953)] proposed the approximate function LW (θ) as
follows.
LW (θ) =
n∗∑
j=1
I(λj,n)
f(λj,n; θ)
, (4.48)
where I(λj,n) and f(λj,n; θ) denote the periodogram and spectral density of the process
at the frequency λj,n. The periodograms and spectral densities are computed at frequencies
λj,n = 2pij/n , where j = 1, . . . , n∗ and n∗ is the integer part of (n− 1)/2.
It is noteworthy that the approximate function LW (θ) was derived under the assumption
that the observations X1, . . .,Xn forms a Gaussian process. Therefore, the standard Whittle’s
approximate MLE efficiently estimates the unknown parameter vector θ of a process when
the process is a Gaussian process [Beran (1994); Whittle (1953)].
The standard Whittle’s approximate MLE discussed in this section is one type of Whittle-
type estimators. Readers interested in other types of Whittle-type estimators, e.g. aggregated
Whittle’s estimators and local Whittle’s estimators, are referred to the reference [Taqqu and
Teverovsky (1997)] for more details.
Unlike the graphical estimating methods previously discussed, a self-similar model of inter-
est must be specified when estimating the Hurst parameter of an empirical time series using
the standard Whittle’s approximate MLE. This is because the spectral densities of different
self-similar models are defined differently. R statistical software [R Development Core Team
(2006)] allows users to specify either fractional Gaussian noise (FGN) or fractional ARIMA
(FARIMA) model when using the standard Whittle’s approximate MLE to estimate Hurst
exponents.
The standard Whittle’s approximate MLE is superior to the graphical estimating methods.
The standard Whittle’s approximate MLE yields not only a Hurst exponent estimate but also
an appropriate self-similar model for an empirical time series. Knowing an appropriate self-
similar model together with a Hurst exponent estimate of an empirical time series is beneficial.
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This is because the knowledge allows the use of the statistics of the self-similar model to
estimate the statistics of the empirical time series.
However, the standard Whittle’s approximate MLE has a number of limitations. First
of all, the requirement of specifying a self-similar model of interest when estimating a Hurst
exponent of an empirical time series causes some difficulty in using this numerical technique.
The difficulty is that there is neither instant nor deterministic way of selecting an appropriate
self-similar model for an empirical time series. An inappropriate choice of self-similar models
could result in a potentially biased estimation. Second, the standard Whittle’s approximate
MLE may not be effective when the underlying structure of the empirical series does not match
the certain assumptions under which the standard Whittle’s approximate MLE was derived.
In particular, the standard Whittle’s approximate MLE may yield a biased Hurst exponent
estimate or may not be able to provide a Hurst exponent estimate of an empirical time series
if the empirical time series is not a Gaussian process.
4.3 Preparation of Available Bandwidth Data
Stanford Linear Accelerator Center (SLAC) published available bandwidth data of 34 differ-
ent end-to-end paths from the center at Stanford University to 34 remote hosts in 12 countries
in North America, Europe, and Asia. The data were collected for about 101 days from June
to September 2004. The available bandwidth on every path was measured at 1 minute inter-
vals on average using their own available bandwidth estimating tool — ABwE — discussed in
Section 2.2.1.
Ideally, we should be able to use the data right away. However, the data from SLAC have
some characteristics that may affect the accuracy of the results. In the following, we discuss
these characteristics and the corresponding modifications we made to the data sets.
First, the data corresponding to a path may contain some outlier periods. These are time
periods in which the available bandwidth is significantly low. SLAC identified these outlier
periods using a modified “plateau” algorithm [McGregor and Braun (2006)]. To increase
reliability of our results, we removed outlier periods reported for every path. By removing
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outlier periods, one data set corresponding to each path is divided into several data sets, each
containing available bandwidth data of the path measured consecutively in time. Figure 4.7
shows outlier periods corresponding to an end-to-end path detected by the modified “plateau”
algorithm. Each black bar on the top of the figure roughly exhibits the length of one outlier
period.
Figure 4.7 Outlier periods in which the available bandwidth of
the path between Stanford University and the machine
node1.cacr.caltech.edu was significantly low. The outlier pe-
riods are detected by a modify ”plateau” algorithm.
Second, the available bandwidth of an end-to-end path was measured at non-equispaced
intervals with an average of one minute. In particular, the time differences between pairs of
consecutive measurements inside a set of data corresponding to an end-to-end path may not
be exactly the same. These non-equispaced intervals in a data set, especially significantly large
intervals, may be an obstacle for obtaining reliable results when fitting stochastic models to the
empirical data. Figure 4.8 (a-b) shows two examples of variations in interval lengths between
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pairs of consecutive measurements. We can notice in both figures some intervals with lengths
significantly longer than the others. To obtain reliable results, we remove significantly large
intervals from the data set with outliers periods previously removed. Consequently, we obtain
a number of new available bandwidth data sets for each end-to-end path. Each new data set
is smaller than the original data set but more equidistant. We considered these newly created
sets of available bandwidth data as different empirical time series and verified our hypotheses
using one set at a time.
(a) node1.dl.ac.uk (b) node1.cacr.caltech.edu
Figure 4.8 Variations of time differences between pairs of consecutive mea-
surements.
4.4 Hypothesis Verifications
Recall that we have two hypotheses for the model of the available bandwidth of an end-
to-end path. The first hypothesis is that we can model the available bandwidth of a path as
an auto-regressive integrated moving-average (ARIMA(p, d, q)) process. On the other hand,
the second hypothesis is that we can model the available bandwidth of a path as a self-similar
process.
In the following, we first explain statistical analyses conducted for verifying the ARIMA(p, d, q)
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model hypothesis. Then, we present and discuss the results of the hypothesis verification.
Next, we discuss statistical analyses conducted for verifying the self-similar process hypothe-
sis. Lastly, we present and discuss the findings on the hypothesis verification.
4.4.1 Verifying ARIMA(p, d, q) Model Hypothesis
To verify whether the available bandwidth of an end-to-end path can be modeled as
ARIMA(p, d, q) process, we follow the iterative approach for fitting ARIMA(p, d, q) mod-
els to empirical data discussed in Section 4.2.2. For each empirical time series, we fit one
ARIMA(p, d, q) model at a time to the series using statistical functions provided by R statis-
tical software. Next, we examine the randomness and normality of the residuals resulting from
fitting the model to the series. Then if any lack of fit is indicated, the process is repeated with
another ARIMA(p ′, d ′, q ′), p 6= p ′ or d 6= d ′ or q 6= q ′, model.
There are several normality checking mechanisms. We use the normal Quantile-Quantile
plot (normal Q-Q plot) which is a graphical method for checking the normality of the resultant
residuals. The y-axis of the normal Q-Q plot represents the estimated percentiles of the
resultant residuals. The x-axis of the normal Q-Q plot represents the percentiles of a theoretical
normal distribution. For each tested ARIMA(p, d, q) model, the ith percentile of the resultant
residuals on the y-axis is plotted against the ith percentile of normally distributed random
variable on the x-axis. If an approximately straight line is formed, the resulting residuals are
normally distributed. Otherwise, they are not normally distributed.
We employ auto-correlation plots discussed earlier in Section 4.2.3 to ascertain the random-
ness of resulting residuals. The residuals resulting from fitting an ARIMA(p, d, q) model to
our data set are random if there is no significant auto-correlation shown in the auto-correlation
plot.
4.4.1.1 Results and Discussions
We present and discuss the results of verifying our ARIMA(p, d, q) model hypothesis in the
following. Our results show whether the residuals resulting from fitting the best ARIMA(p, d, q)
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model to each available bandwidth data set are normally distributed and independent. We
demonstrate the normality and randomness of the resultant residuals using the normal Q-Q
and auto-correlation plots, respectively. In turn, the results will indicate whether the available
bandwidth of an end-to-end path can be modeled as an ARIMA(p, d, q) process.
Since the available bandwidth of every path considered in our hypothesis verifications
exhibits similar behavior, we present only the results of some paths in this section. Fig-
ure 4.9 - 4.14 show some consequences of our hypothesis verification. Each figure demon-
strates both normal Q-Q and auto-correlation plots of the residuals resulting from fitting the
best ARIMA(p, d, q) model to one data set corresponding to the available bandwidth measured
over time of an end-to-end path.
(a) Normal Quantile-Quantile plot (b) Auto-correlation plot
Figure 4.9 Normal Q-Q and auto-correlation plots of the residuals resulting
from fitting ARIMA(0, 1, 4) model to a data set corresponding
to the available bandwidth of an end-to-end path from SLAC
to node1.binp.nsk.su.
Figure 4.9 - 4.14 (b) show that except for the first few lags, almost all auto-correlations
are close to 0. Besides, the auto-correlations in each figure do not exhibit any exact pattern7
7One possible pattern that the auto-correlations among non-independent data can exhibit is that the auto-
correlations gradually decrease as the lag value increases.
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(a) Normal Quantile-Quantile plot (b) Auto-correlation plot
Figure 4.10 Normal Q-Q and auto-correlation plots of the residuals result-
ing from fitting ARIMA(0, 1, 1) model to a data set corre-
sponding to the available bandwidth of an end-to-end path
from SLAC to node1.niit.pk.
that might lead to the conclusion that the resultant residuals are related [Engineering Statistic
Handbook (2006)]. Therefore, there is no significant auto-correlation among the residuals
resulting from fitting the best ARIMA(p, d, q) model to an available bandwidth data set of
each path. This indicates that resultant residuals are random.
In contrast, the residuals resulting from fitting the best ARIMA(p, d, q) model to one
available bandwidth data set of an end-to-end path are not normally distributed. This is
indicated by the fact that the normal Q-Q plots of the resultant residuals shown in Figure 4.9 -
4.14 (a) do not exhibit straight lines. Figure 4.12 (a) shows almost a straight line except for
the small curves at the two ends.
Therefore, we conclude from the results that an ARIMA(p, d, q) process is not a good
model for the available bandwidth over time of an end-to-end path. This is indicated by the
non-normality of the residuals resulting from fitting the model to the available bandwidth data
of an end-to-end path.
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(a) Normal Quantile-Quantile plot (b) Auto-correlation plot
Figure 4.11 Q-Q and auto-correlation plots of the residuals resulting from
fitting ARIMA(0, 1, 1) model to a data set corresponding to
the available bandwidth of an end-to-end path from SLAC to
node1.mib.infn.it.
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(a) Normal Quantile-Quantile plot (b) Auto-correlation plot
Figure 4.12 Normal Q-Q and auto-correlation plots of the residuals result-
ing from fitting ARIMA(0, 10, 5) model to a data set cor-
responding to the available bandwidth of an end-to-end path
from SLAC to node1.fzk.de.
4.4.2 Verifying Self-Similar Model Hypothesis
To verify whether a self-similar process is an appropriate model for the available bandwidth
data of an end-to-end path, we estimate the Hurst parameter for each data set using statistical
functions provided by R statistical software. A valid Hurst exponent estimate, i.e. Hˆ ∈ (0, 1),
indicates that a self-similar process is a good model for the available bandwidth of a path over
time. On the other hand, an invalid Hurst parameter estimate, i.e. Hˆ /∈ (0, 1), shows that we
cannot model the available bandwidth data of an end-to-end path as a self-similar process.
4.4.2.1 Results and Discussions
To achieve reliable results, we use all Hurst parameter estimation techniques discussed in
Section 4.2.4 to compute the Hurst exponent estimates for each available bandwidth data set.
Our finding on the number of valid Hurst parameter estimates (Hˆ ∈ (0, 1)) for an empirical
data set indicates the probability that the data set can be modeled as a self-similar process. In
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(a) Normal Quantile-Quantile plot (b) Auto-correlation plot
Figure 4.13 Normal Q-Q and auto-correlation plots of the residuals result-
ing from fitting ARIMA(0, 10, 5) model to a data set cor-
responding to the available bandwidth of an end-to-end path
from SLAC to node1.nslabs.ufl.edu.
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(a) Normal Quantile-Quantile plot (b) Auto-correlation plot
Figure 4.14 Normal Q-Q and auto-correlation plots of the residuals result-
ing from fitting ARIMA(0, 10, 5) model to a data set cor-
responding to the available bandwidth of an end-to-end path
from SLAC to node1.cacr.caltech.edu.
turn, the number of data sets that can be modeled as self-similar processes indicates whether
our self-similar process hypothesis can be accepted.
The Hurst exponent estimates may fall into one of the following categories. The first group
is 0 < Hˆ ≤ 0.5. The Hurst parameter estimates in this category indicate that a self-similar
process exhibiting short-range dependence is a good model for a data set corresponding to the
available bandwidth over time of an end-to-end path. The second group is 0.5 < Hˆ < 1. The
Hurst exponent estimates in this group point out that a self-similar process exhibiting long-
range dependence is a good model for a data set corresponding to the available bandwidth over
time of an end-to-end path. The third group is Hˆ /∈ (0, 1). The Hurst parameter estimates
in this category are out-of-range. They indicate that the available bandwidth over time of an
end-to-end path cannot be modeled as a self-similar process.
Table 4.1 presents the Hurst exponent estimates provided by the R/S plot, periodogram,
standard Whittle’s MLE-FGN, and standard Whittle’s MLE-SFARIMA methods. Each row
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in the table presents four Hurst parameter estimates for one available bandwidth data set of an
end-to-end path from SLAC to the remote node specified in the first column of the row. The
standard Whittle’s MLE-FGN and standard Whittle’s MLE-SFARIMA are two variations of
the standard Whittle’s MLE used in our analyses. The standard Whittle’s MLE-FGN method
is the standard Whittle’s MLE with the fractional Gaussian noise model (FGN) as a self-similar
process of interest. Likewise, the standard Whittle’s MLE-SFARIMA method is the standard
Whittle’s MLE with the seasonal fractional ARIMA model (SFARIMA) as a self-similar process
of interest. We separately present the results of these two variations in the table for clarification
purposes. However, when verifying our self-similar process hypothesis, we claim that the
standard Whittle’s MLE technique provides a valid Hurst exponent estimate (Hˆ ∈ (0, 1))
to a data set if either the standard Whittle’s MLE-FGN or the standard Whittle’s MLE-
SFARIMA method yields a valid Hurst exponent estimate to the data set. For instance, the
standard Whittle’s MLE provided valid Hurst exponent estimates to the available bandwidth
data sets of end-to-end paths from SLAC to hosts node1.cacr.caltech.edu, node1.desy.de, and
node1.jp.apan.net.
Table 4.1 consists of (1) thirty-two available bandwidth data sets (about 94%) without
any out-of-range Hurst parameter estimate, (2) one data set (about 3%) with one out-of-
range Hurst parameter estimate, and (3) one data set (about 3%) with two out-of-range Hurst
parameter estimates. The available bandwidth data set with one out-of-range Hurst parameter
estimate is of an end-to-end path from SLAC to host node1.binp.nsk.su in Asia. The available
bandwidth data set with two out-of-range Hurst parameter estimates is of an end-to-end path
from SLAC to host node1.niit.pk in Asia. The thirty-two available bandwidth data sets without
any out-of-range Hurst parameter estimates are of the end-to-end paths from SLAC to different
hosts in North America, Europe, and Asia.
The results in Table 4.1 also show that for an available bandwidth data set, there is no
consistency in the Hurst exponent estimates across different estimating methods. However,
among the four Hurst parameter estimates of each data set, the estimates given by the two
graphical methods are the closest. Table 4.2 demonstrates the averaged discrepancies between
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the Hurst parameter estimates given by pairs of estimation techniques8 used in our study.
The averaged discrepancy was computed across all the data sets presented in Table 4.1. From
Table 4.2, the discrepancy between the Hurst parameter estimates given by the two graphical
methods is only 0.0857 on average. In contrast, the averaged discrepancy between the Hurst
parameter estimates given by the R/S method and those given by the standard Whittle’s
MLE-FGN method is 0.2534.
The results of the standardWhittle’s MLE-FGN and the standardWhittle’s MLE-SFARIMA
methods shown in Table 4.1 also indicate particular self-similar models which are suitable for
the available bandwidth data sets. The results indicate that every available bandwidth data
set shown in Table 4.1 can be modeled as a fractional Gaussian noise (FGN) or a seasonal
fractional ARIMA (SFARIMA) process.
Therefore, we conclude from our results that it is likely to model the available bandwidth
over time of an end-to-end path as a self-similar process. This is indicated by the fact that all
three estimation techniques used in our study gave valid Hurst exponent estimates to about
94% of available bandwidth data sets shown in Table 4.1. The rest 6% of available bandwidth
data sets have one or two out-of-range Hurst exponent estimates. The standard Whittle’s
MLE method in particular indicates that the available bandwidth over time of an end-to-end
path can be modeled as either a fractional Gaussian noise or a seasonal fractional ARIMA
process. We can then estimate the statistics about the available bandwidth over time of the
path using the statistics of the fractional Gaussian noise or the seasonal fractional ARIMA
process. For instance, if an available bandwidth over time of the path can be modeled as a
SFARIMA((p=2, d=0, q=0)×(P=0, D=0, Q=0)) process, the future available bandwidth at
time t can be estimated from a finite weighted sum of the available bandwidth measured at
two previous times. Assume that X(t) denotes the available bandwidth of the path at the
future time t. Assume also that X(t − 1) and X(t − 2) represent the available bandwidth of
the path measured at two previous times t− 1 and t− 2. The estimated available bandwidth
8Table 4.2 omitted the averaged discrepancy between the Hurst parameter estimates given by the two vari-
ations of the standard Whittle’s MLE method. This is because these two methods estimate Hurst parameters
of a data set by assuming different self-similar models so they are not expected to provide consistent Hurst
parameter estimates of a data set.
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at the future time t can be expressed as
X(t) = φ1 X(t− 1) + φ2 X(t− 2).
4.5 Conclusion
In this chapter, we have shown that a self-similar process is a suitable model for the
available bandwidth measured over time of an end-to-end path. In particular, our results
indicate that the available bandwidth over time of an end-to-end path can be modeled as
a fractional Gaussian noise (FGN) or a seasonal fractional ARIMA (SFARIMA) process. We
have also demonstrated that it is unlikely to model the available bandwidth collected over time
of an end-to-end path as an ARIMA(p, d, q) process. Our analyses were based on the available
bandwidth data published by Stanford Linear Accelerator Center (SLAC) and R statistical
software.
To achieve more reliable results in modeling of the available bandwidth of an end-to-end
path measured over time, we should apply our methodology of verifying the two hypotheses
to equidistant empirical time series. Each empirical series corresponds to the available band-
width of an end-to-end path measured at equidistant times. This left us with a future work
of obtaining our own available bandwidth data collected at equidistant measuring intervals.
Verifying our hypotheses using the new data sets will also ensure that our findings on the
model of the available bandwidth over time of an end-to-end path do not depend on SLAC’s
available bandwidth data.
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Table 4.1 Hurst parameter estimates.
Paths R/S Periodogram standard Whittle’s MLE
Method Method
FGN SFARIMA
node1.binp.nsk.su 0.9422 1.0472 0.8839 0.7389
node1.cacr.caltech.edu 0.8420 0.8384 0.6809 1.1673
node1.cesnet.cz 0.5485 0.6113 0.5370 0.5962
node1.desy.de 0.7329 0.5654 −a 0.9049
node1.dl.ac.uk 0.8779 0.8629 0.6761 0.9029
node1.ece.rice.edu 0.8034 0.8220 0.6622 -0.0575
node1.fnal.gov 0.7682 0.7734 0.6073 0.8062
node1.fzk.de 0.8590 0.7116 0.6073 0.7642
node1.in2p3.fr 0.8438 0.8250 0.6619 0.8206
node1.indiana.edu 0.7211 0.6227 −a 0.6470
node1.internet2.edu 0.8714 0.8092 0.6452 0.8512
node1.jp.apan.net 0.5218 0.4556 −a 0.5495
node1.kek.jp 0.6061 0.5430 0.5742 0.4125
node1.lbl.gov 0.8299 0.8624 0.6818 0.8935
node1.lsa.umich.edu 0.9978 0.7985 0.7249 1.0753
node1.mcs.anl.gov 0.7946 0.8253 0.6915 0.5351
node1.mib.infn.it 0.7320 0.6364 −a 0.6958
node1.niit.pk 1.0534 1.1684 0.7019 0.8564
node1.nikhef.nl 0.7954 0.6319 0.5739 0.9964
node1.nslabs.ufl.edu 0.9608 0.7674 0.7237 1.4037
node1.pd.infn.it 0.6378 0.6022 0.5347 0.6652
node1.riken.go.jp 0.5639 0.6067 0.5243 0.5887
node1.sdsc.edu 0.8857 0.8729 0.6846 1.2553
node1.sox.i2.edu 0.9235 0.6576 0.6547 0.4947
node1.stanford.edu 0.6130 0.5139 −a 0.5201
node1.switch.ch 0.7219 0.6599 0.5898 0.8940
node1.triumf.ca 0.8121 0.7471 0.6318 0.8085
node1.uiuc.edu 0.6472 0.5455 −a 0.6271
node1.utdallas.edu 0.6128 0.5510 0.5171 0.5189
node2.ccs.ornl.gov 0.7406 0.5888 0.5679 0.8161
node2.cern.ch 0.8353 0.7738 0.6288 1.0297
node2.gsfc.nasa.gov 0.7299 0.5900 0.5448 0.4948
node2.nersc.gov 0.7299 0.6685 0.5869 0.7145
node2.nslabs.ufl.edu 0.8505 0.7604 0.6919 1.4549
aNo results provided when estimating Hurst exponents of these data sets using R statistical soft-
ware.
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Table 4.2 Averaged discrepancies between the Hurst
parameter estimates given by the specified
pairs of estimation techniques.
Estimation Technique Pairs Averaged Discrepancies
R/S method - Periodogram method 0.0857
R/S method - Standard Whittle’s MLE-FGN 0.2534
R/S method - Standard Whittle’s MLE-SFARIMA 0.1689
Periodogram method - Standard Whittle’s MLE-FGN 0.1938
Periodogram method - Standard Whittle’s MLE-SFARIMA 0.1948
113
CHAPTER 5. NON-TOPOLOGY-AWARE OVERLAY NETWORK
MONITORING PROTOCOL
Recent years have seen many research efforts in developing overlay networks at the applica-
tion layer on top of the existing best-effort network layer. Examples are MBONE and QBONE
for multicast services on the Internet, content distribution networks [Amini et al. (2004)], ap-
plication layer multicast [Chu et al. (2001); Pendarakis et al. (2001); Banerjee et al. (2002);
Rodriguez et al. (2004)], peer-to-peer file sharing [Rowstron and Druschel (2001); Lv et al.
(2002); Chawathe et al. (2003); Wang et al. (2004)]. Generic overlay service networks such
as QRON [Li and Mohapatra (2004)], OverQoS [Subramanian et al. (2004)], and SON [Duan
et al. (2002)] have also been proposed to provide fundamental services common to many overlay
applications.
An overlay network is a network of n overlay nodes interconnected via uni-directional
overlay links. An overlay link is an IP-layer path connecting two overlay nodes or peers. An
overlay link typically consists of several IP links. Each overlay node has n−1 adjacent overlay
links connecting itself to other n−1 overlay nodes in the network. Monitoring overlay links for
link quality is essential for providing some degree of QoS in overlay networks and is beneficial
for handling Internet path outage [Andersen et al. (2001)]. In the rest of our discussion, we
use the terms links and overlay links interchangeably unless stated otherwise.
Overlay network monitoring techniques attempt to achieve two conflicting goals: high
estimation accuracy and low monitoring overhead. Estimation accuracy indicates deviation of
the inferred quality of overlay links from the actual quality. Monitoring overhead represents the
amount of communication overhead as a result of monitoring. We classify existing techniques
into two categories.
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• Zero information: Techniques in this category do not employ any extra information
for selecting a probe set, making them simple to implement and applicable for several
types of QoS metrics. In Resilient Overlay Network (RON) [Andersen et al. (2001)], the
probe set includes overlay links between all pairs of nodes. The monitoring overhead is
O(n2); however, quality of all overlay links in the overlay network are available for QoS
routing. A logical tree structure such as a K-minimum disjoint minimum spanning tree or
other logical structures (e.g., structured peer-to-peer systems) can be used instead. The
probe set includes only the logical tree branches incident on each overlay node. These
techniques incur monitoring overhead between O(n) and O(n log n). However, quality of
unprobed links are not available (i.e., incomplete routing information).
• Network-layer topology aware: Recent techniques [Chen et al. (2004); Tang and
McKinley (2004); Ozmutlu et al. (2002)] belong to this category. They utilize the un-
derlying network-layer topology to include in the probe set a small number of overlay
links that cover most of the IP paths to all the overlay nodes in the overlay network.
The techniques provide an inference algorithm to obtain quality of the unprobed links.
The advantages are that these techniques offer low monitoring overhead in the order
of O(n log n) while achieving over 90% estimation accuracy on average. However, the
tradeoff between estimation accuracy and monitoring overhead depends heavily on the
underlying network-layer topology. Implementation is complex as it involves several other
factors. One needs to 1) obtain a sufficiently accurate underlying network-layer topology
of the overlay network of interest, 2) detect IP route changes, and 3) perform network-
layer topology updates to accommodate joining or leaving nodes, which can be frequent.
Furthermore, overlay nodes need to tightly collaborate to send probing packets almost
simultaneously to correctly infer the quality of the unprobed links [Tang and McKinley
(2004)].
The two categories represent the two extremes for monitoring overlay networks. The first
category requires no side information but suffers from either high monitoring overhead or
incomplete routing information. The second category achieves low monitoring overhead with
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high estimation accuracy and route completeness. However, it requires a considerable amount
of side information and needs to deal with the issues of efficiently and accurately obtaining
and maintaining the side information.
This study investigates an alternative approach called Temporal Adaptive Probing (TAP)
that lies between the above two extremes. TAP lets each overlay node utilize probing informa-
tion in the past to select suitable links to probe in the future. For instance, overlay links with
quite stable bandwidth need not be probed as often since the bandwidth can be estimated
accurately. Links that have not been probed for quite some time are given a higher chance for
probing to maintain high estimation accuracy.
In TAP, a peer represents each adjacent overlay link using a link score. A link score is
defined as a combination of a time-variant measure of interested QoS metrics and time since
the last probe on the link (age). Then, the probability that an adjacent link is selected to
be probed is proportional to the score of the link. Afterwards, the peer probes the selected
adjacent links for the QoS metrics of interest. On the other hand, the peer infers the values of
interested QoS metrics along the non-selected adjacent links based on an inference algorithm.
TAP can be used with any QoS metric of interest. It provides complete routing information.
Since TAP does not rely on the network-layer topology, it does not have the complications
associated with the network-layer topology. Our simulation results indicate that TAP provides
50% savings in monitoring overhead (compared to probing all links as in RON) while achieving
80% estimation accuracy on average.
The rest of this chapter is organized as follows. Section 5.1 presents background knowledge
for our study. In Sections 5.2 and 5.3, we present TAP in detail and evaluate its tradeoff
between estimation accuracy and monitoring overhead. Finally, we offer concluding remarks
in Section 5.4.
5.1 Background Knowledge
In this section, we provide background knowledge for our study of non-topology-aware
overlay network monitoring protocol. We first present the hypothesis test for comparing vari-
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ances of two populations (F-test) in Section 5.1.1. Then, we discuss the Pareto distribution in
Section 5.1.2.
5.1.1 F-test
F-test is the hypothesis test for statistically comparing the variances of two populations. A
problem of interest determines a null hypothesis (H0) and a research hypothesis (Ha). Then, an
F-statistic computed from the two variances is used to determine whether the null hypothesis
is accepted.
There are two variations of F-test: two-tailed F-test and one-tailed F-test. The two vari-
ations use different sets of null and research hypotheses as shown in Figure 5.1 [Ott and
Longnecker (2001)]. The variables σ21 denote the variance from the first population and σ
2
2 de-
note that from the first second population. Our interested problem determines which variation
should be used and in turn determines the set of null and research hypotheses. For instance,
if we are interested in knowing whether the two populations have significantly different vari-
ances, the two-tailed F-test is ample for the problem. On the other hand, if we are interested
in knowing whether the variance of the first population is either greater than or less than that
of the second population, the one-tailed F-test is a suitable test for the problem.
Figure 5.1 Null hypotheses and Research hypotheses of one-tailed F-test
and two-tailed F-test.
Let s21 denote the variance of a sample of size n1 from the first population. Let s
2
2 represent
the variance of sample of size n2 from the second population. Assume that df1 = n1 − 1
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denotes the degree of freedom corresponding to the sample form the first population. Assume
also that df2 = n2 − 1 denotes the degree of freedom corresponding to the sample form the
second population. An F-statistic is computed as F = s21/s
2
2. For the one-tailed F-test,
the null hypothesis is rejected if F ≥ Fα,df1,df2 [Ott and Longnecker (2001)]. That is, σ21 is
not statistically less than or equal to σ22. For the two-tailed F-test, the null hypothesis is
rejected if F ≤ F1−α/2,df1,df2 or F ≥ Fα/2,df1,df2 [Ott and Longnecker (2001)]. That is, the two
variances are not statistically different. We look for the values of Fα,df1,df2 , F1−α/2,df1,df2 , and
Fα/2,df1,df2 corresponding to the significance level α and degree of freedom df1 and df2 from the
predetermined table containing percentage points of F distribution. Some significance levels
commonly used are 0.10, 0.05, and 0.01.
5.1.2 Pareto Distribution
The Pareto distribution is a skewed, heavy-tailed distribution. Figure 5.2 illustrates the
probability density function (P[X = x]) and probability distribution function (P[X ≤ x]) of
Pareto random variables defined over the interval x ≥ b. The parameters a and b are called
the location parameter and the shape parameter of the distribution, respectively.
Figure 5.2 The probability density function and probability distribution
function of Pareto random variables.
5.2 Temporal Adaptive Probing (TAP) Protcol
In this section, we describe our Temporal Adaptive Probing (TAP) algorithm in details.
Assume an overlay network with n overlay nodes. Each peer in the overlay network has n− 1
adjacent overlay links connecting the peer itself to all other peers in the network. To facilitate
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our description of TAP, we assume also that the QoS metric of interest is available bandwidth
of overlay links1. TAP can also be used with any interested QoS metric in a similar manner.
We initially describe an overview of TAP in Section 5.2.1. Then, Section 5.2.2 introduces
two TAP metrics used to compute link scores. Next, Section 5.2.3 addresses how to compute
link scores in TAP. Sections 5.2.4, 5.2.5, and 5.2.6 discuss our simple available bandwidth
inferencing technique, how TAP handles network-layer topology changes, and the worst-case
complexity analysis of TAP. Finally, we discuss in Section 5.2.7 the behavior of overlay nodes
when startup TAP and our options for protocol parameters.
5.2.1 Overview
In TAP, each overlay node determines its peer probe set at every monitoring period based
on past information maintained in a sliding window. We use a fixed size sliding window of k
monitoring periods. Once its peer probe set is determined, the node probes only the overlay
links in the set. We compute a link score for each of the n − 1 links as an indicator of the
suitability of the link to be included in the probe set. The link score is derived from the past
information in the sliding window. Our goal is to assign a low score to a link that should not
be probed and a high score to a link that should be probed. For instance, a link with low
available bandwidth fluctuation in its available bandwidth is given a low score so that it is not
likely to be included in the probe set. On the other hand, we give a high link score to a link
with high available bandwidth fluctuation so that it is likely to be included in the probe set.
We investigate the following approaches of utilizing the link scores.
• TAP-Prob: In this scheme, the probability that a link is included into the peer probe set
is proportional to the score of the link. To determine the peer probe set for a monitoring
period, we generate a random integer between one and the highest link score generated
in the monitoring period. An adjacent link is included in the peer probe set only if the
generated integer is less than or equal to the score assigned to the link. Note that an
adjacent link with the highest score is always included in the peer probe set. That is,
1Available bandwidth of an overlay link is the minimum among that of composite IP links.
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each overlay node probes at least one adjacent link at any probing period.
• TAP-Limit: This scheme is introduced to control the monitoring overhead. Given the
overhead limit L, L < n, this scheme first uses TAP-Prob to determine the initial peer
probe set. Then, only L adjacent links with L highest scores are included into the final
peer probe set.
The above approaches are quite simple. One can also try to correlate normalized link scores
to determine which overlay links are likely to share the same IP links. We leave this study for
our future work.
5.2.2 TAP Metrics
In TAP, each overlay link l is associated with two different TAP metrics: the normalized
standard deviation of its available bandwidth in the sliding window (‖sl‖) and the number
of monitoring periods elapsed since the last probe on this link (agel). Each peer utilizes
these two TAP metrics to decide whether to include an adjacent link into its peer probe set.
Our rationale for these two TAP metrics is as follows. The normalized standard deviation of
available bandwidth (‖sl‖) represents the unbiased bandwidth fluctuation observed on the link.
Links without statistically significant fluctuation need not be probed often since the accurate
quality can be inferred most of the time. We will discuss the normalized standard deviation
shortly. the The second TAP metric (agel) is used to give priority to links that have not been
probed for a while to be probed to get high estimation accuracy.
Let bw(i) be the available bandwidth along the link at monitoring period i, i ≥ 0. Assume
that a sliding window of size k that we are working on begins at monitoring period j and ends
at monitoring period j + (k − 1). Assume also that avgl and sl represent the average and the
standard deviation of available bandwidth along an overlay link in the sliding window. With
respect to this sliding window, the normalized standard deviation of available bandwidth along
the overlay link is defined as follows.
‖sl‖ = sl
avgl
,
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where
avgl =
1
k
j+(k−1)∑
i=j
bw(i)
and sl =
√√√√√ 1
k − 1
j+(k−1)∑
i=j
(bw(i)− avgl)2.
We normalize sl using avgl to avoid an ambiguity when comparing standard deviations of avail-
able bandwidth along any two links with far different means available bandwidth. Therefore,
the normalized standard deviation of available bandwidth is an unbiased measure of bandwidth
fluctuation of the overlay link.
5.2.3 Link Scores
In the following, we explain how to compute a score for each overlay link l from the values of
‖sl‖ and avgl. Since the two TAP metrics have different ranges of values, we are first required
to convert them into another metric sharing the same range of values. Then, we can easily
combine the converted values together to create the final score for the overlay link l.
We utilize a simple scoring approach to map the two different TAP metrics into another
metric. For a monitoring period, a peer assigns to each of its adjacent links l two scores: one
according to ‖sl‖ and another one according to avgl. In our discussion, we use score(‖sl‖) to
denote the score of link l computed estimated from ‖sl‖ and score(‖sl‖) to denote another
score of link l estimated from avgl. An overlay node assign score(‖sl‖) to each of its adjacent
links as follows.
• First, the overlay node sorts in an ascending order the values of ‖sl‖ corresponding to all
of its n− 1 adjacent links. In the ordered list, ‖sl‖ is before ‖sl′‖ if the one-tailed F-test
discussed earlier in Section 5.1 accepts the null hypothesis H0: ‖sl‖ ≤ ‖sl′‖.
• Second, the overlay node assign a score(‖sl‖) of 1 to the adjacent link l located at the
head of the ordered list, i.e. the link l with lowest bandwidth fluctuation.
• Third, for any two adjacent links l and l′ with ‖sl′‖ located right after ‖sl‖ in the
ordered list, we have score(‖sl′‖) = score(‖sl‖) + 1 if the two-tailed F-test rejects the
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null hypothesis H0: ‖sl‖ = ‖sl′‖. Otherwise, the two adjacent links l and l′ are assigned
the same score.
With this scoring technique, the adjacent link with the lowest bandwidth fluctuation has its
score(‖sl‖) equal to one, and so on.
The overlay node assign score(agel) to each of its adjacent links in a similar manner, except
that the F-test is not used to compare the values of agel and agel′ . That is, score(agel) ≤
score(agel′) if agel is numerically less than or equal to agel′ . Consequently, the adjacent link
l that was most recently probed has its score(agel) equal to one, and so on.
A final link score of an adjacent link l (scorel) is equal to score(agel) + score(‖sl‖). The
probability that an adjacent link l is included into a peer probe set is computed as follows.
Let L be the set of all adjacent links of an overlay node.
Pr [ link l is selected ] =
scorel
MAX∀ l∈L [ scorel ]
.
The overlay node then uses either TAP-Prob or TAP-Limit to include adjacent links to
be probed into its peer probe set for this monitoring period. Each overlay node probes the
adjacent links in its peer probe set. For a link that is not selected for probing, we increment the
age of the link by one and use this age value to compute the link score in the next monitoring
period. On the other hand, the age values of the links in the peer probe set is reset to zero.
5.2.4 Inferencing of Available Bandwidth
We are left with how each peer infers the available bandwidth along an unprobed adjacent
link. The simplest approach is to use the available bandwidth along the link for the latest
monitoring period as the estimated available bandwidth along the link for the current period. A
more complex technique such as using a weighted sum of the past values of available bandwidth
along the link can be used. A histogram can also be built on the available bandwidth obtained
by probing in the sliding window. We can assign the bandwidth of the histogram bin that
occurs most often as the inferred bandwidth. In our performance study, we use the simplest
approach, assigning the available bandwidth for the latest monitoring period as the estimated
available bandwidth for the current monitoring period.
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5.2.5 Handling Topology Changes
Once an overlay node is informed of a new joining node, it simply adds the new node into
the consideration for the peer probe set. For a leaving peer, the overlay node simply deletes
the leaving node from the consideration of the peer probe set. No complex change is needed.
We do not need a way to detect IP route changes because we do not rely on the network-layer
topology. However, TAP can adapt to the change through the age TAP metric or through the
fluctuation of bandwidth after the IP route change.
5.2.6 Worst-Case Complexity Analysis
Recall that n is the number of overlay nodes in an overlay network. The worst case
computation overhead each node does for computing a peer probe set at every monitoring
period is O(n log n) due to sorting of the link scores. The worst case monitoring overhead is
still O(n2), same as RON, since each peer needs to probe n− 1 other peers in the worst case.
However, on average, each peer probes a fraction of the n−1 other peers. It is our expectation
that the worst case monitoring overhead is not as small as those of the techniques that utilize
the network-layer topology since they have much more information than our techniques have.
Overlay topology changes incur constant overhead to simply add or delete the joining or leaving
node to/from consideration during the computation of the peer probe set.
5.2.7 Startup TAP and Parameter Options
Since TAP selects suitable links to probe in the future based on some probing information
in the past, it is necessary to discuss the behavior of of overlay nodes running TAP when no
past probing information is available or when the sliding window has not been full. In addition,
we need to discuss options for the value of the size of a sliding window. The size of a sliding
window affects the performance of TAP. The use of a small sliding window can save disk space
for keeping past probing information at overlay nodes. However, the fluctuation of bandwidth
within a small sliding window may not be representative of the fluctuation of bandwidth along
an overlay link. Let i denote a monitoring period i , i ≥ 0. Let k denote the size of a sliding
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window.
At the first monitoring period (i = 0), each peer in an overlay network includes all adjacent
links into its peer probe set. This is because there is no probing information available from the
past. Then, from the first monitoring period, TAP requires each peer to include every adjacent
link into its peer probe set for k′ − 1 more monitoring periods. We name the period during
which each peer acquires a complete knowledge of available bandwidth along every adjacent
link the learning period. The learning period is of size k′ and covers the k′ first monitoring
periods, i.e. i = 0 . . . k′. Our rationale for the learning period is for peers to have enough
information to determine the fluctuation of bandwidth along every adjacent link. The size of
a sliding window can be of at most the size of the learning period, i.e. k ≤ k′ .
5.3 Performance Evaluation
In this section, we evaluated the performance of the two variations of TAP via simulations.
All the simulations in this performance study were conducted using the NS2 network simu-
lator [NS2 (2006)]. We also compared the performance of TAP-Limit with that of a random
probing technique. For the random probing technique, given an overhead limit of x adjacent
links, each peer randomly selects adjacent links into its probe set until reaching the overhead
limit.
Section 5.3.1 explains the performance metrics used in our study. Then, we discuss our
simulation model in Section 5.3.2. Finally, we present the results of our performance evaluation
and comparison in Section 5.3.3.
5.3.1 Performance Metrics
We employ two performance metrics in this performance study. They are as follows.
• Monitoring overhead (MO): Monitoring overhead indicates the average overhead
caused by each overlay node when monitoring an overlay network. MO is defined as an
average number of neighboring peers probed by each overlay node in each monitoring
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period. In other words, MO is the size on average of a probe set determined by each
overlay node in each period. The smaller MO, the higher the scalability of our technique.
• Estimation Accuracy (EA): For each monitoring period, we computed the estima-
tion accuracy of every overlay link. EA associated to an overlay link shows the difference
between an available link bandwidth determined by TAP and a corresponding reference
bandwidth representing actual available bandwidth along the link. In this performance
study, we employed a RON-like technique [Andersen et al. (2001)] for obtaining such refer-
ence bandwidth. This is because the RON-like technique provides a complete knowledge
of available bandwidth along every overlay link in an overlay network. For a monitoring
period i, the estimation accuracy associated to an overlay link l (EA(i, l) ∈ [ 0, 1 ]) is
defined as follows. Let bw (TAP, i, l) be the available bandwidth of link l determined
by TAP at a monitoring period i. Let bw (REF, i, l) denote the reference available
bandwidth of the same link l at the same monitoring period i.
EA(i, l) =
| bw (TAP, i, l)− bw (REF, i, l) |
MAX[ bw (TAP, i, l), bw (REF, i, l) ]
.
The estimation accuracy of TAP is an average of EA(i, l) across all monitoring periods
and across all overlay links in the overlay network. The estimation accuracy close to 1 is
desirable.
5.3.2 Simulation Model
The QoS metric of interest in our simulations is available bandwidth along an overlay link.
We conducted simulations under various sizes of overlay network, i.e. network sizes of 4, 8,
and 16. Each simulation lasted 150 monitoring periods. Each period spanned 600 seconds
(simulation time). The learning periods and sliding windows in our simulations were of the
same size 30 monitoring periods.
In each simulation, we constructed a network of 154 nodes based on the AT&T Point-Of-
Presence (POP) topology taken from the reference [LETSQoS (2004)]. The reference [LET-
SQoS (2004)] also provides bandwidth of each IP path connecting these POPs. To construct
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an overlay network of size n in our simulations, we generated n more nodes and randomly
attached each of them to one of these 154 nodes representing geographically distributed PoPs.
Overlay nodes in our simulations implemented TOPP [Melander et al. (2000)] discussed in
Section 2.2.1 to measure available bandwidth along adjacent links.
We also generated FTP and VBR cross traffic to cause fluctuations in available bandwidth
along overlay links. To ensure the impact of generated background traffic to available band-
width along overlay links, we solely created FTP and VBR sessions among overlay nodes for
an entire simulation time. We used the built-in FTP application provided by NS2 [NS2 (2006)]
to create FTP sessions. On the other hand, we were required to generate our own VBR traffic
since this type of traffic is not available in NS2 [NS2 (2006)].
For an overlay link, the arrivals of FTP sessions were exponentially distributed with mean
inter-arrival time of 600 seconds. The lifetime of each FTP session was Pareto distributed
with shape parameter of 1.25. The exponentially distributed inter-arrival time and the Pareto
distributed lifetime of FTP cross traffic generated in our simulations are consistent to the
characteristics of FTP traffic discussed in the existing work [Paxson and Floyd (1995)].
For an overlay link, the arrivals of VBR traffic sessions were also exponentially distributed
with mean inter-arrival time of 600 seconds. We generated a VBR traffic session by transmitting
at the rate of 15 frames/second a number of video frames representing a VBR video file. The
video frames representing a VBR video file were extracted from a real VBR video clip. We
utilized Elecard StreamEye tool [Elecard (2006b)] to extract 5 sets of video frames from 5
different VBR video clips available at Elecard clips download area [Elecard (2006a)]. The
lengths of the video clips varied from 42 seconds to 3 minutes. We noticed that sizes of video
frames extracted from the same video clip exhibit long-range dependence. This is consistent
to a result of the reference [Beran et al. (1995)].
In each simulation, we first ran our RON-like probing technique to obtain reference available
bandwidth for all overlay links in the overlay network. Recall that in our RON-like probing
technique, each peer measured the available bandwidth along every adjacent link using TOPP
available bandwidth measuring tool [Melander et al. (2000)]. Then, under the same set of
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background traffic, we ran our TAP-Prob and TAP-Limit techniques. To cancel out any
inaccuracy that may resulted from our implementation of the available bandwidth measuring
tool, we assumed in our simulations that the available bandwidth along an overlay link l at a
monitoring period i determined by both TAP-Prob and TAP-Limit techniques is the same as
the corresponding reference available bandwidth for any monitoring period i in which a peer
selects the overlay link l to probe.
5.3.3 Simulation Results and Discussion
We use the term TAP-Prob to refer to TAP without an overhead limit. Using TAP-Prob,
the probability that an adjacent link is included into a peer probe set is proportional to the
score of the link. Similarly, we use the term TAP-Limit to refer to TAP with an overhead
limit. For TAP-Limit, given an overhead limit of x, each peer selects only x adjacent links with
the highest scores into its probe set. Besides, we use the term Random-Limit in our discussion
to refer to a random probing technique. In the random probing technique, given an overhead
limit of x adjacent links, each peer randomly selects adjacent links into its peer probe set until
it reaches the overhead limit.
5.3.3.1 Effectiveness of TAP Variations
In the following, we present the performance evaluation of the two variations of TAP under
various network sizes. For each network size, the performance of the two variations of TAP
was evaluated with respect to the two performance metrics discussed earlier in Section 5.3.1.
Figure 5.3 (a-b) demonstrate the performance of the two variations of TAP with respect to the
estimation accuracy and the monitoring overhead metrics under various network sizes of 4, 8,
and 16. The accuracy of TAP-Limit shown in Figure 5.3 (a) was computed with the overhead
limit equal to 50% of the network sizes. The monitoring overhead shown in Figure 5.3 (b) are
in the form of the percentages of the network sizes.
Figure 5.3 (a) shows that the accuracy of TAP-Prob is 94% , 90% , and 88% for the
overlay networks of sizes 4, 8, and 16, respectively. On the other hand, the figure shows that
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the accuracy of TAP-Limit is about the same for all these network sizes. Figure 5.3 (b) shows
that the monitoring overhead of TAP-Prob is 61% , 59% , and 54% for the overlay networks
of sizes 4, 8, and 16, respectively. For all these network sizes, the monitoring overhead of
TAP-Limit is fixed to 50% .
Figure 5.3 (a-b) imply that both accuracy and monitoring overhead of TAP-Prob decreases
as the overlay network size increases. The decreasing accuracy of TAP-Prob as the network
size increases is due to its decreasing monitoring overhead. This argument is confirmed by the
fact that the accuracy of TAP-Limit with a fixed 50% overhead limit is quite stable as the
overlay network size increases.
(a) the estimation accuracy (b) the monitoring overhead
Figure 5.3 The performance of the two variations of TAP and that of a ran-
dom probing technique with respect to the estimation accuracy
and the monitoring overhead metrics.
In turn, the rationale for TAP-Prob’s decreasing monitoring overhead is due to the fact
that the probability that an adjacent link l gets selected into a peer probe set is currently
computed from its final score ( scorel ). The use of scores can bias the probability that an
adjacent link is selected as the network size increased. In particular, using its final score of
s , the adjacent link l is likely to have lower probabilities of being selected into a peer probe
set as the network size increases. For instance, if s is equal to one, the lowest probability of
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being selected for this link l is 0.33 with respect to an overlay network of size 4. However, the
lowest probability of being selected for this link l can be as low as 0.14 and 0.07 with respect
to an overlay network of size 8 and 16, respectively.
We can address this problem by computing the probability that an adjacent link l gets
selected into a peer probe set from the actual values of normalized standard deviation ( ‖sl‖ )
and time since last probe ( agel ). Let prob( ‖sl‖ ) be the probability that the adjacent link
l gets selected into a peer probe set computed from the actual value of normalized standard
deviation ( ‖sl‖ ). Let prob( ‖agel‖ ) denote the probability that the adjacent link l gets
selected into a peer probe set computed from the actual value of time since its last probe
( agel ). The new probability that an adjacent link l gets selected into a peer probe set can be
computed as an average between prob( ‖sl‖ ) and prob( ‖agel‖ ) . We leave this study for our
future work.
5.3.3.2 Performance Comparison With Random Probing Technique
We present the result of a performance comparison between TAP-Limit and Random-Limit
under various overhead limit in the following. Note that to be fair when comparing the two
techniques, we also assume in our simulations that the available bandwidth along an overlay
link l at a monitoring period i determined by both Random-Limit techniques are the same as
the corresponding reference available bandwidth for any monitoring period i in which a peer
selects the overlay link l to probe.
Given an overlay network of size 8, we compared the estimation accuracy of TAP-Limit and
that of Random-Limit under various overhead limit. The result of this performance comparison
is shown in Figure 5.4.
Figure 5.4 illustrates the tradeoff between the estimation accuracy and the monitoring
overhead in both techniques. That is, the accuracy of both techniques increases as the overhead
limit increases. The estimation accuracy of both approaches reaches 1.0 when all adjacent links
are allowed to be included into a probe set, i.e. the overhead limit is 7 adjacent links.
In addition, Figure 5.4 shows that the estimation accuracy of TAP-Limit is greater than
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Figure 5.4 The performance comparison between TAP-Limit and Ran-
dom-Limit under various overhead limit.
or equal to that of Random-Limit for any overhead limit value. However, the estimation
accuracy of both techniques is more comparable as the overhead limit increases. In particular,
the discrepancies between the estimation accuracy of both techniques are 52% , 45% , 37% ,
31% , 29% , 21% , and 0% for the overhead limit of 1, 2, 3, 4, 5, 6, and 7 adjacent links,
respectively. That is, the estimation accuracy of Random-Limit is the same as that of TAP-
Limitwhen all adjacent links are allowed to be included in a peer probe set.
5.4 Conclusion
To avoid dealing with changes in the network-layer topology which might occur oftenly, we
have investigated an alternative approach called Temporal Adaptive Probing (TAP) for low-
overhead overlay network monitoring. In TAP, each overlay node utilizes probing information
in the past to select suitable links to probe in the future. The current version of TAP uses two
TAP metrics in selecting appropriate links to probe in the future. They are the normalized
standard deviation of the quality of interest along the links ( ‖sl‖ ) and elapsed time since the
last probe of the links ( agel ). The overlay node then actually measures the link quality of
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interest along the selected links. On the other hand, it infers the quality of an unprobed overlay
link using the quality of the link in the most recent monitoring period. Our simulations show
that TAP provides 50% savings in monitoring overhead (compared to probing all links as in
RON) while achieving 80% estimation accuracy on average. In addition, there is a tradeoff
between the estimation accuracy and the monitoring overhead of TAP. That is, the estimation
accuracy of TAP increases as the monitoring overhead increases.
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CHAPTER 6. CORE-SET ROUTING PROTOCOL
6.1 Introduction
In recent years, a great deal of efforts has been made to support distributed interactive
multimedia applications involving multiple senders and receivers. These applications include
video conferencing, virtual collaboration, multiparty online role playing games, just to name
a few. These applications have a wide range of numbers of users (e.g., from several to over
100,000 users as recently reported in some online playing game). Efficient network support for
these applications is necessary. Research in Quality of Service (QoS) and core-based routing
fulfill different but complementary needs of these applications. QoS addresses requirements of
multimedia applications by enforcing end users’ specifications of their desired service quality
such as throughput, end-to-end delays, and delay jitters. Core-based routing offers scalability
since a number of senders share the same multicast tree rooted at a single router chosen as the
core. The tree spans all group members of a multicast group. The senders unicast the data
for the multicast group towards the core. The core, then, forwards the data to all the group
members via the multicast tree.
Routing with a single core, however, may not satisfy QoS requirements of many distributed
group members. As a result, the service can be seriously affected. In this paper, we introduce
Core Set Routing, a new QoS core-based routing approach that aims to achieve all of the
following design goals.
• Ease of QoS specification: Ability to enable group members to specify their QoS
requirements easily as well as to accommodate QoS requirements for different types of
distributed interactive multimedia applications.
132
• Efficiency and scalability: Ability to route multicast data with low routing overhead
and scale well for large networks and large group sizes.
• Robustness: Ability to handle core failures.
• Loop-freedom: Ability to always construct loop-free multicast trees.
• Operability: Ability to operate on top of any existing unicast routing algorithm.
To achieve our first goal, we introduce an application level service class framework. In
this framework, a multicast group is associated with a set of pre-defined service classes. Each
of the classes specifies a different bound for the same end-to-end QoS metric such as delays
or transmission bandwidth. A group member (user) selects one of these service classes to
indicate the desired service quality. The number of service classes and the bound for each
class depend on the types of applications. Table 6.1 shows possible end-to-end delay classes for
virtual collaboration applications. Except for the best effort class, the bounds specified in the
rest of the service classes are acceptable to users of virtual collaboration applications [VRAC
(2006)]. Unlike network-level service classes in Differentiated Services [Blake et al. (2006)] and
the reduced service-set architecture [Mas et al. (2002)] that are transparent from users, in our
framework, users are aware of the set of service classes offered by the application level.
Table 6.1 Example set of service classes for virtual
collaboration applications.
Service Class Upper-bound Delay (ms)
very short delay 66
short delay 83
medium delay 100
best effort ∞
To achieve efficiency and scalability, we formulate a new QoS core selection problem to select
the smallest set of cores for a multicast group such that the end-to-end QoS requirements of as
many group members can be satisfied. We propose a core selection algorithm to address the
problem. Our work is different from existing core selection algorithms that choose only a single
133
core per group [Chung and Youn (2000); Calvert et al. (1995); Thaler and Ravishankar (1997);
Huang et al. (1998); Fleury and Huang (1998)] and those that use multiple pre-determined
cores per group without QoS support [Blazevic and Boudec (1999); Deering et al. (2006);
Zappala et al. (2002)].
The remainder of this chapter is organized as follows. In Sections 6.2 and 6.3, we present
our core set routing paradigm in detail and its performance. Finally, we offer concluding
remarks and discuss future work in Section 6.4.
6.2 New Core Set Routing in IP Multicast
We first review our service class framework and the general concept of our core set routing.
Then, we discuss a new QoS core selection problem under the service class framework and our
distributed core selection protocol. We present our multicast tree construction protocol, and
protocols for finding QoS constrained path and handling group dynamics.
6.2.1 Core Set Routing under Service Class Framework
The service class framework aims to (i) accommodate users by requesting for a desired
service quality from a set of pre-determined service classes and (ii) support various types of
interactive applications. Each class specifies the bound of the service quality that can be
assured to users subscribing to the class.
In our Core Set Routing, we use the closest multicast-capable router of a group member
or a sender to represent the corresponding group member or sender. This assumption was
used in other previous work as well. Under this assumption, QoS requirements between a
member/sender and its designated router can easily be assured because they are typically in
the same local network. Therefore, we can focus on a harder problem, that is, guaranteeing
end-to-end QoS requirements along the paths between routers representing the senders and
group members. Specifically, we use the term member router and sender router for the router
representing a group member and a sender, respectively. In a local network that has both
group members and senders in the same multicast group, the closest router of the network acts
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as both member router and sender router. Figure 6.1 highlights the major difference between
routing with a single core and our approach.
Figure 6.1(a) depicts a scenario that shows three unsatisfied member routers when a single
core at the optimal location is used. In this example, these unsatisfied member routers receive
multicast data through the bottleneck network. Since this single core is at the optimal location,
choosing a different core or different routes from the core will result in more unsatisfied member
routers. In contrast, our new technique chooses two cores (Core1 and Core2) for the same
scenario (see Figure 6.1(b)) to satisfy every member router. Each core is assigned a disjoint
set of member routers. A multicast tree is rooted at each core and spanned all the member
routers assigned to the core. Each sender router unicasts data towards every core of the group.
Each core, in turn, forwards the data to the assigned member routers via the corresponding
multicast tree. In general, we choose the smallest non-empty set of cores to satisfy the QoS
requirements of as many group members as possible. If it is possible that one core can satisfy
QoS requirements of all the group members, our scheme will attempt to select one core as well.
Unsatisfied 
member router
M1
Core1
Unsatisfied 
member router
Router acts as a member router only Router acts as a sender router only
Router acts as both sender and 
member routers
(a) Multicast with a single core (b) Multicast with two necessary cores
Bottleneck 
network
Core
Unsatisfied 
member 
router
Core2
Bottleneck 
network
Multicast traffic
M2
M3
M4
M5
M6 S1
S2
M7
M8 M9
M10
M1 M2
M3
M4
M5
M6 S1
S2
M7
M8 M9
M10
Figure 6.1 Routing with a single-core vs. with Core Set Routing
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Our scheme has the following advantages. First, it increases the number of group members
with satisfied QoS requirements. Second, the cores can be backups for each other should some
cores fail. Last, when many new member routers simultaneously join the group, they can be
directed to different existing cores to prevent any core from becoming a hot spot. Nevertheless,
these advantages do not come for free. The sender-to-core traffic increases proportionally to
the number of cores since each sender router has one unicast stream to each core. To minimize
the overhead, our scheme selects the smallest non-empty set of cores. In this study, we focus
on one QoS metric (any of end-to-end delays, bandwidth, or loss rates) as typically assumed
in several previous works in core-based routing.
6.2.2 Distributed Core Selection Protocol
We formulated a QoS Core Selection problem and proposed distributed core selection pro-
tocol to solve the problem in our previous work. In this section, we briefly review the two
concepts and state the improvement we have made to the protocol to reduce the protocol over-
head. Readers interested in the problem formulation, the proof, and the protocol in details are
referred to the references [Putthividhya et al. (2003, 2004)].
We say that a member router j covers a member router i subscribing to the service class c
if the member router i is able to receive multicast data from all the sender routers through
the router j within the end-to-end bound of the service class c . In other words, the router j
is capable of being a core for the router i for this service class. We define the class c covering
set of j (coverc ( j ) ) as the set of member routers (subscribing to the service class c ) that can
be covered by the member router j .
It is important to understand that if a group member requests for a requirement that is
too stringent for the current network condition between the sender routers and its designated
member router, the group member cannot be satisfied regardless of which core selection algo-
rithm is used. We call such a group member and its designated member router an insatiable
group member and an insatiable member router, respectively.
Let SC be a set of pre-determined service classes offered to a multicast group. Let R be
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a set of all member routers of the multicast group. All the member routers of the group are
the only eligible candidate cores for the group. We state our core selection problem as follows.
Problem Statement: Given SC and the covering set information for each candidate core
in R, select the smallest non-empty set C ⊆ R such that every satiable group member has its
end-to-end QoS requirement satisfied if it receives data through one of the selected core in C.
Our distributed core selection protocol solves the problem in a distributed manner. Ev-
ery member router and sender router first registers with a bootstrap router. This is to let
member and sender routers learn about each other. At the end of this registration step, every
member router knows about the IP addresses of all other member and sender routers and the
membership information1 of all member routers. Sender routers learn about IP addresses of
all member routers. For each service class sc (starting from the class with the most stringent
QoS requirements), each member router m (i) finds the set of candidate cores that can cover
itself2 , (ii) exchanges this information within the multicast group, (iii) applies our greedy
algorithm based on cover heuristic3 to select the smallest set of cores for the class sc , and
(iv) releases resources reserved along QoS constrained paths via non-selected candidate cores.
Repeat these steps for the next less stringent class until all service classes are considered.
Each member router combines the core set for every service class using our deterministic core
merging algorithm [Putthividhya et al. (2003, 2004)]. Our core merging algorithm yields the
following. First, every member router selects the same smallest set of cores for an entire group.
Second, each member router is assigned to only one chosen core.
The previous version of this protocol [Putthividhya et al. (2004)] performs step (i) for all
the service classes before performing core selection in steps (ii) and (iii). As a result, too
many networking resources are unnecessarily reserved before core selection takes place. Our
improvement here is to perform all the three steps with respect to one service class at a time.
At the end of the core selection, each core maintains the information of end-to-end QoS
1The membership information of a member router tells which service classes the designating members of this
router subscribe to.
2To be more specific, m finds out whether a QoS constrained path from every sender router to m via a candi-
date core exists. This can be done using our QoS constrained path search protocol discussed in Section 6.2.3.4.
3The cover heuristic selects the candidate core with the largest covering set in each round. This is repeated
until all satiable member routers with designating members subscribing to this class have been covered.
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assured paths from every sender router to each of its assigned member routers via the core
itself. This information has been obtained since step (i) and will be used in the new multicast
tree construction protocol discussed next. Our multicast tree construction protocol constructs
one multicast tree rooted at each core.
6.2.3 Multicast Routing with Core Set
We discuss our protocol for constructing a multicast tree, routing multicast data through
the constructed tree(s), and maintaining the multicast tree(s).
6.2.3.1 Multicast Tree Construction Protocol
Since QoS constrained path information has been obtained during the core selection, it
is natural to use the path information to construct a multicast tree rooted at each core and
spanned all the member routers assigned to the core. To ensure that routing within a multicast
group is loop-free, a router being a part of different multicast trees for the same group maintains
one routing entry for each of these trees. For ease of exposition, we use end-to-end delays to
explain our tree construction protocol. The protocol is also applicable when a different end-to-
end QoS metric is used. The routing entry format is <gid, cid, in, s2c delay, c2e delay, out>
where gid is the multicast group ID; cid is the IP address of the core of the group; in is the
incoming interface receiving multicast data from the core cid of the group; s2c delay is the
longest guaranteed delay among the delays from all the sender routers to the core cid ; c2e delay
is the cumulative guaranteed delay from the core to this router via the current multicast tree;
and out is the list of interfaces to forward the multicast data. Each routing entry is uniquely
identified by gid and cid to indicate the tree to which this router involves. Our multicast tree
construction protocol is explained step by step as follows.
• Step 1: Each core determines the best path from itself to each of its assigned member
routers using the path information maintained at the end of core selection. For the
QoS delay metric, the best path from the core to its assigned member router is the
138
shortest core-to-end delay path. For other QoS metrics, the best path must be determined
accordingly.
• Step 2: Each core independently sends a BUILD message onto the associated best path
to each of its assigned member routers. The core fills the source routing option field in
the IP header of the BUILD message with the list of the IP addresses of the routers along
the corresponding best path. The message is, then, forwarded to the routers in the path
in the order specified in the list.
Upon receiving a BUILD message, router r takes actions based on the interface the message
came from and the cumulative delay specified in the message. If the BUILD message with a
shorter cumulative delay came from a different interface, the path along the multicast tree from
the core to the router is switched to the one with the shorter delay. The router, then, propagates
the updated cumulative delay to every downstream router along the current multicast tree
using the UPDATE messages. However, if the BUILD message does not indicate a shorter
cumulative delay, the router sends a PRUNE message upstream (onto the interface where the
BUILD message came) to eliminate the longer delay path from the core to the router.
6.2.3.2 Multicast Data Routing
When receiving multicast data packets for the group, each core of the group adds its own
identity to the packets. The on-tree router forwards the packet onto the outgoing network
interfaces indicated in the routing entry corresponding to the group and the core identified in
the data packet. This routing method is loop-free and does not incur any duplicate multicast
data to arrive at the group members. Furthermore, for the end-to-end delay QoS metric, the
path from the core to each of designating member routers assigned to the core is the shortest
delay path. Readers, interested in the proof and the detailed multicast tree construction
protocol, are referred to the reference [Putthividhya et al. (2003)].
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6.2.3.3 Multicast Tree Maintenance
Tree maintenance takes place after the multicast tree rooted at each of the selected cores
has been successfully constructed. Existing multicast tree maintenance protocols such as the
Hello protocol can be used. That is, an on-tree node periodically sends a HELLO message
to its parent node. If no response is received from the parent node within a time period, the
sending node assumes that its parent node or the link between itself and the parent node is
down. The sending node informs every node in the subtree rooted at itself about the failure.
Any member router in the subtree re-joins the multicast group as a new receiver. It is known
that the overhead of the HELLO protocol depends on how frequent HELLO messages are sent.
A number of improvements can be made to the protocol. For instance, Hello messages can be
aggregated across multicast trees of the same group. Each on-tree router determines the set of
active neighbors (the parent nodes of this on-tree router in any multicast tree of the group).
The router sends HELLO messages to these active neighbors. By properly determining the
frequency for sending HELLO messages and determining the set of active neighbors, the tree
maintenance overhead can be minimized.
6.2.3.4 Protocol for Finding a QoS Constrained Path
The goal of the protocol is to find a path from a sender router to a member router via a
candidate core such that the QoS metric along the path satisfies the required bound. Each
participating router searches for the QoS constrained path in rounds. In each round, the router
simultaneously searches a set of outgoing links that have not been searched in the previous
rounds. The number of links searched in each round follows that in Fibonacci series, that is, 1,
1, 2, 3, 5, 8, . . ., x, such that the total number of searched links equals N where N is the total
number of outgoing links at this router. The router enters the ith round if all the searches in
the ( i − 1 )th round fail. To prevent searching in a loop, a router that has already started the
search for this reservation does not consider subsequent searches for the same reservation.
Suppose a member router r wants to search for a QoS assured path that satisfies the end-
to-end delay of req delay seconds from a sender router s to the router r via a candidate core
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cc . The router r sends a reservation message RESV(r, cc, s, req delay, acc delay, f) onto each
of the outgoing links selected to be searched in the current round. The first three fields specify
the router initiating the message, the candidate core and the intermediate destination, and the
final destination. The fourth field indicates the required end-to-end delay. The acc delay is
the cumulative delay along the path from the router receiving the message back to the router
r as multicast data flow from a core towards a member router. The flag f is initialized to zero
by the initiating member router r to indicate that the message should be forwarded towards
the intermediate destination (candidate core cc ) specified in the message. When receiving
this message, the candidate core sets the flag f to one to indicate that the message should be
forwarded towards the final destination of the message from now on.
This search strategy is a variant of QMRP [Chen et al. (2000)] for handling new joining
members. QMRP searches the outgoing links of a router in only two rounds. The numbers of
links searched in the two rounds are 1 and N − 1 , respectively. Searching the entire N − 1
links in the second round may cause unnecessary control messages and resource reservations.
Restricted QMRP addresses these drawbacks by limiting the number of searched paths, which
may exclude the paths that can satisfy the QoS requirements of some group members.
6.2.4 Protocol for Handling Group Dynamics
We discuss techniques to handle the group dynamics due to joinning and leaving members
and senders. Our discussion is in brief since it is not the focus of this paper. The main goal is
to handle the dynamics without violating QoS requirements of existing group members. Recall
that in our technique, existing group members currently receive multicast data with satisfied
QoS requirements via multicast trees of the group. The members whose QoS requirements
cannot be satisfied are rejected since a re-negotiation mechanism is not assumed. The group
dynamics occur due to the following scenarios. The first four situations are primitive. The
fifth case is a composite of the first and the third scenarios. The last case is a composite of
the second and the fourth scenarios.
• First, a router wishes the join the group as a new receiver. This includes (i) a new router
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with at least one of its designating hosts would like to receive multicast data sent to the
group, (ii) an existing member router with a tighter end-to-end QoS requirement, and
(iii) an existing sender router of the group that wishes to start receiving multicast data.
• Second, an existing member router wishes to stop receiving multicast data sent to the
group. This includes also the case of a router currently acting as both member router
and sender router of the group but wishing to stop receiving multicast data sent to the
group. That is none of its designating hosts would like to receive multicast data destined
to the group anymore.
• Third, a router wishes to be a new sender of the group. This includes both (i) a new
router with at least one of its designating hosts would like to send multicast data to the
group, and (ii) an existing member router that wishes to start sending multicast data to
the group.
• Fourth, an existing sender router wishes to stop sending data to the group. This includes
also the case of a router currently acting as both member router and sender router of
the group but wishing to stop sending data to the group. That is none of its designating
hosts would like to continue sending multicast data to the group.
• Fifth, a router that wishes to join the group as both a new receiver and a new sender.
This includes both (i) a new router that just wishes to participate in the group as both
receiver and sender and (ii) an existing member router that wishes to start sending
data to the group and to receive data sent to the group with a tighter end-to-end QoS
requirement.
• Sixth, a router that currently are both member router and sender router of the group
wishes to stop receiving data sent destined to the group and stop sending data to the
group. That is this router would like to be neither member router nor sender router of
the group.
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Handling membership dynamics is one of the four main research issues relating to core-
based routing. In our novel core-set routing paradigm, the membership dynamics happen as
in the first, second, fifth, or sixth scenario.
In the first scenario, the router that wishes to join the group as the new receiver can use the
QoS constrained path search protocol discussed in Section 6.2.3.4 to search for a QoS assured
path from one of the multicast trees of the group to itself. In this case, the final destination
of the RESV message is the root of the multicast tree and the flag field is set to one. Upon
receiving the RESV message, an on-tree router4 determines whether the requested QoS metric
can be assured via itself. For the end-to-end delay QoS metric, this could be done using the
summation of the s2c delay and c2e delay fields of the group’s routing entries kept at the
router. That is, the end-to-end delay of RESV.req delay can be assured via the on-tree router
x, if ∃r ∈ Rx, r.s2c delay+r.c2e delay+RESV.acc delay+ delay(l) ≤ RESV.req delay, where
Rx represents the set of group’s routing entries maintained at the router x and l is the link
from which the RESV message arrives. The router that wishes to join the group as the new
receiver becomes a new member router of the group if any on-tree router of the group satisfies
the above inequation. Otherwise, it is rejected.
In the second scenario, the leaving member router updates the routing entry of the multicast
tree rooted at the primary core to which it is assigned. This update is to remove the interface
to the designating member hosts (local) from the routing entry. If the outgoing interface list
corresponding to the tree becomes empty, the leaving member router is not a part of the tree
anymore. It, then, prunes also the branch from its parent corresponding to the tree. If the
outgoing interface list corresponding to the tree is not empty, the leaving member router does
not forward multicast data onto its local interface but it still participates in the multicast tree.
Note that this update does not affect the rest of the multicast trees of the group in which the
leaving member router is also involved.
Unlike the existing work in core-based routing with QoS support, our work has proposed
a new research issue of senders’ dynamics (the third, fourth, fifth, or sixth scenario). This is
4Including the primary core destined by the RESV message as well.
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because our work considers an end-to-end QoS metric.
In the third scenario, the router that wishes to be the new sender of the multicast group
contacts every primary core of the group. Without violating the QoS requirements of all of its
assigned member routers, each primary core finds a QoS assured path from the new sender to
itself (the new-sender-to-core path). For the QoS delay metric, the delay to be satisfied along
any new-sender-to-core path is the minimum of the differences between the desired end-to-end
delays and the core-to-end delays along the tree branches to all the member routers assigned
to the primary core. Each primary core may compute the minimum of the differences between
two corresponding delays while constructing the multicast tree rooted at itself or poll all of its
assigned member routers later when the first router that wishes to be the new sender of the
group contacts the core. If every primary core can find its own QoS assured path, the router
becomes a new sender router of the group. Otherwise, it is rejected. Accepting a new sender
router of the group may cause changes to the s2c delay fields of routing entries maintained at
all the on-tree routers.
In the fourth scenario, the leaving sender router informs the bootstrap router and every
core of the group about its leaving. Then, it can stop sending multicast data to the group.
Likewise, the leaving of an existing sender router may cause changes to the s2c delay fields
of routing entries maintained at all the on-tree routers. Multicast trees of the group may be
adjusted according to the new set of sender routers.
We now discuss the two composite scenarios: the fifth and the sixth cases. The fifth
situation is the composite of the first and the third cases. The new router can act as both
new member and sender router of the group if (i) the QoS assured path from any existing
multicast tree of the group to the new router is found and (ii) the new-sender-to-core paths
corresponding to every core of the group are successfully constructed. Similarly, the sixth
situation is the composite of the second and the fourth cases. It is straightforward to follow
the solutions of the second and the fourth scenarios if the router currently acting as both
member router and sender router would like to leave the group.
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Mechanisms to handle the membership and senders’ dynamics discussed in this section are
the simplest and create the least amount of overhead. This is since neither adjusting of existing
shared trees nor creating a new multicast tree of the group is considered. However, this may
result in rejecting a large number of new participants of the group.
Some proper improvements can be taken into considerations with higher overhead as a
tradeoff. To increase the number of new routers that can join the group as receivers, existing
multicast trees may need to be adjusted or a new multicast tree may need to be constructed.
Using shared trees can reduce the number of routing states maintained per multicast group.
However, as routers joining the group as new senders, QoS requirements of existing group
members may not be satisfied via the exiting shared trees of the group. To increase the number
of new routers that can send data to the multicast group without violating the QoS requirement
of any existing group members, a number of source-specific trees can be introduced. If none
of these can reasonably increase the number of new participants that can join the group, most
of the steps of our core selection protocol may have to be repeated with a new set of sender
routers and/or a new set of member routers. A multicast tree rooted at each newly selected
core is, then, constructed using our multicast tree construction protocol.
6.3 Performance Evaluation
In this section, we extensively evaluate the performance of our core selection and multi-
cast tree construction protocols via simulations. We first introduce performance metrics used
to evaluate core selection algorithms and our tree construction algorithm proposed earlier in
Section 6.2.3.1. Then, we discuss our simulation model. Next, we present performance compar-
isons between the performance of our core selection technique and that of the optimal solution
and QCSA discussed in Section 2.4.1. Finally, we investigate overhead of our multicast tree
construction protocol.
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6.3.1 Performance Metrics
For evaluation of core selection algorithms, we use percentage of group members and num-
ber of selected cores as the performance metrics. We describe these two performance metrics
in the following.
• Percentage of rejected group members: The rejected group members include both
insatiable members and satiable members whose QoS cannot be satisfied by some core
selection algorithm. The lower the percentage, the better the protocol.
• Number of selected cores: A small number indicates low sender-to-core traffic.
For evaluation of our tree construction algorithm proposed earlier in Section 6.2.3.1, we
use degree of overlapping, routing overhead, and stress as the metrics. We describe these three
performance metrics in the following.
• Degree of overlapping: Numbers of on-tree routers with multiple multicast routing
entries. A small overlapping degree indicates that small portions of multicast trees of a
group are overlapped.
• Routing overhead: Average of the numbers of routing entries per group at an on-tree
router.
• Stress: Average of the numbers of duplicate packets on every tree branch in all multicast
trees of a multicast group. The stress close to one is desirable since it indicates low packet
duplication.
6.3.2 Simulation Model
The QoS requirements used in our study are end-to-end delays. We constructed fifty
networks based on the transit-stub model using GT-ITM [Calvert and Zegura (2006); Calvert
et al. (1997)]. The stub domains and stub nodes represent regional multicast capable networks.
Each network has a total of 300 nodes. GT-ITM assigns a distance to each link. We map the
link distance to a link delay such that the longest path in the network has the total delay
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of approximately 70 ms, the delay we observed from separate experiments with the Internet.
Queuing delays at the routers were not simulated since we are only interested in relative
performance comparisons.
We conducted simulations under various group sizes ranging from 5 to 50 members. These
group sizes cover many multi-sender multimedia applications. For each simulation run, the
member routers were randomly selected only from the routers in the stub domains since the
backbone routers are not directly connected to any user. All the member routers joined a
single multicast group. In most simulations, each member router was also a sender router
unless stated otherwise. Service classes in Table 6.1 were used in the simulations. We assigned
only one service class to each member router. This restriction is required to formulate the
QoS core selection problem as an integer programming problem in which the optimal solution
exists. In addition, each member router or sender router had only one group member or sender
attached to it, respectively. In other words, the number of member routers and group members
in our simulations were the same. This allows for clear observations on the effect of increasing
a group size or the number of senders. Similarly, the number of sender routers and senders
were the same. We generated the number of member routers subscribing to each service class
based on the following assumption unless stated otherwise. That is, many more group members
subscribe to the classes with a reasonable service fee (short delay and medium delay) compared
to the most expensive class (very short delay) or the least expensive class (best effort) that
does not provide any guarantee. The member routers were randomly assigned to each service
class. For QCSA, these member routers requested for the bounds indicated by the service
classes.
6.3.3 Simulation Results
We use the terms Optimal, CoverMerge, CoverUnion, and QCSA to refer to the opti-
mal algorithm, our core selection algorithm, our core selection algorithm without the core set
reduction step, and QCSA, respectively. We compare the performance of CoverMerge and
CoverUnion to quantify the effectiveness of the core set reduction step. The optimal algo-
147
rithm invokes the linear programming solver [Berkelaar (2006)] to solve the QoS core selection
problem formulated as an integer programming problem. Note that this formulation is only
possible when each member router requests only one service class. The performances of these
techniques are plotted and labeled accordingly in subsequent figures. Each data point in these
figures is an average of the results from 5000 experiments (100 experiments for each of the fifty
networks).
6.3.3.1 Effectiveness of the Algorithms
Figure 6.2 shows the performances of Optimal, CoverMerge, and CoverUnion. The plots
in the left column depict the average percentage of rejected group members (member routers)
whereas the corresponding plots on the right indicate the number of cores used under the same
simulation parameters. Figure 6.2(a) shows the results when different group members may
select different classes. This is the default condition we used in most of our experiments unless
stated otherwise. CoverMerge and CoverUnion reject the same number of group members as
Optimal does. All of the rejected members are insatiable members. However, CoverMerge
use slightly more cores than Optimal on average. CoverMerge use significantly less cores
than CoverUnion since our core-set reduction step effectively eliminates unnecessary cores.
Figure 6.2(b) are the results when group members selected only the tightest delay class. The
three techniques select the same number of cores when group members have very stringent
delay requirements. This indicates that all the cores selected are necessary for satisfying delay
requirements of most group members. The three techniques also reject the same number of
group members. All rejected members are insatiable. Figure 6.2(c) are the results when group
members selected only the medium delay class. This figure shows that all three techniques
select about one core per group. This indicates that selecting one core per group is ample if
the required end-to-end delay is not very short. CoverMerge and CoverUnion in Figure 6.2(c)
also reject the same number of group members as Optimal does. All of the rejected members
are insatiable members.
In addition, Figure 6.2 (a-c) illustrates that as the number of group members increase,
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more cores are needed in most cases since there are more group members to satisfy. This
is especially true when group members have very stringent delay requirements such as in
Figure 6.2(b). However, if the required end-to-end delay is not very short like in Figure 6.2(c),
some small increase in group members does not necessarily result in more number of selected
cores since the same number of cores can still handle the requirements of these members.
6.3.3.2 Performance Comparison with QCSA
We evaluate CoverMerge and QCSA with respect to the percentage of rejected group mem-
bers and the number of selected cores. Due to some differences between CoverMerge and
QCSA, a number of modifications were applied in order to fairly compare the two techniques.
We modified our CoverMerge to select only one core that covers the largest number of group
members and call this modification CoverMergeOne. Since the original QCSA only guaran-
tees core-to-end delays, we modified the original QCSA to guarantee end-to-end delays. This
modified technique is named QCSA modified. We also improved QCSA modified further to
handle the case that no candidate core can construct QoS-assured paths to all other candi-
dates. In this case, the candidate with the largest covering set is chosen as the core. We call
this QCSA modified cover since it is influenced by our cover heuristic.
Figure 6.3(a) shows that the performance of CoverMergeOne and QCSA modified cover
are comparable with respect to the percentage of rejected group members. On the other hand,
CoverMergeOne rejects 77.09% less group members than QCSA modified. QCSA modified
has a very large percentage of rejected members because it ignores the case when not every
candidate core can construct QoS-assured paths to all other candidates. The core selection
fails and all the group members are rejected in that case. The similar performance between
QCSA modified cover and CoverMergeOne is expected since both schemes use the same con-
cept in selecting one core. The rejected group members in those two cases are both insatiable
members and the group members whose requirements cannot be satisfied by the single selected
core. Figure 6.3(a) also indicates that CoverMerge reduces the percentage of rejected mem-
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bers by about 97.59% compared to QCSA modified. Only the insatiable members cannot be
satisfied by CoverMerge. Figure 6.3(b) demonstrates that CoverMerge uses more cores when
the group size increases. Although CoverMerge uses about 3 cores when there are 50 group
members, it can satisfy about 48% more group members compared to QCSA modified.
6.3.3.3 Performance of the Tree Construction Protocol
To evaluate the performance of our tree construction protocol, we measure the degree of
overlapping, routing overhead, and stress of multicast trees constructed using the protocol. In
the simulations, the number of senders was ranged from 20% to 160% of the group sizes. The
results are shown in Figure 6.4.
Figure 6.4(a) shows that for any number of senders, multicast trees of a group are not
overlapped much. In the most extreme scenario when the group size is 50 and the number
of senders is 160%, the degree of overlapping is less than 7% on average. This indicates that
not many of the on-tree routers are required to maintain multiple routing entries per group.
The figure also demonstrates that for any number of senders, multicast trees of a group are
overlapped more as the group size increases. This is because there are more group members
to satisfy.
Figure 6.4(b-c) also show that for any number senders, multicast trees of the group do not
cause much routing overhead to the on-tree routers and much stress to the network links acting
as tree branches. From the figures, the routing overhead and stress in the most extreme case
are about 1.07 and 1.05, respectively. Like Figure 6.4(a), Figure 6.4(b-c) illustrate that for any
number of senders, multicast trees of the group cause more routing overhead and stress as the
group size increases.
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6.4 Concluding Remarks
We have presented new core-based routing with QoS support for multisender multimedia
applications. Our contributions are the distributed core selection protocol and the multicast
tree construction protocol. The core selection protocol employs the core selection algorithm
that utilizes as many cores as necessary to maximize the number of group members with
satisfied QoS requirements. Our simulations confirm that about 70% more members can be
served with the desired service quality compared with a recent QoS core selection algorithm
using a single core. The proposed core selection protocol is distributed, which helps to alleviate
the hot spot and the single point of failure problems. Our multicast tree construction protocol
utilizes path information gathered during the core selection protocol to construct a multicast
tree rooted at each core of the group. The tree construction protocol ensures loop-free routing.
The simulations demonstrate that the protocol does not incur much overhead on the network
links and routers. Our ongoing research focuses on extending the new core-based routing for
application-layer multicast.
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Average percentage of rejected group members Average number of selected cores
(a) Results when different group members may select differen classes
(b) Results when group members selected only the very short delay class
(c) Results when group members selected only the medium delay class
Figure 6.2 Performance of the proposed algorithms and the optimal algorithm.
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Figure 6.3 Effect of routing with a core set.
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(a) Degree of overlapping
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Figure 6.4 Performance of the multicast tree construction protocol.
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CHAPTER 7. CONCLUSIONS AND FUTURE WORK
In this dissertation, we investigated issues pertaining to provision of Quality of Service
(QoS) for multimedia applications at the application layer in a complex wide area network such
as the Internet. Multimedia applications such as Video-on-Demand, video conferencing, require
high bandwidth and continuity in the playback of images and audio at remote participating
sites. An effective application-layer QoS support mechanism should provide an end-to-end
path that can support QoS needed by the application.
Our approach is to first understand three important characteristics of today’s Internet that
affect the design of application-layer QoS support mechanisms. These characteristics are 1)
Internet routing pathology, 2) Internet routing stability, and 3) a suitable stochastic model of
available bandwidth over time of an end-to-end path between two Internet hosts. We then
design and evaluate a new algorithm that infers available bandwidth of an end-to-end path
without probing all the paths and report the performance of this preliminary design.
1. We investigated routing pathology and routing stability of the Internet during December
2005 and March 2006 by conducting route measurements on 43 geographically dispersed
PlanetLab nodes covering four continents. Over 2 millions route measurements were
collected during this period for analysis. In addition to carefully following experimental
and analytical methods conducted by Paxson in 1996 [Paxson (1996)], we also introduced
a quantitative index indicating the position in which fluttering occurs the most.
• Our analysis results consistent with Paxson’s report are as follows. The percent-
ages of our route measurements exhibiting at least one routing pathology type are
comparable to those reported by Paxson ten years ago [Paxson (1996)]. That is,
55.19% of route measurements in our first experiment and 51.90% of route measure-
155
ments in our second experiment experienced at least one type of routing pathology.
About 49.19% and 57.78% of route measurements in Paxson’s first and second ex-
periments experienced routing pathology. Among all routing pathology types, the
outage pathology occurred most often.
• Below are our analysis results that are different from Paxson’s report, which may
indicate some changes in today’s Internet routing behavior.
(a) ROUTING PATHOLOGY: The percentages of fluttering occurrences, in-
frastructure failures, and destinations unreachable due to too many hops found
in our two experiments are more than those found in both of Paxson’s experi-
ments. On the other hand, the percentages of outages discovered in both of our
experiments are less than those found in both of Paxson’s experiments
(b) ROUTING STABILITY: The median value of routing prevalence found in
our analysis is 0.9, which is slightly higher than 0.82 reported by Paxson. Based
on the routing prevalence notion, the Internet routing is more stable than it was
ten years ago. However, 45% of the routes found in our analysis lasted less than
a day and 90% lasted under a week. These findings are significantly different
from those reported by Paxson. He found that 18% of routes found in his anal-
ysis lasted less than a day and 50% lasted under a week. Based on the routing
persistence notion, routing in the Internet has become less stable compared to
that ten years ago. Our findings based on the two different notions of routing
stability indicate that the dominant routes occur more often in today’s Internet
(prevalence) than it did ten years ago, but they do not occur consecutively in
time (i.e., persist as long as those in 1996). In other words, the dominant route
of a path may be interrupted by routing pathology or other short-lived routes.
2. We analyzed the available bandwidth data published by Stanford Linear Accelerator
Center (SLAC) using R statistical software to find a suitable stochastic model for available
bandwidth of an end-to-end path. The model can predict the future trend of available
bandwidth of a path, which will be useful for reducing overhead for monitoring available
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bandwidth of a path or to predict the QoS level a bandwidth-sensitive application will
be able to get.
(a) We found that a self-similar process is suitable for modeling available bandwidth over
time of an end-to-end path. In particular, our results indicate that both fractional
Gaussian noise (FGN) or seasonal fractional ARIMA process are suitable models.
(b) We showed that an ARIMA process or Brownian motion process are not suitable
to model available bandwidth over time of an end-to-end path.
3. We investigated an alternative low-overhead overlay network monitoring approach called
Temporal Adaptive Probing (TAP). Our approach lies in between the two extremes of
existing overlay network monitoring techniques, i.e. zero-information mechanisms [An-
dersen et al. (2001)] and network-layer topology aware approaches [Chen et al. (2004);
Tang and McKinley (2003, 2004)]. In TAP, each overlay node utilizes probing informa-
tion in the past to select suitable links to probe in the future. The current version of TAP
uses two TAP metrics in selecting appropriate links to probe in the future. They are
the normalized standard deviation of the quality of interest along the links and elapsed
time since the last probe of the links. The overlay node then actually measures the link
quality of interest along the selected links. On the other hand, it infers the quality of an
unprobed overlay link using the quality of the link in the most recent probing interval.
Our simulations show that TAP provides 50% savings in probing overhead (compared
to probing all links as in RON) while achieving 80% estimation accuracy on average.
In addition, there is a tradeoff between the estimation accuracy and the probing over-
head of TAP. That is, the estimation accuracy of TAP increases as the probing overhead
increases.
4. We designed and evaluated new core-set routing with QoS support for multisender mul-
timedia applications such as video conferencing. The protocol employs a core selection
algorithm that utilizes as many cores (routers) as necessary to satisfy the most number
of group members whose QoS requirements can be satisfied. The proposed protocol uses
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a new multicast tree construction protocol to build loop-free multicast trees rooted at
each core of the multicast group. Our simulations showed that about 70% more group
members can be served with the desired service quality compared to a recent protocol
using only one core. Our simulations have also demonstrated that the multicast tree
construction protocol does not impose much overhead on the network links and routers.
As for our future work, we plan to study the following.
1. To achieve more reliable results in modeling available bandwidth of an end-to-end path
measured over time, we should apply our methodology of verifying the two hypotheses
to equidistant empirical time series. Each empirical series corresponds to the available
bandwidth of an end-to-end path measured at equidistant times. To achieve this goal, we
will need to obtain our own available bandwidth data collected at equidistant measuring
intervals and verify our hypotheses using the new data sets.
2. We plan to incorporate the model parameters of the model we found suitable for modeling
available bandwidth of an end-to-end path into our inference algorithm to better estimate
the available bandwidth of unprobed paths without relying on the underlying network
topology. To better evaluate our non-topology-aware monitoring protocol, we plan to
conduct an experiment on a large infrastructure such as PlanetLab.
3. We also plan to investigate other variations of our non-topology-aware monitoring proto-
col. In addition, we should study a new technique to better assign to an overlay link the
probability that it is selected into a peer probe set. This is because the current technique
based on final scores of adjacent links can be biased as the network size increases.
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