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This paper gives necessary and suﬃcient conditions for a doubly periodic function p(ξ),
ξ ∈ R2 to be the squared modulus of a lowpass ﬁlter for a multiresolution analysis of
L2(R2) with respect to an expanding matrix A of determinant ±2. By transferring the
underlying spaces, R or R2, to a single binary sequence space, we are able to show that,
when det(A) = 2, every scaling function on R2 corresponds to one on R, where the dilation
is ±2. If det(A) = −2, this is no longer true. In this case, the lowpass ﬁlter for the stretched
Haar function makes an unexpected appearance.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
A. Cohen [1] and W. Lawton [11] were the ﬁrst to ﬁnd necessary and suﬃcient conditions for a trigonometric polyno-
mial p(ξ), 0 ξ  1 to be the squared modulus of a lowpass ﬁlter, that is, the Fourier generator of a scaling function for a
multiresolution analysis (MRA) with respect to the usual dyadic dilation. One necessary condition for this is the requirement
p(ξ/2) + p((ξ + 1)/2) = 1, p(0) = 1. This is often called the quadrature mirror ﬁlter (QMF) condition. The QMF condition is
part of a set of necessary and suﬃcient conditions, one version of which involves restrictions on the nature of the roots
of the polynomial p(ξ). In this paper, we study the same problem in a more general setting. We are given a 2 × 2 matrix
A with integer entries, whose eigenvalues λ satisfy |λ| > 1. Such a matrix is called an expanding matrix or a dilation. The
absolute value of the determinant is an integer 2; we consider the case when |det(A)| = 2. We let D be denote a complete
set of coset representatives for Z2/A(Z2) and refer to the elements of D as digits. A doubly periodic continuous function
satisﬁes the QMF condition relative to A if for some (then any) digit set D
p(0) =
∑
d∈D
p
(
A−1(ξ + d))= 1.
What are necessary and suﬃcient conditions for p(ξ) = |mˆ(ξ)|2 , where mˆ(ξ) is the lowpass ﬁlter for a MRA with respect to the
dilation A?
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p. 176] where they describe “scaling triplets” (Λ, A, c). Here Λ ⊂ Z2 is a lattice, A is expanding and satisﬁes A(Λ) ⊂ Λ, and
c is a ﬁnite sequence such that cˆ(ξ), the Fourier transform, satisﬁes a QMF condition. By “rank 2” they mean det(A) = 2. For
us, Λ = Z2, |cˆ(ξ)|2 = |mˆ(ξ)|2 = p(ξ) is continuous, but not necessarily polynomial. For the one-dimensional case, (Z,2, p),
the Cohen–Lawton conditions are not necessary if p(ξ) is merely assumed to be continuous. See [6] and the articles cited
there.
A special case of this problem has been the subject of some remarkable papers, beginning with Gröchenig and
Madych [5] and Lagarias and Wang, who are responsible for a series of papers, the most relevant of which is [9]. They
considered the problem of constructing a generalized Haar scaling function on R2 with respect to the matrix dilation A.
The Haar scaling function is the indicator function of a set T = T (A,D) such that
A(T ) = T ∪ (T + d) and
⋃
k∈Z2
(T + k) = R2.
Here it is assumed that translates of T by Z2 are essentially disjoint. In this case T has measure one and is called a
self-aﬃne tile. Lagarias and Wang [9] have shown that for every A such that |det(A)| = 2, there exists at least one digit
set D and a set T (A,D) that is a self-aﬃne tile. In the nontrivial cases, they employ the Cohen–Lawton theorem in a
novel way to prove that the candidate set T tiles the plane. They consider p(ξ1, ξ2) = cos2(πξ1), which as a function of
ξ1 is the squared modulus of the lowpass ﬁlter for the one-dimensional Haar function. (As a periodic function on the
unit interval [0,1], p(ξ1, ξ2) vanishes only at ξ1 = 1/2, and thus is the squared modulus of a low pass ﬁlter by one of
the Cohen–Lawton conditions.) For the “twin dragon” matrix, Gröchenig and Madych [5] and Lawton and Resnikoff [12]
independently discovered that the Cohen–Lawton theorem could be applied to the above p(ξ1, ξ2). This function turns out
to be the squared modulus of a lowpass ﬁlter for a Haar-like scaling function where the dilation is given by the twin dragon
matrix. This is not a simple consequence of the one-dimensional result since p(〈d1, ξ〉) now vanishes on the entire line
〈d1, ξ〉 = 1/2. To overcome this diﬃculty, the authors replace the domain [−1/2,1/2] × [−1/2,1/2] by a distorted square
which, nonetheless, remains a fundamental domain for the action of Z2 on R2. At ﬁrst glance, their construction might
suggest that the QMF functions for this class of dilations of R2 are distinctly different from those encountered in one
dimension. This is an illusion: in fact, there is a fundamental relation between QMF functions p(ξ) for the dilations ±2 and QMF
functions p(ξ1, ξ2) for dilations A with det(A) = ±2. To compare these functions with different domains, we do three things:
(a) We replace the unit square with a fundamental domain that depends on the dilation matrix A, namely, the tile T (A,D).
(b) We construct an invertible measure-preserving map τA between the tile T (A,D) and a one-sided binary sequence space
2Z− = {ξ− = (. . . ,ω−2,ω−1)}, endowed with (1/2,1/2) product measure. (Implicit in this statement is the fact that T (A,D)
is a self-aﬃne tile, so has measure one. This fact is due to Lagarias and Wang, as mentioned above. However, an appeal to
their method of proof, as outlined above, would introduce an obvious element of circularity in our argument. We give a
different set of proofs that do not depend on Cohen’s theorem, and in addition, give some new information on these tilings.)
(c) We extend the domain of the map τ = τA from T (A,D) to R2 = T (A,D) × Z2 to obtain
τA : T (A,D) × Z2 → 2Z.
Here 2Z = 2Z− × 2Z+ where 2Z+ = {ξ+: ξ+ = (ω0,ω1, . . .)}. For each ﬁxed pair (A,D), det(A) = ±2, there is one natural
coding procedure to accomplish this, and among all such pairs, there are exactly two distinct procedures. The ﬁrst of these
coding methods may also be applied with (A,D) = (−2,D1), where D1 = {0,1}, creating τ−2 : T (−2,D1) × Z → 2Z . The
second coding method τ2 is appropriate for the dilation +2 and deﬁnes a map τ2 : T (2,D1) × Z → 2Z .
Rather than using the tiles T (A,D) to construct scaling functions φ(x) as in [9], these sets are thus used as fundamental
domains for the periodic functions p(ξ), and to transfer the domains of the Fourier transforms φˆ(ξ), R or R2, to our binary
sequence space.
An equivalence relation ∼ between QMF functions p(ξ), ξ ∈ R2 and p˜(ξ), ξ ∈ R is established by setting p ∼ p˜ if
p(τ−1A ) = p˜(τ−12 ξ−) or p˜(τ−1−2 ξ−) for almost every ξ− ∈ 2Z− . When det(A) = 2, we may use the results of [10] to give necessary
and suﬃcient conditions for a continuous QMF function p(ξ), ξ ∈ R2 to be the squared modulus of a lowpass ﬁlter for an MRA with
respect to the dilation A in terms of the equivalent function p˜(ξ). In this sense, the two-dimensional case is reduced to one
dimension: it is not the dimension that is crucial, but rather the index of the subgroup created by the dilation.
The class of dilations with det(A) = −2 is treated in a similar fashion, with some interesting differences. The canonical
tile is the unit square, but there are scaling functions with ﬁlters that do not arise from one-dimensional lowpass ﬁlters.
Transplanting the domains R and R2 to a common domain 2Z has a crucial advantage: we can interpret the function
p(τ−1A ξ−) (or p˜(τ2ξ−)) as a Markov transition function on the state space 2Z− with path space 2Z . The basic question
concerning the original functions has a succinct answer in terms of the invariant measures associated with these Markov
transition operators. This is the principal content of [6]. In addition to the references quoted above, the present work is
based, in part, on the paper of Kátai and Szabó [8] on canonical number systems. Finally, we would like to express our
gratitude to Professor Richard Bumby for his “quadratic form”; it makes a crucial appearance below.
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In this section, we catalog the deﬁnitions and notation that we will use in what follows. Our main concerns are with the
one- and two-dimensional cases, but it is useful to state the essentials for arbitrary dimension.
Let Mn(Z) be the class of n×n matrices with integer entries. We say that A ∈ Mn(Z) is expanding if all of the eigenvalues
λ satisfy |λ| > 1, in which case we refer to A as a dilation. Given a dilation A, let D be a complete set of coset representatives
for Zn/A(Zn). We shall assume that D, called the digit set, contains the zero vector. It is a fact (see below) that the order of
D is equal to q := |det(A)|.
Self-aﬃne tiles and number systems
Given a dilation A, and a digit set D, we deﬁne
T = T (A,D) :=
{
x: x =
∞∑
j=1
A− jd j, d j ∈D, j  1
}
⊂ Rn. (1)
A set of the form (1) is compact, with nonempty interior. We say that T is a self-aﬃne tile if∫
Rn
χT (x)χT (x− k)dx = 0 for all k ∈ Zn (2)
and ∑
k∈Zn
χT (x− k) = 1 for a.e. x. (3)
Here χT is the indicator function of the set T . The term self-aﬃne tile is derived from the fact that
χA(T )(x) =
q−1∑
j=0
χT (x− d j)
almost everywhere. The d j-translates of T are disjoint, regardless of whether T is a self-aﬃne tile (see Theorem 2 below).
That D consists of |det(A)| vectors follows if we integrate the last equation.
We let P denote the set of all k ∈ Zn that can be written as a ﬁnite sum of the form
k =
N(k)∑
j=0
A jd j (4)
with d j ∈D, j  0. The pair (A,D) is called a number system if P = Zn . In this case, A is said to be the radix of the system.
If the digit set consists of all nonnegative multiples, m = 0,1, . . . , (q− 1), of a single coordinate unit vector e j the system is
called canonical.
Scaling functions and lowpass ﬁlters
A scaling function for a multiresolution analysis of L2(Rn) with respect to a dilation A is a function φ ∈ L2 such that
(a) φ(x) =
∑
j∈Zn
c jφ(Ax− j), for some sequence (c j) ∈ l2
(
R
n);
(b)
∫
Rn
φ(x)φ(x− j)dx = δ0 j, j ∈ Zn; (5)
(c) If V0 is the subspace spanned by the translates φ(x− j), j ∈ Zn , we assume that the sequence of subspaces
V j = { f : f (A− j x) ∈ V0}, j ∈ Z satisﬁes ⋃ j∈Z V j is dense in L2(Rn).
It follows from (c) that
⋂
j∈Z V j = 0, the zero function. For this, see Madych [14, Proposition 1, Corollaries 2 and 3, p. 266].
Notice that if T = T (A,D) is a self-aﬃne tile, the function χT is a scaling function: the self-aﬃne condition may be
written as χT (x) =∑q−1j=0 χT (Ax− d j) a.e. x ∈ Rn .
Conditions (a), (b) and (c) have Fourier transform equivalents, namely
(aˆ)
∣∣φˆ(ξ)∣∣2 = ∣∣mˆ((A∗)−1ξ)∣∣2∣∣φˆ((A∗)−1ξ)∣∣2;
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∑
j∈Zn
∣∣φˆ(ξ − j)∣∣2 = 1 for a.e. ξ ∈ Rn/Zn; (6)
(cˆ) lim
j→∞
∣∣φˆ((A∗)− jξ)∣∣= 1 for a.e. ξ ∈ Rn.
Given that V0 is the subspace spanned by the translates φ(x − j), j ∈ Zn , condition (cˆ) together with (aˆ) are equivalent
to (c) (Madych [14, op. cit.]; also see Hernández and Weiss [7, p. 45, Theorem 1.6 and p. 382, Theorem 5.2]).
Finally, we note that each of the above conditions pertain to squared moduli of the functions mˆ(ξ) and φˆ(ξ). It follows
from (aˆ) and (bˆ) that |mˆ(ξ)|2 satisﬁes a QMF condition of the form
q−1∑
j=0
∣∣mˆ((A∗)−1(ξ + d j))∣∣2 = mˆ(0) = 1
where the vectors d0, . . . ,dq−1 constitute a complete digit set for A∗ . Conversely, given any function p(ξ) that satisﬁes the
condition
q−1∑
j=0
p
(
(A∗)−1(ξ + d j)
)= p(0) = 1
and a function |φˆ(ξ)|2 so that the pair satisﬁes (aˆ) and (bˆ), there is a function mˆ(ξ) such that p(ξ) = |mˆ(ξ)|2. The prob-
lem of ﬁnding a square root that is a trigonometric polynomial when p(ξ) is a trigonometric polynomial is discussed in
Daubechies [4]. A general procedure for taking square roots in this situation is described by The Wutam Consortium [17]. As
in the one-dimensional case, these square roots are never unique, but they always exist. Consequently, we always concern
ourselves, in this paper, with a function p(ξ) that satisﬁes a QMF condition, and seek conditions on this function so that
the requirements (aˆ), (bˆ) and (cˆ) are met.
3. Some facts about self-aﬃne tiles and number systems
A cornerstone of our approach is a theorem of Kátai and Szabó, who provided a method for obtaining representations
for the Gaussian integers Z2. For reference and comparison, we quote their theorem here:
Theorem 0. (See Kátai and Szabó [8].) Let A ∈ M2(Z) be a dilation of the form A =
( p −q
q p
)
. Then A is the radix for a canonical number
system if and only if p < 0 and q = ±1.
Kátai and Szabó [8] view the action of the matrix A j on the basic vector 1 = (1,0)′ as a complex multiplication
A j1 = (p + iq) j(1 + i0), and utilize complex arithmetic in an effective way to prove their theorem. The following version
appears to be more general, but in fact, is simply a distillation of their ideas without the complex arithmetic.
Theorem 1. Let A ∈ Mn(Z) be a dilation. Suppose that a canonical digit setD is given;we suppose that the vector 1 is the unit vector
deﬁningD. Let P′ be the set of all integer vectors in Zn that have an expression as a ﬁnite sum of the form∑
0
A jα j1 (7)
for some nonnegative integers α j , j  0. Suppose that the 2n unit vectors belong to P′ . Furthermore, suppose that the vector q1 ,
q = |det(A)| belongs to P′ ,∑1 A jd′j1 = q1 for some digit vectors d′j1 , j  1 and, furthermore, that∑1 d′j = q. Then (A,D) is a
canonical number system.
Remark. If q1 =∑0 A jd′j1, then d′0 = 0 since q1 is equal to the zero vector (mod A).
Proof. Given z0 ∈ Zn , choose a ﬁnite set of nonnegative integers α j , j  0 such that z0 =∑0 A jα j1. That such a represen-
tation exists follows from that each of the coordinate vectors belong to P′ . Let s0 :=∑0 α j .
Step 0. If α01 /∈ D (i.e. α0  q), we apply the Euclidean algorithm: α0 = α∗0 + mq where m  0 is an integer and
0 α∗0 < q. Then α∗01 ∈D, and
z0 = α∗01 +m
∑
1
(
A jd′j1
)+∑
1
A jα j1
= α∗01 +
∑
A jα∗j 1
1
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∑
0 d
′
j1 has the two representations∑
0 A
jd′j1 and
∑
0 d
′
j1. Now, since
∑
0 d
′
j = q, we have
s0 =
∑
0
α j = α∗0 +mq +
∑
1
α∗j −m
∑
1
d′j =
∑
0
α∗j .
In other words, we can select a (possibly different) ﬁnite set α0,α1, . . . of nonnegative integers, such that z0 =∑0 A jα j1
and α01 ∈D, without affecting the value of s0.
Step k, k  1. We have α01, . . . ,αk−11 ∈ D. Apply the procedure above with zk in the role of z0, where zk satisﬁes
zk−1 = αk−11 + Azk . We obtain a ﬁnite set 0  αk,αk+1, . . . , with zk = αk1 + Aαk+11 + · · ·, where αk1 ∈D and sk :=∑
k α j  sk−1.
The nonnegative, nonincreasing sequence of integers {sk}k0 must converge, say |sk − sk−1| = αk = 0 for k  N . This
implies zk = Azk+1, k  N or, equivalently, zN+k = A−kzN , k  0. By the spectral radius theorem, zN+k = A−kzN → 0 as
k → +∞. Let N ′ := min{k: zk = 0}. Then zN ′−1 = αN ′−11 ∈D and z0 is expressed as the ﬁnite sum ∑N ′−10 A jα j1, where
0 α0, . . . ,αN ′−1 < q.
The representation is unique: Suppose that z has the two representations z =∑0 A jd j =∑0 A jd¯ j . Then we can write
d0 − d¯0 + A(∑0 A jd j+1 −∑0 A jd¯ j) = d0 − d¯0 + Az¯ = 0. Therefore, d0 − d¯0 = 0 (mod A). Since both d0 and d¯0 were selected
from the digit set D, we conclude that they are equal. We can continue this procedure for a ﬁnite number of steps to
conclude that d j ≡ d¯ j for all j  0. 
Remarks. The hypothesis that the vector q1 has two distinct representations, q1 = ∑0 d′j1 = ∑0 A jd′j1 may seem
strange. However, as Kátai and Szabó show in their paper [8], this hypothesis is satisﬁed for the matrices corresponding
to multiplication by powers of the complex number p ± i, provided p ∈ Z, p < 0. We shall exhibit other matrices that
satisfy their condition, and radix matrices that do not satisfy their condition.
The following basic fact about sets of the form (4) may be found in many places (Gröchenig and Madych [5, Theorem 2],
Lagarias and Wang [9, Theorem 1.1]). We state it in a simpliﬁed form, without proof.
Theorem 2. Suppose that (A,D) is used to form a set T as in (1). The translates of the interior T o of T by integers k ∈ Zn of the form∑N(k)
j=0 A
jd j are disjoint and the boundaries of these translates have Lebesgue measure zero. Thus, if A is the radix of a number system
with digit setD, then T is a self-aﬃne tile.
Theorem 3. Suppose that T = T (A,D) is a self-aﬃne tile of Rn constructed from the pair A, D, and that 0 ∈ T o. Then (A,D) is a
number system for Zn. Conversely, suppose (A,D) is a number system. Then the origin 0 is an interior point of the tile T (A,D).
Remarks. The ﬁrst statement was taken from E. Curry’s thesis [3]. The proof to be given is slightly different from the one
given there. The second statement has not, to our knowledge, appeared before.
Proof. Suppose that 0 ∈ T o . If A is not a radix, the fact that T tiles Rn implies that we can choose x ∈ Rn such that
x = d0 + Ad1 + · · · + ANdN + t for any d0, . . . ,dN ∈D, t ∈ T and N  0. By the spectral radius theorem, limk→+∞ A−kx = 0.
Since 0 ∈ T o , we can choose a positive integer M and a sequence d1,d2, . . . , such that A−Mx ∈ T and A−Mx =∑∞1 A− jd j .
Multiply by AM to obtain x = d−M + · · · + AMd−1 + t where t ∈ T , a contradiction.
Now suppose that A is a radix. Let B ⊂ Rn be an open ball containing 0. Fix N > 0 such that each x in B has a
representation d0 + Ad1 + · · · + AN−1dN−1 + t , where t ∈ T . Such N exists since B is covered by a ﬁnite union of integer
translates of T . Then A−Nx ∈ T for each x ∈ B . Hence T contains a neighborhood of zero, namely A−N B . 
We will use the following theorem about scaling functions in the special case when the scaling function is the indicator
of a self-aﬃne tile.
Theorem 4. Suppose that A is an expanding matrix, and mˆ(ξ) is a lowpass ﬁlter for a scaling function φˆ(ξ) as deﬁned in (aˆ), (bˆ)
and (cˆ) above. Then mˆ(ξ) is also a lowpass ﬁlter for another scaling function φˆ−(x) deﬁned using the dilation −A.
Proof. The Fourier transform,
∣∣φˆ(ξ)∣∣2 = ∞∏
j=1
∣∣mˆ((A∗)− jξ)∣∣2 = ∞∏
j=1
∣∣mˆ((−A∗)− jξ)∣∣2 = ∣∣φˆ−(ξ)∣∣2.
Here we have used the fact that, if j = 2k − 1, mˆ((A∗)− jξ) = mˆ((−A∗)− jξ) since the coeﬃcients mj are real-valued. When
j = 2k, mˆ((A∗)− jξ) = mˆ((−A∗)− jξ). If φ is a scaling function, φˆ must satisfy the Fourier conditions (aˆ)–(cˆ); therefore φ−
(and φˆ−) must satisfy these conditions also. 
54 R.F. Gundy, A.L. Jonsson / Appl. Comput. Harmon. Anal. 29 (2010) 49–624. Matrix dilations of determinant two inR2
Lagarias and Wang [9] have classiﬁed all expanding matrices in R2, up to integral similarity by a unimodular matrix
U ∈ M2(Z). The following is their list: if det(A) = −2,
A ∼ C1 =
(
0 2
1 0
)
(8)
is the canonical representative of the class. We will identify the class with its canonical representative in what follows.
If det(A) = 2 there are four classes, deﬁned by canonical representatives:
C2 =
(
0 2
−1 0
)
, ±C3 = ±
(
1 1
−1 1
)
, ±C4 = ±
(
0 2
−1 1
)
. (9)
We will give another proof of Lagarias and Wang’s theorem, to the effect that, in each of these cases, a digit set D exists
such that the set T (A,D) is a tile. This alternative proof does not appeal to Cohen’s theorem in cases C3 and C4, and gives
some more information on the structure of the tiles. This additional information is used in the proof of the principal result.
The following theorem summarizes our results.
Theorem5. For no choice ofD is (C1,D) a number system. Thematrices C2 ,−C3 ,±C4 all generate number systemswith the canonical
digit setD1 = {0, 1}. The pair (+C3,D1) generates a self-aﬃne tile T (+C3,D1), but for no digit setD is (+C3,D) a number system.
Proof. The proof of this theorem requires an extended discussion of the various cases. We have divided this discussion into
sections, labeled 1 through 4.
1. The class C1, where det(A) = −2 is the simplest of the ﬁve. By similarity, it suﬃces to consider the case (C1,D1).
The set T (C1,D1) is a self-aﬃne tile. This set is the unit square because C1 acts on the coordinate vectors without mixing:
C11 = 2, and C12 = 21. Thus
∞∑
j=1
C−2 j1 d
′
2 j1 =
∞∑
j=1
2− jd′2 j1, and
∞∑
j=1
C−(2 j+1)1 d
′
2 j+11 =
∞∑
j=1
2− jd′2 j+11.
That is, the even powers
∑∞
j=1 C
−2 j
1 d2 j = {x: x = α1, 0 α  1}, and the odd powers give the set {y: y = β2, 0 β  1}.
Lagarias and Wang describe all possible digit sets D such that T (C1,D) is a self-aﬃne tile; the set D = {0, (a,b)} where
(a,b) ∈ Z2 with a2−2b2 = 1. In fact, the class C1 is separable (see Cohen and Daubechies [2, pp. 93–94]), and from our point
of view, an exceptional case. (See Theorem 6.) There is no pair (C1,D) such that C1 is a radix for a number system for its
existence would imply, by similarity, that (C1,D1) generates a number system. This possibility is excluded by considering
the one-dimensional case.
2. Case C2 is slightly more interesting because the pair (C2,D1), with D1 = {0, 1}, is a canonical number system. To see
this, observe that C21 = −2 and C221 + 1 = −1. Also we have C321 + C21 = 2, and ﬁnally, C421 + C221 = 21. All the
conditions of Theorem 1 are met, so we may conclude that (C2,D1) is, indeed, the basis for a canonical number system. By
Theorem 2, we also see that T (C2,D1) is a self-aﬃne tile.
In the subsequent paragraphs, we will use the following binary code to describe expressions of the form (7) in Theorem 1.
For the pair (C2,D1) we have just shown 1  (1); −1  (1,0,1); 2  (0,1,0,1), −2  (0,1). Finally, the determinant
condition is satisﬁed: 21  (0,1,0,1).
3. Case C3 consists of two separate cases, depending on the sign attached to the matrix. When the sign is negative
(−C3 =
(−1 −1
1 −1
)
), the matrix is one of the cases discussed by Kátai and Szabó. By Theorem 1, (−C3,D1) is the basis for
a canonical number system. The codes are as follows: 1  (1); −1  (1,0,1,1,1); 2  (1,1); −2  (1,1,1); and the
determinant condition: 21  (0,0,1,1). Since we have a number system, we also know that T (−C3,D1) is a self-aﬃne
tile. This tile is one version of the “twin dragon”, containing the origin as an interior point. The matrix +C3 =
( 1 1
−1 1
)
,
together with the digit set D1, generates another “twin dragon” (Fig. 1). In this case, the origin is a boundary point of
T (+C3,D1). (To prove that T (±C3,D1) are self-aﬃne tiles, Gröchenig and Madych [5] used a two-dimensional version of
Cohen’s theorem. A diagram, consisting of a rotated square with four distorted corners, illustrating the “Cohen set”. This
picture appears in many places. See, for example, Cohen and Daubechies [2, Fig. 7, p. 93] and Wojtaszczyk [16, Fig. 5.5,
p. 131]. Lagarias and Wang [9] use Cohen’s theorem in the same manner for their discussion of case C4.) This case is
interesting because +C3 is not a radix for a number system; nevertheless, we may appeal to Theorem 4 to verify that
T (+C3,D1) is a self-aﬃne tile: the lowpass ﬁlter for both matrices ±C3 is the following: mˆ(ξ) = 1 + exp(2π i〈ξ, 1〉). The
squared modulus |mˆ(±(C∗3)− jξ)|2 = cos2(π〈±(C∗3)− jξ, 1〉). Finally, we note that each pair (±C3,D1) is integrally similar to
its adjoint pair (±C∗3,D1) by the matrix
U =
(
0 1
1 0
)
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−1 1
)
, A−1 = ( 1/2 −1/2
1/2 1/2
)
, T (+C3, D1) =∑ j=1 A− jd j =∑ j=1( 1+i2 ) jd j .
and therefore, the adjoint pairs satisfy the same tiling/number system properties. We will have more to say about this case
in the next section.
4. The cases ±C4 = ±
( 0 2
−1 1
)
are radices for number systems. The pair (−C4,D1), where D1 is the canonical digit
set {0, 1}, is a number system. This pair satisﬁes the conditions of Theorem 1: 1  (1); −1  (1,1,1); 2  (0,1);
−2  (0,1,1,1). The determinant condition is also satisﬁed since 21  (0,1,0,1). In passing, we note that −C∗4 =
( 0 1
−2 −1
)
together with the canonical digit set D1 = {0, 1}, is not a number system. However, if we replace D1 by D2 = {0, 2}, the
pair (−C∗4,D2) is a number system with codes 2  (1); −2  (1,1,1); 1  (1,1); −1  (1,0,1) and 22  (0,1,0,1).
This is due to the fact that −C∗4 = U−1(C4)U where U is the unimodular matrix
U =
(
1 1
1 0
)
.
The case +C4 is somewhat different. The pair (C4,D1) is a number system, but the determinant condition of Theorem 1
is not met. In fact, 22  (0,1,1,1,0,1). To prove that (C4,D1) is a number system, we construct a norm with the property
that C4 expands (the length) of every vector by
√
2. Notice that this is not true, using the usual norm, since +C41 = 2.
Lagarias and Wang [9] employ this device, using a norm construction they attribute to Lind [13]. Their norm involves
computing an inﬁnite series whose kth term is a weighted kth power of the matrix in question. This is not convenient in
our case; instead, we resort to a beautiful construction that a colleague, Professor Richard Bumby, showed us.
The procedure is as follows: The norm ‖.‖ to be constructed has the property that ‖+C−14 x‖2 = 2−1‖x‖2. To prove that
a given integer z0 ∈ Z2 has a radix expansion, we apply the Euclidean algorithm to write z0 = +C4(z1) + d, where d ∈D1.
This leads to the estimate
‖z1‖ =
∥∥C−14 (z0 − d)∥∥ ∥∥C−14 z0∥∥+ ∥∥C−14 d∥∥
= [1+ ∥∥C−14 d∥∥/∥∥C−14 z0∥∥]∥∥C−14 z0∥∥

{[
1+ ∥∥C−14 1∥∥/∥∥C−14 z0∥∥](2−1/2)}‖z0‖. (10)
If the factor in brackets is strictly less than one, the norm of z1 is strictly less than the norm of z0. We iterate this procedure
to obtain a sequence {zk}k0 that decreases in magnitude as long as 1+ ‖C−14 1‖/‖C−14 zk‖ <
√
2. This means that there is
a ball Bρ of radius ρ > 0 such that zk ∈ Bρ for large k. To show that the sequence does converge to zero, we check that
each z ∈ Bρ has a radix expansion. If this is so, both pairs, (+C4,D1), and (+C∗4,D2), are number systems since they are
integrally similar by the matrix U displayed above. As it turns out, the simplest estimate for the critical radius ρ gives
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.
ρ  2
√
3. It suﬃces to check twenty ﬁve points, the integer pairs (z1, z2) where (−2  zi  2), i = 1,2. Each of these
twenty ﬁve points has a +C4 radix expansion. The codes for these integers are on ﬁle with the authors and are available on
request. 
Remark. Fig. 2 shows that the origin is in the interior of the tile T (+C4, D1), as it must be by Theorem 3. The ﬁgure, along
with Theorem 3, gives graphic indication that (C4,D1) is a number system.
5. R. Bumby’s quadratic form
Consider a two-by-two expanding matrix A with eigenvalues λ± = a ± ib. We write A = aI + b J , where the matrix
J satisﬁes J2 = −I . To deﬁne J , write A − aI = b J . Notice that since A has real entries, tr(A) = 2a, tr(A − aI) = 0 and
det(A − aI) = b2. With J := b−1(A − aI), we can apply the Cayley–Hamilton theorem. The matrix-valued characteristic
polynomial for J gives J2 + tr( J ) + det( J )I = 0, or J2 = −I . With these considerations, we deﬁne the quadratic form x′Q x,
where Q is the positive deﬁnite matrix Q = I + J∗ J . We have the relations J∗(I + J∗ J ) J = J∗Q J = Q . Using this, we can
easily see that (Ax)′Q (Ax) = (a2+b2)(x′Q x). That is, Q deﬁnes a norm with respect to which A is a rotation and expansion.
(Professor Bumby has promised a note with more details on the genesis of this construction, to appear elsewhere.)
6. The estimates for +C4
The eigenvalues for +C4 are λ± = (1± i
√
7)/2. Therefore, we have the following matrices:
+C4 − 2−1 I =
(− 12 2
−1 12
)
with det
(
C4 − 2−1 I
)= 7
4
;
J = 2√
(− 12 2
1
)
= √7
(− 17 47
2 1
)
.7 −1 2 − 7 7
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Therefore,
Q := I + J∗ J =
( 12
7 − 67
− 67 247
)
.
Let ‖.‖ denote the norm induced by Q . We compute ρ > 0 such that
1+ ∥∥C−14 1∥∥/∥∥C−14 z∥∥< √2
if ‖z‖  ρ . See the discussion following the estimate in (10) in Section 4. Since 1.4 < √2, we can estimate the smallest
z such that (‖+C−14 1‖/‖+C−14 z‖)2  .16. A simpler estimate is (‖+C−14 1‖/‖+C−14 z‖)2  17 < .16. We have ‖+C−14 1‖2 =
2−1‖1‖2 = 67 , and therefore, we have 6 ‖+C−14 z‖2 = 2−1‖z‖2, which means that we have to check all the lattice points
in the ball of radius ρ = 2√3. As noted above, there are twenty ﬁve points in this ball, and they all have radix expansions.
7. The twin dragon and the unit interval
The pair (+C3,D1) is the single exceptional case in the above list in that the pair generates a self-aﬃne tile but does
not generate a number system. From our perspective, the simplest way to verify the tiling property for this matrix is
through Theorem 4. The pair (−C3,D1) generates a number system, so that T (−C3,D1) is a self-aﬃne tile. Theorem 4 then
implies that (+C3,D1) generates a self-aﬃne tile. As Lagarias and Wang [9] remark in their discussion of this case, the only
possibilities for tiling digit sets are {0,±1} and {0,±2} and none of these provide number system digits with +C3. Fig. 2
shows the tile, T (+C4,D1). Fig. 3 shows T (+C3,D1) as the disjoint union C−13 T (+C3,D1) ∪ (C−13 T (+C3,D1) + 1) of sets
of measure 1/2.
It is instructive to compare the twin dragon tile T (+C3,D1) with T (2,D1), the unit interval {x: 0 x 1}, viewed as a
tile with the one-dimensional dilation 2 and digit set D1 = {0,1}. Neither (2,D1) nor (+C3,D1) generate number systems,
but both pairs (−2,D1) and (−C3,D1) do so, by Theorem 1. This is the ﬁrst similarity of note between (+C3,D1) and
(2,D1). It is also worth noting that the tiles T (+C3,D1) and T (2,D1) have in common the property that they each contain
exactly two lattice boundary points. The unit interval T (2,D1) contains the points 0 and 1, while T (+C3,D1) contains the
points 0 = (0,0) and 2 = (0,1), represented by the series (1) with d j = 1, j −1. This will be important in the following
paragraph, where we describe a coding procedure that maps the spaces Z and Z2 into a space of binary sequences. This
code is generated by the pair (2,D1) on the one hand, and by (+C3,D1) on the other.
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Ref. [6] is devoted to a description of all continuous periodic functions p(ξ), such that p(ξ) = |mˆ(ξ)|2, where mˆ(ξ) is
the lowpass ﬁlter for a scaling function φ(x) with dilation 2. A key element for this description is a binary coding of the
integers Z, positive and negative, into the space 2Z+ = {ω: ω = (ω0,ω1, . . .)} where ωi = 0 or 1. (One such coding, is dis-
cussed in Section 7 of [6]. There, each nonzero integer has a unique representation, while zero has two representations: the
zero sequence and the sequence that is identically one. This representation is a variation on the one’s complement repre-
sentation. A slightly different version of this coding procedure, one that assigns a unique representation to all integers, will
be described here.) We let each nonnegative integer z be represented by its binary expansion with coeﬃcients ω0,ω1, . . . ,
then identify it with the inﬁnite sequence z  (ω0,ω1, . . . ,0,0, . . .). Each negative integer is associated with its “two’s com-
plement”, as follows: the integer −1 is represented by the sequence (1,1, . . .), with coordinates ω j ≡ 1, j  0. The integer
−2 is represented by the shifted sequence for −1, that is, −2  (0,1,1, . . .) and the powers (−2)n  (0,0, . . . ,1n,1, . . .),
n  0. For n  2 and 2n−1 < |z| < 2n , write z = (−2)n + z′ where 1  z′  2n−1 − 1. The binary expansion of the “two’s
complement” z′ =∑n−20 ω j2 j where at least one coordinate ω j = 0; we set z  (ω0, . . . ,ωn−2,0,1,1, . . .). In summary, the
nonnegative integers are mapped into sequences that terminate in zeros, and the negative integers, into sequences that
terminate in ones.
The representation of Z, just described, corresponds to an interpretation of the binary expansion of an integer (via the
Euclidean algorithm) as a special case of an iterated function system (IFS), consisting of two mappings, rules of composition,
and two “seed vectors”. For Z, the system consists of the two mappings, multiplication by 2, and translation (addition) by +1,
and the two seed vectors, ±1. The set Z\{0} is generated by applying a ﬁnite sequence of compositions of these two maps
to the seed vectors, subject to the following rules: (a) The initial map, applied to the seed vector +1, must be multiplication
by 2n , n 0. (b) Multiplications may be composed without restriction. (c) A translation must be preceded, and followed by
a multiplication by 2n , n  1. With these rules, we construct the positive integers by operating on the seed vector 1; the
negative integers are constructed by operating on the seed −1. The integer 0 is excluded by these rules since it is the
unique vector that is invariant under the initial (multiplication) map. The rules are possibly ambiguous at the initial step if
the seed is +1. In that case, translation by +1 has the same effect as multiplication by 2. However, rule (c) requires us to
consider the map +1 → 2 as a multiplication since a translation must be bracketed by multiplications by 2m and 2n where
m,n 1. The integer +2 = 2 · (+1) and −1 = 2 · (−1) + 1, according to rule (c).
The map of Z into 2Z+ is accomplished by carrying this iterated function system to the space 2Z+ , identifying mul-
tiplication by 2 with the right-shift θ−1 on the sequence space 2Z+ . The integer +1 is represented by the sequence
ω1 = (1,0,0, . . .), and translation by +1 is identiﬁed with coordinate-wise addition, mod (2) by the sequence ω1. (No-
tice that the issue of carrying does not come up: by rules (a) and (c), the map ω1(ω) = ω1 + ω can never be applied
if ω = (1, . . .).) If we follow these conventions, the seed vector −1 = 2(−1) + 1 = 22(−1) + 2 + 1 = · · · must be repre-
sented by the sequence ω−1 = (1,1, . . .) = θ−1(ω−1) + ω1. We now have an identiﬁcation of the original IFS with the IFS
consisting of maps θ−1, (ω−1 + ·) acting on the seed vectors ω1,ω−1. To complete the picture, the zero vector is iden-
tiﬁed with the zero sequence in 2Z+ . Given the representation of an integer z in 2Z+ , we can reconstruct the sequence
of mappings by reading the representation in reverse order: For example, ω = (. . . ,0,1m,0, . . . ,0,1m+n,1,1, . . .) indicates
that the ﬁrst map was θ−n , followed by the translation ω1, followed by θ−m , operating on ω−1 in succession. That is,
ω−1 = (1,1, . . .) → θ−m ◦ω1 ◦ θ−n(ω−1), or
ω−1 → (0, . . . ,0,1n,1, . . .) → (1,0,0, . . . ,1n,1, . . .) → (0,0, . . . ,1m,0, . . . ,1m+n,1, . . .).
We encounter a similar situation with the pair (+C3,D1). The set P (= P(C3)) of integers z ∈ Z2 that have (+C3,D1)
representations of the form (4) is an inﬁnite proper subset of Z2. That is, they are obtained from an IFS generated by the
action of +C3 and translation by 1, with +C3 acting on the seed vectors 1, and −2 according to the rules described
above. The complement Pc is entirely analogous to the negative integers: the vectors belonging to Pc are generated by the
system acting on a seed vector −2. Furthermore, the seed vector −2 with (+C3,D1) satisﬁes the “minus one” equation:
−2 = C3(−2) + 1. In fact, the entire set of nonzero integers z ∈ Z may be divided into two intertwined spirals, one
containing P and the other containing its complement Pc , with each spiral spinning out from a single seed vector, 1 for P,
and −2 for Pc . (For a proof of this fact, we note that −2 is the unique periodic element for the Euclidean algorithm, as
shown above. By the argument given in Section 6 for C4 there are only a ﬁnite number of periodic points for +C3, and these
must lie inside the ball of radius
√
2 + 1. A check of these cases reveals only 2.) Consequently, we may represent both Z
and Z2 on the binary sequence space by means of the just described IFS, by identifying +C3 with the right shift θ−1, and
translation by 1 with the dyadic translation ω1. This is what we call the “two’s complement representation” for Z2.
9. Scaling functions and lowpass ﬁlters with dilations from M2(Z) with determinant ±2
We shall consider continuous, doubly periodic functions p(ξ), ξ ∈ R2/Z2 that satisfy a quadrature mirror ﬁlter condition
(QMF) with respect to a dilation A. That is,
p(0) =
∑
p
(
A−1(ξ + d))= 1, 0 p(ξ) 1d∈D
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shall also refer to the one-dimensional case where A = ±2 and the digit set D1 = {0,1}. In this case, p(ξ) is a function on
R/Z. If we are given a lowpass ﬁlter mˆ(ξ), with respect to a dilation A then the function p(ξ) = |mˆ(ξ)|2 is a QMF function.
The converse is not true, in general; indeed, the basic problem is as follows: ﬁnd conditions under which a given QMF function
has some square-root that is a lowpass ﬁlter. Formally, the solution consists of deﬁning the function
∣∣φˆ(ξ)∣∣2 := ∞∏
j=1
p
(
(A∗)− jξ
)
, (11)
and checking the conditions (aˆ), (bˆ), (cˆ) from Section 2. The basic idea from [6] is to interpret (bˆ) and (cˆ) in probabilistic
terms: The function p(ξ) is viewed as the transition probability for a discrete random process, moving along the tile T (A,D)
in some irregular way from an initial point ξ . The conditions (bˆ) and (cˆ) on the function |φˆ(ξ)|2 mean that, for almost all
initial points, the paths tend to the origin. (The condition (aˆ) follows from the deﬁnition (11).) To make these suggestions
rigorous, we must create a universal probability space that is independent of the underlying space (R or R2) and the speciﬁc
dilation structure (A,D).
10. Some probability considerations
We need to introduce some additional notation, taken from [6]. We distinguish two binary sequence spaces, the state
space and the path space. The state space is the set
2Z− = {ξ−: ξ− = (. . . ,ω−2,ω−1), ωi = 0 or 1}.
The path space is the set of two-sided binary sequences
2Z = {ω: ω = (. . . ,ω−1,ω0,ω1, . . .)}.
Let us summarize the probabilistic point of view taken from [6] where we considered the one-dimensional case exclusively.
A function f (ξ) deﬁned on the unit interval may be lifted to the state space 2Z− by the map sending the unit interval into
the state space via the usual binary expansion of points ξ → ξ− ∈ 2Z− . The unit interval and the state space are isomorphic
in the sense that this map induces an invertible measure-preserving point transformation between the probability spaces
(T (2,D1),dx) = ([0,1],dx) and (2Z− ,∏dωi), the inverse map being deﬁned almost everywhere with respect to ∏dωi .
(Here, dωi indicates the discrete measure (1/2,1/2) on the sets {ξ−: ωi = 0,1}) The exceptional set of sequences, where
the inverse is not well-deﬁned, is countable, and therefore, of measure zero. Similar uniqueness considerations apply to a
self-aﬃne tile T (A,D) if |det(A)| 2. This fact is stated as a lemma.
Lemma 1. Let A ∈ Mn(Z) be a dilation. Suppose that T = T (A,D) is a self-aﬃne tile. With respect to Lebesgue measure, the expansion
(1) is unique for almost every ξ ∈ T (A,D).
Proof. Let ξ ∈ T and suppose that ξ has two expansions, ξ =∑1 A−kdk =∑1 A−kd′k . Deﬁne N := min{k: dk = d′k} and let
M =∑N−11 A−kdk if N  2. If N = 1, let M = 0. Then ξ ∈ (A−N T + M + A−NdN ) ∩ (A−N T + M + A−Nd′N ), a set of Lebesgue
measure zero. (To see this, translate by −M and dilate by AN .) Therefore, the set of all ξ that have at least two expansions
is contained in a countable union of sets of Lebesgue measure zero. 
In [6] we have characterized all continuous QMF functions that arise as the squared modulus of a lowpass ﬁlter for
some scaling function with respect to the dilation +2; however, the same characterization will apply to all dilations with
det(A) = ±2. The outline of our argument for this case is as follows:
We transfer the function p(ξ) to the state space 2Z− , as indicated above. The ‘new’ function p(ξ) is deﬁned for almost
every ξ− ∈ 2Z− , with respect to the measure ∏dωi . The Fourier conditions (aˆ), (bˆ) and (cˆ) can be interpreted in the
path and state spaces. We embed the space R or R2 into 2Z , the path space, by coding the integers into the space 2Z+ =
{ξ+: ξ+ = (ω0,ω1, . . .)}. That is, we can write 2Z = {ω: ω = (ξ−(ω), ξ+(ω))}. This coding can be implemented using
the two’s complement code described above if the dilation is a matrix in the class (2,D1) or (+C3,D1). If the dilation
is a radix for a number system, we use the number system coding; this is the case for matrices belonging to one of
the classes (−2,D1), (C2,D2), (−C3,D1), or (±C4,D1). The second element in the transfer process from R or R2 to
2Z is the identiﬁcation of the action of multiplication by A−1 on the tile T (A,D) with the left shift on 2Z− : θ(. . . ,ω−2,ω−1) =
(. . . ,ω−3,ω−2). When θ is lifted to the path space 2Z , it will be designated as Θ , and its inverse, the right-shift: 2Z → 2Z
as Θ−1. The periodicity of the function p(ξ), ξ ∈ R or R2 is expressed on the path space as p(ξ−(ω), ξ+(ω)) = p(ξ−(ω)).
The QMF condition becomes∑
p
(
ξ−
(
Θ−1ω′
))= 1
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transition probability, and deﬁne
∣∣φˆ(ω)∣∣2 := ∞∏
j=1
p
(
ξ−
(
Θ− jω
))
so that∣∣φˆ(ω)∣∣2 = p(ξ−(Θ−1ω))∣∣φˆ(ξ−(Θ−1ω))∣∣2.
This is a transcription of condition (aˆ). The inﬁnite product
Pr
(
ξ+(ω)
∥∥ξ−(ω)) := ∞∏
j=1
p
(
ξ−
(
Θ− jω
))
represents the conditional probability, given ξ−0 (ω) = ξ−(ω), that the Markov process ξ−j (ω) = ξ−(Θ− jω), j  0, follows
the path ω as j → ∞. When (ξ−(ω), ξ+(ω)) represents a point ξ ∈ R, then we will write |φˆ(ω)|2 = |φˆ(ξ)|2. The condition
(aˆ) has the indicated interpretation for the transferred p(ξ−(ω)) and |φˆ(ω)|2, and (bˆ), (cˆ) carry over for ω ∈ 2Z with respect
to the measure
∏
dωi on 2Z− , the replacement for Lebesgue measure on the tile T (A,D). That is, if we let ξ+(− j) be the
sequence representing − j, then∑
j∈Z
∣∣φˆ((ξ−0 , ξ+(− j)))∣∣2 = 1
for almost every ξ−0 relative to
∏
dωi .
This is the obvious translation of the analytic condition (bˆ) (see (6)) to a probability statement: Given ξ−0 , the probability
on 2Z generated by the Markov process ξ−j (ω), j  0, is concentrated on the coded sequences. Informally, the probabilistic
interpretation of (cˆ) states that for almost every (
∏
dωi) ξ
−
0 , with conditional probability one, the process ξ
−
j converges to
(. . . ,0,0) as j → +∞. The meaning of the last statement is clear if the pair (A,D) generates a number system: The origin is
contained in the interior of T (A,D) by Theorem 3, and so condition (bˆ) implies (cˆ). Therefore, we must interpret (cˆ) when
the dilation pair is (2,D1) or (+C3,D1). Assuming that the condition (bˆ) holds, we know that with conditional probability
one, for almost every ξ−0 , lim j→+∞ ξ
−
j (ω) = 0 or 1. The analytic condition (cˆ) requires |φ(ξ)|2 to have an exotic continuity
property in a full neighborhood of the origin, a boundary point of the tile. This strange continuity is perfectly expressed
by saying that the conditional probability (given ξ−0 ) of the set of ω such that lim j→+∞ ξ
−
j (ω) is positive, with the same
being true for the complementary set where lim j→+∞ ξ−j (ω) = 0. In the language of [6], both of the shift-invariant sets
{(. . . ,0,0)}, {(. . . ,1,1)} ∈ 2Z− are attractors for the process ξ−j , j  0, and convergence to each of these sets represents a
type of convergence to the origin in the path space as seen from the state space 2Z− . In the path space, it may be argued that
the number zero has two binary representations:
0  (. . . ,0,0. 0, . . .) and 1+ (−1)  (. . . ,1,1. 1, . . .).
The same can be said for the (+C3,D1) representation of (0,0) as (. . . ,0,0. 0, . . .) and 0 = 2 + (−2)  (. . . ,1,1. 1, . . .).
Here we have used the fact that
∑
1(+C3)− j1 = 2, which may be seen by interpreting the terms in the series as powers of
the complex number 1− i. The vector −2 = (+C3)(−2) + 1 which leads to the (formal) expression −2 =∑0(+C3) j1.
From this point on, we regard p(ξ−) as a transition operator (or transfer function, in the language of statistical me-
chanics) for a Markov process ξ−j (ω) = ξ−(Θ− jω), j  0 with state space 2Z− and path space 2Z (the space of trajectories,
ω = (ξ−0 (ω), ξ+((ω)))). The probability of the transition ξ−0 (ω) → ξ−0 (Θ−1ω) = ξ−1 (ω) from is given by p(ξ−1 ). We summa-
rize what has been said in the previous paragraph in the following theorem:
Theorem 6. A QMF function p(ξ) is the squared modulus of a lowpass ﬁlter for an MRA with respect to A = 2 if and only if : (bˆ) holds
for almost every initial point ξ−0 , the only accessible shift-invariant sets in 2Z− for the Markov transition operator p(ξ−) are the
one-point sets {ξ− = (. . . ,0,0)} and {ξ− = (. . . ,1,1)}; (cˆ) each of these sets is reached with positive probability, starting from ξ−0 .
If (A,D) = (−2,D1), then the invariant set speciﬁed by (bˆ) is the one-point set {ξ− = (. . . ,0,0)} and (cˆ) this set is reached with
probability one from almost every initial point ξ−0 .
If p(ξ) is minimally smooth, in terms of the natural topology on 2Z− the restriction on the nature of shift-invariant sets
for p(ξ−) determines an arithmetic condition on the zeros of p(ξ−); if p(ξ) has a ﬁnite number of zeros, the restriction
is speciﬁed by Cohen’s theorem. If p(ξ) is continuous but not minimally smooth, then (bˆ) and (cˆ) may still hold even
though {ξ−: p(ξ−) = 0} is the kind of set proscribed by Cohen’s theorem. In fact, (bˆ) and (cˆ) may hold, even when the
zeros of p(ξ−) form an uncountable set, as long as this set is “inaccessible”; that is, it cannot be a limit set for the process,
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consult [6]. The case (−2,D1) was not considered there, but the principles are the same as the positive case.
11. The principal result
Here is a more detailed statement of what has been said in the previous section: If f (ξ), ξ = (ξ1, ξ2) ∈ R2/Z2 and
T (A,D) is a given self-aﬃne tile, we observe that f (ξ) is well-deﬁned on any fundamental domain for the action of Z2
on R2; in particular, it is well-deﬁned on the tile T (A,D). By appealing to Lemma 1, we observe that there is an invertible
measure-preserving mapping
τ :
{
T (A,D),dξ}→ {2Z− ,∏dωi}.
Here τ takes points ξ ∈ T (A,D) into the binary sequence ξ− obtained from the digit vectors D = {0,d}. That is, we use
the (A,D) expansion of ξ to obtain a point ξ− , assigning 0 to zero and d to 1. Lemma 1 assures us that this map is well-
deﬁned almost everywhere on T (A,D), and in fact, continuous with respect to the natural topologies on both spaces. The
same observation may be applied to the unit intervals T (±2,D1), and we denote these maps by τ+2 and τ−2, respectively.
We can extend the domain of these mappings to R. For T (2,D1), we have τ+2 :R = T (2,D1) × Z → 2Z (the path space)
by using the two’s complement representation of Z. With T (−2,D1), we use the fact that (−2,D1) is a number system to
achieve the same end. Clearly, the range of the (extended) τ−2 is contained in that of τ+2. The sequences ω ∈ τ−2(R) ⊂ 2Z
satisfy lim j→+∞ ω j = 0, whereas for ω ∈ τ+2(R), lim j→+∞ ω j = 0 or lim j→+∞ ω j = 1. Similar considerations apply to the
Lagarias–Wang classes C2, ±C3, and ±C4, classes characterized by the fact that det(C j) = 2. The canonical matrices C2 and
±C4 and the associated tiles give rise to maps
τ− :R2 = T (C j,D1) × Z2 → τ−2(R).
On the other hand, the matrix +C3 gives rise to the map
τ+ :R2 = T (+C3,D1) × Z2 → τ2(R)
while −C3 gives rise to
τ− :R2 = T (−C3,D1) × Z2 → τ−2(R).
The remaining matrix C1, where det(C1) = −2, is separable in the following sense: the tile T (C1,D1) = T1(2,D1) ×
T2(2,D1) and the map τ++ : T1 × T2 → 2Z− is given by setting the digits of T2 in coordinate positions −1,−3, . . . and
those of T1 in coordinate positions −2,−4, . . . . The extended map τ++ : T1(C1,D1) × Z2 → 2Z involves the two’s comple-
ment representation on each coordinate of Z2 separately, so that the integer ( j,k) is represented by the digits representing
j in the even coordinate positions 0,2, . . . , and those representing k in the odd coordinate positions 1,3, . . . . Thus, the
range τ (R2) ⊂ 2Z consists of all sequences ω such that lim j→+∞ ω j = 0 or lim j→+∞ ω j = 1, corresponding to integer pairs
( j,k) in the ﬁrst and third quadrants. For integers pairs in the second and forth quadrants, we have lim j→+∞ ω2 j = 0,
lim j→+∞ ω2 j+1 = 1 ( j  0, k < 0) or lim j→+∞ ω2 j = 1, lim j→+∞ ω2 j+1 = 0 ( j < 0, k 0).
Finally, given a pair (A,D), we say that (A,D) is similar to a canonical pair (Ci,D1) if A is integrally similar to Ci by a
matrix U and D1 = UD. The Lagarias–Wang theorem states that for every expanding matrix A, there is a digit set D with
this property.
We are now in a position to state the principal result. In the introduction, we deﬁned an equivalence between periodic
functions p(ξ), ξ ∈ R2, and p˜(ξ), ξ ∈ R, given two pairs, (A,D) and either (2,D1) or (−2,D1): We say p(ξ)  p˜(ξ) if
p(τ−1A ξ−) = p˜(τ−12 ξ) or p(τ−1A ξ−) = p˜(τ−1−2 ξ).
Theorem 7. Let p(ξ), ξ ∈ R2/Z2 be a continuous QMF function for an expanding matrix A with |det(A)| = 2. If det(A) = 2 and
(A,D) is similar to one of the classes (C2,D1), (−C3,D1) or (±C4,D1), then p(ξ) is the squared modulus of a lowpass ﬁlter for a
MRA relative to A if and only if p(ξ)  p˜(ξ) where p˜(ξ), ξ ∈ T (−2,D1) is the squared modulus of a lowpass ﬁlter for a MRA relative
to −2. If A belongs to the class +C3 , then the same statement holds provided p(ξ)  p˜(ξ), ξ ∈ T (2,D1).
The case det(A) = −2 is exceptional: there is no p˜(ξ) that is the squared modulus of a lowpass ﬁlter for ±2 such that p˜(ξ)  p(ξ).
Proof. As indicated above, p(ξ) is the squared modulus of a lowpass ﬁlter if and only if conditions (aˆ), (bˆ) and (cˆ) are met.
Since (A,D) is similar to one of the above classes, we can choose a map, either τ2 or τ−2; we choose τ2 if the class is +C3
and τ−2 otherwise. In this way, Theorem 7 is a direct consequence of Theorem 6.
The class C1 (det(C1) = −2) is different from the others in that the measure-preserving transformation from T (C1,D1)
to the unit interval T (2,D1) is more easily described. The tile T (C1,D1) is the unit square (α1, β2), 0 α,β  1, with
the coordinates given by their binary expansions, which, in this case, gives us
(α,β) =
(∑
C−2 j1 d2 j,
∑
C−(2 j−1)1 d2 j−1
)
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sinc2(ξ1) sinc
2(ξ2) where the function sinc
2(ξ) := sin2(πξ)/(πξ)2. As we have pointed out above, the function∑
( j,k)∈Z2
∣∣φˆ(ξ1 + k, ξ2 + j)∣∣2, 0 ξ1, ξ2  1
represents the probability of those paths from ξ− = τ (ξ1, ξ2) that terminate in very speciﬁc shift invariant sets in the path
space 2Z . As we have pointed out above, the shift-invariant set τ++(R2) includes, in addition to the two singleton sets
{(. . . ,0,0)} and {(. . . ,1,1)}, the two-point set {(. . . ,1,0,1) and (. . . ,0,1,0)}, which is strictly larger than τ±2(R). It is
interesting to note that for dilation 2, the QMF function p˜(ξ) = cos2(3πξ), quoted in the Introduction, is not the squared
modulus of a lowpass ﬁlter for A = 2, but p˜(τ−12 ξ−) = p(τ−1++ξ−) is the squared modulus of a lowpass ﬁlter for C1. The
function p˜(ξ) = cos2(3πξ) does not generate a scaling function; the corresponding inﬁnite product is the Fourier transform
of the indicator function of the interval [0,3], the “stretched” Haar function. 
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