Abstract: Global and nation-wide DEM do not preserve the same height accuracy throughout the area of study. Instead of assuming a single RMSE value for the whole area, this study proposes a vario-model that divides the area into sub-regions depending on the land-use / landcover (LULC) classi cation, and assigns a local accuracy per each zone, as these areas share similar terrain formation and roughness, and tend to have similar DEM accuracies. A pilot study over Lebanon using the SRTM and ASTER DEMs, combined with a set of 1,105 randomly distributed ground control points (GCPs) showed that even though the input DEMs have di erent spatial and temporal resolution, and were collected using di erent techniques, their accuracy varied similarly when changing over di erent LULC classes. Furthermore, validating the generated vario-models proved that they provide a closer representation of the accuracy to the validating GCPs than the conventional RMSE, by 94% and 86% for the SRTM and ASTER respectively. Geostatistical analysis of the input and output datasets showed that the results have a normal distribution, which support the generalization of the proven hypothesis, making this nding applicable to other input datasets anywhere around the world.
Introduction
A digital elevation model (DEM) is a 3D continuous representation of a terrain surface. In geographic information systems (GIS), a DEM can be represented in a grid of equally-sized cells, called raster, or in vector surface based on a network of interconnected triangles of various sizes, called Triangular Irregular Network (TIN) [1] . A DEM, Wassim Katerji, Mercedes Farjas Abadia, Maria del Carmen Morillo Balsera: Universidad Politécnica de Madrid Ballouneh, Kesserwan, Lebanon like any other spatial data is subject to induced error that could result from data collection, representation, or analysis [2, 3] . The combination of all these errors is modelled as data accuracy. When using a DEM on a regional or nationwide scale, a single product cannot have the same accuracy equally in all the various sub-region, due the variation of the modeled terrain [4] . In order to be able to use a given product more e ciently, each sub-region must be evaluated separately.
One possibility to de ne sub-regions is based on landuse classi cation. Land use de nes how humans are using the land in order to achieve a certain activity, whereas land cover de nes the various physical materials that cover the surface of the Earth. While land use and land cover are often coupled and many times used interchangeably, there is a major di erence between the two: land use refers to the purpose the land servers, while the land cover refers to the actual cover [5] . Nerveless, lands used similarly share some common characteristics [6] , and can a ect the accuracy of the terrain representation [7, 8] .
The main objective of this study is to assess the existing and model altitude accuracy patterns in globally collected and generated DEMs related to land-use and landcover of the same area. A proposed procedure is presented to generate a vario-model of the local accuracy for any given DEM over any area of study, provided the required input data. This vario-model is intended to provide users of a DEM a more representative accuracy estimate of that DEM, compared to the conventional method of assigning a single root mean square error (RMSE) value for the whole area. The RMSE method was presented in previous studies such as [9] .
At any speci c location on the DEM, the global accuracy represents the di erence between the actual and the modelled altitude at that location. On the other hand, the local accuracy represents the di erence between the actual and the modelled variation of altitudes between that location and its surrounding. While theoretically, the global and local accuracies should have the same values, in reality they tend to be di erent. In fact, during the process of topographic data capture and data processing for DEM generation, several factors exist that will a ect either accuracy separately from the other. Some of the major factors that would create a di erence between the two accuracies are: The di erence in height references between the model and the control points, including di erence in geoid; and re-projection of the data from one coordinate system to another, especially if the two systems have different height references.
In the current tools available in the market today, the power of using GIS goes beyond visualizing a DEM as a terrain in 2D or 3D, to perform terrain based analysis. Most of these analyses, such as such as the slope and aspect, are considered focal ones rather than local. Their algorithms are based on processing each location and its surrounding in order to generate the derived dataset. Back to the main objective of this study, the proposed procedure focuses on the local accuracy rather than the global one as it is more signi cant for the interpretation of the results of the analysis.
Data and methods
This section covers the mathematical approach for calculating the local accuracy, a detailed description of the area of study and the input data, and the proposed procedure for analyzing the data and generating the vario-model in GIS.
. The Local Accuracy
The local accuracy of the height between two points i and j is calculated as follows:
where: Z j is the actual height at point j, Z i the actual height at point i, Zm j the modelled height at point j, and Zm i the modelled height at point i.
In reality, it is not practical to calculate the local accuracy between two points only; instead there should be a possibility to do this calculation for any number of points. This raises the following issues: -For each point i, what is the criterion to choose the point j? If there are di erent criteria, which one is the best to choose from? And will this introduce additional uncertainty? -If the selection criterion is re exive, then if point j is chosen to calculate the local accuracy of point i, and point i to be chosen to calculate the local accuracy of point j. This re exivity will result in pairs of points having the same local accuracy, which is misleading.
Instead of relying on a pair of points to calculate the local accuracy, this study proposes to adopt for each point the average local accuracy with respect to its surrounding points, as follows:
Where: LA ij is the local accuracy (1), and j is any elements from the subset of points that surround point i.
The proposed model must work properly on any set of points, irrespective of their densities and distribution patterns. Therefor the surrounding points cannot be selected using a xed search radius nor using a xed number of closest points, as the rst method would result in some points having no surroundings, and the second in including points that are too far from each other. Instead, the proposed work, with an inspiration from the Natural Neighbor spatial interpolation, relies on the Voronoi tessellation to select the neighboring points to calculate ALA.
By de nition, Voronoi tessellation is a mathematical method created by Georgy Voronoi, to divide a space into a set of sub-regions based on an input set of points. In a 2D system, these sub-regions are de ned as a set of adjacent polygons, where each polygon de nes the area that is closest to a point with respect to others [10] . Assuming that for each point i, the Voronoi polygon is de ned as V i , the neighbouring points will be chosen as those having their Voronoi polygons adjacent to the one of i. Accordingly, for a sample point i, the set of neighboring points are shown in 
. Area of Study
The area of study for this research is Lebanon. Lebanon is situated on the eastern edge of the Mediterranean Sea. As a geographic extent, it is very interesting to study because, even though it is a very small country with an area of 10,452 km , ranked 167 th in the list of countries by area out of 249 countries, it has a rich variation of landscape: it consists of a narrow coast, followed by a rough chain of mountains (Western Chain), followed by a plain valley (the 'Beqaa' valley), then a less rough chain of mountains (Eastern Chain) toward the eastern side.
. Input Data
For the proposed method to be performed, three inputs are required: a DEM, a land use -land cover (LULC) dataset, and a set of ground control points (GCPs).
DEM:
The input DEM should be in raster format. The used DEMs in this study are the Shuttle Radar Topography Mission (SRTM) and Advanced Spaceborne Thermal Emission and Re ection Radiometer Global DEM (ASTER GDEM) with 90 meters and 30 meters spatial resolution respectively ( Figure 2 ). SRTM was collected based on the technique of Interferometric Synthetic Aperture Radar (In-SAR), which is one technique of radargrammetry. The height values are based on Earth Gravitational Model of 1996 (EGM96) geoid, and the dataset is referenced horizontally to the World Geodetic System of 1984 (WGS84) ellipsoid [11] . ASTER GDEM was generated using stereo-pair images collected by the ASTER instruments, which is one of major photogrammetric techniques to generate DEMs or any topographic data [12] . Similar to SRTM, the height values are based on WGS84 EGM96 geoid, and the dataset is referenced horizontally to the WGS84 ellipsoid [13] .
Statistically, the SRTM height values span between -24 and 3,080 meters, with an average height of 1,005.19 meters and a standard deviation of 618.74 meters. Similarly, the ASTER GDEM values span between 0 and 3,076 meters, with an average height of 995.74 meters and a standard deviation of 620.19 meters. Comparing the two DEMs shows that the SRTM has a slightly bigger range compared to ASTER, and a slightly higher average too. Additionally, calculating the correlation between them shows that there a high positive correlation, with a value of +0.9974, meaning that the height values from both DEMs are coherent and they represent to a high extent the same terrain.
GCPs: The input GCPs should be in vector point format. At least one GCP must be available within each of the available LULC classes within the area of study. A set of 1,105 GCPs were collected from various existing surveying projects, but all using the same land surveying technique based on total stations with reference to the Lebanese Geodetic Network. The height values are based on the Ohio State University 1991 Global Geopotential Model (OSU91) geoid, and the dataset is referenced horizontally to the Double Stereographic projection that is based on Clark1880 ellipsoid. According to the levelling standards in conventional topographic surveying [14] , the maximum allowed error is approximately 1.2 centimeters of height per 1 kilometer of distance between the measured point and the reference one; with a maximum allowed spacing between the points being 3 kilometers, the minimum accuracy of the height of each GCP is about 3-4 centimeters. Given their high accuracy, the error in these points will be neglected, and will be used as a reference for this study (Fig. 3) .
Statistically, the GCPs height values span between 0.16 and 2,888.12 meters, with an average height of 565.14 meters and a standard deviation of 455.85 meters. The distribution of the GCPs in the plane is not uniform, and the height values does not form a normal distribution, as shown in the Normal QQ-Plot in Fig. 4 . While such distribution will prevent a conventional study from generating a statistically con dent result, the proposed procedure will not be a ected as it is based on sub-regions, instead of the whole country.
LULC: The input LULC should be in vector polygon format, with one eld containing the name or unique code of the LULC classi cation, as per the European' Coordination of information on the Environment (CORINE) standard (Fig. 5) . Other known standards could have been used, such as the US National Land Cover Database (NLCD) as described in [15] , however for this study, CORINE was cho- sen as Lebanon shares more common geographic characteristics with the European continent than with the American one. The distribution of the area of study as per CORINE standard level 1 and level 2 is shown in Table 1: As shown in the table above, out of the fourteen level 2 classes, the six most dominant ones make 88% of total area, as such: Open spaces and bare including mountains that get covered seasonally by snow (32%); Permanent crops including mainly involve fruits trees, olive trees, and vineyards (16%); arable lands including seasonal varying agriculture (15%); forests (13%); and scrubs and herbaceous vegetation (12%).
. Exploratory Analysis of the Input GCPs
Before using the previously described GCPs to build the proposed procedure, this section statistically analyzes them, in comparison with the other input datasets, to understand the relations that are available between them.
Analysis of Variance (ANOVA) showed that the actual altitudes are highly a ected by those of the two mod- 
. Proposed Procedure
The proposed procedure is developed as a script that automates the steps to calculate the local accuracy as mathematically de ned in section of local accuracy. The script is developed using Python on top of Esri ArcGIS 10.2. As described next, the procedure is divided into three main steps, and it can be performed using any GIS software package with raster-based spatial analysis tools: 1. Extract Overlay Data: For each GCP in the dataset, the overlaying data from SRTM and ASTER DEMs, and the LULC dataset are extracted and stored in additional elds in the GCPs table of attributes. It can be achieve by creating two new elds in the layer table of attribute, name Zm for the modeled height from the Then the values are stored using spatial join between each of the related datasets and the GCPs one. Figure  6 shows the resulting table of attributes for the GCPs layer when assessing the SRTM DEM. 
. Model Assessment
In order to assess the accuracy of the proposed model, and how much it enhanced the modeling of accuracy compared to the traditional methods, the height accuracy of both DEMs were computed at every GCP, then these spot accuracies are compared to the three di erent models: Assumed accuracy: as de ned by the DEMs' data providers. For SRTM, the assumed accuracy is 20 meters [16] , for ASTER ranges between 10 and 25 meters [17], averaged to 17.5 meters;
Average accuracy: computed as the average value of the accuracies of the GCPs. The average accuracy is computed as the room mean square error (RMSE) of all the GCPs participating in the model generation, which is equal to 9.65 meters for SRTM and 13.58 for ASTER.
Proposed vario model: computed as previously described. The result is an average accuracy per each LULC class, as summarized in the table below:
The deviations from the three de ned models is calculated as the di erence between the individual local accuracy calculated for the GCP, and the collected values as follows:
Results
The output of the proposed procedure in section "Proposed Procedure" is two raster datasets named variomodels, one representing the local accuracy of SRTM (Fig. 8) , and one of ASTER (Fig. 9) . The SRTM vario-model has a spatial resolution of 90 meters and a varying accuracy from 1.48 meters to 15.59 meters, and an average ac- Calculating the correlation between the two variomodels, using the multivariate tools in ArcGIS, shows that both datasets have high positive correlation, with a value of +0.89. This high correlation proves that both DEMs' accuracies behave similarly, even though the actual values are di erent; in fact, SRTM showed better accuracy than ASTER.
To test the validity of the vario-models, whether it provides a more representative model of the accuracy compared to the assumed and RMSE values, the deviations of the individual GCPs are calculated as per the proposed procedure, and compared. The summary of these deviations is shown in the below table, and visualized in the histograms in Fig. 10 .
The results below in Fig. 10 show that for both SRTM and ASTER, the RMSE models are more representatives than the assumed accuracies, where the average deviation is closer to zero (meaning no deviation), by 78% and 69% respectively. Also, the proposed vario-models showed even more representative modeling of the accuracy, where the average deviation is closer to zero from the RMSE model by 94% and 86% for the SRTM and ASTER respectively. Furthermore, analyzing the deviations from the vario-models using geostatistical analysis tools such as the Normal QQ-Plot, shows that these deviations form a normal distribution, as shown in the two graphs in Fig. 11 : 
Discussion
As shown so far in this study, the proposed vario-model proven to be a more representative way of modelling the accuracy of the DEMs, compared to their assumed accuracies, and to the conventional method of calculating a single RMSE. Furthermore, as shown in Fig. 11 , the deviations from the proposed model have a normal distribution. Therefor a general deduction can be made that the accuracy of a DEM do not vary totally randomly, but follows a pattern according to the classi cation of the proposed vario-model. Given that this vario-model was based on the di erent LULC classes, it can be deduced that the accuracy of a DEM follows a pattern that is related to the type of the surface, mostly de ned by the LULC classi cation.
It is important to note that the objective of this study was not to compare the SRTM and ASTER DEMs accuracies in order to prove which one of them is better to use; instead these two datasets were used as an example to test and validate the hypothesis that the accuracy of any DEM has a variation pattern related to the classes of LULC. In fact, these two dataset have di erent spatial and temporal resolutions, were collected and generated using di erent techniques, and yet their accuracies showed similar behavior for same types of LULC, as the correlation shows in the section 'Results'. Comparing the distances between any two GCPs on the ground to these points' distances to the ASTER sensor that took the measurements, shows that the ground distances between the points are negligible. In fact the average distance between two GCPs makes only 0.08% of distance to the sensor. Even the largest distance between two GCPs makes only 1.4%, which can be ne-glected without causing any major e ect into the calculations. -Using the Multivariate Statistics tool in ArcGIS shows that there is a low or even no correlation between the height of a control point and its local accuracy. In fact the correlation factor between the ASTER DEM and its accuracy vario-model is +0.22, between the SRTM and its accuracy vario-model is +0.20. Accordingly, the actual height value of a GCP does not have a direct e ect on the proposed model, and having a normal distribution in the heights or not will not a ect the results found in this research. On the other hand, the results are highly dependent to the individual local accuracy for each GCP; these values follow a normal distribution for the ASTER, and 'almost' normal distribution for the SRTM, as shown in the below graphs in Fig. 12 .
The proposed vario-model combines in its originality two aspects when representing the accuracy of a DEM: De ning the local accuracy rather than the global one, and detecting patterns in the accuracy related to the type of land coverage. While, as far as the authors researched previously published articles, no similar models have been proposed yet. However, other previous studies accounted the di erent types of land covers when assessing the accuracy of a DEM, even if sometimes not to a formal LULC classi cation. One of these studies is done by [18] in Turkey, showed that the ASTER GDEM have high accuracy in mining areas and low agricultural elds, and lowest accuracy in industrial areas. While the exact gures di er between the two studies, both of them showed similar behavior, where going back to Table 3 in section 'Model Assessment' shows that the ASTER GDEM has a lower accuracy in industrial areas (L2 Class = 12) compared to the agricultural elds (L2 Class = 21).
Conclusion
This study demonstrated that a DEM accuracy follows a pattern with respect to the land cover type, and proposed a vario-model to represent the variation of the local accuracy rather than the global one, given it is more significant when analyzing that DEM, and generating derived datasets. While the proposed model is applicable to any DEM anywhere around the world, provided the required inputs, the pilot study was based on two global and freely available DEMs: SRTM and ASTER. Also, a set of randomly spread 1,105 GCPs around the Lebanese territory, the pilot area of study, where used to assess the DEMs, generate their related vario-models, and test the validity of the results. The conventional RMSE model showed a better representation of the accuracy than the assumed ones from the DEMs' websites by being closer to the actual accuracies of the individual validation GCPs, by 78% and 69% for the SRTM and ASTER respectively. Additionally, the proposed vario-model showed a better representation of the accuracy than the RMSE one, by 94% and 86% respectively.
A major task to be considered as a future work is to design a procedure for propagating the developed variomodels to model the accuracy of the datasets derived from analyzing the related DEM. Other tasks to be considered is repeating this study over other areas around the world using the same SRTM and ASTER DEMs, along with the same CORINE LULC standard, and compare the results found in this study for consistency.
