The Richardson-Lucy unfolding approach is reviewed. It is extremely simple and excellently performing. It efficiently suppresses artificial high frequency contributions and permits to introduce known features of the true distribution. An algorithm to optimize the number of iterations has been developed and tested with five different types of distributions. The corresponding unfolding results were very satisfactory independent of the number of events, the number of bins in the observed and the unfolded distribution, and the experimental resolution.
with d i events in bin i, i = 1, . . . , M. The expected number of events t i in 48 bin i is given by t i ∝ bin i f ′ (x ′ )dx ′ where the functions f ′ and f are re-49 lated through f ′ (x ′ ) = g(x ′ , x)f (x)dx with the response function g(x ′ , x).
50
We choose M > N to constrain the problem. The result of the unfolding 51 procedure is again a histogram, the unfolded histogram, with bin contentθ j .
52
We are confronted with a standard inference problem where the wanted pa-53 rameters are the bin contents θ j of the true histogram. It is to be solved by 54 a least square (LS) or a maximum likelihood (ML) fit. We discuss only one-55 dimensional histograms but the corresponding array may represent a multi-56 dimensional histogram with arbitrarily numbered cells as well.
57
The numbers t i and θ j are related by the linear relation
A ij θ j
with the response matrix A ij 3 The regularization and the error assignment
77
In particle physics the data are often distorted by resolution effects. This 
85
The χ 2 surface of the unregularized fit near its minimum χ u N (z)dz (4) where u N is the χ 2 distribution for N degrees of freedom. 
In an unfolding step, the components A ijθ
and added
152
up into the bin j of the true distribution from which they originated:
Dividing by the acceptance α j = i A ij corrects for acceptance losses.
154
The result of the iteration converges to the maximum likelihood solution as was 
159
The regularization is performed simply by interrupting the iteration sequence.
160
As explained above, the number of applied iterations should be based on a p- matter, and a uniform starting distribution will provide reasonable results.
172
As may be expected, the speed of convergence decreases with the spatial fre- which is difficult to apply in higher dimensions. 
The regularization strength

197
Without recipes how to fix the regularization strength, unfolding methods are We start with a two-peak distribution, a superposition of two normal distri- 11 and 16 iterations. In Table 1 the results for the same distribution but dif- tained. Regularization with a curvature penalty is not suited for this example.
283
Here the best value of X 2 is 700. 
Interpolation for fast converging iterations
285
In situations where the response function is narrow, usually the iteration se-
286
quence converges quickly to a reasonable unfolded histogram, sometimes after 287 a single iteration. Then one might want to stop the sequence somewhere be- tween two iterations. This is possible with a modified unfolding function. We 289 just have to introduce a parameter β > 0 into (6):
288
The value β = 0 produces the original sequence (6), with β = 1 the con-291 vergence is slowed down by about a factor of two and in the limit where β 292 approaches infinity, there is no change. It is proposed to choose β such that 293 at least 5 iteration steps are performed. 
Subjective elements
295
Unfolding is not an entirely objective procedure. The choice of the method and is no objective criterion which would allow us to choose the best solution.
299
Given the R-L iterative unfolding, with the stopping criterion as defined above 300 and a uniform starting distribution all parameters are fixed, but in some rare 301 situations it may make sense to modify the standard method. 
Choice of the starting distribution
303
Instead of a uniform histogram we may choose a different starting histogram. We test the R-L unfolding and the stopping criterion with four different dis- 
340
Example 2: Single narrow peak 341 We turn now to a more difficult problem and consider a distribution of 40, 000 342 events distributed according to N(x|0.6; 0.05) and 10, 000 events distributed 
361
The test quantity X 2 is 47 compared to 216 with a uniform starting distribu-362 tion.
363
Example 3: Exponential distribution 364 50, 000 events are generated in the interval 1 < x < 5 according to an expo-
and √ x is smeared with a Gaussian resolution 366 of σ = 0.1 which means that the smearing of x increases proportional to √ x.
367
The events are observed in the interval 0.5 < x ′ < 5 and distributed into 40 Table 2 Test of the stopping criterion case 1 peak 2 peak exponential step uniform A step function is rather exotic. The sharp edge is not easy to reconstruct.
378
We locate the edge at the center of the interval and superpose two uniform iteration is necessary and the result is optimal with a p-value close to one.
393
The initial value of χ 2 is 26.4 and the minimum value is 19.3 corresponding 394 to the strongly oscillating ML solution. In the case of 5, 000 events 1 iteration 395 is applied. 
Test of the stopping criterion
397
In way the number of iterations is reduced and oscillations are avoided.
427
Standard errors, as we associate them commonly in particle physics to mea-428 surements, cannot be attributed to explicitly regularized unfolded histograms.
429
We propose to indicate the precision of the graphical representation of the re-430 sult qualitatively in a way that is independent of the regularization strength.
431
For a quantitative documentation, the unfolding results without explicit reg-432 ularization should be published together with an error matrix or its inverse.
433
The widths of the bins of the corresponding histogram have to be large enough Whenever it is possible to parametrize the true distribution, the parameters 444 should be fitted directly.
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458
In this way oscillations are suppressed that might be caused by an abrupt cut, 459 similar to Gibbs oscillations as observed with Fourier approximations [17, 22] .
460
Obviously the number of 11 effectively used parameters is insufficient to re- between the true distribution and the unfolded one is considerably reduced.
465
Regularization with a curvature penalty reduces the statistical errors even 
470
Appendix 2: The documentation of the results
471
In the following we present a possible way to document unfolding results such 472 that they can be compared to theoretical predictions and to other experiments.
473
The left hand plot of Fig. 7 shows the result of a ML fit of the content of the 10 matrix. These items, however, require some explanation to non-experts.
