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Abstract
In this paper, we clarify the fundamental solutions for Schro¨dinger operators given
as LµV = −∆ − µV , where the potential V is a general inverse square potential in
R
N \ {0} with N ≥ 3. In particular, letting µ ∈ (0, (N − 2)2/4],
lim
x→0
V (x)|x|2 = 1 and lim
|x|→+∞
V (x)|x|2 = t,
where t ≥ 0, we discuss the existence and nonexistence of positive fundamental solu-
tions for Hardy operator LµV , which depend on the parameter t.
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1 Introduction
In this paper, we are concerned with the fundamental solutions for Schro¨dinger operators
given as
LµV = −∆− µV, (1.1)
where 0 < µ ≤ µ0 := (N−2)
2
4
with N ≥ 3 and V ∈ Cγloc(RN \ {0}) with γ ∈ (0, 1) is a
nonnegative general inverse square potential.
When µ ≤ µ0 and V (x) = |x|−2 for x 6= 0, we reduce the notation LµV into Lµ, given as,
Lµ := −∆− µ|x|2 .
The corresponding Hardy inequalities, see [1, 5, 10, 14], enable the variational techniques
available to solve the semilinear elliptic and parabolic differential equations, for instance[3,
8, 11, 13, 17, 18, 21]. In bounded smooth domain, Comparison Principle for Lµ holds by the
Hardy inequalities; but it fails in unbounded domain. From the observation of fundamental
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solutions for Lµ, the authors in [4] studied the existence and nonexistence of isolated singular
solutions for semilinear Hardy problem Lµu = up in B1(0) \ {0}.
It is known that when µ ≤ µ0, the problem
Lµu = 0 in RN \ {0} (1.2)
has two radially symmetric solutions with the explicit formulas that
Φµ(x) =
{
|x|τ−(µ) if µ < µ0
|x|τ−(µ)(− ln |x|) if µ = µ0
and Γµ(x) = |x|τ+(µ), (1.3)
where
τ−(µ) = −N − 2
2
−√µ0 − µ and τ+(µ) = −N − 2
2
+
√
µ0 − µ.
Here the parameters τ−(µ) and τ+(µ) are the zero points of τ(τ +N − 2) + µ = 0.
Recently, the authors in [9, Theorem 1.1] showed that the solution Φµ verifies the dµ-
distributional identity ∫
RN
ΦµL∗µ(ξ) dµ = cµξ(0), ∀ ξ ∈ C1.1c (RN),
where dµ(x) = Γµ(x)dx,
L∗µ = −∆− 2
τ+(µ)
|x|2 x · ∇ (1.4)
and
cµ =
{
2
√
µ0 − µ |SN−1| if µ < µ0,
|SN−1| if µ = µ0.
(1.5)
Here SN−1 is the sphere of the unit ball of RN and |SN−1| is the volume of the unit sphere.
Normally, Φµ is viewed as a fundamental solution of Lµ. We note that the fundamental
solution Φµ keeps positive when µ < µ0 and changes signs for µ = µ0.
Our purpose of this article is to consider the fundamental solutions for LµV . To this end,
we have to investigate the singular solutions of
LµV u = 0 in RN \ {0} (1.6)
under the hypotheses that 0 < µ ≤ µ0 and V ∈ Cγloc(RN \ {0}) verifies that
V (x) ≥ |x|−2 and lim
x→0
V (x)|x|2 = 1. (1.7)
Note that the operator LµV could be viewed as a perturbation of Lµ near the origin, that is,
LµV = Lµ − µ(V − |x|−2).
The following proposition is to clarify the classical solution to (1.6) in the dµ-distributional
sense.
Proposition 1.1 Assume that N ≥ 3, 0 < µ ≤ µ0 and V ∈ Cγloc(RN \ {0}) is a positive
Hardy potential satisfying (1.7) and u is a classical solution of (1.6) such that
u ≥ 0 in Br(0) \ {0}
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for some r > 0. Then ∫
B1(0)
(
V (x)− |x|−2) |x|2−Ndx < +∞ (1.8)
and there exists k ≥ 0 such that uk is a distributional solution of
ΓµLµV uk = kδ0 in RN , (1.9)
i.e. ∫
RN
ukL∗µV (ξ) dµ = cµkξ(0), ∀ ξ ∈ C1.1c (RN), (1.10)
where dµ(x) = Γµ(x) dx,
L∗µV = L∗µ − µ(V − |x|−2)
and cµ is given in (1.5).
Furthermore, if µ ∈ (0, µ0), k > 0 and the dµ-distributional solution uk ≥ 0 in RN \ {0},
then
uk ≥ kΦµ in RN \ {0}.
Our concern is the fundamental solutions of Schro¨dinger operator LµV . Motivated
by Proposition 1.1, we introduce the notation of fundamental solutions of LµV with µ ≤ µ0
as following: A function u is said to be a fundamental solution of LµV , if u is a classical
solution of (1.6) and verifies the identity (1.10) with k 6= 0. Furthermore, u is said to be
a positive fundamental solution of LµV , if u > 0 is a fundamental solution with k > 0 in
(1.10). In [9], it shows that Φµ with µ ∈ (−∞, µ0) is a positive fundamental solution of Lµ
verifying (1.10) with k = 1, and Φµ0 is a signs-changing fundamental solution of Lµ0 with
k = 1.
We first consider fundamental solutions of (1.6), when V (x)|x|2 is not too large at infinity.
To be precise, we propose the following assumption:
(V ) the Hardy potential V ∈ Cγloc(RN \ {0}) with γ ∈ (0, 1) satisfies that
(i) there exists c0 > 0 such that
0 ≤ V (x)− |x|−2 ≤ c0, ∀ x ∈ RN \ {0};
(ii) for some α ∈ [1, µ0
µ
),
lim sup
|x|→+∞
V (x)|x|2 = α.
The existence of fundamental solution of LµV states as following.
Theorem 1.1 Assume that N ≥ 3, 0 < µ < µ0 and V satisfies the assumption (V ). Then
LµV has positive fundamental solutions and for k > 0, there is a minimal positive solution
uk verifying (1.10) with such k. Moreover,
lim
x→0
uk(x)Φ
−1
µ (x) = k (1.11)
and for any µ′ ∈ (αµ, µ0), there exists c1 > 0 such that
kΦµ ≤ uk ≤ c1Φµ′ in RN \B1(0). (1.12)
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Here uk is said to be a minimal positive fundamental solution of LµV verifying (1.10) with
k > 0 if any positive fundamental solution u of LµV verifying (1.10) with such k, verifies
that u ≥ uk.
We note that for 0 < µ < µ0, k > 0 fixed, we can not get the uniqueness of the
fundamental solutions of LµV verifying (1.10) with such k, because of the lack of weak
comparison principle in unbounded domain. In particular, {Φµ + lΓµ} with l ≥ 0 is the
set of positive fundamental solutions for Lµ verifying (1.10) with k = 1, even subjecting to
lim|x|→+∞ u(x) = 0, and Φµ is the minimal positive fundamental solution verifying (1.10)
with k = 1.
Involving general inverse square potential V satisfying (V ), the minimal positive funda-
mental solution verifying (1.10) with k > 0 is derived by iterating the sequence
w0 = kGµ and wn = µGBn(0)[V wn−1],
where Gµ = Φµ − Γµ, the fundamental solution of LµV in B1(0) with Dirichlet boundary
condition and GBn(0) is the Green operator defined by the Green kernel GBn(0). A super
bound is constructed to control this sequence by using the hypothesis that α < µ0
µ
in (V ).
This super bound also provides estimates for the singularity at the origin and the decay at
infinity of the minimal fundamental solutions. The isolated singularity (1.11) at origin is
also motivated by the classification of isolated singularities in [9, Proposition 4.2].
On the contrary, if V (x)|x|2 is large enough at infinity, how is it going on the funda-
mental solutions of the operator LµV ? From [9], it shows that if µV (x)|x|2 > µ0 near the
origin, there exist no fundamental solutions for LµV . Our second purpose is to study the
nonexistence of fundamental solutions of LµV when V (x)|x|2 is large at infinity. Precisely,
we assume that
(V˜ ) the Hardy potential V ∈ Cγloc(RN \ {0}) with γ ∈ (0, 1) satisfies that
(I) there exists c0 > 0 such that
0 ≤ V (x)− |x|−2 ≤ c0, ∀ x ∈ RN \ {0};
(II) for some β > 1,
lim inf
|x|→+∞
V (x)|x|2 = β.
Our maim result on the nonexistence states as following.
Theorem 1.2 Assume that N ≥ 3, 0 < µ < µ0 and V satisfies (V˜ ). Then there exists
β∗ > 1 such that for β > β∗, the Hardy operator LµV has no positive fundamental solutions.
We note that the nonexistence result is derived by considering the decay at infinity. By
contradiction, if there is a positive fundamental solution u for LµV , our strategy is to iterate
an origin decay kΦµ, then to improve the coefficient of the decay. In fact, for 0 < µ < µ0 and
lim inf |x|→+∞ V (x)|x|2 > 1, the positive fundamental solution of (1.6) has the asymptotic
behavior that
lim
|x|→+∞
u(x)|x|−τ−(µ) = +∞. (1.13)
Finally, a contradiction is deduced by the choice of β∗.
To make clear of the connection between Theorem 1.1 and Theorem 1.2, we have build
the following results on the fundamental solution for a typical class of Hardy operators.
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Corollary 1.1 Assume that N ≥ 3, 0 < µ < µ0, ρ ≥ 1 and
Vρ(x) =
1
|x|2
1 + ρ|x|2
1 + |x|2 , ∀ x ∈ R
N \ {0}. (1.14)
Then there exists ρ∗ ≥ µ0
µ
such that for ρ < ρ∗, LµVρ has positive fundamental solutions and
for ρ > ρ∗, LµVρ admits no positive fundamental solutions.
Remark 1.1 We note that {Vρ}ρ is an increasing potential satisfying
lim
x→0
Vρ(x)|x|2 = 1 and lim
|x|→+∞
Vρ(x)|x|2 = ρ.
It is an interesting but open question whether ρ∗ = µ0
µ
.
Furthermore, we discuss the existence of positive fundamental solutions for Schro¨dinger
operators LµV in the case that V (x) ≤ |x|−2 and µ ∈ (0, µ0] in Section §5. In particu-
lar, when µ = µ0, Hardy operator Lµ0 has a signs-changing fundamental solution Φµ0 , so
our concentration is on the existence of positive fundamental solutions when the potential
lim sup|x|→+∞ V (x)|x|2 < 1.
The rest of the paper is organized as follows. In Section 2, we clarify the classical solution
of Lµu = f in the dµ-distributional sense and prove Proposition 1.1. Section 3 is devoted to
prove the existence of fundamental solutions of LµV under the assumption of (V ) and the
nonexistence of fundamental solutions of LµV when V verifies (V˜ ). In Section §4, we discuss
the fundamental solutions of Schro¨dinger operator when V (x) ≤ |x|−2 and the case
µ = µ0. Finally, we put the classification of isolated singularities at the origin of Lµu = f in
R
N \ {0} in the Appendix.
2 Preliminary
Our aim in this section is to prove Proposition 1.1. We first collect comparison principles in
bounded domain. The first version states as following.
Lemma 2.1 [9, Lemma 2.1] Let µ ≤ µ0, O be a bounded open set in RN , L : O× [0,+∞)→
[0,+∞) be a continuous function satisfying that for any x ∈ O,
L(x, s1) ≥ L(x, s2) if s1 ≥ s2,
then Lµ + L with µ ≥ µ0 verifies the Comparison Principle, that is, if
u, v ∈ C1,1(O) ∩ C(O¯)
verify that
Lµu+ L(x, u) ≥ Lµv + L(x, v) in O and u ≥ v on ∂O,
then
u ≥ v in O.
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Lemma 2.2 Assume that µ ≤ µ0, Ω is a bounded C2 domain containing the origin, f1, f2
are two functions in Cγ(Ω \ {0}) with γ ∈ (0, 1), g1, g2 are two continuous functions on ∂Ω,
and
f1 ≥ f2 in Ω \ {0} and g1 ≥ g2 on ∂Ω.
Let ui with i = 1, 2 be the classical solutions of{
Lµu = fi in Ω \ {0},
u = gi on ∂Ω.
If
lim inf
x→0
u1(x)Φ
−1
µ (x) ≥ lim sup
x→0
u2(x)Φ
−1
µ (x),
then
u1 ≥ u2 in Ω \ {0}.
Proof. Let w = u2 − u1 be a solution of
Lµu ≤ 0 in Ω \ {0},
u ≤ 0 on ∂Ω,
lim sup
x→0
u(x)Φ−1µ (x) ≤ 0,
then for any ǫ > 0, there exists rǫ > 0 converging to zero as ǫ→ 0 such that
w ≤ ǫΦµ on ∂Brǫ(0).
We see that
w ≤ 0 < ǫΦµ on ∂Ω,
then by Lemma 2.1, we have that
w ≤ ǫΦµ in Ω \ {0}.
By the arbitrary of ǫ > 0, we have that w ≤ 0 in Ω \ {0}. 
It is remarkable that when Ω = RN \ {0}, the comparison principle for Lµ fails for µ > 0,
even subject to the condition that lim|x|→+∞ u(x) = 0. A counterexample is that Φµ and Γµ
are the solutions of Lµu = 0 in RN \ {0}.
Motivated by the Kato’s inequality, see Proposition 6.1 in [23], we have the following
comparison principle in the weak sense.
Lemma 2.3 Assume that µ ≤ µ0, Ω is a bounded C2 domain containing the origin, k1 ≥ k2,
f1, f2 are two functions in C
γ(Ω \ {0}) with γ ∈ (0, 1), g1, g2 are two continuous functions
on ∂Ω, and
f1 ≥ f2 in Ω \ {0} and g1 ≥ g2 on ∂Ω.
Let ui with i = 1, 2 be the dµ-distributional solutions of{
Lµu = fi + kiδ0 in Ω,
u = gi on ∂Ω.
(2.1)
i.e. ∫
Ω
uiL∗µξ dµ =
∫
Ω
fiξ dµ+
∫
∂Ω
gi
∂ξ
∂ν
Γµdω + kiξ(0), ∀ ξ ∈ C1,10 (Ω).
Then
u1 ≥ u2 in Ω \ {0}.
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Proof. Let w = u2 − u1, then we have that∫
Ω
wL∗µξ dµ =
∫
Ω
(f2 − f1)ξ dµ+
∫
∂Ω
(g2 − g1)∂ξ
∂ν
Γµ dω + (k2 − k1)ξ(0), ∀ ξ ∈ C1,10 (Ω),
where ν is the unit normal vector pointing outside of Ω. So we now put ξ ∈ C1,10 (Ω), ξ ≥ 0,
then we have that ∂ξ
∂ν
≥ 0 on ∂Ω and ∫
Ω
wL∗µξ dµ ≤ 0.
Taking O = {x ∈ Ω : w(x) > 0}, denote by ηω,n the solution of{
L∗µu = ζn in Ω,
u = 0 on ∂Ω,
(2.2)
where ζn : Ω¯ 7→ [0, 1] is a nonnegative, C1(Ω¯) function such that
ζn → χO in L∞(Ω) as n→∞.
Then ∫
Ω
wΓµ ζn dx ≤ 0.
Then passing to the limit as n→∞, we have∫
O
wΓµ dx ≤ 0.
This implies w ≤ 0 a.e. in Ω. The proof ends. 
To estimate the isolated singularities at the origin of the fundamental solutions, we clarify
the isolated singular solutions of Lµ u = f in R
N \ {0},
lim
|x|→+∞
u(x) = 0.
(2.3)
Lemma 2.4 Assume that N ≥ 2, µ ≤ µ0, f is a function in Cγloc(RN \{0})∩L1loc(RN , dµ(x))
and u is a solution of (2.3) satisfying that u ≥ 0 in Br(0) \ {0} for some r > 0. Then there
exists k ≥ 0 such that u verifies the dµ-distributional identity∫
RN
uL∗µξ dµ =
∫
RN
fξ dµ+ cµkξ(0), ∀ ξ ∈ C1.10 (RN). (2.4)
Proof. In a bounded domain, this proposition could be seen in Proposition 4.2 in [9]. For
the convenience, we give the details in the appendix. 
Lemma 2.5 Assume that N ≥ 3, −∞ < µ < µ0, f ≥ 0 and uk is a nonnegative solution of
(2.3) and verifies (2.4) with k ≥ 0. Then
uk ≥ kΦµ in RN \ {0}. (2.5)
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Proof. Let
Gµ = Φµ − Γµ in B1(0),
which is the dµ-distributional solution of{
Lµu = cµδ0 in B1(0),
u = 0 on ∂B1(0).
(2.6)
Denote by
Gµ,r(x) = rτ−(µ)Gµ(r−1x) = |x|τ−(µ) − rτ−(µ)−τ+(µ)|x|τ+(µ),
then Gµ,r is the solution of (2.6) replacing B1(0) by Br(0), and by Lemma 2.3 for any r > 1,
we have that
u(x) ≥ kGµ,r(x), ∀ x ∈ Br(0). (2.7)
By the fact that
lim
r→+∞
Gµ,r(x) = |x|τ−(µ),
passing to the limit of (2.7) as r → +∞, it implies (2.5). 
For N ≥ 3, it is known that Φ0(x) = cN |x|2−N is the fundamental solution of
−∆Φ0 = δ0 in D′(RN),
where cN > 0 is the normalized constant. Let GΩ be the Green kernel of −∆ in Ω × Ω,
subjecting to the Dirichlet boundary condition. We define by GΩ the Green operator defined
by Green kernel GΩ
GΩ[f ](x) =
∫
Ω
GΩ(x, y)f(y)dy, ∀f ∈ C∞c (Ω).
In particular, we have that
GRN (x, y) = cN |x− y|2−N , ∀ x, y ∈ RN , x 6= y.
Lemma 2.6 Assume that N ≥ 3, u is a nonnegative classical solution of
−∆u = Qu in RN \ {0}, (2.8)
where Q > 0 is locally Ho¨lder continuous in RN \ {0}. If
lim
r→0+
∫
B1(0)\Br(0)
Q(x)|x|2−Ndx = +∞, (2.9)
then
u = GRN [Qu].
Proof. We first claim that GRN [Qu] is well-defined in R
N \ {0}, that is,∫
RN
Q(y)u(y)
|x− y|N−2 dy < +∞, ∀ x ∈ R
N \ {0}. (2.10)
At this moment, we assume that the claim (2.10) holds. Fix a point x0 ∈ ∂B1(0), then (2.10)
implies that ∫
B2(0)
Q(y)u(y) dy < +∞, (2.11)
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so letting f := Qu ∈ L1loc(RN), applying Theorem 1.1 in [6], there exists k ≥ 0 such that
−∆u = Qu+ kδ0 in D′(RN)
and if k > 0, by Lemma 2.3, we have that
u ≥ kGB2(0)[δ0].
Observing that
GB2(0)[δ0](x) ≥ c2|x|2−N , ∀ x ∈ B1(0) \ {0},
then ∫
B1(0)\Br(0)
Q(y)u(y) dy ≥ c2k
∫
B1(0)\Br(0)
Q(y)|y|2−N dy
→ +∞ as r → 0+,
which contradicts (2.11). So we have that k = 0, that is,
−∆u = Qu in D′(RN).
So we have that
u = GRN [Qu].
Now we prove the claim (2.10) by contradiction. We may assume that for some x0 ∈
RN \ {0},
lim
n→+∞
∫
Bn(0)\B 1
n
(0)
Q(y)u(y)
|x0 − y|N−2 dy = +∞. (2.12)
Let η0 : [0,+∞)→ [0, 1] be a C∞ function such that η0 equals to 1 in [0, 1] and vanishes
in [2,+∞). Since Qu is locally Ho¨lder continuous in RN \ {0}, take
gn(x) = η0(
|x|
n
)(1− η0(n|x|))Q(x)u(x),
then gn ≤ Qu and gn is Ho¨lder continuous. Let wn = GB2n(0)[gn], which is the solution of{−∆u = gn in B2n(0),
u = 0 in ∂B2n(0).
(2.13)
We have that
lim
x→0
wn(x)|x|N−2 = 0 and lim inf
x→0
u(x)|x|N−2 ≥ 0,
then by Lemma 2.2 with µ = 0, it implies that
u ≥ wn in B2n(0) \ {0}.
We claim that there exists c3 > 0 such that for any n ≥ 2
GB2n(0)(x, y) ≥ c3|x− y|2−N , ∀x, y ∈ B2n(0), x 6= y. (2.14)
In fact, it is known that
GB2(0)(x, y) ≥ c3|x− y|2−N , ∀x, y ∈ B1(0), x 6= y.
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It follows by the scaling property that for any x, y ∈ Bn(0), x 6= y,
GB2n(0)(x, y) = n
2−NGB2(0)(x/n, y/n) ≥ c3|x− y|2−N .
For x0 ∈ RN \ {0}, there exists n0 > 2 such that x0 ∈ Bn0(0) \B 1
n0
(0) thus, for n ≥ n0,
u(x0) ≥ wn(x0) =
∫
B2n(0)
GB2n(0)(x0, y)gn(y)dy
> c3
∫
Bn(0)\B 1
n
(0)
Q(y)u(y)
|x0 − y|N−2dy
→ +∞ as n→ +∞,
which contradicts the fact that u is a classical solution of (2.8). 
Proof of Proposition 1.1. Let u0 be a classical solution of (1.6) such that u0 ≥ 0 in
Br(0) \ {0}, if u0 is nontrivial, by Maximum Principle, we have that
u0 > 0 in R
N \ {0}.
Without loss of the generality, we put r = 1.
We observe that u0 is a solution of
Lµu0(x) = µ(V (x)− |x|−2)u0(x), ∀ x ∈ RN \ {0},
where f0 := µ(V (x)− |x|−2)u0(x) ≥ 0 in B1(0)
Now we prove that f0 ∈ L1loc(RN , dµ). If not, we may assume that
lim
r→0+
∫
B1(0)\Br(0)
f0 dx = +∞.
By the fact f0 ∈ Cγ(B1(0) \ {0}), we have that
lim
r→0+
∫
B1(0)\Br(0)
f0 dµ = +∞,
then there exists Rn ∈ (0, 1) such that∫
B1(0)\BRn (0)
f0 dµ = n.
Let wn be the solution of
Lµu(x) = f0(x)η0(x)(1− η0(2n|x|)) ∀x ∈ B4(0) \ {0},
u(x) = 0 ∀x ∈ ∂B4(0),
lim
x→0
u(x)Φ−1µ (x) = 0,
then it follows by comparison principle
u ≥ wn(x) ≥
∫
B4(0)
Gµ(x, y)f0(y)η0(y)(1− η0(2n|y|))dy,
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where Gµ is the Green kernel of Lµ in B4(0) × B4(0) subject to zero Dirichlet
boundary condition. It follows from [9, Remark 4.1] that for x, y ∈ B3(0) \ {0},
x 6= y,
Gµ(x, y) ≥ c[|x− y|2−N + |x|
τ+(µ)
|x− y|N−2+τ+(µ) +
|y|τ+(µ)
|x− y|N−2+τ+(µ) +
|x|τ+(µ)|y|τ+(µ)
|x− y|N−2+2τ+(µ) ].
For x0 ∈ RN with |x0| = 2 fixed, it deduce that
u(x0) ≥ wn(x0) ≥ c2τ+(µ)
∫
B2(0)
|y|τ+(µ)
|x0 − y|N−2+2τ+(µ) f0(y)dy
≥ c
∫
B1(0)\BRn (0)
f0 dµ→ +∞ as n→ +∞,
which is impossible. So we have that f0 ∈ L1loc(RN , dµ).
From Lemma 2.4, u0 verifies that for some k ≥ 0,∫
RN
u0L∗µ(ξ) dµ =
∫
RN
µ(V (x)− |x|−2)u0(x)ξ dµ+ cµkξ(0), ∀ ξ ∈ C1.10 (RN),
which implies (1.10).
If µ ∈ (0, µ0), f0 ≥ 0 and u0 ≥ 0 in RN \ {0}, it deduces by (2.5) that u0 ≥ kΦµ. 
3 Fundamental solutions
3.1 Existence
To prove Theorem 1.1, the following estimate plays an important role in finding the funda-
mental solution.
Lemma 3.1 Assume that N ≥ 3, 0 < µ < µ0 and V is a positive Hardy potential satisfying
(V ) with 1 ≤ α < µ0
µ
. Let
u¯k′ = Φµ + k
′Φµ′ ,
where µ′ ∈ (µα, µ0) and k′ > 0.
Then there exists k∗ > 0 depending on α, µ such that k′ ≥ k∗, u¯k′ is a super solution of
LµV u = 0 in RN \ {0}.
Proof. From (V ), we have that µ
′
µ
> α, so let α′ ∈ (α, µ′
µ
), there exists r′ > 0 such that
V (x) ≤
{
α′|x|−2 for |x| ≥ r′,
|x|−2 + c0 for 0 < |x| < r′.
There exists ι > 0 such that for 0 < |x| < r′,
Φµ′(x) ≤ Φµ(x) ≤ ι|x|−2Φµ′(x).
Take r′ = min{
√
µ′−µ
2c0µ
, 1}, then we have that
µ′ − µ
|x|2 − c0µ ≥
µ′ − µ
2|x|2 .
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Let k0 =
2c0µι
µ′−µ
, and for k′ ≥ k0 and x ∈ Br′(0) \ {0}, one implies that
−∆u¯k′(x)− µV u¯k′(x) ≥ −c0µΦµ(x) + [µ
′ − µ
|x|2 − c0µ]kΦµ′(x)
≥
[
µ′ − µ
2
k′ − c0µι
]
Φµ′(x)
|x|2
≥ 0.
For |x| ≥ r′, V (x) ≤ α′|x|−2 and there exists ι′ > 0 such that Φµ′ ≥ ι′Φµ. We note that
ι = 1 if r′ = 1. Letting k1 =
(α′−1)µ
(µ′−α′µ)ι′
, where α′µ− µ′ < 0. For k′ ≥ k1 and x ∈ RN \Br′(0)
−∆u¯k′(x)− µV u¯k′(x) ≥ −µ(α
′ − 1)
|x|2 Φµ(x)−
(α′µ− µ′)k′
|x|2 Φµ′(x)
≥ [(µ′ − α′µ)ι′k′ − (α′ − 1)µ]Φµ(x)|x|2
≥ 0.
Therefore, taking k∗ = max{k0, k1}, the function u¯k′ with k′ ≥ k∗ is a super solution of
LµV u¯k′ ≥ 0 in RN \ {0},
which ends the proof. 
Lemma 3.2 Assume that N ≥ 3, k ≥ 0, 0 < µ < µ0, V is a potential verifying (V ), Ω is
a C2, bounded domain containing the origin and u¯k′ is the function constructed in Lemma
3.1. Then the problem 
LµV u = 0 in Ω \ {0},
u = 0 on ∂Ω,
lim
x→0
u(x)Φ−1µ (x) = k
(3.1)
admits a unique solution vk, which satisfies
vk ≤ ku¯k′ in Ω \ {0}
and verifies the dµ-distributional identity∫
Ω
vkL∗µV ξ dµ = cµξ(0), ∀ ξ ∈ C∞c (Ω). (3.2)
Proof. From the linearity of LµV , we only have to prove this lemma with k = 1. Let w0 be
the solution of {
Lµu = cµδ0 in Ω,
u = 0 on ∂Ω.
From Lemma 2.2, we have that 0 < w0 ≤ u¯k′ in Ω \ {0}. From Theorem 1.3 in [9], problem
Lµu = µ(V − |x|−2)w0 in Ω \ {0},
u = 0 on ∂Ω,
lim
x→0
u(x)Φ−1µ (x) = 1
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has a unique solution w1. By Lemma 2.2, we have that
w0 ≤ w1 ≤ u¯k′ in Ω \ {0}.
Inductively, for given wn−2 ≤ wn−1 ≤ u¯k′ in Ω, problem
Lµu = µ(V − |x|−2)wn−1 in Ω \ {0},
u = 0 on ∂Ω,
lim
x→0
u(x)Φ−1µ (x) = 1
has a unique classical solution of wn, which satisfies
wn−1 ≤ wn ≤ u¯k′ in Ω \ {0}
and by [9, (1.12)],∫
Ω
wnL∗µξ dµ = µ
∫
Ω
[V (x)− |x|−2]wn−1ξ dµ+ cµξ(0), ∀ ξ ∈ C∞0 (Ω). (3.3)
Therefore, the sequence {wn}n is convergent in L1(Ω, dµ). Let
v1 := lim
n→∞
wn,
then
w0 ≤ v1 ≤ u¯k′
and by the standard regularity result, it is known that v1 is a classical solution of (3.1),
satisfying (3.2) with k = 1 by passing the limit of (3.3) as n→ +∞.
Proof of Theorem 1.1. Since LµV is a linear operator, then we only have to prove the
existence of Fundamental solution verifying (1.10) with k = 1. To this end, denote by vn
the unique solution of (3.1) with k = 1 and Ω = Bn(0), extend it by zero in B
c
n(0) and still
denote it by vn.
Claim 1: Letting wn = vn − vn−1, then wn ≥ 0 on ∂Bn−1(0). Indeed,
LµVwn = 0 in Bn−1(0) \ {0},
wn ≥ 0 on ∂Bn−1(0),
lim
x→0
wn(x)Φ
−1
µ (x) = 0,
then for any ǫ > 0, there exists rǫ > 0 converging to zero as ǫ→ 0 such that
wn ≥ −ǫvn−1 in ∂Brǫ(0).
We see that
wn ≥ 0 > −ǫΦµ on ∂Bn(0),
then by Lemma 2.1, we have that
wn ≥ −ǫΦµ in Bn(0) \ {0}.
By the arbitrary of ǫ, we have that wn ≥ 0 in Bn−1(0) \ {0}.
So we have that
vn ≥ vn−1, in Bn−1(0),
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that is, the sequence {vn}n is increasing with respect to n. Similar to Claim 1, we have
that that vn ≤ u¯k′ in RN \ {0}, then the sequence {vn}n is convergent in RN \ {0} and in
L1loc(R
N , dµ). Let
u1 := lim
n→∞
vn,
then
v0 ≤ u1 ≤ u¯k′
and by the standard regularity result, it is known that u1 is a classical solution of (1.6),
satisfying (1.11) with k = 1 and (1.12).
For any ξ ∈ C∞c (RN), there exists n0 such that ξ ∈ C∞c (Bn0(0)), then from (3.2), we
have that for n ≥ n0 ∫
RN
vnL∗µV ξ dµ = cµξ(0),
passing to the limit as n→ +∞, then u1 verifies (1.10) with k = 1.
Finally, we prove that u1 is the minimal solution of (1.6) verifying (1.10) with k = 1.
Indeed, let u > 0 be a fundamental solution of (1.6) verifying (1.10) with k = 1, then from
Lemma 2.1, we have that
u1 ≥ vn,
which implies u ≥ u1 by the fact that u1 = limn→+∞ vn. 
3.2 Nonexistence
We prove the nonexistence of fundamental solutions of (1.6) by contradiction. Assume that
u is a positive fundamental solution to problem (1.6) and we will obtain a contradiction from
its decay at infinity.
The following observation is very important for proving the nonexistence of fundamental
solutions of Lµ.
Lemma 3.3 For any e ∈ SN−1 and µ ∈ (µ0, 0), we have that
µcN
∫
RN
Φµ(y)
|e− y|N−2|y|2 dy = 1. (3.4)
Proof. We have that Φµ is a classical solution of (1.2) and, by Lemma 2.6, it infers that Φµ
could be expressed by
Φµ(x) = GRN [µ| · |−2Φµ](x) = cNµ
∫
RN
Φµ(y)|y|2
|x− y|N−2 dy,
which implies that
Φµ = µGRN [| · |−2Φµ] in RN \ {0} (3.5)
and (3.4) by taking x ∈ ∂B1(0). 
We remark that from the view of [4], the function Φµ is a distributional solution of
−∆u = µ|x|2u in D
′(RN ). (3.6)
We note that the fundamental solution u of (1.6) verifies (1.10) with some k > 0, then
from the proof of Theorem 1.1, there exists a minimal fundamental solution uk of (1.6)
verifying (1.10) with such k > 0 and from Lemma 2.6, it has the formula
uk = µGRN [V uk]. (3.7)
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Proof of Theorem 1.2. We prove Theorem 1.2 by contradiction. Assume that u is
a fundamental solution of (1.6) verifying (1.10) with some k > 0 and uk is the minimal
fundamental solution. Since uk > 0 and by Assumption (V˜ ), we have that
f(x) := µ(V (x)− |x|−2)uk(x) ≥ 0,
then by (2.5),
uk(x) ≥ kΦµ(x), ∀x ∈ RN \ {0}. (3.8)
Let
θ = min{(1 + β
2
)
1
N−2+τ
−
(µ) , 1− 2 12−N }
and for any ǫ ∈ (0, β−1
β+1
), there exists r0 > 1 such that
V (x)|x|2 ≥ β(1− ǫ) for |x| ≥ r0.
Taking r1 = θ
−1r0, it implies by (3.6) that for x ∈ Bcr1(0),
uk(x) ≥ kµβ(1− ǫ)cN
∫
RN\Br0 (0)
Φµ(y)|y|−2
|x− y|N−2dy
≥ kµβ(1− ǫ)cN
∫
RN\B r0
r1
(0)
Φµ(y)|y|−2
|ex − y|N−2dyΦµ(x)
≥ kσΦµ(x),
where |ex − y|2−N ≤ (1− θ)2−N ≤ 2 and
σ = cNβµ(1− ǫ)
[
1
cNµ
−
∫
Bθ(0)
Φµ(y)|y|−2
|ex − y|N−2dy
]
≥ [β − 2θN−2+τ−(µ)](1− ǫ)
≥ 1 + β
2
(1− ǫ) > 1
by the choice of ǫ.
Denote rn = θ
−nr0, then we may assume that
uk(x) ≥ kσn−1Φµ(x), ∀x ∈ Bcrn−1(0).
We observe that for x ∈ Bcrn(0),
uk(x) ≥ kµcN(1− ǫ)σn−1
∫
RN\Brn−1 (0)
Φµ(y)|y|−2
|x− y|N−2dy
≥ kµcN(1− ǫ)σn−1
∫
RN\Bθ(0)
Φµ(y)|y|−2
|ex − y|N−2dyΦµ(x)
≥ kσnΦµ(x).
As a conclusion, we have that
uk(x) ≥ kσnΦµ(x), ∀x ∈ Bcrn(0). (3.9)
Finally, we shall get a contradiction by the decay at infinity. We claim that there exists
µ∗ > µ0 such that
σθN−2+τ−(µ) ≥ 1. (3.10)
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Indeed,
σθN−2+τ−(µ) ≥
[
min{β 1 + β
2
, β(1− 2 12−N )} − 2
]
(1− ǫ)
So there exists β∗ > 1 such that for β > β∗, one has that[
min{β 1 + β
2
, β(1− 2 12−N )} − 2
]
> 1
and then we may choose ǫ > 0 small enough, we have that
σθN−2+τ−(µ) ≥ 1. (3.11)
Then fix some point x ∈ ∂B1(0) and there exists c4 > 0 such that for y ∈ Bcr0(0),
|x− y|2−N ≥ c4|y|2−N
and then we have that
uk(x) ≥ µcN(1− ǫ)
∫
RN\Br0 (0)
u(y)|y|−2
|x− y|N−2dy
≥ kµcN(1− ǫ)
+∞∑
n=2
(
σn
∫
Brn (0)\Brn−1 (0)
Φµ(y)|y|−2
|x− y|N−2dy
)
≥ c4kµcN(1− ǫ)
+∞∑
n=2
(
σn
∫
Brn (0)\Brn−1 (0)
Φµ(y)|y|−2
|y|N−2 dy
)
= c4k
N − 2
2
(1− ǫ)(1− θN−22 )r
2−N
2
0
+∞∑
n=2
(
σθN−2+τ−(µ)
)n
= +∞,
which is impossible. The proof ends. 
3.3 Proof of Corollary 1.1
Proof of Corollary 1.1. From (1.14), we know that
0 ≤ Vρ(x)− |x|−2 ≤ ρ− 1, ∀ x ∈ RN \ {0}
and
lim
|x|→+∞
Vρ(x)|x|2 = ρ.
For some ρ∗, Vµρ verifies (V˜ ) if ρ > ρ
∗, then it deduces by Theorem 1.2 that LµVρ has no
positive fundamental solutions.
So Vρ verifies the assumption (V ) if ρ <
µ0
µ
, then it deduces from Theorem 1.1, there are
positive fundamental solutions for LµVρ .
Obviously, ρ∗ ≥ µ0
µ
. To finish the proof of Corollary 1.1, we only prove the following
argument: Let ρ1 > ρ2 ≥ 1, and if LµVρ1 has positive fundamental solutions, then LµVρ2 has
fundamental solutions.
Indeed, let uρ1 be a fundamental solution of (1.6) verifying (1.10) with k = 1, replacing
V by Vρ1 .
We recall that vn is the unique solution of (3.1) with k = 1 and Ω = Bn(0), extend it by
zero in Bcn(0) and still denote it by vn.
Since Vρ2 ≥ |x|−2, {vn}n is an increasing sequence and Vρ2 < Vρ1 implies that the function
uρ1 is an upper bound for {vn}n. As a conclusion, the limit of {vn}n as n→ +∞ is a positive
fundamental solution LµVρ2 . The other details could see the proof of Theorem 1.1. 
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4 Discussion
4.1 On 0 < µ < µ0 and V (x) ≤ |x|−2
We discuss the existence of the fundamental solutions for LµV when V (x) ≤ |x|−2.
Theorem 4.1 Assume that N ≥ 3, µ ∈ (0, µ0) and V ∈ Cγloc(RN \ {0}) with γ ∈ (0, 1) is a
positive potential satisfying that for some c5 > 0,
|x|−2 − c5 ≤ V (x) ≤ |x|−2, ∀x ∈ RN \ {0}. (4.1)
Then LµV has positive fundamental solutions and for k > 0, there is a minimal positive
solution uk verifying (1.10) with such k and satisfying that
lim
x→0
uk(x)Φ
−1
µ (x) = k. (4.2)
(i) If there is some ν ∈ (0, 1),
lim
x→+∞
V (x)|x|2 = ν,
then the minimal fundamental solution uk verifies that for any µ
′ ∈ (νµ, µ), there exists
c6 > 0 such that
uk ≤ c6Φµ′ in Bc1(0). (4.3)
(ii) If there exists τ > 2 such that
lim sup
x→+∞
V (x)|x|τ < +∞, (4.4)
then the minimal fundamental solution uk verifies that there exists c7 > 0 such that
uk ≤ c7Φ0 in Bc1(0). (4.5)
Before proving Theorem 4.1, we have to use the following lemma.
Lemma 4.1 Assume that N ≥ 3, µ ∈ (0, µ0], V ∈ Cγloc(RN \{0}) with γ ∈ (0, 1) is a positive
potential satisfying (4.1) and Ω is a C2, bounded domain containing the origin. Then the
problem 
LµV u = 0 in Ω \ {0},
u = 0 on ∂Ω,
lim
x→0
u(x)Φ−1µ = 1
(4.6)
has a unique positive solution v satisfying that∫
Ω
uL∗µV ξdµ = cµkξ(0), ∀ ξ ∈ C1.10 (Ω). (4.7)
Proof. The existence. We observe that Gµ is the solution of Lµu = cµδ0 in Ω in the
dµ-distributional sense, subjecting to u = 0 on ∂Ω. Then
Gµ = µGΩ[| · |−2Gµ],
where GΩ is the Green’s operator defined by the Green kernel GΩ of −∆ in Ω× Ω.
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The existence of solution of (4.6) could be approximated by the sequence
w0 = Gµ, and wn = µGΩ[V wn−1].
It follows by
w1 = µGΩ[V w0] ≤ µGΩ[| · |−2w0] = w0,
so inductively, we have that {wn}n is a decreasing sequence. Furthermore, {wn}n is a positive
sequence.
When µ < µ0, let t = max{1, c0µµ0−µ} and denote
wt(x) = Φµ(x)− t|x|−N−22 for 0 < |x| < rt := t
1
τ
−
(µ)+N−22 ,
then
LµVwt(x) = Lµwt(x) + µ(|x|−2 − V (x))wt(x)
≤ −t(µ0 − µ)|x|−N−22 −2 + c0µ|x|τ−(µ)
≤ 0.
When µ = µ0, let t = max{2, 8c0µ0} and denote
wt(x) = Φµ0(x)− t|x|−
N−2
2 (− log |x|) 12 for 0 < |x| < 1
4
,
then
Lµ0Vwt(x) = Lµ0wt(x) + µ0(|x|−2 − V (x))wt(x)
≤ −1
4
t|x|−N−22 −2(− log |x|)− 12 + c0µ0|x|−N−22 (− log |x|)
≤ 0.
Since w0 > 0 on ∂Brt(0), then from Lemma 2.2, we have that
w1 ≥ wt in Brt(0),
which, inductively, implies that for any n ≥ 1
wn ≥ wt in Brt(0).
Thus, {wn}n is convergent, letting vk = limn→+∞wn, we have that
vk = GΩ[V vk]
and
(Φµ − tΓµ0)+ ≤ vk ≤ Gµ, (4.8)
then
LµV vk = 0 in Ω \ {0},
Integrate over Ω \ Br(0) and pass the limit as r → 0+, then we deduces that vk is the
dµ-distributional solution of (4.6) by using (4.8), which also implies (4.7). The calculations
could refer to the proof of Theorem 1.1 in [9].
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The uniqueness. Let u1, u2 two solutions of (4.6), let w = u1 − u2 and then w verifies
that for any ξ ∈ C1.10 (Ω), ξ ≥ 0,∫
Ω
|w|L∗µξ dµ+ µ
∫
Ω
(|x|−2 − V )sign(w)wξ dµ ≤ 0, (4.9)
thanks to the fact that
LµV = Lµ + µ(|x|−2 − V ),
where µ(|x|−2 − V ) ≥ 0. Taking ξ the solution of L∗µu = 1 in Ω, subjecting to u = 0 on ∂Ω,
we derive that ∫
Ω
|w| dµ ≤ 0,
which implies that w = 0 a. e. in Ω, and the uniqueness follows. 
Proof of Theorem 4.1. Let vn be the unique solution of (4.6) with Ω = Bn(0), extending
vn by zero in R
N \Bn(0), still denoting by vn. Let wn = vn− vn−1, then wn ≥ 0 on ∂Bn−1(0)
by the observation that
vn ≥ 0 = vn−1 on ∂Bn−1(0).
We claim that for any n ≥ 2
vn ≥ vn−1 in Bn−1(0),
that is, the sequence {vn}n is increasing with respect to n.
In fact, let w = vn−1 − vn be a solution of
LµV u ≤ 0 in Bn−1(0) \ {0},
u ≤ 0 on ∂Bn−1(0),
lim
x→0
u(x)Φ−1µ (x) = 0,
then, together with
lim
x→0
vn−1(x)Φ
−1
µ (x) = 1,
for any ǫ > 0, there exists rǫ > 0 converging to zero as ǫ→ 0 such that
w ≤ ǫ vn−1 in ∂Brǫ(0).
We see that
w ≤ 0 = ǫ vn−1 on ∂Bn−1(0),
then by Lemma 2.1 in [9], we have that
w ≤ ǫ vn−1 in Bn−1(0) \ {0}.
By the arbitrary of ǫ, we have that w ≤ 0 in Ω \ {0}. We complete the proof of the claim.
We see that the sequence {vn}n is convergent, since the upper bound is Φµ, from the fact
V (x) ≤ |x|−2 and µ < µ0, i.e. vn ≤ Φµ in RN \ {0}, then the sequence {vn}n is convergent
in RN \ {0} and in L1loc(RN , dµ). Let
u1 := lim
n→∞
vn,
then
v0 ≤ u1 ≤ Φµ in RN \ {0}
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and by the standard regularity result, it is known that u1 is a classical solution of (1.6),
satisfying (1.11) with k = 1.
The function uk := limn→+∞ vn is a minimal positive fundamental solution verifying
(1.10) with such k. See the proof of Theorem 1.1.
To prove (4.3), we have to find some suitable upper bound for the sequence {vn}. Since
lim
x→+∞
V (x)|x|2 = ν,
then for any ν ′ > ν, there exists rν′ such that
V (x) ≤ ν ′|x|−2 for |x| > rν′
So Φµ′ with µ
′ = ν ′µ > νµ is a super solution of
−∆u = µV u in RN \Br′ν (0).
Since {vn} is controlled by kΦµ, so there exists c8 > 0 such that for any n
vn ≤ c8Φµ′ on ∂Br′ν (0).
By Comparison Principle, we have that
uk ≤ c8Φµ′ .
To prove (4.5), the upper bound could be constructed by c9(|x|2−N − |x|4−N−τ ) in Bcr(0),
where c9 > 0, r > 1 is such that
vn ≤ c9(r2−N − r4−N−τ ) on ∂Br(0).
By choosing c9 again, we obtain (4.5). 
Remark 4.1 The authors in [19] shows that when p ∈ ( N
N−2
, N+2
N−2
), the elliptic problem
−∆u = up in RN \ {0},
has a sequence of the fast decay solutions {uk}k such that
uk(x) ∼
{
cp|x|−
2
p−1 at the origin,
k|x|2−N at infinity,
where
cp = [
2
p− 1(N − 2−
2
p− 1)]
1
p−1 .
More related isolated singularities could refer to [15, 22].
We observe that 0 < cp−1p < µ0 for p ∈ ( NN−2 , N+2N−2) and cp−1p = µ0 if p = N+2N−2 . So up−1k
plays an role of Hardy potential µV in Theorem 4.1.
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4.2 On µ = µ0
In this subsection, we discuss the fundamental solutions for LµV when µ = µ0. Precisely, we
have the following result.
Theorem 4.2 Assume that N ≥ 3, µ = µ0 and positive potential V ∈ Cγloc(RN \ {0}) with
γ ∈ (0, 1) is a positive potential satisfying that
|x|−2 − c ≤ V (x) ≤ |x|−2, ∀ x ∈ RN \ {0} and lim sup
x→0
V (x)|x|2 = ̺ < 1,
then Lµ0V has positive fundamental solutions and for k > 0, there is a minimal positive
solution uk verifying (1.10) with such k. Furthermore,
lim
x→0
uk(x)Φ
−1
µ0
(x) = k (4.10)
and for any µ′ ∈ (̺µ0, µ0), there exists c10 > 0 such that
u(x) ≤ c10Φµ′(x), ∀ x ∈ Bc1(0).
Proof. From Lemma 4.1, Let vn be the unique solution of (4.6) with Ω = Bn(0), extending
vn by zero in R
N \Bn(0), still denoting by vn. Similar to the proof of the Theorem 4.1, we
have that {vn} is an increasing sequence.
We only have to construct a super bound for this sequence. Since ̺ < 1 and ̺µ0 < µ0,
then for any ̺′ ∈ (̺, 1), there exists r′ ≥ 2 such that
V (x) ≤ ̺′|x|−2 for |x| > r′,
so for ̺′′ ∈ (̺′, 1),
−∆Γ̺′′µ0 − µ0V Γ̺′′µ0 ≥ µ0(̺′′ − ̺′)|x|−2Γ̺′′µ0 in Bcr′(0).
So we take
Λ(x) = [1− η0( x
r′
)]Γ̺′′µ0(x), ∀ x ∈ RN \ {0},
where η0 : [0,+∞) → [0, 1] is a decreasing, smooth function such that η0(t) = 0 for t > 2
and η0(t) = 1 for 0 ≤ t ≤ 1.
There exists K1 > 0 such that
Φµ0 +K1Γµ0 > 0 in B2r′(0).
Let
u¯k′,k′′ = Φµ0 + k
′Γµ0 + k
′′Λ.
For 0 < |x| ≤ r′,
−∆u¯k′,k′′ − µ0V u¯k′,k′′ ≥ µ0[|x|−2 − V (x)]Φµ0(x) + µ0[|x|−2 − V (x)]k′Γµ0(x)
≥ 0.
For |x| > 2r′, there exists K2 ≥ K1 such that for k′′ ≥ K2,
−∆u¯k′,k′′ − µ0V u¯k′,k′′ ≥ µ0[|x|−2 − V (x)]Φµ0(x) + µ0[|x|−2 − V (x)]k′Γµ0(x)
+µ0[̺
′′|x|−2 − V (x)]k′′Γ̺′′µ0(x)
≥ µ0|x|2 [(1− ̺
′)Φµ0(x) + (̺
′′ − ̺′)k′′Γ̺′′µ0(x)]
≥ 0.
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Now we fix k′′ = K2. For r
′ ≤ |x| ≤ 2r′, since −∆Λ − µ0V Λ ≥ c is bounded, then for
k′ > K1 big enough
−∆u¯k′,k′′ − µ0V u¯k′,k′′ ≥ µ0[|x|−2 − V (x)]Φµ0(x) + µ0[|x|−2 − V (x)]k′Γµ0(x)− µ0k′′c
≥ µ0|x|2 (1− ̺
′)(k′ −K1)Γµ0(x)− µ0k′′c
≥ 0.
Therefore, for suitable k′, k′′, the function u¯k′,k′′ is a super solution of
Lµ0V u¯k′,k′′ ≥ 0.
The proof ends. 
Appendix
In this appendix, we prove the classification of the isolated singularities for positive solutions
of (2.3), which is motivated by Proposition 4.2 in [9] and paper [6].
Proof of Lemma 2.4. Let
u¯(r) = |SN |−1r1−N
∫
∂Br(0)
u(x)dω(x).
For r ∈ (0, 1), we have that
−u¯′′(r)− N − 1
r
u¯′(r)− µ
r2
u¯(r) ≥ f¯(r),
where
f¯(r) = r1−N
∫
∂Br(0)
f(x)dω(x).
Denote
v(r) = r−τ+(µ)u¯(r),
then
−v′′(r)− N + 2τ+(µ)− 1
r
v′(r) ≥ r−τ+(µ)f¯ ,
where N + 2τ+(µ) plays the dimensional role. From f ∈ L1loc(RN , dµ), we have that∫ 1
0
r−τ+(µ)f¯(r)rN+2τ+(µ)−1dr =
∫
B1(0)
|x|τ+(µ)|f(x)|dx < +∞.
From the step 1 in the proof of Theorem 1.1 in [6], there exists c11 > 0 such that
v(r) ≤
{
c11|x|2−(N+2τ+(µ)) if N + 2τ+(µ) ≥ 3,
c11(− ln |x|) if N + 2τ+(µ) = 2,
that is, u ≤ c11Φµ. So for ξ ∈ C∞c (RN), it is well-defined that∫
RN
uL∗µ(ξ) dµ < +∞.
22
We observe that for ξ ∈ C∞c (RN \ {0}), it follows by Divergence theorem that∫
RN
uµL∗µ(ξ)Γµdx−
∫
RN
f ξΓµdx = 0.
By Schwartz Theorem ([24, Theorem XXXV]), there exists a multiple index p,
uµΓµL∗µ − fΓµ =
p∑
|a|=0
kaD
aδ0,
i.e. for any ξ ∈ C∞c (RN) ∫
RN
uµ(L∗µξ − fξ) dµ =
p∑
|a|=0
kaD
aξ(0). (4.1)
We are left to show that ka = 0 for |a| ≥ 1. For multiple index a¯ 6= 0, taking ξa¯(x) = xa¯ii ηn0
and denoting ξa¯,ε(x) = ξa¯(
x
ε
), we have that ξa¯ ∈ C∞c (RN) and then for ε ∈ (0, 12),
L∗µξa¯,ε(x) =
1
ε2
(−∆)ξa¯(x
ε
)− 1
ε
x
|x|2 · ∇ξa¯(
x
ε
),
and on the one side,∣∣∣∣∫
RN
uµL∗µ(ξa¯,ε)dµ
∣∣∣∣ = ∣∣∣∣ 1ε2
∫
B2ε(0)
uµΓµ(−∆)ξa¯(x
ε
)dx− 1
ε
∫
B2ε(0)
uµΓµ
x
|x|2 · ∇ξa¯(
x
ε
)
∣∣∣∣
≤ 1
ε2
∫
B2ε(0)
uµΓµdx+
1
ε
∫
B2ε(0)
uµΓµ
|x| dx
≤
{
c12 if N ≥ 3,
− c12 ln ε if N = 2,
where c12 > 0 is independent of ε. Moreover, we have that∣∣∣∣∫
RN
uµξa¯,εdµ
∣∣∣∣ ≤ ‖ξa¯‖L∞ ∫
B2ε(0)
fµΓµdx→ 0 as ε→ 0+.
On the other side,
p∑
|a|=0
kaD
aξa¯,ε(0) =
ka¯
ε|a¯|
|a¯!|,
where
|a¯| =
∑
a¯i and a¯! =
N∏
i=1
(a¯i)! ≥ 1.
So if ka¯ 6= 0, we have that
|
p∑
|a|=0
kaD
aξa¯,ε(0)| → +∞ as ε→ 0+,
that is, the right hand of (4.1) with ξ = ξa¯,ε blows up with the rate ε
−|a¯|, the which contradicts
with the left hand of (4.1) keeps bounded for N ≥ 3 and blows up controlled by − ln ε as
ε→ 0+, so ka = 0 for |a| ≥ 1.
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Therefore, we have that∫
RN
(uµL∗µξ − fξ) dµ = k0ξ(0), ∀ ξ ∈ C∞c (RN). (4.2)
For ξ ∈ C1.10 (RN), take a sequence of functions in C∞c (RN) converging to ξ, then the identity
(4.2) holds for any ξ ∈ C1.1c (RN). 
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