We propose a minirnax model with a "quadratic" recourse. In stochastic linear programming models, a decision maker has been assumed to know the probability distribution of random variables. Here we consider the case that the parameters of distribution are unknown. We impose the restrictions on the unknown parameters from the view point of a confidence region, and then seek a minimax solution that minimizes the worst case of the parameters. This model reflects the situation minimizing the maximal possible damage. Especially, the independent normal distribution model is discussed in detail. The analysis for a sufficiently large sample size and a numerical result are given.
Introduction
The elements of coefficient matrices of linear programming problems have been assumed to be exactly known. However, in a real life, we never know these values with the full conviction, so we have to include the uncertainty in the formulation of the practical problems. In a usual stochastic programming problem, this uncertainty is viewed as a random model characterized by a probability distribution, and in order to solve the problems under uncertainty, several approaches have been proposed, e.g., two-stage stochastic programs with recourse [6J, chance-constrained stochastic programs Ll) and so on. In most of these approaches it is assumed that the probability distributions of the random variables are perfectly known. But when the parameters of distributions are unknown, we can not apply these approaches as they are. In this situation we need to obtain some knowledge about the para.meters of distributions in statistical ways. Jagannathan [3j proposed an approach with sample informations for a given prior distribution of unknown parameters using a Bayesian approach.
Here we propose a so-called game theoretic minimax approach in section 2. First we impose the restrictions on the unknown parameters which are estimated by a confidence region of the,m based on random samples drawn from a parent population, and then we seek a minimax solution that minimizes the worst case of the parameters among those restrictions, that is, we minimize the maximal possible damage for a given significance level. In section 3, we investigate the independent normal distribution model in detail. The minimax model is solved numerically using some properties, and the discussion of limiting property is added. Finally we show a numerical example in section 4.
Formulation of a Minimax Model
A linear stochastic programming problem is given as follows: unknown parameter vector. We consider the following two-stage stochastic programming problem Po with a "quadratic" recourse: 
is the F-distribution with (m,N-m) degrees of freedom. Using this statistics
given by where F a ("') is an a percintile of F-distribution.
(ii) Confidence region of variance cr~, i=I, ... ,m ~ Since, in general, it is difficult to find the confidence region of the variance-covariance matrix. we find it approximately by that of each variance for an independent case. The distribution of (N-I)s~/cr~ is the chi-square 1-1-. distribution with (N-I) degrees of freedom. Therefore the confidence region
Xs ( where S = i aI/m and 2
Xs (.) is a S percentile of chi-square distribution.
Then this region is a rectangular region.
From (i) and (H). the confidence region S is
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Minimax model
We consider the maximizing part of minimax model P under the above setting. Le .• 
Moreover this problem pr is divided into the following two problems: (3. 
(3.10)
is transformed into a concave programming problem Pi by making (3.11) a variable transformation: -2
Li is a concave function. Therefore property 2 follows from property 1.
Solving (3.14)
Pi, the optimand 
Therefore, from eq.(3.17), 
the unique solution exists in (AO'oo).
Consequently, the problem P is expressed as follows: (3.24) Then we use some approaches for a constrained non-linear programming problem, e.g., the steepest descent method with a penalty funct It is pointed out by the referee that the problem (3.24) which is equivalent to the problem (3.7) is also found by a duslity theorem L2, Theorem 2.l.j. We summarize it in appendix.
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since rank A = n, the constraints eq.(3.32) should be infeasible for p<m-n.
That is, the constraints of problem pI are partitioned into n cases as follows.
(3.33) and (3.34)
Hence we need to obtain an optimal solution for every p.
Choosing the best optimal solution among optimal ones of above two cases, we obtain the global optimal solutions. Next we show the existance of this best optimal solution. Theorem. We can obtain the approximately global optimal solution by means of choosing the best optimal solution among optimal ones for each discretized A.
Limiting property
We discuss the problem with sufficiently large sample size. We see, from a consistency of sample mean and variance, that the correct value of parameters can be known as N~oo. With these parameters, Po is rewritten to a problem PL with perfect information as follows:
Here we show that our proposed model with finite sampling with size N, say P, tends to PL as N~oo. it is clear that an ~ percentile of this distribution, F~(M,oo), finitely exists.
[J Remark 1. From lemma 3, the problem P with unknoWn parameters tends to the problem PL with known parameters as a sample size N tends to infinity.
Remark 2. In the problem pI, A tends to infinity as N+oo. Table 1 . where a significance level is set to 0.05. The optimal solutions for each case are given in Table 2 . The best optimal solution among these ones is (A*, x~, x~) = (1.802, 0.803, 1.551) and L* = 12.244. Fourthermore, in Table 3 , the best optimal solutions for some sample sizes are given. 
