Abstract. Given n ≥ 2 and 1 < p < n, we consider the critical p-Laplacian equation ∆pu + u p * −1 = 0, which corresponds to critical points of the Sobolev inequality. Exploiting the moving planes method, it has been recently shown that positive solutions in the whole space are classified. Since the moving plane method strongly relies on the symmetries of the equation and the domain, in this paper we provide a new approach to this Liouville-type problem that allows us to give a complete classification of solutions in an anisotropic setting. More precisely, we characterize solutions to the critical p-Laplacian equation induced by a smooth norm inside any convex cone. In addition, using optimal transport, we prove a general class of (weighted) anisotropic Sobolev inequalities inside arbitrary convex cones.
Introduction
Given n ≥ 2 and 1 < p < n, we consider the critical p-Laplacian equation in R n , namely
where p * = np n − p is the critical exponent for the Sobolev embedding. The classification of positive solutions to (1.1) in R n started in the seminal papers [23] and [9] for p = 2 and it has been the object of several studies. Recently, in [39] and [33] , positive solutions to (1.1) in R n belonging to the class
have been completely characterized. In particular, it is proved that a positive solution u ∈ D 1,p (R n ) to (1.1) must be of the form u(x) = U λ,x 0 (x), where
for some λ > 0 and x 0 ∈ R n . The approach used to achieve this classification needs a careful application of the method of moving planes, and it requires asymptotic estimates of u and ∇u both from above and below. When p = 2 it is well-known that (1.1) is related to Yamabe problem, and the classification result gives a complete classification of metrics on R n which are conformal to the standard one (see [1, 32, 38, 41] and the survey [25] ). For 1 < p < n, the study of solutions to (1.1) is also related to critical points of the Sobolev inequality. Sobolev inequalities have been studied for more general norms as well as in convex cones (see [4, 8, 19, 20, 27, 28] ), where they take the form
where H is a norm 1 and Σ is a convex open cone in R n given by Σ = {tx : x ∈ ω, t ∈ (0, +∞)} (1. 5) for some open domain ω ⊆ S n−1 .
As far as we know, the sharp version of (1.4) is not available in literature and for this reason we provide a proof in Appendix A by suitably adapting the optimal transportation proof of the Sobolev inequality [15] to the case of cones. It is interesting to observe that our proof applies also to the case of weighted Sobolev inequalities for the class of weights considered in [8] , thus generalizing [8, Theorem 1.3 ] to the full range of exponents p ∈ (1, n).
Hence, as shown in Appendix A, the extremals of (1. for some λ > 0 (see also [2, 15, 28, 35] and the references therein), where H 0 denotes the dual norm associated to H, namely
Moreover, if Σ = R n then x 0 may be any point of R n ; if Σ = R k × C with k ∈ {1, . . . , n − 1} and C does not contain a line, then x 0 ∈ R k × {O}; otherwise, x 0 = O (from now on, O denotes the origin). The aim of this paper is to provide a complete classification result for critical anisotropic p-Laplace equations in convex cones. More precisely, we consider the problem
where ν is the outward normal to ∂Σ, 8) and the space D 1,p (Σ) is defined as in (1.2) (with R n replaced by Σ). We will sometimes write ∆ H p u = div (a(∇u)) , where ∆ H p is called the Finsler p-Laplacian (or anisotropic p-Laplacian) operator. It is clear that when we consider the case Σ = R n no boundary conditions are given.
We observe that if u ∈ D 1,p (Σ) is a positive critical point for the Sobolev functional
1 By abuse of notation, we say that H : R n → R is a norm if H is convex, positively one-homogeneous (namely, H(ℓξ) = ℓH(ξ) for all ℓ > 0), and H(ξ) > 0 for all ξ ∈ S n−1 . Note that we do not require H to be symmetric, so it may happen that H(ξ) = H(−ξ). then u satisfies (1.7). The main goal of this paper is to classify the critical points for (1.9), i.e. the classification of the solutions to (1.7). Theorem 1.1. Let n ≥ 2, 1 < p < n , and let Σ = R k × C be a convex cone, where C does not contain a line. Let H be a norm of R n such that H 2 is of class C 2 (R n \ {O}) and it is uniformly convex and C 1,1 in R n , namely there exist constants 0 < λ ≤ Λ such that
Let u be a solution to (1.7). Then u(x) = U H λ,x 0 (x) for some λ > 0 and x 0 ∈ Σ, where U H λ,x 0 is given by (1.6). Moreover,
As already mentioned, case (i) in Theorem 1.1 has been already proved in [9, 16, 33, 39] when Σ = R n and H is the Euclidean norm. In that case, thanks to the symmetry of the problem, the authors can apply the method of moving planes. In the Euclidean case and for p = 2, the classification of solutions in convex cones was proved in [28, Theorem 2.4 ] by using the Kelvin transform and inspired by [22] . Unfortunately, the Kelvin transform and the method of moving planes are not helpful neither for anisotropic problems nor inside cones for a general p ∈ (1, n). For this reason we provide a new approach to the characterization of solutions to critical p−Laplacian equations, which is based on integral identities rather than moving planes. This approach takes inspiration from [5, 6, 7] where classical overdetermined problems for PDEs are considered (see also [13, 29] for analogous problems in convex cones).
Strategy of the proof and structure of the paper. The strategy of the proof can be explained as follows. First, using that u ∈ D 1,p (Σ) we show that u is bounded (see Subsection 2.1). Then, in Subsection 2.2 we prove that u satisfies certain decay estimates at infinity (in particular it behaves as the fundamental solution both from above and below), so that one has optimal upper bounds on H(∇u) in terms of the fundamental solution. We notice that, differently from [33] , we do not need asymptotic lower bounds on ∇u; instead, we use a Caccioppoli-type inequality to prove some asymptotic estimates on certain integrals involving higher order derivatives (see Subsection 2.3).
Then, in Section 3 we consider the auxiliary function v = u − p n−p . We find the elliptic equation satisfied by v and then, thanks to the asymptotic estimates on u, we show that v and ∇v satisfy explicit growth conditions at infinity. By using integral identities, the convexity of Σ, and some suitable inequalities, we are able to prove that ∇a(∇v) is a multiple of the identity matrix, from which the symmetry result follows.
In Appendix A we prove the sharp version of (1.4) for general norms and cones, and even in a weighted setting.
Most of the paper will focus on the case in which Σ is a convex cone with nonempty boundary. Indeed our approach perfectly works also when Σ = R n . However, since the whole space case is simpler to be proven, we prefer to focus the exposition to the case when Σ has boundary. was written while A.R. was visiting the Department of Mathematics of the ETH in Zürich, which is acknowledged for the hospitality.
Preliminary results
In this section we collect some results that are well established when Σ = R n and H is the Euclidean norm. Since we are dealing with problem (1.7) and some modifications are needed, we report here their counterpart when Σ is a convex cone and H a general norm, and provide a sketch of the proofs emphasizing the main differences.
In the whole paper we denote by B r (x) the usual Euclidean ball, and by B r the ball B r (O) centered at the origin.
2.1. Boundeness of solutions. In the following lemma we prove that solutions to (1.7) are bounded. The result holds for more general Neumann problems, in particular for problems with a differential operator modelled on the p-Laplace operator.
Lemma 2.1. Let Σ ⊆ R n be a convex cone as in (1.5) and let u ∈ D 1,p (Σ) be a solution to
where the a : R n → R n is a continuous vector field such that the following holds: there exist α > 0 and 0 ≤ s ≤ 1/2 such that
for every ξ ∈ R n . Then there exists δ > 0 with the following property: let ρ > 0 be such that
where C depends only on n, α, p and the Sobolev constant of Σ.
Proof. We closely follow [30, Theorem E.0.20] and [34, Theorem 1] and we only give a sketch of the proof. We first prove that u ∈ L qp * loc (Σ) for any q < p * /p. Given l > 0 and 1 < q < p * p , we define
and
as a test-function in (2.1); then an integration by parts giveŝ
We aim at proving that
holds for 0 ≤ s ≤ 1/2. We distinguish between the cases 1 < p < 2 and 2 ≤ p < n.
and from (2.4) we get
which implies (2.5). If 1 < p < 2 then (2.5) is obtained by using a more careful argument. We claim that
To prove this we consider two cases. If s > |ξ| then the left-hand side of (2.6) is negative, and so the result is clearly true. Otherwise, if s ≤ |ξ| then
and thereforeˆ1
that again implies (2.6). Thanks to (2.4), (2.2), and (2.6), we obtain
and the proof of (2.5) is complete. Note now that, by Young's inequality and (2.2), for any ǫ ∈ (0, 1) we have
where C 0 depends only on α and p. Thanks to this inequality and recalling (2.5), since G(u) ≤ uG ′ (u) (note that G is convex and G(0) = 0), for any ǫ ∈ (0, 1) we obtain
Hence, choosing ǫ small enough so that C 0 ǫ p p−1 = c/2, we deduce that
where c ′ > 0 depends only on n, α, and p. Using now that
Hence, thanks to the Sobolev inequality (1.4) we get
wherec > 0 depends only on n, α, p and the Sobolev constant for Σ.
Then, if we choose η such that supp(η) ⊂ B(x 0 , R), it follows from Holder's inequality that we can reabsorb the last term in (2.7), and we get
Hence, taking the limit as l → ∞ in the definition of F and G, by monotone convergence we concludē
Since qp < p * it follows that the right hand side is finite, hence by the inequality above and the arbitrariness of x 0 we conclude that u ∈ L qp * loc (Σ). Thanks to this information, we can rewrite the equation satisfied by u as follows:
where
Since u ∈ L qp * loc we get that f ∈ L r with r > 
2.2.
Asymptotic bounds on u and ∇u. The main goal of this subsection is to prove Proposition 2.3 below. Proposition 2.3 is a generalization of [39, Theorem 1.1] to the conical-anisotropic setting. The proof of Proposition 2.3 follows the one given in [39] , although the lack of smoothness of Σ creates some nontrivial extra difficulties. Proposition 2.3. Let 1 < p < n and let u be a solution to (1.7). Then there exist two positive constants C 0 and C 1 such that
Before giving the proof of Proposition 2.3, we first introduce a useful definition.
Definition 2.4. Given L > 0, we say that a convex cone C is L-Lipschitz if for any point x ∈ ∂C there exist r x > 0 and a unit vector ν x such that
Note that, by convexity of C, also the convex hull of B rx (x + Lν x ) ∪ {x} is contained in C.
In the spirit of [39, Lemma 2.3], we now prove a general lower bound on the L p * norms of solutions to our equation in convex cones, with a bound depending only on the Lipschitz constant (see also [28] ).
Lemma 2.5 (Lower bound on the mass). Let u be a nontrivial solution to
where C is a L-Lipschitz convex cone and a(ξ) is as in (1.8). Then there exists a constant k 0 > 0, depending only on n, p, L, and
Proof. As in [39, Lemma 2.3], the proof is based on the Sobolev inequality in C, and on the integral identity that one obtains by multiplying (2.9) by u and integrating in C. However in this case a bit more carefulness is needed, especially to quantify the dependencies.
First of all, up to a translation, we can assume that C has vertex at O. Then, since C is L-Lipschitz, there exist r 0 > 0 and a unit vector ν 0 such that B r 0 (Lr 0 ν 0 ) ⊂ C. Therefore, since C is a convex cone, this implies that the conê
is contained inside C.
We now want to estimate the Sobolev constant of C. To this aim we define the following constant:
Since the set of convex domains Ω ⊂ B 1 containing B 1 ∩Ĉ L are uniformly Lipschitz, standard arguments in the calculus of variations show that S L is positive. We now notice that, given any function ψ ∈ C 1 c (C), there exists λ > 0 large such that ψ λ (x) := ψ(λx) satisfies ψ λ ∈ C 1 (C) and
Since ψ ∈ C 1 c (C) is arbitrary, it follows by approximation that
Applying this inequality to u and defining c H := min |ξ|=1 H(ξ), we get
On the other hand, multiplying (2.9) by u and integrating in C, we get
Combining the last two equations yield the desired lower bound.
Remark 2.6. An alternative proof of Lemma 2.5 can be obtained by computing the optimal Sobolev constant of C (using Appendix A) and noticing that this constant is bounded below in terms only of n, p, H 0 , and the volume of C ∩ B 1 . In particular, whenever C is L-Lipschitz then C L ⊆ C and |C ∩ B 1 | ≥ |Ĉ L ∩ B 1 |, and one concludes that the Sobolev constant of C is controlled by (actually, it is larger or equal than) the one ofĈ L .
We shall also need a doubling-type property on u which is proved in [31, Lemma 5.1] (see also [39, Lemma 3.1] ). Below we state a version of this doubling property which is suitable for our setting.
Note that, by convexity, there exists a constant
Lemma 2.7 (Doubling property [31] ). Let u be a solution to (2.9), let L Σ be the Lipschitz constant of Σ, and let k 0 > 0 be the constant provided by Lemma 2.5 with L = L Σ .
Let k ∈ (0, k 0 ), r > 0, and r ′ ∈ (0, r) be fixed, and set
Then for any x ∈ Σ \ B r ′′ and α > 0 such that the distance d between x and Σ ∩ B r ′′ satisfies
there exists a point y 0 ∈ Σ \ B r ′′ such that
12)
Proof of Proposition 2.3. We divide the proof of Proposition 2.3 in three steps. In
Step 1 we give a preliminary decay estimate on u (which is not sharp). In Step 2 we prove that u ∈ Lp −1,∞ (Σ) for a suitablep. Finally, in Step 3 we prove (2.8).
• Step 1: Let u be a solution of (1.7), and for k ∈ (0, k 0 ) define
Then, for any fixed k ∈ (0, k 0 ) and r > r k (u), there exists a constant K 0 such that
In order to prove the assertion, it suffices to show the existence of a constant K 1 such that
where r ′′ = (r + r ′ )/2 and r ′ ∈ (0, r) is fixed. We prove (2.15) by contradiction.
Suppose there exists a sequence of points {x α } α∈N ⊂ Σ \ B r such that
Since B r ′′ ⊂ B r , it follows from (2.16) and Lemma 2.7 that there exists a sequence of points
(2.18) We observe that, since u is bounded, the sequences {x α } α∈N and {y α } α∈N are both divergent as α → ∞.
For any α ∈ N and y ∈ Σ, we definẽ
It is immediate to check that the cones Σ α are L Σ -Lipschitz. Furthermore, if we set µ α := u(y α ) −1 , (2.18) and (2.19) yield that
At this point we consider the ratio
Observe that (by (2.17)) q α → 0 as α → ∞.
Since |y α | → +∞, the ratio between −y α m α and the scaling factor m α goes to infinity. Hence, one of the following two cases may occur as α → ∞ :
(i) the sequence of cones {Σ α } α∈N converges to R n (this happens if the distance between m α y α and ∂Σ α goes to infinity); (ii) the sequence of cones {Σ α } α∈N converges to a L Σ -Lipschitz convex cone C, not necessarily centered at the origin (this happens if the distance between m α y α and ∂Σ α remains bounded). We now look in both cases at the behavior of the functions {u α } α∈N . We consider the two cases separately.
-Case (i): fix a ball B R . Then there exists α ∈ N such that Σ α ∩ B R = B R for every α ≥ α; moreoverũ α (for every α ≥ α) is a solution of (2.20) in B R . From (1.10), (2.21), and [18] , there exist a constant C > 0 and a real number θ ∈ (0, 1) such that
for any α ≥ α. Since R > 0 is arbitrary, Ascoli-Arzelà Theorem and a diagonal argument imply that {ũ α } α∈N converges (up to subsequence) in C 1 loc (R n ) to some functionũ ∞ . By construction we have thatũ
-Case (ii): consider a ball B R . Then for every compact set K ⊂⊂ B R ∩ C there exists α ∈ N such that K ⊂ Σ α ∩ B R for every α ≥ α. As in Case (i), for every α ≥ α the functionũ α is a solution of (2.20) in K, and there exist a constant C > 0 and a real number θ ∈ (0, 1) such that
for any α ≥ α and K ′ ⊂⊂ K. In addition, it follows by Remark 2.2 that the functionsũ α are uniformly C 0,θ inside B R ∩ C for any R > 0. Hence, again Ascoli-Arzelà Theorem and a diagonal argument imply that {ũ α } α∈N converges (up to subsequence) in C 0 (B R ∩ C) ∩ C 1 loc (B R ∩ C) to some functionũ ∞ , for any R > 0. Taking the limit in the weak formulation of the equation, we obtain thatũ ∞ ∈ D 1,p (C),ũ ∞ (O) = 1, andũ ∞ is a weak solution of
We now notice that, in both cases, for any ρ > 0 we have
Also, by (2.17), since r k (u) < r ′′ we get
for α large. Thus, from (2.26), (2.27) , and by definition of r k (u), we obtain
for α large. Thus, taking the limit in (2.28) as α → ∞ and then as ρ → ∞, yields
in Case (i) or Case (ii), respectively. Since k < k 0 with k 0 > 0 as in Lemma 2.5, it follows by (2.23) (resp. (2.25)) and (2.29) thatũ ∞ ≡ 0 in Case (i) (resp. Case (ii)), a contradiction to the fact thatũ ∞ (O) = 1. This completes the proof of the assertion of Step 1.
• Step 2: Let u be a solution of (2.9). Then u ∈ Lp −1,∞ (Σ) forp := p(n−1) n−p . Recall that, given a set Ω and r ≥ 1, one defines the space L r,∞ (Ω) as the set of all measurable functions v : Ω → R such that
Using the Sobolev inequality in cones, the proof of this step can be easily adapted from the case of R n (see [39, Lemma 2.2] ) and for this reason is omitted.
• Step 3: Proof of (2.8). Let k and r be as in Step 1. For any R > 0 and y ∈ Σ, we define
Also, writing u
and using (2.14), we have 
for some constant C ε > 0. We fix ε 0 = ε 0 (n, p) such that 0 < ε 0 <p − p, wherep is as in Step 2. Since
Step 2 we obtain that 2.3. Asymptotic estimates on higher order derivatives. By using a Caccioppoli-type inequality, in this subsection we prove Proposition 2.8 below which will be useful in the proof of Theorem 1.1. In particular it will avoid the use of an asymptotic lower bound on |∇u|, which is crucial in [33] .
Proposition 2.8. Let Σ be a convex cone, and let u be a solution to (1.7) with a(·) given by (1.8), where H satisfies the assumptions of Theorem 1.1. Then a(∇u) ∈ W 1,2 loc (Σ), and for any γ ∈ R the following asymptotic estimate holds:
38)
where C is a positive constant independent of r.
Proof. The estimate (2.38) is obtained by using a Caccioppoli-type inequality. We argue by approximation, following the approach in [3, 11] .
We approximate Σ by a sequence of convex cones {Σ k } such that Σ k ⊆ Σ and ∂Σ k \ {O} is smooth. Also, we fix a pointx ∈ ∩ k Σ k , and for k fixed we let u k be the solution of
where {φ ℓ } is a family of radially symmetric smooth mollifiers. Standard properties of convolution and the fact a(·) is continuous imply a ℓ → a uniformly on compact subset of R n . From [21, Lemma 2.4] we have that a ℓ satisfies the first condition in (2.2) with s replaced by s ℓ , where
for someα > 0, we obtain that a ℓ satisfies also the second condition in (2.2). Let u k,ℓ be a solution of
(this solution can be constructed analogously to u k ). We notice that u k,ℓ is unique up to an additive constant. Also, because u is locally bounded, the functions u k,ℓ are C
In particular, assuming without loss of generality that u k,ℓ (x) = u(x) for some fixed pointx ∈ Σ k , as ℓ → ∞ one sees that u k,ℓ converges in C 1 loc to the unique solutionū k of
Since u k is also a solution of the problem above, it follows by uniqueness thatū k = u k and therefore u k,ℓ converges to u k as ℓ → ∞. Analogously, u k → u as k → ∞. Given R > 1 large, we define
Note that, since u is uniformly positive inside Σ (see Proposition 2.3), for k large enough (depending on R) also u k is uniformly positive inside Ω k , and hence for ℓ large enough we have that u k,ℓ is also uniformly positive inside Ω k . In the sequel we shall always assume that k and ℓ are sufficiently large so that this positivity property holds. We now fix k and deal with the functions u k,ℓ . To simplify the notation, we shall drop the dependency on k and we write
The idea is to prove a Caccioppoli-type inequality for u ℓ and then let ℓ → ∞. Since u ℓ solves a non-degenerate equation, we have that u ℓ ∈ C 1 ∩ W 2,2 loc (Σ) and furthermore we have 2 The function u k can be found by considering first the minimizer v k,R of the minimization problem
, and finally taking the limit of u k,R as R → ∞ (note that the functionsũ k,R are uniformly C 1,θ in every compact subset of Σ, and uniformly Hölder continuous up to the boundary).
loc (Σ). In addition, since Σ is smooth outside the origin, u ℓ is of class C 2 in Ω away from Γ 1 ∪ {O}.
Multiply (2.41) by ψ ∈ C ∞ c (B R \ B 1/R ) and integrate over Ω to get
that together with the divergence theorem gives
from the fact that ψ ∈ C ∞ c (B R \ B 1/R ) and from the boundary condition in (2.41), we obtain that the second term in (2.43) vanishes; hence (2.43) becomes
, and for δ > 0 small define the set Ω δ := {x ∈ Ω : dist(x, ∂Ω) > δ} .
Since Ω ∩ supp(ϕ) is smooth, for δ small enough we see that Ω δ \ Ω 2δ is of class C ∞ inside the support of ϕ. In particular, every point x ∈ (Ω δ \ Ω 2δ ) ∩ supp(ϕ) can be written as
where y = y(x) ∈ ∂Ω δ is the projection of x on ∂Ω δ and ν(y) is the outward normal to ∂Ω δ at y. Moreover the set (Ω δ \ Ω 2δ ) ∩ supp(ϕ) can be parametrized on ∂Ω δ by a C 1 function g (see [24, Formula 14 .98]). Let ζ δ : Ω → [0, 1] be a cut-off function such that ζ δ = 1 in Ω 2δ , ζ δ = 0 in Ω \ Ω δ , and
Using ψ = ∂ m (ϕζ δ ) in (2.44) with m ∈ {1, . . . , n} and integrating by parts, we get
where we use the notation a ℓ = (a ℓ 1 , . . . , a ℓ n ) to denote the components of the vector field a ℓ . Observe that, from the definition of ζ δ , we have
, by the coarea formula we havê
Since f ∈ C 0 , we can pass to the limit and obtain
Hence, we proved that
Now, let Ω t δ := {x ∈ Ω δ : dist(x, ∂Ω δ ) > t} . We notice that, if x ∈ (Ω δ \ Ω 2δ ) ∩ supp(ϕ) with x = y − tν(y), then x ∈ ∂Ω t δ and the outward normal to ∂Ω t δ at x coincides with the outward normal to ∂Ω δ at y. Hence, by writing ν(x) in place of ν(y), we have
Now, we take a cut-off function η ∈ C ∞ c (B R \ B 1/R ), and for m ∈ {1, . . . , n} we set ϕ = a ℓ m (∇u ℓ )u γ ℓ η 2 where γ ∈ R, and in (2.46) we obtain
(2.47)
We notice that ∂ m ν i (x) is the second fundamental form II t x of ∂Ω t δ at x:
Since the cone Σ is convex then II t x is non-negative definite, which implies that
and so, with the choice ϕ = a ℓ m (∇u ℓ )u γ ℓ η 2 , we obtain
where the last equality follows from the condition a ℓ (∇u ℓ ) · ν = 0 on ∂Σ. Indeed, this condition implies that a ℓ (∇u ℓ ) is a tangent vector-field and that the tangential derivative of a ℓ (∇u ℓ ) · ν vanishes on ∂Σ. Hence, recalling (2.45), we proved that
Inequality (2.50) can be used in place of Equation (4.11) in [3, Proof of Theorem 4.1], and by arguing as in [3] we obtain
From Hölder and Young inequalities, for any ǫ ∈ (0, 1) we can bound
so choosing ǫ small enough such that Cǫ = 1/2, we obtain
Recall that here η ∈ C ∞ c (B R \ B 1/R ). However, by approximation the same property holds for any η ∈ C ∞ c (R n ). Now, we recall that we were writing u ℓ in place of u k,ℓ . Then, since u k,ℓ → u k in C 1 loc and a ℓ → a locally uniformly, we can let ℓ → ∞ to deduce that
(2.51) In particular, taking γ = 0, (2.51) proves that a(∇u k ) ∈ W 1,2 loc (Σ k ), and {a(∇u k )} k∈N is uniformly bounded in W 1,2 loc . Hence, letting k → ∞ in (2.51) we obtain
Finally, the asymptotic estimate (2.38) follows from (2.8).
3. Proof of Theorem 1.1
As already mentioned in the introduction, we consider the auxiliary function
where u is a solution of (1.7). A straightforward computation shows that v > 0 satisfies the following problem
where ∆ H p v = div (a(∇v)) with a(ξ) as (1.8), and we set
It is clear that v inherits some properties from u. In particular v ∈ C 1,θ loc , and it follows from Proposition 2.3 that there exist constants C 0 , C 1 > 0 such that
and |∇v(x)| ≤ C 1 |x|
for |x| sufficiently large. Higher regularity results for v are summarized in the following lemma.
Lemma 3.1. Let v be given by (3.1). Then, for every σ ∈ R, the asymptotic estimatê
holds.
Proof. We notice that
so it follows from Proposition 2.8 that
Finally, the asymptotic estimate (3.6) follows from (2.38) and (2.8).
3.
1. An integral inequality. In this subsection, by using the convexity of the cone, we show that v satisfies an integral inequality. We recall that the second symmetric function S 2 (M ) of a n × n matrix M = (m ij ) is the sum of all the principal minors of A of order two, and we have
where S 2 ij (M ) = −m ji + δ ij tr (M ) . As proved in [12, Lemma 3.2] , given two symmetric matrices B, C ∈ R n×n with B positive semidefinite, and by setting M = BC, we have the following Newton's type inequality:
Moreover, if tr (M ) = 0 and equality holds in (3.9), then
and B is positive definite. As we will describe later, we will apply (3.9) to the matrix M = ∇[a(∇v)].
We start from the following differential identity (see [5] ). We use the Einstein convention of summation over repeated indices.
Lemma 3.2. Let v be a positive function of class C 3 and let V : R n → R + be of class C 3 (R n ) and such that V (∇v)div (∇V (∇v)) can be continuously extended to zero at ∇v = 0. Let
(3.10)
Then, for any γ ∈ R we have
(3.12)
In particular, if H is a norm and
14)
where ∆ H p v = div (a(∇v)) and a(·) is given by (1.8). Observe that, in this particular case,
The idea is to apply the above lemma to the function v solving (3.2) and integrate the identity above on Σ. Due to the lack of regularity of v, Lemma 3.2 cannot be applied directly but we can still prove its integral counterpart. Lemma 3.3. Let v be given by (3.1), let V be as in (3.13), and W as in (3.10). Then, for any ϕ ∈ C ∞ c (Σ), we havê
Proof. We argue by approximation. So, first we extend v as 0 outside Σ, and then for ε > 0 we define v ε = v * ρ ε and V ε = V * ρ ε , where ρ ε is a standard mollifier. Also, we set a ε = ∇V ε and W ε = (w ε ij ) i,j=1,...,n where w ε ij = ∂ j (a ε i (∇v ε )). Since V ∈ C 1 (R n ) then a ε i = a i * ρ ε for i = 1, . . . , n, where a is given by (1.8). Also, since
loc (Σ) and we have that
loc (Σ). Now we write (3.12) for the approximating functions v ε , V ε and W ε , we multiply by ϕ ∈ C ∞ c (Σ) and integrate over Σ. Since ϕ has compact support inside Σ, it follows from the divergence theorem that
, recalling (3.14) we conclude easily by letting ε → 0. Now we extend Lemma 3.3 to a generic cut-off function in R n . Here, the convexity of Σ plays a crucial role.
Lemma 3.4. Let v be given by (3.1), let V be as in (3.13), and W as in (3.10). Consider a non-negative cut-off function η ∈ C ∞ c (R n ). Then
(3.17)
Proof. As in the proof of Proposition 2.8, this proof requires a regularization argument considering the solutions of the approximating problems
where a ℓ are defined as in (2.40) and f (v, ∇v) is given by (3.3) . Note that, since v ∈ C 1,θ loc (Σ \ {O}), the functions v k,ℓ are of class C 2,θ loc in Σ k \{O}, and this allows one to perform all the desired computations on the functions v k,ℓ , and then let ℓ and k to infinity. Since this approximation argument is very similar to the one in the proof of Proposition 2.8, to simplify the notation and emphasize the main ideas we shall work directly with v, assuming that v is of class C 2,θ loc in Σ \ {O} in order to justify all the computations. Set
for j = 1, . . . , n. Then we apply Lemma 3.3 with ϕ = ηζ δ , where η ∈ C ∞ c (R n ) is a cut-off function as in the statement, and ζ δ ∈ C ∞ c (Σ) is a cut-off function of the distance from ∂Σ that converges to 1 inside Σ as δ → 0. In this way, as in the proof of (2.45), letting δ → 0 the term involving ∇ζ δ gives rise to a boundary term: more precisely, we obtain
Now, to conclude the proof, we need to show that the last integral in (3.19) is non-negative; indeed, for x ∈ ∂Σ \ {O}, by using the explicit expression of L and of
where we used that w ji (x) = ∂ i a j (∇v(x)) and V ξ i = a i . We notice now that ∂ i ν ℓ (x) is the second fundamental form of ∂Σ at x, which is non-negative definite by the convexity of Σ. Hence Proof. From (3.2), (3.4), and (3.5) we know that |∆ H p v| ≤ C in Σ, and from Newton's inequality (3.9) we also have |S 2 (W )| ≤ C (recall that tr (W ) = ∆ H p v). Now, let η be a non-negative radial cut-off function such that η = 1 in B R , η = 0 outside B 2R , and |∇η| ≤ 2 R . Thanks to (3.4) and (3.5), we can take the limit as R → ∞ in the left-hand side of (3.17) to obtain the left-hand side of (3.22) . Hence, in order to prove (3.22) it is enough to show that
where we set for simplicity
Since |S 2 ij (W )| ≤ |W |, using Holder's inequality we get
Observe that (3.6) yields W 2 L 2 (E R ) ≤ CR n .
Also, from (3.4) and (3.5) we havê
Hence, since by assumption γ < − In order to prove the sharpness of our Sobolev inequality we choose f = g = U H,a 1,O . In this particular case the transport map reduces to the identity map T (x) = ∇ϕ(x) = x and det(DT ) = 1. Also the homogeneity of w implies that ∇w · x = a w. This implies that all the inequalities in the previous computations become equalities and we obtain (A.1).
Finally, to prove the characterization of the minimizers one can argue as in [20 (because f 1 and f 2 have disjoint support), by concavity of the function t → t p/β we conclude that either f 1 or f 2 vanishes. Once this is proved, one can then argue as in the proof of [15, Proposition 6 ] to deduce (from the fact that all the inequalities in the proof given above much be equalities) that T must be of the form T (x) = λ(x − x 0 ) for some λ > 0 and x 0 ∈ Σ, from which the result follows easily. Finally, properties (i)-(ii)-(iii) on the location of x 0 follow for instance from the fact that T has to map Σ onto Σ.
