In an external architecture for testing communication protocols, the service provider is an abstraction of the stack of protocols and the public data network interconnecting the lower tester with the implementation under test. In this paper, the effects of a public data network are studied (i.e. the service provider) when testing a protocol implementation's conformity to its speci"cation. The three main characteristics of a service provider are dynamic round trip delay (RTD), message buffering and lossy transmission. It is shown that if proper care is not taken in test architectures and test cases, the dynamic attributes of a service provider may make correct test cases useless. The outline of the paper is as follows. First, the notion of a time server protocol (TSP) in a test architecture to estimate the RTD dynamically in the service provider is introduced. The generalization capability of neural networks is used as the central idea in the dynamic estimation of RTDs from previous actual measurement of delays. Second, the notion of a test architecture's reliability and the properties that a reliable architecture must satisfy are de"ned. A reliable test architecture is obtained by augmenting a basic test architecture with a TSP and a "lter protocol to discard spurious events. Finally, some dif"culties in assigning test verdicts are studied and measures are suggested for overcoming them. Thus, an extended service provider is designed by augmenting the actual service provider with the new components. This work proposes an interface to an extended service provider to conceal the side-effects of the bare service provider.
INTRODUCTION
Given a system of co-operating processes, such that the co-operation is done through the exchange of messages, a communication protocol is the set of rules that governs the message exchange [1, 2] . A network of computers naturally employs protocols because the interacting entities are physically remote from each other and message exchange is the only possible way of co-ordinating their activities. Some examples of protocols are a media access protocol, data link protocol, transmission control protocol (TCP) and the Internet protocol (IP). Computer networks are subject to various kinds of failures caused locally or by the environment. In a communication protocol, a timer is a failure-detection mechanism, which is used to decide when to re-transmit a possibly lost message, or when to abandon a broken connection. Timers are used in all communication protocols that offer reliable services.
Modern distributed systems may require complex protocols. Protocols can be so complex that a systematic approach is necessary in order to guarantee that its description is unambiguous and complete, and that the purpose of the protocol is correctly achieved. Speci"cation techniques based on formal models are used to specify protocols [3] . Despite precisely specifying a protocol, an executable representation of the protocol may not meet the requirements in its speci"cation because of implementation errors. After an implementation is obtained from its speci"cation, one must check whether the external behaviour of the implementation is equivalent to its formal speci"cation. The process of verifying that the external behaviour of a protocol implementation complies with the protocol's requirements contained in its formal speci"cation is called conformance testing [4, 5] .
To reduce the design complexity of the communication software, network protocols are organized as a series of layers. Two protocol entities belonging to adjacent layers communicate by passing messages called abstract service primitives (ASP). Protocol implementations are tested by considering a single-layer or multi-layer entity as a whole. During a test process, inputs are provided to an implementation under test (IUT) from the layers above and below, and the responses of the IUT are observed. An entity that provides inputs to and observes outputs from an IUT is called a test entity. The test entity above an IUT is called an upper tester (UT) and the one below is called a lower tester (LT) . When an IUT and the test entities reside on the same machine, the testing method is called local, otherwise it is called external. A test architecture de"nes the way an IUT and the two test entities are interconnected. In the external class of single-layer testing, there are three primary architectures, namely distributed, co-ordinated and remote [4, 6] . We show the distributed single-layer (DS) architecture in Figure 1 . A test case is a sequence of inputs and expected outputs derived from the speci"cation of a protocol [7] and is split into two parts to represent the core behaviours of the two test entities. A test coordination procedure is used to synchronize the activities of the test entities. Depending on the responses of an IUT, the test entities assign a test verdict of pass (P), fail (F) or inconclusive (I) to the IUT.
The need for an external test architecture is due to several reasons. First, conformance testing can be the responsibility of a national or international organization running the test process from its laboratory by communicating with an implementation at the developer's site. Second, thirdparty business organizations, which are in no way related to the standardization of a protocol speci"cation and implementation of a protocol, may provide a conformance testing service from their sites.
Finally, an external architecture provides a better means of running a protocol in a real environment than the local test architecture. In an external test architecture, the LT and the IUT communicate by passing protocol data units (PDU) through a public data network interconnecting the LT and the IUT. If an IUT is a high-level protocol, its PDUs will pass through the lower layers of protocols on the same machine before they are delivered to the public data networks. These lower-layer protocols and the public data network are known collectively as the service provider in Figure 1 . The points where the behaviours of an IUT are observed by the test entities are called points of control and observations (PCO). In an external test architecture, the LT provides test inputs to and observes the outputs from an IUT through the service provider and at a point away from the IUT. The differences among the three external test architectures are in terms of how test co-ordination is achieved and the locations of the PCOs.
A public data network is a distributed entity consisting of hundreds of computers, routers, data transmission equipments, transmission links, and so on. Different parts of the network may be managed by different agencies. It is generally shared by many users with their varying traf"c demands. Components of the network may fail and be repaired without completely shutting down the network. In a nutshell, a service provider is a dynamic entity introducing an element of uncertainty into the testing mechanism. The uncertainty is due to three dynamic attributes of a service provider, namely message delay, message buffering and lossy transmission. Message delay refers to the delay suffered by the PDUs exchanged between the LT and an IUT. Message buffering refers to the buffering of the PDUs at the intermediate routing nodes in a service provider. Lossy transmission between the LT and IUT refers to the fact that PDUs may be lost if some nodes or links carrying the PDUs fail. Thus, the uncertainty is due to the fact that messages between the LT and IUT may suffer an arbitrary amount of delay, and may be lost.
Most of the research on protocol testing has focused on obtaining the behaviour of the test entities. (For a list of references, the reader is referred to [7, 8] .) No attention has been paid toward understanding the effects of the dynamic attributes of a service provider on protocol testing. For a better understanding of the impact of a service provider, three main elements of the test entities are identi"ed. These are the input and expected output of a protocol, setting the timers in the test entities to their appropriate values and assigning a test verdict of pass/fail/inconclusive (P/F/I) depending on the response of the IUT. The values of timers and test verdicts are explained as follows.
The value of a timer is explained "rst. After sending a PDU to the IUT, the lower tester may start a timer if a PDU is expected as a response from the IUT, which is the case in general. The value of the timer depends on the round-trip delay (RTD) in the service provider, the reaction time of the IUT and the purpose of the timer [9] . The RTD accounts for the time PDUs take from the LT to IUT and back. This delay is a dynamic attribute of the service provider. The reaction time of an IUT is the time taken to produce a PDU in response to a PDU from the LT. This duration depends largely on the particular protocol function producing the PDU and the speed of the machine running the IUT. Now the test verdicts are explained. A test case is designed with a speci"c test purpose in mind. The test purpose is speci"ed as a part of a test case speci"ed in the tree and tabular combined notation (TTCN) [6] . The two test entities LT and UT are speci"ed in TTCN. If the behaviour of the IUT is allowed by the protocol's speci"cation and the test purpose is satis"ed, then the test entities assign a P test verdict. If the behaviour of the IUT is not allowed by the protocol's speci"cation, then an F test verdict is assigned. However, if the IUT's behaviour is allowed by the protocol's speci"cation, but the test purpose is not satis"ed, then an I test verdict is assigned.
The dynamic attributes of a service provider give rise to three issues in conformance testing, namely estimation of time-out values, unreliable test executions and dif"culty in test verdict assignment. These are discussed in detail.
Because of message delay in a service provider, timers play an important role in the proper functioning of communication protocols. A test suite contains several test cases to check timed behaviour of protocol implementations. An important activity in testing timed behaviour is the estimation of values of timers in test cases. Let us study why we need to estimate the values of timers. Let the LT send a PDU to the IUT and expect a PDU as the IUT's response. Since the LT does not wait inde"nitely, it starts a timer. If the expected PDU is not received by the LT before the expiry of the timer, the LT either re-transmits its PDU or terminates the test execution. On the one hand, if the duration of the timer is too short, the timer will expire before the desired PDU is received and test execution cannot be continued. On the other hand, if it is too long, then the purpose of verifying a time-out in the implementation is defeated. Also, there are various kinds of timers in a protocol, such as a retransmission timer, disconnection timer, and so on. Different timers have different durations. For the LT to capture the PDUs sent by an IUT, timers in the LT must be estimated accurately.
At present, timer durations are chosen statically at the beginning of test execution. Unfortunately, these timer durations are not satisfactory in that they do not take into account the dynamic aspects of message delays: it is usually a function of the load on the network and the speed of the systems on which the test and implementation entities execute. Selecting values for timers while executing test cases is a non-trivial task due to two main obstacles: (i) RTD between the LT and the IUT and (ii) the IUT's reaction time on receiving a stimulus or the expiration of a timer [9] . If timer durations are too short compared with the current RTD in the service provider, then test cases will terminate prematurely with inconclusive verdicts. Even though the core behaviours of test cases are correct, test execution cannot make any progress because of improper time-out values. Therefore, there is a need to compute dynamically appropriate values for timers, so that the test entities are able to capture the behaviour of an IUT through the service provider.
During the "rst couple of rounds of testing, it is highly likely that an IUT has several errors; that is, one cannot presume anything about the quality of the IUT. All the PDUs sent by the LT may not be acknowledged by the IUT, the IUT may crash during the execution of a test case leaving many PDUs from the LT unacknowledged, and orderly closing of a connection may not be possible. That means, in a data network connecting the LT and the IUT, spurious messages can keep moving from the source (LT or IUT) to the destination (IUT or LT) in both directions of a defunct connection. If care is not taken in test architectures, these PDUs from one connection or test case will affect the result of testing the IUT using a re-run of the same test case or a new test case. This problem will become more serious in two instances: "rst, in the case of automated selection and execution of test cases from a database of hundreds of test cases; second, in the case of high-speed protocols, in which hundreds of protocol data units are in transit, abortion of a connection between the LT and IUT will lead to the generation of many spurious PDUs. Though protocols are supposed to handle spurious PDUs, the occurrence of spurious PDUs in the testing process is highly undesirable due to the fact that an IUT may behave incorrectly and spurious PDUs would cause confusion in identifying whether an undesired behaviour is actually caused by a faulty IUT. Since messages are buffered in a service provider in the course of transmission, test architectures must be powerful enough to separate the PDUs belonging to the present test case from PDUs belonging to old test executions. In the absence of such a capability, the result of testing is rendered unreliable.
A service provider affects the assignment of test verdicts in two ways. First, in case of time-out or spontaneous abortion of a connection, an LT does not have precise knowledge of the real behaviour of the IUT. Thus, a notion of an I-verdict is introduced temporarily to represent a situation between a P-verdict and an F-verdict. Second, the message cross-over [10] possibility in a service provider allows the LT and the IUT to observe messages in a different order; that is, there is a possibility that a test case assigns a wrong P-verdict. If test entities communicate directly with an IUT, then it is possible to assign either a P-verdict or an F-verdict to the IUT with respect to a test execution. The inclusion of the notion of an I-verdict in the de"nition of the test speci"cation language TTCN [6] is to express à don't know' type of situation. This case arises when the LT cannot conclude whether non-receipt of a message is due to message loss in the service provider or due to an error in the IUT. When a test case assigns an I-verdict to an IUT, further tests are required to be done to re"ne an I-verdict into either a P-verdict or an F-verdict. Since every run of a test case is associated with some cost, there is a need to minimize the occurrence of I-verdicts by taking extra care in test architectures and suitably designing test cases. In order to bene"t from external test architectures, it is essential to eliminate its possible side-effects, as explained above, on conformance testing. If test cases consist of only a core behaviour obtained from a protocol speci"cation and a test architecture contains only two test entities, then the dynamic attributes of the service provider will render many test cases useless and misleading. Therefore, there is a need to suitably augment a test architecture and test cases to account for the dynamic nature of a service provider.
A service provider is not a mere simple entity transporting messages between LT and IUT. It may consist of a chain of public data networks and stacks of protocol layers between the LT and IUT. For different layers of protocol testing, there are variations in service providers. Therefore, characterization of a service provider will be a dif"cult task if appropriate abstractions are not used. In this paper, a black-box approach to studying the effects of a service provider is taken. In an ideal situation, one would like to have a service provider that provides a lossless ordered message transportation service between two points with deterministic delay. In this study, it is assumed that a service provider can have lossy, but ordered, message transportation and dynamic delay with possible permanent failure.
No work has been done which is similar to our objectives; however, there are some works on dependable testing of protocols. Some works in the area of improving the dependability of test architectures and verdict assignment can be found in [10] [11] [12] . A design framework to provide high availability of communication systems is discussed in [12] . This framework is based on some general concepts K. NAIK in reliable computing, such as observation, error detection, damage assessment, fault removal and error recovery. If the protocol entities in a service provider are designed with these features in mind, then one can achieve more dependable test results. The work in [11] is aimed toward improving external test architectures by incorporating the notion of an astride test entity. This allows a UT to isolate its observation from any possible errors in the IUT.
The contribution of this paper is threefold. First, the idea of a TSP using a neural network approach is introduced to estimate dynamically the RTD in a service provider. Second, in order to discard spurious PDUs, a "lter protocol is proposed. Third, a methodology to correctly assign test verdicts is proposed. The "rst two ideas are used in augmenting a test architecture, whereas the third idea is used in structuring the behaviour of the two test entities. These three ideas are brie#y explained in the following.
The two main components of a timer value are RTD in the service provider and the reaction time of the IUT. Estimating the reaction time of an IUT dynamically is a dif"cult task; it depends on several factors such as the speed of the host machine of the IUT, the amount of code executed by an implementation to produce a certain PDU, and the load on the IUT's host. It is assumed that a test designer judiciously decides the reaction time. This paper focuses on how to compute the RTD dynamically. The central idea is to let two entities of a TSP exchange messages periodically. There is one TSP entity near the LT and the other is near the IUT. The TSP entities collect the RTD for each message, and use a neural network approach to estimate the RTD dynamically at a given moment. While setting a timer, a test entity requests the TSP to provide the current best estimate of the RTD. Dynamic estimation of delay is done using the generalization capability of neural networks [13] from samples of actual delays measured in the past. The motivation for taking a neural network approach in computing a good estimation of the RTD is that it is possible to take the delay history of the service provider over a long time into account, while the technique summarized in [14] only takes the last measured value into account.
In order to prevent the LT and the IUT from receiving spurious PDUs, a "lter protocol was designed. The "lter protocol runs on top of the service provider so that the LT and IUT interact with the service provider through the "lter protocol entities. The two test entities provide the necessary inputs about the beginning and end of a test case to the "lter protocol. Using this information, the "lter protocol discards spurious PDUs.
A methodology to re"ne I-verdicts in test cases is now discussed and a method to augment the core behaviour of test cases to reduce the chances of wrong assignment of Pverdicts due to message cross-over is suggested. Test verdict re"nement and assignment are done using the idea of context and history of test execution.
In Section 2, different kinds of timers and the problems with estimating their values will be presented. The main idea in Section 2 is to introduce a TSP to estimate dynamically a time-out interval using a neural network approach. In Section 3, the desired properties of a reliable architecture are outlined and the design of a "lter protocol to achieve architecture reliability is presented. In Section 4, the ideas in Sections 2 and 3 are combined to obtain a reliable architecture suitable for testing timed behaviour of OSI protocols. A procedure to re"ne an I-verdict and some guidelines to augment the core behaviour of a test case to reduce the chances of wrong verdict assignments are discussed in Section 5. In Section 6, how the time server and "lter protocols can be incorporated into the multi-party and remote test architectures is discussed. Some concluding remarks are given in Section 7.
DYNAMIC COMPUTATION OF TIME-OUT INTERVAL
A time-out interval T o is computed as T o = 2T p + T r , where T p is the expected propagation delay between the LT and IUT and T r is the expected reaction time of the IUT to generate a PDU expected by the LT. Estimation of T r depends on factors such as the protocol policy to send a message and the speed of computation of the IUT. However, estimation of T p depends on the network load in the service provider. In this section, we "rst discuss various kinds of timers and outline the problem in estimating their values. Next, we present the concept of a TSP that dynamically estimates the message propagation delay between two communicating entities using the generalization capability of neural networks from a set of measured network delays.
Timers and dif"culties in estimating timer values
In computer networks, a timer is a failure detection mechanism which is used to decide when to re-transmit a lost message, or when to abandon a possibly broken connection. While computing the time-out period of a timer, a balance must be struck between the con#icting requirements of early failure detection and the necessity to reduce the number of false alarms. Timers are used to report various kinds of probable failures with each kind of failure depending on different kinds of environmental effects; that is, an objective can be attached with each timer. Examples of some timer objectives are detection of temporary message loss, detection of a permanent channel breakdown and detection of a remote host being dead. While a timer is initiated, estimation of its time-out interval must be based on the objective of the timer. Since a timer is used based on the notion that messages have "nite propagation delays, estimation of a time-out interval must be done based on the up to date information available about the delay characteristic of the network. Thus, estimating a time-out interval involves understanding the running environment of the communication system [9, 14] . Estimation of a time-out period becomes increasingly dif"cult when two entities communicate through a variety of media, such as high-speed LANs, narrow-bandwidth dialup lines, long-delay satellite channels and reliable long-haul networks, under various network loads. Computing a timeout interval in an adaptive manner is not an easy task. A time-out interval depends on the RTD, the reaction time of the IUT and the purpose of the timer. There are four factors affecting the RTD of a message in a heterogeneous service provider: (i) message length; (ii) dynamic network routing; (iii) network load and (iv) performance characteristics. Computing the reaction time of an IUT is beyond the scope of this paper.
Neural networks
Three important properties of neural networks are [13] : (i) they learn from experience, that is, they are trained, rather than programmed, with input data samples, (ii) they generalize their behaviour from previous examples to new ones when new data are presented to them and (iii) they abstract essential characteristics from inputs containing irrelevant data. Shown a set of inputs, perhaps with desired outputs, they self-adjust to produce consistent responses. In the following, brief introductions are given to the organization of neural networks, the kinds of algorithms used to train the networks, and some applications of neural networks.
Organization of neural networks
A neural network consists of neurons and links. Neurons can be considered as the processing elements (PEs) in the network and a link is the data path between two neurons. All links are weighted, so that data is multiplied by the link weight when it passes through the link. The basic operation of a neuron can be seen in Figure 2a . Each neuron sums all its inputs and passes the result through an activation function f . Typical activation functions are hard limiter, threshold logic and sigmoid function. Although a single neuron can perform certain simple pattern detection functions, the power of neural computation comes from connecting neurons into networks. Examples of singlelayer and two-layer networks are shown in Figures 2b and c respectively. Those networks are feedforward or nonrecurrent in the sense that there are no feedback paths in the networks. More general networks that contain feedback connections are said to be recurrent. A neural network is used in two phases. In the "rst phase, the network is trained using a set of example patterns and in the second phase, the network is recalled using an input pattern.
Training of neural networks
A network is trained so that application of a set of inputs produces the desired set of outputs. Each such input (or output) is called a vector. Training is accomplished by sequentially applying input vectors, while adjusting network weights in an algorithmic manner. During training, the network weights gradually converge to values such that each input vector produces the desired output vector. Training algorithms are categorized as supervised and unsupervised.
Supervised training requires the pairing of each input vector with a target vector representing the desired output; together these are called a training pair. A network is trained over a number of such training pairs {(X i , Y i )|1 ≤ i ≤ N } using the following four steps after initializing the weights W :
Step 1. Execute Steps 2 and 3 for all i and go to Step 4 to continue or to stop. Step 2. Apply X i to the network and compute the actual output Y a and error
Step 3. Feed the error E i back through the network and update the weights W . Step 4. If the sum of mean square errors E i > , then goto
Step 2, else stop.
The weights W in Step 3 are updated by using various rules depending on the structure of the network [13, 15, 16] . Unsupervised training requires no target vector for the outputs. The training set consists solely of input vectors. The training algorithm modi"es network weights to produce output vectors that are consistent, that is, both application of one of the training vectors or application of a vector that is suf"ciently similar to it will produce the same pattern of outputs. The training process, therefore, extracts the statistical properties of the training set and groups similar vectors into classes. Unsupervised training is largely used in classifying patterns into classes [17] . 
Recall of data
After a network is trained using a set of training pairs
depending on whether the training is supervised or unsupervised, data can be recalled from the network at its output by presenting an input X j to the network.
Application of neural networks
Two main areas of application of neural networks are pattern recognition and classi"cation [18] and learning a mathematical function [16] . To make a neural network learn a mathematical function, one generates a set of examples
. of the action of the desired function φ,
where n is a noise process. These examples de"ne the desired input-output relationship statistically. The example set {(x i , y i )} is used to train a network that learns the function φ. In the recall phase, by presenting a value x j to the network, we obtain the value y j at the network's output, where y j = φ(x j ).
Using neural networks in this paper
In this paper, the use of neural networks makes it possible to represent the delay characteristic of a service provider by a mathematical function. Samples of actual delay in the service provider are measured and pairs {(T i , d i )} are used, where d i is the measured delay in the service provider at instant T i , to train a neural network. Then, the neural network is recalled to estimate delays in the future. To obtain the best estimate of the current network delay from the measurement of a sample of delays in the past, the service provider delays are measured and the neural network is trained/recalled in a dynamic manner as explained in Subsection 2.3.
Time server protocol
The conceptual operation of the TSP is shown in Figure 3 . While testing an N -layer protocol, two N -layer TSP entities communicating through the same (N − 1)-service provider used in the testing process are required. This allows the TSP to estimate the propagation delay in the service provider as accurately as possible. A TSP entity communicates with the service provider using the set of abstract service primitives supported by the service provider and provides service to for the current best estimation of the propagation delay in the underlying service provider from the UT or the LT. When the RP module receives such a request at time X , the FDE module returns an estimation of the propagation delay computed until the largest T i ≤ X as explained in Figure 5 . In the following, these modules will be discussed in detail.
Remark. In the following, the behaviour of the modules in the TSP and "lter protocol is presented in terms of state machines. In a state machine, actions can be associated with the transitions or with the states [19] . There is no difference in expressive power between the two notations. In this notation, a combination of the two notations is used, that is, actions with both transitions and states are associated. The idea behind such a mixed notation is that it is convenient to associate occurrences of events between modules with transitions and internal actions with states.
Actual delay measurement module
Operation of the ADM module is explained using the state diagram in Figure 6 . The ADM protocol consists of two modules, the sender and the receiver. The sender in one ADM entity communicates with the receiver in another entity by interacting with the underlying service provider through the interaction point C. The sender sends a new message NMSG(id, time stamp) every T seconds, where id is an identi"er for the ADM at one end and time stamp contains the time of sending the message. The transition from the WAIT state to the SEND state with label DELAY(T) implements the frequency of communication between the two peer entities of the TSP. A small T , that is a high frequency of communication, will lead to a more accurate estimation of the current delay than a large T at the expense of more messages in the service provider. The receiver module receives two kinds of messages NMSG and LMSG. An NMSG message is generated by the sender at the other ADM module as explained above. When the receiver receives an NMSG, the message is simply sent back to the sender as a loopback message LMSG. When a loopback message LMSG is received, the receiver computes the RTD for that message, by subtracting the time stamp in the message from the current time, and sends the RTD to the FDE module through the interaction point N 1.
There are two important characteristics of the delay measurement protocol which make it very simple. First, since only the sender puts a time stamp on an outgoing message and the receiver simply returns the message, only the local clock at the sender is suf"cient to compute the RTD. Since no global clock is involved, clock synchronization problems do not arise and delay measurement becomes a local computation. Second, there is no acknowledgement policy in the protocol, because the protocol's objective is not to provide a reliable data transfer service. The loss of a message in either direction means that a delay sample for the FDE module is lost, implying that the delay samples are not generated periodically. Any kind of disturbance in the periodicity of the delay samples, which are used to train the neural network in the FDE module, is not of any consequence because neural networks have the ability to obtain generalized behaviour from data patterns containing disturbances [13] .
Request processing module
The request processing module is an interface module that receives a request, GET RTD, for an estimation of the RTD in the service provider. This module sends the request to the FDE module through the N 2 interaction point and when the FDE module sends an estimation of the delay back, a reply is sent to the user. The purpose of the RP module is to free the users from the details of making requests to the FDE module.
Future delay estimation module
Operation of the FDE module is explained using the state diagram in Figure 7 . This module receives messages from the ADM and RP modules through the interaction points N 1 and N 2 respectively. Initially, the module is in the WAIT state. An RTD message received at the N 1 interaction point, K. NAIK denoted by the transition N1?RTD, takes the module to the state TRAIN. In state TRAIN, the FDE module trains the neural network using the new RTD sample RTD received at interaction point N 1. This training of the neural network is shown by the internal action TRAIN(RTD) in the TRAIN state.
In the WAIT state, the arc with the label N2?GETRTD means that the FDE module can receive a message GETRTD (get RTD) from the RP module through the interaction point N 2. The GETRTD message is a request to the FDE module from a user to get the latest estimation of the RTD stored in the neural network. Upon receiving a GETRTD message, the FDE module moves to the RECALL state. In the RECALL state, an internal action RECALL(RTD) is performed, that does a recall operation on the neural network to extract the current estimate of the RTD. The RECALL(RTD) takes the FDE module to the RETURN state in which the message RTD is output to the RP module through the interaction point N 2.
Example of delay estimation using a neural network
The usefulness of neural networks in estimating delays by simulating the behaviour is demonstrated by the FDE module using the Neural Network Toolbox (NNTbox) subsystem of the MATLAB [20] package. MATLAB allows a user to de"ne the kind of neural network one wants to use, the number of layers and the number of neurons in each layer, the learning rate, the sum-squared error goal and the number of iterations (epochs) to be used in training the network. The MATLAB program simulating the behaviour of the FDE module consists of three parts: parameter initialization, initial training of the network with a given set of measured delays and retraining of the network with each additional measured delay. As part of the initialization, a twolayer backpropagation [15] network was considered with 10 neurons in the "rst layer. Since this requirement had one input line and one output line, the second layer consisted of a single neuron. The sum-squared error goal was set at 0.02, the learning rate at 0.02 and the maximum epoch at 10 000. (These parameters were set after a few experiments with a given set of input-output data representing measured delays.) A set of 20 arbitrary delay values between 100 and 500 time units was chosen initially to train the network; then, the network was retrained for each additional measured delay value for four instances.
A graph with an actual delay curve and the predicted delay curve is shown in Figure 8 . The graph shows that it is possible to predict a very close approximation of the actual delay, with error <10%, from a set of measured delays.
The simulation was run on a single processor Sun-4 workstation. The program took about 225 s to learn the function representing the initial 20 delay values and between 2 and 10 s to incorporate each additional delay value into the delay function. Thus, it is realistic to measure the delay in a service provider network and train the neural network every few seconds.
PROPERTIES OF A RELIABLE TEST ARCHITECTURE
A test architecture is said to be reliable if the test verdict, that is the result of testing the IUT using t, depends on t and IUT only. Conceptually, the idea behind a reliable architecture is to be able to assess the correctness of a protocol implementation, with respect to a test case, independent of the environment, that is, the behaviour of the service provider, the speed of testing and the execution of the previous test cases. In reality, while testing an implementation using an external test architecture, the following behaviours can in#uence the result of testing.
1. Because of errors in the IUT, connections between the LT and IUT may be prematurely disconnected during the testing process, leaving many unacknowledged messages in the service provider. 2. While testing high-speed network protocols, the service provider may contain a large number of such unacknowledged messages. 3. In an automated test execution environment, where hundreds of test cases are executed one after another with a very small time gap between the (un)successful termination of one test case and the initiation of the next test case, the presence of unacknowledged messages in the service provider from one test execution may in#uence the execution of subsequent tests.
In the following, some notations and de"nitions are introduced to state the properties of a reliable test architecture and discuss mechanisms to obtain test architecture reliability.
A test suite T is denoted as a collection of test cases {t 1 , t 2 , . . . , t n }. The execution of test case t j after the execution of test case t i is denoted by t j > t i , and the execution of t j before the execution of test case t i is denoted by t j < t i .
The set of events (or PDUs) sent by the LT to the IUT during the execution of a test case t i is denoted by LT(t i ) and the set of events sent by the IUT to the LT during the execution of t i is denoted by IUT(t i ). It may be noted that a similar term for the UT is not used, because the UT interacts with the IUT directly and not through the service provider.
An event (or PDU) e is said to be a spurious event with respect to the execution of a test case t i if e ∈ {LT(t j ) ∪ IUT(t j )} for any t j < t i . Intuitively, while testing an erroneous IUT in an external architecture using long-haul networks, premature termination of connections between LT and IUT will give rise to many spurious events in the service provider if another test case is executed immediately after the premature termination of the previous test case. If the LT or the IUT receives spurious events during the execution of a test case t i , then the result of testing the IUT using t i will be different from the actual test result without spurious events. While testing the IUT using t i , in order for the result of testing (i.e. the test verdict) to be independent of the spurious events, it is essential for the test architecture to satisfy the following two conditions. P1. The IUT must be prevented from taking any action in response to events e ∈ LT(t j ) ∀(t j < t i ). P2. The LT must not take any action in response to events e ∈ IUT(t j ) ∀(t j < t i ).
Conditions P1 and P2 can be met in two ways:
1. By closing connections in a graceful manner during the testing process, assuming that the service provider transmits messages in an ordered manner. (The reader should be reminded that without ordered transmission, graceful connection closing does not satisfy P1 and P2.) 2. By detecting and ignoring spurious events.
In order to close a connection gracefully, the LT and IUT must know that the other side has received all the events sent and must wait to receive acknowledgement for those events, that is, there is a need for proper co-operation between the LT and IUT. However, any role assigned to an IUT for this purpose cannot be guaranteed, because no assumption can be made with respect to its correctness. Since the co-operation of an IUT cannot be guaranteed, it is impossible to guarantee graceful closing of connections even if its speci"cation satis"es the co-operation requirements. Therefore, there must be mechanisms in test architectures to detect and ignore spurious events. In the following, two ways of detecting spurious events are presented.
• Event identi"er (EID) approach. In this approach, each time a test case is executed, unique identi"ers are associated with the transmitted events generated by both the LT and the IUT such that events belonging to old connections have improper sequence numbers. By an improper sequence this means sequence numbers less than the sequence number of the "rst event sent out in the current test execution. Unique identi"ers for events can be generated by choosing a unique identi"er for the "rst event and then incrementing the identi"er for each subsequent event similar to the technique used in [21] . A real-time clock in the host can be used to select the initial sequence number that is treated as a message identi"er. The disadvantages with this scheme are the following.
1. Not all events generated by all protocols can be identi"ed by sequence numbers. For example, the CR, CC, DR and DC events in the ISO transport protocol do not have sequence numbers. Thus, adding a sequence number "eld to those events requires redesigning the protocol, which may not be desirable. 2. Since the IUT may contain several errors, there is no guarantee that it generates unique identi"ers for the events. 3. Generating initial unique identi"ers using realtime clocks at two entities involves real-time clock synchronization.
Therefore, it is not a good idea to build any spurious event detection mechanism into the LT and the IUT. Any such mechanism must be external to both LT and IUT as discussed below. 2. The spurious event detection mechanism is external to the test entities LT and UT, the IUT and the service provider. 3. The test process is unaffected even by repeated execution or abortion of the same test case.
A block-identi"er-based mechanism to detect spurious events is shown in Figure 9 . A traditional test architecture has been augmented with two external "lter protocol entities. The "lter protocol entities, in co-operation with the test entities LT and UT, detect and discard spurious events. Functions of the test entities in the detection of spurious events are minimal and are restricted to informing the "lter protocols of the begin and end of test cases. Before executing a test case, one of the test entities LT and UT issues a Begin of Test (BOT) and when the execution of the test case is completed or aborted, one of the test entities issues an End of Test (EOT) event to the associated "lter protocol entity. Apart from informing the "lter protocols of the begin and end of the execution of a test case, the LT and UT have no other role in the mechanism to detect spurious events. Every time a test case is executed, either as a new test case or to execute some test case repeatedly, a pair of BOT and EOT is generated by the test entities. All the events exchanged between the LT and the IUT after a BOT and before an EOT are treated as indivisible blocks of events by the "lter protocol entities, which assign a unique block identi"er to all the events in the block. In the beginning, the "lter protocols use an initially agreed upon unique identi"er, but after the "rst block of events the two "lter protocol entities negotiate the next unique block identi"er.
The operation of the "lter protocol is explained in Figure 10 . The protocol has six states and 13 transitions. After setting up the initial block number (BN), the protocol moves from IDLE state to INIT state. A BOT event from one of the test entities LT and UT takes the protocol to the FILTER state.
The "lter protocol stays in the FILTER state throughout the execution of a test case. Three kinds of messages can be received in the FILTER state: an EOT message from LT/UT, service primitives from LT and IUT, and service primitives from the service provider. Transition 3 indicates that the protocol appends the current block number to the service primitive received from LT or IUT and delivers the new primitive to the service provider. According to transition 4, if a message with the expected block number is received from the service provider, the protocol strips off the block number and delivers the service primitive to the entity above. However, if the block number in the message received from the service provider is not the expected one, then the message is discarded, as shown in transition 5.
When the execution of a test case is normally completed or aborted, one of the test entities LT/UT sends an EOT message to the associated "lter protocol entity; that is, at the end of a test case execution, the "lter protocol comes out of the event "ltering function in state FILTER and enters into a negotiation mode to determine the next unique block number. Negotiation of the next unique block number is done using the three states NEG1, NEG2 and NEG3, and the transitions 6-13. Negotiation of the next unique block identi"er is done in a manner similar to the three-way handshake mechanism of the transport protocol [3] and is explained below.
After receiving an EOT message from LT/UT in the FILTER state, the protocol sends a Request for block number negotiation to the peer "lter entity through the service provider, as explained in transition 6. If a Confirm is not received from the peer entity during an expected time interval, the Request is sent out a few times more as shown by transition 7, where i represents an abstraction for an internal decision made while sending the Request once more. If a Confirm is received in state NEG1, the protocol entity sends an acknowledgement (ACK), shown in transition 8, to its peer and moves to NEG3 state.
Since an EOT can be generated by either the LT or the UT, the "lter protocol must be ready to accept a Request for block number negotiation in the FILTER state. Receiving a Request in the FILTER state indicates that execution of the test case will proceed no further. Therefore, a "lter entity sends a Confirm message to the peer entity, as shown in transition 9, and moves to state NEG2. If a Request is received once more, a Confirm is once again sent out as shown in transition 10. However, if an ACK is received, the protocol entity moves to NEG3 state as shown in transition 11. State NEG3 denotes that a unique block number has been negotiated between the two "lter protocol entities. The protocol moves from the NEG3 state to the INIT state, denoted by transition 13, after some internal actions representing the updating of local variables in the "lter protocol.
The function denoted by states NEG1, NEG2 and NEG3 and transitions 6-13 only represents the desired behaviour in the block number negotiation phase. Invalid behaviour generated in this phase is not shown in the state diagram for simplicity. Generation of the EOT and BOT will be discussed in Section 4.
RELIABLE TEST ARCHITECTURE FOR TIMED BEHAVIOUR
By combining the ideas presented in Sections 2 and 3 with the basic test architecture in Figure 1 , the reliable architecture shown in Figure 11 is obtained. A reliable test architecture has the following features. 1. The points of control and observation of the basic test architectures remain unchanged in the new architecture. Therefore, the principles of testing using different architectures such as DS, CS and RS are preserved. 2. The LT and UT, while initiating a timer, make a request to the TSP to obtain the current best estimate of the RTD in the service provider. 3. The "lter protocol entities negotiate a new block number in the interval between the execution of two consecutive test cases. Since these entities do not generate any new message while a test case is running, operation of the "lter protocol is transparent to the execution of test cases.
In order to use good estimates of timer intervals in the test entities and achieve reliability in testing, the dynamic behaviour of test cases must interact with the TSP and "lter protocol entities. For this purpose, the dynamic behaviour part of test cases needs to be augmented in the following two ways.
• Interacting with the time server protocol. The syntax of initiating a timer in TTCN is STARTTIMER(id, duration), where id is an identi"er for the timer and duration is the interval of the timer after which the timer, if still active, generates a time-out event. The duration of a timer depends on the purpose of the timer as explained in Section 2. However, an important factor in deciding the value of a timer is the present RTD in the service provider. Therefore, before initiating a timer, a test case must obtain the current estimate of the RTD in the service provider. Therefore, while initiating a timer, a test designer can use the following syntax:
The call GETDELAY() interacts with the RP module of the TSP, explained in Subsection 2.3, and obtains the current estimate of the RTD in the service provider. The duration of a timer is computed from the roundtrip delay using some function f that depends on the purpose of the timer and is decided by the test designer. In case of a retransmission timer, the duration is typically computed as duration = roundtrip delay + , where is the reaction time of the IUT.
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• Interacting with the "lter protocol. The LT interacts with the "lter protocol for two reasons: "rst, to inform the "lter protocol of the beginning and end of a test case execution by sending EOT and BOT events and second, to exchange regular test events through the lower PCO (L). The UT interacts with the "lter protocol only to communicate the BOT and EOT events to the "lter protocol, because in some test cases the UT initiates the execution of tests. Conceptually, a TTCN test case can be viewed as a tree of test events with a start test event and a set of possible end-test events. Depending on the response of the IUT, the test case executes one sequence of test events leading from the "rst to one of the many end-test events. Therefore, to communicate the beginning of a test case to the "lter protocol, a new event BOT is added before the "rst event and to communicate the end of test execution, an EOT is added after each end-test event.
TEST VERDICT ASSIGNMENT
In this section the problem of test verdict assignment is studied from two perspectives: (i) analysis of I-verdicts and (ii) possible assignment of a wrong verdict due to message delay in the service provider. Ideally a test verdict should be a conclusive one, that is either a P-verdict or an F-verdict, at the end of executing a test case. If a protocol model does not have any spontaneous transitions and test entities directly control and observe the behaviour of such a protocol implementation, using say the local architecture, then it is always possible to end a test execution with a conclusive verdict. However, the presence of a service provider between the LT and IUT and spontaneous transitions in both entities does not allow a test case to terminate with a conclusive verdict. An I-verdict at the end of a test execution denotes a`don't know' situation for that run of the test case. The inconclusiveness is due to insuf"cient knowledge about the real behaviour of the IUT on the part of the test entities. An I-verdict is an undesirable situation, because one needs to do further tests to resolve the inconclusiveness toward either a P-verdict or an F-verdict.
Because of the involvement of a service provider in external testing, it is not possible to avoid I-verdicts all together. Therefore, a reduction of the number of I-verdicts in the execution of a test suite is aimed at. Dynamic estimation of time-out values and isolation of spurious events discussed in Sections 3 and 4 contribute toward reducing I-verdicts. In this section, further measures are taken to reduce its occurrences. The following behaviours in conformance testing lead to assigning an I-verdict [10] .
1. Refusal of a connection request by the IUT, the IUT's user or the service provider. 2. Occurrence of a time-out without receiving the desired message. 3. Spontaneous disconnection of a connection in the service provider.
The "rst kind of behaviour may be due to initial incompatibility between the IUT and its environment.
Without establishing a connection with the IUT it is not possible to assign a conclusive verdict. In such a case, we cannot automatically re"ne an I-verdict into a P-or an Fverdict. The following discussion of I-verdict re"nement applies to the last two cases.
I-verdict re"nement
If the LT does not receive the desired message, but instead gets a time-out or receives a spontaneous message from the service provider indicating the disconnection of a connection, then the test case tends to assign an I-verdict and terminate execution. This is due to the fact that it is not known exactly:
1. whether the IUT really failed to output the desired message or the service provider failed to deliver the message or 2. whether the IUT initiated the DISCONNECTION or the service provider spontaneously generated a DISCONNECTION due to a failure in one of its subsystems.
Re"nement of an I-verdict involves deciding whether a behaviour is caused by the IUT or by the service provider.
To make such a decision, the basic test architectures in [6] are not complete; additional mechanisms are needed in test architectures to monitor reliably the behaviour of IUT. In the following, two approaches are presented to discern the behaviour of IUT from that of the service provider.
• Complete recording of history.
A brute-force approach is to record all the interactions between the IUT and the service provider to decide whether a timeout in the LT or a DISCONNECT indication to the LT can be attributed to the IUT. Such a recording can be done in the "lter protocol entity communicating with the IUT. However, while testing high-speed network protocols or running a test case for a long time, complete recording of the interaction history is not desirable for two reasons:
1. it will involve the storage of a lot of data, and 2. a large part of the initial history is not used in the analysis. In order to avoid storing a lot of information, the following approach is proposed.
• Partial recording of history. In this approach the "lter protocol keeps track of the most recent event in each direction. That means, only two messages need to be stored at any time. Let us denote the last event from IUT to the "lter protocol as event(IUT) and the last event from the service provider (SP) to the "lter protocol as event(SP). The set history = {event(IUT), event(SP)} in the "lter protocol entity gives us the appropriate information to decide whether a time-out in the LT is due to an error in the IUT or due to any malfunction in the service provider.
A representative case of using a time-out is shown in Figure 12a ?Timeout(TM) Inconc.
FIGURE 13.
Testing problem due to message cross-over.
and assigns a P-verdict. An undesired event is captured as an OTHERWISE event and an F-verdict is assigned. If a time-out occurs without receiving any event, then an I-verdict is assigned. Two possible scenarios of an Iverdict are explained in Figure 12a and b. Figure 12a represents a case where the main event A is a final event and the P-verdict associated with it is the final verdict. The expected event to which the time-out appears as an alternative is de"ned to be the main event and is denoted by main(I). For example, in Figure 12a context(I) = final and main(I) = A and in Figure 12b context(I) = intermediate and main(I) = B. It may be noted that neither all I-verdicts can be re"ned to a P-or F-verdict nor all I-verdicts can be re"ned in the same way. Re"nement of an I-verdict depends on its context and depends on whether the LT can access the history set. The following procedure describes the re"nement process. The above procedure can be explained intuitively as follows.
Step S1.1 says that without accessing the history, nothing can be concluded about the behaviour of the IUT and the test case must be re-run at a later time when a connection can be established.
Step S1.2 says that if the history data can be accessed, the I-verdict can be re"ned.
Step S2.1 says that if the history data contain a spontaneous event from the service provider to the IUT, the IUT probably stopped responding to the LT and therefore further tests are needed to ascertain the behaviour of the IUT.
Step S2.2.1 says that if the IUT did not output the expected event, an F-verdict is assigned to it. Step S2.2.2 says that though the IUT output the expected event, since it is not the end of the test execution, the test case needs to be re-run.
Step S2.2.3 says that if the IUT output the expected event and it is the end of test execution, a P-verdict is assigned.
Message cross-over and P-verdict
The effect of message delay in the service provider on some test cases is explained in Figure 13 . Assuming that we want to test a protocol function that is stated as: The IUT should send a CC (connect con"rm) to the LT after receiving a CR (connect request).
The timing diagram of this case is shown in Figure 13a and the corresponding TTCN test fragment is shown in Figure 13b . In Figure 13c , a scenario is shown where the IUT erroneously generates a CC before receiving a CR. However, the test fragment will not be able to detect this error. Such kinds of errors are due to the fact that in an external architecture the LT does not observe the behaviour of the IUT directly and the message propagation delay in a service provider is non-zero. This is called a message crossover situation in [10] . The message cross-over property, attributed to the service provider, masks an error in the IUT. This masking is in the form of presenting an erroneous message sequence, say (CC, CR) at the IUT-end as an expected message sequence, say (CR, CC) at the LT-end. Since a message cross-over is due to "nite propagation delay in the service provider, the probability of such errors can be reduced by appropriately designing the test case and taking the delays into account as explained below. A test case must consider two additional issues:
1. The timer must be initialized with a time-out value equal to the sum of RTD propagation time and a computation time at the IUT to generate a response. 2. After receiving the desired response, the test case must check whether the time difference between sending out an event and receiving the response is in conformance with the propagation delay or not. This can be done by reading the residual value of the timer.
A timer can be suitably initialized, taking into account the present estimate of RTD in the service provider, using the technique presented in Section 4. If the LT receives the desired event too soon compared with the estimated time, a message cross-over may be suspected. Since there is scope for error in delay estimation, a suspected message cross-over is assigned an I-verdict. That means, a suspected message cross-over needs further testing. An updated version of the test fragment in Figure 13b is shown in Figure 14 . In Figure 14 , after receiving the expected event CC, the test case obtains the residual value of the timer using the instruction X = Get timer(TM). Then, if the residual value X is close to zero, a P-verdict is assigned, otherwise an I-verdict is assigned.
DISCUSSION
In this section, the way in which these ideas can be adapted to other facets of conformance testing, such as multiparty testing, remote test method and embedded testing is addressed. Most current protocols allow multi-party communications. That is, several simultaneous connections may exist between pairs of users of the protocol. A basic test architecture to test the multi-party support capability of a protocol is shown in Figure 15 . For simplicity, we show only two connections in Figure 15 . For each connection, there is a pair of LT and UT. The activities of all the LT (UT) entities are co-ordinated by a master lower (upper) tester. In Figure 16 , a basic multi-party test architecture is augmented with time server and "lter protocols. Since the connections may be individually routed through different paths, delays in the service providers must be individually estimated for each test connection. Thus, there are as many TSP pairs as the number of connections. Only one pair of "lter protocol entities is needed to discard spurious events. It may be noted that this "lter protocol must be redesigned to support multiple connections. The remote testing method, shown in Figure 17 , is applicable to IUTs that do not have an exposed upper interface. Therefore, a UT is not required. In the absence of a UT, some changes are necessary. The "lter protocol entity at the IUT end needs to know the beginning and end of test execution. The "lter protocol entity below the lower tester needs to send the BOT and EOT information to its peer entity. The ERR link between the UT and the TSP at the IUT end is unnecessary in the absence of the UT, and it can be simply dropped.
The ideas of the time server and "lter protocols can also be used in the embedded test architectures [4] . The limitation is that these ideas can be used at the system under test (SUT) level, rather than at the individual layer levels. Now the practicability of using neural networks is discussed.
Neural networks are increasingly being proposed to capture the dynamic traf"c characteristics of communication systems. Neural networks have been used to provide information for intra-video synchronization, computing bandwidth requirement and regulating a source's traf"c for real-time applications [22] [23] [24] . Prediction of this information is based on actual measurement of the traf"c.
A neural network can easily be implemented as a part of a communication system.
CONCLUSION
The service provider in an external test architecture reduces the observing power of the LT. The aim of this paper was to "nd a way of minimizing the effects of the dynamic attributes of a service provider on testing. The dynamic attributes were identi"ed to be the message delay and spurious messages in a service provider. It was necessary to have extra mechanisms both in test architectures and test cases to cope with the dynamic nature of the service provider. A methodology was suggested to augment a basic architecture by including a TSP and a "lter protocol. The objective of the TSP was to estimate dynamically the RTD in the service provider. The "lter protocol was used to eliminate the message buffering attribute of the service provider so that execution of one test case does not affect the execution of subsequent test cases. It was demonstrated how the service provider affects verdict assignment and suggested measures to re"ne an I-verdict and reduce the effect of message cross-over by suitably taking the message delay into account in a test case.
As a generalized observation, in a layered protocol architecture, all the protocol layers need to take the characteristics of the corresponding service provider into account. It was shown how important the behaviour of the service provider is in conformance testing. While studying the quality of service aspect of a protocol, the design and operation of the protocol must be based on the dynamic attributes of the corresponding service provider. That is because a protocol entity provides services to its users by relying on a service provider. No protocol can provide a guaranteed quality of service without a guaranteed service from its service provider.
In this paper, the characteristics of a service provider were studied both qualitatively and quantitatively. The quantitative aspect included estimating the round trip delay in the service provider and the qualitative aspect included its message buffering and cross-over attributes.
Further study is required in the direction of quantitative characterization of a service provider from a quality of service point of view. That is because, in a quality of service study one is more interested in transmission rate, retransmission requirement, error rate, for example.
