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Abstract
This research concerns the Large Eddy Simulation (LES) of turbulent combustion in
both the premixed and the non-premixed regime. Non-premixed hybrid bluff-body/swirl
flames are simulated by means of a steady flamelet model (Flamelet-LES) based on
detailed chemical kinetics. LES of lean premixed twin flames stabilised on a turbulent
opposed jet (TOJ) burner are carried out using an algebraic Flame Surface Density model
(FSD-LES) and a newly developed model based on Linear Eddy Mixing (LEM-LES).
Isothermal swirling flow at a medium Reynolds and swirl number is simulated first and
the LES model is shown to accurately predict the velocity statistics and the complex
flow field governed by vortex breakdown and two recirculation zones. The Flamelet-
LES model is subsequently used to simulate a low speed swirling methane flame and
the capability of the model to predict downstream recirculation, vortex breakdown and
central jet precession in the presence of heat release is demonstrated. The simulation of
two high speed hydrogen/methane swirl flames with the Flamelet-LES model shows that
some quantitative predictions of this challenging test case for combustion simulation can
be achieved, while the overall predictions are not satisfactory. The flamelet approach is
found sensitive to minor errors in the mixing field which strongly affect the simulation
results due to the highly non-linear mixture fraction/density relationship.
Non-reacting simulations of turbulent opposed jet flows at moderate Reynolds number
are performed and compared to experimental reference data. The inclusion of the flow
field inside the nozzles into the computational domain is shown to yield accurate pre-
dictions of the velocity statistics between the nozzles. For these predictions the detailed
knowledge of the initial jet development region near the turbulence generating plates is
vital and provided by PIV measurements inside a glass nozzle. FSD-LES of the twin pre-
mixed TOJ flames show that the velocity statistics, both along the burner axis and the
stagnation plane, can be predicted to high accuracy. However, the algebraic flame surface
density model employed in the present study requires the adjustment of a model parame-
ter and as a result, predictions of the turbulent burning velocity cannot be achieved. The
comparison of two different interpretations of the FSD model show that a formulation
using an additional diffusion term allows for a better resolution of the premixed flames
in LES than the original formulation without diffusion.
A complex LEM combustion model is first developed as a Stand-Alone approach to
simulate premixed combustion and subsequently coupled to LES. The LEM-LES model
requires a number of sub-models to represent the effects of sub-grid stirring, finite-rate
chemistry, sub-grid expansion, 3D convection (splicing) and flame propagation which
are described in detail. The LEM-LES model is – to the author’s knowledge – the
first attempt to simulate premixed flames with finite-rate chemistry in incompressible
turbulent flow. Preliminary results from the application of LEM-LES to the premixed
twin TOJ flames are reported and show a high sensitivity to the 3D convection model
and the requirement to improve the splicing procedure for premixed flames in anisotropic
turbulent flow. The difficulty to accurately resolve the turbulent flow field by LES while
simultaneously accommodating a premixed flame of finite thickness on the LEM sub-grid
is found to be a challenge for the LEM-LES of premixed TOJ flames.
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Nomenclature
Latin Symbols, uppercase
A laminar flame surface area (chapter 2.2.2.2)
Ai surface area of face orthogonal to the i-direction
AT turbulent flame surface area (chapter 2.2.2.2)
Ap pre-exponential factor
B(r) flux limiter function
C general model constant
CFL CFL number
Cλ LEM event frequency constant
ClK LEM effective range constant
Cs Smagorinsky constant
CmHn general hydrocarbon fuel
D bluff-body diameter (chapter 7)
D nozzle diameter (chapter 8)
D diffusivity
Dα mass diffusivity of species α
Dc diffusivity of the reaction progress variable c
Df diffusivity of the mixture fraction f
Dj diffusion term in j-direction
DT turbulent diffusivity
Dth thermal diffusivity
Da Damko¨hler number
E efficiency function
E(k) turbulent kinetic energy as a function of wavenumber (k)
Ea activation energy
F flame thickening factor (chapter 4.2.1.1)
F mean mixture fraction (chapter 7)
FC,f convective flux over cell face f
FD,f diffusive flux over cell face f
G transported scalar G
G LES filter function (chapter 3.3.1)
H opposed nozzle separation
Ka Karlovitz number
L characteristic length scale of turbulence (chapter 2)
L distance between TOJ perforated plates (chapter 8)
Lf visible flame length
Lin length scale of inflow turbulence
Le Lewis number
Npc number of particles per cell
P pressure parameter (chapter 3.3.3)
P mean pressure over time step ∆t (chapter 6.3)
Pr Prandtl number
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Latin Symbols, uppercase
R autocorrelation function (chapter 2.1.2)
R∗ autocovariance of velocity
Rb bluff-body radius
Ru universal gas constant
Re Reynolds number
ReT turbulence Reynolds number
Rej Reynolds number based on the bulk jet velocity Uj
Res Reynolds number based on the axial swirler velocity Us
S swirl number
Sg geometric swirl number
T time interval (chapter 3.2)
T temperature
TD diffusion term
TG gravity term
TS Sutherland temperature
TV viscous term
Ta activation temperature
Tb burnt temperature
Tu unburnt temperature
U characteristic velocity
Ub bulk velocity
Ue wind tunnel velocity
UCo coflow velocity
Uj bulk jet velocity
Us axial swirler velocity
SΦ generic source/sink term
V volume
V˙ volume flux
Wα molecular weight of chemical species α
Wβ molecular weight of atoms β
Wmix molecular weight of fluid mixture
Ws bulk circumferential velocity
Yα mass fraction of chemical species α
YP product mass fraction
YR normalised reactant mass fraction (LEM)
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Latin Symbols, lowercase
c reaction progress variable
cc progress variable variance
cα concentration of species α
cp specific heat at constant pressure
d TGP hole diameter
dj jet diameter
f mixture fraction
flim flammability limit (mixture fraction)
fst stoichiometric mixture fraction
fl fuel stream
gi gravitation vector
h enthalpy
k wave number (chapter 2.1.2)
k turbulent kinetic energy (chapter 3.2)
ki volume force
kr rate coefficient
ksgs turbulent kinetic sub-grid energy
l general length scale
lAB LEM length to be spliced between cells A and B
lδ inner layer thickness
lF typical flame thickness
lI integral length scale
lK Kolmogorov length scale
lLEM LEM domain length
nLEM number of LEM cells per LEM domain
ni flame normal component in i-direction
ox oxidiser stream
p pressure
p relative permeability (chapter 8.2.1.2)
p(q) probability density function (PDF) of quantity q
r distance vector
r radius
r gradient ratio (chapter 6.1.4)
r chemical reaction (chapter 2.2.1)
rexp,i density expansion ratio of LEM cell i
rexp,tot density expansion ratio of LEM domain
rs swirler radius
s LEM spatial coordinate
sc flame consumption speed
sd flame displacement speed
sL laminar burning velocity
sT turbulent burning velocity
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Latin Symbols, lowercase
t time
tF flame time scale
tI integral time scale
tK Kolmogorov time scale
tR real time
tT turbulent time scale
ui velocity component in i-direction
uI integral velocity scale
uK Kolmogorov velocity
x spatial location vector
xi spatial coordinate in i-direction
xi,0 fixed spatial coordinate in i-direction
zβ element mass fraction of an atom β
Greek Symbols, uppercase
∆ LES filter width
∆A surface of finite volume ∆V
∆Af face f of surface ∆A of finite volume ∆V
∆hf heat of formation
∆ρ density correction
∆(ρui) momentum correction
∆t time step width
∆V finite volume
∆xi grid spacing in i-direction
Γ(Φ) RHS of scalar equation before time discretisation
Σ flame surface density (FSD)
Φ generic (scalar) field quantity
Ψα reactive scalar
Greek Symbols, lowercase
α chemical species
β general atom (chapter 2.2.2.1)
β model parameter of the algebraic FSD model
δ flame thickness ratio
δij Kronecker symbol
δsc flame thickness based on scaling
δT total flame thickness
δth thermal flame thickness
ε turbulent energy dissipation rate
ζ stoichiometric coefficient
κ thermal conductivity
κm mean strain term of the flame surface density transport equation
κt turbulent strain term of the flame surface density transport equation
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Greek Symbols, lowercase
λ LEM event frequency
µ dynamic viscosity
ν kinematic viscosity
νt turbulent viscosity
ρ mass density
ρu unburnt density
ρb burnt density
ρui momentum in i-direction
σ laminar Schmidt number
σt turbulent Schmidt number
τij stress tensor
τ sgsij sub-grid stress tensor
φ equivalence ratio
φlim flammability limit (equivalence ratio)
χ scalar dissipate rate
ψ generic field quantity
ω˙α chemical source term of species α
Operators
.˜ Favre filtering
′′ Favre fluctuation
. spatial filtering
′ sub-grid component
. mean from Reynolds decomposition (chapters 2.1.2,3.2)
′ fluctuating component from Reynolds decomposition (chapter 2.1.2)
′ general fluctuation
< . > surface average
< . >s flame surface average
Super- and Subscripts
′ forward reaction (chapter 2.2.1)
′′ backward reaction (chapter 2.2.1)
.AB quantity at the face separating cells A and B
.CR corrected quantity
.PD predicted quantity
.sgs sub-grid scale component
.n quantity at time level n
.b burnt quantity
.cs chemical state
.u unburnt quantity
.f cell face quantity
.M quantity at midpoint of cell
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Miscellaneous Symbols
< chemical reaction rate
Abbreviations
ATF artificially thickened flame
BML Bray Moss Libby analysis
CDS central differencing scheme
CFD computational fluid dynamics
CFL Courant Friedrich Levy criterion
CMC conditional moment closure
CPU central processing unit
CSE conditional source term estimation
CV control volume
D0 flame surface density simulation without additional diffusion term
D1 flame surface density simulation with additional diffusion term
DNS direct numerical simulation
EBU eddy break-up model
FDF filtered density function
FSD flame surface density
FVM finite volume method
ISO isothermal conditions
LDA laser Doppler anemometry (velocimetry)
LDV laser Doppler velocimetry (anemometry)
LEM linear eddy mixing/model
LES large eddy simulation
LHS left hand side of an equation
MMC multiple mapping conditioning
N29S054 non-reacting swirling flow (Sydney)
PDF probability density function
PIV particle image velocimetry
PRM premixed conditions
PVC precessing vortex core
RANS Reynolds averaged Navier Stokes/simulation
RHS right hand side of an equation
RZ recirculation zone
SM1 swirling methane flame 1 (Sydney)
SMH1 swirling methane/hydrogen flame 1 (Sydney)
SMH2 swirling methane/hydrogen flame 2 (Sydney)
TGP turbulence generating plate
TNF (workshop on) turbulent nonpremixed flames
TOJ turbulent opposed jet
TVD total variation diminishing
UCDS upwind-biased central differencing scheme
UDS upwind differencing scheme
VB vortex breakdown
22
Chapter 1
Introduction
In the early 21st century the world faces a number of challenges, some of which can be ad-
dressed by means of scientific investigation and engineering research. A major problem, which
emerged over the course of the late 20th century, is caused by the global demand for energy.
With the industrialised nations already being major energy consumers and the world’s two
most populated countries China and India aiming for western life-style and comfort, the de-
mand for energy will continue to increase steeply in the present century. In 2006, more than
80% of the world’s primary energy originated from the combustion of fossil fuels [58]. While
research into hydrogen and renewables will likely increase the amount of energy converted from
non-fossil fuels, the forecast of the International Energy Agency (IEA) predicts a similar rela-
tive importance of fossil fuels for at least the first half of this century.
Since energy from combustion is so vital for the global economy and similarly important for the
well-being of every individual, the problems associated with combustion need to be addressed.
These are on the one hand issues of limited resources and the political instability of some of
the world’s fuel rich regions, and on the other hand difficulties of pollutant formation and the
impact of combustion on the climate. The availability of fuel resources can be extended by
research into combustion efficiency. With increasingly tight legislation on pollutant formation
and CO2 emissions the detailed study of combustion itself becomes increasingly important for
the manufacturers and users of combustion devices. Due to the present wide use of combustion
there is potential for a large impact on consumption and emissions if combustion efficiency can
be improved by only fractions of a percent.
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This work should be understood in the context of short-term solutions to the energy problem.
While long-term research aims to make non-fossil fuels and renewable energy a more viable
alternative to the combustion of fossil fuels, the author hopes to make a contribution to the
understanding of combustion processes. Additionally, some of the simulation techniques de-
scribed in this work are not restricted to combustion simulations. Instead, they generally apply
to turbulent processes spanning several orders of magnitude in scale, which can be found in a
number of engineering applications.
1.1 Motivation
A relatively straightforward method to analyse the phenomenon of combustion is to carry
out experimental investigations of well-defined laboratory flames. By concentrating on certain
aspects of the combustion problem and systematically varying a fixed set of parameters the
experimental investigator is able to enhance the understanding of combustion and to give ad-
vice on combustor design. For example a systematic variation of the equivalence ratio in lean
premixed flames helps to understand the extinction characteristics of certain fuel/air mixtures
and allows the researcher to establish guidelines for the stable operation of a lean combustion
device. Recent advancements in non-intrusive measurement techniques have further established
the role of experiments as an invaluable tool for combustion research. However, experimental
investigations often involve expensive equipment and require highly trained operating per-
sonnel. Additionally, in industrial combustors there are often practical difficulties to carry out
well-defined experiments, for example due to a lack of optical access to the combustion chamber.
An alternative approach to the study of combustion is based on the mathematical descrip-
tion of fluid motion, energy conservation and transport of the chemical species involved in the
combustion process. Mathematical transformations and asymptotic analysis already allow the
derivation of analytical solutions to some simplified combustion problems. In a more general
approach, it is possible to discretise the equations governing combustion processes and thereby
making them accessible to numerical simulation techniques. With the recent increase in com-
puter power, Computational Fluid Dynamics (CFD) has emerged as a complementary tool to
experiments for the study of engineering flow systems. Compared to experiments, numeri-
cal simulations offer the advantages of relatively inexpensive equipment and repeatability. In
the most general case, a numerical simulation provides the full three-dimensional, unsteady
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evolution of the flow variables and allows the investigator to analyse any region of the flow
at any point in time. Unfortunately, numerical simulations may suffer from inaccuracies due
to unknown boundary conditions, numerical errors, stability problems and modelling errors.
The first two difficulties can – in principal – be overcome by experiments providing accurate
boundary conditions and using fine grids, along with accurate discretisation schemes. Numer-
ical stability, especially in the presence of heat release and its associated density gradient, can
be ensured by using small time steps, implicit time advancement, relaxation and other related
techniques. The remaining challenge is the accurate modelling of both flow and combustion
which is of prime importance to a successful simulation.
A promising technique for modelling turbulent flows is Large Eddy Simulation (LES), which
attempts to resolve the largest structures of turbulent fluid motion, while modelling the smallest
ones. LES has been shown to work well for engineering flows without heat release, where
simple sub-grid models are sufficient to describe the mainly dissipative effect of the smallest
turbulent scales. A difficulty arising for the LES of turbulent combustion is the fact that the
length and time scales associated with combustion are relatively small and detailed models
are required for an accurate description of the combustion process. This work therefore aims
to test the predictive capability of combustion models of differing complexity using a set of
well-studied combustion experiments. Another aim of the present work is to give an example
for the implementation of a relatively complex combustion model (LEM-LES) and to provide
guidelines for its application, as well as future improvements.
1.2 State of the Art
At present, the industrial standard for the simulation of turbulent flows is based on Reynolds-
Averaged Navier Stokes (RANS) modelling. RANS modelling offers efficient simulations of
turbulent flows, while its accuracy often suffers from the reliance on temporally averaged flow
quantities and the relatively large number of unknown model parameters. In engineering appli-
cations the flow variables are generally a function of time and therefore a simulation technique
encompassing the unsteady flow development offers the potential for better predictions. Large
eddy simulation offers this advantage, while being computationally more expensive and less ma-
ture. Even though the concept of LES was introduced by Smagorinsky for weather forecasting
as early as 1963 [164], its high computational requirements have prevented a widespread appli-
25
cation to engineering systems until recently. However, with the advent of powerful computers
and parallel computing algorithms the LES of industrial flow devices has come within reach.
The development of the dynamic modelling approach for the sub-grid stresses by Germano et
al. [52] in 1991 has further supported the development of LES towards an engineering tool.
The application of LES to turbulent combustion has recently become an interesting research
topic. While solving the overall system of equations describing a flame of practical interest
remains unfeasible, various different combustion models that rely on simplifying assumptions
have been suggested. These models allow for approximate solutions to the combustion problem
and reviews on present approaches have, for example, been provided by Janicka & Sadiki [60],
Pitsch [128] and Bilger et al. [12]. Classically, combustion can be subdivided into premixed,
non-premixed and the more general case of partially-premixed combustion. The following re-
view of recent work on combustion LES discusses premixed and non-premixed flames separately,
both of which were simulated in this work. Due to the large number of LES results reported
over the course of the last 15 years, the review is by no means complete and is only meant to
demonstrate the wide span of simulated applications and employed combustion models. The
combustion models are only briefly mentioned here, while explanations of them follow in a later
chapter.
Non-premixed combustion is standard in most industrial applications and a number of studies
on the simulation of non-premixed flames have been reported in recent years. Preparatory work
for non-premixed combustion LES was carried out by Cook & Riley, who performed a priori
analyses of combustion models using equilibrium [27] and flamelet chemistry [28]. The first
flames to be studied by combustion LES were experimentally well-characterised laboratory jet
flames. Combustion LES of hydrogen-jet flames using equilibrium chemistry was carried out by
Forkel & Janicka [45] and Branley & Jones [18]. Methane/air-jet combustion was for example
studied by Pitsch & Steiner [130], Kempf et al. [65], Pitsch [127], Steiner & Bushe [173], Wang
et al. [181], Navarro-Martinez et al. [119] and Raman & Pitsch [139]. The combustion models
employed in these studies ranged from steady and unsteady flamelets, conditional source-term
estimation (CSE), conditional moment closure (CMC) to the transported filtered density func-
tion (FDF) model. Non-premixed combustion in turbulent opposed jets was studied by Geyer et
al. [54, 55] and Kempf [70] using flamelet chemistry. LES studies of non-premixed bluff-body
flames were performed, for example, by Raman & Pitsch [138], Kempf et al. [67], Navarro-
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Martinez & Kronenburg [118] and Drozda et al. [37]. Many of the above-mentioned laboratory
flames have been established in the framework of the International Workshop on Measurement
and Computation of Turbulent Nonpremixed Flames (TNF) [174]. Some recent work has ad-
dressed relatively complex combustors and has been carried out by groups including Sankaran
& Menon [150], di Mare et al. [34] and Oefelein [121].
Premixed flames have recently been studied for their potential to improve combustion efficiency
and reduce pollutant formation compared to non-premixed flames. Early large eddy simulations
of premixed combustion considered a premixed flame stabilised by a triangular flame holder and
were carried out by Fureby & Lo¨fstro¨m [48] and Fureby & Mo¨ller [49]. A similar configuration
was simulated by Nottin et al. [120] and Wang & Bai [182], using the Artificially Thickened
Flame (ATF) and the G-equation model. Further LES of premixed combustion using the G-
equation have been reported by Pitsch&Duchamp de Lageneste [129] for a turbulent bunsen
burner and Du¨sing [38], Freitag [46] and Freitag & Janicka [47] for various different test cases.
LES of premixed combustion in complex geometries using flamelet chemistry has been carried
out by Kim et al. [79]. The group of Poinsot focused on the application of the ATF model
to complex geometries and some of their studies have been published in Selle at al. [160],
Sommerer et al. [166], Sengissen et al. [162] and Roux et al. [146]. The Stanford group also
reported reacting flow simulations in complex geometries, see for example Moin & Apte [115].
1.3 Project Focus
The present work focuses on the LES of two well-studied test cases for simulation validation,
namely non-premixed hybrid bluff-body/swirl flames and premixed opposed jet flames. The
non-premixed bluff-body/swirl flames investigated here represent relatively complex, yet well-
defined laboratory flames and are modelled here by means of an efficient steady flamelet model.
Premixed opposed jet flames are studied because of the wealth of available experimental vali-
dation data and are simulated here using two different combustion models, namely FSD-LES
and LEM-LES. The latter model is at the complex end of the modelling spectrum and the main
focus of the present work was the development of a computer program for joint LEM-LES cal-
culations of turbulent combustion. LEM-LES combines the detailed description of the largest
three-dimensional flow structures by means of LES with an accurate one-dimensional represen-
tation of small-scale scalar mixing using Kerstein’s Linear Eddy Mixing (LEM) model [71]. The
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combination of the two methods renders LEM-LES ideally suited for the multi-scale problem of
turbulent combustion, which requires the resolution of several orders of magnitude of length and
time scales at an affordable cost. The versatility of LEM-LES has been demonstrated by Menon
and co-workers through the simulation of premixed flames in isotropic turbulence [152], pre-
mixed stagnation point flames [24], compressible mixing layers, spray combustion and aircraft
engine combustion [151]. More recently the same group has studied flame-vortex interactions
based on artificial neural networks and complex chemistry [161]. Given the success of this
earlier research on LEM-LES, the present work aimed to establish a new implementation of
the method suitable for the simulation of incompressible flows with finite-rate chemistry. The
overall LEM-LES model comprises of sub-models for LEM chemistry, LEM sub-grid stirring,
LEM expansion, 3D scalar convection and 3D flame propagation, all of which were implemented
over the course of this work and will be described in detail.
1.4 Thesis Outline
The present document is structured as follows. Chapter 2 provides the fundamentals required
for the understanding of turbulent combustion. The governing equations of fluid motion are
discussed and the phenomenon of turbulence is described, along with some classical analyses
of turbulent flows. The second half of chapter 2 outlines the basics of combustion. Since the
present work treats both premixed and non-premixed combustion, a phenomenological descrip-
tion of both combustion modes is given and mathematical tools to quantify each combustion
process are provided. Chapter 3 describes the three major tools in use for the simulation of
turbulent flows. While DNS and RANS are only outlined briefly, LES – the method of choice in
this work – is explained in detail. In chapter 4 modelling approaches for turbulent combustion
are described. An attempt is made to sort prominent models according to their applicability to
different combustion modes. Two of the three combustion models used in this work (Flamelet-
LES and FSD-LES) are detailed in the same chapter. The third combustion model used in
the present research (LEM-LES) is described separately in chapter 5. LEM-LES comprised a
major part of the present work and details on its implementation and validation are provided
in the same chapter. In chapter 6 the concepts of numerical discretisation and implementation
common to the two LES programs used in this work are presented. Chapter 7 reports simu-
lation results of non-premixed swirling flames carried out using the Flamelet-LES model. The
subsequent chapter 8 details the LES of premixed turbulent opposed jet (TOJ) flames using
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FSD-LES. Early simulation results of the TOJ set-up using LEM-LES are reported as well.
The document closes with chapter 9, where the main conclusions from the present work are
summarised.
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Chapter 2
Theory
In this chapter the theoretical background for the present work is given. The basic principles
of fluid mechanics are outlined and the equations governing the flow of an incompressible fluid
are presented. Subsequently, the phenomenon of turbulence and its importance for engineering
applications is discussed. The chapter closes with an introduction to combustion theory.
2.1 Fluid Mechanics
Fluid flow may be described mathematically by a set of equations governing the motion of all the
molecules of the fluid under consideration. However, such a description is neither feasible – due
to large computational expenses – nor useful for engineering applications, where typically mean
flow quantities are of interest. The continuum hypothesis [168] allows to represent an ensemble
of molecules by a fluid particle, given that the fluid volume of interest is much larger than
the particle and that the mean free path between molecules is small compared to the particle
volume. Based on this continuum postulate a set of coupled partial differential equations
for mean fluid properties adequately describes the fluid motion in most industrial applications.
Isothermal flows may solely be described by the conservation equations for mass and momentum
and an additional equation to represent material properties. Most engineering fluids can be
considered Newtonian and Stokes’s Law [168] may be invoked to describe the deformation of
the fluid according to Newtonian material properties. Furthermore, many technical flows can
be treated as incompressible, i.e. a change in pressure p does not result in a density change
(∂ρ/∂p = 0), an assumption which holds true for the unconfined reacting flows considered in
this work. To describe such reacting flows, additional transport equations for scalar quantities
(e.g. enthalpy, species concentrations, mixing and/or reaction progress) are required.
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2.1.1 The Governing Equations of Fluid Flow
2.1.1.1 Conservation of Mass
In classical mechanics the fundamental building block of all matter is the atom, which can
neither be created nor destroyed. Since the mass of atoms constituting a fluid particle is
constant, the fluid particle will always keep its mass. As a result, a temporal change of the
mass in a given control volume (i.e. a change in mass density ρ with time ∂ρ/∂t) can only be
achieved by transport of mass over the surface of the control volume. This fundamental law of
continuity may be written in its differential form:
∂ρ
∂t
+
∂
∂xi
(ρui) = 0 , (2.1)
where ∂(ρui)/∂xi represents convective transport with velocity ui in direction xi. Equa-
tion (2.1) is written in Cartesian coordinates and makes use of Einstein’s notation [168]. For
constant density flows eq. (2.1) can be reduced to the purely kinematic criterion ∂ui/∂xi = 0,
a simplification which is not suitable for the mixing and chemically reacting flows (∂ρ/∂t 6= 0)
considered in this work.
2.1.1.2 Conservation of Momentum
Newton’s second law of motion relates the change of momentum of an object to the exter-
nal forces acting upon it. This fundamental concept of momentum conservation valid for an
arbitrary continuum reads
∂
∂t
(ρui) +
∂
∂xj
(ρuiuj) =
∂
∂xj
τij + ρki , (2.2)
with the terms from left to right denoting temporal change and convective transport of mo-
mentum ρui, deformation due to stresses τij and external volume forces ki, respectively. The
stress tensor τij depends on the properties of the considered material and for most engineering
fluids the assumption of Newtonian fluid properties holds true
τij = µ
(
∂uj
∂xi
+
∂ui
∂xj
− 2
3
∂uk
∂xk
δij
)
− pδij , (2.3)
where µ denotes the dynamic viscosity, p pressure and δij is the Kronecker symbol, indicating
index substitution. Substituting eq. (2.3) into eq. (2.2) and assuming gravitation gi as the sole
volume force acting on the fluid yields
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∂∂t
(ρui) +
∂
∂xj
(ρuiuj) =
∂
∂xj
[
µ
(
∂uj
∂xi
+
∂ui
∂xj
− 2
3
∂uk
∂xk
δij
)]
− ∂p
∂xi
+ ρgi . (2.4)
Mass conservation (2.1) and momentum conservation of a Newtonian fluid (2.4) are jointly
referred to as the Navier-Stokes equations of fluid flow.
2.1.1.3 General Transport Equation
For the numerical simulation of turbulent combustion the conservation equations of mass (2.1)
and momentum (2.4) need to be complemented by additional scalar transport equations describ-
ing the chemical state. A general transport equation describing the evolution of an arbitrary
quantity Φ may be written as
∂Φ
∂t
+
∂
∂xj
(Φuj) = −∂Dj(Φ)
∂xj
+ SΦ . (2.5)
The LHS terms of eq. 2.5 denote temporal change at a fixed position xi,0 and convective trans-
port with velocity uj , while the RHS terms represent diffusion at a rate Dj(Φ)= -DΦ∂Φ/∂xj
and production/destruction by a source/sink SΦ. In the absence of a source term SΦ the quan-
tity Φ is only redistributed by transport processes. For example setting Φ ≡ ρ, recognising that
mass diffusion does not affect density (∂Dj(ρ)/∂xj = 0) and taking SΦ = 0, eq. (2.5) reduces to
the continuity equation (2.1). Similarly, by taking Φ to be momentum ρui, identifying Dj(ρui)
as −τij and setting SΦ = ρki the momentum conservation equation (2.2) can be derived.
To describe changes in the composition of a gas mixture due to chemical reaction a scalar
equation for the mass fraction Yα of each of the chemical species α involved in the reaction can
be written as
∂(ρYα)
∂t
+
∂
∂xj
(ρYαuj) =
∂
∂xj
(
ρDα
∂Yα
∂xj
)
+ ω˙α , (2.6)
where Dα denotes the diffusivity of species α, ω˙α is the chemical source term and Fick’s
law [183] was used to express the diffusion term. The temperature rise associated with an
exothermic chemical reaction may be represented by a conservation equation for energy (first
law of thermodynamics), which may be expressed by a balance equation for temperature or
(alternatively) enthalpyh
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∂(ρh)
∂t
+
∂
∂xj
(ρhuj) =
∂
∂xj
(
κ
cp
∂h
∂xj
)
, (2.7)
with the thermal conductivity κ and the specific heat at constant pressure cp. Equation (2.7)
holds true for incompressible flows and negligible radiation effects, a valid assumption for the
reacting gaseous flows considered in this work.
The set of transport equations for mass, momentum, energy/enthalpy and species mass frac-
tions, accompanied by material laws (e.g. perfect gas law) and chemical rate expressions (cf.
section 2.2.1) is sufficient to fully describe combustion in turbulent flows. However, the solu-
tion of this full set of equations is a formidable task and simplifying assumptions are typically
invoked to reduce its complexity. For example for the case of pure mixing of fuel and oxidiser
basic to the description of non-premixed combustion a conservation equation for the mixture
fraction f (cf. sections 2.2.2.1 and 4.1) can be derived
∂(ρf)
∂t
+
∂
∂xj
(ρfuj) =
∂
∂xj
(
ρDf
∂f
∂xj
)
. (2.8)
Similarly, the progress of the chemical reaction in premixed combustion may be described by
a balance equation for the reaction progress variable c
∂(ρc)
∂t
+
∂
∂xj
(ρcuj) =
∂
∂xj
(
ρDc
∂c
∂xj
)
+ ω˙c . (2.9)
Since this work deals with both non-premixed and fully premixed combustion both eq. (2.8)
and eq. (2.9) are used and further details on each of the approaches are deferred until later.
2.1.2 Turbulence
Basic fluid mechanics are concerned with laminar flows in which the fluid moves in ordered
layers, typically driven by normal forces (pressure gradients) and deformed by shear stresses.
However, in most engineering applications fluid motion is turbulent instead. This section
describes some fundamentals of turbulence and summarises the basic concepts of Kolmogorov’s
work concerning turbulent scales and the turbulent energy cascade, as relevant for this work.
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2.1.2.1 Fundamentals of Turbulence
Turbulent flows are often characterised by the catchwords unsteady, chaotic, three dimensional,
involving various scales and dissipative. The first rigorous scientific investigation of turbulence
is usually attributed to Reynolds who in 1883 studied the onset of turbulence by colouring
pipe flow with dye filaments [140]. Reynolds investigated the necessary conditions for the
transition of laminar to turbulent flow which are governed by the balance of non-linear flow
instabilities and stabilising viscous forces. This balance is inherent in the conservation equation
of momentum (2.2), where the inertia term ρuiuj acts to destabilise the flow, whereas friction
forces represented by the viscous terms in τij (eq. 2.3) prevent the system from diverging.
Reynolds also proposed to characterise a flow system’s tendency to become turbulent in terms
of a dimensionless number [141] representing the ratio of destabilising to stabilising forces.
Today, this number is called the Reynolds number and is written as
Re =
UL
ν
=
ρUL
µ
, (2.10)
where U , L and ν (µ) are a characteristic velocity, length scale and viscosity, respectively. For
example for a turbulent pipe flow, U is usually taken to be an average velocity over the pipe
cross section, L the pipe diameter, ν the fluid viscosity and Re ≈ 2300 is regarded as a critical
value for the onset of turbulence.
Another important concept which is based on the work of Reynolds is the Reynolds decomposi-
tion which separates the turbulent velocity field into a mean ui(xj , t) and a fluctuating u′i(xj , t)
component according to
ui(xj , t) = ui(xj , t) + u′i(xj , t) . (2.11)
Classically the mean value ui(xj , t) in eq. (2.11) is understood as a temporal average (Reynolds
average) and inserting (2.11) into the conservation equations for mass (2.1) and momen-
tum (2.4) leads to the concept of Reynolds Averaged Navier-Stokes (RANS ) modelling, outlined
in chapter 3.2. It is also possible to interpret the mean value as a spatial average resulting in the
method of Large Eddy Simulation (LES ), the method of choice in this work (cf. chapter 3.3).
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2.1.2.2 Turbulent Scales
While turbulence behaves apparently chaotic, regularities can still be observed in turbulent
flows, a famous example being the Van Karman vortex street. Such regularities strongly depend
on the geometry of the flow device and may be termed coherent structures or in the case of
rotational structures vortices or eddies. The typical size (or time scale) of such eddies can be
quantified by correlations. For example the two-point, one-time autocovariance R∗ of velocity
may be written as
R∗(x, r, t) = u′(x, t)u′(x+ r, t) . (2.12)
It describes how much the velocity fluctuation u′ at point x depends on velocity fluctuations in
the vicinity of x (at a distance r) and is therefore a measure for the extent of fluid structures
in turbulent flows. For homogenous isotropic turbulence the dependency on the location x can
be dropped and the normalised autocovariance (autocorrelation function) R reads
R(r, t) =
u′(t)u′(r, t)
u′2(t)
. (2.13)
Integration of R in r-direction leads to the definition of the integral length scale of turbulence
lI
lI(t) =
∫ ∞
0
R(r, t)dr , (2.14)
which represents the typical size of the large, energy containing fluid structures. The smallest
scales of turbulent motion are best discussed in the context of the turbulent energy spectrum
and Kolmogorov’s hypotheses as described in the following section.
2.1.2.3 The Energy Cascade and Kolmogorov’s Hypotheses
The concept of the energy cascade was first introduced by Richardson in 1922 [143]. In essence,
it states that the largest scales of turbulent motion are produced by hydrodynamic instabilities,
broken up into smaller structures by inviscid processes and finally dissipated at the smallest
turbulent scales by viscous forces. The eddy break-up rate (dissipation rate ε) is independent
of viscosity ν and proportional to the integral scales of motion, which may be characterised by
a typical length lI , time tI and velocity uI scale:
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ε ≈ u2I/tI = u3I/lI . (2.15)
The cascade process can be visualised by the turbulent energy spectrum, a sketch of which
is shown in fig 2.1. Mathematically, the energy spectrum can be obtained by carrying out a
Fourier transform of the autocovariance (eq. (2.13)) and integrating the result over a sphere in
wave number space, as detailed in [135].
In 1941, Kolmogorov [86, 87] (translated in [89]), extended Richardson’s ideas and his hypothe-
ses on high Reynolds number flows can be summarised as follows:
• Hypothesis of local isotropy : In turbulent flows at sufficiently high Reynolds numbers the
small-scale turbulent motions are statistically isotropic.
• First similarity hypothesis: The statistics of the small-scale motions in high Reynolds
number flows have a universal form, uniquely determined by the viscosity ν and the
dissipation rate ε.
• Second similarity hypothesis: In turbulent flows at sufficiently high Reynolds numbers
the statistics of length scales lI À l À lK are universal and uniquely determined by ε
and independent of ν.
Kolmogorov’s theory also allowed to quantify the smallest scales of turbulent motion, which
are now known as the Kolmogorov scales:
lK ≡ (ν3/ε)1/4 , uK ≡ (νε)1/4 , tK ≡ (ν/ε)1/2 . (2.16)
The picture of the energy cascade combined with Kolmogorov’s hypotheses has strong impli-
cations for the numerical simulation of turbulent flows, which are exploited in the framework
of large eddy simulation (cf. chapter 3.3).
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Figure 2.1: Sketch of a typical turbulent energy spectrum: Turbulent kinetic energy
E(k) versus wave number k
2.2 Combustion
In this section the fundamentals of combustion theory are outlined. Some basics of reaction ki-
netics are given first, before a discussion of typical combustion modes (premixed, non-premixed
and partially-premixed combustion) leads to simplified descriptions of idealised combustion sys-
tems.
2.2.1 Reaction Kinetics
This section provides some fundamental concepts of chemical kinetics as relevant for the present
work. The interested reader is referred to [176, 183] or [185] for a more detailed discussion.
Combustion converts the chemical bond energy of a reactant mixture (fuel) into thermal energy
by means of an exothermic chemical reaction. A common example is the combustion of methane
(CH4) with oxygen (O2) which can be written as
CH4 + 2O2 → CO2 + 2H2O . (2.17)
This global reaction describes that methane and oxygen are converted into carbon dioxide
(CO2) and water (H2O) and the proportion of fuel and oxidiser molecules required to yield
a certain product mixture. However, in reality such global reactions do not occur. Instead,
a large number of elementary reactions typically involving 1 (decomposition or rearrangement
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reactions), 2 or 3 (recombination reactions) chemical species occur, which taken together result
in the same outcome as the global reaction. While the combustion of hydrogen with oxygen can
be fully described by 37 elementary reactions [183] the above example of methane combustion
requires approximately 1000 elementary reactions for a full description and higher hydrocar-
bon mechanisms are even larger. Since only certain elementary reactions are important for the
outcome of the global reaction, reduction strategies for chemical mechanisms may be applied,
which aim to find compact but still reasonably accurate descriptions.
Generally, any set of Nr chemical reactions r involving Nα species α may be written in its
abstract form
Nα∑
α=1
ζ
′
α,rα ⇀↽
Nα∑
α=1
ζ
′′
α,rα with r ∈ {1...Nr} , (2.18)
where ζ
′
α,r and ζ
′′
α,r denote the stoichiometric coefficients in forward (
′) and backward (′′)
directions. The speed at which a chemical reaction progresses can be expressed by its reaction
rate <
<′r = k
′
r
Nα∏
α=1
(cα)ζ
′
α,r and <′′r = −k
′′
r
Nα∏
α=1
(cα)ζ
′′
α,r . (2.19)
In eq. (2.19) k
′
r and −k
′′
r denote the rate coefficients in forward and backward direction and
cα = ρYα/Wα is the concentration of species α, where Wα is the molecular weight. The rate
coefficients are typically approximated by Arrhenius’ law
k
′
r = A
′
p exp(−E
′
a,r/RuT ) , (2.20)
where A
′
p is the pre-exponential factor – which may weakly depend on temperature T – E
′
a,r
is the activation energy and Ru the universal gas constant. Based on a suitable chemical
mechanism the rate coefficients can be determined according to eq. (2.20) and together with
eqs (2.19) and (2.18) the chemical source terms ω˙α of the species transport equations (2.6) can
be calculated
ω˙α =Wα
Nr∑
r=1
(
ζ
′′
α,r − ζ
′
α,r
)(
<′r −<
′′
r
)
. (2.21)
Jointly solving the transport equations for mass, momentum, enthalpy and species given in
section 2.1.1 allows for a complete description of combustion in any given flame. However,
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even when using reduced reaction mechanisms the overall system of equations remains stiff
and numerical solution procedures become inefficient. Hence, the next section introduces some
simplifications which allow for the construction of models that are suitable for special cases of
technical combustion.
2.2.2 Modes of Combustion
For the theoretical analysis of combustion, as well as for the derivation of modelling formulations
which can be addressed by efficient numerical solution algorithms it is suitable to consider the
following cases:
• Non-premixed combustion: Fuel and oxidiser enter the combustion chamber separately,
where they are mixed and burnt. Non-premixed combustion is governed by the mixing
process between fuel and oxidiser and can only occur within the tight flammability limits
around stoichiometry. Unlike premixed flames, non-premixed flames cannot propagate
against the fluid velocity. As a result, non-premixed combustion is easier to control and
used in the majority of technical applications. Non-premixed combustion, however, is less
efficient and may involve the formation of more pollutants than premixed combustion.
• Premixed combustion: Fuel and oxidiser are fully mixed prior to ignition. Premixed
flames may travel against the fluid velocity at a flame speed (or burning velocity) which
is determined by the chemical composition of the reactant mixture, the thermodynamical
state (pressure and temperature) and the flow conditions (turbulence). Due to the well-
defined mixture, premixed flames offer the potential of clean combustion (especially at
lean equivalence ratios) in compact, efficient combustion devices. However, premixed
combustion also comprises a safety hazard, as it may result in combustion instabilities,
flashback and possibly explosions.
• Partially-premixed combustion: In reality the combustion process is typically neither
fully premixed nor non-premixed. Instead, some regions of the combustion chamber will
feature quasi-homogenous mixtures subject to autoignition and flame propagation, while
other parts will be governed by mixing processes and behave like non-premixed flames.
The modelling of this general combustion regime is relatively challenging and only a few
modelling approaches are suitable to deal with partially-premixed flames. However, one
of the models featured in this work (LEM, cf. chapter 5) has the capability of treating
partially-premixed combustion.
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In this work, non-premixed and premixed combustion are considered and a discussion of the
essentials of these combustion modes follows.
2.2.2.1 Non-premixed Combustion
Simplifying Assumptions
Since in non-premixed flames the rate of combustion depends on the mixing of fuel and oxidiser,
a suitable combustion model should be based on the description of this mixing process. A
number of assumptions jointly known as the Shvab-Zel’dovich formalism [185] allow for such a
treatment:
• Soret (mass flux due to temperature gradients) and Dufour (heat flux due to concentra-
tion gradients) effects are negligible.
• Diffusion caused by pressure gradients can be neglected, as well as differential diffusion
(⇒ equal diffusivities for all chemical species).
• Body forces (other than buoyancy in natural convection problems) are negligible.
• Radiation can be neglected.
• Heat and mass diffuse at the same rate (unity Lewis number assumption, ⇒ Le =
Dth/Dα = κ/(ρcpDα) = 1).
• The pressure is quasi-constant (low Mach number assumption ⇒ incompressibility)
The above assumptions reduce the applicability of the combustion model to special cases. How-
ever, many of these assumptions are valid in a number of combustion applications and invoking
them greatly simplifies the numerical treatment: The species transport equations (2.6) and the
energy / enthalpy equation (2.7) collapse into a single equation for the mixture fraction (2.8),
which is defined in the next section.
Mathematical Description
In its simplest formulation the mixture fraction quantifies the mixing between a single stream
of fuel (fl) with a single stream of oxidiser (ox). In this context the mixture fraction of a given
species α reads
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fα =
Yα − Yα,ox
Yα,fl − Yα,ox , (2.22)
where Yα,fl and Yα,ox are the mass fractions of species α in the fuel and oxidiser stream,
respectively. For the more general case of the global reaction of an arbitrary hydrocarbon fuel
CmHn with air (where nitrogen is assumed to be inert)
ζ
′
FCmHn + ζ
′
O2O2 → ζ
′′
CO2CO2 + ζ
′′
H2OH2O (2.23)
the following mixture fraction definition introduced by Bilger [10] may be used
f =
zC
mWC
+ zHnWH + 2
YO2,2−zO
ζ
′
O2
WO2
zC,1
mWC
+ zH,1nWH + 2
YO2,2
ζ
′
O2
WO2
. (2.24)
In eq. (2.24) zβ denotes the element mass fraction of an atom β, which is the ratio of the
number of β-atoms Nβ to the total number of atoms Nt and Wβ is the molecular weight of
atoms β. The subscripts 1 and 2 refer to the species concentrations in the fuel and oxidiser
stream, respectively.
Reduced Formulation
Based on the mixture fraction formulation outlined above relatively compact, yet powerful
models for the description of non-premixed flames can be derived. A number of possible
model formulations is given in chapter 4.1 and the details of a model which was applied to the
simulation of non-premixed swirling flames in this work are described in chapter 4.1.2.
2.2.2.2 Premixed Combustion
Premixed combustion occurs when a mixture of fuel and oxidiser within its flammability limits
is ignited by a heat source. A tubular duct containing both the unburnt mixture and the
reaction products as sketched in fig. 2.2 may serve as an example.
Upon ignition, a flame propagation wave starts to travel from the ignition site towards the
unburnt mixture. In case of an open tube, combustion will occur at quasi-constant pressure
and the speed of the deflagration wave will depend on the balance of thermal energy released
by the chemical reaction and diffusion acting to transport heat away from the reaction zone. If
the tube is closed instead, heat release will lead to significant pressure rise and the speed of the
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Figure 2.2: Idealisation of a premixed flame in duct
resulting detonation wave will be determined by the speed of sound. Since energy production
typically deals with (turbulent) deflagration waves, only these are of interest here and will be
discussed in the following sections.
Laminar Burning Velocity
The most important quantity for laminar premixed flames is the laminar flame speed or burning
velocity sL. While in most definitions, the former includes the effect of heat expansion, the
latter is typically used to describe the speed of premixed flame propagation with respect to the
unburnt mixture. In the absence of turbulence, the burning velocity depends on the unburnt
gas mixture, the temperature and the pressure inside the combustion vessel. The unburnt gas
mixture is characterised by the equivalence ratio φ which relates the fuel-to-air ratio of the
mixture YF,u/YO2,u to the same ratio at stoichiometric conditions:
φ =
YF,u/YO2,u
(YF,u/YO2,u)st
. (2.25)
In zones of mixing the local equivalence ratio can be expressed in terms of the mixture fraction
f as
φ =
f
1− f
1− fst
fst
, (2.26)
where fst denotes the mixture fraction at stoichiometry. Equation 2.26 will be used to account
for the dilution of premixed counterflow flames with coflowing air in chapter 8. The dependence
of the laminar burning velocity on the equivalence ratio is discussed in chapter 5, where current
simulation results are compared with previous data. The pressure dependence of the laminar
burning velocity is assumed to be negligible for the unconfined, incompressible flows considered
in this work. However, the temperature dependence of sL may play a role for the counterflow
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flames discussed in chapter 8, since preheating of the upper flow may occur.
The burning velocity can be measured using bunsen burners [126], explosion vessels (for ex-
ample [7]) and other experimental facilities [9, 131]. It can also be determined numerically
as the eigenvalue of the problem described by one-dimensional equations for continuity, en-
ergy/enthalpy and species mass fractions based on a detailed chemical mechanism [126]. The
laminar burning velocity is similar for all hydrocarbon fuels (0.2m/s < sL < 1.0m/s, cf. [132]),
with a typical value for stoichiometric methane/air combustion sL ≈ 0.4 m/s.
Laminar Flame Thicknesses
Another important parameter for laminar premixed combustion is the spatial structure of the
premixed flame, which may be characterised by the flame thickness and the corresponding one-
dimensional temperature profile. There are various definitions of premixed flame thicknesses
in the literature, for a discussion see e.g. Poinsot & Veynante [132]. For the purpose of
comparison of flame thicknesses from the present study with values from previous investigations,
as presented in chapter 5, the following definitions are used. The thermal thickness reads
δth =
Tb − Tu
max|∂T∂x |
, (2.27)
where Tb and Tu refer to the temperature of the burnt gases and the unburnt mixture, re-
spectively, and max|∂T∂x | denotes the largest temperature gradient throughout the flame profile.
The thermal thickness of a typical hydrocarbon/air flame is of the order of 0.1 mm. An al-
ternative definition referred to as the total thickness δT in Poinsot & Veynante [132] takes the
flame thickness to be the distance over which the normalised temperature (progress variable
c = (T − Tu)/(Tb − Tu)) changes from 0.01 to 0.99. For the following discussion of a typical
premixed flame structure the following definition of the flame thickness based on scaling laws
is useful:
δsc =
Dth,u
sL
=
κu
ρucpsL
. (2.28)
Laminar Flame Structure
The structure of a premixed flame can be subdivided into three zones (or layers) in which
different physio-chemical processes occur. In the first layer, the preheat zone, the unburnt gas
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is heated up by thermal diffusion from the reaction zone and no chemical reactions occur. The
second zone is a thin layer called fuel consumption layer or inner layer in which the fuel is
consumed and chain-breaking reactions deplete the combustion radicals. In the third zone, the
oxidation layer, the most exothermic reactions take place and radicals are recombined to form
the final product species. While both the preheat zone and the oxidation layer are of the order
of the flame thickness δsc the inner layer is substantially thinner (the inner layer thickness lδ is
typically of the order 0.1δsc). In turbulent premixed flames the interaction of the inner layer
with turbulent eddies plays an important role and allows to distinguish different regimes of
turbulent premixed combustion.
Turbulence-Chemistry Interactions
Since combustion of technical importance is almost always turbulent, the interaction of tur-
bulence and combustion needs to be discussed. The most important effect of turbulence on
combustion is flame wrinkling : While the flame surface of a laminar flame remains – at least lo-
cally – uniform, the flame structure of a turbulent flame may take an arbitrary shape governed
by the turbulent flow field, as sketched in fig. 2.2. It can be seen that turbulence, characterised
by the turbulence intensity u′, increases the active flame surface area from A to AT :
AT ∼ A u
′
sL
. (2.29)
As a result, the speed of the reaction is enhanced, which is expressed by the increase of the
burning velocity from sL to sT as
sT
sL
=
AT
A
. (2.30)
This increase is of key importance for industrial applications as it allows for a more efficient
combustion. However, at very high levels of u′ combustion can become unstable and the flame
may eventually extinguish. The functional dependence of sT on u′ is characterised by an initial
increase of sT with u′, a bending slope at higher u′ and a sharp drop for very high u′ due to
flame extinction. Modelling attempts to represent this functional dependence may be written
in their general form as
sT = sL
(
1 + C
(
u′/sL
)n)
, (2.31)
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where C is a model constant, which may depend on both turbulence and flame parameters,
and n is a model exponent in the range 0.5 < n < 1.0. There is considerable scatter between
even carefully gathered experimental data [1] and the turbulent burning velocity may not only
depend on a single turbulence intensity u′ [132]. However, in chapter 5 an attempt is made to
compare profiles of sT = f(u′) from the present study to previous investigations.
The effect that combustion has on turbulence is not straightforward. On one hand, combustion
may act to suppress turbulence, due to the decrease in density and the increase of kinematic
viscosity in the hot gases. As a result of this, the Reynolds number may drop by a factor of 40
over the flame front, possibly leading to re-laminarisation of the flow [132]. On the other hand,
the rapid acceleration of the gas velocity along the flame normal direction combined with tur-
bulent fluctuations may instead increase turbulence levels. Which of the two effects dominates
depends on the flame under investigation, as well as the local conditions in the near flame region.
Premixed Combustion Regimes
The above basic analysis of the turbulent burning velocity sT (eqs. (2.29) & (2.30)) is at-
tributed to Damko¨hler [30]. Damko¨hler also postulated the occurrence of two different regimes
of premixed turbulent combustion: large scale and small scale turbulence. This view has re-
cently been extended and has led to the development of premixed combustion diagrams, often
attributed to Borghi [17]. Premixed diagrams exist in various different versions [39, 133, 185]
and the reader is referred to Poinsot & Veynante [132] for a discussion and further references.
In the following, the combustion diagram by Peters will be explained and the associated dis-
cussion of premixed combustion regimes is based on the description in [126].
For the discussion of the regime diagram it is useful to define the following quantities based
on the assumption of equal diffusivity and unity Schmidt number (σ = ν/D = 1). The flame
may be characterised by a typical flame thickness lF and flame time tF as
lF = δsc =
D
sL
, tF =
lF
sL
=
D
s2L
. (2.32)
For a turbulent field characterised by the length scale l – which by most authors is taken to
be the integral scale lI – and the turbulence intensity u′ a turbulent Reynolds number can be
defined as
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ReT =
u′l
ν
=
u′l
sLlF
, (2.33)
where the RHS expression already relates turbulence to flame quantities. The relative im-
portance of flame scales to turbulent scales can further be expressed by the following non-
dimensional quantities. The Damko¨hler number Da represents the ratio of turbulent time tT
to chemical (flame) time tF and reads
Da =
tT
tF
=
l/u′
lF /sL
. (2.34)
Two Karlovitz numbers can be defined, which express the ratio of flame scales to the Kol-
mogorov scales
Ka1 =
tF
tK
=
(
lF
lK
)2
=
(
uK
sL
)2
. (2.35)
Ka2 =
(
lδ
lK
)2
= δ2Ka1 ≈ 0.01Ka1 , (2.36)
where δ is the ratio of the inner layer thickness to the flame thickness δ = lδ/lF ≈ 0.1.
The premixed combustion diagram, as described by Peters [126], is shown in fig. 2.3 and based
on the comparison of typical length (l/lF , abscissa) and velocity (u′/sL, ordinate) scales allows
to categorise premixed combustion into a number of different regimes of turbulence-chemistry
interaction.
Laminar regime: The laminar regime of premixed combustion is situated in the lower LHS
corner of the diagram and is characterised by a turbulent Reynolds number ReT of less than
unity. One would expect laminar flames to always burn stably but Lewis number effects
(Le = Dth/Dα) may trigger thermodiffusive instabilities when mass diffusion becomes stronger
than heat diffusion (Le < 1), as may occur for example in hydrogen flames [132]. Other modes
of instability are possible, but since laminar premixed flames are not in the focus of this work,
the reader is referred to [185] for details.
Flamelet regimes: The regime of wrinkled flamelets is limited by the horizontal line u′/sL =
1. In this regime, the turbulence intensity is lower than the laminar burning velocity and tur-
bulence can only wrinkle the flame front slightly while flame propagation remains dominated
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Figure 2.3: Regime diagram of turbulent premixed combustion by Peters [126]
by the laminar burning velocity sL. At higher turbulence intensities u′/sL > 1 the regime
of corrugated flamelets can be found. The upper limit of this regime is the Klimov-Williams
criterion Ka1 < 1 and flames in this regime may be strongly wrinkled by turbulence, which in-
creases the active flame area and enhances the progress of the chemical reaction. Concurrently,
turbulence is not able to enter the flame structure, which remains locally laminar.
Thin reaction zones regime: The thin reaction zones regime is limited by the inequalities
ReT > 1, Ka1 > 1 and Ka2 < 1. In this regime small eddies are able to enter the preheat
zone, but cannot enter the inner flame layer. As a result, mass transport in the preheat zone
is no longer only governed by diffusion, but affected by turbulence as well.
Broken reaction zones regime: The broken reaction zones regime lies beyond the line
Ka2 = 1. In this regime, turbulent eddies enter the inner flame layer. This interaction leads
to an increased distribution of heat from the inner layer into the preheat zone, which affects
the production of radical species. As a consequence, combustion may no longer be stable and
flame extinction occurs. The broken reaction zones regime partially coincidences with the well
stirred reactor regime of other versions of the diagram [183], which is delimited by the dashed
line Da = 1.
Premixed combustion diagrams allow to classify turbulent premixed flames, which is made use
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of in chapters 5 and 8.
Mathematical Description of Premixed Combustion
A widely used approach to describe premixed combustion mathematically is the transport
equation for the reaction progress variable (2.9). The progress variable c is a normalised
quantity ranging from zero in the unburnt mixture to one in the burnt gases. It can be defined
via
c =
T − Tu
Tb − Tu or c =
YP
YP,b
, (2.37)
where Tu and Tb are the temperature of the unburnt and the burnt mixture, respectively and YP
and YP,b denote the local, instantaneous mass fraction of the products and the same quantity in
the burnt gas. For the models used in this work, the definition given in the LHS expression of
eq. (2.37) is more useful and is therefore applied. Possible approaches to model the transport
equation of the progress variable are described in chapter 4.2 and the model used in this work
for premixed opposed jet flames is detailed in chapter 4.2.2.
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Chapter 3
Numerical Modelling of Turbulent
Flows
In this chapter the three major concepts for the simulation of turbulent flows (DNS, RANS and
LES) will be presented. DNS and RANS will only be outlined briefly, as they were not in the
focus of this project. The concept of LES will be discussed in more detail and the particular
LES model used in this work will be described.
3.1 Direct Numerical Simulation (DNS)
The conservation equations of mass (2.1) and momentum (2.4) fully describe turbulent flow
of a Newtonian fluid and their solution would therefore allow to predict such flows exactly.
Unfortunately, analytical solutions of the Navier-Stokes equations have only been achieved for
simplified problems and no general solution which could be used for engineering applications
has been found. However, the (continuous) Navier-Stokes equations can be discretised in space
and time and the system of discretised equations can be solved numerically for the particular
flow in question. Hence, an obvious approach to predict turbulent flows is to discretise the
computational domain using a grid which resolves all scales of turbulent motion, to use a time
step width representing all time scales existing in the flow and to solve the discretised versions
of eqs. (2.1) and (2.4) numerically. This approach is known as Direct Numerical Simulation
and allows to describe turbulent flow to a very high accuracy. However, there are several
reasons, why this approach is not suitable for industrial applications. The first reason is that
the abundance of data gathered from DNS is difficult to process and that the exact spatio-
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temporal evolution of all turbulent structures is not of interest. The second reason is feasibility
in the context of the constraints of the industrial design process. Directly simulating the full
turbulent field is a time-demanding process requiring large computational resources. Since
the limiting factors for a direct simulation are the smallest scales of turbulent motion, a DNS
requires grid spacing and time step width to be small enough to resolve the Kolmogorov scales,
cf. eq. (2.16). Using eqs. (2.15) and (2.16) allows to estimate the number of computational
nodes required for DNS NDNS as
NDNS ∼
(
lI
lK
)3
≈ l
3
Iε
3/4
ν9/4
≈ l
9/4
I u
9/4
I
ν9/4
= Re9/4 . (3.1)
As NDNS scales with Re9/4, very fast computers with large amounts of memory are required
for DNS and the method is currently restricted to low to moderate Reynolds number flows.
However, the use of highly accurate discretisation methods makes DNS a valuable tool for
research purposes [81, 116]. With the advent of parallel algorithms and high performance
computing (HPC), DNS of technical devices may be affordable in the mid-term future. In this
work already, simulations of a simplified combustion device for the validation of computational
methods are carried out, which use grid resolutions approaching the Kolmogorov scale, cf.
chapter 8.
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3.2 Reynolds-Averaged Navier-Stokes Modelling
The most widely-used approach to simulate turbulent flow in technical systems is RANS mod-
elling. As already noted in chapter 2.1.2 the turbulent flow velocity can be decomposed into
a mean ui(xj , t) and a fluctuating component u′i(xj , t). In RANS modelling the mean value is
interpreted as a temporal average and (for a generic quantity Φ) reads
Φ = lim
T→∞
1
T
∫ +T/2
−T/2
Φ(t)dt . (3.2)
Hence, inserting the Reynolds decomposition eq. (2.11) into the Navier-Stokes equations allows
to derive a set of equations for the temporal averages of the velocity ui and pressure p field.
Unfortunately, this approach yields new correlation terms of the form u′iu
′
i (so-called Reynolds
stresses) in the averaged conservation equations, which require closure. Further transport
equations for the Reynolds stresses can be derived, but they feature additional unclosed terms.
In general, every equation for the n-th order moment requires some information on the n+1-th
order moment, which is known as the Turbulence Closure Problem. Hence, the set of equations
is either modelled based on known quantities or by solving further transport equations. The
following classes of closure models are in use:
• Algebraic models: The unknown terms are expressed in terms of known quantities by
means of an algebraic expression. An example is Prandtl’s mixing length model [136].
• One equation models: An additional transport equation for the turbulent kinetic energy
k is solved and used to close the unknown terms, cf. [137].
• Two equation models: Two additional transport equations, typically for k and its dis-
sipation rate ε are solved. The concept of solving an equation for ε is attributed to
Kolmogorov [88] and the k − ε model by Jones and Launder [61] is probably the most
used turbulence model in industrial applications.
• Reynolds stress models (second moment closure): A separate transport equation for each
of the components of the Reynolds-Stress tensor is solved. Second moment models do
not rely on the assumption of flow isotropy and allow, for example, for the simulation of
swirling flows. However, considerable modelling efforts are required to close all unknown
terms in the Reynolds stress equations and the overall system of equations becomes
relatively complex and difficult to solve.
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Since turbulence in RANS is – for the most part – modelled, relatively coarse computational
grids can be afforded and efficient calculations of turbulence with well-established models can
be achieved. However, detailed RANS modelling requires experienced users for both setting
up appropriate model representations of the flow problem in question and for interpreting
simulation results.
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3.3 Large Eddy Simulation (LES)
The last two sections have introduced the concepts of DNS and RANS modelling for the simu-
lation of turbulent flows. While DNS aims to resolve all scales of turbulent motion and RANS
only results in time-averaged quantities, Large Eddy Simulation (LES) can be classified as
an intermediate approach between the two. LES solves for the temporal evolution of spatial
averages of the flow quantities by applying a low-pass filter to the governing equations. As
a result, LES accurately represents the largest scales of turbulent flow, while modelling the
smallest eddies. This concept is closely related to the turbulent energy cascade (cf. fig. 2.1)
and Kolmogorov’s hypotheses (cf. section 2.1.2), which express the isotropy and universality
of the smallest turbulent scales.
In the following sections, the filtering approach is introduced first, before the application of
filtering to the governing equations is demonstrated. Since filtering results in unknown terms,
common modelling approaches for these unknown terms are given.
3.3.1 Filtering
The concept of manipulating the governing equations of fluid flow to only represent the large,
energy-containing structures by means of low-pass filtering originated from weather forecasting
and is usually attributed to Smagorinsky [164]. Filtering can formally be described by the
convolution of an arbitrary function φ(xi, t) with a filter function G(xi − x′i;∆), as noted by
Leonard [97]
φ(xi, t) =
∫∫∫ ∞
−∞
G(xi − x′i;∆)φ(x′i, t)dx′i , (3.3)
with the shift x′i and the filter width ∆. While in principal any low-pass filter can be used
for LES, volume-averaged box filters as introduced by Deardorff [32] and extended to non-
equidistant grids by Schumann [158] are usually employed. For example the box-filtered velocity
component ui(xi, t) formally reads
ui(xi, t) =
3∏
i=1
1
∆xi
∫∫∫ xi+∆xi
xi−∆xi
ui(x′i, t)dx
′
i , (3.4)
where
∏3
i=1 1/∆xi corresponds to the inverse volume of the CFD cell. Equation 3.4 implies
that box - or top hat filtering corresponds to volume averaging over the CFD cells, which fits
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naturally into the formalism of the finite volume method (FVM) used to discretise the governing
equations. As a result, the discretised version of the governing equations may be interpreted as
spatially filtered by a filter corresponding to the grid size. This approach is known as implicit
filtering and used in this work. Alternatively, filtering can be carried out explicitly, as described
in [82, 135].
Filtering results in a decomposition of the flow quantities similar to the Reynolds decomposition
(cf. eq. (2.11)):
Φ = Φ + Φ′ ⇔ Φ′ = Φ− Φ , (3.5)
where Φ denotes the spatial average (filtered mean) and Φ′ is the sub-filter or, for implicit
filtering, sub-grid contribution. Note that for the remainder of the document the overbar
and the single apostrophe denote the spatial mean and the sub-grid contribution, respectively,
unless stated otherwise. For variable-density flows a density-weighted filter is often used to
simplify the mathematical treatment. This Favre-filtering can be written as
Φ = Φ˜ + Φ′′ with Φ˜ =
ρΦ
ρ
⇔ ρΦ = ρΦ˜ , (3.6)
with the density-weighted average Φ˜ and the Favre-fluctuation Φ′′. The RHS equality of
eq. (3.6) is particularly useful for the filtering of the governing equations in the case of variable
density, since it allows the filtered correlation ρΦ to be re-expressed as the product of filtered
quantities.
3.3.2 Filtered Navier-Stokes Equations
3.3.2.1 Filtered Continuity Equation
Application of the filtering operator to the continuity equation (2.1) yields
∂ρ
∂t
+
∂
∂xi
(ρui) = 0 ⇔ ∂ρ
∂t
+
∂
∂xi
(ρu˜i) = 0 , (3.7)
where commutation of the derivative with the filtering operation is assumed to result in neg-
ligible errors; Favre-filtering was used for the RHS expression. Inspection of eq. (3.7) and
comparison with the unfiltered equation (2.1) shows that filtering does not introduce any extra
terms to the continuity equation, but only replaces the unfiltered quantities by their filtered
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equivalents.
3.3.2.2 Filtered Momentum Equation
Filtering of the conservation equation for momentum (2.4) results in
∂
∂t
(ρui) +
∂
∂xj
(ρuiuj) =
∂
∂xj
[
ρν
(
∂uj
∂xi
+
∂ui
∂xj
− 2
3
∂uk
∂xk
δij
)]
− ∂p
∂xi
+ ρgi , (3.8)
where the dynamic viscosity µ was rewritten in terms of density and kinematic viscosity ν. By
again assuming that the filtering operator commutates with the partial derivative and using
the following approximation
˜
ν
∂uj
∂xi
≈ ν˜ ∂˜uj
∂xi
, (3.9)
Favre-filtering allows to rewrite eq. (3.8) as
∂
∂t
(ρu˜i) +
∂
∂xj
(ρu˜iuj) =
∂
∂xj
[
ρν˜
(
∂u˜j
∂xi
+
∂u˜i
∂xj
− 2
3
∂u˜k
∂xk
δij
)]
− ∂p
∂xi
+ ρgi . (3.10)
Inspection of eq. (3.10) and comparison to the unfiltered equation (2.4) reveals that all terms can
be rewritten as a function of filtered quantities, the exception being the non-linear convection
term. Similar to temporal averaging in RANS modelling, LES filtering results in an unknown
contribution, the so-called sub-grid stress tensor
τ sgsij ≈ u˜iu˜j − u˜iuj ⇔ u˜iuj ≈ u˜iu˜j − τ sgsij . (3.11)
Inserting the approximation eq. (3.11) into eq. (3.10) and associating the sub-grid stress tensor
with the diffusion term results in the final (unclosed) form of the filtered momentum equation:
∂
∂t
(ρu˜i) +
∂
∂xj
(ρu˜iu˜j) =
∂
∂xj
[
ρν˜
(
∂u˜j
∂xi
+
∂u˜i
∂xj
− 2
3
∂u˜k
∂xk
δij
)
+ ρτ sgsij
]
− ∂p
∂xi
+ ρgi . (3.12)
3.3.3 Sub-grid Stress Modelling
Equation (3.12) features the unknown sub-grid stress tensor τsgs which requires closure. In
the following sections a brief overview of useful closure methods is given first, followed by a
description of the modelling approaches used for this work.
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3.3.3.1 Model Overview
The overview of models for the sub-grid stresses is kept short and the interested reader is re-
ferred to Sagaut [149] for details.
The scale similarity hypothesis assumes that the structure of the largest unresolved scales is
similar to the one of the smallest resolved scales. Based on this assumption, Bardina et al. [8]
have formulated a scale similarity model for LES. As the original model may become unstable
due to insufficient dissipation, mixed models combining the scale similarity approach with an
eddy viscosity closure (see next paragraph) are sometimes used.
A common approach to achieve closure for τ sgsij is based on the so-called Boussinesq approxi-
mation or eddy viscosity model. As already stated at the beginning of section 3.3, the basic
concept of LES relies on the assumption of universal, isotropic structures at the smallest scales
of turbulence. At these Kolmogorov scales, turbulent energy is dissipated by viscous stresses.
Eddy viscosity approaches therefore represent sub-grid effects by viscous action and model the
sub-grid stress tensor as an additional turbulent viscosity or eddy viscosity. Eddy viscosity
models are widely used due to their simplicity and stabilising numerical properties. However,
they may be over-dissipative and since they only remove energy from the grid scales, they are
not able to describe a possible reverse energy transfer from the sub-grid to the resolved scales
(backscatter). There are numerous variants of eddy viscosity models and details on the two
models used in this work are deferred until the next section.
The dynamic modelling approach addresses a disadvantage inherent in eddy viscosity mod-
elling: Most eddy viscosity models include at least one parameter to control the amount of
energy to be removed from the resolved scales. This parameter is strongly problem-dependent
and requires adjustment for every simulated configuration, as well as for each location within a
single flow problem. The dynamic or Germano procedure uses the scale similarity hypothesis
to extract information from the smallest resolved scales by test-filtering, which is then used to
calculate the model parameter.
Another approach to model τ sgsij was first suggested by Lilly [98] and relies on a transport
equation for the turbulent kinetic sub-grid energy ksgs. The ksgs transport equation requires
further closure assumptions and the reader is referred to [186] and [24] for details.
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In analogy to Reynolds-stress modelling in RANS, Deardorff suggested a full second moment
closure for LES [33]. While this approach promises a high level of accuracy, it inherently
involves the disadvantages of major modelling efforts, as well as increased computational re-
quirements.
In contrast to this complex modelling approach, some researchers have argued that the mag-
nitude of sub-grid effects is comparable to the dissipative errors introduced by numerical dis-
cretisation schemes. The simple “model” resulting from this assumption reads τsgs ≈ 0 and
may be used in conjunction with discretisation schemes like UDS or TVD, cf. chapter 6.
3.3.3.2 Eddy Viscosity Modelling
The present work is based on the eddy viscosity approach, which represents the sub-grid con-
tribution to the turbulent energy balance by adding a turbulent viscosity ν˜t to the molecular
viscosity ν˜. This corresponds to closing τ sgsij by using the following model
τ sgsij −
1
3
τ sgskk δij = ν˜t
(
∂u˜j
∂xi
+
∂u˜i
∂xj
− 2
3
∂u˜k
∂xk
δij
)
. (3.13)
Inserting eq. (3.13) into eq. (3.12) yields
∂
∂t
(ρu˜i) +
∂
∂xj
(ρu˜iu˜j) =
∂
∂xj
[
ρ(ν˜ + ν˜t)
(
∂u˜j
∂xi
+
∂u˜i
∂xj
− 2
3
∂u˜k
∂xk
δij
)]
− ∂P
∂xi
+ ρgi , (3.14)
where the (unknown) trace of the sub-grid tensor was associated with the filtered pressure p
by introducing the pressure parameter
P = p− 1
3
ρτ sgskk . (3.15)
Equation (3.14) is fully closed, except for the turbulent viscosity. In this work, two different
models for the turbulent viscosity were used. The simulations of turbulent stagnation point
flows (cf. chapter 8) were based on the Smagorinsky model with a fixed constant, while the
LES of swirling flames presented in chapter 7 made use of the dynamic modelling approach.
In 1963, Smagorinsky [164] introduced an eddy viscosity model which reads
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ν˜t = (Cs∆)2
∣∣∣∣12
(
∂u˜j
∂xi
+
∂u˜i
∂xj
)∣∣∣∣ , (3.16)
with the filter width ∆ and the model constant Cs. The Smagorinsky model offers good
numerical properties and simplicity of implementation, but simulation results often suffer from
the arbitrariness of its model constant (typically 0.05 < Cs < 0.2, but Cs = 0.5 has also been
reported [46]). In fact, the dynamic model introduced by Germano et al. in 1991 [52] recognises
Cs as a field Cs(xi, t) which depends on the local flow conditions. This parameter field Cs(xi, t)
is calculated by applying a test-filter with a filter width ∆t larger (typically by a factor of 2)
than the grid size ∆ to the resolved field and assuming that the model parameter should be
identical for both ∆ and ∆t. The major advantage of the dynamic modelling approach is the
disappearance of any adjustable model constants for the sub-grid momentum flux resulting in a
self-consistent model. Unfortunately, the procedure may lead to numerical instabilities, which
stem from possible negative values of the model parameter Cs. Various stabilising methods
are used [70] and in this work, simple clipping of negative values for the model parameter is
applied (Cclips (xi, t) = max
[
Cdyns (xi, t), 0
]
). The details of the Germano model as implemented
in the computer program used in this work to simulate swirling non-premixed flames have been
described in previous reports [44, 70] and a detailed discussion on the dynamic procedure can
be found in [149].
3.3.4 LES Modelling of Scalar Transport
For the LES of turbulent combustion at least one transport equation for a scalar quantity
needs to be solved. The present section describes the filtering process of the scalar equation
for the example of the mixture fraction f . The treatment of the equivalent progress variable
equation in LES depends on the employed model approach and the description of the modelled
c-equation is postponed to chapter 4.2.2, where the FSD-LES model used to simulate premixed
stagnation point flows is discussed.
3.3.4.1 Filtered Scalar Equation
The application of an LES filter to eq. (2.8) results in
∂(ρf˜)
∂t
+
∂
∂xj
(ρf˜uj) =
∂
∂xj
(
ρDf
∂f
∂xj
)
, (3.17)
where Df denotes the molecular diffusivity and the LHS terms were rewritten using Favre-
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filtering. Similarly to the filtered momentum equation, the filtering operation resulted in un-
known terms in eq. (3.17). Since the diffusivity Df can be rewritten by means of a (constant)
Schmidt number as Df = ν/σ (cf. eq. (3.22)) and the molecular viscosity ν is negligible in
high Reynolds number flow, the filtered diffusion term may be approximated by the product
of the Favre-filtered quantities
ρDf
∂f
∂xj
≈ ρD˜f ∂f˜
∂xj
. (3.18)
The approximation eq. (3.18) is further justified by the fact that the molecular viscosity only
varies moderately in reacting flows. The second unknown term in eq. (3.17) describes the
(unknown) sub-grid scalar flux and its modelling is described in the next section.
3.3.4.2 Scalar Flux Modelling
Rewriting the unknown scalar-velocity correlation of the filtered convection term as
f˜uj = f˜ u˜j + F
sgs
j ⇔ F sgsj = f˜uj − f˜ u˜j , (3.19)
where F sgsj is the sub-grid scalar flux and inserting eqs. (3.18) and (3.19) into eq. (3.17) results
in
∂(ρf˜)
∂t
+
∂
∂xj
(ρf˜ u˜j) =
∂
∂xj
(
ρ
[
D˜f
∂f˜
∂xj
− F sgsj
])
. (3.20)
On the RHS of eq. (3.20) the scalar flux is already associated with the molecular diffusion term.
Similarly to the gradient diffusion approximation used for the momentum flux (cf. section 3.3.3)
a turbulent diffusivity D˜t is introduced and the scalar flux is rewritten as
F sgsj = −D˜t
∂f˜
∂xj
. (3.21)
Both the laminar and the turbulent diffusivity may be expressed by the corresponding viscosities
and Schmidt numbers σ
D˜f =
ν˜
σ
and D˜t =
ν˜t
σt
. (3.22)
The laminar Schmidt number for gases is usually taken to be 0.7. Pitsch & Steiner [130] used
a turbulent Schmidt number σt=0.4, which they determined from dynamic modelling and the
same value is used in this work. A sensitivity analysis of the σt value has been carried out as
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part of the study of the hybrid bluff-body/swirl flames (cf. chapter 7) and the influence of σt
on the results was found to be negligible. Inserting eqs (3.22) and (3.21) into eq. (3.20) finally
yields the LES model equation for the mixture fraction
∂(ρf˜)
∂t
+
∂
∂xj
(ρf˜ u˜j) =
∂
∂xj
(
ρ
[
ν˜
σ
+
ν˜t
σt
]
∂f˜
∂xj
)
. (3.23)
As mentioned above, the LES model equation of the reaction progress variable c depends on
the modelling approach and details are postponed to chapter 4.2.2.
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Chapter 4
Modelling of Turbulent Combustion
Chapter 3 described how the governing equations of fluid flow can be modified to yield model
equations suitable for discretisation in the context of numerical solution algorithms. Addition-
ally, LES filtering of scalar equations useful for the simulation of turbulent combustion has
been demonstrated. In the present chapter closure methods for the filtered scalar equations of
section 3.3.4 are explained and basic concepts to describe the flame structure in the context
of LES are given. Since the presented models differ in their generality, an attempt is made to
sort them into typical premixed and non-premixed models, as well as models suitable for the
general case of partially-premixed combustion. It is, however, pointed out that the presented
classification of combustion models is equivocal, since some of the models may in theory be
suitable for various combustion modes, but have mostly been applied to one special case in
practice. For example flamelet modelling (chapter 4.1.1.3) and CMC (chapter 4.1.1.4) have so
far mostly been used to model non-premixed combustion, but could also be applied to premixed
combustion.
In addition to the general overview, this section provides details on the steady flamelet model
which was employed for the LES of non-premixed, swirling flames (cf. chapter 7) and the
algebraic flame surface density (FSD) model used for the simulation of premixed opposed
nozzle flames (chapter 8). This research also involved major implementation work of a third
combustion model (LEM), the details of which are described in chapter 5.
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4.1 Non-premixed Combustion Modelling
This section describes modelling approaches used for non-premixed combustion. A brief overview
of different modelling approaches is given first, before the flamelet model used for the simu-
lation of non-premixed combustion in turbulent swirling flames (cf. chapter 7) is discussed in
detail.
4.1.1 Model Overview
There is a number of models for non-premixed flames available and this section outlines the
basics of the most prominent ones, while details can be found for example in Peters [126] and
Poinsot & Veynante [132].
4.1.1.1 The Burke-Schumann Analysis
The first systematic analysis of non-premixed combustion is usually attributed to Burke &
Schumann [21]. It is based on the assumption of irreversible, infinitely-fast chemistry, which
represents the upper, “hot” limit for non-premixed combustion. This mixed is burnt approach
leads to a piece-wise linear distribution of species mass fractions, temperature and fluid prop-
erties in mixture fraction space. While this approach allows for analytical solutions to some
basic non-premixed flow problems, the relaxation of the underlying assumption leads to more
accurate models.
4.1.1.2 Equilibrium Chemistry
While retaining the assumption of infinitely-fast chemistry, the equilibrium model relaxes the
assumption of irreversible reactions and thereby allows fuel, oxidiser and reaction products to
co-exist. Equilibrium concentrations of chemical species can be pre-calculated and stored as
non-linear functions of the mixture fraction. During the flame calculation the turbulent velocity
field transports the mixture fraction f(xi, t). Species concentrations and temperature can be
accessed from the chemistry table as a function of f . Conversely, chemistry affects the flow field
due to the change in fluid properties (e.g. density and viscosity) resulting from the temperature
change. In LES, additional modelling assumptions on the sub-grid distribution of the mixture
fraction have to be introduced, which will be described in section 4.1.2. Some successful
applications of LES modelling with equilibrium chemistry can be found in [44] and [66].
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4.1.1.3 Flamelet Modelling
In real non-premixed flames, particularly due to the influence of fluid strain, chemical reactions
are typically not in an equilibrium state. Instead, the speed of the chemical reaction may be of
the order of the mixing time scales and chemical kinetics have to be incorporated in the model.
The flamelet model which was suggested by Williams [184] and advocated by Peters [124] allows
to account for such finite chemistry effects.
The basic idea of the flamelet concept is that a turbulent flame can be described by an ensemble
of small flames (flamelets), located around the thin iso-surface of the stoichiometric mixture
fraction fst. These flamelets are aligned with the flame normal direction and a transformation
into a coordinate system attached to the iso-surface f = fst can be carried out. In this
transformed coordinate system gradients orthogonal to the flame surface affect the chemical
reaction, while tangential gradients can be neglected. Applying the coordinate transformation
to the transport equation for the species mass fractions (2.6), after some manipulations, yields
the unsteady flamelet equation
ρ
∂Yα
∂t
= ρD
(
∂f
∂xi
)2 ∂2Yα
∂f2
+ ω˙α , (4.1)
where the expression 2D(∂f/∂xi)2 is called the scalar dissipation rate χ. The scalar dissipation
rate characterises the balance between the effects of fluid strain and the reactive-diffusive
processes governing combustion, where high values of scalar dissipation correspond to a thin
flame with high chemical turnover. The rate of scalar dissipation allows to account for unsteady
effects like flame quenching due to rapid transport of radicals away from the flame front.
However, if a stably burning flame is considered, unsteady effects may be neglected and the
steady flamelet equation reads
ρ
χ
2
∂2Yα
∂f2
= −ω˙α . (4.2)
Equations (4.1) and (4.2) allow to account for effects of finite-rate chemical kinetics and are
therefore superior to the equilibrium chemistry model described in the previous section. Sim-
ilarly to the latter model, chemistry can be tabulated before the simulation of the turbulent
flame. In the flamelet approach the flamelet table is at least two-dimensional, with tempera-
ture, species mass fraction and transport properties parameterised by the mixture fraction f
and its dissipation rate χ. However, in LES only the filtered values of mixture fraction and
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scalar dissipation are known and details on the further modelling of the sub-grid distribution
are required, as described in section 4.1.2.
4.1.1.4 CMC Modelling
Conditional moment closure (CMC) has independently been proposed by Klimenko [84] and
Bilger [11]. Klimenko recognised that turbulent diffusion can be modelled more rigorously in
mixture fraction- than in physical space. Bilger observed that most of the turbulent fluctua-
tions of the reactive scalars (species mass fractions and temperature) are related to fluctuations
of the mixture fraction. As a result, they suggested a modelled transport equation for the con-
ditional averages of the reactive scalars, as opposed to conventional averages. In its basic
formulation CMC modelling involves the first moment of the reactive scalars conditional on
the mixture fraction only. Extensions to higher moments and multiple conditioning have also
been proposed, as well as an extension to premixed combustion. A relatively new approach
to model turbulent combustion called multiple mapping conditioning (MMC) seeks to combine
CMC with PDF methods (cf. section 4.3). MMC solves transport equations for so-called map-
ping functions allowing to map between the physical composition space and a reference space
with known statistical properties.
Since neither CMC nor MMC has been applied in the present project, further details are
omitted and the reader is referred to the review by Klimenko & Bilger [85] for an extensive
discussion. DNS analysis for CMC was reported by Richardson et al. [142]. An example for
RANS-CMC can be found in De Paola et al. [123], while LES-CMC has been reported by
Navarro & Kronenburg [119]. An example for an application of RANS-MMC to non-premixed
jet flames can be found in Vogiatzaki et al. [180].
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4.1.2 Steady Flamelet Model for Non-premixed Turbulent Com-
bustion
This section describes the combustion model which was used in this work to simulate non-
premixed flames (cf. chapter 7). The same combustion model has previously been applied by
Kempf et al. [67] to simulate non-premixed bluff-body flames.
4.1.2.1 Chemistry Tabulation
As already discussed in section 4.1.1 chemistry tabulation allows to pre-compute chemical
states (species mass fractions, temperature, density and viscosity, jointly represented by φ)
for a comprehensive set of parameters. In the case of the flamelet chemistry considered here,
the parameters mixture fraction f and scalar dissipation rate χ are sufficient to describe the
influence of mixing and fluid strain on the chemical state.
However, in LES only the filtered values f˜ and χ˜ are known. Since combustion occurs entirely
beyond the filter scale, a model for the sub-grid distribution of f and χ is required. This can
easily be illustrated by considering two extreme sub-grid distributions in an LES control vol-
ume of stoichiometric mixture f˜ = fst: If fuel and oxidiser within the control volume are fully
mixed, reaction occurs and the filtered chemical state will be the one of the products. If fuel
and oxidiser are still segregated within the cell, no reaction occurs and the filtered chemical
state corresponds to that of the reactants.
The sub-grid distribution can be represented by the filtered density function (FDF) p(f). For
flamelet chemistry knowledge of the joint sub-grid FDF p(f, χ) allows to calculate the filtered
species concentrations as
φ(f, χ) =
∫ 1
0
∫ ∞
0
φ(f, χ)p(f, χ)dχdf . (4.3)
If f and χ are assumed to be statistically independent, p(f, χ) can be rewritten as the product
of the marginal FDFs: p(f, χ) = p(f)p(χ). The shape of the FDF of f is presumed using a
β-function
p(f) =
fa−1(1− f)b−1∫ 1
0 f
a−1(1− f)b−1df
, (4.4)
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where a and b are dependent on the filtered mixture fraction f˜ and the sub-grid scale mixture
fraction variance f2sgs:
a = f˜
(
f˜(1− f˜)
f2sgs
− 1
)
and b = (1− f˜)
(
f˜(1− f˜)
f2sgs
− 1
)
. (4.5)
Alternative shapes of the presumed FDF are possible and are discussed for example in Floyd
et al. [43]. The sub-grid distribution of the scalar dissipation rate p(χ) is known to follow a
log-normal distribution, but is approximated here by a Dirac δ-function for simplicity.
For flamelet tabulation the comprehensive chemical mechanism with 97 species and 629 reac-
tions of Sick et al. [163], as extended by Lindstedt and Rizos [144] was used. Flamelet tabulation
proceeded as follows: One-dimensional simulations of non-premixed counterflow flames for a
number of different strain rates were carried out by Lindstedt and co-workers using an in-house
computer program and temperature, density, viscosity and species mass fractions were stored
as functions of the (unfiltered) mixture fraction and strain rate. Based on the presumed shape
of the FDF (eqs (4.4) and (4.5)) the filtered values of the reactive scalars were then calculated
by integrating eq. (4.3) for a wide range of filtered mixture fractions f˜ , sub-grid variances f2sgs
and filtered scalar dissipation rates χ˜ and tabulated as
φ(f, χ) = φ(f˜ , f2sgs, χ˜) . (4.6)
Two different flamelet tables for CH4/air and CH4-H2/air combustion were compiled. The
flamelet table for CH4/air discretised the range 0 ≤ f˜ ≤ 1 using 200 equidistant grid points
and 100 nodes for 0 ≤ f2sgs ≤ f2sgs,max, while 9 different values for χ˜ were included. The
CH4-H2/air flamelet table used 500 equidistant points for both f˜ and f2sgs and accounted for 6
different values of χ˜.
4.1.2.2 Modelling of the Sub-grid Variance
A number of models for the sub-grid variance of the mixture fraction have been suggested
recently, prominent examples being the model by Cook & Riley [27] and the approach by
Branley & Jones [18]. In this work the model by Forkel [44] is used, which is directly linked to
the test-filtering approach (test-filter operator .̂) for the dynamic eddy viscosity model
f2sgs,C =
6
12
(
f˜C − ̂˜fC)2 +∑
n
1
12
(
f˜n − ̂˜fC)2 , (4.7)
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where the subscript C refers to the local CFD cell and the sum on the RHS refers to summation
over the neighbouring cells n. This approach corresponds to calculating the resolved variance
over a control volume which is larger than the grid size by a factor of two and is therefore based
on the scale similarity hypothesis (cf. section 3.3.3).
4.1.2.3 Modelling of the Scalar Dissipation Rate
As mentioned above, the scalar dissipation rate allows to account for the influence of fluid strain
on the laminar flamelets. In this work the Favre-filtered scalar dissipation rate χ˜ is modelled
based on the approach suggested by Girimaji & Zhou [56] and simplified by deBruyn Kops et
al. [90].
Girimaji & Zhou [56] carried out a priori DNS analysis of passive scalar mixing in isotropic
turbulence. They decomposed the filtered scalar dissipation rate χ into three different parts
χ = χres + χsgs + χint , (4.8)
where χres represents scalar dissipation on the large scales and can directly be evaluated from
the resolved mixture fraction. The two other RHS terms in eq. (4.8) represent scalar dissipa-
tion on the sub-grid and interaction of the large and the sub-grid scales, which both require
modelling.
DeBruyn Kops et al. [90] used a priori DNS analysis of a single-step, isothermal reaction in
isotropic decaying turbulence to derive a simplified model for χ˜. Based on their definition
of the sub-grid scale mixture fraction variance f2sgs = f˜2 − f˜
2
the authors derived transport
equations for both f˜2 and f˜ 2. By assuming that the spectral transfer rate of both f˜2 and f˜ 2
to the sub-grid is approximately identical and invoking the assumption that the transfer rate
of f˜ to the sub-grid equals its dissipation rate they arrived at
χ˜ = 2
(
ν˜
σ
+
ν˜t
σt
)(
∂f˜
∂xi
)2
. (4.9)
This model is the Favre-filtered equivalent to the term χres by Girimaji & Zhou (eq. (4.8))
and therefore neglects the contributions of the sub-grid χsgs and the interaction of filtered and
sub-grid scales χint to the scalar dissipation rate. However, deBruyn Kops et al. [90] found this
model to be adequate in the context of their DNS analysis and it was shown to work well for
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the LES of non-premixed combustion by Kempf et al. [67]. Therefore the model was deemed
suitable for the present fine-grid LES of swirling flames presented in chapter 7.
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4.2 Premixed Combustion Modelling
In this section an overview of modelling approaches for turbulent premixed combustion is given
first, before the details of the model used in this work are described in detail in section 4.2.2.
4.2.1 Model Overview
Current modelling approaches for turbulent premixed combustion can be divided into the fol-
lowing classes:
• Models based on a transport equation for the reaction progress variable
• Models based on the G-equation (level-set approach)
• Models based on a transport equation for the Probability Density Function (PDF) of the
reactive scalars
• Linear Eddy Model (LEM)
Since the transported PDF approach and the Linear Eddy Model do not presume any particular
combustion mode, they are only listed here for completeness and details are given in the section
describing models suitable for partially-premixed combustion (4.3) and in chapter 5 (LEM).
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4.2.1.1 Modelling based on Transport of the Reaction Progress Variable
A number of models for premixed combustion are based on the reaction progress variable
c, which was defined in eq. (2.37). Based on the assumptions described in chapter 2.2, a
c-transport equation (2.9) can be derived, which is subsequently filtered to yield
∂(ρc˜)
∂t
+
∂
∂xj
(ρc˜u˜j) =
∂
∂xj
[ρ(c˜u˜j − c˜uj)] + ∂
∂xj
(
ρDc
∂c
∂xj
)
+ ω˙c , (4.10)
where the RHS terms require closure. The first term on the RHS of eq. (4.10) is the sub-grid
scalar flux term and it is modelled here by invoking a gradient diffusion assumption
ρ(c˜u˜j − c˜uj) = µt
σt
∂c˜
∂xj
. (4.11)
Counter-gradient transport is known to occur in premixed flames at high heat release and low
turbulence levels. However, as pointed out by Boger et al. [13] and Poinsot & Veynante [132],
the gradient diffusion assumption is less critical in LES than in RANS, since a major part of the
scalar flux is resolved. Due to the high grid resolution used for the present LES of stagnation
points flames, it is assumed that the error introduced by the gradient diffusion assumption is
negligible. The second term on the RHS of eq. (4.10) is the filtered molecular diffusion term.
This term can be split into a resolved and a sub-grid component as
∂
∂xj
(
ρDc
∂c
∂xj
)
=
∂
∂xj
(
ρD˜c
∂c˜
∂xj
)
+
[
∂
∂xj
(
ρDc
∂c
∂xj
)
− ∂
∂xj
(
ρD˜c
∂c˜
∂xj
)]
. (4.12)
The expression in the square brackets of eq. (4.12) represents the sub-grid diffusion term which
is often neglected in the modelling of eq. (4.10). As pointed out by Hawkes [57] and Boger et
al. [13] this term may play an important role in LES and it is included in the model approach
used in the present work, as will be discussed in section 4.2.2. The remaining unknown term
in eq. (4.10) is the filtered chemical source term ω˙c. This term has been in the focus of major
modelling efforts by various researchers in the past and this section briefly lists common clo-
sure approaches. The interested reader is referred to the book by Poinsot & Veynante [132] for
further details.
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A first simple approach to express the mean chemical source term ω˙c is based on an Arrhenius
expression for the instantaneous, local source term ω˙c. For a single-step, irreversible chemical
reaction ω˙c can be written by means of an the Arrhenius equation (2.20). To derive an ex-
pression for ω˙c in the RANS and LES context, the Arrhenius Ansatz can be expanded using a
Taylor series of the temperature fluctuation [16, 132]. The simplest approach to close the mean
reaction rate is to neglect all higher order terms of the Taylor series – which include unknown
correlations – and to express ω˙c as a function of the mean quantities ρ and c˜ only. As pointed
out in [132] this approach is only valid in the well-stirred reactor limit and leads to largely
erroneous predictions otherwise.
Based on a phenomenological analysis of turbulent combustion, Spalding [167] proposed the
Eddy Break Up (EBU) model. The basic assumption of the EBU model is that in the
limit of high Reynolds and Damko¨hler numbers turbulent flames are mostly governed by the
turbulent field and the influence of chemical kinetics is negligible. In LES the mean chemical
source term can then be expressed as proportional to the temperature fluctuation and inversely
proportional to a characteristic turbulent time tsgst
ω˙c = CEBUρ
c˜(1− c˜)
tsgst
. (4.13)
In eq. (4.13) CEBU is a constant of order unity and the temperature fluctuation was modelled as
c˜(1− c˜), based on the assumption of an infinitely thin flame [132]. The characteristic turbulent
time can be identified as a sub-grid turbulent time scale, which can be expressed as
tsgst ≈
∆
u′sgs
≈ ∆√
ksgs
, (4.14)
where a model for either the sub-grid scale turbulent fluctuation u′sgs or the sub-grid scale
kinetic energy ksgs is required. Expression (4.13) is appealing since it represents ω˙c as a sim-
ple algebraic function of resolved quantities, given that an adequate model for u′sgs or ksgs is
provided. However, the main drawback of this model is the assumption of negligible effects of
chemical kinetics, which may play a role in real flames.
The Bray-Moss-Libby (BML) analysis assumes the flame to be infinitely thin and as a
result, the reaction progress variable c may only have two values: c = 0 in the unburnt mixture
and c = 1 in the burnt gas. Hence, the probability density function p(c, x, t) of the progress
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variable is given by two Dirac delta-functions
p(c, x, t) = α(x, t)δ(c) + β(x, t)δ(1− c) , (4.15)
where α and β denote the probabilities of finding unburnt and burnt gases, respectively. This
model neglects the probability of finding burning gases and is only valid in the limit of high
Reynolds and Damko¨hler numbers. The BML analysis allows to find simple algebraic ex-
pressions for Reynolds averages in terms of Favre means, correlations of density and progress
variable fluctuations, as well as turbulent scalar fluxes. Based on BML, three main closure
approaches for the mean chemical source term have been proposed: A closure based on the
rate of scalar dissipation, on the flame crossing frequency and on the flame surface density.
For details on the first two approaches, the reader is referred to [132], while the latter concept
is explained in greater detail in the next paragraph, since it was used for the present work.
The Flame Surface Density (FSD) Σ is defined as the flame surface area per unit volume
(unit: m2/m3) and it measures the amount of flame front wrinkling due to turbulence. With
the FSD approach, the mean chemical source term in the balance equation of the progress
variable can be written as
ω˙c = ρu〈sc〉sΣ . (4.16)
where 〈sc〉s is the flame consumption speed averaged along the flame surface. Equation (4.16)
allows to model complex chemistry features - represented by 〈sc〉s - and turbulence-chemistry
interactions, as described by Σ, separately. The flame consumption speed 〈sc〉s is proportional
to the unstrained laminar flame speed s0L and a stretch factor of order unity, and is therefore
often simply approximated as
〈sc〉s ≈ s0L . (4.17)
Further closure is required for the flame surface density Σ and two approaches are commonly
used: An algebraic expression or a closure based on a transport equation for Σ. Examples for
algebraic RANS models are given in [132]. A comprehensive summary of recent FSD modelling
efforts in the LES context is provided by Chakraborty & Klein [23], who carried out a priori
DNS analysis of algebraic FSD models for premixed combustion. Algebraic FSD models are
easy to use and allow for efficient simulations and the model by Boger et al. [13] was taken
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as a first approach for the simulation of premixed turbulent opposed jet flames (TOJ) in this
work. The model was chosen for its simplicity and the low number of adjustable parameters
(one). The details of the model are described in section 4.2.2 and its application to premixed
TOJ flames is presented in chapter 8.
Alternatively to algebraic FSD modelling, a balance equation for Σ may be derived and
reads [132]
∂Σ
∂t
+
∂u˜iΣ
∂xi
− ∂
∂xi
(
νt
σΣ
∂Σ
∂xi
)
= κmΣ+ κtΣ− ω˙cons . (4.18)
The terms on the LHS of eq. (4.18) describe temporal evolution, propagation with the mean
velocity and turbulent flux of the flame surface density, where the turbulent flux was modelled
by a classical gradient flux approximation with a turbulent Schmidt number σΣ. According to
Hawkes [57], non-gradient transport of the flame surface density needs to be accounted for and
alternative closures for the sub-grid fluxes are discussed in [57]. On the RHS of eq. (4.18), κmΣ
and κtΣ account for the influence of mean and turbulent strain on the flame surface density.
Since these surface strain terms are generally positive, a flame surface consumption term ω˙cons
needs to be introduced to allow for the destruction of flame surface density. The RHS terms of
eq. (4.18) may be closed using a variety of different sub-models. As the present research does
not focus on modelling of the FSD-transport equation, details on these sub-models are omitted
here and the interested reader is referred to [132] for a list of RANS models and to [57] for
details on LES modelling of eq. (4.18).
A difficulty for the LES of premixed combustion is directly addressed in the Artificially
Thickened Flame (ATF) [22, 122] approach: The laminar flame thickness is usually of the
order 0.1 to 1 mm and generally smaller than the LES grid resolution. As a result, the flame
cannot be resolved on the LES grid and the sharp drop in density from unburnt to burnt gases
leads to numerical instabilities. To achieve a full resolution, the ATF approach thickens the
flame by increasing the diffusivity D by a constant factor F . Since this procedure also changes
the flame speed, the chemical source term is divided by the same factor to yield a flame, which
is thickened by a factor of F , but propagating at the same flame speed as the original flame.
The ATF model elegantly avoids the problem of an unresolved flame front in LES and is known
for its good numerical properties. Unfortunately, thickening the flame also yields a significantly
smaller Damko¨hler number Da/F . Hence, the turbulence-chemistry interaction is changed and
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the flame is less wrinkled by turbulent motions. A so-called efficiency function E may be
introduced to compensate for this effect. The ATF-modelled progress variable equation [46]
then reads
∂(ρc˜)
∂t
+
∂
∂xj
(ρc˜u˜j) =
∂
∂xj
(
ρFD
∂c˜
∂xj
)
+
ω˙c
F
. (4.19)
Recent applications of the ATF model can for example be found in [147, 160, 162, 166] and [46].
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4.2.1.2 Transport of the G-Equation
The G-equation formalism is based on the level-set approach and was introduced byWilliams [185]
and extended by Peters [126]. This approach takes the opposite perspective to the ATF model
and treats the flame front as a surface of zero thickness propagating freely towards the unburnt
mixture. The LES transport equation of the scalar G˜ reads
∂
∂t
(ρG˜) +
∂
∂xi
(ρu˜iG˜) = ρusd
∣∣∣∣∂G∂xi
∣∣∣∣ , (4.20)
where sd denotes the flame front displacement speed. The resolved flame brush corresponds
to the iso-level G˜ = G∗ and G > G∗ in the fresh mixture and G < G∗ in the burnt gases.
Unlike the filtered transport equation for the reaction progress variable (4.10), eq. (4.20) does
not have the unclosed filtered terms representing diffusion, sub-grid turbulent transport and
chemical reaction and only the flame front displacement speed requires closure. Unfortunately,
this quantity is not well-defined and correlations of the form (2.31) are often used to achieve
closure. Peters [126] discusses closure methods for different regimes of premixed combustions
and formulates a joint level-set approach for the corrugated flamelet and the thin reaction zones
regime.
The numerical simulation of turbulent premixed combustion based on the G-equation circum-
vents difficulties of modelling the unclosed terms of the progress variable balance equation
and, using in-cell reconstruction, allows to track a flame surface beyond the grid resolution.
However, as pointed out by Peters [126], since the scalar G is not a physical quantity and
not well-defined away from the flame surface, the approach is unappealing. Furthermore, to
prevent an unphysical feedback of the field G 6= G∗ a computationally intensive reinitialisation
procedure needs to be performed to ensure stability of the numerical procedure. For these
reasons, this approach was not followed in this work. However, successful applications of the
G-equation model can for example be found in [38] and [46]. The unfiltered version of the
G-equation has been used to describe sub-grid effects in the context of LEM-LES [24].
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4.2.2 Algebraic FSD Model for Premixed Combustion
This section details the algebraic FSD model that was used for the LES of premixed stagnation
point flames in this work. The basic formulation as suggested by Boger et al. [13] is described
first, before an alternative interpretation by Kirkpatrick et al. [80] is discussed.
4.2.2.1 Basic Formulation
Boger et al. [13] carried out a priori analysis of a DNS of premixed combustion in homogenous,
isotropic turbulence and used the DNS database to extract typical LES-filtered terms. Based
on the LES-filtered balance equation for the progress variable
∂(ρc˜)
∂t
+
∂
∂xj
(ρc˜u˜j) +
∂
∂xj
[ρ(c˜uj − c˜u˜j)] = ∂
∂xj
(
ρDc
∂c
∂xj
)
+ ω˙c , (4.21)
the authors modelled the RHS terms as
∂
∂xj
(
ρDc
∂c
∂xj
)
+ ω˙c = ρsd
∣∣∣∣ ∂c∂xi
∣∣∣∣ = 〈ρsd〉sΣ ≈ ρusLΣ , (4.22)
where sd denotes the flame displacement speed [132], the operator 〈.〉s denotes a surface-average
along the flame surface and Σ is a generalised sub-grid flame surface density. Inspection of
eq. (4.22) shows that the authors combined the filtered diffusion and reaction terms into a
filtered flame propagation term, which is conceptually similar to the G-equation concept, as
can be seen by comparison of eq. (4.22) with eq. (4.20). The RHS of eq. (4.22) contains the
further approximation of the unknown quantity 〈ρsd〉s by ρusL. Based on the analysis of their
DNS data in c-space the authors then proposed the following expression for Σ
Σ = 4β
c(1− c)
∆
, (4.23)
where β is a model coefficient of order unity and ∆ denotes the filter width. Equation (4.23) is
a simple algebraic expression representing the combined effect of the filtered molecular diffusion
and chemical source terms in LES. However, a direct application of eq. (4.23) in LES leads to
the difficulty of resolving a thin flame front on the LES grid. Boger et al. [13] suggested to apply
a Gaussian filter function to the progress variable field, which decreases the scalar gradient and
allows the flame front to be resolved in LES. While this approach seems attractive at first, it is
not clear how this explicit filtering operation should be carried out in practice. Explicit filtering
carried out at every time step would lead to a continuously decreasing scalar gradient resulting
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in unphysical thickening of the flame brush. In the present work, the model was therefore used
without applying an explicit filter and its applicability to LES without the additional filtering
operation was tested for the example of the premixed stagnation point flames described in
chapter 8.
4.2.2.2 Alternative Interpretation
The – to the author’s knowledge – sole application of Boger’s model to LES has been reported
by Kirkpatrick et al. [80], who used the following balance equation for the reaction progress
variable
∂(ρc˜)
∂t
+
∂
∂xj
(ρc˜u˜j) +
∂
∂xj
[ρ(c˜uj − c˜u˜j)] = ∂
∂xj
(
ρD˜c
∂c˜
∂xj
)
+ ρusL4β
c˜(1− c˜)
∆
. (4.24)
As can be seen by comparison of eq. (4.24) with eqs (4.22) and (4.23), Kirkpatrick used Boger’s
model expression – which originally described both, molecular diffusion and chemical reaction –
for the chemical source term only, while retaining an additional diffusion term. After adjust-
ment of the model coefficient β to yield the turbulent burning velocity known from experiments,
the authors achieved a good agreement of their LES calculations with experimental evidence
for their test case of a premixed flame propagating through a chamber with a square obstruc-
tion [80].
Kirkpatrick’s interpretation of Boger’s model was also tested in this work and applied to the
premixed opposed nozzle flames of chapter 8. The use of an additional diffusion term is a very
interesting aspect of the alternative model interpretation for the following reason: As will be
seen in chapter 8, Boger’s original model without the – impractical – explicit filtering operation
results in a thin premixed flame, which can hardly be resolved even on fine LES grids. The
effect of the additional diffusive component in Kirkpatrick’s model is to thicken the flame front,
thereby allowing for a resolution of the flame in LES. While this approach is ad hoc, it provides
a smoothing effect consistent with the Smagorinsky model.
In chapter 8 the two different model interpretations are applied to premixed opposed nozzle
flames. Simulations using Boger’s original model (without explicit filtering) will be denoted
“D0-LES”, while simulations based on Kirkpatrick’s alternative approach will be labelled “D1-
LES”. Results from the two approaches will be compared to each other, as well as experimental
data.
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4.3 Partially-premixed Combustion Modelling
This sections describes two combustion models which do not require any assumption on the
mode of combustion. These approaches are therefore suitable to describe partially-premixed
combustion.
4.3.1 Transport of the Probability Density Function
A statistical description of turbulent combustion based on the transport equation of the density-
weighted joint Probability Density Function (joint-PDF) p of the velocities and the reactive
scalars has been suggested by Pope [134]. This stochastic approach offers the advantage that
it is defined in any turbulent reacting field and therefore applicable to premixed, nonpremixed
and partially-premixed combustion. Furthermore, probability density functions may be de-
rived from DNS and experiments by statistical analysis of single-point measurements. The
PDF-transport equation comprises an unsteady term, a mean convection term, a turbulent
transport term, as well as a molecular diffusion and a chemical source term. Since transported-
PDF modelling is based on one-point quantities, the chemical source term, which solely depends
on the local composition, is naturally closed. On the other hand, both the turbulent transport
and the molecular diffusion term require spatial gradient information – which is not contained
in the PDF-formalism – and need to be modelled.
The PDF transport equation is usually solved by Monte-Carlo methods using stochastic parti-
cles, which describe the evolution of the turbulent field, the chemical composition or both (joint
velocity-scalar PDF). Since the statistical error of Monte-Carlo methods decreases only slowly
with the number of particles (proportional to 1/
√
Npc, where Npc is the number of particles per
cell), Lagrangian transported-PDF methods are computationally expensive. However, due to
their generality and their ability to handle any complex chemical mechanism, implementations
are now available in some commercial CFD programs.
An alternative approach to solve the PDF transport equation is to represent it in an Eulerian
framework as described in [36]. A relatively new approach represents the PDF equation by
transport equations for so-called stochastic fields. This method is subject of on-going research
and the reader is referred to [177] and [148] for details. An application of the method to a
turbulent flame can for example be found in [62].
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4.3.2 Linear Eddy Modelling (LEM)
Linear Eddy Modelling was originally advocated as a mixing model by Kerstein [71] in 1988.
In its Stand-Alone formulation it allows to represent mixing processes along a one-dimensional
domain embedded in a turbulent flow field. In combination with LES, a model consisting of
a large-scale description of the flow field (LES) and a small-scale representation of chemical
processes (LEM) can be formulated, leading to the LEM-LES approach. In theory, any chemical
mechanism can be used to describe sub-grid processes in LEM-LES and therefore partially-
premixed combustion can be modelled. The details of the LEM-LES model developed in this
work are described in the following chapter.
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Chapter 5
Linear Eddy Modelling (LEM)
The Linear Eddy Modelling – or sometimes Linear Eddy Mixing – approach was originally
developed by Kerstein [71] in 1988 as a Stand-Alone (i.e. independent of a flow solver) method
to describe isothermal transport and mixing of diffusive scalars in turbulent flows on a one-
dimensional domain. Kerstein used several different versions of the model to study shear layer
mixing, differential diffusion in round jets, the structure of diffusion flames, the geometry of
scalar interfaces, the microstructure of scalar and mixing fields, as well as finite-rate chemistry
and multi-stream mixing [72–77]. A further extension of the original LEM concept for scalar
mixing to the simulation of turbulence was introduced as one-dimensional turbulence (ODT)
by Kerstein in 1999 [78].
The applications of Stand-Alone LEM listed above are commonly based on a one-dimensional
domain aligned with the largest scalar gradient and incorporate three-dimensional effects on
the basis of inertial range scaling laws. However, most engineering applications require a three-
dimensional representation of turbulence based on the Navier-Stokes equations, for example
by means of LES. A powerful concept for the simulation of turbulent mixing and combustion
in technical applications emerges from the combination of the two approaches: By solving the
three-dimensional filtered Navier-Stokes equations describing large-scale turbulence and addi-
tionally solving one-dimensional scalar equations on the sub-grid, the LEM-LES approach is
ideally suited for multi scale problems like turbulent combustion. This concept has been shown
to work well in the past for example by Menon & Calhoon [113], Chakravarthy & Menon [24]
and Sankaran & Menon [152].
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In this work, a Stand-Alone LEM model similar to the one by Smith & Menon [165] was de-
veloped first (section 5.1) and subsequently extended to LEM-LES, as described in section 5.2.
Stand-Alone LEM involves several distinctly different physical processes which need to be mod-
elled separately. The modelling of Stand-Alone LEM convection (triplet mapping) is explained
in section 5.1.1, followed by a description of the chemistry model in section 5.1.2. The present
LEM model also accounts for expansion effects due to heat release as detailed in section 5.1.3.
In section 5.1.4 the results of validation calculations from the present Stand-Alone LEM imple-
mentation are discussed. Sections 5.2.1 and 5.2.2 then describe the extension of Stand-Alone
LEM to LEM-LES by detailing the modelling of 3D convection and 3D flame propagation.
Finally, section 5.2.3 explains the bi-directional coupling of LEM and LES. Since the overall
algorithm for joint time advancement of LEM and LES is embedded into the numerical solu-
tion scheme, a detailed description of LEM-LES time advancement is deferred until the next
chapter, where the numerical procedure is explained.
5.1 Modelling of Stand-Alone LEM
The main idea of the LEM approach is to treat in one dimension the three major effects
governing the evolution of scalar variables affected by turbulence, namely convective stirring,
molecular diffusion and chemical reaction. The computational domain is chosen to be an
instantaneous line through the three-dimensional scalar field aligned with the local scalar gra-
dient. This linear domain is discretised to fully resolve the finest scales of the turbulent fluid
motion (Kolmogorov scale lK) or the flame front (laminar flame thickness δF ). As a result, the
approach is accurate, but computationally expensive.
In reactive LEM, molecular diffusion and chemical reaction are treated simultaneously by nu-
merically solving reaction-diffusion equations for the reactive scalar Ψα of the form [77]
∂Ψα
∂t
= Dα
∂2Ψα
∂s2
+ ω˙α(Ψ1, ... ,Ψn) α = 1, ... , n (5.1)
along the one-dimensional domain in s-direction. The chemical source term ω˙α may be obtained
using a chemical mechanism of arbitrary complexity representing detailed chemical kinetics.
Equation (5.1), which is usually discretised by standard finite differences, does not contain a
convection term since in LEM, convective stirring is modelled separately as follows.
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5.1.1 LEM Triplet Mapping
The effect of turbulent eddies on the scalar field is represented by a stochastic rearrangement
process resulting in an increased scalar gradient, which is in line with experimental observa-
tions. Figure 5.1 schematically illustrates stochastic rearrangement for the simple example
of an initially linear scalar profile. In the original paper by Kerstein [71] this rearrangement
process was performed by block-inversion, i.e. spatially inverting the scalar profile in the re-
spective stirring interval as illustrated in fig 5.1 (b). In later work [75, 76] Kerstein replaced the
block-inversion model by the so-called triplet mapping procedure. Triplet mapping involves the
random selection of a section of the scalar profile within the linear domain for rearrangement,
copying and compressing the selected profile by a factor of three and replacing the original
profile by the three compressed copies. During the replacement procedure, the central copy
is spatially inverted, resulting in a continuous, but not differentiable, “stirred” profile with a
steeper scalar gradient. The triplet mapping procedure is schematically illustrated in fig. 5.1 (c).
Three input parameters are required for triplet mapping: The mapping location within the
1D domain, the time interval between subsequent events ∆tstirr and the eddy size l. Ker-
stein [75, 76] related these input parameters to the turbulence quantities integral length scale
lI , Kolmogorov length lK and turbulent Reynolds number ReT based on the following argu-
ments. The ensemble of inertial range eddies of size lK ≤ l ≤ lI represented by triplet mapping
induces a random walk of a marker particle associated with a turbulent diffusivity DT
DT ≈ ν
(
lI
lK
)4/3
=
2
27
λ
∫ lI
lK
l3p(l)dl , (5.2)
where λ is the event (eddy) frequency and p(l) represents a PDF of eddy sizes given by
p(l) =
5
3
l−8/3
l
−5/3
K − lI−5/3
. (5.3)
An equivalent expression for DT relates the turbulent diffusivity to the turbulence intensity u′,
the integral length scale and the turbulence Reynolds number ReT = (u′lI)/ν as
DT =
u′lI
Cλ
=
νReT
Cλ
, (5.4)
where Cλ is a model constant of order unity. Inserting eq. (5.3) into eq. (5.2) and combining
with eq. (5.4) allows to express the event frequency λ as a function of inertial range quantities
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λ =
54
5
νReT
CλlI
3
(lI/lK)5/3 − 1
1− (lK/lI)4/3
. (5.5)
The Kolmogorov scale in the above equations is estimated from inertial range scaling as
lK = ClK lIRe
−3/4
T , (5.6)
with the empirical constant ClK . Based on the above concept, triplet mapping is carried out
as follows. From eq. (5.5) the time interval between subsequent stirring events is calculated as
∆tstirr = 1/(λlLEM ), where lLEM denotes the length of the LEM domain. The stirring time
tp,stirr follows straightforwardly from the physical time tp as tp,stirr = tp + ∆tstirr. Once the
physical time tp – resulting from time-marching of eq. (5.1) – exceeds tp,stirr, a triplet mapping
event occurs. The location of the event along the LEM domain is then chosen randomly from
a uniform distribution. The size of the event is randomly determined from the PDF of eddy
sizes eq. (5.3) and triplet mapping is carried out. After the mapping event, time-marching of
eq. (5.1) continues to describe the effects of molecular diffusion and chemical reaction, until
the scalar field is stirred again.
5.1.2 LEM Chemistry Modelling
For the present implementation of LEM a simple chemical mechanism based on a single chemi-
cal reaction was chosen and is described in the following. This single-step chemistry was chosen
for its ease of implementation and potential validation by known reference data. The mecha-
nism has been shown to allow for the study of many features of turbulent premixed flames using
LEM by Smith & Menon [165] and was therefore deemed appropriate. However, the general
LEM concept allows to adopt chemistry of higher complexity as illustrated e.g. by Sankaran
& Menon [152] and Sen & Menon [161].
The chemical sub-model implemented for LEM over the course of this work is based on the
single-step global decomposition mechanism discussed in Williams [185] and summarised by
Smith & Menon [165]. To describe the temporal evolution of a normalised reactant mass
fraction YR (0 ≤ YR ≤ 1) and the temperature T (Tu ≤ T ≤ Tb), the following one-dimensional
transport equations for YR and T are solved
∂YR
∂t
=
1
ρ
∂
∂s
(
ρDR
∂Yr
∂s
)
+
ω˙R
ρ
(5.7)
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∂T
∂t
=
1
ρcp
∂
∂s
(
κ
∂T
∂s
)
− ∆hf ω˙R
ρcp
. (5.8)
In eq. (5.7) DR denotes the diffusivity and cp, κ and ∆hf in eq. (5.8) are the specific heat at
constant pressure, the thermal conductivity and the heat of formation, respectively. Based on
the assumption of constant Lewis Le and Prandtl Pr numbers (Pr = 0.7) the diffusivity DR
and the thermal conductivity κ can be calculated as
DR =
µ
ρLePr
and κ =
cpµ
Pr
, (5.9)
where additionally the specific heat at constant pressure cp = 1000 J/(kg K) was taken to be
constant. Based on the single-step reaction, the chemical source term ω˙R can be written as
ω˙R = −ρYRApe−Ta/T , (5.10)
where Ap denotes the pre-exponential factor and Ta the activation temperature. The activation
temperature is calculated from the activation energy Ea and the universal gas constant Ru as
Ta = Ea/Ru.1 The temperature dependence of the density is represented by the perfect gas
law
ρ(T ) =
pWmix
RuT
, (5.11)
where p denotes the (ambient) pressure, Wmix the molecular weight of the mixture. The rela-
tionship between the dynamic viscosity µ and the temperature is represented by Sutherland’s
law
µ(T ) = µ0
(
T
T0
)3/2 T0 + TS
T + TS
, (5.12)
where µ0 and T0 are a reference viscosity and temperature, respectively and TS =110.4K is the
Sutherland temperature.
To calibrate the chemical mechanism, Smith & Menon [165] adopted the following procedure.
The product temperatures Tb were taken from the experimental work of Andrews & Bradley [7]
and the pre-exponential factor A was chosen to match the laminar burning velocities from LEM
and experiments at stoichiometric conditions. To account for non-stoichiometric mixtures, the
1Ru = 1.987 cal/(molK) = 8.314 J/(molK).
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product temperature Tb was adjusted (for constant A and Ta), which affected the heat release
and hence the burning velocity through the heat of formation ∆hf = cp(Tb−Tu). Clearly, this
adjustment of Tb and the resulting differences in transport properties (ρ, µ, ν,DR, κ = f(T ))
are not ideal. However, Smith & Menon [165] showed that this procedure allows to calibrate
the chemical mechanism to simultaneously yield correct laminar burning velocities and flame
thicknesses over a range of stoichiometries, as presented in section 5.1.4.
5.1.3 LEM Expansion
Since the propagation of a premixed flame causes the fluid to expand, a mechanism to ac-
count for thermal expansion in LEM was implemented. Figure 5.2 schematically illustrates
the expansion mechanism. In incompressible LEM, an increase/decrease in density is directly
proportional to a contraction/expansion of the LEM domain. This was accounted for by cal-
culating the ratio rexp,i = ρn1i /ρ
n2
i of the densities at time steps n1 and n2 for each LEM cell i
and expanding the cells by this ratio as shown in fig. 5.2 (b). Since cell expansion between
two subsequent time steps is relatively small, the time levels n1 and n2 were chosen to yield a
fixed total expansion ratio of the LEM domain rexp,tot =
∑nLEM
i=1 ρ
n1
i /ρ
n2
i , before expansion was
carried out. The total expansion ratio was chosen as a trade-off between computational effort
for more frequent expansion events and accuracy for precise burning velocity and thickness
predictions. To avoid issues with non-equidistant discretisation, the LEM domain was regrid-
ded after each expansion event. Regridding was performed by creating a new equidistant LEM
domain and interpolating the values of the transported scalars T and YR onto the new cells,
as illustrated in fig. 5.2 (c). The interpolation was carried out by weighting the scalar values
by the lengths of the expanded cell(s) overlapping with the new grid cell. As expansion and
regridding influences the flame speed, care has to be taken as to in which direction cell expan-
sion is carried out. Since the typical quantity of interest in premixed combustion is the laminar
burning velocity, i.e. the flame speed with respect to the reactant mixture, cell expansion was
carried out by fixing the cell edges facing the reactants and by expanding the cells towards the
product side. Expansion and regridding leads to an increase of the number of LEM cells ac-
companied with a computational overhead. For the simulation of freely-propagating premixed
flames, only the active flame region, i.e. the area around the flame brush, is of interest. The
additional LEM cells due to volumetric expansion are of no benefit to the simulation and are
therefore truncated, as shown in fig. 5.2 (d). This truncation procedure keeps the LEM domain
length and the computational effort constant and does not affect premixed flame propagation
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for sufficiently long LEM domains, as shown by Smith & Menon [165]. However, in LEM-LES
truncation has to be avoided and an approximately constant LEM length has to be kept in
each 3D control volume, as described in section 5.2.3.
5.1.4 Stand-Alone LEM Validation
The present implementation of Stand-Alone LEM was validated by simulating freely propaga-
ting premixed flames. The results from these Stand-Alone LEM calculations were compared
to experimental data by Andrews & Bradley [7] and Abdel-Gayed et al. [1], calculation results
due to Kee et al. [64] and Peters [125], as well as the earlier LEM data by Smith & Menon [165].
The present section assumes some familiarity of the reader with numerical discretisation tech-
niques which are described in more detail in chapter 6.
The simulation of freely propagating premixed flames was carried out by discretising eqs (5.7)
and (5.8) on a one-dimensional, equidistant domain representing the flame normal direction.
The second derivatives of the diffusion terms were discretised using second order central dif-
ferences and time advancement was performed by explicit Euler time integration. Stability
of the explicit time integration was ensured by limiting the time step width according to the
diffusive stability criterion ∆t = CS∆s2/Dmax with a constant CS =0.25 and the maximum
diffusivity Dmax = max (κi/(ρicp,i), DR,i), where the subscript i denotes an individual LEM
cell (1 ≤ i ≤ nLEM ).
In the absence of a fluid velocity, premixed flames travel freely into the reactant mixture.
Therefore, the following procedure was adopted to prevent the flames from leaving the com-
putational domain. Similarly to Smith & Menon [165], a moving observation window was
established which followed the instationary flame propagation. This was achieved by initial-
ising the flame in the centre of the LEM domain, solving eqs (5.7) and (5.8) and tracking a
reference value (0.5) of the normalised reactant mass fraction YR. For laminar flames, the
reference value occurred only once in the LEM domain and directly indicated the position of
the flame front. In the case of turbulent flames, where turbulent stirring sometimes results in
several flame crossings (occurrences of YR = 0.5), the front-most flame (from the reactant side)
was taken as an indicator of the flame position. As soon as the distance of the flame to the
unburnt LEM boundary became less than one integral length scale lI , the observation window
was shifted. This was implemented by shifting the flame profile in downstream direction by
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adding new unburnt cells at the upstream boundary. To compensate for this increase in LEM
cells, an equal amount of burnt cells was truncated downstream of the flame brush. Menon
& Kerstein [114] showed that the moving observation window does not affect the flame front
statistics.
5.1.4.1 Laminar flames
Validation calculations using the new Stand-Alone LEM implementation were carried out for
laminar premixed flames first, by solely solving eqs (5.7) and (5.8) without carrying out triplet
mapping. Laminar burning velocities and flame thicknesses were obtained from LEM sim-
ulations of premixed CH4/air flames for a range of equivalence ratios (0.6 ≤ φ ≤ 1.1) and
compared to both experimental and simulation results. The main properties of the laminar
flames calculated in this study are summarised in table 5.1.
φ sL δthx104 νx106 Le Ap Ea Tb Tu lLEM nLEM Name
[m/s] [m] [m2/s] [-] [1/s] [ calmol ] [K] [K] [m] [-]
0.60 0.15 6.37 16.00 0.97 3.01e8 29380 300 1721 0.055 2816 B3
0.65 0.18 5.47 16.00 0.97 3.01e8 29380 300 1789 0.055 2816 B2
0.80 0.30 3.62 16.00 0.97 3.01e8 29380 300 2003 0.055 2816 B1
0.95 0.41 2.85 16.00 0.97 3.01e8 29380 300 2154 0.055 2816 B9
1.10 0.45 2.64 16.00 0.97 3.01e8 29380 300 2210 0.055 2816 B10
0.72 0.36 2.97 18.08 0.97 5.55e9 36422 328 1898 0.305 12200 A1
Table 5.1: Stand-Alone LEM validation: Laminar flame properties selected from [165].
Laminar burning velocities were calculated by storing the initial position s0 of the reference
mass fraction (YR = 0.5) at time t0 and tracking the flame to a position s1 at a time t1. The
laminar burning velocity was then simply calculated as sL = (s1 − s0)/(t1 − t0). Two differ-
ent definitions of the laminar flame thickness were evaluated from the LEM simulations. The
thermal flame thickness δth was obtained by evaluating the LEM temperature profile according
to the definition of δth, eq. (2.27). Additionally, the total flame thickness δT as defined in
section 2.2.2.2 was obtained from LEM. Both thicknesses were calculated during the LEM sim-
ulations and did not change after the transition from the initial conditions to the flame profile
governed by eqs. (5.7) and (5.8). The laminar LEM simulations were run for up to 3x106 time
steps to check the influence of the moving observation window and results did not change after
the initial transient. The length of the LEM domain lLEM and the number of LEM cells nLEM
used for the simulations are noted in table 5.1.
87
A comparison of laminar flame properties from the present implementation of Stand-Alone LEM
and previous investigations is presented in fig. 5.3. The top panel of fig. 5.3 compares thermal
and total flame thicknesses from the present LEM to results from the flame bomb experiments
of Andrews & Bradley [7], chemical kinetics simulations using CHEMKIN-II/PREMIX [64] and
earlier LEM calculations by Smith & Menon [165]. All results confirm the expected trend of
the thinnest flame for a stoichiometric mixture and increasing flame thickness with increasing
departure from stoichiometry. Figure 5.3 also verifies the differing values obtained from the two
definitions of the laminar flame thickness, with values of δT generally being larger than δth. The
results from the present LEM implementation are slightly lower than the reference data, but
generally show a good agreement for the two laminar flame thicknesses. The bottom panel of
fig. 5.3 shows the variation of the laminar burning velocity with equivalence ratio. The burning
velocity increases linearly with equivalence ratio on the lean side up to φ ≈ 0.9 before the slope
decreases and sL reaches a peak around φ = 1.1. Beyond the peak, sL decreases for increasingly
rich mixtures, owing to the absence of sufficient amounts of oxidiser. The current LEM results
are very close to the reference data for lean mixtures. Around stoichiometry the present LEM
yields slightly higher burning velocities than the LEM by Smith & Menon, but remains within
the limits given by Peters and Andrews & Bradley. Due to a lack of calibration data for the
one-step chemistry, no LEM calculations for richer mixtures could be performed. Since the
focus of the present work is on lean premixed combustion, this was considered acceptable.
5.1.4.2 Turbulent flames
Given the reasonable predictions obtained from laminar flame calculations, the new implemen-
tation of Stand-Alone LEM was deemed sufficiently accurate to simulate turbulent premixed
combustion. Turbulent flame calculations were carried out for the set of flames referred to
as A1 in [165]. The properties of the laminar flame are listed in the last row of table 5.1.
Triplet mapping governed by eqs. (5.3) and (5.5) for a range 0 ≤ u′/sL ≤ 30 of normalised
turbulence intensities was applied to the scalar fields. The ratio of turbulence to flame length
l/δF based on the integral scale lI = 0.037m and the laminar flame thickness defined as
lF = ν/sL = 5.02x10−5m was fixed at l/δF = 737. Due to the span of values for u′/sL, the
A1 flames cover a wide range of premixed combustion regimes from wrinkled and corrugated
flamelets to thin reaction zones, as can be seen in the premixed combustion diagram in fig. 2.3,
chapter 2.
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The domain length lLEM and cell number nLEM used for the simulation of A1 were identical to
the ones by Smith & Menon and lLEM was substantially larger than for the laminar B-flames to
allow for adequate turbulent stirring. For the sake of comparison, the values of the calibration
parameters Cλ and ClK were directly taken from Smith & Menon and were set to Cλ=15 and
ClK =10.76. Turbulent calculations were run for up to 9x10
6 time steps to ensure convergence
of the results.
A qualitative comparison of turbulent LEM calculations using triplet mapping with laminar
simulations - where LEM stirring remained switched off - is presented in fig. 5.4. The left
column of fig. 5.4 presents snapshots of the temperature profile along the LEM coordinate for
three different time steps from a simulation of flame A1 without LEM stirring (u′/sL = 0).
Figure 5.4 (a) shows the initial condition where the most part of the LEM domain is covered
by unburnt fluid, which is separated from a small fraction of burnt fluid by a thin flame at
s≈ 0.275m. Figures 5.4 (b) and (c) show the temperature profile at time steps 5x105 and
1x106 and steady flame propagation at a constant laminar burning velocity can be observed.
The right column of fig. 5.4 presents the temperature profiles from a calculation of flame A1
with LEM stirring governed by u′/sL = 10.0 at the same time steps as the laminar calculation
shown in the left column. Starting from the same initial condition as the laminar flame (figs 5.4
(a) and (d)) the turbulent temperature profile in figs 5.4 (e) and (f) is characterised by several
cusps and multiple flame crossings. Comparison of figs 5.4 (b) and (e) both taken at time step
5x105 and figs 5.4 (c) and (f) from time step 1x106 illustrate the strong increase in burning
velocity for the turbulent case in comparison with the laminar flame. While the laminar flame
in fig. 5.4 (c) has approximately travelled along half of the LEM domain at time step 1x106,
the turbulent flame has already covered more than the full domain at time step 5x105 (fig. 5.4
(e)) and has caused the moving observation window to shift to accommodate its movement.
In fig. 5.5 normalised turbulent burning velocities sT /sL as a function of u′/sL from the new
LEM implementation are compared to the earlier LEM data by Smith & Menon and the fan-
stirred experiments by Abdel-Gayed et al. [1]. Both LEM investigations correctly predict the
linear increase of sT /sL with normalised turbulence intensity u′/sL for low to moderate levels
of u′/sL. For values of u′/sL higher than 20, the experimentally determined turbulent burning
velocities decrease due to flame extinction. Due to the simplicity of the chemical mechanism
and the fact that the simulated flame is constantly supported by hot gases in the downstream
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region, flame extinction is not captured by either of the LEM simulations. However, away
from extinction the present LEM results are generally well within the scatter of the individual
realisations of the flame bomb experiments and closely follow the LEM predictions of Smith &
Menon [165]. Therefore, the new implementation of Stand-Alone LEM was deemed valid and
taken as a sound basis for the extension to LEM-LES.
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5.2 LEM-LES Modelling
5.2.1 Modelling of 3D Convection (Splicing)
Stand-Alone LEM describes the evolution of scalar fields by diffusion, chemical reaction and
turbulent stirring in one dimension. However, turbulent flows are three-dimensional and a
coupling of LEM to a three-dimensional flow solver is desirable. LEM-LES seeks to describe
the largest, three-dimensional flow structures by means of LES and reverts to one dimension to
describe sub-grid mixing and reaction using LEM. The effect of 3D convection on the sgs-scalar
fields is mass transfer between the LES control volumes (CVs) and this has to be incorporated
explicitly in LEM-LES. In the present low Mach number formulation mass fluxes directly
correspond to volume fluxes and 3D convection is described by means of a so-called splicing
algorithm, which distributes fractions of LEM cells according to the convective fluxes from
LES. Two different splicing methods were implemented in this work. Section 5.2.1.1 describes
a general splicing algorithm which is largely inspired by the work of Chakravarthy &Menon [24].
Since this general algorithm led to a strong over-prediction of the turbulent burning velocity
for the premixed opposed jet flames considered in this work, a modification to the algorithm
was developed, which is described in section 5.2.1.2.
5.2.1.1 General Splicing Algorithm
At the beginning of each LES time step the resolved three-dimensional velocity field u˜i is known.
Considering two adjacent 3D control volumes A and B, the convective volume flux V˙ ABi over
the face with area AABi separating the two CVs in i-direction can be written as
V˙ ABi = A
AB
i u
AB
i = A
AB
i (u˜
AB
i + u
AB,sgs
i ) , (5.13)
where the sub-grid velocity component uAB,sgsi requires modelling. Integration over one LES
time step yields the splicing volume V ABi to be exchanged between CVs A and B in the time
interval ∆tLES
V ABi = A
AB
i (u˜
AB
i + u
AB,sgs
i )∆tLES . (5.14)
The ratio V ABi /VCV of the splicing volume V
AB
i to the volume of the 3D cell VCV indicates
the fraction of the LEM domain associated with A to be transferred to the LEM domain of
B. In one dimension the volume to be exchanged between CVs A and B is directly given by
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eq. (5.14). However, the LEM domain of each CV is affected by a total of 6 volume fluxes, which
is accounted for by using an operator-splitting scheme [24]. Operator-splitting is implemented
by sorting the volume fluxes according to their magnitude and applying them consecutively in
descending order of flux magnitude. The LEM domain fraction corresponding to the largest
outflux is removed from the donating end of the LEM domain first, before the second largest
outflux is applied in the same manner. This process is continued until the smallest outflux has
been carried out and the outfluxes are then applied as influxes to the LEM domains of the
receiving CVs. At the receiving end, the influxes are again sorted according to their magnitude
and added to the corresponding LEM domains in descending order. Since splicing is governed
by the instantaneous LES velocity field, it may result in fractions of LEM cells being transferred
between CVs. Therefore, the LEM domain of each CV is subsequently regridded, following the
method described in section 5.1.4. The overall splicing algorithm is summarised in fig. 5.6.
To test the splicing algorithm, simple two-dimensional profiles were convected independently
of the LES solver at a constant velocity. In fig. 5.7 (top) a circular profile is convected from its
initial position in the centre of the computational domain towards the RHS domain boundary.
It can be seen that the splicing algorithm preserves the circular shape for transport along the
coordinate direction. However, in fig. 5.7 (bottom) the same profile is transported in diagonal
direction and while the circle diameter is preserved along the direction of transport, the profile
diffuses in the direction orthogonal to the transport trajectory. Chakravarthy & Menon [24]
reported similar deficiencies for splicing algorithms using a fixed length lLEM for the LEM
domains and suggested to dynamically adapt lLEM as the projection of the grid vector onto a
unit resolved flame normal. This approach was shown to preserve the shape of two-dimensional
test profiles based on a “digital” (1 - 0) description of the sgs-profiles, which resulted from sgs-
chemistry using the G-equation. However, in the present work a reaction-diffusion equation is
solved on the sub-grid and adapting lLEM to the flame normal direction did not improve the
transport properties along the diagonal direction (not shown). As will be seen in chapter 8.3.3,
the general splicing algorithm results in a strong over-prediction of the turbulent burning
velocity when applied to premixed opposed jet flames in the context of the present finite-rate
chemistry. Therefore, a modification to the general algorithm was developed which is explained
in the following section.
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5.2.1.2 Preferential Splicing Model
Due to the shortcomings of the general splicing method for premixed combustion with finite-rate
chemistry in opposed jet flows shown in chapter 8.3.3, a modification to the general algorithm
was developed. The modified splicing model addresses a question concerning the donating
and receiving side of the LEM domains, which arises from the general splicing algorithm.
Chakravarthy & Menon [24] specified the RHS of each LEM domain to always be the donating
end, while the LHS was always receiving. The authors reported the model to work well with
their sub-grid chemistry based on the G-equation, where the sub-grid profiles could simply be
convected at the correct laminar flame speed sL. However, as in the general splicing model no
attention is paid to the state – burnt, unburnt or burning – of the LEM elements to be spliced,
this process results in artificial mixing of burnt and unburnt fluid. This is schematically illus-
trated in fig. 5.8, where three neighbouring 3D control volumes along with their sub-grid scalar
profiles are shown. Figure 5.8 (a) shows the scalar profiles before splicing and additionally
indicates the flame normal direction, as well as the direction of convective transport with the
velocity vector ui. In the general splicing method the outfluxes are always taken from the right
(R) end of the donating sub-grid domain and are subsequently added as influxes to the left (L)
end of the receiving domain. Figure 5.8 (b) shows the sub-grid scalar profiles after splicing and
it can be seen that the splicing process has resulted in two additional flame crossings, even for
a simple one-dimensional example. This spurious mixing alters the burning velocity in the case
of finite-rate chemistry, an effect which was found severe in the present application of the model.
An alternative approach to determine donor and receiver cells for splicing is to evaluate the
scalar product of the resolved flame normal ni and the velocity vector ui. If the scalar product
is positive, splicing proceeds as in the general method by taking the outflux from the right end
and applying it to the left end of the two sub-grid domains. If the scalar product is negative,
the outflux is instead taken from the left end of the donor domain and added to the right end of
the receiving domain. This preferential splicing model reduces artificial mixing – which always
occurs due to operator-splitting – and the laminar burning velocity governed by the chemistry
model can approximately be maintained. Figure 5.9 illustrates the preferential splicing model
for the same example already used to demonstrate the general algorithm. In fig. 5.9 (a) the
sub-grid scalar profiles before splicing are shown, along with the flame normal and velocity
vector. In the given example, the scalar product is negative and as a result, splicing proceeds
from left to right. Figure 5.9 (b) shows the sub-grid scalar profiles after splicing. It can be seen
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that the preferential splicing method results in the desired outcome for the scalar convection
example, i.e. the flame has been transported towards the product side. However, as will be seen
in chapter 8.3.3, while the application of preferential splicing to premixed opposed jet flames
results in a more realistic turbulent burning velocity than the general method, spurious mixing
still occurs in the three-dimensional case. Further research into accurate splicing schemes for
premixed LEM-LES with finite-rate chemistry is therefore required.
5.2.2 Modelling of 3D Flame Propagation
Premixed flames are self-propagating, i.e. they travel towards the unburnt mixture in the ab-
sence of a fluid velocity. Self-propagation on the sub-grid is directly accounted for in LEM by
solving eqs. (5.7) and (5.8). However, 3D flame propagation over the CV boundaries needs to be
modelled explicitly in LEM-LES. Similarly to the 3D convection explained in the last section,
the difficulty of communicating the available one-dimensional information in three coordinate
directions arises.
In the present work, 3D flame propagation is modelled based on a simple treatment of so-
called ghost cells of the LEM domains. Each sub-grid domain therefore has a boundary cell
attached to its left and right end, which by default contains the same scalar values as the
corresponding first and last cell of the actual LEM domain (zero-gradient boundary condition,
cf. chapter 6.4.1). To account for 3D flame propagation, a transfer scheme of scalar values
between the ghost cell of a donating CV and the ghost cell of a receiving CV is established. In
one dimension it is sufficient to exchange scalar values between the last LEM cell of a given CV
and the first LEM cell of the neighbouring CV. However, in three dimensions it is necessary to
select appropriate 3D exchange partners.
The model for the selection of 3D exchange partners implemented here is based on the fact
that premixed flames propagate along a direction aligned with the largest scalar gradient (flame
normal direction). Therefore, a resolved 3D flame normal vector is calculated by evaluating the
gradient of the resolved temperature field. The local resolved flame normal of each CV is then
evaluated and the direction of 3D exchange for premixed flame self-propagation is chosen to be
the direction of the largest flame normal component. Exchange of the scalar values between the
ghost cells of the LEM domains is then carried out along this maximum flame normal direction.
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The flame propagation model is illustrated in fig. 5.10, where the sub-grid scalar distributions
of three neighbouring CVs are shown before (a) and during (b) 3D flame propagation. The
three neighbouring CVs are chosen according to the maximum flame normal direction and the
scalar values of the right (R) ghost cell of the donating LEM domain are copied to the left (L)
ghost cell of the receiving sub-grid domain. This model for premixed flame self-propagation
was tested in the absence of 3D convection (not shown) and it was verified that it allows the
flame to travel across 3D CV boundaries, while - to a good approximation – preserving the
laminar burning velocity of the sub-grid. However, 3D flame self-propagation is an important
topic for premixed LEM-LES and further research into accurate modelling of this process is
desirable.
5.2.3 LEM-LES Coupling
This section describes the bi-directional link which needs to be established between LEM and
LES for fully coupled LEM-LES. The effect of the 3D-LES velocity field on LEM is transport
of the sub-grid scalar fields, which is represented by the LEM splicing algorithm, as described
in section 5.2.1. The effect of LEM sub-grid transport on the resolved LES fields in the case of
mixing and combustion is a change in filtered temperature and transport properties. To obtain
the filtered values of temperature T˜ , density ρ and viscosity ν˜, the sub-grid scalar fields are
averaged
Φ =
∑nLEM
i=1 Φi
nLEM
or Φ˜ =
∑nLEM
i=1 (ρiΦi)∑nLEM
i=1 ρi
. (5.15)
Comparison of sub-grid averaging according to the LHS (unweighted mean) and RHS (Favre
mean) expression of eq. (5.15) did not result in different calculation results. Filtering was
therefore restricted to the simpler LHS expression of eq. (5.15). Premixed flame propagation
on the sub-grid leads to a decrease in the local density, which is proportional to an increase
of the sgs-domain length lLEM . According to eq. (5.15) the decrease of sgs-densities results
in a decrease of the filtered density ρ which triggers an increase in the local velocity u˜i. This
increase in velocity affects the sgs-fields by larger outfluxes over the CV boundaries, which keeps
the sgs-domain lengths approximately constant. Since this procedure of adapting the velocity
field according to changes in density is strongly interlinked with the numerical procedure for
pressure correction, a detailed description of the LEM-LES coupling algorithm is deferred until
the next chapter, where the numerical solution method is explained.
95
Figure 5.1: Stand-Alone LEM: Schematic diagram of sub-grid stirring. (a) Original scalar
profile, (b) Illustration of block inversion [71] (c) Illustration of triplet mapping [76].
The dotted lines in (b) and (c) show the original profile, the continuous lines the profile
immediately after the mapping procedure and the dashed lines the profile after diffusion
in the mapping region.
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Figure 5.2: Stand-Alone LEM: Illustration of expansion, regridding and truncation,
adapted from [165]. (a) Original LEM domain before expansion, (b) Expanded LEM
domain, (c) LEM domain after regridding, (d) LEM domain after truncation. Reactant
cells are denoted r, burning cells b and product cells p. The letter e denotes expanding
cells and i refers to cells the scalar values of which have been interpolated from the
expanded domain, as indicated by the arrows.
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Figure 5.3: Stand-Alone LEM: Laminar flame thickness δT and δth (top) and burning
velocity sL (bottom) as a function of equivalence ratio φ for flames B1, B2, B3, B9 and
B10 (cf. table 5.1). References: Andrews & Bradley [7], CHEMKIN-II [64], Smith &
Menon [165] and Peters [125].
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Figure 5.4: Stand-Alone LEM: Instantaneous snapshots of one-dimensional temperature
profiles. Left: Flame A1 (cf. table 5.1) without LEM stirring for time steps (a) 0 (b)
5x105 (c) 1x106. Right: Flame A1 with LEM stirring governed by u′/sL = 10.0 for
the same time steps. Stirring increases the burning velocity and as a result the flame
observation window has been shifted by (e) 7 integral and (f) 20 integral length scales.
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Figure 5.5: Stand-Alone LEM: Normalised turbulent burning velocity sT/sL as a function
of normalised turbulence level u′/sL for flame A1 of Smith & Menon [165] compared to
the experimental data by Abdel-Gayed et al. [1].
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General LEM-LES Splicing Algorithm
1. Splicing preparation
(a) Calculate the volume V ABi to be transferred over the surface A
AB
i between
two adjacent cells A and B in time ∆tLES due to convection according to
eq. (5.14).
(b) Calculate the splicing length (LEM domain fraction) to be transferred
from A to B in i-direction as lABi = V
AB
i /VCV ∗ lLEM .
2. Calculation and storage of outfluxes (= influxes of receiving CVs)
(a) Collect the splicing lengths representing the volume fluxes over the 6 cell
faces.
(b) Determine the outfluxes by analysing the flux signum and sort the out-
fluxes according to their magnitude.
(c) Grab LEM cells (or LEM cell fractions) from the donating end of the
LEM domain in descending order of flux magnitude, i.e. apply the largest
outflux first.
(d) Determine the destination CV of the outflux by analysing the face number
and flux direction and store the outflux as influx of the receiving CV.
3. Application of influxes, regridding and update
(a) Sort influxes according to flux magnitude.
(b) Apply influxes in descending order to the receiving end of the LEM do-
mains.
(c) Regrid LEM domains to preserve equidistant grid spacing.
(d) Update all dependent quantities and apply 3D boundary conditions.
Figure 5.6: LEM-LES: General Splicing Algorithm
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Figure 5.7: LEM-LES Splicing: Convection of a circular 2D test profile (temperature T˜ )
at a constant velocity along the x-coordinate (top) and in diagonal direction of the
coordinate system (bottom). Left: Original temperature profiles, Right: Temperature
profiles after convection. A resolution of 100x100 equidistant super-grid and 20 sub-grid
cells was used.
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Figure 5.8: LEM-LES: Schematic diagram of splicing using the general method. Scalar
profile before (a) and after splicing (b). In the general algorithm the outfluxes are always
taken from the right end (R) of the donating sub-grid domain and added as influxes to
the left end (L) of the receiving domain. This procedure results in spurious mixing of
burnt and unburnt fluid even for this one-dimensional case.
Figure 5.9: LEM-LES: Schematic diagram of splicing using the preferential model. Scalar
profile before (a) and after splicing (b). The scalar product uini of the velocity and the
flame normal vector is evaluated and for a negative product, the outflux is taken from
the left end (L) of the donating sub-grid domain and added as an influx to the right
end (R) of the receiving domain. This procedure prevents spurious mixing of burnt and
unburnt fluid for this one-dimensional case.
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Figure 5.10: LEM-LES: Schematic diagram of the 3D flame propagation model. Scalar
profile before (a) and during flame propagation (b). Flame propagation is implemented
as a ghost cell treatment between neighbouring CVs. The coordinate direction of the
maximum flame normal component is chosen for ghost cell communication and the scalar
values of the right (R) ghost cell of the donating CV are copied to the left ghost cell (L)
of the receiving CV.
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Chapter 6
Numerical Treatment
Two different large eddy simulation programs were used in this work, as a more suitable soft-
ware became available over the course of the project. The first program is a FORTRAN77
code called FLOWSI which was originally developed for turbulent isothermal boundary layer
flows by Schmitt [157] at the University of Munich. It was later extended to reacting flows at
Darmstadt University of Technology by Forkel [44], Kempf [70], Freitag [46] and others and it
was used in this work to simulate the non-premixed swirling flames presented in chapter 7. The
second program is a FORTRAN90 code called PSIPHI which has recently been developed by
Kempf at Imperial College. The PSIPHI program adopts many ideas from the FLOWSI code
developed earlier and this chapter seeks to explain the basic numerical treatment underlying
both LES programs. PSIPHI was used here for the simulation of premixed turbulent opposed
jet flames, cf. chapter 8. Differences between the two programs are discussed where appropriate
in this chapter, while some distinctions are better explained in the context of their application
in this work, cf. chapters 7 and 8.
This chapter is structured as follows: Section 6.1 covers the topic of spatial discretisation of the
governing equations. The Finite Volume Method (FVM) is described for the example of the
general transport equation (2.5), along with the approximations of the diffusive and convective
fluxes used in this work. In section 6.2 the principle of time integration of a general transport
equation is explained first. Subsequently details on the predictor-corrector algorithm used to
advance the system of equations for the reactive flows considered here are provided. Section 6.3
describes the role of the pressure solver for the present conservative transport scheme. The
chapter closes with section 6.4, where boundary and initial conditions for LES are discussed.
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6.1 Spatial Discretisation
The transport equations introduced in chapter 2 and modelled in chapters 3 and 4 describe the
evolution of the scalar fields involved in turbulent combustion. As already argued in section 3.3,
a solution of the equations at every point in space is neither feasible nor required for the analysis
of technical flows systems. Instead, it is sufficient to subdivide the problem domain into small
elements and to jointly solve the system of equations for all of these elements. This work uses
the well-established finite volume method (FVM) and a short explanation of FVM follows. The
interested reader is referred to the book by Versteeg & Malalasekera [179] for a more elaborate
description of the method.
6.1.1 Principle of the Finite Volume Method
The finite volume method allows to approximate the set of continuous partial differential equa-
tions by a set of algebraic equations for spatially averaged quantities. It is therefore ideally
suited for implicit LES using Schumann-filtering [158], since the spatial averages invoked in
FVM can simply be interpreted as LES filtered values. For clarity, the following description
of the basic FVM principle uses the simple example of the transport equation for a generic
scalarΦ
∂Φ
∂t
+
∂
∂xj
(Φuj) = −∂Dj(Φ)
∂xj
+ SΦ . (6.1)
An FVM approximation of the LES filtered and modelled equations of chapters 3 and 4 can be
derived analogously and forms the basis of the two LES programs used in this work. Integration
of eq. (6.1) over a finite volume ∆V yields
∫
∆V
∂Φ
∂t
dV +
∫
∆V
∂
∂xj
(Φuj)dV = −
∫
∆V
∂Dj(Φ)
∂xj
dV +
∫
∆V
SΦdV . (6.2)
The volume integrals of both the convection and the diffusion term in eq. (6.2) need to be
rewritten as fluxes over the surface ∆A of ∆V using Gauss’s theorem
∫
∆V
∂ψ
∂xj
dV =
∫
∆A
ψnjdA , (6.3)
where ψ is a generic field quantity and nj is the outward pointing normal vector of the surface
∆A. Application of eq. (6.3) to eq. (6.2) yields
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∂∂t
∫
∆V
ΦdV +
∫
∆A
(Φuj)njdA = −
∫
∆A
Dj(Φ)njdA+
∫
∆V
SΦdV , (6.4)
where additionally the time derivative was taken outside of the volume integral. Equation (6.4)
is still exact and may be solved analytically for simplified cases. However, as it applies to a
finite volume, information has already been lost when compared to the differential form, which
applies to an infinite number of points. In the next step, approximations for the volume and
surface integrals are introduced, which form the basis for the numerical solution of the general
problem. In this work, the volume integral of a quantity ψ is approximated by the product of
the cell volume ∆V and the quantity at the midpoint M of the cell ψM
∫
∆V
ψdV ≈ ψM∆V . (6.5)
The same approach is taken for the surface integral, which is replaced by the sum of the quantity
at the cell face ψf multiplied by area of the face ∆Af and the face normal nf
∫
∆A
ψnjdA ≈
∑
f
ψfnf∆Af , (6.6)
For the cubical control volumes used in the PSIPHI code the summation in eq. (6.6) is simply
carried out over the 6 square faces f delimiting each CV. Application of eqs (6.5) and (6.6) to
eq. (6.4) results in
∂
∂t
(ΦM∆V ) +
∑
f
Φfufnf∆Af︸ ︷︷ ︸
TC
= −
∑
f
Df (Φ)nf∆Af︸ ︷︷ ︸
TD
+SΦ,M∆V . (6.7)
Equation (6.7) contains the values of the quantities Φf , uf and Df (Φ) stored at the cell faces
of the control volumes. Since in most CFD codes the majority (or all) quantities are stored
at the cell centres or on only a set of surfaces, an interpolation must approximate the values
at the cell faces by the quantities at the cell centres. As the interpolation methods applied
to the diffusion term TD differ from the ones for the convection term TC , the approximation
methods for the two terms are discussed separately, following a brief explanation of the grid
arrangement.
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6.1.2 Computational Grid and Coordinate Systems
While the two LES programs employed in the present work commonly use a structured grid,
they differ in terms of coordinate system and grid arrangement. Figure 6.1 schematically shows
the two different grid arrangements.
Figure 6.1: Grid arrangements of the two LES programs. (a) collocated grid used in the
PSIPHI program, (b) staggered grid used in FLOWSI (Cartesian version).
The PSIPHI code uses a Cartesian coordinate system with cubic cells of length ∆xi = ∆x =
1m and a collocated grid arrangement, where all grid variables are stored at the cell centres.
Equidistant 3D grid spacing offers the advantage of a greatly simplified equation system, since
discretised spatial gradients reduce to simple differences of the values Φi(xi,a) and Φi(xi,b) used
for the gradient approximation
∂Φi
∂xi
=
∂Φ1
∂x1
+
∂Φ2
∂x2
+
∂Φ3
∂x3
=
3∑
i=1
Φi(xi,b)− Φi(xi,a) . (6.8)
Hence, a number of costly division operations – by non-equidistant cell lengths – can be avoided,
resulting in very efficient 3D loops suitable for compiler vectorisation due to the structured grid.
A disadvantage of the method is that no cell stretching in sensible flow regions can be applied
and the overall grid resolution needs to be adjusted according to the smallest scale, which needs
to be resolved. Furthermore, to simulate the laboratory burner set-ups considered in this work,
the molecular viscosity needs to be adjusted to yield the correct Reynolds number. In PSIPHI,
the velocities are interpolated to the cell faces and difficulties with pressure-velocity coupling
are avoided by correcting both momentum and velocity fields simultaneously, cf. section 6.3.
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The version of FLOWSI used in this work is based on a cylindrical coordinate system. Since the
non-premixed swirling flames simulated with FLOWSI are stabilised on an axisymmetric burner
set-up, this choice of coordinate system suits the simulated configuration. The coordinate
system in FLOWSI is not restricted to equidistant grid spacing. Instead, a spline function
allows for grid refinement in radial direction to improve the resolution of flow regions with
large gradients. FLOWSI uses a classical staggered grid arrangement, where momentum is
stored at the cell faces, while all scalar variables are stored at the cell centres, as demonstrated
for the case of Cartesian coordinates in fig. 6.1.
6.1.3 Approximation of Diffusive Fluxes
As discussed in section 6.1.1, application of the finite volume method to the transport equa-
tion (2.5) for a generic quantity Φ yields the following expression for the diffusion term TD
TD = −
∑
f
Df (Φ)nf∆Af = −
∑
f
FD,f . (6.9)
The term Df (Φ) in eq. (6.9) is proportional to the gradient of Φ with the constant of propor-
tionality being the diffusion coefficient DΦ
Df (Φ) = −
(
DΦ
∂Φ
∂xj
)
f
, (6.10)
where the subscript f again indicates evaluation of the expression at cell face f pointing in
j-direction. The approximation of Df (Φ) is best explained by taking one face of a given control
volume M as an example and using the notation illustrated in fig. 6.2 to label the midpoints
of the CVs surrounding the cell.
Figure 6.2: Illustration of the notation used for the neighbour cells of a given cell M .
A simple approximation of De(Φ) – where the subscript e denotes the eastern face of control
volume M – is obtained by a second order central difference between the values at the cell
centres of control volume M and its eastern neighbour E, separated by a distance∆x
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De(Φ) ≈ −DΦΦE − ΦM∆x . (6.11)
Equation (6.11) can be formally derived by writing a Taylor series for the function Φ in the
vicinity of locationM , rearranging for the first derivative and truncating higher order terms, the
leading term of which defines the order of the approximation. Using eq. (6.11) and additionally
assuming an orthogonal grid arrangement the diffusive flux FD,e can be written as
FD,e = De(Φ)ne∆Ae ≈ DΦΦM − ΦE∆x ∆Ae . (6.12)
Equation (6.12) allows for a second order approximation of the diffusion term on orthogonal
grids and is used in the PSIPHI code. For the cylindrical grids used in FLOWSI, the diffusion
term of the momentum equation is treated similarly, accommodating corrections for the non-
equidistant grid spacing in circumferential direction. For details the reader is referred to [44, 70].
6.1.4 Approximation of Convective Fluxes
This section describes approximation methods for the convective term in eq. (6.7). The con-
vection term TC reads
TC =
∑
f
Φfufnf∆Af =
∑
f
FC,f , (6.13)
where FC,f denotes the convective flux over cell face f . Using the same notation as in sec-
tion 6.1.3 and assuming an orthogonal grid, the convective flux FC,e over the eastern face of
cell M simplifies to
FC,e = Φeue∆Ae . (6.14)
In a staggered grid arrangement as used in the FLOWSI code, momentum is stored at the cell-
faces and the velocity can be calculated by division of the momentum by the density, which
needs to be interpolated from the neighbouring cell centres. A further interpolation is required
for the value Φe at the cell face and its approximation may be crucial for the behaviour of
the convection scheme, as demonstrated in [70]. The most obvious approximation for Φe is a
second order central difference (CDS) interpolation, representing the mean of the values ΦM
and ΦE at the cell centres next to face e
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Φe =
ΦM +ΦE
2
, (6.15)
where equidistant grid spacing was assumed. Second order CDS is normally used for the
convection term of the momentum equation in both the FLOWSI and the PSIPHI code, with
4th order CDS being additionally available. Unfortunately CDS may result in oscillations of
the numerical solution which in case of the momentum equation is damped by the effect of the
pressure correction algorithm, cf. section 6.3. However, for transport of the scalar quantities
mixture fraction and progress variable – which need to be bounded between 0 and 1 – a CDS
discretisation of convection is inappropriate. A simple first order approximation which doesn’t
result in an oscillatory behaviour is the upwind scheme (UDS)
Φe = ΦM for ue > 0 (6.16)
Φe = ΦE for ue < 0 (6.17)
which approximates Φe by evaluating the velocity ue and simply equating Φe with the value at
the respective upstream cell centre. While upwind differencing results in a stable approxima-
tion, the scheme is over-diffusive and results in unphysically smooth scalar fields.
A combination of accurate, but unstable CDS and diffusive, but stable UDS is implemented in
the PSIPHI program. For the equidistant grid spacing with unity cell length used in PSIPHI,
the discretisation scheme can be written as
Φe =
(1 + δconv)ΦM + (1− δconv)ΦE
2
. (6.18)
This upwind-biased CDS scheme calculates the distance δconv = ue ∗∆t a fluid particle would
travel by convection with velocity ue over time ∆t. This distance δconv is then used to shift
the interpolation weights towards the value at the cell centre in the upstream direction and
thereby increases numerical stability and accuracy to a level that allows for Euler explicit time
integration. However, this scheme is non-standard and preferably CDS in conjunction with the
Runge-Kutta time integration described in section 6.2 should be used.
A more complex discretisation scheme suitable for scalar convection, available in both FLOWSI
and PSIPHI, is based on the principle of Total Variation Diminishing (TVD). TVD refers to
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the property of a scheme to prevent an increase of the variation of the convected field. This
can be achieved by combining CDS with UDS and weighting the two contributions with a flux
limiter function B(r). Assuming a velocity field pointing from west to east and including the
cell-centred values ΦW , ΦM and ΦE (ΦE only influences the gradient ratio r ) the TVD scheme
can be written as
Φe = ΦM +
B(r)(ΦM − ΦW )
2
. (6.19)
While a large number of possible flux limiters exists, this work uses the CHARM limiter
function
B(r) =

r(3r+1)
(r+1)2
: r > 0
0 : r ≤ 0
with r =
ΦE − ΦM
ΦM − ΦW , (6.20)
which was shown to yield an accurate and concurrently stable discretisation of scalar convec-
tion [70]. Therefore the TVD/CHARM scheme is used for convective transport of the mixture
fraction in FLOWSI, as well as advection of the progress variable in PSIPHI. In the latter
program, further convection schemes are implemented, but since they were not used in the
present work, their description is omitted here for brevity.
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6.2 Time Discretisation
Since LES considers the unsteady development of the flow variables, the governing equations
need to be advanced in time. Section 6.2.1 discusses appropriate stability criteria and sec-
tion 6.2.2 explains the structure of a typical time step for the reacting flow simulation consid-
ered in this work. The algorithm used for the advancement of the 3D scalar equation (mixture
fraction or progress variable) in conjunction with the conservation laws of mass and momen-
tum is described first. In a second step, this algorithm is extended to allow for joint LEM-LES
calculations.
The spatially discretised equation (6.7) can be discretised in time as follows. In a first step, all
terms of eq. (6.7) except for the unsteady term are brought to the RHS of the equation:
∂ΦM
∂t
= − 1
∆V
∑
f
(Df (Φ) + Φfuf )nf∆Af
+ SΦ,M = Γ(Φ) . (6.21)
The new RHS of the equation is denoted Γ(Φ) and represents the joint effects of diffusion,
convection and sources/sinks. In the following description of time advancement, the subscript
M denoting the midpoint of the control volume is omitted for clarity.
The simplest method for the time integration of eq. (6.21) is to approximate the time derivative
on the LHS as the difference of the values Φn at time step n and Φn+1 at the new time level
and expressing the RHS as a function of the known values at time n:
Φn+1 − Φn
∆t
≈ Γ(Φn) . (6.22)
Since Φn+1 is only a function of the values from the previous time step, this explicit Euler
method allows for efficient time integration. Alternatively, the RHS can be expressed with the
(yet unknown) values at time step n+ 1
Φn+1 − Φn
∆t
≈ Γ(Φn+1) , (6.23)
which is known as implicit Euler time integration. Implicit time integration methods offer
stability advantages over explicit methods, but they are more complex and less efficient to use,
since a system of equations for the unknown values at the new time level needs to be solved.
The two LES programs used here are therefore limited to efficient explicit time integration.
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Rearranging eq. (6.22) for the value of at the new time level Φn+1 yields
Φn+1 ≈ Φn +∆t Γ(Φn) . (6.24)
Unfortunately, the method is only of first order which results in large errors, unless small time
steps are used. However, if the stability criteria governing explicit time integration methods are
obeyed, it is a simple method for advancing scalar equations if convection can be neglected. It
was therefore used here for LEM sub-grid transport, cf. section 5.1.4. The issue of the stability
of explicit time marching is briefly discussed in section 6.2.1.
Explicit Euler time integration is not suitable for the time integration of the Navier-Stokes
equations [42] and therefore a more complex scheme is required for LES transport. In this
work a low-storage Runge-Kutta scheme is used, which is of third order when applied to linear
problems [70]. The scheme subdivides at time step ∆t into three sub-steps ∆t1, ∆t2 and ∆t3,
which are weighted and combined to yield a higher order of accuracy
∆t1 =
4
12
∆t ∆t2 =
5
12
∆t ∆t3 =
3
12
∆t . (6.25)
Each sub-step advances the solution by explicit Euler time integration of the intermediate
solutions Φ0 = Φn, Φ1 = f(Φ0) and Φ2 = f(Φ0,Φ1) until the solution at the new time step
Φn+1 = Φ3 = f(Φ0,Φ1,Φ2) is obtained
Φ1 = Φ0 +∆t1 [α1Γ(Φ0)] (6.26)
Φ2 = Φ1 +∆t2 [α2Γ(Φ1) + β2Γ(Φ0)] (6.27)
Φ3 = Φ2 +∆t3 [α3Γ(Φ2) + β3{Γ(Φ1) + β2/α2Γ(Φ0)}] . (6.28)
The coefficients required for the solution of eqs. (6.26) - (6.28) are
α1 =
1
3
, α2 =
15
16
, α3 =
8
15
, β2 = − 75144 , β3 = −
51
81
. (6.29)
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6.2.1 Stability of Explicit Time Advancement
To ensure the numerical stability and accuracy of explicit time integration the time step width
∆t has to be restricted. For convection-dominated flow problems the convective time step
width should be limited according to the Courant, Friedrich, Levy (CFL) condition [156]
∆tconv ≤ CFL
(
∆xi
|ui|
)
min
, (6.30)
where CFL is a constant less than unity. This means that a material point must not be
convected further than a distance corresponding to CFL times the cell width. If diffusion is the
dominant transport process, a criterion of the form
∆tdiff ≤ CFL
(
∆x2i
D
)
min
, (6.31)
can be even more restrictive for the time step width. Since ∆x is very small in the vicinity of the
central axis of cylindrical grids, FLOWSI applies the following measures to overcome stability
problems. The diffusive momentum fluxes in circumferential direction are treated implicitly, i.e.
by solving a system of equations for the fluxes at time level n+1. To guarantee diffusive stability
of scalar transport, the time step is subdivided into smaller sub-steps for which stability can be
maintained. The value of the stability constant CFL depends strongly on the calculated case,
as well as the actual explicit methods employed (Euler or Runge-Kutta). The CFL values used
for the different simulations are therefore jointly discussed with other simulation parameters in
chapters 5, 7 and 8.
113
6.2.2 Predictor-Corrector Method for Reacting Flows
So far, this chapter has explained how a spatially discretised version of the general transport
equation can be derived and advanced in time. For the simulation of reacting flows by means
of LES, the filtered continuity and momentum equations, as well as one (or more) scalar equa-
tion(s) have to be solved. Accurate scalar transport is of critical importance for the successful
LES of turbulent combustion and this section describes how the scalar transport equations can
be solved, embedded in an overall solution algorithm ensuring the conservation of mass and
momentum.
This section describes two different, albeit similar algorithms to advance the equations for
reacting flows in time. The first algorithm has been developed by Kempf [70] and allows for
conservative and stable time advancement of 3D scalar equations representing mixing processes
or reaction progress. The method is based on a predictor-corrector scheme which first predicts
a density (mass) error due to transport and then corrects the momentum field accordingly. This
scheme was shown to work well in the past [67, 70] and it is used here for the simulation of
non-premixed swirling flames with flamelet chemistry, as well as premixed opposed jet flames
with FSD-LES. In this work, the predictor-corrector algorithm is extended to include LEM
sub-grid transport, leading to a new algorithm for incompressible LEM-LES.
6.2.2.1 General Predictor-Corrector Algorithm
In the following description of the general predictor-corrector method, the symbols Ψn,PD and
Ψn,CR denote predicted and corrected values of the quantity Ψ at a time level n.
Based on the velocity field from the previous time step u˜in,PD two scalar transport equations,
one for the filtered density ρ (continuity equation) and one for the filtered product of the den-
sity and a scalar variable ρΦ = ρΦ˜ are solved. The filtered continuity equation takes on the
form (3.7). For non-premixed combustion, the scalar variable of interest is the mixture fraction
f˜ and a conserved scalar equation for ρf˜ of the form (3.23) is solved. In the case of premixed
combustion, the relevant scalar quantity is the reaction progress variable c˜ and a model equa-
tion for the transported quantity ρc˜, eq. (4.21), is solved. The predictive transport results in
the scalar values ρ n+1,PD and ρΦ˜ n+1,PD, i.e. ρf˜ n+1,PD or ρc˜ n+1,PD. Division of ρΦ˜ n+1,PD
by ρ n+1,PD yields the scalar value Φ˜ n+1.
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In the next step, the chemical sub-model is applied to relate the scalar value Φ˜ n+1 to the
corresponding chemical state. In the case of the non-premixed flamelet chemistry, f˜ is used to
first calculate the modelled mixture fraction variance f˜ ′′2 and scalar dissipation rate χ˜. The set
f˜ , f˜ ′′2 and χ˜ is then used to access the pre-integrated flamelet table to yield the temperature
T˜ , species mass fractions Y˜α, density ρ and molecular viscosity ν˜, as detailed in chapter 4.1.2.
For premixed combustion based on the progress variable equation, the temperature T˜ is first
calculated from the definition of the progress variable, eq. (2.37). Density ρ and molecular vis-
cosity ν˜ are then calculated from the equation of state (5.11) and Sutherland’s law, eq. (5.12),
respectively. The density calculated from the chemical sub-model is denoted ρ n+1cs in the fol-
lowing.
Since the momentum equation was advanced without considering the pressure term at the end
of the previous time step, transport with the velocity field u˜in,PD will lead to a density ρ n+1,PD
that differs from the density governed by the chemical state ρ n+1cs . Instead, the velocity field
needs to be adjusted such that transport with the corrected velocities u˜in,CR yields ρ n+1cs . As
will we described in section 6.3, the density error ∆ρ = ρ n+1cs − ρ n+1,PD divided by the time
step width ∆t is taken as the RHS of the Poisson equation for pressure. The pressure cor-
rection algorithm is then used to adapt momentum and velocities to minimise the density error.
After the pressure correction, the scalar fields ρ and ρΦ˜ are transported again, this time with
the corrected velocities u˜in,CR. The resulting transport density ρ n+1,CR is now much closer
to ρ n+1cs , while further predictor-corrector iterations can be added to further reduce the error.
Finally, the momentum equation is solved again to predict the momentum ρu˜in+1,PD for the
next time step, ignoring the unknown pressure term. The general predictor-corrector algorithm
is summarised in fig. 6.3.
6.2.2.2 Predictor-Corrector Algorithm for LEM-LES
This section explains how the general predictor-corrector method can be extended to allow for
joint LEM-LES time advancement.
The predictor-corrector algorithm for LEM-LES begins with the predictive transport of the
LEM scalar fields. Before the sub-grid transport, the sub-grid density fields ρni,LEM are stored.
Then LEM sub-grid transport – including the joint effects of diffusion, chemical reaction,
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turbulent stirring (triplet mapping) and unsteady development – is carried out. Since 3D flame
propagation is implemented here as a treatment between LEM ghost cells (cf. section 5.2.2), it is
applied during each LEM time step. The sub-grid fields are repeatedly advanced until the LEM
time tn+1LEM exceeds the LES time t
n+1
LES . As sub-grid transport is carried out on equidistant LEM
domains, sub-grid expansion has not been accounted for at this point. Therefore, an expansion
ratio rexp,i is calculated for each sub-grid cell according to
rexp,i = ρni,LEM/ρ
n+1
i,LEM , (6.32)
where ρn+1i,LEM denotes the density of a sub-grid cell i after sub-grid transport. The sub-grid cells
are then expanded by rexp,i to account for the change in sub-grid density. Since the predictor-
corrector algorithm only adapts the resolved velocity fields, the LEM transport carried out up
to this point would be the same for the correction step. As a result, the LEM fields are saved
for later use after the LEM sub-grid transport, but before LEM 3D convection (splicing). In
the next step, LEM splicing is carried out as described in section 5.2.1, using the predicted
LES velocity field u˜in,PD. After splicing, the LEM domains are regridded and equidistant
sub-grid spacing is restored. To conclude the LEM predictive transport, the sub-grid fields are
averaged to yield the resolved scalar fields Ψ˜ n+1,PDα . The filtered sub-grid density ρ
n+1,PD
LEM is
the chemical state density ρ n+1cs . Since LEM transport has resulted in a change of the sub-grid
length to the predicted sub-grid length lLEM,tr, the density from LEM transport is calculated
as
ρ n+1,PD = ρ n+1,PDLEM × lLEM,tr/lLEM,0 , (6.33)
where lLEM,0 is a fixed sub-grid reference length which needs to be maintained. The density
error ∆ρ in LEM-LES is therefore the difference between the resolved density ρ n+1,PDLEM from
filtering of the LEM-fields and the density from LEM transport, eq. (6.33).
After the predictive LEM transport, further 3D scalar transport equations can be solved. This
is not required for purely premixed combustion with LEM-LES. However, if for example dilution
of premixed nozzle fluid with ambient air needs to be considered, an additional 3D transport
equation for mixing can be solved by conventional FVM, cf. chapter 8.
In the next step, the pressure correction is carried out, which results in the corrected velocity
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field u˜in,CR, just as in the general predictor-corrector method.
The corrective LEM transport requires less computational effort than the predictive one. As
mentioned above, the only difference to the predictive transport is 3D convection with the cor-
rected velocity field u˜in,CR. Therefore, the previously saved LEM fields – including all effects
of sub-grid transport and 3D diffusion – are restored before LEM splicing is carried out again.
Subsequent filtering of the sub-grid fields yields the final resolved scalar values Ψ˜ n+1α and ρ
n+1
LEM .
After the LEM correction step, additional 3D scalar fields may be transported again. The
LEM-LES time step is completed by the momentum prediction ρu˜i n+1,PD for the next LES
time level, as in the general method.
The predictor-corrector method for LEM-LES is summarised in fig. 6.4. Figures 6.5 and 6.6
give an overview of the structure of LEM transport for prediction and correction, respectively.
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General Predictor-Corrector Algorithm
1. Prediction step:
(a) Calculate and apply the chemical source term ω˙Φ
n+1
of the scalar trans-
port equation (if applicable).
(b) Scalar transport: Advance the transport equations for ρ (continuity) and
ρΦ˜ using the velocities u˜i
n,PD from the previous time step to yield the
predicted scalar values ρ n+1,PD and ρΦ˜ n+1,PD.
2. Evaluation of the chemical state:
(a) Use ρ n+1,PD and ρΦ˜ n+1,PD to calculate the value of the scalar Φ˜ n+1.
(b) Use the chemistry model to calculate the chemical state (temperature,
species concentrations and mixture properties) from the scalar value
Φ˜ n+1. The chemistry model yields the chemical density ρ n+1cs , as well
as other state variables.
3. Projection:
(a) Calculate the density error ∆ρ from density governed by the chemical
state ρ n+1cs and the density from predictive scalar transport ρ
n+1,PD:
∆ρ = ρ n+1cs − ρ n+1,PD.
(b) Use the density error to calculate corrections for momentum and veloci-
ties.
(c) Apply the momentum and velocity corrections to yields the corrected
momentum ρu˜i
n,CR and velocity u˜i
n,CR. Transport with the adapted ve-
locities will result in the chemical state density ρ n+1cs , instead of ρ
n+1,PD.
4. Correction step:
(a) Scalar transport: Advance the transport equations for ρ and ρΦ˜ again,
this time using the corrected velocities u˜i
n,CR to yield the corrected scalar
values ρ n+1,CR and ρΦ˜ n+1,CR.
(b) Momentum transport: Advance the momentum equations to yield the
momentum prediction ρu˜i
n+1,PD for the next time step.
5. Finalise time step n
(a) Treat the boundaries of the computational domain.
(b) Calculate the turbulent viscosity ν˜t.
Figure 6.3: General Predictor-Corrector Algorithm
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Predictor-Corrector Algorithm for LEM-LES
1. Prediction step:
(a) LEM scalar transport for prediction: Advance the LEM fields to yield a
prediction of the reactive sub-grid scalars Ψ n+1,PDα .
(b) LES scalar transport: Advance additional 3D scalar equations (if re-
quired).
2. Evaluation of the chemical state:
(a) Filter the sub-grid fields to calculate the resolved values of the reactive
scalars Ψ˜ n+1,PDα and ρ
n+1,PD
LEM .
(b) The chemical state density ρ n+1cs is the filtered LEM density ρ
n+1,PD
LEM .
(c) The density from LEM transport ρ n+1,PD is calculated as:
ρ n+1,PD = ρ n+1,PDLEM × lLEM,tr/lLEM,0.
3. Projection: Analogous to the general algorithm, see fig. 6.3
4. Correction step:
(a) LEM scalar transport for correction: Advance the LEM fields again, but
this time by 3D convection (splicing) only, using the corrected velocities
u˜i
n,CR. This will yield the corrected values for the reactive sub-grid
scalars Ψ n+1,CRα .
(b) LES scalar transport: Advance additional 3D scalar equations (if re-
quired).
(c) LEM-LES coupling: Filter the sub-grid fields to calculate the resolved,
corrected values of the reactive scalars Ψ˜ n+1,CRα and ρ
n+1,CR
LEM
(d) Momentum transport: Advance the momentum equations to yield the
momentum prediction ρu˜i
n+1,PD for the next time step.
5. Finalise time step n
Figure 6.4: Predictor-Corrector Algorithm for LEM-LES
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Structure of LEM transport: Prediction Step
1. Couple LES to LEM:
(a) Pass the predicted LES velocities u˜i
n,PD to LEM.
(b) Pass the LES time tn+1LES to LEM.
2. LEM sub-grid transport & 3D diffusion:
(a) Store LEM density fields ρni,LEM for later expansion.
(b) Carry out SGS transport: LEM diffusion, source, stirring (triplet map-
ping) and time advancement.
(c) Carry out LEM 3D flame propagation.
(d) Update dependent LEM scalars & LEM time tn+1LEM .
(e) Repeat steps (b) to (d) until tn+1LEM ≥ tn+1LES.
3. LEM sub-grid expansion:
(a) Calculate the expansion ratio for each LEM cell i as
rexp,i = ρ
n
i,LEM/ρ
n+1
i,LEM .
(b) Expand each LEM cell according to rexp,i.
4. Store LEM fields for correction step
5. LEM 3D convection (Splicing):
(a) Carry out LEM splicing (operator-splitting) with u˜i
n,PD.
(b) Regrid the LEM domains to return to equidistant LEM grid spacing. The
regridded LEM domains have the length lLEM,tr.
6. Couple LEM to LES:
(a) Filter the sub-grid fields to calculate the resolved values of the reactive
scalars Ψ˜ n+1α and ρ
n+1
LEM and copy them to the LES arrays.
(b) Pass the LEM transport density ρ n+1,PD to LES:
ρ n+1,PD = ρ n+1LEM × lLEM,tr/lLEM,0.
Figure 6.5: Structure of LEM transport: Prediction Step
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Structure of LEM transport: Correction Step
1. Reset LEM fields to the state before the last 3D convection (Splic-
ing)
2. Couple LES to LEM:
(a) Pass the corrected LES velocities u˜i
n,CR to LEM.
(b) Pass the LES time tn+1LES to LEM.
3. LEM 3D convection (Splicing):
(a) Carry out LEM splicing (operator-splitting) with u˜i
n,CR.
(b) Regrid the LEM domains to return to equidistant LEM grid spacing.
4. Couple LEM to LES:
(a) Filter the sub-grid fields to calculate the resolved values of the reactive
scalars Ψ˜ n+1α and ρ
n+1
LEM and copy them to the LES arrays.
(b) Pass the LEM transport density ρ n+1,CR to LES:
ρ n+1,CR = ρ n+1LEM × lLEM,tr/lLEM,0.
Figure 6.6: Structure of LEM transport: Correction Step
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6.3 Pressure Correction
As already discussed in section 6.2.2.1, the predictor-corrector algorithm requires the calcula-
tion of corrections to the momentum and velocity fields to ensure mass conservation. The two
LES programs used in this work employ a projection method [42] to calculate the pressure field,
which is subsequently used to adapt momentum and velocities such that continuity is fulfilled.
This pressure correction algorithm is based on earlier work by Kempf [70] and is described in
the following using the unfiltered equations for simplicity.
The differential form of the momentum equation (2.4) can be rewritten as
∂
∂t
(ρui) =
∂
∂xj
[
µ
(
∂uj
∂xi
+
∂ui
∂xj
− 2
3
∂uk
∂xk
δij
)]
︸ ︷︷ ︸
TV
− ∂
∂xj
(ρuiuj)︸ ︷︷ ︸
TC
+ ρgi︸︷︷︸
TG
− ∂p
∂xi
. (6.34)
The exact form of the viscous term TV , the convective term TC and the gravity term TG in
eq. (6.34) is not important for the following explanation of pressure correction and the terms
are combined as TS = TV + TC + TG to yield
∂
∂t
(ρui) = TV + TC + TG︸ ︷︷ ︸
TS
− ∂p
∂xi
⇔ ∂
∂t
(ρui) = TS − ∂p
∂xi
. (6.35)
Integration of eq. (6.35) over a time step of width ∆t yields the momentum (ρui)t+∆t at the
new time level t+∆t
(ρui)t+∆t = (ρui)t +
t+∆t∫
t
TS dτ −
t+∆t∫
t
∂p
∂xi
dτ . (6.36)
Since the pressure term in eq. (6.36) is unknown, it is neglected in a first step and an equivalent
equation to eq. (6.36) can be written for the momentum prediction (ρui)PD
(ρui)PD = (ρui)t +
t+∆t∫
t
TS dτ . (6.37)
After introducing the momentum correction ∆(ρui)
∆(ρui) = (ρui)t+∆t − (ρui)PD (6.38)
subtraction of eq. (6.37) from eq. (6.36) yields
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∆(ρui) = −
t+∆t∫
t
∂p
∂xi
dτ = − ∂
∂xi
t+∆t∫
t
pdτ , (6.39)
where for the second equality, the spatial derivative was assumed invariant with respect to time
integration. With the mean pressure P over the time interval ∆t
P =
1
∆t
t+∆t∫
t
pdτ ⇔
t+∆t∫
t
pdτ = P∆t , (6.40)
eq. (6.39) can be rewritten as
∆(ρui) = − ∂P
∂xi
∆t . (6.41)
Taking the spatial derivative ∂/∂xi of eq. (6.41) results in a Poisson equation for pressure
∂∆(ρui)
∂xi
= −∂
2P
∂x2i
∆t . (6.42)
While both sides of eq. (6.42) are unknown, an expression for the LHS can be derived by
writing a continuity equation for the momentum correction ∆(ρui) (defined in eq. (6.38)), and
the density correction ∆ρ = ρt+∆t − ρPD
∂ρ
∂t
+
∂(ρui)
∂xi
= 0 ⇒ ∂∆ρ
∂t
+
∂∆(ρui)
∂xi
= 0 . (6.43)
Inserting eq. (6.43) into eq. (6.42) yields
∂2P
∂x2i
∆t =
∂∆ρ
∂t
≈ ρt+∆t − ρ
PD
∆t
, (6.44)
where, in the second step, the time derivative of the density correction was approximated by
its discrete analogon. The RHS of eq. (6.44) is known at the end of the prediction step and
eq. (6.44) can then be integrated to yield the pressure field required for correcting momentum
and velocities. The FLOWSI code uses the direct Poisson solver by Schumann & Sweet [159] to
integrate eq. (6.44). In the PSIPHI program, an iterative solver is used for eq. (6.44), which can
be embedded into a geometric multi-grid algorithm [156] to increase computational efficiency.
Once the pressure field is known, the momentum and velocity corrections can be calculated as
∆(ρui) = − ∂P
∂xi
∆t and ∆(ui) = −1
ρ
∂P
∂xi
∆t . (6.45)
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At the end of the projection step, the momentum and velocity fields are updated by applying
the correction, resulting in the corrected momentum (ρui)t+∆t and velocities (ui)t+∆t at time
level t
(ρui)t+∆t = ∆(ρui) + (ρui)PD and (ui)t+∆t = ∆(ui) + (ui)PD . (6.46)
The algorithm described above for the unfiltered equations is equally valid for the LES equa-
tions. Hence, eq. (6.44) can equivalently be written
∂2P
∂x2i
∆t ≈ ρ
n+1
cs − ρn+1,PD
∆t
, (6.47)
where the density at the new time level was identified with the density from the chemical state
and the predicted density results from the transport with the uncorrected velocity field, as has
been discussed in section 6.2.2.1.
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6.4 Initial and Boundary Conditions
So far, this chapter has described how the governing equations are discretised in space and
time to yield an algebraic system of equations which represents the flow and scalar variables
inside the computational domain at a time tn. This system of equations can only be solved
if appropriate boundary conditions are specified. Since this work considers the development
of unsteady flow, appropriate initial conditions representing the flow and scalar fields at an
initial time t0 have to be specified as well. This section describes how the initial and boundary
conditions are set in the two LES programs used in this work. Since boundary conditions
are best explained in the context of the computational domains specific to the model problem
under investigation, a more detailed discussion is deferred until chapters 7 and 8.
6.4.1 Boundary Conditions
In this work, two types of boundary conditions are in use. The first type of boundary condition
is the Dirichlet condition, which sets the value of a given quantity Φ at the boundary of the
computational domain B to a known value ΦB
Φ = ΦB . (6.48)
Specifying a known value ΦB at the inflow boundary is non-trivial for LES. Section 6.4.3
discusses an inflow generation method available in the two LES programs used for the present
work. The second type of boundary condition specifies the value of the gradient of the variable
Φ in the direction of the normal vector nj of the boundary as a constant CB
∂Φ
∂xj
nj = CB , (6.49)
and is commonly known as the Neumann boundary condition. A special case of the Neumann
boundary condition often used in the present work is the Zero-Gradient boundary condition,
where CB is set to zero. For the structured grids employed here, this condition can be written
for example for the upper boundary cell Φ(imax) in i-direction as
Φ(imax) = Φ(imax − 1) , (6.50)
i.e. the boundary cell obtains the value of the neighbouring cell inside the domain.
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6.4.2 Immersed Boundaries
Flows in engineering applications are typically confined by the walls of the flow device. These
guiding walls are straight pipes in the simplest case, but design constraints and optimisations
may generally result in shapes of arbitrary complexity. Since the impact of walls on the flow
behaviour is critical for an accurate flow simulation, wall effects have to be incorporated. Un-
structured grid designs permit to account for wall effects, but the computational power and the
memory requirements associated with unstructured grids negatively impact on the efficiency
of the simulation. For the structured grids used in both LES programs in the present work,
the Immersed Boundary technique is deemed more efficient and less complex. However, this
technique does not overcome the problem of wall resolution in LES.
With immersed boundaries the shape of the computational domain can be kept a simple cube for
Cartesian coordinates (PSIPHI) and a cylinder for a cylindrical coordinate system (FLOWSI).
The simple shape of the computational domain allows to update the entire 3D fields by looping
over all elements of the arrays in which the field variables are stored. If the 3D loop can be
vectorised and executed in parallel, this leads to a very efficient treatment of the 3D fields.
However, if the inside of the domain comprises walls, these have to be considered by correcting
the field variables where the walls are located. Since the fluid cannot pass through a non-
permable wall, the momentum is set to zero inside the walls. If a scalar variable describing
the mixing of two fluids is considered, diffusion over wall boundaries must be avoided as well.
This can be achieved by setting the diffusive fluxes to zero at the wall. Additionally, with
immersed boundary conditions areas of the computational domain where an update of certain
flow variables is not required can be preset, for example a coflow with a uniform velocity UCo,
cf. chapter 8. To avoid spurious fluxes, the pressure correction algorithm must be adjusted
accordingly to ensure zero wall normal pressure gradients.
A disadvantage of using immersed boundaries for the representation of complex geometries is
that relatively large domains may be required to represent the full extent of the simulated
configuration. This may lead to a large number of inactive cells which do not contribute to the
solution of the problem, but which are nonetheless updated. However, this problem does not
arise for the swirl burner configuration considered in chapter 7 and is outweighed by vectorised
loops and parallel computing in the case of the opposed jet burner, cf. chapter 8.
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6.4.3 Turbulent Inflow and Initial Conditions
The velocity conditions specified at the inflow of the computational domain are of critical im-
portance for a successful LES. In a turbulent flow, these conditions must fluctuate and satisfy
the statistical properties of the experimental inflow. A simple way of describing inflow tur-
bulence is to superimpose random fluctuations onto a mean velocity field. Since the random
numbers are generated independently for each grid point of the inflow boundary, the result-
ing “turbulent” field does not feature any spatial correlations. The small randomly generated
structures cannot affect the downstream velocity field, as they are reduced by the pressure
correction and dissipated within only a few cells from the inflow boundary.
To avoid this difficulty, Klein et al. [83] developed a method to generate turbulent inflow con-
ditions with a prescribed length scale and Reynolds stress tensor. Based on the observation
that filtering increases the spatial correlation of a random field, the method first generates
random signal fields to which subsequently a digital filter is applied. Since filtering reduces
the amplitude of the random fluctuations, the filtered fields are renormalised to a mean value
of zero and a variance of one. The filtering operation followed by subsequent renormalisation
is then repeated until the prescribed turbulent length scale is reached. In the final step, the
three independent signals fields are superimposed according to a procedure suggested by Lund
et al. [105], which results in fluctuation fields satisfying the prescribed Reynolds stress tensor.
The inflow generation method based on digital filtering is available in the PSIPHI code, where
it was straightforward to implement due to equidistant grid spacing. Kempf et al. [68] extended
the procedure to arbitrary grids by replacing the filtering operation with a diffusive process.
Since diffusion of a scalar quantity Φ is proportional to ∂Φ/∂xj , the diffusion process acts to
reduce the spatial gradients while increasing spatial correlations on any given grid. The inflow
generation method based on diffusion is implemented in FLOWSI and an illustration of the
generation process can be found in [70].
Based on the turbulence generation methods described above, turbulent initial and inflow
conditions for the present work are generated as follows. Three-dimensional pseudo-turbulent
fields are generated on the same grid that is used for the subsequent LES calculation. The
turbulent fields – having a zero mean – are then superimposed onto a mean velocity field to
yield the bulk inflow velocity Ub of the simulated configuration. The resulting turbulent velocity
127
fields can then directly be used as initial conditions. Alternatively, they can be modified further
to approximate the mean flow behaviour of the model problem, e.g. axial gradients in stagnation
point flow. During the simulation, the turbulent velocity fields are “traversed” by calculating
a mean axial position based on Ub and the calculation time tLES and 2D slices from this mean
axial position are applied to the inflow plane(s). Since the turbulent velocity fields are created
with periodic boundary conditions, they can be traversed repeatedly. However, care has to be
taken when computational domains with little axial extent are used or if long simulations are
required to obtain converged velocity statistics. For such cases, inflow velocity arrays extending
beyond the simulation domain have to be used to avoid re-occurring flow structures, which may
directly result from repeating inflow conditions, cf. chapter 8.
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Chapter 7
LES of Swirling Non-premixed
Flames
This chapter describes the LES of non-premixed swirling flames using flamelet modelling.
Flame stabilisation by means of swirling motion is widely-used in engineering combustors,
for example in industrial gas turbines. The accurate prediction of swirl-stabilised combustion
is therefore of great importance for the design of efficient and environmentally friendly com-
bustion devices.
This work concerned the LES of selected cases of the Sydney swirl flame series [175], which is an
established target of the “International Workshop on Measurement and Computation of Tur-
bulent Non-premixed Flames” (TNF) [174]. The Sydney swirl flame series features relatively
complex laboratory flames stabilised on a hybrid bluff-body/swirl burner. The flame behaviour
is governed by the complex interaction of several recirculation zones (RZs), i.e. regions of axial
flow reversal. All flames feature an upstream RZ due to the bluff-body, which represents an
obstacle in the axial flow. Additionally, a secondary RZ may form further downstream as a
result of vortex breakdown (VB). Vortex breakdown may occur in swirling flows under certain
flow conditions [2] and manifests itself by the break-up of a stably rotating vortex, resulting
in flow reversal at the axis of rotation. Furthermore, swirling flows may feature a so-called
Precessing Vortex Core (PVC), a feature which was observed in the form of precessing fuel jets
in some of the Sydney swirl flames.
This LES investigation of the Sydney swirl flames was carried out at a time when no other LES
129
results on the flame series were available. Recently, a number of LES studies of the series have
been published, including papers by Malalasekera et al. [106, 107], El-Asrag & Menon [41] and
James et al. [59]. However, the present study, jointly published with the group of Malalasekera
of Loughborough University [69], remains – to the author’s knowledge – the sole LES investi-
gation of the swirling CH4/H2 flames known as SMH1 and SMH2.
The present chapter is structured as follows. Section 7.1 describes the experimental set-up.
The burner set-up is introduced first, before an overview of the test cases investigated in the
present work is given. Section 7.2 explains numerical details on the LES performed here. The
computational domain is described, along with grid resolution and boundary conditions. In
section 7.3 the results of the present investigation are discussed. First, the capability of the
LES method to predict isothermal swirling flows is established and first and second moments
of velocity for a non-reacting test case are presented. Subsequently, statistical results for three
selected swirling flames are discussed in the context of the corresponding experimental data.
Section 7.4 summarises the main conclusions drawn from the present study.
7.1 Experimental Set-up
7.1.1 Burner Set-up
A schematic of the burner set-up is shown in fig. 7.1. The configuration features a fuel nozzle
with a diameter of 3.6mm surrounded by a bluff-body of 50mm diameter. An annular gap
(5mm wide) around the bluff-body provides the swirled primary air. Swirl is introduced aero-
dynamically by using tangential ports 300mm upstream of the burner exit. Two diametrically
opposed ports located on the periphery of the burner and upstream of the tangential inlets
supply the axial air to the swirling stream. The swirled air passes through a tapered neck
section ending 140mm upstream of the burner exit plane, which promotes uniform boundary
conditions at the exit plane by combining axial and tangential streams to a uniform swirling
flow. The burner is installed in a wind tunnel which provides a coflow of un-swirled secondary
air. Two different wind tunnels were used as the velocity measurements were performed at
Sydney University [3] with a tunnel of 130 × 130 mm cross section, whereas the species mea-
surements were taken at Sandia National Laboratory with a tunnel of 310× 310mm [108].
Swirl flows are strongly affected by the swirl number S, which is defined in eq. (7.1) as the
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ratio of the axial flux of the angular momentum Gφ to the axial flux of the axial momentum
Gx:
S =
Gφ
RGx
=
∫ R
0 ρ <U><W> r
2dr
R
∫ R
0 ρ <U>
2 rdr
(7.1)
In eq. (7.1), <U> and <W> are the mean axial and circumferential velocities at the exit
plane, ρ is the density and R is a characteristic length. However, for this burner the exper-
imentalists chose to characterise the level of swirl by the geometric swirl number Sg, which
is defined as the ratio of the bulk circumferential to the bulk axial velocity <Ws> / <Us>
above the annulus [2]. The Reynolds number of the flow from the annulus Res = Us × rs / ν
is defined in terms of the bulk axial velocity Us and the outer radius rs of the annulus [2].
The Reynolds number for the central jet, Rej = Uj × dj / ν, is based on the nozzle diameter
dj , the bulk jet velocity Uj and the viscosities of the relevant gases at 293K (air or fuel mixture).
The flow characteristics of the swirl burner are controlled by four parameters: the bulk velocity
of the central jet Uj , the bulk axial and circumferential velocities Us and Ws of the primary
air stream, and the mean co-flow velocity Ue of the secondary air stream in the wind tunnel.
For the investigated swirl flames, Ue was maintained at 20m/s. The values of the parameters
Uj , Us and Ws vary among the different investigated configurations, which are described in the
next section.
7.1.2 Investigated Configurations
7.1.2.1 Non-Reacting Cases
In the Sydney swirl burner configuration a number of non-reacting cases at relatively high
Reynolds numbers have been investigated experimentally. These flows exhibit various recircu-
lation and flow field regimes that have been discussed in detail by Al-Abdeli & Masri [3]. They
found the typical upstream RZ introduced by the bluff-body, and eventually the occurrence of
a downstream recirculation region due to VB. Al-Abdeli & Masri [5] also examined precession
and recirculation and found that precession frequency depends on the swirl number, as well as
the Reynolds number of both the central jet and the swirling annulus. The main conclusion
of their studies was that the addition of swirl to bluff-body flows leads to more complex flow
patterns, which may include the secondary RZ, flow instabilities and precession. They also
found that VB does not necessarily occur at higher swirl numbers; a VB bubble occurs only
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when axial momentum (Reynolds number) of the swirling annulus provides the right condi-
tions [3]. The successful simulation of such a sensitive configuration can hence be considered
as an important milestone for a computational technique. In the present study, the LES of the
non-reacting case N29S054 (cf. table 7.1) is considered first to understand the flow field and the
limitations of the computational method in the absence of turbulence-chemistry interactions.
7.1.2.2 Reacting Swirling Cases
Masri, Barlow and co-workers [4, 108] conducted detailed measurements of the flow field, tem-
perature, species distribution and stability characteristics for flames burning three different
fuel compositions. The flames were identified as “Swirl Methane” flames SM, “Swirl Methane-
Air” flames SMA (1:2 vol.), and “Swirl Methane-Hydrogen” flames SMH (1:1 vol.). Single-point
Raman-LIF and Rayleigh techniques were applied at Sandia National Laboratories to obtain the
temperature and species concentrations [108]. The velocities were measured by Laser Doppler
Velocimetry (LDV) at Sydney University, where methane was replaced with compressed nat-
ural gas that consists of 90% methane. The flow features and stability characteristics of all
these flames have been described in detail in [4, 108]. Due to their relatively high jet velocities,
the SMH flames were longer than the SM and SMA flames. The flames, except for some SMA
flames, showed a necking region just downstream of the bluff-body before spreading radially
further downstream. Some flames operated close to the blow-off limits and showed large tem-
perature fluctuations, considerable local extinction, re-ignition, and in some cases even acoustic
instabilities [108]. For the LES investigations the flames SM1, SMH1 and SHM2 were chosen,
which are free from combustion instabilities. Table 7.1 shows the operating parameters of these
flames. Important features of these flames (VB, upstream & downstream RZ, highly-rotating
parcels of fluids, etc.) that were found experimentally are discussed jointly with the corre-
sponding LES data in the results section. Figure 7.2 gives an impression of the SMH flames by
presenting a volume-rendered visualisation of OH-chemiluminescence from LES.
Case Fuel fst Ue Us Ws Uj Rej Res Sg Lf
(vol.) [m/s] [m/s] [m/s] [m/s] [m]
N29S054 – – 20 29.7 16.0 66.0 15,700 59,000 0.54 –
SM1 CH4 0.054 20 38.2 19.1 32.7 7,200 75,900 0.50 0.12
SMH1 CH4/H2(1:1) 0.050 20 42.8 13.8 140.8 19,300 85,000 0.32 0.37
SMH2 CH4/H2(1:1) 0.050 20 29.7 16.0 140.8 19,300 59,000 0.54 0.40
Table 7.1: Sydney swirl burner: Characteristics of the investigated cases
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7.2 Numerical Modelling
The current large eddy simulations of the Sydney swirl flames were carried out with the LES
program FLOWSI. The spatial and temporal discretisation techniques, as well as the methods
for the generation of inflow and initial conditions used in FLOWSI have already been discussed
in chapter 6. Details on the flamelet model representing the chemical kinetics of non-premixed
CH4/H2/air combustion are given in chapter 4.1.2. This section complements the description
of the present investigation by explaining numerical details particular to the LES of the Sydney
swirl burner.
7.2.1 Computational Domain
The cylindrical coordinate system of the FLOWSI code matches with the axisymmetric nature
of the Sydney swirl burner set-up. A cylindrical domain with a length of 250mm and a diameter
of 440mm was used. In a preceding study, the length of the domain was doubled and its radius
increased. This did not result in any major changes of the flow behaviour, which suggested that
the domain was sufficiently large. A grid resolution of 500 cells in axial, 94 cells in radial and
64 cells in circumferential direction resulted in more than 3 million cells. Earlier simulations
of both isothermal and reacting Sydney swirl flows [171, 172] already led to velocity and scalar
statistics similar to the present fine grid results. However, only with the present grid, the major
part of the turbulent kinetic energy could be resolved, cf. fig. 7.30.
7.2.2 Boundary Conditions
Transient Dirichlet velocity conditions were set at the inflow boundary, while zero velocity
gradient conditions were applied to the outflow plane. The solution of a simplified momentum
equation at the lateral boundary allowed for entrainment of ambient air. For the mixture frac-
tion, a Dirichlet condition was applied to the inflow plane (1 in the fuel jet, 0 elsewhere) and
Neumann conditions were set at all other boundaries. Ambient pressure was set at the lateral
boundary and inflow and outflow pressure resulted from Neumann conditions.
Since a computational domain beginning at the exit plane of the burner may yield strong,
unphysical vortex shedding at the edge of the bluff-body [67], immersed boundary conditions
(cf. chapter 6.4.2) with a computational domain shifted upstream of the burner exit plane
were used. Unfortunately, no inflow data from experiments was available at this position
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so that the following technique had to be applied to generate transient inflow conditions.
Mean velocity profiles from experiments and DNS of fully-developed turbulent pipe flow [178]
were superimposed with artificial turbulence, the generation of which has been explained in
chapter 6.4.3. For the central jet, mean turbulent pipe flow profiles were scaled to match the
jet bulk velocity <Uj>. In the annulus, the axial and radial component of the flow field were
assumed to be channel-flow-like and the available pipe flow profiles were taken as an acceptable
approximation of such channel flow. Hence, the pipe flow data was scaled to yield the bulk
axial velocity in the annulus <Us>. To account for the additional swirling velocity component
in the annulus, which does not exist in turbulent channel- or pipe flow, the shape of the mean
axial profile was taken as an approximation, scaled to match <Ws> and applied to the (mean)
circumferential velocity component.
7.3 Results
7.3.1 Isothermal Swirling Flow N29S054
This section discusses the isothermal case N29S054 with a central jet velocity of 66m/s and
a geometric swirl number of Sg = 0.54. Figures 7.3–7.8 present comparisons of experimen-
tal LDV data and the present LES simulations. These simulations used a CFL number of
CFL = 0.7 and were run over a period of approximately 3 months of CPU time on one AMD
Opteron core. The statistical data presented here was averaged over a physical time interval of
30ms after the initial transients (≈ 30ms) including approximately 1000 samples. Simulations
over a total physical time of up to 150ms were carried out on coarser grids, but the results
were independent of the increased sampling time.
Figure 7.3 shows the comparison of radial profiles (r normalised by the bluff-body radius Rb)
of the mean axial velocity at different axial positions (x normalised by the bluff-body diameter
D) from LES and LDV. The LES accurately predicts the break-up of the central jet, as can
be seen from the velocity profile for r/Rb → 0 at x/D ≤ 0.6. The comparison of axial velocity
fluctuations from LES and LDV, presented in fig. 7.4, shows a reasonable resolution of the
outer shear layers, identified by the twin-humps at 0.8 < r/Rb < 1.2 and x/D ≤ 0.4, and
only minor discrepancies in the vicinity of the central axis.
Figure 7.5 shows the mean radial velocity data. Apart from x/D = 0.4 and x/D = 2.0, the com-
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puted and measured profiles agree well, considering obvious difficulties to accurately predict
this quantity of much lower magnitude than the two other velocity components. Furthermore,
the LES results at x/D = 2.0 for r → 0 seem to be more realistic than the LDV data, since
the mean radial velocity of an axisymmetric set-up is expected to reduce to zero at the axis
of symmetry. The profiles of the radial velocity fluctuation presented in fig. 7.6 show a good
accordance between experiment and simulation, while some deviations are apparent close to
the central axis, which is the singularity of the cylindrical coordinate system.
In fig. 7.7 the radial profiles of the mean circumferential velocity are plotted and an excellent
agreement of LES and LDV is found. It is interesting to observe that the circumferential mo-
mentum which is solely introduced to the annulus (peak at r/Rb ≈ 1.0 and x/D = 0.2/0.4)
impacts on the whole flow field and results in a plateau of substantial mean circumferential
velocity in the recirculation zone above the bluff-body. At x/D = 0.2, LES predicts the ex-
pected zero mean circumferential velocity on the axis, while the non-zero LDV value is likely a
result of experimental uncertainties. Figure 7.8 compares the circumferential velocity fluctua-
tions. The LES profile agrees reasonably well with the LDV data and the good prediction of
the outer shear layers is considered to be very important for the mixing processes occurring in
non-premixed combustion.
Further analysis of the main flow features of case N29S054, as documented by Al-Abdeli &
Masri [3] yields: The LDV measurements revealed N29S054 to have a primary (upstream) re-
circulation zone (RZ) attributed to the bluff-body and a secondary (downstream) RZ due to
vortex breakdown (VB), which are separated axially by a “collar-like” flow feature of highly
rotating fluid parcels. The upstream recirculation zone in the LES calculation stagnates at
x =25 mm, which corresponds to the location that was observed in the experiment. In the
LES, the upstream RZ can be subdivided radially into an inner (3 mm < r < 7 mm) and an
outer (12 mm < r < 22 mm) RZ, which can similarly be observed in the vector plots from
LDV [3]. The LES captures VB and downstream recirculation, with a downstream RZ between
50 mm < x < 110 mm and a maximum width of 16 mm, which corresponds to the experimen-
tally found values. Despite this exact match of position and size of the RZ, the peak value of
the negative axial velocity is lower (-3m/s compared to -6m/s) and slightly shifted upstream
(x ≈ 80 mm, compared to x ≈ 85 mm from LDV). The LES predicts the “collar-like” fluid struc-
ture mentioned by the experimentalists with a peak circumferential velocity of Wmax = 26m/s
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at r = 16 mm and x = 42 mm, which corresponds to the peak value at x/D=0.8 in fig. 7.7. This
result is in excellent agreement with the LDV data, as well as the resulting maximum rotation
rate 259s−1 (LDV 265s−1). Additionally, the LES predicts jet precession, which can be seen in
animated visualisations of e.g. the instantaneous mixture fraction [170]. Further comparisons
of the Reynolds shear stresses (not shown) and an estimation of the resolved contribution to
the turbulent kinetic energy (fig. 7.30) give further evidence of the good accordance between
LES and experimental data.
Overall, a good quantitative agreement between experiments and LES has been found for the
isothermal case N29S054. The results of this isothermal study confirm the ability of LES to
predict VB, downstream recirculation and precessing behaviour and are taken as a sound basis
for the LES of the flame series.
7.3.2 Swirling Methane Flame SM1
The methane flame SM1 has a jet velocity of 32.7m/s and a swirl number of 0.5. The velocity
field of SM1 exhibits features similar to N29S054 – two RZs and a “collar-like” structure – and
therefore forms a benchmark test for LES to predict these features in the presence of combus-
tion. The LES results shown here are taken from statistics well away from initial transients
and comprise a number of samples similar to the statistics of N29S054.
Figure 7.9 shows the comparison of the mean axial velocity from LES and LDV. The LES
captures the upstream RZ, as indicated by the negative axial velocities at x/D = 0.136 and
x/D = 0.4. The downstream stagnation region is captured as well, as can be observed from the
zero axial velocity for r/Rb → 0 and 1.4 ≤ x/D ≤ 2.0, before the axial velocity at the central
axis becomes positive again for x/D = 2.5.
The axial velocity fluctuations are shown in fig. 7.10. The LES successfully predicts the position
of the outer shear layers (0.8 < r/Rb < 1.3 at x/D = 0.136 / 0.4), while the inner shear layer
(r/Rb → 0 at x/D = 0.136) is slightly shifted towards lower radii in the LES. The simulation
captures the radial inward movement and decreasing magnitude of the two outer shear layer
peaks with downstream distance (x/D = 0.136 / 0.4 / 0.8). At x/D = 1.4 and 0.4 < r/Rb < 0.9
the LDV data shows a local minimum of the axial fluctuations, whereas LES predicts a local
peak. The analysis of animated visualisations from the LES indicates that this peak is a result
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of the interaction of the unsteady central jet with the swirling annulus stream. Figure 7.30
reveals that this location also corresponds to the only part of the flame region, where less than
86% of the turbulent kinetic energy were resolved.
The comparison of the mean circumferential velocity is shown in fig. 7.11. LDV and LES gener-
ally compare very well, apart from the nozzle region where the level of swirl is over-predicted.
Figure 7.12 shows the comparison of the circumferential velocity fluctuations. Here, trends
consistent with the axial velocity fluctuations (fig. 7.10) can be observed, as the shear layers
in the upstream region (x/D = 0.136 / 0.4) are captured, while the complex interaction of the
streams issuing from the central jet and the swirling annulus combined with chemical reactions
results in some notable discrepancies at x/D = 0.8 and 1.4.
The comparison of the mean mixture fraction is shown in fig. 7.13 and the LES predictions
are in reasonable quantitative agreement with experimental evidence. It is noted here, that
the accurate prediction of the sharp axial gradient (0.2 ≤ x/D ≤ 1.1) of the peak mean mix-
ture fraction of flame SM1 relies on a high grid resolution and a lower resolution may result
in serious over-predictions of this peak value [69]. Figure 7.14 shows the comparison of the
mixture fraction RMS and interestingly the overestimated velocity fluctuations (x/D = 1.4) do
not show in the mixture fraction fluctuations at x/D = 1.5.
The mean temperature is shown in fig. 7.15. At x/D = 0.2 temperature is clearly over-predicted,
which is a direct result of the slight under-prediction of the mean mixture fraction (fig. 7.13)
and the strong non-linear coupling of T˜ and f˜ . Further downstream, the accordance of LES
and experiment is better, allowing for a better temperature prediction.
Further comparisons of LES and the data by Kalt et al. [63] reveal that the LES captured
both the RZs that were found experimentally. The measurements found the upstream RZ to
stagnate at about 43 mm downstream of the bluff-body face and the secondary downstream RZ
to extend from x = 65 mm to 110 mm [63]. The secondary RZ is centred around x = 85 mm
and forms a VB bubble on the geometric centreline. A collar-like flow feature is observed at
about 60 mm downstream of the burner face. Quantitative analysis of the LES data shows that
the predictions lie within 20 % of these experimental findings. Furthermore, the measurements
revealed an irregular motion of the central jet over a broad range of frequencies [2], which was
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also observed in animated visualisations from the LES of SM1 [170].
Overall, the LES of SM1 yields a good qualitative agreement with experimental observations,
while some quantitative discrepancies are apparent. Due to the high sensitivity of the chemical
state to an accurate prediction of the mixing field, precise predictions of the chemical species
could not be achieved.
7.3.3 Swirling Methane-Hydrogen Flame SMH1
Flame SMH1 has a CH4/H2-fuel (1:1 by volume) jet with a bulk velocity of 141m/s and a
swirl number of 0.32. The LDV measurements by Al-Abdeli & Masri [4] revealed that flame
SMH1 – despite its relatively low swirl number – features two RZs. Figures 7.16–7.19 show
the comparisons of LDV measurements and LES predictions obtained on the same grid that
was used for the isothermal case N29S054 and flame SM1. The transient development of flame
SMH1 for different grid resolutions was investigated for up to 6 months of CPU time and it
was concluded that fine grid data taken from a physical time interval of 40ms < t < 60ms,
including approximately 1000 samples, were required for accurate statistics.
The comparison of the mean axial velocity at different axial locations is shown in fig. 7.16.
The agreement between LES and LDV is acceptable at the first four axial locations and the
upstream RZ is captured. However, the prediction shows several discrepancies on the centre-
line, especially at x/D = 2.5 and 3.5, where the simulation fails to capture the downstream VB
bubble observed in the experiment. It is noted that the velocity field in the upstream jet region
is unknown due to a limitation of the LDV set-up [4], which additionally complicates the LES
prediction. Figure 7.17 shows the axial velocity fluctuations and a reasonable accordance of
LES and LDV can be observed.
The radial profiles of the mean circumferential velocity presented in fig. 7.18 show a good agree-
ment with LDV measurements. Only the over-predicted velocity for r/Rb → 0 at x/D = 2.5
points to the missing recirculation bubble as the strongly swirled flow is deflected in radial
direction. Figure 7.19 compares the circumferential velocity fluctuations and acceptable agree-
ment was achieved.
The mean mixture fraction profiles are compared in fig. 7.20. The LES accurately calculates
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the decreasing peaks of the central fuel jet on the centreline with downstream distance, while
difficulties to capture the mixing field above the bluff-body (0.2≤ r/Rb ≤ 1.1 at x/D = 0.2 /
0.8 / 1.1) are apparent. The comparison of the mixture fraction RMS is shown in fig. 7.21. The
mixture fraction RMS shows steep gradients near the central jet at x/D = 0.2, which may result
from the interaction of the jet with the upstream RZ and which is captured by the LES. Overall,
the mixture fraction RMS is in reasonable agreement with experimental evidence. However,
when comparing mixture fraction profiles, one must bear in mind that the temperature, density
and hence momentum are sensitive non-linear functions of the mixture fraction. For example a
deviation of the predicted mixture fraction of only 0.05 on the (steep) lean side of the mixture
fraction-density relationship can cause a density error in excess of 500%. This sensitivity is
a significant conceptual problem of the mixture fraction approach that becomes very obvious
in fig. 7.22, which shows the mean temperature. The upstream temperature predictions show
some large discrepancies from the experimental data, and especially at x/D = 0.8 and 1.1,
the simulation fails to capture the correct temperature profile. The downstream temperature
predictions compare well with experimental data.
Figure 7.2 (left) shows a volume-rendered visualisation of OH-chemiluminescence from the LES
of flame SMH1. A visual comparison of the flame luminescence from LES and experiments [108]
shows a good qualitative agreement for the upstream flame region, where flame necking is
captured by the LES. Further downstream, the predicted LES flame is thin and long, whereas
the experimental photograph (not shown) shows a stronger radial spread, possibly resulting
from VB. The overall agreement between the LES predictions and experimental measurements
for flame SMH1 is found to be reasonable, considering the complex interaction of a bluff-
body, a high-momentum axial jet and a low-swirl annular flow. It is noted that the low swirl
number (0.32) and the high axial velocity of the fuel jet (141m/s) result in a very sensitive VB
behaviour and render flame SMH1 a difficult test case for the validation of combustion LES.
Figure 7.30 shows that the overall amount of resolved turbulent kinetic energy of flame SMH1
is high, but it is possible that the regions close to the jet, where less than 84% of the kinetic
energy are resolved, negatively affect the predictions. An even higher resolution, inclusion of
compressibility effects, as well as a chemistry model that is less sensitive to minor deviations
in the prediction of mixing may help to improve future predictions of flame SMH1.
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7.3.4 Swirling Methane-Hydrogen Flame SMH2
Flame SMH2 has the same fuel mixture and the same jet velocity as SMH1 (CH4/H2, 141 m/s),
but a higher swirl number of 0.54. The flow field of this flame was experimentally studied by
Al-Abdeli & Masri [4] and it was found to exhibit only one (upstream) RZ, despite its higher
swirl number compared to SMH1. This was explained by the relatively low mass flow from the
annulus, as the axial velocity Us of the swirling air was only 29.7m/s, compared to 42.8m/s
for case SMH1 [4]. However, the experimentalists also found the central jet of flame SMH2 to
precess strongly [2].
Figures 7.23–7.29 show the comparison of mean and fluctuating quantities from LES and ex-
periments. For the LES of SMH2 the same grid and computational domain as for flame SMH1
(section 7.3.3) was used, and sampling was also comparable to the statistics for SMH1.
Figure 7.23 shows the experimental data and LES for the mean axial velocity. LES yields
reasonable predictions upstream away from the central axis and downstream along the entire
radius. However, the calculation does not capture precession of the fuel jet, which can be seen
in the deviations for r/Rb → 0 at x/D = 0.8, 1.2 and 1.7, indicating a dominating central
jet. Unfortunately, limitations of the LDV set-up resulting in missing experimental data in
the upstream nozzle region do not allow for an assessment of the upstream jet behaviour. The
fluctuations of the axial velocity are shown in fig. 7.24. At x/D = 0.2 a trend consistent with
the mean axial velocities is apparent. The LES predicts very high fluctuations near the fuel jet
and a sharp gradient to very low turbulence levels in the bluff-body region, again representing
a dominating central jet. Further downstream the agreement between LDV and LES is good.
Figure 7.25 shows the comparison of mean circumferential velocities. At x/D = 0.2, while the
LES profile is overall quite close to the LDV result, the over-prediction of the peak value around
r/Rb = 0.15 and the sharp decline for r/Rb → 0 indicate similar discrepancies as the axial
profiles. Analysis of animated visualisations shows that circumferential momentum accumu-
lates in the vicinity of the jet, but does not trigger jet precession, as can also be seen from the
LHS peak of the mean circumferential velocity at x/D = 0.8 in fig. 7.25. The circumferential
velocity fluctuations are shown in fig. 7.26. Again, the LES results do not show the correct
trend close to the central jet at x/D = 0.2 and 0.8, but better predictions of the annular flow
and downstream are obtained.
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The comparison of the mean mixture fraction is shown in fig. 7.27. The mixture fraction results
are consistent with the velocity data and show a dominance of the central jet resulting in an
over-prediction of f˜ for r = 0 at all downstream locations. The low mixture fraction results
from LES at x/D = 0.2 for 0.2 < r/Rb < 1.0 are probably a direct result of the lack of jet
precession, which would have led to a redistribution of fuel from the jet to the upstream RZ.
Figure 7.28 shows the mixture fraction fluctuation and the downstream agreement of LES and
experiment is generally better than upstream. The mean temperature is shown in fig. 7.29.
Deviations of the temperature field are a direct result of imprecise mixture fraction predictions
and hence the agreement is only good where the mixing field was predicted well.
Comparison of the 3D-rendering of OH-chemiluminescence in SMH2 (fig. 7.2, right panel) to the
photographs in [4] shows a good qualitative agreement, with a weakly necking flame. However,
animated visualisations confirm that the LES does not capture precession of the central jet,
which is also reflected in the above discussion of the first and second moments. Interestingly,
the LES predicts a puffing motion of flame SMH2, which is similar to the experimental findings
for flame SMH3 of the flame series [6].
The overall comparison between LES and experiments for flame SMH2 is not satisfactory. LES
captures the upstream RZ, the length of which is consistent with experimental measurements.
Concurrently, jet precession which seems to dominate the flame structure is not captured,
resulting in some strong deviations. Figure 7.30 shows that there are noticeable flow regions
where less than 80% of the turbulent kinetic energy are resolved, demonstrating the relatively
challenging character of the SMH2 flame. Similarly to flame SMH1, simulations of SMH2 could
be improved by further grid refinement and more information on the turbulent inflow in the
central jet region.
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7.4 Conclusions
This chapter presented the LES of non-premixed turbulent flames stabilised on the Sydney
swirl burner. This burner has been a target of the TNF workshop series [175], where the chal-
lenging character of these flames has already been established.
The LES approach was tested by simulating a non-reacting case with moderate swirl, and the
LES successfully predicted the RZs, the VB bubble and the jet precession observed in the
experiments. Furthermore, the first and second moments of the calculated velocities agreed
well with the experimental values. Preceding studies [171, 172] investigated the effects of grid-
resolution, domain size, inflow-boundary conditions and sampling time and support the results
presented here. It was estimated that in the non-reactive case, less than 10% of the total
turbulent kinetic energy were contributed by the SGS model.
In the main part of this work on the Sydney swirl flames, three different flames of the series
have been simulated. The methane flame SM1 and the high speed hydrogen-methane flames
SMH1 and SMH2 feature a challenging combination of RZs from the bluff-body and from VB,
and even jet precession and precessing vortex cores are encountered. The three flames have
very different properties, and the SMH flames were found much harder to predict than SM1.
For flame SM1 both the upstream RZ and the downstream VB bubble were captured by the
LES, and good predictions were achieved for the mean velocities, velocity fluctuations and
mixture fraction statistics. However, the temperatures obtained from LES suffer from error
propagation due to the relatively small deviations in mixture fraction, as temperature depends
on mixture fraction in a highly non-linear way. This problem is similarly dramatic for the
high speed methane-hydrogen SMH flames, where the temperature can drop from the adia-
batic flame temperature to ambient if the mixture fraction is under-predicted by 0.05 only
(fst = 0.05). The LES results obtained for SMH1 and SMH2 are less good than the data
for SM1, although extensive and time-consuming parameter studies have been performed to
understand the relatively poor predictions. Even though the sensitivity of the LES results
to grid resolution, domain size, inflow boundary conditions, variations of Schmidt number and
Germano parameter, statistical sampling and other parameters has been tested, the predictions
of the SMH flames could not be improved. A direct comparison of the present LES data with
LES simulations obtained independently by a different research group using a different LES
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program [69] revealed similar issues. Parts of the difficulties with the SMH flames resulted from
the lack of experimental velocity data close to the nozzle, so that the validity of the inflow-data
could not be checked. Furthermore, the complex interaction of various RZs with the high mo-
mentum fuel jet renders these flames very challenging and sensitive test cases. For the SMH
flames, further work is needed to improve the predictions, and additional and more detailed
experiments – in particular on turbulent inflow conditions – would help to obtain much deeper
insights.
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Figure 7.1: Schematic diagram of the Sydney swirl burner [3]
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Figure 7.2: Flames SMH1 (left) and SMH2 (right): 3D rendering visualisation of
OH-chemiluminescence. Corresponding snapshots from the experiments [108] can
be found at www.aeromech.usyd.edu/thermofluids/main frame.htm in the swirling
flames database.
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Figure 7.3: N29S054: Mean axial velocity U [m/s]
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Figure 7.4: N29S054: Axial velocity fluctuation u′ [m/s]
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Figure 7.5: N29S054: Mean radial velocity V [m/s]
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Figure 7.6: N29S054: Radial velocity fluctuation v′ [m/s]
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Figure 7.7: N29S054: Mean circumferential velocity W [m/s]
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Figure 7.8: N29S054: Circumferential velocity fluctuation w′ [m/s]
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Figure 7.9: Flame SM1: Mean axial velocity U [m/s]
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Figure 7.10: Flame SM1: Axial velocity fluctuation u′ [m/s]
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Figure 7.11: Flame SM1: Mean circumferential velocity W [m/s]
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Figure 7.12: Flame SM1: Circumferential velocity fluctuation w′ [m/s]
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Figure 7.13: Flame SM1: Mean mixture fraction F
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Figure 7.14: Flame SM1: Mixture fraction fluctuation f ′
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Figure 7.15: Flame SM1: Mean temperature T [K]
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Figure 7.16: Flame SMH1: Mean axial velocity U [m/s]
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Figure 7.17: Flame SMH1: Axial velocity fluctuation u′ [m/s]
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Figure 7.18: Flame SMH1: Mean circumferential velocity W [m/s]
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Figure 7.19: Flame SMH1: Circumferential velocity fluctuation w′ [m/s]
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Figure 7.20: Flame SMH1: Mean mixture fraction F
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Figure 7.21: Flame SMH1: Mixture fraction fluctuation f ′
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Figure 7.22: Flame SMH1: Mean temperature T [K]
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Figure 7.23: Flame SMH2: Mean axial velocity U [m/s]
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Figure 7.24: Flame SMH2: Axial velocity fluctuation u′ [m/s]
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Figure 7.25: Flame SMH2: Mean circumferential velocity W [m/s]
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Figure 7.26: Flame SMH2: Circumferential velocity fluctuation w′ [m/s]
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Figure 7.27: Flame SMH2: Mean mixture fraction F
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Figure 7.28: Flame SMH2: Mixture fraction fluctuation f ′
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Figure 7.29: Flame SMH2: Mean temperature T [K]
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Figure 7.30: Resolved contribution to the turbulent kinetic energy as estimated [67] from
the model by Deardorff [31]. The left half of each panel shows the original grid resolution,
while the right half was smoothed by a Gaussian filter function. The black lines delimit
regions where less than the noted amount of kinetic energy is resolved.
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Chapter 8
LES of Turbulent Opposed Jet
Flows and Flames
This chapter reports on the LES of turbulent opposed jet (TOJ) flows and flames carried out
in the present work. Section 8.1 gives an introduction to the set-up by explaining the burner
geometry (section 8.1.1) and summarising previous experimental and numerical investigations
of opposed nozzle flows (section 8.1.2). Section 8.1.3 gives a summary of the experimental stud-
ies used for comparison with the present LES. Section 8.2 provides details on the numerical
modelling regarding the computational domains used for LES along with their boundary con-
ditions. The sensitivity of the LES results to various parameters has been assessed and results
from these parametric studies are reported in section 8.2.2. In section 8.3 the LES results are
presented, before conclusions drawn from the present investigation are given in section 8.4.
8.1 Experimental Set-up
8.1.1 Burner Set-ups
A schematic of the experimental geometry is presented in fig. 8.1. It consists of two identical
nozzles in a vertical opposed jet configuration. Each nozzle contains an upstream flow straight-
ening section of cross-sectional area Astr which is followed by a contraction section leading to
a straight nozzle exit pipe of diameter Anoz. The shape of the contraction section follows a
fifth order polynomial and the contraction area ratio Astr/Anoz = 9.0 results in a nozzle exit
diameter D of 25 mm. To study the effect of the distance between the two nozzles on the flow
field and combustion this nozzle separation H may be varied by axially translating the bottom
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nozzle. For the study of turbulent flows, perforated plates (turbulence generating plates, TGPs)
of 42% solidity with holes of 4 mm in diameter are placed 55 mm upstream of the nozzle exit
plane to support the development of small scale turbulence. Four separate rotameters allow
for the variation of the mixture to study isothermal flow, non-premixed, partially-premixed
or fully premixed combustion. The set-up and dimensions shown in fig. 8.1 apply to the test
rig which has been studied by Whitelaw, Lindstedt and co-workers at Imperial College. A
comparable test rig with a nozzle diameter D and nozzle separation H both equal to 30mm
has been developed and investigated by Geyer, Dreizler, Janicka and co-workers at Darmstadt
University, Germany, and has recently become available at Imperial College as well [51].
The opposed nozzle geometry offers the advantage of geometrical simplicity and a planar flame
shape. The orientation of the flame brush is orthogonal to the jet axis and the set-up can easily
be accessed by non-intrusive laser diagnostics, as well as alternative measurement techniques
(e.g. thermocouples, hot wire anemometry, etc.). The aerodynamic flame stabilisation inherent
in the opposed jet set-up avoids the effect of heat losses to a cold surface, which may occur with
flame holders. A limiting factor for the study of turbulence in opposed jet geometries is the
moderate Reynolds number (5,000 ≤ Re ≤ 15,000) that can be achieved before flame blow-off,
which is at the lower end of the technical spectrum.
The present LES investigation focused on the earlier burner configuration of Imperial College
studied by Lindstedt et al. [99, 100], which is called Burner 1 in the following. However, the
PIV data used to analyse the in-nozzle flow field measured by Bo¨hm [14] and Geipel [50] was
taken on the Darmstadt geometry, which will be referred to as Burner 2. For the detailed
analysis of the turbulence levels between the TOJ nozzles, LDV results by Mastorakos [109]
obtained on a slightly different opposed jet set-up (Burner 3 ) were also considered. Table 8.1
summarises the commonalities and differences of the three burner configurations.
Geometrical Parameter Unit Burner 1 Burner 2 Burner 3
nozzle diameter D [mm] 25 30 25.4
nozzle separation H [mm] 25 30 20
distance TGP - nozzle exit [mm] 55 50 55
distance between TGPs L [mm] 135 130 130
TGP hole diameter d [mm] 4 4 4
TGP solidity ratio [%] 42 45 45
Table 8.1: TOJ: Characteristics of the burner geometries
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8.1.2 Summary of Previous Investigations
The opposed nozzle set-up has been the subject of numerous experimental and computational
studies of both laminar and turbulent flows, as well as non-premixed and premixed combus-
tion. As a result, a vast amount of literature regarding various opposed nozzle flows has been
accumulated. This section is based on earlier reviews of the Imperial College group [99, 103]
and summarises previous work as relevant for the present investigation. These studies can be
categorised into experimental studies of the velocity and strain rate characteristics, experiments
on flame structure and extinction, as well as numerical simulations.
8.1.2.1 Velocity and Strain Rate Characteristics
Experimental investigations of the velocity and strain rate characteristics of opposed flows
were performed by Rolon et al. [145], Kostiuk et al. [94], Stan & Johnson [169], Korusoy &
Whitelaw [91], Lindstedt et al. [99] and others. Rolon et al. [145] used LDV to study laminar
opposed jets of air and demonstrated that the axial and radial velocity gradients were constant
at the axis and the stagnation plane. Kostiuk et al. [94] used perforated plates placed upstream
of the nozzle exits to study turbulent opposed flows and reported similar LDV results for the
mean turbulent quantities. The bulk strain rate was found to increase with decreasing nozzle
separation and a small difference of the axial momentum between the two nozzles yielded a shift
of the mean location of the stagnation point from the geometrical mid-point. Furthermore, the
axial and radial fluctuating components decayed with distance from the nozzles before peaking
at the stagnation region and a mechanism for turbulence production based on vortex stretching
due to the normal velocity gradient along the axis was proposed. Stan and Johnson [169]
performed both LDV and PIV in horizontally aligned opposed jets of water, along with RANS
computations of the same configuration. They found an increase of the turbulence intensity at
the stagnation plane as a result of the highly unsteady motion of the jet impingement region.
Korusoy and Whitelaw [91] used static-pressure probes, hot wire and LDV to study opposed
isothermal jets and premixed flames at small nozzle separations. The investigation showed that
the radial profile of the axial velocity at the nozzle exit becomes increasingly non-uniform at
small nozzle separations, with a minimum at the axis and a maximum at the nozzle rim. This
velocity peak at the nozzle exit for r = D/2 leads to a peak of the strain rate at the stagnation
plane, eventually resulting in local extinction of a premixed flame, which can be observed as
a dark ring. Further results comprise an increase of the static pressure and the radial velocity
for r > D/2 at the stagnation plane with smaller nozzle separations and a low frequency
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movement of the impingement region for separations exceeding the nozzle diameter. Lindstedt
et al. [99] studied isothermal, turbulent opposed flows with respect to their velocity and strain
rate characteristics using PIV and RANS simulations with different turbulence models. They
measured velocity and strain rate fields as a function of both the bulk axial inlet velocity
and the nozzle separation and derived probability density functions for these quantities. The
experimental results were compared to simulation data using eddy viscosity modelling and
comprehensive second moment closure. The isothermal PIV data of Lindstedt et al. [99] was
used for comparison with the present LES, cf. section 8.1.3.
8.1.2.2 Flame Structure and Extinction Behaviour
Experimental studies on the structure and extinction behaviour of turbulent opposed jet flames
have been carried out by a number of researchers and a brief summary follows.
Kostiuk et al. [95] studied the behaviour of turbulent premixed twin propane flames close to
extinction using LDV and reported that the two flame brushes moved towards each other to
merge and eventually extinguish for increasing bulk inlet velocities. In a later publication,
Kostiuk et al. [96] used sheet laser tomography to examine the spatial structure of premixed
counterflow flames, which were forced towards extinction and reported mean scalar profiles and
PDFs of flame crossing angles and flame curvature. Mastorakos [109] studied various modes
of combustion ranging from non-premixed, partially-premixed to fully premixed on the op-
posed jet geometry using LDV, fine-wire thermocouples and aspiration-probe. Mastorakos et
al. [110] provided extinction and temperature characteristics of partially-premixed counterflow
flames and studied the scalar dissipation rate of non-premixed opposed jet flames at extinc-
tion [111]. The same authors studied the extinction characteristics of counterflow flames with
reactants diluted by hot products [112]. Acoustically forced flows and counterflow flames were
studied by Sardi et al. [154, 155] and the same group also provided measurements of scalar
dissipation rate statistics, as relevant for the modelling of non-premixed flames [153]. Korusoy
and Whitelaw [92] confirmed the extinction behaviour reported by Kostiuk et al. [95] for pre-
mixed methane flames as result of higher bulk velocities, smaller nozzle separations and smaller
equivalence ratios. For large nozzle separations (H > 2D) the axial position of the twin flames
changed intermittently by up to half a nozzle diameter, which had already been observed by
Mounaim-Rousselle & Go¨kalp [117], who used a coflow of air to reduce the amplitude of the
flame motion.
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Luff et al. [103] used hot wire velocimetry, thermocouples, digital photography and high speed
videos to study the extinction properties of premixed twin flames of methane, propane and
ethylene by varying the inlet bulk velocity, the nozzle separation and the equivalence ratio.
Merging of twin brush flames for increased bulk velocities and decreased nozzle separations
and equivalence ratios was observed for all three fuels. In a later paper, the group of Lindstedt
et al. [100] studied lean premixed opposed jet flames using PIV and thermocouples and com-
pared the experimental data to RANS simulations using eddy viscosity and second moment
closures. The authors provided accurate velocity and scalar statistics along the burner axis and
the stagnation point streamline, which were used for comparison with the LES of this work,
cf. section 8.1.3. The Raman/Rayleigh experiments in non-premixed opposed jet flames by
Geyer [53] resulted in statistical moments of velocities and reacting scalars, along with mix-
ture fraction and scalar dissipation rate statistics [54]. Joint probability density and structure
functions were derived as well [55]. Bo¨hm [14] extended the work of Geyer using PIV and
simultaneous PIV/PLIF. The author also provided detailed measurements of the TOJ inflow
by carrying out PIV using a glass nozzle, which is explained in section 8.1.3.2.
8.1.2.3 Numerical Simulations
A number of numerical RANS studies of turbulent stagnation point flows, often impinging onto
surfaces, have been published by Chou et al. [26], Craft et al. [29], Dianat et al. [35], Korusoy
& Whitelaw [93], Lindstedt & Vaos [101, 102] and others. Generally, mean quantities were
predicted more accurately than fluctuating components and Reynolds stress turbulence models
yielded better results than eddy viscosity approaches. Difficulties for the numerical simula-
tions ranged from boundary conditions, over effects of jet asymmetries to the role of large scale
temporal instabilities for turbulence statistics. Eckstein et al. [40] used one-dimensional Monte-
Carlo simulations to analyse scalar mixing in turbulent opposed jets and found the agreement
of their results with experimental evidence to vary strongly with the different data sets chosen
for comparison.
Chakravarthy & Menon [24] carried out LEM-LES of premixed stagnation points flames sta-
bilised by a wall using an infinitely thin flame approximation. They demonstrated the capability
of LEM-LES to capture premixed combustion in both the wrinkled and the corrugated flamelet
regime. The – to the author’s knowledge – sole application of LES to opposed jet flames was
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carried out by Kempf et al. [66, 70], who simulated the non-premixed flames experimentally
investigated by Mastorakos [109] and Geyer et al. [54, 55]. The comparison of state-of-the-art
laser diagnostics with highly-resolved LES established the opposed jet set-up as an interesting
target for combustion LES. The present investigation studies the isothermal TOJ in great detail
and extends the LES of opposed jet flows to premixed combustion.
8.1.3 Experimental Data for Comparison with the present LES
This section summarises the experimental investigations which were used for comparison with
the present LES. In section 8.1.3.1 experiments which focused on the burner region between
the TOJ nozzles are listed. Since for the LES of TOJ flames the flow field inside the nozzles is
of critical importance, section 8.1.3.2 describes PIV measurements inside a glass nozzle, which
have been carried in the context of the present LES. Table 8.2 provides an overview of the
experimental investigations which were used for comparison with LES. The keys provided in
first column of table 8.2 will be used in the results section to refer to the experimental data
sets. Within the keys, “PIV” and “LDV” denote the measurement technique, which is followed
by the number of the burner geometry (cf. table 8.1) used in the experiment. “ISO” and
“PRM” denote isothermal and premixed measurements and the final letters “A”,“B” and “C”
distinguish different measurements of the same burner geometry.
Key Chemical Experimental TOJ Reference
State Technique Region
PIV1(-ISO) isothermal PIV between nozzles Lindstedt et al. [99]
PIV1(-PRM) CH4/air, φ=0.8 PIV between nozzles Lindstedt et al. [100]
PIV2-A isothermal PIV glass nozzle Bo¨hm [14]
PIV2-B isothermal PIV glass nozzle Geipel [50]
PIV2-C isothermal PIV between nozzles Geipel [51]
PIV2-C CH4/air, φ=0.8 PIV between nozzles Geipel [51]
LDV3-A isothermal LDV between nozzles Mastorakos [109], fig. 3.2.7
LDV3-B isothermal LDV between nozzles Mastorakos [109], fig. 3.2.9
Table 8.2: TOJ: Experimental data for comparison with the present LES
8.1.3.1 Measurements between the Nozzles
The isothermal PIV study of burner 1 by Lindstedt et al. [99] was already summarised in
section 8.1.2.1 and their data was used as a first reference for the isothermal flow field between
the TOJ nozzles. In a later publication [100] the same authors provided velocity and scalar data
from PIV for premixed TOJ flames stabilised on the same burner, which served as a reference for
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the reacting LES calculations. Recent results by Geipel [51] obtained for burner 2 supported the
experimental findings of Lindstedt et al. for the isothermal flow field and provided additional
scalar data for the premixed case. An additional data set for the isothermal flow between
the nozzles was obtained by Mastorakos [109] using LDV on burner 3 and differences to the
available PIV results are discussed in section 8.3.1.1.
8.1.3.2 Glass Nozzle Measurements
Since the detailed knowledge of turbulent inflow conditions is vital for LES, PIV of the isother-
mal flow field inside the nozzles was performed by Bo¨hm [14] in collaboration with the author.
The measurements were carried out on burner 2 and the results were taken as a close approxi-
mation of the in-nozzle flow field of burner 1 studied in the LES, for which no such experiments
were available. Similar PIV glass nozzle measurements were carried out for the same burner
by Geipel [50] and used as a second reference data set for the present LES. The following
paragraphs provide the most important details on the glass nozzle measurements, while a more
elaborate discussion can be found in [14].
For the PIV by Bo¨hm [14] (PIV2-A of table 8.2), the original steel nozzle was replaced by a glass
nozzle of equivalent dimensions to optically access the in-nozzle flow field. The PIV system used
a double pulse frequency doubled Nd:YAG laser (New Wave) to measure two components of the
instantaneous velocity fields. The laser beam was formed into a light sheet to illuminate planar
regions of the flow field intersecting with the centreline of the burner. The pulse separation
was set to 25-50µs depending on Reynolds number and flow region of interest. The light sheet
thickness in the probe volume was set to approximately 600µm. A frame-transfer CCD (PCO,
1376x1040 pixels) was used for recording. Oil droplets with a mean diameter of 1µm were
used to seed the flow. PIV data processing was performed on a regular grid with interrogation
areas consisting of 32x32 pixels using a Matlab based code, as described in [15]. Approximately
1000 images were recorded per measuring plane. A calibration grid placed in the measuring
plane was used for dewarping and the spatial resolution for the calibration was 600µm. As
the range of velocities was too large to be captured by a single PIV set-up, the experiment
was optimised to measure the larger velocities at the TGPs. In a post-processing step, a set of
signal-to-noise- as well as peak-height-filters was applied to reject spurious vectors, especially
those in the near zero velocity regime between the holes and in regions of large scattered light
interferences. Velocity statistics were calculated only for interrogation areas where more than
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70 % of the vectors were validated by the PIV post-processing algorithm.
For the PIV by Geipel [50] (PIV2-B of table 8.2) a 120mJ double pulse Nd:YAG laser (New
Wave Solo PIV) was used and the light sheet was viewed by a 12bit, cooled CCD camera with
1376x1040 pixels, fitted with a 50mm Nikon lens. Silicon oil droplets were generated by a Palas
AGF 10.0 aerosol generator and introduced to the upstream region of the burner. Velocity vec-
tors were derived from double frame pixel PIV images using the multi-pass cross correlation
algorithm with interrogation window shifting and deformation provided by the DaVis 7.0 soft-
ware. PIV2-B also focused on the peak velocities of the nozzle flow and the pulse separation
was adjusted between 10 and 30µs depending on the bulk flow velocity.
As can be seen from the above paragraphs, the two independent glass nozzle PIV measurements
were carried out under similar conditions and using similar experimental equipment. However,
while the results from the two studies are similar in the intermediate nozzle region, noticeable
deviations can be observed in the vicinity of the TGPs, as will be discussed in section 8.3.2.1.
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8.2 Numerical Modelling
The present simulations of turbulent opposed jet flows and flames were carried out with the
PSIPHI code, the numerical details of which are described in chapter 6. The models used for
premixed combustion are explained in chapters 4.2.2 (FSD-LES) and 5 (LEM-LES). The TOJ
set-up was geometrically modelled using two computational domains of different complexity,
which are presented in section 8.2.1 along with their respective boundary conditions. Since the
simulation results were found sensitive to a number of inflow and other numerical parameters,
the influence of each of these parameters was assessed and major trends are presented in
section 8.2.2.
8.2.1 Computational Domains and Boundary Conditions
Previous numerical studies of stagnation point flows have used varying computational domains.
Many researchers focused on stagnation point flow impinging on a solid wall [19, 20, 24].
Similarly, the opposed jet problem was often approximated as fully symmetrical about the
stagnation plane and a domain spanning from the nozzle exit to the symmetry plane was
used [99, 100]. In this work, two different computational domains have been employed to
model the opposed jet geometry. Since LES recognises turbulent flow as a three-dimensional
problem, no use of symmetry conditions can be made. Instead, a compact domain ranging
axially between the two nozzle exits and radially over the nozzle exit cross section was used
for a preliminary analysis of the profiles along the burner axis. To improve the geometrical
representation and to study the TOJ flow in detail, an extended domain spanning axially
between the TGPs and radially well beyond the nozzle rim was used for the majority of the
simulations. Section 8.2.1.1 describes the compact geometry, while section 8.2.1.2 discusses the
extended computational domain.
8.2.1.1 Compact Domain
The compact computational domain was chosen as the simplest geometrical approximation
of the opposed nozzle set-up which retains the full three-dimensionality of the problem. The
domain ranged between the nozzle exits in x-direction and to a distance corresponding to
the nozzle diameter in the orthogonal directions of the Cartesian coordinate system, result-
ing in overall dimensions of 25x25x25 mm3 for burner 1. Four different equidistant grids of
353, 503, 753 and 1003 computational nodes were used to assess the effect of grid resolution. The
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1003 grid was chosen for the final simulations and this number of computational cells resulted
in a uniform grid resolution of ∆x=0.25mm. This resolution is approximately the same as
the highest resolution chosen for the extended domain (∆xext=0.26mm) and is close to the
Kolmogorov length estimated by Geyer [53] (lk ≈ 0.2mm).
At the inlet boundaries (x-direction), transient velocity Dirichlet boundary conditions were
set, while zero-gradient velocity conditions were applied to the outflow boundaries (y- and z-
direction). Negative outflow velocities (i.e. entrainment) were clipped to zero at the outflow
planes to ensure a stable simulation. The pressure was set to ambient at the outflow planes,
while a zero-gradient Neumann condition was set at the inflow plane. For the FSD calcula-
tions, the reaction progress variable was set to zero (unburnt) at the inflow boundaries and
zero-gradient conditions were applied to the outflow planes. Similarly, in LEM-LES the values
of the transported sub-grid scalars (T and YR, cf. chapter 5) at the inflow boundary were set
to “unburnt” and Neumann conditions were applied to the outflow planes.
For the LES using the compact domain, special attention was paid to the inflow velocity
boundary condition. Artificial turbulence fields were generated and superimposed onto the
mean flow velocity to yield transient LES inflow fields according to the procedure described
in chapter 6.4.3. As already mentioned at the end of chapter 6.4.3, the use of a compact
computational domain for the generation of turbulent inflow data may lead to self-repeating
“turbulence” structures during the simulation. As a consequence, asymmetries inherent in
the inflow arrays will not be averaged out in the statistical LES post-processing, but will
be retained in the mean and fluctuating profiles. This issue was addressed by the following
measures. Instead of three inflow turbulence fields for the three velocity components of both
nozzles, a total number of six inflow fields was generated, three for the upper and three for
the lower nozzle. Furthermore, the length of the arrays containing the inflow fields was made
adjustable and the fields were extended to allow for a large number of independent turbulent
inflow structures. This procedure reduced the issue of asymmetrical LES inflow, and for the LES
using the fine 1003 grid, inflow arrays extending up to 50D resulted in reasonably symmetrical
results.
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8.2.1.2 Extended Domain
While the compact computational domain described in section 8.2.1.1 allows for efficient calcu-
lations and a reasonable approximation of the axial flow profiles, the full complexity of the TOJ
flow can only be simulated by including the turbulence generating plates [54, 55]. Therefore, the
extended computational domain comprised both nozzles including the TGPs and ranged over
a length of 2D in the y- and z-direction of the Cartesian coordinate system. For burner 1, this
resulted in dimensions 135x50x50mm3, which were discretised by a fine grid of 512x180x180 ≈
16.5 million cells. Earlier simulations on coarser grids showed trends similar to the 16.5 million
grid, but it was found difficult to resolve the TGP geometry and the in-nozzle flow field with
coarse grids. Only the finest grid resolution allowed for an accurate description of the turbulent
field inside the nozzles and simulation results in good agreement with experimental evidence.
The geometry of the TGPs was approximated in the y-z plane and stored in a two-dimensional
mask array. The mask array stored the relative permeability p (p = 0 : solid, p = 1 : fluid,
0 < p < 1 : semi-permeable) of each CV of the inflow plane. For CVs located at the periphery
of the TGP holes, a weight 0 ≤ w ≤ 1 representing the contribution of the CV to the TGP
hole was calculated. The geometrical representation of the TGP could further be improved
by subdividing the CVs into sub-cells, which allowed for a more accurate representation of
the shear layers between the TGP jets and the surrounding (quiescent) fluid. However, it was
found that smoothing of the sharp edges by applying a low-pass spatial filter was beneficial
to the simulation results. The mask array was therefore smoothed by repeatedly applying a
2D spatial filter. The sensitivity of the results to the number of smoothing iterations was
assessed and is discussed in section 8.2.2. Since spatial filtering resulted in an increase of the
relative permeability of the solid parts of the TGPs in the vicinity of the holes, the spatially
filtered mask array was multiplied by the original array to reset the solid parts to p = 0. The
generation of the TGP geometry is illustrated in fig. 8.2. The left panel of fig. 8.2 shows the
mask array before smoothing. In the central panel of fig. 8.2 the same array after ten filtering
operations is shown, whereas the right panel illustrates the mask array after the solid parts
were reset to p = 0. This final mask array was multiplied by the sum of a mean velocity and
the previously generated artificial turbulence fields to yield the inflow fields. The mean velocity
was chosen such that the bulk velocity at the TGP corresponded to the bulk velocity of the
experiment.
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The role of inflow turbulence for the extended domain differs from its role for the compact
domain. For the compact domain, the inflow fields are required to represent the turbulence
field issuing from the nozzles. This turbulence field results from the interaction and break-up
of the originally laminar jets emanating from the holes in the TGPs, which eventually yields
homogenous turbulent flow at the nozzle exits. On the extended domain, the jet interaction
and break-up process inside the nozzles is included in the calculation. However, since pertuba-
tion free jets issuing from the TGPs do not lead to a realistic break-up process – the laminar
jets prevail too far downstream – jet instability has to be triggered by superimposing velocity
fluctuations onto the mean jet profiles. As will be discussed in section 8.2.2, the turbulence
level and length scale of the fluctuating velocity is of critical importance to the jet break-up
behaviour.
Immersed boundary conditions (cf. chapter 6.4.2) were used to represent the nozzle walls and
the coflow. Momentum was set to zero at the walls to prevent fluid from being transported
through the nozzle wall. While the PIV measurements of burner 1 were carried out without a
coflow, burner 2 used a coflow operating at a velocity UCo of 1/3 of the bulk velocity. Since
the coflowing stream of air improved the stability of the flames both in the experiments and
the numerical simulation, a coflow was used for the LES. The LES coflow was implemented
by using immersed boundary conditions, which set the axial momentum to ρu × UCo and the
momentum in the two other coordinate directions to zero in the coflow region. A discussion of
the impact of the coflow velocity follows in section 8.2.2.
For the premixed twin flames, dilution of the reactant mixture by the surrounding air was
taken into account. This was achieved by solving an additional 3D transport equation for a
mixture fraction f , which was set to one inside the nozzle and to zero in the coflow/ambient
fluid. To avoid diffusive fluxes over the immersed boundaries, the diffusion term of the mixture
fraction equation was set to zero in the vicinity of the walls. The lower flammability limit
for premixed CH4/air combustion (φlim ≈ 0.5) was converted into a mixture fraction value
flim using eq. (2.26). The chemical source term of the premixed combustion model was then
multiplied by a flammability factor corresponding to the mixture fraction for values f > flim
and set to zero for f ≤ flim.
The boundary conditions applied at all other boundaries were identical to the ones used for
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the compact computational domain, as described in section 8.2.1.1. Figure 8.3 illustrates the
two computational domains for the example of an instantaneous snapshot of the axial velocity
field.
8.2.2 Parametric Studies
The results of the present LES of turbulent opposed jet flows and flames were found sensitive
to a number of inflow- and other numerical parameters. Detailed studies of the impact of each
of these parameters have been carried out and major trends are described in the following
sections. A summary of the parametric studies is provided in table 8.3.
Parameter Sensitivity Typical Value Typical Value
Compact Domain Extended Domain
25x25x25mm3 135x50x50mm3
grid resolution med.-high 1x106 cells 16.5x106 cells
∆x=0.25mm ∆x=0.26mm
statistical sampling med.-high ISO: tR ≈ 1.5s, 4,000 samples ISO: tR ≈ 0.5s, 560 samples
PRM: tR ≈ 0.5s, 3,000 samples PRM: tR ≈ 0.5s, 700 samples
convection schemes med. momentum: CDS/UCDS momentum: CDS
scalar: TVD/Splicing scalar: TVD
temporal discretisation untested Euler Runge-Kutta
CFL number low-med. CFL=0.15 CFL=0.5
pressure residual low 0.01 0.01
Smagorinsky constant med. Cs=0.0 Cs=0.0
TGP hole radius high - 1.8mm
TGP mask filtering high - 10 iterations
inflow turbulence level high experimental u′iu
′
i u
′
iu
′
i=0.01m
2/s2
inflow length scale high 2mm 1.5mm
inflow field length med.-high 50D 16D
coflow velocity med. - UCo=0.2m/s
c-eq. diffusion term high ON (D1)/OFF (D0) ON (D1)/OFF (D0)
c-eq. source parameter high D0: β/∆=0.6 D0: β/∆= 0.18
D1: β/∆=0.4 D1: β/∆= 0.10
Table 8.3: TOJ-LES: Parameter sensitivity of the results. The acronyms “ISO” and
“PRM” refer to the isothermal and the premixed case, respectively.
8.2.2.1 Effect of Grid Resolution and Statistical Sampling
The impact of grid resolution on the simulation results was investigated for both the compact
and the extended computational domain. The compact domain allowed for reasonably accu-
rate results for the isothermal velocity profiles along the burner axis on the coarse grid with
353 cells and ∆x=0.71mm already. However, the axial profiles from the FSD-LES calculation
were found sensitive to the grid resolution and were closest to the experimental data for the
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finest grid with 1003 cells and ∆x=0.25mm. For the extended domain it was found difficult
to approximate both the TGP geometry and the complicated flow behaviour inside the nozzles
with coarse grids and results improved considerably with the fine grid, which had 16.5x106 cells
resulting in ∆x=0.26mm.
The influence of statistical sampling of the instantaneous LES fields was examined and results
did not change considerably beyond a calculated real time tR of 0.5 s for most LES calculations.
However, for the isothermal calculations using the compact domain and large inflow fields,
calculated real times tR of up to 1.5 s marginally increased the symmetry of the flow profiles
and were used for the results presented in section 8.3.1.1. Statistical samples were taken after
a short period of initial flow development (≈ 0.07 s) and typically 3,000 to 4,000 samples were
taken from the compact domain, while 560 (isothermal case) and 700 (reacting case) samples
were considered from the extended domain. Flow through times are difficult to calculate for
the TOJ due to its initially decelerating (in x-direction) and subsequently accelerating (in y-
direction) nature and are therefore not given here to assess statistical sampling. The quality of
statistical sampling was, however, ensured by varying the total calculated real time tR, shifting
the sampling window and changing the output frequency for statistical data.
8.2.2.2 Effect of Discretisation and Numerical Parameters
The effect of the discretisation method was investigated for the spatial discretisation of the
convection term. On the compact domain, the convective schemes UDS, CDS, TVD and the
upwind-biased CDS (UCDS) scheme were tested for the convection of momentum using Euler
explicit time integration. As expected, the discretisation schemes containing upwind differenc-
ing (UDS, UCDS & TVD) tended to smooth out turbulent fluctuations, while CDS allowed for
an accurate description of momentum. However, to ensure the boundedness of the scalar, the
TVD scheme had to be used for the progress variable equation. For the extended domain, a
comparison of the velocity fluctuations inside the nozzle from UCDS, 2nd-order CDS and 4th-
order CDS was carried out, with the (pure) CDS schemes outperforming the upwind-biased
scheme and only small differences between 2nd- and 4th-order CDS discretisation. The LES of
the extended domain were carried out using the 3rd-order accurate Runge-Kutta time integra-
tion scheme with a CFL number of 0.5. The simulations on the compact domain used explicit
Euler time integration with a CFL number of 0.15. The Runge-Kutta scheme was not tested
on the compact domain, but the results obtained using the Euler scheme suggest a reasonably
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accurate time discretisation, at least for the low CFL number employed. The influence of
the Smagorinsky constant was tested over the range 0.0 ≤ Cs ≤ 0.2 for both computational
domains. For the compact domain, the Smagorinsky constant, which is proportional to the tur-
bulence dissipation, showed the expected trends of lower turbulence levels with higher values for
Cs, while the mean velocities remained largely unaffected. On the extended domain, values of
the Smagorinsky constant greater than 0.15 noticeably reduced the velocity fluctuations inside
the nozzles, while for Cs in the range 0.0 ≤ Cs ≤ 0.15 no conclusive trend for the Smagorinsky
constant could be observed. Since the grid resolution used for the final calculations of the TOJ
flow on both domains were close to the Kolmogorov length, the Smagorinsky model was turned
off. The residual value for pressure used for the iterative Poisson solver (cf. chapter 6.3) was
varied by a factor of ten, which only impacted on the CPU time of the simulation, but did not
result in major changes to the statistics.
8.2.2.3 Effect of Inflow Parameters
A significant influence on the simulation results was found for a number of inflow parameters.
The modelling of the TGP geometry was crucial for the LES using the extended domain. The
nominal value of the radius of the TGP holes for both burner 1 and 2 is 2mm. However, a
radius of 2mm did not allow to predict the peak value of the mean axial velocity at the burner
axis (U/Ub ≈ 2.2...2.6), but resulted in a significantly lower maximum value (U/Ub ≈ 1.5).
Using a slightly smaller radius of 1.8mm allowed to increase the peak value, which suggests
that the effective radius of the TGP holes may be lower due to recirculation at the hole pe-
riphery [14]. A detailed discussion of the peak axial velocity in conjunction with the TGP
hole radius follows in section 8.3.2.1, where LES and PIV results for the extended domain are
compared.
As noted in section 8.2.1.2 and illustrated in fig. 8.2 the sharp edges of the TGP holes were
smoothed by repeatedly applying a spatial filter to the TGP mask array. Without the filtering
operation the jets issuing from the TGP holes broke up too early, which resulted in a strong
over-prediction of the peak velocity fluctuation inside the nozzle. Too many smoothing itera-
tions reduced the interaction between the jets and allowed individual jets to penetrate too far
downstream, before breaking up. For the 16.5 million cell grid, 10 smoothing iterations were
found as an optimum compromise.
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A similar effect was observed as a result of the inflow turbulence level. Too high of a super-
imposed turbulence level resulted in early jet break-up, whereas too little turbulence shifted
the jet break-up point too far downstream. Interestingly, a low inflow turbulence level resulted
in large fluctuations at the stagnation point, whereas strong superimposed fluctuations at the
inflow led to small fluctuations at the stagnation point. High “turbulence” levels at the stag-
nation point may occur as a consequence of the interaction between individual jets from the
TGPs penetrating beyond the nozzle exit, if the distance between the TGP and the nozzle exit
is too small. However, the experimental results obtained for the present case of burner 1 with a
bulk velocity Ub=3m/s suggest that the jet break-up occurs early enough and a homogenous
turbulence field is achieved at the nozzle exit. In the absence of experimental values for the
fluctuation level at the TGPs, an isotropic turbulence level of u′iu
′
i=0.01m
2/s2 was found as
an ideal choice for the LES of the extended domain, given the experimental evidence available
further downstream. For the compact domain, the inflow turbulence levels were straightfor-
wardly set to the experimentally determined values.
The effect of the integral length scale of turbulence on the velocity statistics was assessed.
While most experimental investigators [25, 51, 94, 100] measured an integral scale just down-
stream of the nozzle exit of the order of 65% of the TGP hole diameter, which for burner 1
results in lI ≈ 2.6mm, Geyer [53] measured an integral scale which was approximately one
TGP hole diameter. Lindstedt et al. [99] investigated the impact of the integral length scale
on the turbulence levels from their isothermal second moment calculations and found a high
sensitivity and increasing axial fluctuation levels for increasing values of the integral scale. The
effect of the inflow length scale on the present LES was jointly investigated with the influence
of the Smagorinsky constant (not shown). Using the 353 grid of the compact computational
domain, parameter ranges 1mm≤ Lin ≤ 4mm and 0.0≤ Cs ≤ 0.2 were studied. A factor of
approximately 2.5 between the highest and the lowest axial velocity fluctuation peak at the
stagnation plane over the tested parameter range was found. The trend for the Smagorinsky
constant in this study was consistent with the tendency of lower fluctuation levels for higher
Smagorinsky constants already reported in section 8.2.2.2. The inflow length scale showed
the inverse trend of increasing turbulence levels with decreasing integral scales compared to
Lindstedt et al. [99]. However, this tendency was reversed for the fine 1003 grid, indicating
that coarse grid parameter studies may result in misleading trends. As will be discussed in
section 8.3.1.1, a difference in the peak axial velocity fluctuation of 25% between the highest
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and the lowest inflow length scale was found for the range 1mm≤ Lin ≤ 3mm on the fine
grid, while the radial velocity fluctuation and the mean axial velocity were not significantly
affected by the integral scale. Lindstedt et al. [100] showed the influence of the integral scale on
both the axial and the radial velocity fluctuations from their second moment calculations of the
premixed case and also found a strong sensitivity. Since an inflow length scale of 2mm resulted
in the best agreement of the present LES with the available isothermal PIV reference data, this
length scale was kept for both isothermal and reacting simulations on the compact domain.
For the extended computational domain, the inflow length scale was systematically varied as
well. No conclusive influence on the results could be established, while a length scale of 1.5mm
was found to yield good results in comparison to experimental evidence and Lin=1.5mm was
used throughout the simulations of the extended domain.
As already discussed in section 8.2.1.1 the length of the inflow fields was critical for the sym-
metry of the profiles along the burner axis on the compact domain. The length of the inflow
fields was varied between 1D and 100D and results became increasingly more symmetrical for
larger inflow fields. However, since large inflow fields resulted in considerably higher memory
requirements of the LES program, a maximum value of 50D for the length of the inflow fields of
the 1003 grid was chosen. Since the flow symmetry of the extended domain is mainly governed
by the flow behaviour inside the nozzles and appropriate statistical sampling, inflow fields of a
length of 16D were sufficient.
The final inflow parameter which was varied for the current sensitivity analysis was the velocity
of the coflow UCo used for the extended domain. While the PIV experiments of burner 1 by Lind-
stedt et al. [99, 100] were carried out without a coflow, recent experiments on burner 2 [14, 51]
confirmed the tendency of increased flow stability with a coflow, already reported by Mounaim-
Rousselle & Go¨kalp [117] and others. Since a coflow is equally beneficial to numerical stability,
a coflow was used for LES. The LES results along the burner axis were insensitive to the coflow
velocity in the range 0.2≤ UCo ≤ 1.0m/s. However, for low values for UCo secondary flames
were observed in the LES at the radial domain boundary, which have not been reported exper-
imentally. These secondary flames supported the twin flames with additional heat, potentially
altering the radial flow profiles. For a coflow velocity of 0.1 m/s the FSD-LES model even
predicted flashback of the twin flames after a real time tR > 0.45 s. Flashback for premixed
CH4/air combustion at an equivalence ratio of φ = 0.8 and a bulk velocity of Ub=3m/s has
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not been observed experimentally for burner 1 and it was attributed to deficiencies of the alge-
braic FSD model. However, for coflow velocities UCo ≥ 0.2m/s stably burning twin premixed
flames could be established with LES and results in reasonable agreement with the PIV of
Lindstedt et al. [100] could be achieved.
8.2.2.4 Effect of Combustion Model Parameters
As already noted in chapter 4.2.2, Boger et al.’s algebraic FSD model represents a turbulent
flame propagation term including the effects of chemical reaction and molecular diffusion [13].
However, the LES application by Kirkpatrick et al. [80] used Boger’s model for the chemical
source term only, while an additional diffusion term was retained. In the present study, cal-
culations based on the two different model interpretations were carried out. The simulations
using Boger’s original formulation without a diffusion term are referred to as ”D0-LES” in the
following, while the LES including the extra diffusion term are denoted ”D1-LES”. Figure 8.4
presents snapshots of the flame surface density for a D1-LES (left) and a D0-LES (right). As
expected, the flames without additional diffusion are thinner and more susceptible to turbulent
wrinkling than the flames for which a diffusion term was included. While the flame profile is
well resolved in the D1-LES, the thin flames in the D0-LES only span over 2-4 CVs on the
16.5x106 cells grid, leading to difficulties to accurately resolve the flame structure.
With Boger’s algebraic FSD model the rate of the chemical reaction is proportional to the model
parameter β and inversely proportional to the LES filter width ∆. Kirkpatrick et al. [80] used
a constant value for β, which they set to yield a turbulent flame speed according to available
experimental data. A similar procedure was followed in the present FSD-LES. The ratio β/∆
was adjusted to yield the correct turbulent burning velocity as represented by the axial profile
of the mean reaction progress variable from experiments. The β/∆ values used for the fine grid
calculations on the compact and the extended computational domain, as well as for the D0- and
D1-LES are noted in the last row of table 8.3 and two observations can be made. Firstly, the
β/∆ values for the D0-LES were higher than the ones for the D1-LES. This could be explained
by the increased pre-heating effect due to the additional diffusive component in the D1-LES
resulting in the same turbulent flame speed for lower β/∆ values. Secondly, the β/∆ values
used for the compact domain were considerably higher than the ones for extended domain.
Given the comparable grid resolutions of the two domains, the difference between the source
term constants likely stems from the different turbulence fields interacting with the flame fronts.
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While the flames may instantaneously be affected by remnant effects of the jets from the TGPs
on the extended domain, the turbulence at the inflow of the compact domain is approximately
isotropic at any given time during the simulation. Due to this mechanistic difference in flame
wrinkling, the burning velocity of the flames on the extended domain may be increased more
by the stronger wrinkling of the detailed TOJ nozzle flow, compared to the simplified inflow
on the compact domain. A further discussion of the different model parameters follows in
sections 8.3.1.2 and 8.3.2.2, where the results of the present FSD-LES study are presented.
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8.3 Results
This section discusses the results of the present LES study of turbulent opposed jet flows
and flames. Preliminary LES results obtained on the compact computational domain are
described in section 8.3.1, followed by detailed studies of the TOJ flow field using the extended
computational domain in section 8.3.2. Due to the additional computational cost for including
the TOJ nozzles and owing to the fact that the newly implemented LEM code could not be
run in parallel, the present LEM-LES simulations of premixed TOJ combustion were limited
to the compact domain and are discussed separately in chapter 8.3.3.
8.3.1 Compact Computational Domain
Results from isothermal LES between the TOJ nozzles are presented in section 8.3.1.1. Sec-
tion 8.3.1.2 discusses results obtained on the compact domain by means of FSD-LES. As the
limited extent of the compact domain in y- and z-direction was prohibitive to accurate results
in radial direction, this domain was only used to analyse the profiles along the burner axis.
8.3.1.1 Isothermal LES
The bulk inflow velocity Ub of the flow simulated by LES was 3.0m/s. The Reynolds number
based on Ub and the nozzle diameter was Re = 5, 000. The turbulence Reynolds number based
on the integral scale of turbulence lI ≈ 2.6mm measured by Geipel [51] and the turbulent ki-
netic energy above the nozzle exit (k ≈ 0.09m2/s2) was ReT = 55.
Calculations for four different grid resolutions of the compact domain have been performed, as
described in section 8.2.2.1. The isothermal flow field was found relatively insensitive to the
grid resolution and results in reasonable agreement with experimental data were obtained for
the coarse 353 grid, running the PSIPHI program in serial. However, since the reacting flow
field calculated by FSD-LES showed a considerable sensitivity to the grid resolution, the simu-
lation results were taken from LES using the fine 1003 grid. Due to the high grid resolution and
to ensure the comparability of the results to data obtained from the extended domain where
no sub-grid model was used, the Smagorinsky model was turned off. For the fine grid LES, the
MPI environment was invoked and parallel calculations using eight 2GHz Opteron cores were
run for approximately 30h until a real time tR of 1.5 s was reached. For statistical sampling,
4,000 instantaneous velocity fields were considered. The main characteristics of the isothermal
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LES using the compact domain are summarised in table 8.4.
Domain Condition Grid Cs Samples tR Cores Calc. Time
Compact isothermal 1003 0.0 4,000 1.5 s 8 ≈ 30h
Table 8.4: TOJ-LES: Characteristics of the isothermal LES using the Compact domain.
Figure 8.5 presents velocity statistics along the burner axis for the compact domain. Isothermal
results for the mean axial velocity (a), axial velocity fluctuation (b) and radial velocity fluctua-
tion (c) are presented in the left column. For the velocity fluctuations, the shorthand notation
u′ is used to express the standard deviation
√
u′2 throughout this chapter. The velocity data is
normalised by the bulk inflow velocity Ub and the axial coordinate x is normalised by the nozzle
diameter D, where x/D = ± 0.5 corresponds to the nozzle exits and the nominal stagnation
point is located at x/D=0.0.
Figure 8.5 (a) compares the mean axial velocity from the LES to the PIV data [51, 99]. Simu-
lation results from three LES calculations with different inflow length scales of 1mm (A), 2mm
(B) and 3mm (C) are presented. As specified by the boundary conditions, the mean axial veloc-
ity at the nozzle exits corresponds to the bulk velocity of the nozzle flow. Between the nozzles,
the absolute value of the mean axial velocity decreases with increasing distance from the nozzle
and intersects with U/Ub = 0.0 at the nominal stagnation point. The results from LES and
PIV agree closely, with slightly stronger curvatures of the profiles from LES and PIV1, com-
pared to PIV2. No significant influence of the length scale of inflow turbulence can be observed.
In fig. 8.5 (b) profiles of the normalised axial velocity fluctuation from LES are compared to
PIV and LDV data [109]. All data sets show an increase of the axial fluctuation level to-
wards the nominal stagnation point and approximate symmetry about x/D=0.0. However,
quantitatively the profiles from the LES using a length scale of 2mm (B) and the two PIV
measurements agree well, while the LDV data shows noticeably higher values at the stagnation
plane, in particular for case LDV3-A. A third PIV data set for burner 2 ([14], not shown)
confirms the extrema (u′/Ub ≈ 0.09 for x/D ± 0.5 and u′/Ub ≈ 0.15 for x/D = 0.0) found in
the two other PIV investigations. The sensitivity of the LES results to Lin, which has already
been described in section 8.2.2.3, can also be observed in fig. 8.5, but the resulting changes are
relatively small, given the range 1mm≤ Lin ≤ 3mm. The discrepancies between LDV and
PIV were already discussed by Lindstedt et al. [99]. The authors argued that differences in the
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shape of the nozzles used for LDV and PIV, as well as the higher spatial resolution achieved
by LDV may be responsible for the different results. Additional reasons for the differences
may stem from the lower nozzle separation of 20mm and the lower Ub of 1.64m/s used in the
LDV [109] measurements, which was approximately 50% of the bulk velocity used for the PIV
measurements. Given the good agreement of the LES using an inflow length scale of 2mm with
the PIV, this length scale was used for the subsequent FSD-LES calculations.
Figure 8.5 (c) compares isothermal profiles of the normalised radial velocity fluctuation. The
radial fluctuation component does not follow the upward trend of the axial fluctuation for
|x|/D → 0 and remains approximately constant along the burner axis. Slight differences
between PIV, LDV and the three LES can be observed, but are much less pronounced than for
the axial velocity fluctuation.
8.3.1.2 FSD-LES
Lean premixed CH4/air flames at an equivalence ratio φ = 0.8 were simulated by FSD-
LES. The ratio of the turbulence intensity to the laminar burning velocity was in the range
1.0 ≤ u′/sL ≤ 2.5. The ratio of the turbulent length to the laminar flame thickness ranged
approximately from l/lF =1.5 to l/lF =100, depending on which length scale and flame thick-
ness was chosen for the analysis. Given the two ratios of turbulence to flame characteristics,
the premixed twin flames considered in the present study were situated at the border of the
corrugated flamelet and the thin reaction zones regime in the premixed combustion diagram
discussed in fig. 2.3 in chapter 2.2.2.2.
The FSD-LES calculations were carried out on the compact computational domain using the
four different grid resolutions described in section 8.3.1.1. As the reacting LES results were
found sensitive to the grid resolution, the best agreement with experimental evidence was ob-
tained for the fine 1003 grid. While grid independence is difficult to achieve for implicit LES,
the results from the present 1003 grid varied only slightly from the closest coarser grid (753 cells,
not shown), indicating an adequate spatial resolution. The LES inflow remained unchanged
compared to the isothermal calculations presented in section 8.3.1.1 and the Smagorinsky model
remained turned off. The calculations were run in parallel under the same conditions as the
isothermal case and took about three times longer to reach the same physical time, due to the
lower time step width for the reacting case. However, since converged statistics required less
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sampling for the reacting case, the current results are taken from calculations running up to
a real time tR of 0.5 s and approximately 3,000 statistical samples were considered. Table 8.5
summarises the main characteristics of the FSD-LES using the compact domain.
Domain Condition Grid Cs Samples tR Cores Calc. Time
Compact premixed 1003 0.0 3,000 0.5 s 8 ≈ 30h
Table 8.5: TOJ-LES: Characteristics of the FSD-LES using the Compact domain.
The simulations were initialised with a mean axial velocity which decreased linearly from
U/Ub=1.0 to U/Ub=-1.0 between the nozzles. The progress variable was initialised to one
(=burnt) in the centre of the domain and to zero (=unburnt) otherwise. Since this initial
condition for the scalar resulted in instability of the numerical method due to initial thermal
expansion, the burnt temperature was initialised to a low value of Tb=300K. As a result, the
simulation could be started without numerical difficulties. For real times 0.004 s≤ tR ≤ 0.01 s
the burnt temperature was increased to the value 1895K [104] and the full heat release and
thermal dilatation of premixed CH4/air combustion with φ=0.8 was established.
The right column of fig. 8.5 compares PIV data [100] to the velocity predictions of the FSD-LES
with (D1) and without (D0) the additional diffusion term described in section 8.2.2.4. As can
be seen in fig. 8.5 (d), both LES successfully predict the two additional peaks in the mean axial
velocity compared to the isothermal profile due to fluid acceleration over the flame fronts, with
slightly higher peaks for the thicker flames in the D1-LES. The axial velocity fluctuation is pre-
sented in fig. 8.5 (e). The PIV profile indicates that in the presence of the twin premixed flames
the axial turbulence level first increases for |x|/D → 0, then drops approximately at the mean
flame position, before steeply rising towards the stagnation plane. The two simulations are
unable to predict the extreme values of the PIV measurements. However, the D1-LES follows
the trends indicated by the PIV data, whereas the axial velocity fluctuation does not show the
correct profile for the D0-LES, which over-predicts the turbulence level along the entire burner
axis. Analysis of animated visualisation of the progress variable field show that the thin flames
in the D0-LES follow the turbulent field more strongly than the thicker flames in the D1-LES.
As a result, the axial velocity fluctuations predicted by the D0-LES are considerably higher
than the ones from the D1-LES. A similar trend can be observed in fig. 8.5 (f), where the radial
velocity fluctuation is presented. While the D1-LES results in a reasonable prediction of the
radial fluctuation level, the simulation without the extra diffusion term over-predicts the peak
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value of v′/Ub by a factor of 2.
In fig. 8.6 axial profiles of the mean reaction progress variable and the progress variable variance
are presented. LES results from D0- and D1-LES of burner 1 are compared to PIV data for
burner 1 [100] and PIV results for burner 2 [51]. The axial profile of the mean progress variable
in fig. 8.6 (a) gradually increases from zero (unburnt) to one (burnt) for |x|/D → 0, indicating
the mean flame position for progress variable values 0.0 < C < 1.0. The two PIV profiles
show that the twin flames stabilised on burner 1 are slightly closer to each other than the
flames on burner 2, even though the different nozzle diameters/separations of the two burners
have already been accounted for by the normalisation of the axial coordinate. As can be seen
from the C-profiles obtained from the two LES, the turbulent flame speed in the simulations is
slightly too low, which is indicated by the slightly narrower LES profiles, compared to both PIV
measurements. Since Boger’s model [13] sets the chemical source term directly proportional to
the ratio β/∆, this ratio could be increased to yield a better approximation to the PIV profile.
However, earlier coarse grid FSD-LES studies on the compact domain showed that the fluctu-
ation levels at the stagnation plane increase with a higher chemical source term, which can be
explained by the stronger acceleration over the twin flames for faster chemistry. Given that the
simulations with the present chemical source term already over-predict the turbulence levels,
it is expected that a faster chemical reaction would further increase the deviations apparent in
figs. 8.5 (e) and (f).
Figure 8.6 (b) presents comparisons of the progress variable variance. The experimental trends
are consistent with the mean progress variable profile and confirm that the twin flames sta-
bilised on burner 1 are closer to each other than the corresponding flames on burner 2. The
progress variable variance in the present FSD-LES does not reach the twin peaks of 0.25, which
were measured in the two PIV investigations. A peak value of the progress variable variance
of 0.25 only occurs for infinitely thin flames, as assumed in the BML analysis. In experimental
measurements, a value of 0.25 indicates that the measured temperature signal intermittently
changes between the burnt and the unburnt temperature, without any intermediate tempera-
ture values. Since the flames in LES necessarily have a finite thickness, the theoretical peaks
from the thin flame analysis cannot be reached. However, since the flames in the D0-LES are
thinner than in the D1-LES, a slightly higher peak value of 0.19 is attained in the D0-LES
compared to 0.16 in the D1-LES.
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Overall, the FSD-LES simulations using the compact computational domain and Kirkpatrick’s
interpretation of Boger’s algebraic model with an additional diffusion term are qualitatively
correct and have led to some quantitative predictions of the CH4/air flames. However, using the
original model formulation without an extra diffusion term resulted in strong over-predictions
of the velocity fluctuations, even though the chemical source term was slightly too low. This
result is not surprising, since the original model without explicit filtering leads to twin premixed
flames which are too thin to be accurately resolved in LES.
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8.3.2 Extended Computational Domain
The extended computational domain was used for the detailed LES analysis of the TOJ flow
from the TGPs to the stagnation plane. Isothermal flow results are reported in section 8.3.2.1
and are jointly discussed with the available PIV reference data. FSD-LES calculations of
premixed CH4/air combustion at an equivalence ratio of 0.8 are discussed in section 8.3.2.2,
along with experimental evidence.
8.3.2.1 Isothermal LES
The LES of the isothermal TOJ flow on the extended computational domain were performed
using the fine 16.5x106 grid. To reduce the run time of the simulations, the MPI-parallelised
version of the PSIPHI program was used and the runs we typically carried out using 8, 16 or
32 CPUs. Parallel simulations using 8 AMD Opteron cores with 2GHz required approximately
1 week to advance to a real time of tR = 0.5s, while 32 Intel Xeon cores with 3.6GHz resulted
in a run time of approximately 2 days. Velocity statistics were calculated from 560 samples.
The main characteristics of the isothermal LES using the extended domain are summarised in
table 8.6.
Domain Condition Grid Cs Samples tR Cores Calc. Time
Compact isothermal 16.5x106 0.0 560 0.5 s 8/16/32 8/4/2 days
Table 8.6: TOJ-LES: Characteristics of the isothermal LES using the Extended domain.
Figure 8.7 presents velocity statistics from LES and PIV along the burner axis. The velocities
are normalised by the bulk flow velocity Ub and the axial coordinate x is normalised by the
distance L between the TGPs, where x/L = 0.5 corresponds to the nominal stagnation plane.
Isothermal LES data for burner geometry 1 is compared to glass nozzle PIV results obtained
for burner 2 [14, 50] as well as PIV data for the region between the nozzles of burner 1 [99].
The velocity profiles along the burner axis inside the nozzles describe the interaction of the
jet issuing from the central hole of the TGP, shown in fig. 8.2, with the neighbouring jets,
which results in jet break-up and eventually homogenous turbulence. Close to the TGPs, the
jet interaction and break-up is indicated by the decreasing mean axial velocity and increasing
velocity fluctuation with increasing distance from the TGPs. A peak of both the axial and
radial velocity fluctuation is observed at 0.15L from the TGP, indicating the location of the
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maximum jet interaction. For axial locations x/L > 0.15 and x/L < 0.85 the fluctuation
levels inside the nozzles decrease monotonically, while the mean velocity converges to ±Ub.
Outside the nozzles, the two opposed jets interact with each other, resulting in a decrease of
|U |/Ub towards the stagnation point, accompanied by an increase of the velocity fluctuations.
The velocity field in the region between the nozzles can only be predicted successfully by LES if
the flow inside the nozzle is captured. Hence, the inflow of the present LES was adjusted accord-
ing to the PIV glass nozzle measurements. As can be seen in fig. 8.7 (a) for x/L → 0 the peak
mean axial velocities from PIV2-A and PIV2-B are considerably different (U/Ub|max,A ≈ 2.6,
U/Ub|max,B ≈ 2.2). Assuming a top hat profile for the mean axial velocity of the jets, the peak
velocity can be estimated as the inverse of the TGP permeability (permeability= 1 - solidity)
to U/Ub = 1/(1.0 − 0.45) ≈ 1.8. As indicated by the shape of the radial profile of the mean
axial velocity at the TGP measured by PIV2-B (fig. 8.8, x/L = 0.02) the mean velocity profile
of the individual jets indeed resembles a top hat with smooth edges. High speed PIV measure-
ments [14] even reveal that there are small recirculation zones at the edges of the jets, which
result from the bluff-body effect of the TGP. As a result, the peak mean velocity at the jet
centre has to be higher than the theoretical value for the top hat profile to ensure a correct
overall mass flow. This effect was modelled in the LES by using an effective TGP hole radius
which was slightly smaller than the nominal radius, as already discussed in section 8.2.2.3. The
velocity peak of U/Ub|max = 2.6 suggested by PIV2-A could only be obtained in the LES if the
TGP hole radius was reduced to about 1.5mm. This resulted in a considerably higher solidity
of the modelled TGP and hence over-predictions of the fluctuating profiles. In contrast, a hole
radius of 1.8mm resulted in U/Ub|max,LES = 2.2 and allowed for the reasonable prediction
of both mean and fluctuating velocities documented in fig. 8.7. This effective hole radius was
hence considered appropriate. The LES was then able to predict the fluctuation decay inside
the nozzle, as well as the increasing fluctuation levels towards the nominal stagnation point,
as measured by PIV1. Since the LES of burner 1 was triggered to follow the glass nozzle data
from burner 2, but the LES prediction between the nozzles closely matches PIV1, the two
burner geometries seem to allow for comparable results. The higher mean velocities and lower
fluctuation levels of PIV2-A for x/L > 0.4 result from the fact that in PIV2-A only one jet was
seeded. As a consequence, no seeding particles from the second nozzle were available, which
resulted in a directional bias of PIV2-A between the nozzles.
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In fig. 8.8 radial profiles of the normalised mean axial velocity U/Ub from LES and PIV are
compared for eight axial locations x/L between the TGP at x/L = 0.0 and the nominal stag-
nation point at x/L = 0.5. The break-up of the single jets emanating from the TGP holes
can clearly be observed for 0.02 ≤ x/L ≤ 0.22, resulting in a uniform mean velocity profile of
velocity Ub for x/L = 0.30/0.42. The axial location x/L = 0.42 corresponds approximately
to the nozzle exit, where the slight peaks in the vicinity of the nozzle rim (2r/D = ± 1.0)
and the noticeably decreased U/Ub value at 2r/D = 0.0 point to the influence of the second
nozzle. Beyond x/L = 0.42 this influence increases and the mean velocity decreases to zero at
the nominal stagnation point. Similarly to the trends along the burner axis, the LES results
close to the TGP correspond to PIV2-B, while they generally agree well with all the available
experimental reference data further downstream.
Figure 8.9 presents radial profiles of the normalised axial velocity fluctuation u′/Ub for the
same axial positions as fig. 8.8. Close to the TGP, the fluctuation peaks from LES are con-
siderably lower than the turbulence levels measured by PIV2-B, which may indicate a lack of
resolution to accurately resolve the steep shear layers between the jets and the quiescent fluid
just above the TGP. However, in close proximity to the TGP the glass nozzle PIV suffered
from considerable reflections of the laser light, which may have affected the fluctuation profile
at x/L = 0.02. Further downstream of the TGP, the LES closely follows the experimental
trends and accurately predicts the uniform fluctuation level of u′/Ub ≈ 0.15 along the stagna-
tion plane. The differences in the fluctuation levels between LES and PIV1 at x/L = 0.42 for
radial positions outside the nozzle likely stem from the fact that PIV1 was carried out without
a coflow, while a weak coflow of velocity UCo = 0.1m/s was used for the isothermal LES to
ensure a stable simulation.
Figure 8.10 compares the normalised mean radial velocity from PIV and LES along the radial
coordinate, showing noticeable differences inside the nozzle. These discrepancies need to be
seen in the context of the principal flow direction inside the nozzle, where the fluid is mainly
transported axially. The deviations inside the nozzle are of the order of 10% of the bulk velocity
and therefore appear reasonable. It is also noted here that the PIV post-processing algorithm
of PIV2-B returned the absolute value of the mean radial velocity. Hence, mirroring of the
negative values of the mean radial velocity from LES about the line V/Ub = 0.0 would have
allowed for a more direct comparison of LES and PIV2-B. However, since the post-processing
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algorithms of the two other PIV studies resulted in both positive and negative radial velocities,
the signed LES values were kept for the presentation in fig. 8.10. For x/L ≥ 0.42 the redis-
tribution of axial momentum in radial direction can be observed. The agreement of the LES
with PIV1 is excellent, with noticeable deviations only for 2r/D < −1.3 at x/L = 0.48.
The comparison of LES and PIV for the radial profiles of the normalised radial velocity fluctu-
ation v′/Ub is presented in fig. 8.11. Close to the TGP, the jets from the TGP holes show little
interaction, as indicated by the comparatively low radial velocity fluctuation. In contrast, the
maximum jet interaction occurs at x/L = 0.08 and values of up to 0.45Ub for the normalised
radial velocity fluctuation were measured, while the maximum LES peak at x/L = 0.08 cor-
responds to 0.35Ub. At x/L = 0.15 most of the jet break-up has already occurred and the
radial v′/Ub profile becomes increasingly uniform. This uniformity inside the nozzle prevails
beyond the nozzle exit and the LES accurately predicts the normalised radial velocity fluctu-
ation v′/Ub ≈ 0.09 at the stagnation plane. The agreement of LES and PIV for the radial
velocity fluctuation is good for all axial locations, while the discrepancies between the LES
and PIV1 at the nozzle exit (x/L = 0.42) for large radii are likely attributed to the numerical
coflow.
Overall, the present isothermal LES resulted in an accurate representation of the TOJ flow
field both in- and outside the nozzles. The agreement of LES and the glass nozzle PIV was
considered a necessary requirement for the prediction of the flow field between the nozzles and
the LES inflow was therefore adjusted to obtain the correct jet break-up point. Based on the
accurate representation of the isothermal flow, FSD-LES calculations of the reacting flow were
carried out, which are reported in the following section.
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8.3.2.2 FSD-LES
FSD-LES calculations of lean premixed CH4/air combustion were carried out on the extended
computational domain. The simulations used the initialisation technique already described in
section 8.3.1.2 to overcome stability issues. The simulations were typically run using 8 AMD
Opteron cores with 2GHz and took approximately one week to reach statistical convergence
based on 700 instantaneous samples. The main characteristics of the FSD-LES using the ex-
tended domain are summarised in table 8.7.
Domain Condition Grid Cs Samples tR Cores Calc. Time
Compact premixed 16.5x106 0.0 700 0.5 s 8 8 days
Table 8.7: TOJ-LES: Characteristics of the FSD-LES using the Extended domain.
Figure 8.12 presents velocity statistics along the burner axis from PIV and LES. Since the
flow inside the nozzles is likely not affected by combustion, the two PIV glass nozzle data
sets [14, 50] are used as a first reference. Between the nozzles, the premixed PIV results
from [100] are plotted, which have already been discussed in the context of the FSD-LES using
the compact domain. The results from two FSD-LES calculations with and without additional
diffusion are labelled LES1-D1 and LES1-D0 as before.
Comparison of the reacting velocity profiles of fig. 8.12 to the isothermal profiles plotted in
fig. 8.7 shows that the flow field inside the TOJ nozzles – apart from statistical uncertainties
– remains unchanged for the premixed case, while the twin flames significantly alter the flow
between the nozzles. The right column of fig. 8.13 presents the same data as fig. 8.12, but
focuses on the region between the nozzles, while the left column provides the isothermal data
already described in section 8.3.1.1 for reference.
In fig. 8.13 (d) it can be observed that the two FSD-LES calculations both accurately pre-
dict the fluid acceleration over the twin premixed flames, as indicated by the correct size and
location of the two additional peaks compared to the isothermal case shown in fig. 8.13 (a).
Figure 8.13 (e) presents the normalised axial velocity fluctuation for the three premixed data
sets. It can be seen that the D1-LES accurately follows the PIV profile, with only a minor
over-prediction of the left fluctuation velocity peak. In contrast to the FSD-LES calculations
using the compact domain, the D0-LES does not over-predict the axial fluctuation along the
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burner axis, while some discrepancies to accurately describe the lowered fluctuation level at the
twin flames remain. For the case of the radial velocity fluctuation along the burner axis shown
in fig. 8.13 (f) both FSD simulations accurately predict the increasing turbulence intensity for
|x|/D → 0, as well as the peak value of v′/Ub ≈ 0.15 from experiments. It appears that the
lack of resolution of the scalar gradient – which for the TOJ is preferentially aligned with the
axial direction – in the D0-LES does not significantly affect the radial fluctuation.
Figure 8.14 compares the scalar statistics from PIV and LES along the burner axis. It can be
seen that the model parameter of the FSD-LES model was chosen to yield a mean progress
variable profiles in close agreement with the experimental data. However, as already discussed
in section 8.2.2.4, to obtain the same turbulent burning velocity for the two simulations, the
model parameter for the D0-LES (β/∆|D0=0.18) was required to be higher than the one for
the D1-LES (β/∆|D1=0.10). The progress variable variance plotted in fig. 8.14 (b) reaches
twin peaks of 0.17 and 0.20 for the D1- and D0-LES, respectively, confirming the trends already
observed for the compact domain. While the PIV measurements “see” an infinitely thin flame,
the two LES flames have a finite thickness and the thinner flame from D0-LES attains a higher
peak variance than the thicker flame resulting from the D1-LES.
In fig. 8.15 the velocity statistics along the stagnation plane for both isothermal and premixed
conditions are presented. Figure 8.15 (a) shows the significant increase of the mean radial
velocity gradient along the stagnation plane for the premixed case compared to the isothermal
flow. Figure 8.15 (b) illustrates how the radial profile of the radial velocity fluctuation shifts
from a constant normalised value v′/Ub of around 0.1 to a parabolic profile, which increases
from v′/Ub = 0.15 at the burner axis to v′/Ub ≈ 0.45 for 2|r|/D = 1.5. A similar trend can
be found for the axial velocity fluctuation plotted in fig. 8.15 (c), but due to the redistribution
of axial into radial momentum at the stagnation plane, less dramatic changes occur to the
axial velocity fluctuation. As expected, the two different FSD-LES simulations do not result
in largely different predictions for the stagnation plane, since differences in the flame thickness
do not affect the profiles well inside the product region.
Overall, the FSD-LES simulations using the extended computational domain and both formu-
lations of Boger’s algebraic FSD model allowed for an accurate description of the premixed
TOJ flow. Provided that the chemical source term of the progress variable equation was set
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to yield the mean progress variable profile – and therefore the turbulent burning velocity –
from experiments, reasonable predictions of the velocity statistics along the burner axis and
the stagnation plane could be obtained.
The requirement to adjust the model constant to a specific case is certainly the model’s major
shortcoming. A further open question concerns the treatment of diffusion, with a disagreement
whether a diffusion term should be added [80] or not [13]. Analysis of the FSD-LES results
obtained from the two different model interpretations shows that the flames predicted by D0-
LES are too thin to be accurately resolved in LES, even on fine grids. Since the explicit
filtering approach suggested by Boger et al. [13] does not seem practical, Kirkpatrick’s model
interpretation seems more suitable for LES. By inclusion of the additional diffusion term the
premixed flame structure can be resolved in LES and reasonable predictions of the thermal
dilatation effect of combustion on the turbulent flow field can be achieved. However, a more
robust model approach allowing for true predictions of the turbulent burning velocity would
be desirable. This could be achieved by the use of different algebraic FSD models [23] or by
solving a transport equation for the flame surface density [57].
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8.3.3 LEM-LES
The present section describes reacting TOJ simulations using LEM-LES. Due to the complexity
of the LEM-LES method and since the current LEM model was implemented without any
prior program base, the model was still under development at the time of writing and only
preliminary results are presented here. However, the general functionality of the LEM-LES
algorithm described in chapters 5 and 6.2.2.2 is demonstrated and some difficulties for the
application of LEM-LES to premixed opposed jet flames are discussed.
8.3.3.1 Simulation Parameters
LEM-LES calculations were carried out on the compact computational domain to reduce the
computational effort. The premixed flame under investigation was the same CH4/air flame
with an equivalence ratio of φ=0.8 that was previously studied using FSD-LES. Given this
fuel-to-air ratio, the chemical parameters of flame B1 of table 5.1 in chapter 5 were used to de-
scribe the SGS flame chemistry. In preparatory Stand-Alone LEM calculations of flame B1 an
LEM resolution of ∆s=0.05mm was found to yield reasonable results for the laminar burning
velocity and the LEM-LES sub-grid resolution was adjusted accordingly. To test the influence
of the LES grid resolution, two different LES grids were used. A coarse 353 LES grid with
15 sub-grid cells resulted in an SGS resolution of ∆s=0.047mm, while a fine 753 LES grid
with 8 LEM cells had an SGS grid resolution of ∆s=0.042mm. In preparation of the reacting
LEM-LES calculations the influence of the Smagorinsky constant on the isothermal TOJ flow
field was tested and Cs values of 0.2 and 0.0 were found to result in reasonable agreement with
the PIV reference data for the 353 and the 753 LES grid, respectively.
Since the newly developed LEM-LES code could not be run in parallel, serial simulations using
the 353 grid were run over a period of 1 week, after which 360 samples over a real time of
tR ≈ 0.2 s were taken for statistics. The simulations were initialised with a top hat profile
for the transported SGS scalars T and YR along the burner axis. Similarly to FSD-LES a
stabilisation method had to be applied to allow the start-up of the simulations. Therefore the
density and viscosity from LEM were initialised to the unburnt values throughout the domain.
Both parameters were then linearly increased to the fully burnt values in the stagnation region
until a real time tR of 0.01 s was reached, beyond which the fully developed reacting flow was
suitable for statistical sampling. The simulations using the 753 LES grid required substantially
more CPU time than the 353 runs and were not converged at the time of writing of this doc-
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ument. The fine LES grid was nonetheless useful to gain first insights into the effect of LES
grid resolution, as will be discussed at the end of this section.
A difficulty for the LEM-LES of turbulent opposed jet flows arises from the moderate Reynolds
number governing the TOJ flow. In Stand-Alone LEM and LEM-LES of high Reynolds number
flows LEM triplet mapping – which is based on inertial range scaling laws – accounts for the
influence of turbulence on the SGS scalar fields. Given the moderate Reynolds number of the
TOJ flow of Re=5,000, triplet mapping was not deemed suitable for the present simulations.
Furthermore, sub-grid stirring in LEM-LES requires a model for the local SGS turbulence in-
tensity as a function of resolved flow parameters, a topic that has not been investigated over the
course of this work. Chakravarthy & Menon [24] calculated a local SGS turbulence level from
their transport equation for the sub-grid kinetic energy ksgs. Such an equation is not solved in
the present Smagorinsky-type LES, but a model relating the SGS turbulence intensity to the
turbulent viscosity νt could be used instead. However, the issue of LEM triplet mapping at
moderate Reynolds numbers requires further research and in the absence of valid modelling as-
sumptions the sub-grid stirring module remained turned off throughout the present LEM-LES
calculations.
As already explained in chapter 5.2.1, two different splicing models were developed for the
current implementation of LEM-LES. The first splicing model was based on the method by
Chakravarthy & Menon [24] and is called “general splicing” in the following. The model re-
moved the convective outfluxes from the right end of the donating LEM sub-grid domains and
added the influxes to the left end of the receiving sub-grid domains, without considering the
flame orientation.1 This procedure results in artificial mixing of burnt and unburnt fluid, which
is particularly problematic for the anisotropic mixing at moderate Reynolds number encoun-
tered in the TOJ case. Hence, the splicing algorithm led to a stabilisation of the twin premixed
TOJ flames close to the nozzle exits (not shown) due to a large over-prediction of the turbulent
burning velocity. To nonetheless allow for a prediction of the fluid acceleration over the flame
front, the turbulent burning velocity had to be adjusted by multiplying the sub-grid diffusion
and source terms by a constant factor. A factor of 0.2 was found to result in a reasonable
burning velocity and flame position.
1The authors nonetheless accounted for the flame orientation by adjusting the sub-grid lengths ac-
cording to the projection of the grid vector onto a (unit) flame normal vector [24].
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Due to the above-mentioned shortcomings of the general splicing model, a second model was
developed in this work. The second splicing model evaluated the scalar product of the resolved
flame normal and the velocity vector to select preferred sides of the sub-grid domains involved
in the splicing process, as explained in chapter 5.2.1. For a positive scalar product, the convec-
tive outflux was taken from the right end of the donating sub-grid domain and added to the
left end of the receiving domain, as in the general splicing method. For negative values of the
scalar product, the outflux was taken from the left end of the donating cell and added to the
right end of the receiving cell instead. Thus, the preferred direction for splicing was chosen to
reduce artificial mixing and this “preferential splicing” allowed for a stabilisation of the twin
flames in the centre of the computational domain.
Table 8.8 summarises the main parameters of the LEM-LES calculations.
Domain Grid SGS-cells Cs Samples tR Calc. Time Stirring Splicing
Compact 353 15 0.2 360 0.200 s 7 days off gen./pref.
Compact 753 08 0.0 - 0.015 s 4 days off pref.
Table 8.8: TOJ-LES: Characteristics of the LEM-LES calculations.
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8.3.3.2 Results
In fig. 8.16 snapshots of instantaneous temperature contours from LEM-LES using the 353 grid
and 15 SGS cells are presented. All simulations were carried on the compact computational
domain and the snapshots are orientated in such way that the top side of each panel corre-
sponds to the exit plane of the upper TOJ nozzle and the bottom side is located at the exit of
the lower nozzle. Figure 8.16 (b) illustrates the typical flame position for the general splicing
method, after the adjustment of the turbulent burning velocity. Figure 8.16 (c) presents a typi-
cal temperature contour for the preferential splicing method, where the sub-grid chemistry was
not adjusted to correct the burning velocity. In fig. 8.16 (a) the corresponding snapshot from
an FSD-LES calculation from the same 353 grid is shown for comparison. It can be seen that
the adjustment of the burning velocity – although clearly undesirable – for LEM-LES using the
general splicing method results in a similar flame position as in the corresponding FSD-LES
calculation. In contrast, the preferential splicing method results in a reasonable prediction of
the flame position in the centre of the domain without any adjustment of the sub-grid chem-
istry. However, preferential splicing leads to an increasing burning velocity with increasing
radial distance from the burner axis for the TOJ case, as indicated by the temperature contour
shown in fig. 8.16 (c).
Figure 8.17 compares axial profiles of the mean progress variable (a), the progress variable vari-
ance (b) and the mean axial velocity (c) from FSD-LES and LEM-LES to the PIV reference
data already discussed in section 8.3.1.2. Even though the turbulent burning velocity – as indi-
cated by the mean progress variable profile – is set correctly in FSD-LES, the simulation fails to
predict accurate profiles of both the progress variable variance and the mean axial velocity due
to the low grid resolution. The LEM-LES calculation using the general splicing method results
in a similar mean progress variable profile, after the adjustment of the sub-grid chemistry. The
resulting progress variable variance and mean axial velocity profiles show discrepancies from the
PIV data comparable to the FSD-LES, indicating that the LEM-LES model similarly suffers
from the low resolution of the LES. The LEM-LES simulation using the preferential splicing
model results in a comparable profile of the mean reaction progress variable, showing that the
turbulent burning velocity at the burner axis was reasonably predicted without adjustment of
the sub-grid chemistry. However, as can be seen from the profile of the mean axial velocity,
the simulation clearly over-predicts the fluid acceleration over the twin flames.
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Inspection of animated visualisations of the reaction progress variable shows that the flames
move less in the centre of the domain than near the domain boundaries for the preferential splic-
ing method. This is illustrated in fig. 8.18 where instantaneous snapshots from the 353 grid and
preferential splicing at randomly selected time steps are presented. Figure 8.18 (a)-(c) illustrate
the initialisation procedure for LEM-LES. In fig. 8.18 (a) the initial top hat temperature profile
along the burner axis – which corresponds to a vertical line centred half-way between the sides
of each panel – can be identified. The temperature snapshots shown in figs 8.18 (b) and (c)
were taken shortly after the beginning of the simulation and it can been seen that the modified
density and viscosity during the start-up of the simulation affect the reactive-diffusive balance
of the LEM equations and reduce the laminar burning velocity. However, figs 8.18 (d)-(h)
demonstrate that after the initialisation period (tR ≥ 0.01 s) the fully burnt chemical state of
CH4/air combustion at φ=0.8 is reached and a thin flame separating reactants from products
is established. Figure 8.18 (d)-(h) also show that the flame motion is governed by the turbu-
lent field and that turbulence wrinkles the locally laminar flame front. The trend of stronger
flame movement away from the burner axis than in the centre of the domain can clearly be
seen and results in the hourglass-shaped mean temperature contour presented in fig. 8.18 (i).
The quasi-stationary flame in the domain centre results in the correct mean progress variable
profile, while the fluid acceleration is over-predicted, as indicated by the strong peaks in the
profile of the mean axial velocity in fig. 8.17 (c).
Figure 8.19 (a) presents a one-dimensional temperature profile from Stand-Alone LEM of the
laminar premixed flame B1 of table 5.1 in chapter 5. As has already been shown in fig. 5.3
of the same chapter, flame B1 has a thermal thickness δth of about 0.4mm, while the total
flame thickness δT is of the order 1mm. This flame thickness leads to a significant difficulty for
the LEM-LES of premixed opposed jet combustion with finite-rate chemistry. While the basic
assumption for LEM-LES of turbulent combustion is that the flame can be discretised entirely
on the LEM sub-grid, this is not necessarily true for premixed opposed jet flames. This is illus-
trated in figs 8.19 (b) and (c) where instantaneous snapshots of the SGS temperature profiles
from the LEM-LES using the 353 grid are presented. Figure 8.19 (b) shows three typical SGS
profiles for a control volume which is located near the leading edge of the flame and which is
therefore mainly unburnt. Figure 8.19 (c) shows SGS profiles for the adjacent control volume in
axial direction, which is located near the trailing edge of the flame and therefore mainly burnt.
Given the finite extent of the flame it is evident that the ideal case of a completely resolved
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one-dimensional flame as illustrated in fig. 8.19 (a) rarely occurs, even on this relatively coarse
353 LES grid with a grid spacing of ∆x=0.71mm. This difficulty is expected to increase with
LES grid refinement and represents a challenge for detailed LEM-LES of premixed TOJ flames.
Figure 8.20 presents an instantaneous snapshot of various flow and flame quantities from the
LEM-LES using the refined 753 LES grid and 8 SGS cells with preferential splicing. As men-
tioned above, the fine grid LEM-LES required substantially more CPU time than the coarse
grid simulation and no converged statistics were available at the time of writing of this docu-
ment. However, given the increased difficulty of “fitting” the flame on the LES sub-grid, the
final results from the fine 753 calculation are not expected to surmount the coarse grid statistics
already shown in fig. 8.17. Figure 8.20 (a) presents the instantaneous temperature contour at
real time tR = 0.015 s, shortly after the end of the flame initialisation period. Trends similar
to the coarser 353 simulation already shown in fig. 8.18 can be observed, with a narrower burnt
temperature profile in the vicinity of the burner axis than for larger radii. Additionally the
finer LES grid results in a better resolution of the flow field and consequently of the wrinkled
flame front in comparison with the 353 grid. In fig. 8.18 (b) the chemical source term ω˙R is
shown for the same time step. Inspection of eqs. (5.7) and (5.10) in chapter 5 shows that
the chemical source term is defined as sink in the LEM balance equation for the normalised
reactant mass fraction YR and ω˙R therefore attains negative values in the thin region around
the flame reaction layer, while it is zero otherwise. Figure 8.20 (c) shows the scalar product
uini of the velocity and the flame normal vector which is used to determine the communicating
ends of the SGS domains in the preferential splicing method. It can be observed that the scalar
product is zero away from the flame front, which is the direct consequence of a zero flame
normal in regions of the domain where the temperature is constant. The scalar product attains
negative values in the flame region, since for the premixed opposed jet case, the flame normal
is typically orientated in opposite direction to the flow velocity. As a result, the preferential
splicing method typically results in outfluxes from the left side of the donating CVs which are
added as influxes to the right side of the receiving CV. As already illustrated in fig. 5.9 of
chapter 5 this procedure reduces spurious mixing of burnt and unburnt fluid and justifies the
preferential splicing method for the TOJ case. Figure 8.20 (d) presents instantaneous density
contours at the same real time tR = 0.015 s. It can be seen that – away from the initial-
isation period with a constant (unburnt) density – the density contour spans the full range
0.17 kg/m3 ≤ ρ ≤ 1.16 kg/m3 from products to reactants that is governed by the LEM chem-
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istry model. In fig. 8.20 (e) the instantaneous axial velocity profile is shown and the increase in
the fluid velocity due to thermal dilatation over the flame front can clearly be observed. Due to
the redistribution of kinetic energy from the axial to the radial direction in the TOJ case, the
increase in axial velocity over the flame front additionally results in an increased radial velocity
towards the domain outflow boundary, as shown in fig. 8.20 (f). This is further illustrated in
figs 8.21 and 8.22, where vector plots of the U-V velocity pair are presented for two different
real times. Figure 8.21 shows the velocity vectors at tR=0.005 s, a real time at which the linear
decrease of the burnt density towards the density at Tb has just begun and the flow is therefore
still quasi-isothermal. In fig. 8.22 the velocity vectors for tR=0.015 s are presented, which is
the time step already illustrated in fig. 8.20, where the fully reacting flow has been discussed.
Comparison of figs 8.21 and 8.22 shows the transition from the cold stagnation point flow to
the reacting TOJ flow governed by the two premixed flame brushes, which lead to a strong
increase of the velocities in the stagnation region.
Overall, the results from these initial LEM-LES calculations show that the model algorithm
presented in chapters 5 and 6.2.2.2 is functional and allows for LEM-LES calculations of pre-
mixed combustion. First statistics from a coarse LES grid demonstrate the capability of the
new LEM algorithm to accurately predict the turbulent burning velocity along the axis of the
TOJ burner. However, in the present state – while the sub-grid burning velocity is correct –
the burning velocity away from the centre of the domain is strongly over-predicted. Further-
more, the problem of sufficient LES grid resolution to accurately resolve the flow field, while
simultaneously keeping a sufficient sub-grid length to resolve a flame of finite thickness is found
challenging for the LEM-LES of premixed opposed jet combustion. Future work should aim to
parallelise the current LEM-LES program to allow for more efficient simulations and improve
the splicing algorithm to yield accurate predictions of turbulent premixed flames. Given the
above-mentioned difficulties of the LEM-LES method with the moderate Reynolds number TOJ
case, it is recommended to use a different test case at a higher Reynolds number for further
validation of the new LEM-LES program.
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8.4 Conclusions
Large eddy simulations of turbulent opposed jet flows have been performed on two computa-
tional domains of different geometrical complexity. Isothermal LES were performed first to
study the turbulent flow in the absence of turbulence-chemistry interactions. For the lean pre-
mixed reacting flow, two versions of the algebraic FSD model by Boger et al. [13] were used on
each computational domain. Premixed combustion was also studied using a new implementa-
tion of LEM-LES and initial results have been reported.
Results show that the compact domain allows for an accurate prediction of the isothermal
velocity statistics along the burner axis, even for relatively coarse grid resolutions, if appropri-
ate length scales and fluctuation levels at the inflow are set. However, for reasonable velocity
statistics in the premixed case, a fine grid has to be used. The model parameter of the FSD
model employed here had to be adjusted to yield the correct turbulent burning velocity and a
different parameter is required for the two versions of the model. The model parameter used
for Boger’s original formulation without an additional diffusion term is required to be higher
than the constant for the formulation comprising a diffusion term [80], which was explained
by the larger flame pre-heat zone due to flame thickening in the latter case. Provided that the
model constants are set “correctly”, the two formulations allow for a reasonable prediction of
the mean axial velocity profile, while only the model containing the extra diffusion term yields
acceptable velocity fluctuation profiles along the centreline of the compact domain.
A detailed investigation of the isothermal and premixed TOJ flow has also been carried out
using an extended computational domain, which includes the flow field between the turbulence
generating plates. The LES inflow was adjusted to yield the correct jet break-up point in the
upstream region of the nozzles, as measured by PIV inside a glass nozzle. Based on these
detailed inflow conditions, the LES accurately predicted the homogenisation of the turbulence
field approaching the nozzle exit, as well the flow field in the stagnation region.
For the reacting case, both versions of the FSD model allowed for reasonable predictions of
the velocity statistics both along the burner axis and the stagnation plane. These velocity
predictions, however, relied on the adjustment of the FSD model parameter. The parameter
used for the extended domain was required to be lower to result in the same turbulent burning
velocity. This was explained by the different turbulence fields encountered by the twin flames
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on the two computational domains. The more realistic description of the nozzle flow achieved
on the extended domain leads to stronger flame wrinkling, which increases the flame surface
area and hence the chemical turn-over and results in a higher turbulent burning velocity. Ap-
plication of the algebraic FSD-LES model on the extended domain shows the difficulty of the
original formulation to resolve the premixed flame structure in LES in the absence of an explicit
filter. The results from Boger’s original model are, however, more reasonable on the extended
domain, possibly due to increased numerical diffusion as a result of the stronger flame motion.
Kirkpatrick’s model interpretation – while being ad hoc – allows to resolve the flame structure
on both domains and appears to be the more suitable for practical LES, where the grid res-
olution cannot be refined indefinitely. However, none of the two model versions allowed for a
true prediction of the turbulent burning velocity and a more refined description of the flame
surface density would be desirable in the future.
LEM-LES calculations of the premixed twin TOJ flames using the compact computational
domain with a coarse 353 and a refined 753 LES grid have been carried out. The new LEM-LES
program based on a bi-directional coupling algorithm for LEM and LES was found functional.
Two different implementations of 3D convection for LEM-LES (splicing) in the context of
premixed combustion were tested and results from LEM-LES were compared to FSD-LES
data obtained on the 353 LES grid. The results show that LEM-LES similarly suffers from
a coarse LES grid as FSD-LES for the TOJ case of moderate Reynolds number, as sub-grid
stirring cannot be used to compensate for the under-resolved LES turbulence field. However,
further LES grid refinement leads to the problem that a premixed flame can no longer be fully
resolved on the LEM sub-grid, since the finite flame thickness exceeds the length of the SGS
domains. While the sub-grid burning velocity from the LEM chemistry model is correct, the
turbulent burning velocity on the LES grid is negatively affected by artificial mixing inherent
in the splicing method. A general splicing model leads to significant over-predictions of the
turbulent burning velocity and a correct mean position of the twin flames can only be achieved
by reducing the sub-grid burning velocity. An alternative splicing model which preferentially
selects the sides of the LEM domains involved in the splicing procedure to avoid artificial
mixing yields reasonable predictions of the turbulent burning velocity. However, preferential
splicing results in an incorrect flame shape with twin flames which are closer in the centre of
the compact TOJ domain than at the domain boundaries. The simulations further suffer from
large computational expenses and converged LEM-LES results based on a more realistic LES
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flow field cannot be reported at present. Early snapshots from the 753 grid nonetheless confirm
the ability of LEM-LES to describe a thin wrinkled premixed flame front and show that the
preferential splicing method is suitable for the TOJ case. Future work should concern the
parallelisation of the LEM-LES program and improvements to the splicing method, as well as
the validation of the new LEM-LES implementation for test cases at higher Reynolds number.
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Figure 8.1: TOJ experimental set-up, adapted from [103].
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Figure 8.2: TGP geometry generation. Left: Mask array after TGP hole generation,
Centre: Mask array after 10 filtering iterations, Right: Final TGP mask for LES inflow
fields.
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Figure 8.3: Snapshot of an instantaneous axial TOJ velocity field. Left: Extended
computational domain where black corresponds to axial velocities of +6m/s and white
to -6m/s, Right: Compact computational domain (black frame). The same scale as
on the left is used for the contour inside the black frame. The extended domain is
shown in the background and the TOJ nozzle exits are indicated for reference. The
burner centreline (vertical lines) and the stagnation symmetry plane (horizontal line)
are marked as well.
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Figure 8.4: TOJ parameter studies: Variation of diffusion with the FSD-LES model.
Left: Twin flames calculated with a diffusion term (D1-LES), Right: Twin flames calcu-
lated without an extra diffusion term (D0-LES). The TOJ nozzles are indicated at the
top and bottom of each panel.
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Figure 8.5: TOJ results, Compact domain: Normalised mean axial velocity (a)/(d), axial
velocity fluctuation (b)/(e) and radial velocity fluctuation (c)/(f) along the burner axis
between the nozzle exits. Left: Isothermal case, Right: Reacting case. Symbols: Exper-
iments, cf. table 8.2. Lines (left): Isothermal LES with inflow length scales Lin=1mm
(LES1-A), Lin=2mm (LES1-B) and Lin=3mm (LES1-C). Lines (right): FSD-LES with
(LES1-D1) and without (LES1-D0) additional diffusion term.
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Figure 8.6: TOJ results, Compact domain: Mean reaction progress variable (a) and
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Experiments, cf. table 8.2. Lines: FSD-LES with (LES1-D1) and without (LES1-D0)
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Figure 8.7: TOJ results, Isothermal case, Extended domain: Normalised mean axial
velocity (a), axial velocity fluctuation (b) and radial velocity fluctuation (c) along the
burner axis between the TGPs. Symbols: Experiments, cf. table 8.2. Line: Isothermal
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Figure 8.8: TOJ results, Isothermal case, Extended domain: Normalised mean axial
velocity U/Ub along the radial direction for axial locations 0.02 ≤ x/L ≤ 0.50. Symbols:
Experiments, cf. table 8.2. Line: Isothermal LES.
211
0.10
0.20
0.30
0.40
0.50
0.60
x/L = 0.02
0.10
0.20
0.30
0.40
0.50
0.60
x/L = 0.08
0.10
0.20
0.30
0.40
x/L = 0.15
0.10
0.20
0.30
0.40
x/L = 0.22
PIV2-A
PIV2-B
LES1
0.05
0.10
0.15
0.20
0.25 x/L = 0.30
0.05
0.10
0.15
0.20
0.25x/L = 0.42PIV2-A
PIV1
LES1
0.00
0.05
0.10
0.15
0.20
-1.5 -1.0 -0.5  0.0  0.5  1.0
2r/D
x/L = 0.48
-1.0 -0.5  0.0  0.5  1.0  1.5
0.00
0.05
0.10
0.15
0.20
2r/D
x/L = 0.50
Figure 8.9: TOJ results, Isothermal case, Extended domain: Normalised axial veloc-
ity fluctuation u′/Ub along the radial direction for axial locations 0.02 ≤ x/L ≤ 0.50.
Symbols: Experiments, cf. table 8.2. Line: Isothermal LES.
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Figure 8.10: TOJ results, Isothermal case, Extended domain: Normalised mean radial
velocity V/Ub along the radial direction for axial locations 0.02 ≤ x/L ≤ 0.50. Symbols:
Experiments, cf. table 8.2. Line: Isothermal LES.
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Figure 8.11: TOJ results, Isothermal case, Extended domain: Normalised radial veloc-
ity fluctuation v′/Ub along the radial direction for axial locations 0.02 ≤ x/L ≤ 0.50.
Symbols: Experiments, cf. table 8.2. Line: Isothermal LES.
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Figure 8.12: TOJ results, Reacting case, Extended domain: Normalised mean axial
velocity (a), axial velocity fluctuation (b) and radial velocity fluctuation (c) along the
burner axis between the TGPs. Symbols: Experiments, cf. table 8.2. Lines: FSD-LES
with (LES1-D1) and without (LES1-D0) additional diffusion term.
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Figure 8.13: TOJ results, Extended domain: Normalised mean axial velocity (a)/(d),
axial velocity fluctuation (b)/(e) and radial velocity fluctuation (c)/(f) along the burner
axis between the nozzle exits. Left: Isothermal case, Right: Reacting case. Symbols:
Experiments, cf. table 8.2. Lines: Isothermal LES (LES1), FSD-LES with (LES1-D1)
and without (LES1-D0) additional diffusion term.
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Figure 8.14: TOJ results, Extended domain: Mean reaction progress variable (a) and
progress variable variance (b) along the burner axis between the nozzle exits. Symbols:
Experiments, cf. table 8.2. Lines: FSD-LES with (LES1-D1) and without (LES1-D0)
additional diffusion term.
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Figure 8.15: TOJ results, Extended domain: Normalised mean radial velocity (a), radial
velocity fluctuation (b) and axial velocity fluctuation (c) along the stagnation plane.
Symbols: Experiments, cf. table 8.2. Lines: Isothermal LES (LES1-ISO), FSD-LES
with (LES1-D1) and without (LES1-D0) additional diffusion term.
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Figure 8.16: Reacting LES of the TOJ using the 353 grid and 15 SGS cells: Snapshots of
instantaneous temperature contours from (a) FSD-LES, (b) LEM-LES using the general
splicing method with correction of the burning velocity, (c) LEM-LES using preferential
splicing. The TOJ nozzles are indicated at the top and bottom of each panel.
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Figure 8.17: LEM-LES of the TOJ using the 353 grid and 15 SGS cells: (a) mean
progress variable, (b) progress variable variance and (c) normalised mean axial velocity
along the burner axis between the nozzle exits. Symbols: Experiments, cf. table 8.2.
Lines: FSD-LES versus LEM-LES using the general splicing method (1) with correction
of the burning velocity and preferential splicing (2).
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Figure 8.18: LEM-LES of the TOJ using the 353 grid and 15 SGS cells: Snapshots of
(a)-(h) instantaneous temperature contours and (i) mean temperature contour from a
simulation using preferential splicing. Panels (a)-(c) illustrate the initialisation procedure
with modified density and viscosity, while (d)-(i) show the contours for the full range of
ρ and µ.
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Figure 8.19: Stand-Alone LEM and LEM-LES of the TOJ using the 353 grid and 15
SGS cells: Instantaneous temperature profiles along the LEM domain. (a) Stand-Alone
LEM of CH4/air combustion at φ=0.8 (flame B1 in table 5.1, chapter 5), (b) Three
instantaneous SGS profiles from LEM-LES for a mainly unburnt CV near the leading
edge of the TOJ flame, (c) Three instantaneous SGS profiles from LEM-LES for a mainly
burnt CV near the trailing edge of the TOJ flame.
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Figure 8.20: LEM-LES of the TOJ using the 753 grid and 8 SGS cells: Snapshots of
instantaneous (a) temperature T [K], (b) chemical source term ω˙R [kg/(m
3 s)], (c) scalar
product of velocity and flame normal vector uini [m/s], (d) density ρ [kg/m
3], (e) axial
velocity u [m/s] and (f) radial velocity v [m/s] at a real time tR of 0.015 s.
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Figure 8.21: LEM-LES of the TOJ using the 753 grid and 8 SGS cells: Velocity vectors
at real time tR =0.005 s, i.e. at the beginning of the LEM initialisation. The length of
the velocity vectors at the inlets corresponds to a velocity of 3m/s.
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Figure 8.22: LEM-LES of the TOJ using the 753 grid and 8 SGS cells: Velocity vectors
at real time tR =0.015 s, i.e. after the LEM initialisation. The length of the velocity
vectors at the inlets corresponds to a velocity of 3m/s.
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Chapter 9
Summary
This research project considered the Large Eddy Simulation of turbulent combustion in both the
premixed and the non-premixed regime. Non-premixed combustion in hybrid bluff-body/swir-
ling flames was simulated using a steady flamelet model. Lean premixed combustion in turbu-
lent opposed jet flows was calculated using an algebraic Flame Surface Density (FSD) model
and a newly developed LEM-LES model for incompressible flows with finite-rate chemistry
effects that can be applied to partially-premixed combustion as well.
The non-premixed flames considered in this work are selected cases of the Sydney swirl flame
series [175]. Isothermal swirling flow at a medium Reynolds and swirl number was simulated
first and velocity statistics were compared to experimental data from LDV. The LES accurately
captured the complex flow field resulting from the interaction of a turbulent jet with a swirling
annular stream and the wake behind a bluff-body. The simulation also predicted precession of
the central jet, vortex breakdown and downstream recirculation.
For the LES of the non-premixed swirl flames, a steady flamelet model for varying strain rates
and a pre-computed flamelet table based on detailed chemical kinetics were used to describe
the chemical state. A low speed methane flame from the series was simulated as a first test
case for the combination of the flamelet model with a complex swirling flow. LES results were
analysed in terms of velocity statistics and the first and second moments of the mixing field and
compared to LDV data, as well as results from Raman/Rayleigh measurements. The simulation
of the methane flame successfully predicted vortex breakdown and downstream recirculation
in the reacting case and allowed for some quantitative comparisons of LES and experiments.
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However, a detailed characterisation of the species concentration profiles could not be achieved
due to the strong sensitivity of the combustion model to small errors in the prediction of the
mixing field.
Following this, two high speed methane/hydrogen flames were simulated using the same com-
bustion model. While the LES results obtained for the high speed flames agreed with the
experimental data at some locations in the turbulent flow, the predictions were overall not sat-
isfactory. These discrepancies resulted again from minor deviations in the mixing field, which
in turn affected the momentum field through the highly non-linear mixture fraction/density
relationship. Furthermore, the LES calculations suffered from a lack of experimental data on
the inflow in the central jet region and from a limited grid resolution due to the use of a serial
simulation program. Better predictions could be achieved with a less sensitive combustion
model, more precise inflow data, and parallel algorithms to further increase the grid resolution
of the LES.
Premixed twin flames stabilised back-to-back near the stagnation point of a turbulent opposed
jet (TOJ) configuration were simulated by LES using two combustion models of different com-
plexity. An algebraic Flame Surface Density model [13] based on a transport equation for
the reaction progress variable was used for the majority of the simulations. A more com-
plex description of the sub-grid combustion process was achieved by means of an LEM-LES
model [24, 71] for premixed combustion, from which initial results were presented.
Before the simulation of the reacting case, isothermal turbulent opposed jet flow at a Reynolds
number of 5,000 was studied using two different computational domains. It was found that a
compact domain spanning between the nozzle exits was sufficient to obtain velocity statistics
along the burner axis in good agreement with available PIV data, even on coarse grids. How-
ever, the full complexity of the opposed jet flow as a result of the interaction of the laminar
jets issuing from the turbulence generating plates (TGPs) could only be achieved by the use
of an extended computational domain including the TOJ nozzles. A detailed description of
this nozzle flow was available from PIV measurements inside a glass nozzle, which helped to
adjust the LES inflow to result in the correct flow field in the vicinity of the TGPs. Based on
this adjustment of the initial jet development region, the LES accurately described the flow
homogenisation towards the nozzle exit and the flow field between the nozzles. The isothermal
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LES calculations were carried out using a grid resolution approaching the Kolmogorov scale
and are therefore suitable for further detailed comparisons of length and time scales, as well as
velocity spectra available from the glass nozzle PIV [14].
The reacting TOJ flow was studied using two versions of the algebraic FSD model. In its
original formulation, the model describes the joint effect of chemical reaction and molecular
diffusion, whereas in an alternative interpretation, the model was taken to describe the chem-
ical source term only and an extra diffusion term was added. The model contains a constant
which requires adjustment to result in the correct turbulent burning velocity and this constant
was set to match the profile of the mean reaction progress variable from PIV measurements.
Based on this adjustment of the chemical source, both FSD-LES formulations predicted the ve-
locity statistics along the burner axis and the stagnation plane on the extended computational
domain. However, different model constants needed to be used for the two model formulations
and the two domains, pointing to a lack of generality of the algebraic FSD model.
The LEM-LES model combined a detailed description of the one-dimensional sub-grid flame
structure with the three-dimensional large-scale flow field from LES. The LEM combustion
model uses a one-step global chemical mechanism for CH4/air combustion and solves an un-
steady reaction-diffusion sub-grid equation for temperature and a normalised reactant mass
fraction. Major modelling efforts were required to represent 3D convection, flame propaga-
tion and thermal expansion in the premixed LEM-LES and the corresponding sub-models were
reported in detail. In contrast to previous LEM-LES implementations, the present model is
capable of including finite-rate chemistry effects in incompressible flows and is based on the
widely-used Smagorinsky type eddy viscosity approach.
Initial LEM-LES results using the compact computational domain have been reported and
show that the new LEM-LES program is functional and allows for the simulation of turbulent
premixed combustion. However, due to the high computational expense of the method, only
statistical results from a coarse LES grid can be presented and show that the LEM-LES is
similarly affected by the grid resolution as a comparable FSD-LES. A challenge for the LEM-
LES of premixed opposed jet flames including finite-rate chemistry effects arises from the
difficulty to accommodate the full premixed flame profile on the short SGS domains at high
LES grid resolutions. Two different models for 3D convection in LEM-LES (splicing) have
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been tested and a strong sensitivity of the LEM-LES model to the splicing algorithm was
found. A general splicing algorithm led to a strong over-prediction of the turbulent burning
velocity and required adjustment of the chemical sub-grid model to yield a reasonable mean
flame position. An alternative splicing model based on the evaluation of the scalar product of
the flame normal and the velocity vector resulted in a reasonable burning velocity in the centre
of the TOJ domain, while the burning velocity was over-predicted at the domain boundary.
The current LEM-LES program requires further validation for test cases at higher Reynolds
number and it can be further improved by parallelisation to increase computational efficiency
and by enhancing the 3D convection model.
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