A generalized statistical approach for interlaboratory comparisons with linear trends is proposed. This new approach can be applied to the general case when the artefacts are measured and reported multiple times in each participating laboratory. The advantages of this approach are that it is consistent with the previous approaches when only the pilot lababoratory makes multiple measurements and it applies whether or not there exists a trend. The uncertainties for the comparison reference value and the degree of equivalence are also provided. As an illustration, the method is applied to the SIM.EM-K2 comparison for resistance at the level of 1 G . S This article has associated online supplementary data files
Introduction
Interlaboratory comparisons are conducted for intercomparison of measurement results among laboratories. Key comparisons are special interlaboratory comparisons that serve as technical bases for the Mutual Recognition Arrangement (MRA) of the International Committee for Weights and Measures (CIPM) between national metrology institutes (NMIs) and regional metrology organizations (RMOs) around the world [1] . In some key comparisons, the measurand has a trend or a drift and thus the measurements of the transport artefacts made by the participating NMIs will show the trend. Zhang et al proposed an approach for the analysis of single [2] and multiple artefact problems [3] with linear trends. Elster et al [4] proposed a procedure for the analysis of key comparison data in the case where the travelling artefact shows a deterministic or random drift. Stepanov [5] compares three approaches including the one in [2] for evaluating key comparisons with linear trends. In the scenario discussed in [2, 3] , a measurand was measured by the pilot NMI in several separate time periods and at only one time by the other participating NMIs. Since the measured values show a linear trend in time, a simple linear model with the same slope and different intercepts for each NMI was proposed. Only the measured values of the pilot NMI were used to estimate the joint slope as in [6] for CCEM.EM-K2.
Along with key comparisons among the NMIs, many RMOs are conducting interlaboratory comparisons between corresponding laboratories in their regions.
In some RMO comparisons, some non-pilot laboratories also measure an artefact multiple times.
For example, recently the Technical Committee of the Inter-American Metrology System (SIM) for Electricity and Magnetism conducted a resistance intercomparison at the 1 , 1 M and 1 G levels between six SIM laboratories [7, 8] , which are the National Institute of Standards and Technology (NIST) of the United States, Instituto Nacional de Technologia Industrial (INTI) of Argentina, National Institute of Metrology Standardization and Industrial Quality (INMETRO) of Brazil, Administración Nacional de Usinas y Transmisiones Electricas (UTE) of Uruguay, National Research Council (NRC) of Canada, and Centro Nacional de Metrologia (CENAM) of Mexico. In the comparison, the pilot laboratory, NIST, made measurements in five separate periods. In SIM.EM-K2 for the 1 G comparison , all other non-pilot NMIs made measurements in two separate time periods (about six months apart) except UTE. The SIM Working Group made the decision to allow each participant to measure the travelling standards twice during the comparison. As reported in [8] , this provided additional information about the linear drift of the standard resistors in addition to information from just the pilot NMI.
In this case, the approach proposed in [2, 3] cannot be applied without sacrificing some information and thus a more general methodology is needed. In this paper, we propose a general approach to deal with this case. The methodology is consistent with the approaches in [2, 3] when the pilot laboratory is the only one making measurements in multiple time periods. It is also consistent with the method for the trivial case when the trend reduces to zero. As in [3] , multiple artefacts are also considered.
Models and parameter estimation
In this paper, L travelling artefacts are considered. As in [3] , we assume that for a fixed artefact, the measurements of any particular laboratory have a linear trend in time, and the slopes of the trends for all p laboratories are the same, while we allow different intercepts for different laboratories. Specifically, we assume that for all artefacts the ith laboratory (i = 1, . . . , p) makes k i measurements with k i 1. For the lth artefact, the j th measurement (or the average of the measurements) made at laboratory i, X ij (l) is measured at the time t ij (l) (j = 1, . . . , k i ). Without loss of generality, we assume that the pilot laboratory is the first one among all p laboratories with k 1 > 1.
For a fixed artefact, say l (l = 1, . . . , L), we assume a simple linear regression holds for all the measurements, i.e.
For a fixed artefact, say the lth artefact, we further assume that for each laboratory, say the ith laboratory, an error of the measurement X ij (l) can be expressed as
In (2) 
where
by p + 1 matrix, and
with mean E[ε(l)] = 0 and the covariance matrix
We use ξ to denote the transpose of a vector ξ .
. . , 1) of length k. The matrix diag{c 1 , . . . , c n } is a diagonal matrix with elements c 1 , . . . , c n . In appendix 1 (appendices 1-3 are available from the electronic verison of this journal), we re-express X(l), ε(l) and Cov[ε(l)] and make them more explicit. It is obvious that for a fixed laboratory, say i, and a fixed artefact, say l, when I i (l) = 1, then its k i measurements {X ij (l); j = 1, . . . , k i } are not independent of each other since from (2) they have the same random error e i,B (l); while when I i (l) = 0, these k i times measurements
It is well known as in [9] , p 230 that the best linear unbiased estimator of θ(l) in (3) is the generalized least square estimator, i.e.θ
After laborious but straightforward mathematical operations sketched in appendices 1 and 2, the estimators of α i (l) (i = 1, . . . , p) and β(l) can be written aŝ
are weighted means of {t ij (l)} and {X ij (l)} with
respectively. From (2) and (12), the corresponding uncertainty for X i (l), u i (l), for the lth artefact in the ith laboratory is given by
(13) The estimators of the linear regressionsα i (l) andβ(l) in (10) and (11) are based on the measurements made by all laboratories. The above estimators are consistent with the estimators in [2, 3] , where [2, 3] are different from those given in the general case here, since as shown in (11), X ij (l), σ Similar to the results in [2, 3] , the corresponding uncertainties for the estimators in (10) and (11) are given by
and
The predicted value based on the lth regression line for the value of the lth artefact and the ith laboratory at any time
The corresponding uncertainty is given by
The derivations of (19) and (20) are given in appendix 3.
Comparison reference value
In section 2, a regression line is established for each artefact and each laboratory. As discussed in [2, 3] , the comparison reference value as a weighted mean of the predicted values over the artefacts and laboratories is time dependent. For the comparison reference value (CRV) at any time t (denoted by CRV t ), as in [3] , we use a weighted mean ofα +βt over all the laboratories i = 1, . . . , p and all the artefacts l = 1, . . . , L, i.e.
where the time t is allowed to be different for different artefacts, i.e. t = (t (1) (21) is to take a weighted average of the prediction values over laboratories for each artefact first and then take a weighted average over artefacts. As discussed in [3] , when there is no trend for a key comparison with multiple artefacts, a comparison reference value is often calculated by first taking a weighted average of the measurements (or the difference between the measurements and the nominal value) for all L artefacts within each laboratory and then taking a weighted average over all laboratories, e.g. CCPR-K2.a [10] . Therefore, we will consider only the first way. Similar to (16) in [3] , the variance of CRV at time t = (t (1), . .
. , t (L)) is given by Var[CRV t (ω, ν)]
In metrology it is commonly assumed that the weights ν il do not depend on the laboratory. Namely, ν il = ν l for i = 1, . . . , p as in CCEM.EM-K2 [6] . As discussed in [2, 3] , the uncertainty given in (22) depends on t as well as the weight ω = (ω 1 , . . . , ω p ) and ν il . For a fixed set of {ν l }, we use the criterion of minimizing the variance of CRV in (22) to find the optimal weights {ω i }and the corrsponding t. The second term in the last equality of (22) will vanish when choosing
for l = 1, . . . , L. With this choice, from (21), (19) and (10),
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From (22), the corresponding uncertainty of CRV t ω (ω, ν) is given by
As in the no-trend case, for a fixed set of ν l , u 2 CRV tω (ω,ν) is minimized when the weights {ω i } are given by
See [11] . With this set of weights {ω * i (ν)}, the corresponding
and the corresponding CRV in (24) is given by
The standard uncertainty of this CRV is given by
In practice, a choice of ν l can be formed by the 'mean-square residuals' for the lth regression line for the pilot laboratory as in CCEM-K2, i.e.
Degrees of equivalence

Degrees of equivalence of the national measurement standards with respect to the CRV
For the degrees of equivalence of the national measurement standards from the ith laboratory with respect to the CRV, we only consider the case when ν il = ν l , ω i = ω * i (ν) and t = t * as given by (26) and (27). The degree of equivalence of the national measurement standard from the ith laboratory with respect to the CRV t * (ω * , ν) is defined as the difference
Similar to (31) in [3] , from (20), (16)- (18) and (29) the corresponding standard uncertainty is given by
Degrees of equivalence between pairs of national measurement standards
The degree of equivalence between two national measurement standards at time t is defined as in [3] , i.e.
when i = j . Thus the quantity is independent of t. Sincê α i (l) are independent for different l, by (14), (15) and (18) the corresponding standard uncertainty is given by
The corresponding expanded uncertainty is given by two times the standard uncertainty.
An example
To illustrate the approach, we applied it to the SIM.EM-K2 comparison for resistance at the level of 1 G in [7] . The Working Group for Electricity and Magnetism of the SIM Tables 1 and 2 Notice that in the SIM.EM-K2 comparison, type B standard uncertainty of the measurements made at different time periods may not be the same for some laboratories as shown in tables 1 and 2. In practice whether an indicator I i (l) in equation (2) corresponding to the lth artefact and the ith laboratory takes 1 or 0 depends on the setting of the measurement process and thus the uncertainty budget. For the lth artefact, the indicator I i (l) = 1 if the error e ij,B (l) in (2) for measurements made at different time periods are the same for the ith laboratory and I i (l) = 0 otherwise. This leads to type B standard uncertainties for measurements made for the 
Otherwise, it would contradict the fact that type B uncertainties for a fixed travelling standard and the same NMI are different for the two periods. As for UTE, the fourth laboratory in the tables, k 4 = 1 leading to I 4 (l) = 1. The slopes of the two regression lines corresponding to the two travelling standards areβ(1) = 3.6768 × 10 −6 /year and β(2) = 4.5873 × 10 −6 /year from (11). For a fixed travelling standard, the intercept of the regression line corresponding to a laboratory is calculated from (10) . Figures 1 and 2 show the five regression lines corresponding to the five laboratories with two or more measurements, for S/N 9104 and S/N 9105, respectively. Similar to [3] , the CRV as a weighted mean of the measurements calculated from (28) at t * = (2006. 772, 2006 .806) year with weights given by (26), (27), and (30), is 9.5710 × 10 −6 , with a standard uncertainty of 1.6826 × 10 −6 from (29). The degrees of equivalence of the national measurement standards with respect to the CRV and the degrees of equivalence of pairs of national measurment standards and their expanded uncertainties were calculated from (32) to (35) and are listed in tables 3 and 4, respectively.
Conclusions
In this paper, we extend the statistical analyses for key comparisons with linear trends in [2, 3] to the general case of possible multiple measurements in multiple time periods by each laboratory. The calculation of the CRV is consistent with the case in [2, 3] and the case in which there is no trend. The corresponding uncertainties for the CRV and the degree of equivalence are also provided.
In this paper, we assume that the measurements of different artefacts by the same laboratory are statistically independent. The assumption is based on (1) the errors quantified by type A uncertainty are statistically independent, (2) the errors quantified by type B uncertainty will have some correlation, and (3) since not all artefacts are created equal and even when metrologists make every effort to measure artefacts in as 'correlated' a way as possible, there is still a random component. Certainly, the scenario that measurements of different artefacts by the same laboratory are correlated can be considered in future research.
