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In recent years, experimental techniques have enabled the creation of endofullerene peapod nanomolecular
assemblies. It was previously suggested that the rotor model resulting from the placement of dipolar linear
rotors in one-dimensional lattices at low temperature has a transition between ordered and disordered phases.
We use the density matrix renormalization group (DMRG) to compute ground states of chains of up to 50
rotors and provide further evidence of the phase transition in the form of a diverging entanglement entropy.
We also propose two methods and present some first steps towards rotational spectra of such nanomolecular
assemblies using DMRG. The present work showcases the power of DMRG in this new context of interacting
molecular rotors and opens the door to the study of fundamental questions regarding criticality in systems
with continuous degrees of freedom.
The ability to produce endofullerenes by molecular
surgery1 has resulted in a number of exciting results,
both experimental2,3 and theoretical.4–9 The generation
of carbon nanotube “peapods” has also recently been
shown to be possible.10–15 The combination of these ideas
leads to endofullerene peapods: carbon nanotubes which
contain fullerene cages with atoms or molecules trapped
inside.16–22
By treating these nanomolecular assemblies (NMAs)
as fixed and rigid, we may study the motion of the atoms
and molecules enclosed therein. The resulting model is
similar in some respects to that obtained from placing
ultracold particles in an optical lattice,23,24 and has pre-
viously been studied in that context.25,26 Nevertheless,
there are some fundamental differences: in an NMA, the
imprisoned entities may not move between sites as they
do in an optical lattice, so there cannot be double oc-
cupation of a site; the spacing between adjacent sites is
much smaller in an NMA (on the order of 1 nm)15 than
in a typical optical lattice (on the order of 100nm);23 and
the carbon walls of the fullerene cages shield the interac-
tions between the captive particles.3
For an endofullerene peapod NMA model as described
above, one is in principle left with translational, vibra-
tional, and rotational degrees of freedom for the confined
particles. At very low temperatures, the translations and
vibrations are restricted to their respective ground states,
and only the rotational motion remains relevant, such
that one can approximate the low-lying energy spectrum
with an effective rotor Hamiltonian. In the following,
we therefore focus on the rotational degrees of freedom
of molecules arranged in a linear chain. Specifically, we
choose dipolar linear rotor molecules (such as HF, LiCl,
or CsI) which interact pairwise through the (dimension-
less) dipole–dipole potential
Vij(ei, ej ; rij) = ei · ej − 3(ei · rij)(ej · rij), (1)
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where ei and ej are unit vectors describing the orien-
tation of two rotors, and rij is the unit vector in the
direction from one rotor to the other.
In this communication, we propose a method for the
calculation of ground state energies and wavefunctions
for long one-dimensional systems of dipolar rotors us-
ing the density matrix renormalization group (DMRG).
Originally introduced by White in 1992,27 the approach
of DMRG has proven fruitful in a number of applica-
tions ranging from condensed matter physics28,29 to quan-
tum chemistry.30–32 Although it has been extended to
the study of two-dimensional systems, finite temperature
systems, and real-time evolution, DMRG excels at find-
ing ground states of strongly-correlated one-dimensional
systems.33
For small systems of this kind (up to around 10 rotors),
sparse iterative methods for Hamiltonian diagonalization
are sufficient to obtain a handful of low-lying eigenstates.
As the systems grow, the size of the many-body ba-
sis increases exponentially, and the problem quickly be-
comes intractable. Hence, we turn to DMRG in order to
grow the rotor chain under study to 50 rotors, which is
made feasible by the matrix product state (MPS) wave-
function ansatz inherent to DMRG. We accomplish this
with the ITensor package, which allows us to efficiently
formulate the Hamiltonian as a matrix product opera-
tor (MPO) and which contains an implementation of
DMRG.34 While existing publications have also exam-
ined many-body quantum systems with dipole–dipole in-
teractions using DMRG,25,35,36 due to their use of dif-
ferent geometries and focus on mapping to other model
systems, they do not capture the full physics of interact-
ing molecules under quantum rotation.
For N identical rotors with rotational constant B and
dipole moment µ, the general Hamiltonian is
Hˆ =
B
h¯2
N∑
i=1
ℓˆ2i +
µ2
4πǫ0
N∑
i=2
i−1∑
j=1
Vˆij
r3ij
, (2)
where rij is the distance between rotors i and j. Since a
peapod NMA is inherently linear, without loss of general-
2ity, we may place the rotors along the z axis and express
the potential operator compactly as
Vˆ
(z)
ij = xˆixˆj + yˆiyˆj − 2zˆizˆj. (3)
Because of the regular structure of a peapod NMA, we
space the rotors evenly and write the Hamiltonian as
Hˆ
B
=
N∑
i=1
ℓˆ2i
h¯2
+
1
R3
N∑
i=2
i−1∑
j=1
Vˆ
(z)
ij
(i− j)3
, (4)
where
R = r
(
4πǫ0B
µ2
) 1
3
, (5)
r is the distance between adjacent rotors (the lattice
spacing), and we have taken this opportunity to non-
dimensionalize the Hamiltonian. Since all the physical
properties appear only in R, the one-parameter form of
the Hamiltonian allows us to explore the entire realm of
physical realizations of this model by scanning a single
parameter. A smaller value of R results in stronger in-
teractions, potentially caused by a larger dipole moment,
a smaller rotational constant, or a smaller inter-particle
separation.
A natural one-body basis for this problem is that of the
spherical harmonics |ℓimi〉, in which the squared angular
momentum operator ℓˆ2i is diagonal:
ℓˆ2i |ℓimi〉 = h¯
2ℓi(ℓi + 1) |ℓimi〉 . (6)
Although in principle this basis is infinite, in order to
carry out any calculations, it will need to be truncated
at a finite ℓmax so that it is large enough to accurately
represent the quantities in question, but no larger.
Thanks to the form of the potential operator, the
Hamiltonian conserves
ℓp ≡
N∑
i=1
ℓi (mod 2) (7a)
and
m =
N∑
i=1
mi. (7b)
In order to exploit the block-diagonal structure of the
Hamiltonian in DMRG, we must make explicit use of
these good quantum numbers. That is, we need to ex-
press the potential operator in terms of one-body oper-
ators that only change the quantum numbers ℓp and m
by a definite amount, termed the “flux”. This makes
it possible to construct both the wavefunction MPS
and Hamiltonian MPO as sparse objects, reducing the
amount of storage required and significantly accelerating
the calculation.29 Terms like xˆixˆj do not suffice, because
the position operators (xˆi, yˆi, zˆi) do not have a well-
defined flux. The action of one of these operators on a
state with definite ℓp and m quantum numbers does not
result in a state with definite ℓ′p and m
′ values.
The ladder operators ℓˆ±i and mˆ
±
i , which raise and lower
ℓi and mi, are obvious candidates for building blocks, as
their flux is immediately evident. The latter operators
have the well-known form
mˆ±i = ℓˆi,x ± iℓˆi,y (8)
and they act as37
mˆ±i |ℓimi〉
= h¯
√
(ℓi ±mi + 1)(ℓi ∓mi) |ℓi,mi ± 1〉 . (9)
On the other hand, the ladder operators for ℓi do not
appear to have been as deeply analyzed. There exist the
definitions38
h¯Rˆi,z = i(xˆiℓˆi,y − yˆiℓˆi,x) +
zˆi
2
(
h¯+
√
4ℓˆ2i + h¯
2
)
(10a)
and
h¯Qˆi,z = i(xˆiℓˆi,y − yˆiℓˆi,x) +
zˆi
2
(
h¯−
√
4ℓˆ2i + h¯
2
)
,
(10b)
but unfortunately Rˆ†i,z 6= Qˆi,z. We instead introduce the
operators
ℓˆ±i =
h¯
2
zˆi

1± h¯√
4ℓˆ2i + h¯
2


± i(xˆiℓˆi,y − yˆiℓˆi,x)
h¯√
4ℓˆ2i + h¯
2
, (11)
which are intimately related to Rˆi,z and Qˆi,z, but satisfy
(ℓˆ+i )
† = ℓˆ−i .
From this definition, it follows that
xˆi =
1
2h¯2
[
(ℓˆ+i + ℓˆ
−
i ), (mˆ
+
i − mˆ
−
i )
]
, (12a)
yˆi =
1
2ih¯2
[
(ℓˆ+i + ℓˆ
−
i ), (mˆ
+
i + mˆ
−
i )
]
, (12b)
and
zˆi =
1
h¯
(ℓˆ+i + ℓˆ
−
i ). (12c)
The clean and concise form of these expressions suggests
that our choice of the ladder operators ℓˆ±i is an appropri-
ate one. The potential from Eq. 1 may then be written
as
Vˆij = (1− 3r
2
ij,z)Bˆ
0
i Bˆ
0
j
−
1
4
[
(1 − 3r2ij,z)Bˆ
−
i Bˆ
+
j + 3r
2
ij,⊥Bˆ
−
i Bˆ
−
j
+6rij,⊥rij,z(Bˆ
−
i Bˆ
0
j + Bˆ
0
i Bˆ
−
j )
+h.c.] , (13)
3where
Bˆ±i = ±
1
h¯2
([
ℓˆ+i , mˆ
±
i
]
+
[
ℓˆ−i , mˆ
±
i
])
, (14a)
Bˆ0i =
1
h¯
(ℓˆ+i + ℓˆ
−
i ), (14b)
and
rij,⊥ = rij,x + irij,y . (15)
The simplified form for rotors aligned along the z axis is
Vˆ
(z)
ij = −2Bˆ
0
i Bˆ
0
j +
1
2
[
Bˆ−i Bˆ
+
j + h.c.
]
. (16)
When written in this form, the potential operator may
be constructed as a sparse MPO.
The primary result of the DMRG routine is the ground
state energy E0. As these energies are expected to de-
crease with increasing system size N , we present them in
the form of chemical potentials in Fig. 1. It is evident
that a smaller value of R (stronger interactions) requires
a larger ℓmax (more basis states), as expected. For suffi-
ciently large systems, we expect on physical grounds that
the addition of a single particle will result in a constant
decrease in the energy of the system, regardless of the
system size. In other words, because a newly added ro-
tor should only be substantially correlated with finitely
many rotors on the end of the system, the chemical po-
tential should tend to a constant in the large N limit.
For R = 0.5 and R = 2, this limit is reached by 25 rotors,
but for R = 1, the chemical potential continues to change
even at 50 rotors, indicating longer-ranged correlations.
The MPS representation of the wavefunction has a
“bond dimension” M at the bond between any two adja-
cent rotors, and this number bounds the possible amount
of entanglement between the rotors on either side of the
bond. The maximum bond dimension Mmax, shown in
Fig. 2, is the largest bond dimension across the entire
MPS, and it is indicative of the amount of long-range
correlations in the state. That Mmax plateaus quickly
for R = 0.5 and R = 2 implies the presence of only short-
range correlations, but the same cannot be said for R = 1.
The von Neumann entanglement entropy SvN for the par-
titioning of the system into halves behaves similarly to
the bond dimension, as shown in Fig. 3.
The quantum rotor model, which resembles the model
used in the present communication, but lacks the
anisotropic term in Eq. 1, is known to have no or-
dered phase in one dimension and therefore no phase
transition.39 In light of this, the observed anomalies at
R = 1 are peculiar, but it has been suggested that the
breaking of rotational symmetry in the anisotropic model
is responsible for a second-order phase transition between
ordered and disordered phases.26 This is corroborated by
the sudden change in both the expectation value of the
orientational correlation operator,
2
N(N − 1)
N∑
i=2
i−1∑
j=1
eˆi · eˆj , (17)
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FIG. 1. Chemical potential of rotor chains of length N .
Several curves with different ℓmax are shown to demonstrate
the effect of basis truncation. The chemical potential at R = 1
takes longer than the others to plateau.
and the von Neumann entanglement entropy SvN near
R = 1, as demonstrated in Fig. 4. Of the two, it seems
that the latter is a sharper indicator of the apparent
phase transition.
At a second order phase transition, the spatial correla-
tion length should diverge.40 Thus, in the near future we
plan to examine the behaviour of the correlation length
around R = 1 to confirm the existence of the transition
and identify the value of the critical parameter Rc. We
then hope to extract the central charge of the relevant
conformal field theory for the critical system.41
Because the Hamiltonian in Eq. 4 is block-diagonal,
we can also use DMRG to target the ground state of
any symmetry block. The ℓp = 0,m = 0 block con-
tains the ground state of the entire Hamiltonian, but the
ℓp = 1,m = 0 and ℓp = 1,m = ±1 blocks are also of
interest, because their states
∣∣nℓp,m〉 are reachable from
the ground state
∣∣0ℓp=0,m=0〉 by application of the xˆi and
zˆi operators. That is, while most transition dipole mo-
ments (TDMs) are forbidden by symmetry, the moments
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FIG. 2. Maximum MPS bond dimension for rotor chains
of length N . Several curves with different ℓmax are shown to
demonstrate the effect of basis truncation. The bond dimen-
sion at R = 1 is larger than the others and not constant by
N = 50.
|
〈
nℓp=1,m=0
∣∣ 1
N
N∑
i=1
zˆi
∣∣0ℓp=0,m=0〉 |2 (18a)
and
|
〈
nℓp=1,m=±1
∣∣ 1
N
N∑
i=1
xˆi
∣∣0ℓp=0,m=0〉 |2. (18b)
do not necessarily vanish.
Computed energy differences ∆E0 and TDMs for R =
2 are listed in Table I. Despite this calculation provid-
ing only two peaks of a dipole excitation spectrum for
each system size, it lays the foundation for a series of
more involved calculations which can reveal more infor-
mation from the spectrum. We propose two complemen-
tary approaches for this. The first involves the direct
calculation of excited states within the identified sym-
metry blocks. From these, more energy differences and
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FIG. 3. Von Neumann entanglement entropy of rotor chains
of length N . Several curves with different ℓmax are shown to
demonstrate the effect of basis truncation. The entropy at
R = 1 is still increasing by N = 50.
TABLE I. Energy differences and transition dipole moments
for rotor chains of length N at R = 2. Each value is computed
between the ground state of the entire Hamiltonian and the
ground state of the specified block at ℓmax = 12 and with 30
DMRG sweeps.
N ℓp m ∆E0 TDM
5
1 0 1.856 5.935 × 10−2
1 ±1 1.950 3.117 × 10−4
10
1 0 1.843 2.296 × 10−2
1 ±1 1.950 7.340 × 10−5
15
1 0 1.824 1.611 × 10−2
1 ±1 1.948 3.504 × 10−5
TDMs can be computed, gradually populating a stick
spectrum. The second requires time evolution of the
ground state to obtain a correlation function, followed
by a Fourier transform which yields a spectrum with fi-
nite resolution. Both approaches are presently possible
using standard extensions to DMRG for excited states
and real-time evolution.29
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FIG. 4. Comparison of the orientational correlation (top
panel) and the entanglement entropy (bottom panel) for rotor
chains of size N across the apparent phase transition.
An important extension to the above model is the ad-
dition of translational motion for the rotor molecules.6
The primary difficulty in implementing this change is the
dynamical nature of the intermolecular separations: the
classical parameter R must be augmented by quantum
mechanical operators which describe the deviations from
the cage centers. Although it is not currently clear how
such an implementation would look, it is likely to involve
a model for the rotation–translation coupling which can
be expressed in terms of raising and lowering operators
for the site-local translational states.
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