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First, we present a concise glossary of formulas for composition of standard, cumulant, factorial,
and factorial cumulant moments in superposition (compound) models, where final particles are
created via independent emission from a collection of sources. Explicit mathematical formulas for
the composed moments are given to all orders. We discuss the composition laws for various types of
moments via the generating-function methods and list the formulas for the unfolding of the unwanted
fluctuations. Second, the technique is applied to the difference of the scaled multiplicities of two
particle types. This allows us for a systematic derivation and a simple algebraic interpretation of
the so-called strongly intensive fluctuation measures. With the help of the formalism we obtain
several new strongly intensive measures involving higher-rank moments. The reviewed as well as
the new results may be useful in investigations of mechanisms of particle production and event-by-
event fluctuations in high-energy nuclear and hadronic collisions, and in particular in the search for
signatures of the QCD phase transition at a finite baryon density.
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I. INTRODUCTION
In recent years, intense activity has been focused on
possible detection of critical phenomena in QCD. A ba-
sic tool of these investigations are the statistical moments
of the multiplicities (or, in general, one-body observables
such as momenta or charges) of the produced and ex-
perimentally detected particles, with the premise that
the large fluctuations linked to critical phenomena will
remain manifest in the experimentally detected particle
distributions. The primary objects in these studies are
the cumulant [1] and factorial moments [2], vastly used
in statistical studies in various domains of science. The
very long history of applications of cumulants to par-
ticle physics includes, to mention a few, the studies of
intermittency via factorial moments [3], analysis of fluc-
tuations in gluodynamics [4] or investigations of ratios of
factorial to cumulant moments [5]. In the field of ultra-
relativistic heavy-ion collisions, the cumulants in the az-
imuthal angle have become a standard tool in studies
of the harmonic flow [6, 7]. General mathematical fea-
tures and the combinatorial interpretation of cumulants,
including the multivariate case, have been recently re-
viewed in [8], with a stress on applications to harmonic
flow.
From the practical point of view, important applica-
tions concern the unfolding of uninteresting fluctuations,
as studied, e.g., in [9–12] Similar goals were addressed
in [13], or more recently in [14, 15] by means of the so-
called strongly intensive measures.
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The focus of our study are the superpositions of distri-
butions, also known in statistics as compound distribu-
tions (see, e.g., [16]): The initial sources1 emit indepen-
dently particles with a certain distribution, which results
in a final (measured) distribution of particles. More su-
perposition steps [17, 18] may be needed in a realistic
description of the production process, involving a hydro-
dynamic stage in the intermediate step.
The purpose of this paper is twofold: First, we bring
standard techniques and results to the attention of prac-
titioners in the field of particle/heavy-ion physics, where
the material presented in a form of a concise glossary
can be useful. In particular, we present exact relations
between various kinds of moments (standard, cumulant,
factorial, and factorial cumulant) to all orders, which in-
volve Bell polynomials or the Stirling numbers (Sec. II).
Next, we present explicit formulas for the composed
moments in superposition models to all orders. The
structure of the composition laws for various kinds of mo-
ments follows directly from the composition properties of
the corresponding generating functions, which are basic
objects in our derivations. These composition properties
are particularly simple for certain combinations of types
of moments (Sec. III). We also consider the inverse prob-
lem, where one infers the distribution of sources from
the known distribution of particles and the overlaid dis-
tribution. This unfolding procedure eliminates the un-
wanted/trivial fluctuations. Two important cases are
the unfolding of the detector efficiency [19, 20], typically
1 The nature of the source depends on a particular model. The
operational definition is that it emits particles independent from
other sources, whereas the distribution of sources themselves may
in general be correlated.
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2modeled with a superposed Bernoulli trial, and the re-
moval of thermal fluctuations, which lead to an overlaid
Poisson distribution.
Second (Sec. VII and VIII), we present a novel system-
atic way to derive the strongly intensive measures [13],
which follows from the consideration of cumulants for the
difference of multiplicities (or momenta or charges) of two
types of particles. That way we are able to generalize
the results of [14, 15] and obtain new relations involving
higher-rank moments. The relations involve identical in
form combinations of moments for the particles produced
from a source and for the final particles, similarly to the
case of the rank-2 formulas from [14]
Our results can be useful in the actively pursued inves-
tigations of mechanisms of particle production and event-
by-event fluctuations, in particular in the search of the
QCD phase transition at finite baryon density [11, 21–
31]. An active search program is on the way by the
NA61 Collaboration [32]. Other aspects of correlations
and fluctuations in relativistic heavy-ion collisions are re-
viewed in [33]. Experimentally obtained cumulants of the
net proton distributions [34] and the net charge distribu-
tions [35, 36] have been recently analyzed in [37–40]. A
review of up-to-date lattice results can be fond in [41],
whereas a study in the UrQMD model of the STAR ex-
perimental data has been carried out in [42, 43].
Sections II-VI have mostly an introductory character,
preparing grounds for Sec. VII and VIII, where new re-
sults for the strongly intensive fluctuation measures are
derived. Some potentially useful relations between mo-
ments in the superposition models are given in the Ap-
pendices.
II. GENERATING FUNCTIONS FOR VARIOUS
TYPES OF MOMENTS
To establish the framework and notation, we begin
with recalling the definitions of generating functions for
various kinds of statistical moments and their inter-
relations, which in turn lead to linear relations between
various kinds of moments themselves.
The generating function for the standard moments of
a random variable X is defined as2
MX(t) ≡ E
X
etX = 1 +
∞∑
i=1
µ′Xi
ti
i!
, (1)
where EX denotes the operator of averaging over X and
µ′Xi = EX Xi are the standard (centered about the ori-
gin) moments of X. The generating function for the cu-
mulant moments κXi [1] is defined as
KX(t) ≡ logMX(t) =
∞∑
i=1
κXi
ti
i!
. (2)
2 Throughout the paper we adopt the convention that a superscript
in various quantities indicates the given random variable.
The relation between the standard and cumulant mo-
ments is as follows:
µ′Xm =
m∑
k=1
Bm,k(κ
X
1 , . . . , κ
X
m−k+1),
κXm =
m∑
k=1
(−1)k(k − 1)!Bm,k(µ′X1 , . . . , µ′Xm−k+1), (3)
where Bm,k(x1, . . . , xm−k+1) denote the partial (a.k.a.
incomplete) exponential Bell polynomials [44]. The com-
binatorial meaning of these polynomials lies in the en-
coding of the information on set partitions: the coeffi-
cients of the subsequent monomials in Bm,k are equal
to the number of partitions of an m-element set into k
non-empty subsets. More precisely, the coefficient of the
monomial xp1i1 . . . x
ps
is
is equal to the number of partitions
into subsets with i1, . . . , is elements, where the subsets
occur p1, . . . , ps times. For instance, B4,2(x1, x2, x3) =
4x1x3 + 3x
2
2, showing that we can partition a 4-element
set into subsets of one- and three elements in 4 ways, and
into two subsets of 2 elements in 3 ways. That way we
can interpret the upper Eq. (3) as a decomposition of µ′Xm
into “connected” components κXi .
The generating function for the central moments µXi is
CX(t) = e−µ
XtMX(t) = 1 +
∞∑
i=1
µXi
ti
i!
, (4)
with µX = EX X denoting the average. The relation
with the cumulant moments is
µXm =
m∑
k=1
Bm,k(0, κ
X
2 , . . . , κ
X
m−k+1), (5)
κXm =
m∑
k=1
(−1)k+1(k − 1)!Bm,k(0, µX2 , . . . , µXm−k+1),
(6)
with m ≥ 2.
The generating function for the factorial moments
fXi = E
X
X(X − 1) . . . (X + 1− i) (7)
is
FX(t) = E
X
(1 + t)X = 1 +
∞∑
i=1
fXi
ti
i!
, (8)
having the interpretation of the average number, average
number of pairs, average number of triples, etc. From
definition, it is related to the generating function for the
cumulant moments via the change of variables:
FX(t) = MX [log(1 + t)] = eK
X [log(1+t)]. (9)
Finally, the generating function for the factorial cumu-
lant moments, κ′Xm , is defined as
GX(t) ≡ KX [log(1 + t)] = log [FX(t)] = ∞∑
i=1
κ′Xi
ti
i!
.
(10)
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FIG. 1. Summary of the transformations between various
kinds of moments. B denotes the transformation with partial
Bell polynomials (as in Eq. (5,12), and S denotes the trans-
formation with the Stirling numbers (as in Eq. (11).
The relation of factorial cumulant moments to factorial
moments is fully analogous to the relation of cumulant
moments to standard moments, with the same combina-
torial interpretation as discussed above.
As the functions FX and MX in Eq. (9) and the func-
tionsGX andKX in Eq. (10) are related through a simple
change of variables t↔ log(1+ t), the corresponding mo-
ments are linked with a linear transformation involving
the Stirling numbers as the coefficients. Explicitly,
fXm =
m∑
k=1
s(m, k)µ′Xm , µ
′X
m =
m∑
k=1
S(m, k)fXm ,
κ′Xm =
m∑
k=1
s(m, k)κXm, κ
X
m =
m∑
k=1
S(m, k)κ′Xm , (11)
where s(m, k) are the signed Stirling numbers of the first
kind (cycle numbers), and S(m, k) are the Stirling num-
bers of the second kind (partition numbers). Finally, we
note that the relation between GX and FX in Eq. (10)
has the same form as the relation between KX and MX
in Eq. (2), therefore
fXm =
m∑
k=1
Bm,k(κ
′X
1 , . . . , κ
′X
m−k+1), (12)
κ′Xm =
m∑
k=1
(−1)k+1(k − 1)!Bm,k(fX1 , . . . , fXm−k+1),
The scheme of relations between various kinds of mo-
ments are summarized in Fig. 1, where the labels on the
arrows indicate the transformations via the partial Bell
polynomials (B), or the Stirling numbers (S).
A remark at this point is that it is much a matter
of convenience and convention which type of moments
to choose in a given analysis, as they are all directly
related via linear transformations. Nevertheless, physical
argument may indicate advantages of a certain type of
moments in a given analysis (cf. Sec. V).
III. GENERATING FUNCTIONS IN THE
SUPERPOSITION MODEL
In superposition models3 of hadron production, the
number of particles N , as registered in the experiment, is
composed from independent production from S sources;
the j-th source produces nj particles, i.e.,
N =
S∑
j=1
nj . (13)
The variables nj are random, and so is the number of
sources S. All the variables nj and the multiplicity of
sources S are, by assumption on the production mecha-
nism, independent from one another, which is crucial in
the following derivation of the composition formulas. The
number of sources S fluctuates event-by-event, hence the
multiplicity distribution of the finally produced particles
reflects these fluctuations, as well as the fluctuations in
the random variables nj .
For simplicity, we assume that the production from
each source is the same, hence all nj have the same dis-
tribution and a common cumulant generating function
Kn(t). We start with the case of one type of sources,
with the straightforward generalization to more types of
sources presented in Sec. VI.
One should bear in mind that what we call in this
paper “multiplicity” may in fact refer to any additive
one-body characteristics, such as charge of momentum.
For instance, N could stand for the total charge in the
event, and ni for the charge of particles produced by the
source i.
We remark here that our notion of the source, whereby
emission from different sources is by definition indepen-
dent from each other, is quite restrictive from the point
of view of the global conservation laws of the energy-
momentum or charges (for reviews of the conservation
laws effects see, e.g., [45, 46] and for the influence on the
strongly intensive measures see [47, 48]). Naive imposi-
tion of such global conservation constraints on the mo-
menta or charges of the produced particles would neces-
sarily correlate production from different sources, which
would be at odds with the basic assumption. The issue
may be resolved by introducing various types of sources
(labeled, for instance, by the value of the charge) and
keeping track of the local conservation laws at the level
of the production from a given source. We return to this
issue at the end of the Conclusion section, where we in-
dicate how to introduce more types of sources and the
local conservation laws, generalizing the approach.
3 In other domains of application of statistics, these models are
frequently referred to as compound models [16].
4Substitution of Eq. (13) into Eq. (2) yields immediately
eK
N (t) = E
N
etN = E
S,n1,...,nS
e
∑S
j=1 nj (14)
= E
S,n1,...,nS
S∏
j=1
etnj = E
S
eSK
n(t) = eK
S [Kn(t)].
In the third equality we have used the fact that ni and
nj are not correlated for i 6= j, and in the last equality
we have used the definition of the cumulant generating
function for the distribution of the number of sources S,
which in the formula takes the argument Kn(t). Thus
we have arrived at a known fact for the compound mod-
els, namely, that the independent superposition of dis-
tributions leads to the composition of the corresponding
cumulant generating functions [16],
KN (t) = KS [Kn(t)] . (15)
In addition to the composition law of Eq. (15), one
may straightforwardly derive additional relations. For
the standard moment generating functions the following
composition law follows:
MN (t) = MS (Kn(t)) = MS (log [Mn(t)]) , (16)
whereas for the central moment generating function we
find
CN (t) = [Cn(t)]
µS
CS (Kn(t))
= [Cn(t)]
µS
CS (log[Cn(t)] + µnt) . (17)
For the factorial moment generating function one arrives,
after a short calculation, at the composition law
FN (t)− 1 = FS [Fn(t)− 1]− 1, (18)
which takes the same form as Eq. (15). For that reason all
the general statements concerning the standard and cu-
mulant moments also hold for the factorial and factorial
cumulant moments. Finally, for the factorial cumulant
moment generating function we find
GN (t) = GS [Fn(t)− 1] = GS
[
eG
n(t) − 1
]
. (19)
Additional formulas are obtained via the replacement
t→ log(1 + t) in Eq. (15,16), which yields
GN (t) = KS [Gn(t)] , FN (t) = MS [Gn(t)] . (20)
The obtained composition laws are collected in Table I,
which is central for this part of our paper. We list formu-
las both in the autonomous form, i.e., involving the gen-
erating functions for moments of one type only, as well
as in the form of compositions of the generating func-
tions of different types, which may also be useful in some
applications.
TABLE I. Composition laws for generating functions in
the superposition model. We list the forms which are au-
tonomous, i.e., involve the generating functions of the same
type, and the forms which correspond to compositions of func-
tions of various types.
type of moments composition formula
central CN (t) = [Cn(t)]µ
S
CS [logCn(t) + µnt]
= [Cn(t)]µ
S
CS [Kn(t)]
standard MN (t) = MS [logMn(t)] = MS [Kn(t)]
cumulant KN (t) = KS [Kn(t)]
factorial FN (t)− 1 = FS [Fn(t)− 1]− 1
FN (t) = MS [Gn(t)]
factorial GN (t) = GS [eG
n(t) − 1]
cumulant = GS [Fn(t)− 1] = KS [Gn(t)]
IV. MOMENTS IN THE SUPERPOSITION
MODEL
We note from the formulas in Table I that certain
compositions of generating functions for various types of
moments have a simple form of a composite function:
MN (t) = MS [Kn(t)], KN (t) = KS [Kn(t)], etc. Note
that the formulas may involve various types of moments.
When the composition has a generic form
PN (t) = QS [Rn(t)], (21)
where P , Q, R stands for M , K, F − 1, or G, we may
obtain the corresponding moments in a particularly sim-
ple manner:4. Namely, one can use the Faa` di Bruno’s
formula for the n-th derivative of a composite function
to arrive at the formula for the corresponding moments
(denoted with the same generic symbol as the generating
functions):
Pm =
m∑
k=1
QkBm,k(R1, . . . , Rm−k+1), (22)
where again we encounter the exponential partial Bell
polynomials discussed in Sec. II. We have denoted the
moments with the same generic symbol as for the gen-
eration function in Eq. (21), for instance, the moments
corresponding to PN (t) are Pm. Explicit formulas for the
first few values of m are listed in App. A.
The probabilistic interpretation of Eq. (22), directly re-
lated to the superposition model, is visualized in Fig. 2.
The blobs connected with shaded regions indicate the
4 Of course, we may always obtain the composition law for the
moments via the Maclaurin expansion of the generation function
of any form.
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FIG. 2. Graphical interpretation of the composition formulas
for the moments in the superposition model. The dark blobs
connected with shaded regions correspond to the sources, and
the empty squares to the produced particles. A particle is
linked with the source which produced it. Ovals encircling
particles indicate the connected correlations. See text for
more details.
sources which are correlated in a connected way. The
empty squares stand for m produced particles, and each
particle is linked with its own source. Ovals encircling
particles indicate the connected correlations. The labels
below the diagrams, which are the corresponding coef-
ficients in the partial Bell polynomials, are interpreted
as the number of inequivalent labeling of the squares in
the graphs, with the blobs remaining unlabeled. For in-
stance, in the second diagram of the bottom row (for
m = 4) we find 6 possibilities, i.e., the number of ways
for selecting a pair from a four-element set.
One is often interested in the inverse problem, where
we know the moments of the N and n distributions, and
wish to infer the corresponding moments of the source
number S. This is the unfolding procedure for the mo-
ments. In that case we rewrite the composition law (21)
as
QS(u) = PN [(Rn)−1(u)], (23)
where
(Rn)−1(u) =
∞∑
j=1
λj
uj
j!
(24)
defines the inverse generating function for the overlaid
distribution. Hence, in analogy to Eq. (22),
Qm =
m∑
k=1
PkBm,k(λ1, . . . , λm−k+1). (25)
Through the Lagrange inversion formula of the Maclaurin
series (starting with a linear term) we can express the
coefficients λj through the moments Ri as follows:
λ1 =
1
R1
, (26)
λj =
1
(R1)j
j−1∑
k=1
(−1)k (j + k − 1)!
(j − 1)! Bj−1,k(Rˆ1, . . . , Rˆj−k),
for j ≥ 2, where the scaled moments of n are
Rˆi =
Ri+1
(i+ 1)R1
. (27)
The combination of Eqs. (25) and (26) yields the inverse
composition formulas for the moments of the sources.5
Explicit expressions for the first few values of m in
Eq. (25) are presented in Eq. (A2) in App. A.
V. CASE OF SPECIAL OVERLAID
DISTRIBUTIONS
There are two physically relevant cases where the com-
position laws assume a very simple form, because one of
the types of the generating function is linear in t. The
first case occurs when the detector efficiency is modeled
with a Bernoulli trial, with p denoting success of the ob-
servation of a particle, and q = 1 − p failure. For the
Bernoulli trial the simplest generating function is for the
factorial moments, Fn(t) − 1 = pt. Then we find imme-
diately from Eq. (8,18) and Eq. (10,19) that
fNm = p
mfSm, κ
′N
m = p
mκ′Sm , (Bernoulli) (28)
which means a uniform scaling of the factorial and the
factorial cumulant moments with powers of p.
The other important case is the Poisson distribution,
for which the simplest is the factorial cumulant generat-
ing function G(t) = βt, with β denoting the mean. This
case is encountered in modeling statistical hadronization
from thermal sources.6 Then we find the simple relations
fNm = β
mµ′Sm , κ
′N
m = β
mκSm, (Poisson) (29)
linking the factorial moments of particles with the stan-
dard moments of sources, and the factorial cumulant mo-
ments of particles with the cumulant moments of sources.
The scale coefficients p or β in Eq. (28,29) disappear
when appropriate scale-less ratios of the moments are
5 Alternatively, one may explicitly solve the triangular linear equa-
tion set (22) or (A1) for the source cumulant coefficients Qm up
to the desired order.
6 It may still be followed with a Bernoulli trial of the detector
efficiency, as a composition of the Poisson distribution with a
Bernoulli trial is again a Poisson distribution with the mean equal
to pβ.
6considered, for instance κ′N4 /(κ
′N
2 )
2 = κS4 /(κ
S
2 )
2 for the
Poisson case.
Other popular distributions, such as the binomial dis-
tribution, the Gamma distribution, of the negative bi-
nomial distribution, do not lead to composition laws as
simple as Eq. (28) or (29), and in such cases one needs to
use the general composition laws spelled out in App. A.
Multiplicity-dependent and non-Bernoulli trial effi-
ciency corrections were considered in [39]. The case of
the non-Bernoulli trial corrections may be analyzed ac-
cording to the general formulas (A1). Note that a strong
sensitivity to the detector features advocated in [39] may
be attributed to large numerical coefficients appearing in
Eqs. (A1), in particular for the higher-rank moments.
For the case where only two first moments of the
overlaid distribution, R1 and R2, are nonzero, such as
for instance in the case of the normal distribution with
Kn(t) = µt + σ2t2/2, we find the following composition
formulas:
Pn =
bn2 c∑
k=0
B(n, n− k)Rn−2k1 Rk2Qn−k, (30)
Qn =
n−1∑
k=0
b(n, n− k)(n− k)!R−k+n−11 Rk2Pn−k,
where B(n, k) and b(n, k) are the Bessel numbers of the
second and first kind [49], respectively. They are equal
to
B(n, k) =
2k−nn!
(2k − n)!(n− k)! ,
b(n, k) =
(− 12)n−k (2n− k − 1)!
(k − 1)!(n− k)! . (31)
If we wish to unfold other types of distributions, then
the relations are more complicated than in Eqs. (28,29),
keeping the generic triangular form of Eq. (A2). This is
for instance the case of the Γ distribution or the negative
binomial distribution, frequently used to model the early
production from the initial sources. In that case we can
explicitly use the cumulant moment generating functions
of the form
KΓ(t) = −a log(1−mt/a) (32)
or
Kneg. bin.(t) = −n log[(1− qet)/(1− q)] (33)
(or the corresponding generating functions for other
types of moments) in the composition formulas, and de-
rive the appropriate relations via the Maclaurin expan-
sion. Of course, one can alternatively use the general
composition formulas of App. A.
VI. MORE KINDS OF SOURCES
In various models of particle production one may
distinguish more kinds of sources. Examples are the
wounded nucleon [50] or wounded quark [51] models,
where we have emitting sources (wounded objects) asso-
ciated to the two colliding nuclei, A or B. Another case
occurs in considering the rapidity bins in studies of the
longitudinal correlations, or, in general, separated bins in
the kinematic space. In that situation, if production of
particles in different bins is independent from each other,
one may formally treat the bins as (possibly correlated)
sources. We present in detail the extension of the for-
malism to the case of two sources, as a generalization
to more sources is obvious. We note that we now enter
the domain of multivariate moments and cumulants [1],
which have a similar combinatorial interpretation as the
univariate case discussed in the previous sections.
Let the two kinds of sources be denoted as A and B.
These sources are, in general, not independent of each
other (they may be correlated), but as before the par-
ticles produced from different sources are independent
from one another, and also independent of the multiplic-
ity of the sources, denoted as SA and SB . The cumulant
generating function for two variates (the total number of
produced particles of type A and B),
NA =
SA∑
j=1
nj , NB =
SB∑
j=1
nj , (34)
is defined as
KNA,NB (tA, tB) = log
[
E
NA,NB
etANA+tBNB
]
=
∞∑
i,j=0, i+j>0
κNA,NBi,j
i!j!
tiAt
j
B , (35)
and similarly for the case of the sources SA and SB . Note
that the sum in Eq. (35) involves also the terms with
κNA,NBi,0 = κ
NA
i and κ
NA,NB
0,j = κ
NB
j . Generalizing the
derivation of Sec. III yields the relation
eK
NA,NB (tA,tB) = E
NA,NB
etANA+tBNB
= E
SA,SB
eSAK
nA (tA)+SBK
nB (tB)
= eK
SA,SB [KnA (tA),K
nB (tB)], (36)
hence
KNA,NB (tA, tB) = K
SA,SB [KnA(tA),K
nB (tB)]. (37)
We may now repeat the steps of Sec. IV to arrive at
more generic composition laws between the generating
functions of various kinds, in analogy to Table I:
PNA,NB (tA, tB) = Q
SA,SB [RnA(tA), R
nB (tB)]. (38)
For the inverse problem
QSA,SB (uA, uB) = P
NA,NB [(RnA)−1(uA), (RnB )−1(uB)].
(39)
7For the corresponding moments we find
Pm,n =
m∑
k=0
n∑
l=0
′
Qk,lBm,k(RA,1, . . . , RA,m−k+1)
×Bn,l(RB,1, . . . , RB,n−l+1),
Qm,n =
m∑
k=0
n∑
l=0
′
Pk,lBm,k(λA,1, . . . , λA,m−k+1)
×Bn,l(λB,1, . . . , λB,n−l+1),
(40)
where an obvious generalization of the notation of Sec. IV
has been used, and the prime in the summation symbol
indicates that the term k = l = 0 is avoided. Generaliza-
tion of the above formulas to the case with more particle
types is immediate, with
PNA,NB ,NC ,...(tA, tB , tC , . . . ) (41)
= QSA,SB ,SC [RnA(tA), R
nB (tB), R
nC (tC), . . . ],
and similarly for the inverse relation and the moments.
VII. MORE KINDS OF PARTICLES
In this section we consider the case where we have one
type of sources, but the source can produce particles of
two distinguishable types. In this context, the number
of fluctuating sources has frequently been referred to as
volume fluctuations. In measuring a fluctuating quan-
tity, we obviously want to be insensitive to these spurious
fluctuations, and separate them from a true correlation
mechanism,.
Let the multiplicities of the two types of produced par-
ticles be
Na =
S∑
j=1
na,j , Nb =
S∑
j=1
nb,j , (42)
where a and b label the particle types. The particles
emitted from the same source are, in general, correlated,
but as before, particles emitted form different sources
are uncorrelated. Then, repeating the derivation of the
previous sections, we readily find
KNa,Nb(ta, tb) = K
S [Kna,nb(ta, tb)], (43)
and, for the more general composition of the generating
functions, in analogy to Table I,
PNa,Nb(ta, tb) = Q
S [Rna,nb(ta, tb)]. (44)
In the present case the interesting inverse problem con-
cerns the production mechanism from the sources,
Rna,nb(ta, tb) = (Q
S)−1[PNa,Nb(ta, tb)]. (45)
Interestingly, the problems stated in this Section, and
in particular Eq. (44), are related to the construction of
the strongly intensive measures [13–15, 52] of the event-
by-event fluctuations, i.e., combinations of moments of
na and nb expressed via moments of Na and Nb in a
form-invariant way where the moments of the sources S
do not appear. In App. B we show how to derive the
following combinations of moments: the obvious one
P01
P10
=
R01
R10
, (46)
two rank-2 relations
Q1
(
P20
P 210
− P02
P 201
)
=
R20
R210
− R02
R201
, (47)
Q1
(
P20
P 210
− 2P11
P10P01
+
P02
P 201
)
=
R20
R210
− 2R11
R10R01
+
R02
R201
,
and one rank-3 relation
Q21
(
P30
P 310
− 3P21
P 210P01
+
3P12
P10P 201
− P03
P 301
)
=
R30
R310
− 3R21
R210R01
+
3R12
R10R201
− R03
R301
.
(48)
A non-trivial feature of the above formulas, crucial for
the application, is that the structural form of the R and
P moments appearing on both sides of the equalities is
exactly the same.
One can use Eq. (B1) to rewrite Eq. (47,48) in an al-
ternative form
1
Q1
(
P01P20
P10
− P10P02
P01
)
=
R01R20
R10
− R10R02
R01
, (49)
1
Q1
(
P01P20
P10
− 2P11 + P10P02
P01
)
=
R01R20
R10
− 2R11 + R10R02
R01
,
and the rank-3 equation as
P01P30
P 210
− 3P21
P10
+
3P12
P01
− P10P03
P 201
=
R01R30
R210
− 3R21
R10
+
3R12
R01
− R10R03
R201
.
(50)
In Eq. (49) we readily recognize the Σ and ∆ measures
introduced in [14]. The appearance of Q1 my be can-
celed by a multiplication or Eqs. (49) side-by-side with
the equation
Q1/(P10 ± P01) = 1/(R10 ±R01), (51)
or
Q1/
√
P10P01 = 1/
√
R10R01, (52)
or, in general, an equation of this form involving Q1 and
any intensive quantities for the P and R moments [15].
8We note that a form analogous to Eq. (50) was pro-
posed a long time ago in [53] as a rank-3 generalization
of the ΦpT measure used for the rank-2 moments [13].
Finally, we note that Eqs. (47,48) can be stated in a
more compact form for the case of cumulant moments
of the scaled numbers of particles, Nˆi = Ni/〈Ni〉, and
the scaled moments of particles produced from a source,
nˆi = ni/〈ni〉:
Q1
[
κ2(Nˆa)− κ2(Nˆb)
]
= κ2(nˆa)− κ2(nˆb), (53)
Q1κ2(Nˆa − Nˆb) = κ2 (nˆa − nˆb) ,
Q21κ3(Nˆa − Nˆb) = κ3 (nˆa − nˆb) ,
which can be verified explicitly. Higher-rank relations of
this type are obtained in Sec. VIII.
VIII. CUMULANTS FOR DIFFERENCES OF
PARTICLE SPECIES AND NEW STRONGLY
INTENSIVE MEASURES
As suggested by the simplicity of Eq. (53), we now
consider in a greater detail the scaled moments of the
difference of particles of type a and b produced from a
single type of sources,
Nˆ− = Nˆa − Nˆb, nˆ− = nˆa − nˆb. (54)
The cumulant generating function satisfies the composi-
tion law
eK
Nˆ− (t) = E et
〈na〉
〈Na〉
∑S
i=1 nˆa−t
〈nb〉
〈Nb〉
∑S
i=1 nˆb (55)
= E e
t
〈S〉
∑S
i=1(nˆa−nˆb) = eK
S[Knˆ− (t/〈S〉)],
where we have used the fact that 〈Ni〉 = 〈S〉〈ni〉. In our
generic notation
P Nˆ−(t) = QS
[
Rnˆ−(t/Q1)
]
, (56)
thus we recover the structure of the composition law for
the univariate case of Sec. III.
Since the variable t is rescaled, in the formulas given
this section we have R corresponding to the cumulant
moments, whereas P and Q relate to the cumulant or
standard moments (cf. rows 2 and 3 of Table I). One
may then always pass to the desired type of moments
according to the scheme of Fig. 1.
The use of scaled variables leads to simplification, as
from construction, for the difference of the scaled mo-
ments we have
R1 ≡
〈
Na
〈Na〉 −
Nb
〈Nb〉
〉
= 0. (57)
In consequence, from Eqs. (A1) we obtain the following
hierarchy of equations
P1 = 0, (58)
Q1P2 = R2,
Q21P3 = R3,
Q31P4 = 3Qˆ2R
2
2 +R4,
Q41P5 = 10Qˆ2R2R3 +R5,
Q51P6 = 15Qˆ3R
3
2 + Qˆ2
(
10R23 + 15R2R4
)
+R6,
Q61P7 = 105Qˆ3R
2
2R3 + Qˆ2 (35R3R4 + 21R2R5) +R7,
. . . ,
where for brevity we also have introduced the scaled mo-
ments of the sources
Qˆn = Qn/Q1, n = 2, 3, . . . . (59)
We notice that the second and third equality in (58) are
the same as the corresponding equalities in Eq. (53): the
second one is the ∆ measure [14], and the third one is
its generalization to rank 3, analogous to the relation
derived in [53] for ΦpT .
We now pass to deriving new strongly intensive fluc-
tuation measures. Eliminating Qˆ2 form the fourth and
fifth equations, which is possible when R3 6= 0, we arrive
at the relation
Q1
[
P4
3P 22
− P5
10P2P3
]
=
R4
3R22
− R5
10R2R3
, (60)
involving moments up to rank 5. The next order relation
comes via elimination of Qˆ3 from the sixth and seventh
equalities in Eqs. (58), and then eliminating Qˆ2 using the
fourth equality. This requires Q5 6= 0 and Q3 6= 0. The
result is
Q1
[
7P3P6 − P2P7
70P 33 +70P2P4P3−21P 22P5
−(1−a) P4
3P 22
−a P5
10P2P3
]
=
7R3R6 −R2R7
70R33+70R2R4R3−21R22R5
−(1−a) R4
3R22
−a R5
10R2R3
,
(61)
where a is any real parameter; the form is not unique, as
we may use Eq. (60) to alter the coefficients in front of the
terms involving P4 and P5, or R4 and R5, respectively.
The procedure may possibly be continued to yet higher
orders, but it becomes tedious (see the discussion in
App. B). We should also bear in mind that potential
practical significance of the formulas decreases with the
degree of complication and the increasing rank, as higher
order moments are subject to larger experimental uncer-
tainties. Present analyses use moments up to rank 4,
which is sufficient to apply the second and third equality
in Eq. (58). A usage of Eqs. (60,61) would require going
up to rank 5 and 7, respectively, for which a very large
data statistics would be necessary.
Division of Eq. (60,61) with Eqs. (51,52), or any equa-
tion dependent on Q1 in a similar way, removes the de-
pendence on Q1, in full analogy to the construction of
the Σ and ∆ [14] measures.
9As mentioned in the Introduction, important physical
applications of moments of differences of particles pro-
duced in ultra-relativistic heavy-ion collisions, or the cor-
responding strongly intensive measures, are linked to the
quest of the QCD phase transition at a finite baryon den-
sity.
IX. CONCLUSION
We have reviewed the formalism of generating func-
tions in the application to superposition models used
in production of particles in hadronic or nuclear high-
energy collisions. We have indicated that simple com-
position laws hold for appropriate types of functions (for
the standard, cumulant, factorial, and factorial cumulant
moments), which allows us for a simple derivation of the
composition laws for the moments themselves to any or-
der. We have recalled the exact transformations between
various types of moments, as well as provided the inverse
transformation, i.e., obtaining the moments of sources
from the moments of particles. We have drawn attention
to the fact that the composition laws hold for numer-
ous combinations of types of moments, as summarized in
Table I.
We have then considered the following simple cases:
1) two kinds of sources and a single particle type (e.g.,
wounded nucleon/quark model, or correlations between
multiplicities in different kinematic bins), and 2) one type
of sources and two kinds of particles (or two kinds of
characteristics, such as multiplicity, charge, or transverse
momentum). This case arises, e.g., when one considers
the net baryon number or charge (the alleged probes of
the QCD phase transition).
A generalization of the master composition formula for
the generating functions for more types of sources and
particles is straightforward
PNa,Nb,...(ta, tb, . . . ) = (62)
QSA,SB ,...[Rn
A
a ,n
A
b ,...(ta, tb, . . . ), R
nBa ,n
B
b ,...(ta, tb, . . . ), . . . ],
where nIj is the distribution of particles of type j pro-
duced from the source of type I. The corresponding for-
mulas for the composition of moments can be obtained
via the Maclaurin expansion of Eq. (62).
Moreover, the quantities used in our statistical study
need not be multiplicities themselves, as used throughout
the paper for the simplicity of notation, but any additive
one-body observable, for instance charge or the trans-
verse momentum. We note that the correlations of the
transverse momenta and multiplicities are actively pur-
sued experimentally (see, e.g., [54]) with the use of the
strongly-intensive measures.
We have used the framework to consider the scaled
moments of the difference of multiplicities of two kinds
of particles and found a straightforward derivation and a
simple algebraic interpretation of the strongly intensive
fluctuation measures. With this method we have derived
new relations of that type, relating moments of higher
rank. Hopefully, these relations can be applied to high
statistics data samples, thus will become useful in anal-
yses of the event-by-event fluctuations.
The generalization of the superposition framework to
more types of sources, as in Eq. (62), allows for incorpo-
ration of global conservation laws. The conserved quan-
tity (e.g., charge) may be distributed over the sources of
different type (labeled with the carried charge). As the
total charge of all sources is constrained, the distribution
of sources will reflect this, which will show up in the Q
moments. The production from a source should also be
conserving, which will affect in the R moments. Never-
theless, the generic structure of Eq. (62) remains valid. In
the case where there are more particle types than source
types, one would get an over-determined system of equa-
tions in analogy to Eqs. (B4), and relations between the
particle moments P and source moments R, without a
reference to Q moments, may be obtained along the lines
of App. B.
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Appendix A: Explicit formulas
In this Appendix we give a glossary of formulas follow-
ing from the composition laws discussed in the body of
the paper for the case of a single type of sources and a
single type of the produced particles. These formulas can
be useful in analyses in the superposition approach. For
the first few values of m one finds directly from Eq. (22):
P1 = Q1R1, (A1)
P2 = Q2R
2
1 +Q1R2,
P3 = Q3R
3
1 + 3Q2R2R1 +Q1R3,
P4 = Q4R
4
1 + 6Q3R2R
2
1 +Q2
(
3R22 + 4R1R3
)
+Q1R4,
P5 = Q5R
5
1 + 10Q4R2R
3
1 +Q3
(
10R3R
2
1 + 15R
2
2R1
)
+Q2 (10R2R3 + 5R1R4) +Q1R5,
P6 = Q6R
6
1 + 15Q5R2R
4
1 +Q4
(
20R3R
3
1 + 45R
2
2R
2
1
)
+Q3
(
15R32 + 60R1R3R2 + 15R
2
1R4
)
+Q2
(
10R23 + 15R2R4 + 6R1R5
)
+Q1R6,
. . .
For the case of the inverse problem (23), the first few
10
terms are
R1Q1 = P1, (A2)
R31Q2 = 2P2R1 − P1R2,
R51Q3 = 6P3R
2
1 − 6P2R2R1 + P1
(
3R22 −R1R3
)
,
R71Q4 = 24P4R
3
1 − 36P3R2R21 + P2
(
30R1R
2
2 − 8R21R3
)
+P1
(−15R32 + 10R1R3R2 −R21R4) ,
. . .
Appendix B: Derivation of intensive measures
In this Appendix we list the explicit formulas for the
case of a single type of sources and two kinds of the pro-
duced particles. From the form of Eqs. (44) one can, via
the Maclaurin expansion, obtain the following hierarchy
of equations:
P01 = Q1R01, P10 = Q1R10, (B1)
P20 = Q2R
2
10 +Q1R20,
P11 = Q2R10R01 +Q1R11,
P02 = Q2R
2
01 +Q1R02, (B2)
P30 = Q3R
3
10 + 3Q2R10R20 +Q1R30,
P21 = Q3R
2
10R01 +Q2 (2R10R11 +R20R01) +Q1R21,
P12 = Q3R
2
01R10 +Q2 (2R01R11 +R02R10) +Q1R12,
P03 = Q3R
3
01 + 3Q2R01R02 +Q1R03, (B3)
P40 = Q4R
4
10 + 6Q3R20R
2
10 +Q2
(
3R220 + 4R10R30
)
+Q1R40,
P31 = Q4R01R
3
10 +Q3
(
3R11R
2
10 + 3R01R20R10
)
+Q2 (3R11R20 + 3R10R21 +R01R30) +Q1R31,
P22 = Q4R
2
01R
2
10 +Q3
(
R20R
2
01+4R10R11R01+R02R
2
10
)
+Q2
(
2R211 + 2R10R12 +R02R20 + 2R01R21
)
+Q1R22,
P13 = Q4R10R
3
01 +Q3
(
3R11R
2
01 + 3R02R10R01
)
+Q2 (R03R10 + 3R02R11 + 3R01R12) +Q1R13,
P04 = Q4R
4
01 + 6Q3R02R
2
01 +Q2
(
3R202 + 4R01R03
)
+Q1R04. (B4)
etc. Algebraically, the above equations can be viewed
as an over-determined set of equations for the variables
Qi, thus one can find conditions for existence of a so-
lution. From the Rouche´ – Capelli theorem it is clear,
that Eq. (B2) leads to 2 conditions between the P and R
moments, as well as Q1, Eq. (B3) leads to 3 additional
conditions, and so on. However, we are seeking the condi-
tions that can be written with the same structural forms
for the P moments as for the R moments, for instance as
in Eqs. (47,48). The problem is tedious for higher rank
cases and we were not able to settle it down in general.
The lowest-rank relations are, however, straightfor-
ward to obtain. Eliminating Q2, Q3, . . . , from
Eq. (47,48) one finds the desired combinations. For in-
stance, eliminating Q2 form the first and third Eq. (B2)
one arrives at the first formula in Eq. (47).
We note that the derivation of the form of the strongly
intensive measures is simpler along the lines of Sec. VIII,
where we use the generating function for the difference
of scaled numbers of particles. However, in that case the
problem of arriving at the same structural forms of the P
and R moment combinations also becomes algebraically
complicated at higher rank.
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