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Abstract
Censoring models are frequently used in reliability analysis to reduce experimental time.The three types
of censoring models are type-I, type-II and random censoring. In this study, we focus on the right random
censoring model. In this model, if the failure time exceeds its associated censoring time, then the failure
time becomes a censored observation. In this case, many authors (see: Lee, Statistical Methods for Survival
Data Analysis, 2nd Edition, Wiley, New York, 1992; Lawless, Statistical Models and Methods for Lifetime
Data, Wiley, New York, 1982; Miller, Survival Analysis, Wiley, New York, 1981, among others) considered
using the observed censoring time to impute the censored observation which, however, underestimates the
true failure time. Herein, two methods to impute the censored observations are proposed in a right random
censoring model for a 2-parameter Weibull distribution. By a Monte Carlo simulation, the quantile estimates
are calculated to assess the performance of the proposed imputation methods with respect to their relative
mean square error. Simulation results indicate that the two imputation methods proposed herein are superior
to the method proposed by the above authors if the shape parameter of Weibull distribution exceeds 1, except
for the lower quantiles.
c© 2002 Published by Elsevier Science B.V.
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1. Introduction
Three types of censoring models are frequently used in reliability analysis to save experimental
time: type-I, type-II and random censoring. Types I and II censoring models are more commonly used
in engineering applications and the random censoring model is often employed in medical studies
involving animals or clinical trials. In this study, we consider the right random censoring model. A
simple right random censoring process is one in which an individual is assumed to have a lifetime
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T and censoring time C, where T and C are independent continuous random variables. Assume that
n individuals are under study and the ith individual has a lifetime Ti and a censoring time Ci, for
i=1; 2; : : : ; n. Allow Y1; Y2; : : : ; Yn to be the data from a right random censoring model. Many authors
(e.g. [6–8] among others) considered Yi =min(Ti; Ci) for i = 1; 2; : : : ; n. In the following statement,
we will use Lee method as the representation for the above method (Yi = min(Ti; Ci)). Data from
such a setup can be conveniently represented by the n pairs of random variables (Yi; i), where
i = 1 if Ti6Ci and i = 0 if Ti ¿Ci for i = 1; 2; : : : ; n. Restated, i denotes whether the lifetime
Ti is censored or not; Yi equals Ti if Ti is observed, and Yi equals Ci if Ti is censored. Therefore,
if the lifetime Ti is a censored observation, denoted by T+i , then Lee considered the censoring time
Ci to be an imputation of the censored observation T+i . Clearly, the Lee method underestimates the
T+i . This study attempts to remedy the underestimation problem of the Lee method using the idea
developed by Buckley–James method [2]. In this case, the pseudo-random variables can be deEned
as Yi = Tii +E(Ti |Ti ¿Ci)(1− i), where i =1 if Ti6Ci and i =0 if Ti ¿Ci for i=1; 2; : : : ; n.
Restated, if Yi is a censored observation (i=0), then Yi equals E(Ti |Ti ¿Ci). The estimated value
of E(Ti |Ti ¿Ci) can then be used as a pseudo-value to replace the censored observation T+i . Two
methods, using the empirical and the Weibull distributions, are proposed to estimate E(Ti |Ti ¿Ci)
if the ith observation is censored. Next, the two proposed imputation methods are compared with the
Lee method through the Monte Carlo simulation. The simulation process initially collects the data
Y1; Y2; : : : ; Yn and, then, ranks the data to calculate the estimates of quantiles. Finally, the relative
mean square error (RMSE) is utilized to assess the performance of estimating quantiles from the
three imputations.
2. Deriving the conditional expectations for the empirical and the 2-parameter Weibull distribution
The conditional c.d.f. of a continuous r.v. T given T ¿ k is




1− F(k) ; t ¿ k: (1)
The conditional p.d.f. of a continuous r.v. T given T ¿k can be obtained by diGerentiating Eq. (1)
with respect to t as follows:
f(t |T ¿k) = f(t)
1− F(k) ; t ¿ k: (2)
The conditional expected value of a continuous r.v. T given T ¿k is
E(T |T ¿k) =
∫ ∞
k
tf(t |T ¿k) dt =
∫∞
k tf(t) dt
1− F(k) : (3)
For most reliability data distributions, no simple closed form generally exists for Eq. (3). However,
Eq. (3) can be approximated by a nonparametric empirical distribution as follows.
Allow t1:n; t2:n; : : : ; tn:n to be the ordered observations of the failure order times T1:n; T2:n; : : : ; Tn:n,
respectively, then∫ ∞
t+i:n
f(x) dx ≈ n− i
n
(4)









By Eqs. (4) and (5), we obtain




n− i : (6)
If a r.v. T follows a 2-parameter Weibull distribution, then the p.d.f. of T is
f(t) = t−1 exp[− (t)]; t ¿ 0: (7)
The conditional p.d.f. and the expected value of T , given T ¿k, are
f(t |T ¿k) = t−1 exp[(k))− (t)]; t ¿ k (8)
and
E(T |T ¿k) = −1 exp[(k)](1 + 1=)[1− I((k); 1 + 1=)]; (9)
where () and I(; ) are the gamma function and the cumulative distribution function of Gamma












3. Imputing the censored observations and estimating quantiles for a random censoring model
In a right random censoring model, Lee contends that for a situation in which observation yi is
a censored datum, then the censoring time observation ci is an imputation of the censored obser-
vation T+i . To improve the Lee method, for imputing the censored observation, the Buckley–James
pseudo-random variables, Yi = Tii + E(Ti |Ti ¿Ci)(1 − i), where i = 1 if Ti6Ci and i = 0 if
Ti ¿Ci for i = 1; 2; : : : ; n, are utilized to construct the two imputations of the censored observa-
tion. The two imputation methods proposed herein can be obtained by substituting the values of
E(Ti |Ti ¿Ci) calculated by the following two methods:




{Tj |Tj¿Ci and Tj is an uncensored datum}=nui, where nui
denotes the number of {Tj |Tj¿Ci and Tj represents an uncensored datum, j=1; : : : ; n, j = i}.
(2) If the continuous r.v. T follows a 2-parameter Weibull (; ) distribution, then the conditional
expected value E(Ti |Ti ¿Ci) is equal to −1 exp[(Ci )](1 + 1=)[1 − I((Ci); 1 + 1=)],
where the maximum likelihood estimates (MLEs) of  and  can be obtained by [5] under
random censoring.
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The th sample quantile (-quantile) is utilized to assess whether or not the two proposed imputation
methods are superior to the Lee method. The quantile estimators have an important and fundamental
use in hypothesis testing and interval estimation.
Galton [4] performed an earlier work in this area. In addition, Castillo and Hadi [3] proposed
the maximum likelihood, median, and least median of square estimating methods for estimating
quantiles. Moreover, Alam and Kulasekera [1] proposed the estimating -quantile function of the
residual lifetime distribution from the sample data.
Herein, each right random censoring plan is assumed to have a lifetime T and a censoring
time C. The estimation procedure of the -quantile is given as follows. First, the data Yi, for
i=1; 2; : : : ; n, are collected. Second, the uncensored data and the imputations of the censored obser-
vations, Y1; Y2; : : : ; Yn, are combined and ranked. Let n = i + g with i = [n], where i denotes the
largest integer less than or equal to n, and g represents the fractional part of the value n. Then,
the th sample quantile can be obtained from the combined and ranked data as follows [9]:
qˆ =
{
Yi:n; if g= 0
Yi+1:n; if g¿ 0
where 0¡¡ 1: (12)
By Eq. (12), the th sample quantile of Lee method, Yi = Tii +Ci(1− i) for i=1; 2; : : : ; n, can be
used as the estimator of the th population quantile q. This estimator is denoted by qˆL. The th
sample quantiles of the two proposed estimators can also be obtained by Eq. (12). They are denoted




A Monte Carlo simulation study was conducted to compare the performances of the two pro-
posed imputation methods with the Lee method. Herein, the failure time T is assumed to fol-
low a Weibull (; ) distribution with parameters  = 0:1; 0:5; 1; 2; 10 and  = 0:2; 0:5; 1; 1:5; 2; 4; 6.
Other relative parameters are given as follows: sample size n= 10; 20; 30; 50; 100, censoring rate p
(p=number of failure data=n), p=0:1 (0.1) 0.5, and quantile q for =0:05 (0.15) 0.95. For each
combination of (; ; p; n and ), 2000 replications are generated by using IMSL STAT=LIBRARY
(C \ C ++ Functions for Statistical Analysis). The simulation procedure is given below:
Step 1: Generate the data failure time Ti from a Weibull (; ) distribution, for i = 1; 2; : : : ; n.
Step 2: How does the censoring time C End under given ;  and censoring rate p? To solve
Pr{T ¿C}= p, the censoring time C is equal to C1=0 = where the random variable C0 follows an
exponential distribution with mean (1 − p)=p. So, we generate the data C0i from an exponential
distribution with mean (1 − p)=p, for i = 1; 2; : : : ; n. By transformation, the censoring time Ci is
C1=0i =, for i = 1; 2; : : : ; n.
Step 3: Accumulate the data Yi for i = 1; 2; : : : ; n in a right random censoring model:
(i) For the Lee method, Yi =min(Ti; Ci) for i = 1; 2; : : : ; n.
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Fig. 1. Weibull p.d.f.’s with  = 1 and  = 0:5, 1, 1.5, 2, 4, 6.
(ii) For the two proposed imputation methods, Yi = Tii + E(Ti |Ti ¿Ci)(1− i) where i = 1 if
Ti6Ci and i = 0 if Ti ¿Ci for i = 1; 2; : : : ; n. If i = 0 then Yi = E(Ti |Ti ¿Ci). The value
of E(Ti |Ti ¿Ci) is then replaced by methods (1) and (2) in Section 3.
In this Step, the maximum datum Yi of (Y1; Y2; : : : ; Yn) must be constrained to be an uncen-
sored datum. Otherwise, Eq. (6) cannot be used and the data are discarded.
Step 4: For a given  value, three estimates of sample quantiles qˆL, qˆE and qˆW are obtained.
For 2000 replications, their RMSE (RMSE= (1=2000)
∑2000
i=1 [(qˆi − qi)=qi]2, where qˆi denotes the
estimate of qi) are calculated. Finally, by estimating quantiles, two proposed imputation methods
are compared with Lee method with respect to their associated RMSE.
4.2. Results
As mentioned earlier in Section 3, the two proposed methods to impute each censored observation
are obviously larger than or equal to the Lee method. Hence, the quantile estimates qˆE and qˆW
are both larger than or equal to qˆL for any value of . This Ending suggests that the estimators
qˆE and qˆW are both superior to qˆL in the right tail for upper quantiles since the Weibull distribu-
tion is right-skewed. Simulation results also indicate that the scalar parameter  does not inOuence
the performances of the three estimators. Hence, the following results are proposed under  = 1.
Fig. 1 graphically presents the Weibull distribution, Weibull (1; ), with various values of . The
graph is right-skewed for ¿ 1 and strictly decreases for 6 1. Therefore, in this study we sim-
ulate the cases for various values of  where the shape parameter 6 1 and ¿ 1 for a Weibull
distribution.
In Tables 1 and 2, the minimum RMSE value is used as a basis for comparing the three estimators
under various values of sample size n (n= 10; 20; 30; 50; 100), censoring rate p (p= 0:1 (0:1) 0:5),
quantiles q (with = 0:05 (0.15) 0.95), and shape parameter  (= 0:2; 0:5; 1; 1:5; 2; 4; 6). Also, in
these tables, the symbol “L” indicates that the Lee estimator qˆL is recommended; the symbols “E”
and “W” indicate that the two proposed estimators qˆE and qˆW are recommended, respectively.
Consider the cases where 6 1 and ¿ 1 as follows.
(1) 6 1:
(i) =1 (exponential distribution): Fig. 1 reveals that the p.d.f. is a strictly decreasing function
for =1. Restated, the failure rate is constant . Therefore, in Table 1 (the Erst row for each
q), the estimator qˆL is recommended to use when the lower quantile and the smaller sample
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Table 1
Minimum RMSE of quantile estimates for Weibull ( = 1,  = 1, 0.2, 0.5)
Quantile n= 10 n= 20 n= 30 n= 50 n= 100
p p p p p
0.1 0.2 0.3 0.4 0.5 0.1 0.2 0.3 0.4 0.5 0.1 0.2 0.3 0.4 0.5 0.1 0.2 0.3 0.4 0.5 0.1 0.2 0.3 0.4 0.5
q0:05 L L L L L L L L L L L L L L L L L L L L L L L L L
L L L L L L L L L L L L L L L L L L L L L L L L L
L L L L L L L L L L L L L L L L L L L L L L L L L
q0:20 L L L L L L L L L L L L L L L L L L W L L W W W W
L L L L L L L L L L L L L L L L L L L L L L L L L
L L L L L L L L L L L L L L L L L L L L L L L L L
q0:35 L L L L L L L L L W L L L W W L L W W W L W W W W
L L L L L L L L L L L L L L L L L L L L L L L L L
L L L L L L L L L L L L L L L L L L L L L L L L L
q0:50 L L L W W L L W W W L L W W W L L W W W L W W W W
L L L L L L L L L L L L L L L L L L L L L L L L L
L L L L L L L L L L L L L L L L L L L W L L L W W
q0:65 L L W W W L W W W E L W W W E W W W W W W W W E E
L L L L L L L L L L L L L L L L L L L L L L L L L
L L L L L L L L L W L L L W E L L W W W L L E W E
q0:80 L L W W E L W W W E L E W E E W E E E E W W W E E
L L L L L L L L L L L L L L E L L L L L L L L L E
L L L L W L L L W W L L W W E L E W W W L W E E E
q0:95 L W W W W L W W W W L W E E E W E W E E W W E E E
L L L L L L L L L E L L L E E L L L W W L L L W W
L L W W W L L W W W L L W E W L E W E W W W E E E
size n occur. For the intermediate quantile, the larger censoring rate p and the larger sample
size n, the qˆW is recommended. For the upper quantile, the larger p and the smaller n, the
qˆW is also recommended. But for the upper quantile, the larger p and the larger n, qˆE is
recommended.
(ii) ¡ 1: For above simulation results, we take  = 0:2, 0.5 (in Table 1, second and third row
from each q). As Fig. 1 indicates, the p.d.f. is a strictly decreasing function for ¡ 1.
Restated, the failure rate is decreasing. Table 1 (the second and third row from each q)
present the minimum RMSE of sample quantile qˆ for  = 0:2, 0.5, respectively. Although
the p.d.f. graphs for ¡ 1 resemble that of exponential distribution (i.e., when  = 1), the
lifetime t approaches 0 and the value of f(t) increase with a decreasing . Therefore, the
simulation results (Table 1, second and third row from each q) diGer from those of  = 1
(Table 1, Erst row from each q). Table 1 (the second and third row from each q), also
reveals that for the farther  value falls below 1 (¡ 1), the estimator qˆL is recommended
for the lower and the intermediate quantiles. For the upper quantile and the larger p, qˆW or
qˆE are recommended. When the  value approaches 0, qˆL is recommended for almost all of
the cases.
(2) ¿ 1:
For above simulation results, we take  = 1:5, 2, 4, 6 (in Table 2). In Fig. 1, the graph of the
p.d.f. is right-skewed and the mode becomes larger with an increasing value . Restated, the failure
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Table 2
Minimum RMSE of quantile estimates for Weibull ( = 1,  = 1:5, 1.2, 1.4, 1.6)
Quantile n= 10 n= 20 n= 30 n= 50 n= 100
p p p p p
0.1 0.2 0.3 0.4 0.5 0.1 0.2 0.3 0.4 0.5 0.1 0.2 0.3 0.4 0.5 0.1 0.2 0.3 0.4 0.5 0.1 0.2 0.3 0.4 0.5
q0:05 L L L L L L L L L L L L L L L L L L L L L L W W W
L L L L L L L L L L L L L L L L L L L L L L W W W
L L L L L L L L L W L L L W W L W W W W L W W W W
L L L L L E E E E E L L L E E L L E E E E E E E E
q0:20 L L L L L L L L L W L L L W W L L W W W L W W W W
L L L L W L L L L W L W L W L L L W W W W W W W W
L L L W W L W W W W L W W W W W W W W W W W W W W
E E E E E E E E E E E E E E E E E E E E E E E E E
q0:35 L L L W W L L W W W L L W W W L L W W W L W E W W
L L W W W L W W W W L W W W W W W W W W W W W W W
W W W W W W W W W W L W W W W W W W W W E W W W W
W E E E E E E E E E E E E E E W E E E E E E E E E
q0:50 L L W W W L W W W W L W W W W W W W W W L W W W E
L W W W W W W W W W W W W W E W W W W W L W W W E
W W W W W W W W W W W W W W E W W W W W W W W W E
W W W W W W W W W W W W E W W E W W W W E E E E W
q0:65 W W W W W W W W W E L W W E E W W W W W W W W E E
W W W W E W W W E E W W W E E W W W W W E W W E E
W W W W E W W W E E W W W E E W W W W W W W W E E
W W W W W W W W W W W W W W W W W W W W W W W W W
q0:80 L W W W E W W W E E W E W E E W E E E E E E W E E
W W W W E W W W E E W E E E E W E E E E E E W E E
W W E E E W W W E E W E E E E W E E E E E E W E E
W W W W W W W W W W W W W W W W W W W W W W W W W
q0:95 W W W W W W W W W W W W E E E W E W E E W W E E E
W W W W W W W W W W W W E E E W E W E E W W E E E
W W W W W W W W W W W W E E E W E W E E W W E E E
W W W W W W W W W W W W W W W W W W W W W W W W W
rate is increasing. This is an additional factor causing the Lee method to underestimate the censored
observation. Therefore, the estimators qˆE and qˆW are superior to qˆL for the larger . Table 2
presents the minimum RMSE of sample quantile qˆ for =1:5, 2, 4, and 6. According to this table,
as  value approaches 1, the simulation results closely resemble to those of Table 1 (the Erst row
from each q.), In Table 2, the qˆE and qˆW are recommended for almost all of the cases but for the
lower quantile and the smaller n, the qˆL is recommended. In Table 2 (the Erst, second and third row
from each q), for the upper quantile, the larger n and the larger p, the qˆE is recommended. For
the other cases, the qˆW is recommended. In Table 2 (the fourth row from each q), for the quantiles
(¿ 0:65), the qˆW is recommended. For the quantiles (0:056 6 0:35), except the smaller n and
the smaller p, the qˆE is recommended.
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5. Conclusions
According to Lee’s suggestion, the right random censored model, Y equals min(T; C). Restated,
if Y equals C, then the censored observation T+ is imputed by its corresponding censoring time C.
Consequently, the imputation C underestimates the real failure time T for censored observation T+.
Monte Carlo simulation results indicate that the estimator qˆL is not always the best in 2-parameter
Weibull distribution. In addition, the scalar parameter  of the Weibull distribution is not a signiEcant
factor in determining which estimator is better for any given value of the shape parameter . The two
estimators qˆE and qˆW proposed herein are superior to the estimator qˆL in many cases. Restated,
except for the lower quantile, the two proposed estimators qˆE and qˆW are signiEcantly superior
to the estimator qˆL in the larger sample size n, the larger censoring rate p. Generally speaking, if
6 1, the estimator qˆE and qˆW are recommended for the upper quantile as the  value approaches
1. If ¿ 1, the estimator qˆE and qˆW are both better than qˆL except for the lower quantile and
the smaller censoring rate p as  value becomes larger. Finally, for the real experiment data, by
Lee method under a right random censoring model, we will use a hazard plot to verify whether
the accumulated data follow 2-parameter Weibull distribution or not. If the accumulated data follow
2-parameter Weibull distribution then we will End the estimate of  by maximum likelihood method
[5]. Next, by the estimate of  we will choose the best quantile estimates for given n, p and .
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