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ABSTRACT 
The P61ya cycle indices for the natural actions of the general inear groups and 
affine groups (on a vector space) and for the projective linear groups (on a projective 
space) over a finite field are computed. Finally it is demonstrated how to enumerate 
isometry classes of linear codes by using these cycle indices. © 1997 Elsevier 
Science Inc. 
1. PREL IMINARIES  
This section contains all the basic notions and facts about finite group 
actions necessary for the following. For more details the reader is referred to 
the book [11], from which we take the notation. 
Let G be a multiplicative group and X a nonempty set. An action of G 
on X from the left is denoted by c X, and X is called a G-set. I f  both the 
group G and the set X are finite, then c X is called a finite group action. It 
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induces a group homomorphism ~b from G into the symmetric group S x on 
X: 
6:G - ,  Sx, g ,b(g), 
where qb(g)x = gx for all x ~ X. The orbit of x will be indicated by G(x), 
the stabilizer of x by G x. The set of all G-orbits will be denoted by 
c \ \x  := {G(x) Ix e X}. 
Let G be a permutation group of X (if necessary take the homomorphic 
image of G under ~b:G ~ Sx). The cycle index of G acting on X is the 
following polynomial Z(G, X) in the indeterminates x 1, x 2 . . . . .  Xlx I over Q: 
1 Ixl 
:= ~ec l-I xa'(g)' Z ( G , X ) -I~l g i=1 
where (al(g) ... . .  alxl(g)) is the cycle type of the permutation g ~ G. This 
means g decomposes into ai(g) disjoint cycles of length i for i = 1 . . . . .  IXl. 
All elements of a conjugacy class have the same cycle type, so the cycle index 
can be rephrased in the following way: 
1 Ixl 
Z(G X)=-  ~-~ If[1--lx a'¢gc) 
' ICl c~'~ M ' ' (1)  
where W is the set of all conjugacy classes C of G with representatives 
gc~C.  
The finite field of q elements will be denoted by Fq; q is assumed to be a 
power of the prime p, the characteristic of Fq; and the multiplicative group 
of F_ will be indicated by Fq,. The set of all regular n × n matrices over Fq 
will ~e denoted by GL(n, Fq), which is the general linear group. The affine 
group 
Aff(n, Fq) := { (A ,b ) IA  ~ GL(n, Fq),b ~ Fq} 
is the semidirect product of GL(n, Fq) and Fq with the following multiplica- 
tion: 
( Al ,b l ) (  A2,b2) = ( A1A2,bl + Alb2). 
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The group Fq* acts on the vector space Fq n by scalar multiplication: 
F: x F; --, F;, (o, ,v) ,-, 
The orbit Fq*(V), v 4= 0, is a point in the projective space PG(n - 1, Fq) :-- 
Fq* \\(Fq" \ {0}). Furthermore Fq* acts on GL(n, Fq) by 
Fq ×GL(n, Fq)~GL(n, Fq), (a ,A)~aA.  
The set Fq \ \  GL(n, Fq) of all orbits is the projective linear group 
PGL(n, Fq). In the present paper we will show how to compute the cycle 
indices for the natural actions of the linear, affine, and projective groups. 
These actions are 
GL(n, Fq) × Fq ~ Fq, ( A,v) ~ Av, 
Aff(n, Fq) × Fq --* Fq, ( (A,b) ,v)  ~, Av + b 
and 
PGL(n, Fq) X PG(n - 1, Fq) ~ PG(n - 1, Fq), 
(Fq ( A),Fq (v)) ~ Fq ( Av). 
The orders of these groups are 
[GL(n, Fq)[ = [q], := (q" - 1)(q" - q)"'" (q" - q,-1), 
[q]. 
~ff(n, Fq)l= [q],q", IPGL(n, Fq)I = ~ .  q -1  
The idea for computing these cycle indices according to (1) is the 
following: First determine the conjugacy classes in GIAn, Fq), which can be 
done by using the theory of normal forms of matrices. Then determine the 
number of elements in these conjugacy classes, and for each class compute 
the cycle type of an arbitrary representative. In the case q = 2 Slepian [16] 
and Harrison [7, 8] computed the cycle indices of GIXn, F 2) and Aft(n, F2). 
They applied them for the enumeration of isometry classes of linear (n, k) 
codes over F 2 and for the classification of switching functions. These two 
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authors referred to Elspas [2], who determined the cycle type of A 
GL(n, Fp), where p is a prime. 
In the next section a short introduction i to the theory of normal forms of 
linear operators in vector spaces over arbitrary fields is given. Since this 
theory can be found in many textbooks of algebra, we only present some 
definitions and final results. In the case of finite fields the size of these 
conjugacy classes can be evaluated using a formula of Kung [12], which goes 
back to a formula of Green [6]. 
2. THE CLASSICAL NORMAL FORM OF A LINEAR OPERATOR 
In this section K denotes an arbitrary field, V is an n-dimensional vector 
space over K, and A is a linear operator on V. A polynomial ~0(x) ~ K[x] is 
called an annihilating polynomial of v ~ V if and only if ~(A)v = 0. In 
order to understand what is meant by ~(A), let ~A be the ring homomor- 
phism cI) A : K[x] ~ End(V) defined by x ~ A, and a ~ aid v for all a ~ K. 
Then the image of ~p(x) .'= Eia~0 aix ~ under ~A is given by 
d 
~p(A) :=~A(~o(x) )= Ea,  A', where A°=idv  . 
i=O 
Furthermore K[A] -'= {~o(A) I ~0 ~ K[x]} is a subring of End(V), and V is a 
K[ A]-module with the following multiplication: 
r[  a] × v v, v) 
In the same way, a polynomial ~p(x)~ K[x] is called an annihilating 
polynomial of V if and only if ~(x) is an annihilating polynomial of each 
v ~ V, and such a polynomial of minimal degree, which is monic as well, is 
called the minimal polynomial of V. If the minimal polynomial q~(x) of V 
can be written as 
= H (x) c', 
i=1 
where ~(x)  are pairwise distinct, monic, irreducible polynomials over K, 
then the primary decomposition of V yields a representation f V as a direct 
sum of invariant subspaces U~, such that q~(x) c' is the minimal polynomial of 
U i. Each of these invariant subspaces Ut is a direct sum of cyclic subspaces 
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IV/j, such that the minimal polynomial of Wi, r(i) is ~(x)  c' and the minimal 
poiynomial of W~,j is a divisor of the minimal polynomial of W/,j+ 1 for 
j = 1 . . . . .  r ( i ) -  1: 
s r(i) 
V= (~ U~ and U~= ~W~, j .  
i=1 j= l  
Let U be a cyclic subspace of dimension d with basis (v, Av . . . . .  A a- iv) 
and minimal polynomial ~p(x) := Ed=0 aix i, a d = 1. Then the restriction of 
A to U can be represented as the companion matrix C(~o) of ~p(x), which is 
given by 
c(~)  := 
'0 0 --- 0 0 -a  0 
1 0 --- 0 0 -a  1 
0 1 --- 0 0 -a  2 
0 0 "-- 1 0 -ad_  2 
0 0 --" 0 1 -ad_  1 
In the case that U is a cyclic subspace of V of dimension kd with minimal 
polynomial q~(x) k, there is a basis of U such that the restriction of A to U 
can be represented as the hypercompanion matrix H(~ k) of q~(x) k, which is 
given by 
' c (  ,p) o o ... o o 
Eld C( q~) 0 ... 0 0 
o EI~ C(~)  ... 0 0 
o o o ... c (¢ )  o 
0 0 0 ... Eld C(~p) 
I, k times, 
I 
where 
Eld=(eij)l~i,j~d is given by eij~-(~ if ( i , j )  = (1 ,d ) ,  
else. 
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The hypercompanion matrix H(~p k) is a kd × kd matrix, and in the case that 
k = 1 it is the companion matrix C(~p). If the vector space V with minimal 
polynomial 
~(x) = I~I ~,(x) c' 
i=1 
decomposes into a direct sum of A~ 0 cyclic subspaces with minimal polyno- 
mial ~pi(x) j (for 1 ~<j ~< c~ and for 1 ~< i ~< s), then the classical normal form 
of A is a block diagonal matrix 
diag( D(  qh, A(1)) . . . .  , D (  ~0s, A (s))). (2) 
The matrices D(~p, A) are again block diagonal matrices defined by 
D( ~p, A) = diag(C(~p), ._., C(~p), H(q~2) . . . . .  H(~2) . . . .  ). 
A1 A2 
Then the characteristic polynomial of A is 
xA(x)  = I~I~,(x) "', 
i=1 
where "/i = F,iA!°" In other words A t/) is a cycle type of ,/~, which will be 
indicated as A °~~ N ~/i. In the special case tha(K  is'a finite field Fq, Kung 
[12] determined the size of a conjugacy class in GL(n, Fq) by the following 
formula: Let qffx) ~ Fq[x] be a monic, irreducible polynomial of degree d, 
and let A = (A 1, A 2 . . . .  ) be a cycle type of Y. The size of the centralizer of 
D(q~, A) in GL(3,d, Fq) is 
~, A s 
b(a. A) := 1-I 1-I (qd, . ,  _ qd,.,-j~). (3) 
i= l j= l  
where 
i T 
/z i := ~]kA k + ~] iA k. 
k=l k=i+l  
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Note that this number only depends on the degree of the polynomial. The 
size of the conjugaey class of a matrix given by (2), where the ~pi(x) are 
polynomials of degree d i, is given by 
[q],, 
n:=, b(d,, ,"))" 
. THE CYCLE INDEX OF GL(n, Fq) 
In [9] the following definition of a product operator for two polynomials 
and 
I't 
A(x , ,  x2 . . . . .  x . )  = EawI - ' I x i , ,  
(j) i= 1 
m 
B(X l ,  X 2 . . . . .  Xm) = Eb(k )  HXt i ;  
(k) i=1 
then 
A( xl . . . . .  x . )XB(  x, . . . . .  Xm) "= ~] ~.,awb<k) xl' X 1--[ xk, , , 
(j) (k) ~= ~ 1 
where 
/ .m 
xJ,, x xt, -= F I  I-I(x¢,Xx~,) 
~i=1 ] \ i=1  / 4=1 /ffil 
"~lcmO,/) • (4 )  
The k th power of A according to this product will be indicated as 
A(  x 1 . . . . .  Xn) Xk . 
It was P61ya [15] who first realized that the cycle index of the induced action 
(C ×n)  x (xxr ) - ,x×r ,  ( (g ,h ) , (x ,y ) )~(gx ,  hy) 
A and B in indeterminates x 1, x 2 . . . .  over Q is given. Let 
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of the direct product of two group actions c X and H Y can be expressed as 
Z(G × H, X X Y) = Z(G, X)XZ(H,Y) .  
A matrix A ~ GL(n, Fq) given in normal form is a block diagonal matrix 
of companion and hypercompanion matrices of monic, irreducible polynomi- 
als over Fq. The natural action of A given by (2), where A (0 is a cycle type of 
Ti and E~-1 Ti = n can be expressed as the direct product X~ , X?", 
h O)  - ' ' s A!  o . : = i J = i 
XkJ 1 H(~p[) acting on X i 1 X~il XkJ 1 Fq ~d'" For that reason we only 
have to know the cycle typesof co~panionand hypercompanion matrices of 
monic, irreducible polynomials over Fq. (Applying the product operator of (4) 
yields the cycle type of the matrix A.) It is important to realize that the cycle 
type of a hypercompanion matrix of a monic, irreducible polynomial ~p(x) 
Fq[x] can be computed from its exponent exp(~o). 
In [14] the period, the order or the exponent of a polynomial ~p(x) 
Fq[x], ~(0) 4: 0, is defined to be the least positive integer e such that ~(x) is 
a divisor of x e - 1. We will need the following facts about he exponent: Let 
~(x) ~ Fq[x] be a monic, irreducible polynomial of degree d over Fq. If 
q~(x) can be expressed as q~(x) = l-ldi=l(x - ai), where the og are distinct 
elements in Fqd, then 
exp(~) = min{t ~ N la t = 1}. 
The exponent of q~(x) is a divisor of qd _ 1, but it is not a divisor of qr  __ 1 
for any 1 ~< r < d. So the set E(d, q) of all possible exponents of monic, 
irreducible polynomials of degree d over Fq can be computed as 
E(d,q)  = {e[elq d-  lande # qr -  l f o r l~<r<d}.  
In the case d = e = 1 there is exactly one monic, irreducible polynomial of 
degree d and of exponent e such that ~p(0) ~ 0, namely ~p(x) = x - 1. 
[Actually, when extending the definition of exponents of polynomials for 
polynomials with ~0(0) = 0, there is another polynomial ~0(x) = x of degree 
1 and of exponent 1.] Otherwise, if e is a divisor of qd _ 1 and e does not 
divide q r _ 1 for 1 ~< r < d, then there are dp(e)/d monic, irreducible 
polynomials of degree d and of exponent e in Fq[X], where ~b is the Euler 
&function. For e ~ E(d, q) we define 
:= [1 if e =d= 1, v(d, e) d~ ( e ) / d else. 
The exponent of the power ~o(x) k for an integer k >~ 1 is given by exl~ p) pt, 
where p is the characteristic of Fq and t := min{r ~ N O I p r >i k}. 
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Let A be the hypercompanion matrix H(q~ k) of a monic, irreducible 
polynomial q~(x)v ~x of degree d and of exponent e. Then the cycle 
inventory of A acting on Fq ka is 
k 
Xl I - I  x~?+d-q 0 l)d)/e+, 
i=l 
where e i = exp(q~ ) for 1 ~< i ~< k. 
For computing the cycle index of GL(n, Fq) we have to determine all 
normal forms (2) in GL(n, Fq), which can be done in the following way: It is 
well known [14] that there are 
1 
NqC d) = --d Y'~lzCt)qd/t 
ttd 
monic, irreducible polynomials of degree d over Fq, where /z is the classical 
Moebius function. Each monic, irreducible polynomial of degree <<. n, 
except the polynomial q~(x) = x, can occur as a divisor of the characteristic 
polynomial of some regular matrix A ~ GL(n, Fq). These  t n := ~n= 1 Nq(i) 
- 1 polynomials will be labeled as ~ol(x), ~oz(x) . . . . .  ~ot(x). Furthermore let 
d i be the degree of ~0+(x). First we have to find all solutions (`/t . . . . .  "/tn) ~ 
[~" of 
t n 
E `/,d, = , .  (5) 
i=1 
Then for each solution ('/1 . . . . .  `/t,) the set of all cycle types of ` /,+, 
CT(` /+)  :=  H 
must be computed. Finally the representatives of the conjugacy classes of 
matrices A with characteristic polynomial 
t n 
x , (x )  = 
i=1 
are given as diagonal matrices 
diag( D( q~l, ,~(1)) . . . . .  D (  ~ot , ~(tn) ), 
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where 
t n 
(/~(1) . . . . .  /Ik (t")) ~ X CT(T , ) .  
i=1 
All these results can be collected in the following 
THEOREM 1. The cycle index Z(GL(n, Fq), Fq) can be computed as 
1 [ql. '" ~'[  ~ xxj° 
where eik is the exponent of ~pi(x) k. Furthermore aik is given as 
qkd~ _ q (k -  1)d i
atk = 
elk 
[ql , /s the order of GL(n, Fq) and b(d,, A (')) is the size of the centralizer of 
D(~&, A (0) computed by (3). The first sum runs over all Y = (Yl . . . . .  Yr.) 
which are solutions of (5). The second sum runs over all t,-tuples A = 
(X (1), X (t")) ~ Xt" CT(~/i). 
" ' ' '  i=l 
Something should be said about possibilities for computing this cycle 
index without knowing the monic, irreducible polynomials of degree ~ n 
over Fq. As was pointed out above, the set E(d, q) of all exponents of monic, 
irreducible polynomials of degree d over Fq and for each e ~ E(d, q) the 
number t,(d, e) of these polynomials of exponent e can easily be computed. 
Careful scrutiny of the formula bove leads to 
Z(CL(n, Vq),F;) 
cHn d=l  j= l  e~E(d,q) 
( 1 ))) ~Eb(d ,~)z(d,e,~`) , 
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where z(d,  e, A) is the cycle inventory of a matrix D(~p, A), with ~p(x) a 
polynomial of degree d and exponent e. It can be computed as 
X 
1=1 = 
where e k = ep t, p is the characteristic of Fq, t is the least nonnegative 
integer such that pt >~ k, and a k is given by 
qkd _ q(k- ~)d 
a k = 
ek  
The numbers ca of c = (c 1 . . . . .  Cn) H n can each be interpreted as the sum 
of the multiplicities of all irreducible factors of degree d of the characteristic 
polynomial of a hnear mapping. The second sum runs over all functions r
from E(d, q) to N O which satisfy Eee e(a q) r(e)  = c a. Then the sum of the 
multiplicities of all irreducible factors of degree d and exponent e is given by 
r(e). The third sum must be taken over all cycle types s H r(e)  which satisfy 
~j sj <~ v(d,  e). Such a cycle type s defines types of partitions of the set 
{1 . . . . .  r(e)} into at most v(d, e) parts. The number of all combinations of 
v(d, e) different polynomials (of exponent e and of degree d) forming a 
product of degree r(e)d,  where exactly si polynomials occur with multiplicity 
i, can be computed as the multinomial coefficient 
81, 82 . . . . .  lJ( d, e) - F 7 sj " 
4. THE CYCLE INDEX OF THE AFFINE GROUP 
The following lemma treats a more general concept for affine mappings 
over an R-module. 
LEMMA 2. Let R be a commutative ring with 1. Then R n is an R-module. 
Furthermore let A : R" ~ R" be a regular linear mapping, and b ~ R". I f  
the mapping v ~ Av - v is bijective, then the mapping v ~ B(v)  .'= Av + b 
has the same cycle type as v ~ Av. 
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Proof. Since A - id is bijeetive, c := (A - id)- l (b) is well defined• 
The mapping T:Rn- - *  R", v ~ v -c  is a permutation of R", and 
(T -1 o B o T) (v)  = A(v - c) + b + c = Av, so the two mappings v ~ B(v)  
and v ~ Av are conjugated in the symmetric group of R n, which means that 
they have the same cycle type. • 
THEOREM 3. Using the same notation as in the previous section, the 
cycle index of  Aft(n, Fq) is given by 
1 [q]. '" ~' 
[q ] ,q"  l-lt"i=l b(d i ,  A(i)) i=1 j= lX  V '3Xl'i) 
where 
j 
qJa'xl 1-I xa'k if  ~oi( x ) ~ x - 1, 
k= 1 eik 
u ~j -~ j 
q j - l x l  H xa~ + q j - l (q  _ 1) XqeJ/e,4+~ if  ~p,(X) = X -- 1. 
k=l i.j+l 
Proof. The action of (A, b) ~ Aft(n, Fq) on Fq can be considered as 
the direct product of actions (A', b')  on subspaces of Fq", where A' is a 
hypercompanion matrix o fa  monic, irreducible, polynomial q~,(x). ~ Fq [x]. If 
~0i(x) #: x - 1, then the mapping v ~ H(~o/)v - v is a regular linear map- 
ping. According to Lemma 2 the cycle type of (H(q~/), b) does not depend on 
b, and it is equal to the cycle type of (n(q~J), 0). 
Now let q0i(x) be the polynomial x - 1; then 
A = 
1 0 "" 0 0 
1 1 0 0 
0 1 0 0 
0 0 1 0 
0 0 ."  1 1 
Let 
b = (hi) b2 b, = b 1 O. ~FJq, 
o 
and r (v )= v + I 
-b  
-b  3 
- 'bj 
0 
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Then T is a permutation of Fq j and the two mappings v ~ Av + b and 
v ~ Av + b' are conjugated via T in SF¢ (i.e., T- I [AT(v )  + b] = Av + b'). 
For all b ~ F~ with b 1 = 0--there are a j -  1 vectors--the affine mannin~s 
( A, b) and ( A[ 0) are of the same cycle Ge .  Finally, when b 1 ~ 0, we'have 
to compute the cycle type of v ~ B(v). '= Av + b'. For doing this, let 
A' := n(~0~ +1) ~ GL(j + 1, Fq); then 
8(v))" 
Since b 1 4: 0, all elements 
have the same minimal polynomial q~J+ l(x) (with respect o A'), so they all 
lie in qJ/ei, j + 1 cycles of A' of length ei, j + 1, and the proof is completed. • 
5. THE CYCLE INDEX OF THE PROJECTIVE GROUP 
Before computing the cycle index of PGL(n, Fq) acting on PG(n - 1, Fq) 
we want to determine the so-called subcycle index of GL(n, Fo) acting on 
Fq \ {0}. We start by defining the subcycle type of A ~ GLen, Fq). The 
vector v ~ Fq \ {0} lies in a subcycle of A of length s if and only if 
s = min{t ~ t~ 3a ~ Fq* such that At v = Or V) .  
Let v be in a subcycle of A of length s, and ASv = aoV. Then a 0 is called 
the integral element of v. The set 
(A ) (F ; (v ) )=(A iav i~,a~Fq)  
can be written as a disjoint union of sets consisting of q - 1 elements each, 
s -1  s -1  
UA'F¢(v )  = U 
i=0  i=0 
s -1  s -1  
= U{ xv 
i=O i=0 
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so I( A)(Fq(V))l = s(q - 1). All these s(q - 1) elements can be identified 
with s elements in PG(n-  1, Fq), which form the cycle 
( Fq ( v ) . . . . .  F~ ( A ~- iv))of  length s of the projectivity Fq ( A). Furthermore, 
each v' ~ (A)(Fff(v)) lies in a subcycle of A of length s with integral 
element ot 0. Using indeterminates with two indicesmthe first is the length of 
the subcycle, the second is the integral element--we identify the action of A 
on (A)(Fq(v)) with the subcycle xpression xq;~ of (A)(Fq(v)). Since 
Fq" \ {0} is a disjoint union of (A)(F~(v)), the subcycle type of A is defined 
to be the product of the subcycle xpressions of all (A)(F~(v)). A term of 
the form x~, ,0 in the subcycle type of A means that the cardinality of the set 
(v ~ Fq"\ {0} s = min{t ~ N I 3a ~ F~, Atv = av} and A'v = ao v) 
equals /s. Thus the exponent i is a multiple of q - 1. The subcycle index of 
GL(n, Fq) on Fq" \ {0} is the sum of the subcycle types of all A ~ GL(n, Fq) 
divided by the order of GL(n, Fq). Then the cycle index of the projective 
group can be computed from the subcycle index by omitting the second index 
of all indeterminates and dividing the exponents by q - 1. So the main task is 
the computation of the subcycle index of GL(n, Fq). Since all elements in a 
conjugacy class of GL(n, Fq) have the same subcycle type, it is enough to 
determine the subcycle type for matrices of the form (2) with monic, 
irreducible polynomials q~t(x) ~ Fq[ x]. As in the case of the computation of
the cycle index of GL(n, Fq), we first want to determine the subcycle type of 
a hypercompanion matrix H(~oJ), and then we have to define a product with 
which the subcycle type of the direct product action of two hypereompanion 
matrices can be computed. In [10] Hirschfeld gave the following definition 
for the subexponent of a polynomial ~0(x) ~ Fq[x], ~o(0) ~ 0: 
subexp(~p) := min(t ~ ~ 3a o ~ Fq such that +p(x)Ix t -  Oto). 
The element ao ~ Fq* is called the integral element of ~o. Let ~o(x) ~ Fq[x] 
\ {x} be a monic, irreducible polynomial of degree d. If ~o(x) can be 
expressed as ~o(x) = I - Id~l (X  - -  a t )  , where the oq are distinct elements in 
Fq~, then 
subexp(~o) - min(t ~ N[a~ t E Fq). 
The subexponent of ~o(x) is a divisor of(q d - 1)/(q - 1). The subexponent 
of the power q~(x) k for an integer k I> i is given by subexp(~o) pt, where p is 
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the characteristic of Fq and t := min{r ~ N 0 I p r >/k}. The subexponent of 
~0(x) is a divisor of the exponent of ~0(x), and in fact 
exp(~p) 
h := 
subexp(~o) 
is a divisor of q - 1. Furthermore, h is the multiplicative order of the 
integral element of ¢p(x) in Fq*, and h = gcd(q - 1, exp(q~)). So the subex- 
ponent can be derived from the exponent by 
exp(~) 
subexp(~o) = gcdCq - 1, exp(~0) ) "  
For e ~ E(d, q) let h .'= gcd(q - 1, e); then for each ot ~ Fq* with multi- 
plicative order h there are ck(e)/(ddp(h)) monic irreducible polynomials 
~p(x) ~ Fq[x] of degree d with exponent e subexponent e/h and integral 
element ot where #b is the Euler ok-function. The number of mollie, 
irreducible polynomials of degree d and subexponent f in Fq[x] is given by 
qb(e) 
I2  a ' 
e 
where we have to sum over all e ~ E(d, q) which fulfil e/god(e, q - 1) =f .  
In the case q = 2 the subexponent and the exponent of a monic, irreducible 
polynomial are the same. Let A be the hypereompanion matrix H(~0 k) of a 
monic, irreducible polynomial ~p(x) ~ x of degree d of subexponent f with 
integral element a. Then the subcycle type of A acting on Fq ~a \ {0} is 
k 
i=1 
where fi = subexp(~P i) for 1 ~< i ~< k. 
Finally, we have to define a product formula for the direct product of two 
subcycle types, which is similar to the direct product formula (4). Let A 1 be 
in GL(n 1, Fq) and let A 2 be in GL(n~, Fq); then diag(A~, A~) is in GL(n i + 
n z, Fq). Furthermore/79 ~+"2 \ {0} can be written as 
F: ,+-~\{o} = (v :~\  {o}) × {o} "~ ~3{o} '' 
x(F;~ \ (o)) o(v; , \  (o}) x (v~,\ (o}). 
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Since Fq* is a cyclic group, each element a ~ Fq* can be expressed as 
a=/3  r, where /3 is a generator of F* and 0~<r<q-1 .  With the 
multiplicative and linear extension of the following multiplication defined by 
x J l  r ~ xJ. 2 :.~. ,rJl ,r J2 J3 i i ,~ 1 t2, Br2 ~i , ,~r l~ i2 ,~r2X i3 ,~r3 ,  
where 
q-1  
i 3 = lcm(il, ia) gcd(q -- 1, lcm(il, i2) rl/ i  1 -- lcm(il, i2) r2/i2)' 
rli 3 r2i 3 
r 3 = = mod q - 1, 
il iz 
and 
hJlz2J2 
J3 = - - ,  
13 
the subcycle type of diag(A1, A 2) can be computed as the @-product of the 
subcycle types of A 1 and A 2. 
To see this, suppose v ~ Fq I \ {0} lies in a subcycle of A 1 of length i 1 
with integral element /3r'; then (v,0) lies in a subcycle of diag(A u A 2) of 
length i 1 with integral element /3 rl as well. In the same way the subcycles of 
(0, y) of diag(A1, A 2) for :,u ~ F n~q \ {0} correspond with the subcycles of y 
of A S. For the rest of the proof it is enough to investigate pairs (v, y) such 
that v :~ 0 and y ~ 0. If v lies in a subcycle of A 1 of length i 1 with integral 
e lement  /3 rl and y in a subcycle of A 2 of length i 2 with integral element 
/3 r2, then  
lcm(i,, i2) = min{t ~ t~13a,, ot 2 ~ Fq* : diag(A t, At2)(v, y) 
=(alv,  a2y) }. 
Thus 
'~t = ( /3 . , )~o-( , . , , ,~1, ,  = ~, - , .om, . , , :~ / , , .  
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In the next step both 
i s = min{t ~ N 3or ~ Fq* : diag(a], At~)(v, y) = a(v ,  y)} 
and the integral element ot must be computed. So we have to find the least 
positive integer t such that a[ = a9 t. This however is the same as the 
multiplicative order of a I ot~ 1, which can be computed as 
ord(/3 ) 
°rd(°q°t2-1) = gcd(ord(/3), r 1 lcm(il, i2)/ i  1 - r~ lcm(il, i2)/ i2)" 
Then i s = lcm(i 1, i2) ord(OtlOt21) and 
fir3 = OQord(ala2 -1) = ~rllcm(ibi~)ord(ala21)/il = flrtis/it. 
Since there are itj l elements in subcycles of length i I with integral element 
/3 r~ for 1 = 1, 2, there are i l j l izj2 elements in subcycles of diag(A 1, A z) of 
length i s with integral element /3 r3, and the exponent of xi3 't3r3 is given by 
i l j l i2j2/i  a. This finishes the proof. 
THEOREM 4. The subcycle index of GL(n, Fq) acting on Fq \ {0} can be 
computed as 
l ~x  ~ [q]n tn31 ' [ r ' l xa ik  1 
[qln I-It'i=i b(di ,  )t(i') t --~1"= j --~lt k'l'=li fik'aik] ' 
where fi k is the subexponent of q~i(x) k. The integral element of ~oi( x) will be 
denoted by a i, and a~k is the integral element of ¢pi( x ) k computed as 
Furthermore, aik is given as 
Olik = Ot[ik/fil 
qkd i __ q(k- l)d d 
aik -~- f ik 
[q], /s the order of GL(n, F.), and b(d,, X ('))/s the size of the centralizer of 
D(q~ i, A 0)) computed by (3) ~. The first sum runs over a/l , /=  ('/t . . . . .  Yr.) 
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which are solutions of (5). The second sum runs over all t,-tuples )t = 
(~(1) . . . . .  ~(t.)) t~ X~n=l CT('Yi). Omitting the second index of all variables 
and dividing the exponents by q - 1, the cycle index of PGL(n, Fq) acting 
on PG(n - 1, Fq) can be computed. 
For the actual computation of the subcycle index of GL(n, Fq) we want to 
determine all pairs (f, or) of subexponents f and integral elements a of 
monic, irreducible polynomials q~(x) ~ Fq[x] of degree d. The set of these 
pairs can be described as 
a) f=  e S(d, q) := U ( f ,  gcd(e, q - 1) '  ord(a) 
eeE(d,q) 
= gcd(e,q - 1) }. 
For ( f,  a) ~ S(d, q) the number of monic, irreducible polynomials in Fq[x] 
of degree d, with subexponent f and integral element a is 
v( d, f ord( a ) ) 
Iz(d,f ,  a) := ~b(ord(a)) 
Now the following formula yields the subcycle index of GL(n, Fq) acting on 
\ {o}: 
g ® ® ¢( t , (d , f ,  a ) ,s )  
cHn d=l  (f, t~)eS(d,q) 
® z (d , f ,  a, a) 
j= l  b(d,  ~t) 
where z(d,f ,  tr, A) is the subcycle type of a matrix D(~p, a), with ~0(x) a 
monic, irreducible polynomial of degree d subexponent f and integral 
element or. It can be computed as 
® , 
l= l  k=l  " 
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where fk =fpt,  p is the characteristic of F_, t is the least nonne~ative 
integer such that pt >i k, the integral element a k is computed as ah/~, and 
a~ is given by 
qkd _ q(k-~)d 
ak = fk  
The numbers ca of c = (c t . . . . .  c,) H n can be interpreted as the sum of the 
multiplicities of all irreducible factors of degree d of the characteristic 
polynomial of a linear mapping. The second sum runs over all functions r 
from S(d, q) to N 0 which satisfy E(f a)~ S(d q) r( f , a) = c d. Then the sum of 
the multiplicities of all irreducible factors of degree d, subexponent f,  and 
integral element a is given by r(f, a). The third sum must be taken over all 
cycle types s H r( f , a) which satisfy ~,j s i < ~(d, f , a). Such a cycle type s 
defines types of partitions of the set {1 . . . . .  r ( f ,  a)} into at most ~(d, f,  a)  
parts. The number of all combinations of/z(d, f ,  a)  different polynomials (of 
subexponent f ,  integral element a and of degree d) forming a product of 
degree r(f, a)d, where exactly s, polynomials occur with multiplicity i, can 
be computed as the multinomial coefficient 
g( I z (d , f ,a )  s) := ( I z (d , f ,a )  ) 
' $1, S 2 .... Iz(d,f ,  a) - Ej sj " 
6. APPLICATIONS 
In this section the set {1 . . . . .  n} will be abbreviated by n. Using this 
notation, the symmetric group of n will be indicated as S,. When we want to 
replace the indeterminate x t in the cycle index Z(G, X-) by an expression 
f(i), we will write Z(G, X I x, = f(i)). 
When generalizing Slepian's method [16] for counting isometry classes of 
linear (n, k) codes over Fq from q = 2 to arbitrary q, the author [5] realized 
that the number of orbits under the following group action must be com- 
puted: 
(S_. × GL(k, F¢)) × (F~ \\(Fq ~ \ {0}))" ~ (Fq* \ \ (F~ \ {0} ))n, 
A), r) A(;o 
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This is just the group action of S, X PGL(k, F~) acting on the set of all 
functions from n to PG(k - 1, Fq)_ According to [1], a generating function 
for these numbers (we call them T,,kq) can be derived as 
~-,o Tnk-x" = PGL(k, Fq) ,PG(k -1 ,  x ,= ]~.,x ij 
= j=0 / 
Fq) 1 ) = Z PGL(k, Fq),PG(k - 1, x, = 1 x' " 
When enumerating liner codes over Fq for q =# 2 we have to compute the 
cycle index for the action of a projective group. Then the number of isometry 
classes of linear (n, k) codes over F. with no columns of zeros is given by 
Tnk q -- T,,, k-1, q" When counting only orbits of injective functions, the num- 
ber of classes of so-called "injective" linear (n, k) codes (i.e. codes without 
any proportional columns) with no columns of zeros can be computed. 
For example, Tables 1 and 2, giving the numbers of classes of linear 
(n, k) codes and of injective linear (n, k) codes for q = 5, were computed 
with SYMMETRICA [17]. Extending these tables in n is no problem, but, as is 
indicated in Table 3, both the computing time and the usage of memory are 
growing rapidly when k becomes larger. [In Table 3 you can find the time 
used for computing the cycle indices of GL(k, Fq), Aft(k, Fq ), and PGL(k, Fq) 
evaluated with the SYMMETRICA routine pr in t - t ime(  ) on an HP-UX 9.0 
workstation. The corresponding SYMMETRICA routines are zyke l ind -g lkq ,  
zykelind-affkq, and zykelind-pglkq.] 
For q = 2, 3 these cycle index methods can be applied for the computa- 
tion of the numbers of isomorphism-classes of q-ary matroids as well. Wild 
[18, 19] applied the Cauchy-Frobenius lemma for enumerating classes of 
binary and ternary matroids. For enumerating matroids the cycle index of 
GL(n, Fq) acting on Fq* \ \  Fq must be known, which is 
x 1 • Z(PGL(n, Fq),PG(n - 1, Fq)). 
The numbers of n-element matroids of rank k can be interpreted as 
numbers of classes of linear (n, k) codes, where columns of zeros are 
allowed. The numbers of loopless matroids correspond to the numbers of 
classes of codes with no columns of zeros, and the simple matroids corre- 
spond to classes of injective codes. For q = 2 tables of these numbers can be 
found in [16] and in [13]. For q = 2, 3 the numbers of matroids can be found 
in [18]. In [5] the authors give numbers of classes of indecomposable codes 
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TABLE 3 
COMPUTING TIME FOR SOME CYCLE INDICES 
155 
Time (sec) Time (see) 
q k GH(k, Fq) Aft(k, Fq) PGI~k, Fq) q k GL(k, Fq) Aft(k, Fq) PGL(k, Fq) 
9 0.75 1.34 4 5 0.56 0.63 1.73 
10 1.57 2.46 6 1.98 2.22 9.01 
11 2.78 4.43 7 10.06 11.33 65.72 
12 5.22 8.88 8 36.32 39.46 420.01 
13 11.35 18.68 9 232.76 274.63  2984.37 
14 23.37 33.87 5 2 0.04 0.05 0.05 
15 41.40 57.83 3 0.12 0.15 0.24 
16 68.32 107.18 4 0.53 0.62 1.64 
17 167.95 262.13 5 1.73 2.02 15.83 
5 0.32 0.39 0.35 6 9.48 10.76 167.94 
6 0.72 0.98 1.08 9 2 0.08 0.09 0.19 
7 1.47 2.60 3.55 3 0.36 0.44 2.72 
8 5.77 7.27 12.73 4 3.34 3.36 95.77 
9 17.24 21.1 45.81 5 33.76 35.38 3647.17 
10 46.28 57.20 166.04 6 758.30 757.99 
11 168.20 198.99 672.75 
12 623.42 734.34 2971.00 
for q = 2, 3, 4, 5, 7, from which the numbers of all classes of codes can be 
computed. Some further tables for q = 3, 4 can be found in [4]. In [3] tables 
for q = 8 are given, and some details about enumerat ion of isometry classes 
of  l inear (n, k) codes in SYMMETRICA using the cycle indices of projective 
l inear groups can be found. 
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