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Abstract
In a multi-user wireless network equipped with multiple relay nodes, some relays are more
intelligent than other relay nodes. The intelligent relays are able to gather channel state information,
perform linear processing and forward signals whereas the dumb relays is only able to serve as
amplifiers. As the dumb relays are oblivious to the source and destination nodes, the wireless network
can be modeled as a relay network with smart instantaneous relay only: the signals of source-
destination arrive at the same time as source-relay-destination. Recently, instantaneous relaying is
shown to improve the degrees-of-freedom of the network as compared to classical cut-set bound.
In this paper, we study an achievable rate region and its boundary of the instantaneous interference
relay channel in the scenario of (a) uninformed non-cooperative source-destination nodes (source
and destination nodes are not aware of the existence of the relay and are non-cooperative) and
(b) informed and cooperative source-destination nodes. Further, we examine the performance of
interference neutralization: a relay strategy which is able to cancel interference signals at each
destination node in the air. We observe that interference neutralization, although promise to achieve
desired degrees-of-freedom, may not be feasible if relay has limited power. Simulation results show
that the optimal relay strategies improve the achievable rate region and provide better user-fairness
in both uninformed non-cooperative and informed cooperative scenarios1.
Index Terms
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1Part of this work is submitted to ISIT 2012 [1].
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I. INTRODUCTION
In a wireless network, where the source (S) nodes and destination (D) nodes communicate in a
shared medium, e.g. time, frequency, code, the signals interfere with each other in the air and may
not be possible to be separated at the destination nodes which then leads to a rate degradation.
Interference management techniques are thereby crucial to the ever-increasing demand of quality
of service. Advanced interference management techniques, e.g., superposition coding and multi-user
decoding, induce difficulty in practical implementation as all codebooks and interference decoding
capabilities are required respectively. We assume in this work that the S and D nodes are not able
to perform multi-user encoding and decoding techniques2. To improve the rate performance of the
system, one can introduce relays to the system and therefore obtain an interference relay channel
(IRC). The relay is responsible for signal boosting and interference managing. We assume that the
relay employs an amplify-and-forward (AF) strategy which provides flexibility in implementation as
the relay is oblivious to the modulation and coding schemes in the communication between S and D
nodes [3].
The novel notion of relay-without-delays, also known as instantaneous relays, originally proposed
in [4], refers to a type of relays that can forward signals consisting of both the current symbol and
the symbols in the past, instead of only the past symbols as in conventional relays3. The authors
further point out that a relay-without-delays is only a conventional relay with one extra delay on the
link from S to D. A visual example is given later in [5] where in a network with multiple S-D pairs
and conventional relay nodes, some naive relays only AF signals and some smart relays can gather
channel state information (CSI) and forward linear processing of signals. As the naive relays do not
affect the optimization of the system and are oblivious to S and D, the links from S to D through
the naive relays are equivalent to direct links from S to D with one extra delay. Hence, the network
is equivalent to an IRC equipped with smart relays-without-delays only. It is shown in [6], [7] that
instantaneous IRC can achieve degrees-of-freedom (DOF), or the multiplexing-gain, higher than the
classical cut-set bound but can greatly simplify the interference alignment scheme [8].
Interference neutralization (IN) is a technique of canceling, zero-forcing or neutralizing interference
signals by a careful selection of forwarding strategies when the signal travel through relay nodes before
2For the results on instantaneous relay capacity with multi-user decoding destination nodes, please refer to [2].
3In the terminology of half-duplex and full-duplex, instantaneous relay is a kind of full-duplex relays.
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reaching the destination. This general idea has been applied in deterministic channels [9], [10] and in
two-hop relay channels [3], [11], [12], also known as multi-user zero-forcing and orthogonalize-and-
forward. To distinguish from IN, aligned interference neutralization (AIN), which is a combination
of interference alignment and interference neutralization techniques [5], [13], is first proposed in a
conventional full-duplex two-S, two-relay and two-D network (the 2x2x2 channel) [13] and is later
extended to the IRC with an instantaneous relay [5]. Agreeing with [6], the achievable DOF with
an instantaneous relay is higher than the cut-set bound, achieved with the utilization of AIN. For
example, the DOF of a two-user IRC with one instantaneous relay is shown to be 1.5 as compared
to 1 in a two-user interference channel (IC) without any relay.
Although instantaneous relaying can increase the DOF of the underlying interference channel, the
DOF analysis describes only the high SNR performance of the system, leaving the system behavior in
low to medium SNR regime unmentioned. For any SNR regimes, the boundary of an achievable rate
region, the so-called Pareto boundary, holds particular importance because it is highly desirable in
the system’s interest to operate on the Pareto boundary, i.e., Pareto efficient: no user can improve its
own rate without decreasing other users rate [14]–[16]. It is the purpose of this paper to characterize
the Pareto boundary of the instantaneous IRC with (a) the optimal AF relay processing matrix and
(b) interference neutralization. Our work differs from the literature in the following areas. We employ
IN in an instantaneous relay channel with direct links between S and D, whereas [3], [11], [12]
consider relays-with-delays and with no direct links between S and D. To maintain simple design
of S and D, we consider no symbol extensions and utilize a memory-less instantaneous relay and
IN, whereas AIN (a combination of interference alignment and IN by using instantaneous relay with
memory and symbol extensions) is employed in [5], [13]. Note that symbol extensions are shown to
achieve desirable DOF. For details, please refer to [17]. We assume linear relay processing which is
considered in all aforementioned work. For non-linear instantaneous relaying, please refer to [18].
However, the performance analysis of the IRC is not limited to IN. Other interference management
techniques, such as interference alignment and interference forwarding, are shown to achieve promi-
sing results. In [19], on a quasi-static channel, interference alignment is implemented on a M -user
IRC with each node equipped with a single antenna. The power scaling of the relay is computed
in order to guarantee a degrees-of-freedom M2 in the channel. In [20]–[22], instead of neutralizing
interference signals at the destination nodes, the relay is responsible for forwarding interference signals
to the destination nodes so that the strength of the interference signal is increased and is able to be
decoded and subtracted. However, a unified algorithm which is capable of adapting different relay
strategies, such as interference alignment, IN and interference forwarding, depending on the channel
qualities, is yet an open problem. For the reference of the readers, we summarize the achievable DOF
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TABLE I
THE SUMMARY OF ACHIEVABLE DOF IN DIFFERENT TOPOLOGIES OF THE INTERFERENCE RELAY CHANNEL.
# S-D Ns,d Nr # R DOF IR/CR Method
2 M M 1 3M/4 IR AIN [5], potent relay
SUD S-D 2 1 1 2 2 CR AIN [13], potent relay
K 1 K 1 K IR IN, non-potent relay (this paper)
K 1 K 1 K CR IN, ME, non-potent relay (Pr ∼ O(P 2s )) [23]
MUD S-D 2 1 (1,2) 1 2 IR MUD, non-potent relay [2]
of IRC with instantaneous relays and relays-with-delays (conventional relays) in Table I4. Note that
the degrees-of-freedom is only a performance measure in the high SNR regime and is not suitable to
be used as a performance metric in the low and medium SNR regime.
In this paper we study the performance, in terms of achievable rate regions and rate fairness,
of a K users instantaneous IRC. We assume a power constraint at the relay and linear processing
capabilities on the relay and S-D pairs. Global CSI is assumed at the relay which is a common
assumption in aforementioned works. Although the effort of CSI estimation and processing at the
relays may seem large, the resulted gain largely outweighs the cost in low mobility environments [3].
A distributed smart relays system, which is capable of gathering CSI, matching the LTE standard, is
recently demonstrated [24]. In Section II, we describe the channel model. An achievable rate region
and the Pareto boundary formulation for (a) AF strategy optimization and (b) AF and IN strategy
are given in Section III. In the same section, we address the necessary and sufficient condition of
feasibility of IN in Theorem 1, in terms of channel conditions and the physical attributes of the relay
(e.g. the number of antennas and the power at the relay).
An improvement of rate performance is expected, as turning off the relay gives the same rate region
as the single-input-single-output (SISO) IC. The interesting idea is to improve the rate performance by
optimizing the relay strategy, even if the S-D nodes are uninformed of the relay’s presence and have
their strategies unaltered (See Section IV). The computation of the optimal relay processing matrix,
4The notations # S-D stand for number of source and destination nodes in the system. Ns,d is the number of antennas
at source and destination nodes. Nr is the number of antenna at the relay. # R is the number of relay nodes in the
system. DOF is the degrees-of-freedom achievable. All relays are full-duplex. IR represents instantaneous relays and
CR represents conventional relays. Methods used to achieve the DOF can be aligned interference neutralization (AIN),
interference alignment (IA). ME stands for Markov encoding and MUD stands for multi-user decoding whereas SUD
stands for single-user decoding. A potent relay is a relay with unlimited power whereas a non-potent relay subjects to
transmit power constraint. The notation (1,2) refers to one receive antenna and 2 transmit antennas at the relay.
4
optimal in the sense of Pareto optimality (see Section III for details), is not trivial as it closely
resembles an IC which is well known for the NP-hard complexity of the transmit optimization [25],
in terms of the number of users in the system. However, we are able to compute an upper bound
using the Semi-Definite-Relaxation (SDR) techniques which relaxes the optimization problem to a
convex problem and can be solved efficiently. As we will see later in Section IV, in the scenario with
two S and two D nodes, this relaxation is shown to be tight. In Section V, we investigate the scenario
when the S-D nodes are aware of the relay’s presence and are willing to cooperate by optimizing
their transmit power. The resulting rate region can be computed using SDR techniques and can be
compared fairly to the achievable rate region of a SISO IC, without any relay, in which the S nodes
optimize their transmit power. We show numerical evidence and discussion of the advantages of relay
in a system of uninformed S-D nodes in Section VI. Conclusions and future directions are given in
Section VII.
A. Notations
The set Ca×b denotes a set of complex matrices of size a by b and is shortened to Ca when
a = b. The notation N (A) is the null space of A. The set R denotes all real numbers whereas
R+ denotes the set of positive numbers. The operator Ea represents expectation over the random
variable a. The operator ⊗ denotes the Kronecker product. The superscripts T , H , −T , −H ,† represent
transpose, Hermitian transpose, inverse and transpose, inverse and Hermitian transpose and Moore-
Penrose inverse respectively whereas the superscript ∗ denotes the conjugation operation. The scalar
and vector Euclidean norms are written as |.| and ‖.‖. The trace of matrix A is denoted as tr(A).
Vectorization stacks the columns of a matrix A to form a long column vector denoted as vec(A).
The identity and zero matrices of dimension K are written as IK and 0K . The vector ei represents
a column vector with zero elements everywhere and one at the i-th position. The notation [A]ml
denotes the m-th row and l-th column element of the matrix A. The notation pa:b, 0 ≤ a ≤ b ≤ n,
denotes a vector which has elements [pa, pa+1, . . . , pb] where p = [p1, . . . , pn].
II. CHANNEL MODEL
In a SISO IRC, an example of two sources and two destinations shown in Fig. 1, we denote the
sources as Si and destinations as Di, i = 1, . . . ,K. The multi-antenna relay node is denoted as R.
Denote the complex channel from Si to Dj as hji and the complex channel vector from Si to R as gri
and from R to Dj as gjr. All channels are assumed to be independent identically distributed complex
Gaussian variates, gri,gjr ∈ CM×1, where M is the number of antennas at the relay. We assume a
memoryless instantaneous relay [2], [4], [5] which has a linear processing matrix R ∈ CM×M . The
5
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Fig. 1. The wireless relay-assisted network with layer one repeaters and one smart relay is shown in subfigure (a). The dotted
lines demonstrate the equivalent links between source the destination taking into account of the presence of the repeaters.
All paths from source to destination nodes take two time slots and links from source to relay and relay to destination take
one time slot. The equivalent channel is established in subbfigure (b) by replacing the relay as an instantaneous relay and
information through instantaneous relay arrive at destinations the same time as the direct links.
signal received at R is:
yr =
K∑
j=1
grj xj + nr (1)
where xi are the transmit symbols from Si which is assumed to be zero mean proper Gaussian variable
and has power constraint Pmaxs , E
[|xj |2] = Pj ≤ Pmaxs , j = 1, . . . ,K. The noise at the relay is
denoted as nr which is assumed to be independent identically distributed proper Gaussian variables
with zero mean and unit variance. The assumption of circularity for the transmit symbols simply the
derivation as the achievable rate is the Shannon rate. For the degrees-of-freedom and achievable rates
improvement with improper Gaussian signaling, please refer to [26], [27] respectively. The received
signal at Dj , j = 1, . . . ,K, is
yj =
K∑
l=1
(
hjl + g
H
jrRgrl
)
xl + g
H
jrRnr + nj (2)
For brevity, denote p = [P1, . . . , PK ]T ∈ RK×1+ . The Signal-to-Interference-and-Noise ratio at
destination j is
SINRj(R,p) =
|hjj + gHjrRgrj |2Pj∑K
l=1,l 6=j |hjl + gHjrRgrl |2Pl + ‖gHjrR ‖2 + 1
(3)
where ‖gHjrR ‖2 is the amplified noise from R to Dj . The power constraint at the relay is
Eyr
[
tr
(
Ryry
H
r R
H
)] ≤ Pmaxr . (4)
Note that Enr ,xj,j=1,...,K
[
yry
H
r
]
=
∑K
j=1 grj g
H
rj Pj + I. The power constraint is therefore rewritten
as the following:
tr
(
RQRH
) ≤ Pmaxr (5)
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where
Q =
K∑
j=1
grj g
H
rj Pj + I. (6)
A. Interference neutralization
In order to neutralize interference, the following K(K − 1) equations have to be satisfied at the
same time:
hij + g
H
ir Rgrj = 0, i, j = 1, . . . ,K, i 6= j. (7)
Let Gdr = [g1r,g2r, . . . ,gKr] and Grt = [gr1,gr2, . . . ,grK ]. Denote sl = gHlr Rgrl. We have the
interference neutralization requirement,
GHdrRGrt = S (8)
with
S =


s1 . . . −h1K
−h21 s2 . . .
.
.
.
. . . −hK(K−1) sK

 . (9)
Note that S is a matrix with off-diagonal elements as the channel coefficients of the interference
channel and diagonal elements as the optimization variables s. As we sill show later, the optimization
can be facilitated if the optimization variable is S instead of s. This is due to the linear relationship
between R and S. However, we must stress that only the diagonal elements of S, s, are free to be
optimized as S is constrained to the form in (9). Eqt. (9) can be rewritten to a more comprehensive
form. We introduce a row selection matrix T which select the off-diagonal elements of S from
the vector vec(S). For example when K = 2, we have T = [0, 1, 0, 0; 0, 0, 1, 0] and T vec(S) =
[−h21,−h12]T . We have
T vec(S) = −T vec(H). (10)
If IN is feasible (see later in Theorem 1 for feasibility issue), we can choose a relay matrix R, which
is a function of complex coefficients s, that satisfies the IN constraint (8) and achieves the following
SINR,
SINRINj (S, Pj) =
|hjj + gHjrR(S)grj |2Pj
‖gHjrR(S)‖2 + 1
(11)
In the following, we use the matrices R and R(S) interchangeably when we wish to emphasize
the optimization parameter S. Please see the next lemma for the formulation of R(S). In order to
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make sure the requirements in (8) are not over-determined, we find the minimum number of antennas
required in the relay such that (8) is feasible.
Lemma 1: A sufficient condition of IN in (8) on the minimum number of antennas at the relay
is M ≥ K. For some target signal coefficients s1, . . . , sK ∈ C, the relay processing matrix R that
satisfies the interference neutralization requirement (8) is determined by
vec(R) =
(
GTrt⊗GHdr
)†
vec(S). (12)
Proof: From (8), using vec(ABC) = (CT ⊗A) vec(A) [28], we obtain (GTrt⊗GHdr) vec(R) =
vec(S). For a consistent system [29, P.12, Section 0.4.2], a sufficient condition is to have the number
of equations (length of vec(S)) less than or equal to the number of variables (length of vec(R))
M ≥ K. Multiply both sides with the Moore-Penrose inverse of (GTrt⊗GHdr) and result follows.
Note that when M < K, the system in (8) has more equations than unknowns and the consistency
of the system depends heavily on the particular channel realizations. For simplicity of presentation,
from now on, we set M = K. We assume that the matrix
(
GTrt⊗GHdr
)
is full rank and obtain [28,
P.35]
vec(R) =
(
GTrt⊗GHdr
)−1
vec(S). (13)
If there is no power constraint at the relay, given any target signal coefficients si, we can construct
a relay matrix R as in (13) such that the IN requirement is satisfied. Otherwise, any performance
metrics, e.g. sum rate, subject to the IN and power constraints, are optimized in a dimension of K
by optimizing the complex coefficients s = [s1, . . . , sK ]T .
III. THE PARETO BOUNDARY OPTIMIZATION PROBLEM
The achievable rate region of an instantaneous AF relay is defined to be the set of rate tuple
achieved by all possible relay processing matrix R satisfying the power constraint (5):
R =
⋃
R:tr(RQRH)≤Pr
(C(SINR1(R)), . . . , C(SINRK(R))) (14)
where C(x) = log2(1 + x). Similarly, we define the achievable rate region of an instantaneous AF
relay with IN to be the set of rate tuple achieved by all possible relay processing matrix R satisfying
the IN constraint (13) and the power constraint (5):
RIN =
⋃
R:tr(RQRH)≤Pr ,
vec(R)=(GTrt ⊗G
H
dr)
−1 vec(S),
T vec(S)=−T vec(H)
(C(SINR1(R)), . . . , C(SINRK(R))) . (15)
Note that the IN requirement gives a smaller feasible set and thus RIN ⊂ R. However, the motivation
of the study of RIN is two-fold: (a) intuitively when both transmit power at S and R is very large,
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the optimal relay strategy is to neutralize interference, so as to transmit at the maximum DOF; but
the performance of other SNR regimes is yet to be studied. (b) the characterization of RIN in the
instantaneous IRC with direct link between S-D pairs is still an open problem. The outer boundary
of R (RIN) – the Pareto boundary (PB) of R (RIN) – is a set of operating points at which one user
cannot increase its own rate without simultaneously decreasing other users rate.
Definition 1 ( [16], [30]): A rate-tuple (r1, . . . , rK) is Pareto optimal if there is no other rate tuple
(q1, . . . , qK) such that (q1, . . . , qK) ≥ (r1, . . . , rK) and (q1, . . . , qK) 6= (r1, . . . , rK)5.
By definition, the operation points on the PB can be evaluated by maximizing one user’s rate while
keeping other users’ rates constant. Other optimization techniques for PB evaluation has been proposed
[15], [31]. Here, the PB problem is formulated as the maximization of SINR1 subject to the constraints
on SINRj ≥ γj for some pre-determined target SINR values γj , j = 2, . . . ,K.
Problem Statement 1: The Pareto boundary ofR (14) is a set of rate tuple
(
C(γ#1 ), C(γ2), . . . , C(γK)
)
where γ#1 is the optimal objective value and γj , j = 2, . . . K are the constraints of the following
optimization problem.
(PB)


max
R∈CM ,p∈RK×1+
SINR1(R,p)
s.t. SINRj(R,p) ≥ γj , j = 2, . . . ,K,
tr
(
RQRH
) ≤ Pmaxr .
(16)
Similarly, we formulate the PB optimization problem with IN in the following. To this end, we
combine the first two constraints in the feasibility set of (15). Using the fact that tr (ABCD) =
vec(DT )T
(
CT ⊗A) vec(B) [28], we have
tr(RQRH) = vec(R)H
(
QT ⊗ I) vec(R)
(a)
= vec(S)H
((
diag(p) +G−∗rt G
−T
rt
)
⊗G−1dr G−Hdr
)
︸ ︷︷ ︸
Q˜
vec(S) (17)
where (a) is due to (6), (13) and G−∗rt QT G−Trt = diag(p) +G−∗rt G−Trt .
Problem Statement 2: The Pareto boundary ofRIN (15) is a set of rate tuple
(
C(γ#1 ), C(γ2), . . . , C(γK)
)
where γ#1 is the optimal objective value and γj, j = 2, . . . K are the constraints of the following opti-
5The inequality is component-wise.
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mization problem.
(PB− IN)
max
S∈CK ,p∈RK×1+
SINRIN1 (S, P1) (18a)
s.t. SINRINj (S, Pj) ≥ γj , j = 2, . . . ,K, (18b)
vec(S)HQ˜ vec(S) ≤ Pmaxr , (18c)
T vec(S) = −T vec(H). (18d)
Before we show the optimization methods of the aforementioned problems, the feasibility issue of
(18) needs to be addressed.
Theorem 1: A necessary and sufficient condition for the feasibility of interference neutralization -
satisfying (18c) and (18d) simultaneously - is
(T vec(H))H
(
TQ˜
−1
TH
)−1
T vec(H) ≤ Pmaxr , (19)
where Q˜ =
(
diag(p) +G−∗rt G
−T
rt
)
⊗
(
G−1dr G
−H
dr
)
. A feasible solution is
vec(S) = F
(
xn+(TF)
†T vec(H)
)
(20)
where xn ∈ N (TF) and Q˜−1 = FFH .
Proof: See Appendix VIII-A.
Note that the left hand side of the condition (19) is the power of the relay matrix which only
performs IN (with xn = 0 in (20)) and only depends on channel coefficients whereas the right
hand side is the relay power constraint. The importance of Theorem 1 lies in the practicality of IN
feasibility verification. With the information of channel qualities H,Grt,Gdr, transmit power at S p
and transmit power constraint at relay Pmaxr , we can immediately check whether IN is feasible or not.
Further, if IN is feasible, there is always one feasible solution in (20) by setting xn = 0K×1; if there
is excess power at relay, we can optimize xn, and in turn vec(S), to improve system performance,
which is the objective of the succeeding section.
IV. THE OPTIMAL RELAY STRATEGIES WITH UNINFORMED S-D NODES
In this section, we analyze the PB problems taking into consideration that the S and D nodes are
uninformed of the presence of the relay nodes and therefore do not optimize their transmit power
values: p = p0 for some pre-determined power values p0. If the S-D pairs are non-cooperative,
then each S transmits at full power and thus p = 1Pmaxs . Given the transmit power values of
the source nodes, we maximize the achievable rate by choosing the relax matrix. The PB problems
are formulated into quadratically constrained quadratic programs (QCQP) and are then relaxed to
semi-definite programs (SDP). The relaxed problems are convex and can be solved using efficient
10
convex optimization tools such as CVX [32]. We show that in some scenarios, the optimal solution
of the relaxed problems attains the optimality of the original problems. In other words, the convex
optimization methods solve the original problem efficiently in such scenarios (Please refer to Corollary
1 and Lemma 4 for details). The procedures used to obtain the PB are summarized in Algorithm 1.
Algorithm 1 The pseudo-code for the Pareto boundary optimization in (16) and (18) .
1: for j = 2→ K do
2: Compute the single-user-point of user j: γmaxj = maxR
|hjj+gHjr Rgrj |
2Pj
‖gHjr R ‖
2+1
, in which the user
j is the only user in the system with no interference.
3: For a predefined integer N , let Vj =
{
0,
γmaxj
N−1 ,
2γmaxj
N−1 , . . . , γ
max
j
}
.
4: end for
5: Define a tuple s to be a vector of possible values of γj , s = [γ2, . . . , γK ] and s ∈ S =
V2×V3× · · · × VK .
6: for each s ∈ S do
7: With input parameter s, matrix S is defined as in (9). Solve the optimization problems (22)
for general relay processing matrix optimization or (24) for relay processing matrix optimization
with interference neutralization.
8: if the optimization problem is feasible then
9: the optimal value γ†1 and s form a point on the Pareto boundary, which is a K − 1
dimension hyper-surface, in the K dimensional space.
10: else
11: the values of s are unachievable subject to the constraints.
12: end if
13: end for
A. The Pareto boundary: general relay optimization
By introducing an auxiliary variable, we formulate the PB optimization problem with general relay
processing matrix as a QCQP. The optimization variable is of dimension M2+1 as compared to M2
number of elements in the relay matrix. Nevertheless, this provides a more structural formulation and
amends the analysis as shown in the sequel.
Lemma 2: The Pareto boundary of an IRC with instantaneous AF relay (16) is a rate tuple
(C(γ#1 ), C(γ2), . . . , C(γK)) in which γ
#
1 =
v¯H X11 v¯
v¯H X12 v¯
and v¯ is the optimal solution of the following
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optimization problem. The values γj, j = 2, . . . ,K contribute to the constraints of the optimization
problem. 

max
v∈C(M2+1)×1
vH X11 v
vH X12 v
s.t.
vH Xj1 v
vH Xj2 v
≥ γj , j = 2, . . . ,K,
vH X3 v ≤ 0.
(21)
The matrices, for i = 1, . . . ,K, are given by
Xi1 =

 (gri⊗g∗ir)∗ (gri⊗g∗ir)T (gri⊗g∗ir)T hii
h∗ii (gri⊗g∗ir)T |hii|2

Pi,
Xi2 =
K∑
l 6=i

 (grl⊗g∗ir)∗ (grl⊗g∗ir)T (grl⊗g∗ir)T hil
h∗il (grl⊗g∗ir)T |hil|2

Pl +

 IM ⊗(gir gHir ) 0M2×1
01×M2 1

 ,
X3 =

 QT ⊗ I 0M2×1
01×M2 −Pr

 .
Proof: See Appendix VIII-B.
DefineV = v vH , we obtain the following convex problem after removing the constraint rank(V) =
1: 

max
V∈C(M2+1),V0
tr (X11V)
s.t. tr (X12V) = 1,
tr ((Xj1−γjXj2)V) ≥ 0, j = 2, . . . ,K,
tr (X3V) ≤ 0
(22)
which is a semi-definite program (SDP) as matrices Xi1,Xi2,X3 are Hermitian and can be solved
efficiently using SDP solvers.
Corollary 1: By [33, Theorem 3.2] the rank of the optimum solution of (22) is smaller than
√
K + 1. In the scenario of K = 2 S-D pairs, the rank of the optimal solution is one which means
that the relaxation is tight and the obtained solution is the global optimal solution of (21). In occasions
when the optimal solution returned by CVX is not rank-one, one can find a vector which satisfies the
same constraint and objective values in (22) using the rank-one reduction procedures [34, Theorem
2.3]. Such vector is thus one of the global optimal solutions of (21). For more S-D pairs, the result of
SDP in (22) is not rank-one. However, one can apply randomization approximation techniques [35]
to approximate the optimal solution of (21).
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B. The Pareto boundary with IN
We manipulate the problem (18) in the same fashion as in (21). The optimization problem (18) has
one more constraint (the IN constraint) and is thus optimized in a smaller dimension K2 + 1 rather
than M2 + 1. Note that the condition given in Theorem 1 is a necessary and sufficient condition for
the feasibility of IN (non-empty feasible set in (15)). In other words, if the condition is not satisfied,
then the optimization problem in (23) is not feasible regardless of the target SINR values γ2, . . . , γK .
Lemma 3: The Pareto boundary of an IRC with instantaneous AF relay and IN (18) is a rate tuple
(C(γ#1 ), C(γ2), . . . , C(γK)) in which γ
#
1 = y¯
HBˆi1y¯ and y¯ is the optimal solution of the following
optimization problem. The values γj, j = 2, . . . ,K contribute to the constraints of the optimization
problem. 

max
y∈C(K2+1)×1
yH Bˆ11 y
s.t. yH Bˆ12 y = 1,
yH Bˆj y ≥ 0, j = 2, . . . ,K,
yH Dˆ3 y ≤ 0,
yH Dˆ4 y = 0.
(23)
where
Bˆ11 =

 LT e1 eT1 L LT e1 h11
h∗11 e
T
1 L |h11|2

P1,
Bˆ12 =

 G−∗rt G−Trt ⊗ e1 eT1 0K2×1
01×K2 1

 ,
Bˆj =

 LT ej eTj L−γj
(
G−∗rt G
−T
rt ⊗ ej eTj
)
LT ej hjj
h∗jj e
T
j L |hjj|2 − γj

 ,
Dˆ3 =

 Q˜ 0K2×1
01×K2 −Pmaxr

 ,
Dˆ4 =

 TH T TH T vec(H)
vec(H)H TH T vec(H)TH T vec(H)

 .
Proof: See Appendix VIII-C.
Let Y = yyH . Using SDR techniques, the problem in (23) can be relaxed to the following
problem by dropping the rank one constraint on Y . Problem (24) is a convex problem, in particular
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a semi-definite program, which can be solved efficiently.

max
Y∈CK2+1,Y0
tr
(
Bˆ11Y
)
s.t. tr
(
Bˆ12Y
)
= 1,
tr
(
BˆjY
)
≥ 0, j = 2, . . . ,K,
tr
(
Dˆ3Y
)
≤ 0,
tr
(
Dˆ4Y
)
= 0.
(24)
Note that, if the optimal solution in (24) is rank one, then such solution solves (23) optimally. If the
optimal solution in (24) is not rank one, then the optimality of (23) can no longer be guaranteed. In
the following, we characterize the rank of the optimal solution of (24).
Lemma 4: The optimal solution of K-user IRC Pareto boundary problem with IN in (24), Y˜,
satisfies
rank(Y˜) ≤ √K + 1. (25)
Proof: Note that the matrix Dˆ4  0 in (24) with rank K2−K and therefore we have eigenvalue
decomposition of Dˆ4 as
Dˆ4 = [V,V0] diag(λ1, . . . , λK2−K ,01×((K2+1)−(K2−K)))
[
VH ;VH0
] (26)
whereV is the eigenvector matrix of Dˆ4 corresponding to the eigenvalues λ1 ≥ . . . ≥ λK2−K ≥ 0;V0
therefore spans the null space of Dˆ4. Let y = V0 x for x ∈ C(K2+1)×1 and rewrite the optimization
problem (24) to 

max
xC(K
2+1)×1
xH VH0 Bˆ11V0 x
s.t. xH VH0 Bˆ12V0 x = 1,
xH VH0
(
Bˆj1 − γjBˆj2
)
V0 x ≥ 0, j = 2, . . . ,K,
xH V0 Dˆ3V0 x ≤ 0.
(27)
There are now K + 1 constraints in (27) and result follows from [33, Theorem 3.2].
Corollary 2: The optimization methods and results for (24) are similar to Corollary 1 and shall
not be repeated here.
V. THE OPTIMAL TRANSMIT POWER AT INFORMED SIMPLE S-D NODES
In the scenario where the source and destination nodes are informed of the presence of the relay
and are willing to improve the rate performance of the system by cooperation, we can improve further
the Pareto boundary by optimizing the transmit power at the source nodes. In the K-user SISO-IC,
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the power allocation at the PB is characterized and is obtained by searching over K − 1 real-valued
parameters [31]. In the following, we observe that given the relay matrix R, the Pareto optimal source
power in IC does not apply to the IRC. The is due to the dependence of the source power in the
relay power constraint. Nevertheless, we obtain the Pareto optimal source power as a function of
relay matrix R and target SINR values γ2, . . . , γK .
Theorem 2: For any given relay matrix R, the PB of (16) is a set of rate tuple (C(γ#1 ), C(γ2), . . . , C(γK))
which are attained by the optimal transmit power at S nodes, p# = [p#1 ,p
#
2:K ] ≥ 0:

p#1 = min

Pmaxs , Pr − tr(RRH)− cT [A]−1(:,2:K) q(‖gr1 ‖2 − cT [A]−1(:,2:K) a1) ,mink
(
Pmaxs
∑K
j=2[A]kj − [q]k
[A]k1
)
p
#
2:K = min
(
[A]−1(:,2:K)
(
q− a1 p#1
)
, Pmaxs
)
(28)
where cT =
[‖gr2 ‖2, . . . , ‖grK ‖2], [q]m = γm+1 (‖gH(m+1)rR ‖2 + 1) and
[A]ml =

 |h(m+1)(m+1) + g
H
(m+1)rRgr(m+1) |2 if m+ 1 = l,
−γm+1|h(m+1)l + gH(m+1)rRgrl |2 if (m+ 1) 6= l.
, 1 ≤ m ≤ K − 1. (29)
and [A](2:K) is a matrix which consists of the second to K-th columns of the matrix A.
Proof: See Appendix VIII-D.
Theorem 2 gives the Pareto optimal transmit power p# as a function of the given relay matrix R and
the target SINR values γ2, . . . , γK . Similar results can be obtained when IN is employed, as shown
below.
Theorem 3: For any given relay matrix R, the PB of (18) is a set of rate tuple (C(γ#1 ), C(γ2), . . . , C(γK))
which are attained by the optimal transmit power at S nodes, u = [u1, . . . , uK ] ≥ 0:

u1 = min

Pmaxr − tr (R(s)R(s)H)
‖gr1R(s)‖2
−
K∑
j=2
‖grjR(s)‖2
‖gr1R(s)‖2
uj , P
max
s


uj = min

γj
(
‖gHjrR(s)‖2 + 1
)
|hjj + gHjrR(s)grj |2
, Pmaxs

 , j = 2, . . . ,K.
(30)
Proof: See Appendix VIII-E.
Note that Theorems 2 and 3 give the Pareto optimal source power allocation for a given relay
processing matrix R. While the joint optimization of the source power and relay processing matrix
is highly complicated, one can approach the problem by solving iteratively (a) the relay processing
matrix given the source power (22) and (24) and (b) the source power given the relay processing
matrix (28) and (30). However, the iterative optimization approach may not converge to the global
optimal solution.
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In the following section, we provide numerical evidence of performance gain of a relay introduction
to a SISO interference channel. In particular, in a setting of uninformed source nodes, we show the
rate improvement of solely introducing and optimizing the relay strategy whereas in a setting of
informed S-D nodes, we compare the rate performance of the general relay optimization and the
relay optimization with IN to the rate region of a SISO IC.
VI. SIMULATION RESULTS
For illustrative purposes, we let K = M = 2. We assume that each element in the channel matrices
H,Grt,Gdr is an independent identically distributed complex Gaussian variable with zero mean and
unit variance. In Section VI-A, we simulate the achievable rates of the SISO IC (marked as squares).
For comparison, we simulate the achievable rates of the fully connected IRC with the same S-D nodes,
by introducing a relay, equipped with 2 antennas, to the aforementioned IC, and the relay can choose
to enforce IN (marked with asterisks) or not (marked with triangles). We show that optimized relay
strategies improve achievable rate regions. In Section VI-B and VI-C, we compare the average sum
rate and proportional fairness utility achieved by optimized relay strategies and by power allocation
on the IC respectively. In Section VI-D, we illustrate the sum rate performance and proportional
fairness utility when the transmit power constraint at source nodes and relay nodes vary.
A. Rate region improvement
In Fig. 2, we plot the achievable rate region of a two-user SISO IC with transmit power constraint
at each source node Pmaxs = 10dB. Introducing an instantaneous relay, equipped with 2 antennas, we
obtain an IRC. We set the relay power constraint as Pmaxr = 20dB. The achievable rates achieved by
general relay optimization and IN outperform the IC case. The black arrows originate from the Nash
Equilibrium point: the rate points in which both users transmit with full power. The north-east side of
the arrows mark the rate region improved by the relay, in the scenario of uninformed source nodes.
This validates our intuition that optimized relay strategies can improve achievable rates of the system
even if the source nodes are oblivious to the existence of the relay and do not change their transmit
power. Further note that the single user points achieved in IRC with general relay optimization always
outperform the single user points in a SISO IC. It demonstrates that the relay not only is capable of
reducing interference in the system but also forwarding the desired signal to the destinations.
In Fig. 3, we reduce the relay transmit power to Pmaxr = 10dB. We observe that the rate region
achieved by IN reduce significantly because the relay is not able to neutralize interference and improve
desired signal quality with limited power.
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Fig. 2. The rate improvement of relay optimization on a two-user SISO IRC with K = M = 2, Pmaxr = 20dB,
Pmaxs = 10dB. The arrow marks the increment of rate region by introducing a relay into the system and optimizing the
relay strategy.
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Fig. 3. The rate improvement of relay optimization on a two-user SISO IRC with K = M = 2, Pmaxr = 10dB,
Pmaxs = 10dB.
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B. Average sum rate improvement
In Fig. 4, we show the maximum sum rate achieved by general relay optimization, IN and power
allocation on the IC, averaged over 100 independent channel realizations. The power constraint at
the source node is assumed to be Pmaxs = 10dB and we increase the relay transmit power from
5dB to 25dB. We observe that the optimized relay strategy without IN always outperform the
maximum sum rate of the IC, demonstrating that an instantaneous smart relay can improve average
sum rate performance. Further, we observe that the performance of IN is limited by the relay transmit
power. Although IN is analytically appealing, there are limitations of the implementation of IN. Such
scenarios include strong interference channels in which the receivers have strong interference from
other transmitters in the system. In this case, more power at the relay may be required to completely
null out interference and if such power is not available to the relay, then IN is not feasible. On the
other hand, if the strength of the interference channel is not strong, enforcing IN, the relay loses its
optimization degrees of freedom and may not be able to achieve some operating points as the general
relay optimization would achieve.
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Fig. 4. The average sum rate a two-user SISO IRC with K = M = 2, Pmaxs = 10dB. The optimized relay strategies
improve the average sum rate of the system significantly.
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C. Proportional fairness improvement
While average sum rate is an important system performance measure, user fairness holds importance
in many applications. In Fig. 5, we illustrate the average proportional fairness utility which is defined
as the maxR1,R2(R1 −RNE1 )(R2 −Rmax2 ). We observe that the optimized relay strategies, with and
without IN, provide promising proportional fairness and better sum rate performance compared to
IC.
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Fig. 5. The average proportional fairness utility (R1 −RNE1 )(R2 −RNE2 ) of a two-user SISO IRC with K = M = 2,
Pmaxs = 10dB. The optimized relay strategies improve fairness of the system significantly.
D. Performance measures in terms of transmit power constraints
It is interesting to observe that the performance of optimized relay strategies depend on both Pmaxs
and Pmaxr . This is due to the amplify-and-forward nature of the relay. If the transmit power from
source nodes is high, the relay can spend less power on amplification of signals due to the relay
power constraint. In Fig. 6, we plot the maximum sum rate achieved by optimized relay strategy with
and without IN and the maximum sum rate in IC. Note that the feasibility conditions of IN, shown
in Theorem 1, is validated in Fig. 6. For a fixed relay power Pmaxr , when the source power increases
such that the conditions are violated, IN is not feasible and the achievable rate is zero. For the general
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relay optimization, for a fixed relay power and increasing source power, the rate performance is not
always increasing because the increased source power increases the interference power and the relay
may not have enough power to manage interference and amplify desired signals simultaneously.
In Fig. 7, we show the maximum proportional fairness utility achieved by optimized relay strategies
and IC. When both source power and relay power are abundant, the fairness is desirable. However,
when the source power (which is also the strength of interference) is relatively stronger than the relay
power, the fairness achieved by the relay strategies is overtaken by the proportional fairness utility
achieved by IC.
Fig. 6. The sumrate of a particular channel realization of a two-user SISO IRC with K = M = 2.
VII. CONCLUSION AND FUTURE RESEARCH DIRECTIONS
The achievable rate region of a SISO-IC has been an on-going research topic, with recent interest
on the question whether a relay introduction to the SISO-IC, obtaining an interference relay channel,
provides any performance gain. In this paper, we study this problem by assuming an instantaneous
amplify-and-forward relay with uninformed source and destination nodes in the system. We examine
the gain of rate region of the relay introduction by formulating the Pareto boundary problem with
optimization over relay processing matrix. The optimization problems, with and without the employ-
ment of interference neutralization techniques, are solved using semi-definite relaxation techniques.
The global optimality of the solutions are proved in the scenario of two source and two destination
nodes. In the scenario of informed source nodes, we allow the source nodes to optimize their transmit
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Fig. 7. The proportional fairness utility (R1 −RNE1 )(R2 −RNE2 ) of a particular channel realization of a two-user SISO
IRC with K = M = 2.
power. The transmit power values at the source nodes which attain the Pareto boundary are obtained
in closed-form. Simulation results confirm that instantaneous relay is able to improve the achievable
rate region, even in the scenario of uninformed source nodes; improve average sum rate and average
proportional fairness of the system.
This paper motivates the study of performance of the IRC with an AF relay which can be
implemented easily in practical applications as the relay is only responsible for a simple forward
process which does not incur a processing delay as compared to other complicated relays. As a
preliminary study, we only allow the relay to choose between IN or no IN. To evaluate the full
potential of the AF relay, one may allow the relay to choose different relay strategies, e.g. interference
forwarding, signal amplifying, interference neutralization, etc., depending on its power budget and
the channel qualities in the system. Another interesting problem is the physical placement of the relay
with the goal of rate performance improvement.
VIII. APPENDIX
A. Proof of Theorem1
The goal of this section is to prove that the necessary and sufficient condition of S, satisfying

vec(S)HQ˜ vec(S) ≤ Pmaxr
Tvec(S) = −Tvec(H)
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with Q˜ =
(
diag(p) +G−∗rt G
−T
rt
)
⊗
(
G−1dr G
−H
dr
)
, is
(T vec(H))H
(
TQ˜
−1
TH
)−1
T vec(H) ≤ Pmaxr . (31)
Perform eigenvalue-value decomposition on the Hermitian matrix Q˜ = UH ΓU and we let x =
Γ1/2U vec(S) and xH x ≤ Pmaxr . Let F = UH Γ−1/2 and we have
T vec(S) = TFx = −Tvec(H). (32)
Note that the matrix TF is of dimension K(K − 1) × K2 and has nullity of K. Denote the null
space of TF by N (TF) and we choose
x = xn+xh, xn ∈ N (TF), xh /∈ N (TF). (33)
From (32) and (33), we have
xh = − (TF)†T vec(H). (34)
The sufficient condition of IN is thus
‖xh ‖2 = ‖(TF)†T vec(H)‖2 = (T vec(H))H
(
TF(TF)H
)−1
T vec(H) ≤ Pmaxr . (35)
Once xh is chosen according to (34) and satisfy (35), we are free to choose xn ∈ N (TF) as long
as ‖x ‖2 ≤ Pmaxr .
To see that (35) is a necessary condition, we need to prove that if IN is feasible then (35) must be
true. We prove by contradiction and assume that IN is feasible and it is possible to find a solution x
such that ‖x ‖2 ≤ Pmaxr but (T vec(H))H
(
TF(TF)H
)−1
T vec(H) > Pmaxr . By assumption, there
exist x such that −T vec(H) = TFx. We multiply both sides by (T vec(H))H (TF(TF)H)−1
and we have
(T vec(H))H
(
TF(TF)H
)−1
Tvec(H)
(a)
= −(T vec(H))H (TF(TF)H)−1TFx > Pmaxr . (36)
Since the product on the left of the equality (a) is a real number, the product on the right side of
(a) must be a real number also. Thus, we can write
x = −a(TF)H (TF(TF)H)−1Tvec(H), , a ∈ R+. (37)
Substitute (37) into (36), we have
a(T vec(H))H
(
TF(TF)H
)−1
T vec(H) > Pmaxr . (38)
By assumption, (T vec(H))H
(
TF(TF)H
)−1
Tvec(H) > Pmaxr and thus a > 1. Computing the
norm of x, we have ‖x ‖2 = a2(T vec(H))H(TF(TF)H)−1T vec(H) > Pmaxr which violates
the power constraint. Thus, (T vec(H))H
(
TF(TF)H
)−1
Tvec(H) ≤ Pmaxr is a necessary and
sufficient condition for interference neutralization.
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B. Proof of Lemma 2
In this section, we show that steps to obtain (21) from (1). From (3), the desired signal power of
Di
|hii + gHir Rgri |2Pi = |hii + (gri⊗g∗ir)T vec(R)|2Pi (39)
which is due to aT Bc = (c⊗ a)T vec(B). The interference and noise power of Tx-Rx pair i is then
K∑
l 6=i
|hil + (grl⊗g∗ir)T vec(R)|2Pl + ‖gHir R ‖2 + 1
(a)
=
K∑
l 6=i
|hil + (grl⊗g∗ir)T vec(R)|2Pl + ‖ vec(R)T ZT (g∗ir⊗ IK) ‖2 + 1
(40)
where the manipulation (a) is due to gHir R = vec(RT )T (g∗ir⊗ IK) = vec(R)T ZT (g∗ir ⊗ IK) and
the matrix Z which satisfies vec(RT ) = Z vec(R) is called a commutation matrix [28, Section 9.2].
Z has elements zeros and ones and Z = ZT . Utilizing the Charnes-Cooper Transform [36]–[38], we
let η /t = vec(R) where t ∈ C and v = [ηT , t]T ∈ C(K2+1)×1. The SINR of user i is
SINRi =
|hiit+ (gri⊗g∗ir)T η |2Pi∑K
l 6=i |hilt+ (grl⊗g∗ir)T η |2Pl + ‖ηT ZT (g∗ir⊗ IK) ‖2 + |t|2
(a)
=
|hiit+ (gri⊗g∗ir)T η |2Pi∑K
l 6=i |hilt+ (grl⊗g∗ir)T η |2Pl + ηH
(
IK ⊗gir gHir
)
η+|t|2
=
vH Xi1 v
vH Xi2 v
(41)
where (a) is due to Z (A⊗B)Z = B⊗A and
Xi1 =

 (gri⊗g∗ir)∗ (gri⊗g∗ir)T (gri⊗g∗ir)T hii
h∗ii (gri⊗g∗ir)T |hii|2

Pi,
Xi2 =
K∑
l 6=i

 (grl⊗g∗ir)∗ (grl⊗g∗ir)T (grl⊗g∗ir)T hil
h∗il (grl⊗g∗ir)T |hil|2

Pl +

 IM ⊗(gir gHir ) 0M2×1
01×M2 1

 .
(42)
The power constraint at the relay is
tr
(
RQRH
)
= vec(R)H
(
QT ⊗ I) vec(R) ≤ Pmaxr
⇔ vH

 (QT ⊗ IM) 0M2×1
01×M2 −Pmaxr

v ≤ 0 (43)
From Eqt. (41) and (43), we obtain the formulation in Lemma 2.
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C. Proof of Lemma 3
In this section, we show the steps to obtain (23) from (18). We rewrite the noise power to the
following
gHir RR
H gir = g
H
ir
(
G−Hdr SG
−1
rt
)(
G−Hdr SG
−1
rt
)H
gir
= gHir G
−H
dr SG
−1
rt G
−H
rt S
HG−1dr gir
(a)
= vec(ST )T
(
G−∗dr g
∗
ir⊗G−1rt
) (
G−∗dr g
∗
ir ⊗G−1rt
)H
vec(ST )∗
(b)
= vec(S)T Z
(
G−∗dr g
∗
ir g
T
irG
−T
dr ⊗G−1rt G−Hrt
)
Z vec(S)∗
(c)
= vec(S)T
(
G−1rt G
−H
rt ⊗G−∗dr g∗ir gTirG−Tdr
)
vec(S)∗
(d)
= vec(S)H
(
G−∗rt G
−T
rt ⊗G−1dr gir gHir G−Hdr
)
vec(S)
= vec(S)H
(
G−∗rt G
−T
rt ⊗ ei eTi
)
vec(S).
(44)
The transition (a) is due to the Kronecker product properties, aTBTC = vec(B)T (a⊗C) [39]. The
commutation matrix Z of dimension K × K satisfies Z vec(S) = vec(ST ), [28, Section 9.2]. The
transition (b) uses such properties and (A1⊗B1)(A2⊗B2) = A1A2⊗B1B2. Then in transition
(c), we use the property Z (A⊗B)Z = B⊗A. In transition (d), we uses the fact that the noise
energy is a real scalar and a complex conjugation does not affect its value. The last equality is due
to that fact that gir is the i-th column of Gdr and G−1dr gdr =
[
G−1dr Gdr
]
(:,i)
= ei.
Now, we rewrite the SINR and power constraints as a function of vec(S). The signal power at Dj
is rewritten as
|hii + si|2 = |hii + eTi L vec(S)|2Pi (45)
where L is a row selection matrix, s = L vec(S). From (44) and (45), the SINR of Di is
SINRi =
|hii + eTi L vec(S)|2Pi
vec(S)H Bi2 vec(S) + 1
. (46)
Recall from (18c) and (18d) that any feasible solution satisfies

vec(S(s))HQ˜ vec(S(s)) ≤ Pmaxr
T︸︷︷︸
D4
vec(S) = −Tvec(H) = b . (47)
However, the second constraint (47) creates complication to the optimization problem because of
the asymmetric structure of D4. We here propose an equivalent constraint
‖D4 vec(S)− b ‖2 = 0. (48)
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From Eqt. (46) and (47) and let w = vec(S), (18) is equivalent to the following formulation,

max
w∈CK2×1
|h11 + eT1 Lw |2P1
wH B12w+1
s.t.
|hjj + eTj Lw |2Pj
wH Bj2w+1
≥ γj , j = 2, . . . ,K,
wH D3w ≤ Pmaxr ,
‖D4w−b ‖2 = 0.
(49)
In the following, we convert the optimization problem in (49) into the standard QCQP. We proceed
with the Charnes-Cooper transform [36]–[38] by substituting the optimization variable wˆ = w t for
some complex scalar t 6= 0. The optimization problem is rewritten as

max
wˆ,t
wˆH
[
eT1 L, h11
]H [
eT1 L, h11
]
P1wˆ
wˆH B12 wˆ + t2
s.t.
wˆH
[
eTj L, hjj
]H [
eTj L, hjj
]
Pjwˆ
wˆH Bj2 wˆ + t2
≥ γj, j = 2, . . . ,K,
wˆH D3 wˆ ≤ t2Pmaxr ,
‖D4 wˆ − b t‖2 = 0.
(50)
We denote Bi1 =
[
eTi L, hii
]H [
eTi L, hii
]
Pi, i = 1, . . . ,K. Without loss of generality, set the
denominator of the objective function to one and define a new optimization parameter y = [wˆT , t]T .
We obtain (23) with
Bˆi1 = Bi1 =

 LT ei eTi L LT ei hii
h∗ii e
T
i L |hii|2

Pi,
Bˆi2 =

 Bi2 0K2×1
01×K2 1

 =

 G−∗rt G−Trt ⊗ ei eTi 0K2×1
01×K2 1

 ,
Bˆj = Bˆj1 − γjBˆj2 =

 LT ej eTj L−γj
(
G−∗rt G
−T
rt ⊗ ej eTj
)
LT ej hjj
h∗jj e
T
j L |hjj |2 − γj

 ,
Dˆ3 =

 D3 0K2×1
01×K2 − PrPt+1

 =

 G−∗rt G−Trt ⊗G−1dr G−Hdr 0K2×1
01×K2 − PrPt+1

 ,
Dˆ4 =

 DH4 D4 −DH4 b
−bH B4 bH b

 =

 TH T TH T vec(H)
vec(H)H TH T vec(H)TH T vec(H)

 .
(51)
Note that all above matrices above are Hermitian matrices.
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D. Proof of Theorem 2
For any given relay matrix R, we write the optimization in (16) as
max
p∈RK×1+
|h11 + gH1rRgr1 |2P1∑K
l=1,l 6=1 |h1l + gH1rRgrl |2Pl + ‖gH1rR ‖2 + 1
(52a)
s.t.
|hjj + gHjrRgrj |2Pj∑K
l=1,l 6=j |hjl + gHjrRgrl |2Pl + ‖gHjrR ‖2 + 1
≥ γj , j = 2, . . . ,K, (52b)
tr
(
R
(
K∑
l=1
grl g
H
rl Pl + I
)
RH
)
≤ Pmaxr , (52c)
Pl ≤ Pmaxs , l = 1, . . . ,K. (52d)
If the problem is feasible, at optimality all the SINR constraints are settled in equality. To see this,
denote the optimal power allocation as pˆ and assume that SINR2(pˆ) > γ2 and SINRj(pˆ) = γj
for j = 3, . . . ,K. Note that SINR2(pˆ) is monotonically increasing with Pˆ2 whereas SINR1(pˆ) and
SINRj(pˆ) are monotonically decreasing with Pˆ2. Thus, the decreased value of Pˆ2 increases both
SINR1 and SINRj , j = 3, . . . ,K. On the other hand, the power constraints (52c) and (52d) and the
SINR2 constraint remain valid. This contradicts to the assumption that Pˆ2 attains the optimal point.
Since all SINR constraints are active at optimality, we write all K − 1 constraints (52b) in the
following:
Apˆ = q (53)
where for m = 1, . . . ,K − 1, l = 1, . . . ,K
[A]ml =

 |h(m+1)(m+1) + g
H
(m+1)rRgr(m+1) |2 if m+ 1 = l,
−γm+1|h(m+1)l + gH(m+1)rRgrl |2 if (m+ 1) 6= l.
[q]m = γm+1
(
‖gH(m+1)rR ‖2 + 1
)
.
(54)
Note that the matrix A has dimension (K − 1)×K and we denote the i-th column of A as ai and
the second to last elements of pˆ as pˆ2:K . We have
pˆ2:K = [a2, . . . ,aK ]
−1
(
q− a1 Pˆ1
)
. (55)
For the brevity of notations, we let [A](:,2:K) = [a2, . . . ,aK ]. Substitute into the power constraint
(52c) and denote cT = [‖gr2 ‖2, . . . , ‖grK ‖2]; we have
‖gr1R ‖2Pˆ1 + cT [A]−1(:,2:K)
(
q− a1 Pˆ1
)
≤ Pmaxr − tr
(
RRH
)
⇔ Pˆ1 ≤
Pmaxr − tr
(
RRH
)− cT [A]−1(:,2:K) q(
‖gr1R ‖2 − cT [A]−1(:,2:K) a1
) . (56)
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From (55) and (52d), we have
pˆ2:K = [A]
−1
(:,2:K)
(
q− a1 Pˆ1
)
≤ Pmaxs 1(K−1)×1
⇔ a1 Pˆ1 ≥ q−Pmaxs [A](:,2:K) 1(K−1)×1
(57)
Note that a1 = [−γ2|h21 + gH2rRgr1 |2, . . . ,−γK |hK1 + gHKrRgr1 |2]T and we have K-1 upper
bounds of P1 and for 1 ≤ k ≤ K − 1:
Pˆ1 ≤
Pmaxs
∑K
j=2[A]kj − [q]k
[A]k1
. (58)
On the other hand, the objective function SINR1 is monotonically increasing with Pˆ1. To see this
mathematically, we write
|h11 + gH1rRgr1 |2Pˆ1∑K
l=1,l 6=1 |h1l + gH1rRgrl |2Pˆl + ‖gH1rR ‖2 + 1
=
|h11 + gH1rRgr1 |2Pˆ1
bT pˆ2:K + ‖gH1rR ‖2 + 1
=
|h11 + gH1rRgr1 |2Pˆ1
bT [A]−1(:,2:K)
(
q− a1 Pˆ1
)
+ ‖gH1rR ‖2 + 1
=
|h11 + gH1rRgr1 |2Pˆ1
−bT [A]−1(:,2:K) a1 Pˆ1 +
(
bT [A]−1(:,2:K) q+‖gH1rR ‖2 + 1
)
(59)
where bT =
[|h12 + gH1rRgr2 |2, . . . , |h1K + gH1rRgrK |2]. The last equality is of the form z1Pˆ1z2Pˆ1+z3
which can be manipulated as
z1Pˆ1
z2Pˆ1 + z3
=
z1
z2
z2Pˆ1 + z3 − z3
z2Pˆ1 + z3
=
z1
z2
(
1− z3
z2Pˆ1 + z3
)
(60)
which is indeed monotonically increasing with Pˆ1. From (56) and (58), we have:
Pˆ1 = min

Pmaxs , Pmaxr − tr
(
RRH
)− cT [A]−1(:,2:K) q(
‖gr1R ‖2 − cT [A]−1(:,2:K) a1
) , min
k=1,...,K
(
Pmaxs
∑K
j=2[A]kj − [q]k
[A]k1
) .
(61)
E. Proof of Theorem 3
With the requirement of IN, the interference from Tx j at Rx i is canceled and therefore the
function SINRi(s, Pi) is independent to the transmit power from any other transmitters j 6= i. From
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(18), for any given s, we have
max
p∈RK×1+
|h11 + gH1rR(s)gr1 |2P1
‖gH1rR(s)‖2 + 1
(62a)
s.t.
|hjj + gHjrR(s)grj |2Pj
‖gHjrR(s)‖2 + 1
≥ γj, j = 2, . . . ,K, (62b)
tr
(
R
(
K∑
l=1
grl g
H
rl Pl + I
)
RH
)
≤ Pmaxr , (62c)
Pl ≤ Pmaxs , l = 1, . . . K. (62d)
The IN constraint disappears from the above optimization problem because it is independent to p.
Denote the optimal power allocation by u = [u1, . . . , uK ]. We can observe that SINR constraints
(62b) and power constraint (62c) must be active at optimality. Otherwise, let SINR2 > γ2. The value
of u2 can be decreased by a very small amount ǫ without violating (62b) and u1 can be increased by
ǫ without violating (62c). This new u1 increases the objective value and leads to contradiction that
we are at the optimal point. From (62b) and (62c), we have

uj = min

γj
(
‖gHjrR(s)‖2 + 1
)
|hjj + gHjrR(s)grj |2
, Pmaxs

 , j = 2, . . . ,K,
K∑
l=1
‖grlR ‖2ul = Pmaxr − tr
(
R(s)R(s)H
)
.
. (63)
Therefore,
u1 = min

Pmaxr − tr (R(s)R(s)H)
‖gr1R(s)‖2
−
K∑
j=2
‖grjR(s)‖2
‖gr1R(s)‖2
uj , P
max
s

 . (64)
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