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Abstract
Fast browsing and retrieval of geographically referenced information can require the allocation of data
on different storage devices for concurrent retrieval. By dividing the two-dimensional space into tiles
(essentially an array), a system can allow users to specify regions of interest using a query rectangle and
then retrieving information related to tiles included in the rectangle. Suppose that there are m I/O devices.
A tile is labeled by i if the data corresponding to this area is stored in the i th I/O device. A labeling is
efficient if the discrepancy of the numbers of occurrences of different labels in any given rectangle is small.
In the present paper, constructions are given to make this discrepancy O(logm). The constructions use
Latin squares. A lower bound of Ω(logm) on the discrepancy is given for constructions of this Latin square
type.
c© 2007 Published by Elsevier Ltd
1. Motivation
Information systems often use the two-dimensional screen as a tool for retrieval of detailed
data that is associated with a specific part of the 2D screen. A standard example is a geographic
database, where first a low resolution map is displayed on the 2D screen and then the user
specifies a part of the map that is to be displayed in higher resolution. Another application is
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when pictures of famous sightseeing spots of an area are to be displayed. Efficient support of
such queries is quite important for image databases in particular, and for browsing geographically
referenced information in general. In the Alexandria Digital Library project [10] a large satellite
image is divided into tiles and each tile is decomposed using wavelet decomposition [11]. A
wavelet decomposition of an image results in a lower resolution image of the original one
together with higher order coefficients that can be used to retrieve higher resolution versions
of the same image. Similar approaches are common to other systems for browsing large image
databases [3,6–8]. A user would usually browse the lower resolution images fast and then specify
areas to be displayed in higher resolution. This requires the retrieval of the higher resolution
components for the various tiles that overlap with the specific region.
In the present paper the model introduced in [1] is analyzed further. It is assumed that data
is associated with the tiles of a two-dimensional grid. The data corresponding to individual tiles
is usually large, so it is preferable to store them on parallel I/O devices in such a way, that for
a given query, retrieval from these parallel devices can occur concurrently. The ideal situation,
when information related to each individual tile could be stored on a distinct I/O device, and
hence data for any query could be retrieved concurrently, is not realizable in general because
the number of tiles is much larger, than the number of I/O devices available. Thus, an idea
is to “spread out” data over the available I/O devices as evenly as possible (to achieve good
parallel speedup). In the following, a measure of optimality of data allocation is defined as
smallest possible discrepancy in the number of access requests for different I/O devices for any
rectangular set of tiles. Upper bounds for this discrepancy of O(log(m)) are derived using Latin
squares in Theorem 4. Asymptotically matching lower bounds are given for these Latin square
constructions. The results show that excellent parallel speedup is possible.
This paper is based on a conference paper [2]. Subsequent to its publication, Doerr et al. [4]
obtained alternative proofs yielding similar bounds and proving the lower bound in general as
well as extending to higher dimensions. We believe the Latin square techniques in this paper are
interesting as Latin square results and may shed further light on how to obtain small discrepancy
allocations.
2. The problem
Consider an n1 × n2 array, whose elements (i, j) where 1 ≤ i ≤ n1 and 1 ≤ j ≤ n2 are
called tiles. Given two tiles (i1, j1) and (i2, j2), where i1 ≤ i2 and j1 ≤ j2, two-dimensional
query rectangle is defined by
R = R[(i1, j1), (i2, j2)] = {(i, j): i1 ≤ i ≤ i2 and j1 ≤ j ≤ j2}.
This represents a rectangle, whose opposite corners are (i1, j1) and (i2, j2) and the area is
(i2 − i1 + 1) ( j2 − j1 + 1) (the number of tiles contained in the rectangle). To each tile (i, j) in
R is assigned a number f (i, j) from the set {1, 2, . . . ,m}. The number f (i, j) refer to one of m
available I/O devices on which the information related to the given tile is stored and f is called
an m-assignment for the array. The multiplicity of a symbol k in a rectangleR is defined as
dR, f (k) = |{(i, j) : (i, j) ∈ R, f (i, j) = k}|.
An m-assignment is called d-discrepancy assignment if:
max
R
{ max
i :1≤i≤m
dR, f (i)− min
j :1≤ j≤m dR, f ( j)} ≤ d (1)
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holds. Clearly, d-discrepancym-assignments with small d are sought for efficient retrieval of data
using as many I/O devices concurrently, as possible. The optimality d(m) of m is the minimum
d , such that a d-discrepancy m-assignment exists for arbitrary n1 and n2. There can only be 0-
discrepancy assignments for the trivial case m = 1. In [1], 1-discrepancy m-assignments were
called strictly optimal and the following theorem was proved.
Theorem 1 (Abdel-Ghaffar, El Abbadi [1]). A 1-discrepancy m-assignment exists for an n1×n2
arrayR iff one of the following conditions holds:
– min{n1, n2} ≤ 2,
– m ∈ {1, 2, 3, 5},
– m ≥ n1 n2 − 2,
– m = n1 n2 − 4 and min{n1, n2} = 3,
– m = 8 and n1 = n2 = 4.
Corollary 2. d(m) ≥ 2 if m 6∈ {1, 2, 3, 5}.
Let us consider m-assignments for ∞ ×∞ arrays for m ≥ 2. We define a slight variation
on the discrepancy introduced above that measures the difference of the multiplicity of a symbol
from its expected number. This definition is in [5]. The resulting discrepancy measures are at
most the previous measures and at least half the previous measures. Let
discR(k) =
∣∣∣∣dR, f (k)− 1m (areaR)
∣∣∣∣ ,
disc(R) = max
k
discR(k)
and
disc( f ) = max
R,k
discR(k). (2)
For the f we consider, this max is well defined. It is natural to then define
disc(m) = min
f
disc( f ).
Note that 12d(m) ≤ disc(m) ≤ d(m) and we focus on disc(m) in this paper. We can extend the
definition of disc(R) to disc(S) for some arbitrary set of positions S ⊆ ∞ ×∞. For example,
if R1 and R2 are two disjoint rectangles then we have disc(R1 ∪R2) ≤ disc(R1) + disc(R2).
Of course the use of a single rectangle in (2) is an essential part of the problem. We could allow
these definitions to be restricted to an n1 × n2 array but we do not examine that problem here.
Good m-assignments are constructed using design techniques for Latin squares with
discrepancy O(log(m)). Proposition 7 shows that if we have good n- and m-assignments (from
Latin squares of order m and n) then we can find a good nm-assignment. Also if we have good
n-assignments (from a permutation of order n) then we can find a good n + 1-assignment and a
good n − 1-assignment (and permutations of order n + 1 and n − 1) in Propositions 9 and 10.
Thus the construction is extended for all orders.
Let us recall that a Latin square L of order m is an m × m array consisting of m different
symbols, {1, 2, . . . ,m}, such that each symbol occurs in each row and column exactly once.
We can associate an entry function f : {1, 2, . . . ,m} × {1, 2, . . . ,m} −→ {1, 2, . . . ,m}
where f (i, j) is the entry of L in row i and column j . This notation is a useful way to
2118 R. Anstee, A. Sali / European Journal of Combinatorics 28 (2007) 2115–2124
encode certain manipulations we will perform. A permutation P is a set of m positions
P = {(1, pi(1)), (2, pi(2)), . . . , (m, pi(m))} ⊆ {1, 2, . . . ,m} × {1, 2, . . . ,m} having exactly
one position from each row and column (i.e. pi = (pi(1), pi(2), . . . , pi(m)) is a permutation
of {1, 2, . . . ,m}). An m-assignment for the∞×∞ array can be generated by L by ‘stamping’ L
on the infinite array as follows where we are extending the entry function f for L to the domain
∞×∞:
f (i ′, j ′) = f (i, j) if and only if i ′ ≡ i (mod m), j ′ ≡ j (mod m). (3)
Similarly, a permutation can be extended to the ∞ × ∞ array. We refer to disc(L) as the
discrepancy of the infinite m-assignment generated by f as above and will use notations where
f is replaced by L such as
dR,L(k), disc(L).
Proposition 3. Consider an m-assignment generated by Lm . For any a×b rectangleR, there is a
c×d rectangleR′ with c, d < m so that discR,Lm (k) = discR′,Lm (k) for each k ∈ {1, 2, . . . ,m}.
Proof. Let R be an a × b rectangle. If a ≥ m, then we split R into the m × b rectangle R1
consisting of the first m rows ofR and the (a−m)×b rectangleR2. For each k ∈ {1, 2, . . . ,m},
we have discR1,Lm (k) = 0, since each column of R1 is a permutation of {1, 2, . . . ,m}. Thus
discR,Lm (k) = discR2,Lm (k). We can continue in this way reducing the number of rows to less
than m. The same can be done by columns. 
Hence we may compute discrepancy entirely using rectangles of largest dimension less
than m.
We consider a permutation Pm = {(1, pi(1)), (2, pi(2)), . . . , (m, pi(m))} and can think of this
as the positions of a given symbol in a Latin square. We can generate a Latin square Lm from Pm
by placing symbol i in positions
(1, pi(1)+ i), (2, pi(2)+ i), . . . , (m, pi(m)+ i)
for each i = 1, 2, . . . ,m and where the second coordinates are reduced modulo m to lie in the
interval [1,m]. Analogously to (2), we define a discrepancy for permutations as
disc(Pm) = maxR
∣∣∣∣|R ∩ Pm | − 1m (areaR)
∣∣∣∣ .
As in Proposition 3, we can restrict R to have largest dimension m − 1. We can see that for the
Latin square Lm generated from Pm that
disc(Lm) = disc(Pm).
Moreover there is a reverse result. Let Pm denote the positions of symbol 1 in any Latin square
L of order m. then
disc(Pm) ≤ disc(L),
and so our asymptotic results can be proven with permutations. Note that in the case of strict
inequality, one would generate a Latin square Lm from Pm with disc(Lm) < disc(L). We
continue to include some constructions from [2] for Latin squares.
Our main theorem is:
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Theorem 4. For each positive integer m, there exists a Latin square Lm of order m and a
permutation Pm of order m with disc(Lm) = disc(Pm) ≤ 7.5 log2(m).
We derive from a result of Schmidt [9]:
Theorem 5. There is a c′ so that for m ≥ 2 and any Latin square Lm of order m, disc(Lm) ≥
c′ log(m).
A transversal T of a Latin square L of order m is a permutation as above with the additional
property { f (i, pi(i)) : i = 1, 2, . . . ,m} = {1, 2, . . . ,m} where f is the entry function for L .
Note that not all Latin squares have transversals. In [2], we constructed pairs Lm, Tm of a Latin
square Lm and a transversal Tm of the Latin square Lm with disc(Lm) and disc(Tm) both being
O(logm) using an inductive construction. As pointed out by one referee, we can obtain the same
asymptotic results for discrepancy using permutations alone.
3. Multiplication and addition
We give a way to build a Latin square of order nm of small discrepancy from Latin squares of
order n,m each of small discrepancy. The same result follows for permutations. In addition we
introduce a way to take a permutation of order m of small discrepancy and obtain permutations
of orders m + 1,m − 1 of small discrepancy.
Definition 6. Let Ln, Lm be Latin squares of orders n,m with entry functions f, g respectively.
Define Ln × Lm = Lnm to be the Latin square of order nm with entry function h defined
as
h(i + ( j − 1)m, k + (l − 1)n) = n(g(i, l)− 1)+ f ( j, k) (4)
for 1 ≤ i, l ≤ m and 1 ≤ j, k ≤ n.
Roughly speaking we form an nm × m array by taking n copies of Lm one on top of the
other. For the first copy of Lm we take the 1 × 1 blocks containing i and stretch it to an
n × 1 array containing (n(i − 1)+ f (1, 1), n(i − 1)+ f (1, 2), . . . , n(i − 1)+ f (1, n)) where
( f (1, 2), f (1, 2), . . . , f (1, n)) is the first row of Ln and is a permutation of {1, 2, . . . , n}. For the
j th copy of Lm we take the 1×1 blocks containing i and stretching each to an n×1 array (n(i−
1)+ f ( j, 1), n(i − 1)+ f ( j, 2), . . . , n(i − 1)+ f ( j, n)) where ( f ( j, 1), f ( j, 2), . . . , f ( j, n))
is the j th row of Ln and a permutation of {1, 2, . . . , n}.
The following examples give L2, L4 = L2 × L2, L8 = L2 × L4, L16 = L2 × L8.
L2 =
[
1 2
2 1
]
, L4 =

1 2 3 4
3 4 1 2
2 1 4 3
4 3 2 1
 , L8 =

1 2 3 4 5 6 7 8
5 6 7 8 1 2 3 4
3 4 1 2 7 8 5 6
7 8 5 6 3 4 1 2
2 1 4 3 6 5 8 7
6 5 8 7 2 1 4 3
4 3 2 1 8 7 6 5
8 7 6 5 4 3 2 1

,
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L16 =

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
9 10 11 12 13 14 15 16 1 2 3 4 5 6 7 8
5 6 7 8 1 2 3 4 13 14 15 16 9 10 11 12
13 14 15 16 9 10 11 12 5 6 7 8 1 2 3 4
3 4 1 2 7 8 5 6 11 12 9 10 15 16 13 14
11 12 9 10 15 16 13 14 3 4 1 2 7 8 5 6
7 8 5 6 3 4 1 2 15 16 13 14 11 12 9 10
15 16 13 14 11 12 9 10 7 8 5 6 3 4 1 2
2 1 4 3 6 5 8 7 10 9 12 11 14 13 16 15
10 9 12 11 14 13 16 15 2 1 4 3 6 5 8 7
6 5 8 7 2 1 4 3 14 13 16 15 10 9 12 11
14 13 16 15 10 9 12 11 6 5 8 7 2 1 4 3
4 3 2 1 8 7 6 5 12 11 10 9 16 15 14 13
12 11 10 9 16 15 14 13 4 3 2 1 8 7 6 5
8 7 6 5 4 3 2 1 16 15 14 13 12 11 10 9
16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1

.
The discrepancies are 1, 2, 2, 3 respectively when measured as in (1) or 12 , 1, 1
1
2 , 1
7
8 using (2),
much less than bounds provided by the following proposition.
Proposition 7. disc(Ln × Lm) ≤ disc(Ln)+ disc(Lm)+ 4.
Proof. Given integers k, l, we consider an m × n rectangle R = R[(1 + km, 1 + ln), (m +
km, n + ln)], which we can consider aligned with the construction of (4). Each symbol occurs
exactly once inR and so disc(R) = 0. Now consider a large rectangleR = R[(i1, j1), (i4, j4)],
not necessarily aligned, which we split into 9 rectangles by defining i2 ≡ 1 (mod m),
0 ≤ i2 − i1 < m, i3 ≡ m (mod m), 0 ≤ i4 − i3 < m, j2 ≡ 1 (mod n), 0 ≤ j2 − j1 < m,
j3 ≡ n (mod n), 0 ≤ j4 − j3 < m. In what follows, we assume that i1 < i2 < i3 < i4 and
j1 < j2 < j3 < j4 and ask the reader to handle cases of equality. The following is a map of the
9 rectangles
R =
R2 R6 R3
R8 R1 R9
R4 R7 R5.
The central rectangle R1 = R[(i2, j2), (i3, j3)] has disc(R1) = 0 by our observation about
aligned rectangles. The corner blocks R2 = R[(i1, j1), (i2 − 1, j2 − 1)], R3 = R[(i1, j3 +
1), (i2 − 1, j4)], R4 = R[(i3 + 1, j1), (i4, j2 − 1)], R5 = R[(i3 + 1, j3 + 1), (i4, j4)] are
each contained in an aligned rectangle and so disc(R2), disc(R3), disc(R4), disc(R5) ≤ 1.
The middle top and middle bottom blocks are R6 = R[(i1, j2), (i2 − 1, j3)], R7 = R[(i3 +
1, j2), (i4, j3)]. We claim disc(R6 ∪ R7) ≤ disc(Lm). We define related rectangles from the
m-assignment associated with Lm as R′6 = R[(m + i1 − i2 + 1, 1+ ( j2 − 1)/n), (m, ( j3/n))],R′7 = R[(m + 1, 1+ ( j2 − 1)/n), (i4 − i3 +m, ( j3/n))] where we need that m + i1 − i2 + 1 ≡
i1(mod m), m ≡ i2 − 1(mod m), m + 1 ≡ i3 + 1(mod m), m + i4 − i3 ≡ i4(mod m). We have
disc(R6 ∪R7) = disc(R′6 ∪R′7). From (4), we check
dR6,Ln×Lm (n(i − 1)+ j) = dR′6,Lm (i)
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for each j , 1 ≤ j ≤ n. Also
1
nm
(areaR6) = 1m (areaR
′
6).
We have the similar equations for R′7. Now R′6 and R′7 can be viewed as a single rectangleR′67 = R[(m+ i1− i2+1, 1+ ( j2−1)/n), (i4− i3+m, ( j3/n))] and so using the m-assignment
from Lm , disc(R′67) ≤ disc(Lm).
We proceed in a similar way for the middle left and middle right rectangles R8 =
R[(i2, j1), (i3, j2−1)] andR9 = R[(i2, j3+1), (i3, j4)]. We claim disc(R8∪R9) ≤ disc(Ln).
We define related rectangles from the n-assignment associated with Ln as R′8 = R[(1 + (i2 −
1)/m, n + j1 − j2 + 1), ((i3/m), n)],R′9 = R[(1+ (i2 − 1)/m, n + 1), ((i3/m), n + j4 − j3)].
From (4), we check
dR8,Ln×Lm (n(i − 1)+ j) = dR′8,Ln ( j)
and also
1
nm
(areaR8) = 1n (areaR
′
8).
We have the similar equations for R′9. Now R′8 and R′9 can be viewed as a single rectangleR′89 = R[(1+(i2−1)/m, n+ j1− j2+1), ((i3/m), n+ j4− j3)] and so using the m-assignment
from Lm , disc(R′89) ≤ disc(Lm).
We now can estimate disc(R) as at most ∑9i=1 disc(Ri ) and obtain the desired inequality.

This result would provide families of Latin squares of order pt whose discrepancy is
logarithmic in the order of the Latin square. Given that we can find Latin squares of discrepancy
1/2, 2/3, 4/5 for orders 2,3,5 one might be led to consider products using L2, L3, L5. Given
two permutations Pn, Pm of orders n,m respectively, we define Pn × Pm as the set of positions
occupied by symbol 1 in the Latin square Ln×Lm where Ln, Lm are the Latin squares generated
by Pn, Pm respectively. With disc(Ln) = disc(Pn) and disc(Lm) = disc(Pm) we obtain the
following from Proposition 7.
Proposition 8. Let Pn be a permutation of size n and let Pm be a permutation of size m. Then
Pn × Pm is a permutation of size mn with disc(Pn × Pm) ≤ disc(Pn)+ disc(Pm)+ 4.
One might explore the idea that the product Ln × Lm may contain a symbol whose positions
are a permutation of lower discrepancy than the value disc(Ln×Lm). The following result shows
us how to add one to the order of a permutation of small discrepancy.
Proposition 9. Let Pn = {(1, pi(1)), (2, pi(2)), . . . , (n, pi(n))} be a permutation of order n.
We can form a new permutation Pn+1 from Pn with Pn+1 = {(1, pi ′(1)), (2, pi ′(2)), . . . , (n +
1, pi ′(n + 1))} where pi ′(i) = pi(i) for i = 1, 2, . . . , n and pi ′(n + 1) = n + 1. Then
disc(Pn+1) ≤ disc(Pn)+ 3.
Proof. We easily check that Pn+1 is a permutation.
We consider any query rectangleR (while computing |R∩ Pn+1|) of largest dimension n and
so area at most n2. We let R′ denote the rectangle formed from R by deleting from the array
(and so possibly from R) any row r where r ≡ n + 1 (mod n + 1) or any column c where
c ≡ n + 1 (mod n + 1) (there is at most one such row and one such column inR)). We think of
R′ while computing |R′ ∩ Pn|.
2122 R. Anstee, A. Sali / European Journal of Combinatorics 28 (2007) 2115–2124
We can show∣∣|R ∩ Pn+1| − |R′ ∩ Pn|∣∣ ≤ 1
since at most a single entry of Pn+1 can be lost as we delete the specified rows fromR to obtain
R′ given the dimensions ofR.
We have that∣∣∣∣ 1n + 1 (areaR)− 1n (areaR′)
∣∣∣∣ ≤ 2,
since areaR′ ≤ areaR ≤ areaR′ + 2n + 1. Also we have∣∣∣∣|R′ ∩ Pn| − 1n (areaR′)
∣∣∣∣ ≤ disc(Pn).
We conclude that∣∣∣∣|R ∩ Pn+1| − 1n + 1 (areaR)
∣∣∣∣ ≤ disc(Pn)+ 3.
This yields our bound. 
Subtracting one is somewhat like undoing the operation of adding one.
Proposition 10. Let Pn = {(1, pi(1)), (2, pi(2)), . . . , (n, pi(n))} be a permutation of order
n with pi(n) = n. We can form a new permutation Pn−1 from Pn with Pn−1 =
{(1, pi ′′(1)), (2, pi ′′(2)), . . . , (n − 1, pi ′′(n − 1))} where pi ′′(i) = pi(i) for i = 1, 2, . . . , n − 1.
Then disc(Pn−1) ≤ disc(Pn)+ 3.
Proof. The condition pi(n) = n can be achieved by shifting any permutation appropriately. It is
easy to check that Pn−1 is a permutation of order n − 1.
We consider any rectangleR (while computing |R∩ Pn−1|) of largest dimension n−2 and so
area at most (n − 2)2. We letR′′ denote the rectangle formed fromR by adding into the array a
new row between each pair of rows k, k+ 1 ofR with k ≡ n− 1 (mod n− 1) and a new column
between each pair of columns k, k + 1 of R with k ≡ n − 1 (mod n − 1). One can think in the
reverse direction: R′′ is the smallest rectangle so that if you delete those rows and columns of
index ≡ n (mod n) fromR′′ (as one would do in Proposition 9), one obtainsR. We think ofR′′
while computing |R ∩ Pn−1|.
We can show ||R ∩ Pn−1| − |R′′ ∩ Pn|| ≤ 1 since at most a single entry of Pn can be lost as
we delete the specified rows fromR′′ to obtainR given the dimensions ofR.
Also ||R′′ ∩ Pn| − 1n (areaR′′)| ≤ disc(Pn) and | 1n (areaR′′) − 1n−1 (areaR)| ≤ 2 using
areaR ≤ (n − 2)2. Thus we get the desired inequality disc(Pn−1) ≤ disc(Pn)+ 3. 
4. Proof of main theorem
In the previous section constructions allowing ‘multiplication’, ‘add one’ and ‘subtract one’
of Latin square orders were given. The constants we use are surely not best possible nor helpful
in considering any particular Latin square or permutation of low discrepancy.
Proof of Theorem 4. The result is easily verified for m = 1, 2, 3, 4, 5. For larger m, we will use
an inductive construction.
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Assume m = 2k. Then we take a permutation Pk with disc(Pk) ≤ 7.5 log2 k. Recall that
disc(P2) = 12 . Now by Proposition 8, we can obtain a permutation P2k = Pk × P2 with
disc(P2k) ≤ 7.5 log2 k + 4.5 < 7.5 log2(2k).
Assume m = 2k + 1. Form P2k as above as Pk × P2 and then form P2k+1 from P2k using
Proposition 9. Then
disc(P2k+1) ≤ disc(P2k)+ 3 ≤ 7.5 log2(k)+ 7.5 < 7.5 log2(2k + 1).
Thus by induction the result holds for all m. 
We could use the same arguments to achieve slightly better bounds such as disc(m) ≤
10 23 log3(m) by using multiplication by P3 where disc(P3) = 23 . More base cases will be required
and it is still likely that the bounds are not best possible.
5. A lower bound
In this section we use the following deep result of Schmidt [9] to prove that Theorem 4 is best
possible for Latin square type assignments.
Theorem 11. There exists an absolute constant c so that if P is an arbitrary set of N points
in the unit square [0, 1)2, then there exists a rectangle B ⊂ [0, 1)2 with sides parallel to the
coordinate axes such that
||P ∩ B| − N (area(B))| > c log N . (5)
To prove a lower bound for the discrepancy of an m-assignment of Latin square type, it is
enough to consider a finite part of it, in our case, the generating Latin square.
Proof of Theorem 5. Let us partition the unit square intom2 little squares of side 1/m. Consider
entry t of L and put a point in the center of the little square in the i th row and j th column if the
(i, j) entry of L is equal to t . Apply Theorem 11 to find subrectangle B. We may assume that
B’s sides coincide with the sides of the little squares by either increasing or decreasing the area
by at most 4/m. Then inequality (5) states that the deviation of entry t from the expected value
in the subrectangle of L corresponding to B is at least c logm. Choose c′ to accommodate both
terms. 
Doerr et al. [4] have verified that disc(m) is Ω(logm) over all m-assignments.
6. Conclusions, open problems
We believe that our product constructions are an efficient way to get small discrepancy Latin
squares but we do not have an explicit formula for the actual discrepancy say for general m = 2t
or other values although it is apparent that our proofs wildly overestimate the discrepancy. Can
one find an efficient, non-recursive method for constructions? A possible way to seek even better
m-assignments (for small m) is to check for rectangles where the discrepancy is large and then
reduce that perhaps through the idea of 2-switches where a 2× 2 submatrix that is itself a Latin
square is replaced by another such Latin square (idea suggested by Wal Wallis):[
a b
b a
]
−→
[
b a
a b
]
.
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An additional application was suggested by David Kirkpatrick to computer screen intensities
(‘grayscales’) given by values {0, 1, 2, . . . , 2t−1}. These are naturally encoded as t bit numbers.
If we had an order (2t −1)-assignment of small discrepancy, then we might model the intensities
for any i ∈ {0, 1, 2, . . . , 2t − 1} by turning on i symbols which illuminates about i/(2t − 1) of
the cells. We could take a permutation of order 2t of small discrepancy and then subtract one
from the order using Proposition 10 and then generating the Latin square.
In the present paper we studied low discrepancy allocation of two-dimensional data. It is
natural to extend the scope of investigations to higher dimensions and some applications and
important results can be found in Doerr et al. [4].
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