Scalar and vector nonlinear nonparaxial evolution equations are developed for propagation in two-dimensions. Using standard soliton scalings, it is found that nonparaxial propagation is accompanied by higher-order linear and nonlinear terms and an effective quintic nonlinear index. The presence of an intrinsic quintic nonlinearity arising from (5) must also be considered at the order of the analysis. These terms represent corrections to the well-known nonlinear Schrödinger equation. Exact and approximate solutions to these higher-order evolution equations are obtained and are shown to exhibit quasi-soliton behavior based on propagation and collision studies. © 2000 American Institute of Physics. ͓S1054-1500͑00͒00203-2͔
I. INTRODUCTION
In nonlinear optics, the spatial NLS equation takes the form
where k 0 ϭn 0 k f is the linear material wavenumber at the optical frequency, k f is the free-space wavenumber, A is the slowly-varying optical envelope, n 0 is the linear refractive index, and n 2 is the third-order nonlinear refractive index. The fundamental soliton solution to Eq. ͑1͒ is given by A(x,z)ϭA 0 sech(x/w 0 )exp(i␤z), where w 0 is the soliton width parameter, A 0 ϭͱn 0 /n 2 /k 0 w 0 , and ␤ϭk f n 2 A 0 2 /2 is the nonlinear wave number correction in paraxial propagation.
Under the slowly-varying amplitude ͑SVA͒ and paraxial approximations, the optical NLS equation ͑1͒ can be derived from the scalar cubic nonlinear Helmholtz equation,
where Ā designates the retention of the fast linear propagation phase. Because the only difference between Eq. ͑2͒ and the paraxial NLS equation ͑1͒ is the order of the z derivative ͑which only affects the nonlinear contribution to the propagation wavenumber for a stationary solution͒, it should come as no surprise ͑and is perhaps even widely known 2, 3 ͒ that Eq. ͑2͒ also has an exact sech( ) solution of the form Ā ͑ x,z ͒ϭA 0 sech ͩ x w 0 ͪ e i␤ z . ͑3͒
Here, the amplitude A 0 and total longitudinal wavenumber ␤ are written as
␤ ϭk 0 ͱ1ϩ
The cubic nonlinear Helmholtz equation can also be interpreted in the Fourier domain, where the general propagation wavenumber takes on transverse spatial-frequency and amplitude dependence. Assuming propagation in the z-direction, which is an arbitrary choice, and taking the transverse Fourier transform, Eq. ͑2͒ becomes 
͑8͒
which is identical to Eq. ͑5͒. The nonparaxial parameter 2 ϭ1/k 0 2 w 0 2 is described later. The graphical interpretation of this relationship is shown in Fig. 1 , which shows that the effect of the balancing between linear and nonlinear forces is to straighten out the curvature of linear k-space. This relationship also shows that there is no evanescent regime of propagation ͑i.e., ͉k x ͉Ͼk 0 in linear propagation͒ for a spatial soliton, no matter how wide the spatial frequency ͑i.e., angular͒ extent, which means that the Helmholtz soliton has no fundamental limits on how narrow it can be. This seemingly absurd statement can be rationalized by noting that the effective refractive index seen by off-axis rays scales according to n eff ()ϭn 0 /cos(), such that off-axis rays have significantly smaller wavelengths within the medium, as shown graphically in Fig. 2 . Therefore, the linear diffraction limit is not violated. These arguments only hold in the situation that the scalar nonlinear Helmholtz equation ͑2͒ is valid. It is shown in this paper that the validity of this equation for use in nonparaxial soliton propagation is suspect without consideration of the intrinsic quintic nonlinearity.
In order to illustrate the correspondence between the nonlinear Helmholtz and NLS solutions, and to identify a potential inconsistency with the use of the Helmholtz equation, Eq. ͑5͒ can be written as a Taylor's expansion about the linear wavenumber k 0 ,
where the terms nonlinear in amplitude correspond to the NLS and first nonparaxial solutions, respectively. In a selffocusing medium where n 2 Ͼ0, the approximation ͑9͒ shows that the propagation phase increases linearly with intensity, but also decreases quadratically with intensity due to a negative effective quintic nonlinear index. The origin of this effective quintic nonlinearity is from the material polarization expansion in terms of the susceptibility tensors which provides a representation for the dielectric tensor, one diagonal component of which is proportional to n 2 , where n is the total scalar refractive index. For a scalar field then,
where n 0 2 ϭ1ϩ (1) , the cubic nonlinear index n 2 ϭ3 (3) /8n 0 , and the quintic nonlinear index n 4 ϭ5 (5) /16n 0 . The total scalar refractive index can then be written as
which clearly illustrates the intrinsic ͑given by n 4 ) and effective ͑given by Ϫn 2 2 /2n 0 ) quintic nonlinear indices. As negative n 4 is well-known to provide stability for fundamental eigenmode solutions to multi-dimensional NLS equations, 4 this simple derivation also gives insight into the stability of the fundamental solutions to the multidimensional cubic nonlinear Helmholtz equation 5 and the stability of two-dimensional ͑2-D͒ spatial-temporal nonlinear waves to propagation using Maxwell's equations, 6 in which cases the intrinsic n 4 was not considered, but the effective negative quintic nonlinearity was implicitly present. Illustration of the compression of the off-axis effective wavelength due to soliton propagation. Linear propagation of z-directed and tilted plane waves is shown on the left. The effective wavelength along the respective propagation directions is the same, but the z-projected wavelengths are different. This effect gives rise to diffraction. Propagation of two plane wave components of the soliton angular spectrum is shown on the right. Because the beam does not diffract, the z-projected wavelengths must be the same. This causes compression of the effective wavelength along the direction of propagation of the tilted wave by the factor cos(). This compression can be interpreted as an increase in the effective refractive index for off-axis waves by the factor 1/cos().
It should be noted that a recent vector theory of 2-D self-focusing 7 did explicitly obtain the effective quintic index, but did not consider the intrinsic index.
Our aim in this paper is to elucidate further on the many issues involved with 1-D nonparaxial spatial solitons, in particular, the critical role played by the complete quintic nonlinearity. Physically consistent first-order scalar and vector nonparaxial nonlinear evolution equations are derived from the respective scalar and vector cubic-quintic nonlinear Helmholtz equations, and exact sech( ) stationary solutions to these equations are obtained under restrictive conditions on the quintic index. More generally-valid, perturbed, stationary solutions are also obtained which relax these restrictions to some degree. Using the respective first-order nonparaxial evolution equations, numerical simulations of narrow soliton propagation and collision are also presented for both the scalar and vector cases. It is shown that these stationary nonparaxial solutions are not true soliton solutions in the asymptotic sense, but do exhibit quasi-soliton behavior. In addition, in a physical context, strong limitations on the width of all nonparaxial solutions are placed by optical damage considerations.
II. THE SCALAR NONPARAXIAL EVOLUTION EQUATION AND STATIONARY SOLUTIONS
The starting point for the derivation of the first-order scalar nonparaxial evolution equation is the following cubicquintic nonlinear Helmholtz equation,
͑12͒
where Ā y ϭA y e ik 0 z was used and n 4 represents the intrinsic quintic nonlinear contribution arising directly from (5) and is included in order to derive a physically consistent equation. This idealized (1ϩ1)-D scalar equation is valid for optical polarization perpendicular to the ͑x,z͒-plane of propagation ͑TE͒, for which vectorial effects can be neglected.
Caution must be observed when using one-dimensional equations to describe inherently two-dimensional physical phenomena, as in Eq. ͑12͒. This equation is strictly true if the assumption is made that the optical field is infinitely extended in the y-direction, such that variation along y can be ignored. However, as is well known, transverse modulational instability will cause a uniform wave to break up into 2-D filaments in nonlinear self-focusing propagation. While experimental techniques have been developed to counteract this modulational instability for 1-D spatial soliton propagation in bulk media, 9 from a technological point of view, the most practical method to control the y-direction is by waveguide confinement. 10, 11 For the case of nonparaxial 1-D spatial solitons studied here, the thickness of the nonlinear guiding layer would need to be smaller than the soliton width so that self-focusing effects do not influence the guided mode. This method needs to be explored more fully in the nonparaxial case for any practical realization. The present work concentrates on the 1-D case as these equations can be more easily handled analytically, and the results provide insight into 2-D fully-confined situations, such as by one dimension of waveguide confinement or by full self-confinement.
In order to facilitate analysis of Eq. ͑12͒, the standard NLS nondimensional quantities are defined as u ϭk 0 w 0 ͱn 2 /n 0 A y , ϭz/2k 0 w 0 2 , and ϭx/w 0 . With these substitutions, Eq. ͑12͒ can be written in normalized variables,
which takes the form of the normalized NLS equation with perturbations. The perturbations are scaled by the small parameter ϭ1/k 0 w 0 ϭ/2w 0 , which is related to a fractional angular bandwidth, and qϭn 0 n 4 /n 2 2 , which measures the relative strength of the intrinsic quintic nonlinearity. The size of the first term in brackets, which arises from the nonslowly-varying amplitude ͑non-SVA͒, is determined by the value of 2 . When 2 is large, for example, when w 0 ϭ resulting in 2 ϭ0.025, then the non-SVA term becomes important. The size of the second term representing the quintic nonlinear index is determined by the value of ͉q͉ 2 , which can be large even in the SVA regime of small 2 . Since this scaling factor can be of order 1 or greater, the second term cannot be considered a perturbation in general, and can have a large effect on propagation. Therefore, the present analysis is restricted to situations in which ͉q͉ 2 is also small. The non-SVA term in Eq. ͑13͒ fully describes propagation in the nonparaxial regime. Specific nonparaxial effects can be revealed by deriving a perturbed first-order nonlinear wave equation which contains terms of order 2 
͑15͒
The terms in Eq. ͑15͒ are consistent with the scalings imposed by the spatial NLS equation, in which paraxial diffraction is commensurate with third-order nonlinearity. This expansion represents one step beyond the SVA approximation used for the NLS equation, but still assumes a slowlyvarying amplitude such that further nonparaxial terms ͑of order 4 and smaller͒ can be neglected. In addition, neglecting all higher derivatives implicitly neglects coupling between forward-going and backscattered radiation, which requires the full angular spectrum for its complete description. Note that a spatial soliton ͑and a stable, stationary solution in general͒, no matter how narrow or intense, by definition cannot generate backscattered radiation. Therefore, the solution 3 to the scalar cubic nonlinear Helmholtz equation generates no backscattered radiation, no matter how narrow the beam. This is true for the particular sech( ) solution only as long as all intrinsic quintic and higher nonlinearities can be neglected for which this solution is valid, however, and may not be physically relevant. In this paper where the intrinsic quintic nonlinearity is not taken as zero, it must be assumed that backscattered radiation is negligible in order to derive a single first-order evolution equation.
Using the expansion ͑15͒ for the non-SVA term in Eq. ͑13͒ results in the higher-order nonlinear evolution equation,
͑16͒
In Eq. ͑16͒, the normalized total quintic nonlinear index is defined as
where the total quintic nonlinear index is given by n 4 tot ϭn 4 Ϫn 2 2 /2n 0 and may also contain a third-harmonic cascaded contribution, 12 the details of which are not important to this study. When n 4 ϭ0, then q tot ϭϪ1/2, and the size of the quintic nonlinearity is commensurate with the nonparaxial terms, as in the cubic Helmholtz solution 3.
In real units, the scalar nonparaxial evolution equation takes the form
is the (1ϩ1)ϪD, scalar, spatial reduction to the full (3ϩ1)ϪD vectorial spatio-temporal higher-order evolution equation 12 recently derived via the self-consistent multiple-scales perturbative technique. Another work 13 derived a similar, (2ϩ1)ϪD, spatial, first-order nonparaxial nonlinear equation via a different method, but the intrinsic quintic index was not considered and the effective quintic index was not obtained.
The terms in Eq. ͑18͒ additional to the NLS equation are nonparaxial diffraction, ''intensity-dependent'' diffraction, and quintic nonlinearity. The linear nonparaxial diffraction term reduces the total longitudinal wavenumber in the 1-D angular spectrum from k z ϭk 0 Ϫk x 2 /2k 0 in the paraxial approximation to k z ϭk 0 Ϫk x 2 /2k 0 Ϫk x 4 /8k 0 3 , where k x is the transverse wavenumber related to propagation angle by k x ϭk 0 sin . This nonparaxial relation causes diffraction to become increasingly stronger by reducing longitudinal phase delay at large propagation angles. The intensity-dependent diffraction term modifies the parabolic curvature ͑due to the linear paraxial diffraction term͒ of the k x Ϫk z relationship as a function of the convolved field amplitude in spatial Fourier space. The quintic nonlinearity can either enhance or oppose self-focusing. When n 2 is positive and n 4 tot is negative, then the nonlinearly induced index will ''saturate'' at a maximum value given by n 2 2 /2n 4 tot , then decrease. The net effect is to create an index guide that does not linearly follow the spatial intensity profile, but is instead ''flattened'' ͑and may even become ''dimpled'' for high intensity͒ around the peak, which serves to reduce self-focusing.
For a stationary nonparaxial solution of sech( ) form to exist, the higher-order effects in Eq. ͑18͒ must balance. Postulating an exact stationary solution,
results in an amplitude and nonlinear wavenumber contribution given by the expressions
The sech( ) solution is only valid under the condition that n 4 tot ϭϪn 2 2 /2n 0 , and is therefore the same as the truncated Taylor expansion of the sech( ) solution to the full cubic scalar Helmholtz equation when the intrinsic quintic nonlinearity is neglected. This direct correspondence supports the conclusion that Eq. ͑18͒ is the correct first-order, nonparaxial, reduction of the nonlinear Helmholtz equation under the NLS scalings.
For situations in which the intrinsic quintic nonlinearity cannot be neglected, a perturbative solution to Eq. ͑18͒ can be obtained. This is most easily accomplished using the normalized equation ͑16͒, and assuming a solution of the form
where sech() is the eigenfunction and ␣ϭ1 is the eigenvalue associated with the fundamental soliton solution to the normalized NLS equation. Using the perturbed form ͑22͒ in Eq. ͑16͒, terms in 0 , 2 , etc., are obtained. All terms in 0 cancel ͑which is the exact solution͒, and terms higher than 2 are neglected consistent with the order of the perturbation expansion of the evolution equation. Collecting terms in 2 and solving for f, the perturbation takes the form ␥ϭϪ1/4 and
which is a similar form to that obtained previously. 14 In real units, the total perturbed solution can be written as
where A 0 and ␤ are given by Eqs. ͑20͒ and ͑21͒, respectively. The solutions given by Eq. ͑24͒ can take on multihumped characteristics when ͉q͉ 2 is large, as the perturbation can become negative when qϽ0 and sech(x/w 0 )Ͼ&, or when qϾ0 and sech(x/w 0 )Ͻ&.
Note that the perturbed solution given by Eq. ͑24͒ reduces to Eq. ͑19͒ when q tot ϭϪ1/2 ͑or qϭ0), which is an exact solution to the nonparaxial nonlinear wave Eq. ͑18͒ for any value of 2 ͓of course, 2 must be sufficiently small that Eq. ͑18͒ is valid͔. Therefore, the condition that must be met for the perturbed solution to be valid is ͉q͉ 2 small, as suggested earlier, such that only the intrinsic quintic nonlinearity serves as a perturbation in the solution.
It is interesting to compare the spatial full-width at halfmaximum ͑FWHM͒ and 1-D integrated power of the perturbed solutions given by Eq. ͑24͒ to the NLS soliton solution. The NLS spatial FWHM is 1.7627w 0 , and power P NLS ϭ2n 0 /n 2 I w 0 k 0 2 . The 1-D integrated power of the scalar perturbed nonparaxial solution is given by
when normalized to the NLS power. This expression reduces to 1 when qϭ0, as expected. Normalized power as a function of 2 is plotted in Fig. 3 , parametrized by values of q. The most interesting aspect of the plot is that, when qϾ0, the power required by the scalar nonparaxial solution can be significantly less than required for the NLS solution. In fact, the minimum relative power fraction of 0.0476 occurs when q 2 ϭ2.14, which is only valid for qϾ0. However, this condition ͑and some data points on the plot as well͒ is beyond the limits of validity of the derivation of Eq. ͑18͒, and is presented only as a limiting case. The reduction in power can be simply understood as due to the increased nonlinear index over the NLS case resulting from positive q. Conversely, when qϽ0, more power is needed. The spatial FWHM ͑nor-malized to the material wavelength͒ of the perturbed solutions is also plotted in Fig. 3 , and shows that the spatial width strongly depends on the value of q. Beyond 2 ϭ0.1 of the plot, the solutions for large ͉q͉ become more strongly multi-humped, and the validity of the FWHM measure becomes suspect.
III. THE VECTOR NONPARAXIAL EVOLUTION EQUATION AND STATIONARY SOLUTIONS
For the vectorial case of field polarization lying in the ͑x, z͒-plane ͑TM͒, the following vector nonlinear Helmholtz equations must be considered:
valid for isotropic material symmetry. These coupled equations originate from the Maxwell equations. Since it is assumed that the field propagates in the z-direction, the field polarization is nominally in the x-direction for an angular spectrum localized about the z-axis. The smaller z-polarization component is present due to the projection of the field polarization from off-axis waves in the linear angular spectrum, which nonlinearly couples with the dominant transverse component. 7, 12 Terms in the quintic nonlinearity containing A z are neglected as this component will be shown small compared to A x . This approximation is consistent with the order of the perturbative analysis.
Following a procedure similar to that used in Sec. II, the self-consistent nonparaxial vectorial evolution equation is obtained, in real units, 
͑27͒
which is the (1ϩ1)-D vector spatial reduction of the full (3ϩ1)-D vectorial evolution equation. 12 The new terms in the vector equation that are not present in the scalar equation are those enclosed in braces, and represent the nonlinear vectorial coupling between the single transverse and longitudinally-projected fields. These terms must be present in order to satisfy the divergence equations to order 2 ͑or, in other words, they arise from the "͓"•A͔ term in the nonlinear vector Helmholtz equation͒. Another work 14 also started from the vector nonlinear Helmholtz equation for a single transverse and longitudinal field and considered an approximate second-order evolution equation for the longitudinal field. They obtained a perturbed solution similar to those obtained here, but did not include the effects of the quintic nonlinearity.
Again, postulating a stationary solution to the vectorial nonparaxial equation for A x in the form of Eq. ͑19͒ leads to
Expression ͑28͒ places the restriction 2 Ͻ0.4, which suggests that the lower bound on the width parameter is w 0 ͉ min ϭ0.2516, such that the minimum intensity full-width at half-maximum is FWHM͉ min ϭ1.7627w 0 ͉ min ϭ0.4435 for a sech( )-shaped amplitude profile. Notice that the expression for A 0 reduces to that given by Eq. ͑20͒ as 2 →0 ͑or w 0 →ϱ); however, the condition on the vector sech( ) solution is that the soliton width parameter must satisfy
12͓11Ϫq͔ .
͑30͒
The only valid solution is given by the ''-'' branch in the range 11ϽqϽϱ, where w 0 →w 0 ͉ min ͑and 2 →0.4) as q →ϱ, in which case the nonlinear self-focusing is dominated by the quintic nonlinearity. In all situations for which this solution is valid, the intrinsic quintic nonlinearity will dominate the nonparaxial effects since ͉q͉ӷ1.
A perturbed solution to Eq. ͑27͒ can also be obtained which relaxes the restriction on q. In real units, this solution takes the form
where again A 0 and ␤ are given by Eqs. ͑20͒ and ͑21͒. The associated expression for the longitudinally-projected field is
to order 2 . The vector perturbed solution does not reduce to sech( ) when qϭ0 as in the scalar case because of the additional nonlinear nonparaxial terms due to nonlinear coupling between the transverse and longitudinal field components. Therefore, the vector perturbed solution is valid under the conditions that 2 and ͉q͉ 2 are small, where both nonparaxiality and quintic nonlinearity serve as perturbations.
The spatial full-width at half-maximum ͑FWHM͒ and 1-D integrated power of the vector perturbed solutions given by Eq. ͑31͒ are also compared to the NLS soliton solution. The normalized 1-D integrated power of the vector perturbed nonparaxial solution is given by
540 .
͑33͒
Normalized power as a function of 2 is plotted in Fig. 4 , parametrized by values of q. Again, the power plot shows that, when qϾ0, the power required to launch the vector nonparaxial solution can be significantly less than required for the NLS solution. The normalized spatial FWHM of the perturbed solutions also shows that the spatial width deviates from that of the NLS case, depending on the value of q.
IV. NONPARAXIAL PROPAGATION AND COLLISION
In the previous sections we derived (1ϩ1)-D scalar and vector nonlinear nonparaxial evolution equations directly from their respective nonlinear Helmholtz equations. Exact and approximate analytical stationary solutions were also obtained to these equations. In this section, propagation studies of these solutions are performed in order to determine if they are in fact soliton solutions. Propagation of a single stationary solution will determine stability to small perturbations ͑i.e., numerical noise͒, while a collision between two such solutions will determine stability to large perturbations. As is well known, the term soliton is used when the nonlinear wave is stable ͑and asymptotically unchanged in shape͒ under both circumstances, while the term solitary wave may be more appropriate when stabilized propagation ͑with a small change in shape͒ is obtained under the first circumstance, but not the second. The term quasi-soliton 15 will be used here when the conditions for a solitary wave are satisfied and some dispersive wave generation results upon collision, with the nonlinear wave approximately maintaining its original shape well after the point of complete overlap.
At this point, the distinction between the nonparaxial and intrinsic quintic nonlinear terms needs to be made. In Sec. II, for example, the scalar nonlinear nonparaxial wave equation was derived by substituting an approximate expression for the non-SVA term, thus not immediately making the SVA approximation. This expression included the linear nonparaxial diffraction term, the nonlinear nonparaxial term, and the effective quintic index, all of which scale as 2 . Therefore, the effective quintic index is an integral part of nonlinear nonparaxial propagation and cannot be considered separately. The intrinsic quintic nonlinear index, on the other hand, can be considered separately, and can play an important role even when the nonparaxial terms are negligible because the intrinsic quintic nonlinearity scales as ͉q͉ 2 and can be large even when 2 is small. Whenever the nonparaxial terms are important, the intrinsic term must also be included in order to maintain physical consistency, even though the converse is not necessarily true.
Before presenting the propagation and collision studies, the applicability of the exact and perturbative stationary solutions is considered in a broader physical context. Of particular concern is the physical realizability of imposing such solutions as initial conditions on a nonlinear medium without inducing material damage. For a NLS soliton, the peak intensity scales as I peak ϭn 0 2 /n 2 I , where n 2 I has units of inverse intensity. If this relationship were to continue into the nonparaxial regime, then the peak intensity I peak →n 0 /n 2 I , such that the peak induced refractive index ⌬nϭn 2 I I peak →n 0 . Clearly, this cannot happen, as the induced index must be considerably smaller than the linear index. As the induced index becomes large, saturation mechanisms, such as a negative quintic or higher nonlinearity and damage mechanisms, come into play. All of these mechanisms will play a critical role in nonlinear nonparaxial propagation, but only the quintic nonlinear index is considered here.
The peak intensity of the perturbed stationary solution to the scalar nonparaxial equation is
and for the vector perturbed solution,
͑35͒
These intensities for the scalar and vector perturbed solutions are shown in the left-hand plots of Figs. 5 and 6, respectively, for values of q. For 2 Ͻ0.01, there is virtually no difference between the scalar and vector cases, since both follow the NLS peak intensity as expected. The curves for different values of q begin to diverge when 2 Ͼ0.01, indicating that in this region, the quintic nonlinearity strongly affects the perturbed solution. This divergence occurs slightly earlier for the vector solution because the additional nonlinear nonparaxial terms in the vector evolution equation also contribute to the perturbed solution. Due to the normalization of the intensities, the vertical axis in each plot also represents the fractional induced index when neglecting the contribution of the quintic nonlinearity.
Because of the total quintic nonlinear index, the fractional induced index change at the peak intensity is written as
The fractional induced index changes for the scalar and vector cases are shown on the right-hand plots of Figs. 5 and 6. Again, the effect of the quintic nonlinearity is most evident for 2 Ͼ0.01. The maximum fractional index change that most solid-state media can sustain without damage is about 10 Ϫ4 to 10 Ϫ3 , with the maximum possible value of the nonparaxial parameter 2 in the same range. Spatial soliton experiments performed in glass 11 and AlGaAs 16 slab waveguides had 2 values in the low end of this range. In these materials, truly nonlinear nonparaxial behavior ͑i.e., behavior not due mainly to the intrinsic quintic index͒ may be difficult to observe. However, liquids are known to be more robust to optical damage and may be ideal candidates to observing the behavior of the nonparaxial stationary solutions. In fact, some of the first observations of 1-D spatial solitons were made in a liquid CS 2 waveguide 10,17 ͑but these experiments were well within the paraxial regime with 2 ϳ10 Ϫ6 ). Other candidates are liquid crystals in which fractional index changes of 0.01 18 or greater can be obtained, and semiconductor gain media, in which soliton propagation has been demonstrated in the regime 2 ϳ0.001. 19 At higher intensities, saturation ͑and eventually optical damage due to strong self-focusing͒ was observed. With these considerations in mind, the following sections discuss scalar and vector nonparaxial propagation for values of the nonparaxial parameter in the range 0.001р 2 р0.01.
A. The scalar stationary solutions
First, the propagation and collision of the exact and perturbed scalar nonparaxial solutions are studied. These simulations will determine if the scalar solutions maintain their shape, diffract, or collapse during propagation. Subsequent simulations study the collision between the scalar solutions which determine their stability to large scale perturbations. All simulations are performed for a propagation distance of 25Z 0 , where Z 0 ϭk 0 w 0 2 is proportional to the Rayleigh range.
The propagation of the exact nonparaxial sech( ) solution is shown in Fig. 7 . As mentioned before, this solution is only valid when the intrinsic quintic index is zero, or qϭ0. For the value 2 ϭ0.01, the width parameter w 0 ϭ1.56. The intensity full-width at half-maximum ͑FWHM͒ for a sech( ) profile is given by 1.7627w 0 , leading to an initial FWHM of The plot also shows that the beam remains exponentially localized-which is characteristic of NLS soliton propagation-except for small dispersive tails. These weak tails are present for a wide range of grid sizes and samplings both with and without absorbing boundaries. Because ͉q͉ 2 ϭ0 in this case, nearly exact stationary propagation occurs resulting from the balance among the nonparaxial terms. Now the perturbed solutions are studied. The value of the nonparaxial parameter 2 is kept the same at 0.01, but the value of the normalized intrinsic quintic nonlinear index is set to qϭϮ10. Figure 8 shows semi-log plots of the initial and final beam profiles for qϭϪ10 ͑left͒ and qϭ10 ͑right͒. The most striking difference between these plots and that of the exact solution when qϭ0 is that these solutions do not remain as strongly localized during propagation due to greater shedding of energy. However, these solutions are also stable to propagation since they maintain their shapes over long distances. For propagation with qϭϪ10, the beam broadens from its initial FWHM of 2.88 to a final FWHM of 2.92, while for propagation with qϭ10, the beam broadens from 2.73 to 2.77. Using ͉q͉ϭ10, ͉q͉ 2 ӷ 2 , and it is expected that the stronger generation of dispersive radiation in this case can be attributed to the fact that the approximate solution is a perturbation about the exact solution, where the perturbation arises from the intrinsic quintic nonlinearity. For comparison, in the absence of the nonparaxial terms, the cubic-quintic NLS equation has an exact analytical solution 20 which remains exponentially localized during propagation with no change in shape.
Two observations about the approximate analytical solutions should be noted. The results shown in Fig. 8 correspond to a value of the perturbation parameter ͉q͉ 2 ϭ0.1. For values of ͉q͉ dispersive wave generation becomes more pronounced, an indication that the approximate solution does not match the exact eigenmode of the system. The other observation concerns the FWHM of the approximate solution as a function of q. Clearly, the value of w 0 does not change with q, but the amplitude of the perturbation corrections does and affects the overall peak amplitude and FWHM. For qϽ0, the overall nonlinear self-focusing will be reduced ͑for a constant intensity profile͒, and the peak intensity ͓according to Eq. ͑34͔͒ increases to compensate. The FWHM also increases to lengthen the effective diffraction distance such that the balance between the linear and nonlinear effects can be achieved, as shown in Fig. 3 . When qϾ0, the opposite occurs where self-focusing is enhanced for a constant intensity profile, with the peak intensity and FWHM of the perturbed soliton both decreasing.
In all cases discussed thus far ͑and in the next section as well͒, increasing the peak intensity by a factor 1.1 over the values prescribed by the analytical solutions gives rise to breathing behavior ͑i.e., periodic focusing and de-focusing͒ and additional dispersive wave generation, but collapse does not occur. Therefore, at the very least, these solutions can be considered solitary waves. The collision studies will determine how closely their behavior mimics that of a true soliton, namely, that of the paraxial NLS soliton. For all collision simulations, the collision angle ͑the relative angle between the two solitons͒ is given by sin ϭ1.12, which is the linear resolvability angle for two sech( )-shaped beams. 21 For reference purposes, Fig. 9 shows the collision between two paraxial NLS solitons ͑using the NLS evolution equation͒ for 2 ϭ0.01. The initial FWHM 2.81 of each soliton is unchanged after collision. In addition, it is clear that each soliton remains exponentially localized well after the point of collision, with no dispersive wave generation. This is indicative of true soliton behavior. It should be noted that, at the point of collision, the solitons coalesce to a single wave with dramatically increased peak intensity and decreased width. Therefore, individual solitons may propagate in a regime well-described by the NLS equation, but their collision may warrant the inclusion of the higher-order nonparaxial and nonlinear terms obtained here. Likewise, for the collision between nonparaxial solitons, the subsequent narrow width and high peak intensity of the self-focusing pair may lead to material damage and/or the necessity of including further higher-order nonparaxial terms and nonlinear effects ͑such as Raman scattering and multi-photon ionization͒ for the proper description of propagation. The following nonparaxial simulations, even if approaching the limits of the present model at the point of collision, are presented to illustrate the differences between the NLS and nonparaxial cases. The exact nature of propagation in this very narrow, highintensity regime depends strongly on the material involved.
Collision between exact sech( ) nonparaxial solutions is shown in Fig. 10 with qϭ0 and 2 ͕0.01,0.001͖. For 2 ϭ0.01 ͑left plot͒, dispersive wave generation due to collision is evident. Thus, this collision is not perfectly elastic as in the NLS case, but the nonlinear waves nearly maintain their original shapes, with the FWHM increasing slightly from the initial value of 2.81 to 2.82. The dispersive wave generation is a manifestation only of the nonparaxial effects since qϭ0 in this case. The results for the 2 ϭ0.001 collision ͑right plot͒ are similar to those of the paraxial NLS case, with almost complete exponential localization occurring, and the initial FWHM of 8.88 does not change after collision. This case shows that the nonparaxial effects become negligible for 2 small, as expected. From these collision results, it can be concluded that the exact scalar nonparaxial stationary solutions are quasi-solitons which exhibit behavior similar to that of an exact soliton.
The collision between the perturbed solutions is examined for 2 ϭ0.01 and qϭϪ10 and qϭ10. The results are shown in Fig. 11 . In these cases, significantly more dispersive wave generation occurs than for the exact solution. For the qϭϪ10 simulation ͑left plot͒, the initial beam width decreases from 2.88 to 2.85, while for the qϭ10 simulation ͑right plot͒, the initial beam width increases from 2.73 to 2.78. As before, the greater dispersive wave generation in the collision between the approximate solutions can be attributed primarily to intrinsic quintic nonlinearity. It should be noted for comparison that similar quasi-soliton behavior was previously obtained 15, 22 for solutions to the cubicquintic NLS equation, for which nonparaxial effects were not present.
B. The vector stationary solutions
In this section we consider the propagation and collision of the exact and perturbed vector solutions. Qualitatively, the results are similar to those obtained in the scalar case, but with greater dispersive wave generation occurring upon collision. This result can only be attributed to the additional nonlinear nonparaxial terms in the vector case due to the vectorial nonlinear coupling between the single transverse and longitudinal field projections.
In the vector simulations, propagation and collision are considered only for 2 ϭ0.01 for the exact vector solution with qϭ12.2 and for the perturbed solution with q ͕Ϫ10,0͖. Figure 12 shows the propagation ͑left plot͒ and collision ͑right plot͒ of the exact solution over a distance of 25Z 0 . Similar to the scalar exact solution, the vector exact solution exhibits a very slight generation of dispersive radiation in the wings with nearly complete exponential localization, with the FWHM remaining unchanged at 2.81. The collision results show that stronger dispersive wave generation occurs than in the scalar case. The main difference from the scalar solution is that for the exact vector solution, the nonparaxial effects are small compared to the quintic nonlinearity, which must therefore be largely responsible for the dispersive radiation. Figure 13 shows propagation and collision results for the approximate vector solution for qϭϪ10. Again, it is expected that the quintic nonlinearity will dominate the nonparaxial terms. Now, much greater dispersive wave genera- tion occurs during propagation ͑left plot͒ than for the exact solution, resulting in a situation similar to that of propagation of the scalar solutions. As expected as well, exponential localization is decreased even further after collision ͑right plot͒.
The final vector case is when qϭ0, for which only the nonparaxial effects are present. The propagation ͑left plot͒ and collision ͑right plot͒ results for this case are shown in Fig. 14. As can be seen from the left plot, dispersive generation in propagation is greatly reduced over the previous case with qϭϪ10, but still greater than occurs for either the vector or scalar exact solutions. The latter perhaps provides the most direct comparison, since qϭ0 in that case as well, and the difference between the two cases is due only to the additional vector nonlinear couplings. Dispersive wave generation due to collision ͑right plot͒ is also much less than for the other vector cases for which q 0. This provides another indication that the quasi-soliton behavior of these nonparaxial solutions is mainly the result of the effects of the intrinsic quintic nonlinearity. The dispersive wave generation is greater than that obtained for the exact scalar solution, as expected.
V. DISCUSSION AND CONCLUSIONS
In this paper, scalar and vector 1-D nonparaxial nonlinear evolution equations were derived which include effective and intrinsic contributions to the quintic nonlinear refractive index; the intrinsic contribution must be considered as the effective quintic index naturally arises as a nonparaxial term. It was shown, by performing propagation studies of exact and perturbed stationary solutions to the scalar and vector equations, that the intrinsic quintic index impacts propagation and collision, and is largely responsible for dispersive wave generation. All of the collision studies show that the generation of dispersive radiation after collision is signifi- cantly greater than due to propagation. Higher-order effects ͑all terms that scale as 2 or ͉q͉ 2 ) become more important at the point of collision where narrowing and increased intensity result. Therefore, these higher-order terms may even be important to properly describe collision between NLS solitons under certain conditions. Even though dispersive radiation is generated, these nonparaxial solutions can be considered quasi-solitons, as defocusing or catastrophic collapse do not occur.
The results presented here are based on the assumptions that the nonparaxial parameter 2 Ӷ1, and the intrinsic quintic nonlinear index scaling factor ͉q͉ 2 Ӷ1. However, materials exist for which the latter restriction may not be satisfied, such as PTS and AlGaAs, in which n 4 ͑perhaps more precisely n 4 tot ) can be of the order of Ϫ100n 2 2 ͑Ref. 23͒ or Ϫ1000n 2 2 , 24 respectively. The cubic-quintic NLS equation may be more relevant for propagation in these materials for which ͉q͉ 2 is much greater than 2 , and can be of unity order or greater. The inclusion of nonparaxial terms can then be treated as perturbations to the cubic-quintic NLS equation, rather than the quintic index and nonparaxial terms being treated as perturbations to NLS as done here.
The (1ϩ1)-D nonparaxial scalar ͑TE polarization͒ and vector ͑TM polarization͒ nonlinear evolution equations derived in Secs. I and II describe 1-D spatial evolution of an optical field. It should be noted that these equations can be trivially combined into a single, (2ϩ1)-D, nonparaxial vector equation for the evolution of a linearly-polarized, 2-D spatial beam. Previous work has shown that nonparaxial effects allow for a stable basin of attraction in the 2-D scalar spatial system. 5 The results of the propagation studies in Sec. IV indicate that the self-focusing phenomena will be different in directions parallel ͑TM͒ and perpendicular ͑TE͒ to the direction of polarization. This observation was made previously, 7 in which a (2ϩ1)-D vector nonparaxial equation was derived, the reduction of which to (1ϩ1)-D scalar and vector equations is similar to those derived here. Due to this asymmetry and the fact that soliton behavior is different between the 1-D scalar and vector cases as shown in Sec. IV, it is expected that linearly-polarized 2-D spatial solitons would in fact have to be elliptical in shape. The asymmetry in the 2-D self-focusing can be eliminated by using beams that are rotationally-symmetric in amplitude and polarization. Examples of these beams are the stationary TE ͑circular polarization͒ and TM ͑radial polarization͒ modes of a rotationally-symmetric waveguide. 25, 26 To the author's knowledge, no nonparaxial study of the propagation of these stationary modes has been performed.
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