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Abstract.This paper is devoted to studying the Cauchy problem for the Ostrovsky
equation
∂x
(
ut − β∂
3
xu+
1
2
∂x(u
2)
)
− γu = 0,
with positive β and γ. This equation describes the propagation of surface waves in a
rotating oceanic flow. We first prove that the problem is locally well-posed in H−
3
4 (R).
Then we reestablish the bilinear estimate, by means of the Strichartz estimates instead
of calculus inequalities and Cauchy-Schwartz inequalities. As a byproduct, this bilinear
estimate leads to the proof of the local well-posedness of the problem in Hs(R) for
s > −3
4
, with help of a fixed point argument.
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We consider the Cauchy problem for the Ostrovsky equation with positive dispersion
∂x
(
ut − β∂
3
xu+
1
2
∂x(u
2)
)
− γu = 0, with β > 0, γ > 0, (1.1)
u(x, 0) = u0(x), (1.2)
where u represents the free surface of a liquid and the positive parameter γ measures
the effect of rotation. This equation (1.1) was proposed by Ostrovsky [58] as a model for
weakly nonlinear long waves in a rotating liquid, by taking into account of the Coriolis
force. It describes the propagation of surface waves in the ocean in a rotating frame of
reference. In fact, β determines the type of dispersion, more precisely, β < 0 (negative
dispersion) for surface and internal waves in the ocean or surface waves in a shallow
channel with an uneven bottom, and β > 0 (positive dispersion) for capillary waves on
the surface of a liquid or for oblique magneto-acoustic waves in plasma [3, 13, 14, 16, 39,
53, 54]).
The Ostrovsky equation (1.1) can be rewritten in the following form
ut − β∂
3
xu+
1
2
∂x(u
2)− γ∂−1x u = 0. (1.3)
When γ = 0, it reduces to the Korteweg-de Vries equation which has been investigated
widely [4–6, 9, 10, 32–36, 55, 57]. By introducing the Fourier restriction norm method,
Bourgain [5] proved that the Cauchy problem for the KdV equation is globally well-posed
in L2 for the periodic case and nonperiodic case. By using the Fourier restriction norm
method, Kenig et al. [35, 36] proved that the Cauchy problem for the KdV equation is
locally well-posed in Hs(R), s > −3
4
and ill-posed in Hs(R) with s < −3
4
in the sense
that the data-to-solution map fails to be uniformly continuous as map from Hs(R) to
C0tH
s(R). This means that s = −3
4
is the critical regularity index in Sobolev spaces
for KdV equation. By using the I-method and the Fourier restriction norm method,
Colliander et al. [10] showed that the Cauchy problem for the KdV equation is globally
well-posed in Hs(R) with s > −3
4
. Guo [20] and Kishimoto [37] proved that the Cauchy
problem for the KdV equation is globally well-posed in H−
3
4 (R) with the aid of the I-
method and the modified Besov spaces. Kappeler and Topalov [31] proved that the flow
map extends continuously to H−1 in the periodic case with the aid of inverse scattering
transformation. Molinet [49] proved that no well-posedness result can possibly hold
2
below s = −1 in the periodic case in the sense that the solution map of KdV equation
does not extend to a continuous map from Hs for s < −1 to distribution. Molinet [50]
proved that the solution-map associated with the KdV equation cannot be continuously
extended in Hs(R) for s < −1. Liu [46] established a priori bounds for KdV equation in
H−
3
4 (R). Buckmaster and Koch [7] proved the existence of weak solutions to the KdV
initial value problem on the real line with H−1 initial data and studied the problem of
orbital and asymptotic Hs stability of solitons for integers s = −1; and established new
a priori H−1 bound for solutions to the KdV equation.
The stability of the solitary waves or soliton solutions of the Ostrovsky equation
(1.1) has also been examined [40–42, 47, 48, 60, 63]. Choudhury et al. [8] studied
the Hamiltonian formulation, nonintegrability and local bifurcations for the Ostrovsky
equation. Others have studied the Cauchy problem for (1.1); for instance, see [18, 19,
21, 22, 25–30, 42, 43, 47, 49, 59, 61–63]. The results in [25, 27, 56] showed that s = −3
4
is the critical regularity index for (1.1) in Sobolev spaces. Recently, Coclite and Ruvo
[11, 12] have investigated the convergence of the Ostrovsky equation to the Ostrovsky-
Hunter equation, and also the dispersive and diffusive limits for the Ostrovsky-Hunter
type equation. Moreover, Li et al. [44] proved that the Cauchy problem for the Ostrovsky
equation with negative dispersion is locally well-posed in H−
3
4 (R). However, the well-
posedness of the Ostrovsky equation with positive dispersion in H−
3
4 (R) has not yet
been shown up to now.
Observe that if u(x, t) is the solution to the Cauchy problem for (1.3), then uλ(x, t) =
λ−2u
(
x
λ
, t
λ3
)
, for λ > 0, is the solution to the following equation
uλt − β∂
3
xu
λ +
1
2
∂x((u
λ)2)− γλ−4∂−1x u
λ = 0, (1.4)
uλ(x, 0) = λ−2u0
(x
λ
)
. (1.5)
If u is the solution to (1.3), then v(x, t) = β−1u(x, β−1t) is the solution vt−vxxx+
1
2
∂x(v
2)−
β−1γ∂−1x v = 0. Hence without loss of generality, we can assume that γ = β = 1 in this
paper.
In the present paper, we first prove that (1.3) with initial condition (1.2) is locally
well-posed in H−
3
4 (R). More precisely, we establish a bilinear estimate with s = −3
4
,
which combines with the fixed point theorem to yield the local well-posedness of the
3
Cauchy problem for (1.3) in H−
3
4 (R). Then by using the Strichartz estimates instead
of calculus inequalities and the Cauchy-Schwartz inequality, we reestablish the bilinear
estimate for the Ostrovsky equation (1.3) with s > −3
4
, which combines with Lemma
2.8 (below) and the fixed point theorem to imply the local well-posedness of the Cauchy
problem for (1.3) in Hs(R) with s > −3
4
.
Before stating the main results, we introduce some notations. Throughout this paper,
we assume that λ ≥ 1 and C is a positive constant which may vary from line to line. Let ǫ
be a small number with 0 < ǫ < 10−4. Note that a ∼ b means that |b| ≤ |a| ≤ 4|b|, a≫ b
means that |a| > 4|b|. Let ψ be a smooth function with support in [−1, 2] and taking
the value 1 in [−1, 1]. For a set I ⊂ R2, define the indicator function χI((ξ, τ)) = 1
if (ξ, τ) ∈ I; χI((ξ, τ)) = 0 if (ξ, τ) /∈ I. Let Fu be the Fourier transformation of u
with respect to both space and time variables, and F−1u be the corresponding inverse
transformation, while Fxu denotes the Fourier transformation of u with respect to the
space variable and F−1x u denotes the corresponding inverse transformation. Define
〈·〉 = 1 + | · |,
D′ :=
{
(ξ, τ) ∈ R2 : |ξ| ≤
1
8
, |τ | ≥ |ξ|−3
}
,
D1 :=
{
(ξ, τ) ∈ R2 : |ξ| ≤
1
8
, |τ | < |ξ|−3
}
,
D2 :=
{
(ξ, τ) ∈ R2 :
1
8
< |ξ| ≤ 1, |τ | < |ξ|−3
}
,
D3 :=
{
(ξ, τ) ∈ R2 :
1
8
< |ξ| ≤ 1, |τ | ≥ |ξ|−3
}
,
Aj :=
{
(ξ, τ) ∈ R2 : 2j ≤ 〈ξ〉 < 2j+1
}
,
φλ(ξ) = ξ3 +
1
λ4ξ
, σλ = τ + φλ(ξ), σλj = τj + φ
λ(ξj)(j = 1, 2),
Bk :=
{
(ξ, τ) ∈ R2 : 2k ≤
〈
σλ
〉
< 2k+1
}
,
Sλ(t)φ = et(∂
3
x+λ
−4∂−1x )φ = C
∫
R
e−it(ξ
3+ξ−1λ−4)
Fxφ(ξ)dξ.
Obviously,
{
(ξ, τ) ∈ R2 : |ξ| ≤ 1, τ ∈ R
}
= D′∪D1∪D2∪D3. Here j, k are nonnegative
integers. Space Xs, bλ is defined by
Xs, bλ =
{
u ∈ S
′
(R2) : ‖u‖Xs, b
λ
=
∥∥∥〈ξ〉s 〈σλ〉b Fu(ξ, τ)∥∥∥
L2
τξ
(R2)
<∞
}
.
Xs,bλ was introduced by Rauch and Reed [52], Beals [1], Bourgain [5], Klainerman and
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Machedon [38], and further developed by Kenig, Ponce and Vega [33]. Space Xs, b, 1λ ={
u ∈ S
′
(R2) : ‖u‖Xs, b, 1
λ
<∞
}
is equipped with the following norm
‖u‖Xs, b, 1
λ
=
∥∥∥∥
(∥∥∥〈ξ〉s 〈σλ〉b Fu(ξ, τ)∥∥∥
L2
τξ
(Aj∩Bk)
)
j, k≥0
∥∥∥∥
ℓ2j (ℓ
1
k
)
∼
[∑
j
22js
(∑
k
2bk‖Fu(ξ, τ)‖L2
τξ
(Aj∩Bk)
)2]1/2
.
Space Xλ is defined by
Xλ
=
{
u ∈ S
′
(R2) : ‖u‖Xλ =
∥∥F−1[χDcFu]∥∥
X
−
3
4 ,
1
2 ,1
λ
+ ‖F−1[χD′Fu]‖
X
−
3
4 ,
1
2
λ
<∞
}
and space Y is defined by Y =
{
u ∈ S
′
(R2) : ‖u‖Y =
∥∥∥〈ξ〉− 34Fu(ξ, τ)∥∥∥
L2
ξ
L1τ
<∞
}
,
where Dc ∪ D′ = R2τξ, respectively. Spaces Xˆλ, Xˆλ
s, b, 1
, Xˆλ
s, b
are equipped with the
following norms
‖f‖Xˆλ = ‖F
−1f‖Xλ, ‖f‖Xˆλ
s,b,1 = ‖F−1f‖Xs,b,1
λ
, ‖f‖
Xˆλ
s,b = ‖F−1f‖Xs,b
λ
,
respectively. The space X
λ,T denotes the restriction of Xλ onto the finite time interval
[−T, T ] and is equipped with the norm
‖u‖X
λ, T
= inf {‖w‖Xλ : w ∈ Xλ, u(t) = w(t) for − T ≤ t ≤ T} .
The main results of this paper are stated in Theorem 1.1 and Theorem 1.2.
Theorem 1.1. (Well-posedness in H−
3
4 (R)) The Cauchy problem for (1.3) is locally
well-posed in H−
3
4 (R). That is, for u0 ∈ H
− 3
4 (R), there exists a positive number T
such that the solution map u0 7→ u(t) is locally Lipschitz continuous from H
− 3
4 (R) into
C([−T, T ];H−
3
4 (R)) ∩ ‖u‖X
λ,T
. Moreover, the solution to the Cauchy problem for (1.3)
on the time interval [−T, T ] is unique in the space Xλ,T .
Remark 1: Isaza and J. Mej´ıa [27] and Taugawa [56] have proved that the Cauchy
problem (1.3) - (1.2) is locally well-posed in Hs(R) with s > −3
4
. Moreover, Isaza and
J. Mej´ıa [27] have proved that the problem (1.3)- (1.2) is not quantitatively well-posed
in Hs(R) with s < −3
4
. Thus, s = −3
4
is the critical regularity index in Sobolev space
for (1.3)- (1.2).
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Remark 2: Inspired by [23, 24, 37] and in view of the structure of the Ostrovsky
equation with positive dispersion, we choose the space Xλ, which is slightly different
from space X of [37]. More precisely, Kishimoto [37] used the set
D :=
{
(ξ, τ) ∈ R2, |ξ| ≤ 1, |τ | ≥ |ξ|−3
}
in [37]. However, we need to take
D′ :=
{
(ξ, τ) ∈ R2, |ξ| ≤
1
8
, |τ | ≥ |ξ|−3
}
.
Now we give a specific example to explain the reason why we take D′. In proving (vii)
of Lemma 3.1 (below) for the case 2k2 = 2kmax > 4max
{
2k, 2k1
}
and (τ2, ξ2) ∈ D
′, we
have C|ξ|−3 ≤ 2k2 ∼ |σ+ − σ+1 − σ
+
2 | ∼ 2
k2 = |3ξξ1ξ2 −
ξ21+ξ1ξ2+ξ
2
2
λ4ξξ1ξ2
| ∼ C|ξξ1ξ2| ∼ |ξ2|2
2j1,
and |ξ2| ≥ C2
−
j1
2 , which is crucial in establishing (vii) of Lemma 3.1. But on the set
D =
{
(τ, ξ) ∈ R2, |ξ| ≤ 1, |τ | ≥ |ξ|−3
}
, we can not guarantee that |ξ2| ≥ C2
−
j1
2 .
Remark 3: Now we outline the proof for Theorem 1.1. Comparing with the KdV
equation and the Ostrovsky equation with the negative dispersion, the structure of the
Ostrovsky equation with positive dispersion is much more complicated. More precisely,
for λ > 0, note that
(ξ1+ ξ2)
3+
1
λ4(ξ1 + ξ2)
− ξ31 −
1
λ4ξ1
− ξ32 −
1
λ4ξ2
= 3ξ1ξ2(ξ1+ ξ2)−
ξ21 + ξ1ξ2 + ξ
2
2
λ4ξ1ξ2(ξ1 + ξ2)
, (1.6)
ξ31 +
1
λ4ξ1
+ ξ32 +
1
λ4ξ2
−
(ξ1 + ξ2)
3
4
−
4
λ4(ξ1 + ξ2)
=
3
4
(ξ1 + ξ2)(ξ1 − ξ2)
2
[
1 +
4
3λ4ξ1ξ2(ξ1 + ξ2)2
]
, (1.7)
and
ξ32
4
+
4
λ4ξ2
−
(
(ξ1 + ξ2)
3 +
1
λ4(ξ1 + ξ2)
)
+
(
ξ31 +
1
λ4ξ1
)
=
3
4
ξ2(2ξ1 + ξ2)
2
[
1−
4
3λ4(ξ1 + ξ2)ξ1ξ22
]
. (1.8)
From (1.6)-(1.8), we know that there exist no positive constants Cj(j = 1, 2, 3) such that∣∣∣∣(ξ1 + ξ2)3 + 1λ4(ξ1 + ξ2) − ξ31 −
1
λ4ξ1
− ξ32 −
1
λ4ξ2
∣∣∣∣
=
∣∣∣∣3ξ1ξ2(ξ1 + ξ2)− ξ21 + ξ1ξ2 + ξ22λ4ξ1ξ2(ξ1 + ξ2)
∣∣∣∣
≥ C1|ξ1ξ2(ξ1 + ξ2)|, (1.9)
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∣∣∣∣ξ31 + 1λ4ξ1 + ξ32 +
1
λ4ξ2
−
(ξ1 + ξ2)
3
4
−
4
λ4(ξ1 + ξ2)
∣∣∣∣
=
∣∣∣∣34(ξ1 + ξ2)(ξ1 − ξ2)2
[
1 +
4
3λ4ξ1ξ2(ξ1 + ξ2)2
]∣∣∣∣ ≥ C2|ξ1ξ2(ξ1 + ξ2)|, (1.10)
and ∣∣∣∣ξ324 + 4λ4ξ2 −
(
(ξ1 + ξ2)
3 +
1
λ4(ξ1 + ξ2)
)
+
(
ξ31 +
1
λ4ξ1
)∣∣∣∣
=
∣∣∣∣34ξ2(2ξ1 + ξ2)2
[
1−
4
3λ4(ξ1 + ξ2)ξ1ξ22
]∣∣∣∣ ≥ C3|ξ1ξ2(ξ1 + ξ2)| (1.11)
for any ξ1, ξ2 ∈ R. For the KdV equation, we have that
∣∣(ξ1 + ξ2)3 − ξ31 − ξ32∣∣ = 3 |ξ1ξ2(ξ1 + ξ2)| , (1.12)∣∣∣∣ξ31 + ξ32 − (ξ1 + ξ2)34
∣∣∣∣ =
∣∣∣∣34(ξ1 + ξ2)(ξ1 − ξ2)2
∣∣∣∣ , (1.13)∣∣∣∣ξ324 − (ξ1 + ξ2)3 + ξ31
∣∣∣∣ =
∣∣∣∣34ξ2(2ξ1 + ξ2)2
∣∣∣∣ , (1.14)
respectively. The equalities (1.13)-(1.14) ensure that Lemmas 3.2, 3.3 of [37] are valid.
The estimate (1.9) and Lemmas 3.2, 3.3 of [37] are the key tools of proving the main
result of Theorem 1.2 of [37]. From Lemmas 2.3, 2.6 of [44] and the following inequality
(ξ1+ξ2)
3−
1
λ4(ξ1 + ξ2)
−ξ31+
1
λ4ξ1
−ξ32+
1
λ4ξ2
= 3ξ1ξ2(ξ1+ξ2)+
ξ21 + ξ1ξ2 + ξ
2
2
λ4ξ1ξ2(ξ1 + ξ2)
, (1.15)
we know that the proof of Theorem 1.1 of [44] is similar to the proof of Theorem 1.2 of
[37].
From (1.6)-(1.11), we know that we cannot completely follow the method of [37, 44]
to establish the local well-posedness of the Cauchy problem for the Ostrovsky equation
with positive dispersion in H−
3
4 (R). Thus, for λ ≥ 1 and the Ostrovsky equation with
positive dispersion, we consider cases∣∣∣∣3ξ1ξ2(ξ1 + ξ2)− ξ21 + ξ1ξ2 + ξ22λ4ξ1ξ2(ξ1 + ξ2)
∣∣∣∣ < |ξ1ξ2(ξ1 + ξ2)|4 , (1.16)∣∣∣∣3ξ1ξ2(ξ1 + ξ2)− ξ21 + ξ1ξ2 + ξ22λ4ξ1ξ2(ξ1 + ξ2)
∣∣∣∣ ≥ |ξ1ξ2(ξ1 + ξ2)|4 , (1.17)
∣∣∣∣1 + 43λ4ξ1ξ2(ξ1 + ξ2)2
∣∣∣∣ < 12 , (1.18)∣∣∣∣1 + 43λ4ξ1ξ2(ξ1 + ξ2)2
∣∣∣∣ ≥ 12 , (1.19)
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and ∣∣∣∣1− 43λ4(ξ1 + ξ2)ξ1ξ22
∣∣∣∣ < 12 , (1.20)∣∣∣∣1− 43λ4(ξ1 + ξ2)ξ1ξ22
∣∣∣∣ ≥ 12 . (1.21)
Only when (1.17), (1.19) and (1.21) are valid simultaneously, can we follow the method
of [37]. Other cases have to be handled with the aid of techniques introduced in the
present paper.
Our second main result is stated in Theorem 1.2.
Theorem 1.2. (Bilinear estimate for s > −3
4
)
Let s > −3
4
and β > 0 and γ > 0. Then the following bilinear estimate holds:
‖∂x(u1u2)‖
X
s,− 12+2ǫ
λ
≤ C
2∏
j=1
‖uj‖
X
s, 12+ǫ
λ
. (1.22)
Remark 4: By using the calculus inequalities and Cauchy-Schwartz inequalities, Isaza
and Mej´ıa [25, 27] and Tsugawa [56] have already established Theorem 1.2. But in this
paper, we use the Strichartz estimates to present an alternative proof of Theorem 1.2.
As a byproduct, Theorem 1.2, combining with Lemma 2.8 (below) and a fixed point
argument, leads to the well-posedness of the Cauchy problem for the Ostrovsky equation
with positive dispersion in Hs(R) with s > −3
4
.
Remark 5: Now we outline the proof of Theorem 1.2. Isaza and Mej´ıa [25, 27] have
used certain calculus inequalities and Cauchy-Schwartz inequality to establish this crucial
bilinear estimate, which plays the key role in proving the local well-posedness of the
Cauchy problem for the Ostrovsky equation with positive dispersion in Hs(R) with
s > −3
4
. In this paper, we use the Strichartz estimates instead of calculus inequalities and
Cauchy-Schwartz inequality to reestablish the same bilinear estimate for the Ostrovsky
8
equation with positive dispersion. From Lemma 2.9 (below), we know that∥∥∥∥∥∥∥∥∥
∫
ξ =
2∑
j=1
ξj
τ =
2∑
j=1
τj
|ξ21 − ξ
2
2 |
s
2∏
j=1
Fuj(ξj, τj)dξ1dτ1
∥∥∥∥∥∥∥∥∥
L2
ξτ
≤
∥∥∥∥∥∥∥∥∥
∫
ξ =
2∑
j=1
ξj
τ =
2∑
j=1
τj
∣∣ξ21 − ξ22∣∣s
∣∣∣∣1 + 13λ4ξ21ξ22
∣∣∣∣
s
Fu1(ξ1, τ1)Fu2(ξ2, τ2)dξ1dτ1
∥∥∥∥∥∥∥∥∥
L2
ξτ
≤ C
2∏
j=1
‖uj‖
X
0, 3+2s4
1
2+ǫ
λ
, 0 < s ≤
1
2
, (1.23)
which is useful in establishing the bilinear estimate. When (1.17) is valid, we can easily
establish the bilinear estimate by using (1.23). When (1.16) is valid, we have
|ξmin| ∼ λ
−2|ξmax|
−1, (1.24)
where |ξmin| := min {|ξ|, |ξ1|, |ξ2|} and |ξmax| := max {|ξ|, |ξ1|, |ξ2|}. We will combine
(1.24) and (1.23), together with a suitable splitting of region, to establish the bilinear
estimate.
Remark 6: Levandosky and Liu [41] studied the stability of the generalized Ostrovsky
equation
[
ut − βuxxx + (u
k)x
]
x
= γu, k ≥ 3, k ∈ N, γ > 0, β 6= 0. (1.25)
The techniques used in proving Theorem 1.2 are conducive to establish the multilinear
estimate ∥∥∥∥∥∂x
k∏
j=1
(uj)
∥∥∥∥∥
X
s,− 12+2ǫ
λ
≤ C
k∏
j=1
‖uj‖
X
s, 12+ǫ
λ
(1.26)
for s = 1
4
with k = 3 and s = k−4
2k
with k ≥ 4. As a byproduct, (1.26) in combination
with Lemma 2.8 yields a result on the optimal regularity for (1.25) in Sobolev spaces.
The rest of this paper is arranged as follows. After presenting some preliminaries in
the next section, we establish bilinear estimate for s = −3
4
in Lemmas 3.1-3.2 in Section
3. Then, we prove local well-posedness (Theorem 1.1) for s = −3
4
, and bilinear estimate
(Theorem 1.2) for s > −3
4
, in Sections 4 and 5, respectively.
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2. Preliminaries
In this section, we establish Lemmas 2.1-2.9 which play an important role in estab-
lishing Lemma 3.1 and Theorems 1.1 and 1.2. More precisely, we establish Lemmas 2.1,
2.2, 2.3 and 2.6. These lemmas will be used to prove Lemma 3.1 which implies Lemma
3.2 immediately with the help of a suitable decomposition. Lemma 3.2 and Lemmas 2.4
- 2.5, in combination with a fixed point argument, yield Theorem 1.1. Lemmas 2.7-2.9
are used to establish Theorem 1.2.
Lemma 2.1. Assume that fk(k = 1, 2) ∈ S
′(R2) with supp fk ⊂ Ajk(k = 1, 2), and
K1 := inf {|ξ1 − ξ2| : ∃ τ1, τ2, s.t. (ξk, τk) ∈ supp fk(k = 1, 2)} > 0.
If
(ξ1, τ1) ∈ supp f1, (ξ2, τ2) ∈ supp f2, ξ1ξ2 > 0, (2.1)
or
(ξk, τk) ∈ supp fk(k = 1, 2), ξ1ξ2 < 0,
∣∣∣∣1 + 43λ4ξ2ξ1ξ2
∣∣∣∣ > 12 , (2.2)
then there exists a positive constant C such that the following inequalities hold
‖|ξ|
1
4f1 ∗ f2‖L2(R2) ≤ C
2∏
k=1
‖fk‖
Xˆλ
0, 12 ,1
, (2.3)
‖|ξ|
1
2f1 ∗ f2‖L2(R2) ≤ CK
− 1
2
1
2∏
k=1
‖fk‖
Xˆλ
0, 12 ,1
. (2.4)
Proof. Since τ = τ1 + τ2, ξ = ξ1 + ξ2, by a direct computation, we have that
τ +
ξ3
4
+
4
λ4ξ
−
(
τ1 + ξ
3
1 +
1
λ4ξ1
)
−
(
τ2 + ξ
3
2 +
1
λ4ξ2
)
= −
3
4
ξ(ξ1 − ξ2)
2
[
1 +
4
3λ4ξ2ξ1ξ2
]
. (2.5)
By using (2.5) and a proof similar to that for Lemma 2.1 of [44], we conclude that
(2.3)-(2.4) are valid.
This completes the proof of Lemma 2.1.
Lemma 2.2. Assume that f ∈ S
′
(R2) , g ∈ S (R2), with supp f ⊂ Aj for some j ≥ 0
and Ω ⊂ R2 with positive measure. Let
K2 := inf {|ξ1 + ξ| : ∃ τ, τ1 s.t. (ξ, τ) ∈ Ω, (ξ1, τ1) ∈ Aj} > 0.
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If
(ξ, τ) ∈ Ω, (ξ1, τ1) ∈ supp f, ξξ1 < 0, (2.6)
or
(ξ, τ) ∈ Ω, (ξ1, τ1) ∈ supp f, ξξ1 > 0,
∣∣∣∣1− 43λ4ξξ1ξ22
∣∣∣∣ > 12 , (2.7)
then, for every k ≥ 0, there exists a positive constant C > 0 such that the following
inequalities hold
‖f ∗ g‖L2(Bk) ≤ C2
k
4 ‖f‖
Xˆλ
0, 12 ,1
‖|ξ|−
1
4g‖L2(R2), (2.8)
‖f ∗ g‖L2(Ω∩Bk) ≤ C2
k
2K
− 1
2
2 ‖f‖
Xˆλ
0, 12 ,1
‖ |ξ|−
1
2 g‖L2(R2) . (2.9)
Proof. Combining the identity
τ2 +
ξ32
4
+
4
λ4ξ2
−
(
τ + ξ3 +
1
λ4ξ
)
+
(
τ1 + ξ
3
1 +
1
λ4ξ1
)
=
3
4
ξ2(2ξ − ξ2)
2
[
1−
4
3λ4ξξ1ξ22
]
with a proof similar to Lemma 2.4 of [44], we obtain the estimates in Lemma 2.2.
This completes the proof of Lemma 2.2.
Lemma 2.3. The space Xˆλ has the following properties:
(i) For every b > 1/2, there exists C > 0 such that
‖f‖Xˆλ ≤ C‖f‖Xˆλ
−
3
4 , b
. (2.10)
(ii) For p = 2, 4
3
, there exists C > 0 such that
‖〈ξ〉−
3
4f‖L2
ξ
Lpτ ≤ C‖f‖Xˆλ
−
3
4 ,
1
2−ǫ
, (2.11)
‖〈ξ〉−
3
4f‖
Xˆλ
−
3
4 ,−
1
2+ǫ
≤ C‖〈ξ〉−
3
4f‖L2
ξ
L4τ
, (2.12)
‖〈ξ〉−
3
4f‖L2
ξ
L1τ
≤ C‖f‖
Xˆλ
−
3
4 ,
1
2 ,1
. (2.13)
Proof. We first prove (i). By using the Cauchy-Schwartz inequality, since b > 1
2
, we
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have
‖u‖2
Xˆλ
−
3
4 ,
1
2 ,1
=
∑
j
2−
3
2
j
(∑
k
2
k
2 ‖u‖L2
ξτ
(Aj∩Bk)
)2
≤
∑
j
2−
3
2
j
(∑
k
2bk2(
1
2
−b)k‖u‖L2
ξτ
(Aj∩Bk)
)2
≤
∑
j
2−
3
2
j
(∑
k
22bk‖u‖2L2
ξτ
(Aj∩Bk)
)(∑
k
2(1−2b)k
)
≤
∑
j
2−
3
2
j
(∑
k
22bk‖u‖2L2
ξτ
(Aj∩Bk)
)
= ‖u‖2
Xˆλ
−
3
4 ,b
. (2.14)
Note that
‖u‖
Xˆλ
−
3
4 ,
1
2
≤ C‖u‖
Xˆλ
−
3
4 ,b
. (2.15)
Combining (2.14) with (2.15), we have
‖u‖Xˆλ = ‖F
−1u‖Xλ =
∥∥F−1[χDcFu]∥∥
X
−
3
4 ,
1
2 ,1
λ
+ ‖F−1[χDFu]‖
X
−
3
4 ,
1
2
λ
≤ C‖u‖
Xˆλ
−
3
4 ,b
.
The completes the proof of (i).
Now we prove (ii). The inequality (2.13) is in [2]. We only prove the case p = 4
3
of
(2.11), as the case p = 2 of (2.11) is easily checked. By the Ho¨lder inequality, we have
‖f‖2
L2
ξ
L
4
3
τ
=
∫
R
(∫
R
|f |
4
3dτ
) 3
2
dξ
=
∫
R
(∫
R
〈σλ〉−
2
3
(1−2ǫ)〈σλ〉
2
3
(1−2ǫ)|f |
4
3dτ
) 3
2
dξ
≤
[
sup
ξ∈R
(∫
R
〈σλ〉−2(1−2ǫ)dτ
) 1
2
](∫
R
2
〈σλ〉(1−2ǫ)|f |2dτdξ
)
≤ C
∫
R
2
〈σλ〉(1−2ǫ)|f |2dτdξ.
Therefore, from the above inequality, we have
‖〈ξ〉−
3
4 f‖
L2
ξ
L
4
3
τ
=
[∫
R
〈ξ〉−
3
2
(∫
R
|f |
4
3dτ
) 3
2
dξ
] 1
2
≤ C
(∫
R
2
〈ξ〉−
3
2 〈σλ〉(1−2ǫ)|f |2dτdξ
) 1
2
= C
∥∥∥〈ξ〉− 34 f∥∥∥
Xˆλ
−
3
4 ,
1
2−ǫ
. (2.16)
By duality, from (2.16) we derive that (2.12) is valid. This completes the proof of (ii).
This completes the proof of Lemma 2.3.
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Lemma 2.4. Let e−t(−∂
3
x−λ
−4∂−1x )v(x, 0) be the solution to the linear version (discard the
nonlinear part) of equation (1.3). Then we have the following estimate
∥∥∥ψ (t) e−t(−∂3x−λ−4∂−1x )v(x, 0)∥∥∥
Xλ,T
+ ‖ψ (t) e−t(−∂
3
x−λ
−4∂−1x )v(x, 0)‖
H
−
3
4
x (R)
≤ C‖v(x, 0)‖
H
−
3
4
x (R)
.
Proof. Without loss of generality, we assume that T = 1. By the embedding X
− 3
4
, 1
2
+ǫ
λ →֒
Xλ and Lemma 3.1 of [33], we have
∥∥∥ψ (t) e−t(−∂3x−λ−4∂−1x )v(x, 0)∥∥∥
Xλ,1
≤ C
∥∥∥ψ (t) e−t(−∂3x−λ−4∂−1x )v(x, 0)∥∥∥
X
−
3
4 ,
1
2+ǫ
λ
≤ C‖v(x, 0)‖
H
−
3
4
x (R)
.
Thus,
∥∥∥ψ (t) e−t(−∂3x−λ−4∂−1x )v(x, 0)∥∥∥
H
−
3
4
x (R)
≤ C‖v(x, 0)‖
H
−
3
4
x (R)
.
This completes the proof of Lemma 2.4.
Lemma 2.5. The following estimate holds:∥∥∥∥ψ (t)
∫ t
0
e−(t−s)(−∂
3
x−λ
−4∂−1x )F (s)ds
∥∥∥∥
Xλ,T
+
∥∥∥∥ψ (t)
∫ t
0
e−(t−s)(−∂
3
x−λ
−4∂−1x )F (s)ds
∥∥∥∥
H
−
3
4
x (R)
≤ C
∥∥∥F−1(〈σλ〉−1 FF)∥∥∥
Xλ
+
∥∥∥F−1(〈σλ〉−1 FF)∥∥∥
Y
.
Proof. Without loss of generality, we assume that T = 1. Note that∥∥∥∥ψ (t)
∫ t
0
e−(t−s)(−∂
3
x−λ
−4∂−1x )F (s)ds
∥∥∥∥
H
−
3
4
x (R)
≤ C
∥∥∥F−1(〈σλ〉−1 FF)∥∥∥
Y
.
By using the Fourier transformation with respect to the space variable, we have that
Fx
[∫ t
0
e−(t−s)(−∂
3
x−λ
−4∂−1x )F (s)ds
]
(ξ) = Ce
−it(ξ3+ 1
λ4ξ
)
∫
R
e
it(τ+ξ3+ 1
λ4ξ
)
− 1
τ + ξ3 + 1
λ4ξ
F (τ, ξ)dτ
= I1 + I2 + I3,
where
I1 = Ce
−it(ξ3+ 1
λ4ξ
)
∫
R
e
it(τ+ξ3+ 1
λ4ξ
)
− 1
τ + ξ3 + 1
λ4ξ
(IB0F ) (τ, ξ)dτ,
I2 = C
∫
R
eitτ
τ + ξ3 + 1
λ4ξ
(IB>0F ) (τ, ξ)dτ,
I3 = C
∫
R
e
−it(ξ3+ 1
λ4ξ
)
τ + ξ3 + 1
λ4ξ
(IB>0F ) (τ, ξ)dτ.
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By using a proof similar to [15] and Lemma 4.1 of [37], we obtain that
‖I1 + I2 + I3‖Xλ ≤ C
∥∥∥F−1(〈σλ〉−1 FF)∥∥∥
Xλ
+
∥∥∥F−1(〈σλ〉−1 FF)∥∥∥
Y
.
This completes the proof of Lemma 2.5.
Lemma 2.6. The following embeddings are true:
X
0, 1
2
,1
λ →֒ X
0, 1
2
λ , X
0, 1
2
,1
λ →֒ C(R;L
2(R)).
Proof. The conclusion of Lemma can be found in [37], but the proof is not given. Now
we give the explicit proof. Note that
‖u‖2
X
0, 12
λ
=
∑
j
∑
k
2k‖Fu‖2L2
ξτ
(Aj∩Bk)
, ‖u‖2
X
0,12 ,1
λ
=
∑
j
(∑
k
2
k
2 ‖Fu‖L2
ξτ
(Aj∩Bk)
)2
.
To prove X
0, 1
2
,1
λ →֒ X
0, 1
2
λ , it suffices to show that
∑
k
2k‖Fu‖2L2
ξτ
(Aj∩Bk)
≤
(∑
k
2
k
2 ‖Fu‖L2
ξτ
(Aj∩Bk)
)2
. (2.17)
Let 2
k
2 ‖Fu‖L2
ξτ
(Aj∩Bk) = ak. Then, we have
[∑
k
a2k
] 1
2
≤
∑
k
ak, (2.18)
which yields that (2.17) is valid. Thus, we have that X
0, 1
2
,1
λ →֒ X
0, 1
2
λ .
Now we prove that X
0, 1
2
,1
λ →֒ C(R;L
2(R)). By using (2.13), we have that
‖u(t)‖L2 ≤ C
∥∥∥∥
∫
R
eitτFu(ξ, τ)dτ
∥∥∥∥
L2
ξ
≤ C‖Fu(ξ, τ)‖L2
ξ
L1τ
≤ C‖u‖
X
0,12 ,1
λ
. (2.19)
For ∀ǫ > 0, from (2.13), we know that there exists sufficiently large A > 0 such that∥∥∥∥
∫
|τ |≥A
|Fu(ξ, τ)|dτ
∥∥∥∥
L2
ξ
<
ǫ
4
. (2.20)
For this ǫ > 0, ∃δ, which satisfies 0 < δ < ǫ
2A‖u‖
X
0, 12 ,1
λ
, and when |t1 − t2| < δ, we infer
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that
‖u(t1)− u(t2)‖L2 ≤
∥∥∥∥
∫
|τ |≥A
(eit1τ − eit2τ )Fu(ξ, τ)dτ
∥∥∥∥
L2
ξ
+
∥∥∥∥
∫
|τ |<A
(eit1τ − eit2τ )Fu(ξ, τ)dτ
∥∥∥∥
L2
ξ
≤
∥∥∥∥
∫
|τ |≥A
|eit1τ − eit2τ |Fu(ξ, τ)dτ
∥∥∥∥
L2
ξ
+
∥∥∥∥
∫
|τ |<A
|eit1τ − eit2τ |Fu(ξ, τ)dτ
∥∥∥∥
L2
ξ
≤ 2
∥∥∥∥
∫
|τ |≥A
|Fu(ξ, τ)|dτ
∥∥∥∥
L2
ξ
+
∥∥∥∥
∫
|τ |<A
|t1 − t2||τ |Fu(ξ, τ)dτ
∥∥∥∥
L2
ξ
≤
ǫ
2
+ |t1 − t2|A
∥∥∥∥
∫
|τ |<A
Fu(ξ, τ)dτ
∥∥∥∥
L2
ξ
≤
ǫ
2
+ Aδ
∥∥∥∥
∫
|τ |<A
|Fu(ξ, τ)|dτ
∥∥∥∥
L2
ξ
≤
ǫ
2
+ Aδ‖u‖L2
ξ
L1τ
≤
ǫ
2
+ Aδ‖u‖
X
0, 12 ,1
λ
≤
ǫ
2
+
ǫ
2
= ǫ. (2.21)
Thus, putting (2.19)-(2.21) together, we conclude that X
0, 1
2
,1
λ →֒ C(R;L
2(R)).
This ends the proof of Lemma 2.6.
Lemma 2.7. Take ǫ with 0 < ǫ < 1
108
and let F (P af)(ξ) = χ{|ξ|≥a}(ξ)Ff(ξ) with a ≥ 4.
Then, we have
‖u‖L6xt ≤ C‖u‖X0,
1
2+ǫ
λ
, (2.22)∥∥∥D 16xP au∥∥∥
L6xt
≤ C‖u‖
X
0,12+ǫ
λ
, (2.23)
‖u‖L4xt ≤ C‖u‖
X
0, 34( 12+ǫ)
λ
, (2.24)
∥∥∥D 18xP au∥∥∥
L4xt
≤ C‖u‖
X
0,34 (
1
2+ǫ)
λ
. (2.25)
Proof. For the proof of (2.22) and (2.24), we refer the readers to (2.27) and (2.21) of
[18] and (2.3) of Lemma 2.1 in [19]. Interpolating (2.22), (2.23) with ‖u‖L2xt = ‖u‖X0,0
yields that (2.24)-(2.25) are valid.
This completes the proof of Lemma 2.7.
Lemma 2.8. Let T ∈ (0, 1) and −1
2
< b′ ≤ 0 ≤ b ≤ b′+1. Then the following estimates
15
hold for s ∈ R
‖ηT (t)S
λ(t)φ‖Xs,b
λ
(R2) ≤ CT
1
2
−b‖φ‖Hs(R),∥∥∥∥ηT (t)
∫ t
0
Sλ(t− τ)F (τ)dτ
∥∥∥∥
Xs,b
λ
(R2)
≤ CT 1+b
′−b‖F‖
Xs,b
′
λ
(R2)
.
For the proof of Lemma 2.8, we refer the readers to [5, 17, 33].
Lemma 2.9. We define Is as follows
F Is− (u1, u2) = C
∫
ξ =
2∑
j=1
ξj
τ =
2∑
j=1
τj
∣∣∣[φλ(ξ1)]′ − [φλ(ξ2)]′∣∣∣s Fu1(ξ1, τ1)Fu2(ξ2, τ2)dξ1dτ1.
Let 0 < s < 1
2
and b = 1
2
+ ǫ. Then,
∥∥Is− (u1, u2)∥∥L2xt ≤ C
2∏
j=1
‖uj‖
X
0, 3+2s4 b
λ
.
Proof. From Lemma 2.5 of [45], we conclude that
∥∥∥I 12− (u1, u2)∥∥∥
L2xt
≤ C
2∏
j=1
‖uj‖
X
0, 12+ǫ
λ
. (2.26)
Let Fj(ξj, τj) = 〈σ
λ
j 〉
3+2s
4
bFuj(ξj, τj)(j = 1, 2). By the Plancherel identity, we know that
in order to obtain (2.26), it suffices to prove that∥∥∥∥∥∥∥∥∥
∫
ξ =
2∑
j=1
ξj
τ =
2∑
j=1
τj
∣∣∣[φλ(ξ1)]′ − [φλ(ξ2)]′∣∣∣s 2∏
j=1
(
Fj
〈σλj 〉
3+2s
4
b
)
dξ1dτ1
∥∥∥∥∥∥∥∥∥
L2
ξτ
≤ C
2∏
j=1
‖Fj‖L2
ξτ
. (2.27)
Define b1 =
3+2s
4
b. By using the Young inequality and the fact that 0 < s < 1
2
, we derive
that
∣∣∣[φλ(ξ1)]′ − [φλ(ξ2)]′∣∣∣s 2∏
j=1
〈σλj 〉
−b1
≤
∣∣∣[φλ(ξ1)]′ − [φλ(ξ2)]′∣∣∣s
(
2∏
j=1
〈σλj 〉
−2bs
)(
2∏
j=1
〈σλj 〉
−(b1−2bs)
)
≤ 2s
∣∣∣[φλ(ξ1)]′ − [φλ(ξ2)]′∣∣∣ 12
(
2∏
j=1
〈σλj 〉
−b
)
+ (1− 2s)
(
2∏
j=1
〈σλj 〉
− 3
4
b
)
. (2.28)
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Combining (2.24), (2.26) with (2.28), we have that∥∥∥∥∥∥∥∥∥
∫
ξ =
2∑
j=1
ξj
τ =
2∑
j=1
τj
∣∣∣[φλ(ξ1)]′ − [φλ(ξ2)]′∣∣∣s 2∏
j=1
(
Fj
〈σλj 〉
3+2s
4
b
)
dξ1dτ1
∥∥∥∥∥∥∥∥∥
L2
ξτ
≤
∥∥∥∥∥∥∥∥∥
∫
ξ =
2∑
j=1
ξj
τ =
2∑
j=1
τj
∣∣∣[φλ(ξ1)]′ − [φλ(ξ2)]′∣∣∣ 12 2∏
j=1
(
Fj
〈σλj 〉
b
)
dξ1dτ1
∥∥∥∥∥∥∥∥∥
L2
ξτ
+
∥∥∥∥∥∥∥∥∥
∫
ξ =
2∑
j=1
ξj
τ =
2∑
j=1
τj
2∏
j=1
(
Fj
〈σλj 〉
3
4
b
)
dξ1dτ1
∥∥∥∥∥∥∥∥∥
L2
ξτ
≤ C
2∏
j=1
‖Fj‖L2
ξτ
. (2.29)
This completes the proof of Lemma 2.9.
3. Bilinear estimates for s = −3
4
In this section, we establish the bilinear estimates in the case of s = −3
4
. These will
be needed in proving Theorem 1.1 (well-posedness). More precisely, by using Lemmas
2.1-2.3, 2.6, we first establish Lemma 3.1 and then apply Lemma 3.1 to establish Lemma
3.2.
Lemma 3.1. Assume that f, g ∈ S ′(R2), with supp f ⊂ Aj1 and supp g ⊂ Aj2. Then∥∥∥χAj 〈σλ〉−1 ξf ∗ g∥∥∥
Xˆλ
≤ C(j, j1, j2)‖f‖Xˆλ‖g‖Xˆλ, (3.1)∥∥∥χAj〈ξ〉−3/4 〈σλ〉−1 ξf ∗ g∥∥∥
L2
ξ
L1τ
≤ C(j, j1, j2)‖f‖Xˆλ‖g‖Xˆλ (3.2)
for j ≥ 0 in the following cases.
(i) At least two of j, j1, j2 are less than 40 and C(j, j1, j2) ∼ 1.
(ii) j1, j2 ≥ 40, |j1 − j2| ≤ 10, 0 < j < j1 − 9 and C(j, j1, j2) ∼ 2
− 3
8
j.
(iii) j, j1 ≥ 40, |j − j1| ≤ 10, 0 < j2 < j − 10 and C(j, j1, j2) ∼ 2
− 1
4
(j−j2).
(iv) j, j2 ≥ 40, |j − j2| ≤ 10, 0 < j1 < j − 10 and C(j, j1, j2) ∼ 2
− 1
4
(j−j1).
(v) j, j1, j2 ≥ 40, |j − j1| ≤ 10, |j − j2| ≤ 10 and C(j, j1, j2) ∼ 1.
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(vi) j1, j2 ≥ 40, j = 0 and C(j, j1, j2) ∼ 1.
(vii) j, j1 ≥ 40, j2 = 0 and C(j, j1, j2) ∼ 1.
(viii) j, j2 ≥ 40, j1 = 0 and C(j, j1, j2) ∼ 1.
Proof. (i) This case can be proved similarly to (i) of [44] with the aid of Lemma 2.3.
(ii) In this case, we claim that
∣∣σλ − σλ1 − σλ2 ∣∣ =
∣∣∣∣3ξξ1ξ2 − ξ21 + ξ1ξ2 + ξ22λ4ξξ1ξ2
∣∣∣∣ ≥ |ξξ1ξ2|4 . (3.3)
Indeed, if otherwise
∣∣σλ − σλ1 − σλ2 ∣∣ =
∣∣∣∣3ξξ1ξ2 − ξ21 + ξ1ξ2 + ξ22λ4ξξ1ξ2
∣∣∣∣ < |ξξ1ξ2|4 (3.4)
is valid, then we obtain that
3|ξξ1ξ2| −
ξ21 + ξ1ξ2 + ξ
2
2
|λ4ξξ1ξ2|
<
|ξξ1ξ2|
4
. (3.5)
But we now verify that this will lead to a contradiction. By (3.5) and the fact λ ≥ 1, we
have
11
4
ξ2ξ21ξ
2
2 ≤
11
4
λ4ξ2ξ21ξ
2
2 ≤ ξ
2
1 + ξ1ξ2 + ξ
2
2 . (3.6)
From (3.6), we have
11
4
ξ2ξ22 ≤ 1 +
ξ1
ξ2
+
∣∣∣∣ξ1ξ2
∣∣∣∣
2
≤ 7, (3.7)
which contradicts with |ξ| ≥ 1 and |ξ2| ≥ 100. Thus, our claim (3.3) is true. It is easily
checked that Lemmas 2.1-2.2 are true. We restrict f to Bk1 and g to Bk2 . From (3.3),
we have
2kmax := 2max{k, k1, k2} ≥ C2j+2j1. (3.8)
We consider
2k1 = 2max{k, k1, k2}, 2k2 = 2max{k, k1, k2}, 2k = 2max{k, k1, k2},
respectively.
When 2k1 ≥ C2j+2j1 which leads to that 2−
3
8
(j+2j1)2
3
8
k12
1
8
(k1−k) ≥ C. By Lemma 2.2 and
a proof similar to 2k1 ≥ C2j+2j1 of (ii) in [44], we have∥∥∥IAj 〈σλ〉−1 ξf ∗ g∥∥∥
Xˆλ
≤ C2−
3j
8 ‖f‖Xˆλ‖g‖Xˆλ. (3.9)
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When 2k2 ≥ C2j+2j1, this case can be treated similarly to the case 2k1 ≥ C2j+2j1.
When 2k = 2max{k, k1, k2}, we consider 2k ≫ 2max{k1, k2} and 2k ∼ 2max{k1, k2}, respectively.
When 2k ≫ 2max{k1, k2}, we have that 2k ∼ 2j+2j1 which leads to 2
j
42−
k
2 ≤ C2−
3j
4 2−j12
j
2 .
By Lemma 2.1 and a proof similar to (ii) of [44], we have
∥∥∥IAj 〈σλ〉−1 ξf ∗ g∥∥∥
Xˆλ
≤ C2−
3
8
j‖f‖Xˆλ‖g‖Xˆλ. (3.10)
When 2k ∼ 2max{k1, k2}, we have that 2k ∼ 2k1 or 2k ∼ 2k2, respectively.
When 2k ∼ 2k1, this case can be proved similarly to case 2k1 = 2max{k, k1, k2}.
When 2k ∼ 2k2, this case can be proved similarly to case 2k2 = 2max{k, k1, k2}.
With the aid of the Cauchy-Schwartz inequality with respect to τ , and combining
the case 2k ≥ C2j+2j1 with 2k1 ≥ C2j+2j1 and 2k2 ≥ C2j+2j1, we have
∥∥∥IAj 〈σλ〉−1 ξ〈ξ〉− 34 f ∗ g∥∥∥
L2
ξ
L1τ
≤ C2
j
4
∑
k≥0
2−
k
2 ‖f ∗ g‖L2
ξ
L2τ
≤ C
[
2−
3
4
j2−
3
2
j1 + 2−
1
8
j2−
7
4
j1
]
‖f‖
Xˆλ
0, 12 ,1
‖g‖
Xˆλ
0, 12 ,1
≤ C2−
3
8
j‖f‖
Xˆλ
−
3
4 ,
1
2 ,1
‖g‖
Xˆλ
−
3
4 ,
1
2 ,1
≤ C2−
3
8
j‖f‖Xˆλ‖g‖Xˆλ. (3.11)
(iii) By a proof similar to (3.3), we have 2kmax ≥ C|ξξ1ξ2| ≥ C2
2j+j2. By using Lemmas
2.1-2.2 and a proof similar to (iii) of [44], we have
∥∥∥χAj 〈σλ〉−1 ξf ∗ g∥∥∥
Xˆλ
≤ C2−
1
4
(j−j2)‖f‖Xˆλ‖g‖Xˆλ. (3.12)
(iv) This case can be proved similarly to the case (iii).
(v) By using a proof similar to (3.3), we have that 2kmax ≥ C|ξξ1ξ2| ≥ C2
3j ∼ 23j1 ∼ 23j2.
The left hand side of (3.1)-(3.2) can be controlled by
C2
j
4
∑
k≥0
2−
k
2 ‖f ∗ g‖L2
ξ
L2τ
. (3.13)
When 2k = 2kmax ≥ C23j , we use (2.3) to estimate (3.13) by
C2−
3
2
j‖f‖
Xˆλ
0, 12 ,1
‖g‖
Xˆλ
0, 12 ,1
≤ C‖f‖
Xˆλ
−
3
4 ,
1
2 ,1
‖g‖
Xˆλ
−
3
4 ,
1
2 ,1
≤ C‖f‖Xˆλ‖g‖Xˆλ. (3.14)
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When 2k1 = 2kmax ≥ C23j , by using (2.8) and the fact that 2
k1
2 2−
3j
2 ≥ C as well as
X
0, 1
2
,1
λ →֒ X
0, 1
2
λ of Lemma 2.6, (3.13) can be controlled by
C2−
5j
4 2
k1
2
∑
k≥0
2−
k
2 ‖f ∗ g‖L2
ξ
L2τ
≤ C2−
3
2
j
∑
k≥0
2−
k
4 ‖f‖
Xˆλ
0, 12
‖g‖
Xˆλ
0, 12 ,1
≤ C‖f‖
Xˆλ
−
3
4 ,
1
2 ,1
‖g‖
Xˆλ
−
3
4 ,
1
2 ,1
≤ C‖f‖Xˆλ‖g‖Xˆλ. (3.15)
When 2k2 = 2kmax ≥ C23j, this case can be proved similarly to case 2k1 ∼ 2kmax ≥ C23j .
(vi) We consider∣∣∣∣3ξξ1ξ2 − ξ21 + ξ1ξ2 + ξ22λ4ξξ1ξ2
∣∣∣∣ < |ξξ1ξ2|4 ,
∣∣∣∣3ξξ1ξ2 − ξ21 + ξ1ξ2 + ξ22λ4ξξ1ξ2
∣∣∣∣ ≥ |ξξ1ξ2|4 .
(vi-1) When
∣∣∣3ξξ1ξ2 − ξ21+ξ1ξ2+ξ22λ4ξξ1ξ2
∣∣∣ < |ξξ1ξ2|4 , we have |ξ| ∼ λ−2|ξ1|−1 ∼ λ−22−j1. By using
the Ho¨lder inequality with respect to ξ, the Young inequality with respect to ξ, τ and
(2.13), and noting that λ ≥ 1, we have
∥∥∥IAj〈ξ〉−3/4 〈σλ〉−1 ξf ∗ g∥∥∥
L2
ξ
L1τ
≤ Cλ−32−
3j1
2 ‖f ∗ g‖L∞
ξ
L1τ
≤ C2−
3j1
2 ‖f‖L2
ξ
L1τ
‖g‖L2
ξ
L1τ
≤ C‖f‖
Xˆλ
−
3
4 ,
1
2 ,1
‖g‖
Xˆλ
−
3
4 ,
1
2 ,1
≤ C‖f‖Xˆλ‖g‖Xˆλ. (3.16)
When (τ, ξ) ∈ D′, from the definition of D′, we see that |τ | ≥ |ξ|−3 ≥ Cλ623j1 which
implies that 〈σλ〉 ≥ Cλ623j1. By the Ho¨lder inequality with respect to ξ, the Young
inequality with respect to ξ, τ and (2.11), (2.13), we have
∥∥∥IAj〈ξ〉−3/4 〈σλ〉− 12 ξf ∗ g∥∥∥
L2
ξ
L2τ
≤ Cλ−52−
5j1
2 ‖f ∗ g‖L2
ξ
L2τ
≤ C2−3j1‖f ∗ g‖L∞
ξ
L2τ
≤ Cλ−32−3j1‖f‖L2
ξ
L2τ
‖g‖L2
ξ
L1τ
≤ C2−
3j1
2 ‖f‖
Xˆλ
−
3
4 ,
1
2 ,1
‖g‖
Xˆλ
−
3
4 ,
1
2 ,1
≤ C‖f‖Xˆλ‖g‖Xˆλ. (3.17)
When (τ, ξ) ∈ D1 ∪ D2 ∪ D3, by using the Ho¨lder inequality with respect to ξ and the
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Young inequality and (2.11), (2.13) as well as |ξ| ∼ λ−22−j1, we have
‖ξf ∗ g‖
Xˆλ
−
3
4 ,−
1
2 ,1
≤ C
∑
k≥0
2−
k
2 ‖ξf ∗ g‖L2
ξτ
≤ C‖ξ‖L2‖f ∗ g‖L∞
ξ
L2τ ≤ C2
−
3j1
2 ‖f ∗ g‖L∞
ξ
L2τ ≤ C2
−
3j1
2 ‖f‖L2
ξ
L1τ
‖g‖L2
ξ
L2τ
≤ ‖f‖
Xˆλ
−
3
4 ,
1
2 ,1
‖g‖
Xˆλ
−
3
4 ,
1
2 ,1
≤ C‖f‖Xˆλ‖g‖Xˆλ. (3.18)
(vi-2) When
∣∣∣3ξξ1ξ2 − ξ21+ξ1ξ2+ξ22λ4ξξ1ξ2
∣∣∣ ≥ |ξξ1ξ2|4 , we have that 2kmax = 2max{k,k1,k2} ≥ C22j1 |ξ|.
In this case, we consider three subcases
(a) : 2k1 = 2max; (b) : 2k2 = 2max; (c) : 2k = 2max,
respectively.
Now we consider the subcase (a) : 2k1 = 2kmax, and the subcase (b) : 2k2 = 2kmax . In
these subcases, we consider two situations∣∣∣∣1− 43λ4ξξ1ξ22
∣∣∣∣ > 12 ,
∣∣∣∣1− 43λ4ξξ1ξ22
∣∣∣∣ ≤ 12 .
When
∣∣∣1− 43λ4ξξ1ξ22
∣∣∣ > 12 , case (a) : 2k1 = 2kmax can be proved similarly to case 2k1 = 2kmax
and case 2k2 = 2kmax of (ii) of [44].
When
∣∣∣1− 43λ4ξξ1ξ22
∣∣∣ > 12 , (b) : 2k2 = 2kmax can be proved similarly to case 2k2 = 2kmax of
(ii) of [44].
When
∣∣∣1− 43λ4ξξ1ξ22
∣∣∣ ≤ 12 , we have that∣∣∣∣1 + 43λ4ξξ21ξ2
∣∣∣∣ =
∣∣∣∣1− 43λ4|ξξ1ξ22 |
∣∣∣∣ ≤ 12 . (3.19)
From (3.19), we have that
1
2
≤
4
3λ4|ξξ1ξ22 |
≤
3
2
. (3.20)
From (3.20), we have that |ξ| ∼ λ−4|ξ1|
−3 which yields that |ξ| ∼ λ−4|ξ1|
−3 ∼ λ−42−3j1.
Cases 2k1 = 2kmax and 2k2 = 2kmax can be proved similarly to case∣∣∣∣3ξξ1ξ2 − ξ21 + ξ1ξ2 + ξ22λ4ξξ1ξ2
∣∣∣∣ < |ξξ1ξ2|4
of (vi) of Lemma 3.1 in this paper.
When the subcase (c) 2k = 2kmax is valid, we have that 2k ≥ C22j1 |ξ| and |ξ|
〈
σλ
〉−1
≤
C2−2j1 or |ξ| ≤ C2k−2j1 in Bk.
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In this subcase, we consider two situations
2k ∼ max
{
2k1, 2k2
}
, 2k ≫ max
{
2k1, 2k2
}
,
respectively.
When 2k ∼ max
{
2k1, 2k2
}
, this situation can be proved similarly to case 2k1 ∼ 2kmax or
2k2 ∼ 2kmax.
Now we consider the situation 2k ≫ max
{
2k1 , 2k2
}
.
By using the Ho¨lder inequality with respect to ξ, the Young inequality with respect to
ξ, τ and (2.13), we infer that∥∥∥|ξ|〈ξ〉− 34 〈σλ〉−1 f ∗ g∥∥∥
L2
ξ
L1τ (A0)
≤ C2−2j1‖f ∗ g‖L∞
ξ
L1τ (A0)
≤ C2−
j1
2
∥∥∥〈ξ〉− 34f∥∥∥
L2
ξ
L1τ
∥∥∥〈ξ〉− 34g∥∥∥
L2
ξ
L1τ
≤ C2−
j1
2 ‖f‖Xˆλ‖g‖Xˆλ. (3.21)
When (τ, ξ) ∈ D′, note that ξ1ξ2 < 0 in this case, we conclude that K1 ∼ 2
j1.
If (2.2) is valid, then Lemma 2.1 is valid. By using the fact that |ξ|
1
2
〈
σλ
〉− 1
2 ≤ C2−j1
and Lemma 2.1, we have∥∥∥ξ 〈σλ〉− 12 〈ξ〉−3/4f ∗ g∥∥∥
L2
ξτ
≤ CK
− 1
2
1 2
−j1‖f‖
Xˆλ
0, 12 ,1
‖g‖
Xˆλ
0, 12 ,1
≤ C2−
3j1
2 ‖f‖
Xˆλ
0, 12 ,1
‖g‖
Xˆλ
0, 12 ,1
≤ C‖f‖
Xˆλ
−
3
4 ,
1
2 ,1
‖g‖
Xˆλ
−
3
4 ,
1
2 ,1
≤ C‖f‖Xˆλ‖g‖Xˆλ. (3.22)
If (2.2) is invalid, we have that |ξ| ∼ λ−2|ξ1|
−1 ∼ λ−22−j1 which yields that
〈
σλ
〉− 1
2 ∼
λ−32−
3j1
2 . By using the Ho¨lder inequality with respect to ξ, and the Young inequality
with respect to ξ, τ , we obtain that∥∥∥ξ 〈σλ〉− 12 〈ξ〉− 34f ∗ g∥∥∥
L2
ξτ
≤ C2−
5j1
2 ‖f ∗ g‖L2
ξτ
≤ C2−3j1‖f ∗ g‖L∞
ξ
L2τ
≤ C2−3j1‖f‖L2
ξ
L2τ
‖g‖L2
ξ
L1τ
≤ C‖f‖
Xˆλ
−
3
4 ,
1
2 ,1
‖g‖
Xˆλ
−
3
4 ,
1
2 ,1
≤ C‖f‖Xˆλ‖g‖Xˆλ. (3.23)
When (τ, ξ) ∈ D1 ∪D2 =
{
(τ, ξ) ∈ R2 : |ξ| ≤ 1, |τ | < |ξ|−3
}
, we have that
|ξ|−3 > |τ | =
∣∣σλ∣∣+ 1− |ξ|3 − |λ4ξ|−1 − 1 ≥ 2k − |ξ|3 − |λ4ξ|−1 − 1. (3.24)
From (3.24), we have that C|ξ|22j1 ≤ 2k ≤ |ξ|−3+ |ξ|3+ |λ4ξ|−1+1 ≤ 4|ξ|−3 which yields
that |ξ| ≤ C2−
j1
2 . Thus this case can be proved similarly to cases (3.21)-(3.22) of [44].
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When (τ, ξ) ∈ D3 =
{
(τ, ξ) ∈ R2, 1
8
< |ξ| ≤ 1, |τ | ≥ |ξ|−3
}
. In this case, we see that
2k ∼
∣∣∣3ξξ1ξ2 − ξ21+ξ1ξ2+ξ22λ4ξξ1ξ2
∣∣∣ ∼ C|ξ|22j1 and (2.2) is valid, which implies that Lemma 2.1 is
true. Obviously, |ξ|
1
42−
k
2 ≤ C|ξ|−
3
42−j1|ξ|
1
2 . By using Lemma 2.1, we infer that
∥∥∥IAj 〈σλ〉−1 ξf ∗ g∥∥∥
Xˆλ
≤ C|ξ|
1
4
∑
k=C(In|ξ|+j1ln4)+O(1))
2−
k
2 ‖f ∗ g‖L2(Aj∩Bk)
≤ C|ξ|−
3
42−j1
∑
k=C(ln|ξ|+j1ln4)+O(1))
‖|ξ|
1
2f ∗ g‖L2(Aj∩Bk)
≤ C|ξ|−
3
42−
3
2
j1‖f‖
Xˆ
0, 12 ,1
λ
‖g‖
Xˆ
0, 12 ,1
λ
≤ C‖f‖
Xˆ
−
3
4 ,
1
2 ,1
λ
‖g‖
Xˆ
−
3
4 ,
1
2 ,1
λ
.
(vii) In this case, we consider two subcases∣∣∣∣3ξξ1ξ2 − ξ21 + ξ1ξ2 + ξ22λ4ξξ1ξ2
∣∣∣∣ < |ξξ1ξ2|4 ,
∣∣∣∣3ξξ1ξ2 − ξ21 + ξ1ξ2 + ξ22λ4ξξ1ξ2
∣∣∣∣ ≥ |ξξ1ξ2|4 .
(vii-1) When
∣∣∣3ξξ1ξ2 − ξ21+ξ1ξ2+ξ22λ4ξξ1ξ2
∣∣∣ < |ξξ1ξ2|4 , we have |ξ2| ∼ λ−2|ξ1|−1 ∼ λ−22−j1.
When (τ2, ξ2) ∈ D
′ ∪D3, we have that |τ2| ≥ |ξ2|
−3 ≥ Cλ623j1, which yields that
〈
σλ2
〉− 1
2 ∼ Cλ−32−
3j1
2 . (3.25)
By using the Ho¨lder inequality with respect to ξ, the Young inequality with respect to
ξ, τ , together with (2.13) and (3.25), we have
∥∥∥χAj〈ξ〉− 34 〈σλ〉−1 ξf ∗ g∥∥∥
Xˆλ
0, 12 ,1
≤ C2
j1
4
∑
k≥0
2−
k
2 ‖f ∗ g‖L2
ξτ
≤ C2−
3j1
4 ‖f ∗
(〈
σλ
〉 1
2 g
)
‖L∞
ξ
L2τ ≤ C2
−
3j1
4 ‖f‖L2
ξ
L1τ
‖g‖
Xˆλ
−
3
4 ,
1
2
≤ C‖f‖
Xˆλ
−
3
4 ,
1
2 ,1
‖g‖
Xˆλ
−
3
4 ,
1
2
≤ C‖f‖Xˆλ‖g‖Xˆλ. (3.26)
When (τ2, ξ2) ∈ D1 ∪ D2, (2.1) or (2.2) is valid. Thus, Lemma 2.1 is valid. By using
Lemma 2.1, we have
∥∥∥IAj〈ξ〉− 34 〈σλ〉−1 ξf ∗ g∥∥∥
Xˆλ
0, 12 ,1
≤ C2−
j1
4
∑
k≥0
2−
k
2 ‖|ξ|
1
2 f ∗ g‖L2
ξτ
≤ C2−
3j1
4 ‖f‖
Xˆλ
0, 12 ,1
‖g‖
Xˆλ
0, 12 ,1
≤ C‖f‖
Xˆλ
−
3
4 ,
1
2 ,1
‖g‖
Xˆλ
−
3
4 ,
1
2
≤ C‖f‖Xˆλ‖g‖Xˆλ. (3.27)
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By using (2.13), combining (3.26) with (3.27), we have∥∥∥χAj〈ξ〉− 34 〈σλ〉−1 ξf ∗ g∥∥∥
L2
ξ
L1τ
≤ C
∥∥∥IAj〈ξ〉− 34 〈σλ〉−1 ξf ∗ g∥∥∥
Xˆλ
0, 12 ,1
≤ C‖f‖Xˆλ‖g‖Xˆλ. (3.28)
(vii-2) When
∣∣∣3ξξ1ξ2 − ξ21+ξ1ξ2+ξ22λ4ξξ1ξ2
∣∣∣ ≥ |ξξ1ξ2|4 , we have 2kmax := 2max{k,k1,k2} ≥ C|ξ2|22j1. In
this subcase, we consider two situations
(a) :
∣∣∣∣1 + 43λ4ξ2ξ1ξ2
∣∣∣∣ > 12 ,
(b) :
∣∣∣∣1 + 43λ4ξ2ξ1ξ2
∣∣∣∣ ≤ 12 ,
respectively.
(a): When
∣∣∣1 + 43λ4ξ2ξ1ξ2
∣∣∣ ≤ 12 , we have
|ξ2| ∼ λ
−4|ξ1|
−3 ∼ λ−42−3j1. (3.29)
By using the Young inequality with respect to ξ, τ , and (2.13) and (3.29), we have∥∥∥χAj〈ξ〉− 34 〈σλ〉−1 ξf ∗ g∥∥∥
L2
ξ
L1τ
≤ C2
j1
4
∑
k≥0
2−
k
2 ‖f ∗ g‖L2
ξτ
≤ C2
j1
4 ‖f ∗ g‖L2
ξ
L2τ
≤ C2
j1
4 ‖f‖L2
ξ
L1τ
‖g‖L1
ξ
L2τ
≤ C2−
5j1
4 ‖f‖L2
ξ
L1τ
‖g‖L2
ξ
L2τ
≤ C‖f‖
Xˆλ
−
3
4 ,
1
2 ,1
‖g‖
Xˆλ
−
3
4 ,
1
2
≤ C‖f‖Xˆλ‖g‖Xˆλ (3.30)
and ∥∥∥IAj〈ξ〉− 34 〈σλ〉−1 ξf ∗ g∥∥∥
Xˆλ
0, 12 ,1
≤ C2
j1
4
∑
k≥0
2−
k
2 ‖f ∗ g‖L2
ξτ
≤ C2
j1
4 ‖f ∗ g‖L2
ξ
L2τ
≤ C2
j1
4 ‖f‖L2
ξ
L1τ
‖g‖L1
ξ
L2τ
≤ C2
−5j1
4 ‖f‖L2
ξ
L1τ
‖g‖L2
ξ
L2τ
≤ C‖f‖
Xˆλ
−
3
4 ,
1
2 ,1
‖g‖
Xˆλ
−
3
4 ,
1
2
≤ C‖f‖Xˆλ‖g‖Xˆλ. (3.31)
(b): When
∣∣∣1 + 43λ4ξ2ξ1ξ2
∣∣∣ > 12 , we consider three scenarios
(b1) : 2k = 2max; (b2) : 2k1 = 2max; (b3) : 2k2 = 2max,
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respectively.
(b1) 2k = 2max can be proved similarly to case 2k = 2max of (v) in [37] since Lemma 2.1
is valid in this case.
(b2) 2k1 = 2max can be proved similarly to case 2k1 = 2max of (v) in [37] with the aid of
(2.10).
(b3) 2k2 = 2max. In this scenario, we consider
2k2 ≫ max
{
2k, 2k1
}
, 2k2 ∼ max
{
2k, 2k1
}
, (3.32)
respectively.
When 2k2 ∼ max
{
2k, 2k1
}
, this case can be proved similarly to case 2k = 2max or case
2k1 = 2max of (v) in [37].
When 2k2 ≫ max
{
2k, 2k1
}
, we have that
2k2 ∼
∣∣∣∣3ξξ1ξ2 − ξ21 + ξ1ξ2 + ξ22λ4ξξ1ξ2
∣∣∣∣ . (3.33)
We consider (τ2, ξ2) ∈ D
′ and (τ2, ξ2) ∈ D1 ∪D2 ∪D3, respectively.
When (τ2, ξ2) ∈ D
′, from (3.25)-(3.28) of [44], we know that
|ξξ1ξ2| ≥
ξ21 + ξ1ξ2 + ξ
2
2
λ4|ξξ1ξ2|
. (3.34)
Combining (3.33) with (3.34), we know that
1
2
|ξ2|
−3 ≤ 2k2 ∼
∣∣∣∣3ξξ1ξ2 − ξ21 + ξ1ξ2 + ξ22λ4ξξ1ξ2
∣∣∣∣ ∼ |ξξ1ξ2| ∼ |ξ2|22j1. (3.35)
From (3.35), we have that
|ξ2| ≥ C2
−
j1
2 . (3.36)
Thus, we have that C2
3j
2 ≤ 2k2 ≤ C22j. In this case, we have that∣∣∣∣1− 43λ4ξξ1ξ22
∣∣∣∣ > 12 . (3.37)
Since
∣∣∣1 + 43λ4ξ2ξ1ξ2
∣∣∣ > 12 and (3.37) is valid, we know that Lemmas 2.1, 2.2 are valid.
This case can be proved similarly to case (τ2, ξ2) ∈ D of (v) of Proposition 3.4 in [37].
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When (τ2, ξ2) ∈ D1 ∪D2 ∪D3, by using |ξ2| ≤ C2
k22−2j together with (2.10), (2.12) and
(2.11), we obtain that
∥∥∥χAj〈ξ〉− 34 〈σλ〉−1 ξf ∗ g∥∥∥
L2
ξ
L1τ
≤ C2j1
∑
k≥0
2−
k
2 ‖(〈ξ〉−
3
4 f) ∗ g‖L2
ξτ
≤ C2j1‖(〈ξ〉−
3
4f) ∗ g‖
Xˆλ
0,− 12+ǫ
≤ C2j1‖(〈ξ〉−
3
4f) ∗ g‖L2
ξ
L4τ
≤ C2j‖〈ξ〉−
3
4 f‖
L2
ξ
L
4
3
τ
∑
k2
‖g‖L1
ξ
L2τ (Bk2∩{|ξ|≤C2
k2−2j})
≤ C‖f‖
Xˆλ
−
3
4 ,
1
2
‖g‖
Xˆλ
−
3
4 ,
1
2 ,1
≤ C‖f‖Xˆλ‖g‖Xˆλ. (3.38)
(viii) This case can be proved similarly to case (vii) due to the symmetry.
This completes the proof of Lemma 3.1.
Remark 7. Cases (vi) and (vii) are the most difficult parts in proving Lemma 3.1.
The proof of Lemma 3.1 demonstrates that the structure of the Ostrovsky equation
with positive dispersion are much more complicated than that with negative dispersion
and of the KdV equation. Thus, we cannot completely follow the method of [37, 44].
It is necessary that we should pay more attention to the structure of the Ostrovsky
equation with positive dispersion, as the phase function φλ(ξ) and the resonant function∣∣σλ − σλ1 − σλ2 ∣∣ = ∣∣∣3ξξ1ξ2 − ξ21+ξ1ξ2+ξ22λ4ξξ1ξ2
∣∣∣ of the Ostrovsky equation with positive dispersion
are much more complicated than those with negative dispersion and of KdV equation.
Lemma 3.2. Let u, v ∈ Xλ. Then
∥∥∥F−1 [〈σλ〉−1 F [∂x(uv)]]∥∥∥
Xλ
+
∥∥∥F−1 [〈σλ〉−1 F [∂x(uv)]]∥∥∥
Y
≤ C‖u‖Xλ‖v‖Xλ. (3.39)
Proof. Combining the technique of Lemma 3.2 of [44] with Lemma 3.1, we have Lemma
3.2.
This completes the proof of Lemma 3.2.
4. Proof of Theorem 1.1: Well-posedness for s = −3
4
In this section, we use Lemmas 2.4, 2.5, 3.2 to prove Theorem 1.1, the local well-
posedness for s = −3
4
. Without loss of generality, we assume that T = 1.
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The solution to the Cauchy problem for (1.3) can be formally rewritten as follows:
u(t) = e−t(−∂
3
x−∂
−1
x )u(x, 0) +
1
2
∫ t
0
e−(t−s)(−∂
3
x−∂
−1
x )∂x(u
2)ds. (4.1)
We define
Φ(u) := ψ(t)e−t(−∂
3
x−∂
−1
x )u(x, 0) +
1
2
ψ(t)
∫ t
0
e−(t−s)(−∂
3
x−∂
−1
x )∂x(u
2)ds. (4.2)
By taking advantage of Lemmas 2.4, 2.5, 3.2 with λ = 1, we derive that
‖Φ(u)‖X1,1 + sup
−1≤t≤1
‖Φ(u)‖
H−
3
4 (R)
≤ C‖u(x, 0)‖
H−
3
4 (R)
+ C‖u‖2X1,1. (4.3)
If ‖u(x, 0)‖
H−
3
4
is sufficiently small, then Φ(u) is a contraction mapping on the closed
ball
B =
{
u ∈ X1,1 : ‖u‖X1,1 ≤ 2C‖u0‖H−
3
4 (R)
}
. (4.4)
Thus Φ has a fixed point u on closed ball B and consequently, the Cauchy problem for
(1.3) possesses a local solution on [−1, 1]. For the uniqueness of the solutions, we refer
the readers to [37, 51].
Now we prove that v ∈ C([−1, 1];H−
3
4 (R)), by using Lemmas 2.4, 3.2, for t ∈ [−1, 1],
we can easily obtain
‖u(·, t)‖
H−
3
4 (R)
≤ C
∥∥∥e−t(−∂3x−∂−1x )u(x, 0)∥∥∥
H−
3
4 (R)
+ C
∥∥∥∥
∫ t
0
e−(t−s)(−∂
3
x−∂
−1
x )∂x(u
2)ds
∥∥∥∥
H−
3
4 (R)
≤ C‖u(·, 0)‖
H−
3
4 (R)
+ C
∥∥∥〈ξ〉− 34 〈σ1〉−1 ξF (u2)∥∥∥
L2
ξ
L1τ
≤ C
[
‖u(·, 0)‖
H−
3
4 (R)
+ ‖u‖2X1,1
]
, (4.5)
then, we have that u ∈ L∞([−1, 1];H−
3
4 (R)). Let u(x, t1) and u(x, t2) be the solutions to
(1.3)-(1.2) at the moment t1, t2, respectively. By using a proof similar to (2.19)-(2.21),
we know that for ∀ǫ1 > 0, there exist sufficiently large constant A1 > 0 and δ1 > 0,
which satisfies 0 < δ1 <
ǫ1
2A1‖u‖
X
−
3
4 ,
1
2 ,1
λ
, and when |t1 − t2| < δ1, we have
‖u(·, t1)− u(·, t2)‖H−
3
4 (R)
< ǫ1. (4.6)
Combining the conclusion that u ∈ L∞([−1, 1];H−
3
4 (R)) with (4.7), since ǫ1, ǫ2 are
arbitrarily small, we have that u ∈ C([−1, 1];H−
3
4 (R)). Now we prove that the Lipschitz
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dependence of solutions on the initial data holds. We assume that u1(x, t), u2(x, t) are
solutions to (1.3), (1.2) corresponding to the initial data u1(x, 0), u2(x, 0), respectively.
Then, by exploiting Lemmas 2.4, 2.5, 3.2 and (4.4), since ‖uj(x, 0)‖H−
3
4
is sufficiently
small with j = 1, 2, we derive that
‖u1 − u2‖X1,1 + sup
−1≤t≤1
‖u1 − u2‖H−
3
4 (R)
≤ C‖u1(·, 0)− u2(·, 0)‖H−
3
4 (R)
+ C‖u1 − u2‖X1,1
[
‖u1‖
2
X1,1
+ ‖u2‖X1,1
]
≤ C‖u1(·, 0)− u2(·, 0)‖H−
3
4 (R)
+ C‖u1 − u2‖X1,1
[
‖u1(·, 0)‖H−
3
4 (R)
+ ‖u2(·, 0)‖H−
3
4 (R)
]
≤ C‖u1(·, 0)− u2(·, 0)‖H−
3
4 (R)
+
1
2
‖u1 − u2‖X1,1. (4.7)
From (4.7), we have that
1
2
‖u1 − u2‖X1,1 + sup
−1≤t≤1
‖u1(·, t)− u2(·, t)‖H−
3
4 (R)
≤ C‖u1(·, 0)− u2(·, 0)‖H−
3
4 (R)
. (4.8)
From (4.8), we have that
‖u1 − u2‖X1,1 + 2 sup
−1≤t≤1
‖u1(·, t)− u2(·, t)‖H−
3
4 (R)
≤ 2C‖u1(·, 0)− u2(·, 0)‖H−
3
4 (R)
. (4.9)
Thus, we establish the conclusion that the Lipschitz dependence of solutions on the
initial data holds.
When ‖u(·, 0)‖
H−
3
4 (R)
is arbitrarily large, it is easily checked that uλ(x, t) = λ−2u
(
x
λ
, t
λ3
)
is the solution to (1.4)-(1.5). By using a direct computation, we have that
‖uλ(·, 0)‖
H−
3
4 (R)
≤ Cλ−
3
4‖u(x, 0)‖
H−
3
4 (R)
.
Taking λ sufficiently large, then we have that ‖uλ(·, 0)‖
H−
3
4 (R)
is sufficiently small, this
case can be proved similarly to case that ‖u(·, 0)‖
H−
3
4 (R)
is sufficiently small.
This completes the proof of Theorem 1.1.
5. Bilinear estimate for s > −3
4
and the local well-posedness for
s > −3
4
We now prove Theorem 1.2. More precisely, we use Lemmas 2.7, 2.9 to establish the
bilinear estimate for s > −3
4
. It suffices to prove the following Lemma 5.1 for arbitrarily
positive ǫ.
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Lemma 5.1. Let uj ∈ X
s, 1
2
+ǫ
λ with s ≥ −
3
4
+ 6ǫ and j = 1, 2. Then, we have∥∥∥∥∥∂x
(
2∏
j=1
uj
)∥∥∥∥∥
X
s,− 12+2ǫ
λ
≤ C
2∏
j=1
‖uj‖
X
s, 12+ǫ
λ
. (5.1)
Proof. To prove (5.1), it suffices by duality to show that
∫
R
2
u¯(x, t)∂x
(
2∏
j=1
uj
)
dxdt ≤ C
[
2∏
j=1
‖uj‖
X
s, 12+ǫ
λ
]
‖u‖
X
−s, 12−2ǫ
λ
. (5.2)
Let
F (ξ, τ) = 〈ξ〉−s〈σλ〉
1
2
−2ǫ
Fu(ξ, τ), Fj(ξj, τj) = 〈ξj〉
s〈σλj 〉
1
2
+ǫ
Fuj(ξj, τj)(j = 1, 2). (5.3)
To obtain (5.2), as seen in (5.3), it suffices to prove that
∫
R
2
∫
ξ =
2∑
j=1
ξj
τ =
2∑
j=1
τj
|ξ|〈ξ〉sF (ξ, τ)
2∏
j=1
Fj(ξj, τj)
〈σ+j 〉
1
2
−2ǫ
2∏
j=1
〈ξj〉s〈σ
+
j 〉
1
2
+ǫ
dξ1dτ1dξdτ ≤ C‖F‖L2
ξτ
(
2∏
j=1
‖Fj‖L2
ξτ
)
. (5.4)
Without loss of generality and using the symmetry, we assume that |ξ1| ≥ |ξ2| and
F (ξ, τ) ≥ 0, Fj(ξj, τj) ≥ 0(j = 1, 2). We define
Ω∗ := {(ξ1, τ1, ξ, τ) ∈ R
4, ξ =
2∑
j=1
ξj, τ =
2∑
j=1
τj , |ξ2| ≤ |ξ1|}
and
Ω1 = {(ξ1, τ1, ξ, τ) ∈ Ω
∗, |ξ2| ≤ |ξ1| ≤ 16},
Ω2 = {(ξ1, τ1, ξ, τ) ∈ Ω
∗, |ξ1| ≥ 16, |ξ1| ≥ 4|ξ2|},
Ω3 = {(ξ1, τ1, ξ, τ) ∈ Ω
∗, |ξ1| ≥ 16, |ξ2| ≤ |ξ1| ≤ 4|ξ2|, ξ1ξ2 < 0, |ξ| ≤
|ξ2|
4
},
Ω4 = {(ξ1, τ1, ξ, τ) ∈ Ω
∗, |ξ1| ≥ 16, |ξ2| ≤ |ξ1| ≤ 4|ξ2|, ξ1ξ2 < 0, |ξ| ≥
|ξ2|
4
},
Ω5 = {(ξ1, τ1, ξ, τ) ∈ Ω
∗, |ξ1| ≥ 16, |ξ2| ≤ |ξ1| ≤ 4|ξ2|, ξ1ξ2 > 0}.
Note that Ω∗ ⊂
5⋃
j=1
Ωj . Define
K3(ξ1, τ1, ξ, τ) :=
|ξ|〈ξ〉s
〈σλ〉
1
2
−2ǫ
2∏
j=1
〈ξj〉s〈σ
λ
j 〉
1
2
+ǫ
(5.5)
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and
Int :=
∫
R
2
∫
ξ =
2∑
j=1
ξj
τ =
2∑
j=1
τj
K3(ξ1, τ1, ξ, τ)F (ξ, τ)
2∏
j=1
Fj(ξj, τj)dξ1dτ1dξdτ.
(1) Region Ω1. In this subregion, we have that
K3(ξ1, τ1, ξ, τ) ≤
C
〈σλ〉
1
2
−2ǫ
2∏
j=1
〈σλj 〉
1
2
+ǫ
. (5.6)
By using (5.6), the Cauchy-Schwartz inequality, Plancherel identity and the Ho¨lder in-
equality as well as (2.21), we obtain that
Int ≤ C
∫
R
2
∫
ξ =
2∑
j=1
ξj
τ =
2∑
j=1
τj
F
2∏
j=1
Fj
〈σλ〉
1
2
−2ǫ
2∏
j=1
〈σλj 〉
1
2
+ǫ
dξ1dτ1dξdτ
≤ C
∥∥∥∥∥ F〈σλ〉 12−2ǫ
∥∥∥∥∥
L2
ξτ
∥∥∥∥∥∥∥∥∥
∫
ξ =
2∑
j=1
ξj
τ =
2∑
j=1
τj
2∏
j=1
Fj
2∏
j=1
〈σλj 〉
1
2
+ǫ
dξ1dτ1
∥∥∥∥∥∥∥∥∥
L2
ξτ
≤ C‖F‖L2
ξτ

 2∏
j=1
∥∥∥∥∥F−1
(
Fj
〈σλj 〉
1
2
+ǫ
)∥∥∥∥∥
L4xt

 ≤ C‖F‖L2
ξτ
(
2∏
j=1
‖Fj‖L2
ξτ
)
.
(2) Region Ω2. If |ξ2| ≤ 1, we infer that
K3(ξ1, τ1, ξ, τ) ≤
C|ξ|
〈σλ〉
1
2
−2ǫ
2∏
j=1
〈σλj 〉
1
2
+ǫ
≤
C|
[
φλ(ξ1)
]′
−
[
φλ(ξ2)
]′
|
1
2
〈σλ〉
1
2
−2ǫ
2∏
j=1
〈σλj 〉
1
2
+ǫ
. (5.7)
By using (5.7), the Cauchy-Schwartz inequality, Plancherel identity and the Ho¨lder in-
equality as well as Lemma 2.9, we conclude that
Int ≤ C
∫
R
2
∫
ξ =
2∑
j=1
ξj
τ =
2∑
j=1
τj
|
[
φλ(ξ1)
]′
−
[
φλ(ξ2)
]′
|
1
2F
2∏
j=1
Fj
〈σλ〉
1
2
−2ǫ
2∏
j=1
〈σλj 〉
1
2
+ǫ
dξ1dτ1dξdτ
≤ C
∥∥∥∥∥F−1
(
F
〈σλ〉
1
2
−2ǫ
)∥∥∥∥∥
L2xt
∥∥∥∥∥I 12
(
F
−1
(
F1
〈σλ1 〉
1
2
+ǫ
)
,F−1
(
F2
〈σλ2 〉
1
2
+ǫ
))∥∥∥∥∥
L2xt
≤ C‖F‖L2
ξτ
(
2∏
j=1
‖Fj‖L2
ξτ
)
.
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If |ξ2| ≥ 1, and s ≥ 0, then we obtain that
K3(ξ1, τ1, ξ, τ) ≤
C|ξ|
〈σλ〉
1
2
−2ǫ
2∏
j=1
〈σλj 〉
1
2
+ǫ
≤
C|
[
φλ(ξ1)
]′
−
[
φλ(ξ2)
]′
|
1
2
〈σλ〉
1
2
−2ǫ
2∏
j=1
〈σλj 〉
1
2
+ǫ
.
This case can be proved similarly to case |ξ2| ≤ 1 of Ω2 of Lemma 5.1.
If |ξ2| ≥ 1 and −
3
4
+ 6ǫ ≤ s < 0, then (1.17) is valid.
Note that |σλ − σλ1 − σ
λ
2 | =
∣∣∣3ξ1ξ2(ξ1 + ξ2)− ξ21+ξ1ξ2+ξ22λ4ξ1ξ2(ξ1+ξ2)
∣∣∣ ≥ C|ξξ1ξ2|. Thus one of the
following three cases must occur:
|σλ| := max
{
|σλ|, |σλ1 |, |σ
λ
2 |
}
≥ C|ξξ1ξ2|, (5.8)
|σλ1 | := max
{
|σλ|, |σλ1 |, |σ
λ
2 |
}
≥ C|ξξ1ξ2|, (5.9)
|σλ2 | := max
{
|σλ|, |σλ1 |, |σ
λ
2 |
}
≥ C|ξξ1ξ2|. (5.10)
When (5.8) is valid, we have that
K3(ξ1, τ1, ξ, τ) ≤
C|ξ||ξ2|
−s
〈σλ〉
1
2
−2ǫ
2∏
j=1
〈σλj 〉
1
2
+ǫ
≤ C
|ξ|2ǫ|ξ2|
1
4
−4ǫ
2∏
j=1
〈σλj 〉
1
2
+ǫ
≤ C
|
[
φλ(ξ1)
]′
−
[
φλ(ξ2)
]′
|
1
2
2∏
j=1
〈σλj 〉
1
2
+ǫ
. (5.11)
Consequently, by using the Plancherel identity, the Cauchy-Schwartz inequality, the
Ho¨lder inequality and Lemma 2.9, we infer from (5.11) that
Int ≤ C
∫
R
2
∫
ξ =
2∑
j=1
ξj
τ =
2∑
j=1
τj
|
[
φλ(ξ1)
]′
−
[
φλ(ξ2)
]′
|
1
2F
2∏
j=1
Fj
2∏
j=1
〈σλj 〉
1
2
+ǫ
dξ1dτ1dξdτ
≤ C‖F‖L2
ξτ
∥∥∥∥∥I 12
(
F
−1
(
F1
〈σλ1 〉
1
2
+ǫ
)
,F−1
(
F2
〈σλ2 〉
1
2
+ǫ
))∥∥∥∥∥
L2xt
≤ C‖F‖L2
ξτ
(
2∏
j=1
‖Fj‖L2
ξτ
)
. (5.12)
When (5.9) is valid, and noting that 〈σλ〉−(
1
2
−2ǫ)〈σλ1 〉
−( 1
2
+ǫ) ≤ 〈σλ1 〉
−( 1
2
−2ǫ)〈σλ〉−(
1
2
+ǫ), we
infer that
K3(ξ1, τ1, ξ, τ) ≤
C|ξ||ξ2|
−s
〈σλ1 〉
1
2
−2ǫ〈σλ〉
1
2
+ǫ〈σλ2 〉
1
2
+ǫ
≤ C
C|ξ|2ǫ|ξ2|
1
4
−4ǫ
〈σλ〉
1
2
+ǫ〈σλ2 〉
1
2
+ǫ
. (5.13)
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Let ξ′ = ξ1, ξ
′
1 = ξ, ξ
′
2 = −ξ2, τ
′ = τ1, τ
′
1 = τ , τ
′
2 = −τ2, L(ξ
′, τ ′) = F1(ξ1, τ1),
G(ξ′1, τ
′
1) = F (ξ, τ), H(ξ
′
2, τ
′
2) = F2(−ξ2,−τ2), σ
′
1 = τ
′
1 + φ
λ(ξ′1) = σ
λ, σ′2 = τ
′
2 + φ
λ(ξ′2) =
−σλ2 , σ
′ = τ ′ + φλ(ξ′) = σ+1 . Combining (5.13) with the above variable substitution, we
have that
K3(ξ1, τ1, ξ, τ) ≤
C|ξ||ξ2|
−s
〈σλ1 〉
1
2
−2ǫ〈σλ〉
1
2
+ǫ〈σλ2 〉
1
2
+ǫ
≤ C
C|ξ|2ǫ|ξ2|
1
4
−4ǫ
〈σ+〉
1
2
+ǫ〈σλ2 〉
1
2
+ǫ
≤ C
C|ξ′1|
2ǫ|ξ′2|
1
4
−4ǫ
〈σ′1〉
1
2
+ǫ〈σ′2〉
1
2
+ǫ
≤ C
|
[
φλ(ξ′1)
]′
−
[
φλ(ξ′2)
]′
|
1
2
〈σ′1〉
1
2
+ǫ〈σ′2〉
1
2
+ǫ
. (5.14)
By using (5.14), the Cauchy-Schwartz inequality, Plancherel identity and the Ho¨lder
inequality as well as Lemma 2.9, we have that
Int ≤ C
∫
R
2
∫
ξ′ =
2∑
j=1
ξ′j
τ ′ =
2∑
j=1
τ ′j
|
[
φλ(ξ′1)
]′
−
[
φλ(ξ′2)
]′
|
1
2L(ξ′, τ ′)G(ξ′1, τ
′
1)H(ξ
′
2, τ
′
2)
2∏
j=1
〈σ′j〉
1
2
+ǫ
dξ′1dτ
′
1dξ
′dτ ′
≤ C‖L‖L2
ξτ
∥∥∥∥∥I 12
(
F
−1
(
G
〈σ′1〉
1
2
+ǫ
)
,F−1
(
H
〈σ′2〉
1
2
+ǫ
))∥∥∥∥∥
L2xt
≤ C‖F‖L2
ξτ
(
2∏
j=1
‖Fj‖L2
ξτ
)
. (5.15)
When (5.10) is valid, this case can be proved similarly to case (5.9) of Ω2 of Lemma 5.1.
(3) Region Ω3. In this subregion, we have that
K3(ξ1, τ1, ξ, τ) ≤
C|ξ||ξ1|
3
2
−4ǫ
〈σλ〉
1
2
−2ǫ
2∏
j=1
〈σλj 〉
1
2
+ǫ
. (5.16)
Note that |σλ − σλ1 − σ
λ
2 | =
∣∣∣3ξξ1ξ2 − ξ21+ξ1ξ2+ξ22λ4ξξ1ξ2
∣∣∣.
Now we consider (1.16), (1.17), separately.
When (1.17) is valid, one of (5.8)-(5.10) must occur.
When (5.8) is valid, we have that
K3(ξ1, τ1, ξ, τ) ≤ C
|ξ|
1
2
+ǫ|ξ1|
1
2
−4ǫ
2∏
j=1
〈σλj 〉
1
2
+ǫ
≤ C
|ξ|
1
2 |ξ1|
1
2
2∏
j=1
〈σλj 〉
1
2
+ǫ
≤ C
|ξ21 − ξ
2
2 |
1
2
2∏
j=1
〈σλj 〉
1
2
+ǫ
≤ C
|
[
φλ(ξ1)
]′
−
[
φλ(ξ2)
]′
|
1
2
2∏
j=1
〈σλj 〉
1
2
+ǫ
.
This case can be proved similarly to (5.12).
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When (5.9) is valid, we have that
K3(ξ1, τ1, ξ, τ) ≤ C
|ξ||ξ1|
−2s
〈σλ〉
1
2
−2ǫ
2∏
j=1
〈σλj 〉
1
2
+ǫ
≤ C
|ξ||ξ1|
−2s
〈σλ1 〉
1
2
−2ǫ〈σλ〉
1
2
+ǫ〈σλ2 〉
1
2
+ǫ
≤ C
|ξ|
1
2
+2ǫ|ξ1|
1
2
−8ǫ
〈σλ〉
1
2
+ǫ〈σλ2 〉
1
2
+ǫ
≤ C
|ξ|
1
2
+2ǫ|ξ1|
1
2
−8ǫ
〈σλ〉
1
2
+ǫ〈σλ2 〉
1
2
+ǫ
≤ C
|ξ2 − ξ22|
1
2
〈σλ〉
1
2
+ǫ〈σλ2 〉
1
2
+ǫ
≤ C
|
[
φλ(ξ)
]′
−
[
φλ(ξ2)
]′
|
1
2
〈σλ〉
1
2
+ǫ〈σλ2 〉
1
2
+ǫ
.
This case can be proved similarly to (5.15).
When (5.10) is valid, this case can be proved similarly to case (5.9) of Ω3 of Lemma 5.1.
When (1.16) is valid, we have |ξ| ∼ |ξ1|
−1. Thus
K3(ξ1, τ1, ξ, τ) ≤
C|ξ||ξ1|
3
2
−12ǫ
〈σλ〉
1
2
−2ǫ
2∏
j=1
〈σλj 〉
1
2
+ǫ
≤
C|ξ1|
1
2
−12ǫ
〈σλ〉
1
2
−2ǫ
2∏
j=1
〈σλj 〉
1
2
+ǫ
. (5.17)
Let ξ′ = ξ1, ξ
′
1 = ξ, ξ
′
2 = −ξ2, τ
′ = τ1, τ
′
1 = τ , τ
′
2 = −τ2, L(ξ
′, τ ′) = F1(ξ1, τ1),
G(ξ′1, τ
′
1) = F (ξ, τ), H(ξ
′
2, τ
′
2) = F2(−ξ2,−τ2), σ
′
1 = τ
′
1 + φ
λ(ξ′1) = σ
λ, σ′2 = τ
′
2 + φ
λ(ξ′2) =
−σλ2 , σ
′ = τ ′ + φ(ξ′) = σλ1 . Combining (5.17) with the above variable substitution, we
have that
K3(ξ1, τ1, ξ, τ) ≤
C|ξ1|
1
2
−12ǫ
〈σλ〉
1
2
−2ǫ
2∏
j=1
〈σλj 〉
1
2
+ǫ
≤
C|ξ′|
1
2
−12ǫ
〈σ′1〉
1
2
−2ǫ〈σ′〉
1
2
+ǫ〈σ′2〉
1
2
+ǫ
≤ C
|
[
φλ(ξ′1)
]′
−
[
φλ(ξ′2)
]′
|
1
4
−6ǫ
〈σ′〉
1
2
+ǫ〈σ′1〉
1
2
−2ǫ〈σ′2〉
1
2
+ǫ
. (5.18)
By using (5.18), together with the Cauchy-Schwartz inequality, Plancherel identity and
the Ho¨lder inequality as well as Lemma 2.9, we infer that
Int ≤ C
∫
R
2
∫
ξ′ =
2∑
j=1
ξ′j
τ ′ =
2∑
j=1
τ ′j
|
[
φλ(ξ′1)
]′
−
[
φλ(ξ′2)
]′
|
1
4
−6ǫL(ξ′, τ ′)G(ξ′1, τ
′
1)H(ξ
′
2, τ
′
2)
〈σ′〉
1
2
+ǫ〈σ′1〉
1
2
−2ǫ〈σ′2〉
1
2
+ǫ
dξ′1dτ
′
1dξ
′dτ ′
≤ C
∥∥∥∥∥ L〈σ′〉 12+ǫ
∥∥∥∥∥
L2
ξτ
∥∥∥∥∥I 12
(
F
−1
(
G
〈σ′1〉
1
2
−2ǫ
)
,F−1
(
H
〈σ′2〉
1
2
+ǫ
))∥∥∥∥∥
L2xt
≤ C‖F‖L2
ξτ
(
2∏
j=1
‖Fj‖L2
ξτ
)
. (5.19)
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(4) Region Ω4. In this subregion, we have that
K3(ξ1, τ1, ξ, τ) ≤
C|ξ1|
7
4
−6ǫ
〈σλ〉
1
2
−2ǫ
2∏
j=1
〈σλj 〉
1
2
+ǫ
. (5.20)
In this case, (1.17) is valid. Thus, one of (5.8)-(5.10) must occur.
When (5.8) is valid, we get from (5.20) that
K3(ξ1, τ1, ξ, τ) ≤
C|ξ1|
1
4
2∏
j=1
〈σλj 〉
1
2
+ǫ
≤ C
2∏
j=1
|ξj|
1
8
2∏
j=1
〈σλj 〉
1
2
+ǫ
. (5.21)
By using (5.21), the Cauchy-Schwartz inequality, the Plancherel identity and the Ho¨lder
inequality as well as (2.22), we conclude that
Int ≤ C
∫
R
2
∫
ξ =
2∑
j=1
ξj
τ =
2∑
j=1
τj
F (ξ, τ)
2∏
j=1
|ξj|
1
8Fj(ξj, τj)
2∏
j=1
〈σλj 〉
1
2
+ǫ
dξ1dτ1dξdτ
≤ C ‖F‖L2
ξτ

 2∏
j=1
∥∥∥∥∥D
1
8
xP
4
F
−1
(
Fj
〈σλj 〉
1
2
+ǫ
)∥∥∥∥∥
L4xt


≤ C‖F‖L2
ξτ
(
2∏
j=1
‖Fj‖L2
ξτ
)
. (5.22)
When (5.9) is valid, we infer from (5.20) that
K3(ξ1, τ1, ξ, τ) ≤
C|ξ1|
1
4
〈σλ〉
1
2
−2ǫ〈σλ2 〉
1
2
+ǫ
≤ C
2∏
j=1
|ξj|
1
8
〈σλ〉
1
2
−2ǫ〈σλ2 〉
1
2
+ǫ
. (5.23)
Let ξ′ = ξ1, ξ
′
1 = ξ, ξ
′
2 = −ξ2, τ
′ = τ1, τ
′
1 = τ , τ
′
2 = −τ2, L(ξ
′, τ ′) = F1(ξ1, τ1),
G(ξ′1, τ
′
1) = F (ξ, τ), H(ξ
′
2, τ
′
2) = F2(−ξ2,−τ2), σ
′
1 = τ
′
1 + φ
λ(ξ′1) = σ
λ, σ′2 = τ
′
2 + φ
λ(ξ′2) =
−σλ2 , σ
′ = τ ′ + φ(ξ′) = σλ1 . Combining (5.23) with the above variable substitution, we
have that
K3(ξ1, τ1, ξ, τ) ≤
C
2∏
j=1
|ξ′j|
1
8
〈σ′1〉
1
2
−2ǫ〈σ′2〉
1
2
+ǫ
. (5.24)
Combining (5.24), (2.22) with a proof similar to (5.22), and noting that 3
4
(
1
2
+ ǫ
)
< 1
2
−2ǫ,
we obtain that
Int ≤ C‖F‖L2
ξτ
(
2∏
j=1
‖Fj‖L2
ξτ
)
. (5.25)
34
When (5.10) is valid, this case can be proved similarly to (5.9) of Ω4 in Lemma 5.1.
(5) Region Ω5. This case can be proved similarly to Subregion (4) of Lemma 5.1.
This completes the proof of Lemma 5.1, and thus also the proof of Theorem 1.2.
Remark 8.As we mentioned earlier, the bilinear estimate in Theorem 1.2 leads to the
proof of the local well-posedness of the Ostrovsky equation in Hs(R) for s > −3
4
with
the aid of Lemma 2.8 and a fixed point argument.
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