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Abstract
Double field theory provides T-duality covariant generalized tensors that are natural
extensions of the scalar and Ricci curvatures of Riemannian geometry. We search for
a similar extension of the Riemann curvature tensor by developing a geometry based
on the generalized metric and the dilaton. We find a duality covariant Riemann tensor
whose contractions give the Ricci and scalar curvatures, but that is not fully determined
in terms of the physical fields. This suggests that α′ corrections to the effective action
require α′ corrections to T-duality transformations and/or generalized diffeomorphisms.
Further evidence to this effect is found by an additional computation that shows that
there is no T-duality invariant four-derivative object built from the generalized metric
and the dilaton that reduces to the square of the Riemann tensor.
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1 Introduction
Among the celebrated dualities of string theory T-duality is arguably the most intriguing, for it
directly hints at novel geometrical structures, transcending the usual framework of differential
geometry. Recently, a so-called double field theory has been constructed that manifests some
of these features at the level of space-time theories for the massless sector of string theory.
Specifically, here the space-time coordinates are doubled in order to realize the ‘T-duality
group’ O(D,D) geometrically, while introducing an O(D,D) covariant constraint that locally
removes the dependence on half of the coordinates [1–3]. (See [4–26] for previous work and
further developments.)
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The formulation of double field theory that is perhaps the most intuitive and which will be
used throughout this paper is the generalized metric formulation. The generalized metric HMN
is the O(D,D)-valued symmetric tensor
HMN =
(
gij −gikbkj
bikg
kj gij − bikgklblj
)
, (1.1)
which combines the space-time metric gij and the Kalb-Ramond two-form bij . Here,M,N, . . . =
1, . . . , 2D are fundamental O(D,D) indices, where D denotes the total number of space-time
dimensions. Being an element of O(D,D), the generalized metric satisfies
HMKHKN = δMN , (1.2)
where
HMN ≡ ηMK ηNLHKL , ηMN =
(
0 1
1 0
)
, (1.3)
and ηMN is the O(D,D) invariant metric that will be used to raise and lower O(D,D) indices.
The theory also includes the duality invariant dilaton field d related to the standard dilaton φ
via the field redefinition e−2d =
√
ge−2φ.
Double field theory features a gauge symmetry parameterized by an O(D,D) vector pa-
rameter ξM = (ξ˜i , ξ
i) that combines the diffeomorphism parameter ξi and the b-field gauge
parameter ξ˜i. We will refer to this gauge symmetry as ‘generalized diffeomorphisms’. It acts
on the fundamental variables as:
δξHMN = ξP∂PHMN +
(
∂Mξ
P − ∂P ξM
)HPN + (∂NξP − ∂P ξN)HMP ,
δξ
(
e−2d
)
= ∂M
(
ξMe−2d
)
,
(1.4)
where ∂M = (∂˜
i, ∂i) is the partial derivative with respect to the doubled coordinates X
M =
(x˜i, x
i). We see that e−2d transforms as a scalar density. The transformation rule in the top line
of (1.4) defines a generalized Lie derivative δξHMN = L̂ξHMN , that can be defined similarly for
arbitrary O(D,D) tensors. An O(D,D) tensor transforming under generalized diffeomorphisms
with a generalized Lie derivative is called a generalized tensor. The double field theory action
can be written as
S =
∫
dxdx˜ e−2dR(H, d) , (1.5)
where R is an O(D,D) invariant function of H and d that is a generalized scalar,
δξR(H, d) = ξP∂PR(H, d) , (1.6)
making the gauge invariance of (1.5) manifest. In order to verify the gauge variation (1.6) the
following ‘strong constraint’ is required:
ηMN∂M∂N = ∂
M∂M = 0 , (1.7)
when acting on arbitrary fields and parameters and all their products. This constraint implies
that locally all fields depend only on half of the coordinates, e.g., only the xi.
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The scalar R can be viewed as a generalized scalar curvature: it reduces to the scalar
curvature when we set b = φ = 0 and choose the duality frame ∂˜ = 0. Moreover, the variation
of (1.5) with respect to HMN gives rise to an O(D,D) tensor RMN (H, d) that is in fact a
generalized tensor and can be viewed as a generalized Ricci tensor; its non-vanishing components
reduce to the Ricci tensor when we set b = φ = 0 and choose the duality frame ∂˜ = 0. Given
this similarity with the corresponding tensors of Riemannian geometry it is natural to look for
a systematic way to construct these curvatures starting with Christoffel-like connections and
a generalized version of the Riemann tensor. Indeed, it would be useful to have a T-duality
covariant generalization of the full Riemann tensor in order to write general higher-derivative
or α′ corrections to the effective action.
In searching for a generalized four-index Riemann tensor RMNPQ it is useful to make a list
of properties that we may want this tensor to satisfy:
1. It is a tensor under O(D,D).
2. It is a tensor under generalized diffeomorphisms.
3. It gives the generalized tensors RMN and R upon suitable contractions.
4. It is expressed in terms of the physical fields HMN and d.
Property (1) ensures proper behavior under T-duality and property (2) ensures proper behav-
ior under gauge transformations. Property (3) implies that, as in Riemannian geometry, the
Riemann tensor contains the information in Ricci and the information in the scalar curvature.1
Property (4) means that the tensor is ‘physical’, or fully determined. We could also demand
some additional properties that would establish a close relation of RMNPQ to the familiar
Riemann tensor. In analogy to the situation with RMN and R we could demand that
(A) For b = φ = 0 and ∂˜ = 0 some components of RMNPQ reduce to the Riemann tensor.
If property (4) holds, property (A) has a clear meaning. If property (4) does not hold some
components of RMNPQ may be determined and some may not; we need only study the former
to test (A).
Some time ago Siegel developed a vielbein formalism with a local GL(D) × GL(D) tan-
gent space symmetry [4]. Introducing connections for this tangent space symmetry he defined
invariant curvatures, but not all connections can be expressed in terms of the physical fields
by imposing covariant constraints. The scalar curvature and Ricci tensor can be defined in a
way that is independent of the undetermined connections, but there does not appear to be an
uncontracted Riemann tensor that depends only on physical fields. Interestingly, in Batalin-
Vilkovisky quantization, a formalism based on antisymplectic geometry, a similar phenomenon
occurs: connections exist for which their undetermined components drop out of the curvature
scalar [28].
In this paper we will revisit these issues in a purely metric-like formalism. We work solely
with the generalized metric HMN and the dilaton and there are no additional gauge redun-
dancies. This is equivalent to Siegel’s formulation and may be derived from it by imposing a
1The analogy with Riemannian geometry is not complete: there is no contraction of RMN that gives R.
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vielbein postulate that relates the Christoffel-like connections to the spin-connection [7]. This
will be briefly explained in the appendix. We find it simpler and more illuminating, however, to
present the metric-like formalism in a self-contained fashion. A closely related formulation has
been developed before in useful papers by Jeon, Lee, and Park [18,19]. Many of our results have
a direct analogue in the frame formalism of Siegel and some have appeared in [18,19]. Finally,
generalized geometry [27] also features closely related connections and curvatures; see [26] for
a recent concise exposition.
We investigate systematically within the formalism if there is a RMNPQ that satisfies the
properties listed above ((1) through (4), and (A)). Our investigation confirms the existence of
a duality covariant generalized Riemann tensor that determines RMN and R. Thus properties
(1), (2), and (3) hold. We find, however, that RMNPQ is not fully determined in terms of the
physical fields: property (4) does not hold. We show that this is a simple consequence of an
algebraic Bianchi identity of the Riemann tensor. In fact, property (A) does not hold either:
the components of RMNPQ that do not contain undetermined connections are zero.
The generalized metric formulation differs from Riemannian geometry in that the metric is
a constrained object; it satisfies (1.2)–(1.3). As a consequence, there are projectors
PM
N =
1
2
(
δM
N −HMN
)
, P¯M
N =
1
2
(
δM
N +HMN
)
, (1.8)
satisfying P + P¯ = 1, PP¯ = 0, P 2 = P and P¯ 2 = P¯ . They allow us to project onto a ‘left-
handed’ or ‘right-handed’ subspace. This is the analogue of the factorized tangent space group
GL(D)×GL(D) in the frame formulation, and equivalence of the two formalisms then requires
the projectors to be covariantly constant. Jeon, Lee and Park [18, 19] postulate an expression
for the Christoffel symbols in terms of the physical fields that satisfies this condition. The
resulting ‘covariant derivatives’, however, do not transform covariantly in general, but only for
certain projections and contractions. The reason is that the imposition of covariant constraints
only determines part of the connections, and their ansatz effectively sets the undetermined
connections to zero, thereby violating covariance. Here we follow a somewhat different route.
As in the frame formalism, we work with proper connections and fully covariant expressions
by keeping those connection components that are not determined by the physical fields. For
the final results on Ricci and scalar curvature tensors for which the undetermined connections
drop out, our results are in full agreement with the most recent work [19]. We also establish
differential Bianchi identities that have not appeared before in such a metric-like formalism.
An important motivation for this work was the construction of higher-derivative or α′ cor-
rections involving the full Riemann tensor. Thus, in the second part of this paper we ask
if there is a manifestly O(D,D) invariant function of the generalized metric (1.1), quartic in
derivatives, that reduces to the square of the Riemann tensor in some T-duality frame. In fact,
even if there is no physical RMNPQ, one can imagine an expression that reproduces the square
of the Riemann tensor, but is not the square of an O(D,D) tensor. We find, however, that
for general D such a construction is impossible, showing that generic α′ corrections cannot be
written in terms of the generalized metric defined in terms of g and b as in (1.1).
In hindsight, this result is not too surprising in view of similar results obtained for di-
mensionally reduced theories. It has been shown by Meissner that α′-corrected supergravity,
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reduced to one dimension, can be written in a T-duality invariant way if the formula for the
generalized metric in terms of the physical fields receives α′ corrections [29]. We discuss in the
conclusions the possible implications of this fact for our analysis.
2 Christoffel connections and invariant curvatures
In this section we introduce Christoffel-type connections and determine their transformation
behavior by requiring that they give rise to derivatives that are covariant under generalized
diffeomorphisms. In terms of these connections we define an O(D,D) covariant Riemann tensor
that is also a generalized tensor. Next, we impose covariant constraints on the connections in
order to express them in terms of the physical fields. It turns out that this leaves undetermined
components, which we analyze systematically.
2.1 Connections and curvatures
O(D,D) tensors are said to be generalized tensors if they transform with generalized Lie deriva-
tives under generalized diffeomorphisms parametrized by ξM . The generalized Lie derivative is
defined on generalized vectors as
δξA
M = L̂ξAM ≡ ξN∂NAM +
(
∂M ξN − ∂NξM
)
AN ,
δξAM = L̂ξAM ≡ ξN∂NAM +
(
∂M ξ
N − ∂N ξM
)
AN ,
(2.1)
and is defined similarly on tensors with an arbitrary number of upper and lower O(D,D) indices.
For a generalized scalar S the generalized Lie derivative is just given by the transport term.
The partial derivative of a scalar is a generalized vector since
δξ (∂MS) = ∂M
(
ξP∂PS
)
= ξP∂P (∂MS) + ∂Mξ
P ∂PS − ∂P ξM ∂PS , (2.2)
where we are allowed to add the last term because it vanishes by the constraint (1.7). Next,
we define a covariant derivative of a vector by introducing a connection Γ:
∇MAN ≡ ∂MAN − ΓMNKAK ,
∇MAN ≡ ∂MAN + ΓMKNAK .
(2.3)
The transformation property of the connection is determined by the condition that the above
derivatives be generalized tensors. A short calculation shows that one must have
δξΓMN
P = L̂ξΓMNP + ∂M∂NξP − ∂M∂P ξN . (2.4)
The first two terms on the right-hand side are familiar and the last one is due to the extra terms
in the generalized Lie derivative. That last term implies that the connection cannot be chosen
to be symmetric in its first two indicesM and N . We will let ∆ξ denote all non-covariant terms
in a trasformation law: δξW = L̂ξW +∆ξW , for any O(D,D) tensor W . We then have
∆ξΓMNK = 2∂M∂[NξK] , (2.5)
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where, as usual, we raise and lower all indices with η.
Given these connections we can define curvature and torsion through the commutator of
covariant derivatives,[∇M , ∇N]AK = −RMNKLAL − TMNL∇LAK . (2.6)
One finds
RMNK
L = ∂MΓNK
L − ∂NΓMKL + ΓMQLΓNKQ − ΓNQLΓMKQ ,
TMN
K = 2Γ[MN ]
K .
(2.7)
By definition R is antisymmetric on the first two indices,
RMNK
L = −RNMKL . (2.8)
There will also be an antisymmetry in the last two indices after the imposition of constraints.
Lowering the L index in RMNK
L we have
RMNKL = ∂MΓNKL − ∂NΓMKL + ΓMQLΓNKQ − ΓNQLΓMKQ . (2.9)
It turns out that neither R nor T is a generalized tensor. The non-covariant transformation
of the torsion tensor follows directly by applying (2.5) to the definition in (2.7). The non-
covariant transformation of R follows by a slightly longer but straightforward computation. In
total, one finds
∆ξRMNK
L = −2 ∂P ∂[MξN ] ΓPKL ,
∆ξTMN
L = −2 ∂L∂[MξN ] .
(2.10)
While each of the two terms on the right-hand side of (2.6) fails to transform covariantly the
sum must since the left-hand side is manifestly covariant. This can be readily checked; acting
with ∆ξ on the right-hand side of (2.6) gives
−∆ξRMNKLAL −∆ξTMNL∇LAK = 2 ∂[M∂P ξN ] ΓPKLAL + 2∂[M∂P ξN ] (∂PAK − ΓPKLAL) ,
where use was made of (2.10). The term with a ∂PAK vanishes by the strong constraint and
the other two terms cancel each other so that, as expected,
∆ξ
(−RMNKLAL − TMNL∇LAK) = 0 . (2.11)
Although RMNKL is not a generalized tensor it can be made so by the simple following
modification. Note that the first equation in (2.10) can be written as
∆ξRMNKL = −2 ∂Q∂[MξN ] ΓQKL = − (∆ξΓQMN) ΓQKL , (2.12)
by use of (2.5). This equation makes it easy to see that RMNKL, defined by
RMNKL ≡ RMNKL +RKLMN + ΓQMNΓQKL , (2.13)
is a generalized tensor. By definition R is symmetric under the interchange of the first and
second pair of indices:
RMNKL = RKLMN . (2.14)
The antisymmetry RMNKL = −RNMKL in the first pair of indices does not immediately carry
over to RMNKL but it will after the imposition of constraints on the connection.
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2.2 Constraints on the connection
We now impose four constraints in order to determine part of the connections in terms of the
physical fieldsH and d. These constraints follow from the constraints of Siegel’s frame formalism
given in [4], as will be reviewed in the appendix, and are also satisfied by the connection-like
objects postulated in [19]. The first two set some components of the connection equal to zero
and do not involve H or d. The third constraint involves H and the fourth involves the dilaton
d. As we will see in the following section, the connection is not fully determined by these four
constraints.
(1) Covariant constancy of ηMN :
∇MηNP = ∂MηNP−ΓMNQηQP−ΓMPQηNQ = 0 ⇒ ΓMNP+ΓMPN = 0 , (2.15)
where we recall that η is a constant matrix and that indices are lowered with η. This
equation means that the connection is antisymmetric in the last two indices,
ΓMNP = −ΓMPN . (2.16)
(2) Generalized torsion constraint: We demand that the generalized Lie derivative of a vector
can be evaluated with an identically looking formula where partial derivatives are replaced
by covariant derivatives,
L̂ξVM ≡ ξN∂NVM + 2∂[MξN ] V N = ξN∇NVM + 2∇[MξN ] V N = L̂ ∇ξ VM . (2.17)
Here L̂ ∇ξ denote the generalized Lie derivative with ∂ replaced by ∇. Put differently, we
are setting to zero a generalized torsion tensor T defined by [26](L̂ ∇ξ − L̂ξ)VM = TMNKξNV K . (2.18)
A short calculation gives [18]
TMNK = ΓMNK − ΓNMK + ΓKMN = TMNK + ΓKMN . (2.19)
As defined in (2.18) TMNK is manifestly a generalized tensor, and this can also be checked
directly with (2.5). Our constraint sets this generalized torsion to zero:
TMNK = ΓMNK − ΓNMK + ΓKMN = 0 . (2.20)
Using constraint (1) we find that the sum of cyclic index permutations vanishes:
ΓMNK + ΓNKM + ΓKMN = 0 . (2.21)
This property, given constraint (1), is equivalent to the condition that the totally anti-
symmetric part of the connection vanishes:
Γ[MNK] = 0 . (2.22)
(3) Covariant constancy of HMN :
∇MHNK = ∂MHNK − ΓMNPHPK − ΓMKPHNP = 0 . (2.23)
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(4) Partial integration in presence of dilaton density:∫
e−2d V∇MVM = −
∫
e−2d VM∇MV . (2.24)
This condition results in
ΓM ≡ ΓNMN = −2∂Md . (2.25)
Equivalently, this condition means that the covariant divergence of a vector is computed
using the density e−2d:
∇MVM = ∂MAM + ΓMKMAK = e2d∂M (e−2dAM ) . (2.26)
2.3 Solving the constraints
2.3.1 The first constraint
We can derive a number of conclusions from constraint (2.15) that states the covariant constancy
of the O(D,D) metric ηMN . This constraint makes the connection antisymmetric on its last
two indices. Now consider the curvature RMNKL in (2.9). Using the antisymmetry condition,
the last two terms are rewritten as
RMNKL = ∂MΓNKL − ∂NΓMKL − ΓMLQΓNKQ + ΓMKQΓNLQ , (2.27)
making it clear that RMNKL is now also antisymmetric in the last two indices. Since it is also
antisymmetric in its first two indices we have in total
RMNKL = −RNMKL = −RMNLK . (2.28)
Still, there is no simple relation between RMNKL and RKLMN . It also follows from the above
and (2.13) that R shares those same symmetries,
RMNKL = −RNMKL = −RMNLK . (2.29)
Together with (2.14) we see that RMNKL satisfies the familiar properties of the Riemann
tensor. One missing property, the algebraic Bianchi identity, will follow after the imposition of
the second constraint.
2.3.2 The second constraint
Let us now see what conclusions follow from the vanishing of the generalized torsion. First, we
note that the formula for the torsion in terms of the connection can be simplified. With (2.19)
it follows from TMNK = 0 that
TMNK = −ΓKMN . (2.30)
An important consequence of the first two constraints is that we have the Bianchi identity
R[MNK]L = 0 , (2.31)
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as also noted in [19]. Given the symmetries (2.29), this is equivalent to
RMNKL +RNKML +RKMNL = 0 . (2.32)
In Riemannian geometry this formula follows directly from the expression for the Riemann
tensor in terms of a torsion-less connection. In the present case the equation requires
RMNKL +RNKML +RKMNL
+RKLMN +RMLNK +RNLKM
+ΓQMNΓ
Q
KL + ΓQNKΓ
Q
ML + ΓQKMΓ
Q
NL = 0 .
(2.33)
This equation is readily verified using (2.7): there are twelve terms of the form ∂Γ that combine
into four groups of three terms that vanish separately, there are fifteen ΓΓ terms that combine
into three groups of five terms that vanish separately.
Finally, we derive a formula for the exact variation of RMNKL upon a finite variation
Γ→ Γ + δΓ of the connection. Beginning with (2.9), a short calculation gives
RMNKL(Γ + δΓ) = RMNKL(Γ) + 2∇[MδΓN ]KL
+ 2Γ[MN ]
P δΓPKL + 2 δΓ[M |QL| δΓN ]K
Q .
(2.34)
In obtaining the above we only had to use the antisymmetry of the connection in the last two
indices (constraint 1). The covariant derivatives on the above right-hand side use Γ. To obtain
the analogous result for RMNKL we use the above and (2.13). This time a short calculation
gives
RMNKL(Γ + δΓ) = RMNKL(Γ) + 2∇[MδΓN ]KL + 2∇[KδΓL]MN
+ 2 δΓ[M |QL| δΓN ]K
Q + 2 δΓ[K|QN | δΓL]M
Q + δΓQMN δΓ
Q
KL .
(2.35)
In deriving this result we had to use the second constraint in the form (2.21). Note that the
terms of the form ΓδΓ in R(Γ + δΓ) cancel out in R(Γ + δΓ).
2.3.3 The third constraint
The constraint (2.23) demands the covariant constancy of the generalized metric. To explore
immediate consequences of this additional constraint consider the projectors (1.8)
PM
N =
1
2
(
δM
N −HMN
)
, P¯M
N =
1
2
(
δM
N +HMN
)
, (2.36)
which satisfy
P P¯ = 0 , P 2 = P , P¯ 2 = P¯ . (2.37)
Since η is covariantly constant by constraint (1) and H is covariantly constant by constraint
(3), the projectors are also covariantly constant:
∇KPMN = ∇KP¯MN = 0 . (2.38)
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We now discuss how to use this result to solve completely the constraint. For this purpose
we will introduce a notation for indices that are projected. We will have two kinds of indices:
barred, with a dash on top, and un-barred, or more properly, under-barred, with a dash below.
The index type depends on the projector that is used to obtain it from the un-projected index.
The barred index is associated with the P¯ projector and the under-barred index is associated
with the P projector. Thus, we will have
WM ≡ PMN WN ,
WM¯ ≡ P¯MN WN .
(2.39)
Note that this implies that
WM = WM + WM¯ . (2.40)
We raise or lower projected indices with the metric η:
WM ≡ ηMQWQ = ηMQ PQN WN = PMNWN ,
W M¯ ≡ ηMQWQ¯ = ηMQ P¯QN WN = P¯MNWN ,
(2.41)
so that one can simply use the projector with indices up or down to define a projected index.
Contraction of projected indices of different types vanish. For example,
WMYM¯ = 0 . (2.42)
Contraction of like-wise projected indices can be done with a single projector:
W M¯YM¯ = P¯
MQP¯M
RWQYR = P¯
QRWQYR ,
WMYM = P
MQPM
RWQYR = P
QRWQYR .
(2.43)
A contraction of unprojected indices can be written as a sum of contractions of like-wise pro-
jected indices. Indeed,
WMYM = (W
M +W M¯ )(YM + YM¯ ) = W
MYM + W
M¯YM¯ . (2.44)
We will occasionally use tensors with mixed indices. So for example, we could have an object
WMNK = PN
QWMQK . (2.45)
There is no possible confusion: an index without a bar or under-bar is unprojected. As a
final remark on the use of these indices we note that in any tensor equality with a number
of free unprojected indices (appearing both on the left-hand side and the right-hand side) we
can simply replace any unprojected index by like-wise projected indices on both sides of the
equality. Thus, for example, WMN = YMN implies WMN¯ = YMN¯ , as well as several other
equalities.
When dealing with objects with projected indices, we will say that the object is of type
(k, l) if it has k under-barred indices and l barred indices. Thus, for example, given an O(D,D)
tensor AMNP we have
Type (3, 0) : AMNP , Type (2, 1) : A M¯NP , AMN¯P , AMNP¯ , etc. (2.46)
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Let us now consider the connection ΓMNK . By repeated use of (2.40) on each index we have
ΓMNK = ΓMNK + ΓMNK¯ + ΓMN¯K + ΓMN¯K¯
+ ΓM¯NK + ΓM¯NK¯ + ΓM¯N¯K + ΓM¯N¯K¯ .
(2.47)
From the comments above it follows that the symmetries of Γ arising from the first two con-
straints carry over to the projected Γ. Thus, for example, ΓMNK¯ = −ΓMK¯N . The cyclicity
condition on the three indices also holds for any choice of index type.
Using the symmetry conditions on Γ we can rewrite (2.47) as follows:
ΓMNK = ΓMNK + ΓMNK¯ − ΓMKN¯ − (−ΓN¯MK¯ + ΓK¯MN¯ )
− (ΓNKM¯ − ΓKNM¯) + ΓM¯NK¯ − ΓM¯KN¯ + ΓM¯N¯K¯ .
(2.48)
We then regroup the terms to find
ΓMNK = ΓMNK + ΓM¯N¯K¯
+ ΓMNK¯ − ΓMKN¯ − ΓNKM¯ + ΓKNM¯
+ ΓM¯NK¯ − ΓM¯KN¯ − ΓK¯MN¯ + ΓN¯MK¯ .
(2.49)
This shows that there are just four structures that need to be determined:
ΓMNK , ΓM¯N¯K¯ , ΓMNK¯ , and ΓM¯NK¯ . (2.50)
As we will now see, the covariant constancy of the projector determines the last two of these
and leaves the first two undetermined. Indeed, consider the equation
∇MPKL = ∂MPKL − ΓMKQPQL + ΓMQLPKQ = 0 . (2.51)
We write this as
∂MPKL + PL
QΓMQK + PK
QΓMQL = 0 . (2.52)
Multiplying by P¯N
K the last term drops out and we get
PL
QP¯N
KΓMQK = −P¯NK∂MPKL = −(P¯ ∂MP )NL , (2.53)
or, equivalently,
ΓMLN¯ = −(P¯ ∂MP )NL . (2.54)
Acting with an additional projector we obtain,
ΓRLN¯ = −PRM (P¯ ∂MP )NL ,
ΓR¯LN¯ = −P¯RM (P¯ ∂MP )NL .
(2.55)
This determined the advertised components. The totally under-barred component ΓMNK of
ΓMNK is not determined because it drops out of (2.52). Indeed note that
PL
QΓMQK + PK
QΓMQL = ΓMLK + ΓMKL = 0 , (2.56)
because of antisymmetry on the last two indices. Of course, the totally barred components
ΓM¯N¯K¯ are also not determined.
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2.3.4 The fourth constraint
This constraint determines the trace of the connection:
ΓN ≡ ΓMNKηMK = −2 ∂Nd . (2.57)
To begin the analysis we compute the left-hand side of this relation using (2.49). We get
ΓN = η
MKΓMNK + η
MKΓM¯N¯K¯ − ηMKΓMKN¯ + ηMKΓM¯NK¯ , (2.58)
where we noted that contractions of η with Γ are nonzero only if the two indices to be contracted
in the projected Γ are of the same type. Moving the undetermined components to the left-hand
side and recalling (2.40) we obtain
ηMKΓMNK + η
MKΓM¯N¯K¯ = ΓN − ηMKΓM¯NK¯ + ΓN¯ − ηMKΓMN¯K . (2.59)
From the above we obtain two equations for the two undetermined components, according to
the type of N index:
ηMKΓMNK = ΓN − ηMKΓM¯NK¯ ≡ φN .
ηMKΓM¯N¯K¯ = ΓN¯ − ηMKΓMN¯K ≡ φN¯ .
(2.60)
Note that φN and φN¯ are projected objects. It is useful to show that they arise from a single
object φN . This is what we do now. We begin with φN and use (2.55):
φN = PN
RΓR + η
MK P¯M
Q(P¯ ∂QP )KN
= PN
RΓR − P¯KQ((∂QP¯ )P )KN
= PN
RΓR − P¯KQ (∂QP¯KR)PNR
= PN
R
(
ΓR − P¯QK ∂QP¯KR
)
= PN
R
(
ΓR − (P¯ ∂QP¯ )QR
)
.
(2.61)
We note that in the final expression the reversed index combination (P¯ ∂QP¯ )RQ would give zero
contribution due to the PN
R projector. We can thus write,
φN = PN
R
(
ΓR − 2(P¯ ∂QP¯ )[QR]
)
. (2.62)
A completely analogous calculation gives
φN¯ = P¯N
R
(
ΓR − 2(P ∂QP )[QR]
)
. (2.63)
We can easily verify that the terms in parenthesis in the two equations above are equal. Indeed,
P∂QP = −(1− P¯ )∂QP¯ = −∂QP¯ + P¯ ∂QP¯ → (P∂QP )[QR] = (P¯ ∂QP¯ )[QR] . (2.64)
We can therefore write
φN = PN
RφR , φN¯ = P¯N
RφR , with φR = −2
(
∂Rd+ (P∂
QP )[QR]
)
. (2.65)
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Let us now resume the analysis of equations (2.60). A solution of these equations is of the
form
ΓMNK = αPM [NPK]
QφQ = αPM
RP[N
LPK]
Q ηRLφQ ,
ΓM¯N¯K¯ = αP¯M [N P¯K]
Q φQ = α P¯M
RP¯[N
LP¯K]
Q ηRLφQ ,
(2.66)
where α is a constant to be determined. The last right-hand side on each line was written to
make it manifest that the Γ’s have the correct projections. Note that this ansatz, as required,
satisfies constraints (1) and (2): ΓMNK = −ΓMKN and ΓMNK + ΓNKM + ΓKMN = 0. The
coefficient α is determined by contraction. We get
ηMKΓMNK =
1
2
α(1−D)φN = φN → α = 2
1−D . (2.67)
Back in (2.66) and using (2.65) the full solution is therefore
ΓMNK = − 2
(D − 1)PM [NPK]
R φR + Γ˜MNK ,
ΓM¯N¯K¯ = −
2
(D − 1) P¯M [N P¯K]
R φR + Γ˜M¯N¯K¯ ,
(2.68)
where Γ˜ is undetermined and satisfies
ηMK Γ˜MNK = 0 ,
ηMK Γ˜M¯N¯K¯ = 0 .
(2.69)
2.3.5 The full Christoffel connection
To write a complete expression for the Christoffel connection we begin by adding the two
contributions in (2.68) and use (2.65) to find
ΓMNK + ΓM¯N¯K¯ =
4
(D − 1)
(
PM [NPK]
R + P¯M [N P¯K]
R
)(
∂Rd+ (P¯ ∂
QP¯ )[QR]
)
+ Γ˜MNK + Γ˜M¯N¯K¯ .
(2.70)
The full connection is then given by (2.49) which we write as
ΓMNK = (ΓMNK¯ + ΓM¯NK¯)− (ΓMKN¯ + ΓM¯KN¯ )
− ΓNKM¯ + ΓKNM¯ − ΓK¯MN¯ + ΓN¯MK¯
+
4
(D − 1)
(
PM [NPK]
R + P¯M [N P¯K]
R
)(
∂Rd+ (P∂
QP )[QR]
)
+ Γ˜MNK + Γ˜M¯N¯K¯ .
(2.71)
The first two lines on the above right-hand side can be evaluated using equations (2.55). These
equations imply, for example, that
ΓMNK¯ + ΓM¯NK¯ = −(P¯ ∂MP )KN . (2.72)
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With this one quickly verifies that the first line in the right-hand side of (2.71) simplifies down
to −2(P∂MP )[NK]. A computation of the second line then yields the complete result. We write
it as
ΓMNK = Γ̂MNK +ΣMNK , (2.73)
where Γ̂MNK is the determined part of the connection,
Γ̂MNK = − 2(P∂MP )[NK] − 2
(
P¯[N
P P¯K]
Q − P[NPPK]Q
)
∂PPQM
+
4
D − 1
(
PM [NPK]
Q + P¯M [N P¯K]
Q
)(
∂Qd+ (P∂
PP )[PQ]
)
,
(2.74)
and ΣMNK is the undetermined part of the connection:
ΣMNK = Γ˜MNK + Γ˜M¯N¯K¯ . (2.75)
The result (2.74) is equivalent to the ansatz given in eq. (15) of [19]. The ΣMNK satisfy the
traceless condition in (2.69). Given the symmetry properties of the connection, the trace taken
on any two indices of the Γ˜’s vanishes. This completes our calculation of the connection. We
finally give the number of undetermined connection components. Since P and P¯ are rank-
D projectors, any projected O(D,D) index represents D independent components. The two
undetermined Γ˜ can thus be viewed as taking values in the (2, 1) traceless GL(D) Young tableau.
The total number of undetermined components is then found to be 23D(D + 2)(D − 2), which
is equal to the value in Siegel’s frame-like formalism, see the discussion after eq. (2.40) in [7].
We can rewrite the above Γ̂ directly in terms of H and d. Using the definition of the projectors
a quick calculation shows that
(P∂MP )PQ =
1
4
(
−∂MHPQ +HPK∂MHKQ
)
. (2.76)
The first term on the right-hand side is symmetric in P and Q while the second term is actually
antisymmetric in P and Q. We thus have
(P∂MP )[PQ] =
1
4
HPK∂MHKQ . (2.77)
As a result, we obtain
(P∂PP )[PQ] =
1
4
HPK∂PHKQ = 1
4
HPM∂MHPQ . (2.78)
We can quickly work out the other projectors:
P¯[N
P P¯K]
Q − P[NPPK]Q =
1
2
(
δ[N
PHK]Q +H[NP δK]Q
)
, (2.79)
P¯M [N P¯K]
Q + PM [NPK]
Q =
1
2
(
ηM [NδK]
Q +HM [NHK]Q
)
. (2.80)
Back in the connection (2.74) we get
Γ̂MNK =
1
2
HKQ∂MHQN + 1
2
(
δ[N
PHK]Q +H[NP δK]Q
)
∂PHQM
+
2
D − 1
(
ηM [NδK]
Q +HM [NHK]Q
)(
∂Qd+
1
4
HPM∂MHPQ
)
.
(2.81)
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3 Analysis of the generalized Riemann tensor
In this section we examine the components of the generalized tensor RMNPQ using the pro-
jected barred and under-barred indices. We show that the projections in which undetermined
connections drop out vanish identically. There are four non-vanishing projections, as detailed
in equation (3.14). We then show how the Ricci and scalar generalized curvatures arise from
RMNPQ by taking contractions that make all undetermined connections disappear. An analysis
of the invariant action allows us to show that there is a single generalized Ricci curvature and
to prove differential Bianchi identities.
3.1 The components of the Riemann tensor
Before we begin the detailed discussion of the various components of the Riemann tensor, we
examine a useful property that follows from the covariant constancy of the projectors. This
property implies that:
[∇M ,∇N ]PKLVL = PKL[∇M ,∇N ]VL , (3.1)
so that expanding the commutators according to (2.6) we get
−RMNKPPP LVL − TMNP∇P (PKLVL) = −PKLRMNLPVP − PKLTMNP∇PVL . (3.2)
Using the covariant constancy again we see that the torsion terms cancel on both sides. Rela-
beling indices and dropping the V ’s we obtain
RMNKPP
P
L = RMNPLP
P
K . (3.3)
Multiplying by P¯KQ we see that the above right-hand side vanishes due to PP¯ = 0. We
therefore find that
RMNKP P¯
K
QP
P
L = 0 → RMNQ¯L = 0 . (3.4)
A curvature R with mixed projections on the last two indices vanishes.
In order to find out which components of the curvature depend on undetermined connections
we use the variation formula (2.35) and the split (2.73) of the connection into a determined
piece Γ̂ and an undetermined piece Σ. We find
RMNKL = R̂MNKL + 2 ∇̂[MΣN ]KL + 2 ∇̂[KΣL]MN
+ 2Σ[M |QL|ΣN ]K
Q + 2Σ[K|QN |ΣL]M
Q + ΣQMNΣ
Q
KL .
(3.5)
In here all hatted quantities are ones that use Γ̂.
Let us now consider possible components of the projected curvatures R. There is one R
with all indices under-barred and one R with all indices barred – a type (4, 0) curvature in the
notation introduced in (2.46). With three under-barred indices and one barred one there is just
one R since the barred index can always be chosen to be the last by using the pair exchange
symmetry and the antisymmetry in the last two indices. The same is true for the R with three
barred indices and one under-barred one. Finally for an R with two indices of each type there
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are two configurations: one in which the first and last two indices are of the same type, and
one where they are not. In summary,
RMNKL , RMNKL¯ , RMN¯KL¯ , RMNK¯L¯ , RMN¯K¯L¯ , RM¯N¯K¯L¯ . (3.6)
The two type (2, 2) curvatures are not independent. The algebraic Bianchi identity (2.31) gives
0 = RMNK¯L¯ +RNK¯ML¯ +RK¯MNL¯ → RMNK¯L¯ = RMK¯NL¯ −RNK¯ML¯ , (3.7)
showing that the third curvature in (3.6) determines the fourth. The third structure, using
definition (2.13), is given by
RMN¯KL¯ = RMN¯KL¯ +RKL¯MN¯ + ΓQMN¯ΓQKL¯ . (3.8)
The first two terms vanish because of (3.4) and the last one contains pieces of the connection
determined in (2.54):
RMN¯KL¯ = ΓQMN¯ΓQKL¯ = (P¯ ∂QP )MN (P¯ ∂QP )KL = 0 , (3.9)
using the strong constraint. The vanishing of this third structure then implies the vanishing of
the fourth, as remarked above:
RMNK¯L¯ = 0 . (3.10)
With (3.5) it is now easy to see that the first two and last two in (3.6) depend on the
undetermined connections. In fact, for RMNKL we use (3.5) together with (2.75) to get
RMNKL = R̂MNKL + 2 ∇̂[M Γ˜N ]KL + 2 ∇̂[KΓ˜L ]MN
+ 2 Γ˜[M |QL|Γ˜N ]K
Q + 2 Γ˜[K|QN |Γ˜L ]M
Q + Γ˜QMN Γ˜
Q
KL .
(3.11)
In here, projected indices on covariant derivatives are defined as usual: ∇̂L¯ ≡ P¯LQ∇̂Q. We
note that all ΣMNK in (3.5) were replaced by Γ˜MNK because the projectors discard the Γ˜M¯N¯K¯
components. Note that the summed index Q only receives contributions from the under-barred
values. Analogous remarks apply for the fully barred structure RM¯N¯K¯L¯.
For the second curvature in the list, the type (3, 1) tensor RMNKL¯, all Σ2 terms vanish
because in each of them one Σ has mixed barred/under-barred projections and there are no
such undetermined connections. From the ∇Σ type terms, one survives:
RMNKL¯ = R̂MNKL¯ − ∇̂L¯Γ˜KMN . (3.12)
We thus see that RMNKL¯ involves undetermined connections. Similarly, we find for the (1, 3)
type structure
RMN¯K¯L¯ = R̂MN¯K¯L¯ + ∇̂M Γ˜N¯K¯L¯ . (3.13)
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Our analysis shows that the list (3.6) has become
RMNKL contains undetermined connections,
RMNKL¯ contains undetermined connections,
RMN¯KL¯ = 0 ,
RMNK¯L¯ = 0 ,
RMN¯K¯L¯ contains undetermined connections,
RM¯N¯K¯L¯ contains undetermined connections.
(3.14)
Thus, there is no Riemann tensor in terms of the physical fields.
3.2 Generalized Ricci and scalar curvatures
Undetermined connection components can drop out from traces of curvatures. In fact, we can
define a scalar curvature and a Ricci tensor. A naive candidate for the scalar curvature is
RMNMN . Expanding the contractions in projected indices we have,
RMNMN = ηMKηNLRMNKL = RMNMN +RM¯N¯ M¯N¯ + 2RMN¯MN¯ . (3.15)
The last term on the right-hand side vanishes by (3.9), so that we have
RMNMN = RMNMN +RM¯N¯ M¯N¯ . (3.16)
Recall from (2.43) that contractions on projected indices are implemented by contractions
against the appropriate projector, so that
RMNMN = PMKPNLRMNKL , RM¯N¯ M¯N¯ = P¯MKP¯NLRMNKL . (3.17)
Back to (3.16) we compute RMNMN directly from the definition (2.13) and from (2.7):
RMNMN = 2RMNMN + ΓMNKΓMNK
= 4∂MΓ
M + 2ΓMΓ
M + 2ΓMNKΓ
KMN + ΓMNKΓ
MNK ≡ 0 .
(3.18)
The first two terms on the right-hand side vanish using ΓM ∼ ∂Md and the strong constraint.
The rest of the terms on the right-hand side vanish too:
RMNMN = ΓMNK
(
ΓKMN + ΓKMN + ΓMNK
)
= ΓMNK
(
ΓKMN − ΓNMK + ΓMNK
)
= 0 ,
(3.19)
because of Γ[MNK] = 0. The vanishing of RMNMN is consistent with the vanishing of the
flat-index combination RABAB in Siegel’s formalism [4]. Equation (3.16) and the vanishing of
RMNMN suggest that we have to contract the fully projected tensors. We thus define the scalar
curvature R by
R ≡ RMNMN = −RM¯N¯ M¯N¯ . (3.20)
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We now use (3.11) to show that the undetermined connections drop out of R. Let us do one
contraction first. The tracelessness of the Γ˜ (on any pair of indices) implies that
ηNLRMNKL = R̂MNKN − ∇̂L
(
Γ˜MKL + Γ˜KML
)
+ Γ˜MQ
L Γ˜LK
Q + Γ˜KQ
L Γ˜LM
Q + Γ˜QML Γ˜
Q
K
L .
(3.21)
A few undetermined connection coefficients dropped out but several remain. After the second
contraction with ηMK we get only Γ˜Γ˜ terms that survive, but they add up to zero:
R = R̂MNMN + Γ˜MQL Γ˜LMQ + Γ˜KQN Γ˜NKQ + Γ˜QMN Γ˜QMN
= R̂MNMN + Γ˜MQL
(
Γ˜LMQ + Γ˜MQL + Γ˜LMQ
)
= R̂MNMN ,
(3.22)
using the generalized torsion constraint. The undetermined connections dropped out and there
is a well-defined scalar curvature R. It must be proportional to the scalar curvature defined
in [3]. One may fix the normalization by inserting the explicit connection components, say,
focusing on the dilaton-dependent terms. We then find that (3.20) equals the curvature scalar
defined in eq. (4.24) in [3].
Equation (3.21) shows that we cannot get a well-defined Ricci tensor with two under-barred
(or two barred) indices. The Ricci tensor is of type (1, 1), and we can define such an object by
contraction with η of a curvature with (1, 3) or (3, 1) index structure. We define the following
objects starting with the (3, 1) index structure:
RMN¯ ≡ RKMN¯K = ηKLRKMN¯L ,
RN¯M ≡ RKN¯MK = ηKLRKN¯ML .
(3.23)
In fact, the Bianchi identity implies they are equal:
RN¯M = RKN¯MK = −RN¯MKK −RMKN¯K = RKMN¯K = RMN¯ . (3.24)
This is the “symmetry” property of the Ricci curvature. Most importantly, undetermined
connections do not appear in the Ricci curvature. Indeed, starting from the definition (3.23)
and using (3.12) we have
RMN¯ = ηKLRMKLN¯ = ηKL
(R̂MKLN¯ − ∇̂N¯ Γ˜LMK) = ηKL R̂MKLN¯ . (3.25)
We will show in the following subsection that the Ricci tensor defined by contraction of the
(1, 3) index structure is identical to the one obtained here.
3.3 Invariant action and differential Bianchi identities
After having defined a generalized curvature scalar R we can define an invariant action for
double field theory. It reads
S =
∫
dxdx˜ e−2dR =
∫
dxdx˜ e−2dRMNMN =
∫
dxdx˜e−2dPMKPNLRMNKL , (3.26)
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where we recalled (3.17). Since the undetermined pieces of the connection drop out (see (3.22)),
we have
S =
∫
dxdx˜ e−2dPMKPNLR̂MNKL . (3.27)
Of course, on account of (3.20) we also have
S = −
∫
dxdx˜ e−2dRM¯N¯ M¯N¯ = −
∫
dxdx˜e−2dP¯MK P¯NLR̂MNKL . (3.28)
It turns out that further Bianchi-type identities for the Ricci tensor and curvature scalar can
be conveniently derived using the invariance properties of this action.
We start by discussing the variational principle based on (3.27). For earlier discussions of
the general variation in double field theory see [2,3,7,8,19]. Variations of the generalized metric
imply variations of P or P¯ . In fact we can think of P and P¯ as the field variables to be varied
since the connection is written in terms of these projectors (see (2.74)). We must then take
into account that these are constrained to satisfy P 2 = P , P¯ 2 = P¯ and PP¯ = 0. Thus if we
shift P ′ = P + δP we need to satisfy
(P ′)2 = P + PδP + δPP ≡ P ′ = P + δP , (3.29)
and similarly for P¯ . Thus, we have the constraint
δP = PδP + δPP , (3.30)
and similarly for P¯ . Acting on both sides with P from the left and the right we quickly see that
PδPP = 0. Moreover, we also see that P¯ δP P¯ = 0. Finally, when acting from the left with P
and the right with P¯ , or vice versa, we get trivially satisfied identities that imply that PδP P¯
and P¯ δPP are unconstrained. Thus, we can write the variation in terms of two unconstrained
matrices M and N as follows
δP = P¯MP + PN P¯ = −δP¯ , (3.31)
where the last condition follows from P + P¯ = 1. Since P and P¯ are symmetric, δP and δP¯
should be symmetric too, requiring thatMT = N . Thus, the most general variations of P and
P¯ consistent with the constraints are
δP = P¯MP + PMT P¯ = −δP¯ . (3.32)
Let us now consider the general variation of the action (3.27) for variations δP and δd. Of
course such variations result in variations δ Γ̂ of the determined parts of the connection. The
undetermined parts need not be varied since they and their variations drop out of the action.
We thus get
δS = δ
∫
dxdx˜ e−2d PMKPNLR̂MNKL
=
∫
dxdx˜ e−2d
(
−2δdR + 2 δPMKPNLR̂MNKL + 4PMKPNL∇̂[MδΓ̂N ]KL
)
,
(3.33)
where we employed (2.35) since this relation holds for any shift of the connection. The covariant
derivative in ∇̂δΓ̂ can be partially integrated: it ignores the dilaton density and gives zero
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acting on the P ’s (note that both ∇ and ∇̂ have such properties). This term is therefore a
total derivative, in complete analogy to standard Einstein gravity. The variation of d then
implies the vanishing of the scalar curvature, R = 0. This is a well-known result in double field
theory [2, 3], but here we understand more clearly why the variations of d inside R add up to
a total derivative.
We focus on the remaining variation which reads with (3.32)
δS = 2
∫
dxdx˜ e−2d
(
P¯MPMPQPQK + PMQMPQP¯PK
)
PNLR̂MNKL
= 2
∫
dxdx˜ e−2dMPQ
(
R̂P¯LQL + R̂QLP¯L
)
= −2
∫
dxdx˜ e−2dMPQ
(
RLP¯QL +RLQP¯L
)
= −4
∫
dxdx˜ e−2dMNM RKMN¯K ,
(3.34)
where we were able to remove the hats at the point where we know all undetermined connections
drop out. In the last step we used (3.24) and relabeled indices. Thus, we get the field equation
RMN¯ ≡ RKMN¯K = 0 , (3.35)
recovering the Ricci tensor defined above.
An alternative definition for the Ricci tensor is obtained by tracing the curvature with (1, 3)
index structure (one under-barred, three barred). We will show now that the resulting object,
RK¯MN¯ K¯ , does not provide a new tensor. To this end we vary the alternative form of the action
indicated in (3.28):
δS = −δ
∫
dxdx˜ e−2d P¯MKP¯NLR̂MNKL . (3.36)
Using δP¯ = −δP we arrive at
δS = 2
∫
dxdx˜ e−2d δPMK P¯NLR̂MNKL
= −2
∫
dxdx˜ e−2d
(
P¯MPMPQPQK + PMQMPQP¯PK
) R̂ L¯MKL¯
= −2
∫
dxdx˜ e−2dMPQ
(
RL¯P¯ QL¯ +RL¯Q P¯ L¯
)
= −4
∫
dxdx˜ e−2dMPQRL¯Q P¯ L¯ = −4
∫
dxdx˜ e−2dMNMRK¯MN¯K¯ .
(3.37)
Here we combined the two terms in the third line using the analogue of (3.24) and removed
the hats, since the objects in question are well-defined. As this variation must agree with the
variation (3.34) for all M we conclude
RKMN¯K = RK¯MN¯K¯ , (3.38)
proving that there is a single generalized Ricci tensor.
Let us relate the above definition of a Ricci tensor to a similar tensor defined in [3], where
we considered the variation of H rather than P . The variation (3.32) implies the following
variation for H
δH = −2(P¯MP + PMT P¯ ) , (3.39)
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where we used (1.8) and δη = 0. Up to the factor of −2 this coincides with the variation given
in eq. (4.54) in [3] if we assume M to be symmetric. The variation considered in [3] was not
the most general, because M need not be symmetric, but it can be proved that the resulting
field equations are equivalent to the ones obtained for general M. To see this, consider a
general action S based on a Lagrangian L(P ) that we view as a function of P (suppressing the
dependence on other fields). Using (3.32), its variation with respect to P then reads
δS =
∫
dxdx˜ e−2d
δL
δPKL
(
P¯KMMMNPNL + PKNMMN P¯ML
)
=
∫
dxdx˜ e−2dMMN (P¯MKPNL + P¯MLPNK) δL
δPKL
= 2
∫
dxdx˜ e−2dMMN P¯MKPNL δL
δPKL
,
(3.40)
where we used in the last step the symmetry of δL/δPKL. AsMMN is unconstrained, the field
equations read
EMN ≡ P¯MKPNL δL
δPKL
= 0 . (3.41)
An interesting property of tensors defined like this is that they vanish if and only if their
symmetric projection E(MN) vanishes. For suppose
E(MN) =
1
2
(
P¯MKPNL + P¯NKPML
) δL
δPKL
= 0 . (3.42)
We can then contract with P¯R
M , after which the second term vanishes by PP¯ = 0, implying
ERN = 0, as we wanted to show. Thus, the field equations obtained by variation with a
symmetric or general M are equivalent.
After this preliminary discussion it is straightforward to relate the Ricci tensor in [3] to the
one discussed here. We consider the variation of the action (3.26) under (3.39) (or, equivalently,
(3.31)), with M symmetric,
δS ≡ −2
∫
dxdx˜e−2dMMNRMN = −4
∫
dxdx˜e−2dMMNPMKP¯NLRP¯KLP¯ . (3.43)
The first equality can be seen as the definition of RMN , where we included a factor of −2 such
that the variation and hence the tensor RMN have the same normalization as in [3]. For the
second equality we used (3.34). Since we assumed M to be symmetric, RMN is symmetric,
too, and from (3.43) given by
RMN =
(
PM
K P¯N
L + PN
KP¯M
L
)RP¯KLP¯ . (3.44)
Writing the right-hand side out in terms of projected indices and using (3.24) we get
RMN = RMN¯ +RM¯N . (3.45)
The generalized tensor RMN thus obtained has no projected indices. We can think of RMN¯
and RM¯N as the projections of RMN . The symmetric field equation RMN = 0 is equivalent to
RMN¯ = 0.
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We close this section by deriving a differential Bianchi identity following from the ξM gauge
invariance of (3.27). First, we need to rewrite the gauge transformations. Using (2.26) the
transformation of the dilaton reads
δξe
−2d = ∂M
(
e−2dξM
)
= e−2d∇MξM . (3.46)
For the projector P we have δξPMN = L̂ξPMN because H transforms with a generalized Lie
derivative (1.4) and L̂ξη = 0 [3]. Due to the torsion constraint (2.17), all partial derivatives in
Lie derivatives can be replaced by covariant derivatives. We thus have
δξPMN = ξ
K∇KPMN + 2∇[MξK] PKN + 2∇[NξK]PKM . (3.47)
Using the covariant constancy of P this becomes
δξPMN = 2∇[MξN ] + 2∇[NξM ] . (3.48)
Writing out the antisymmetrizations and using (2.40) we have
δξPMN = ∇MξN −∇NξM +∇NξM −∇MξN
= ∇MξN +∇M¯ξN −∇NξM −∇NξM¯
+∇NξM +∇N¯ξM −∇MξN −∇MξN¯
= ∇M¯ξN −∇NξM¯ +∇N¯ξM −∇MξN¯ .
(3.49)
We can now write separate gauge transformations with respect to ξM and ξM¯
δξPMN = ∇M¯ ξN +∇N¯ ξM ,
δξ¯PMN = −
(∇MξN¯ +∇NξM¯) . (3.50)
For the dilaton we have, from (3.46),
δξ e
−2d = e−2d∇MξM ,
δξ¯ e
−2d = e−2d∇M¯ξM¯ .
(3.51)
Consider now the gauge variation δξ of the action (3.27). Recalling that the curvature itself
does not need to be varied because it contributes only total derivatives, as in (3.33), we have
0 = δξ
∫
dxdx˜ e−2dPMKPNLR̂MNKL
=
∫
dxdx˜ e−2d
(
∇P ξP R+ 2
(∇M¯ξK +∇K¯ξM)PNLR̂MNKL)
= −
∫
dxdx˜ e−2dξP
(
∇PR+ 4∇M¯RM¯NP N
)
,
(3.52)
where we also used the property (3.24). The last contraction is (minus) the Ricci tensor, and
since (3.52) holds for arbitrary ξP we conclude
∇PR − 4∇M¯RPM¯ = 0 . (3.53)
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Using the invariance under δξ¯ we get a similar looking equation with an opposite relative sign:
∇P¯R + 4∇MRMP¯ = 0 . (3.54)
These are the differential Bianchi identities of double field theory [4, 7, 8]. We have not been
able to find an uncontracted differential Bianchi identity for the full Riemann tensor, and we
suspect that such an identity does not exist. In fact, it is not hard to convince oneself that the
naive Bianchi identity ∇[MRNK]PQ = 0 does not hold by writing it out in terms of connections.
As a further check, it is also straightforward to see that the double contraction of this naive
Bianchi identity would give rise to an invalid contracted differential Bianchi identity.
4 Riemann-squared and the generalized metric
Here we will investigate if there exist manifestly O(D,D) invariant terms quartic in derivatives
and written with the generalized metric that, for b = φ = 0, reduce to the square of the
Riemann tensor in some T-duality frame. First, we work out the square of the Riemann tensor
in terms of the metric g. Then we identify one tensor structure that cannot be reproduced from
a generalized metric expression, answering the above question in the negative.
4.1 Outline of the approach
Our results of the previous section indicate that natural steps do not yield a physical Riemann
tensor in double field theory. They give a four-index generalized tensor RMNPQ that is not
fully determined in terms of the physical fields, but whose contractions give physical scalar and
Ricci curvatures that were expected to exist. It seems unlikely that there is a way to define a
physical RMNPQ that is an O(D,D) tensor, a generalized tensor, and reduces to the Riemann
tensor for particular combinations of indices.
We will show in this section that the Riemann-squared scalar, familiar in α′ corrections to
the low-energy effective action of string theory, cannot be obtained from a T-duality covariant
expression built with the generalized metric and the dilaton. More explicitly, we claim that
there is no O(D,D) scalar I(H, d) such that it reduces to Riemann squared when we set ∂˜ = 0,
set the antisymmetric field bij to zero, and set the dilaton d to the value that corresponds to
φ = 0 in the relation e−2d =
√−ge−2φ, namely d = d∗ ≡ −12 ln
√−g. In other words, the
answer to the following question is negative:
Is there an O(D,D) scalar I(H, d) such that RijklRijkl = I(H, d)
∣∣∣
∂˜=0, bij=0, d=d∗
? (4.1)
This happens because certain tensor structures appearing in the square of the Riemann tensor
cannot be reproduced from O(D,D) invariant terms. This is a strong result, for the obstruction
occurs just by demanding that I be an O(D,D) scalar. An I(H, d) useful for double field theory
would also have to be a generalized scalar. This result implies that even if there was a physical
RMNPQ that is both an O(D,D) and a generalized tensor, and contained components that give
the Riemann tensor (after setting ∂˜ = 0, bij = 0, d = d∗) it could not be of use in constructing
Riemann squared: O(D,D) contractions would lead to canceling contributions.
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Using the curvature scalar R and the Ricci tensor RMN¯ , both of which are O(D,D) tensors
and generalized tensors, we can extend the double field theory action by the addition of higher-
derivative terms with arbitrary coefficients a and b:
SDFT −→ SDFT + α′
∫
dxdx˜ e−2d
(
aR2 + bRMN¯RMN¯
)
. (4.2)
Setting ∂˜ = 0 this reduces to terms containing the square of the conventional Ricci tensor and
Ricci scalar. It is known, however, that in string theory also higher powers of the full Riemann
tensor enter, and therefore (4.2) is not general enough to first order in α′. A correction ∆S
proportional to Riemann squared in the low energy action would take the form
∆S ∼ α′
∫
dx
√−ge−2φRijklRijkl = α′
∫
dx e−2dRijklR
ijkl . (4.3)
If there had been an I(H, d) that satisfies (4.1) the term
∆SDFT ∼ α′
∫
dxdx˜ e−2d I(H, d) , (4.4)
would have provided a suitable double field theory extension (if I was also a generalized tensor).
In the absence of I(H, d) we can entertain some other possibilities. It may be that a variant of
(4.1) holds up to terms that can be dropped from an action because they are total derivatives:
e−2dRijklR
ijkl = I(H, d)
∣∣∣
∂˜=0, bij=0
+ ∂i(· · · ) . (4.5)
We will not explore this possibility in here, but it seems unlikely to work. It seems to us more
likely that α′ corrections require modifying the definition of the generalized metric, as will be
explained in the discussion section.
4.2 Terms quadratic in the Riemann tensor
In this section we will compute the terms appearing in the square of the Riemann tensor that
are relevant for the comparison with the generalized metric formulation to be discussed in the
next subsection. In our conventions, which follow the book by Dirac [31], the Riemann tensor
with all indices lowered is given by
Rijkl =
1
2
(
∂j∂kgil − ∂i∂kgjl − ∂j∂lgik + ∂i∂lgjk
)
+ ΓpilΓ
p
jk − ΓpikΓpjl , (4.6)
with the Christoffel symbols
Γijk =
1
2
(∂kgij + ∂jgik − ∂igjk) , Γijk ≡ gipΓpjk . (4.7)
We also write (4.6) as
Rijkl = R
0
ijkl + 2Γpi[lΓ
p
k]j , (4.8)
where
R0ijkl ≡ 2∂[j∂[k gi]l] , (4.9)
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with [ab] ≡ 12 (ab − ba), and we have underlined indices in order to avoid ambiguities in anti-
symmetrizations. R0 shares the symmetries of the full Riemann tensor,
R0ijkl = −R0jikl = −R0ijlk = R0klij . (4.10)
Let us now consider the square of the Riemann tensor,
(Riem)2 ≡ RijklRijkl = Rijkl girgjsgktgluRrstu . (4.11)
From the definition (4.6) we infer that this square contains three different structures that are
schematically
(∂∂g∗∗)
2 , (∂∂g∗∗)(∂g∗∗)
2 , (∂g∗∗)
4 . (4.12)
In order to establish our result it is sufficient to work out the first two. We will see that while
the first structures can be reproduced from O(D,D) invariant terms, this is not so for the
second structures, proving that the full square of the Riemann tensor cannot be reproduced
from an O(D,D) invariant expression.
We begin by computing the terms of the first type, (∂∂g∗∗)
2, from (4.11). Since terms
involving the square of Christoffel symbols always contain the structure (∂g∗∗)
2, the terms we
consider here originate only from the square of R0. With (4.9) we then have
(Riem)2
∣∣∣
(∂∂g∗∗)2
= 2∂[j∂[kgi] l]g
irgjsgktgluR0rstu = 2 ∂j∂kgil g
irgjsgktgluR0rstu
= ∂j∂kgil g
irgjsgktglu
(
∂s∂tgru − ∂r∂tgsu − ∂s∂ugrt + ∂r∂ugst
)
= ∂j∂kgil g
irgjsgktglu ∂s∂tgru − 2 ∂j∂kgil girgjsgktglu ∂r∂tgsu
+ ∂j∂kgil g
irgjsgktglu ∂r∂ugst ,
(4.13)
where we combined in the third line two terms using the symmetry properties of g and of second
partial derivatives. After relabeling indices, this reads
(Riem)2
∣∣∣
(∂∂g∗∗)2
= gijgklgmngpq ∂i∂kgmp ∂j∂lgnq − 2 gijgklgmngpq ∂k∂mgip ∂j∂nglq
+ gijgklgmngpq ∂i∂kgmp ∂n∂qgjl
= gijgklgmngpq
(
∂i∂kgmp ∂j∂lgnq − 2 ∂k∂mgip ∂j∂nglq + ∂i∂kgmp ∂n∂qgjl
)
.
(4.14)
Let us now turn to the second structure in (4.12). It originates from cross terms of R0 and
the Γ2 term in (4.8). Thus,
(Riem)2
∣∣∣
(∂∂g∗∗)(∂g∗∗)2
= 4R0nikmΓrnmΓ
r
ik
= R0nikm (∂mgrn + ∂ngrm − ∂rgnm) grs (∂igks + ∂kgis − ∂sgik) .
(4.15)
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Using the symmetries (4.10) we can exchange m↔ n and i↔ k simultaneously. It then follows
that several terms combine, giving
(Riem)2
∣∣∣
(∂∂g∗∗)(∂g∗∗)2
= R0nikmgrs
(
2 ∂mgrn ∂igks + 2 ∂mgrn ∂kgis
− 2 ∂mgrn ∂sgik − 2 ∂rgnm ∂igks + ∂rgnm ∂sgik
)
.
(4.16)
4.3 Obstructions on the generalized metric formulation
We attempt now to write O(D,D) invariant expressions in terms of the generalized metric that
reproduce the above structures (4.14) and (4.16) when setting ∂˜i = 0 and bij = 0. In this
situation the generalized metric reads
HMN =
(
Hij Hij
H ji Hij
)
=
(
gij 0
0 gij
)
. (4.17)
Specifically, we will see that the only candidate O(D,D) invariant expression that could re-
produce a certain tensor structure in the square of the Riemann tensor is actually zero as a
consequence of the group properties of HMN .
We start with the (∂∂g∗∗)
2 terms in (4.14). It turns out that they are reproduced by a term
I(2,2)(H) defined by
I(2,2)(H) ≡ − 1
2
HIJHKL ∂I∂KHPQ ∂J∂LHPQ
+ 2HIJHKL ∂I∂KHMN ∂J∂MHLN + ∂I∂JHKL ∂K∂LHIJ .
(4.18)
The superscripts on I indicate the derivative structure of the terms: they are the product of
a factor with two derivatives and another factor with two derivatives. In order to evaluate the
reduction of I(2,2)(H) we set ∂˜i = 0 and insert (4.17). First note that any derivative must have
a lower index, ∂K → ∂k, and the index contracted with this derivative also becomes k:
I(2,2) = − 1
2
HijHkl ∂i∂kHPQ ∂j∂lHPQ
+ 2HijHkL ∂i∂kHmN ∂j∂mHLN + ∂i∂jHkl ∂k∂lHij .
(4.19)
Because of the diagonal form of H in (4.17) any mixed-index structure HiK will only receive
contributions when K is an upper lowercase index, giving Hik, with the k also appearing
elsewhere as a lower index. Thus in the second term above we can simply replace L → l and
N → n. In the first term there are two contributions for P and Q, one with structureHpq · · · Hpq
and the other Hpq · · · Hpq. Both turn out to give the same answer and we therefore have:
I(2,2)(g) = − gijgkl ∂i∂kgpq ∂j∂lgpq + 2gijgkl ∂i∂kgmn ∂j∂mgln + ∂i∂jgkl ∂k∂lgij . (4.20)
We can now transform the double derivatives of upper-indexed metrics to derivatives of lower-
indexed metrics using
∂i∂jg
−1 = − ∂i(g−1∂jgg−1)
= g−1(∂ig)g
−1(∂jg)g
−1 − g−1(∂i∂jg)g−1 + g−1(∂jg)g−1(∂ig)g−1 .
(4.21)
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In components this reads
∂k∂lg
ij = −girgjs∂k∂lgrs + 2gipgjqgrs∂(kgpr ∂l)gqs . (4.22)
We use this in (4.20) and collect only the terms with two derivatives on g:
I(2,2)(g)
∣∣∣
(∂∂g∗∗)2
= gijgkl (gps∂i∂kgstg
tq) ∂j∂lgpq − 2gijgkl (gms∂i∂kgstgtn) ∂j∂mgln
+ (gks∂i∂jgstg
tl) (giu∂k∂lguvg
vj) .
(4.23)
After a straightforward relabeling of indices one can compare with (4.14) and confirm that
I(2,2)(g)
∣∣∣
(∂∂g∗∗)2
= (Riemann)2
∣∣∣
(∂∂g∗∗)2
. (4.24)
This shows that the proposed generalized metric combination (4.18) correctly reproduces the
portion of (Riemann)2 with two derivatives on each field. But, as we will see, it does not
produce all of (Riemann)2.
Let us now consider the (∂∂g∗∗)(∂g∗∗)
2 terms. Note that (4.21) implies that I(2,2) produces
already several terms of this type. It is convenient to begin again with (4.20) to do this
systematically. Converting one of the ∂2g∗∗ metrics in the last term of I(2,2) in (4.20) into g∗∗,
we find
I(2,2)(g) = − gik gkl ∂i∂kgpq
(
∂j∂lgpq − 2∂j∂pglq + ∂p∂qgjl
)
+ 2gijgklgrs ∂i∂kg
pq ∂pgjr∂qgls .
(4.25)
The terms in parenthesis are proportional to R0 and thus we conclude
I(2,2)(g) = −2 ∂i∂kgpq gijgklR0qjlp + 2 gijgklgrs ∂i∂kgpq∂pgjr∂qgls . (4.26)
The second term in here is produced by minus I(2,1,1)(H), defined by
I(2,1,1)(H) ≡ −2HIJHKLHRS∂I∂KHPQ∂PHJR ∂QHLS . (4.27)
We can therefore write
I(2,2)(g) + I(2,1,1)(g) = −2∂i∂kgpq gijgklR0qjlp . (4.28)
We have shown that the terms on the right-hand side of this equation are reproduced from the
generalized metric expression I(2,2) + I(2,1,1).
We next investigate how much the right-hand side of (4.28) differs from the square of the
Riemann tensor. For this purpose we first convert the leftover ∂2g∗∗ in (4.28) into g∗∗,
I(2,2) + I(2,1,1) = 2gpmgqn∂i∂kgmn gijgklR0qjlp − 4gpmgqngrs∂(igmr∂k)gns gijgklR0qjlp . (4.29)
The ∂2g∗∗ structure in the first term inherits the antisymmetries from R
0 and so this term is
actually (R0)2. Thus,
I(2,2) + I(2,1,1) = gipgjqgkmglnR0ijklR0pqmn − 2R0nikmgrs (∂igmr ∂kgns + ∂kgmr ∂igns) . (4.30)
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In here, the first term gives precisely the (∂∂g∗∗)
2 terms, as discussed above, while the second
one gives some of the (∂∂g∗∗)(∂g∗∗)
2 terms. Comparing these with the actual terms of this type
appearing in the square of the Riemann tensor (4.16) finally implies
RijklRijkl = I(2,2)(g) + I(2,1,1)(g)
−R0nikmgrs(− 2∂kgmr ∂igns − 2∂mgrn ∂kgis − ∂rgmn ∂sgik + 4∂mgrn ∂sgik)
+O((∂g)4) .
(4.31)
The first line is reproduced by the generalized metric expressions (4.18) and (4.27). We will
now carefully examine the terms in the second line. We will identify one structure that cannot
be written in terms of the generalized metric.
We first expand
−R0nikmgrs(− 2∂kgmr ∂igns − 2∂mgrn ∂kgis − ∂rgmn ∂sgik + 4∂mgrn ∂sgik)
= −1
2
gnpgiqgklgmtgrs (∂q∂lgpt − ∂p∂lgqt − ∂q∂tgpl + ∂p∂tgql)
(−2∂kgmr ∂igns − 2∂mgrn ∂kgis − ∂rgmn ∂sgik + 4∂mgrn ∂sgik)
= −1
2
gnpgiqgklgmtgrs
(− 2∂kgmr ∂igns ∂q∂lgpt + 2∂kgmr ∂igns ∂p∂lgqt
+ 2∂kgmr ∂igns ∂q∂tgpl − 2∂kgmr ∂igns ∂p∂tgql
− 2∂mgrn ∂kgis ∂q∂lgpt + 2∂mgrn ∂kgis ∂p∂lgqt
+ 2∂mgrn ∂kgis ∂q∂tgpl − 2∂mgrn ∂kgis ∂p∂tgql
− ∂rgmn ∂sgik ∂q∂lgpt + ∂rgmn ∂sgik ∂p∂lgqt
+ ∂rgmn ∂sgik ∂q∂tgpl − ∂rgmn ∂sgik ∂p∂tgql
+ 4∂mgrn ∂sgik ∂q∂lgpt − 4∂mgrn ∂sgik ∂p∂lgqt
− 4∂mgrn ∂sgik ∂q∂tgpl + 4∂mgrn ∂sgik ∂p∂tgql
)
.
(4.32)
Several terms in here can be combined,
= −1
2
gnpgiqgklgmtgrs
(− 2∂kgmr ∂igns ∂q∂lgpt + 8 ∂kgmr ∂igns ∂p∂lgqt
− 2∂kgmr ∂igns ∂p∂tgql
− 2 ∂rgmn ∂sgik ∂q∂lgpt + 2 ∂rgmn ∂sgik ∂p∂lgqt
+ 4∂mgrn ∂sgik ∂q∂lgpt − 4∂mgrn ∂sgik ∂p∂lgqt
− 4∂mgrn ∂sgik ∂q∂tgpl + 4∂mgrn ∂sgik ∂p∂tgql
− 4∂mgrn ∂kgis ∂q∂lgpt
)
,
(4.33)
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where we have grouped the terms according to the index structure of the first ∂∗g∗∗ factor.
In (4.33) we have underlined three terms that deserve special consideration. All other terms
can be reproduced by simply replacing metrics for generalized metrics and partial derivatives
by O(D,D) covariant partial derivatives. This happens because the indices on derivatives (that
are lower, lowercase, when ∂˜ = 0) are contracted in such a way that they force all other indices
to become lowercase once we recall that the generalized metric is diagonal. To make this point
more transparent, consider the second term in (4.33):
− 4 gnpgiqgklgmtgrs ∂kgmr ∂igns ∂p∂lgqt . (4.34)
Its O(D,D) covariant extension is simply
− 4HNPHIQHKLHMTHRS ∂KHMR ∂IHNS ∂P∂LHQT . (4.35)
To see that this works we just follow the indices on derivatives (which must be lower, lowercase)
and how they force indices to become lowercase. From ∂K we have K → L, that is, we get k, l.
From the second derivative we get I → Q → T → M → R → S → N → P , and all indices
become as in (4.34). One can readily check that the same happens for all other non-underlined
terms.
Let us now consider the underlined terms in (4.33). We start with the two terms with a
single underline, which take the form
X1(g) = g
npgiqgklgmtgrs ∂rgmn ∂sgik ∂q∂lgpt − 2gnpgiqgklgmtgrs ∂mgrn ∂sgik ∂p∂tgql . (4.36)
On each of the terms, each of the ∂g factors can be transformed into derivatives of inverse
metrics via the identity ∂g−1 = −g−1(∂g)g−1,
X1(g) = g
rs ∂rg
pt ∂sg
ql ∂q∂lgpt − 2 gmt ∂mgps ∂sgql ∂p∂tgql . (4.37)
These two structures can also be reproduced from an expression in terms of H, with due care
to double counting and extra terms that are to be thought of as higher order. We claim that
the following is the answer
IX1(H) =
1
2
HRS∂RHPT ∂SHQL ∂Q∂LHPT − HMT∂MHPS∂SHQL∂P∂THQL . (4.38)
The first step in the reduction gives
IX1 =
1
2
grs∂rHPT ∂sgql ∂q∂lHPT − gmt∂mgps∂sHQL∂p∂tHQL . (4.39)
This time we are left with contractions that give rise to two terms each,
IX1(g) =
1
2
grs ∂rg
ql ∂sg
pt∂q∂lgpt +
1
2
grs ∂rg
ql ∂sgpt ∂q∂lg
pt
− gmt∂mgps ∂sgql∂p∂tgql − gmt∂mgps ∂sgql ∂p∂tgql .
(4.40)
Using (4.21) one can readily see that the second term on each line equals the first, up to (∂g)4
terms. Thus, we have
IX1(g) = X1(g) +O((∂g)4) . (4.41)
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This shows that the terms with a single underline can be reproduced using the generalized
metric, up to (∂g)4 terms that must be considered once all ∂2g(∂g)2 terms are under control.
Let us finally consider the double-underlined term in (4.33), which turns out to be prob-
lematic. The term is
Z(g) = gnpgiqgklgmtgrs ∂kgmr ∂igns ∂q∂lgpt = −gnpgiqgkl∂kgts ∂igns∂q∂lgpt , (4.42)
where we rewrote the leftmost ∂g in terms of ∂g−1. The only candidate O(D,D) invariant term
that could reproduce this structure is proportional to
IZ = HNPHIQHKL∂KHTS∂IHNS ∂Q∂LHPT . (4.43)
The claim is that IZ is in fact zero up to terms (∂H)4 — which in turn give rise to structures
involving (∂g)4 and are thus of different type. To see this we raise and lower indices using η on
the one hand and the analogue of (4.21) for H on the other:
IZ = HNP HIQHKL∂KHTS ∂IHNS ∂Q∂LHPT
= HNPHIQHKL∂KHTS∂IHNS∂Q∂LHPT
= −HNP HIQHKLHPRHTM∂KHTS ∂IHNS ∂Q∂LHRM + (∂H)4
= −HTMHKLHIQ∂IHRS∂KHTS ∂Q∂LHRM + (∂H)4
= −HNPHIQHKL∂KHTS∂IHNS∂L∂QHTP + (∂H)4
= −IZ + (∂H)4 .
(4.44)
As help to the reader, the underlined factors in each term denote those factors that participate
in the simplification leading to the next term. In the step before the last line we relabeled
indices (I ↔ K, Q ↔ L, R → T → N, M → P ). Thus, up to (∂H)4 terms, this structure is
minus itself and thus zero.
One may wonder if the dilaton d can be used to help reproduce the above problematic
structure. Unfortunately, this is not the case. Rather, the role of the dilaton can be understood
as follows. Whenever a tensor contains the structure gkl∂mgkl, the generalized metric cannot be
used to reproduce it. This follows because the corresponding O(D,D) invariant term is minus
itself by its group properties and thus vanishes:
HKL∂MHKL = −HKL∂MHKL = −HKL∂MHKL ≡ 0 . (4.45)
In the first step we recalled that HKL is the inverse of HKL, and in the second step we raised
and lowered indices with the constant ηMN . In order to reproduce the structure g
kl∂mgkl we
can use the O(D,D) invariant dilaton d. Since e−2d =
√
ge−2φ we have, for ∂˜i = 0,
∂Md → ∂md = ∂mφ− 1
4
gkl∂mgkl . (4.46)
This means that
(−4∂Md)
∣∣∣
∂˜=0,φ=0
→ gkl∂mgkl , (4.47)
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provides the desired O(D,D) covariantization of the structure. In fact, the O(D,D) invariant
scalar curvature given in [3] can be systematically constructed as follows. Start with the scalar
curvature of Riemannian geometry written in terms of gij . For each term that can be reproduced
using the generalized metric include the corresponding O(D,D) covariant term. All terms that
cannot be reproduced from a generalized metric expression turn out to contain the structure
gkl∂mgkl, which is covariantized by (−4∂Md). It can be checked that this covariantization of
the Ricci scalar gives the generalized scalar R constructed in [3] and discussed in this paper.
On the other hand, for the problematic structure (4.42) the dilaton does not help, as it contains
no contractions of the gkl∂mgkl type. As a side remark we point out that since the dilaton is
of no use in constructing the T-duality invariant extension of the Riemann tensor-squared, this
suggests that in a field basis in which the first α′ correction consists only of the square of the
Riemann tensor, the dilaton itself does not receive higher-derivative corrections. Intriguingly,
this is confirmed by explicit computations in string theory [32].
Let us point out that for low-dimensional toy models like D = 2 there may exist additional
manipulations to rewrite the structure (4.42) such that it can be reproduced from a generalized
metric or dilaton expression. In fact, in D = 2 the Riemann tensor is fully determined by the
scalar curvature and so the square of the generalized scalar R must contain Riemann-square.
Incidentally, note that according to our formula for the number of undetermined connections
given after (2.75) all connections are determined in D = 2. In contrast, it is clear that for
general D there are no additional identities that would allow for such manipulations.
Summarizing, for general D there is no O(D,D) invariant expression in terms of the gen-
eralized metric that reproduces the required structure appearing in the square of the Riemann
tensor. As a result there is no O(D,D) invariant term fourth-order in derivatives that repro-
duces the square of the full Riemann tensor.
5 Discussion: T-duality and α′ corrections
In this paper we have investigated the possible existence of a double field theory Riemann
tensor RMNPQ satisfying conditions 1) – 4) and (A), as stated in the introduction. In the first
part of this paper we gave a self-contained presentation of a metric-like formalism introducing
connections and invariant curvatures along the lines of the frame-like approach of Siegel [4].
The main difference with the related metric-like formalism of Jeon, Lee, and Park [18] is that
we keep track of undetermined pieces in the connection and their effects on curvatures. Our
analysis sheds new light on the Riemann tensor. Specifically, we showed that the components
that are fully determined in terms of the physical fields vanish identically as a consequence
of an algebraic Bianchi identity. Thus, within this formalism, there is no Riemann tensor
meeting all conditions 1) – 4). There is a Riemann tensor satisfying conditions 1) – 3). It is an
O(D,D) tensor, a generalized tensor, and it determines RMN and R. It is not, however, fully
determined in terms of the physical fields. The components of RMNPQ that are independent
of undetermined connections vanish.
In the second part of this paper we investigated a related question. We asked if there is
a four-derivative O(D,D) invariant function of the generalized metric and the dilaton that
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reduces in some T-duality frame (and with bij = φ = 0) to the square of the Riemann tensor.
We find that the answer is negative: for general D there is no O(D,D) covariantization of
Riemann-square in terms of the generalized metric and the dilaton. Such covariantization, if it
existed, could be used as a Lagrangian for higher-derivative terms in double field theory. This
result implies that even if a double field theory Riemann tensor satisfying conditions 1) – 4)
exists, it could not provide a T-duality covariantization of Riemann-squared – its square would
have to be zero.
Let us now briefly discuss the significance of this result. Suppose we had succeeded in
constructing an O(D,D) invariant in terms of HMN and d that reduces to the square of the
Riemann tensor in some T-duality frame. Then we would be able to write a general action with
four derivatives as some arbitrary linear combination of the squares of generalized Riemann,
generalized Ricci, and generalized scalar curvature. Any of these actions would be exactly
invariant under the original forms of the T-duality and generalized diffeomorphisms that leave
the original two-derivative action invariant. This would be unexpected, for the field redefinitions
gij → gij + α′ (a1Rij + a2 gijR) , (5.1)
that respect diffeomorphism invariance, map α′-corrected actions into each other in that they
alter the coefficients of Ricci-squared and R-squared terms. After such field redefinitions the
T-duality transformation of gij will acquire α
′ corrections, in conflict with the above implication
of the (hypothetical) existence of a physical generalized Riemann tensor.
Useful insights into the structure of T-duality in double field theory to order α′ are suggested
by the computations of Meissner [29].2 He considered ‘cosmological’ models, i.e., the reduction
of gravitational actions with higher-order corrections to one dimension. The resulting theory
can be written in an O(D,D) invariant way only if the formula for the generalized metric in
terms of the g and b fields receives α′ corrections. For double field theory such a possibility
would imply that the theory can be written in terms of a generalized metric HMN (g, b) of the
form
HMN (g, b) = HMN (g, b) + α′ δHMN (g, b) +O(α′2) , (5.2)
where H(g, b) is the generalized metric (1.1) and HMN (g, b) is a symmetric O(D,D) matrix to
order α′. Since (1.1) is a general parameterization of a symmetric O(D,D) matrix, this means
that one can write
HMN (g, b) = HMN (g′, b′) , (5.3)
where (g′, b′) are α′ corrected versions of (g, b). The results of [29] (see eqs. (4.11)–(4.12))
suggest a redefinition of the type
(g′)ij = gij + α′gikgjlgpqgrs
(
a1 ∂rgkp ∂sglq + a2 ∂rbkp ∂sblq
)
. (5.4)
It would be interesting to see if the problematic structure that we identified in the square
of the Riemann tensor can be removed with such a field redefinition. Once the action is
written in terms of HMN (g′, b′), one could view (g′, b′) as the new field variables with standard
(uncorrected) T-duality transformations. The redefinition (5.4) does not preserve manifest
2Later work of Kaloper and Meissner [30] did not use the generalized metric. It evaluated α′ corrections to
T-duality transformations arising in backgrounds with one abelian isometry.
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general covariance because it involves first derivatives of the metric rather than tensors. Thus
generalized diffeomorphisms would receive α′ corrections. It would be interesting to see if the
field basis suggested by string field theory has to play a special role here (see [10] for the explicit
map between different field variables).
While the generalized Riemann tensor discussed in this paper is not fully determined
by the physical fields, we expect it to play a crucial role in the construction of general T-
duality invariant α′ corrections. As discussed in section 3.1 this tensor has components of type
(4, 0), (3, 1), (1, 3), and (0, 4):
RMNKL , RMNKL¯ , RMN¯K¯L¯ , RM¯N¯K¯L¯ , (5.5)
all of which depend on undetermined connections. We believe that a suitable linear combination
of squares of these curvatures will have the property that the undetermined part can be removed
by a field redefinition.
It is amusing to speculate on the meaning of our results for the geometry that underlies
string theory. The absence of a physical Riemann tensor seems to follow from the requirement of
duality covariance. Since the Riemann tensor is needed for the construction of the interactions
in the theory, we are forced to learn how to work with a partially physical, generalized Riemann
tensor. This is all we seem to have. In Riemannian geometry a spacetime is flat if and only
if the Riemannian curvature vanishes. In the absence of a physical Riemann tensor in string
theory there would seem to be no obvious way to characterize flat space!
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A Relation to frame formalism
Here we explain the equivalence of the ‘metric-like’ formalism discussed in this paper and the
‘frame-like’ formalism of Siegel [4], extending the discussion given in sec. 5.3 of [7]. The vielbein
eA
M , with inverse eM
A, carries an O(D,D) indexM and a flat index A with respect to the local
tangent space group GL(D)×GL(D). This flat index splits as A = (a, a¯), where a refers to the
left GL(D) and a¯ to the right GL(D). In order to describe only physical fields the vielbein eA
M
needs to satisfy constraints that are written in terms of the tangent space metric G defined by
GAB ≡ eAM eBN ηMN , with inverse GAB = ηMN eMA eNB . (A.1)
Flat indices are raised and lowered with G while O(D,D) indices are raised and lowered with η.
Moreover, eM
A = ηMNGABeBN . We impose the constraints
Gab¯ = 0 , sig(Gab) = (+ − . . .−) , sig(Ga¯b¯) = (− + . . .+) , (A.2)
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where ‘sig’ denotes the signature. Note that the signatures of Gab and Ga¯b¯ are opposite in
order to be consistent with the (D,D) signature of GAB . The assignment of signatures here
complies with the conventions of [7]. By Sylvester’s theorem of inertia, the constraints (A.2)
are GL(D)×GL(D) invariant.
The projectors P and P¯ and the generalized metric H can be defined in terms of the frame
field as in [7]:
PM
N ≡ eaM eaN , P¯MN ≡ ea¯M ea¯N , HMN ≡ 1
2
(
P¯M
N − PMN
)
. (A.3)
As required, these projectors satisfy P 2 = P , P¯ 2 = P¯ and, using the first constraint of (A.2),
PP¯ = 0.
Following Siegel we may now introduce spin connections ωABC for the local GL(D)×GL(D)
symmetry and impose covariant constraints in order to determine (part of) them in terms of
the physical fields. These spin connections then uniquely determine Christoffel connections by
means of a vielbein postulate as follows. We introduce a covariant derivative D with respect
to the spin and Christoffel connection and postulate that the frame field eA
M is covariantly
constant:
DMeA
N ≡ ∂MeAN + ΓMKNeAK + ωMABeBN = 0 . (A.4)
Here
ωMA
B = eM
CωCA
B .
Note that
DMδA
B = 0 . (A.5)
Because of the factorized gauge group, the non-vanishing spin connections are ωMa
b and ωMa¯
b¯.
The covariant derivative DM reduces to the covariant derivative ∇M discussed in this paper
when acting on tensors with only curved indices. Moreover, the covariant derivative
DA ≡ eAMDM (A.6)
reduces to the flat covariant derivative ∇A of Siegel when acting on tensors with only GL(D)×
GL(D) indices. Thus, with the vielbein being covariantly constant, any statement about ‘tan-
gent space’ objects can be translated into a statement about ‘world’ objects and viceversa, in
precise analogy to conventional Riemannian geometry. For instance, by (A.4) the Christoffel
connection is determined by the frame field and the spin connection according to
ΓMNK = −eMAeNBeKCωABC − eNA∂MeAK . (A.7)
In the following we will show that the constraints of Siegel imply via (A.4) our constraints (1)–
(4) on Γ and thus that the frame formalism of Siegel is equivalent to the metric-like formalism
discussed in this paper.
The frame formulation imposes the following constraints on the spin connection:
(i) The tangent space metric (A.1) is covariantly constant,
∇AGBC = 0 . (A.8)
34
Since GBC has only flat indices, the above implies that
DAGBC = 0 → DMGBC = 0 . (A.9)
Because of (A.4) and (A.5), we have that eM
A is also covariantly constant and thus we
can write
DM
(
eN
BeK
CGBC
)
= 0 → DMηNK = 0 , (A.10)
by use of (A.1). Since η only has O(D,D) indices, the last equation above implies
∇MηNK = 0, which is constraint (1). Moreover, we now readily derive the covariant
constancy of P , P¯ and therefore of H, thus implying constraint (3). For example,
∇MPNK = DMPNK = DM (eaNeaK) , (A.11)
where in the last step we noted that when DM acts on an object RA
A with a contracted
flat index there is no contribution from the spin connection. Given the diagonal form of
the spin connection components the same is true for the action of DM on an object of the
form Ra
a or Ra¯
a¯. Thus we are allowed to use the full covariant derivative DM in the last
expression above. Since DM is a derivation and the vielbeins are covariantly constant we
conclude that ∇MPNK = 0.
(ii) The second constraint requires that in the C-bracket[
ξ1, ξ2
]M
C
≡ ξN1 ∂N ξM2 −
1
2
ξ1N∂
M ξN2 − (1↔ 2) , (A.12)
we can flatten the indices by introducing covariant derivatives as follows,[
ξ1, ξ2
]A
C
≡ eMA
[
ξ1, ξ2
]M
C
= ξB1 ∇BξA2 −
1
2
ξ1B∇AξB2 − (1↔ 2) . (A.13)
Since the derivatives act on flat indices we can replace ∇ by D and the constraint becomes[
ξ1, ξ2
]A
C
= ξB1 DBξ
A
2 −
1
2
ξ1BD
AξB2 − (1↔ 2) . (A.14)
This constraint implies the generalized torsion constraint (2) in the form (2.17). In order
to see this we recall that eqs. (3.29)–(3.30) in [3] show that the generalized Lie derivative
can be written in terms of the C-bracket as
L̂ξVM =
[
ξ, V
]M
C
+
1
2
∂M
(
V N ξN
)
=
[
ξ, V
]A
C
eA
M +
1
2
∇M(V NξN) , (A.15)
where we used that the partial derivative of the scalar V NξN coincides with the covariant
derivative. Inserting (A.14) we obtain
L̂ξVM =
(
ξBDBV
A−V BDBξA− 1
2
ξBD
AV B+
1
2
VBD
AξB
)
eA
M+
1
2
∇M(V NξN) . (A.16)
Using the covariant constancy of the vielbein and converting all indices into curved indices
we can replace D’s by ∇’s and obtain
L̂ξVM = ξN∇NVM − V N∇NξM − 1
2
ξN∇MV N + 1
2
VN∇MξN + 1
2
∇M(V NξN)
= ξN∇NVM +
(∇MξN −∇NξM)VN ≡ L̂ ∇ξ VM . (A.17)
We recovered (2.17) and thus constraint (2), as we wanted to show.
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(iii) The third constraint requires∫
e−2d V∇AV A = −
∫
e−2d V A∇AV . (A.18)
We can replace ∇ by D:∫
e−2d V DAV
A = −
∫
e−2d V ADAV . (A.19)
On the right-hand side we can immediately pass to O(D,D) indices. On the left-hand
side this requires use of (A.4). We thus find∫
e−2d V DMV
M = −
∫
e−2d VMDMV . (A.20)
Replacing D by ∇, as is allowed now, we obtain (2.24), thus implying constraint (4).
Alternatively, the constraint can also be verified explicitly by inserting eq. (2.37) of [7]
into the trace of (A.7), from which we recover (2.25).
In total, the constraints (i)–(iii) of the frame formalism imply, via (A.4), the constraints
(1)–(4) of the metric-like formalism, thereby establishing the equivalence of both formulations.
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