The Cauchy-Rayleigh (CR) distribution has been successfully used to describe asymmetric and heavy-tail events from radar imagery. Employing such model to describe lifetime data may then seem attractive, but some drawbacks arise: its probability density function does not cover non-modal behavior as well as the CR hazard rate function (hrf) assumes only one form. To outperform this difficulty, we introduce an extended CR model, called exponentiated Cauchy-Rayleigh (ECR) distribution. This model has two parameters and hrf with decreasing, decreasing-increasing-decreasing and upside-down bathtub forms. In this paper, several closed-form mathematical expressions for the ECR model are proposed: median, mode, probability weighted, log-, incomplete and order statistic moments and Fisher information matrix. We propose three estimation procedures for the ECR parameters: maximum likelihood (ML), bias corrected ML and percentile-based methods. A simulation study is done to assess the performance of estimators. An application to survival time of heart problem patients illustrates the usefulness of the ECR model. Results point out that the ECR distribution may outperform classical lifetime models, such as the gamma, Birnbaun-Saunders, Weibull and log-normal laws, before heavy-tail data. Statistics: A Journal of Theoretical and Applied Statistics ECR-gSTA scattering clusters in state space based on simulation model for single and multiple polarization channels. Hill et al. [37] produced a novel bivariate shrinkage technique to provide a quantitative improvement in image denoising using the CR model. Recently, Bibalan and Amindavar [9, 10] furnished a mathematical treatment to the HTR distribution by means of mixtures of CR and Rayleigh models. This approach was developed for modeling amplitude of ultrasound images through the HTR distribution.
Introduction
Synthetic aperture radar (SAR) systems have been indicated as important tools to solve remote sensing issues. Among other, this fact may be justified by their capability in operating on all weather conditions and in providing high resolution images. However, SAR images are strongly contaminated by an interference pattern called speckle noise. Thus, working with SAR imagery requires a specialized modeling. The Cauchy-Rayleigh (CR) distribution, known as generalized Cauchy [10] , has received great attention as descriptor of SAR features. In this paper, we propose a new distribution that extends the CR law as describing for lifetime data.
Kuruoglu and Zerubia [41] presented evidence that this law may outperform the Weibull, log-normal (LN) and K-Bessel distributions. Peng and Zhao [58] used a mixture of CRs as an approximation of the heavy-tailed Rayleigh (HTR) distribution in order to model SAR features. Li and Ekman [44, 45] introduced the CR law as a model of 2. The α-stable, heavy-tailed Rayleigh and Cauchy-Rayleigh models Lévy [47] pioneered the α-stable distribution, which has been widely used in financial time series [25, 49, 68] and, recently, applied in SAR image processing [59, 60, 69] . This law has not tractable pdf expression and is often represented by its characteristic function (cf) given by: For −∞ < t < ∞, ϕ αS (t) = exp jζt − λ|t| α 1 + jρ sign(t) tan απ 2 , if α = 1, exp jζt − λ|t| 1 + jρ sign(t) 2 π log |t| , if α = 1, where −∞ < ζ < ∞, λ > 0, 0 < α ≤ 2 and −1 ≤ ρ ≤ 1 are the location, scale, characteristic and symmetry parameters, respectively. Now consider the (zero-mean) symmetric α-stable distribution having cf ϕ SαS (t) = exp(−λ|t| α ).
According to Kuruoglu and Zerubia [41] , one can define the bivariate isotropic α-stable (IαS) distribution, which has cf as
where t R and t I can be understood as outcomes of real and imaginary parts of a complex r.v., say t, respectively, and |t| = t 2 R + t 2 I represents the amplitude of t. From Eq. (1), the bivariate IαS pdf can be obtained by taking the Fourier transform of Eq. (2): 
where J 0 is the zero order Bessel function of the first kind [2] and |x| = x 2 R + x 2 I . Since ω does not appear in the integrand of the Eq. 
Now consider to determine the pdf of the corresponding amplitude. Using polar coordinates transformation (where r and φ indicate amplitude and phase of x R + jx I such that j = √ −1, respectively), the following joint pdf can be obtained: For r > 0 and 0 ≤ φ ≤ 2π, f (r,φ) = rf α,λ (r cos(φ),r sin(φ)).
Under the common assumption that φ is uniformly distributed on [0,2π] [41] , we can determine an expression for the amplitude distribution from replacing (4) in (5) and integrating over φ: g α,λ (r) = r ∞ 0 s exp(−λs α )J 0 (rs) ds. (6) This expression is know as the HTR pdf [55] . When α = 1 in (6) and using the identity 6.623.2 given by Gradshteyn and Ryzhik [32] , the CR pdf is obtained: For r > 0, g CR (r) = λr (λ 2 + r 2 ) 3 /2 , where λ > 0 is the scale parameter. This pdf is associated with the amplitude of a coefficient on which the components are jointly Cauchy distributed [41] . The CR cdf is given by
Under a non-physical perspective, some remarks are important. The CR distribution is a case nested in the compound Weibull (CW) distribution [62, p. 157 ] with cdf (for x > 0)
where c ≥ 0 and k ≥ 0 are shape parameters and a ≥ 0 and λ > 0 are scale parameters. The CR distribution is obtained at c = 2, k = 1 /2 and a = 0. At a = 0, the CW distribution coincides with the Singh-Maddala (SM), also known as three parameter Burr XII (BXII), model, which is another notable CR extension. The CR distribution is also a simpler case of other models, like the Feller-Pareto [5, 26] and transformed beta [39] laws. However, although this uniparametric model has been successfully used as reviewed above, it does not seem to exist works about mathematical properties of possible CR biparametric extensions. In what follows, we cover this gap, presenting several new closedform properties of the ECR model. Some ECR asymptotic theory results are also provided.
The broached model
In this section, we aim to introduce a CR extension as alternative to classical biparametric models (as the gamma and Weibull distributions), which we denote as ECR model. The ECR distribution has cdf (for x > 0) given by
where λ > 0 is a scale parameter and β > 0 is an additional shape parameter and, as a consequence, its pdf (for x > 0) is
From Eqs. (9) and (10), the ECR hrf is expressed as
We denote this case as X ∼ ECR(β,λ).
The ECR law is a model nested in the exponentiated Burr XII [4] , Kumaraswamy log-logistic [63] , generalized Feller-Pareto (GFP) [70] , Kumaraswamy Burr XII [57] and McDonald Burr XII [30, 51] distributions. In general, the properties obtained for these models do not have closed-form expressions, which may imply in computational difficulties and an insufficient mathematical treatment (where divergence cases may happen). As previously discussed, the ECR model can be very useful, but some of its properties do not has closed-form expressions and, therefore, a specialized treatment is required. We do it in the next sections.
The ECR quantile function is obtained by inverting (9): For 0 < p < 1,
The ECR median is then determined from using p = 1 /2 in (12):
We can also use (12) for generating outcomes of a ECR r.v. by the inverse transform sampling method (ITSM) as follows:
• Generate u as an outcome of U ∼ U (0,1);
• Obtain x = Q(u) as an outcome from the ECR distribution.
Figs. 1(a) and 1(b) depict some possible shapes of (10) and (11) for some parameter values. The ECR pdf may be unimodal and non-modal decreasing from both infinite or a finite value, property detailed subsequently. It is also noticeable that the ECR hrf has three basic shapes: decreasing, decreasing-increasing-decreasing and upside-down bathtub. In contrast, CR hrf only assumes upside-down bathtub shape (starting at the origin).
Some elementary properties
In this section we derive some ECR descriptive properties. Prop. 4.1 shows that the ECR pdf asymptote is more flexible than the CR one. The ECR pdf limit assumes three distinct values when x approaches zero (in terms of β), while it is always null for the CR case. The ECR pdf has the following limiting behavior: A r.v. X is called regularly varying at infinity (rvi) with tail index a > 0 if S X (cx) ∼ c −a S X (x) as x → ∞. Cooke et al. [17, p. 55 ], citing Chistyakov [16] , defined the subexponential distributions containing the rvi class. Foss et al. [27, Lemma 3.2] , crediting Chistyakov [16] again, pointed out that any subexponential distribution with positive support is long-tailed and therefore it is heavy-tailed too. Thus the ECR model belongs to all these classes. Prop. 4.2 assigns the ECR distribution to the rvi class. Prop. 4.3 shows a closed-form expression for the ECR mode. The ECR pdf is non-modal for β < 1 /2 as induced from Prop. 4.1 and non-modal for β = 1 /2. 
Corollary 4.4 The ECR mode has the following limiting behavior lim β→ 1 /2 + Mo = 0. Prop. 4.6 shows the ECR distribution belongs to the scale family. Two immediate consequences of this proposition are E(X k ) = λ k E(Z k ) and E(log X) = log λ + E(log Z).
In the rest of this paper, we denote Z ∼ ECR(β,1) as the standard ECR r.v..
Proposition 4.6
If Z is the standard ECR r.v., then X = λZ ∼ ECR(β,λ).
Moments
Expressions for the r-moments, incomplete moments (ims) and order-statistics moments (osms) of some ECR extensions were explored by Paranaíba et al. [56, 57] , Al-Hussaini and Ahsanullah [4] , Silva et al. [64] , Gomes et al. [30] , Mead [51] and Cordeiro et al. [21] . But all results in these papers were not given in closed-form. In general, they were deduced from power series expansions. In this section, we show that several moment ECR expressions often do not exist and, therefore, it is required a detailed discussion about it.
Probability weighted moments
The probability weighted moments (pwms) with order indexes r, s, t ∈ R, µ r,s,t , for a r.v. X ∼ ECR(β,λ) are defined by µ r,s,t = E X r F (X) s [1 − F (X)] t . Prop. 5.1 presents a closed-form expression for the ECR pwms restricting t ∈ Z.
where 2 F 1 is the Gauss's hypergeometric function defined as
B(·,·) is the beta function and Γ(·) is the gamma function.
Foss et al. [27, p. 33] showed that in the rvi class with index a > 0 all moments of order 0 < r < a are finite, while all moments with order r > a are infinite. This fact occurs in the ECR distribution, and they will be presented in Cor. 5.2. Closed-form expressions for the ECR moments consist in a simple product involving the beta and the Gauss's hypergeometric functions.
Corollary 5.2 Let X ∼ ECR(β,λ), for r ∈ (−2β,1),
Cor. 5.3 presents the CR moments, derived from the Cor. 5.2. The obtained result agrees with the known results for the SM distribution as presented by Kleiber and Kotz [38, eq. 6.46] (Assuming a = 2, b = λ and q = 1 /2 in the BXII parameterization adopted by the referred authors).
First log-moment and an induced regression model
Prop. 5.4 contains an useful result to define a log-linear regression model or a location quantity (since the mean is not finite) for the ECR distribution. Some integrals used in the proof of Prop. 5.4 will be useful for the next results.
where Φ(·; ·,·) is the Lerch transcendental Phi function, Ψ(·) is the digamma function and γ = 0.57721 . . . is the Euler-Mascheroni constant defined by, respectively:
k .
An outline of a possible ECR regression is given as follows. Let i ∼ ECR(α,1) and z i = (1, z i1 , . . . , z ip ) be a vector of predict variables. Assuming that there is interest in describing linearly the expected value of logarithm of a rvi positive variable, the following result holds:
where β * 0 := β 0 + E[− log( i )] and β = (β * 0 , β 1 , . . . , β p ) is a vector of regression coefficients. In this case, notice that E(log Y i ) = β 0 + p k=1 β k z ik and it is possible to proof that Var(log Y i ) = Var(log i ) < ∞. We omit the expression of Var(log Y i ) by simplicity, but it may be obtained from author's contact.
Incomplete moments
Let X be an ECR r.v., its ims are defined by Prop. 5.5. It is known ims consist in the main part of important inequality tools in income applications [14] such as Lorenz curves [46] and Gini measure [29] . For future applications, users of the ECR law may employ the Prop. 5.5 to obtain these measures.
0 +λ 2 and F 1 is the first Appell's hypergeometric function defined by
Order statistics
Moments of the order statistics play an vital role in quality control and reliability issues [3] , where researchers wish to predict the future failure items based on recorded failure times. Let X 1 , . . . ,X n be a random sample from the ECR law and X 1:n ≤ . . . ≤ X n:n be the corresponding order statistics. Let f i:n be the pdf of the ith order statistic X i:n :
where F (x) and f (x) are given in (9) and (10), respectively. Then we can express the ECR order statistics pdf as
In Prop. 5.6, we derive a closed-form expression for the ECR osms.
Proposition 5.6 Let X i:n be the ith order statistic of a n-points random sample from X ∼ ECR(β,λ), for r ∈ (−2iβ,1),
6. Inference and second-order asymptotic theory under the ECR model
Maximum likelihood estimators
In this section, we provide a procedure to find MLEs for ECR parameters as well as construct asymptotic confidence intervals and hypothesis tests. Let x 1 , . . . ,x n be an observed sample obtained from the ECR distribution with vector parameter θ = (β,λ) . The likelihood function at θ is expressed by
and the corresponding log-likelihood function (llf) is
The maximum likelihood (ML) estimate for θ is the pair that maximizes the llf; i.e., θ = arg max θ∈Θ [ (θ)], where Θ is the parametric space. MLEs have not closed-form and, therefore, it is required using iterative numerical methods such as Newton-Raphson and BFGS, implemented in several softwares and programming languages (e.g., R, Julia, Mathematica and Maple).
Other way to find ML estimates is by llf derivatives, known as score functions. The components of the score vector U = (U β ,U λ ) are
and
The ML estimates,θ = (β,λ) , can also be obtained numerically by solving the nonlinear equations system U β = U λ = 0.
From Eq. (18), it is possible to obtain a semi-closed MLE for β:
.
By replacing β byβ(λ) in (17), the following profile log-likelihood function (pllf) for λ is obtained:
We can also obtain the ML estimates for λ by maximizing the pllf β (λ) with respect to λ. The profile score function can be expressed as
The ML estimate for λ, β( λ), can also be defined as a root of the equation U λ|β=β(λ) = 0.
The Fisher information matrix
Now consider to obtain the FIM for the ECR model. Among its potentialities, FIM allows to determine the asymptotic confidence interval based on the following result [11, p. 386] :
where K is the FIM defined by
The entries of K obey the notation:
The FIM is obtained in Prop. 6.1. In general, determining this matrix requires hard integrations, but we provide solutions for all in the ECR case. Mahmoud and El-Ghafour [48] obtained the FIM for the GFP distribution and it is also possible to obtain the ECR FIM from their expressions.
The ECR FIM elements in (19) are given by
(20c)
Cox-Snell corrected maximum likelihood estimators
Cors. 6.2 and 6.3 and Prop. 6.4 are the basic results to construct the CS-MLEs. Cor. 6.2 presents the inverse FIM, which is also useful for determining analytic expressions for the asymptotic standard errors of the MLEs and construct confidence intervals.
The inverse FIM is given by
Cor. 6.3 presents the first derivatives of the FIM components. We will assume the notation κ 
Prop. 6.4 presents the expected value of the third derivatives of the llf, which can be obtained using essentially the same procedures employed in Prop. 6.1. Proposition 6.4 The expected value of the third derivatives of the llf (third order cumulants of the llf) in (17) with respect to its parameters are expressed by
Letθ i , for i = 1, . . . ,p, be the MLE for θ i . Cox and Snell [22] proposed a method to improve MLEs in terms of the cumulants. This procedure was revisited by Cordeiro and Klein [19] , which established that the bias ofθ i assumes the following formulation:
Thus, the CS-MLE, θ i , is defined by
where Bias(θ i ) represents the second order bias ofθ i evaluated inθ i . Cox and Snell [22] showed that
Therefore, the bias of θ i has order of n −2 . Thus, the CS-MLEs are expected to possess better asymptotic behavior than MLEs. The MLE second order biases are listed in Prop. 6.5. As expressed in (23) , they are the key to obtain the CS-MLEs. 
Unfortunately, for certain sample sizes andβ values, the ECR CS-MLE outcomes can be outside of the parametric space. Thus it is interesting to outline a map that identifies correctable regions, on which an constrained optimization would be acceptable. Fig. 3 displays portions of the ECR CS-correctable region in terms of sample size andβ. It is noticeable that this region do not depend ofλ, as indicated by the Bias( β). The ECR CS-MLEs are obtained using the MLEs second order biases expressed in (23) . The ECR CS-MLEs when β or λ are known can be obtained by Prop. 6.6: Proposition 6.6 Let an ECR r.v. with parameters (1) β and λ = λ 0 . The second order bias of the β MLE evaluated inβ is expressed as
(2) β = β 0 and λ. The second order bias of the λ MLE evaluated inλ is expressed as
The CR CS-MLE for λ is indicated in Cor. 6.7.
Corollary 6.7 Let a CR r.v. with parameter λ. The second order bias of the λ MLE evaluated inλ is expressed as Bias CR (λ) = 45λ /56n.
Percentile-based estimators
For data coming from a distribution having closed-form cdf, a natural way to obtain unknown parameters is to determine the argument which minimizes the square distance between theoretical and sample percentiles. Murthy et al. [53] discussed this method for the Weibull distribution, while Gupta and Kundu [35] studied the EE case. Let X 1:n < X 2:n < · · · < X n:n be the order statistics obtained from a set of n independent and identically distributed r.v.s following the ECR distribution with vector parameter θ = (β,λ) , the percentile-based estimation function (pbef) at θ is given by
In this case, p i is the cdf at the ith order statistic, F (x i:n ). Murthy et al. [53, p. 63] describe several ways to define sample p i . We use the mean rank given by p i = i /(n+1).
The partial derivatives of the pbef is provided by
The percentile-based (PB) estimates,θ = (β,λ) , can be obtained numerically by solving the nonlinear equations system ∂p(θ) /∂β = ∂p(θ) /∂λ = 0. In general, PBEs must be obtained numerically, similarly to MLEs. Note that, from Eqs. (26a) and (26b), it is possible to obtain two semi-closed PBEs for λ. For ∂p(θ) /∂β = 0 and ∂p(θ) /∂λ = 0 and a given β, the PBEs for λ are expressed by, respectively:λ 1 (β) = T7(β,x) /T6(β,x) and λ 2 (β) = T8(β,x) /T9(β,x). Thus we can set the PB estimate for β as solution the equation λ 1 (β) =λ 2 (β) or, equivalently, T 6 (β,x)T 8 (β,x) = T 7 (β,x)T 9 (β,x). By replacing λ by λ 1 (β) orλ 2 (β) in (25) , we obtain the profile percentile-based estimation functions (ppbefs):
We can also obtain the PB estimates for β by minimizing one of the ppbefs with respect to β.
Simulation studies
In this section, we assess the performance of the three proposed estimators by means of two simulation studies. First we investigate the convergence of the bias-corrected MLEs. Subsequently, the performance of MLE, CS-MLE and PBE is quantified adopting relative biases and SSDs as comparison criteria. To that end, we used an Intel ® Core™ i7-4500U CPU at 1:80 GHz processor with base x64, Ubuntu 16.04.2 operating system, and the R-3.3.3 [24] computational platform.
Convergence study
In this study, we adopt sample sizes n ∈ {5, 10, . . . , 250} and θ = (0.5,0.6). For each pair (θ,n), we generate 1,000 Monte Carlo replications using the ITSM. For each Monte Carlo replica, we obtained both bias and SSD and, subsequently, their Monte Carlo averages are calculated. Fig. 4 exhibits bias and SSD values for several sample sizes. It is noticeable theβ bias outperforms that due toβ for smaller size samples. Under CS-correctable region, β presents the smallest bias for the majority of cases. With respect to SSD,β tends to assume the smallest value at small samples; while,β has the best asymptotic features.
In general, theλ bias is the smallest, while theλ one is the highest. Theλ andλ SSDs present similar values, whileλ is the highest one.
Relative biases and SSDs study
In this study, we regard to two sample sizes, n 1 = 10 and n 2 = 100, and the parameter vectors θ = (β,λ) such that β,λ ∈ {0.1, 0.2, . . . ,10}. For each pair (θ,n i ), i = 1, 2, we perform 1,000 Monte Carlo replications. For each random sample, we calculated both bias and SSD. Finally, we compute the average of biases and SSDs. Results are depicted in Figs. 6-5. In Fig. 5 , we can observe that theβ relative bias and SSD decrease for when β increases, while the relative bias and SSD ofβ andβ do not have this property. Small values of β, the smallest relative biases and SSDs for β estimates are obtained byβ andβ. In general, the smallest biases and SSDs for λ estimates are obtained byλ andλ. In particular, for smallest values of β, theλ has the smallest biases and SSDs. In Figs. 6 and 7 biases and SSDs do not appear to suffer influence of λ value, i.e., biases and SSDs are to be only function of β values. Figures also reveal that CS-MLEs are desirable for only small values of β.
Application
An application to real data is done to illustrate the ECR potentiality. To that end, we use an uncensored real dataset previously discussed by Crowley and Hu [23] , which consists of 66 patient survival times with respect to a Stanford heart transplant list. We consider only patients that died in the followup time and were not submitted to prior bypass surgery. The data are presented in Table 1 . Table 2 gives a descriptive summary, which anticipates data are right-skewed.
In many applications, empirical hrf shape can indicate a particular model. The plot of total time on test (TTT) [1] can be useful in this sense. The TTT plot is obtained by measuring G( r /n) = ( r i=1 yi:n+(n−r)yr:n) / n i=1 yi:n against r /n for r = 1, . . . ,n. The under study TTT plot is presented in Fig. 8(a) . Results indicate a decreasing hrf, pattern which is covered by the ECR hrf. Beyond, Figs. 8(b) and 8(c) present the log-likelihood surface and its contour curves, respectively, in order to anticipate the ECR optimization framework at under study data. The concavity of the surface (β,λ) indicates an extreme local maximum over an elliptical region centred around (β 0 ,λ 0 ) = (0.4,80).
To confirm the ECR relevance among biparametric models, we compare it with other twenty distributions: Fig. 9 (a) displays fitted and empirical densities. For better exhibition, we regard only the ECR, LN, Weibull and gamma models which seem to provide closer fits to the histogram. The empirical and fitted cdfs of these models are displayed in Fig. 9(b) . From this plot, we note that the ECR model provides a good fit. The ECR qq-plot is depicted in ?? and it reveals that ECR fitted quantiles are very close to sample quantiles. Table 3 presents the ML estimates and their std. errors for fitted models, indicating there is not non-significant fits from their respective asymptotic confidence intervals.
To compare quantitatively discussed models, Table 4 elects the goodness-of-fit (GoF) statistics of the fitted models. We use the following GoF statistics:
• Criteria under cdfs:
• Cramér-von Mises (W*);
• Anderson Darling (A*); • Kolmogorov-Smirnov (KS). • Criteria under pdfs:
• Akaike Information Criterion (AIC); • Bayesian Information Criterion (BIC);
• Consistent Akaike Information Criterion (CAIC);
• Hannan-Quinn Information Criterion (HQIC).
Smaller GoF values under cdfs are associated with better fits, while the first GoFs class may indicate superiority relations in nested models. From figures of merit, the proposed ECR distribution presents smallest GoF values. To test H 0 : β = 1 (or F CR = F ECR ), we employ the likelihood ratio statistic, which yields a p-value < 10 −5 , indicating there is statistical difference between ECR and CR models. In summary, the ECR model may be a good alternative for describing heavy-tailed positive real data.
Concluding remarks
We deepen a discussion about an extended Cauchy-Rayleigh distribution, particular case of some known models like heavy-tailed Rayleigh [55] , generalized Feller-Pareto [70] , exponentiated Burr XII [4] , Kumaraswamy Burr XII [57] and McDonald Burr XII [30] . We refer to it as exponentiated Cauchy-Rayleigh (ECR) distribution. Some of its mathematical properties are derived and discussed: Closed-form expressions for mode and probability weighted, log-, incomplete and order statistic moments. The ECR model obeys the property of regularly varying at infinity and can take decreasing, decreasingincreasing-decreasing and upside-down bathtub-shape hazard rate functions, confirming its usefulness to describe lifetime data. We provide procedures to estimate the ECR parameters through original and bias-corrected maximum likelihood estimators and a percentile-based method. A simulation study to assess proposed estimators is performed. Each procedure reveals advantages over specific parameter points and sample sizes. The ECR usefulness is illustrated through an application to real data. Results indicate that our proposal can furnish better performance than classical lifetime models like gamma, Birnbaun-Saunders, Weibull and log-normal. We hope that the broached model may attract wider applications for modeling positive real data.
Appendix
Proof of Prop. 4.1. Note that (13) is obtained.
Now the result in
Proof of Prop. 4.2. Let X be a ECR r.v. and c > 0.
Proof of Prop. 4.3. Note that
By Eq. (27) the mode is obtained solving
After some manipulations we obtain
For x 0 to be a solution of Eq. (28) it needs to satisfy the following conditions:
the case β = 1 is trivial. Squaring both sides of Eq. (28) and simplifying we obtain a bi-quadratic equation
Assuming y = x 2 the last expression became
The discriminant of this quadratic equation is ∆ = (β − 1) 2 β 2 + 6β + 17 λ 4 , and its roots are given by y 1 = λ 2 /8 (β + 1) 2 + (β − 1) 2 (β 2 + 6β + 17) and
. This solutions can be rewritten as
Note that for β > 1 we have y 1 = y 1 and y 2 = y 2 , on the other hand if β < 1 we obtain y 1 = y 2 and y 2 = y 1 and finally, when β = 1 all solutions are equivalent. It is straightforward to prove that y 1 ≥ 0 ⇐⇒ β ≥ 1 /2 and y 2 ≥ 0 ⇐⇒ β ≥ 0. Then Eq. (30) has only two possible (real and non-negative) roots (for β ≥ 1 /2) 
We apply a simple change of variable assuming
and then after some algebras we obtain
Using simple binomial expansion we can write
Consider the following result 
Assuming β = 1 in (15), applying Eq. (36) and after some algebras we can set
Then the results in (16) follows.
dz. We apply a simple change of variable assuming u = 1 − 1 / √ 1+z 2 and after some algebras we can set
The first integral is determined transforming v = − log u. After this transform we obtain In order to determine the second integral we need to look upon the following known expansion log(2 − u) = log 2 − ∞ n=1 1 /n ( u /2) n . Then we can express the second integral as
Consider another well known expansion log(1 − u) = − ∞ n=1 u n /n, then the last integral can be expressed as
In the last step we use the identity obtained from Abramowitz and Stegun [2, eq. 6.3.16]: 
unvielded by [6, p. 77 ]. The result is obtained by applying Eq. (41) in (40) .
Proof of Prop. 5.6. We need to determine the following integral E(X r i:n ) = βλ B(i,n − i + 1)
Using the change of variable in (33) and after some algebras we can set E(X r i:n ) = β(λ √ 2) r B(i,n − i + 1)
Note that we can express
Now applying Eq. (43) in (42) Finally using the identity in (35) the result is obtained.
Proof of Prop. 6.1. Note that
x i 4 + (β + 4)λ 2 x i 2 − λ 3 (β + 1)λ + (β − 1) λ 2 + x i 2
The result in (20a) is derived taking the expectation of the constant obtained in (44) . The second element in (20b) is obtained by the following integral.
Applying the transform in (33) and then after some algebras we obtain κ βλ = − nβ /λ 1 0 (u − 2)(u − 1)u β−1 du, which is a simple integral whose value is given by κ βλ = − n /λ β+4 (β+1)(β+2) and after partial fractions decomposition we obtain (20b). The third element in (20c) is provided by the following integral which is a simple integral whose value is asserted by κ λλ = − nβ /λ 2 β 2 +11β+36 (β+2)(β+3)(β+4) , and after partial fractions decomposition we obtain (20c).
Proof of Prop. 6.4. Note that
The results in (21a) and (21b) are derived taking the expected values of the constants obtained in (45a) and (45b) respectively. The result in (21c) is achieved by taking the expected value of Eq. (45c) which is determined by the integral
Applying the change of variable in (33) it is possible to rewrite this integral in the form κ βλλ = nβ /λ 2 1 0 (u − 2)(u − 1) 2 (2u − 1)u β−1 du, which integrand is polynomial and can be evaluated as κ βλλ = − 2n /λ 2 β 2 +4β−24 (β+1)(β+2)(β+3)(β+4) and the result in (21c) follows after partial fractions decomposition. The result in (21d) is obtained by the following integral
Applying the change of variable in (33) and after some algebras it is possible to rewrite this integral in the form which integrand is polynomial and is given by κ λλλ = 2n /λ 3 β(β 4 +20β 3 +158β 2 +691β+1866) (β+2)(β+3)(β+4)(β+5)(β+6) and the result in (21d) follows after partial fractions decomposition.
Proof of Prop. 6.5. By Eq. (22) we can express the second order bias of the MLE as ( 1 /n) Bias(θ i ) = r,s,t κ θi,θr κ θs,θt κ (θt) θrθs − 1 2 κ θrθsθt . The result is obtained applying Cor. 6.2, Cor. 6.3 and Prop. 6.4 in this equation.
