Abstract. We want to nd the vertex sets of components of a graph G with a known vertex set V and unknown edge set E. We learn about G by sending an oracle a query set S V , and the oracle tells us the vertices connected to S. The objective is to use the minimum number of queries to partition the vertex set into components. The problem is also known as interconnect diagnosis of wiring networks in VLSI. We present a deterministic algorithm using O(minfk; lg ng) queries and a randomized algorithm using expected O(minfk; lg k + lg lg ng) queries, where n is the number of vertices and k is the number of components. We also prove matching lower bounds.
1. Introduction. We study how to nd the vertex sets of components of an unknown undirected graph G = (V; E) on a known vertex set V . Vertices u and v are connected if there is a path between them. The components of G are its maximal connected subgraphs. The connection relation is an equivalence relation on the vertex set V , and the vertex sets of the components are the equivalence classes of the connection relation, also called the connection classes. When we say \ nding the components", we mean nding the connection classes. In our problem, we are given V but not E. We do not know the number of components or their sizes. The only operation we may use to obtain information about G is to query an oracle. For any query set S V , the oracle will tell us Q(S), the set of vertices connected to vertices of S: Q(S) = fv 2 V : there exists u 2 S such that u and v are connected.g Note that the response Q(S) does not identify which vertex in S is connected to each vertex in Q(S). The objective is to nd the connection classes using the minimum number of queries.
This problem comes from the interconnect diagnosis of wiring networks of logic circuits. It has applications to design and testing of very large scale integration (VLSI), multi-chip module (MCM) and printed circuit board (PCB) systems 2, 3, 4, 5, 8] . A wiring network consists of a set of nets, each having one driver and one receiver. The logic value of a good net is controlled by its driver and observed by its receiver. When some nets are involved in a short fault, their receivers all receive the logical OR of the values of their drivers. To diagnose a wiring network, a test engineer sends a test vector of logical 0s and 1s from the drivers and observes the outputs from the receivers. Diagnosing a wiring network is the same as nding the connection classes of the graph of short faults, and applying test vectors to the nets is the same as querying the oracle for that graph. Kautz 5] studied the problem for the special case of testing G = K n , which he phrased as testing whether there is any short among n nets. Garey, Johnson and So 3] observed that if we are given partial information about the edge set of G, then nding an optimal algorithm to test G = K n becomes NP-complete (reduction from chromatic number). For our problem of nding all connection classes, Jarwala and
Yau 4] provided a heuristic using lg n + n ? k queries, where k is the number of components. There is also a non-adaptive version of the problem where the inputs of all queries are decided before asking the oracle any question 2, 8, 9] . The nonadaptive version is used in applications where the query set is built into the computer hardware and the test is performed automatically. Shi and Fuchs 8] showed that n?1 queries are necessary and su cient to nd all connection classes nonadaptively. Shi and Fuchs also presented a recursive version of the deterministic algorithm of Section 2, for the case of the interconnect diagnosis problem. Cheng, Lewandowski and Wu 2] studied a variation of the non-adaptive diagnosis problem where the objective is to report all vertices in components that contain more than one vertex, without having to identify the connection classes. Chen and Hwang 1] studied the problem under a di erent model, called group testing. In group testing, the inputs of each query are two sets S and T, and the oracle answers yes or no depending on whether some vertex in S is connected to some vertex in T. Kavraki , Latombe, Motwani and Raghavan 6] studied the problem of nding connection classes of an unknown graph, where the oracle looks at one entry of the adjacency matrix in each query. Recently, Shi and West 9] studied how to nd the connection classes if partial information about the edge set of G is given. Table 1 summaries our results, where n is the number of vertices and k is the number of components, which is not given as part of the input. No assumption is made on k other than 1 k n. All logarithms in this paper are base 2. We measure the query complexity in terms of both the input size n and the number of components k. We present algorithms achieving the upper bounds and prove matching lower bounds. Note that randomization may permit an exponential reduction in the number of queries compared to the deterministic algorithm. Let T j = S j \ S 0 .
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If T j 6 = S j then P 0 P 0 f(S j ? T j ; R j ? T j )g. 9: Return P 0 . Proof. With each query, we divide the maximum size of the chosen subsets by 2.
Hence there are at most dlg me queries. To prove that the algorithm works it su ces to show that the property Q(R j ) = S j is maintained by Procedure D. If so, then when all jR j j = 1, all vertices in S j are connected to the chosen vertex, and S j is the connection class containing it.
For any jR j j > 1, the procedure performs a query and splits S j into T j and S j ? T j . Because Q(R j ) = S j , the query Q( R 0 j ) tells us that Q(R 0 j ) = T j and there is no connection between T j and S j ? T j . If S j ? T j is nonempty, then since all of S j were connected to R j , we must have Q(R j ? T j ) = S j ? T j .
It follows immediately, Theorem 2.2. For any graph with n vertices, Algorithm 1 nds all connection classes using dlg ne queries. An algorithm using 2(minfk; dlg neg) queries can be obtained by combining the k-query algorithm and the dlg ne-query algorithm: We alternately perform one query for each of the two algorithms, stopping whenever one of the two algorithms has found all the connection classes.
3. Randomized Algorithm. In this section, we present a randomized algorithm that may reduce the number of queries exponentially. The algorithm rst calls the randomized Procedure R for dlg lg ne iterations, and then it calls the deterministic Procedure D to complete the re nement of the partition.
In Algorithm 2 we also maintain a partition and chosen subsets, and the idea is still to partition S j into T j connected to R 0 j , and S j ? T j connected to R j ? T j . P R(P). 4: While there exists (S j ; R j ) 2 P such that jR j j > 1 5: P D(P). Let T j = S j \ S 0 .
If T j 6 = S j then P 0 P 0 f(S j ? T j ; R j ? T j )g. 9: Return P 0 .
The correctness of Algorithm 2 follows as in Lemma 2.1. To estimate the number of queries used by Algorithm 2, we need to estimate the size of the largest chosen subset after dlg lg ne calls to Procedure R. De ne a sequence of random variables X 0 ; X 1 ; : : : ; X lg lg n , where X 0 = n, and X i is the size of the largest chosen subset after i calls to Procedure R. Lemma With i = dlg lg ne, we obtain E X lg lg n ] < 2k 4 . From Markov's inequality, Pr X lg lg n 2k 4 lg n] < 2k 4 2k 4 lg n = 1 lg n : If X lg lg n < 2k 4 lg n, then lg(2k 4 lg n) additional queries su ce. With probability at most 1 lg n , we are left with chosen subsets greater than 2k 4 lg n after dlg lg ne iterations of Procedure R. Procedure D can resolve these instances with at most dlg ne further queries. Therefore the expected number of queries used by Algorithm 2 is at most lg lg n + lg(2k 4 lg n) + 1 lg n lg n = 2 lg lg n + 4 lg k + 2:
Again, an algorithm using O(minfk; lg lg n + lg kg) queries can be obtained by alternating between the k-query algorithm and Algorithm 2.
4. Lower Bounds. In this section we obtain optimal lower bounds (within a constant multiplicative factor) on the number of queries for nondeterministic, deterministic, and randomized algorithms. Proof. Since the response to a query Q(S) cuts each subset U V that is known to be a union of connection classes into at most two subsets U \ Q(S) and U ? Q(S) with no edges between them, we need at least lg k queries to separate the set of vertices into k classes. The randomized lower bound is more involved. We rst describe Yao's corollary 7] of von Neumann's minimax principle. By considering a matrix game in which the rows correspond to deterministic algorithms and the columns to input instances, Yao observed that the expected performance of the optimal randomized algorithm on the worst input instance for it equals the expected cost of the worst input distribution against the best deterministic algorithm for it. More precisely, let P denote a distribution over deterministic algorithms A, Q denote a distribution over input instances G, and c(A; G) denote the cost of running algorithm A on input instance G, we have min P max G E P c(A; G)] = max Q min A E Q c(A; G)]:
Hence to provide a lower bound for a randomized algorithm, it su ces to prove a lower bound for the expectation of every deterministic algorithm against a particularly bad input distribution.
We will need several lemmas. Proof. We may view B as an algorithm on the set G 1 . Our general cost function c uses an arbitrary cost measure; by c(B; G 1 ) we mean the cost in this measure of performing the transformation. If B is deterministic, then combining B and A 2 gives a deterministic algorithm for recognizing 1 . Thus the claim holds for deterministic transformations. If B is randomized, then combining B and A 2 gives a randomized algorithm for 1 .
The performance of a randomized algorithm is a weighted average of the performance of deterministic algorithms, weighted by some distribution. The combination of B and A 2 costs at least as much as the best randomized algorithm; let P be the best distribution over deterministic algorithms. Since the expectation over P is a convex combination over deterministic algorithms, for each xed input distribution Q 1 we have the inequality below, which completes the proof.
min A1 E Q1 c(A 1 ; G 1 )] min P E P E Q1 c(A 1 ; G 1 )]]:
We will apply Yao's corollary to a particular distribution R(n; k) over graphs with n + o(n) vertices and k components, where k 1 2 lg lg n. To select a graph according to R(n; k), we form cliques C 1 ; C 2 ; : : : ; C k with vertex sets of sizes n 1 ; n 2 ; : : : ; n k , respectively. We let 1 This generates P k i=1 n i = n + o(n) vertices in total. Finally, apply a random permutation to the vertex labels to complete the generation of a graph from R(n; k). Figure   4 .1 illustrates a selection of the exponents. In the above de nition and the rest of this section, we omit the ceiling function de on the number of vertices for simplicity. To do so does not a ect the claimed bound, since each time a ceiling is omitted, the number of vertices is a ected by an additive term of at most 1, while the smallest component that might be a ected is of size at least lg n. the distribution of R(n; k), the probability that x is in an -interval of length 2 ?i is 2 ?i when 1 i k ? 3, and it is 2 ?(i?1) when i = k ? 2.
Proof. When k = 3, every x is in an -interval of length 1=2. When k > 3, x remains in the interval of length 1=2 with probability 1=2, and otherwise x falls into some interval determined by applying the process for k ?1 steps to an interval of length 1=2. Multiplying all lengths and probabilities by 1=2 in that distribution yields the remainder of the speci ed distribution for k, so the claim holds by induction.
Lemma 4.5. Given positive integers x 1 ; x 2 ; : : : ; x k , let P(x 1 ; : : : ; x k ) be the distribution over graphs consisting of disjoint cliques having x 1 ; : : : ; x k vertices that is obtained by assigning vertices to components at random. For any positive integers n 1 ; : : : ; n k ; c, the expected number of queries used by a deterministic algorithm that nds the connection classes against P 2 = P(n 1 c; : : : ; n k c) is at least the expected number of queries used by an optimal deterministic algorithm against P 1 = P(n 1 ; : : : ; n k ).
Proof. We exhibit a randomized algorithm B that transforms P 1 to a distribution P 0 without making any query. By Lemma 4.3, the expected number of queries against P 0 is at least the expected number against P 1 . We then observe that the expected number of queries against P 0 is the same as the expected number used by the same algorithm against P 2 .
Given G 1 drawn from P 1 , for each vertex v i 2 V 1 we add a clique Q i having c ?1 vertices and an edge between v i and Q i . We then apply a random permutation to the resulting set of vertices to obtain a graph G 2 . We have changed each component having n i vertices in G 1 to a component having c n i vertices in G 2 , and we did not add any components or make any queries.
Permutation guarantees that vertices are assigned to components at random in G 2 . Therefore, the probability of a particular partition of the vertices into connection classes depends only on the sizes of the connection classes, which are xed. Thus the distribution over answers to the connection-class problem is the same for P 0 as for P 2 . Furthermore, the two problems are solved by the same algorithms and with the same expected number of queries, because instances with the same probabilities can be paired up so that the responses to all queries are exactly the same. Thus we can apply induction on k. When k = 2, since empty sums equal 0, the initial condition is F(n; k) 1 > k=5. When k > 2, the induction hypothesis yields F(n; i) i=5 for 2 i < k. Now To evaluate the sum, we rst prove by induction on j that Lemma 4.7. For k 1 2 lg lg n, the expected number of queries used by any deterministic algorithm A nding connection classes against distribution R(n; k) is (k).
Proof. Let V be the set of vertices and S 6 = ; be the set of vertices algorithm A picks to make the rst query. We consider three cases concerning S, each of which leads to the same recurrence.
De ne x by jSj = n 1?x . In Cases 1 and 2, we suppose that jSj < n, and thus x > 0. Since x 2 (0; 1], there exists an -interval ( (i) ; (i+1) ] containing x. By Lemma 4.4, the probability is 2 ?j that the -interval containing x has length 2 ?j ; consider this possibility.
Intervals of length 2 ?j are created when j+2 is selected, and j+2 lies between two such intervals. Further choices are made in one of those intervals, so j+2 is the bottom or top of the -interval of length 2 ?j that remains. Thus j + 2 is (i) or (i + 1). We prove that in either case, with probability at least 1=lg n we still have C j+3 ; : : : ; C k within a single set of our partition. p lg n, the probability is at least 1 ? 1= lg n that S hits all of C j+3 ; : : : ; C k . When S becomes even larger, the probability of hitting all these components cannot decrease.
In each of Cases 1-3, we obtain the same recursive lower bound. Given the occurrence of one of these cases, with probability 2 ?j the probability is at least 1 ? 1= lg n that the rst query leaves us with components C j+3 ; C j+4 ; : : : ; C k all in V ? Q(S) or all in Q(S). The numbers of vertices in C j+3 ; C j+4 ; : : : ; C k are n j+3 ; n j+4 ; : : : ; n k , respectively. With = j+2 ? 2 ?j , the components of sizes n j+3? , n j+4? , : : :, n k ? have the distribution R(n 2 ?j ; k ? j ? 2). According to Lemma 4.5, solving the problem for the graph induced by V ? Q(S) or Q(S) expects to use at least as many queries as solving it against R(n 2 ?j ; k ? j ? 2).
Let F(n; k) be the expected number of queries used by A against R(n; k). We have the following recurrence relation:
F(n; k) 1 + k?2 X j=1 1 2 j 1 ? 1 lg n F(n 2 ?j ; k ? j ? 2)) and F(n; 2) 1. From Lemma 4.6, F(n; k) = (k).
Theorem 4.8. For every randomized algorithm nding connection classes of graphs with n vertices and k components, there is a graph in that class for which the expected number of queries used by the algorithm is (minfk; lg k + lg lg ng). Proof. If k lg n, then Theorem 4.1 yields lg k lg lg n as a lower bound. If lg n > k > 1 2 lg lg n 2 , consider the input distribution P formed by starting with a sample from R( n 2 ; 1 2 lg lg n 2 ) and then adding k ? 1 2 lg lg n 2 arbitrary components so that the total number of vertices is n. Now we have a distribution over graphs with k components and n vertices. By Lemma 4.3, the expected number of queries used against distribution P is at least the expected number of queries used against distribution R( n 2 ; 1 2 lg lg n 2 ). By Lemma 4.7, this is (lg lg n). If k 1 2 lg lg n 2 , we start with R(n=2; k?1) and add a single component to reach a total of n vertices. Lemma 4.3 yields expected cost at least the expected cost against R(n=2; k ? 1). By Lemma 4.7, this is (k).
By Theorem 4.1, lg k is always a lower bound. This completes the proof.
