Separation of time scales and direct computation of weights in deep
  neural networks by Dehmamy, Nima et al.
Separation of time scales and direct computation
of weights in deep neural networks
Nima Dehmamy ∗ Neda Rohani † and Aggelos Katsaggelos †
∗ CCNR, Northeastern University, Boston 02115 MA, USA, and † IVPL, Northwestern University, Evanston, 60208 IL, USA
Artificial intelligence is revolutionizing our lives at an ever increas-
ing pace. At the heart of this revolution is the recent advancements
in deep neural networks (DNN), learning to perform sophisticated,
high-level tasks. However, training DNNs requires massive amounts
of data and is very computationally intensive. Gaining analytical un-
derstanding of the solutions found by DNNs can help us devise more
efficient training algorithms, replacing the commonly used mthod
of stochastic gradient descent (SGD). We analyze the dynamics of
SGD and show that, indeed, direct computation of the solutions
is possible in many cases. We show that a high performing setup
used in DNNs introduces a separation of time-scales in the training
dynamics, allowing SGD to train layers from the lowest (closest to
input) to the highest. We then show that for each layer, the distribu-
tion of solutions found by SGD can be estimated using a class-based
principal component analysis (PCA) of the layer’s input. This find-
ing allows us to forgo SGD entirely and directly derive the DNN
parameters using this class-based PCA, which can be well estimated
using significantly less data than SGD. We implement these results
on image datasets MNIST, CIFAR10 and CIFAR100 and find that,
in fact, layers derived using our class-based PCA perform compara-
ble or superior to neural networks of the same size and architecture
trained using SGD. We also confirm that the class-based PCA of-
ten converges using a fraction of the data required for SGD. Thus,
using our method training time can be reduced both by requiring
less training data than SGD, and by eliminating layers in the costly
backpropagation step of the training.
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Artificial Neural Networks
1 are an integral component of
Artificial Intelligence and are recently experiencing a surge
in popularity owing to their ability to perform more and more
complex and abstract tasks. While many factors, including
cheaper computational power and big data, as well as better
training algorithms [13], have contributed the revived interest
in neural networks, one aspect has remained unchanged in the
past fifty years: the use of gradient descent to train a neural
network. The major change in recent years has been the ability
to train “Deep Neural Networks” (DNN), meaning a network
with a large number of layers (tens and sometimes hundreds).
In DNN the number of layers is a major contributing factor
to the computation time and the amount of data required for
training. While training within each layer can be parallelized
using GPUs and other hardware, the “backpropagation” step2
cannot, and needs to be performed sequentially. Thus, the fol-
lowing question arises: Can the parameters of layers be derived
analytically, without gradient descent? Doing so efficiently
would eliminate the need for backpropagation to that layer
and would significantly reduce training time.
Given their complex structure and the large number of
parameters, it is highly nontrivial how the training of a deep
neural network can converge into “good” solutions. Naively
speaking, DNNs have a mathematical structure similar to a
physical model called spin glass [3, 4, 11], which is a system of
binary nodes interacting over a random network. Minimizing
the cost function when training a DNN is equivalent to finding
the ground state (minimum energy configuration) in a spin
glass. Most spin glasses, especially with random interactions,
have a very rough energy landscape full of local minima, hence
finding the low energy states becomes an NP hard problem.
Thus, the question is how do DNNs manage to converge to
satisfactory solutions?
Deep networks are much more efficient than shallower net-
works [29] in certain classification tasks. It is known that lower
layers capture general features in the data, and as we make
the network deeper, higher layers become more abstract and
specific to the label classes [32]. The best example is perhaps
the activation pattern of filters in convolutional (ConvNet)
layers [20] trained for image classification. As we consider
deeper layers, the trained filters represent more and more com-
plex and high-level features in the data [21] constructed by
combining lower-level features. But how a network, in which
weights of all layers are being updated simultaneously, ends
up choosing sensible abstract features at each level is also not
fully understood. Note that, while “pre-training” of layers
[5, 26] as auto-encoders contributed to the revived success of
neural networks, many recent DNNs, such as AlexNet [19] or
VGGNET [28], converge without a pre-training step, mainly
due to availability of large amounts of training data.
The goal of this paper is to gain analytical understand-
ing of the distribution of solutions that SGD converges to
in DNNs trained for classification tasks. We start from the
SGD equations and show that with an unbounded activation
function, such as the Rectified Linear Unit (ReLU), the widely
used –and most successful– Glorot initialization [12] leads to
a hierarchy in the rate of dynamics of different layers, with
lower layers evolving much faster than higher ones. We show
that this “separation of time-scales” allows SGD to solve layers
from the lowest to the highest. Additionally, examining SGD
for each layer near convergence reveals that the dynamics of
different label classes approximately decouple. SGD for each
class then becomes a familiar “Langevin equation” [9, 16]. We
derive the distribution of solutions for each class, showing that
the optimal solution can be found using PCA on the input
for that class. We test these findings by creating pre-trained
convolutional layers that replace existing layers in networks.
On MNIST [22], CIFAR10 [18] and CIFAR100 [18] we observe
that our fixed, pre-trained layers perform on par or superior
to ConvNet.
Reserved for Publication Footnotes
1By neural network, we exclusively mean feed-forward perceptron models.
2 “Error Backpropagation” is the term used for the usual chain rule used in computing the gradients
of the cost function.
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A word on stochasticity and the learning dynamics
The problem that we will focus on is classification: We wish
to map a set of input vectors X = (x1, . . . , xN ) to output
label vectors Y = (y1, . . . , yN ) (assumed to be “one-hot” vec-
tors) using a nonlinear function f(θ;X) = Y , where θ are the
parameters (i.e. weights and biases). The function f(θ;X)
summarizes the action of a neural network with parameters θ
on the data X. We discuss the structure of the neural network
below. To assess the goodness of fit, we have a cost function
g(θ,X, Y ), which we write as g[θ]. The θ are assumed to be
bounded. The goal is to find θ such that the cost g[θ] is mini-
mized. g[θ] is also assumed to be smooth, except on a set of
measure zero. The standard method for training DNNs is SGD.
In SGD, data is processed gradually in mini-batches. In early
steps, the θ will have stochastic fluctuations of order σθ/
√
N ,
with N being the number of data inputs processed. Given a
cost function g[θ] with a set of parameters θ (weights w and
biases b), the standard error defines a resolution limit for SGD
at step N : local minima in the landscape of g[θ] whose widths
are smaller than σθ/
√
N , (σθ is the standard deviation of θ)
are invisible to SGD because stochastic fluctuations are large
enough to make θ escape such local minima (SI Fig. 1). An
important consequence of this is that, much like temperature in
simulated annealing [17], standard error results in an effective
“smoothing” of the energy landscape in SGD in the usual sense
of “Kernel Density Estimation” [10, 31], forcing it to find a low
energy (cost) local minimum in the smoothened landscape of
g[θ]. As SGD progresses, the standard error diminishes and
narrow local minima become resolvable. Near the bottom of
the smoothened minimum stochastic fluctuations dominate
and the gradient becomes negligible. Thus, SGD will have
two phases: 1) A “fast drift phase” driven by strong gradients,
with a consistent direction; 2) A “relaxation phase” near the
bottom of a local minimum3. These two phases were observed
and utilized by [27] where the fast drift phase is described
as a “representation compression” phase. Fig. 1 shows an
actual SGD for a convex g[θ] to illustrate the two phases. Note
that these two behaviors are a quite general feature of any
stochastic process, such as diffusion, happening on an energy
landscape with local minima.
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Fig. 1. The two phase of Stochastic Gradient Descent
(SGD): The dynamics consists of two distinct phases: a fast drift phase, when
the gradient of the cost function is large; a relaxation phase, where the gradient is
negligible and stochastic fluctuations dominate the dynamics. In SGD, the spread of
the fluctuations is due to statistical fluctuations in the input data used to estimate
the cost function. As the number N of training data increases, the spread of the
fluctuations decreases like σθ/
√
N and the weight θ settles at the local minimum.
We show below that the fast drift phase can lead to a
“separation of time scales”: Layers closer to data have much
faster dynamics than layers above them. The condition for this
to happen is having an activation function which is unbounded
from above and a suitable initialization, e.g. Rectified Linear
Units (ReLU) with Glorot initialization [12, 14]. When the
system enters the relaxation phase, this separation of time
scales still exists and we can utilize it to considerably simplify
the SGD equations. The relaxation phase is a period where
the gradients mostly vanish and the dynamics is dominated
by stochastic fluctuations. The system will be fine-tuning to
find the exact position of the local minimum, as the details of
landscape of g[θ] become resolvable. It is important to note
that each layer may enter the relaxation phase at a different
time step. We will exploit this to analytically derive the
distribution of weights. We will now delve into the details of
the setup of the problem and the SGD equations.
Setup and notation
We consider the classification problem of labeling N input im-
ages X = (x1, ..., xN ) with N one-hot vectors Y = (y1, ..., yN )
as output labels. We want to achieve this task using an n layer
neural network defined below. The dimension of the output,
or number of output “channels”, of layer k is denoted by d(k).
The labels yi have dimension equal to the number of classes C.
The output of layer k of the network is h(k) = f
(
h˜(k)
)
where
f(·) is the “activation function” and h˜(k) = w(k)Th(k−1) + b(k),
which we call the “raw output”. w(k) and b(k) are called the
“weights” and “biases” of layer k, respectively. h(k)ia refers to
channel a of the output of layer k, for the ith input. Thus,
h
(0)
i = xi is the input and h
(n)
i is the corresponding output of
the network.
Table 1. Notations
Symbol Notation
n # of layers
N # of training data
C # of label classes
d(k) dimension of layer k output
xi the ith input image
yi label for input ith
w(k) weights of layer k
b(k) bias of layer k, channel a
h
(k)
ia output of layer k, channel a, image i
Activation Functions.While in the past nonlinear bounded
functions such as tanh and sigmoid were commonly used as ac-
tivation functions, most recent DNN architectures favor ReLU
activation, defined simply as f(x) = max{0, x}. The prefer-
ence for ReLU is due to a number of reasons including lower
computational complexity, constant gradient, faster learning,
and a reduced likelihood of vanishing gradient problem [6, 24].
We will consider a feed-forward network, with the first n− 1
layers having ReLU activation function4. The last layer is the
classification layer with number of hidden nodes equal to the
number of classes (i.e. d(n) = C) and a softmax activation
function defined below. Table 1 summarizes our notation. In
most of what follows, we will only show the layer index k and
sometimes the input index i. Matrix multiplication is implied
3Note that these phases may occur multiple times as different layers may be entering this phase at
different times and the landscape becomes less smooth during SGD.
4Note that, although ReLU is not a smooth function, it won’t cause any problems in SGD because
the non-smoothness is on a set of measure zero and discrete methods such as SGD will never
discover the non-smooth part of the domain.
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unless stated otherwise. With ReLU, the output h(k) of layer
k < n can be written as
h(k) = diag
(
θ
(
h˜(k)
))
h˜(k), h˜(k) = w(k)
T
h(k−1) + b(k) [1]
where θ(t) is the Heaviside step function and diag(f) is a
diagonal matrix with f on the leading diagonal. For the classi-
fication layer, we choose a softmax activation function, defined
as h(n)ia = σ(h˜
(n)
ia ) = Z
−1
i exp[h˜
(n)
ia ] = σia, with the normaliza-
tion factor being the sum over classes Zi =
∑C
a=1 exp[h˜
(n)
ia ].
Cost Function. In classification problems, categorical cross-
entropy provides a natural cost function for softmax activation
function, as it measures the Kullback-Leibler divergence be-
tween the distribution of outputs σia and yia labels
g
(
h(n), y
)
= − 1
N
∑
i,a
yia log σia [2]
Gradient Descent with ReLU.Gradient descent consists of
changing the weights and biases opposite to the gradient of the
cost function to find minima. The number of processed data
points N defines the time step of SGD in neural networks5.
When a new mini-batch of size δN is processed, the weights
and biases will be changed according to
δb(k)
δN
= −ε δg
δb(k)
,
δw(k)
δN
= −ε δg
δw(k)
T
[3]
where ε is the learning rate, which can be dynamically ad-
justed, and δw ≡ w(N + δN) − w(N). The components of
gradient of the cost function are
δg
δb(k)
=
(
∂g
∂h˜(n)
)T
A(k+1)
T
,
δg
δw(k)
T
= h(k−1)
δg
δb(k)
[4]
where we have used the fact that h∂hθ(h) = hδ(h) = 0 and
defined
A(k) ≡
n∏
m=k
diag
(
θ
(
h˜(m−1)
))
w(m). [5]
We wish to understand the dynamics of [4]. The factors that
depend on k in [4] are the weights of higher layers through
A(k+1) and the output of the previous layer h(k−1). We will
show below that with ReLU the Frobenius norm of A(k+1) will
be larger for smaller k. For h(k−1), we will show that it will
contain competing terms and together with the nonlinearity
from ReLU, h(k−1) will not have a clear factor of weights and
biases like A(k+1).
Fast drift phase and singular values of w(k)
It is known that initial values of the weights affect the accuracy
of DNNs significantly [14]. For ReLU, the best performing
initialization scheme is found to be the Glorot method [12, 14]
which limits the variance of weights so that the initial singular
values of initial weights are equal to two. We will now show
that Glorot initialization leads to a separation of time scales
because it will result in A(k) acquiring singular values (SV)
which are greater than 1 and which are larger for smaller k.
Fig. 2 shows experimental evidence supporting this claim in
a test network consisting of four dense layers6 trained on the
MNIST dataset. It shows that w(k) of all layers quickly acquire
SV > 1 and that the product
∏n
m=k w
(m), as a proxy for A(k),
has larger maximum SV for smaller k. In Glorot Initialization,
all weights w(k) are initialized as random Gaussian (normal)
distributions with variance σ2(k) = 2/d
(k−1). This sets all SVs
of w(k) to
√
2 (SI, eq. [27]; see also [12]).
A B
Fig. 2. Singular Values and Growth of Gradients for Lay-
ers: Using MNIST and a network with four fully connected layers (3 ReLU, one
softmax classification, all using Glorot initialization). A) Although the initialization
starts the networks with all singular values (SV) of all weights w(m) smaller than 2,
the maximum SV quickly grows above 2. B) The gradient for weights of layer k is
proportional to the product
∏n
m=k w
(k) of weights of all layers above it. As we
predicted, the largest SV of the product of weights is greater for lower layers, thus
pointing to faster dynamics of lower layers.
Now consider the combination w˜(k) ≡ diag
(
θ
(
h˜(k−1)
))
w(k)
which appears in A(k) =
∏n
m=k w˜
(m). Because the initializa-
tion is random Gaussian, the rows of the raw outputs h˜(k) are
equally likely to be positive and negative, meaning half of the
rows of θ
(
h˜(k−1)
)
are zero. Therefore, the SVs of w˜(k) are
initialized to 1 and so all SVs of A(k) are also 1 initially (SI
eq.[27]). The SVs of A(k) are the square-root of eigenvalues
of B(k) ≡ A(k)TA(k). In early steps, rows of w(k) are uncorre-
lated and so B(k) ≈ 2k−n∏nm=k ||w(m)||2I (SI, eq.[28]). As
discussed earlier, because of standard error, which for w(k)
at step N becomes σ(k)/
√
N , SGD cannot resolve sharp min-
ima in early stages and the dynamics effectively occurs on a
smoothened landscape of g[w, b] with local minima that are
wider and far less abundant than in g[w, b] without this smooth-
ing. In early stages, N ∼ O(1) and, therefore, the smoothened
local minima have width ∆w(k) ∼ O (σ(k)). Since in early
stages, the gradient is not random and has non-zero magnitude,
it maintains a consistent direction in the w(k) dimensions. The
gradient will, therefore, move the mean w(k)a = 1d(k−1)
∑
b w
(k)
ba
of columns away from zero to w(k)a ∼ O
(
σ(k)
)
. The largest SV
of w˜(k) is the square-root of the largest eigenvalue of w˜(k)T w˜(k)
which in early stages with σ2(k) ≈ 2/d(k−1) yields
SVmax =
√
d(k−1)
2
(
w
(k)
a
2
+ σ2(k)
)
> 1 [6]
In other words, while the Glorot initialization is exactly tuned
to set the initial SVs of w˜(k) equal to one, it also guarantees
that the SVs become larger than one in early stages of SGD.
5During training, data points are also reused. After one “epoch”, i.e. after processing all training
data once, the mini-batches are randomly sampled from the data set again. For our purpose, we
may treat reused data after the first epoch as new data. We will not make a distinction between
the different epochs.
6The exact architecture is: Maxpool (3,3), Dense(30), Dense(100), Dense(30), Classification(10).
The dense layers have about 3000 trainable parameters, while the classification layer has 310.
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We will argue that this is essential in allowing SGD to solve
layers one by one. The immediate consequence of this is that
||A(k+1)|| will be larger for smaller k, as it contains n− k fac-
tors of weights, each with some SVs larger than one. Because
of the multiplication of weights in A(k), the gradients of biases
in [4] are much larger for lower layers. The weight gradients
[4] also contain another factor h(k−1), which we will discuss
now.
Magnitude of h(k−1). Note that we cannot yet conclude that
the norm of the weight gradients is larger for lower layers
because of the h(k−1) factor in [4]. One may argue that
h(k) contains the product of the weights of the first k layers
and therefore the gradients of w(k) for all k are of the same
magnitude. But it is easy to see that h(k) cannot remain
h(k) ∼ ∏km=1 w(m)h(0). To see this, we examine the change
in δh(k) after processing a δN minibatch during SGD. Using
[3]–[4], we have
δh˜(k)
δN
=− ε
k−1∑
m=1
(
1 +
∥∥∥h(k−m)∥∥∥2)W (m)TW (m)A(k+1) ∂g
∂h˜(n)
W (m) ≡
k∏
p=k−m+2
diag
(
θ
(
h˜(p−1)
))
w(p)
[7]
Thus, SGD will change h˜(k) by terms proportional to A(k+1).
Therefore h(k−1) in [4] will not have a well-defined factor of
weights and, in particular, h(k) cannot consistently remain
close to
∏k
m=1 w
(m)h(0).
In conclusion, the only factor of weights that is guaranteed
to be present in the evolution of weights (and biases) is the
A(k+1) in [4]. As we showed above, A(k) has larger maximum
SV for smaller k, resulting in lower layers having gradients
which are larger than the layer above them by a factor larger
than one. The significance of this is that it signals the exis-
tence of a “separation of time scales”: the dynamics of lower
layers is much faster than the layers above them. This is a
point worth deliberating because it means that the dynamics
of layers approximately decouple and SGD in layer k may
effectively ignore dynamics of layer k + 1, allowing SGD to
solve lower layers without much disruption from higher layers.
We will exploit this observation to solve the distribution of
weights analytically.
In the end, note that both ReLU and the initialization of
weights played a role in this result. Sigmoid or tanh activation
would not have resulted in growing SVs and the time scale of
evolution of all layers would have been similar. Additionally,
the Glorot initialization seems to be the only initialization for
ReLU which both makes sure the output of the layer is not
exploding initially, while also being guaranteed to lead to SVs
larger than one.
Relaxation phase
For each layer, when the parameters are in the vicinity of a lo-
cal minimum, the fast drift phase ends and the layer enters the
stochastic relaxation phase. This phase sets in when weights
are trained to a good degree and so the gradients δg/δb(k) and
δg/δw(k) become very small. From Eq. [4], this means that∥∥∥∂g/∂h˜(n)∥∥∥ must be small. Using [2], for input i∥∥∥∥∥ ∂g∂h˜(n)i
∥∥∥∥∥ = 1N ∥∥∥h(n)i − yi∥∥∥ 1 [8]
Since the gradient is very small, we can expand the exponential
inside h(n) as a Taylor series7. First, we make the following
h(n)-dependent variable redefinition
y˜i ≡ log (yiZi) . [9]
where we replace the zeros in yi with a small positive ε ∼ 1/Zi
to make y˜i well-defined. Define the projection matrix onto
class of yi as Pi ≡ diag (yi). Expanding [8], we have
∂g
∂h˜
(n)
i
≈ Pi
N
(
h˜
(n)
i − y˜i
)
. [10]
To further simplify this, we define the “optimal input” h
(0)
i as
the input that would produce exactly the output vector yi. In
practice, h
(0)
i can be constructed via activation maximization
[25]. To be precise
h˜
(n)
i = F [h
(0)
i ], y˜i = F [h
(0)
i ] [11]
where F (·) summarizes propagation through the network. Note
that h
(0)
i is not unique for many reasons including nonlinear-
ity of the network, as well as weights not being full-rank.
Let h
(k)
i denote the raw output of layer k after propagating
h
(0)
i through the network. We can always find h
(0)
i such that
the activation patterns of h
(k)
i and h˜
(k)
i are similar, meaning
θ
(
h
(k)
i
)
∼ θ
(
h˜
(k)
i
)
. This means that we choose h
(k)
i such
that it uses features similar to h˜(k)i in each layer. This en-
sures that A(k) will be the same for h
(k)
i and h˜
(k)
i
8. Defining
∆h
(k)
i ≡ diag
(
θ
(
h˜
(k)
i
))(
h˜
(k−1)
i − h
(k−1)
i
)
, we get
h˜
(n)
i − y˜i = w(n)
T
∆h
(n−1)
i ≈ A(k)
T
∆h
(k−1)
i , ∀k [12]
where bias-dependent terms exactly cancel. Plugging [12]
into [10] and substituting in [4], the weight gradients become
δg
δw(k)
T
≈ 1
N
N∑
i=1
h
(k−1)
i ∆h
(k−1)
i
T
w(k)K
(k+1)
i ,
K
(k)
i ≡ A(k)PiA(k)
T
. [13]
Note that, while h(0)N is the actual N -th input, h
(0)
N is the
best guess for what input would yield output yN based on
information in the N − 1 previous data points. Since h(k)i
produces exactly the same redefined label y˜i for all i < N
we have A(k+1)
T
h
(k)
i = A
(k+1)T h˜
(k)
i , which results in the first
N − 1 points canceling in [13]
δg
δw(k)
T
≈ 1
N
h
(k−1)
N ∆h
(k−1)
N
T
w(k)K
(k+1)
N . [14]
which also makes use of the fact that in the relaxation phase
the weights are close to their locally optimal value. Eq. [14]
is a stochastic equation, but the distribution of its solutions
can be calculated.
7Note, N can be large, but it’s always finite.
8This is a reasonable assumption as we are close to convergence and we can always find an h
(k)
i
which is close enough to h˜
(k)
i so that this is satisfied.
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Estimating distribution of weights for low layers.K(m)i is sim-
ilar to a projection onto label yi, which is a one-hot vector
that is nonzero only for some class c. But different inputs
h
(0)
i belonging to the same class c may still have very different
activation patterns θ
(
h˜
(k)
i
)
in different layers because they
may contain different low and high level features. As a result,
A
(k)
i can be different for inputs belonging to the same class.
But it is also likely that there are groups in inputs for each
class such that within each group the activation patterns are
the same (i.e. all inputs in one group use exactly the same low
and high level features) and so have exactly the same A(k)i . For
such a group of inputs within a class c, K(k)i will be exactly
the same, allowing further simplification of [13]. However,
since we do not know a priori what groups of inputs use the
same features, even though these groups exist, we lack the
information needed to perform such grouping. So, in the most
general case, there does not seem to be any option other than
methods like SGD to solve [13].
Despite the above-mentioned problem, in many datasets
with refined labels most inputs of the same class share char-
acteristic features. For instance, in the MNIST dataset of
handwritten digits with 10 labels all inputs of the class of
number 1 contain vertical lines which are less common in other
numbers. Therefore, the average of K(k)i over class 1 will be
a good approximation of the characteristic K(k)i of this class,
and it will be different from K(k)i of other classes. Thus, if
for most inputs within class c, we could ignore the variability
of the activation pattern θ
(
h˜
(k)
i
)
, we could define a single,
averaged K(k)i , denoted by K
(k)
c , for the whole class c. In [13],
since all inputs of the same class c have the same K(k)c , we can
break the sum over i down to summations over classes. First,
define the “density matrix”9 ρ(k)c for each class c as
ρ(k)c (N) ≡ 1
N
∑
i∈c
h
(k)
i h
(k)
i
T
. [15]
In [14] h(k)N is the guessed input based on the N−δN previous
inputs and it can be expressed as a linear combination10 of
previous inputs which belonged to the same class c as the last
label yN . The last input h(k)N , on the other hand, contains
new information and cannot be an orthogonal transformation
of the previous data. Using this, we can show explicitly (SI
eq.[31]) that
1
N
h
(k)
N ∆h
(k)
N
T ≈ 1
2
δρ
(k)
c
δN
[16]
And so using [14] the SGD equations for the weights become
δw(k)
δN
≈ − ε
2
C∑
c=1
δρ
(k−1)
c
δN
w(k)K(k+1)c . [17]
In the relaxation phase ρ(k)c fluctuates mostly due to statis-
tical fluctuations in the data. As every input is an independent
drawing from the dataset, ρ(k)c is the sum of N observations
h
(k)
i h
(k)
i
T
/N . Since mean and variance of the input do not
diverge, the Central Limit Theorem implies that ρ(k)c will have
a multivariate Gaussian distribution and it is straightforward
to show that (SI eq.[32]) the variance is
Var
[
δρ(k)c
]
= 2δN
ρ
(k)
c
2
N2
[18]
Therefore δρ(k)c /δN is also a Gaussian with mean zero and the
above variance and we can write δρ
(k)
c
δN
= N (0, 1) 2√
δN
ρ
(k)
c /N .
Fig. 3 shows the fluctuations of eigenvalues of ρ(0) for MNIST,
where the input is broken into 5× 5 windows convolved over
the images (i.e. input for a convolutional layer). ρ(0) is 25
dimensional. When scaled by our prediction of the behavior
[18] of the fluctuations, the distribution of the fluctuations
of all 25 eigenvalues collapse to a single Gaussian with small
error bars, confirming our prediction.
Fig. 3. MNIST showing Var[ δρ
δN
] ∝ ρ2
N2
. The fluctuations in the eigenvalues
δλµ/δN of the covariance matrix takes a random Gaussian distribution with zero
mean and constant variance over added samples N when scaled by N/λ (inset).
Averaging this distribution over all eigenvalues confirms that they all have the same
λ2/N2 variance pattern.
Solving the weight distribution. Putting all the above together,
the weight SGD equations become
δw(k)
δN
= −ε(N)
∑
c
ρ(k−1)c w
(k)K(k+1)c . [19]
where ε(N) ≡ εN (0,1)
N
√
δN
, is a random Gaussian noise with cor-
relation function 〈ε(N)ε(N ′)〉 = ε2
N2δN
δ(N −N ′). Note that
this is a stochastic, “Langevin equation” [9]. While there are
no solutions to it, we can find the probability distribution
for different solutions using the corresponding “Fokker-Planck
equation” [16]. We do so by first moving the weights w(k) to the
right hand side. From the separation of time scales, when w(k)
in [19] has not fully converged, in A(k+1) the w(m) (m > k)
must be farther from convergence than w(k) and must be still
fairly random. Thus rows of w(m) are uncorrelated, resulting in
its transpose being approximately proportional to its pseudo-
inverse and so A(k)T ≈ akA(k)
−1
with ak ≡ ||A(k)||2/d(k−1).
As a result, K(k)c /ak is a projection matrix onto class c. Using
SVD, we can define a right-pseudo-inverse w(k)
−1
such that
w(k)w(k)
−1
= I. Define the “class-restricted weights,” w(k)c . It
follows that
w(k)c ≡ w(k)K
(k+1)
c
ak
, w(k)c
−1 ≈ K
(k+1)
c
ak
w(k)
−1
, [20]
9 When h
(k)
i are mean zero, the density matrix is just the covariance matrix.
10Note, h
(k)
i may be overcomplete and not be linearly independent, but S only needs to map
onto a linearly independent subset of them.
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which satisfy w(k)c′ w
(k)
c
−1 ≈ δcc′I. Multiplying both sides of
[19] by w(k)c
−1
, we get
δw(k)
δN
w(k)c
−1 ≈ −ε(N)ρ(k−1)c . [21]
Since δw(k)  δw(m) for m > k, we can write11
δw(k)
δN
=
∑
c
δw
(k)
c
δN
≈
∑
c
δw(k)
δN
K
(k+1)
c
ak
,
δw(k)
δN
w(k)c
−1 ≈ δw
(k)
c
δN
w(k)c
−1 ≡ δ logR w
(k)
c
δN
[22]
where the “right logarithm,” is formally defined using the
pseudo-inverse for the largest non-degenerate submatrix such
that12 δ logR w
(m)
c =
(
δw(m)
)
w
(m)
c
−1
. This suggests that
[19] could be solved for the class-restricted weights separately,
and that for each class we have a stochastic equation given by
δ logR w
(k)
c
δN
= −ε(N)ρ(k−1)c [23]
This is a Langevin equation with a multivariate noise dis-
tributed according to ρ(k−1)c whose magnitude decreases with
increasing N . The corresponding Fokker-Planck equation has
solution (for simplicity v ≡ logR w(k)c )
Π(v) = Z−1 exp
[
− 1〈ε(N)2〉v
T ρ(k−1)c
−2
v
]
[24]
which is a multivariate Gaussian distribution with spread
σ = ρ
(k−1)
c /
√〈ε(N)2〉 proportional to the class density matrix.
It spreads along directions of eigenvectors ψcµ of ρ
(k−1)
c , spread-
ing wider along eigenvectors with larger eigenvalues. This
means that for each class, just as in PCA, there are a subset of
weights w(k)c which are likely to be along principal components
(PC) of h(k)i . Since wK = wSS
TK for any orthogonal S, we
are free to choose the basis of the output of the weights for
each layer (i.e. the choice of basis is part of the design of
the network architecture). We will therefore choose distinct
rows of w(k) to be dedicated to each class, trivially satisfying
w
(k)
c w
(k)T
c′ ∝ δcc′ . Then, for each class the most likely out-
comes of SGD will be that rows of w(k)c are PC of h(k)i . If
a PC of one class is highly correlated with a PC of another
class, we can keep one of them. The biases b(k) canceled in
[12] and so in the late stages of training they don’t seem to
play a significant role. We may choose b(k) = 0. Thus, we can
construct pretrained neural networks with weights found using
the class-based PCA described here and with biases set to
zero. We will call such a network a “Density Matrix Network”
(DMN).
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Fig. 4. DMN with one or two layers versus ConvNet: The architectures for the DMN and the ConvNet are chosen to be exactly the same with the
same number of filter and layers. The y-axis shows the validation accuracy (percentage) and the x-axis labels show the number of filter (“4” means a single convolutional
layer with 4 filters; “4,15” means two layers, first with 4 and second with 15 filters). On MNIST (left) DMN (blue) performs slightly (about 1 percent accuracy) worse than
ConvNet (orange) almost in all tested cases. Yet, the mere fact that a pre-computed network is performing comparable to to a trained network is noteworthy. On CIFAR10
(center), DMNs consistenly outperform the ConvNets, with a very impressive margin of between 5− 10% in the two layer setting. On CIFAR100 (right), the single layer DMN
outperforms ConvNet, while in two layers the performance is equal. All experiments have 1 dense classification layer with softmax activation. Each DMN and ConvNet layer is
ReLU activated and is followed by a 2× 2 maxpooling layer. All filters in DMN and ConvNet have 3× 3 receptive fields.
Time Complexity.Training with SGD using N mini-batches
of data requires calculating the gradients [4], which require
matrix product of the weights of layers. Thus the complexity
of SGD is
T = N
n−1∑
k=0
O
(
n∏
m=k
d(m)
)
= NO
(
n∏
m=0
d(m)
)
[25]
If we replace the lowest layer by a DMN, we remove the d(0)
factor, but get an additional term for computing the DMN and
another for propagating the data through the DMN. Construct-
ing the DMN requires PCA of all ρ(0)c , or equivalently SVD
of X, which has complexity O
(
Nd(0)
2
)
(assuming N > d(0)).
Propagating the input X through the DMN is O
(
Nd(0)d(1)
)
.
Thus the complexity of replacing a layer with DMN and train-
ing the rest of the network via SGD is
T =N
[
O
(
n∏
m=1
d(m)
)
+O
(
d(0)d(1)
)
+O
(
d(0)
2
)]
[26]
11 Also, note that because of the K
(k+1)
c on the r.h.s. of [ 19 ] dimensions that do not get
mapped through K
(k+1)
c also do not appear in the SGD equations.
12 Note that logR w
(k)
c is a d
(k−1) × d(k−1) dimensional matrix, but the its largest non-
degenerate submatrix is one dimensional, because of the projection via K
(k+1)
c .
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Thus, if d(1) ∼ d(0) and ∏nm=2 d(m) > d(0) using DMN will
certainly result in a reduction in the time complexity of train-
ing. In particular, in very deep networks it is more likely to
have
∏n
m=2 d
(m)  d(0) and thus using DMN can boost the
training quite significantly.
Simulation and discussion
Training deep neural networks (DNN) requires large amounts
of training data and is very computationally expensive. Part
of the reason for this is a lack a good mathematical under-
standing of solutions a DNN converges into. We have shown
that it can be possible to derive optimal weights for low-lying
layers of a DNN directly from data using a class-based PCA.
This relied deeply on a “separation of time scales” which occurs
in the highest performing setups for DNNs. We found that
when the activation function is similar to ReLU (unbounded
from above and asymptotically linear) and the weights are
initialized with a high enough variance (allowing the weights
to acquire singular values larger than one) lower layers (closer
to input) evolve much faster than layers above them. This
effectively decouples the SGD dynamics of lower layer from
layers above and so SGD will be able to find optimal weights
layer-by-layer, starting from closest to the input data. The
solutions found by SGD in these cases will be a class-based
PCA.
Based on this finding, we can construct pretrained layers
using class-based PCA for the weights and setting biases to
zero. We will call such a pretrained layer a “Density Matrix
Network” (DMN). The class-based PCA consists of calculating
the eigenvectors of the covariance matrix ρc of input for each
class c and keeping the eigenvectors with the largest eigenval-
ues. The number of eigenvectors to keep depends on how much
of the variance of the input data we wish to keep. Additionally,
ρc converges very quickly and using only a fraction of the
training data used for SGD will still yield DMN performance
comparable to SGD in many datasets. We have implemented
DMN and tested it on three image data sets. The tested DMNs
perform on par, or far superior to conventional networks with
the same architecture. DMN is within one percent of the
performance of a convolutional layers (ConvNet) on MNIST,
and significantly superior to ConvNets on CIFAR10. A single
layer DMN also performs much better than a similar ConvNet
on CIFAR100, and a two layer DMN is equally good as a 2
layer ConvNet. The results are summarized in Fig. 4. Most
of our tested DMNs were trained using a fraction (between
20-70%) of the training data used for the ConvNet.
Note that in these tests DMNs are constructed as con-
volutional layers13. We only have to note that overlapping
receptive fields will result in spurious PCs and we need to dis-
entangle the outputs to get rid of them. One simple way to do
so is to use a maxpooling layer right after a DMN. We return
to this below. The architectures we used for our experiments
consist of one or two convolutional layers with ReLU activation
functions, each followed by a maxpooling layer and ending
with a classification layer with softmax activation function.
We run the experiments once with DMNs for the convolutional
layers and once with regular ConvNet (More experiments with
hybrids of DMN and ConvNet, as well Batch Normalization
[15] are presented in the SI).
The supervised PCA, which emerged from SGD, may be
related to the “information bottleneck” [30], which we will
investigate in the future.
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Fig. 1. Schematic of the smoothing effect of standard error on the landscape of the cost function g[θ]. At step N the standard
error in mean of parameters θ is σ = σθ/
√
N . Thus, stochastic fluctuations can move the θ by a normal distribution of width σ. The effective energy landscape is then the
convolution of the standard error distribution with the original g[θ] (dashed blue curve), resulting in a smoothing of the landscape at low N (orange, N = 100). At high N ,
the standard error is negligible and the original g[θ] is recovered (green N = 4000).
Singular Values of weights during SGD
To quantify the effect of A(k+1), we must examine its singular values and find out how they evolve with training steps, i.e.
increasing N . Define w˜(k) ≡ diag
(
θ
(
h˜(k−1)
))
w(k). At step zero, weights and biases of all layers are random and so we can
assume that half of the entries of θ
(
h˜(k−1)
)
will be zero, the other half one. Thus, in w˜(k) half of the rows of w(k) will be
replaced by zeros. Consider the symmetric positive semi-definite d(k) × d(k) matrix M (k) ≡ w˜(k)T w˜(k). The eigenvalues of M (k)
are squares of singular values (SV) of w˜(k). The w(k) are generally initialized randomly with zero mean. As columns of w(k) are
uncorrelated at the start, M will be approximately diagonal and all diagonal entries will be similar because
M
(k)
ab =
∑
c
w˜(k)ca w˜
(k)
cb ≈
d(k−1)σ2(k)a
2
δab, [27]
where σ2(k)a =
∑
b
(
w
(k)
ba
)2
/d(k−1) is the variance of the weights over the input dimension and the d(k−1)/2 is because of
θ
(
h˜(k−1)
)
eliminating half of the rows. The variance of all rows is chosen to be the same σ2(k)a = σ
2
(k) initially. Eq. [27] implies
that most eigenvalues of M (k) are initially close to d(k−1)σ2(k)/2. Now consider B
(k) ≡ A(k)TA(k) whose eigenvalues are squares
of SV of A(k). Using [27] we can progressively simplify B(k) and get
B(k) ≈ d
(k−1)σ2(k)
2
A(k+1)
T
A(k+1) ≈
n∏
m=k
d(m−1)σ2(m)
2
I [28]
where I is the C × C identity matrix. Experiments have shown [14] that with ReLU, the Glorot initialization [12] (a variant of
the Xavier method) which sets σ2(k)i = 2/d
(k−1) yields better performance than other commonly used initialization methods.
Glorot initialization was designed specifically to set the maximum SV of all w(k) around one to avoid explosion of gradients,
while choosing a smaller initialization makes the gradients too small and leads to worse results. However, this initialization does
not guarantee that the maximum SV will remain below one. In fact, we argue that the reason this choice works better than a
smaller initialization is precisely because the SV become larger than one early in SGD.
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Fig. 2. Evolution of mean (right) and variance (left) over input dimensions of weights. The square of mean over the input
(∑
i w
(k)
ij
)2
/d(k−1)
Fig. 3. Average of output of the first layer of a ConvNet with 32 filters and ReLU divided by norm of 3× 3 filter weights, divided by norm of input image in each 3× 3
block. The plot shows this ratio for different training steps. The solid line is mean over all filters and the shaded area is one sigma above and below the mean. A small
amount of random noise was added to input image to make norms nonzero everywhere, but that did not change the outcome. As we see, the output is much smaller than the
magnitude of the weights, which suggests that the bias and ReLU diluted the effect of the weights significantly.
Magnitude of h(k−1).One may argue that h(k) contains the product of the weights of the first k layers and therefore the
gradients of w(k) for all k are of the same magnitude. But it is easy to see that h(k) cannot remain h(k) ∼∏km=1 w(m)h(0). To
see this, we examine the change in δh(k) after processing a δN minibatch during SGD. Using [3]–[4], we have
δh˜(k)
δN
=− ε
[(
1 + |h(k−1)|2
)
A(k+1)
∂g
∂h˜(n)
+ w(k)
T δh(k−1)
δN
]
=− ε
k−1∑
m=1
(
1 + |h(k−m)|2
)
W (m)TW (m)A(k+1)
∂g
∂h˜(n)
W (m) ≡
k∏
p=k−m+2
diag
(
θ
(
h˜(p−1)
))
w(p) [29]
Fig. 3 shows the magnitude of h(1) divided by the magnitude of the weights w(1) and the input h(0) in a network consisting
of a ConvNet with 3× 3 kernels followed by a dense classification layer being trained on MNIST. As we see the maginitude of the
output does not become comparable to
∥∥∥w(1)∥∥∥ ∥∥∥h(0)∥∥∥ which itself is larger than ∥∥∥w(1)h(0)∥∥∥ and is, in fact, orders of magnitude
smaller.
Distribution of eigenvalues of a random matrix with positive entries
Recall that the characteristic equation has the form λd − Tr[M ]λd−1 + ...+ det[M ] = 0, so the sum of the eigenvalues is the
trace t, which for a random matrix is also the mean of each row. Wigner’s semicircle law [2] states that the eigenvalues are
distributed symmetrically around zero with radius 2
√
t. Since the trace is invariant under unitary transformations, it is the
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sum of the eigenvalues and as the semi-circle eigenvalues are symmetric around zero they all cancel, leaving only the highest
eigenvalue. Thus the largest eigenvalue is the trace.
Relation of added data and changes in the density matrix
In [14] h(k)N is the guessed input based on the N − δN previous inputs and it can be expressed as a linear combination14 of
previous inputs which belonged to the same class c as yN
h
(k)
N =
N−δN∑
i∈c
h
(k)
i S
T
i , SS
T
= I
and consequently h
(k)
N h
(k)
N
T
= 1
N
ρ
(k)
c . The last input h(k)N , on the other hand, contains new information and it cannot be an
orthogonal transformation on them. Thus we write h(k)N =
∑N−δN
i∈c h
(k)
i (S + δS)
T
i where SST = I, but S + δS is not orthogonal.
Since we have freedom in choosing h
(k)
N , we can choose S = S and so we have
ρ(k)c (N) =
N − 1
N
ρ(k)c (N − 1) + 1
N
h
(k)
N h
(k)
N
T
=ρ(k)c (N − 1) + 1
N
(
h
(k)
N ∆h
(k)
N
T
+ ∆h
(k)
N h
(k)
N
T
)
+O(δS2) [30]
Thus
1
N
h
(k)
N ∆h
(k)
N
T ≈ 1
2
δρ
(k)
c
δN
[31]
Dynamics of Relaxation of the Density Matrix. In the relaxation phase ρ(k)c fluctuates mostly due to statistical fluctuations in
the data. As every input is an independent drawing from the dataset, ρ(k)c is the sum of N observations ri = h(k)i h
(k)
i
T
/N of a
random variable R. Thus, Var[δρ(k)c ] = δNVar[R] as it contains δN samples. Using the Bienaymé formula [23] and the fact that
R is quadratic in H = {h(k)i }, we have Var[R] = Var[H
2]
N2
. Since mean and variance of the input do not diverge, Central Limit
Theorem implies that ρ(k)c will have a multivariate Gaussian distribution. Using Gaussianity H we can directly calculate
Var[H2] = E[H4]− E[H2]2 = 2Var[H]2 = 2ρ(k)c
2
⇒ Var
[
δρ(k)c
]
= 2δN
ρ
(k)
c
2
N2
[32]
Therefore δρ(k)c /δN is also a Gaussian with mean zero and the above variance and we can write δρ
(k)
c
δN
= N (0, 1) 2√
δN
ρ
(k)
c /N . Fig.
4 shows the fluctuations of eigenvalues of ρ(0) for MNIST, where the input is broken into 5× 5 windows convolved over the
images (i.e. input for a convolutional layer). ρ(0) is 25 dimensional. When scaled by our prediction of the behavior [18] of
the fluctuations, the distribution of the fluctuations of all 25 eigenvalues collapse to a single Gaussian with small error bars,
confirming our prediction.
Convergence of layers
Fig. 5 shows empirical evidence that lower layers descend faster compared to higher layers.
Lessons from Linear Regression
To anticipate our results about Stochastic Gradient Descent (SGD) in neural networks, let us illustrate what we would find if we
were to solve linear regression using SGD.
Suppose we have a set of input vectors X = (x1, ..., xN ), with d-dimensional xi, and c-dimensional labels Y = (y1, ..., yN ).
We wish to find the linear transformation A which minimizes the mean squared error (MSE)
g[A] =
Tr
[
HHT
]
N
=
1
N
N∑
i=1
|ATxi − yi|2, H ≡ AX − Y [33]
The solution is A = Y X˜−1 where XX˜−1 = Id. Of course, in nonlinear settings, such neural networks, this solution cannot be
calculated and we need to resort to methods such as SGD. During SGD, a new batch of data xn and yN are added at each step
14Note, h
(k)
i may be overcomplete and not be linearly independent, but S only needs to map
onto a linearly independent subset of them.
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Fig. 4. MNIST showing Var[ δρ
δN
] ∝ ρ2
N2
. The fluctuations in the eigenvalues δλµ/δN of the covariance matrix takes a random Gaussian distribution with zero mean and
constant variance over added samples N when scaled by N/λ (inset). Averaging this distribution over all eigenvalues confirms that they all have the same λ2/N2 variance
pattern.
Fig. 5. Convergence of weights in different layers on 3 datasets. The thicker the lines, the higher the layer. yaxis shows the L2 norm of difference between the weight w(t)
at step t with the final weight at step t = 100. As expected, the fisrt layer converges more rapidly in all three datasets. The second layer in MNIST is slightly slower than
the dense layer, but it also has more pramaters. ( For clarity, only the first 65 epochs are plotted. The architecture were all 1conv, maxpool, 1conv, maxpool, 1dense. The
maxpooling are is over 2× 2, and conv over 3× 3 and had 32 convolutional filters).
and the estimate for A is corrected based on the gradient of g.
g = Tr
[
AATXXT − Y TATX −XTAY + Y TY
]
δA
δN
= −ε ∂g
∂A
= −ε
(
ρAT −XY T
)
, ρ ≡ 1
N
XXT [34]
Note that A is a matrix and all products are matrix multiplication. ρ is d× d and is similar to a covariance matrix, only without
subtracting the mean. We will refer to ρ as the “density matrix”. We are seeking the effect of adding the Nth data point. Thus
A is evaluated using the previous N − 1 data points. The optimal value for A at N is AN = YN−1X˜−1N−1 where XN−1, YN−1
contain only the initial N − 1 data points and not xN , yN , unlike X = (x1, ...xN ), Y = (y1, ...yN ) in [34]. We will assume the
label dimension is much smaller than the input dimension, i.e. c d. This means that the rank of A can be at most c and that
a right-pseudo-inverse yields A˜−1N AN = I
′
c,d where I
′
c,d is a d-dimensional projection onto a c-dimensional subspace. Given labels
YN , we may use the pseudo-inverse A˜−1N AN = I
′
c,d to find a “best guess” XN for what the input XN might have been
XN ≡ A˜−1N YN , ANXN−1 = ANXN−1 = YN−1 [35]
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although A˜−1 and so XN are not unique, ANXN−1 = ANXN−1 holds because AN is the exact solution using the N − 1 data
points. But because AN isn’t optimazed using xN , yN , ANxN 6= ANxN . Using [35] and defining ρN ≡ XNXTN/N , we have
XN−1X
T
N−1A
T
N = XN−1X
T
N−1A
T
N = (N − 1)ρN−1ATN
XNX
T
N = XN−1X
T
N−1 + xNx
T
N
ρN =
N − 1
N
ρN−1 +
1
N
xNx
T
N [36]
thus eliminating ρN−1 from [34] we get
∂g
∂AN
=
(
ρN − 1
N
XNX
T
N
)
ATN
=
1
N
xN (xN − xN )T ATN [37]
Notice that xN ≡ A˜−1N yN is found using the AN , estimated using N − 1 data points. Therefore, unlike [35], we have
xNAN 6= xNAN
To better understand what [37] means we will write xN out explicitly. One explicit form for A˜−1N is A˜
−1
N = XN−1Y˜
−1
N−1. Thus
xN = XN−1Y˜
−1
N−1yN
Writing the input xN and label yN as a linear combination of the N − 1 previous data, we get
xN = XN−1C, yN = YN−1C, C
T
C = 1, CC
T
= I ′1,N
xN = XN−1C, xNx
T
N =
1
N − 1XN−1X
T
N−1 = ρN−1. [38]
where C is an N × 1 vector and thus CCT = I ′1,N is a rank 1 projection. Since xi are iid, the transformation C will uniformly
sample previous xi and so xNxTN = 1N−1XN−1X
T
N−1. Writing C = C + δC and using CC
T
= I ′1,N yields
NρN = (N − 1)ρN−1 + xNxTN
= NρN−1 +XN−1δCx
T
N + xNδC
TXN−1 +O(|δC|2)
≈ NρN−1 + xN (xN − xN )T + (xN − xN )xTN [39]
Thus we have
1
N
xN (xN − xN )T = 1
2
(ρN − ρN−1) = 1
2
δρN
δN
[40]
Finally, we have found that SGD [37] is in fact relating changes in weights A to changes in data covariance ρ [40]
δA
δN
=
−ε
2
δρ
δN
AT [41]
This equation can be solved by defining a “right logarithm” logRA defined such that
d logRA = (dA)A˜
−1T
Thus, we find an equation similar what we found for the relaxation phase of a classification problem, except that it does not
contain the projection on label classes K(k)c . This is, of course, because there are no label classes in a regression problem. But
this also points that the linearization we used to solve the relaxation phase is implicitly assuming that the layer is stuck inside
one local minimum and that the problem reduces to a set of convex optimization problems for the label classes, which explains
why we were able to solve it. The confinement to a single local minimum in the relaxation phase for the lowest layer makes
sense because in this phase statistical fluctuations are not large enough to allow the layer to tunnel to a different minimum.
Simulations
Creating trained network layers
Our results show that in many problems, the optimal weights in the first few layers can be found using supervised PCA. What
contrasts this from normal PCA is that each class has a different covariance (“density”) matrix and the principal components
(PC) may not completely overlap for different classes. As described above, the supervised PCA consists of calculating the
eigenvectors of the covariance matrix ρc of input for each class c and keeping the largest eigenvalue/ eigenvector pairs. The
number of eigenvectors to keep depends on how much of the variance of the input data we wish to keep. Additionally, the ρc
converges very quickly and using only a fraction of the training data will still yield performance comparable to using all of the
training data in many datasets. We have experimented with different values for fraction of training data and amount variance of
data used for choosing the eigenvectors, as summarized in table 2 for MNIST and CIFAR10 datasets.
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Fig. 6. The comparison of test classification accuracies obtained by one dmn layer network (blue) vs one Conv layer network (green) based on the number of filters applied
to MNIST, CIFAR10 and CIFAR100 datasets. The baseline models with one classification layer have the accuracies 92.9, 40.04 and 15.96 for MNIST, CIFAR10 and CIFAR100,
respectively.
We will refer to the construction described above as the Density Matrix Network (DMN). Regular PCA has been used for
creating trained layers in [7], but that architecture, called PCANet, involves extra steps, which we will not have in DMN. Even
DMNs using regular PCA perform well in the first layer, but worsen in performance in higher levels (see below). But DMNs
using the class-based, supervised PCA perform within one percent of a convolutional layers (ConvNet) on MNIST [22], and
significantly superior to ConvNets on CIFAR10 [18]. A single layer DMN also performs much better than a similar ConvNet on
CIFAR100 [18], and a two layer DMN is equally good as a 2 layer ConvNet. The results are summarized in Fig. 4. Notice
that it takes much less time and computation to calculate weights in a DMN as repeated backpropagation is not needed and a
fraction of the training data may be sufficient.
A DMN can also be constructed as a convolutional layer. This is related to the Karhunen-loeve transform of images, where
one breaks an image down into blocks and PCA is performed on the block images. We only have to note that overlapping
receptive fields will result in spurious PCs and we need to disentangle the outputs to get rid of them. One simple way to do
so is to use a maxpooling layer right after a DMN. We return to this below. The architectures we used for our experiments
consist of one or two convolutional layers with ReLU activation functions, each followed by a maxpooling layer and ending with
a classification layer with softmax activation function. We run the experiments once with DMNs for the convolutional layers
and once with regular ConvNet (More experiments with hybrids of DMN and ConvNet, as well Batch Normalization [15] are
shown in SM).
Disentangling the Weights using Pooling. For images, convolutional layers work because they exploit the translational symmetry,
or the fact that features can be anywhere in the image. However, when doing PCA, we rely on the input data to have correlations
only due to features intrinsic to the data. Overlapping domains in convolution introduce spurious correlations, and hence
spurious PCs, which become the most prominent PCs in PCA. This dramatically reduces the performance of PCA, as actual
features intrinsic to the data become much less significant than the spurious ones. Thus, to correctly employ our result and use
PCA to extract higher level features, the spurious correlations (“entanglements”) should be removed. While finding the optimal
way to do so may be elaborate, a simple solution is to use maxpooling. This will only keep one out of a few overlapping outputs
and greatly reduce the entanglement. therefore, we use maxpooling after every layer of DMN in all our simulations.
Simple PCA layers
Even without the supervised PCA, regular PCA can ield fairly well performing first layers. In subsequent layrs, however, regular
PCA performs poorly, mainly becuase the selected filters are not conditioned on the labels and thus may emphasize features
that do not help with the classification, but rather are prominent in the data.
To train a DMN, we simply need to find the eigenvectors of the density matrices ρc. We will test a naive version of DMN,
assuming that ρc is is roughly independent of c in the first and second layer. This is equivalent to assuming that the low-level
features contribute with similar proportions to all label classes. This way, training a DMN is the same as doing PCA on the full
ρ = N−1XXT . When the the dataset is randomly sampled, ρ converges very quickly (Fig. 7 SM). Thus, using only a fraction of
the data can give us a very good estimate for training a DMN, which can reduce the training time significantly. Since a DMN is
pretrained, the removal of one layer from backpropagation may also result in a boost in training time, especially in very deep
networks.
To examine the applicability of DMN layers in neural network architectures for image classification, we performed a number
of tests on three image datasets: MNIST [22], CIFAR10 [18] and CIFAR100 [18]. We simulate different scenarios and define
different architectures with one or two DMNs/convolutional (Conv.) layers and compare their classification accuracies. We
use Keras [8] with Tensorflow [1] back-end for all implementations. To study the effect of DMNs and Conv. layers in the
classification task, our architectures will include only one dense layer, which is the classification layer followed by a softmax
activation layer. Aside form this dense layer, the basic building block of our architectures consists of a convolutional layer, ReLU
activation layer and a maxpooling layer (for disentanglement). We use either one or two conv. layers. Then we replace these
conv. layers with DMNs and measure how the performance changes (see Fig. 9 in SM for a sketch of the architectures). We will
denote a DMN layer with 15 filters by “d15”, a Conv. layer with 15 filters as “c15”, max pooling with pool size of 2 as “m”, and
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Fig. 7. Convergence of eigenvalues of ρ, which determine the likelihood of features (lower means more likely). Using MNIST, we construct the covariance matrix ρ for
different number of images ((10, 100, 1000, 10000) images). the images are broken down into 3× 3 squares and flattened. The 9 eigenvalues of ρ are sorted by value. As
we see, the eigenvalues converge very quickly and a small subset of the dataset is enough for extracting these features.
dense layer with 10 nodes as “de10”. For DMN and Conv. layers, the kernel size has been fixed to 3. In some experiments, we
have added a batch normalization layer and we denote such layer by “BN”.
In MNIST and CIFAR10 datasets we have 10 classes. Therefore in the baseline model (i.e. with no conv. layers), the
network consists of a single dense layer with 10 perceptrons and softmax activation function. For CIFAR100 model, the dense
layer has 100 perceptrons. Next, we make the network deeper by adding one or two DMN or Conv. layers. We test the effect of
the number of filters on the performance of DMN and ConvNet.
For the first set of the experiments, which have a single DMN or Conv. layer, With one DMN, we observe that more filters
does not necessarily yield better accuracy (maximum possible filters = (# input channels)× (kernel size)2) (Fig. 6). However,
for a network with one Conv. layer, the classification accuracy increases by the number of layers. The key point to note here is
that, DMN with maximum possible filters becomes a linear layer, whereas having less filters means we are only keeping the most
prominent PCs, discarding less prominent features. for every dataset, there exists an optimal number of filters that leads to best
performance of a DMN (e.g. 6 for MNIST, 12 for CIFAR10, and 15 for CIFAR100). The results of this experiment are shown in
Fig. 6. Comparing the blue “DMN” line with green “Conv” line, we observe that the performance of 1 DMN layer is comparable
with 1 Conv. layer. For CIFAR10 dataset, we see that one DMN layer outperforms one Conv. layer. In conclusion, we have
shown that we can replace a Conv. layer with a DMN layer without degrading the classification accuracy.
In the second set of experiments we use two-layer network with different settings: 1. two DMNs, 2. one DMN and one Conv.
layer and 3. two Conv. layers. Fig. 10 reports the results of two layer networks applied to three datasets. For MNIST dataset,
we can observe that adding the second DMN layer increases the classification accuracy slightly. The performance of networks
with one DMN and one Conv. layer is very close to two Conv. layer networks. For CIFAR10 dataset, without using BN layer,
the networks with two DMN layers have lower classification accuracy compared to one DMN layer network. However, when we
add a BN layer, the classification accuracy increases slightly. The best performance achieves by networks with one DMN and
one Conv. layer and the worst performance is obtained by two Conv. layer networks. For CIFAR100 dataset, adding the second
DMN layer results in higher accuracy as can be observed from Fig. 10. The highest accuracy is achieved by a network composed
of one DMN layer and one Conv. layer. The first layer provides a better base filters and the input data is transformed to a
more meaningful feature space. Adding a Conv. layer, back-propagation and training the network increases the classification
accuracy (The classification accuracies of different architectures are summarized in tables 3, 4, 5 in SM). Here, we plot the effect
of number of filters used in DMN layer in one layer DMN network on the classification accuracy and compare it with one Conv.
layer network with the same number of filters.
A type of information bottleneck
Aside from the supervised PCA, we have also shown that in cases where the classes use low-level features in a similar fashion
(e.g. the MNIST dataset), one can achieve good performance using even an unsupervised PCA, agnostic to the class of the
output. In cases such as CIFAR10, however, the labels are very restrictive and each class uses low-level features in different
proportions compared to the total amount features present in the data. Moreover, the labels may pertain to rare and specific
features, not necessarily the most common features in the dataset. In these cases, simple PCA does not perform well beyond the
first layer and the supervised, PCA mentioned, needs to be used to fine-tune the weights to features relevant to each class. We
have confirmed this in our simulations, shown in Figs. 6 and 10. We work on three datasets: MNIST, CIFAR10 and CIFAR100.
We use a naive DMN, i.e. agnostic to labels and trained using basic PCA. In all three datasets, one layer of DMN performs
at least as good as a similar convolutional layer. We also find that, while adding a second layer to MNIST and CIFAR100
significantly improves classification, it actually worsens the classification in CIFAR10, supporting our hypothesis that naive
PCA will not help beyond first layer.
Other simulations and test
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Fig. 8. Growth of features, as a combination of features of the previous layer (blue columns), vs features actually useful for the desired labels (ligh red columns). The
features of each column are ordered from high (top) to low in terms of their prevalence in the input data. a An ideal case, where the input is designed to have features relevant
to the desired labels as its most prevalent features (e.g. MNIST). In this case, a blind DMN with truncation of less prevalent data will lead to better classification and DMN
can replace neural network layers. b A more common and more difficult case, where the most prevalent features in the input are not useful for the classification (either not
used in the desired patterns, or not helping with distinguishing between different patterns pertaining to the labels, e.g. CIFAR10 where labels are very limited, while input is
very heterogeneous). In this case, Naive truncation in DMN may only work in the first layer and higher layers need a more fine-tuned approach.
MNIST
Arch. Input Var. Cutoff Val. Acc. ConvNet Acc.
d4 0.5 0.85 0.9 96.81 97.47
d6 0.3 0.95 0.9 97.78 98.12
d16 0.3 0.99 0.9 97.28 98.37
d4, d15 0.5 0.85 0.9 97.84 98.63
d6, d93 0.3 0.95 0.9 98.5 98.86
CIFAR10
Arch. Input Var. Cutoff Val. Acc. ConvNet Acc.
d10 0.7 0.99 0.9 49.92 48.61
d10, d11 0.7 0.99 0.9 49.94 46.88
d22 0.7 0.999 0.9 56.2 49.94
d22, d41 0.2 0.995 0.9 59.64 51.96
d22, d41 0.7 0.995 0.9 59.48 51.96
d22, d87 0.7 0.997 0.9 62.15 52.66
d22, d305 0.7 0.999 0.9 63.71 52.13
CIFAR100
Arch. Input Var. Cutoff Val. Acc. ConvNet Acc.
d79 1 0.999 0.9 30.93 26.14
d79, d545 1 0.995 0.9 38.38 38.38
Table 2. Comparison of DMN with ConvNet performance on MNIST, CIFAR10 and CIFAR100. Different thresholds for variance were used to choose the number of filters of
the DMN. The ConvNets werte made with the same number of filters and the same architecture. The column “Input” shows the fraction of the training data used for training
the last layer of DMN compared to the ConvNet. As we see, even 0.2 of the training data was enough to yield superior performance in the DMN versus ConvNet.
(a) (b)
Fig. 9. An example of one and two layer networks used in the experiment with MNIST dataset. A sketch of the networks used in the experiments on MNIST, consisting
of one (a) or two (b) convolutional layers with ReLU activation, each followed by a maxpooling layer and ending with a classification layer with softmax activation. In our
experiments, we start from these architectures and then replace the convolutional layers with DMNs to compare their performances. The maxpooling layer is essential for the
DMN as a disentangling step, making sure that the density matrix of the output does not contain spurious features arising from the overlap of the convolutional domains.
8 www.pnas.org — — Footline Author
d6
,d
40
d9
,d
40
d6
,c
40
d9
,c
81
c6
,c
40
97.0
97.5
98.0
98.5
99.0
v
a
lid
a
ti
o
n
 a
cc
u
ra
cy
MNIST
d1
5,
d1
08
d2
0,
d1
08
,B
N
d1
5,
c8
0
d2
7,
c1
08
,B
N
c3
2,
c3
2
45
50
55
60
65
70
CIFAR10
d1
5,
d5
0
d1
8,
d1
08
,B
N
d1
5,
c1
08
d2
7,
c1
08
,B
N
c3
2,
c3
2
25
30
35
40
CIFAR100
Fig. 10. Test classification accuracies of different two layer networks applied to three datasets. The labels on the xaxis denote the architectures. All have 1 dense classification
layer. “d” stands for our DMN, and “c” is a ConvNet. All have 3 × 3 receptive fields and after each layer is a 2 × 2 maxpool. “d15, c80” means 1DMN layer and one
ConvNet with with 15 and 80 filters, respectively.
Table 3. Training and test classification accuracies of different models applied to MNIST dataset. The base architecture is 1 classification layer (softmax) with 10 classes.
The other layers (dmn/Conv) were added between input and the classification dense layer.
arch. training acc. validation acc.
de10 93.51 92.90
d6, m, de10 99.29 97.53
c9, m, de10 99.35 98.27
d9, m, d40, m, de10 98.78 98.10
d6, m, d54, m, BN, de10 99.90 98.39
d9, m, BN, c81, m, de10 99.98 99.07
c6, m, c40, m, de10 99.64 99.06
Table 4. Training and test classification accuracies of different models applied to CIFAR10 dataset. The base architecture is 1 classification layer (softmax) with 10 classes.
The other layers (dmn/Conv.) were added between input and the classification dense layer.
arch. training acc. validation acc.
de10 43.11 40.06
d10, m, de10 73.21 60.41
c27, m, de10 62.69 51.94
d15, m, d108, m, de10 66.11 55.36
d20, m, d180, m, BN, de10 66.02 63.66
d15, m, c80, m, de10 79.21 68.03
d27, m, c108, m, BN, de10 81.18 71.19
c10, m , c80, m, de10 58.48 50.10
c32, m, c32, m, de10 58.64 51.84
Table 5. Training and test classification accuracies of different models applied to CIFAR100 dataset. The base architecture is 1 classification layer (softmax) with 100
classes. The other layers (dmn/Conv.) were added between input and the classification dense layer.
arch. training acc. validation acc.
de100 23.68 15.96
d15, m, de100 37.48 22.93
d18, m, BN, de100 51.07 30.30
c27, m, de100 41.31 25.23
d15, m, d50, m, de100 51.57 25.93
d18, m, d108, m, BN, de100 53.58 34.76
d15, m, c108, m, de100 65.06 36.56
d27, m, BN, c108, m, de100 63.57 41.03
c32, m, c32, m, de100 33.03 23.07
c27, m, c108, m, de100 36.95 23.97
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