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Abstract
Based on the here developed functional analytic machinery we extend the theory
of operator sampling and identification to apply to operators with stochastic
spreading functions. We prove that identification with a delta train signal is
possible for a large class of stochastic operators that have the property that the
autocorrelation of the spreading function is supported on a set of 4D volume less
than one and this support set does not have a defective structure. In fact, unlike
in the case of deterministic operator identification, the geometry of the support
set has a significant impact on the identifiability of the considered operator
class. Also, we prove that, analogous to the deterministic case, the restriction
of the 4D volume of a support set to be less or equal to one is necessary for
identifiability of a stochastic operator class.
Keywords: stochastic modulation spaces, generalized stochastic processes,
underspread operators, Gabor frame operators, stochastic spreading function,
measurements of stochastic channels, time-frequency analysis, defective
patterns
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1. Introduction
In the fields of wireless communication and radar and sonar acquisition, a
sounding signal that is known both to the sender and to the observer is sent into
the channel in order to determine the characteristics of the channel from the
received echo. Similarly, in control theory, the problem of identifying a system
from the output to a given input is called system identification.
Both deterministic and stochastic operator identification have their roots in
the works of Kailath [1] and Bello [2]. They suggested a criterion for identifiabil-
ity based on the spread of the operator, defined as the area of the support of the
spreading function. In [3, 4] the criterion that it is necessary and sufficient that
the spread must be less than one for a deterministic operator to be identifiable
has been theoretically verified and justified, giving new life to this engineering
dogma. The universal boundary of one for the spread of the deterministic oper-
ator to be identifiable is closely related to the Heisenberg uncertainty principle
of quantum mechanics. This connection is evident in the time-frequency analy-
sis nature of the proofs given in [3, 4], as these rely on the representation theory
of the Weyl-Heisenberg group.
The utility of weighted delta trains as a theoretical tool for the study of
identification and sampling theory stems from their position as infinite band-
width unbounded temporal support sounding signals. Recently, more practical
identifier signals for a class of channels with a parametric model on the chan-
nel structure have been discovered [5, 6]. In another development, it was shown
that a stiff requirement to know the support of the spreading function (precisely
the set whose area must be less than one) prior to sounding can be removed by
using compressed sensing techniques [7, 8].
Here, we continue to rely on weighted delta trains as identifiers to develop a
parallel theory of identification of operators with stochastic spreading functions.
Since stochastic operators include deterministic operators as special case, it is
tenable to suppose that in some form the restriction on the spread to be less than
one retains its relevance. However the rules of the game change, as the object to
recover, the spreading function, belongs to a much larger class of objects. The
common strategy to circumvent these difficulties is to decrease the complexity
of the channel by requiring the spreading function to have a degenerate form,
stationarity in both the time and frequency variables, which corresponds to
a WSSUS channel. The study is hereby reduced to the recovery of the so-
called scattering function, a deterministic function in two variables, defined
below in (2). Even in this simplified setting, the communication engineering
literature still seems to accept the insight of Bello that the area of the support
of the scattering function is a necessary requirement for the identifiability of
the operator [2]. In fact, even this characterization of the fading properties of a
channel is discarded in favor of a simpler yet spread factor given by the area of
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the minimum rectangle that encompasses the support of the spreading function
(and hence, scattering function) in the time-frequency plane. This rule of thumb
is perpetuated in the classical books as recent as the monograph of Proakis [9].
In [10], we argue that as in the deterministic case, the condition for the spread
factor to be less than one is sufficient in the case of identifiable WSSUS channels,
and establish the direct applicability of time-frequency analysis techniques of
Kozek, Pfander and Walnut in this simplified stochastic setting. In [11], we
assume functional analytic results proven here and give a detailed analysis of
the general case of stochastic operator sampling with a fully stochastic spreading
function. The work in [11] extends sampling results for operators and discusses
their applications. A surprising corollary shows that using weighted delta trains
as identifiers for WSSUS channels allows the recovery of the scattering function
from the autocorrelation of the received signal irrespectively of the area of the
support of the scattering function.
Here, we settle the question of the identifiability of stochastic operators with
a general necessary and sufficient Theorem 4.3. It turns out that the volume of
the set M , the support of the stochastic spreading function, alone is not enough
for identifiability of the corresponding operator. The geometry of the set M
plays an important role for the possibility of identification.
The popular and herein used model for channels and linear time-variant
(LTV) systems is
(Hf)(x) =
∫∫
η(t, ν)MνTt f(x) dt dν, (1)
where Tt is a time-shift by t, that is, Ttf(x) = f(x − t), t ∈ R, and Mν
is a frequency shift or modulation given by Mνf(x) = e
2piiνx f(x), ν ∈ R.
Taking Fourier transforms, it follows that M̂νf(ξ) = f̂(ξ − ν) = Tν f̂(ξ) for all
ξ ∈ R. The function η(t, ν) is called the (Doppler-delay) spreading function of
H. Classically, the domain and codomain of H are taken to be the Lebesgue
space of square integrable functions L2(R) or the discrete finite dimensional
space CL. More generally, f(x), η(t, ν) and g(x) = Hf(x) can be elements
in spaces of generalized functions, such as the space of tempered distributions
S ′(Rd), the continuous dual of the space S(Rd) of infinitely differentiable rapidly
decaying functions.
It is common that models of wireless channels and radar environments take
the stochastic nature of the medium into account. In such models, the spreading
function η(t, ν) or the sounding signal f(x) in (1), or both, are random processes
(that will henceforth be denoted by boldface letters) such that, for example,
every sample of the spreading function η(t, ν;ω) belongs to one of the spaces
mentioned above. In this paper we consider only the spreading function to be
stochastic, leaving the sounding signal completely deterministic.
Usually, the operator is split into the sum of its deterministic portion, repre-
senting the mean behavior of the channel, and its zero-mean stochastic portion
that represents the noise and the environment. We assume that this decom-
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position has already taken place and focus on operators with purely stochastic
zero-mean spreading functions. For a treatment of the deterministic part, we
refer to [3, 4, 12].
The statistic that presents the most interest in this setting is the autocorre-
lation of the spreading function
Rη(t, ν; t
′, ν′) = E
{
η(t, ν)η(t′, ν′)
}
,
and we will pursue the goal of determining Rη from RHf , that is, Rη from the
autocorrelation of the stochastic channel output Hf (see Definition 3.1). The
time-varying case most studied in the literature assumes the special form
Rη(t, ν; t
′, ν′) = Cη(t, ν) δ(t− t′) δ(ν − ν′). (2)
Such operators are referred to as wide-sense stationary operators with uncor-
related scattering, or WSSUS. The function Cη(t, ν) is then called scattering
function [13, 14, 10]. Our results do not presuppose the stationarity of H,
instead, they include it as an interesting special case.
(t, ν)
(t′, ν′)
(a) Tensor square
(t, ν)
(t′, ν′)
(b) Arbitrary
(t, ν)
(t′, ν′)
(c) WSSUS
Figure 1: Types of distributional support sets of autocorrelations of spreading
functions.
Under the a priori assumption that the operator H : X → Y belongs to class
of linear operators H, identification of the operator from the received echo Hf
is possible only if for some sounding signal f the mapping Φf : H 7→ Hf is
injective,
H1f = H2f ⇒ H1 = H2.
For linear mappings between Banach spaces to identify H in a stable way, we
require Φf and its inverse to be bounded:
A‖H1 −H2‖H ≤ ‖H1f −H2f‖Y ≤ B‖H1 −H2‖H for all H1, H2 ∈ H. (3)
In those cases when H is closed under addition, this is equivalent to
A‖H‖H ≤ ‖Hf‖Y ≤ B‖H‖H for all H ∈ H (4)
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for some A,B > 0. The choice of Banach space norms on Y and H is thus
important.
In the following, we use the symbol . to abbreviate inequalities up to a
constant, that is, f(t) . g(t) if there exists C > 0 such that f(t) ≤ C g(t) for
all t. Additionally, f  g means f . g and f & g.
One major contribution of this paper is to design Y and H for the identifica-
tion inequality (3) to hold for stochastic operators accommodating generalized
functions as input signals and generalized stochastic processes as spreading func-
tions.
In Theorem 3.3 we obtain direct generalization of results [4, 3, 12] that deal
with deterministic channel operators. Cited results show that delta trains as
sounding signals identify a large range of so called operator Paley-Wiener spaces
from the echo Hf as discussed in Section 1.1 below. For the case of stochastic
operator identification, the reconstruction formulas for the autocorrelation of
the spreading function Rη given the autocorrelation of the stochastic channel
output RHf can be found in [11], a paper that also addresses sampling the-
ory connection of stochastic operator identification and practical aspects of the
proposed technique. This paper provides mathematical backbone of the theory
developed.
The possibility of deterministic operator identification by delta trains is
linked to the invertibility of a submatrix of a finite dimensional Gabor system
that corresponds to the geometry of the support set [3]. A finite-dimensional
Gabor frame is defined as
G = {M l T k c}L−1k,l=0,
where the finite-dimensional translation operators T k and modulation operators
M l operating on a vector c ∈ CL are given by
(T kc)p = cp−k and (M lc)p = e2piilp/Lcp.
We extend the same technique to stochastic operators. We find that stochas-
tic operator identification using delta trains is still possible if the finite-dimen-
sional matrix G ⊗ G∣∣
Λ
is invertible, where the index set Λ is now induced
by the geometry of the support set of the autocorrelation of the spreading
function suppRη(t, ν; t
′, ν′). We will show that analogous to the determinis-
tic case, from the dimensionality considerations it is evident that the restriction
on suppRη(t, ν; t
′, ν′) to have 4D volume less than the critical volume one is
still necessary for delta train identification. In addition, we show that this con-
straint to volume less than one also holds if we replace the delta train by any
distribution in the considered herein modulation spaces.
In [15] we developed the reconstruction formulas for the stochastic case and
discussed more applied aspects of the technique. We discovered that in the case
of stochastic operator identification, there exist defective configurations of the
said support (which we call patterns) that prevent successful identification by
delta trains. Moreover, this effect persists regardless of level of refinement of
the time-frequency grid (that is, of the parameters a, b in Definition 1.1).
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In this paper, we also continue the discussion of defective patterns. It turns
out that the two families of defective patterns that were determined in [11] to
define operator classes that cannot be identified by weighted delta trains xc,
are, in fact, globally defective in a sense that no sounding signal f identifies
them.
The paper is structured as follows. In Section 1.1, we give the well estab-
lished definitions and theorems from the theory of deterministic operator iden-
tification. In Section 2 we define the Banach spaces StOPW(M) of stochastic
operators that are natural choices to request identifiability of, and develop the
functional analysis tools to successfully deal with them, see, in particular, The-
orem 2.8, Theorem 3.3 and Theorem 4.7. In Section 3 and Section 4 we describe
sufficient and necessary conditions on M for the identification of operators in
StOPW(M). In Section 5 we introduce criteria for defective patterns. We de-
termine two families of defective patterns that give rise to support sets M such
that StOPW(M) is impossible to identify any sounding signal f . In Section 6
we give a generalized version of the Theorem 2.1 in [16], a result needed to
derive theorems in the other sections.
1.1. Sampling and identification of deterministic operators
Equivalently to (1), any operator H acting on one-variable signals can be
represented in a weak sense by
(i) its time-varying impulse response h(x, t) =
∫
η(t, ν) e2piiνx dν, then
(Hf)(x) =
∫
h(x, t) f(x− t) dt,
(ii) its kernel κ(x, y) = h(x, x− y) = ∫ η(x− y, ν) e2piiνx dν, then
(Hf)(x) =
∫
κ(x, y) f(y) dy,
(iii) and its Kohn-Nirenberg symbol σ(x, ξ) = Fsη(t, ν), then
(Hf)(x) =
∫
σ(x, ξ) fˆ(ξ) e2piixξ dξ.
In the last equation, the symplectic Fourier transform is given by
(Fsη) (x, ξ) =
∫∫
η(t, ν) e2pii(νx−ξt) dt dν.
The spreading function η(t, ν) enjoys a particularly simple relationship to
the short-time Fourier transform (STFT) Vϕ : S ′(Rd)→ S ′(Rd), defined as
Vϕf(t, ν) = 〈f,MνTt ϕ〉 (5)
for any window ϕ ∈ S(Rd). Note first that the STFT is symmetric with respect
to f and ϕ up to a unitary phase factor, that is,
〈f,MνTtϕ〉 = e−2piiνt〈ϕ,M−νT−tf〉.
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For all f, ϕ ∈ S(Rd) we then have the useful equality
〈Hf,ϕ〉 = 〈η, Vfϕ〉.
The inner product 〈 · , · 〉 and the dual pairing 〈 · , · 〉 in case of distributions are
taken to be conjugate linear in the second component.
We will say that H belongs to an operator Paley-Wiener space if the support
of the spreading function η(t, ν) = Fsσ(x, ξ) is contained in a subset S of the
(t, ν)-time-frequency plane, usually taken to be compact,
OPW(S) = {H : L2(R)→ L2(R) such that σ ∈ L2(R2), suppFsσ ⊆ S}.
The space OPW(S) becomes a Banach space given a Hilbert-Schmidt norm
‖H‖OPW = ‖ηH‖L2(R2). Colloquially, we refer to H as “bandlimited” to S.
Based on ideas from [1, 2], first results in operator identification were obtained
for deterministic operators with spreading function supported on a rectangle of
area one in the time-frequency plane [3]. Later it was proven that identification
is possible for a larger class of operators with spreading functions supported on
a fixed bounded set of arbitrary shape, not just a rectangle, as long as the area
of it is less than 1 [4]. To obtain general identification results, it is necessary to
rectify the support set S as it is done in the theory of Jordan domains.
Definition 1.1. The set S is (a, b,Λ)-rectified if it can be covered by L = 1ab
translations Λ = {(kj , lj)}L−1j=0 of the rectangle  = [0, a)×[0, b) along the lattice
aZ× bZ:
S ⊂
L−1⋃
j=0
+ (akj , blj).
For compact sets the Lebesgue measure agrees with the outer (respectively,
inner) Jordan content denoted henceforth vol + (respectively, vol−).
Lemma 1.2. For any compact set S of measure µ(S) < 1 there exist a, b > 0
and Λ such that S is (a, b,Λ)-rectified, L = 1ab is prime, and S ⊆ [0, T ] ×
[−Ω/2,Ω/2], where Tb = 1 and Ωa = 1.
Proof. A proof without the requirement that L must be prime can be found in
[17]. It is easy to see that requiring L to be prime does not lose generality and
can always be achieved at the expense of further reduction of parameters a, b
and by allowing the inclusion of some rectangles that do not intersect S.
Definition 1.3. For a, ε > 0 we say r(t) generates an (a, ε)-partition of unity
{r(t+ ak)}k∈Z if
supp r(t) ⊆ (−ε, a+ ε), and
∑
k∈Z
r(t+ ak) = 1.
An ((a, b), ε)-partition of unity of the two-dimensional plane is defined similarly.
If, in addition, the function r(t) belongs to the space Ac, then we say that r(t)
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S
Λ
Figure 2: An (a, b,Λ)-rectified support set of a deterministic spreading function
in the time-frequency plane.
forms a bounded uniform partition of unity [18]. Here, A = FL1(R) is a Fourier
image of a space of Lebesgue integrable functions with norm ‖r‖A = ‖rˆ‖L1 , and
the subscripted Ac is the subspace of functions in A with compact support.
Theorem 1.4. [4, Theorem 1.7], [8] Let S ⊂ R2 be a compact set with measure
µ(S) < 1 such that S is (a, b,Λ)-rectified in the sense of Definition 1.1, and
S ⊆ [0, 1b ]× [− 12a , 12a ]. Then there exists a vector c ∈ CL so that
xc =
∑
n
cn mod L δn/L
identifies OPW(S) in a sense of (4), and for any H ∈ OPW(S)
h(x+ t, t) = aL
L−1∑
j=0
∑
q∈Z
aj,q Hxc(x− a(kj + q))
× r(x− akj) ϕ(t+ a(kj + q)) e2piibnjt
unconditionally in L2(R2). Here, the coefficients aj,k are uniquely determined
by the choice of {cn}, and r(t), ϕ(t) are functions that are (a, ε)- (resp., (b, ε)-)
partitions of unity in time (respectively, frequency) domains, with ε > 0 depen-
dent on S.
Theorem 1.4 holds not only if S is compact, but for all regions S whose
Jordan outer content is less than one [4].
2. Stochastic modulation and stochastic Paley–Wiener spaces
Let (Ω,P,Σ) be a probability space, and denote RV(Ω) the space of zero-
mean complex-valued random variables r(ω) : Ω → C. A general treatment
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of generalized functions as mappings S(Rd) → C and of generalized random
processes as mappings S(Rd) → RV(Ω) dates back to [19]. However, for our
purpose it is more convenient to deal with Banach spaces as domains and norms
instead of Frechet spaces and infinite families of seminorms. We will thus restrict
our attention to stochastic versions of the modulation spaces M1 and M∞.
Definition 2.1. Let ϕ ∈ S(Rd) be a fixed non-zero window, and 1 ≤ p, q ≤
∞. Then the modulation spaces Mp(Rd) consist of all tempered distributions
f ∈ S ′(Rd) such that the short-time Fourier transform belongs to the Lebesgue
space Lp(R2d), that is,
Mp(Rd) = {f ∈ S(Rd) such that ‖f‖Mp(Rd) =
(∫
|Vϕf(t, ν)|p dt dν
)1/p
<∞}.
Mp(Rd) is a Banach space; changing ϕ leads to equivalent norms. Moreover,
M∞ = (M1)′, where M∞ is defined by replacing the integral by taking the
supremum over all (t, ν) ∈ R2.
We will use the following property of the space of functions M1(Rd) [18]
M1(Rd) ⊗̂M1(Rd) = M1(R2d).
Here, the projective tensor product space M1(Rd) ⊗̂M1(Rd) is defined as
M1(Rd) ⊗̂M1(Rd) =
{
f ∈ L1(R2d) : f(x, x′) L
1
=
∞∑
n=1
fn(x)gn(x
′) and
‖f‖M1⊗̂M1 = inf
fn,gn
∞∑
n=1
‖fn‖M1‖gn‖M1 <∞
}
.
(6)
We consider generalized stochastic processes as mappings from M1(Rd) to
RV(Ω) with autocorrelations in M∞(R2d), an idea first presented in [20] and
developed further independently of our work in [21].
We denote by B(X) the unit ball in the normed space X.
Definition 2.2. A generalized stochastic process f on Rd is a bounded lin-
ear map M1(Rd) → RV(Ω). The space of all generalized stochastic processes
consists of the equivalence classes of maps M1(Rd) → RV(Ω) with the usual
operator norm
‖f‖StM∞(Rd) = sup
ϕ∈B(M1(Rd))
‖f(ϕ)‖RV(Ω).
It is denoted StM∞(Rd); the St in StM∞ stands for “stochastic”.
Definition 2.3. Let f , g ∈ StM∞(Rd). The cross-correlation distribution
Rfg : M
1(Rd) ⊗̂M1(Rd)→ C for all ϕ,ψ ∈M1(Rd).
is defined by
Rfg(ϕ,ψ) =
〈
Rfg, ϕ⊗ ψ
〉
= 〈f(ϕ), g(ψ)〉RV = E
{
f(ϕ) g(ψ)
}
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for rank-one tensors ϕ⊗ψ and extended in a linear way to finite sums. Consider
θ =
∑n
i=1 ϕi ⊗ ψi,
|Rfg(θ)| = |Rfg(
n∑
i=1
ϕi ⊗ ψi)| =
∣∣∣∣∣
n∑
i=1
〈f(ϕi), g(ψi)〉RV
∣∣∣∣∣
≤
n∑
i=1
‖f(ϕi)‖RV‖g(ψi)‖RV ≤ ‖f‖StM∞‖g‖StM∞
n∑
i=1
‖ϕi‖M1‖ψi‖M1.
Since this holds true for any tensor representation of θ, it follows that
|Rfg(θ)| ≤ ‖f‖StM∞‖g‖StM∞‖θ‖M1⊗̂M1
for all such θ. We then extend Rfg to the whole ofM
1(Rd)⊗̂M1(Rd) = M1(R2d)
by continuity. The cross-correlation Rf = Rff of a generalized stochastic pro-
cess f with itself is its autocorrelation.
Lemma 2.4. For all f ∈ StM∞(Rd), ‖f‖2StM∞(Rd)  ‖Rf‖M∞(R2d).
Proof. We begin with an observation that taking ψ = ϕ, we guarantee
‖f‖2StM∞(Rd) = sup
ϕ∈B(M1(Rd))
〈f(ϕ),f(ϕ)〉RV ≤ sup
ϕ,ψ∈B(M1(Rd))
〈f(ϕ),f(ψ)〉RV
≤ sup
ϕ,ψ∈B(M1(Rd))
‖f(ϕ)‖RV‖f(ψ)‖RV = ‖f‖2StM∞(Rd).
By [18, Theorem 5.4, p. 21] and its proof, every operator T : M1 →M∞ is in
a one-to-one correspondence with a kernel κT ∈M∞(R2d) such that 〈Tϕ, ψ〉 =
〈κT , ϕ ⊗ ψ〉 for all ϕ,ψ ∈ M1(Rd), moreover, ‖T‖M1→M∞  ‖κT ‖M∞(R2d).
In particular, consider an operator T : M1 → M∞ such that Tϕ = Rf (ϕ, · ).
Clearly, κT = Rf . We now compute
‖f‖2StM∞(Rd) = sup
ϕ,ψ∈B(M1(Rd))
|〈f(ϕ),f(ψ)〉|
= sup
ϕ,ψ∈B(M1(Rd))
|〈Tϕ, ψ〉|
= ‖T‖M1→M∞  ‖κT ‖M∞(R2d = ‖Rf‖M∞(R2d).
An observation crucial for operator identification is the characterization of
the modulation space M1 as Wiener amalgam space W (A, `1) [22], defined with
p = 1 by
W (A, `p) =
{
f ∈ Aloc such that ‖f‖W (A,`p) =
(∑
n∈Zd
‖f Tnψ‖pA
) 1
p
<∞
}
, (7)
where ψ ∈ Ac(Rd) is a bounded uniform partition of unity, see Definition 1.3.
The norm ‖ · ‖W (A,`p) does not depend (up to equivalence) on the choice of ψ.
The space W (A, `∞) is defined similarly, with usual modifications.
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The (distributional) support of a generalized stochastic process f is defined
as the complement of the largest set S such that for any ϕ ∈ M1(Rd) entirely
supported within S, f(ϕ) = 0 as elements of RV.
Theorem 2.5. Any bounded linear operator η : M1(R2) → RV with suppη
compact extends to a bounded linear operator η : W (A, `∞)→ RV.
Proof. Without loss of generality, we can rescale the argument variables (t, ν)
in such a way that suppη ⊆ [− 12 , 12 ) × [− 12 , 12 ). Let ψ ∈ Ac be such that it
generates a bounded uniform partition of unity as in (7), and whose support is
large enough to cover the support of η, that is,∑
n∈Zd
Tnψ ≡ 1, and ψ
∣∣
suppη
≡ 1. (8)
For any ϕ ∈W (A, `∞) by definition we have
‖ϕ‖W (A,`∞) = sup
n∈Zd
‖Tnψ ϕ‖A <∞.
In particular, ψ ϕ ∈ A, and ψ ϕ is compactly supported, thus ψ ϕ ∈ W (A, `1).
In fact, since support of ψ is compact, the set F = {n such that suppTnψ ∩
suppψ 6= ∅} is finite, |F| <∞. We further observe
‖ψ ϕ‖W (A,`1) =
∑
n∈Z
‖Tnψ ψ ϕ‖A =
∑
n∈F
‖Tnψ ϕ‖A‖ψ‖A
≤ |F| ‖ψ‖A sup
n∈F
‖Tnψ ϕ‖A ≤ |F| ‖ψ‖A ‖ϕ‖W (A,`∞),
(9)
where we used the fact that A is a Banach algebra under pointwise products.
We can now define
η(ϕ) = η(ψ ϕ).
This obviously defines a linear mapping W (A, `1)→ RV. For any choices ψ,ψ′
satisfying (8) we have (ψ − ψ′)ϕ ≡ 0 on suppη, therefore, it is well defined.
Boundedness follows by observing
‖η(ϕ)‖RV = ‖η(ψ ϕ)‖RV
≤ ‖η‖W (A,`1)→RV‖ψ ϕ‖W (A,`1)
≤ C‖η‖StM∞(R2d)‖ϕ‖W (A,`∞),
where we used (9) and recalled that M1 = W (A, `1), and StM∞ = L(M1,RV).
Theorem 2.6. For all H : M1(R)→ StM∞(R), there exists a unique spreading
function η : M1(R2)→ RV such that for all f, ϕ ∈M1(R)
〈Hf, ϕ〉 = 〈η, Vfϕ〉.
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Proof. The proof follows closely the proof of the kernel theorem for modulation
spaces in [23, Theorem 14.4.1, p. 314].
Definition 2.7. We say that an operator H : M∞(R)→ StM∞(R) belongs to
the stochastic Paley-Wiener class StOPW(M) if
〈Hf, ϕ〉 = 〈η, Vfϕ〉 for all f ∈M∞(R), ϕ ∈M1(R),
the support of η is compact and the distributional support of Rη is a subset
of the closed set M ⊆ suppη ⊗ suppη. The space StOPW(M) inherits the
operator norm ‖H‖M∞→StM∞.
Theorem 2.8. Any bounded linear operator H : M1(R) → StM∞(R) with
suppη compact extends to a bounded linear operator H : M∞(R)→ StM∞(R).
Moreover,
‖Hf‖StM∞ ≤ C‖η‖StM∞‖f‖M∞ for all f ∈M∞(R).
Proof. Let η ∈ StM∞(R2d) with suppη ⊆ M such that M is compact. From
[24, Proposition 4.2, part 1] we know that for ϕ ∈M1(R), f ∈M∞(R), we have
Vϕf ∈W (A, `∞) and
‖Vfϕ‖W (A,`∞) ≤ ‖ϕ‖M1‖f‖M∞.
By Theorem 2.6, 〈Hf, ϕ〉 = 〈η, Vfϕ〉, and by Theorem 2.5, η accepts Vfϕ ∈
W (A, `∞) as input, so we can estimate
|〈Hf, ϕ〉| = |〈η, Vfϕ〉|
≤ C‖η‖StM∞‖Vfϕ‖W (A,`∞)
≤ C‖η‖StM∞‖ϕ‖M1‖f‖M∞.
Taking the supremum over all ϕ ∈ B(M1(R)) on both sides gives
‖Hf‖StM∞ ≤ C‖η‖StM∞‖f‖M∞,
and ultimately, for the operator norm,
‖H‖StOPW(M) ≤ C‖η‖StM∞.
Lemma 2.9. For all f , g ∈ StM∞(Rd), 〈Vϕf , Vψg〉RV = IVϕ⊗ψRfg, where I
is the reflection in the fourth variable: If(·, ·, ·, ν′) = f(·, ·, ·,−ν′).
Proof. By Definition 2.3 of Rfg,
〈Vϕf , Vψg〉RV = E
{
Vϕf(t, ν)Vψg(t′, ν′)
}
= E
{
〈f ,MνTtϕ〉 〈g,Mν′Tt′ ψ〉
}
=
〈
Rfg,MνTtϕ ⊗ Mν′Tt′ ψ
〉
= Vϕ⊗ψ Rfg(t, ν, t
′,−ν′).
Remark. Note that we only used that the space RV(Ω) has a Hilbert space
structure. The theory developed above still holds if we replace RV(Ω) with an
arbitrary Hilbert space H, and E{ · , · } with the inner product 〈 · , · 〉H.
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3. A sufficient condition for the identifiability of StOPW(M)
By identifying the stochastic operatorH, we mean determiningRη(t, ν; t
′, ν′),
the autocorrelation of the spreading function ηH(t, ν), from RHf(x, x
′), the au-
tocorrelation of the received response Hf(x) to a fixed sounding signal f . More
generally, given a class of stochastic operators H, not necessarily closed under
addition, we would like to be able to tell apart any two operators using (3).
Since the autocorrelations in question satisfy
〈
RHf , ϕ⊗ ψ
〉
= 〈Rη, Vϕ⊗ψ f ⊗ f〉,
we are trying to invert in a stable way the linear mapping Φstf : M
∞(R4) →
M∞(R2) given formally and weakly by〈
Φstf ( · ), ϕ⊗ ψ
〉
= 〈 · , Vϕ⊗ψ f ⊗ f〉. (10)
We reprise here the definition (3) tailored to the map Φstf and the class StOPW(M).
Definition 3.1. We say that f ∈M∞(R) identifies the set StOPW(M) if the
linear mapping Φstf given by (10) is boundedly invertible, that is, if there exist
constants 0 < A ≤ B <∞ such that for all pairs H1, H2 ∈ StOPW(M),
A‖Rη1 −Rη2‖M∞(R4) ≤ ‖RH1f −RH2f‖M∞(R2) ≤ B‖Rη1 −Rη2‖M∞(R4). (11)
Our methods require the support set of the autocorrelations, or rather, their
superset M , to be rectified satisfying the symmetry properties of the autocor-
relation function.
Definition 3.2. We say the set M is symmetrically (a, b,Λ)-rectified if it can
be covered by the translations Λ = {(kj , lj , k′j , l′j)}Jj=1 of the prototype paral-
lelepiped 2 = [0, a) × [0, b) × [0, a) × [0, b) along the lattice (a, b, a, b)Z4, that
is,
M ⊂
J⋃
j=0
2 + (akj , blj , ak′j , bl′j), (12)
such that the 4D volume of 2 is small: ab = 1L , with L is prime, and the index
set Λ is an admissible set, in a sense that
(k, l, k′, l′) ∈ Λ ⇒ (k, l, k, l), (k′, l′, k′, l′), (k′, l′, k, l) ∈ Λ. (13)
The rectification (a, b,Λ) is precise if we have equality in (12). We will always
denote Γ ⊂ Z2 the projection of Λ onto the first two (and by symmetry, the
second two) indices, that is, Γ = {γ = (k, l) | (k, l, k, l) ∈ Λ}. Clearly, Λ ⊂ Γ×Γ.
The following theorem is an identification result corresponding to operator
sampling results in [11]. It provides justification to the formal calculations that
lead to the reconstruction formula (10) in [11].
Theorem 3.3. Let M be symmetrically (a, b,Λ)-rectified with L2 = |Λ|. If
some c ∈ CL generates G( : , kL + l) = [M l T kc]L−1k,l=0 such that the submatrix
(G ⊗G)|Λ is invertible, then
‖η‖StM∞(R2) . ‖Hx‖StM∞(R) for any H ∈ StOPW(M),
where the sounding signal is given by xc(x) =
∑
k∈Z ck mod L δ(x− ak).
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Proof. In the following, by abuse of notation, ‖f‖M∞([0,a)) = ‖Vgf‖L∞([0,a)×R).
Consider
‖Hxc‖2StM∞(R) = ‖RHxc(x, x′)‖M∞(R2)
= sup
n,n′∈Z
‖RHxc(x+ an, x′ + an′)‖M∞([0,a)2)
= sup
j,j′∈ZL
sup
m,m′∈Z
‖RHxc(x+ aj + amL, x′ + aj′ + am′L)‖M∞
 sup
j,j′∈ZL
∥∥∥ ∑
m,m′∈Z
RHxc(x+ an, x
′ + an′)M−anψ(γ)M−an′ψ(γ′)
∥∥∥
M∞,
where we use n = mL + j, n′ = m′L + j′ and apply Lemma 3.5 below with
Ψn,n′(γ, γ
′) = M−anψ(γ) M−an′ψ(γ′) with ψ(γ) chosen later. Consider the
expression inside the norms
Rj,j′ = E
(∑
m∈Z
Hxc(x+ an) e−2piianγψ(γ)
)
×
(∑
m′∈Z
Hxc(x′ + an′) e−2piian
′γ′ψ(γ′)
)∗
.
The treatment of both factors is identical, we only detail the first.
Rj =
∑
m∈Z
Hxc(x+ an) e−2piianγ
=
∑
m∈Z
∑
k∈Z
cn+kh(x+ a(j +mL), x− ak) e−2piia(j+mL)γ
=
∑
m∈Z
∑
k∈Z
ck+mL+j h(x+ aj + amL, x− ak) e−2piiamLγ e−2piiajγ
=
∑
k∈Z
ck+j
[∑
m∈Z
h(x+ aj + amL, x− ak) e−2piiamLγ
]
e−2piiajγ
— by Lemma 3.6 —
= bd
∑
k∈Z
ck+j
∑
l∈Z
η(x− ak, γ − bl) e2pii(x+aj)(γ−bl) e−2piiajγ
= bd
∑
k∈Z
∑
l∈Z
ck+j η(x− ak, γ − bl) e2pii(xγ+blx−jl/L)
= bd
∑
k∈Z
∑
l∈Z
(
M−lT−kc
)
j
η(x− ak, γ − bl) e2piix(γ−bl)
= bd
∑
k,l∈Z
Gj,kl η(x+ ak, γ + bl) e
2piix(γ−bl),
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where in the last step we rename k = −k, l = −l and denote Gj,(k,l) =(
M lT kc
)
j
. Now we return to the original ‖Hxc‖StM∞(R),
‖Hxc‖2StM∞(R) = sup
j,j′∈ZL
‖Rj,j′‖M∞([0,a)2)
= b2d sup
j,j′∈ZL
∥∥∥E ∑
k,l∈Z
Gj,kl η(x+ ak, γ + bl) e
2piix(γ−bl) ψ(γ)
×
( ∑
k′,l′∈Z
Gj′,k′l′ η(x
′ + ak′, γ′ + bl′) e2piix
′(γ′−bl′) ψ(γ′)
)∗∥∥∥
M∞([0,a)2)
 sup
j,j′∈ZL
∥∥∥〈 ∑
k,l,k′,l′∈Z
Gj,kl Gj′,k′l′ Rη(x+ ak, γ + bl, x
′ + ak′, γ′ + bl′)
× e2piix(γ−bl) ψ(γ) e2piix′(γ′−bl′) ψ(γ′),
× MνTt ϕ(x)Mν′Tt′ ϕ(x′)MξTτ ϕ(γ)Mξ′Tτ ′ ϕ(γ′)
〉∥∥∥
L∞(([0,a)×R)2),
where ϕ(x) ∈ S(R) is a smooth window as in (5). We substitute x = x+ak, γ =
γ + bl, x′ = x′ + ak′, γ′ = γ′ + bl′
 sup
j,j′∈ZL
∥∥∥ ∑
k,l,k′,l′∈Z
〈
Gj,kl Gj′,k′l′ Rη(x, γ, x
′, γ′) e2pii(xγ−x
′γ′)
× ψ(γ − bl) ψ(γ′ − bl′), MνTt+ak ϕ(x)Mν′Tt′+ak′ ϕ(x′)
× Mξ−akTτ+bl ϕ(γ)Mξ′−ak′Tτ ′+bl′ ϕ(γ′)
〉∥∥∥
L∞
denote for simplicity R˜η(x, γ, x
′, γ′) = Rη(x, γ, x′, γ′) e2pii(xγ−x
′γ′) and narrow
the domain of τ, τ ′ to [0, b)
& sup
ν,ν′∈R
sup
t,t′∈[0,a)
sup
ξ,ξ′∈R
sup
τ,τ ′∈[0,b)
sup
j,j′∈ZL
∣∣∣〈 ∑
k,l,k′,l′∈Z
Gj,kl Gj′,k′l′ R˜η(x, γ, x
′, γ′)
× ψ(γ − bl) ψ(γ′ − bl′), MνTt+ak ϕ(x)Mν′Tt′+ak′ ϕ(x′)
× Mξ−akTτ+bl ϕ(γ)Mξ′−ak′Tτ ′+bl′ ϕ(γ′)
〉∣∣∣
by selecting ψ(γ) such that ψ(γ) ≡ 1 on [0, b)+supp ϕ(γ), ψ(γ) can be dropped
 sup
ν,ν′∈R
sup
t,t′∈[0,a)
sup
ξ,ξ′∈R
sup
τ,τ ′∈[0,b)
sup
j,j′∈ZL
∣∣∣〈 ∑
k,l,k′,l′∈Z
Gj,kl Gj′,k′l′ R˜η(x, γ, x
′, γ′),
× MνTt+ak ϕ(x)Mν′Tt′+ak′ ϕ(x′)
× Mξ−akTτ+bl ϕ(γ)Mξ′−ak′Tτ ′+bl′ ϕ(γ′)
〉∣∣∣
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by the condition on the support of Rη, by Lemma 3.7 we can reduce the sum-
mation to (k, l, k′, l′) ∈ Λ
 sup
ν,ν′∈R
sup
t,t′∈[0,a)
sup
ξ,ξ′∈R
sup
τ,τ ′∈[0,b)
sup
j,j′∈ZL
∣∣∣ ∑
k,l,k′,l′∈Λ
Gj,kl Gj′,k′l′
× VϕR˜η(t+ ak, ν, τ + bl, ξ − ak; t′ + ak′, ν′, τ ′ + bl′, ξ′ − ak′)
∣∣∣
by assumption, the submatrix
(
G ⊗G) ∣∣
Λ
is invertible, thus the finite vector
norms are equivalent ‖(G ⊗G)∣∣
Λ
v‖∞  ‖v‖∞, and we can continue
 sup
ν,ν′∈R
sup
t,t′∈[0,a)
sup
ξ,ξ′∈R
sup
τ,τ ′∈[0,b)
sup
(k,l,k′,l′)∈Λ∣∣∣VϕR˜η(t+ ak, ν, τ + bl, ξ − ak; t′ + ak′, ν′, τ ′ + bl′, ξ′ − ak′)∣∣∣
we can return to k, l, k′, l′ ∈ Z, and exchange the order of supremums
 sup
k,l,k′,l′∈Z
sup
{∣∣∣VϕR˜η(t, ν, τ, ξ; t′, ν′, τ ′, ξ′)∣∣∣ where ν, ν′ ∈ R,
t, ξ ∈ a[k, k + 1), t′, ξ′ ∈ a[k′, k′ + 1), τ ∈ b[l, l + 1), τ ′ ∈ b[l′, l′ + 1)
}
= ‖VϕRη‖L∞ = ‖Rη‖M∞ = ‖η‖2StM∞ .
We have used the following terminology and lemmas.
Definition 3.4. A sequence {fn} in a Banach space X is an `p-Riesz basis for
its closed linear span if there exist constants A,B > 0 such that for every finite
sequence {cn} ∈ `p(Z)
A ‖{cn}‖p ≤ ‖
∑
n
cn fn‖X ≤ B‖{cn}‖p.
Lemma 3.5. Given an `∞-Riesz system {ΨmL+j,m′L+j′}j,j
′∈ZL
m,m′∈Z of M
∞(R2),
sup
j,j′∈ZL
sup
m,m′∈Z
|{am,m′}| 
sup
j,j′∈ZL
∥∥∥ ∑
m,m′∈Z
am,m′ Vϕ⊗ϕ ΨmL+j,m′L+j′(τ, ξ, τ ′, ξ′)
∥∥∥
L∞(R4).
Proof. For any j, j′ ∈ ZL, {ΨmL+j,m′L+j′}m,m′∈Z are `∞-Riesz bases for their
respective linear spans with the same Riesz bounds, that is,
sup
m,m′∈Z
|{am,m′}| = ‖{am,m′}‖`∞[m,m′]

∥∥∥∑
m,m′∈Z am,m
′ ΨmL+j,m′L+j′
∥∥∥
M∞(R2)

∥∥∥∑
m,m′∈Z am,m
′ Vϕ⊗ϕ ΨmL+j,m′L+j′
∥∥∥
L∞(R4).
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Lemma 3.6. With the notation used above,∑
m∈Z
h(x+aj+amL, x−ak)e−2piiamLγ = bd
∑
l∈Z
η(x−ak, γ−bl)e2pii(x+aj)(γ−bl).
Proof. Let the non-normalized Zak transform Zα : L2(R)→ L2
(
[0, α)× [0, α−1))
be defined by
Zαϕ(x, ν) =
∑
m∈Z
ϕ(x− αm) e2piiαmν .
Since h( ·̂ , t) = η(t, ν), by the Poisson summation formula for Zak transforms
[23] ∑
m∈Z
h(x+ aj + amL, x− ak) e−2piiamLγ
= (ZaLh( · , x− ak)) (x+ aj, γ)
= bd e2pii(x+aj)γ (Zbh( ·̂ , x− ak)) (γ,−x− aj)
= bd e2pii(x+aj)γ (Zbη(x− ak, ·)) (γ,−x− aj)
= bd e2pii(x+aj)γ
∑
l∈Z
η(x− ak, γ − bl) e−2pii(x+aj)bl
= bd
∑
l∈Z
η(x− ak, γ − bl) e2pii(x+aj)(γ−bl).
Let Sε denote the ε-neighborhood of a set S ⊆ Rn, that is,
Sε = S + εB(Rn).
Lemma 3.7. Let Λ index the set of k ∈ Zn such that the ε-neighborhood of the
support of R(x) is covered by disjoint translations of a parallelepiped [0, a) =
[0, a1)× · · · × [0, an) along the lattice aZn
(suppR(x))ε ⊆ a
⋃
k∈Λ[k, k + 1). (14)
Then for any ϕ(x) supported on an ε-neighborhood of the origin εB(Rn), and
for any t ∈ [0, a), we have∑
k∈Zn ak〈R(x), Tt+akϕ(x)〉 =
∑
k∈Λ ak〈R(x), Tt+akϕ(x)〉.
Proof. For all t ∈ [0, a),
suppTt+akϕ(x) ⊆ [ak, a(k + 1))ε . (15)
Taking complements in (14), we get
suppR(x) ∩
(⋃
k/∈Λ[ak, a(k + 1))
)
ε
= ∅. (16)
17
Then∑
k∈Z
ak〈R(x), Tt+akϕ(x)〉 =
〈
R(x),
∑
k∈Λ
akTt+akϕ(x)
〉
+
〈
R(x),
∑
k 6∈Λ
akTt+akϕ(x)
〉
.
Since by (15) the supp
∑
k 6∈Λ akTt+akϕ(x) ⊆
(⋃
k 6∈Λ(ak, a(k + 1))
)
ε
, which is
disjoint from suppR(x) by (16), the second summand is zero.
We will also need the equation [11, (5)] and the following lemma.
Lemma 3.8. [11, Lemma 9] Let Λ be a fixed finite pattern, Λ ⊆ {(0, 0), . . . , (L−
1, L− 1)} that satisfies (13) and let G ∈ CL×K . The following are equivalent:
(i) For each positive semi-definite Y ∈ CK×K , there exists a unique X ∈
CL×L such that a) X is positive semi-definite, b) suppX = Λ, and c) Y =
GXG∗.
(ii) If an hermitian matrix N ∈ CL×L with suppN ⊆ Λ solves the homoge-
neous equation 0 = GNG∗, then N = 0.
(iii) The matrix G ⊗G∣∣
Λ
has a left inverse (is full rank).
We are now ready to formulate the first main result about the identification
of stochastic operators.
Theorem 3.9 (Sufficient conditions for identifiability). Let M be a symmet-
rically (a, b,Λ)-rectified set such that L = 1ab is prime and |Λ| ≤ L2. If the
submatrix
G ⊗G∣∣
Λ
=
[
M lT kc⊗M l′T k′c
]
(k,l,k′,l′)∈Λ
is invertible for c ∈ CL, then xc(x) =
∑
k∈Z ck mod L δ(x − ak) identifies
StOPW(M). If the rectification is precise, then invertibility of G ⊗ G∣∣
Λ
is
also necessary for the identifiability by xc.
Proof of sufficiency. By Theorem 2.8, Lemma 2.4, Theorem 3.3 and the defini-
tion of operator norms, for any H ∈ StOPW(M) we have
‖H‖StOPW . ‖η‖StM∞ = ‖Rη‖
1
2
M∞(R4d) . ‖RHxc‖
1
2
M∞(R2d)
= ‖Hxc‖StM∞ ≤ ‖H‖StOPW‖xc‖M∞  ‖H‖StOPW .
(17)
which means that StOPW(M) is identifiable by xc.
Proof of the necessity. Given an (a, b,Λ)-symmetrically rectified setM such that
the corresponding Gabor submatrix (G ⊗G)∣∣
Λ
is not invertible, by Lemma 3.8
we can find a non-trivial hermitian matrix N supported on Λ in the kernel
of (G ⊗ G)∣∣
Λ
. It remains to design a pair of stochastic channels H,H ′ with
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spreading functions η and η′, respectively, that are indistinguishable by xc. By
mixing equation (5) from [11], we get for all (t, ν) ∈ [0, a)× [0, b)[
ZaL(Hxc)(t+ ap, ν)︸ ︷︷ ︸
Zp(t,ν)
]L−1
p=0
m.s.
= G
[
η(t+ ak, ν + bl) e2piiblt︸ ︷︷ ︸
ηk,l(t,ν)
]L−1
k,l=0.
Denoting Z(t, ν) = [Zp(t, ν)]
L−1
p=0 and v = [ηk,l]
L−1
k,l=0 (similarly, Z
′,v′),
vecE{ZZ∗}(t, ν; t′, ν′) = (G ⊗G)∣∣
Λ
vecE{vv∗}(t, ν; t′, ν′),
vecE{Z ′(Z ′)∗}(t, ν; t′, ν′) = (G ⊗G)∣∣
Λ
vecE{v′(v′)∗}(t, ν; t′, ν′).
We let E = {ek,l}Lk,l=1 an independent collection of L2 random variables in RV,
that is, E{ek,lek′,l′} = δk,k′δl,l′ = I(k, l, k′, l′), an identity matrix in CL2×Z2L .
Observe that for a sufficiently large K > 0, both I and I + N/K are positive-
definite. Therefore, there exist random vectors a(k, l),a′(k, l) : ZL2 → RV such
that E{aa∗} = I and E{a′(a′)∗} = I +N/K. We set
η(t, ν) =
L−1∑
k,l=0
ak,l χ◽(t− ak, ν − bl) e−2piiblt,
and define η′(t, ν) similarly with a′. This implies vk,l(t, ν) = ak,lχ◽(t, ν). Thus
E{vv∗}(t, ν; t′, ν′) = E{v′(v′)∗}(t, ν; t′, ν′) + 1
K
N χ◽(t, ν) χ◽(t′, ν′).
By construction of N , it follows that
E{ZZ∗}(t, ν; t′, ν′) = E{Z ′Z ′∗}(t, ν; t′, ν′),
Since Zak transform is invertible, Z and Z ′ uniquely determineHxc andH ′xc.
Therefore, we have H1 6= H2 while RH1xc(x, x′) = RH2xc(x, x′), that is, Φstf is
not bounded below, and StOPW(M) is not identifiable.
We have shown that the identifiability of the class StOPW(M) with 4D
volume of the support set of the autocorrelation of the spreading function η(t, ν)
less than one is determined by the invertibility of the matrix G ⊗G∣∣
Λ
.
Unlike the deterministic case, where OPW(M) allows identifiability if the
2D area is smaller than one, in the stochastic case the geometry of the support
set M plays a nontrivial role. In [11] we describe the defective support sets
M such that for any refinement of the grid (that is, for a, b arbitrarily small)
the corresponding matrix G ⊗ G∣∣
Λ
is not invertible, even though the volume
vol +(M) is less than one, thus, the volume requirement is not sufficient to
guarantee identifiability by weighted delta trains. In Section 5 we show that
this phenomenon cannot be fixed by replacing xc with a different tempered
distribution.
But first, we show that the volume requirement is absolutely necessary for
identifiability of StOPW(M). We prove that in the case of vol (M) > 1, the
class StOPW(M) is not identifiable with any sounding signal f ∈M∞(R).
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4. A necessary criterion for the identifiability of StOPW(M)
The main goal of this section is to prove that the class StOPW(M) is not
identifiable if vol−(M) > 1 (Theorem 4.7).
In fact, we prove a stronger and more technical result, Theorem 4.3, that
ties stability of the evaluation operator Φstf to the existence of a bounded left
inverse of a certain bi-infinite matrix dependent on f and on the geometry of
M . By Definition 3.1, the stability of Φstf is equivalent to identifiability of the
class StOPW(M) by a sounding signal f , thus proving Theorem 4.7, as well as
Theorems 5.2 and 5.3 below.
In the following, we shall replace the set M with a subset U that has volume
larger than one, and that has a precise rectification with λ having cardinality
being a perfect square. As StOPW(M) contains StOPW(U), non-identifiability
of the latter implies the same for the former.
The proof of Theorem 4.3 uses ideas from [3, Theorem 3.6] and [4, Theorem
4.1], but it requires also a sophisticated analysis of stochastic modulation spaces.
We will need the following basic results from time-frequency analysis, given here
without proof.
Theorem 4.1. [25, 26, 27] The Gabor system {Ma′p Tb′q g0}p,q∈Z is an `∞-
Riesz basis for M∞(Rd) if a′, b′ > 0 satisfy a′b′ < 1 and g0(x) = e−x
2/2.
Let η0 ∈ S(R) with values in [0, 1] and
η0(x) =
{
1, x ∈ [ 12 − 12λ , 12 + 12λ) ,
0, x /∈ [0, 1].
Define η◽(t, ν) = η0(t/a)⊗ η0(ν/b). Then supp η◽ ⊆  = [0, a)× [0, b).
Lemma 4.2. [12, Lemma 4.12] Fix λ > 1 with 1 < λ4 < JL and choose η◽ as
above. Then the operator P ∈ OPW∞([0, a) × [0, b)) with η◽ as its spreading
function has the following properties.
a) The families
H = {ηk,l,m,n(t, ν)}k,l,m,n∈Z = {M(λk/a,λl/b) T(am,bn) η◽(t, ν)}k,l,m,n∈Z,
H˜ = {ηk,l,m,n(t, ν)⊗ ηk′,l′,m′,n′(t′, ν′)},
P = {Pk,l,m,n}k,l,m,n∈Z =
{
Mλk/a Tam−λl/b P Tλl/bMbn−λk/a
}
k,l,m,n∈Z
are `∞-Riesz bases for their closed linear spans in M∞(R2), M∞(R4) and
OPW∞([0, a)× [0, b)), respectively.
b) P is a time-frequency localization operator in the following sense: there exists
a function d0 : R → R+0 , which decays rapidly at infinity, that is, d0(x) =
o(x−r) for all r ∈ N, and which has the property that for all f ∈M∞(R) we
have for x ∈ R and ξ ∈ R̂,
|Pf(x)| ≤ ‖f‖M∞(R) d0(x), and |P̂ f(ξ)| ≤ ‖f‖M∞(R) d0(ξ).
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Theorem 4.3. Fix f ∈M∞(R). Let U be a bounded and measurable set in R4
with a precise (a, b,Λ)-rectification, where L = 1ab is prime, and |Λ| = J2 for
some J > 0. Let
Λ˜ = {(k, l,m, n, k′, l′,m′, n′) such that k, l, k′, l′ ∈ Z, (m,n,m′, n′) ∈ Λ} ⊆ Z4×Z4
(18)
be a cylinder set extruded from Λ, and form the bi-infinite matrix
(M⊗M)∣∣
Λ˜
=
[
Mp,q;k,l,m,nMp′,q′;k′,l′,m′,n′
](k,l,m,n,k′,l′,m′,n′)∈Λ˜
p,q,p′,q′∈Z4
from a subset of columns of the tensor product matrix M⊗M indexed by Λ˜,
where
Mp,q;k,l,m,n =
〈
Mλk/a Tam+λl/b P T−λl/bMbn−λk/a f, Mλ2αp Tλ2βq g0
〉
,
with λ, α, β > 0 positive constants such that λ4 < min( JL ,
1
αβ ), g0(x) = e
− x22 a
gaussian window, and P is a time-frequency localization operator as defined in
Lemma 4.2.
If the matrix (M⊗M)∣∣
Λ˜
is not stable, then the evaluation operator
ΦStf : M
∞(R4)→M∞(R2), RηH 7→ RHf
defined by (10) is not bounded below, and inequality (11) fails to hold.
Proof. We denote Γ the projection of Λ onto the first two (and by symmetry,
the second two) indices, that is, Γ = {γ = (m,n) | (m,n,m, n) ∈ Λ}. Clearly,
Λ ⊂ Γ× Γ, and |Γ| ≥ L.
a ∈ St`∞(Z2) A ∈ `∞(Z2 × Z2)
c ∈ St`∞(Z2 × Γ)
H ∈ StOPW(U) Rη ∈M∞(R4)
Hf ∈ StM∞(R) RHf ∈M∞(R2)
d ∈ St`∞(Z2) D ∈ `∞(Z2 × Z2)
M
ι
E
Φf
Cg0
Cov
Cov
Cov
Sqrt
M⊗M
Φstf
CG⊗G
Figure 3: The construction diagram.
We follow the construction depicted in Figure 3, one mapping at a time.
(i) We start with an arbitrary positive semi-definite bi-infinite matrix A ∈
`∞+ (Z2 × Z2), and its matrix square root B ∈ `∞+ (Z2 × Z2) [28]. Let E be
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a fixed collection of independent random variables that forms a countable
basic sequence in RV indexed by Z2. Let a = BE be a discrete stochastic
process in
St`∞(Zd) = `∞[Zd; RV] ={
a : Zd → RV such that ‖a‖St`∞(Zd) = sup
z∈Zd
‖az‖RV <∞
}
.
Similarly to the proof of Lemma 2.4, it is easy to see that ‖a‖St`∞(Zd) =
‖Ra‖
1
2
`∞(Z2d), whereRa stands for a bi-infinite matrix of covariances E{aa∗}.
The map Sqrt : A 7→ a is bounded and bounded below, since
‖a‖2St`∞(Z2) = ‖Ra‖∞ = ‖E{BEE∗B∗}‖∞ = ‖BB∗‖∞ = ‖A‖∞.
(ii) As the set Γ is finite, we can trivially identify St`∞(Z2) with St`∞(Z2 ×
Γ). We can now relabel and “decorrelate” in part the random variables
(ak,l)γ = ak,l|Γ|+γ to produce the desired autocorrelation pattern Λ in the
γ variable by setting
ck,l,γ =
∑
i∈Γ
Qγ,i (aκ,l)i.
Here, Q : Γ × Γ → C is an invertible scalar-valued matrix that satisfies
QQ∗ = Y with Y such that suppY = Λ. A choice of a positive definite
matrix Y with a given admissible support set Λ is always possible by
constructing a strongly diagonally dominant matrix and using that (γ, γ) ∈
Λ for γ ∈ Γ. The covariance of c then satisfies E
{
ck,l,γ c
∗
k′,l′,γ′
}
= 0 for
all (γ, γ′) /∈ Λ, that is, it is supported on a cylinder Λ˜. We have the norm
equivalence
‖c‖St`∞(Z2×Γ) = sup
k,l
sup
γ
‖ck,l,γ‖RV
= sup
k,l
sup
γ
‖(Qak,l)γ‖RV  ‖a‖St`∞(Z2×Γ),
that is, the mapping ι : St`∞(Z2) → St`∞(Z2 × Γ), a 7→ c is also
bounded and bounded below.
(iii) We define a synthesis map E : St`∞(Z2 × Γ)→ StOPW(U)
E(c) = H =
∑
k,l∈Z
∑
γ∈Γ
ck,l,γ Mλk/a Tamγ+λl/b P T−λl/bMbnγ−λk/a︸ ︷︷ ︸
Pk,l,mγ,nγ
where, as in Lemma 4.2, the operator Pk,l,m,n has the spreading function
M(λk/a,λl/b) T(am,bn) η◽(t, ν). It is easy to verify that the operator H has
a spreading function
ηE =
∑
k,l∈Z
∑
γ∈Γ
ck,l,γ M(λk/a,λl/b) T(amγ ,bnγ) η◽(t, ν).
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We abuse the notation slightly by denoting γ = (mγ , nγ). The map
E : St`∞(Z2 × Γ)→ StOPW(U) is stable and bounded because
‖H‖2StOPW(U) = ‖ηE(t, ν)‖2StM∞(R2)
= ‖RηE (t, ν; t′, ν′)‖M∞(R4)
=
∥∥∥E ∑
k,l∈Z
∑
γ∈Γ
ck,l,γ(ω)M(λk/a,λl/b) T(amγ ,bnγ)η◽(t, ν)
×
∑
k′,l′∈Z
∑
γ′∈Γ
ck′,l′,γ′(ω)M(λk′/a,λl′/b) T(amγ′ ,bnγ′ )η◽(t′, ν′)
∥∥∥
M∞(R4)
=
∥∥∥ ∑
k,l,k′,l′∈Z
∑
γ,γ′∈Γ
E
{
ck,l,γ c
∗
k′,l′,γ′
}
M(λk/a,λl/b) T(amγ ,bnγ) η◽(t, ν)
× M(λk′/a,λl′/b) T(amγ′ ,bnγ′ ) η◽(t′, ν′)
∥∥∥
M∞(R4)
=
∥∥∥E{ck,l,γ c∗k′,l′,γ′}k,l,k′,l′∈Z,γ,γ′∈Γ∥∥∥`∞(Z4×Γ2)
 ‖{ck,l,γ}k,l∈Z,γ∈Γ‖2St`∞(Z2×Γ),
where we used the fact that ηk,l,m,n⊗ηk′,l′,m′,n′ is a Riesz basis for its span
(by Lemma 4.2).
(iv) Now, given a stochastic operatorH ∈ StOPW(U), we apply the evaluation
functional Φf : StOPW(U)→ StM∞(R) to obtain
ΦfH = Hf.
(v) By assumption,
(
λ2α
)(
λ2β
)
< 1, therefore, the Gabor system
G = {gpq = Mλ2αp Tλ2βq g0}p,q∈Z
and hence, the tensor product system
G ⊗ G = {gp,q,p′,q′ = gp,q ⊗ gp′,q′}p,q,p′,q′∈Z
are frames by Theorem 4.1. Thus, the analysis map (with respect to the
frame G given by
Cg0 : StM
∞(R)→ St`∞(Z2), ϕ 7→ {〈ϕ, gp,q〉}p,q∈Z
is bounded and stable, since for all d = Cg0ϕ we have
‖d‖2St`∞(Z2) = ‖Rd‖`∞(Z4) = sup
p,q,p′,q′∈Z
‖E 〈ϕ, gp,q〉〈ϕ, gp′,q′〉‖RV
= sup
p,q,p′,q′∈Z
|〈Rϕ, gp,q,p′,q′〉|  ‖Rϕ‖M∞(R2) = ‖ϕ‖2StM∞(R).
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(vi) Let us denoteD = E{dd∗} the covariance matrix of d = (Cg0 ◦ Φf ◦ E ◦ ι)a,
and compute
Dp,q,p′,q′ =
∑
k,l,k′,l′∈Z
(m,n),(m′,n′)∈Γ
Ak,l,m,n;k′,l′,m′,n′ 〈Pk,l,m,n f, gp,q〉︸ ︷︷ ︸
Mp,q;k,l,m,n
× 〈Pk′,l′,m′,n′ f, gp′,q′〉 Ym,n,m′,n′
=
∑
k,l,k′,l′∈Z
(m,n,m′,n′)∈Λ
Ak,l,m,n;k′,l′,m′,n′Mp,q;k,l,m,nMp′,q′;k′,l′,m′,n′ ,
or, in a matrix form,
vecD = (M⊗M)∣∣
Λ˜
vecA. (19)
(vii) Denote for brevity M = (M⊗M)∣∣
Λ˜
the above map that acts on bi-infinite
matrices `∞(Z4×Z4) (implicitly identified henceforth with infinite vectors
`∞(Z8)). By assumption, M does not have a bounded left inverse, that is,
for any ε > 0 there exists a vector x ∈ `∞0 (Z8) such that ‖x‖`∞(Z8) = 1,
but ‖(M⊗M)∣∣
Λ˜
x‖`∞(Z4) < ε. We can now trivially identify a compactly
supported vector x ∈ `∞(Z8) with X ∈ `∞(Z4 × Z4), a bi-infinite matrix
with finitely many nonzero entries such that
‖X‖`∞(Z4×Z4) = 1, and ‖MX‖`∞(Z4) < ε.
(viii) Due to the tensor product nature of the map M⊗M and the symmetry
of the set Λ˜,
(MX∗)p,q,p′,q′
=
∑
k,l,k′,l′∈Z,(m,n,m′,n′)∈Λ
Mp,q;k,l,m,nMp′,q′;k′,l′,m′,n′ Xk′,l′,m′,n′;k,l,m,n
=
∑
k,l,k′,l′∈Z,(m,n,m′,n′)∈Λ
Mp′,q′;k′,l′,m′,n′Mp,q;k,l,m,n Xk′,l′,m′,n′;k,l,m,n
=
(
(M⊗M)∣∣
Λ˜
vec(X)
)
p′,q′,p,q
= (MX)p′,q′,p,q.
Thus, the conjugate transpose matrix X∗ also satisfies ‖X∗‖∞ = 1 and
‖MX∗‖∞ < ε. Furthermore, consider hermitian matrices X1 = X+X
∗
2
and X2 =
X−X∗
2i . Since X = X1 + iX2, by reverse triangle inequality,
max(‖X1‖∞, ‖X2‖∞) ≥ 12 . Let the maximum be obtained by X1 without
loss of generality. By triangle inequality,
‖MX1‖∞ = ‖M X+X
∗
2 ‖∞ ≤ ‖MX‖∞ ≤ ε.
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Since the square root map Sqrt, the rearrangement map ι, the synthe-
sis map E, the analysis map Cg0 , and the covariance map Cov are all
bounded and bounded below (see the diagram on Figure 3), as well as the
inequality ‖H‖StOPW(U) . ‖η‖StM∞(R2) proven in Theorem 2.8, there
exist constants K,K ′ > 0 such that
‖RηH‖M∞(R4) ≥ K‖A‖`∞(Z2×Z2)
‖RHf‖M∞(R2) ≤ K ′‖D‖`∞(Z2×Z2).
We can now select a pair of positive semi-definite matrices A1 = (K+1) Id
and A2 = A1 +X1/(K‖X1‖∞) such that ‖A1 −A2‖`∞(Z2×Z2) = 1/K and
‖MA1 − MA2‖`∞(Z2×Z2) ≤ ε. The corresponding operators H1,H2 ∈
StOPW(U) then satisfy
‖RηH1−RηH2 ‖M∞(R4) ≥ 1, and ‖RH1f−RH2f‖M∞(R2) ≤ ε′ = Kε/2→ 0.
Thus, the identifiability of StOPW(U) by a fixed signal f is tied to the
invertibility of a bi-infinite matrix (M⊗M)∣∣
Λ˜
, where M depends on f . We
identify several cases for the geometry of U in which the bi-infinite matrix fails
to be bounded below: the case of the excessive volume, vol (U) > 1, or the
presence of two types of defective patterns. Defective patterns are explored in
detail in Section 5.
These results follow as corollaries from a general and rather technical The-
orem 4.5 that guarantees that if we can find a growing sequence of singular
minors within M that are dominated by λ-slanted diagonals, and the matrix M
has decay away from the slanted diagonal, then the matrix M does not have a
bounded left inverse.
Definition 4.4. [29, 16] We say that the entries of a matrix M : `p1(Zd1) →
`p2(Zd2) decay away from the λ-slanted diagonal if for some positive constants
r1, r2, r > 0,
|Mz2,z1 | ≤ w(λ‖z2‖∞ − ‖z1‖∞) (1 + ‖z1‖∞)r1 (1 + ‖z2‖∞)r2
for some decreasing function w(x) = o(x−r), x ∈ R.
Consistent with the standard linear algebra literature, we call the submatri-
ces
M[N,λN ] =
[
Mz2,z1 : ‖z1‖∞ ≤ λN, ‖z2‖∞ ≤ N
]
the λ-slanted principal minors of dimensions (λN,N).
Theorem 4.5. Let 1 ≤ p1, p2 ≤ ∞, 1p1 + 1q1 = 1. Let M = [Mz2,z1 ] : `p1(Zd1)→
`p2(Zd2) be a complex bi-infinite matrix that has the following properties.
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M[N,λN ]

‖ · ‖ ≤ λN
‖ · ‖ ≤ N
Figure 4: A λ-slanted principal minor.
(i) the entries of M decay away from the λ-slanted diagonal, that is,
|Mz2,z1 | ≤ w(λ‖z2‖∞ − ‖z1‖∞)
for some rapidly decreasing function w(x) = o(x−r) for any r ∈ R+,
(ii) and for any N0 ∈ N there exists N > N0 such that the slanted principal
central minor
M[N,λN ] =
[
Mz2,z1 : ‖z1‖∞ ≤ λN, ‖z2‖∞ ≤ N
]
is singular,
then M has no bounded left inverses. In fact, for any ε > 0, there exists a vector
x ∈ `p10 (Zd1) such that ‖x‖p1 = 1 and ‖Mx‖p2 < ε.
Proof. The proof is similar to the proof of [16, Theorem 2.1]. We provide it in
Section 6.
We will show that a bi-infinite matrix M = (M ⊗M)∣∣
Λ˜
defined in (19)
— upon rearranging the indices to take advantage of the sparsity of the set Λ˜
— exhibits the above decay phenomenon. It is important to note that only in
Theorem 4.7, we need to require λ > 1.
Lemma 4.6. Let the set Λ be an admissible set in the sense of Equation 13.
Further, assume that |Λ| = J2, and index the entries of Λ by j, j′ = 1, . . . , J ,
that is, (m,n,m′, n′)(j,j′) ∈ Λ. Upon transformation of variables, namely,
σ = k, τ = lJ + j, σ′ = −k′, τ ′ = l′J + j′,
26
let the matrix M˜ : `∞(Z2 × Z2)→ `∞(Z2 × Z2) be defined as
M˜p,q,p′,q′;σ,τ,σ′,τ ′ =Mp,q,k,l,m(j,j′),n(j,j′)Mp′,q′,k′,l′,m′(j,j′),n′(j,j′) ,
where M is given in Theorem 4.3, with the constants α, β are fixed to be α = 1a ,
and β = 1Jb . The matrix M˜
∼= (M⊗M)
∣∣
Λ˜
has decay away from the λ-slanted
diagonal property from Definition 4.4 with r1 = r2 = 0 and an arbitrary r ∈ N,
that is,
|M˜p,q,p′,q′;σ,τ,σ′,τ ′ | < w(‖
[
σ τ σ′ τ ′
]‖∞ − λ‖[p q p′ q′]‖∞),
where w(x) = o
(
|x|−r
)
for all r ∈ R.
Proof. Here it is crucial that the amount of active boxes in a pattern is a perfect
square J2. This can be easily achieved by refining the rectification and by
allowing to increase Λ. The following analysis is the same as in [3], only with
2D indices.
∣∣∣M˜σ,τ,σ′,τ ′p,q,p′,q′ ∣∣∣ = |Mp,q;k,l,m(j,j′),n(j,j′)Mp′,q′;k′,l′,m′(j,j′),n′(j,j′) |
=
∣∣∣〈(Pk,l,m(j,j′),n(j,j′) ⊗ Pk′,l′,m′(j,j′),n′(j,j′))(f ⊗ f), gp,q ⊗ gp′,q′〉∣∣∣
=
∣∣〈Mλk/a Tam+λl/b P T−λl/bMbn−λk/a f, gp,q〉∣∣,
(20)
where we use upright letters for two-dimensional indices and simple tensor prod-
ucts, that is, P = P⊗P , f = f⊗f, k = (k,−k′), l = (l, l′),m = (m(j,j′),m′(j,j′)),n =
(n(j,j′),−n′(j,j′)),p = (p, p′), and q = (q, q′). Also, j = (j, j′), σ = (σ, σ′), τ =
(τ, τ ′).
By Lemma 4.2, the properties of P are such that for any φ(x) ∈ M∞(R2)
and any r ∈ N2 we have the decay
|Pφ(x)| ≤ ‖φ‖M∞(R2)d0(x) = o
(
|x|−r
)
,
hence, for some d1(x) = o
(
|x|−r
)
,
Tam−λj/b |P φ(x)| ≤ ‖φ‖M∞(R2) sup
j=(1,1),...,(J,J)
Tam−λj/b d0(x) = ‖φ‖M∞(R2) d1(x).
In particular, we continue (20) with φ(x) = T−λl/b Mbn−λk/a f and τ = lJ + j,
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noting that ‖φ‖M∞(R2) = ‖f‖M∞(R2),∣∣∣M˜σ,τ,σ′,τ ′p,q,p′,q′ ∣∣∣ = ∣∣〈Mλk/a Tam+λl/b P T−λl/bMbn−λk/a f,Mλ2αp Tλ2βq g0,0〉∣∣
≤ 〈Tλl/bTam|Pφ|, Tλ2βq g0,0〉
=
〈
Tλ(lJ+j)/(bJ)Tam−λj/b|Pφ|, Tλ2βq g0,0
〉
. ‖f‖M∞(R2)
〈
Tλτ/(bJ)
(
d1 ⊗ d1
)
, Tλ2βq g0,0
〉
= ‖f‖M∞(R2)
〈
T λ
bJ (τ−λβbJq)
(
d1 ⊗ d1
)
, g0,0
〉
≤ ‖f‖M∞(R2)w1(τ − λβbJq) w1(τ ′ − λβbJq′),
where w1(x) =
〈
T λ
bJ x
d1, g0
〉
= o
(
|x|−r
)
.
Similarly, by taking the Fourier transform on both sides of the inner product,
M˜σ,τ,σ
′,τ ′
p,q,p′,q′ =
∣∣〈Mλk/a Tam+λl/b P T−λl/bMbn−λk/a f,Mλ2αp Tλ2βq g0,0〉∣∣
=
∣∣〈Tλk/aM−am−λl/b F P T−λl/bMbn−λk/a f, Tλ2αp ∣∣Mλ2βq ĝ0,0∣∣〉∣∣
≤
〈
Tλ
a (σ−λαp)|F P φ|, ĝ0,0
〉
. ‖f‖M∞(R2)
〈
Tλ
a (σ−λαap)
(
d0 ⊗ d0
)
, ĝ0,0
〉
≤ ‖f‖M∞(R2)w2(σ − λαap) w2(σ′ − λαap′).
where w2(x) =
〈
Tλ
a y
d0, ĝ0
〉
, and we justify our choice of α and β by observing
bβJ = 1 and aα = 1. The proof is complete by setting
w(x) = max{‖w1‖∞w1(x), ‖w2‖∞w2(x)} = o
(
x−r
)
for all r ∈ N.
We are now ready to complete this section by proving the main theorem.
Theorem 4.7. If an admissible bounded measurable set M ⊆ R4 has vol−(M) >
1, the class StOPW(M) is not identifiable by any f ∈M∞(R).
Proof. By the theory of Jordan domains, for any such M we can find a subset
U of M with a precise symmetric (a, b,Λ)-rectification U such that vol (U) > 1,
and at the expense of further refinement of the lattice, we can guarantee a
parallelepiped count to be a perfect square, |Λ| = J2. Consider that the volume
of U is precisely (ab)2(J2) = (J/L)2 > 1. Therefore, we can choose 1 < λ < 4
√
J
L
such that selecting the constants α = 1a , β =
1
bJ satisfies the requirement of
Theorem 4.3 necessary for the system G to be a frame.
λ4αβ = λ4
1
abJ
= λ4
L
J
< 1.
Thus, the conditions of Lemma 4.6 are fulfilled, and the there defined matrix
M˜ decays away from the λ-slanted diagonal.
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It remains to observe that whenever λ > 1, we can always find a 1 <
λ′ < λ such that there exists a growing sequence of λ′-slanted principal mi-
nors M˜[N,λ′N ] : C16bλ
′Nc4 → C16N4 of the matrix M˜ that are singular, since for
N sufficiently large, bλ′Nc > N . Therefore, the Theorem 4.5 holds, the matrix
M˜ is not stable, and neither is the evaluation operator Φstf . This proves that
the set StOPW(U), and hence, its superset StOPW(M) is not identifiable by
any f .
5. Defective sets
In [11], we have described the geometrical conditions on the rectification
pattern Λ of M that prevented the identifiability by delta train, based on the
condition in Theorem 3.3 that the matrix G ⊗G∣∣
Λ
must be invertible. It turns
out that the state of affairs is not the deficiency of delta train identifiers xc,
but rather a consequence of the tensor product structure of the autocorrela-
tion support. In this section we show that the sets that we determined to be
unidentifiable by weighted delta trains, remain so even if we allow f to be an ar-
bitrary distributional sounding signal. We suggest to call such patterns globally
defective.
In [11, Definition 10], we defined a pattern to be defective it a weighted delta
train could not identify the corresponding operator classes. We discovered two
families of patterns that were defective in that sense. We extend the definition
of the second family here and show that these patterns are indeed globally
defective.
Definition 5.1. Let Γ ⊂ Z2 be a set such that |Γ| = L2. Let Λ ⊂ Γ× Γ be an
admissible set in Z4. Let the graph G on the vertices indexed by Γ be such that
its adjacency matrix is the indicator matrix IdΛ. If for some sets Γ1,Γ2 ⊂ Γ
such that Γ1 ∩ Γ2 = ∅, and |Γ1|+ |Γ2| > L,
(i) the graph G contains two disjoint complete subgraphs KΓ1 and KΓ2 (that
is KΓi , i = 1, 2 is a complete graph on the vertices in Γi), then we say Λ
contains a two squares pattern on Γ1,Γ2.
(ii) the graph G contains a complete bipartite subgraph KΓ1,Γ2 , then we say
that Λ contains a butterfly pattern on Γ1,Γ2.
We give examples of each type of pattern in Figure 5.
Theorem 5.2. Let M ⊂ R4 have a precise symmetric (a, b,Λ)-rectification such
that Λ contains a two squares pattern on Γ1,Γ2 as defined in Definition 5.1, that
is, |Γ1| + |Γ2| ≥ L + 1,Γ1 ∩ Γ2 = ∅, and (Γ1 × Γ2) ∪ (Γ2 × Γ1) ⊂ Λ. Assume
also that |Λ| = J2 for some J ∈ N.
The class StOPW(M) is not identifiable by any f ∈M∞(R), that is, for any
ε > 0, there exists an operator H ∈ StOPW(M) such that ‖Hf‖StM∞(R) <
ε‖H‖StOPW(M).
29
η00
η00
η01
η01
η02
η02
η03
η03
η04
η04
η10
η10
η11
η11
η12
η12
(t, ν)
(t′, ν′)
Γ1
Γ2
η00 η01 η04
η02 η03 η10
(a) K2 unionsqK4, “two squares”
η00
η00
η01
η01
η02
η02
η03
η03
η04
η04
η10
η10
η11
η11
η12
η12
(t, ν)
(t′, ν′)
Γ1
Γ2
η00 η01 η02
η03 η04 η10
(b) K3,3, “butterfly”
Figure 5: Defective patterns, L = 5.
Proof. The case J > L is covered by the Theorem 4.7, so we can assume that
λ4 < J/L ≤ 1, λ to be chosen later. The proof will follow the same lines as the
proof of Theorem 4.7.
The system G = {gp,q = Mλ2αpTλ2βqg0} is a frame, if we choose α = 1a , β =
1
bJ so that
λ4αβ = λ4
1
abJ
= λ4
L
J
< 1.
By Lemma 4.6, the there defined matrix M˜ has decay away from the λ-slanted
diagonal. In order to apply Theorem 4.5 and Theorem 4.3, we need to show
that for some λ′ < λ there exists a growing sequence of singular λ′-slanted
principal minors M˜[N,λ′N ] of the matrix M˜ . However, here, due to λ < 1, these
submatrices are tall and skinny rather than short and fat, as in the case of
excessive volume, so a closer look is necessary.
For a fixed N and λ′ < λ to be chosen later, let M[N,λ′N ] be a λ′-slanted
principal minor
M˜[N,λ′N ] =
[
M˜p,q,p′,q′;σ,τ,σ′,τ ′ :∥∥[p q p′ q′]∥∥∞ ≤ N, ∥∥[σ τ σ′ τ ′]∥∥∞ ≤ bλ′Nc].
Consider the variable transformation
σ = k, τ = lJ+j, σ′ = −k′, τ ′ = l′J+j′, (m,n,m′, n′) = (mj , nj ,m′j′ , n′j′) ∈ Λ.
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We are guaranteed to have
∥∥[σ τ σ′ τ ′]∥∥∞ ≤ bλ′Nc if
|k|, |k′| ≤ bλ′Nc, |l|, |l′| ≤
⌊bλ′Nc − J
J
⌋
= N ′.
M1 M2
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‖ · ‖ ≤ λ′N
‖ · ‖ ≤ N M˜[N,λ′N ]
Figure 6: The λ′-slanted principal minor M[N,λ′N ] and its column submatrices
M1, M2.
Let us denote M1,M2,MΛ and Mfull the submatrices comprising columns of
M˜[N,λ′N ] such that |k|, |k′| ≤ bλ′Nc, |l|, |l′| ≤ N ′ and (m,n,m′, n′) ∈ Γ1 × Γ1
(respectively, Γ2 × Γ2, Λ, and (Γ1 ∪ Γ2) × (Γ1 ∪ Γ2)). We will also denote the
corresponding index sets I1, I2, IΛ and Ifull, for example,
IΛ =
{
(σ, τ, σ′, τ ′) ∈ Z4 :
|k|, |k′| ≤ bλ′Nc, |l|, |l′| ≤ N ′, (m,n,m′, n′) ∈ Λ
}
.
(21)
We will show that the submatrix MΛ does not have full rank.
Since (Γ1×Γ1)∩ (Γ2×Γ2) = ∅, the submatrices M1 and M2 do not overlap.
We will show, however, that their respective ranges intersect. Observe that
Mi =Mi ⊗Mi, i = 1, 2, where
Mi =
[
Mp,q;k,l,m,n : |p|, |q| ≤ N, |k| ≤ bλ′Nc, |l| ≤ N ′, (m,n) ∈ Γi
]
. (22)
The column spans of M1 and M2 in a (2N + 1)2-dimensional ambient space
have dimensions (2bλ′Nc + 1)(2N ′ + 1)|Γi|, i = 1, 2. For N sufficiently large,
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they must have a nonempty intersection, because
(2bλ′Nc+ 1)(2N ′ + 1)(|Γ1|+ |Γ2|) ≥ (2λ′N − 1)
(
2(λ′N − 1)
J
− 1
)
(L+ 1)
= 4(λ′)2
L+ 1
J
N2 + O(N) > (2N + 1)2
whenever (λ′)2 > JL+1 . We can always find two distinct real numbers λ and λ
′
such that
J
L+ 1
< (λ′)2 < λ2 <
√
J
L
, (23)
for J < L, for example, λ′ =
√
J
L+ 12
, λ =
√
J
L . Therefore, there exist nonzero
vectors b1 ∈ Dom(M1) and b2 ∈ Dom(M2) such that M1b1 +M2b2 = 0. It
follows that for the vector b given by
b =
b1⊗ b1
b2⊗ b2
[ ]
I1
I2
we have [M1 |M2] b = 0. Therefore, padding b with zeros if necessary, we have
found a non-trivial vector in the kernel of M˜[N,λ′N ]. By (23), the condition
(ii) of Theorem 4.5 is satisfied, and the bi-infinite matrix M˜ does not have a
left inverse. Hence, the evaluation operator Φstf is not stable, and the class
StOPW(M) is not identifiable by f .
The case of a butterfly defective pattern is proven similarly.
Theorem 5.3. Let M ⊂ R4 have a precise symmetric (a, b,Λ)-rectification such
that Λ contains a butterfly pattern on Γ1,Γ2 as defined in Definition 5.1, that
is, |Γ1| + |Γ2| ≥ L + 1,Γ1 ∩ Γ2 = ∅, and (Γ1 × Γ2) ∪ (Γ2 × Γ2) ⊂ Λ. Assume
also that |Λ| = J2 for some J ∈ N.
The class StOPW(M) is not stochastically identifiable by any f ∈M∞(R),
that is, for any ε > 0, there exists a operator H ∈ StOPW(M) such that
‖Hf‖StM∞(R) < ε‖H‖StOPW(M).
Proof. Following the same construction as above, with the same λ, α and β,
consider the same matrices Mfull defined in (21), and M1,M2, defined in (22),
and the vectors b1 ∈ DomM1 and b2 ∈ DomM2 that satisfy M1b1 +M2b2 =
0. The matrix Mfull can easily be seen to be a tensor product
[M1 M2] ⊗[M1 M2]. Consider a matrix supported on IΛ ⊂ Ifull :
B =
0 b2 ⊗ b1
−b1 ⊗ b2 0
0 0


∼ Γ1 ∼ Γ2
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Then
Mfull vecB =
[M1 M2]⊗ [M1 M2] vecB
=M2b2 ⊗M1b1 −M1b1 ⊗M2b2
= 0.
Thus, the matrix Mfull has a non-trivial vector vecB in its kernel. Since B is
supported on IΛ, the submatrix MΛ is also singular, and hence, so is M˜[N,λ′N ].
By Theorem 4.5, the bi-infinite matrix M˜ does not have a left inverse. By
Theorem 4.3, the evaluation operator Φstf is not stable, and the class StOPW(M)
is not identifiable by f .
6. Invertibility of bi-infinite matrices
We generalize the invertibility [16, Theorem 2.1] to the case of different
dimensions d1, d2 for the input and output spaces and allow slant λ < 1. The
proof largely follows the proof of [16, Theorem 2.1].
Counting all the elements the 2d faces of the cube in d dimensions with side
2K, we denote
f(d,K) = |{z ∈ Zd such that ‖z‖∞ = K}| = 2d (2K)d−1 = d 2d Kd−1. (24)
Theorem 6.1. Let 1 ≤ p1, p2 ≤ ∞, 1p1 + 1q1 = 1. Let M = [Mz2,z1 ] : `p1(Zd1)→
`p2(Zd2) be a complex bi-infinite matrix such that for some λ > λ′ > 0, we have
(i) the entries of M decay away from the λ-slanted diagonal, that is,
|Mz2,z1 | ≤ w(λ‖z2‖∞ − ‖z1‖∞) (1 + ‖z1‖∞)r1 (1 + ‖z2‖∞)r2 ,
for some decaying function w = o
(
|x|−r
)
, where r > d1q1 +
d2
p2
+ r1 + r2,
and the positive constants r1, r2 ∈ R+ satisfy
r >
d1
q1
, and r > r2 − 1
q1
+
d1
q1
+
d2
p2
,
(ii) and for any N0 ∈ N there exists N2 > N0 such that the submatrix based
on a λ′-slanted diagonal
M˜ =
[
Mz2,z1 : ‖z1‖∞ ≤ λ′N2, ‖z2‖∞ ≤ N2
]
,
is singular.
then M has no bounded left inverses. In fact, for any ε > 0, there exists a
compactly supported vector x ∈ `p1(Zd1) such that ‖x‖p1 = 1 and ‖Mx‖p2 < ε.
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Figure 7: A λ′-slanted principal minor M[N,λ′N ] of a matrix exhibiting a decay
away from the λ-slanted diagonal.
Proof. Fix some N2 to be chosen later, and N1 = bλ′N2c in such a way that a
submatrix of M given in (ii) has a non-trivial kernel. Let a vector x˜ be such
that ‖x˜‖p1 = 1, and M˜x˜ = 0. We define x ∈ `p1(Zd1) by padding with zeros:
xz1 =
{
x˜z1 , ‖z1‖∞ ≤ N1,
0, ‖z1‖∞ > N1.
Clearly, (Mx)z2 = 0 for all z2 such that ‖z2‖∞ ≤ N2. We now estimate
(Mx)z2 for all ‖z2‖ > N2. Fix such a z2.
|(Mx)z2 |q1 = |
∑
‖z1‖∞≤N1
Mz2,z1xz1 |q1
≤ ‖x‖q1p1
∑
‖z1‖∞≤N1
|Mz2,z1 |q1
≤ (1 + ‖z2‖∞)q1r2
∑
‖z1‖∞≤N1
(1 + ‖z1‖∞)q1r1 w(λ‖z2‖∞ − ‖z1‖∞︸ ︷︷ ︸
k1
)q1
≤ (1 + ‖z2‖∞)q1r2 (N1 + 1)q1r1
∑
λ‖z2‖∞−N1≤k1
k1≤λ‖z2‖∞
w(k1)
q1 f(d1, k1).
where for each ‖z1‖∞ the number of summands is f(d1, k1), f given in (24). We
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Figure 8: The positions of non-zero components in x and Mx.
can now compute
‖Mx‖p2p2 =
∑
‖z2‖∞>N2
|(Mx)z2 |p2
≤
∑
‖z2‖∞>N2
(1 + ‖z2‖∞)p2r2 (N1 + 1)p2r1
×
 ∑
λ‖z2‖∞−N1≤k1≤λ‖z2‖∞
w(k1)
q1 f(d1, k1)

p2
q1
≤ d2 2d2 (N1 + 1)p2r1 (α d1 2d1)
p2
q1
×
∑
k2>N2
(k2 + 1)
p2r2+d2−1
( ∑
λk2−N1≤k1≤λk2
w(k1)
q1 kd1−11
) p2
q1
,
(25)
where we denoted k2 = ‖z2‖∞ and used the definition of f in (24). Consider
λk2 − k1 > λN2 − λ′N2 > 1 for N2 > N0 = 2d(λ − λ′)−1e. We estimate the
sums with the integrals, letting x = k2 + 1 and y = k1.∑
k2>N2
(k2 + 1)
p2r2+d2−1
( ∑
λk2−N1≤k1≤λk2
w(k1)
q1 kd1−11
) p2
q1
≤
∫ ∞
N2+1
xp2r2+d2−1
(∫ λ(x−1)
λ(x−1)−N1−1
w(y)q1 yd1−1 dy
) p2
q1
dx
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let w(y) = v(y) y−r such that v(y) ∈ C0(R) and s = q1r − d1 > 0
≤
∫ ∞
N2+1
xp2r2+d2−1
(∫ λ(x−1)
λ(x−1)−N1−1
v(y)q1 y−s−1 dy
) p2
q1
dx
≤ ‖v‖p2∞
∫ ∞
N2+1
xp2r2+d2−1
(∫ λ(x−1)
λ(x−1)−N1−1
y−s−1 dy
) p2
q1
dx
≤ ‖v‖p2∞
∫ ∞
N2+1
xp2r2+d2−1
(1
s
y−s
∣∣λ(x−1)−N1−1
λ(x−1)
) p2
q1
dx.
Apply Lemma 6.2, let C = C(v, λ, λ′, r, p2, q1, d1, d2), possibly different on dif-
ferent lines, and let B = −p2r2 − d2 + p2q1 (s+ 1), also guaranteed to be positive
by (i). Simplify
≤ C
∫ ∞
N2+1
xp2r2+d2−1
(
(N1 + 1) x
−s−1
) p2
q1
dx
= C (N1 + 1)
p2
q1
∫ ∞
N2+1
x−B−1 dx
= C (N1 + 1)
p2
q1 (N2 + 1)
−B .
We remember N1 = bλ′N2c and finally return to estimate (25)
‖Mx‖p2 = C(N1 + 1)
r1+
1
q1 (N2 + 1)
− Bp2 ≤ C (N2 + 1)r1+
1
q1
− Bp2 ,
where we used again that N2 > N0. For any fixed ε we can now find N2 large
enough so that ‖Mx‖p2 < ε, because by (i),
r1 +
1
q1
− B
p2
= r1 + r2 +
d2
p2
+
d1
q1
− r < 0.
Lemma 6.2. Let N2 ≥ N0 = 2d(λ− λ′)−1e and N1 = bλ′N2c with λ′ < λ. For
x ≥ N2 + 1, we estimate
(λ(x− 1)−N1 − 1)−r − (λ(x− 1))−r ≤ C(λ, λ′, r) x−r−1 (N1 + 1).
Proof. Denote for brevity a = λ(x − 1) ≥ λN2 and b = N1 + 1. Let t = b/a.
Observe that for N > N0 = 2d(λ− λ′)−1e > 2λ−λ′ ,
t =
b
a
≤ λ
′N2 + 1
λN2
=
λ′
λ
+
1
λN2
≤ λ
′
λ
+
λ− λ′
2λ
=
λ+ λ′
2λ
= t0 < 1.
Consider the convex function f(t) = (1− t)−r − 1 for t ∈ [0, 1). Since f(0) = 0,
we can estimate
f(t) ≤ f(t0)
t0
t = C(λ, λ′) t for all t ∈ [0, t0].
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We can now bound the original quantity
(a− b)−r − a−r = a−r((1− t)−r − 1) ≤ a−r C t = C ′ (x− 1)−r−1 (N1 + 1).
It remains to observe that for x ≥ N2+1, we have (x−1)−r−1 ≤ x−r−1
(
x−1
x
)−r−1
,
and(
x− 1
x
)−r−1
≤
(
1− 1
x
)−r−1
≤
(
1− 1
N2
)−r−1
≤
(
λ+ λ′
2
)−r−1
= C(λ, λ′, r),
which can be also absorbed into the constant.
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