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This work contains a computationally efficient Green’s function scheme for treating correlated electron-boson
systems out of equilibrium. The numerical effort scales linearly with the simulation time, thus competing with
that of the fastest quantum methods available. On a more fundamental level the proposed scheme fulfills energy
balance as well as other fundamental conservation laws, and it can be systematically improved using standard
many-body perturbation theory. We demonstrate its accuracy and stability through benchmarks against exact re-
sults in the Holstein model. However, our formulation equally applies to molecules and solids for first-principles
transient calculations with quantum bosons, such as photons and phonons.
The time-dependent behavior of systemswith strongly inter-
acting electrons and bosons (EB) is attracting increasing atten-
tion [1]. Plasmon-polariton physics in semiconductors [2–4],
light-enhanced electron-phonon driven superconductivity [5–
8], electron-magnon hybridization-induced zero-bias anoma-
lies in quantum transport [9, 10], manipulation of the thermo-
electricity with cavity photons [11] and the new field of light-
driven chemistry [12] which aims at modifying chemical re-
action landscapes through strong coupling of matter to quan-
tized photons [13] is a nonexhaustive list of possible applica-
tions. A fast and first-principles tool to deal with the quan-
tized nature of bosons is thus an essential requirement for fu-
ture material-specific predictions. Furthermore, such a tool
may also open the way to more sophisticated approximations
of purely electronic systems, as the screened Coulomb repul-
sion can be viewed as a bosonic propagator.
A full-fledged many-body method for realistic time-
dependent EB systems is challenging, however, as the quan-
tum nature of both species has to be taken into account on
the same footing. Methods such as the direct solution of the
Schrödinger equation for the electron-boson wavefunction or
quantum Monte Carlo methods [14], scale exponentially with
system size and/or time [15], while other methods, such as the
time-dependent matrix renormalization group [16] are limited
to model systems with a relatively small number of basis func-
tions. A computationally low-cost method is the extension of
time-dependent density-functional theory (DFT) to quantized
bosons [17–19], with a linear scaling in time and a power-law
scaling with system size. Nevertheless, like standard DFT,
this extension suffers from a lack of systematicity in gener-
ating approximate functionals, as well as issues in including
non-adiabatic effects.
EB interactions can instead be treated systematically
through diagrammatic [20–22] and non-diagrammatic [23–
25] expansions within the non-equilibrium Green’s function
(NEGF) formalism [26–31]. NEGF gives access to all time-
dependent one-body observables, e.g., particle density, current
density, local moments, etc., as well as to the (non)equilibrium
spectral functions, and features a power-law scaling with the
size. The main drawback of NEGF is numerical rather than
formal; the computational effort required to evolve the sys-
tem—a cubic scaling with the propagation time — limits the
simulations to small systems and short times.
In purely electronic systems, the NEGF time scaling can be
reduced from cubic to quadratic using the so-called General-
ized Kadanoff-Baym Ansatz (GKBA) [32], a controlled ap-
proximation which has recently fostered time-dependent stud-
ies in inhomogeneous systems, from models, [33–36] to
atoms [37] and organic molecules [38–40]. An even lower
scaling has been achieved this year, by mapping the GKBA
integro-differential equations onto a coupled system of ordi-
nary differential equations (ODE). This ODE scheme scales
linearly in time [41, 42], thus making NEGF a competitor
of the fastest quantum method currently available, i.e., time-
dependent DFT [43]. Due to a lack of an EB GKBA, however,
this fast pace of progress is confined to purely electronic sys-
tems.
This work reports on a three-fold advance of the NEGF
approach to interacting EB systems. First, we derive an EB
GKBA, thereby reducing the computational effort for NEGF
EB time-propagations from cubic to quadratic. Second, we
rewrite the EB GKBA integro-differential equations as a sys-
tem of ODEs, achieving time-linear scaling for EB systems.
Third, we show that the EB GKBA scheme is conserving, i.e.,
the scheme fulfills all fundamental conservation laws. We fur-
thermore provide numerical evidence of the performance and
accuracy of the method in the paradigmatic Holstein model, a
hallmark of strongly interacting EB systems. The EB GKBA
is benchmarked against exact results as well as full NEGF sim-
ulations performed through the numerical solution of the EB
Kadanoff-Baym equations (KBE) [26, 27], finding a satisfac-
tory agreement even in the strong-coupling regime.
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2The electron-boson Hamiltonian.- We consider an EB sys-
tem with Hamiltonian 퐻̂(푡) given by
퐻̂(푡) = 퐻̂el(푡) + 퐻̂bos + 퐻̂el-bos(푡), (1)
a sum of the electronic Hamiltonian 퐻̂el(푡), the bosonic one
퐻̂bos, and the EB interaction 퐻̂el-bos(푡). We do not specify
퐻̂el(푡), which can be any hermitian combination of field op-
erators 푐̂푞 (푐̂†푞 ) annihilating (creating) an electron with quan-tum number 푞. We write the free bosonic part using the dis-
placement 휙̂휇,1 ≡ (푎̂†휇 + 푎̂휇)∕√2 and the momentum 휙̂휇,2 ≡
푖
(
푎̂†휇 − 푎̂휇
)
∕
√
2, where 푎̂휇 (푎̂†휇) annihilates (creates) a bosonin mode 휇. Introducing the composite index 휇̄ = (휇, 휉휇) with
휉휇 = 1, 2, we have
퐻̂bos =
∑
휇̄휈̄
Ω휇̄휈̄휙̂휇̄휙̂휈̄ , (2)
where [휙̂휇̄, 휙̂휈̄] = 훼휇̄휈̄ and 훼휇̄휈̄ = 훿휇휈 ( 0 푖−푖 0
)
휉휇휉휈
. For the
EB interaction we consider
퐻̂el-bos(푡) =
∑
휇̄푝푞
휆휇̄푝푞(푡)푐̂
†
푝 푐̂푞휙̂휇̄, (3)
where 휆휇̄푝푞 is the EB coupling strength. The formalism, how-ever, is not limited to linear coupling in the bosonic modes.
The EB KBE.- In the NEGF formalism the fundamental
unknowns are the electronic lesser/greater 퐺≶ single-particle
Green’s function (GF) and the bosonic counterparts,퐷≶. They
satisfy the KBE, a system of nonlinear integro-differential
equations which for the electronic part read (in matrix form):[
푖⃖⃗휕푡 − ℎ(푡)
]
퐺≶(푡, 푡′)=
[
훴≶ ⋅ 퐺퐴 + 훴푅 ⋅ 퐺≶
]
(푡, 푡′),
퐺≶(푡, 푡′)
[
− 푖⃖⃖휕푡′ − ℎ(푡′)
]
=
[
퐺≶ ⋅ 훴퐴 + 퐺푅 ⋅ 훴≶
]
(푡, 푡′),
(4)
where [퐴 ⋅ 퐵] (푡, 푡′) ≡ ∫ d푡̄ 퐴(푡, 푡̄)퐵(푡̄, 푡′), is a real-time convo-
lution and 푋푅∕퐴(푡, 푡′) = ±휃[±(푡 − 푡′)] [푋>(푡, 푡′) −푋<(푡, 푡′)]
is the retarded/advanced function. The quantity 훴 is the cor-
relation part of the self-energy, whereas the time-local mean-
field part is incorporated in the single-particle Hamiltonian
ℎ(푡) = ℎHF(푡) + ℎbos(푡), where ℎHF(푡) is the Hartree-Fock
Hamiltonian and ℎbos,푝푞(푡) = ∑휇̄ 휆휇̄푝푞(푡)휙휇̄(푡) is the bosonic
potential. The expectation value 휙휇̄(푡) = ⟨휙̂퐻,휇̄(푡)⟩ fulfills (inmatrix form)[
푖휶 d
d푡
− 훀̄
]
흓(푡) =
∑
푝푞
ힴ푝푞(푡)휌푞푝(푡). (5)
In Eq. (5) 훀̄ ≡ 훀 + 훀푇 and 휌(푡) ≡ 휌<(푡) = −푖퐺<(푡, 푡) is the
electronic single-particle density matrix.
The bosonic GFs are defined using the fluctuation operators
Δ휙̂퐻,휇̄(푡) = 휙̂퐻,휇̄(푡) − 휙휇̄(푡):
퐷<휇̄휈̄(푡, 푡
′) = −푖
⟨
Δ휙̂퐻,휈̄(푡′)Δ휙̂퐻,휇̄(푡)
⟩
, (6)
횺풑풒(푡, 푡ʹ)   =
횷휇ˉ휈ˉ(푡, 푡ʹ)   =
푮풓풑(푡 ,ʹ 푡)
푮풒풔(푡, 푡ʹ)
휆풔풓(푡ʹ)휈ˉ휆풑풒(푡)휇ˉ
푮풓풔(푡, 푡ʹ)
푫휇ˉ휈ˉ(푡, 푡ʹ)
휆풔풒(푡ʹ)휈ˉ휆풑풓(푡)휇ˉ
FIG. 1. The퐺푫 approximation for the electronic (upper) and random
phase approximation for the bosonic (lower) self-energies.
and퐷>휇̄휈̄(푡, 푡′) = 퐷<휈̄휇̄(푡′, 푡). The expectation value ofΔ휙̂퐻,휇̄(푡)is identically zero by construction, a property which simplifies
the bosonic KBE [20, 44]:[
푖휕푡 − 휶훀̄
]
푫≶(푡, 푡′) = 휶
[
횷≶ ⋅푫퐴 +횷푅 ⋅푫≶
]
(푡, 푡′),
푫≶(푡, 푡′)
[
−푖⃖⃖휕푡′ − 훀̄휶
]
=
[
푫≶ ⋅횷퐴 +푫푅 ⋅횷≶
]
(푡, 푡′)휶,
(7)
where 횷 is the bosonic self-energy. We observe that in the
휙-field notation, the bosonic KBE are first-order in time. The
numerical solution of the coupled Eqs. (4) and (7) is demand-
ing (cubic scaling with the number of time steps) and so far
achieved only in small model systems [20, 22, 44, 45]. In
this work, we consider the 퐺푫, approximation shown dia-
grammatically in Fig. 1 and further discussed in the Supp.
Mat. [46], as well as the 퐺풅 (횷 = 0) and mean-field (Σ =
횷 = 0) approximation.
The EB GKBA.- The KBE can be used to generate an equa-
tion of motion for the electronic density matrix 휌(푡) and its
bosonic counterpart 흆b(푡) ≡ 흆<b (푡) = 푖푫<(푡, 푡). As 휌(푡)and 흆b(푡) are single-time functions, their calculation scalesquadratically with the number of time steps. Subtracting the
two equations in Eq. (4) and Eq. (7) and then letting 푡′ → 푡
yields
휕푡휌(푡) + 푖 [ℎ(푡), 휌(푡)] = −
(
퐼(푡) + 퐼†(푡)
)
,
휕푡흆b(푡) + 푖
[
휶훀̄흆b(푡) − 흆b(푡)훀̄휶
]
= 푰b(푡) + 푰푇b (푡),
(8)
where we have defined the electronic and bosonic collision in-
tegrals as
퐼(푡) = ∫
푡
0
d푡̄
[
훴>(푡, 푡̄)퐺<(푡̄, 푡) − 훴<(푡, 푡̄)퐺>(푡̄, 푡)
]
,
푰b(푡) = 휶∫
푡
0
d푡̄
[
횷>(푡, 푡̄)푫<(푡̄, 푡) −횷<(푡, 푡̄)푫>(푡̄, 푡)
]
.
(9)
Evaluation of the collision integrals requires the time-off-
diagonal lesser and greater GFs; hence Eq. (8) is not a closed
system of the equations for the density matrices. A par-
tial rescue is provided by the electronic GKBA [32], i.e.,
3퐺≶(푡, 푡′) = ∓
[
퐺푅(푡, 푡′)휌≶(푡′) − 휌≶(푡)퐺퐴(푡, 푡′)
], where 휌>(푡) ≡
ퟙ̂−휌(푡). Taking퐺푅(푡, 푡′) = −푖휃(푡−푡′) {exp(−푖 ∫ 푡푡′ ℎ(푡̄)푑푡̄)},
and 퐺퐴(푡, 푡′) = [퐺푅(푡′, 푡)]† at the mean-field level, the
lesser/greater electronic GF’s become functionals of 휌<(푡).
However, to close Eq. (9), a GKBA-like form of the
lesser/greater bosonic GF is needed.
The form of the electronic GKBA is motivated by the ful-
fillment of the mean-field KBE, but is augmented with a cor-
related density matrix. Using the same argument we have de-
rived the bosonic GKBA [46]
푫≶(푡, 푡′) = 푫푅(푡, 푡′)휶흆≶b (푡
′) − 흆≶b (푡)휶푫
퐴(푡, 푡′), (10)
where 흆>b (푡) = 휶 + 흆b(푡). Taking 푫푅∕퐴(푡, 푡′) = ∓푖휶휃[±(푡 −
푡′)]푒−푖훀̄휶(푡−푡′) at the mean-field level (which coincides with the
noninteracting case [20]) the lesser/greater bosonic GF’s be-
come functionals of 흆<b (푡). We note that the bosonic GKBAin Eq. (10) applies even if 훀̄ depends explicitly on time [46].
The EB GKBA allows for closing the system in Eq. (8) as both
collision integrals 퐼 and 푰b become functionals of 휌 and 흆b.Together with the equation for 휙, Eq. (5), the dynamics of any
EB system can be simulated and all one-body electronic and
bosonic observables can be calculated, including the number
of bosons:
⟨푎̂†휇푎̂휇⟩(푡) = 12(∑휉 {(흆b)휇휉,휇휉(푡) + [휙휇휉(푡)]2} − 1
)
. (11)
Conservation laws.- The EB GKBA scheme is conserv-
ing, i.e., all fundamental conservation laws are fulfilled pro-
vided that the underlying diagrammatic approximation to Σ =
Σ[퐺,푫] and 횷 = 횷[퐺,푫] stem from the functional deriva-
tives of the Baym functional Φ[퐺,푫] [47]. Although Baym’s
original derivation pertains to self-consistent solutions of the
KBE the whole proof goes through if the r.h.s. of Eqs. (4)
and (7) are evaluated at GF’s 퐺′ and 푫′ (and hence at Φ-
derivable self-energies Σ′ = Σ[퐺′,푫′] and 횷′ = 횷[퐺′,푫′])
different from the GF’s 퐺 and 푫 appearing in the l.h.s.. In
Supp. Mat [46] we show that conservation laws are recov-
ered up to terms proportional to the change of Φ[퐺′,푫′], as
퐺′ and 푫′ are changed according to the transformation hav-
ing the conserved quantity as generator. Since Φ is invariant
under these special transformations the aforementioned terms
vanish. In the context of particle conservation this fact was
pointed out in Ref. [48] for퐺′ the one-shot GF of an electronic
system. The argument is, however, more general and holds for
all conservation laws, including energy conservation, as well
as EB systems, thereby enlarging enormously the class of con-
serving approximations.
As the 퐺푫 self-energy is Φ-derivable and the GKBA ap-
proximation for 퐺 and 푫 is one out of the infinitely many
choices for 퐺′ and 푫′, our scheme is fully conserving and, in
particular, it correctly balances the energy transfer from elec-
trons to bosons and viceversa. The 퐺풅 approximation instead
is not Φ-derivable, bosons do not feel any feedback from the
electrons, and energy conservation is jeopardized.
Linear-time scaling of the EB GKBA.- The EB GKBA com-
putational cost scales quadratically with the number of time
steps, as the domain of integration for 퐼(푡) and 푰b(푡) grows lin-early in time. The scaling with the system size is determined
by two parameters: The dimension of the electronic basis,푁e,and the number of bosonic modes,푁b. We emphasize that themethod does not scale with the number of electrons or bosons.
In particular, the scaling is (푁3e ×푁3b ) for the 퐺푫 approxi-mation, and (푁3e ×푁2b ) for the 퐺풅 approximation.Remarkably, the time-scaling of the EB-GKBA equations
can be reduced from quadratic to linear without affecting the
scaling with the system size. Let us write the collision integrals
of Eq. (9) in the 퐺푫 approximation as
퐼푝푙(푡) = 푖
∑
휇̄푟
휆휇̄푝푟(푡)휇̄푟푙(푡),
푰b(푡) = −푖
∑
푟푙
[
휶ힴ푟푙(푡)
]
⊗ 푙푟(푡), (12)
where we introduced the tensor product (풗 ⊗ 풘)휇̄휈̄ = 푣휇̄푤휈̄
and the one-time vector 푟푙 = >푟푙 − <푟푙 with
≶푟푙(푡) =∑
푠푞 ∫
푡
0
d푡̄ 푫≶(푡, 푡̄)퐺≶푟푠(푡, 푡̄)ힴ푠푞(푡̄)퐺
≷
푞푙(푡̄, 푡). (13)
Differentiating Eq. (13) with respect to time yields
푖 d
d푡
푟푙(푡) = 흓푟푙(푡) + 휶훀̄푟푙(푡)
+
∑
푘
[
ℎ푟푘(푡)푘푙(푡) − 푟푘(푡)ℎ푘푙(푡)] , (14)
with 푟푙(푡 = 0) = 0, 흓푟푙(푡) = 흓>푟푙(푡) − 흓<푟푙(푡), and
흓≶푟푙(푡) = 흆
≶
b (푡)
∑
푠푞
휌≶푟푠(푡)ힴ푠푞(푡)휌
≷
푞푙(푡). (15)
In obtaining Eq. (14) we used the Leibnitz rule of differen-
tiation, dd푡
( ∫ 푡0 d푡̄ 푓 (푡, 푡̄)) = 푓 (푡, 푡) + ∫ 푡0 d푡̄ 휕휕푡푓 (푡, 푡̄), and thefact that the GKBA GF’s satisfy the mean-field KBE, i.e.,
푖 휕휕푡퐺
≶(푡, 푡′) = ℎ(푡)퐺≶(푡, 푡′) and 푖 휕휕푡푫≶(푡, 푡′) = 휶훀̄푫≶(푡, 푡′).The equations for 휌, 흆b, Eq. (8), and , Eq. (14), form a closedsystem of first-order ODEs which is equivalent to the origi-
nal EB GKBA integro-differential equations. Since no inte-
gration over time is needed, the EB ODE scheme scales lin-
early in time. Furthermore, the scaling with the system size
is the same as in the original integro-differential scheme, i.e.,(푁3e ×푁3b ) for the 퐺푫 approximation, and (푁3e ×푁2b ) forthe 퐺풅 approximation.
Numerical algorithms.- We have numerically checked that
the integro-differential and ODE formulations of the EB
GKBA yield the same results, up to numerical accuracy. We
implemented the former scheme in the CHEERS [49] code. The
algorithm for the bosonic case follows the electronic algorithm
closely, with the difference that the time-propagation is non-
unitary as 휶 and 훀̄ do not commute. However, by defining the
hermitian matrices 퐡푏 = 12 (휶훀̄ + 훀̄휶) and 횪 = 푖2 (휶훀̄ − 훀̄휶),
4inserting them into the bosonic equation of motion and absorb-
ing 횪 into the collision integral, the bosonic equation gets the
same structure as the electronic one and can be solved using
the same algorithm. For numerical details we refer to vari-
ous electronic GKBA implementations [31, 49–51]. To time-
propagate the ODE scheme, we implemented a fourth-order
Runge-Kutta solver.
Holstein dimer.- The Holstein model is a hallmark of
strongly-correlated EB systems and a textbook example to dis-
cuss the formation of polarons [52]. Here we consider the Hol-
stein dimer described by the Hamiltonian
퐻̂(푡)=−푇 (푐̂†1 푐̂2 + 푐̂
†
2 푐̂1) + 휔푎̂
†푎̂ −
√
2푔(푡)휙̂1(푛̂1 − 푛̂2), (16)
where 푛̂푖 = 푐̂†푖 푐̂푖 is the electron number operator for spin-less electrons on site 푖. The EB interaction couples a single
bosonic mode to the electronic dipole operator, proportional
to 푛̂1 − 푛̂2. In our previous notation, ℎHF,12 = ℎHF,21 = −푇 ,
ℎHF,11 = ℎHF,22 = 0, 휆휉푝푞(푡) = 훿휉1훿푝푞(−훿푝1 + 훿푝2)
√
2푔(푡),
and 훀 = 휔2
(
1 푖
−푖 1
)
. We choose 푇 = 1 as our energy
unit, 휔 = 0.1 and the initial state as the non-interacting
ground state, hence 휌(0) = 12
(
1 1
1 1
)
, 흆b(0) = 12
(
1 −푖
푖 1
)
.
The EB interaction is switched on abruptly with the proto-
col 푔(푡) = 푔
(
휃(푇푠 − 푡) sin2
(
휋푡
2푇푠
)
+ 휃(푡 − 푇푠)
)
with switch-
ing time 푇푠 = 1.0. Since the Hamiltonian is invariant underthe canonical transformation 푐̂1 ↔ 푐̂2 and 푎̂ → −푎̂ [45], thedensity remains homogeneous during the time evolution. This
implies that 휙1,2(푡) = 0 and hence the mean-field term ℎbos(푡)vanishes; the dynamics is driven only by correlations.
We compare the EB GKBA dynamics to exact results, ob-
tained from the open-source computer package QUSPIN [53,
54], and to KBE simulations [22]. In Fig. 2 we show the low-
est electronic natural occupation number (lowest eigenvalue of
휌(푡)) as well as the number of bosons ⟨푎̂†푎̂⟩(푡) given by Eq. (11)
in two different regimes. The effective interaction strength is
governed by 훾 = 푔2∕(휔푇 ): intermediate coupling corresponds
to 훾 = 0.25 (upper panel) and strong coupling to 훾 = 1.0
(lower panel)
The natural occupations are always zero and one at the
mean-field level, as it should. The 퐺풅 approximation intro-
duces correlation effects to some extent and approximates the
exact solution well for short times. However, the envelope,
more visible for 훾 = 1.0, is not captured. The 퐺푫 approxima-
tion corrects for this deficiency. More importantly, the level of
agreement between KBE and GKBA is of comparable quality.
The inadequacy of the 퐺풅 approximation is most evident
in the boson number. Here 퐺풅 performs like mean-field and
yields 흆b(푡) = 흆b(푡0), meaning (흆b)11(푡) = (흆b)22(푡) =
1∕2. Thus, these approximations do not generate bosons, i.e.,⟨푎̂†푎̂⟩(푡) = 0, a result which can be understood from Eq. (11)
taking into account that 휙1,2(푡) = 0 by symmetry. The 퐺푫approximation considerably improves the situation both at the
KBE and GKBA level, except for a slight underestimation and
overestimation, respectively, in the strong coupling regime.
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FIG. 2. Benchmark of Eq. (16), with intermediate interaction strength
훾 = 푔2∕(휔푇 ) = 0.25 (upper) and strong interaction strength 훾 = 1.0
(lower), with the interaction suddenly switched on at 푡 = 0.
To test the stability of the GKBA, we time propagated until
푡 = 4000 (100 times longer than in Fig. 2, not shown) with-
out encountering any unphysical instability. To appreciate the
computational gain, we report the approximate CPU time re-
quired for a 퐺푫 run in the various schemes: ∼ 1 hour for the
KBE, ∼ 1 minute for the integro-differential GKBA, and < 1
second for the ODEGKBA (the last two give identical results).
We stress that our ODE implementation of the GKBA has the
added advantage of being more numerically accurate, being
fourth order, while the integro-differential schemes used are at
most second order [22, 49].
Conclusions.- We have derived an EB GKBA approxima-
tion for bosonic propagators and put forward a NEGF scheme
to simulate the correlated dynamics of EB systems. The for-
mal advantages of the methods are (i) approximations can be
systematically improved by a proper selection of Feynman di-
agrams and (2) all fundamental conservation laws are fullfilled
provided that the self-energy diagrams are Φ-derivable. The
computational effort of solving the EB GKBA equations in the
ODE scheme scales linearly in time; our method is therefore
competitive with the fastest quantum methods available. Fur-
thermore, the EB GKBA and KBE approaches give results of
comparable quality, but the former is about two orders of mag-
nitude faster than the latter. According to our benchmarks the
퐺푫 approximation is superior to the 퐺풅 one, pointing to the
importance of bosonic dressing and energy balance between
5the electronic and bosonic subsystems. The EB GKBA can
also be implemented in more advanced diagrammatic approx-
imations using the same strategies outlined in Ref. [42]. The
inclusion of electron-electron interactions in the linear-scaling
scheme, as discussed in Refs. [41, 42], is straightforward. We
therefore believe that our proposed method provides an effi-
cient and accurate alternative to the existing computational
tools for models as well as first-principles simulations of in-
teracting electrons and bosons out of equilibrium.
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