The self-localization of a mobile robot within a known environment, by means of an orientable range nder, is considered. The problem of the determination of the sensor orientation which minimizes the position uncertainty of the mobile robot is addressed. An e cient technique is proposed to determine the optimal sensor exploration, given the current robot position estimate and its uncertainty. Once a tentative exploration is given, the technique avoids to take any worst exploration into account, allowing to e ciently determine the optimal one. Both location accuracy and e ciency have been analyzed in the paper. The time needed to plan the exploration is found to be well below the time needed for the sensor activation. The technique is demonstrated by experimental results on environments containing curvilinear parts.
Introduction
The accurate self-location of a mobile robot is often required, when, e.g., moving from a navigation phase to a manipulation phase, or while navigating in a cluttered environment (in order to avoid collisions). Dead reckoning alone does not provide su cient accuracy in these cases 1]. Many self-localization systems have been proposed, using beacons 2] or arti cial landmarks 3]. These systems require the modi cation of the robot environment, in order to introduce features that can readily be recognized by means of the robot sensors. Although natural landmarks 4] do not su er the above drawback, their recognition often requires considerable processing. In many cases, the self-localization can take advantage from the knowledge of the geometric models of some of the objects present in the environment of the mobile robot (e.g. architectonic elements), as, e.g., in map-based navigation 5], 6], 7], 8]. However, these approaches need to match sensor data against a modeled map: this requires considerable processing time.
Self-localization can also be achieved by using a range nder in continuous scanning mode. However, as shown experimentally (see Sect 5.) the localization error can hardly go below the range measurement error, while a considerable amount of time is needed to complete the scanning (about 0:3s): this amount of time can complicate the data treatment in inmotion self-localization.
The approach followed in this paper consists in reducing the time needed to obtain an accurate position estimate by reducing the number of sensor data to be processed: to this aim, \powerful" sensor detections are used. This paper presents a self-localization method which integrates a rough, odometric position estimate with a single range measure along an appropriate direction. This direction is selected such that the position uncertainty 9] * G.Borghi is with IDSIA, Corso Elvezia, 36 -6900 Lugano (Switzerland). V. Caglioti is with the Dipartimento di Elettronica e Informazione, Politecnico di Milano, P.za Leonardo da Vinci, 32 -20133 Milano (Italy). E-mail: gborghi@idsia.ch or caglioti@elet.polimi.it after the range measurement is minimum. This approach has been compared to continuous scanning with respect to both localization time and localization error (see Sect. 5) .
The determination of optimal sensor explorations is not new in the robotics literature. While some approaches (e.g., 10], 11]) optimize a criterion based on \visibility", other approaches (including the present one) are more concerned with \uncertainty" 12], 13], 14].
In 12] the optimal exploration is determined for the characterization of an unknown object. In 15] the optimal viewpoint is determined that allows a best recognition of the observed object among a given set of possible ones. In 16] the optimal placement of a hit-or-miss sensor is determined for the discrimination of a \context" among a nite set of possible ones. Hit-or-miss sensors are used also in 17] , where a variety of problems are considered, such as localization and recognition. In 18] a sensor placement is planned o -line for the localization of a polyhedral object.
Zhang 13] optimizes the spatial layout of an array of sensors, devoted to the estimation of a parameter vector x by means of the average of the measurements x i . This problem is di erent from the one handled in this paper, where the estimated variable, namely the pose (i.e., position and orientation), di ers from the measured variable (namely the range).
In this paper the situation is considered, where the geometric model of the environment is known: actually, what is needed is the geometric model of a part of the environment, with respect to which the robot has to be localized. For this case, some non-exhaustive methods have already been presented. For instance, 14] nds suboptimal sensing trajectories for approaching small polyhedral objects (i.e., objects, which are seen by the sensor within a small angle).
An optimization criterion based on the position uncertainty is introduced. During the robot operations, its pose must be re-calibrated with respect to the environment. In particular it could be desirable to minimize the uncertainty a ecting the position of a certain point \of interest", such as, e.g., the base of the manipulator or the gripper position associated to the next manipulation operation. While moving in a cluttered environment, the collision with obstacles must be avoided. To do this the position of the robot point, that is closest to the boundary of the free space, must be estimated with the highest possible accuracy. Therefore, the uncertainty criterion is the variance of the translational error at the interest point.
The optimization method presented in this paper can also be applied to any uncertainty criterion based on the a posteriori covariance matrix of the pose parameters, as, e.g., the determinant of the covariance matrix used in 19] and 20], or the weighted sum of the translational error at a set of interest points (e.g., the vertexes of the robot base).
The addressed problem is the following: given an a priori estimate of the robot pose and its covariance matrix, determine the sensor exploration which minimizes the a posteriori uncertainty criterion.
In 19] and 20], an analytic approach was presented for polygonal environments: this approach requires the evaluation of up to four candidate explorations for each of the line segments constituting the environment. This approach can not be applied to environments containing curvilinear parts as, e.g., static operating machines or robot manipulators (see Fig. 8b ).
In this work we present a solution that can be applied to environments containing curvilinear parts. This solution consists in a grid-based approach working in the space of the exploration parameters. O -line, this parameter space is subdivided into cells. On-line, a technique is re-iterated, which -given a current candidate exploration-allows to directly extract an exploration better than the current one (if any) without considering any worst exploration.
In Sec 2. the uncertainty minimization problem is introduced and a criterion function is formulated. In Sec. 3 the criterion is expressed, in terms of the environment geometry, as a function of the exploration. In Sec. 4 the minimization method is illustrated, and in Sect. 5 some experimental results are shown. Concluding remarks are presented in Sect. 6.
Problem formulation
The environment, within which a mobile robot has to be localized, is represented by a surface L, whose shape is supposed to be known. For instance, L may represent the internal contour of a room, or some static objects, relative to which the pose of a mobile robot has to be determined. The accurate estimation of the robot pose relative to the environment is required in order to perform, e.g., docking operations. The robot pose is constrained to be planar, and thus it can be represented by the cartesian coordinates (x; y) of the origin O of a robot-centered reference and by its orientation # with respect to the environment L. We formulate the localization problem as if the surface L, whose shape is given, had to be localized relative to the robot. 
We suppose that an a priori estimate of the pose parameters, which can be derived from, e.g., odometry or previous visual observations, is known together with its covariance matrix : In this paper, we adopt a criterion given by the translation uncertainty of an interest point I, whose position is xed and known with respect to the robot: the position of I has to be estimated with the highest possible accuracy with respect to the environment L. Speci cally, the variance of the translation parameters at I must be minimum. The methods described in this paper are applicable to any uncertainty criterion based on the a posteriori covariance matrix. Without loss of generality, the origin O of the robot reference can be placed on the rotation axis of the orientable range sensor. Now suppose that a range measure is taken along a certain exploration line, whose direction is called \exploration direction": the intersection between this straight line and the environment is a point L called \exploration point" (see Fig. 1 ).
The point, whose distance from O along the exploration direction coincides with the obtained distance measure, is denoted as the \point provided by the exploration". In the absence of errors, the point provided by the exploration would lie on the environment surface L. Since the measurements are a ected by errors, then in general the distance between the provided point and the surface L is not null. The exploration error is then de ned as the distance between the point provided by the exploration and the environment surface L. This error is characterized by a variance 2 . Note that, since in general the exploration direction does not coincide with the local normal to the surface L, then 2 does not coincide with the variance of the range measurement error. Notice that, as the inclination angle between the exploration direction and the surface normal increases, the range measurement errors tends to increase: however this increase is compensated by the projection factor (namely the cosine of the inclination angle). Therefore, the variance 2 of the exploration error, which is given by the projection of the range measurement error onto the direction of the surface normal, is supposed to be uniform (i.e., independent of the exploration point). An experimental plot of as a function of the inclination angle is shown in Fig. 2 : these results validate the uniform hypothesis.
Given a measurement result, the a posteriori (updated) estimate of the robot pose is obtained, described by the displacement ( x; y; #). This displacement is obtained by means of a minimum variance estimator 21] (see Sect. 3).
Indicating by ( x I ; y I ) the position error at point I, the accuracy I of the position of I is represented by the trace of the covariance matrix xy I . This quantity coincides with the mean squared distance between the true position of I and its estimated position. Therefore the expression of the criterion J becomes:
In the next Section the expression of the terms in relation (3) will be derived as related to the geometry of the environment L.
Relationships between criterion and environment
It is supposed that the a priori pose uncertainty is small enough, such that the relationships between pose error and measurement result can be well approximated by their linearization. (The partial derivatives involved in the linearization are calculated for the currently estimated pose of the robot relative to L.)
The absolute measurement result z is de ned as the projection of the result of the range measurement along a direction normal to the environment curve L at the exploration point L (see Fig. 1 ). This measurement result is linearized in the proximity of the a priori expected measurement result z, namely the measurement result, which would be obtained from the currently estimated pose in the absence of measurement error. The di erence z between z and z is called relative measurement result (or, simply, measurement result) and it is expressed as the sum of two contributions: one due to the error on the current robot pose estimate, and the other due to additive measurement noise Once a measurement has been taken, the pose estimate can be updated by means of a minimum variance estimator 21]. Given the measurement result z, the a posteriori pose estimate is obtained by adding to the current estimate of the parameter vector the following contribution: 
in which represents the covariance matrix of the current (a priori) estimate error. The covariance matrix of the a posteriori estimate error is given by 
The criterion expression can be constructed by combining (4) and (6) with (3) . Notice that, if 2 is constant, the criterion only depends on the elements of H, which in turn depend on the normal to L at the exploration point L, but do not depend on where, along the normal, the exploration point is. Therefore, the criterion J only depends on and , i.e. on the projection point L n of the exploration.
Minimization of the criterion
In this Section a method is illustrated for nding the exploration point that minimizes the criterion (3). Having supposed that 2 is uniform, the criterion J only depends on the polar coordinates ( ; ) of the projection point L n . These polar coordinates are relative to the robot reference, in its currently estimated pose ( x; y; #): therefore, the orientation angle of a normal n relative to the environment reference is n = # + ? =2.
The criterion minimization is accomplished along two phases. An o -line phase is executed when the geometry of the environment curve L is known, but no estimate of the robot pose is known. An on-line phase is executed once an estimate of the robot pose is known, and an optimal exploration normal (i.e., the normal to L at the exploration point) must be determined in order to improve this estimate. During the o -line phase, the information about the environment geometry is organized into a data structure, whose purpose is to allow an e cient determination of the optimal exploration normal during the on-line phase.
Representation of the environment geometry
In this subsection, a discrete representation both of the environment curve and of the plane is introduced.
Not all parts of the environment surface are usable for optical range measurement: e.g., too light-absorbing surface parts return a weak signal to the sensor, while specular re ecting parts deviate the laser beam towards other surface parts.
The usable segments of L are considered, and their set union L 0 is subdivided into N curvilinear segments. For each of these N segments, one of its normals is constructed (e.g., the normal at the midpoint of the segment). The plane containing the mobile robot is subdivided into a xed number of square cells. For each cell C, the normals through it are determined, and they are according to their orientation angle . In this way the subset of normals through a cell C, whose orientation angles vary within a given range 1 ; 2 ], is rapidly accessed (e.g. by hashing or by binary search).
Preliminary de nitions and properties
Given an a priori pose estimate and its covariance matrix, the level curve J k is de ned as the locus of the points, whose polar coordinates ( ; ) satisfy J ( ; ) = k: the projection point of any exploration associated to a criterion value J = k will belong to the level curve J k . A cell is said to be at level k if it is crossed by the level curve J k .
It can be observed that, since the size of the cells is independent of N , also the number of cells crossed by any level curve J k is independent of N . Let n be a normal to L 0 : n is said to be k-bound if its criterion value is less than k,
i.e., if J (D n ; n ) < k, where (D n ; n ) are the polar coordinates of its projection point. A cell C, not necessarily at the level k, is said to be k-lowering if it is crossed by at least one k-bound normal. Now some properties are presented, that have driven the design of the optimization method.
Consider the following procedure, which determines the normal characterized by the minimum criterion value. Let n be a tentative normal. Procedure RoughMin(n)
1. k J (D n ; n );
2. if the set of the k-bound normals is empty then return n;
3. else 4.
n 0 ExtractRandomNormal(k) (* randomly extract a normal from the set of the k-bound normals *); 5.
return RoughMin(n 0 ) 6. endif 7. end.
The procedure, especially step 4, is formulated in a rough way: it will be re ned in Sect. 4.3. Now let us indicate by n o the tentative normal at the rst recursion of the procedure RoughMin, and let n be the argument of RoughMin at its generic recursion. Let k o be the criterion value associated to the normal n o and let k be the criterion value associated to the normal n: k o J (D n o ; n o ) and k J (D n ; n ). The following Property analyzes the average number of normals examined by the above procedure. Property 1. Let N k o 6 = 0 be the number of k o -bound normals, and let N k be the number of the k-bound normals. If the procedure ExtractRandomNormal(k) at step 4 randomly extracts any one of the N k k-bound normals with probability p 1=HN k , where H > 0 is a constant independent of N k , then, in average, O(log N k o ) k-bound normals are examined by the procedure RoughMin(n o ) while determining the best normal. Proof. Let (n 1 ; : : : ; n N k ) be the list of the k-bound normals, ordered according to the criterion value (n 1 is the optimum normal), and let r be a constant factor. Consider the number T of normals which are extracted at random before a normal is found, which belongs to the list (n 1 ; : : : ; n (N k =r) ) of the N k =r best normals.
From the hypothesis, 1=HN k is a lower bound to the probability that any one of the N k k-bound normals is extracted at random. The probability that at least t normals have to be extracted at random before a normal in (n 1 ; : : : ; n (N k =r) ) is found is After a normal n 0 in (n 1 ; : : : ; n (N k =r) ) is found, only the k 0 -bound normals remain to be considered as candidates for further extractions, where k 0 = J (D n 0 ; n 0 ). The number of these normals is at most N k =r.
Therefore, the number of normals still to be considered drops by a constant factor r while a number of k-bound normals is examined, whose expected value is O(Hr). Now apply the above algorithm recursively: while the number of the k-bound normals decreases by a factor r, a number of k-bound normal are examined whose mean value is O(Hr). Observe that the optimal normal n 1 is found when the number of k-bound normals decreases log r N k o times by a constant factor r. Therefore the expected number of the examined normals is O(Hr log r N k o ), which is O(log N k o ). Q.E.D.
The procedure ExtractRandomNormal(k) needs to be speci ed. In order to randomly extract a k-bound normal, the cells at level k are analyzed in random sequence until a k-lowering cell is found. Once a k-lowering cell is found, one of the k-bound normals through it is extracted.
In 27], the authors presented a procedure that randomly extracts a cell at level k, according to a uniform probability. This procedure, which involves many details, is not illustrated here for the sake of brevity. Instead, a simpli ed procedure will be presented in Sect. 4.3.
A test to check whether a cell is k-lowering can be based on the property below. This property states a condition for a candidate normal through a point Q to be k-bound: this condition is relative to the orientation angle of the normal. Let us consider the level curve J ( ; ) = k, and its intersections with the circumpherence whose diameter is OQ (see Fig. 5 ). Since both curves are closed, they form an even number of intersections. Such intersections subdivide the circumpherence into an even number of contiguous arcs: an angular range is associated to each of these arcs, by associating to each point R on the circumpherence the orientation angle of the line QR. This sequence of angular ranges is said to be generated by the circumpherence and the level curve. Property 2. Consider the sequence of angular ranges generated by the circumpherence of diameter OQ and the level curve J k : the criterion value associated to a normal n through O crosses the level k as its orientation angle n goes through the extrema of the above ranges.
Proof. This property can be proved straightforwardly, by observing that, as the orientation angle of n varies, the locus of the projection points L n coincides with the circumpherence having OQ as diameter. Q.E.D.
This property can be used as a base to directly extract a k-bound normal through a k-lowering cell, avoiding to examine any worst normal. First, a random value~ for the angle is generated. Then, the straight line through O is considered, whose polar equation is =~ . Thereafter, one of the intersections between the line and the level curve J ( ; ) = k is selected: the cell containing the selected intersection, which is at level k, is returned.
It can be shown 27] , that the intersection between the straight line =~ and the level curve reduces to the solution of a four-degree equation.
Testing whether a cell is k-lowering
A procedure for testing the existence of k-bound normals through a cell C is presented, based on the construction of the alternate angular ranges illustrated in Sect. 4.2.
A preliminary version of the procedure is based on the sequence of angular ranges generated by the level curve J k and on the circle of diameter OC 0 , where C 0 is the center of the cell C. This procedure would only be correct, if all the normals through C went through its center C 0 . Due to this discretization error, some of the k-bound normals could be missed by the test, and some non-k-bound normals could be recognized as if they were k-bound.
To avoid false positive errors, a more conservative test is adopted. The construction is based on the centerpoint C 0 and the four vertexes This procedure will loose some k-bound normals. Therefore the optimization procedures based on it will actually determine a suboptimal exploration normal.
A suboptimal method
Consider the following procedure:
Procedure RandomLowering(k) 1. C the set of cells at level k;
2. repeat 3.
C RandomCell(k);
4.
C C ? fCg; 5. if TestLowering(C;k) then return C; 6. until C 6 = ;; 7. return nil 8 . end. Now the procedure RoughMin can be re ned. Procedure SubMin(n) 1 . k J (D n ; n ); 2. C RandomLowering(k); 3. if C = nil then return n else do 4.
randomly extract a k-bound normal n 0 through C; 5.
return SubMin(n 0 ) 6. enddo 7. end.
The random extraction at step 4 uses the angular ranges, which have already been constructed at step 2. The minimization process is illustrated in Fig. 19 through an example. Observation 1. Once a candidate normal n is given, the procedure SubMin(n) only examines normals better than n.
Accessibility and safety veri cation
The exploration point L, provided by the method, must be both accessible and safe. To be accessible from a (currently estimated) sensor position O, an exploration at point L must satisfy the following conditions:
1. the length of the segment OL must be less than the measurement range of the sensor, 2. the segment OL can not intersect the environment surface L, 3 . the inclination angle between the segment OL and the normal to L at L must be smaller than a certain threshold: otherwise, unreliable range measurement can result. In this work, this threshold has been set to 70 . To be safe, an exploration at a point L must satisfy the following conditions:
4. the proximity of L can not include any discontinuity in the orientation of the normal to L, 5 . the proximity of L can not include any discontinuity in the polar equation ( ) of the environment surface L (Fig. 6a) .
Accessibility condition 2. is handled by, e.g., 5], 22], 23]. In this work, the accessibility conditions are only checked once a normal is examined by the suboptimal method.
If the k?bound normal n 0 examined at step 4 of SubMin is not accessible from sensor position O, then a second k?bound normal through the same cell C is randomly extracted. If also the newly extracted normal is not accessible, a new k?lowering cell C 0 is randomly extracted (step 2) as well as a k?bound normal through C 0 : if even this third normal is not accessible, the last accessible normal previously examined by the method (namely n) is retained as suboptimal.
Thanks to an o -line constructed data structure, additional to that described in Sect. 4.1, the veri cation of the accessibility conditions can be executed in constant time during the on-line phase. Observation 2. In principle, the accessibility condition can also be checked o -line: but this requires that the data structure at each cell C is substituted by a set of data structures, eachone of them being associated to any other cell C 0 . In this way, while the cell C is being analyzed, the particular data structure of C is considered, associated to the cell C 0 containing the sensor origin O: this data structure contains the only normals whose exploration points are accessible from a generic point of C. This approach needs a storage amount proportional to the square of the number of the cells, and presently it can only be implemented for trivially simple environments.
Once the suboptimal method has provided a candidate exploration, the safety conditions are checked. To do this, the uncertainty ellipse centered at L is computed by an uncertainty propagation: if any discontinuity is included in the \95%" probability ellipse, then the exploration point is unsafe. In this case, a new exploration point must be determined. This is done by constructing the 95% probability uncertainty ellipse centered at the discontinuity closest to L: the new exploration line is determined such that it is tangent to this ellipse (see Fig. 6b ). Observation 3. The safety checking avoids to create arti cial outliers due to explorations near the discontinuities. This allows to detect outliers caused by the presence of unmodeled objects in the environment (e.g., temporary obstacles).
Experimental results
Experiments have been carried on in order to evaluate (i) the e ciency of the selection of the suboptimal exploration, and (ii) the accuracy of the pose estimate obtained by the selected exploration. Localization accuracy and e ciency have been considered while comparing the single suboptimal exploration method with methods based on continuous scanning.
The experimental setup
The used sensor is a laser range nder mounted on a rotary table controlled by a motion controller card installed on a PC. The communication link between the sensor and the PC is a RS-232C serial line. The orientable range sensor is mounted on a mobile platform Robuter T M . This platform has a di erential steering car-like kynematics and an onboard multiprocessor computer based on 68020 Motorola processors and VME architecture. The Robuter T M is equipped with an odometric system, which is used to supply the a priori pose estimate. The covariance matrix of the odometric position estimate is provided by an uncertainty evaluation system previously developed by the authors 26].
The real environments used include a set of simple, piece-wise linear environments, a simple curvilinear environment (Fig. 7) and a real-size environment consisting in the hall of our Department and the adjacent Robotics Laboratory including two static manipulators (Figs. 8a and 8b ).
Experiments in simple environments

Simple piece-wise linear environments
Experiments have been conducted on a set of simple, piece-wise linear environments in order to compare the suboptimal exploration against a set of nonoptimal explorations along various directions. One of these environments is shown in Fig. 9 . The plot in Fig. 10 shows that the localization error at the interest point I, obtained the suboptimal exploration, can be up to ve times smaller than the localization error obtained by nonoptimal exploration directions.
An arti cial curvilinear environment
In these experiments, the mobile platform Robuter T M navigates within the curvilinear environment shown in Fig. 7 . One of the executed trajectories, about 1.5 m long, is depicted in Fig. 11 . Basing on both the odometric pose estimate and its covariance matrix, a suboptimal exploration is selected by means of the method presented in Sect. 4 .
The a posteriori pose estimate is compared with the actual pose, which is determined by triangulation with a set of landmarks. In Fig. 12 , the a posteriori covariance matrix is represented by an uncertainty ellipse together with a set of a posteriori estimate errors. These observed localization errors, about 1 cm, are of the same order of the exploration error.
The e ciency has been analyzed, by measuring the mean number of the examined normals, as the total number N of normals vary. The results reported in Fig. 13 show that the number of examined normals slowly increases with N : this is compatible with a theoretical analysis ( 27] ), which predicts a logarithmic relationships. The time needed to examine each normal is about 1 ms on a 200 MHz Pentium PC.
A real-size environment
The localization accuracy, obtained by the optimal exploration, has been analyzed in correspondence to trajectories (above 10 m long) within the real-size environment in Fig.  8 . These trajectories start from a position in the Department hall, and reach the adjacent Laboratory including some manipulators showing a curvilinear pro le. The mobile robot needs to localize itself with respect to this environment. The Laboratory and the hall are connected by a poorly modeled runway, within which the robot can not localize itself reliably.
One of these trajectories is depicted in Fig. 14 . At an intermediate point (about 15 m from the start point), the robot localizes itself by means of a single, suboptimal exploration. After about 6.5 m, the robot reaches the position where it has to be localized. This trajectory has been executed 100 times, and the a priori pose estimates together with their covariance matrixes have been determined. After determining and executing the suboptimal exploration, the a posteriori position estimate is generated. The a posteriori position errors are compared with the a priori ones in Fig. 15 . Notice that the a posteriori error is of the order of the cm, i.e., it is of the same order as the range measurement error.
These result have been experimentally compared with the localization accuracy achieved by using the range nder in continuous scanning mode. Fig. 16 shows the result of a scanning, compared with the environment seen from the actual robot position. This corresponds to localization errors of the order of 1 cm. Notice that the obtained error is comparable with the error obtained by a single suboptimal measurement. This can explained, since range measurement errors associated to similar exploration directions are not incorrelated (note the systematic errors along the straight segments): thus the localization error can hardly go below the range measurement error. However, one must observe that the time needed to determine the suboptimal exploration is about 4 ms (on a 200 MHz Pentium PC): this time is much smaller than the time to complete the scan (0.3 s with commercially available systems).
A further set of experiments has been carried on with a 20 m trajectory (Fig. 17 ) without any intermediate localization. The position uncertainty at the end of the trajectory is quite large, and it does not satisfy the \small uncertainty" hypothesis of Sect. 3. In Fig.  18a , the a priori estimation errors relative to 100 executions of the trajectory are compared with the estimation errors after one single suboptimal exploration. Fig. 18b shows how the a posteriori error is reduced by using a sequence of two optimal explorations.
Conclusions
A self-localization method has been presented, based on a single (sub)optimal exploration by means of an orientable range nder. This method determines and executes the selected exploration in order to update an a priori pose estimate.
While determining the suboptimal exploration, the method avoids to examine any candidate exploration worst than the currently analyzed one. This allows to complete the optimization by analyzing a very low number of normals (typical values range from 4 to 8). Therefore, in the practical cases considered, the optimization is completed within a few milliseconds.
The method, implementing a grid-based approach, has been designed especially to handle environments containing curvilinear parts. However, due to the extremely low number of examined normals, the grid-based approach is also convenient in piece-wise linear environments (for which an analytical solution 20] exists) containing more than one or two linear segments.
Experiments conducted in simple environments show that the localization accuracy obtained by the suboptimal explorations can be signi cantly better than the accuracy obtained by nonoptimal explorations.
The self-localization method based on a single, suboptimal exploration proposed in this paper has been tested in a real-size environment (on trajectories longer than 10 m). It has also been compared with continuous scanning with respect to both localization accuracy and e ciency. At least under the small uncertainty hypothesis of Sect. 3, the localization errors obtained by single suboptimal exploration and by continuous scanning are comparable, but the time needed to determine the suboptimal exploration is two orders of magnitude smaller than the time needed to complete the scanning. Notice that the \small uncertainty" conditions are normally satis ed along paths within up to 6 m from the last self-localization.
The suboptimal exploration method presented in this work has been integrated with the navigation system of a mobile robot, based on the Robuter T M platform. The integrated system has been tested by letting the mobile robot navigate within the real-size environment in Fig. 8 : it allowed safe navigation, both preventing the robot from colliding with the pillars and the walls present in the hall, and enabling it to reach assigned goal positions with good accuracy.
Future work includes (i) the extension of the presented method in order to plan not only the best sensor orientation, but also the best measurement time during the execution of an assigned trajectory, and (ii) the mutual localization of a eet of mobile robot, in which a robot is allowed not only to localize itself with respect to the environment, but also with respect to an other mobile robot.
