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ABSTRACT
With an emphasis on improving the fidelity even in super-resolution regimes, new imaging techniques have
been intensively developed over the last several years, which may provide substantial improvements to the
interferometric observation of protoplanetary disks. In this study, sparse modeling (SpM) is applied for the first
time to observational data sets taken by the Atacama Large Millimeter/submillimeter Array (ALMA). The two
data sets used in this study were taken independently using different array configurations at Band 7 (330 GHz),
targeting the protoplanetary disk around HD 142527; one in the shorter-baseline array configuration (∼ 430 m),
and the other in the longer-baseline array configuration (∼ 1570 m). The image resolutions reconstructed from
the two data sets are different by a factor of ∼ 3. We confirm that the previously known disk structures appear
on the images produced by both SpM and CLEAN at the standard beam size. The image reconstructed from
the shorter-baseline data using the SpM matches that obtained with the longer-baseline data using CLEAN,
achieving a super-resolution image from which a structure finer than the beam size can be reproduced. Our
results demonstrate that on-going intensive development in the SpM imaging technique is beneficial to imaging
with ALMA.
Keywords: techniques: high angular resolution — techniques: image processing — techniques: interferometric
— ISM: individual objects (HD 142527) — protoplanetary disks
1. INTRODUCTION
High-resolution observations are essential in several fields
of astronomy because higher angular resolution provides bet-
ter information concerning the detailed structure of astro-
nomical objects. Interferometry is an effective approach
used to obtain images of high angular resolution at radio
wavelengths. For example, the Atacama Large Millime-
ter/submillimeter Array (ALMA) interferometer has revealed
small-scale substructures within protoplanetary disks, pro-
viding us with valuable insights into planet formation (e.g.,
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ALMA Partnership et al. 2015; Andrews et al. 2018), and
ground-based Very Long Baseline Interferometry (VLBI) ob-
servations with the Event Horizon Telescope (EHT; Doele-
man et al. 2009) have allowed the unveiling of the com-
pact structure of the magnetized plasma on scales of a few
Schwarzschild radii in the vicinity of the supermassive black
hole (SMBH) in the nucleus of M87 (Event Horizon Tele-
scope Collaboration et al. 2019a).
One of the issues related to interferometric observations
is that the produced data set is an incomplete set of Fourier
components describing an intensity distribution. Since the
incomplete set always causes an “underdetermined problem”
in the radio interferometer equation, the intensity distribution
cannot be recovered directly. A means of reconstructing the
image is therefore essential.
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Figure 1. uv-coverage of two data sets of ALMA observations toward HD 142527 adopted in this work. The left panel shows Data 1 obtained
with the more compact array configuration, while the right panel shows Data 2 from the more extended array configuration.
The CLEAN algorithm (e.g., Högbom 1974; Clark 1980;
Schwab 1984; Cornwell 2008; Rau & Cornwell 2011) is the
most standard image reconstruction algorithm from the data
set. The CLEAN algorithm iteratively determines the point
source on the image domain that best fits the observed visi-
bilities, starting from an image (i.e., “dirty image”) made by
the inverse transform of the Fourier measurements with all
non-observed data set to zero. This process is repeated un-
til some convergence requirement is met. The final image is
obtained by convolving the point source model with an ide-
alized CLEAN beam (usually an elliptical Gaussian fitted to
a synthesized beam). This algorithm has been widely used
for reconstructing images taken at radio interferometers, but
recently, a new technique using the sparse modeling (hence-
forth SpM) approach is proposed to obtain higher resolution
images.
SpM is one of the techniques developed for imaging with
EHT (Honma et al. 2014; Ikeda et al. 2016; Akiyama et al.
2017a,b; Obuchi et al. 2017; Kuramochi et al. 2018; Event
Horizon Telescope Collaboration et al. 2019b). It has been
proven that this technique achieves a higher fidelity image
than the conventional CLEAN algorithm at the angular scale
of 30 − 40 % of the CLEAN beam (i.e., super-resolution)
based on mock observations with VLBI (see, e.g. Chael et al.
2016, 2018; Akiyama et al. 2017a,b; Kuramochi et al. 2018,
and references therein). Here, “fidelity” is a measure of how
brightness distribution on a reconstructed image is faithfully
restored to an expected astronomical object. As an example,
the image fidelity is quantitatively measured by some pop-
ular metrics such as the normalized root mean square error
(NRMSE; see Section 3.2 for the definition).
SpM has been applied for the imaging of the shadow of
a black hole using the EHT (Event Horizon Telescope Col-
laboration et al. 2019a), VLBI observations of high-dynamic
range images of relativistic jets (Tazaki et al. 2018), and Very
Large Array (VLA) observations of the stellar photosphere
(Matthews et al. 2018). SpM has also been used to provide
high-quality reconstructions of full polarization imaging on
a mock observation with VLBI (Akiyama et al. 2017b) and
mathematically similar Rotation Measure synthesis by using
simulation data (Akiyama et al. 2018). However, it has not
yet been applied to ALMA observational data, and it is there-
fore unknown whether SpM imaging is useful for the recon-
struction of super-resolution images based on actual observa-
tional data. Although SpM is as yet under development, cur-
rent techniques already have the potential to improve ALMA
images significantly.
In this study, for the first time, SpM imaging is applied to
an ALMA observational data set of the protoplanetary disk
around HD 142527. The target object hosts one of the most
well-studied transition disks. It is a binary system at a dis-
tance of 156 ± 7.5 pc (Gaia Collaboration et al. 2016a,b).
The primary star is a Herbig Ae/Be with spectral type F6 III,
having a mass of 2.2 M while the secondary has a mass of
0.1-0.4 M (Verhoeff et al. 2011; Biller et al. 2012). Several
observations of the object have so far been carried out with
ALMA. The results show that the brightness distribution is
strongly lopsided and that the radius of the cavity is ∼ 150
au (Casassus et al. 2013; Fukagawa et al. 2013; Boehler et al.
2017; Ohashi et al. 2018; Soon et al. 2019). An observa-
tional data set covering several different angular resolutions
therefore exists in the same frequency band. It is possible to
evaluate the performance of SpM imaging by comparing the
resulting images with those derived using the CLEAN algo-
rithm.
In this study, two sets of ALMA archive data at Band 7
(∼330GHz) were used to investigate the protoplanetary disk
around HD 142527, one of which was taken with the compact
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array configuration, and the other with the extended array
configuration. The maximum baseline lengths between the
two data sets are different by a factor of∼ 3−4. Images were
constructed from the data sets using the SpM and the popu-
lar multi-scale Cotton-Schwab CLEAN algorithm (hereafter
MS-CLEAN; Cornwell 2008; Rau & Cornwell 2011) to
evaluate whether the previously seen disk structures appear
on the images made by both the SpM and MS-CLEAN at the
angular resolutions taken by each data set. The fidelity of
the SpM image was also compared with the image from MS-
CLEAN by changing the angular resolution for both images.
The detailed outer disk structure of the SpM image seen in
the super-resolution regime is also discussed.
This study provides the first opportunity to evaluate the
performance of the SpM imaging using real observational
data at different angular resolutions. The paper is organized
as follows. The observations, calibrations, and imaging pro-
cedures are introduced in Section 2, the images from both
data sets are then evaluated based on a general image fidelity
metric in Section 3. The disk substructure inferred from the
SpM image at the super-resolution regime and the remaining
technical issues are discussed in Section 4. The conclusion
of this study is presented in Section 5.
2. DATA REDUCTIONS AND IMAGING
2.1. ALMA Data Set used for Imaging
Two data sets of ALMA observations of the protoplane-
tary disk around HD 142527 at a frequency of ∼ 330 GHz
(ALMA Band 7) are used in our investigation. One uses a
compact antenna configuration, and the other uses extended.
Figure 1 shows the uv-coverage of the two data sets. The
maximum extensions of the baseline lengths differ by a fac-
tor of ∼3-4, leading to the same difference in the size of the
synthesized beams. The calibrations used for each data set
are summarized below.
The data set obtained with the compact array configu-
ration with a maximum baseline length of 430 m was la-
beled as Data 1. Data 1 were obtained as part of the
project 2015.1.00425.S, which has already been published in
Kataoka et al. (2016). The corresponding observations were
carried out on March 11, 2015, at 343 GHz (0.87 mm) to
detect the full polarization of the continuum emission. The
observing array consisted of thirty-eight 12 m antennas. The
data were taken over a total bandwidth of 8 GHz, consisting
of four 2 GHz spectral windows centered at 336, 338, 348,
and 350 GHz. The on-source time of HD 142527 was 1.2 h,
and observations were carried out for 3.4 h in total.
The data set obtained with the extended array with a maxi-
mum baseline length of 1570 m was labeled as Data 2. Data
2 were obtained as part of the project 2012.1.00631.S, which
was carried out on July 17, 2015, at 322 GHz (0.93 mm) with
the correlator configuration for dual-polarization. The obser-
vations made use of forty 12 m antennas. The total observing
time was 22.5 h with an on-source time of 1.9 h. The total
bandwidth of 4.8 GHz was separated into two 0.5 GHz spec-
tral windows centered at 314 and 329 GHz and two 1.9 GHz
spectral windows centered at 315 and 328 GHz.
2.2. Data Reduction and Imaging with MS-CLEAN
Data 1 were calibrated using version 4.7.2 of the Com-
mon Astronomy Software Applications package (CASA;
McMullin et al. 2007), in the same manner as Kataoka et al.
(2016). The initial calibration was performed using the
ALMA pipeline. In the pipeline, the complex gains and
bandpass were calibrated with J1604-4441 and J1427-4206,
respectively, while the instrumental polarization was cali-
brated with J1512-0905. To improve the fidelity of the image,
we performed the self-calibration technique for the corrected
data. First, we constructed Stokes I model of HD 142527
using MS-CLEAN performed with scale parameters of [0,
0.3, 0.9] asec (“asec” is an abbreviation for “arcsecond”) by
adopting Briggs weighting of robust parameter 0.5. Next,
using the MS-CLEAN model, we performed iterative self-
calibration of the visibility phase (calmode = p). The interval
time used to solve the complex gain varied from 420 to 30 s.
The resultant image (= MS-CLEAN model convolved with
CLEAN beam + residual map) after self-calibration provided
the beam size of 0.51× 0.44 asec with position angle (P.A.)
of 58.7◦. The RMS noise level of the resultant image was
0.32 mJy beam−1.
Data 2 were calibrated in the same manner as Data 1. The
data were initially calibrated with the same version of the
ALMA pipeline. In the pipeline, Pallas, Ceres, and J1427-
4206 were used for the flux calibration, while the complex
gains and bandpass were calibrated with J1604-4228 and
J1517-2422, respectively. The corrected data were imaged
using MS-CLEAN performed with scale parameters of [0,
0.3, 0.9] asec by adopting Briggs weighting of robust pa-
rameters 0.5. The corrected data were then further cali-
brated iteratively with MS-CLEAN and self-calibration in
phase (calmode = p). The interval of time used to solve the
complex gain varied from 360 to 50 s. The resultant im-
age (= MS-CLEAN model convolved with CLEAN beam +
residual map) after self-calibration provided the beam size of
0.20×0.14 asec at P.A. of 78.1◦. The RMS noise level of the
resultant image was 0.07 mJy beam−1.
We note that the ratio of the central frequencies of the two
data sets is ∼ 0.9. In the (sub) millimeter continuum emis-
sions of protoplanetary disks, the ratio may cause a differ-
ence of ∼ 10 − 20 % in the source intensity based on the
typical value of the spectral index (αmm ∼ 2 − 3 given by
Fν ∝ ναmm ), such as that typically seen in the (Beckwith
& Sargent 1991; Mannings & Emerson 1994; Andrews &
Williams 2005, 2007). With a typical flux calibration error
of up to 10 % in ALMA observations (Gautier 2013; Paola
2015), the source intensity of the two data sets may differ by a
total of. 30 %. To check the difference in intensity between
the two data sets, the total fluxes are estimated by measuring
the maximum value of the visibility amplitude. The resultant
total fluxes of Data 1 and 2 are derived to be 3.3 Jy and 3.2
Jy, respectively, indicating a total difference of ∼ 3 %. The
two data sets therefore satisfy the assumptions.
2.3. Imaging with Sparse Modeling
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Figure 2. Flowchart of the image processing with SpM. The SpM image is automatically generated through 10-fold cross validation (CV) after
inputting a user-specified parameter set. Step 1: we prepare the visibility data set (here, the self-calibrated visibilities of data set is used). Step
2: the user-specified parameters (i.e., field of view, image pixels size, and regularization parameter set of (Λl , Λt )) is set. Step 3: 10-fold cross
validations with SpM imaging for each set of regularization parameters are executed, providing the results of cross validation error (CVE). In
the equation of CVE, N is the total training data, and W (= 1/σ2) is the weight for the visibilities. Step 4: (Λl , Λt ) with the minimum CVE is set
to the optimal regularization parameters. Step 5: SpM imaging with full data set is executed, and the SpM image with the optimal regularization
parameters is finally selected.
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We used the self-calibrated visibilities of both data sets
to reconstruct the images with SpM utilizing `1+TSV reg-
ularization (Kuramochi et al. 2018). This latest imaging
technique utilizes two convex regularization functions of the
brightness distribution: `1-norm and total squared variation
(TSV). These regularizers adjust sparsity and smoothness
in the brightness distribution, respectively. This technique
can be used to achieve resolutions as high as ∼ 30− 40% of
the angular resolution while maintaining image fidelity (Ku-
ramochi et al. 2018). The imaging equation is formulated as
following.
I= argmin
I
(
||W(V−FI)||22 +Λl
∑
i
∑
j
|Ii,j|
+Λt
∑
i
∑
j
(|Ii+1,j − Ii,j|2 + |Ii,j+1 − Ii,j|2)), (1)
where I = {Ii,j} is the two dimensional image reconstruction
to be solved, the element in row i and column j is represented
by Ii,j, V is the observed visibility (i.e., the self-calibrated
visibilities), F is the Fourier matrix, and W = {δi j/σ2i j} is a
diagonal matrix normalizing the residual visibility (V −FI)
on the first term. σi j is the observational error of each data
point, and δi j is the Kronecker delta. The first term is the
sum of the squared residuals between the observational data
and the model, namely the traditional χ2-term that represents
how well the reconstructed image reproduces the observa-
tional data. The second term, `1-norm, adjusts the sparsity
of the brightness distribution, while the last term handles the
sparsity of the TSV in the gradient domain which effectively
controls the smoothness of the brightness distribution. The
balance of these two regularization terms is controlled by two
positive variables Λl and Λt .
A procedure of generating an SpM image from visibility
data is illustrated in the flowchart in Figure 2. The parameters
first required for SpM imaging are (1) field of view, (2) pixel
size of the reconstructed image, and (3) two regularization
parameters for regularization functions, namely `1-norm and
TSV (Kuramochi et al. 2018).
A pixel size of 0.05 × 0.05 asec was used for Data 1 and
0.025 × 0.025 asec for Data 2, which were both at least 7
times smaller than the synthesized beam of MS-CLEAN, and
5.0×5.0 asec for the field of view, which is large enough to
cover the entire region where the continuum emission has
been detected. Note that this pixel size does not significantly
affect the resultant images as it is small enough to trace the
structure on the spatial scales constrained by the longest-
baseline visibilities, because we utilize the TSV which sup-
ports multi-resolution reconstruction by regularizing the gra-
dient function of the image. The TSV can reconstruct an
edge-smoothed image (Kuramochi et al. 2018).
we adopt 16×9 sets of regularization parameters for Data
1, consisting of (1× 102,2× 102, ...,9× 102) for Λl and
(3×104,4×104, ...,9×105) for Λt , and 6×6 sets of regular-
ization parameters for Data 2, consisting of (102,103, ...,107)
for Λl and (10−3,10−2, ...,102) for Λt . The optimal parame-
ter set of (Λl , Λt) was determined by 10-fold cross valida-
tion (CV) (see Akiyama et al. 2017a,b, for details) that eval-
uates the parameter sets and chooses a parameter set provid-
ing the optimal goodness-of-fit for given uncertainties. The
cross validation error (CVE) of these parameter sets was then
evaluated using 10-fold CV, and the parameter set and corre-
sponding image were selected, minimizing the CVE for each
spectral window of each set of data.
For the self-calibrated visibilities, the imaging equation
(1) becomes a convex optimization, guaranteeing the conver-
gence to a unique solution regardless of the initial conditions
(e.g., Akiyama et al. 2017b; Kuramochi et al. 2018). The
fast iterative shrinking threshing algorithm (FISTA; Beck
& Teboulle 2009a,b) is a popular and efficient algorithm
for solving optimization; therefore a monotonic variant of
FISTA (MFISTA) was used, that is especially designed for
the regularization of `1-norm with another convex function
(see Akiyama et al. 2017b, for details). Prior to imaging, the
self-calibrated visibilities were gridded using cell-averaging
(e.g., see Thompson et al. 2017). Images were reconstructed
for both data sets at each spectral window to evaluate the
noise levels in the reconstructed images, and also to minimize
the potential effects caused by frequency-dependent residual
gains in the visibility amplitudes. As a result, four images
were reconstructed for each data set and then averaged into a
final image.
It is worth noting that because the self-calibrated visibili-
ties that were iteratively calibrated with MS-CLEAN imag-
ing and self-calibrations in phase were used, the SpM images
will be affected by residual gains in the visibility amplitude,
as well as the residual phase errors induced by the use of self-
calibration with MS-CLEAN, which may cause additional er-
rors and artifacts on the reconstructed images. The effects of
these residual complex gains are discussed in Section 4.1.1 in
detail, although it will not significantly affect the main results
of this paper described in Section 3.
3. RESULTS
3.1. Images at Different Angular Resolutions
The images reconstructed by SpM and MS-CLEAN are
compared and evaluated to ascertain whether the previously
known disk structures appear on both images. The image fi-
delity of SpM in comparison with MS-CLEAN is also exam-
ined with regards to the super-resolution regime. Figure 3
shows the reconstructed images from the two data sets of
the ALMA observations at 322 and 343 GHz using SpM and
MS-CLEAN. The images are either not convolved (top pan-
els) or convolved (lower panels) with different sizes of el-
liptical Gaussian beams. Nominal resolutions are defined as
synthesized beams of the MS-CLEAN images for Data 1 and
2. Meanwhile, in both the SpM and MS-CLEAN images, op-
timal resolutions are determined using normalized root mean
square error (NRMSE) analysis by regarding the Data 2 MS-
CLEAN image as the reference image (see Section 3.2). For
the NRMSE analysis, the beam and P.A. of the images has
to be matched to that of the reference image. In this analy-
sis, the nominal resolution of Data 1 is therefore modified to
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Data 1 (shorter baseline) Data 2 (longer baseline)
Reference  Image
Optimal Resolution
Optimal Resolution
1’’ (= 156 au )
Figure 3. Images of HD 142527 constructed with two data sets from ALMA observations taken at 322 and 343 GHz as reconstructed using
SpM and MS-CLEAN. The same color scale given by a power law with a scaling exponent of 0.6 and field of view of 5.0× 5.0 asec are adopted
for all images. The left two columns show images from Data 1 reconstructed with SpM and MS-CLEAN, respectively, while the right two
columns show images from Data 2. The raw reconstructed images or those restored with an elliptical Gaussian beam are given for each row
of images, for which the FWHM shape is shown in a white ellipse in each panel. The axial ratio and P.A. of the beam are fixed to those of the
synthesized beam size of Data 2 for Briggs weighting with a robust parameter of 0.5 adopted for use with MS-CLEAN. (Top panels): The raw
reconstructed images without any Gaussian convolution. (2nd panel): Reconstructed images convolved with the nominal resolution of Data 2.
(3rd panel): Reconstructed images convolved with the optimal resolution of Data 1 for SpM, respectively, determined by NRMSE analysis (see
Section 3.2 and Figure 4). (4th panel): Reconstructed images convolved with the optimal resolution of Data 1 for MS-CLEAN, determined by
NRMSE analysis. (5th panels): Reconstructed images convolved with the nominal resolution of Data 1
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0.57×0.40 asec with a P.A. of 78.1◦, which is determined to
have the same solid angle of the beam as the original one.
We define that the beam size ratio for the nominal resolu-
tion of Data 1 (labeled by R) has a range of 0 %≤R≤ 100 %.
The lowest angular resolution shown in the bottom panels
of Figure 3 corresponds to the nominal resolution of Data 1
(0.57×0.40 asec, R = 100 %). It is apparent that the source
intensity is consistent within. 6 % between the four images,
which may be accounted for by the differences in the central
frequencies and the flux calibration errors between Data 1
and 2. All the four images show a lopsided structure in the
outer disk and the thermal dust emission that is brighter in the
northeastern side, as seen in previous studies (Casassus et al.
2013; Fukagawa et al. 2013; Casassus et al. 2015; Boehler
et al. 2017; Ohashi et al. 2018; Soon et al. 2019).
The disk structures in the SpM and MS-CLEAN images
start to deviate at the optimal resolution of Data 1 MS-
CLEAN (0.34×0.24 asec, R = 60 %). Blobby structures ap-
pear in the MS-CLEAN image, while those are blurred. The
blobby structures become more apparent in the MS-CLEAN
image at the optimal resolution of Data 1 SpM (0.23× 0.16
asec, R = 41 %). On the other hand, the Data 1 SpM im-
age is still consistent with the Data 2 MS-CLEAN image at
these resolutions, even in a super-resolution regime (i.e., the
nominal resolution of MS-CLEAN for Data 2, R = 35 %).
This fact is consistent with previous works based on imaging
simulations (e.g., Chael et al. 2016; Akiyama et al. 2017a,b;
Kuramochi et al. 2018).
It is worth noting that the differences between SpM and
MS-CLEAN are also remarkable in the raw reconstructed
images which present the original images before Gaussian
convolution (top panels of Figure 3, R = 0 %). The raw SpM
images from the two data sets with different array configura-
tions consistently show a smooth distribution of brightness in
the outer disk. In comparison, the outer disk in the raw MS-
CLEAN images, in which the map of clean components is
shown, consists of more compact point-like features, which
are not consistent with each other or with any of the other
images, suggesting that these features can be presumed arti-
ficial.
3.2. Fidelity at Multi-resolution
For more quantitative analysis, we evaluate the normalized
root mean square error (NRMSE) between the images with
different angular resolutions (Chael et al. 2016; Akiyama
et al. 2017a; Kuramochi et al. 2018). The NRMSE is defined
as:
NRMSE(I,K)image =
√∑
i
∑
j |Ii,j −Ki,j|∑
i
∑
j |Ki,j|
. (2)
where I = {Ii,j} is the input image and K = {Ki,j} is the refer-
ence image. The NRMSE is calculated by changing a beam
size (i.e., a spatial resolution). The beam size providing the
minimum NRMSE may be considered as an optimal resolu-
tion (Chael et al. 2016). Previous studies (e.g., Akiyama et al.
2017a; Kuramochi et al. 2018) suggest that the NRMSE is
often dominated by errors in excessively bright pixels, and
therefore may not represent the fidelity of some other prop-
erties such as the smoothness of the image and the size of the
emission region. Hence, the NRMSE of the gradient-domain
brightness distribution was also evaluated using the Prewitt
filter (Kuramochi et al. 2018). The metric for the fidelity of
the image is evaluated by taking the gradients of the image,
given by
|∇I(x,y)| =
√∣∣∣∣ ∂I∂x
∣∣∣∣2 + ∣∣∣∣ ∂I∂y
∣∣∣∣2 (3)
as a continuous distribution of the brightness. Errors in the
image gradients can be evaluated using equation (2),
NRMSEgrad(I,K)≡ NRMSEimage(∇I,∇K) (4)
To calculate NRMSE, it is necessary to choose a reference
image. The risk of intrinsic bias becomes lower when the
reference image is chosen to be a method that is well known
to and trusted by the community. The Data 2 MS-CLEAN
at its nominal resolution is therefore the best choice as the
reference image. With this reference image, the NRMSEs of
the beam-convolved MS-CLEAN and SpM images of Data 1
are evaluated.
Figure 4 shows the results of NRMSE analysis on both the
image and gradient domains. Each image is convolved with
an elliptical beam size, whose axial ratio and P.A. are the
same as that of the Data 2 MS-CLEAN image. The nominal
resolution of Data 1 normalizes the convolving beam size.
The solid green line shows the ideal NRMSE curves between
the non-convolved and the convolved reference images, ef-
fectively quantifying the best-case scenario in which the dif-
ference from the original input is due to a loss of resolution.
The other lines show the NRMSEs between the reference im-
age and the other three images.
Table 1 summarizes the optimal resolutions as determined
by the NRMSE. For each image, the worst optimal resolution
was selected from the results of two NRMSE analyses (for
the image and gradient domains) and defined as the optimal
resolution. In the 3rd and 4th rows of Figure 3, we show
all four images convolved with the optimal resolutions of the
SpM and MS-CLEAN images, respectively. In the following
paragraphs, we describe in more detail the characteristics of
each curve (image and gradient domain) and their relation to
the corresponding images.
The Data 1 MS-CLEAN image achieves the optimal reso-
lution at R = 60 % and sharply increases the NRMSEs at finer
resolutions. The compact artifacts created in MS-CLEAN
dominate the deviations from the other lines for NRMSE.
The Data 1 MS-CLEAN image at its optimal resolution (4th
row of Figure 3) already shows blobby-like structures, which
can be attributed to the underlying assumption used in the
production of the image.
In general, the original image of MS-CLEAN is composed
of an ensemble of point sources and Gaussian sources with
appropriate sizes, i.e., CLEAN components (top row of Fig-
ure 3). The final CLEAN image is reconstructed by convolv-
ing the CLEAN components with an idealized CLEAN beam
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corresponding to the nominal resolution of Data 1. With a
finer spatial resolution than the nominal resolution, the MS-
CLEAN image gets close to the CLEAN components itself,
making the image blobby. Since NRMSE is more weighted
at brighter pixels than lower-intensity skirts of the emission,
the optimal resolution would be slightly finer than the nomi-
nal resolution, causing the blobby structures. These results
are consistent with previous work on imaging simulations
(Chael et al. 2016; Akiyama et al. 2017a,b; Kuramochi et al.
2018).
In contrast, the Data 1 SpM image follows the curves of the
reference image until at R = 45−50 % in both the image and
in the gradient domains. The optimal resolution reaches R =
41 %, which is better than that of the Data 1 MS-CLEAN.
At resolutions finer than R = 41 %, the NRMSE of the Data
1 SpM shows flat curves until at the nominal resolution of
Data 2 (R = 35 %), with typical ranges of 5 − 10 % in the
image domain and 10 − 15 % in the gradient domain. Al-
though this resolution is better than the nominal resolution
for Data 1 by a factor of ∼ 3 (i.e., a super-resolution), the
Data 1 SpM image is consistent with the Data 2 MS-CLEAN
at the same resolution, while the Data 1 MS-CLEAN image
is significantly affected by compact structures that can be at-
tributed to underlying assumption used in the production of
these images.
3.3. Evaluation of Radial and Azimuthal Structure of the
Outer Disk
The NRMSE analysis described in Section 3.2 evaluates
the image fidelity by compressing two-dimensional informa-
tion into a single value. In this section, we investigate source-
specific quantities to evaluate the reconstructed images.
Interesting metrics would be based on the radial and az-
imuthal structure of the outer disk, with the origin set to
the location of the central star. Considering that each ra-
dial structure would form a Gaussian distribution, Figure 5
shows the peak and the FWHM of the radial surface bright-
ness profiles at position angles for the Data 1 SpM and Data 2
MS-CLEAN images convolved with the nominal resolution
of Data 2. The data points of the physical parameters of the
outer disk, each within 10◦ along the P.A. are thus collected,
deriving the mean values as a measurement set on the P.A.
profiles. The shaded regions in Figure 5 indicate the stan-
dard deviations σi derived by the calculation. The total flux
of the Data 1 SpM image is scaled to that of the Data 2 MS-
CLEAN image to minimize the effects of errors in the flux
calibration.
Table 2 summarizes the residual statistics for the physi-
cal parameters of the P.A. profiles, as shown in Figure 5.
The residual parameters are subtracted from the two images
on each P.A. profile. The radial locations of the peak and
its halves (outer/inner half peak) and the radial FWHMs are
mostly consistent within nearly 10% of the nominal angular
resolution of Data 2, which is close to the pixel size of the
image. The peak and integrated intensity are also consistent;
the mean and standard deviation are comparable to the noise
levels on the residual maps estimated in Section 4.1.1. There-
fore, Figure 5 indicates that each profile is in good agreement
in terms of the radial and azimuthal structure of the outer
disk.
4. DISCUSSION
4.1. Investigations of Raw Reconstructed Images
In Section 3, we have demonstrated that the application of
SpM to Data 1 is possible to provide a high fidelity image in
the super-resolution regime. Following the successful exper-
imental application of the SpM, in this section, we discuss
the SpM image reconstructed from especially Data 2.
We first compare the SpM and MS-CLEAN images of Data
2 at its nominal resolution. As a result, we find that they are
in good agreement at the nominal resolution in terms of the
radial and azimuthal structures of the emission, as shown in
Appendix.A.
We next focus on the raw SpM image. Figure 3 shows that
the raw SpM image from Data 2 is similar to the image that
has undergone post-imaging beam convolution at the nom-
inal resolution of Data 2. Kuramochi et al. (2018) pointed
out that the raw reconstructed image can keep a high fidelity
and thereby the traditional method of the Gaussian convolu-
tion with a restoring beam in interferometric imaging would
no longer be required for the `1+TSV regularization. It is
thus instructive to investigate whether the substructures of the
emission are seen in the raw reconstructed image of SpM. In
the following subsections, we first introduce the noise term
of the raw reconstructed image of SpM to evaluate the de-
tection threshold, and the substructures seen in the image are
discussed.
In addition, it should be worth showing the NRMSE analy-
sis when the raw SpM image is adopted as the reference. We
show this analysis in Appendix.B.
4.1.1. Noise Terms in Reconstructed Images
We evaluate the noise level of the raw reconstructed images
for Data 1 and 2, respectively. Figure 6 shows a histogram
that details the artificial emission outside the outer disk, 2.0
asec from the phase center (hereafter, the off-source area).
Due to both systematic errors and thermal noise, both raw
SpM images suffer from artificial emissions in the off-source
area. Because of the non-negative constraints in the imaging
algorithm, as described in Section 2.3, the histogram is on
the positive side and has a longer tail than that of a Gaus-
sian distribution. A maximum intensity (I100) of 81.6 and
54.5 mJy asec−2 is apparent for Data 1 and 2, respectively.
Another way to estimate the noise levels is to measure the
standard deviation of the residual map, which can be obtained
by two-dimensional Fourier transform of the residual visibil-
ities between the model data (which can be obtained by in-
verse two-dimensional Fourier transform of the reconstructed
image) and the observed data.
The residual maps of SpM were reconstructed from the
residual visibilities using the DIFMAP software (Shepherd
et al. 1994). To minimize the effects caused by frequency-
dependent residual gains in the visibility amplitudes, we
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Table 1. Optimal Resolutions determined by NRMSE analysis
Angular Resolution SpM (Data 1) MS-CLEAN (Data 1) Reference: MS-CLEAN (Data 2)
Nominal Resolution (mas) NaN 57 × 40 (100 %) 20 × 14 (35 %)
Optimal Resolution on Image Domain (mas) 23 × 16 (41 %) 31 × 22 (55 %) NaN
Optimal Resolution on Gradient Domain (mas) 22 × 15 (39 %) 34 × 24 (60 %) NaN
NOTE—The axial ratio and the P.A. of the beams for Data 1 are fixed to those of the synthesized beam size of the MS-CLEAN image for Data
2. The percentages indicate the beam size ratio for the nominal resolution of Data 1. “mas” is an abbreviation for “milliarcsecond”
Image Domain Gradient Domain
Figure 4. NRMSEs of the four reconstructed images as a function of the normalized beam size, on the image domain (the left panel), and
the gradient domain (the right panel). The Data 2 MS-CLEAN image is adopted as the reference image (green line) for the NRMSE analysis
in both panels. Each image is convolved with an elliptical beam size, with the same axial ratio and P.A. as the nominal resolution of Data 2.
The nominal resolution of Data 1 normalizes the size of the convolving beam shown in the horizontal axis. The nominal resolution of Data 2
indicates 35 % (= 20×14 mas) of Data 1.
Table 2. Residual Statistics of P.A. profiles
SpM (D1) - MS-CLEAN (D2)
Quantities (unit) Mean Std Abs.Max
Radial Peak (mas) 1.14 14.82 27.00
Outer Half Peak (mas) 1.38 12.58 24.00
Inner Half Peak (mas) -5.92 22.30 27.00
FWHM (mas) -7.30 21.93 36.00
Peak I (mJy asec−2) -2.77 49.37 46.23
Integr. I (mJy asec−1) -1.20 8.05 5.51
first made the residual visibilities from the SpM image re-
constructed at each spectral window. Then, the residual
maps were created through two-dimensional Fourier trans-
form adopting a natural weighting, providing synthesized
beams of 0.57×0.49 asec with a P.A. = 63◦ and 0.22×0.16
asec with a P.A. = 80◦ for Data 1 and 2, respectively. Finally,
we combined the residual maps of all the spectral windows
to obtain a final image. The residual maps of MS-CLEAN
were generated on the process of the image reconstruction as
described in the Section 2.2. The degree of difference of the
beam size on the residual map between the SpM and MS-
CLEAN was derived to be 12 %.
The top and middle panels of Figure 7 show the residual
maps of MS-CLEAN and SpM for Data 1 and 2. In the
on-source area, MS-CLEAN images have a near symmet-
rical distribution of the residuals, while SpM images have
asymmetric and more residuals. This can also be seen in the
off-source area; the SpM residual images have RMS noise
of 0.44 and 0.14 mJy beam−1 for Data 1 and 2, respec-
tively, while the MS-CLEAN residual maps show smaller
RMS noise of 0.32 and 0.07 mJy beam−1. This is primary
because SpM imaging is performed on self-calibrated data
for the MS-CLEAN images, and the gains are not precisely
solved for SpM images. This is because the SpM imaging
solves the observational data by assuming that a modeled ob-
ject is composed of various smooth scale sizes, while the
self-calibration solves gains by assuming that a model is a
collection of point sources, adopting a multi-scale approach
with the MS-CLEAN algorithm. The processing may lead
to both artificial emissions and higher residuals on the SpM
image than on the MS-CLEAN image of almost the same
resolution.
We regard higher intensity than detection threshold (>
I100) as the dust emissions from the disk. When we take
the beam-convolution into account, I100 are comparable to
7 times higher than the RMS noise level in the residual map
of Data 1 and 2.7 times for Data 2. Therefore, the emissions
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(b)
 SpM (D1)  v.s. MS-CLEAN (D2) 
on the Nominal Resolution of Data 2
Figure 5. The position angle (P.A.) profile for the Data 1 SpM (red
color) and the Data 2 MS-CLEAN (green color) images convolved
with the Data 2 MS-CLEAN nominal resolution. The top panel
shows the radial location of the peak (circle points) and its 50%
(i.e., FWHM; cross points) of the intensity distribution of the outer
disk overlaid by the Data 2 MS-CLEAN image. The middle panel
shows the radial FWHM sizes of the intensity distribution for the
outer disk. Bottom panel shows the peak (circle points) and radially
integrated (cross points) intensities.
above the I100 level is likely able to capture the previously
known disk structure around HD 142527.
4.1.2. Double Ridge-line shown in the Outer Disk
Figure 8 shows the raw reconstructed SpM images of Data
1 and 2 with contours starting at I100. Only in the Data 2
SpM image, we found there is a break area of the emission,
where the I100 contour twists and connects to the bright re-
gion toward the north. Moreover, the intensity distribution
at P.A. of 265◦ − 270◦ shows a double ridge-like structure.
Figure 9 shows the radial profiles along the specific position
angles of the raw reconstructed SpM images as well as those
of the Data 2 MS-CLEAN image. The radial profile of the
raw Data 2 SpM image only shows a double ridge-like struc-
ture at P.A.= 265◦ −270◦, which might indicate the presence
of substructure in the horseshoe dust distribution.
We caution that there is so far no clear evidence to present
the robust degree of the super-resolution of Data 2 for SpM.
The degree of super-resolution that we can achieve for Data
2 varies depending on the signal-to-noise ratio, as well as
the uv-coverage. Figure 1 actually shows that the higher
spatial frequency components of uv-coverage for Data 2 are
Figure 6. Histograms of artificial emissions outside the outer disk
(i.e., off-source area) on the raw (i.e., non-convolved) SpM images
for Data 1 (top panel) and Data 2 (bottom panel). The vertical
dashed lines denote the 99.7% intensity (I99.7) and the maximum
(100%) intensity (I100) of the off-source area.
relatively sparse. Due to the lower density of the high spa-
tial frequency components, the shorter-baseline data is more
weighted in the minimization of Equation 1. Such a data set
could at least prevent the factor 3 improvement of the spa-
tial resolution with SpM imaging. To assess the consistency
of the SpM imaging and definitely confirm the existence of
this disk substructure, the observations at higher spatial res-
olution and deeper sensitivity comparable to DSHARP (An-
drews et al. 2018) should be conducted. We also note that
more source-specific modeling of brightness distribution on
the sky and observational simulations may be necessary to
verify the presence of very small scale structures, in a sim-
ilar manner as Event Horizon Telescope Collaboration et al.
(2019b).
4.2. Future Prospects for Imaging
In Section 3, we have demonstrated that the application
of SpM provides high-fidelity super-resolution images. The
major structures are in good agreement with a factor of
∼ 3 times the nominal resolution used in MS-CLEAN imag-
ing. Although this factor is broadly consistent with previ-
ous research (Honma et al. 2014; Akiyama et al. 2017a,b;
Kuramochi et al. 2018), it could be profoundly different
for other data sets with different intensity distributions, uv-
coverages, and/or sensitivities. In future work, we will in-
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Data 1 (shorter baseline) Data 2 (longer baseline)
Figure 7. Residual maps of the four reconstructed images produced by SpM and MS-CLEAN. The field of view of 61.44× 61.44 asec and 5.0
× 5.0 asec are adopted for the four images in the top and middle panels, respectively. The lower panels show that the off-source regions, which
are outside a radius of 2.0 asec from the center coordinates, are extracted from the noise histograms in these images and count pixel values
comparable to noise levels in the image domain. The residual maps with MS-CLEAN for Data 1 and Data 2 are convolved with a synthesized
beam of 0.51×0.44 asec (P.A. = 59◦) and 0.20×0.14 asec (P.A. = 78◦), respectively (see Section 2.2 for details). The residual maps with SpM
for Data 1 and Data 2 are convolved with a synthesized beam of 0.57×0.49 asec (P.A. = 63◦) and 0.22×0.16 asec (P.A. = 80◦), respectively
(see Section 4.1.1 for details).
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Data 1 SpM Data 2 SpM
Figure 8. SpM images of protoplanetary disk HD 142527 from Data 1 (le f t panel) and Data 2 (right panel). The same logarithmic color scale
and field of view of 5.0 × 5.0 asec are adopted for images. A white bar of 1 asec (= 156 au) is provided for reference to the angular scales.
Each contour corresponds to (1,3,6,9,12,15)× I100 for Data 1 and I100 for Data 1 is 81.6 mJy asec−2, as derived in Figure 6. I100 for Data 2 is
54.6 mJy asec−2. The total flux of the Data 2 SpM image is scaled to that of the Data 1 SpM image to minimize the effects from flux calibration
errors, and these images are not convolved with the Gaussian beam. The beam sizes of nominal resolution of Data 1 and 2 are plotted on its
panels respectively to compare the degree of the spatial resolution between the nominal resolution domain and the raw image domain.
Data 1 SpM Data 2 SpM Data 2 MS-CLEAN
Beam Size
Figure 9. The radial profiles along the specified position angles near the break area (P.A. = 260◦,265◦,270◦,275◦) for the raw (i.e. non-
convolved) reconstructed SpM images for Data 1 and Data 2 (left and middle panels) and the Data 2 MS-CLEAN image (right panel). The
horizontal axis indicates the orbital radius starting from the phase center (corresponding to the position of the central star). The vertical axis
indicates the intensities of dust emissions. The total flux of the SpM image and MS-CLEAN image for Data 2 are scaled to that of the Data 1
SpM image to minimize the effects from flux calibration errors.
vestigate how to determine the effective resolution for this
technique.
We next describe several issues which can be further ex-
plored in future work, to improve the signal-noise ratio
(SNR) further and the fidelity of reconstructed images. Pri-
mary features that limit the SNR of both SpM images are the
compact noises seen on the off-source area. Because the lo-
cations of these compact noises are broadly consistent with
those within the MS-CLEAN components, this could pre-
dominantly be due to the miscalibration of the complex gains
caused by the self-calibration with MS-CLEAN images. A
straightforward way to reduce these compact noises is iter-
ative SpM imaging involving self-calibration. Recent work
in Chael et al. (2018) has suggested that self-calibration with
images from new imaging techniques may significantly re-
duce such artifacts. Event Horizon Telescope Collaboration
et al. (2019b) has also adopted this strategy using the SpM
imaging produced during this study.
Another factor, which is less important but which can
limit the fidelity of our SpM images, are errors coming from
the uv-gridding. Because the SpM images are produced
from uv-gridded visibilities, our imaging process is equiva-
lent to a single minor cycle in the Cotton-Schwab CLEAN
(Schwab 1984). This issue can be mitigated by switching the
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Fourier transform algorithm to non-uniform FFT (NuFFT)
algorithms, which may adopt an image from uv-gridded data
as the initial model to minimize the number of iterations and
NuFFT operations. The major cycle could also be included to
reduce the number of NuFFT operations further. This can be
achieved by (1) computing residual visibilities on the orig-
inal uv-coordinates with NuFFT using the previous minor-
cycle image, (2) deriving uv-gridded visibilities by adding
uv-gridded residual visibilities to the model visibilities from
the minor-cycle image, (3) imaging with uv-gridded visibili-
ties, and (4) repeating (1-3).
Finally, we note that for the community to use such new
imaging techniques, the implementation of these algorithms
in a major software package is essential. The SpM imaging
algorithms presented in this paper are currently being imple-
mented as an external module of CASA (PRIISM; Nakazato
et al. 2019), with many improvements to the core imaging
code such as the use of FFT/NuFFT algorithms and with fur-
ther acceleration of the numerical codes.
5. CONCLUSION
We present images of the protoplanetary disk around
HD 142527 obtained with ALMA using SpM, which is a
new high-fidelity super-resolution imaging technique for ra-
dio interferometry. We summarize our main conclusions as
follows.
(1) SpM drastically improves the image fidelity of obser-
vations of the disk structure around HD 142527 in the super-
resolution regime. The Data 1 SpM image achieves an op-
timal beam size of 35− 40 % of the nominal resolution for
Data 1 by using NRMSE analysis regarding the Data 2 MS-
CLEAN image as the reference image. This result means that
the Data 1 SpM image achieves ∼ 3 times the higher angular
resolution with respect to the nominal resolution of Data 1.
(2) To evaluate the raw (i.e., not convolved) SpM im-
age, we conservatively introduce the detection threshold I100,
which is the maximum intensity in the emission-free area.
With this threshold, we found that new substructures in the
horseshoe dust disk are inferred. There is a break area at P.A.
of ∼ 230◦, where the I100 contour twists and connects to the
bright region toward the north. Moreover, the intensity distri-
bution at P.A. of 265◦−270◦ shows a double ridge-like struc-
ture. To confirm these notable substructures, the HD 142527
disk deserves a follow-up observation at higher spatial reso-
lution and deeper sensitivity.
(3) SpM images have more asymmetric and larger residu-
als, while MS-CLEAN images have nearly symmetric resid-
uals distributions. This is predominantly caused by the mis-
calibration of the complex gains due to the self-calibration
with MS-CLEAN. A straightforward of mitigating this prob-
lem is iterative SpM imaging involving self-calibration. By
combining the implementation of the NuFFT algorithm, SpM
imaging will lead to further improvements in the fidelity and
SNR of the reconstructed images of protoplanetary disks ob-
served with ALMA. We plan to investigate this in the near
future further.
Our results demonstrate that on-going intensive develop-
ments of new imaging techniques using SpM is an attractive
choice to provide a high-fidelity super-resolution image with
ALMA.
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APPENDIX
A. EVALUATION OF RADIAL AND AZIMUTHAL
STRUCTURE OF THE OUTER DISK: IN THE CASE
OF DATA 2 SPM IMAGE
Figure A1 shows the peak and the FWHM of the radial sur-
face brightness profiles at position angles for the Data 2 SpM
and Data 2 MS-CLEAN images convolved with the nominal
resolution of Data 2. The profiles are in the same manner as
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Figure 5. The total flux of the Data 1 SpM image is scaled to
that of the Data 2 MS-CLEAN image to minimize the effects
from errors in the flux calibration.
Table A1 summarizes the residual statistics for the phys-
ical parameters of the P.A. profiles, as shown in Figure A1.
The residual parameters are subtracted from the two images
on each P.A. profile. The radial locations of the peak and
its halves (outer/inner half peak) and the radial FWHMs are
mostly consistent within nearly 10% of the nominal angu-
lar resolution of Data 2, which is close to the pixel size of
the image. The peak and integrated intensity are also consis-
tent; the mean and standard deviation are comparable to the
noise levels on the residual maps estimated in Section 4.1.1.
Therefore, Figure A1 indicates that each profile is in good
agreement in terms of the radial and azimuthal structure of
the outer disk.
Table A1. Residual Statistics of P.A. profiles
SpM (D2) - MS-CLEAN (D2)
Quantities (unit) Mean Std Abs.Max
Radial Peak (mas) 3.00 4.30 12.00
Outer Half Peak (mas) -1.95 4.26 3.00
Inner Half Peak (mas) 4.38 6.69 21.00
FWHM (mas) 6.32 10.32 36.00
Peak I (mJy asec−2) -19.43 24.35 11.05
Integr. I (mJy asec−1) -1.22 4.46 4.68
B. FIDELITY AT MULTI-RESOLUTION USING NRMSE
REGARDING DATA 2 SPM IMAGE AS THE
REFERENCE IMAGE
We present the results of NRMSE analysis by regarding
the raw (i.e., non-convolved) Data 2 SpM image as the refer-
ence image. Table B1 summarizes the optimal resolutions as
determined by the NRMSE. For each image, the worst opti-
mal resolution was selected from the results of two NRMSE
analyses (for the image and gradient domains) and defined as
the optimal resolution. In the following paragraphs, we de-
scribe in more detail the characteristics of each curve (image
and gradient domain) and their relation to the corresponding
images.
The Data 1 MS-CLEAN image shows significant devia-
tions from the reference image at R = 50 − 60 %. This
achieves the optimal resolution at 55 % and sharply increases
the NRMSEs at finer resolutions. The compact artifacts cre-
ated in MS-CLEAN dominate the deviations from the other
lines for NRMSE. The Data 2 MS-CLEAN starts to deviate
from the SpM image for the same data set immediately after
the resolution becomes smaller than nominal. The optimal
resolution achieves at R = 25 %, corresponding to 70 % of the
Data 2 nominal resolution. Similar to Data 1, the Data 2 MS-
CLEAN image shows a rapid increase in the NRMSE at finer
resolutions, which is dominated by small artifacts. There-
(a) (a) (b)
SpM (D2) v.s. MS-CLEAN (D2) 
on the Nominal Resolution of Data 2
SpM (D1) v.s. SpM (D2) 
on the Raw Image Domain 
Position Angle (°) Position Angle (°)
Figure A1. The position angle (P.A.) profile for the Data 2 SpM
(blue color) and Data 2 MS-CLEAN (green color) images con-
volved with the Data 2 MS-CLEAN nominal resolution. The top
panel shows the radial location of the peak (circle points) and its
50% (i.e., FWHM; cross points) of the intensity distribution of the
outer disk overlaid by the Data 2 MS-CLEAN image. The middle
panel shows the radial FWHM sizes of the intensity distribution for
the outer disk. Bottom panel shows the peak (circle points) and
radially integrated (cross points) intensities.
fore, the NRMSEs of the MS-CLEAN images have simi-
lar behavior due to compact artifacts that appear clearly at
R≤ 50−60 %. The above results are consistent with previous
work on imaging simulations (Chael et al. 2016; Akiyama
et al. 2017a,b; Kuramochi et al. 2018).
In contrast, the Data 1 SpM image follows the curves of
the reference image until at R = 30 − 40 % in both the im-
age and gradient domains. The optimal resolution reaches R
= 15 %, which is better than the images from MS-CLEAN.
At resolutions of R≤ 20 %, the NRMSE of the Data 1 SpM
shows flat curves, with typical ranges of 5−10 % on the im-
age domain and 20−25 % on the gradient domain. It can be
assumed that the NRMSE of 5−10 % on the image domain is
caused by systematic errors between two data sets. In partic-
ular, the self-calibrated visibilities that we used could be the
origin of the systematic errors, because they were iteratively
calibrated using the MS-CLEAN images.
Figure B2 shows the Data 1 SpM images at the optimal
resolution and without any post-processing Gaussian, and
a residual image between both images, respectively. As
shown in the residual image, residual intensities are less than
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10 − 20% of the original images, indicating that the images
are almost in agreement. This means that the intensity dis-
tribution could be resolved even with the optimal resolution,
leading the flatness in the NRMSE curve.
The results shown in Figure B1 suggest that the traditional
post-processing Gaussian convolution does not help to im-
prove the image fidelity of SpM images, while it is defi-
nitely required to smooth the compact artifacts attributed to
the underlying assumption and to improve the fidelity of im-
ages produced via MS-CLEAN. With the adoption of multi-
resolution regularization using TSV, a piecewise smooth im-
age that maintains the consistency with the observed visi-
bilities can be reconstructed using SpM. This enables high-
fidelity imaging, even without convolution with a Gaus-
sian beam. The significant advantage of using such multi-
resolution regularization has already been demonstrated in
previous investigations involving such simulation (Akiyama
et al. 2017a,b; Kuramochi et al. 2018; Birdi et al. 2018).
It should finally be noted that the unnecessity of using
post-processing convolution in SpM imaging does not mean
that the reconstructed image has an infinite angular resolu-
tion. There should be a certain limit to the angular resolution
where data sets do not significantly constrain the structure
and regularization functions do not effectively work to con-
strain it. The previous study has reported that SpM could
separate a two-point source at a resolution corresponding to
a beam size of 25 − 40 % of the beam size for the nominal
resolution (e.g., Honma et al. 2014; Kuramochi et al. 2018).
In the current study, the effective resolution for this tech-
nique is 30−40% of the beam size for the nominal resolution,
where the NRMSE curves start to deviate from those of the
reference image. Although this factor is broadly consistent
with previous research, this could be profoundly different for
other data sets with different uncertainties and uv−coverages
or source structures. The evaluation of the level of resolution
improvement for such data sets is in the scope of our next
studies in the near future.
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Table B1. Optimal resolutions determined by NRMSE: in the case of Data 2 SpM image as the reference image
Angular Resolution SpM (Data 1) MS-CLEAN (Data 1) MS-CLEAN (Data 2)
Nominal Resolution (mas) NaN 57 × 40 (100 %) 20 × 14 (35 %)
Optimal Resolution on Image Domain (mas) 9 × 6 (15 %) 28 × 20 (49 %) 12 × 8 (21 %)
Optimal Resolution on Gradient Domain (mas) 9 × 6 (15 %) 31 × 22 (55 %) 14 × 10 (25 %)
NOTE—The axial ratio and the P.A. of the beams for Data 1 are fixed to those of the synthesized beam size of the MS-CLEAN image for Data
2. The percentages indicate the beam size ratio for the nominal resolution of Data 1.
Image Domain Gradient Domain
Figure B1. NRMSEs of the four reconstructed images as a function of the normalized beam size, on the image domain (the left panel) and the
gradient domain (the right panel). The raw (i.e., non-convolved) Data 2 SpM image is adopted as the reference image for the NRMSE analysis
in both panels. Each image is convolved with an elliptical beam size, with the same axial ratio and P.A. as the nominal resolution of Data
2. The nominal resolution of Data 1 normalizes the size of the convolving beam shown in the horizontal axis. The solid blue line represents
the NRMSE between the non-convolved and convolved SpM images from Data 2 , producing the ideal case in which there is no difference
between the input and reference images. The red, yellow, and green lines represent the NRMSE curves for the SpM image from Data 1 , and the
MS-CLEAN images for Data 1 and 2, respectively. The red, green, and yellow arrows indicate the resolutions minimizing the NRMSE curves
with the same colors, which can be interpreted as the optimal beam sizes of the corresponding images. The vertical dashed line indicates the
nominal resolution of Data 2, which is 35 % (= 20×14 mas) of Data 1.
Beam Size
 Optimal  Resolution   Raw Reconstructed Image
(c)(b)(a)
Figure B2. Panel (a) shows the reconstructed image convolved with the optimal resolution of Data 1 for SpM as determined by NRMSE
analysis by regarding the raw SpM image from Data 2 as the reference image (see Figure B1). The optimal resolution is 15 % (= 9× 6 mas)
of the nominal resolution for Data 1, which is shown in a white ellipse on the bottom left corner. Panel (b) shows the raw (i.e., non-convolved)
Data 1 SpM image. Panel (c) shows the residual image {(a)− (b)} between the panel (a) and (b) on the intensity distribution.
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