Material from remote sensing is typically combined with low-intensity field sampling to obtain a general view of forest resources. Earth observation data provide a practical tool for the mapping and frequent monitoring of landcover over large regions. Current optical satellite systems were used in regional forest inventories (Jaakkola and Saukkola, 1979; Jaakkola et al., 1988; Muinonen and Tokola 1990; Tomppo 1993; Bauer et al., 1994) . The use of high-resolution data in regional surveys is limited mainly by the cost and difficulty of automatically interpreting detailed and complexly textured information (Hyppänen, 1996) .
Introduction
Material from remote sensing is typically combined with low-intensity field sampling to obtain a general view of forest resources. Earth observation data provide a practical tool for the mapping and frequent monitoring of landcover over large regions. Current optical satellite systems were used in regional forest inventories (Jaakkola and Saukkola, 1979; Jaakkola et al., 1988; Muinonen and Tokola 1990; Tomppo 1993; Bauer et al., 1994) . The use of high-resolution data in regional surveys is limited mainly by the cost and difficulty of automatically interpreting detailed and complexly textured information (Hyppänen, 1996) .
The main methods used for the estimation of forest characteristics have been stratification of digital remotesensing data to homogeneous spectral classes, either according to an unsupervised or supervised scheme (e.g., Poso et al., 1984 and Horler and Ahern, 1986; Häme, 1991; Brockhaus and Khorram, 1992) and direct estimation of characteristics using regression analysis (e.g., Tomppo, 1987 Tomppo, , 1992 Ripple et al., 1991; Ardö, 1992) . The non-
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Landsat Images in Kainuu, Finland I. Norjamäki and T. Tokola parametric weighted kNN-based method (Kilkki and Päivinen, 1986; Muinonen and Tokola, 1990; Tomppo 1993 and Tokola et al. 1996; Trotter et al. 1997; Nilsson and Ranneby, 1997) was also used for similar purposes. All estimates derived using these methods will eventually be based on field data, while remote-sensing data are generally used to expand the data by interpolation over non-sampled areas. The variables of interest are modeled separately in the regression approach. In the stratification and weighted kNN approaches, however, several variables can be estimated simultaneously. A nonparametric method, such as the kNN approach, needs extensive reference field data and therefore is very expensive for large-scale forest inventories. The accuracy of satellite image-based forest inventories is highly dependent on the quality of the satellite data interpreted. The average time window for acquiring optical images for forest inventory purposes in Finland is under four months. The relatively long repeat time for alternative satellites, cloud-free images for creating multi-image mosaics are frequently not available. When such data exist, they usually consist of images from many different phases of the growing period of the forest, and the spectral characteristics of different optical satellite systems need to be calibrated. Since the cost of Landsat images has recently decreased, there has been growing interest in the use of multitemporal Landsat imagery, and this imagery type was previously studied (Helmer et al., 2000; Lefsky et al., 2001; Oetter et al., 2001; Woodcock, 2002 and 2003; Hadjimitsis, et al., 2004) . Often other satellite data are required to fill the gaps between existing Landsat mosaics. There are many factors that cause uncertainty in the use of multitemporal satellite data: aging of the instrument, atmospheric conditions, topography, phenology, distance of the target to the sun, and sun and view angles. However, the problem is normally avoided using relative normalization among images (Olsson, 1993 and 1995; Tokola et al., 1999; Cohen et al., 2001) . Another approach, absolute image calibration, is still an attractive alternative, although there are many difficulties in modeling all the physical conditions required. In optical remote sensing, the atmosphere is the primary source of noise preventing the accurate measurement of surface reflectance (Song and Woodcock, 2003) . These factors are additive or act in combination with multiplicative factors; thus ratiobased techniques give only approximate results (Egan, 2004 ). An important atmosphere-related factor that reduces radiometric accuracy is the proportion of aerosols and gases present, which directly affects the amount of scattering and absorption registered by the instrument. Another important effect is caused by satellite-sun geometry. Various algorithms were proposed for removing these effects from the satellite data; including image-based algorithms (Chavez, 1988 (Chavez, , 1989 (Chavez, , and 1996 Liang, 2001 and Song et al., 2001; Song and Woodcock, 2003) and a number of methods that use radiative transfer codes (RTCs), which require in situ measurements of atmospheric conditions (Kneizys et al., 1988; De Haan et al., 1991; Rahman and Dedieu 1994; Vermote et al., 1997; Hu et al., 2001) . In addition, combinatorial methods that use timedependent aerosol measurements and image-based information were developed (Liang et al., 1997; Ouaidrari and Vermote, 1999; Wen et al., 1999) . Algorithms were well reviewed in Liang (2004) .
In Finland, environmental authorities, paper companies, and teleoperators use regional forest maps on scales of 1:50 000-1:100 000 for planning tasks as well as for timber procurement. Large-area forest inventory based on Landsat image interpretation is often a suitable method for producing such maps. Normally, the interpretation of multiple images requires large field datasets from the areas in each scene, which makes interpretation costly. Here, various atmospheric correction methods were tested to create a multitemporal image mosaic covering the target area and apply the same interpretation procedure to the entire area. The method can be used when a large area covering the same field dataset (training data) is used for the entire area of the image mosaic. This study is mainly focused on evaluating the accuracy and functionality of stand volume models in multitemporal Landsat images after atmospheric correction and image calibration. Other variables of interest include height and the proportion of different tree species. The models predicting the proportion of different tree species are used to estimate the dominant tree species.
Material
Tests for the atmospheric correction methods were performed using three Landsat ETMϩ images taken on different dates (Table 1) Sampling of the field data was done from U-shaped clusters, each of which contained 8 to 15 sample plots 150 to 200 m apart. Advance information (old classification data and visual interpretation) was used so that the data to be collected would include as much variation in height, basal area, and tree species composition as possible. The sample plots were located using GPS, and the suitability of the plot was evaluated. If the field plot hit a stand in which recent cutting or natural damage had occurred, it was rejected. It was also required that the measured plot be located in a stand with a minimum area of 0.5 ha and that the distance to the stand border be more than 25 m. The basal area (m 2 /ha) and mean height were measured by tree species, and the volume was calculated using the volume equations of Nyyssönen (1954) . Other variables such as fertility and age were also assessed.
Of the 444 sample plots, 315 were situated in mineral soils and 129 on peatlands ( Table 2 ). The mean volume for the sample plots was 130 m 3 /ha in mineral soils and 104 m 3 /ha on peatlands. Scotch Pine was the dominant tree species in the field data collected. There was a lack of deciduous stands on peatlands, which was due to the natural tree species composition of the study area.
The volume distribution of the field data was also reviewed by classifying the sample plots into volume classes of 50 m 3 /ha (Table 3 ). The distribution between classes was fairly even to as much as 20 m 3 /ha, after which the number of sample plots per class decreased.
Methods Estimation Method for Stand Characteristics
The present study was based on multitemporal Landsat images and field data that were used to in supervised estimation. Separate stand volume models based on the field data and spectral values were created for raw images, as well as for atmospherically corrected images, referred to as reference models. The quality of the reference models was tested by comparison with other images. The result was evaluated by classifying the estimates in classes of 50 m 3 /ha. The proportions of estimates falling into the correct class and neighboring classes were calculated. The 50 m 3 /ha classes were chosen for practical purposes (Table 4) .
After the most viable atmospheric correction method was found, new regression models were created to predict the proportion of different tree species (deciduous trees, pine, and spruce). For modeling the volume, an ordinary least squares (OLS) regression was applied, and for modeling the proportions of tree species a seemingly unrelated regression (SUR) method (e.g., Zellner, 1962; Johnston, 1972; Binkley and Nelson, 1988) was used. An SUR can be used for estimating the result of several equations simultaneously when a set of equations is assumed to have cross-equation error correlation. If disturbances in the various equations are correlated, joint estimation with SUR is in general more efficient than a separate estimation using OLS (Binkley and Nelson, 1988) . The coefficients for the set of models are obtained first with OLS, the covariance matrix between the error terms of the models is calculated, and finally new coefficients for the set of equations are estimated. The estimates of tree species proportions were used to classify the pixels according to the estimated dominant tree species. The kappa value (Rosenfeld and Fitzpatrick-Lins, 1986 ) was used as a measure of classification accuracy, and the statistical significance of the differences in kappa values before and after correction were tested with the t-test. The t-test values were calculated from the standard error of the kappa estimates (Terry, 1987) . The form of the stand growing stock models (m 3 /ha) was and for the proportion of species volumes the form of the model was
where ϭ the linear combination of spectral values from Landsat bands 2 through 5 and their transformations to reflectance following atmospheric correction. The ratio, product, logarithm, and square root of the original bands were used in the transformations. When atmospheric scattering optical depths and aerosol parameters are known from external sources, RTCs, such as SMAC and 6S, can be used in atmospheric calibration. The results from atmospherically corrected images were compared with those calculated from raw data with no atmospheric correction applied. DOS-based methods are widely used for atmospheric correction because they are relatively simple to use and utilize only the information derived from the image itself. The DOS-based approach assumes the existence of such objects that have zero or near zero surface reflectance. With this assumption, the minimum sensor signal (DN) value in the histogram is considered to be an effect of the atmosphere and is subtracted from all the pixels (Chavez, 1989) . Song et al. (2001) studied the accuracy of four different DOS-based methods with respect to classification and change detection. The best results were achieved using a DOS3 method. This model was adopted for our study with the exception that the diffuse downward radiation at the surface was considered to be zero. Surface reflectance is calculated in the DOS3 model as presented by Kaufman and Sendra (1988) and by using certain simplifying assumptions. The model computes atmospheric transmittance from the target towards the sensor and the transmittance in the illumination direction, assuming the presence of only Rayleigh scattering but no aerosols. The optical thickness for Rayleigh scattering is estimated using the method of Kaufman (1989) . Due to atmospheric scattering effects, the path radiance is estimated assuming 1 percent surface reflectance for dark objects (Chavez, 1989 and Moran et al., 1992; Song et al., 2001) .
Atmospheric Correction Methods
The second technique used here was the SMAC method (Rahman and Dedieu, 1994; Häme et al., 2001) , which is a semi-empirical atmospheric correction method based on the 5S model (a Simplified Method for the Atmospheric Correction of Satellite Measurements in the Solar Spectrum). In this model, the raw digital counts are first converted to top-ofatmosphere (TOA) reflectances, using time-dependent calibration coefficients. These reflectances are then converted to atmospherically corrected reflectances. The most important of the input parameters for the algorithm is aerosol optical depth (AOD). The ratio of the TOA reflectances of ETMϩ channels 3 and 7 are used for defining the AOD value. Here, an AOD surface was computed, and the mean AOD value was used in atmospheric correction and calibration. The water and ozone contents were assigned default values.
The third method, the 6S model, is based on the radiative transfer theory developed by Chandsarekhar (1950) and takes into account the main atmospheric effects: gaseous absorption by water vapor, oxygen, ozone, and carbon dioxide and scattering caused by aerosols and molecules. The input parameters for the model are the sun-sensor geometry, atmospheric model for gaseous components, aerosol model (type and concentration), AOD, ground reflectance, and spectral band. The model requires several measurements of atmospheric optical properties at the time of image acquisition, which often limits the use of the model. The unavailability of accurate atmospheric data is one of the main reasons why in many applications only such correction algorithms that use the information derived from the image itself are used operationally. Many of the parameters used in the 6S model can be derived using the data from the Moderate-Resolution Imaging Spectroradiometer (MODIS) satellite (e.g., Kaufman et al., 1997) . The accuracy of MODIS was studied by comparing the observed data with the data measured using ground-based sun photometers in the Aerosol Robotic Network (AERONET) which can achieve an AOD accuracy of Ϯ (0.01 ϩ 0.02 a ) (Holben et al., 1998 and 2001) . Most of the MODIS aerosol retrievals, according to Chu et al. (2002) , are found within the retrieval error of ⌬ a ϭ Ϯ(0.05 ϩ 0.2 a ). In present study, the parameters derived from the MODIS data included the altitude, pressure, temperature, and H 2 O and O 3 densities, which were computed from the MODIS Atmosphere Profile product (MOD07_L2) dataset (Menzel et al., 2002) . The AOD at 550 nm was computed from the MODIS Atmosphere Profile product (MOD04_L2) dataset . Parameters were calculated as averages from cloud-free pixels in a window of 10 km ϫ 10 km. Here, the aerosol model was maintained at constant levels. Prior to running the code, the sensor signal was converted to at-satellite radiance using the relation L sat ϭ G (DN) ϩ B, where G is the sensor gain, and B the bias. However, the applicability of MODIS data is dependent on the vegetation cover. Estimation of aerosol parameters is based on the DOS approach and requires dense vegetation in the target area. This requirement is fulfilled in widespread areas of Scandinavia.
Results
The methods used for retrieving the AOD were different for 6S Figure 2) ; the effect of intra image AOD variation was ignored in both cases (6S and SMAC). Since the image acquired in August was relatively cloudy (14 percent), its atmospheric optical properties greatly differed from those of the other two images. The most significant differences were in the AOD value and water vapor content. This increased the uncertainty of image correction, which can also be seen in the volume estimation accuracy (Table 5) .
The standard error values for the reference models were between 57.21 and 63.40 m 3 /ha and the bias was between Ϫ0.35 and Ϫ2.46 m 3 /ha (Table 3) . Atmospheric correction did not significantly affect the accuracy of the reference models. Regardless of the correction method employed, the most accurate models were achieved when the satellite data from July and the most inaccurate when the satellite data from late May were used; the differences were, however, insignificant.
The reference model was applied to two similarly processed images from another point in time, and the statistics were calculated. The result was evaluated by classifying the estimates in classes of 50 m 3 /ha. The proportions of estimates falling into the correct class and neighboring classes were calculated. In general, the standard error estimates for overlapping images increased to some extent, but the most significant was the increment of bias (Table 5 and Figure 3 ). When the raw reference models were applied (with no correction procedure) to two other neighboring images, the bias was between Ϫ77.21 and 78.50 m 3 /ha. The amount of bias has a direct deteriorating effect on the classification results.
All atmospheric correction methods improved the classification results of the multitemporal images used. When the SMAC and 6S results were compared with the uncorrected data, SMAC decreased the bias by a mean of 67 percent whereas 6S decreased the bias by 61 percent (Figure 3) . The biases for the DOS3-corrected images remained quite high decreasing a mean of 12 percent. Then, differences between relative root-meansquare-error (RMSE) values were minor compared to differences in bias values (Table 5 ). This indicates that atmospheric correction method mainly correct systematic error.
The results from the 6S and SMAC corrections were similar. When the reference SMAC models were applied, the biases for the two overlapping images were between Ϫ26.08 and 20.47 m (Figure 4 ). As generated with the classification method proposed, the total volume of growing stock at the municipal level was overestimated by a mean of 12 percent compared with the statistics from the ninth National Forest Inventory (NFI). The test was done using the statistics from five municipalities around the study area.
The effect of atmospheric correction on the enhancement of tree species estimation accuracy was inconsequential, since the tree species models did not perform particularly well in any situation. When uncorrected reference datasets were used, an average of 62 percent of the plots were included in the correct dominant tree species class, and when the compared overlapping datasets were used, the result was 57 percent. The corresponding figures for 6S-corrected images were 62 percent (reference datasets) and 58 percent (compared datasets). When kappa figures were computed for the dominant tree species classification result, the kappa values were between 0.159 and 0.185 for models using uncorrected spectral values, whereas in 6S-corrected models they were between 0.123 and 0.181 (Table 6) . When the models were applied to the overlapping images, the kappa values were 0.030 to 0.241 for uncorrected images and 0.027 to 0.240 for 6S-corrected images. Pure deciduous stands (with a proportion of deciduous species of over 95 percent) were recognized accurately in uncorrected reference images and compared images for a mean of 59 percent and 40 percent of the time, respectively. The corresponding figures for 6S corrected images were 53 percent and 49 percent. When the number of species increased, the accuracy of dominant tree species estimation decreased. Distinguishing between pine and spruce plots was rather unreliable. In all cases less than 20 percent of the spruce plots were recognized, since they were dominated by pine plots. Almost all the pine plots were classified correctly, but many of the spruce and deciduous plots were also classified as pine.
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Discussion
The standard error for reference models predicting total timber volume varied between 57 and 63 m 3 /ha, and the coefficient of determination values were 0.47 to 0.62. In Landsat images, the results were similar to those obtained here (Tomppo, 1987; Ardö, 1992; Tokola et al., 1996) . Atmospheric correction had little effect on the classification of the reference image, which was also shown in several previous studies (Fraser et al., 1977; Kawata et al., 1990; Song et al., 2001) . As expected, estimation of dominant tree species was quite unreliable. Similar results for speciesspecific estimation were obtained in other studies (e.g., Franklin, 1994; Tokola et al., 1996; Huguenin et al., 1997) . Although SUR models resulted in more stable results than separate regression models, the overall accuracy was only slightly better than with separate model groups. Pure deciduous tree plots can be recognized with reasonable accuracy, but separation between pine and spruce stands using the empirical models presented here is prone to extensive bias.
The dominant coniferous tree species in the field data also predominated in the estimation. In practical forest inventories it may not be realistic to attempt to separate different coniferous species, but rather classify the desired area into deciduous and coniferous pixels. Using auxiliary information, it may be possible to improve tree species estimation. If the tree species composition is known by sub-area, it could be used to assign weights for the estimation. The selection of the dark object is a crucial step in DOSbased models. The use of a wrong dark object value in computation can lead to a significant increment in bias. Song et al. (2001) studied the accuracy of image-based correction algorithms and showed that the DOS3 model gave the best results with respect to classification and change detection. In another study carried out by Song et al. (2003) , the simple DOS3 method was compared with methods that use externally measured aerosol data. They found that DOS3 improved the vegetation index (NDVI) value, but still under-corrected the image. Moreover, in estimating greenness DOS3 did not give as favorable a result as the other two algorithms that utilized aerosol data. In our study DOS3 improved the estimation of forest characteristics to some extent, but not enough for empirical models to work well in classifying multitemporal images.
Absolute atmospheric correction methods can convert satellite measurements accurately into surface reflectances (Holm et al., 1989; Moran et al., 1992) , and this leads to improved classification results when multitemporal satellite images are used. Time-dependent input parameters are needed for the SMAC and 6S methods. This makes their use more complicated than the use of purely image-based algorithms. The atmospheric degradations are expressed in terms of optical depths, in which an optical depth of unity results in an attenuation of 63 percent (Egan, 2004) . The vertical optical depth of mid-latitude aerosols undergoes a factor 2 to 10 seasonal variation, depending on the land-use (Egan, 2004) . At present, there are sources such as MODIS from which many of these parameters can be obtained with sufficient accuracy. Cloudiness and haze (when the scene includes semitransparent cloud and aerosol layers) can dilute the quality of MODIS data. As was the case here, atmospherically clear scenes are seldom encountered in Finland. Haze can arise from a variety of atmospheric elements, such as water droplets, ice crystals, or fog/smog particles (Kaufman, 1989) . The influence of haze on measured radiance is most significant in the visible spectral region (Zhang et al., 2002) . For hazy scenes, ancillary data upon which to base an absolute atmospheric correction are often lacking. The imagebased method presented by Liang et al. (2001) showed good results in separating heterogeneous aerosol scattering effects, especially when small scale-variation was clear and identification of hazy regions was obvious. The MODIS data used in this study were unsuitable for the image acquired in August, which evidently increased the uncertainty of the 6S correction. In the present study, differences of no more than 10 to 15 percent after correction at most were seen in forest area reflectance between the images used.
Several factors in Finland's forests could lead to bias when a large-area field sample is used in a small-area estimation. One significant factor in uncertainty is the variability in surface reflectance due to phenology (Song and Woodcock, 2003) . Even if the leaf spectral properties and the amount of leaves in the canopy could be assumed to be similar among the images used, the observed reflectance may vary within the season. This is due to the changing sun angle, which causes variability in the amount of shadows cast in the canopy. The images used in this study were acquired in different sections of the growing period. Local variation in the development of different plants always occurs especially at the beginning of the growing period. If forest canopies have varying phenology on different acquisition dates, atmospheric correction may not always allow empirical models from one date to be applied to another image. Due to the relatively warm summer of 2002, the leaves of deciduous trees were already full-grown by late May within the study area, although the phenology difference from May to August was quite significant. On the other hand, the phenology between the July and August datasets was hardly notable.
Differences in forest stand structure between forest ownership groups are another reason for local variation in forested areas. Soil fertility factors also vary locally within the vegetation zones. Even though the sample plots used in this study ( Figure 1) were located within the same plant ecological zone, variability was shown in the soil factors. In the conditions prevailing in Finland, soil type affects the spectral responses received from forested areas. If digital ancillary data are available, e.g., forest or soil type maps concerning the target area, the reliability of sub-area estimation can be improved and more representative field samples chosen based on a priori information (Tokola and Heikkilä, 1997) .
Geographic distance between sample areas can as easily cause bias in estimates. The best interpretation results using satellite images are achieved when the field data are collected within a 20 km search radius (Tokola, 2000; Katila and Tomppo, 2001; Lappi, 2001) . Even though the distance between the remotest plots used in this study was more than 100 km, the distribution of the error terms in the models did not appear to be geographically dependent. The reliability of estimates is also dependent on the size of the forest stand (Poso et al., 1987) .
The western part of the study area is located in a region with no significant changes in elevation, whereas the eastern part is hilly but slopes gently. Topographic variation may cause bias in satellite image interpretation if no normalization is applied. The primary topographic effect is the change in direct solar radiation on a sloping surface, due to the changing incidence angle between the sun and surface normal. In more mountainous areas, the state of the atmosphere and vegetation is also highly influenced by the relief (Ekstrand, 1996) . Song et al. (2003) showed that the NDVI and wetness indices are more resistant to topographic influence than brightness and greenness. Topographic normalization of Landsat TM image pixels improved the interpretation of results of forest site fertility classes (Tomppo, 1992) . Here, no topographic normalization was applied, because the sample data were collected only from gently sloping or totally flat surfaces. Still, topographic variation caused uncertainty in classification of other parts of the image.
In comparison to the uncorrected data, the relative RMSE values for the multitemporal images decreased by a mean of 6 percent with DOS, 14 percent with SMAC, and 15 percent with 6S. Atmospheric correction methods mainly correct systematic error of timber volume estimation. Although all the atmospheric correction methods improved the classification of the multitemporal images, the importance of ground truth is obvious. There are several reasons, why similar spectral responses are recorded in the satellite from different objects.
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Still, the MODIS data can provide a good data source for estimating optical variation within Landsat scenes. For regional planning and large-scale inventories, the importance of unbiased estimates can be more important than precision pixel estimates. Estimates could be calibrated regionally to a more reliable level, through the use of statistically accurate background information. In Finland, for example, NFI municipal estimates or forest center statistics could be used as calibration references and consistency with different data sources could be achieved.
