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Abstract We observe that polynomial measure modifications for families of univari-
ate orthogonal polynomials imply sparse connection coefficient relations. We there-
fore propose connecting L2 expansion coefficients between a polynomial family and
a modified family by a sparse transformation. Accuracy and conditioning of the con-
nection and its inverse are explored. The connection and recurrence coefficients can
simultaneously be obtained as the Cholesky decomposition of a matrix polynomial
involving the Jacobi matrix; this property extends to continuous, non-polynomial
measure modifications on finite intervals. We conclude with an example of a useful
application to families of Jacobi polynomials with parameters (γ,δ ) where the fast
Fourier transform may be applied in order to obtain expansion coefficients whenever
2γ and 2δ are odd integers.
Keywords orthogonal polynomials · measure modifications · connection coeffi-
cients · Jacobi polynomials · fast Fourier transform
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1 Introduction
Orthogonal polynomials are used in many applications for their attractive approxi-
mation properties. On an interval I ⊂R, a given positive measure dω with Lebesgue-
Radon-Nikodym derivative ω results in a well-defined family {pin}∞n=0 of univari-
ate L2ω -orthogonal polynomials. For a measurable semi-positive function q : I → R,
the so-called modification problem is the determination of relevant quantities for the
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modified orthogonal polynomial family p associated with the weight function qω .
The modification problem is a classical problem, and the literature boasts deep un-
derstanding and fruitful results for practical computation. However, most of these
techniques concentrate on the determination of the three-term recurrence coefficients
(equivalently, the Jacobi matrix) associated with the modified family p (see [6,8,
15]). We explore a slightly different avenue: assuming q is a polynomial of degree
K, a result due to Christoffel states that qpn is a linear combination of K + 1 poly-
nomials pim. Our goal is the determination of the coefficients that define this relation;
these coefficients allow us to translate L2 expansion coefficients with a relation that
mirrors Christoffel’s result, thus enabling a sparse coefficient connection between
the families. For N degrees of freedom, the sparse connection result for polynomial
modifications can be used to effect an O(N)-cost transform between expansion co-
efficients for pi and those for p. This result can be extended to show that if J is the
Jacobi matrix for pi , then a leading principal submatrix of q(J) is positive and the
Cholesky decomposition of this matrix gives exactly the sought connection coeffi-
cients. This is a variant of the classical Kautsky/Golub Jacobi matrix characterization
of q(J) [19] – we extend this to cases when q is a non-polynomial.
In Section 2 we introduce notation and known results on orthogonal polynomials
necessary for our discussion. Section 3 defines the resulting approximation operators,
explores conditioning of the procedures, and establishes the Cholesky decomposition
result. We discuss two computational techniques for computing the connection co-
efficients in Section 4. Finally, Section 5 validates the speed and accuracy of the
method; in particular, we present the straightforward application to polynomial mod-
ifications of the Chebyshev family, resulting in a competitive fast discrete polynomial
transform for Jacobi polynomials of family (γ,δ ) when 2γ and 2δ are odd integers.
2 Orthogonal polynomials
We review some basic properties of orthogonal polynomials; the books [26] and [11]
are excellent references for this subject. Let the interval of approximation I ⊂R be an
open interval and denote I¯ its closure on the extended real line. C(I¯) denotes the col-
lection of functions continuous on I¯. Let ω : I→ R+ be a weight function associated
with a measure that is semi-positive on I; we assume that dω has finite polynomial
moments of all orders:
∫
I r
ndω <∞. For p≥ 1 let Lpω denote the space of real-valued
functions on I whose magnitude p-th power is integrable. We will concentrate on
p = 2 with inner product and induced norm 〈 f , f ,〉ω = ‖ f‖2ω =
∫
I | f 2|dω . The poly-
nomials that are L2ω orthonormal against the weight ω are denoted pin[ω] = pin and
the derivatives pi(d)n satisfy the standard four-term recurrence:√
βn+1pi
(d)
n+1 = (r−αn)pi(d)n −
√
βnpi
(d)
n−1+dpi
(d−1)
n , (2.1)
for d,n ≥ 0 where pi(d)n ≡ 0 for n < d,n < 0 and pi(d)d = d!∏dj=0 1/
√
β j. The recur-
rence coefficients α , β are known for many classical families of polynomials; the
above indicates that knowledge of the recurrence coefficients αn, βn allows evalua-
tion of derivatives of all orders. By (2.1), pin is the unique polynomial with positive
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leading coefficient. Orthonormality implies 〈pin,pim〉ω = δm,n, where δm,n is the Kro-
necker delta symbol. For any N > 0, the N×N symmetric tridiagonal Jacobi matrix
for this orthogonal polynomial family is defined in terms of the recurrence coeffi-
cients:
JpiN =

α0
√
β1 0 · · ·√
β1 α1
√
β2 0 · · ·
0
. . . . . . . . . √
βN−1 αN−1
 .
Orthogonal polynomial families satisfy the Christoffel-Darboux identity, given by
n−1
∑
j=0
pi j(x)pi j(y) =
√
β n
pin(x)pin−1(y)−pin(y)pin−1(x)
x− y , (2.2)
for all n ≥ 1. When r 6∈ I, define the ratio of successive polynomial evaluations as
τn(r) = pin(r)/pin−1(r) for n> 0 and τ0 = pi0. Then the following recurrence is easily
derived from the d = 0 version of (2.1)√
β1τ1 = (r−α0),
√
βn+1τn+1 = (r−αn)−
√
βn
τn
, (2.3)
when n > 0. The above relation allows stable evaluation of polynomial ratios when
overflow of pin(r) becomes an issue.
We denote polynomials and related quantities with monic normalization (unity
leading coefficient) with overhead tilde’s: i.e. p˜in(r) and τ˜n = p˜in/p˜in−1. The monic
and orthonormal polynomials are related by pin = κnp˜in, with κn = ∏nj=0 1/
√
β j for
all n ≥ 0 the leading coefficient of pin. The recurrence quantities α , β do not have
tilde variations, and obviously the monic leading coefficient is κ˜n ≡ 1, so it is never
used.
Define the dimension-N space ΠN−1 = span{rn : 0≤ n≤ N−1}. For any f ∈
L2ω , define the coefficient
fˆ pin =
∫
I
f pin dω = 〈 f ,pin〉ω (2.4)
and the resulting infinite sum ∑∞n=0 fˆ pin pin(r) is an L2ω representation for f . The super-
scripts on the coefficients indicate the polynomial family to which the coefficients
correspond. An approximating truncated sum can be produced via a projection oper-
ator, which we define as
PpiN f =
N−1
∑
n=0
fˆ pin pin.
Then assuming completeness of polynomials in L2ω , we have
‖ f −Ppin f ‖ω −→ 0, n→ ∞,
〈 f −Ppin f ,φ〉ω = 0, φ ∈Πn−1
(2.5)
4 Akil Narayan, Jan S. Hesthaven
Let the N-point Gauss quadrature rule associated with the polynomial family pi have
nodes and weights {rpin }Nn=1 and {wpin}Nn=1, respectively. I.e.:∫
I
f dω '
N
∑
n=1
f (rpin )w
pi
n .
We assume the nodes are ordered and suppress the dependence of rpin and w
pi
n on N.
The Gaussian quadrature rule satisfies
N
∑
n=1
φ (rpin )w
pi
n =
∫
I
φ dω, φ ∈Π2N−1. (2.6)
The nodes rpin may be computed as eigenvalues of the Jacobi matrix. The first com-
ponents of normalized eigenvectors gives the weights wpin (see e.g. [14]), or one may
employ (2.2) and (2.6) to yield wpin = (∑
N−1
j=0 pi j(r
pi
n )
2)−1. The cost to compute the
eigenvalues of JpiN and to evaluate the weights for the quadrature rule is O(N
2). No-
table exceptions are special Chebyshev-like families when explicit, simple expres-
sions are known for the quadrature nodes and weights. However, asymptotic O(N)
algorithms exist for any ω , at least for the determination of the nodes [13].
2.1 Connection Coefficients
The problem of rewriting a truncated expansion of one family of orthogonal polyno-
mials pi[ω] into another family p[w] can be cast as the problem of determining the
connection coefficients λ p,pin,m :
pin =
n
∑
m=0
pmλ p,pin,m . (2.7)
By orthogonality, the λ coefficients are given by
λ p,pin,m = 〈pin, pm〉w. (2.8)
If the recurrence coefficients for both families p and pi are known, one may directly
compute the connection coefficients [21], but we focus on the situation when we do
not have knowledge of the recurrence coefficients for p. Furthermore, we concen-
trate on the case when the family p is a modification of the family pi: this gives us
knowledge of certain sparsity of the connection coefficients.
Let us assume that the λ coefficients can be computed; a worthwhile consider-
ation is the process of transforming the truncated expression PpiN f into P
p
N f . The
expansion coefficients from each family can be directly related from (2.7):
fˆ pn =
∞
∑
m=n
fˆ pimλ
p,pi
m,n
Thus for an exact connection we require knowledge of an infinite number of pi-
expansion and λ connection coefficients. Since we are working with truncated ex-
pansions, we do not know all the coefficients fˆ pin for n≥ N, and thus some error will
Measure modifications for orthogonal polynomials 5
be present. Even simply evaluating the connection (2.7) for each n = 0,1, . . . ,N− 1
requires O(N2) operations. In the following section we observe that when p and pi
are related in a certain way, the connection is ‘sparse’ (meaning most of the coeffi-
cients vanish) and the change-of-basis can be implemented in O(N) cost, and we can
quantify the error made with knowledge of only finitely many expansion coefficients.
2.2 Modification Problems
For a general family of orthogonal polynomials pi[ω] with known recurrence, a mod-
ification problem is the problem of computing information (e.g. the recurrence) of a
new family p[w], where the weight functions are related by qω =w for some function
q semi-positive on I. (Note that allowing q to become negative makes the resulting
weighted integral violate positivity and thus it would not define a norm.) In this paper
we focus on the particular case where q ∈ ΠK for some K ∈ N0; that is, a polyno-
mial modification. This problem is closely related to the connection problem of the
previous section. The reason we restrict ourselves to a polynomial modification is
because of a fundamental result of Christoffel’s: with the weight functions related as
described and q ∈ΠK , then
qpn =
K
∑
k=0
Cn,n+kpin+k, (2.9)
where the Cn,n+k are constants. To see that (2.9) is true, note that 〈pn, pm〉w = 0 ∀m< n
implies that 〈qpn,pim〉ω = 0 ∀m < n. Explicit formulas for the constants Cn,n+k were
first explored by Christoffel and later Uvarov when q is a rational function (the latter
case is not considered here). For a more complete discussion with historical refer-
ences we refer to Section 2.5 in [26] or Section 2.4 in [11]. The utility we find in
(2.9) is that it can be used to relate expansion coefficients; in particular, the modifi-
cation coefficients Cn,n+k and the connection coefficients λn,m are one and the same.
Proposition 2.1 Let weight functions ω and w be related by w = qω with q ∈ ΠK;
denote the associated polynomial families pi[ω] and p[w]. Assume f ∈ L2ω . Then
fˆ pn =
K
∑
m=0
λ p,pin+m,n fˆ
pi
n+m, n≥ 0 (2.10)
where the λ p,pin+m,n =Cn,n+m are the connection coefficients (2.8).
Proof To see that Cn,n+m = λ p,pin+m,n, take the inner product of (2.9) with pik against the
measure ω and compare with (2.8). To see that the sum is finite as written in (2.10),
take the inner product of (2.9) with f against the measure ω and use (2.4). uunionsq
We note that Proposition 2.1 is different from simple transformation of a truncated
expansion as in (2.7); it is a relation that expresses the exact spectral information of a
modified measure w in terms of the original measure ω . If the sparse result (2.9) did
6 Akil Narayan, Jan S. Hesthaven
not hold, then the upper limit on the sum in (2.10) would be ∞. The result allows us
to commute two projection operators:
P pN−KP
pi
N =P
pi
NP
p
N−K . (2.11)
A straightforward observation central to this paper is: assuming a polynomial mod-
ification, the N-coefficient connection problem of Section 2.1 can be accomplished
in O(NK) operations by virtue of (2.10); furthermore, the initial N−K coefficients
correspond to an exact projection.
For a given N > 0, we therefore let C be the N× (N +K) matrix corresponding
to the modification of spectral coefficients in (2.10). We call Ĉ the leftmost N×N
principal submatrix of C, and Ĉ effects the polynomial connection of (2.7). In much
of what follows, we assume the setup of this section, to wit:
I is an open interval with ω semi-positive on I. q ∈ ΠK with K ≥ 0
is a polynomial semi-positive on I. The polynomial families pi[ω]
and p[qω] are accordingly defined. C and Ĉ are the N × (N +K)
spectral modification and N ×N polynomial connection matrices,
respectively.
 (2.12)
We will call C the ‘modification’ matrix, and Ĉ the ‘connection’ matrix. p is called the
modified family. We occasionally refer to C as Cppi , when such a distinction becomes
necessary.
3 Convergence and conditioning
This section defines operators Q± that are continuous versions of the modification
and connection matrices C and Cˆ. We first establish basic L2 convergence properties
of these operators in Section 3.2. Next Proposition 3.3 establishes one of our main
results that bounds the condition number of the modification matrix Cˆ as a max-min
ratio of point-evaluations of the modification polynomial q. This leads to bounds on
the condition number of the operators Q± that are given in (3.7). Lastly, the afore-
mentioned discussions reveal the observation that the Jacobi matrix can be Cholesky-
factored to produce the connection matrix. This allows us to establish Proposition 3.4:
that connection matrices for non-polynomial modifications can be recovered from the
Cholesky factorization of the modification function evaluated at a truncated Jacobi
matrix.
3.1 Preliminaries
Vectors are denoted by boldface letters, for example v. For any rectangular M×N
matrix A, we let σ j(A) denote the singular values of A for j = 1,2, . . . ,min{M,N}
that are ordered σ1 ≥ σ2 ≥ . . .. The Moore-Penrose generalized inverse is denoted
A+, and any other left- or right-inverse is denoted A−. The matrix norm ‖A‖ is defined
as the norm induced by the `2 norm on vectors. A positive matrix H is a self-adjoint
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matrix satisfying 〈v,Hv〉 > 0 for all v; semi-positivity is defined analogously. Let
κ2(·) denote the condition number associated with the `2-induced matrix norm (in
this section we do not utilize the leading coefficient κn of the orthogonal polynomial
pin). Then κ2(A)≡ ‖A‖‖A+‖= σ1(A)/σmin{M,N}. A result we use later is:
Lemma 3.1 Let H be a semi-positive N ×N matrix with rank R and let A be an
invertible matrix of the same shape. Define M = AT HA. Then:
(i) dim(ker(H)) = dim(ker(M)),
(ii) σ1(M)/σ1(H)≤ σ21 (A),
(iii) σR(M)/σR(H)≥ σ2N(A).
For any N×N matrix A, we denote A[M,M] the M×M leading principal submatrix
of A when M ≤ N.
The exact integral defining fˆ pin is often approximated using a quadrature rule, e.g.
a Gauss rule. The approximation to the first N coefficients using the Gauss rule can
then be written fˆpi ' f˜pi = (V pi)T W pi f, where fn = f (rpin ) and W pi is a diagonal matrix
with entries (W pi)n,n = wpin . V
pi is a square Vandermonde-like matrix:
(V pi)m,n = pim (rpin ) .
rpin and w
pi
n come from the N-point Gauss rule. The inverse operation, transforming
fˆpi to f, is accomplished by left-multiplication with V pi . The approximation using the
quadrature rule is the interpolant at the Gauss nodes:
I piN f :=
N−1
∑
n=0
f˜ pin pin
Due to the exactness of the Gauss quadrature rule, I piN f =P
pi
N f for any f ∈ ΠN−1.
For f 6∈ΠN−1, the difference between the interpolationI pN f and the projectionP pN f
is the aliasing error [18] and arises due to the error in the quadrature rule.
Under assumptions (2.12) we now introduce a third operator to complement the
L2ω -projectionP
pi and Gauss interpolant I pi :
QpN+K =P
p
NI
pi
N+K .
Q produces the degree-N L2w-projection of the (N +K)-point pi-Gauss interpolant.
The expansion coefficients associated with this operator are denoted f˜ p;Qn and are
computed by f˜p;Q = C(V pi)TW pi f, and the reconstruction is given by f = V piC−f˜p;Q.
The right-inverse C− that is used is computed as (Cˆ)−1 f˜ and then appending K zeros.
I.e.,
C− =
[
Ĉ−1
0K×N
]
,
where 0M×N is an (M×N)-matrix of zeros. Note that while this is a right-inverse of
C, it is not the right-inverse that coincides with the Moore-Penrose pseudoinverse C+.
The inverse C− effects an exact polynomial connection to the pi basis. We defineQ−
as the operator that corresponds to V piC−, andQ+ as the operator that corresponds to
V piC+. For f ∈ΠN−1,Q− f is the injector that identifies ΠN−1 as a proper subspace
of ΠN+K−1. In contrast, Q+ f produces the unique element of ΠN+K−1 that (a) is an
element of the subspace qΠN−1 = {qp : p ∈ΠN−1} and (b)P pN-projects down to f .
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3.2 Elementary Convergence Theory
When I is bounded, we assert that
‖C‖ ≤√max
I¯
q, (3.1)
regardless of the size of C and provide the proof in the next subsection. An easy result
is that
Lemma 3.2 Under assumptions (2.12) with I bounded and q ∈C(I¯), then if f ∈ L2ω ,
we have
‖ f −P pN f‖w ≤
√
max
I¯
q‖ f −PpiN f‖ω
Proof The result is almost trivial – swapping outPw forPω is the only technical-
ity. In this proof all vectors and matrices are infinite-dimensional. Define gˆp to be
identical to fˆp, except for the initial N entries, which are zero; define gˆpi similarly.
Then
‖ f −P pN f‖2w = (gˆp)T gˆp = (gˆpi)T CTCgˆpi ≤
(
max
I¯
q
)
‖ f −PpiN f‖2ω .
uunionsq
If I is unbounded, then the result above does not provide a useful bound. A rather
unsurprising result is that if the family pi has a convergent projection and Gauss in-
terpolant, then the operatorQ is convergent with the same rate.
Proposition 3.1 Under assumptions (2.12), further assume
‖ f −PpiN−K f‖ω ≤ ε1 ‖ f −I piN f‖ω ≤ ε2.
Then
‖ f −QpN f‖w ≤ 3
√
max
I¯
q(ε1+ ε2)
Proof Write
f −QpN f = ( f − PωN f )︸ ︷︷ ︸
(a)
+
(
PωN f −PwN−KPωN f
)︸ ︷︷ ︸
(b)
+
(
PwN−KP
ω
N f −PwN−KI ωN f
)︸ ︷︷ ︸
(c)
In the ‖ · ‖w norm, term (a) is bounded by ε1√maxq. Use the commutation property
(2.11) and Lemma 3.2 to show that term (b) is bounded by ε1
√
maxq. Finally, term (c)
is bounded by
√
maxq times the aliasing error of the ω-operators, which is bounded
by ε1+ ε2. The triangle inequality gives the result. uunionsq
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3.3 Conditioning
The operators I and Q are our chief tools for practical simulations, and the goal of
this section is the compare how amenable these operators are for numerical compu-
tation. In particular, we’ll be concerned with computing the inverse of the operators:
that is, converting expansion coefficients into point evaluations. We will see that the
conditioning of each of these problems is asymptotically similar. For (I p)−1 the
required procedure is left-multiplication by V p, and for Q± it is multiplication by
V piC±
We begin by analyzing the conditioning of I −1. The fact that V pi is ‘almost’
orthogonal makes the Gauss-interpolatory matrix an attractive one for analysis:
Lemma 3.3 (Gautschi, [9])
κ22 (V
pi) =
maxn wpin
minn wpin
Proof Due to the accuracy of the Gauss rule (2.6), the matrix
√
W piV pi is orthogonal.
Suppressing the dependence on pi , this implies V TV =W−1, and so the singular val-
ues of V are the inverse square roots of wn. uunionsq
Note that the same result holds for a Gauss-Radau interpolation matrix (with the
Gauss quadrature weights replaced by the respective Gauss-Radau weights). A simi-
lar result for the Gauss-Lobatto Vandermonde-like matrix can be proven.
Proposition 3.2 Assume I is bounded. Let V piGL be the interpolatory Vandermonde-
like matrix associated with the N-point Gauss-Lobatto quadrature rule
{
rpij;GL,w
pi
j:GL
}N
j=1
.
Define
eN =
N
∑
j=1
wpij;GL
(
piN−1(rpij;GL)
)2
,
and set R = max{eN ,e−1N }. Then
1
R
(
maxn wn;GL
minn wn;GL
)
≤ κ22 (V piGL)≤ R
(
maxn wn;GL
minn wn;GL
)
Proof Set V = V piGL. N-point Gauss-Lobatto quadrature rules are exact for any poly-
nomial pi ∈ Π2N−3. Define the matrix E to be the N×N identity matrix, except for
the (N,N) entry, which equals eN , and let W be a diagonal matrix with the Gauss-
Lobatto weights as entries. Then the accuracy of the Gauss-Lobatto rule implies that
W 1/2V E−1/2 is an orthogonal matrix. Therefore V T E−1V has eigenvalues w−1n;GL and
so ∥∥∥∥V√E−1N ∥∥∥∥ ∥∥∥√EN(V )−1∥∥∥≡ κ2(V√E−1N ) =
√
maxn w
p
n;GL
minn w
p
n;GL
.
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Now
‖V‖‖V−1‖ ≤
∥∥∥∥V√E−1N ∥∥∥∥ ∥∥∥√ENV−1∥∥∥ ∥∥∥√EN∥∥∥ ∥∥∥∥√E−1N ∥∥∥∥ ,
which proves the upper bound. To prove the lower bound, use Lemma 3.1 on the
relation V T E−1V = W−1 to show that σ1(W−1)/σ1(E−1) ≤ σ21 (V ) and σ2N(V ) ≤
σN(W−1)/σN(E−1). Noting that 1/σ1(E−1) = σN(E) gives the result. uunionsq
We have determined conditioning of the Gauss Vandermonde-like matrices, but we do
not need to invert them in order to transfer expansion coefficients to point-evaluations.
Instead, this matrix-vector product problem has a relative condition number of ‖V pi‖‖fˆpi‖/‖f‖,
where f is a vector of point-evaluations. For the particular (and not uncommon) case
of taking the polynomial p0(r)∈ΠN−1 to N point evaluations at the Gauss nodes, the
previous formula gives the condition number
κ
(
(I piN )
−1)∼√ β0
N minn wpin
, (3.2)
and this quantity is representative of the conditioning of inverting I piN . Having es-
tablished the conditioning of I pi (for both the Gauss and Gauss-Lobatto nodes), we
now turn to the conditioning ofQ.
Proposition 3.3 With assumptions (2.12),
κ22 (V
piC+)≤ maxn q(r
pi
n )w
pi
n
minn q(rpin )wpin
(3.3)
κ22 (C)≤
maxn q(rpin )
minn q(rpin )
, (3.4)
where rpin and w
pi
n come from the (N+K)-sized quadrature rule.
Proof Let f ∈ ΠN−1 with expansion f = ∑n fˆ pn pn. Relation (2.9) implies that if we
define the coefficients gˆpi = CT fˆp then the expansion ∑n gˆpinpin = g = q f . Now de-
fine the size-(N +K) diagonal matrices Ω and W with entries (Ω)n,n = q(rpin ), and
(W )n,n = wpin ; and let V =V
pi . Recalling that V−1 =V TW , then
CV TWΩ−1VCT = I,
where I is the N ×N identity matrix. I.e., if Q = W 1/2Ω−1/2VCT , then QT Q = I,
which implies that QQT = H is of size (N +K)× (N +K), is self-adjoint, and has
N unity eigenvalues and K zero eigenvalues, and is therefore semi-positive. Defining
D1/2 = Ω 1/2W 1/2 gives the relation WVCTCV TW = D1/2HD1/2. Lemma 3.1 im-
plies that there are K zero eigenvalues of WVCTCV TW and N positive eigenvalues
bounded above and below by the diagonal entries in D. VCT only has N singular val-
ues, which implies that the N positive eigenvalues of WVCTCV TW are the squared
singular values of CV TW , therefore of VC+ and this proves (3.3).
To prove (3.4) we note that VCTCV−1 = W−1/2Ω 1/2HΩ 1/2W 1/2 and therefore
CTC has the same eigenvalues as VCTCV−1, which has the same eigenvalues as
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Ω 1/2HΩ 1/2. Similar arguments as above imply that the squared singular values of
C are bounded by the diagonal entries in Ω . We have shown that the squared maxi-
mum singular value of C is bounded by maxn q(rpin )≤maxI q, which proves (3.1). uunionsq
The reasoning in the above proof that CT effects multiplication by q allows us to
identify the connection matrix Ĉ with a fundamental quantity of the orthogonal poly-
nomial family pi: the Jacobi matrix.
Proposition 3.4 Under assumptions (2.12) then the N×N leading principal subma-
trix of q(JpiN+K−1) is positive and admits the Cholesky decomposition
q(JpiN+K−1)[N,N] = Ĉ
TĈ, (3.5)
where p = p[qω].
Proof For any N > 0 let f ∈ ΠN−1. Then use of the d = 0 polynomial recurrence
(2.1) implies that the map f (r) 7→PpiN(r f (r)) in pi-spectral space is given by the
linear map JpiN . Therefore, the map f 7→PpiN(q f ) is the matrix q(JpiN+K−1)[N,N] = Q.
Writing q(r) =∑Kk=0 qkrk, it is clear that Q is symmetric since JpiN is. By the arguments
in the proof of Proposition 3.3, the map f 7→PpiN(q f ) is also given by ĈTĈ; therefore
Q is this matrix, and since the diagonal elements of C are all positive (see Section 4),
this proves that Q symmetric has a Cholesky decomposition and therefore must be
positive. uunionsq
This result is essentially a rearrangement of the results in [19]; the authors there
indirectly state this result and obtain it without the use of the Christoffel modifica-
tion. That q(JpiN+K−1)[N,N] is strictly positive is not trivial: q(JN+K−1) has vanishing
eigenvalues if q has a root on an (N+K−1)-Gauss point. The result above allows us
to bound the condition number of the connection matrix Ĉ.
Corollary 3.1 With assumptions (2.12),
σK(q(Jpi))
σN(q(Jpi))
≤ κ22 (Ĉ)≤
σ1(q(Jpi))
σN+K−1(q(Jpi))
(3.6)
where Jpi = JpiN+K−1.
Proof The eigenvalues of q(JpiN+K−1)[N,N] interlace with those of q(J
pi
N+K−1) (the
eigenvalue interlacing/min-max principle). Note that σn(q(Jpi)) is just an ordering of
q(rpin ) where r
pi
n comes from the quadrature rule of size (N+K−1). uunionsq
Remark 3.1 Although the upper bound on κ2(Ĉ) seems more strict than that of κ2(C),
we find that C is usually better conditioned. Empirical studies therefore confirm that
these are not sharp bounds; however, they seem to be quite accurate when q has no
zeros on I¯.
Note that it is quite possible for q to have a root inside the interval of approxi-
mation and then rpin may land on such a root for some (n,N). In this case the upper
bounds (3.3), (3.4), and (3.6) become infinite and are useless.
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Since Q+ and Q− have discrete representations V piC+ and V piC−, respectively,
we can now obtain a characterization of the conditioning of these operators:
κ22
(
Q−
)≤ (maxn q(rpin )
minn q(rpin )
)(
maxn wpin
minn wpin
)
(size-(N+K−1) quadrature) (3.7a)
κ22
(
Q+
)≤ (maxn q(rpin )wpin
minn q(rpin )wpin
)
(size-(N+K) quadrature) (3.7b)
The general message for conditioning is that when q is strictly positive on I¯, κ22 (C)≤
maxI q
minI q
when q is a polynomial, and Ĉ obeys this same bound.
Finally, for any continuous non-polynomial q, define q(JpiN) = Sq(Λ)S
T , where
SΛST is the diagonalization of Jpi . A limiting argument allows us to interchange the
polynomial q in (3.5) with any continuous function.
Proposition 3.5 Assume that I is bounded, ω is semi-positive, and q∈C(I¯) is strictly
positive on I. Then for any N > 0:
lim
K→∞
q(Jpi[ω]N+K)[N,N] = Ĉ
TĈ, (3.8)
where Ĉ = Ĉppi is the N×N connection matrix with p = p[qω].
Proof For each K ≥ 0, choose qK as
qK = arg min
φ∈ΠK
‖q−φ‖∞.
By Weierstrass approximation, ‖qK−q‖∞→ 0. Let M =minI¯ q> 0. In the remainder
of this proof, only consider K large enough so that ‖qK−q‖∞ <M. Let ĈK = Ĉp[qKω]pi .
Then we need only show that
1. ĈK → Ĉ
2. qK(JpiN+K)[N,N]∼ q(JpiN+K)[N,N] for large K
qK → q in L1ω since the L1 norm is bounded by the L∞ norm under the finite mea-
sure dω . All matrix norms are equivalent for a fixed N; it is convenient to choose
the matrix maximum norm for property 1 and the 2-norm for property 2. The first
property is straightforward since the connection coefficients are defined by (2.8) and
the first N polynomials depend continuously on the first 2N L1qKω polynomial mo-
ments, which converge uniformly to the first 2N L1qω polynomial moments. To show
the second property, we let JpiN+K have eigenvalue decomposition J
pi = SΛST , where
S is orthogonal. Then
‖qK (Jpi)−q(Jpi)‖= ‖S(qK(Λ)−q(Λ))ST‖ ≤ ‖qK(Λ)−q(Λ)‖ ≤ ‖qK−q‖∞.
By Proposition 3.4, qK(JpiN+K) = Ĉ
T
KĈK . Taking limits on both sides we obtain the
result. uunionsq
For the case of obtaining only the modified recurrence coefficient b0 (i.e. the integral
of the modified weight), this result appears as the unnumbered theorem on p. 542 of
[7].
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4 Modification algorithms
Having discussed the properties of the modification and connection matrices, we now
describe concrete algorithms for their determination. The first method relies on poly-
nomial factoring of q and is based on well-known methods for determining modified
recurrences. The second method only requires one to be able to evaluate q on I and
uses the Cholesky factorization representation of the Jacobi matrix polynomial q(Jpi).
We emphasize that if one only requires modified recurrence coefficients, then the
methods outlined in [11], [15], or more recently [2] are likely more appropriate.
4.1 Computing the transformation – successive roots
We resume the use of κn as the leading coefficient for polynomial pin. Assumptions
(2.12) hold as usual. We assume that the recurrence of pi is known, but that of p is
unknown. We further concentrate here on formation of the modification matrix C,
knowing that the connection matrix Ĉ is just a truncated version of C.
As mentioned earlier, the problem of computing information about the modified
polynomials p is well-explored. However, most discussions of Christoffel transfor-
mation modifications (when q is a polynomial) center around computing the recur-
rence coefficients of p[w]. See for instance [6] and [15], with a good overview in
[10]. However, in our case we are only tangentially interested in the recurrence coef-
ficients; we instead require the modification coefficients Cn,n+k. We use Greek letters
for the quantities in Section 2 associated with pi (α,β ,τ,κ), and Roman letters for
the quantities associated with p (a,b, t,k, respectively). We also recall that any tilde’d
quantities (e.g. pin) refer to the same quantities, but associated with the polynomials
of monic normalization.
We will need to relate the recurrence of the modified family with the modifica-
tion coefficients. Assume that the αn and βn are known. Due to (2.9) and (2.1), one
can deduce that once the constants Cn,n+k are known, then the modified recurrence
coefficients are given by
a0 = α0+
√
β1
C0,1
C0,0
, an = αn+
√
βn+1
Cn,n+1
Cn,n
−
√
βn
Cn−1,n
Cn−1,n−1
, (n> 0) (4.1a)
b0 = β0C20,0, bn = βn
C2n,n
C2n−1,n−1
, (n> 0). (4.1b)
Hence the main- and super-diagonal of C contain all the information needed to extract
the modified recurrence coefficients.
Turning to the problem of computing the modification coefficients, the Christoffel
theorem defining the N×(N+K)matrix entries Cn,n+k for the degree-K polynomial q
allows for computation of the coefficients explicitly via solution of N different K×K
linear systems. That linear systems with known entries can be solved via Cramer’s
rule allows for explicit determinantal formulas to be obtained. Indeed, these explicit
formulas are the statement of Christoffel’s theorem. However, when K is even mod-
erately large, it becomes computationally practical to employ a decomposition of q
into products of elementary factors positive on I.
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Consider the three elementary special cases:
1. q(r) =±(r− z) for some real-valued z 6∈ I (the sign is chosen so that q is positive
on I)
2. q(r) = (r− z)(r− z∗) for some z ∈C\R (the asterisk ∗ denotes complex conjuga-
tion)
3. q(r) = (r− z)2 for z ∈ I
If we can compute the sparse connection matrix for each of these three cases individ-
ually, then any polynomial q semi-positive on I can be expressed as a product of the
above and we can construct the full connection matrix by taking products of sparse
upper-triangular matrices. All the elementary cases above are well-studied, albeit in
the context of producing the modified recurrence coefficients and not the Christoffel
matrix, which is more important for us.
In the first case, we have that ±(r− z)p˜n = p˜in+1∓ τ˜n(z)p˜in. With this relation,
knowing that neither pin+1 nor pin can have a zero at r = z 6∈ I, then ∓τ˜n+1(z) =
∓p˜in+1(z)/p˜in(z) is positive. The orthonormal version of this modification is:
±(r− z)pn =± Un√∓τn+1(z)pin+1+Un
√
∓τn+1(z)pin, U2n =
κn
κn+1
=
√
βn+1
(4.2)
For the second case, we write (r− z)(r− z∗)p˜n = p˜in+2+ s˜np˜in+1+ r˜np˜in. This yields a
linear system for the r˜n, s˜n. The orthonormal version of the modification is given by
(r− z)(r− z∗)pn =UnRnpin+UnSnRn pin+1+
Un
Rn
pin+2, U2n =
κn
κn+2
=
√
βn+1βn+2
(4.3)
R2n =
Im{pin+2(z)pi∗n+1(z)}
Im{pin+1(z)pi∗n (z)}
= |τn+1(z)|2 Im{τn+2(z)}Im{τn+1(z)}
Sn =
Im{pi∗n+2(z)pin(z)}
Im{pin+1(z)pi∗n (z)}
=− Im{τn+1(z)τn+2(z)}
Im{τn+1(z)}
That R2n as defined is strictly positive can be deduced from the Christoffel-Darboux
identity (2.2), which also ensures that the denominator of Sn never vanishes.
Finally, (r− z)2 p˜n = p˜in+2 + s˜np˜in+1 + r˜np˜in with z ∈ I. Since the right-hand side
must have a second-order root at r = z, this determines linear conditions for the un-
known coefficients. The orthonormal version of the modification is given by
(r− z)2 pn =UnRnpin+UnSnRn pin+1+
Un
Rn
pin+2, U2n =
κn
κn+2
=
√
βn+1βn+2. (4.4)
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R2n =
pin+2(z)pi ′n+1(z)−pin+1(z)pi ′n+2(z)
pin+1(z)pi ′n(z)−pin(z)pi ′n+1(z)
=
√
βn+1
βn+2
[
1+
pi2n+1(z)
∑nq=0pi2q (z)
]
,
Sn =
pin(z)pi ′n+2(z)−pin+2(z)pi ′n(z)
pin+1(z)pi ′n(z)−pin(z)pi ′n+1(z)
=− 1√
βn+2
[
(z−αn+1)+
√
βn+1
pin(z)pin+1(z)
∑nq=0pi2q (z)
]
,
where the second equalities in the expressions for R2n and Sn are obtained by using
(2.2); if desired, one may use (2.1) to evaluate pi ′n. Note that in this last case we have
z ∈ I so that using the ratios τn is not practical since we cannot guarantee that pin does
not vanish at z.
In the case where only the modified recurrence coefficients are desired, another
route may be taken: there is a strong connection between Christoffel transformations
and numerical linear algebra that allows one to compute the recurrence coefficients
for all of the elementary cases [6], [15]. However, if we are interested in the connec-
tion coefficients, the method outlined above is more straightforward.
If we know a factorization of q into elementary factors, we can then apply (4.2),
(4.3), and (4.4) in succession, alternating with an update of the recurrence constants
using (4.1a) and (4.1b), and thus obtain a sequence of matrices with either two or
three non-trivial diagonals. The product of these matrices is then the sought Christof-
fel matrix.
The positivity of Cn,n is ensured since all the elementary expressions for Rn given
above are positive, and Cn,n is just the product of these factors. Positive entries Cn,n
correspond to the eigenvalues of Cˆ and therefore imply that the square matrix Cˆ is an
invertible matrix, as expected since it is a polynomial connection matrix.
We have tested this algorithm with a polynomial modification of a Legendre
weight ω ≡ 1 on I = (−1,1) using up to twenty repeated roots for each elemen-
tary factor. The process appears stable; for the special case z = ±1 repeated many
times, the modified measure has known recurrences and Christoffel coefficients (it is
a Jacobi polynomial measure) and the computed recurrence coefficients (which are
derived from the computed entries in the Christoffel matrix) are within machine pre-
cision of the exact values. The algorithm has complexity O(K(N +K)), which is as
fast as the classical methods that produce only the modified recurrence coefficients.
4.2 Computing the transformation – Cholesky decomposition
We showed in Section 3, Proposition 3.4, that the matrix Ĉ is simply the upper-
triangular matrix in the Cholesky decomposition of a submatrix of q(Jpi) (the sub-
matrix being positive-definite). Formation of C can then proceed by simply enlargen-
ing the required size of Ĉ and then truncating appropriately. One advantage of this
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method is that one does not need to determine the roots of the polynomial q; for
example if one instead has the monomial representation
q(r) =
K
∑
k=0
qkrk,
it is not necessary to find any of the roots, which can be beneficial if K is large. The
simple algorithm is presented in Algorithm 1. Depending on K and N, the most ex-
pensive part is likely to be evaluation of q(Jpi), regardless of whether one evaluates
directly, or via an eigendecomposition. In light of (4.1a) and (4.1b), one could con-
sider an algorithm to obtain modified recurrence coefficients by first obtaining Ĉ and
then using the entries to find the modified recurrence. However, in comparison to
simpler, well-known, O(N) algorithms, this method is likely not to be competitive.
In some cases, it may also not be practical: the matrix q(Jpi)[N,N] can be arbitrarily
close to indefinite if q has a root on I¯. Because of this, the algorithm fails in double-
precision if e.g. on I = (−1,1) one tries to modify with q= (1− r)40 since q(Jpi) and
its truncated version are indefinite due to roundoff errors.
However, this method is attractive for general nonpolynomial q continuous and
strictly positive as in Proposition 3.5. In this way, one can easily obtain not only a full
connection matrix, but also recurrence coefficients for families with highly nontrivial
weights. The difficulty in this case is the choice of K: i.e. how large must M be so that
q(JpiM)[N,N] is an accurate representation in the limit? Naturally this is dependent on
how well q can be approximated with a Weierstrass polynomial.
Algorithm 1 Computation of the connection matrix Ĉ from the Jacobi matrix
Input: function q, Jacobi matrix JpiN+K−1
Form eigendecomposition Jpi = SΛST (∗)
Compute Q = Sq(Λ)ST
Q← Q[N,N], the N×N leading principal submatrix of Q
Output: Ĉ, the upper-triangular matrix in the Cholesky factorization of Q
(∗): One could instead form Q = q(Jpi ) via direct matrix multiplication if q ∈ΠK−2
5 Examples
In this section we illustrate the utility of connection and/or modification problems,
and also of the conclusion of Proposition 3.5. Our first application is to the case of
Jacobi polynomials: clearly the Jacobi weight (1− r)γ(1+ r)δ is a polynomial mod-
ification of the constant (Legendre polynomial) weight when γ and δ are positive
integers. Thus we view the entire family of Jacobi polynomials as a modified mea-
sure, and this allows us to show that the fast Fourier transform (FFT) can be used
to compute expansions that are polynomial modifications of the Chebyshev family.
We discuss how this opens up the possibility for fast algorithms for applications that
use such families. The accuracy for modified families discussed in Proposition 3.1
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also allows us to show spectral convergence of the operatorQN to the identity for all
Jacobi polynomial families.
We next quantitatively verify the convergence claims for modified families with
a non-Jacobi modification of the Legendre polynomial family. Finally, we present a
useful application for the Cholesky Algorithm 1: simple and accurate computation of
connection coefficients for non-polynomial modifications.
5.1 Jacobi polynomials
We consider application of our results to the Jacobi orthogonal polynomial families,
the particular class of orthogonal polynomials over I = (−1,1) where ω = ω(γ,δ ) =
(1− r)γ(1+ r)δ for γ,δ > −1. We refer to e.g. [26] for a plethora of properties on
this polynomial family. Jacobi polynomials form the basis for approximation in many
settings.
In this section we define an analog of the Q± operators for Jacobi polynomials.
It is clear, for example, that ω(5,5) is a polynomial modification for ω(0,0) so that
we may apply our results. We are particularly interested in the case of Jacobi polyno-
mial families that are formed by modifying the Chebyshev family (γ,δ ) =
(− 12 ,− 12).
We first show that the conditioning and accuracy of the operatorsQ± is comparable
to a standard Gauss quadrature/interpolation method, so that little is lost by adopt-
ing this procedure. What is gained is the ability to use the fast Fourier transform to
compute the Chebyshev system coefficients – since the connection matrix is sparse,
this translates into a fast transform algorithm for Jacobi polynomial families. The
ability to perform fast manipulations for Jacobi polynomial expansions allows one
to immediately devise fast algorithms for approximation methods that utilize Jacobi
polynomials.
One area of immediate application is the use of Jacobi polynomials as a basis for
approximating the solution to differential equations. The generalized Jacobi polyno-
mials/functions were introduced in [17] as weighted versions of Jacobi polynomials
that extend the defintions of Jacobi polynomials to the parameter regimes γ,δ ≤−1.
For simplicity, we present the definition only for these parameter values:
g(γ,δ ) = ω(−1−γ,−1−δ )p(−1−γ,−1−δ ) γ,δ ≤−1
Because these functions naturally satisfy homogeneous boundary conditions of a cer-
tain order at r =±1, they are prime candidates for the spectral approximation of solu-
tions to differential equations with boundary conditions. Such a strategy was initally
explored in [23] and extended to more general cases in [24]. For γ and δ negative,
odd multiples of 12 , we see that g
(γ,δ ) are comprised of polynomials from a family that
is a polynomial modification of the Chebyshev system. In these cases the connection
matrix can be used to effect a fast collocation-coefficient transform.
Jacobi polynomials also form the building blocks for function approximation on
the infinite interval: the generalized Wiener rational functions are an orthonormal
family of univariate complex-valued functions for expansions on the infinite real line.
These functions are constructed from Jacobi polynomials. For the index k ∈ Z and
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tunable parameter s> 12 , the generalized Wiener rational functions are defined as
φ (s)k (x) =
ck
(x− i)s
[
p(−1/2,s−3/2)|k| (r(x))+
2ix sgn(k)
x2+1
p(1/2,s−1/2)|k|−1 (r(x))
]
, (5.1)
where r(x) = 1−x
2
1+x2 , and ck is a constant, and i is the imaginary unit. We use the
convention that p(γ,δ )−1 ≡ 0. The parameter s > 12 indicates rate of the decay of the
functions as x→±∞. For fixed s, the family
{
φ (s)k
}
k∈Z
is a complete, orthonormal
basis for complex-valued L2 functions on the real line. Thus the functions φ (s)k can be
used for spectral expansions on the real line, with the advantage that one can choose
the rate of decay of the functions to fit prior knowledge of the problem. We refer to
[22] for details and discussion of these functions.
The form of the functions given in (5.1) shows that when s is a non-negative
integer, the polynomials that define the functions are from Jacobi families that are
polynomial modifications of the Chebyshev system – thus connection operations are
sparse and this immediately reveals a fast transform for the Wiener rational functions.
A third application for symmetric Jacobi polynomials (γ = δ ) comes in suppres-
sion of the Gibbs phenomenon. It is known that performing a global spectral ex-
pansion on functions that are locally non-smooth produces the Gibbs phenomenon:
spurious oscillations that pollute pointwise convergence globally on the region of ap-
proximation. However, it has been shown that one may suppress Gibbs oscillations
and recover exponentially-accurate pointwise accuracy by transforming a Legendre
(or Chebyshev) expansion into a Gegenbauer polynomial expansion (which are sym-
metric Jacobi polynomials) [16]. Hence one may combat the Gibbs phenomena by
performing a measure modification and applying the connection matrix to transform
an expansion.
We first apply the conditioning and accuracy results of Section 3 to Jacobi poly-
nomials; this is discussed in Section 5.1.1. Section 5.1.2 validates the fact that using
the FFT for Jacobi polynomial transforms can reduce computational time by orders
of magnitude.
5.1.1 Convergence and conditioning
In this subsection we use our standard notation, but replace ω(γ,δ ) and sometimes
p(γ,δ ) by simply (γ,δ ). In particular, we have the following notation:P(γ,δ ),I (γ,δ ),
L2(γ,δ ), ‖ · ‖(γ,δ ), and V (γ,δ ). Some additional function spaces used briefly here are the
L2 weighted Sobolev spaces Hs(γ,δ ). When s ∈ N0, Hs(γ,δ ) is the space of functions
whose first s derivatives are in L2(γ,δ ). Spaces for general s ≥ 0 are then obtained by
space interpolation [1].
One goal here is use of the fast Fourier transform (FFT) to perform discrete poly-
nomial transforms. For the Chebyshev case γ = δ =− 12 , this is a straightforward pro-
cedure using Gauss-type nodes [18]. The idea is that since modification/connection
matrices Ĉ are sparse when the modification is a polynomial q ∈ ΠK , it takes only
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O(NK) operations to apply Ĉ. For all γ,δ ≥− 12 , we define γ,δ and G,D as
G =
⌊
γ+
1
2
⌋
, D =
⌊
δ +
1
2
⌋
,
γ = γ−G, δ = δ −D,
where bxc denotes the largest integer less than or equal to x. This implies that γ,δ ∈[− 12 , 12). Since (1−r)G(1+r)D is a polynomial of degree G+D, then we propose the
following implementation of the operator Q(γ,δ ) for all Jacobi polynomial families
with γ,δ ≥− 12 :
1. Identify q(r) = (1− r)G(1+ r)D and set pi = pi[ω(γ,δ )]
2. Compute the modification matrix C between families pi and p[qω(γ,δ )]
3. Use C (V pi)T W pi to perform the polynomial transform to (γ,δ ) coefficients.
ThenQ(γ,δ ) is the operator corresponding to the discrete transformation C (V pi)T W pi
(if desired, Ĉ may be used instead). If γ = δ =− 12 (which happens when 2γ and 2δ
are odd), then application of (V pi)T can be replaced by an FFT, and application of
Ĉ is an O(N(G+D)) operation; the result is an asymptotic O(N logN) complexity
for a discrete Jacobi polynomial transform. To investigate accuracy, we recall the
following standard convergence results for Jacobi polynomials when −1< γ,δ < 1:∥∥∥ f −P(γ,δ )N f∥∥∥
(γ,δ )
≤CN−s‖ f‖Hs
(γ,δ )
, (5.2a)
∥∥∥ f −I (γ,δ )N f∥∥∥
(γ,δ )
≤CN−s‖ f‖Hs
(γ,δ )
, (5.2b)
for N sufficiently large. See for example [1]. An immediate consequence of (5.2) and
Proposition 3.1 is the spectral accuracy of the interpolation-like operatorQ.
Corollary 5.1 Let f ∈ Hs(γ,δ ) for any γ,δ ≥−1/2. Then for sufficiently large N:∥∥∥ f −Q(γ,δ )N f∥∥∥
(γ,δ )
≤C(N−G−D)−s‖ f‖Hs
(γ,δ )
.
To investigate conditioning of operators in the Jacobi case, we note an approximate
form for the Gauss weights, (15.3.10) in [26]:
w(γ,δ )n ∼ piN w
(γ+1/2,δ+1/2)(r(γ,δ )n ).
Coupled with the estimate from [5] that for any γ,δ ≥ − 12 , then 2γ2/(2N + γ+δ +
1)2 is a lower bound for 1− r(γ,δ )N and 2δ 2/(2N + γ + δ + 1)2 is a lower bound for
1+ r(γ,δ )1 , this yields an approximation for estimate (3.2):
κ
((
I
(γ,δ )
N
)−1)∼ K(γ,δ )√N (2N+ γ+δ +1)η+1/2 ∼ Nη+1 (5.3)
where η = max{γ,δ}. For larger γ,δ , the conditioning is algebraically more depen-
dent on N.
In the special case of Jacobi polynomials where q is positive on the interior, useful
bounds for conditioning ofQ+ may be obtained.
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Corollary 5.2 If |γ| ≤ 12 , |δ | ≤ 12 , and G,D ∈ N0; define M = N +G+D. Without
loss, we assume G≥ D. Then the N×M Christoffel connection matrix C connecting
the Jacobi polynomials of family (γ,δ ) to those of family (γ+G,δ +D) satisfies
κ2(C)≤ 2−D secD
(
pi
4M+1
)
cscG
(
pi
4M+1
)
∼
(
2
pi
N
)G
2G−D
Proof We note that evaluation at the extremal nodes r1 and rM is sufficient to charac-
terize estimate (3.4). A well-known bound for the extremal zeros of P(γ,δ )M for all γ,δ
satisfying the assumptions is given by ([26]):
cos
(
2Mpi
2M+1
)
≤ r1 ≤ cos
(
(2M−1)pi
2M+1
)
,
with a similar bound for rM . We therefore obtain
w(G,D)(r1)≥ 2G+D sin2D
(
pi
4M+2
)
cos2G
(
pi
4M+2
)
,
similarly for w(G,D)(rM) Finally, a crude bound on the [−1,1] maximum of w(G,D) is
given by w(G,D) ≤ 2G−D. Usage of (3.4) and simplification gives the result.
uunionsq
Assume γ ≥ δ . Since we must also apply V (γ,δ ) after inverting C, we introduce an
additional factor of Nγ+1/2 due to (5.3). Therefore, the entire operation of applying
Q+ has a condition number
κ
((
Q
(γ,δ )
N
)+)
. NGK(γ,δ )(2N+ γ+δ +1)γ+1/2 ∼ Nγ+1/2,
The operator Q− has similar conditioning. Compare this to (5.3) for I −1: the op-
erations have asymptotically similar condition numbers. We tabulate computed con-
dition numbers for modifications of the Chebyshev weight in Table 5.1. We see as
expected that the norm of V p compared to the product of the norm of V pi and the con-
dition number of C are similar quantities for modifications of the Chebyshev weight.
However the operator Q− has conditioning that is noticeably, but not egregiously,
worse than the norm of V p.
5.1.2 Jacobi FFT efficiency
We evaluate the computational efficiency for using the FFT for discrete Jacobi poly-
nomial transforms. For the speed tests, we implement the algorithms in double-
precision Fortran on a single-core workstation with a 3.06GHz processor and 2GB
of RAM. Standard BLAS and FFTPACK routines were used for the matrix-vector
multiplications and the FFT routines. The connection operation can be implemented
as a variant of a BLAS routine. Reported timings are averaged over 5000 runs. All
preprocessing steps (computation of Gauss quadrature, connection coefficient calcu-
lations, etc.) are not included in the timings.
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G = D = 2 G = D = 5
N ‖V p‖ ‖V pi‖κ2(Cˆ) ‖V pi‖κ2(C) ‖V p‖ ‖V pi‖κ2(Cˆ) ‖V pi‖κ2(C)
50 5.33e+02 1.64e+03 3.60e+02 5.34e+04 3.27e+05 6.67e+03
100 2.87e+03 9.68e+03 2.03e+03 1.85e+06 1.96e+07 3.02e+05
200 1.58e+04 5.59e+04 1.15e+04 7.33e+07 1.01e+09 1.37e+07
400 8.84e+04 3.20e+05 6.51e+04 3.10e+09 4.88e+10 6.20e+08
G = 0,D = 2 G = 0,D = 5
N ‖V p‖ ‖V pi‖κ2(Cˆ) ‖V pi‖κ2(C) ‖V p‖ ‖V pi‖κ2(Cˆ) ‖V pi‖κ2(C)
50 1.01e+03 6.71e+03 1.41e+03 2.32e+05 1.31e+07 2.03e+05
100 5.59e+03 3.91e+04 8.05e+03 9.16e+06 6.96e+08 9.44e+06
200 3.12e+04 2.25e+05 4.58e+04 3.87e+08 3.40e+10 4.33e+08
400 1.76e+05 1.28e+06 2.60e+05 1.69e+10 1.60e+12 1.97e+10
Table 5.1 Approximate condition numbers for the inversion operators I −1 (‖V p‖), Q− (‖V pi‖κ2(Cˆ)),
and Q+ (‖V pi‖κ2(C)). The polynomial family pi is the Chebyshev system, and the modified family p
corresponds to the Jacobi weight w(−1/2+G,−1/2+D).
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Fig. 5.1 Plot of the computational time for implementing direct (Gauss) quadrature versus usage of the
FFT and the Christoffel connection matrix.
In this example, we take γ = δ =−1/2 so that multiplying by V is an FFT oper-
ation. In Figure 5.1 we show the computational times required to produce expansion
coefficients for I (γ,δ )N f and Q
(γ,δ )
N f , where N is the number of function evaluations
utilized. We illustrate the methods for G = D taking values 5, 10, and 20. We see
that even for very small N the time required to produce the approximation Q(γ,δ ) is
far less than that required to produce the Gauss interpolant I (γ,δ ). In addition, the
computational time to implement Q(γ,δ ) is relatively insensitive to the parameters G
and D.
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Fig. 5.2 Plot of the convergence of the operatorQpN for various values of the regularity parameter s.
5.2 Connection Accuracy
In this example we test the accuracy claims of Proposition 3.1 and Corollary 5.1.
Consider the test functions on I = (−1,1) defined by
f (0) = χ[−0.5,1], f (−s) =
∫ r
−1
f (1−s)dr (s ∈ N),
where χJ is the characteristic function of the interval J. For all s≥ 0, f (−s) ∈Hs+1/2−εw
for all ε > 0 for any finite w on I. We let ω ≡ 1 be the Legendre weight, and w= qω ,
where the modification polynomial q is given by
q(r) = r2(r−0.5)2(r+0.75)2
4
∏
j=1
(r− z16 z j8)(r− [z16 z j8]∗) ∈Π14.
zn is the nth root of unity, zn = exp(2pii/n), and z jn = (zn) j. The family p[qω] is thus
well-defined. We compute the approximations QpN f
(−s) for various values of N and
s = 0,1,2,3. The L2w-error between Q
p
N f
(−s) and f (−s) is computed using a 104-
point Gauss-Legendre grid. According to Corollary 5.1, we expect the asymptotic
convergence rate to be N−1/2−s. This is confirmed in Figure 5.2.
5.3 Non-polynomial modifications
In many situations it is desirable to evaluate or manipulate orthogonal polynomials
from a non-classical family. Such a desire comes up naturally in the field of polyno-
mial chaos expansions in uncertainty quantification [27]. Consider a parameter X that
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can be e.g. the thermal diffusion coefficient in a chemical process. For practical rea-
sons, the value of X may not be known due to incomplete knowledge of underlying
physics, or it may be tied to physically random fluctuations in a medium. In such sit-
uations it is natural to model X as a random variable with probability density function
ωX . A quantity of interest f (X) (e.g. the concentration of a chemical after a reaction)
is determined by physics governed by the parameter X . Evaluating f from a realiza-
tion of X can involve solutions to large-scale discretized partial differential equations.
It is therefore attractive to approximate the dependence of f on X with a surrogate
that can be evaluated with ease. Assuming that the integral
∫
f 2ωX dx is finite, a natu-
ral approximation space to consider is ΠN , using elements pn[ωX ] as basis elements:
this simplifies computations and allows straightforward computation of probabilis-
tic moments. Several extensions of this idea have been considered for vector-valued
parameters [25], Karhunen-Loeve expansions [12], random fields [3], etc., and arise
in applications to micro-channel fluid flow [28], electrochemical processes [4], and
electromagnetic systems [20], to name a few.
A first step in applications of polynomial chaos methods is the determination
of the orthogonal basis pn[ωX ] that forms the approximation space. When ωX cor-
responds to a classical orthogonal polynomial weight function, this task is accom-
plished with knowledge of the recurrence coefficients. However ωX is frequently a
density function generated from experimental data, or is the posterior output of a
Bayesian inference problem that uses data to calibrate a posterior density. In such
cases, ωX will not be a classical weight function, and it will not be a polynomial
modification of a classical measure. A simple and straightforward way to determine
the recurrence coefficients for the density ωX is to view it as a non-polynomial mod-
ification of the uniform weight function ω ≡ 1, and to use Algorithm 1 to determine
the ω-ωX connection matrix, and therefore the recurrence coefficients. We therefore
claim that determination of the polynomial chaos basis given an arbitrary probability
density ωX can be accomplished with little effort.
We let the unmodified measure be the Legendre measure ω ≡ 1 over I = (−1,1),
and the modification functions be of the form
ωX (ν ,r) =
1
2
I0(1+ r)+ J0(ν(1+ r)), (5.4)
where ν is a frequency parameter and (I0) J0 is the zeroth-order (modified) Bessel
function of the first kind. In Figure 5.3 we plot these functions for ν = 10,30,50.
The following accuracy test is run: we pick some N > 0 and for various values of M
we form JpiN+M , and evaluate Ĉ using Algorithm 1. From Ĉ we compute the first N
modified recurrence coefficients γ , δ using (4.1). These are then used with (2.1) to
evaluate pn[ωX (ν , ·)] for 0 ≤ n ≤ N−1. Using a 103-point Gauss-Legendre quadra-
ture rule, we form an approximation to the matrix with entries Am,n = 〈pn, pm〉ωX (ν ,·),
which is the N ×N identity matrix. We run the test with N = 100, testing orthog-
onality of the first 100 polynomials. For various values of M, we tabulate 2-norm
errors in A in Table 5.2. This error is an indication of how accurate the computed
modified recurrence coefficients are. We see that even for relatively small M and
large frequency, ν , we obtain very accurate results with a very simple algorithm.
This convergence occurs despite the fact that ωX (JpiN+M) is not the best Weierstrass
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Fig. 5.3 Plot of the modification functions ωX (ν ,r) vs. r for ν = 10,30,50.
ν = 10 ν = 20 ν = 30 ν = 40 ν = 50
M = 10 2.75e-10 9.06e-04 1.21e-01 1.70e-01 2.25e-01
M = 15 8.18e-13 2.26e-08 1.01e-03 8.70e-02 1.44e-01
M = 20 8.34e-13 8.52e-13 1.24e-07 9.53e-04 6.36e-02
M = 25 8.43e-13 8.67e-13 9.72e-13 4.26e-07 1.50e-03
M = 30 8.82e-13 8.49e-13 8.26e-13 1.76e-11 1.56e-06
M = 35 8.52e-13 8.49e-13 8.34e-13 8.27e-13 1.81e-10
M = 40 7.83e-13 7.97e-13 8.09e-13 7.87e-13 7.64e-13
Table 5.2 2-norm discrete mass matrix errors for the first 100 polynomials pn[ωX (ν , ·)ω] generated from
recurrence coefficients obtained using the Cholesky factorization algorithm with Jpi100+M .
approximant (ωX )M (JpiN+M) in the proof of Proposition 3.5 (which would be oner-
ous to calculate). Instead, ωX (JpiN+M)[N,N] is the result of using a quantity similar
to PpiMI
pi
N+MωX (ν , ·) as the approximating polynomial. In light of the convergence
result (5.2b), the spectral-like accuracy in Table 5.2 is not surprising.
The results show that even for the exotic modification (5.4), Algorithm 1 is very
robust, and only requires the ability to evaluate the modification function ωX .
6 Summary
We have discussed usage of a polynomial measure modifications for producing con-
nection coefficients, recurrence coefficients, and translating spectral expansions. The
special form of polynomial modifications allows sparse connections between two
polynomial families, which permits us to use well-defined spectral projections for
the modified family based on information from the unmodified family. When one
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of the families is the Chebyshev polynomials, we can use the FFT to first compute
Chebyshev coefficients and then perform an efficient change-of-basis-like operation
to produce the sought spectral expansion. This case in particular applies to Jacobi
polynomials of family (γ,δ ) when 2γ and 2δ are odd integers; it also applies to any
family of polynomials orthogonal under the weight function qω , where q is a poly-
nomial and ω is the Chebyshev weight.
We have investigated basic L2 convergence theory for modifications to show that
the proposed method converges with the same rate as the unmodified family approx-
imation. For the inverse operation of obtaining point-evaluations from expansion co-
efficients, analysis shows that although polynomial connection problems are noto-
riously ill-conditioned, the fast method proposed here has conditioning that is not
asymptotically worse than evaluating a traditional interpolant at the Gauss nodes us-
ing a Vandermonde-like matrix operation. Finally, we have shown that the modifica-
tion polynomial evaluated at the Jacobi matrix of the unmodified family produces a
positive matrix whose Cholesky decomposition furnishes the sought connection co-
efficients. This provides a simple method for simultaneously determining connection
and modification coefficients, and the method extends in the limit to any continuous
measure modification on a finite interval.
The sparsity of the connection of a polynomial measure modification can be used
to effect fast transform algorithms for Jacobi polynomial spectral expansions, gener-
alized Wiener rational functions, and the Gegenbauer reconstruction for suppression
of the Gibbs phenomenon. The Cholesky decomposition for non-polynomial modifi-
cations proves useful when the measure modification is defined by functions whose
explicit form it unknown. This is a common scenario in polynomial chaos expansions
for uncertainty quantification when random parameter probability densities may be
determined by empirical data.
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