We present a new randomized algorithm for estimating the number of triangles in massive graphs revealed as a stream of edges in arbitrary order. It exploits the fact that graphs arising from various domains often have small vertex covers, which enables us to reduce the space usage and sample complexity of triangle counting algorithms. The algorithm runs in four passes over the edge set and uses constant processing time per edge. We obtain precise bounds on the complexity and the approximation guarantee of our algorithm. For graphs where even the minimum vertex cover is prohibitively large, we extend the approach to achieve a trade-off between the number of passes and the space usage. Experiments on real-world graphs validate our theoretical analysis and show that the new algorithm yields more accurate estimates than state-ofthe-art approaches using the same amount of space.
Introduction
Graphs provide abstract models to represent relationships between real-life objects. Certain properties of their structure can then give a better insight into the nature of the original problem. In the analysis of social networks, some widely used statistics are the number of triangles in a graph and the closely related transitivity and clustering coefficients of the graph. Applications include (but are not limited to) the discovery of hidden thematic structures in the World Wide Web [15] , spam detection [4] , motif detection in biological networks [36] , Computer-Aided Design applications [16] and the analysis of the "small world phenomenon" [34] .
Given the wide range of applications of triangle counting, it is not surprising that efficient computations of the number of triangles in a graph have become a major research topic. The naïve method solves the problem by considering every vertex triple and has thus complexity of Θ(n 3 ), where n is the number of vertices in the graph. The fastest algorithms for exact triangle counting are based on (fast) matrix multiplication, but such algorithms are mainly of theoretical importance * davidgs@yahoo-inc.com, Yahoo Labs, Barcelona, Spain.
† kutzkov@gmail.com, IT University of Copenhagen, Denmark.
due to the high constants involved and also to the fact that classic solutions assume that the graph fits in main memory. As a result of the huge amounts of data to be analyzed, approximate triangle counting in massive graphs has attracted a lot of attention in recent years. For large networks, the streaming model of computation that allows one to read the input sequentially and use only a small amount of memory has become ubiquitous. See Section 2.2 for a more detailed overview of known results and the techniques developed. A classic topic in algorithmic graph theory is the minimum vertex cover problem. Given a graph G = (V, E), the problem asks for the smallest possible set of vertices C ⊆ V such that each edge has at least one endpoint in C. The problem is one of the 21 NPhard problems presented by Karp [20] and has been intensively studied in terms of exact, approximation and parameterized algorithms. It is also known that certain classes of real-life graphs have small vertex covers [10] . However, to the best of our knowledge, the problem of designing efficient triangle counting algorithms for streamed graphs with small vertex covers has not yet been considered.
Organization of the paper. In Section 2 we give the necessary definitions, review previous work and discuss our contribution. In Section 3 we present the new algorithm. In 3.1 we start with an informal overview of the approach, in 3.2 we present the algorithm and in 3.3 we prove our main result. Motivated by observations on real graphs, in Section 4 we extend the algorithm to achieve a trade-off between the number of passes and the space complexity. In Section 5 we present an experimental evaluation of the algorithm. The paper is concluded in Section 6 where we also discuss some further research directions.
Preliminaries
2.1 Notation. Let G = (V, E) be a simple undirected graph with n vertices and m edges. We will denote an edge e = {u, v} connecting the vertices u and v by (u, v), or (v, u); we call u and v the endpoints of e. Vertex u is neighbor of v and vice versa, and N u is the set of neighbors of u. The degree of u is N u = |N u |. A set of vertices C ⊆ V is called a vertex cover of G if ∀e ∈ E : e ∩ C = ∅. For a fixed cover C we write U = V \C. Given a vertex u, we distinguish between the neighbours of u in C and U: we set N A matching in G is a set of edges M ⊆ E such that ∀e i , e j ∈ M, i = j : e i ∩ e j = ∅. The matching M is maximal if it is not contained in any other matching.
clique is called a triangle. A 2-path centered at v is a tuple (v, {u, w}), where u, v, w ∈ V and both (u, v) and (v, w) are in E. We write such a 2-path as (u, v, w); its endpoints are u and w. 2-paths will be also called wedges. We denote by T 3 the set of triangles in G and their number is T 3 = |T 3 |. The set of 2-paths in G is P 2 and P 2 = |P 2 |. The transitivity coefficient of G is
i.e., the ratio of the number 2-paths in G contained in a triangle to the number of all 2-paths in G. When clear from context, we will omit G. For a given vertex cover C we extend the notation as follows: the set (the number) of triangles with two and three vertices in C is denoted T
3 ), respectively. The set (number) of 2-paths with three vertices in C is denoted P
2 ). The set (number) of 2-paths with two vertices in C and centered at a vertex in C is P C,2 2 (P C,2
2 ). The transitivity coefficient is then extended to
An (ε, δ)-approximation algorithm A for some quantity q returns a valueq such that (1 − ε)q ≤q ≤ (1 + ε)q with probability at least 1 − δ. (Sometimes we say that A returns an (ε, δ)-approximation.)
Streaming model of computation. We assume the streaming model of computation as introduced in [14] . In this model the input stream S consists of N items i 1 , i 2 , . . . , i N . We are interested in computing some information about the input stream by sequentially scanning S only a constant number of times and using o(N ) machine words of random access memory. (For simplicity, the space complexity of the algorithm will be given as the number of machine words used instead of the more precise number of bits. For better readability of the results, we make the simplifying and certainly realistic assumption that each item can be described in constant number of machine words.) We also expect our algorithms to be practical, therefore we additionally require fast processing time per item when scanning S.
Streamed graphs. The items in the input stream S are the graph edges. In the literature two models have been considered. In the incidence list stream model for each vertex u ∈ V of degree d the edges (u, v 1 ), . . . , (u, v d ), i.e., all edges adjacent to u, are revealed in succession. In the adjacency stream model edges arrive in arbitrary order. Clearly, the incidence list model provides more information and algorithms analyzed in this model are usually better than algorithms assuming the adjacency stream model. Also, a distinction is made between algorithms performing a single pass over the input and algorithms which are allowed to read the input more than once and perform several passes. The latter requires that the input is either stored persistently on a secondary device or one can generate the stream several times and this constrains the range of applications.
Previous work.
Exact triangle counting. The best known exact algorithm [1] uses fast matrix multiplication as a subroutine and runs in time O(n ω ), where ω is the matrix multiplication exponent, ω ≤ 2.3727 [32] . The algorithm also counts exactly the number of triangles per vertex. Note however that this algorithm is mainly of theoretical importance since it requires random access to the graph, and thus the graph has to fit in memory. Also, the currently known asymptotically fastest matrix multiplication algorithms do not admit an efficient implementation for realistic input sizes. For applications where the exact number of triangles is needed, theoretically slower triangle listing algorithms are used, see [11] for a discussion.
Approximate triangle counting in streamed graphs. It has been shown that exact triangle counting algorithms have to store Ω(m) edges in main memory in order to distinguish between graphs with 0 or 1 triangles [22] . However, for real graphs with many triangles a good approximation of their number often suffices. Several authors presented sampling or sketching based algorithms for the estimation of the number of triangles in a streaming setting [3, 4, 7, 12, 19, 21, 24, 28, 30, 31] . Building upon results from linear algebra, researchers proposed techniques for approximate triangle counting not relying on sampling [2, 29] but they appear not to be practical. The closely related problem of estimating the clustering coefficient was considered in [6, 23, 27] . Motivated by the problem of detection of emerging web communities by analyzing the Web graph [22] , Buriol et al. [6] studied the problem of counting bipartite cliques of small size. The more general problem of estimating the number of graph minors of fixed size was studied by Bordino et al [5] .
The best triangle counting algorithm for adjacency streams is due to Jha et al. [17] . It works by sampling edges at random from the graph stream. For a sufficient number of sampled edges, by the birthday paradox one then expects the presence of many 2-paths, or wedges, consisting of two edges in the sample. Using reservoir sampling, one maintains a random sample of edges and a random sample of 2-paths from the graph stream processed so far, and for each 2-path in the sample one checks whether it will be completed to a triangle by an incoming edge. This allows to compute an approximation of the transitivity coefficient. The number of 2-paths in the sample is used to estimate the total number of 2-paths in the graph, thus one obtains an estimate of the number of triangles. The approach works in only one pass over the input stream and thus has a wider range of applications.
2.3 Our contribution. Seshadhri et al. [28] showed that sampling of wedges uniformly at random yields excellent results for estimating the transitivity coefficient and other graph metrics. This can be explained by the fact that for most real graphs the transitivity coefficient is a large constant; see, e.g., [28] . Also, it has been observed [33, 35] that the transitivity coefficient remains relatively stable in evolving networks over time. Thus, given the lower bound on uniform sampling from [8] , one can argue that for real graphs the space complexity of the wedge sampling approach, namely O(
, is the optimal achievable by an algorithm that works by sampling triples of vertices.
The main contribution of the present paper is to address the problem of triangle counting by wedge sampling in graphs provided as adjacency streams where only sequential access over the edges is allowed. For graphs with a small vertex cover we design a triangle counting algorithm whose space complexity is close, or even matches, the space complexity of the algorithm of the wedge sampling approach [28] . Graphs with small vertex cover are ubiquitous for many domains [10] . The algorithm runs in four passes over the edges. However, for some real-life graphs the vertex cover is prohibitively large, thus we extend the algorithm to achieve a tradeoff between the number of passes and the space usage by allowing sequential writing to an external device. We experimentally show that when several passes over the edge set are allowed, our algorithm is a better alternative to known approaches using the same amount of space.
3 The new approach 3.1 The main idea. The classic algorithm for approximating the size of a minimum vertex cover, usually attributed to Gavril and Yannakakis, works as follows. We start with an empty matching of edges M and add a new edge e ∈ E to M if it does not intersect any edge in M. After all edges have been processed, the set M is a maximal matching. The vertices in M cover all edges in E, otherwise the matching would not be maximal. Also, the number of vertices in M is at most twice the cardinality of a minimum vertex. This follows from the fact that a minimum vertex cover must include at least one vertex from each edge in M.
Our approach is based on the following observations. The minimum vertex cover 2-approximation algorithm works in a streaming fashion by sequentially reading the edges. The order in which the edges are provided is immaterial in order to achieve a 2-approximation. A vertex cover of G must cover at least two vertices in each triangle in G, otherwise there will exist an uncovered edge. So the basic idea is the following. In a single pass over E we compute a maximal matching of G, which yields a vertex cover C with cardinality at most twice the size of a minimum vertex cover. Then, in subsequent passes we use C to sample uniformly from the set of 2-paths with at least two vertices in C but without explicitly storing the neighborhoods of vertices in C. Instead, for each v ∈ C we will only store the numbers N C v and N U v , i.e., the number of neighbours of v in C and U = V \C, respectively. We show that this will allow us to obtain an (ε, δ)-approximation of τ 2 and τ 3 , respectively, and that we can compute the exact values of P C,2 2 and P C,3
2 . This yields our main result.
The algorithm. Pseudocode description of the
CoverCount algorithm is given in Figure 2 . We assume edges are provided in arbitrary order and we are allowed several passes over them. The algorithm performs four passes over the input. We explain how the algorithm works using the toy example in Figure 1 . In the first pass we find a vertex cover C by running the maximal matching algorithm. From now on we assume a total order on the vertices in C. Let in our example graph the edges arrive in the order (1,2), (1, 5) , (2, 5) , (2, 11) , (10, 12) , (1, 4) , (1, 8) , (1, 11) , (2, 4) , (4, 6) , (6, 9) , (4, 12) , (1, 6) , (3, 6) , (7, 12) , (6, 8) , ... It is easy to see that the edges (1,2), (10, 12) and (4, 6) form a maximal matching, thus we have C = (1, 2, 10, 12, 4, 6) with this order.
In the second pass for each vertex v ∈ C we initialize two counters N C v and N U v recording the current number of neighbours of v in C and U = V \C, respectively. Then we count the exact number of such neighbors; this is done by the procedure Update counters which updates the respective counters for each incoming edge (u, v) (observe that at least one of u and v is in C). In our example, after processing all edges we have N 2 . This is done by the procedure Sample 2-paths. From the number of neighbors of each vertex in C we first compute the numbers P C, 2 2 and P C,3
Assume that the 2-paths in P 2 . For each such number r we determine the corresponding 2-path number. Thus is done by first determining the vertex v ∈ C at which the 2-path is centered. Assuming total order on the vertices in C, the r-th 2-path in P C,2 2 is centered at the k-th vertex for which it holds that
and the r-th 2-path in P C, 3 2 is centered at the k-th vertex in C for which it holds that
Assume that the r-th 2-path is centered at v. Let the 2-paths centered at v be numbered according to the numbers of the edges incident to v, and the edges be numbered according to the order of appearance in the stream as 0, 1, . . . , N v − 1: the 2-path numbered as 0 with three vertices in C is thus written as (N
) denoting that it consists of the 0th and first edge incident to v with endpoints in C. Similarly, the 0th 2-path centered at v with one endpoint in C and one endpoint in U is implicitly given by (N
). With some simple algebra one then obtains the formulas for the number of neighbors which determine the r-th 2-path in Determine 2-path. Note that the procedure does not require a new pass over the edges and we still don't know the vertices in the sampled 2-paths, but rather an implicit description like "the 2-path centered at vertex v with endpoints the second and seventh vertices in N C u ." These "implicit" 2-paths are stored in hash tables R 2 and R 3 , respectively. We explain later the exact way of storing them.
Let us consider again our toy example. It holds P
Thus we conclude that the implicit 2-path is "(N 
denoting that the edge between u and the i-th neighbor in N C u is part of the k-th sample. In the third pass we count for each u ∈ C the number of its neighbors in C and U and check in R 2 and R 3 whether the last edge seen is part of a sampled 2-path. We update the implicit representation of a sampled 2-path such that it records the vertices it contains. In our example we look for the "0th vertex in N C 12 ".Given the order in which edges arrive we thus find that the 30th 2-path in P C,2 2 is (10, 12, 7) .
After all 2K sampled 2-paths have been constructed, we build a hash table M issing containing entries ((u, v), s 2 , s 3 ), s ≥ 1. The meaning of this entry is that if (u, v) ∈ E, then s 2 sampled 2-paths can be completed to a triangle in T C, 2 3 and s 3 samples to a triangle in T C,3
3 . In a final pass we check which of the sampled 2-paths are part of a triangle and update the corresponding counters.
In our example we look for the edge (10, 7). In M issing we have the entry ((10, 7), 1, 0), denoting that the existence of the edge (10, 7) implies one triangle in T C,2 3 . We see that (10, 7) ∈ E and update the corresponding counter.
Analysis.
Theorem 1. Let G = (V, E) be a graph with m edges and n vertices. Let C be the cardinality of a minimum vertex cover of G, T 3 the number of triangles in G if u ∈ C then 7:
Update samples(u, v, R 2 , R 3 ) 8:
if v ∈ C then 9:
Update samples(v, u, R 2 , R 3 ) Proof. We first analyze the complexity of the algorithm. As discussed, we have |C| ≤ 2C. We implement C as a hash table with (amortized) constant update and lookup time, thus the first two passes run in O(m) time and O(C) space. We assume access to a source of fully random numbers, thus the 2K numbers of sampled 2-paths are generated in time O(K). We find the implicit representation of the sampled 2-paths by first sorting the K numbers and then sequentially reading the list of vertices in C. (The K numbers can be sorted in time O(K) by bucket sort.) In the third pass we count for each u ∈ C the number of its neighbors and check in R 2 and R 3 whether the last edge seen is part of a sampled 2-path, thus each edge is processed in constant time.
Initialize counters
Input: set of vertices C 1: for each v in C do 2:
N U u ++ 6: else 7:
Sample 2-paths Input: set of vertices C together with the number of their neighbors in C and V \C, K-number of samples, nr-number of neighbors in C 1: if nr = 3 then 2:
Choose uniformly at random a set R of K numbers r 1 , . . . , r K from {0, 1, . . . , P
Choose uniformly at random K r 1 , . . . , r K numbers from {0, 1, . . . , P C,2 2 − 1} 7: for each r ∈ R do 8:
Determine 2-path(C, r, n) and update it in R 9: return R Determine 2-path Input: C-an ordered list of vertices C together with the number of their neighbors, r -number of 2-path, nr-number of neighbors in C 1: if nr = 2 then 2:
Find v ∈ C s. t.
10: Let x * be the minimum x such that x 2 −x−d 2 +d+2k ≥ 0. 11:
Get missing edges Input: 2-path samples R 2 , R 3 1: for each 2-path (u, v, w) ∈ R 2 do 2: M issing.update((u, w), s 2 + 1, s 3 ) 3: for each 2-path (u, v, w) ∈ R 3 do 4:
M issing.update((u, w), s 2 , s 3 + 1) 5: return M issing Building the hash table M issing needs time and space O(K). For each edge, checking whether it is in M issing takes constant time. The running time of the last two passes is thus O(m + K) and space complexity is O(K).
The correctness of the algorithm is straightforward. The numbers P C,2 2 and P C, 3 2 can be computed exactly, thus we analyze for what value of K we will obtain an (ε, δ)-approximation of τ 2 and τ 3 . The probability that a 2-path chosen at random from all 2-paths with three vertices in C is part of a triangle is τ 3 = 3T C,3
Similarly, the probability that we choose at random a 2-path with two vertices in C which is part of a triangle is τ 2 = 2T C,2
2 . By Chernoff's inequality we can take
in order to obtain an (ε, δ)-approximation of τ C,3 and τ C, 3 , respectively. We have
Assume w.l.o.g. that τ 2 = 2ατ /3 and τ 3 ≥ 2(1 − α)τ /3 for some α ≤ 1/2. Therefore, in order to obtain an (1 ± ε)-approximation of τ with probability more than 1 − δ, we need an (1 ± ε/(2α))-approximation of τ 2 and an (1 ± ε/2)-approximation of τ 3 , each with probability at least 1 − δ/2. By Chernoff's inequality for the first we can take 
By the union bound this implies an 1 ± ε/2-approximation of τ 2 and τ 3 with probability 1 − δ.
Multi-pass version of the algorithm
For the case when the dominating term of the space complexity of the algorithm is the storage requirement to keep the vertex cover in main memory rather than the O( 1 τ ε 2 log 1 δ ) samples, a common situation for massive graphs and relatively small amount of main memory, we extend the algorithm to achieve better space complexity by increasing the number of passes and writing to a secondary device. The extension works in the W-stream model [26] where we are allowed to sequentially write to the input stream and the output stream of the i-th pass is then the input stream for the (i + 1)-th pass. Graph stream algorithms in this model have been shown to be highly practical, see e.g. [4, 13] . Theorem 2. Let G = (V, E) be a graph with m edges and n vertices. Let C be the cardinality of a minimum vertex cover of G, T 3 be the number of triangles in G and τ the transitivity coefficient of G. For any t ≥ 2, there exists an algorithm computing an (ε,
Proof. We modify the algorithm as follows. Assume we can store 2q words in memory. In the first pass we add vertices to a cover C 1 until |C 1 | ≤ q. Assume w.l.o.g. that the edge (u, v) ∈ S is covered by v, i.e., v ∈ C 1 . In a second pass we check for each edge (u, v) ∈ S which of u and v, if any, are covered by C 1 . Assume w.l.o.g. that v ∈ C 1 , then we overwrite the edge to (u, v C ). (v C denotes that the vertex v is part of the cover C.) Simultaneously, we compute a matching C 2 of cardinality at most q by adding edges not covered by C 1 . After processing in this way all edges in the stream in two passes, we have found a partial cover C 1 ∪ C 2 of G and all edges covered by C 1 are labeled correspondingly in the graph stream. In the next pass we repeat the above by computing a new partial cover C 3 but only consider unlabeled edges, i.e., edges not covered by C 1 ∪ C 2 . Note that we don't need any longer to keep C 1 in memory, but we need C 2 such that we can label the edges covered by C 2 . In general, in the ith pass, i ≥ 2, we compute a partial cover C i of the edges of G not covered by C 1 ∪. . .∪C i−1 and we label the edges in G covered by C i−1 . Thus, after t = 2|C| q passes we have computed a vertex cover C = C 1 ∪. . .∪C t . In a final pass we label the edges covered by C t . Thus, after t + 1 passes we have a graph stream with all vertices labeled by a vertex cover C whose size is a 2-approximation of the size of a minimum vertex cover.
Then we simulate the second pass of CoverCount using t passes and main memory space bounded by 2|C|/t with high probability. We want to divide the set of vertices in C in q = C/t disjoint subsets of equal cardinality (up to ±1). For each such subset we will compute the number of neighbors of each vertex in C and write them to the input stream for the next pass. We define a hash function h : C → (0, 1]. Then, in the ith pass, 1 ≤ i ≤ q, we count the exact number of neighbors in C and V \C of vertices in C ∩h −1 ((i−1)/q, i/q], i.e, vertices in the cover with hash value in the interval ((i − 1)/q, i/q]. We implement h using tabulation hashing [9] : We view each key v ∈ C as a vector consisting of c characters, v = (v 1 , v 2 , . . . , v c ) , where the ith character is from a universe C i of size |C| 1/c . (W.l.o.g. we assume that n 1/c is an integer.) For each universe C i we initialize a table T i and for each character v i ∈ V i we store a random value r vi ∈ [s]. Then the hash value is computed as
where ⊕ denotes the bit-wise XOR operation. Thus, for a small constant c, the space needed is O(n 1/c log n) bits and the evaluation time is O(1) array accesses. In what follows we assume c > 2. As shown in [25] , with probability 1 − n −γ , for any constant γ > 1, in no interval will there be more than q ± O( √ q log c |C|) vertices. Since we assume t is constant, and thus q = ω(log c |C|) for any fixed c, we assume that for a large vertex cover C, in no interval will there be more than 2t vertices. Clearly, we can force the algorithm to store in memory at most q vertices in each pass: if there are more than q vertices with a hash value in a given interval ((i − 1)/q, i/q], then we will consider only vertices in the interval ((i − 1)/q, (i − 1/2)/q] and in a subsequent pass vertices in the interval ((i−1/2)/q, i/q]. Thus, we have worst case space usage of 2q and with high probability the number of passes is t.
Summing up, we can simulate the first two passes of CoverCount with 2t + 1 passes. In each pass we need at most 2|C|/t words of main memory and the running time in each pass is O(m). For the next pass we assume the stream consists of a labeled graph and a vertex cover C such that for each vertex v ∈ C we also have N 2 , and sample 2K random 2-path numbers. By first sorting the 2-path numbers and then sequentially reading the vertices and the number of their neighbors in C and V \C, we compute an implicit representation of the sampled 2-paths. The last two passes are identical to CoverCount.
Experiments
Datasets and implementation. The algorithm was implemented in Java and experiments performed on a Windows 7 machine with 2.20 GHz CPU and 4 GB RAM. For the generation of random 2-path numbers we used the random numbers from the Marsaglia Random Number CDROM
1 . In Table 5 we summarize the statistics about several real-life graphs from the SNAP library 2 . The graphs come from different domains. Oregon presents peering information inferred from Oregon route-views, ASCaida -autonomous systems graphs, Email-EU is the network of emails sent between employees in an EU institution, Epinions is the graph of a who-trust-whom online social network, Web-NotreDame is a web graph from the University of Notre Dame pages, Wiki-Talk is network of users' edit pages and Youtube is the friendship graph among users of the video-sharing website. The vc column contains the size of the cover computed by the greedy maximal matching algorithm. As one can see, even the 2-approximation of the minimum vertex cover is often considerably smaller than the number of vertices.
We ran experiments on several graphs but choose to present detailed results about two graphs, WebNotreDame and WikiTalk, which best illustrate the advantages and limitations of our approach.
Comparison with other approaches. It appears that there is no clear competitor to our algorithm. Other algorithms either assume the easier model where the graph is provided as incidence lists stream or the more restrictive model where only one pass over the graph stream is allowed. However, for many applications one can assume that the input graph is either persistently stored on a secondary device or the stream can be generated more than once by a deterministic procedure.
Therefore, we chose to compare CoverCount to Doulion [30] , which is known to yield excellent results on real graphs, and to the recent algorithm by Jha et al. [17] which is the state-of-the-art triangle counting approach for adjacency streams. Doulion is a sparsification approach and works by sampling each edge with probability p and building a sparsified graph G S . After processing all edges, the number of triangles in G is estimated as the T 3 (G S )/p 3 . We implemented the modification of Doulion presented in [24] . Instead of sampling at random each incoming edge with probability p, we used a random coloring function f : V → C for a set of 1/p colors C and keep an edge in the sparsified graph (u, v) iff f (u) = f (v). Confirming the analysis from [24] , this modification yields somewhat better results.
The algorithm by Jha et al. maintains a uniform sample of the edges processed so far using reservoir sampling. For a sufficiently large number of sampled edges s e , one then shows that with high probability one can build W = W (s e ) 2-paths (or wedges in the notation of [17] ). From these W wedges one maintains a random sample of s w wedges which are used to estimate the transitivity coefficient τ . Once we have computed an estimateτ , the number of triangles is estimated as wτ m 2 3se(se−1) , where w is the number of wedges that can be constructed from the sampled edges. Note that this means that we estimate both the transitivity coefficient and the total number of wedges in the graph stream.
We implemented the three algorithms such that they have roughly the same space complexity. (Note that we don't give precise results for the space complexity of the three algorithms in terms of the number of bits used. This highly depends on low-level technical details that are beyond the scope of the paper.) For CoverCount we implemented the multi-pass version and allowed to store in each pass a partial cover consisting of 40,000 vertices in main memory. (This means that one needs 2 vc/40, 000 +1 passes over the graph in order to compute the vertex cover.) After the graph has been labeled, we sampled 40,000 random wedges from P C,2 2 and P C,3
2 . We ran the Jha et al. algorithm with 40,000 sampled edges and maintained from them a sample of 40,000 wedges. For Doulion we chose a sampling probability p such that the expected number of sampled edges is above 40,000. Approximation guarantees. CoverCount is essentially an improvement of random wedge sampling, which yields unbiased estimation of the transitivity coefficient, adapted to streamed graphs with small vertex covers. We compute exactly the numbers P son is that Web-NotreDame has much higher transitivity coefficient than WikiTalk and even a small bias in the estimate of WikiTalk's transitivity coefficient can greatly affect the estimated number of triangles. Not surprisingly, for such a small sparsification ratios (0.025 for Web-NotreDame and 0.01 for WikiTalk) the errors of Doulion's estimates can be considerable.
Running time. The most time consuming phase is to label the graph with the vertex cover. For both Web-NotreDame and WikiTalk, CoverCount needs only seven passes over the graph in order to label the graph with the cover computed by a maximal matching, for a total number of nine passes over the input.
For only about 40,000 sampled edges Doulion is very efficient: the running time for the Web-NotreDame graph is just about a second and for WikiTalk about 4 seconds. CoverCount needed 18 seconds on WebNotreDame and about a minute on WikiTalk. (The 4-pass version of CoverCount where we are allowed to keep the whole cover in memory is more efficient with 7 seconds for Web-NotreDame and 30 seconds for WikiTalk.) The algorithm by Jha et al. has much worse running time: above 10 minutes for Web-NotreDame and above 15 minutes for WikiTalk. This is due to the fact that for the first processed edges the probability that an edge is sampled is large.
We presented a new triangle counting algorithm for massive graphs revealed as a stream of edges in arbitrary order and showed that for graphs with a small vertex cover, our algorithm yields more accurate estimated than state-of-the-art approaches using same amount of space. It is easy to generalize the algorithm to counting k-cliques: a vertex cover must contain at least k − 1 vertices from each k-clique and instead of 2-paths one will sample from the set of (k − 1)-stars. (An -star is a connected graph with one internal vertex of degree and vertices of degree 1.) It is interesting to generalize our algorithm to more general subgraphs of fixed size, for example (k, t)-pseudocliques, i.e., k-cliques with at most t missing edges. Such graphs have been shown to emerge in various applications [18] .
