We show that the determinant of a Hankel matrix of odd dimension n whose entries are the enumerators of the Jacobi symbols which depend on the row and the column indices vanishes iff n is composite. If the dimension is a prime p, then the determinant evaluates to a polynomial of degree p − 1 which is the product of a power of p and the generating polynomial of the partial sums of Legendre symbols. The sign of the determinant is determined by the quadratic character of −1 modulo p.
Introduction
For an odd integer n, and k = 1, 2, . . . , n define the polynomials a k (x) = It is easy to see that a k (x) is a monic polynomial of degree k − 1 and a k (0) = J(k, n). Consider the n × n Hankel determinant H n (x) = det[a i+j−1 (x)] 1≤i,j≤n .
As an example,
A few other determinant evaluations for small n are as follows:
2 (x − 1)(x + 1) 
for any prime p > 3, p ≡ 3 (mod 4). [2] also includes additional conjectures related to such determinants. In this paper, we prove the following evaluation of the Hankel determinant H n (x):
Theorem 1 H n (x) identically vanishes unless n = p is a prime. For p prime,
The properties of the Jacobi and Legendre symbols and Gauss sums that we make use of in the proof of Theorem 1 can readily be found in most books on number theory: we mention only [1] , [5] , [6] .
The proof of Theorem 1
We divide the proof of the theorem into a series of lemmas, and start with recording the following trivial property of the polynomials a k (x):
The composite case
Now we show that H n (x) ≡ 0 iff n is composite, and then determine the structure of H p (x) for p prime.
Lemma 2 H n (x) identically vanishes for n composite.
Proof Let r i = (a i , a i+1 , . . . , a i+n−1 ) denote the i-th row of the matrix in (1) . Let e i denote the n-dimensional unit row vector with 1 in the i-th coordinate and 0 elsewhere, with e t i denoting its transpose. The proof is in two cases depending on whether or not n is a perfect square:
2 is a perfect square.
We claim that in this case the four rows r 1 , r 2 , r m+1 , r m+2 are linearly dependent. More precisely
From Lemma 1,
and
Note that
Since
the right hand sides of (3) and (4) evaluate to the identical 0-1 vector.
Case II: n = p 2e+1 q with p prime, p | q.
Let m = p 2e+1 . In this case we show that the following linear dependence among the rows holds:
By Lemma 1 the j-th entry of the vector on the left is
•
The prime case
Let now n = p be prime. Using Lemma 1 and replacing r i+1 by r i+1 − xr i for i = 1, 2, . . . , p, we obtain
Consider the p × p matrix
Let c i,j denote the cofactor of the entry (i, j) of A p . Expanding the determinant in (5) by the first row, we have
and the coefficient of the leading term is the cofactor c 1,
First we show that the c 1,j 's, and in fact all cofactors of A p are identical.
Lemma 3 All cofactors of the matrix A p are identical.
Proof We note that A p is a symmetric matrix with the i-th row sum
for every i. Since the row sums vanish, the cofactor c i,j is independent of j. By symmetry, c i,j is also independent of i. One way to prove Lemma 3 combinatorially is to use the standard weighted version of Kirchoff's matrix-tree theorem [7] , [8] . We include it here for completeness. Consider the complete graph K p on vertices {1, 2, . . . , p}, and introduce the indeterminates
and define the weighted Laplacian matrix by setting
Let Sp (K p ) denote the set of spanning trees of K p . For any given index i, we can consider a T ∈ Sp (K p ) as being rooted at vertex i. This simply gives an orientation to each edge e = {r, s} of T by orienting it from r to s iff s is closer to the root than r in T . Define the weight of e ∈ T by w i (e) = x r,s and the weight of T itself by
Then any cofactor c i,j of an element in the i-th row of L p is identical and evaluates to
This is the content of the weighted generalization of Kirchoff's matrix-tree theorem. Suppose we specialize each x r,s , r = s to a numerical value such that the resulting matrix is symmetric (i.e x r,s and x s,r are assigned the same value). Given a T ∈ Sp (K p ), w i (T ) then specializes to a fixed value independent of i since the symmetry of the matrix implies that either edge orientation results in the same numerical weight for the edge. Therefore the sum in (8) evaluates to the same quantity independently of i, j.
• Since c 1,j = det C p for all j, we have proved
where b k is as given in (2). Next we evaluate det C p .
Proof Let E p denote the p×p exchange matrix which has 1's along the anti-diagonal and 0's elsewhere. Clearly, det E p = (−1)
Note that B p is symmetric for p ≡ 1 (mod 4) and skew-symmetric for p ≡ 3 (mod 4). We determine the spectrum of B p , and compute det B p as the product of its eigenvalues. This results in the evaluation of det C p that we need through (10).
Let I = √ −1 and ζ = e 2πI p denote a primitive p-th root of unity. For 1 ≤ r ≤ p − 1 consider the Gauss sum
A proof of Gauss's evaluation of g r can be found in [6] . Changing the summation index, we can write
We will give the details of the proof for primes of the form p ≡ 1 (mod 4). The proof for primes p ≡ 3 (mod 4) is similar. For p ≡ 1 (mod 4),
2 is even, and det C p = det B p . Using (11) and (12), we have
Equating the imaginary parts in (13),
Therefore for every r which is not zero modulo p, the vector
is an eigenvector of B p corresponding to eigenvalue r p √ p. The vectors corresponding to r and p − r differ only in sign. Therefore if we let 
Let
These are not themselves eigenvectors because of the extra term 
in the first case, and
in the second. Let
Finally, consider the two vectors
Thus w 1 is a 0-1 vector with a 1 for every index for which the row sum of B p is 1. Similarly, w 2 is a 0-1 vector with a 1 for every index for which the row sum of B p is −1.
The fact that w 1 is an eigenvalue of C p (and also of B p ) is a consequence of the identity
To prove this identity, write it in the form
In this latter form the identity can be proved by expanding the left hand side and making use of
which holds for p | i from the general orthogonality condition
For B p , we obtain
so that w 1 is an eigenvector of B p corresponding to eigenvalue 1. Similarly, w 2 is an eigenvector of B p corresponding to eigenvalue −1. Putting
2 corresponding to eigenvalue − √ p, and one each for the eigenvalues ±1. To show that there is no linear dependence among these vectors, we proceed to show that any two vectors u, v ∈ T 1 ∪ T 2 ∪ T 3 are orthogonal. We have already done this for u, v ∈ T 1 . For u, v ∈ T 2 , we need to show
These identities follow from
if s = 1, n − r which holds for 1 ≤ r ≤ s ≤ n − 1, and generalizes the twin identity to (14) 
The first one of these can be written as 
