Context. The search for twins of the Sun and Earth relies on accurate characterization of stellar and the exoplanetary parameters age, mass, and radius. In the modern era of asteroseismology, parameters of solar-like stars are derived by fitting theoretical models to observational data, which include measurements of their oscillation frequencies, metallicity [Fe/H], and effective temperature T eff . Furthermore, combining this information with transit data yields the corresponding parameters for their associated exoplanets. Aims. While values of [Fe/H] and T eff are commonly stated to a precision of ∼ 0.1 dex and ∼ 100 K, the impact of systematic errors in their measurement has not been studied in practice within the context of the parameters derived from them. Here we seek to quantify this. Methods. We used the Stellar Parameters in an Instant (SPI) pipeline to estimate the parameters of nearly 100 stars observed by Kepler and Gaia, many of which are confirmed planet hosts. We adjusted the reported spectroscopic measurements of these stars by introducing faux systematic errors and, separately, artificially increasing the reported uncertainties of the measurements, and quantified the differences in the resulting parameters. Results. We find that a systematic error of 0.1 dex in [Fe/H] translates to differences of only 4%, 2%, and 1% on average in the resulting stellar ages, masses, and radii, which are well within their uncertainties (∼ 11%, 3.5%, 1.4%) as derived by SPI. We also find that increasing the uncertainty of [Fe/H] measurements by 0.1 dex increases the uncertainties of the ages, masses, and radii by only 0.01 Gyr, 0.02 M , and 0.01 R , which are again well below their reported uncertainties (∼ 0.5 Gyr, 0.04 M , 0.02 R ). The results for T eff at 100 K are similar. Conclusions. Stellar parameters from SPI are unchanged within uncertainties by errors of up to 0.14 dex or 175 K. They are even more robust to errors in T eff than the seismic scaling relations. Consequently, the parameters for their exoplanets are also robust.
Introduction
The modern study of cool dwarf stars has been revolutionized in recent years by ultraprecise measurements of low-amplitude global stellar pulsations (for a summary of early results, see Chaplin & Miglio 2013) . Traveling through the star before emerging near the surface, pulsations bring information to light about the otherwise opaque conditions of the stellar interior, and thereby provide numerous constraints to the internal structure and composition of stars. Indeed, connecting theoretical stellar models to measurements of pulsation frequencies-as well as other measurements, such as those derived from spectroscopy-yields precise determinations of stellar parameters such as age, mass, and radius (for an overview, see .
Precisely constrained stellar parameters are broadly useful for a variety of endeavours, such as testing theories of stellar and galactic evolution (e.g., Deheuvels et al. 2016; Hjørringgaard et al. 2017; Nissen et al. 2017; Bellinger et al. 2017 ) and mapping out history and dynamics of the Galaxy (e.g., Chiappini et al. 2015; Anders et al. 2017; Silva Aguirre et al. 2018; Feuillet et al. SAC Postdoctoral Fellow 2018) . Combining stellar parameters with transit measurements furthermore yields properties of the exoplanets that they harbor, such as their masses, radii, obliquities, eccentricities, and semimajor axes (e.g., Seager & Mallén-Ornelas 2003; Huber et al. 2013; Van Eylen et al. 2014; Huber 2016 Huber , 2018 Campante et al. 2016; Kamiaka et al. 2018; Adibekyan et al. 2018 ). This then permits tests to theories of planet formation (e.g., Lin et al. 1996; Watson et al. 2011; Morton & Johnson 2011; Lai et al. 2011; Guillochon et al. 2011; Thies et al. 2011; Teyssandier et al. 2013; Plavchan & Bilinski 2013; Matsakos & Königl 2015 , 2017 Li & Winn 2016; Königl et al. 2017; Gratia & Fabrycky 2017) and facilitates the search for habitable exoplanets.
From first principles, one may obtain approximate relations to deduce stellar radii (R), mean densities (ρ), and masses (M) from asteroseismic data by scaling the values of the Sun to the observed properties of other stars ("scaling relations, " Ulrich 1986; Brown et al. 1991; Kjeldsen & Bedding 1995) : 
Here T eff is the effective temperature of the star, ν max is the frequency of maximum oscillation power, and ∆ν is the large frequency separation (for detailed definitions, see, e.g., . The quantities subscripted with the solar symbol ( ) correspond to the solar values: ν max, = 3090 ± 30 µHz, ∆ν = 135.1 ± 0.1 µHz, and T eff, = 5772.0 ± 0.8 K (Huber et al. 2011; Prša et al. 2016 ). This way of estimating stellar parameters is often referred to as the "direct method" (e.g., Lundkvist et al. 2018) because it is independent of stellar models and relies only on physical arguments. We note that there are no such scaling relations for the stellar age. The seismic scaling relations are all functions of the stellar effective temperature, which, along with metallicity, can be derived from spectroscopic observations of a star. A variety of factors contribute to the determination of these spectroscopic parameters, such as spectra normalization, corrections for pixel-to-pixel variations, the placement of the continuum, and so on (e.g., Massey & Hanson 2013; Škoda 2017) . The analysis can be complicated by effects such as line blending and broadening. Uncertainties in atmospheric models and the techniques for obtaining atmospheric parameters such as the measurement of equivalent widths, fitting on synthetic spectra, and degeneracies between spectroscopic parameters can also cause difficulties. Often, parameters for targets in large spectroscopic surveys are extracted automatically without visual inspection, which can lead to poor fits that sometimes go unnoticed. Conversely, analysis based on visual inspection sometimes leads to different practitioners coming to different conclusions about the same star. Thus there are opportunities for systematic errors to be introduced into the determined effective temperatures and metallicities (e.g., Creevey et al. 2013) . However, to date, no study has systematically tested in practice the impact of systematic errors in spectroscopic parameters on the determination of stellar parameters for a large sample of stars.
Unlike the effective temperature, the classical scaling relations presented above are not functions of metallicity, and so one would expect metallicity to have little importance in the determination of stellar masses and radii. However, these relations are approximations, and are not perfectly accurate. Several studies (e.g., White et al. 2011; Belkacem et al. 2011; Mathur et al. 2012; Hekker et al. 2013; Mosser et al. 2013; Huber et al. 2014; Guggenberger et al. 2016; Sharma et al. 2016; Gaulme et al. 2016; Huber et al. 2017; Guggenberger et al. 2017; Viani et al. 2017; Themeßl et al. 2018 ) have sought to quantify the validity of the seismic scaling relations-especially as a function of stellar evolution, when the assumption of solar homology breaks down-for example by comparison with stellar models, or via orbital analyses of binary stars. Viani et al. (2017) have also recently shown theoretically that these relations neglect a term for the mean molecular weight, which implies a previously unaccounted for dependence on metallicity.
To obtain more accurate mass and radius estimates-and stellar ages-one can fit theoretical models to the observations of a star (e.g., Brown et al. 1994; Gai et al. 2011; Metcalfe et al. 2014; Lebreton & Goupil 2014; Silva Aguirre et al. 2015 , 2017 Bellinger et al. 2016) . The connection between observations and stellar parameters then becomes much more complex, relying on the details of not only the coupled differential equations governing the structure and evolution of stars, but also the choices and implementations regarding the microphysics of the star, such as the opacities and equation of state of stellar plasma. This motivates the need for numerical studies to determine the relationships between the observations of a star and the resulting fundamental parameters (e.g., Brown et al. 1994; Angelou et al. 2017; Valle et al. 2018 ). Here we examine one important aspect of these relations: namely, the impact of systematic errors and underestimated uncertainties in spectroscopic parameters on the determination of stellar parameters via asteroseismic modeling.
In order to perform this study, we used the Stellar Parameters in an Instant pipeline (SPI, Bellinger et al. 2016) , which uses machine learning to rapidly connect observations of stars to theoretical models. The SPI method involves training an ensemble or "forest" of decision tree regressors (Breiman 2001; Geurts et al. 2006; Friedman et al. 2001) to learn the relationships between the observable aspects of stars (such as their oscillations) and the unobserved or unobservable aspects (such as their age). We then fed the observations of a particular star into the learned forest, which outputs the desired predicted quantities. In order to propagate the uncertainties of the observations into each of the predicted quantities, we generated random realizations of noise according to the uncertainties of the observations (including their correlations), and ran these random realizations also through the forest. This yields the posterior distribution for each predicted quantity, from which we may obtain, for example, the mean value and its corresponding uncertainty for quantities such as the stellar age, mass, radius, mean density, and luminosity.
Using this approach, one can simultaneously and independently vary multiple free parameters corresponding to uncertain aspects of stellar models, such as the efficiency of convection and the strength of gravitational settling; and therefore propagate many of the uncertainties of the theoretical models into the resulting stellar parameters. To this end, we generated a large grid of stellar models that have been varied in age as well as seven other parameters controlling the physics of the evolution, which is described in more detail in the next section. Since obtaining the parameters of a star with SPI takes less than a minute (rather than hours or days, as is typical with some other methods) we were then able to test the robustness of the final stellar parameters against injections of various amounts of systematic errors.
The question of how systematic errors in spectroscopy impact stellar parameter determinations has direct bearing on exoplanet research. This is due to the fact that the determination of exoplanetary parameters generally depends very strongly on the ability to constrain the parameters of the host star (see Figure 1) .
Given the radius of the host star from asteroseismology (e.g., using Equation 1; or using more sophisticated methods, such as SPI), and assuming a uniformly bright stellar disk, the radius of a transiting exoplanet can be found by measuring the transit depth (e.g., Seager & Mallén-Ornelas 2003) . Given the stellar radius and mean density (e.g., Equation 2), and assuming a circular orbit, one can compute the semi-major axis of an exoplanet from its orbital period. Combining that information with the stellar mass (e.g., Equation 3), one can find the mass of an exoplanet using Kepler's third law. As prevailing theories give that planets form roughly around the same time as the host star, the stellar age that is found is generally then attributed to its companions as well (e.g., Jenkins et al. 2015; Campante et al. 2015; Safonova et al. 2016; Christensen-Dalsgaard & Silva Aguirre 2018) . From this information, the composition of an exoplanet can be determined by connecting these properties to theoretical models of planet structure and formation (e.g., Seager et al. 2007; Weiss & Marcy 2014; Rogers 2015; Huber 2018 The points indicate models that have been selected from the track. They are colored according to their assigned phase of evolution, and the approximate duration of each phase is indicated.
Thus, if the parameters derived for the host star are biased, then so too will be the parameters for its exoplanets. A differential bias-e.g., a bias that affects mass more than radius-would furthermore impact strongly on matters such as empirical massradius relations (e.g., Seager et al. 2007; Torres et al. 2010 ). 
Methods
We used Modules for Experiments in Stellar Astrophysics (MESA r10108, Paxton et al. 2011 Paxton et al. , 2013 Paxton et al. , 2015 Paxton et al. , 2018 to construct a grid of stellar models following the procedure given by Bellinger et al. (2016) . The initial parameters were varied quasirandomly in the ranges given in Table 1 . We introduced an additional free parameter, α uv , which controls the efficiency of convective envelope undershooting. As convection is modeled in MESA as a time-dependent diffusive process, under-and overshooting are achieved by applying convective velocities to zones within a distance of αH p beyond the convective boundary, where α is the under-or over-shooting parameter, and H p is the local pressure scale height. The convective velocities that are used are taken from a distance f 0 before the boundary; here we used f 0 = 0.01 H p . The remaining aspects of the models are the same as in Bellinger et al. 2016 . We calculated N = 8 170 evolutionary tracks which we simulated from the zero-age main sequence until either an age of 20 Gyr or an asymptotic period spacing of 150 s, which is generally around the base of the red giant branch. Since the initial conditions of the grid are varied quasi-randomly, the resolution in each parameter x is given by (x max − x min )/N; e.g., the typical resolution in mass is approximately 0.0001 M . From each track we obtained 32 models with core hydrogen abundance X c > 0.1 nearly evenly spaced in age (i.e., main-sequence models), 32 models with 0.1 ≤ X c ≤ 10 −6 nearly evenly spaced in log X c (turn-off models), and 32 models beyond X c < 10 −6 again nearly evenly spaced in age (sub-giant models). These phases are visualized in Figure 2 .
We calculated p-mode frequencies for these models using the GYRE oscillation code (Townsend & Teitler 2013) . We obtained frequency separations and ratios (Roxburgh & Vorontsov 2003) for these models following the procedures given in Bellinger et al. 2016 . We removed models where the presence of mixed modes made it impossible to calculate these quantities.
Data
We obtained oscillation mode frequencies, ν max values, effective temperatures, and metallicities for 97 stars observed by the Kepler spacecraft (Borucki et al. 2010a ) from previous studies. Data for 31 of the stars came from the Kepler Ages project (Silva Aguirre et al. 2015; Davies et al. 2016) , and 66 were from the Kepler LEGACY project Silva Aguirre et al. 2017) . The spectroscopic parameters of these stars are visualized in Figure 3 . We processed the mode frequencies to obtain asteroseismic frequency separations and ratios in the same way that we processed the theoretical model frequencies in the previous section. These stars are visualized in the so-called CD diagram (Christensen-Dalsgaard 1984) in Figure 4 . The relative uncertainties on the observational constraints for these stars are visualized in Figure 5 . This figure furthermore illustrates the observational data we input to SPI. For comparison purposes, we additionally obtained luminosity and radius measurements for these stars from the recent Gaia Data Release 2 (DR2, Gaia Collaboration et al. 2018; Andrae et al. 2018) . We identified these stars using the 2MASS cross-matched catalog (Marrese et al. 2018 ) for all except KIC 10514430 and KIC 8379927, which we located using a cone search. We note that these measurements have not been corrected for extinction.
Results
We applied SPI to the sample of 97 stars using the grid of theoretical models that we generated and the observational constraints shown in Figure 5 . Random realizations of the observations that fell outside of the range of the grid of models were dropped. Figure 6 shows the relative uncertainties in the estimated stellar parameters for this sample. The stellar parameters themselves can be found in Table A .1 in the Appendix. Figure 7 shows the positions of these stars on the Hertzsprung-Russell diagram using effective temperatures from spectroscopy and predicted luminosities from SPI.
Comparison with Gaia data
The accuracy of SPI can be gauged by comparing its predictions with observations. In Figure 8 we show a comparison of predicted luminosities and radii to those from Gaia DR2. Again we find good agreement, despite the systematic errors that may currently be present in the Gaia data. Sahlholdt & Silva Aguirre (2018) recently compared their predicted radii to Gaia radii for these stars as well and found similar results, although our estimates are in somewhat better agreement, in the sense that we find fewer discrepant stars. Most likely this is due to the fact that our models incorporate a greater variety of mixing length parameters, which is important for determining stellar radii. We furthermore compare the results from SPI to the BASTA models for these stars (Silva Aguirre et al. 2015 , 2017 in Figure 9 , finding good agreement.
Testing the seismic scaling relations
The stellar parameters we derive using SPI can be used to check the validity of the seismic scaling relations (Equations 1, 2, 3) . Figure 10 shows a comparison between the masses, radii, and mean densities obtained in these two ways. Overall, there is good agreement, albeit with some significant outliers. We note that two of the discrepant stars-KIC 8760414 and KIC 7106245 (labels 8 and 10 in the Figure) -are two of the lowest mass stars and are by far the most metal poor stars of the sample, with [Fe/H] values of approximately −0.9 dex and −1 dex, respectively. In contrast, the next most metal poor star has a metallicity of approximately −0.5 dex (cf. Figure 3) . However, we find no apparent metallicity dependence in the residuals of any of the scaling relations. We note that the large number of outliers in mean density estimates in Figure 10 arise mainly from their very small uncertainties. Only one of the labeled outliers, KIC 8478994 is a confirmed planet host (label 9 in the Figure-see Table A .1).
Testing systematic errors in spectroscopy
We performed two sets of tests aimed at gauging the robustness of stellar parameters to unreliable spectroscopic parameters. In the first test, we biased all of the spectroscopic measurements by systematically changing their reported metallicities and effective temperatures (both independently and simultaneously). We then measured the extent to which their estimated radii, masses, mean densities, and ages changed with respect to the unperturbed estimates of the stellar parameter. In the second test, we increased the reported random uncertainties for each star and measured the change to the uncertainties of the resulting stellar parameters.
The results of these experiments are shown in Figures 11,  12 , 13, 14, 15, and 16. There it can be seen that a systematic error of 0.1 dex in [Fe/H] measurements translates on average to differences of only 4%, 2%, and 1% in the resulting stellar ages, masses, and radii, respectively. These differences are smaller than the reported relative uncertainties for these quantities (∼ 11%, 3.5%, 1.4%). Similarly, a systematic error of 100 K in effective temperature results in relative differences of 6%, 2%, and 0.4%. Furthermore, increasing the reported uncertainty of [Fe/H] measurements by 0.1 dex (100%) increases the uncertainties of stellar ages, masses, and radii on average by only 0.01 Gyr, 0.02 M , and 0.01 R , which are well below the reported uncertainties for these estimates (∼ 0.5 Gyr, 0.04 M , 0.02 R ). Similarly, increasing the reported uncertainty of T eff by 100 K increases the uncertainties of the estimated stellar parameters by 0.2 Gyr, 0.01 M , and 0.003 R . Thus, even relatively large systematic errors and increases to uncertainty result in essentially the same stellar parameters. When biasing [Fe/H] estimates by more than 0.1 dex (1σ), some of the stellar metallicities went beyond the grid of models and were dropped. By 0.5 dex (5σ), only half of the stars remained, and at this point we stopped the experiment. We find that in order for the relative differences in the resulting stellar ages, masses, and radii to be equal to their reported uncertainties, [Fe/H] (T eff ) measurements would need to be biased by at least 0.24 dex (175 K), 0.14 dex (200 K), and 0.14 dex (300 K), respectively.
The results regarding the uncertainties are consistent with the theoretical findings of Angelou et al. (2017, their Fig. 7 ). Though our analysis was done using frequency ratios to account for the surface term, Basu & Kinnane (2018) have similarly shown that how the surface term is accounted for does not affect estimates of the global properties (but see also Aarslev et al. 2017 ).
The tests regarding effective temperatures also show these biases propagated through the seismic scaling relations (Equations 1, 2, 3). We find that estimates obtained using SPI are even more robust to systematic errors than the scaling relations.
Conclusions
We estimated the stellar parameters of 97 main-sequence and early sub-giant stars observed by the Kepler spacecraft using the SPI pipeline. We compared the estimates of stellar mass, radius, and mean density that we obtained from stellar modeling for these stars to the estimates from seismic scaling relations and found good agreement. We found no evidence in the residuals for a trend with metallicity. We similarly compared the estimates of stellar radius and luminosity that we obtained from stellar modeling to the measurements from Gaia DR2, and again found good agreement.
We used these stars to test the impact of systematic errors in metallicity and effective temperature on the determination of stellar age, mass, and radius via asteroseismic stellar modeling. We found that the resulting stellar parameters from SPI are stable with respect to even relatively large systematic errors in the spectroscopic measurements. We emphasize that these results are only valid for asteroseismic modeling performed using SPI; results from other methods may vary. We note that we have not tested the impact on more evolved stars, such as red giants, and there too the results may differ. We note also that there may be . For each type of measurement, the order of the stars is given in order of increasing relative uncertainty, so for example Star 1 is not necessarily the same star in all the different types of measurements. We note that δν 1,3 measurements are only available for 13 of the stars.
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These results should not be taken to imply that spectroscopic measurements are unimportant. As was shown by Bellinger et al. (2016) and Angelou et al. (2017) , metallicity measurements are consistently rated as being highly important for constraining stellar models, as they provide unique information that is not redundant with the oscillation data. However, measurements of stellar metallicity are most important in constraining aspects of the models related to the initial chemical composition and mixing processes that take place during the evolution. They are, however, comparatively less important in constraining global parameters such as stellar age, mass, and radius from existing stellar models, as these quantities are well-constrained by seismology.
We conclude that asteroseismic modeling is a very reliable technique for obtaining ages, masses, radii, and other parameters of solar-like oscillators on the main sequence. Consequently, the parameters for their exoplanets, being that they are based on these values, are also robust to such systematics.
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