Our first main result is that a crossed product B = A# σ H with σ invertible is a cleft //-comodule algebra. Doi and Takeuchi had proved earlier that cleft comodule algebras are crossed products with σ invertible [DT] , and thus this property characterizes such crossed products. We note that a weaker version of the [DT] result was proved in [BCM] , with essentially the same proof.
Combining this characterization with a second result in [DT] , it follows that B = A# σ H with σ invertible if and only if 0 -• A -• B is an //-Galois extension having the normal basis property.
In addition, although our crossed products were defined via a left (weak) action of H on A, so that A# σ H is a free left ^4-module of rank dim^ //, we prove here that such crossed products are also free right yl-modules of rank dim^ H provided H has bijective antipode.
We then give applications of these characterizations in the case when dinifc H < oo. We first extend the "duality theorem" known for smash products [BM/V] to the case of crossed products; that is, for any crossed product with invertible σ, (A# σ H)#H* ~ A®Έnά k //. We next improve the Maschke-type results of [BCM] by eliminating the hypothesis that H be cocommutative; in particular, we prove that if A is semisimple Artinian and H is semisimple, then A# σ H is semisimple Artinian. Moreover, if A is semiprimitive (resp. semiprime), H is semisimple, and the action of// is inner, then A# σ H is also semiprimitive (resp. semiprime). Finally, we prove a Noether-Skolem theorem for an action of a Hopf algebra on a central simple algebra B\ as a special case, if the invariants A = B H contain the center of /?, A c B is H* -Galois, and H is semisimple, then the action of H is inner on B. This special case generalizes the Noether-Skolem theorem for strongly graded rings due to J. Osterburg and D. Quinn [OQ] . An earlier Noether-Skolem theorem for pointed cocommutative Hopf algebras was proved by M. Sweedler [SI] .
We assume the reader to be familiar with the basic notions of Hopf algebra theory, including those of convolution, //-module algebra, smash product, and right //-comodule (see [S2] 
If γ is invertible with convolution inverse y" 1 , we have (ii) is (right) H-Galois ( [CS, Definition 7.3] , [KT, Definition 1.4 there is a bijection from A®^H \o B which is a left v4-module and right //-comodule morphism. It is clear that the right //-extension 0 -• A -> A# σ H has the normal basis property if A# σ H is a crossed product, and Proposition 1.8 implies that the extension is cleft if σ is invertible.
The following theorem, which combines results of Doi and Takeuchi with Proposition 1.8, ties all of the foregoing notions together.
for some weak action ofH on A and some invertible normal cocycle σ satisfying the twisted module condition', (ii) 0 -+ A -> B is cleft; (iii) 0-> A-+ B is H-Galois and has the normal basis property. Moreover, if the antίpode of H is bijective, then any of the equivalent conditions (i), (ii), or (iii) implies that B ~ H ®A as right A-modules.
Proof [DT, Theorem 9] proves that (ii) and (iii) are equivalent. Suppose (ii) holds. Then there exists an invertible //-comodule map γ:
we see that γ(l) is an invertible element in B with inverse γ~ι(l).
According to [D, Lemma 3 
It is then easy to check that γ is an //-comodule map with γ(l) = 1 and with convolution inverse γ- Finally we prove that B = // ® ^4 as right ^-modules, provided the antipode 5 of H is bijective and 0 -• ^ -• 5 is cleft. Thus let S denote the composition inverse of S and let γ: H -> 5 be an invertible right //-comodule map. Then [DT, Proposition 8] tells us that μ = γ~ι oS is a right //-comodule map from H to B and that, if we set μ = 7 o 5, we have
for all h e H. Moreover it follows immediately from [D, Lemma 3.2] that μ satisfies
Define a: H ® k A -> B by α(/z <8> α) = μ(h)(ιa) for h e H, a e A.
We next note that We can also define a crossed product H σ #A from a right weak action of H on 4 by replacing (1.1) with Then Lemma 1.5, Proposition 1.8, and Theorem 1.18 all go through in this setting.
Applications: finite dimensional Hopf algebras.
When H is finite dimensional, Proposition 1.8 and Theorem 1.18 can be used to obtain a duality theorem, some Maschke-type results, and a Noether-Skolem theorem.
We assume throughout §2 that άivs\ k H < 00. In [CF, Theorem 4] this argument was extended to smash products A#H by showing that the [LS] averaging map was also a left 4-module map. A partial extension to crossed products A# σ H was proved in [BCM, Corollary 6.6] under the additional hypotheses that σ is invertible and H is cocommutative. In this subsection we improve results in (6.3-6.10) of [BCM] and, in particular, remove the cocommutativity hypothesis in the [BCM] Maschke theorem.
First, our improvement of [BCM, Lemma 6. (V, W) .
Proof Note that γ~ι exists by Proposition 1.8 so that (2.4) makes sense. We identify A with A# σ l. Then λ is a left ^-module map by the same argument as in [BCM, Lemma 6.3] , which only requires the invertibility of γ. Similar to the argument on [BCM, p. 707] , we have
W(χ)
Now let heH, υ e V. Then
where the second equality follows from (1.9), the third from the fact that γ is an ^4-module map, the fourth from (1.10), and the fifth from (2.5). Since a#h = aγ(h), λ is an A# σ H-mod\xle map. D
We next remove the cocommutativity hypothesis from [BCM, Theorem 6.4 and Corollary 6.5] obtaining our version of Maschke's theorem. THEOREM 2.6. Let H be a finite dimensional semisίmple Hopf algebra, and let A# σ H be a crossed product with σ invertible.
(1) Let V be Proof Since the (weak) action of H on A is inner, [BCM, Theorem 5 .3] implies that A# σ H is algebra isomorphic to a twisted product A τ [H] , where τ is invertible. That is, the action of H can be trivialized by changing cocycles; this means that we may assume that the elements of A commute with the elements of H. Now a standard induced module argument shows the semiprimitive part of the theorem: follow the proof of [BCM, Corollary 6.6, case (2) ], substituting Theorem 2.6 for [BCM, Corollary 6.5] . Then the semiprime part of the theorem follows exactly as in the proof of [BCM, Theorem 6.10] , using the Lorenz-Passman "primitivity machine" and substituting the above semiprimitive result for [BCM, Corollary 6.6] . D REMARK 2.8. The question as to whether Theorem 2.7 is true without the inner hypothesis remains open. The method of induced modules does not extend, as noted in [BCM, Example 6.7] ; it is false in general that if V is a completely reducible ^4-module, then V = (A# σ H) ® A V is completely reducible as an ^4-module, even if σ is trivial. We note however that if H = (kG)* 9 G a finite group, then A semiprime implies A# σ H semiprime even if the weak action is not inner. For if A# σ H contains a non-zero nilpotent ideal N, then x N is also a nilpotent ideal for all x e G, where is the usual action of H* = kG on A# σ H, and so
C. A Noether-Skolem theorem. In [SI, Theorem 9 .5], Sweedler proved a Noether-Skolem theorem for actions of pointed Hopf algebras //, i.e., H having only one-dimensional minimal subcoalgebras. When k is algebraically closed, this includes all cocommutative H and hence the known cases of actions by groups of automorphisms (the classical Noether-Skolem theorem) and by Lie algebras of derivations (a theorem of Jacobson).
For non-cocommutative //, the first progress was made recently by Osterburg and Quinn [OQ] who considered the case of an action by H = (kG)* 9 G a finite group, that is, the case of a G-graded algebra B over k. They also assumed that B is strongly graded by G. By a result of Ulbrich [Ul, Lemma 2.1] , this assumption is equivalent to A C B being a right H*-Galois extension, where A = B H = B e , the identity component of B under the grading.
In this subsection, we will extend the [OQ] result to right //-Galois extensions AC B for arbitrary finite dimensional Hopf algebras //.
We first need a lemma which will guarantee that certain Galois extensions have the normal basis property. It extends [KC, Proposi- Note that (1) and (2) are just the hypotheses of Ulbrich's theorem with H and H* interchanged. Thus Z c E, the centralizer of A in B, is left //-Galois, with the right /P-action as in (2.12).
Since Z is a field central in E, the left version of Lemma 2.9 implies that Z c E satisfies the left normal basis property of Remark 1.31. Then by the left version of Theorem 1.18 (or [DT, Theorem 9] ), Z c E is left cleft: there exists a left //-comodule map u: H -> E which is convolution invertible in Hom^ (H,E). Hence u is a right //"-module map. This is the map u that satisfies (2.16). In fact, let where the first equality is (2.13), the second holds since u is a right H*-module map, the third holds by the definition of the right action --of H* on H, and the fifth expresses the relation between the right //*-coaction and the left //-action on B. Since u is invertible, we get (2.16). D
Note that by Theorem 1.18, E = H σ #Z, a right crossed product over Z. Thus we may view the map u: H -• E in the above proof as u(h) = φ~ι(h Θ 1), where φ: E -• H σ #Z is the isomorphism. REMARK 2.17. Hypothesis (2) of Theorem 2.15 will always be satisfied if // is semisimple. For then H contains a left integral x
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with ε(x) = 1. The mapping t: B -• A given by t(b) = x b is then an yί-module projection of B onto A so that A is an ^4-module direct summand of B.
Finally 
