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A b s t r a c t  
The Ada* programming 1 anguage prov ides a means of speci fyi ng 1 ogi  cal  concurrency 
b y  u s i n g  m u l t i t a s k i n g .  
i n t o  a phys i  c a l l  y concur ren t  d i  s tri buted envi  rorment whi ch  imposes i t s  own 
requirements can l e a d  t o  i n c o m p a t i b i l i t i e s .  These problems a r e  discussed. 
Us ing  d i s t r i b u t e d  Ada f o r  a t a r g e t  system may be a p p r o p r i a t e ,  b u t  when u s i n g  
t h e  Ada language i n  a h o s t  env i ronnent ,  a m u l t i p r o c e s s i n g  model may be more 
s u i  tab1 e than r e t a r g e t i  ng an Ada compil  e r  f o r  t h e  d i s t r i b u t e d  envi  rorment. 
t r a d e o f f s  between mu1 t i t a s k i n g  on d i s t r i b u t e d  t a r g e t s  and mu1 ti process ing on 
d i s t r i b u t e d  h o s t s  a r e  discussed. 
m u l t i p r o c e s s i n g  models i n d i c a t e  d i f f e r e n t  areas o f  a p p l i c a t i o n .  
Extending t h e  Ada m u l t i t a s k i n g  concurrency mechanism 
The 
Comparisons o f  t h e  mu1 t i t a s k i  ng and 
Keywords: Ada, d i s t r i b u t e d  processing, mu1 ti t a s k i  ng, mu1 ti processing, Ada 
Programming Suppor t  Envi rorment  (APSE), s o f t w a r e  engineer ing,  computer networks,  
i nterprocess  communi c a t i  on. 
1. INTRODUCTION 
I n  d e s i g n i n g  a s o l u t i o n  t:, a r e a l - w o r l d  p r o b l m ,  t h e  systems a n a l y s t  i s  
f r e q u e n t l y  faced w i t h  t h e  f a c t  t h a t  t h e  r e a l  w o r l d  f u n c t i o n s  i n  terms of 
c o n c u r r e n t  a c t i  v i  ti es . Many appl i c a t i  ons a r e  model 1 ed most n a t u r a l  1 y by 
l o g i c a l l y  concur ren t  tasks ,  b u t  most computer languages do n o t  suppor t  
concurrency. Even when concurrent  a c t i v i t i e s  can be d i s t r i b u t e d  on a computer 
network t o  achieve p h y s i c a l  as w e l l  as l o g i c a l  concurrency, t h e  des igner  must 
b u i l d  t h e  i n t e r f a c e s  between t h e  p h y s i c a l l y  d i s t r i b u t e d  components of t h e  system 
as w e l l  as p a r t i t i o n  on i t s  l o g i c a l l y  concur ren t  boundaries. 
*Ada i s  a r e g i s t e r e d  trademark o f  t h e  U.S. Government (Ada J o i n t  Program O f f i c e ) .  
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Recognizing t h a t  concurrency i s  t he  na tu ra l  approach t o  sol v ing  many probl  ems, 
t h e  Department o f  Defense (DOD) developed m u l t i t a s k i n g  as an i n t e g r a l  p a r t  o f  
t h e  Ada programming 1 anguage speci f i c a t i  on. Concurrent tasks may communicate 
through task  a c t i v a t i o n  and te rmina t ion ;  t h e y  may share global  var iab les ;  o r  
t h e  communi c a t i  ng tasks may rendezvous us ing  e n t r y  c a l l  s and accept statements. 
Synchronizat ion between comnunicating tasks  may use s e l e c t i v e  wa i t s ,  c o n d i t i o n a l  
e n t r y  c a l l  s, o r  t imed e n t r y  c a l l  s 111. 
The h o s t / t a r g e t  model was used i n  des ign ing  t h e  framework f o r  Ada env i rorments 
12,3].  
compi led b y  a cross-compi ler ,  and t h e  executable module downloaded t o  t h e  t a r g e t  
system on which i t  i s  t o  execute. Th is  model descr ibes t h e  t y p i c a l  sof twared 
devel opnent environment f o r  embedded systems. 
Ada programs a re  developed on a hos t  computer system. The program i s  
A range o f  o p t i o n s  can be considered f o r  t h e  d i s t r i b u t e d  t a r g e t .  A l t e r n a t i v e s  
t o  mu1 ti t a s k i n g  may be chosen, such as a mu1 ti process ing approach r e l y i n g  on an 
I /O-o r ien ted  i n t e r f a c e  f o r  i n te rp rocess  comnunication. F u l l y  t ransparent  d i s t r i  bu- 
t i o n  o f  t h e  program can be implemented, o r ,  as i s  more common f o r  most e f f o r t s ,  
o n l y  tasks  can be d i s t r i b u t a b l e .  Al though t h e  Ada m u l t i t a s k i n g  model i n t u i t i v e l y  
seems t o  be t he  na tu ra l  model f o r  concurrency i n  t h e  d i s t r i b u t e d  environment, 
C o r n h i l l  has suggested t h a t  t h e  Ada programs could and should be a r b i t r a r i l y  
d i s t r i b u t a b l e  14,5] .  Packages and i n d i v i d u a l  b locks o f  code as we l l  as tasks 
should be d i s t r i b u t a b l e .  Ada programs should be developed us ing  t h e  Ada 
mu1 ti tas k i  ng model f o r  1 ogi cal  concurrency regard1 ess o f  t h e  under1 y i  ng physi cal  
concurrency. The phys ica l  d i s t r i b u t i o n  o f  t h e  Ada program can be s p e c i f i e d  
u s i n g  a d i s t r i b u t i o n  language which i s  i n p u t  t o  the  compi le r  w i t h  t h e  Ada source 
code. The t r a d e o f f s  between t h e  var ious  a l t e r n a t i v e s  must be c a r e f u l l y  
cons idered be fo re  an approach t o  imp1 ementi ng d i  s t r i  buted Ada programs i s  
se lec ted .  
The terms " task"  and "process" a re  f r e q u e n t l y  used in terchangeably .  I n  t h i s  
paper tasks  a r e  independent b u t  i n t e r a c t i n g  program components which execute i n  
para1 l e 1  . A process i s  an independent program execut ion  and i t s  con tex t .  I t  i s  
t h e  bas ic  u n i t  scheduled f o r  execut ion  b y  t h e  opera t i ng  system and represents  
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the execution of a program 161. 
yet execute as a s ingle  process under an  operating system w h i c h  runs many 
concurrent independent processes. 
A sing1 e Ada program may contain many tasks ,  
2 .  DISTRIBUTED PROCESSING REQUIREMENTS 
Distributed processing may be implemented on radical ly  different types of 
architecture.  Shared memory architectures have mu1 t i  ple processors sharing one 
or more gl  obal menori es ,  or  processors w i t h  1 oca1 memory may be i nterconnected 
by message-oriented communications l inks.  These message-oriented l inks may be 
s t r i c t l y  point-to-point, or they may have a broadcast or mu1 t i - d r o p  c a p a b i l i t y .  
Distributed systems may interface by messages, remote procedure c a l l s ,  rendezvous, 
monitors, or shared variables t o  name a few of the approaches. A t  the most 
fundamental level there are only two classes of communication technology: those 
which copy d a t a ,  e.g., a n  I/O-oriented approach, a n d  those which reference shared 
d a t a ,  e.g., using global (shared) memory. Interrupts may provide an asynchronous 
change of control flow t o  s i g n a l  a n  event or message exchange, or the message 
exchange may be referenced synchronously w i t h i n  the process. Various 
communications methods may be layered on these basic technologies t o  provide 
different access techniques a n d  control  flow structures.  
There are a number of desirable capabili t ies for a distributed processing system. 
These i ncl ude: 
e 
support for mu1 t i  pl e readers; 
support f o r  mu1 t i  pl e writers; 
support for mu1 ti  pl e i ndekndent message streams; 
asynchronous i n p u t ,  i .e., a non- bl ocki n g  recei ve; 
asynchronous o u t p u t ,  i .e., a non- bl ocki ng send; 
support fo r  1 ocki ng shared memory d a t a  structures for  m u t u a l  excl usion; 
control over the scheduling discipline; 
access t o  a system clock; 
a n  i nterval timer whi ch can asynchronous1 y signal events; 
control over the distribution of processes on the network; 
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f a u l t  de tec t i on  and damage assessment. 
t ransparent  fau l  t to1 erance; 
support  f o r  mu1 ti cast; 
0 support  f o r  broadcast; 
0 s e c u r i t y  features such as  encrypt ion.  
Al though a fea tu re  may be des i rab le ,  i t  may be imprac t i ca l  t o  implement f o r  
performance reasons. 
f ea tu res  such as f a u l t  to le rance t h a t  i s  a p p l i c a t i o n  dependent. 
There i s  a t r a d e - o f f  between Performance and desi  rab l  e 
Considerat ions i n  the  a r e a  o f  d i s t r i b u t e d  processor management I?] i n c l u d e  
0 the a l l o c a t i o n  o f  processors: s t a t i c ,  dynamic, user-defined, o r  automat ic 
0 the a t o m i c i t y  o f  d i s t r i b u t i o n :  packages, tasks,  o r  procedures 
p o s s i b l e  remote operat ions:  rendezvous, a c t i v a t i o n / t e r m i n a t i o n ,  remote 
procedure c a l l s  , and global va r iab les  
0 remote dependenci es and except ion handl i ng 
a general network t o p i c s  such as encrypt ion,  p ro toco ls ,  and f a u l t  handl i n g .  
There a re  two extremes t o  us ing  Ada i n  the  d i s t r i b u t e d  env i romen t .  One ext rene 
t r a n s p a r e n t l y  d i s t r i b u t e s  Ada programs across the  d i s t r i b u t e d  envi  r o m e n t .  There 
are,  however , inheren t  probl  ens i n  t h e  Ada model o f  concurrency when a p p l i  ed t o  
t h e  d i s t r i b u t e d  envi r o m e n t .  A1 though sol  u t ions  may e x i s t  t o  many, i f n o t  a l l  , 
o f  these problem, t h e  performance pena l t i es  ex t rac ted  may render the  m u l t i t a s k i n g  
model imprac t i  cal . 
The o t h e r  extreme f o l l o w s  the mu1 ti processing model i n  which separate sequent ia l  
programs are  developed which can be concur ren t ly  executed. 
use the  techniques developed d u r i n g  years of research i n t o  d i s t r i b u t e d  process ing 
issues. 
i n t r i n s i c  t o  the  Ada concurrency model. 
i s  e x p l i c i t l y  aware o f  t h e  under l y ing  d i s t r i b u t e d  a rch i tec tu re .  
Ada programs can 
The drawback i s  t h e  l o s s  o f  t he  advanced sof tware engineer ing concepts 
The advantage i s  t h a t  t h e  system designer 
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3. DISTRIBUTED ADA PROlffAMS 
Imp1 ement ing t h e  Ada concurrency mechanisms on a d i s t r i b u t e d  system i s  n o t  a 
s t r a i g h t f o r w a r d  m a t t e r .  
p rocess ing  a r e  n o t  adequate1 y addressed b y  t h e  Ada mu1 ti tas  k i  ng capa b i  1 i ti es, 
and a nunber o f  assunpt ions i m p l i c i t  i n  t h e  d e f i n i t i o n  o f  Ada t a s k s  do n o t  
n e c e s s a r i l y  h o l d  t r u e  i n  t h e  d i s t r i b u t e d  envi  ronment 181. The imp1 m e n t a t i o n  
of  p h y s i c a l  concu r rency  may p lace r e s t r a i n t s  on t h e  des ign  o f  l o g i c a l  concurrency,  
f o r  example, t h e  use o f  g lobal  v a r i a b l e s  i n  t h e  absence o f  shared memory. These 
c o n s t r a i n t s  may be d r i v e n  by bo th  performance and f e a s i b i l i t y  r e s t r i c t i o n s .  
A nunber of issues wh ich  a r e  o f  concern i n  d i s t r i b u t e d  
The Ada Language Reference Manual i n d i c a t e s  t h a t  mu1 ti t a s k i  ng can be t r a n s p a r e n t l y  
implemented on a d i s t r i b u t e d  s y s t e n  [9]. Several  f e a t u r e s  o f  t h e  language, 
however, i m p l y  a s ing1 e-memory system [ lo ] .  
statements a r e  t h e  p r i m a r y  means o f  synchroni  r a t i o n  o f  t a s k s ,  and o f  c o m u n i c a t i n g  
va lues between tasks ,  t h e  use o f  shared v a r i a b l e s  i s  a1 so d e s c r i b e d  i n  t h e  language 
s p e c i f i c a t i o n .  Global v a r i a b l e s  i m p l y  a comnon memory. Access o b j e c t s  as 
rendezvous parameters i m p l y  a common memory. Many d i s t r i  buted systems, however, 
do n o t  s u p p o r t  shared menory. 
A l though e n t r y  c a l l s  and accept  
Connect ion management i s  n o t  supported. There i s  no su i  tab1 e 1 anguage c o n s t r u c t  
t o  r e p r e s e n t  a node i n  t h e  network; t h e r e f o r e  d i s t r i b u t i o n  o f  t h e  program cannot  
be hand1 ed f rom w i  t h i  n t h e  1 anguage . 
A l l  poss i  b l  e c o n s t r a i  n t s  on synchroni  z a t i  on cannot be expressed u s i n g  t h e  
rendezvous p r i m i t i v e s .  The rendezvous p rov ides  s y n c h r o n i z a t i o n  p o i n t s  f o r  
communi c a t i  ng t a s k s .  
t h r o u g h  shared v a r i a b l e s ) .  Asynchronous comnunicat ion i m p l i e s  nonb lock ing  sends 
and r e c e i v e s .  Th is  problem can be addressed by i n s e r t i  ng a b u f f e r i n g  t a s k  (a1 so 
c a l l e d  agen t  t a s k s  I l l ] )  between t h e  sender and r e c e i v e r ,  b u t  t h i s  may impose a 
s i g n i  f i  c a n t  degree o f  overhead. 
Ada p r o v i  des on1 y synchronous communi c a t i  on ( o t h e r  than  
C o n d i t i o n a l  e n t r y  c a l l s  i m p l y  t h a t  i t  can be q u i c k l y  e s t a b l i s h e d  whether t h e  
c a l l e d  t a s k  has executed t h e  accept  and t h a t  t h e  queue i s  empty. 
d e l a y  s ta temen t  would be used i f  a " t imed"  response was adequate, c o n d i t i o n a l  
S ince t h e  
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entry c a l l s  will be used by tasks t h a t  cannot tolerate  excessive delay. When 
the called t a s k  is on a remote node, timely response becomes a c r i t i ca l  - a n d  
u n q u a n t i  fied - issue. 
Timed entry call  s may i mpl y a potenti a1 race condi t i  on between the rendezvous 
and the timeout. 
involved i n  the rendezvous? I f  from the cal l ing t a s k ,  as seems logical , race 
conditions may occur where the c a l l i n g  t a s k  has aborted a rendezvous t h a t  the 
accepting task has in i t ia ted .  I f  from the accepting task,  a re  the semantics of 
t he  language preserved? 
Shou ld  timeout be measured from the c a l l i n g  or accepting tasks 
An interval timer capabil i t y  i s  not  supported. The Ada del ay statement guarantees 
a m i n i m u m  delay; the actual time interval can be a r b i t r a r i l y  longer t h a n  t h a t  
specified by the  de lay  statement and  s t i l l  s a t i s f y  t h e  semantics o f  the delay. 
Packages STANMRD a n d  SYSTEM need mu1 t i  pl e defi n i  tions i n  a heterogeneous 
dis t r ibuted environment. This imp1 ies a n  interface to the network presentation 
layer and  possibly a canonical representation of en t i t i e s .  Assunptions i n  target-  
dependent representation clauses may imply a specif ic  system i n  a heterogeneous 
en vi ronnent . 
Faul t to1 erance i s  not addressed [1.2,13]. What happens when a d i  s t r i  buted system 
has a processor crash? Can a "shadowing" task take over the f u n c t i o n a l i t y  of a 
"dead" task? Can the system degrade gracefully? Ada makes no expl ici t provision 
f o r  continuation. When a processor fa i lure  occurs, services a n d  d a t a  may be 
l o s t ;  tasks may be permanently suspended on the s u r v i v i n g  processors; and the 
context of some tasks may be lost. A replacement t a s k  cannot assune the name 
of the t a sk  i t  i s  intended t o  replace, a n d  there i s  no provision f o r  redirecting 
the comnunication pa th  used before the fa i lure .  
Using Ada i n  the distributed environment may require extensions t o  the 1 anguage 
[12], which, by def ini t ion,  means the language is no longer Ada. I f  there a re  
res t r ic t ions  on what Ada constructs are dis t r ibutable ,  i .e., shared variables 
are not permitted, can the compiler be validated? I f  the compiler generates 
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f u l l  Ada f o r  a u n i p r o c e s s o r  and a subset f o r  a d i s t r i b u t e d  t a r g e t ,  c a n  i t  pass 
v a l i d a t i o n  as a d e r i v e d  comp i le r  based on i t s  u n i p r o c e s s o r  mode? The i s s u e  of 
v a l i d a t i n g  Ada comp i le rs  f o r  d i s t r i b u t e d  env i  rorments i s  n o t  r e s o l v e d  a t  t h i s  
t ime. By one p h i l o s o p h y  each h o s t / t a r g e t  p a i r  must be v a l i d a t e d .  A l t h o u g h  
v a l i d a t i o n  p o l i c y  has evo lved  bejand t h a t  p o i n t ,  t h e  ques t i on  o f  a d i s t r i b u t e d  
a r c h i t e c t u r e  on v a l i d a t i o n  i s  debatable.  
One way o f  a v o i d i n g  t h e  e n t i r e  Val i d a t i o n  i s s u e  and t h e  problems o f  d i s t r i b u t i o n  
i s  t o  n o t  s u p p o r t  p h y s i c a l  concurrency i n  t h e  comp i le r .  T r a d i t i o n a l l y ,  
d i s t r i b u t e d  computer systems have a p p l i e d  some v a r i a t i o n  o f  mu1 ti process ing.  
4 .  ADA AND MULTIPROCESSING 
Mu1 ti tas  k i  ng e n t e r s  an area t r a d i  ti onal l y  considered t h e  p r o v i  nce o f  t h e  o p e r a t i  ng 
system. I n  a t t e m p t i n g  t o  d e f i n e  t h e  Ada h o s t / t a r g e t  env i ronnen t ,  t h e  S t o n m a n  
docunent speci  f i e s  an  Ada Programming Support Envi  rorment (APSE) t o  p r o v i d e  a 
framework f o r  w r i t i n g  Ada programs [2 ,3 ] .  Examining t h e  boundar ies between an 
APSE and t h e  t a r g e t  system r e v e a l s  severa l  r e l a t e d  areas: t h e  Ada language, 
t h e  r u n - t i m e  system, t h e  o p e r a t i n g  systen,  and t h e  programming suppor t  env i ro rmen t .  
The Kernel  Ada Programming Suppor t  Envi rorment  (KAPSE) p rov ides  access t o  t h e  
o p e r a t i n g  system r o u t i n e s .  An APSE p rov ides  a mu1 ti p rocess ing  h o s t  environment 
f o r  sof tware devel opnent. The t a r g e t ' s  run - t ime  system prov ides t h e  v i  r t u a l  
machine on which an  Ada program runs.  I ssues  which a r e  n o t  s p e c i f i e d  i n  t h e  
Ada 1 anguage de f  i n i  ti on and must  be addressed b y  t h e  run- ti me system i nc l  ude 
t h e  broad c a t e g o r i e s  o f  j o b  schedu l i ng ,  memory managenent , s e c u r i t y ,  f a u l t  
t o l e r a n c e ,  and d i s t r i b u t e d  systems. 
I n  an APSE t o o l  compos i t i on  
c o m p l e t e l y  s e p a r a t e  Ada p r o g r m  1141. Since  t h e  Ada language has no such f a c i l i t y ,  
s u p p o r t  f o r  t o o l  composi ti on must  be suppor ted by t h e  KAPSE. An I N V O K E  - PROGRAM 
p r i m i t i v e  can suspend t h e  c a l l i n g  program, execu te  t h e  c a l l e d  program t o  
comp le t i on ,  and then  resune t h e  c a l l i n g  program. 
no n- b loc k i  ng . 
imp1 i e s  a need f o r  one Ada program t o  invoke ano the r  
The p r i m i t i v e  can a l s o  be 
The Canmon APSE I n t e r f a c e  Set  (CAIS) a t t e m p t s  t o  p r o v i d e  a s tandard hos t  
env i ro rmen t  f o r  deve lop ing  h o s t  t o o l s  161. The C A I S  i n c l u d e s  b o t h  process 
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i ni  ti a t i  on and i nterprocess communication mechanisms. 
envirorment,  however, i s  a de fer red  t o p i c  under t h e  proposed MIL-STD-CAIS. If 
t h e  C A I S  i s  extended t o  address t h e  d i s t r i b u t e d  hos t  envirorment, a p p l y i n g  t h e  
same mechanisms t o  t h e  d i s t r i b u t e d  t a r g e t  i s  s t ra igh t fo rward .  The d i s t i n c t i o n  
between hos t  and t a r g e t  systems i s  l a r g e l y  a r t i f i c i a l  f o r  t h i s  instance. 
The d i  s t r i  buted 
Research i n  d i s t r i b u t e d  systems has explored many avenues f o r  imp1 m e n t i n g  
concurrency i ncl udi  ng mu1 ti processing and i ntegrated approaches s i m i l  a r  t o  
m u l t i t a s k i n g .  
approach i s  t h a t  i t  discards t h e  software engineer ing concepts cen t ra l  t o  the  
language. 
t o  Ada a r e  s e r i o u s l y  compromised by  us ing  message-oriented mechanisms. 
The most s i g n i f i c a n t  problem w i t h  t h e  Ada and mu1 t i p rocess ing  
The s t rong type checking and in fo rma t ion  h i d i n g  c a p a b i l i t i e s  i n t e g r a l  
Part o f  the Ada design philosophy i s  t h a t  modularity and abstraction are well- 
proven means t o  overcome natura l  hunan l i m i t a t i o n s  i n  dea l i ng  w i t h  complexi ty.  
Should a system designer be aware o f  an under l y ing  d i s t r i b u t e d  system? To prov ide 
t h e  t i m e - c r i t i c a l  performance requ i red  by  t h e  a p p l i c a t i o n  i t  may be essent ia l  
t h a t  t h e  desi  gner have expl  i c i  t understanding and c o n t r o l  o f  t he  d i  s t r i  buted 
system. I n  o t h e r  systems which do n o t  have r e a l - t i m e  requirements i t  may be 
i r r e l e v a n t  t o  t h e  system designer how t h e  under ly ing  hardware implements t h e  
design. 
~ 
~ A compromise between these approaches i s  t o  develop a pre-processor which takes 
as i n p u t  a s i n g l e  m u l t i t a s k i n g  Ada program and ou tpu ts  m u l t i p l e  Ada programs 
(one pe r  node) t h a t  use s i te -spec i  f i c  mechanisms f o r  in te rprocessor  communication 
[15,5] .  
d i s t r i b u t e d  Ada programs. 
Ada program as i t s  i n p u t ,  and ou tpu t  a s e t  o f  Ada programs which cou ld  then be 
compi led f o r  t h e  appropr ia te  ta rge t .  The pre-processor cou ld  use a standard 
sof tware communications package which provides a bas ic  message-oriented 
network i  ng capabi l  i ty. This  package coul d be reimpl enented f o r  a given 
d i s t r i b u t e d  a r c h i t e c t u r e  w i thou t  changing t h e  pre-processor. Proxy tasks could 
then be used t o  handle rendezvous between nodes. 
Such a h y b r i d  approach w u l d  prov ide a po r tab le  t o o l  f o r  b u i l d i n g  
The pre-processor cou ld  be w r i t t e n  i n  Ada, accept an 
E.3.6.8 
5. CONCLUSIONS 
I n  a r e a l - t i m e  embedded t a r g e t  envi r o m e n t  t h e  expense and compl ex i  t y  o f  imp1 ement- 
i n g  an e f f i c i e n t  Ada c o m p i l e r  f o r  a g iven d i s t r i b u t e d  a r c h i t e c t u r e  may be a 
c o m p a r a t i v e l y  m i n o r  i ssue .  A d i s t r i b u t e d  system c o u l d  be b u i l t  i n c o r p o r a t i n g  
s o l u t i o n s  t o  t h e  problems w i t h  d i s t r i b u t e d  m u l t i t a s k i n g  which have been discussed. 
Whether such a system c o u l d  p r o v i d e  adequate response i n  a hard r e a l - t i m e  
env i ro rmen t  i s  ques t i onab le  un less  t h e  comp i le r  i s  customized f o r  a s p e c i f i c  
d i s t r i b u t e d  t a r g e t .  
Us ing  t h e  mu1 ti p rocess ing  approach r e q u i r e s  know1 edge o f  t h e  d i s t r i b u t e d  a r c h i -  
t e c t u r e  a t  system design. 
d e s i g n i n g  d i s t r i b u t e d  comput ing systems emphasizes d e f e r r i n g  a b i n d i n g  o f  t h e  
system t o  t h e  a r c h i t e c t u r e .  
env i  ronment , r e q u i  res an i nterprogram communi c a t i  ons mechanism t o  a i  d i n t o o l  
composi t ion.  The e x t e n s i o n  o f  such a mechanism f o r  t h e  d i s t r i b u t e d  env i ro rmen t  
can p r o v i d e  a p o r t a b l e  d i s t r i b u t e d  p r o c e s s i n g  c a p a b i l i t y .  
T h i s  i s  n o t  n e c e s s a r i l y  bad, b u t  c u r r e n t  work i n  
The h o s t  env i ro rmen t ,  as opposed t o  t h e  t a r g e t  
Combining mu1 t i t a s k i n g  and mu1 t i  process ing may be t h e  most p romis ing  approach, 
b u t  t h e  b a s i c  problems i n  d i s t r i b u t i n g  Ada programs must s t i l l  be addressed. 
F o r  r e a l - t i m e  env i rorments t h e  des igner  must remain aware o f  t h e  performance 
i mpl i c a t  i ons o f  des i gn dec i  s i  ons . 
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