Considering mixed data sampling (MIDAS) regressions, we analyze the influence of the sampling frequency of intra-daily predictors on the accuracy of the volatility forecasts. We propose various in-sample and out-of-sample comparisons of daily, weekly and bi-weekly volatility forecasts issued from MIDAS regressions based on intra-daily regressors sampled at different frequencies. First, we show that increasing the frequency of the regressors improves the forecasting abilities of the MIDAS model. In other words, using regressors sampled at 5 minutes gives more accurate forecasts than using regressors sampled at 10 minutes, etc. These results are robust to the choice of the loss function (MSE, Qlike, etc.) and to the choice of the forecasting horizon. Third, the MIDAS regressions with high-frequency regressors (sampled between 5 minutes and 30 minutes) provide more accurate in-sample forecasts than a GARCH model based on daily data. However, except the one-period-ahead forecasts of the calm period, the out-of-sample forecasts of MIDAS models are not significantly different from the GARCH forecasts, whatever the sampling frequency used, confirming that the direct use of high-frequency data does not necessarily improve volatility predictions.
Introduction
Since the seminal ARCH/GARCH models of Engle (1982) and Bollerslev (1986) , various approaches have been proposed to measure and forecast the volatility of financial asset returns. One approach consists in integrating some high frequency information relatively to the frequency of interest. In particular, various authors advocate the use of intra-daily information in order to produce daily volatility forecasts (Ding and Granger, 1996 ; Engle,
2000; Ghysels et al., 2006, among others).
This movement to higher frequency volatility models can be viewed as a natural consequence of the availability of higher frequency returns, but not only. The use of high frequency information is also related to the news impact curve introduced by Engle and Ng (1993) . Ghysels and Chen (2010) show that intra-daily news has an impact on future daily volatility. They show that moderately "good (intra-daily) news" diminishes the next day volatility while both "very good news" (unusual high intra-daily positive returns) and "bad news" (negative returns) increase the volatility, with the latter having a more disturbing impact. Note that all their models are based on five-minute intra-daily information set. On the contrary, if we increase too much the frequency of the information set used to forecast the daily volatility, microstructure noises may lead to poor forecasts. The question is to know if there exists an "optimal" frequency for the information set used to forecast daily or lower frequency volatilities.
An obvious way to gauge the influence of the sampling frequency of intra-daily regressors on the daily, weekly or bi-weekly volatility forecasts is to use a mixed data sampling regression (MIDAS thereafter) proposed by Ghysels et al. (2006) . 1 
MIDAS regressions
can be viewed as parsimoniously parameterized regressions that allow estimating the link function between data sampled at different frequencies.
Our aim is to propose a comparison of the forecasting abilities of various MIDAS regressions of the daily (or weekly and bi-weekly) volatility over intra-daily regressors sampled at different frequencies. In their seminal paper, Ghysels et al. (2006) consider various MIDAS regressions that differ in the specification of regressors (squared returns, absolute returns, realized volatility, realized power and return ranges) to determine which is the best predictor of volatility. 2 Here, the goal of our study is to determine the best sampling frequency of a given predictor .
Indeed, if many theoretical and empirical studies have been devoted to the influence of the sample frequency on the realized measures of volatility (realized volatility, power and bi-power variations processes etc.), to the best of our knowledge no study has tackled the choice of the predictor's sampling frequency for such measures. Let us assume that the daily realized volatility, defined as the sum of intra-daily squared returns sampled at a given frequency m1, is our measure of interest. When it comes to forecasting it with a MIDAS regression based on intra-daily regressors (the absolute returns in our case), does the sampling frequency of the regressors m2 necessarily correspond to that of the data used to compute the realized volatility? Given the weight function in the MIDAS regression, this issue is not trivial and may have strong consequences on the forecasting performance of the model. More generally it raises the question: do we need intra-daily information to improve the forecast of daily or lower frequency volatilities?
In this paper, we propose in-sample and out-of-sample comparisons of the volatility forecasts issued from various MIDAS based on intra-daily regressors sampled at different frequencies for the S&P500 over the period 29/10/2004 to 31/12/2008. To compare these forecasts, we use the robust loss functions proposed by Patton (2011) and consider the realized volatility as the proxy of the true volatility process. The use of a proxy may be a perturbing factor in assessing the forecasts precision. That is why we consider robust loss functions which deliver the same forecasts ranking as if we were using the true volatility. We complete the analysis with standard tests for predictive accuracy (Diebold and Mariano, 1995) . Finally, we compute the loss function as function of the sampling frequency and compare it to the loss function of the benchmark GARCH model.
First, we show that increasing the frequency of the regressors improves the forecasting abilities of the MIDAS model. In other words, using regressors sampled at 5 minutes gives more accurate forecasts than using regressors sampled at 10 minutes, using regressors sampled at 10 minutes gives more accurate forecasts than using regressors sampled at 15 minutes, and so on. The differences are significant after a frequency threshold: when one compares the 5-minute MIDAS to the others, the differences are significant for sampling 2 Here, following Ghysels and Forsberg (2004) we limit our analysis to the intra-daily absolute returns.
frequencies larger than 30 minutes. The minimum of the loss functions is always obtained for a frequency of the regressors equal to five minutes. Second, these results are robust to the choice of the loss function (MSE, Qlike, etc.) and to the choice of the forecasting horizon (daily, weekly or bi-weekly). Third, for a sampling frequency of the explanatory variables equal to or higher than 30 minutes, the in-sample MIDAS daily volatility forecasts are significantly more accurate than those obtained from a daily GARCH model. This difference decreases with the frequency of regressors: with sampling frequency lower than 30 minutes the loss function differences between MIDAS and GARCH are not significant. Besides, the differences are not significant for longer forecasting horizons (weekly and bi-weekly).
Finally, the out-sample results are more ambiguous, especially during crisis periods. The differences in terms of predictive accuracy are rarely statistically significant, putting hence MIDAS and GARCH forecasting abilities on equal footing. These results confirm those obtained by Ghysels et al. (2006) . Surprisingly, the direct use of high-frequency data does not improve the volatility predictions.
The paper is structured as follows. Section 2 describes the methodology used, the MI-DAS models, the sampling frequency puzzle and the comparison criteria and tests. Section 3 analyses the influence of the sampling frequencies and multi-period volatility forecasts and reports the results of the in-sample and out-of sample analysis. Section 4 proposes an in-sample comparison based on a constant weighting scheme. Section 5 concludes.
Methodology
To fix notation, let daily sampling be denoted by t and daily returns (from time t − 1 to time t) by r t,t−1 = log(P t ) − log(P t−1 ). Let us assume that there are m equally spaced observations per trade day, which means that 1/m is the (intra-daily) sampling period for a given day, t. When the data are sampled at a higher frequency, say m-times in a day, we keep the same notations as Ghysels et al. (2006) and denote the return over this interval as r t,t−1/m = log(P t ) − log(P t−1/m ). For instance, the case m = 78 corresponds to a fiveminute sampling frequency, or more precisely to 78 five-minute intervals within a trading day, considered between the trading hours of 9:30 am and 4:00 pm. In this case r t,t−1/78 corresponds to the last 5-min return of day t − 1, r t−1/78,t−2/78 corresponds to the return of the penultimate 5-min period of day t − 1, etc.
Conditionally on a MIDAS model, our goal is to evaluate the influence of the intradaily information captured by the regressors on the forecasting accuracy of the volatility over some future horizons H, namely at daily (H = 1), weekly (H = 5) and bi-weekly (H = 10) horizons. The choice of the measure of volatility that has to be predicted is obviously crucial. Many alternatives (realized volatility, power and bi-power variations, high/low range etc.) can be considered. We follow Andersen and Bollerslev (1998) and consider that the volatility can be approximated, with some discretization error, by the sum of intra-daily squared returns. 3 Formally, the realized volatility RV (Hm) t,t−H is defined as follows:
where the superscript between parentheses indicates the number of high-frequency data used to compute the variable. For H = 1, RV (m) t,t−1 corresponds to the daily realized volatility, for H = 5, RV (5m) t,t−5 corresponds to the weekly realized volatility and so on. Whatever the choice of horizon H, all the realized measures are based on intra-daily squared returns sampled at frequency m. Note that the case where no intra-daily data are used corresponds to m = 1 and then, RV simply corresponds to the sum of daily squared returns.
MIDAS Models and Sampling Frequency
The general specification of a MIDAS volatility model is:
where
denotes an intra-daily regressor sampled at frequency m 2 and
is a lag coefficient parameterized by a set of parameters θ H . Many intra-daily regressors can be considered here: intra-daily squared returns, intra-daily absolute returns, etc. Following Ghysels and Forsberg (2004) and Ghysels et al. (2006) , we opt for the intra-daily absolute returns |r t−k/m 2 ,t−(k+1)/m 2 |. 4 In this specification, the volatility for the period t to t + H (for instance daily volatility if H = 1) is explained by the right-hand side 3 Andersen et al. (2001, 2003) and Barndorff-Nielsen and Shephard (2002, 2004) show that realized volatility, like the daily squared return, is a conditionally unbiased estimator of the true daily conditional variance of the equity returns. Besides, it is a more efficient estimator than the daily squared return. 4 Ghysels and Forsberg (2004) mention that there are some reasons that determine a high persistence of absolute returns, such as the immunity of jumps, the better sampling error behavior or the good predictability features of this variable.
forecasting variables that are sampled at intra-daily frequency (for instance 5 minutes if m 2 = 78). Note that the realized volatility is computed using m 1 high-frequency squared returns, and this frequency might be different from m 2 .
Our goal is to study the influence of the sampling frequency m 2 of the regressors on the forecasting ability of the MIDAS model. In other words, the idea is to determine whether or not high frequency information improves the short-term forecasts of daily volatility (for However, no study has been devoted to the impact of these microstructure noises in a regression model in which they affect the regressors. 5 The trade-off between increasing the information set and the potential biases could be largely different in this case.
In their seminal paper, Ghysels et al. There are several other benefits of using MIDAS regressions in this perspective: (i) it is a very convenient and simple specification of the link function between some variables sampled at different frequencies, (ii) the weights of lagged predictors are parameterized by a flexible function that only depends on two parameters whatever the lag order chosen.
These parameters are estimated from the data. Hence, the weight profile on the lagged predictors is captured by the estimated shape of the function with no additional pre-testing or lag-selection procedures. Ghysels et al. ( , 2007 consider many possibilities regarding the form of the weight function, and we focus on one particular specification based on Beta function:
where θ H = (θ 1 , θ 2 ) , k max is the maximum lag order considered in specification (2), As most of the previous studies, in the rest of the paper we will assume that θ 1 = 1 and
For each specification and sampling frequency m 2 , the parameters (µ H , φ H , θ) are estimated by Nonlinear Least Squares (NLS) method (see Ghysels et al. , 2006 for more details). The corresponding Matlab codes are available upon request.
Comparing the Volatility Forecasts
The influence of the sampling frequency (of the regressors) on the volatility forecasts is evaluated by the ability of the MIDAS model to produce good in-sample fit and out-of- since these forecasts use the entire historical information-set of daily or intra-daily data (as in our case), but provide a direct long-horizon volatility.
For a given frequency m 2 , the MIDAS forecasts for a horizon H are simply defined by:
where µ H , φ H , θ H denote the NSL estimates of the parameters (µ H , φ H , θ H ) obtained conditionally on intra-daily regressors sampled at a frequency m 2.
By varying the sample frequency m 2 (for instance at 5 minutes, 10 minutes and so on)
we obtain various in-sample and out-of-sample forecasts of the future volatility for a given horizon H. To assess the accuracy of these forecasts, we use a loss function that penalizes deviations from the ex-post realization of the volatility. Since the true volatility is not observable, even ex-post, the realized volatility is used as a proxy. We assume that this proxy is conditionally unbiased: such an assumption crucially depends on the sampling frequency m 1 of intra-daily squared returns used to compute the daily (for H = 1) realized volatility. As mentioned by Patton (2011), for liquid stocks and/or index tracking stocks, the realized volatility can been plausibly considered free from market microstructure effects even when it is computed using 5-minute returns. However, the use of a conditionally unbiased proxy does not necessarily guarantee that the loss function leads to the same outcome and the same ranking among models (or frequencies in our case) as if the true latent variable was used. Patton (2011) derives necessary and sufficient conditions on the functional form of "robust" loss function, in the sense that it preserves the ranking of various forecasts when using a noisy volatility proxy. He proposes a general form for the homogeneous robust loss functions, indexed by a single parameter b, that encompasses in particular the MSE and the Qlike loss functions.
Note that the Mean Squared Error (MSE) loss function is obtained when b = 0 and the Qlike loss function is obtained when b = −2, up to additive and multiplicative constants.
Here, we propose to compare the in-sample and out-of sample volatility forecasts obtained for different sampling frequencies m 2 on the basis of the average loss function L (m 1 , m 2 ):
where T denotes the sample size. In order to check the robustness of our conclusion we will consider three values for the parameter b:
Finally, in comparing these forecasts we test for the statistical significance of the loss function differences and implement the test of Diebold, Mariano (1995)(henceforth DM).
Note that two alternative MIDAS models with two different sampling frequencies m 2 cannot be considered as nested models. The use of DM is then appropriate.
As a benchmark, we also consider the volatility forecasts issued from a simple GARCH model on daily data. For H > 1, we consider iterated volatility forecasts h t+H,t designed as follows:
where h t+k,t+k−1 denotes the estimated conditional variance for the day t + k conditional on the information available at time t + k − 1 with h t+k,t+k−1 = α 0 + α 1 (r t+k−1,t+k−2 − µ) 2 + β h t+k−1,t+k−2 , for k = 1, and h t+k,t+k−1 = α 0 + α 1 h t+k−1,t+k−2 + β h t+k−1,t+k−2 , for
Sampling Frequencies and Multi-Period Volatility Forecasts
We present in this section the empirical results obtained in-sample and out-of-sample, starting with a data description.
Data
The data set used in this paper consists of tick by tick price data for the S&P 500 index First, all the estimated parameters µ H , φ H and θ H decrease with the sampling frequency.
In-Sample Analysis
For instance, for H = 1 (top panel), the estimated parameter θ H decreases from 34.555
for a 5-minutes frequency to 16.116 for a 3h15 frequency. This drop has an impact on the shape of the weight function: the smaller the value of parameter θ H , the higher the slope of the weight function. Consequently, the use of high frequency intra-daily regressors leads to endogenously give more importance to the information available during the first past day. Column 5 of Table 1 The influence of the sampling frequency on the MIDAS forecasting ability is summarized in Table 2. This table reports The shaded areas mark the cases for which the null hypothesis of the DM test is rejected.
If we consider the case of the MSE loss function (b = 0), the loss function of MIDAS model is always inferior to the GARCH loss function, whatever the intra-daily frequency of regressors. However, this difference is statistically significant only for a sampling frequency higher or equal to 30 minutes. For a sampling frequency of 1h05 and 3h15, respectively, the average loss function of MIDAS increases and the difference between the MIDAS and GARCH predictions is no more statistically significant.
Overall, the in-sample analysis confirms that the sampling frequency matters for the prediction of daily volatility. The higher the intra-daily frequency of explanatory variables is, the more accurate a MIDAS model seems to be in terms of prediction of volatility. The three loss functions indicate that the best intra-daily forecasting variables used to predict the daily realized volatility computed with 5-minute intra-daily returns are those that are also sampled at 5 minutes, since the minimum of the loss functions is always obtained for this frequency.
Out-of-Sample Analysis
In the previous subsection, we show that increasing the frequency of the regressors improves the in-sample forecasting abilities of the MIDAS model. Besides, we observe that the insample MIDAS daily volatility forecasts (for a sampling frequency equal or smaller to 30 minutes) are significantly more accurate than those obtained from a daily GARCH model.
The aim of this section is to check if these two results remain valid for the out-of-sample forecast.
We consider two out-of-sample forecast exercises: one in times of crisis (2008) The other results are available upon request. Table 4 . Corresponding p-values are in brackets and boldface numbers indicate that the difference of predictive ability between the model situated on the line and the model in column is significant for a 5% level. As explained in the previous subsection, the sign of the t-statistics indicates which forecasts perform better. A positive t-statistic indicates hence that the model in column outperforms the model in line in terms of forecasting ability, while a negative sign indicates the opposite. Note that the three blocks of results correspond to the three forecasting horizons (one day, one week and two weeks, respectively).
For the 2007 sample, we remark that the one-period-ahead results (H = 1) confirm those obtained in-sample. First, with some exceptions, the DM t-statistics issued from the comparisons of each two MIDAS models are positive and become statistically significant from a certain intra-daily frequency of regressors. Second, for a sampling frequency higher or equal to 1h05, the MIDAS models have a statistically significant advantage relative to the GARCH model in terms of predictive accuracy at a 5 % risk level. However, for longer forecasting horizons (H = 5 or 10), these differences are no more statistically significant.
Using the same approach, we now focus on the forecasting results related to the crisis period (year 2008). Clearly, the crisis affects the forecasting performance of the models and most of t-statistics are not statistically significant which means that (ignoring the sign of the t-statistics) the MIDAS models do not significantly outperform the benchmark in terms of forecasting accuracy. that increasing the frequency of the regressors improves the in-sample forecasting abilities of the MIDAS model. However, whatever the frequency used, it seems that the out-ofsample MIDAS volatility forecasts are not all the time significantly different from those obtained by using a GARCH model, especially for the multi-period-ahead forecasts. This latter result is even more stressed in the crisis period. In this case, the average loss of the MIDAS modes is always larger than the average loss of the benchmark, but the difference is rarely significant. These results put MIDAS and GARCH forecasting abilities on equal footing.
Therefore, during crisis periods the forecasting ability of the MIDAS models is not so different (even worse) from the forecasting ability of a simple GARCH, whatever the sampling frequency of the regressors. On contrary, for relatively calm period when no important shock occurs, MIDAS models may significantly outperform the GARCH benchmark.
Sampling Frequency and Weight Specification
The previous analyses point out the influence of the sampling frequency of intra-daily regressors on the daily, weekly or bi-weekly volatility forecasts. However, in the MIDAS model, the weights b H (k, θ H ) related to the lagged regressors, are endogenously determined by the estimated parameter θ H . Thus, for each frequency m 2 , the estimated weight function changes. It is important to note the implication of these changes in the weight function. (2) implies that the realized volatility is explained by the lagged intra-daily absolute returns (at five minutes) observed over the last 9 × 5 = 45 minutes. When the sampling frequency is fixed to fifteen minutes (m 2 = 26), the same model implies that the realized volatility depends on the lagged intra-daily absolute returns (at fifteen minutes) observed over the last 9 × 15 = 135 minutes. Therefore, the change in m 2 not only affects the frequency of the explanatory variables, but also the information set used to forecast the volatility.
In order to get the same information set, a solution would consist in adapting the lag order k max for each sampling frequency. For instance, by fixing k max = 3 for fifteen minutes (m 2 = 26), we would get the same information set as for the five-minute frequency.
However, even if we adjust the maximum lag order, the estimated weights for the same lagged period (say a day) may be different given the frequency used. Thus, in order to control for this effect, we now compare the MIDAS models while imposing the same weights as those obtained for the 5-minute frequency. First, we estimate the weights for 
Conclusion
Is there any way to improve the volatility predictions by varying the frequency of the forecasting variables? Do we need intra-daily data to forecast daily volatility? And if so, which is the optimal intra-daily data sampling frequency of the forecasting variables?
In this paper we try to give some pertinent answers to these questions. Therefore, we study the impact of the past absolute intra-daily returns on the next period realized volatility computed with 5-min intra-daily information and measured at horizons ranging from one day to two weeks. We consider various MIDAS models with intra-daily forecasting variables sampled at different frequencies ranging from five minutes to three hours. The corresponding in-sample and out-of-sample forecasts are then compared through a robust loss function (Patton, 2011) and standard forecast comparison tests (Diebold and Mariano, 1995) .
Our conclusions can be summarized in four points. First, we find that the higher the sampling frequency of the regressors, the better the MIDAS model in terms of predicting ability. These results are robust to the choice of the loss function and the forecasting horizon and hold both in-and out-of-sample. Second, for a sampling frequency of the explanatory variables equal or higher than 30 minutes, the MIDAS in-sample daily volatility forecasts are significantly more accurate than those obtained with a simple GARCH model based on daily returns. For the MIDAS, the minimum of the loss functions are always obtained for a frequency of the regressors equal to five minutes. Third, for multi-period-ahead forecasts, even if the pattern of the loss function is the same, the differences between each MIDAS model and its benchmark in terms of predictive accuracy are not statistically significant anymore. Fourth, the out-of-sample results are more ambiguous since the losses related to the MIDAS forecasts are always more important than those related to the GARCH forecasts, especially during crisis periods. However, the difference is rarely significant, putting hence MIDAS and GARCH forecasting abilities on equal footing.
Our findings confirm those of Engle and Ng (1993) and Ghysels and Chen (2010) .
During a destabilizing period, using high-frequency data agitate even more the state of volatility. As a consequence, the forecasting ability of our volatility models derail. On the contrary, when no important shock occurs, we find that MIDAS models could outperform the GARCH benchmark. This Table presents the estimated parameters of the MIDAS regressions with the explanatory variable (e.g. intra-daily absolute returns) sampled at 5-min, 10-min, 15-min, 30-min, 1h05 and 3h15, respectively. A summary of the weight function is also displayed; thus column "Day 1" reports how much weight is placed on the first day of intra-daily lags of the predictor, column "Days 2-5" presents how much weight is placed on the second to the fifth day of intra-daily lags and so on. The columns "Q(10)" and "Q 2 (10)" report the p-values of Portmanteau tests of serial correlation in the residuals and squared residuals, respectively. We use a sample of 500 observations to run the MIDAS regressions. The three panels correspond to the three prediction horizons considered (H = 1 day, H = 5 days, H = 10 days). ) ; however, the result is not statistically significant.
Note that the scalar parameter of the loss function is fixed to 0 (MSE) and and the three blocks of results correspond to three forecasting horizons (one day, one week and two weeks, respectively). ) ; however, the result is not statistically significant.
Note that the scalar parameter of the loss function is fixed to 0 (MSE) and and the three blocks of results correspond to three forecasting horizons (one day, one week and two weeks). This Table presents 
