The predominant focus in the neurobiological study of memory has been on remembering (persistence). However, recent studies have considered the neurobiology of forgetting (transience). Here we draw parallels between neurobiological and computational mechanisms underlying transience. We propose that it is the interaction between persistence and transience that allows for intelligent decision-making in dynamic, noisy environments. Specifically, we argue that transience (1) enhances flexibility, by reducing the influence of outdated information on memory-guided decision-making, and (2) prevents overfitting to specific past events, thereby promoting generalization. According to this view, the goal of memory is not the transmission of information through time, per se. Rather, the goal of memory is to optimize decision-making. As such, transience is as important as persistence in mnemonic systems.
Introduction
Memory allows for the transmission of information through time. Most people, including many scientists, view the ideal mnemonic system as one of perfect persistence. That is, a system that transmits the greatest amount of information, with the highest possible fidelity, across the longest stretches of time. However, the few examples we have of individuals with something approximating this ''perfect'' mnemonic persistence suggest that remembering everything comes at a price. The Soviet clinical neuropsychologist A. R. Luria described the case of Patient S., a man with ''vast memory'' who could only forget something if he actively willed himself to do so (Luria, 1968) . Nonetheless, according to Luria's accounts, Patient S. was handicapped by his apparent super-human memory. While on one hand, he was able to remember instances in exquisite detail, his memory was inflexible and he was unable to generalize across instances. This points to the importance of forgetting (or transience) as a critical component of a healthy mnemonic system.
Perhaps reflecting this preoccupation with memory as a means of making information permanent, the traditional focus in neurobiological studies of memory has been on mechanisms that promote the persistence of information (Bliss and Collingridge, 1993; Kandel, 2001; McGaugh, 2000; Poo et al., 2016) . But this focus is shifting. There has been a recent increase in the number of studies concerned with the neurobiological mechanisms of memory transience (Berry and Davis, 2014; Frankland et al., 2013; Hardt et al., 2013a ). Here we first briefly review the large literature concerned with neurobiological mechanisms of memory persistence. We then turn to the fledgling literature concerned with neurobiological mechanisms of memory transience. Based on principles from machine learning and computational neuroscience, we propose that it is the interaction between these two processes (i.e., persistence 3 transience) that optimizes memory-guided decision-making in changing and noisy environments. Specifically, we propose that only by combining persistence and transience can individuals exhibit flexible behavior and generalize past events to new experiences.
Persistence

A Neurobiological Definition of Persistence
Remembering transports us back in time, allowing us to reexperience some past event or experience, a form of mental time travel (Tulving, 2002) . At the neural level, this suggests that some aspect of our present brain state reflects a past brain state corresponding to the remembered event. Perhaps most simply, remembering might involve reactivation of the patterns of neural activity that were present at encoding. This is the scenario favored by many neuroscientists (e.g., Josselyn et al., 2015; Tonegawa et al., 2015) . Yet computationally there are alternate ways in which our present brain state might reflect our past brain state. As long as our current brain state is statistically dependent on our previous brain states, some information is preserved (Richards and Frankland, 2013) . According to this perspective, any circuit level changes that increase (or decrease) the probability of particular brain states appearing promote persistence and, therefore, the transmission of information through time.
This framework assumes that persistence requires that changes induced during encoding are relatively stable. There is support for this idea, at least in the short-to intermediate term, and we review these data below. In particular, we highlight recent chemo-and optogenetic ''engram'' studies that show that remembering is associated with stable network changes and reactivation of patterns of activity present at encoding.
Persistence in the Short-and Intermediate Term
The reactivation of neurons that were active at the time of encoding can be achieved with fairly simple rules for forming or altering synaptic connections. Indeed, the classic articulation of memory storage, as first proposed by Hebb (Hebb, 1949) , is that some form of synaptic strengthening between coactive neurons during encoding provides the basis for formation of cell assemblies that 
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(A) In a naive network with uniform and/or random synaptic connections, the probability of any individual activity pattern is roughly equivalent. (Here patterns are illustrated by showing active cells in blue.) Memory storage requires that the specific pattern of activation induced by inputs to the network must be stored (illustrated here as cells 2 and 3 being active and highlighted with a red box in the diagram to the right). (B) To store this specific pattern, the network can potentiate the synapses between the co-active cells and depontentiate the other synapses. This will increase the probability that the specific activity pattern will re-emerge later, even in response to partial inputs to the network. (C) By employing mechanisms for mnemonic transience, such as the addition of new neurons, synaptic decay, or synaptic elimination, the network can generalize the increased probability of reactivation to other similar patterns of activity (illustrated here by adjacent patterns to the remembered one).
correspond to the engram (Josselyn et al., 2015; Tonegawa et al., 2015) (Figures 1A and 1B) . The subsequent discovery (Bliss and Gardner-Medwin, 1973; Bliss and Lomo, 1973 ) that highfrequency stimulation induces long-lasting increases in synaptic strength between neurons (or long-term potentiation; LTP) provided the modern framework for understanding how cell assemblies, and therefore memories, might be formed and maintained (Stevens, 1998) . Ex vivo experiments, predominantly using the hippocampal slice preparation, identified a large number of intracellular signaling mechanisms that are necessary for either the induction or maintenance phases of LTP (Bliss and Collingridge, 1993; Malenka and Bear, 2004; Sacktor, 2011; Sanes and Lichtman, 1999) . Moreover, pharmacological or genetic interventions that targeted these same cascades in vivo typically produced analogous effects on memory formation (Morris et al., 1986; Pastalkova et al., 2006; Silva et al., 1992; Whitlock et al., 2006) (for an exception, see, for example, Bannerman et al., 2006) . While most studies have emphasized parallels between synaptic strengthening and memory persistence, weakening of synapses (e.g., via long-term depression; LTD) can equally be used to persistently store information by promoting brain states that reflect the past (Bear, 1996; Hopfield, 1982; Kemp and Manahan-Vaughan, 2007) . Indeed, interventions that eliminate LTD typically also disrupt memory formation (Kemp and Manahan-Vaughan, 2007) .
Perhaps the most direct support for the idea that remembering involves reactivation of neural patterns that were present during encoding has come from recent genetic tagging experiments.
Crucially, these methods allow neural ensembles active during memory encoding to be manipulated at later time points using opto-or chemogenetics. Using a variety of different amygdalaand hippocampus-dependent tasks, three types of evidence have emerged from these experiments (Josselyn et al., 2015) . First, neurons that were activated at the time of encoding are reactivated at above-chance levels when the corresponding memory is ''naturally'' retrieved (Denny et al., 2014; Reijmers et al., 2007; Tanaka et al., 2014) . Using these methods, reactivation rates were quite modest in some regions (e.g., dentate gyrus, $5%; Denny et al., 2014) but more robust in others (e.g., CA1, $40%; Tanaka et al., 2014) . Second, if reactivation of these ''tagged'' neurons is prevented in a recall test, memory retrieval is compromised (Berndt et al., 2016; Denny et al., 2014; Han et al., 2009; Hsiang et al., 2014; Park et al., 2016; Rashid et al., 2016; Tanaka et al., 2014; Zhou et al., 2009) . Preventing reactivation of tagged neurons impairs expression of both aversively motivated (Berndt et al., 2016; Denny et al., 2014; Han et al., 2009; Park et al., 2016; Rashid et al., 2016; Tanaka et al., 2014; Zhou et al., 2009 ) as well as appetitively motivated memories. Third, activation of populations of tagged cells is sufficient to induce ''artificial'' recall (Cowansage et al., 2014; Liu et al., 2013; Ohkawa et al., 2015; Ramirez et al., 2013; Rogerson et al., 2016; Yiu et al., 2014) . These artificially recalled memories seem to behave similarly to natural memories. For example, inhibiting protein synthesis during retrieval blocks reconsolidation of artificially expressed fear memories, leading to reduced conditioned fear levels in subsequent tests (Kim et al., 2014) . Together, these studies indicate that partial reactivation of the activity patterns present at encoding is both necessary and sufficient for hippocampus-and amygdala-dependent memory persistence.
Transience
A Neurobiological Definition of Transience
If stable changes in synaptic connectivity promote persistence, then, conversely, forgetting occurs when modified synapses are destabilized. In situations in which neural connectivity can be assumed to be reasonably static (for example, over short spans of time), transience might involve reversing potentiated or depressed synaptic connections or eliminating newly formed synaptic connections ( Figure 1C) . However, over longer time frames connectivity is likely less stable. In these situations, manipulations that promote circuit dynamism likely also promote transience, whereas manipulations that promote circuit stability likely promote persistence.
While the neurobiological study of forgetting is in its infancy, recent studies have found examples corresponding to both of these means of achieving transience. We review these below.
Transience on Short Timescales
Artificial Induction of Forgetting. At a cellular level, just as synaptic strengthening is associated with insertion of GluA2-containing AMPA receptors in the postsynaptic membrane, depotentiation is associated with reversal of these changes (Collingridge et al., 2010; Hardt et al., 2013b) . Therefore, interventions that promote GluA2-containing AMPA receptor endocytosis might also promote forgetting. Conversely, interventions that inhibit this process might prevent forgetting. A recent series of studies has begun to address these hypotheses.
The atypical protein kinase C (PKC) isoform, PKM-z, plays a key role in maintaining LTP and memory (Sacktor, 2011) . Following LTP induction, administration of inhibitors of PKM-z such as the peptide ZIP leads to depotentiation in hippocampal slice preparations (Ling et al., 2002) . Similarly, following memory formation, local infusion of ZIP induces memory erasure (Pastalkova et al., 2006; Tsokas et al., 2016) . These erasure effects have been observed using a variety of different behavioral paradigms , as well as using genetic interventions to inhibit PKM-z (Tsokas et al., 2016) as an alternative to ZIP.
Several lines of evidence suggest that the amnestic effects of PKM-z inhibition are mediated by GluA2-containing AMPA receptor endocytosis. In hippocampal slice preparations, administration of PKM-z increases AMPA-mediated currents and promotes insertion of GluA2-containing AMPA receptors into the postsynaptic membrane (Ling et al., 2006; Yao et al., 2008) . This suggests that PKM-z promotes LTP maintenance by preventing GluA2-containing AMPA receptor endocytosis. Critically, when GluA2-containing AMPA receptor endocytosis is prevented (by bath application of an interfering peptide, GluA2-3Y), ZIP no longer reverses LTP (Dong et al., 2015; Migues et al., 2010 ). An identical pattern of results is observed behaviorally. Following memory formation, preventing endocytosis of GluA2-containing AMPA receptors eliminates the amnestic effects of ZIP (Dong et al., 2015; Migues et al., 2010) .
While these studies indicate that reversing learning-induced changes in synaptic strength produces forgetting, these PKMz manipulations affect all synapses in the targeted region, and not just those associated with the memory. Two recent studies have addressed this anatomical specificity issue by targeting only potentiated synapses.
The first of these used a Pavlovian fear conditioning paradigm (Nabavi et al., 2014) . When a conditioned stimulus (CS), such as a tone, is paired with an unconditioned stimulus (US), such as a footshock, animals develop conditioned fear to the tone. This form of conditioning depends on plasticity in the lateral amygdala (LA), which receives cortical and thalamic inputs conveying information about the CS (i.e., tone) and thalamic inputs conveying information about the US (i.e., shock).
During conditioning, the CS input into LA is potentiated (McKernan and Shinnick-Gallagher, 1997; Rogan et al., 1997) , such that presentation of the CS alone is now sufficient to elicit fear behaviors (Blair et al., 2001 ). Nabavi and colleagues showed that this behaviorally induced potentiation can be mimicked by replacing the tone with optogenetic stimulation of the auditory cortex. Following pairing of optical stimulation of this pathway with a US, presentation of the optical CS alone was sufficient to elicit fear. Crucially, they then showed that depotentiating this pathway (by low-frequency optical stimulation of the CS pathway at 1 Hz) led to loss of conditioned responses to the optical CS. Remarkably, re-potentiation of the same pathway restored conditioned fear (Nabavi et al., 2014) .
Synapses may weaken, but they also may be eliminated. Therefore, elimination of synapses potentiated during learning should also lead to memory loss. This technically challenging experiment was recently conducted by Hayashi-Takagi and colleagues (2015) . In these experiments, mice were generated in which a photactivatable version of the Rho GTPase Rac1 was targeted to potentiated spines via a dendritic targeting element of Arc mRNA. Subsequent photoactivation of this Rac1 construct led to spine shrinkage, and this allowed them to test whether shrinking recently potentiated spines would erase a memory. To do this, mice were trained on a rotarod. This form of motor learning induces significant synaptic remodeling in subsets of motor cortex neurons. Following learning, light-induced shrinkage of potentiated spines led to loss of acquired motor skills, and thus showed that elimination of learning-induced synaptic growth leads to loss of the corresponding memory (Hayashi-Takagi et al., 2015) . Natural Forgetting. Memory loss following spine shrinkage, ZIP administration, or experimentally induced depotentiation is rapid. However, psychological studies of natural forgetting indicate that memory loss is typically much more gradual (Ebbinghaus, 1913) . To what extent do the processes identified above contribute to constitutive decay mechanisms underlying natural forgetting?
Whether AMPA receptor endocytosis plays a role in natural forgetting has been evaluated in two recent papers (Dong et al., 2015; Migues et al., 2016) . In both studies, rats were trained in hippocampus-dependent tasks where natural forgetting emerges over hours or days. In one study, rats were trained in an inhibitory avoidance task (Dong et al., 2015) . In this test, rats are placed in the lighted side of a two-compartment apparatus. Rats prefer darkness, so after a short time they enter the dark compartment. However, entry into the dark compartment is punished with a footshock, and when later replaced in the lighted compartment of the apparatus rats are more reticent to enter the dark compartment. The use of strong shocks can produce avoidance that lasts weeks (Inda et al., 2011) . Using lower intensity shocks produces a more transient memory, though, and, using this weaker training protocol, Dong and colleagues found that rats exhibited robust inhibitory avoidance memory when tested 1 hr, but not 24 hr, after training. Remarkably, posttraining infusion of an interfering peptide that prevents GluA2 endocytosis extended the lifetime of this memory. Rats that received intra-hippocampal infusions of the peptide showed intact memory 1 day following training (Dong et al., 2015) .
Studies of CA1 LTP in freely behaving rats revealed a similar pattern of results (Dong et al., 2015) . Whereas strong Schaffer collateral stimulation produced a stable, non-decaying form of LTP that lasted more than 24 hr, weaker stimulation produced a decaying LTP that returned to baseline within 2 hr of tetanization. However, just as blocking GluA2 endocytosis prevented forgetting, the same manipulation prevented LTP decay over this time course (Dong et al., 2015) . The behavioral effects of blocking GluA2 endocytosis on forgetting were additionally observed using different strategies to prevent GluA2 endocytosis, and with different tasks including food-conditioned place preference and an object location task (Migues et al., 2016) .
In addition to weakening synaptic connections, there is also evidence that synapse elimination (via shrinkage or loss of spines) underlies natural forgetting. In particular, Rac-a key regulator of actin dynamics-appears to regulate forms of natural forgetting in flies and mice. In the initial work in flies, Rac inhibition in mushroom body neurons extended the lifespan of an odor-shock memory from hours to more than a day. Conversely, overexpression of a dominant active Rac in the mushroom body accelerated forgetting of this aversive memory (Dong et al., 2016; Shuai et al., 2010) .
In mice, Rac inhibition (via hippocampal expression of a dominant-negative form of Rac1) similarly slowed forgetting of an object recognition memory. In control mice, object recognition was evident 1, but not 3, days following training. In Rac1-deficient mice, object recognition was still evident 5 days following training. In contrast, hippocampal overexpression of a constitutively active form of Rac1 accelerated decay, with performance falling to chance levels within 24 hr of training (see also Jiang et al., 2016 for similar results using pharmacological inhibition of Rac1). The same manipulations bidirectionally modulated the stability of LTP, measured in CA3. Decreasing Rac1 activity prevented LTP decay, whereas increasing Rac1 activity accelerated loss of LTP .
Racs play important roles in a number of cellular processes including cell migration, cell polarity, and cell cycle (Hodge and Ridley, 2016) . However, additional experiments in flies that targeted upstream regulators and downstream targets of Rac suggest that Racs regulate forgetting via a direct interaction with cofilin, a potent promoter of actin depolymerization. Indeed, flies expressing a mutant form of cofilin exhibited reduced forgetting in the odor-shock paradigm, phenocopying the effects of Rac inhibition (Shuai et al., 2010) . Furthermore, accelerated forgetting following overexpression of the dominant active Rac was prevented by genetic disruption of this pathway. These results suggest that a Rac-cofilin pathway regulates forgetting by promoting actin depolymerization and cytoskeleton remodeling. Interventions that promoted this process induced forgetting, whereas interventions that inhibited this process promoted stabilization. More recent work has provided evidence that this pathway is modulated by dopamine (via dopamine receptor activation and the scaffolding protein Scribble), and thus provides a link between different behavioral states (e.g., sleep) and transience (Berry et al., 2012 (Berry et al., , 2015 Cervantes-Sandoval et al., 2016) . During sleep, dopaminergic activity in flies is lower, leading to reduced activation of this pathway and reduced forgetting (Berry et al., 2015) .
Synapse elimination has also been associated with natural forgetting in the nematode C. elegans. In C. elegans, associative learning induces synapse growth at a specific neuron (AVA). However, within hours of learning, this modified synapse shrinks, and reversion to a naive state is accompanied by loss of the associative memory. Genetic and pharmacological interventions targeting regulators of the actin cytoskeleton modulate both synapse stability and natural forgetting (Hadziselimovic et al., 2014) . For example, upregulation of the Arp2/3 complex promotes actin branching, stabilizes modified synapses, and prevents forgetting. Conversely, downregulation of the Arp2/3 complex reduces actin branching, accelerates synapse loss, and accelerates forgetting.
Therefore, a collection of processes that ''downscale'' (i.e., weaken or eliminate) potentiated synapses likely promotes memory transience. Such synaptic downscaling may occur at any moment. However, certain phases of sleep in mammals may represent a privileged time window for these processes to occur (Tononi and Cirelli, 2006) . For an overview of how sleep, and in particular different sleep stages, may modulate persistence and transience, see Stickgold and Walker (2013) .
Transience on Longer Timescales
In scenarios where neural connections are reasonably static, reversal of learning-induced changes should be sufficient to induce forgetting, as described above. However, there is plenty of evidence that patterns of brain connections are not static, especially over longer time spans. Endogenous processes continuously remodel the brain, cumulatively altering patterns of connectivity. For example, spines are dynamically regulated, with significant turnover of at least subpopulations of spines throughout the brain. Moreover, in the adult brain, neurogenesis persists in at least two regions (the subgranular and subventricular zones). Neurons generated from these niches migrate and integrate into existing hippocampal and olfactory circuits, respectively, thereby altering connectivity. Finally, ongoing neural activity itself has the potential to modify synaptic weights. Such neural activity might result from new learning, or simply reflect basal brain states (or noise).
Collectively, these processes may not only alter or eliminate existing connections but additionally introduce new connections. Moreover, they may be regulated by intrinsic and extrinsic factors (e.g., hippocampal neurogenesis is upregulated by exercise [van Praag et al., 1999] and downregulated by stress [Gould et al., 1997] ). Therefore, interventions that promote remodeling should induce instability, and therefore transience. Conversely, interventions that reduce remodeling should promote stability, and therefore persistence. Perhaps the most straightforward evidence for these ideas has emerged from in vivo studies of LTP. Rodent LTP Studies LTP is typically studied over the course of minutes to hours in hippocampal slice preparations. However, LTP may be studied over considerably longer times in vivo, with LTP persistence dependent on the induction protocol. For example, in the perforant path-dentate gyrus synapse, weaker theta-burst stimulation produces a form of LTP that decays to baseline levels within 3-5 days (Kitamura et al., 2009; Villarreal et al., 2002) . However, stronger theta-burst stimulation can produce forms of LTP that last considerably longer, even up to a year (Abraham et al., 2002) . Might interventions that inhibit remodeling of hippocampal circuits make decaying forms of LTP more durable? Conversely, might interventions that promote remodeling of hippocampal circuits weaken stable forms of LTP? These hypotheses have been addressed in a series of studies.
Villarreal and colleagues asked whether reducing synaptic activation following tetanization would convert a decaying LTP into a non-decaying form (Villarreal et al., 2002) . Following tetanization, rats received daily systemic injections of an NMDA antagonist. Whereas LTP decayed within days in the untreated mice, NMDA receptor blockade prevented this decay (see also Sachser et al., 2016) . Rats trained in the radial arm maze exhibited forgetting over a similar time course. In parallel with the LTP experiments, NMDA receptor blockade following training improved spatial memory retention. This pattern of results has been extended to other behavioral paradigms including an object location task (Sachser et al., 2016) . These results suggest that LTP is a normally persistent process that is actively reversed by NMDA receptor activation. Depotentiation depends on NMDA receptor activation (L€ uscher and Malenka, 2012; O'Dell and Kandel, 1994) , and therefore it is plausible that spontaneous, sporadic synaptic activation associated with noise leads to the gradual weakening of potentiated synapses (and therefore memory transience).
Abraham and colleagues addressed the converse question (Abraham et al., 2002) . They asked whether an intervention that promotes synaptic remodeling in the hippocampus-environmental enrichment-would be sufficient to convert the nondecaying LTP into a decaying form. Following tetanization, rats were either housed conventionally or in an enriched environment (for 3 weeks, starting 2 weeks after tetanization). In the conventional housing condition, LTP was stable, as expected. However, in the enrichment condition, LTP decay was observed. Even in basal states, it is likely that there is considerable synaptic turnover in the hippocampus, with turnover rates in the hippocampus likely higher than those in other brain regions (Attardo et al., 2015) . These results therefore suggest that turnover rates (and therefore transience) may be tuned by environmental factors. Hippocampal Neurogenesis and Transience Environment enrichment additionally promotes neurogenesis in the adult hippocampus (Kempermann et al., 1997) . The adult dentate gyrus contains neural stem cells (Reynolds and Weiss, 1992 ) that can generate new neurons throughout life. As these newly generated neurons mature, they establish connections with appropriate presynaptic (e.g., perforant path inputs from entorhinal cortex) and postsynaptic (e.g., mossy fiber synapses onto CA3 pyramidal cells) partners and, in doing so, continuously remodel hippocampal circuits (Gonç alves et al., 2016) . This remodeling process is competitive (McAvoy et al., 2016) , with newborn neurons competing with established dentate granule cells for inputs from the entorhinal cortex and outputs onto CA3 pyramidal cells. The net result is that new synaptic connections may co-exist with or, in some cases, replace established synaptic connections (Toni et al., 2007 (Toni et al., , 2008 .
Experimental support for the idea that neurogenesis regulates transience in the hippocampus has emerged from several recent studies in rodents (Akers et al., 2014; Epp et al., 2016; Ishikawa et al., 2016; Kitamura et al., 2009) . For example, one study examined the stability of perforant path-dentate gyrus LTP in awake, behaving rats (Kitamura et al., 2009) . In these experiments, the strength of perforant path-dentate gyrus LTP was monitored over weeks in awake, behaving rats. In control rats, LTP reverted back to baseline within about a week. However, in irradiated rats (in which hippocampal neurogenesis was eliminated), LTP was prolonged with potentiation still evident 2 weeks following induction. These results complement the Abraham et al. study (Abraham et al., 2002) . Whereas promoting remodeling (via environmental enrichment) induced decay of LTP, inhibiting remodeling (via blocking neurogenesis) promoted persistence of LTP. Together, they suggest that neurogenesis provides a continuous decay signal, by remodeling hippocampal circuits and ''overwriting'' established LTP.
More recently, the relationship between neurogenesis and transience has been assessed behaviorally (Akers et al., 2014; Epp et al., 2016; Ishikawa et al., 2016) . In one study, Akers and colleagues trained mice in contextual fear conditioning (Akers et al., 2014) . During a 6 week period following training, mice either had access to a running wheel in their home cage or were housed conventionally, and contextual fear was subsequently assessed. As expected, voluntary exercise was robustly neurogenic, doubling rates of neurogenesis. However, these exercise-induced increases in hippocampal neurogenesis weakened the contextual fear memory. These forgetting effects were observed using other aversively and appetitively motivated hippocampus-dependent tasks (including water maze, Barnes maze, inhibitory avoidance, and an olfactory paired associate task; Akers et al., 2014; Epp et al., 2016; Ishikawa et al., 2016) . Similar results were observed using genetic (e.g., conditional deletion of p53 [e.g., Akers et al., 2014] and pharmacological [e.g., memantine; Akers et al., 2014; Ishikawa et al., 2016] ) interventions to artificially elevate hippocampal neurogenesis in posttraining periods. Conversely, suppressing hippocampal neurogenesis produced the opposite pattern of results. Following training in the water maze, forgetting emerged over a 6 week period in conventionally housed control mice. Suppressing hippocampal neurogenesis within this window attenuated this form of natural forgetting (Epp et al., 2016) .
These bidirectional effects of manipulating levels of hippocampal neurogenesis support the idea that neurogenic remodeling of hippocampal circuits plays a causal role in natural forgetting. Similar to other forgetting mechanisms described above, neurogenesis-based remodeling presumably changes connectivity in such a way as to reduce the likelihood of particular activity patterns reappearing.
Persistence 3 Transience
In the practical use of our intellect, forgetting is as important as remembering.
-William James (The Principles of Psychology)
Above, we reviewed a number of neurobiological mechanisms that can promote mnemonic transience. The most intuitive explanation for why the brain possesses these mechanisms is that they help to ''make room'' for new memories. However, when we consider the sheer number of neurons and synapses in the brain, it would seem that there is ample capacity to store many more memories than we actually do. For example, the human brain is estimated to have roughly 80-90 billion neurons (Azevedo et al., 2009 ). If we were to reserve only a tenth of those for memories of specific events, then according to computational estimates of capacity in auto-associative networks, we could reliably store approximately one billion individual memories (Amit et al., 1985) . Furthermore, when we consider sparsely encoded memories this number can increase by several orders of magnitude (Amari, 1989) . Given that it is apparently possible to remember far more than most of us actually do, why did evolution endow most individuals with brains that work to prevent faithful transmission of information through time? In other words, is there a utility to memory transience, given the seemingly obvious benefits of memory persistence?
We propose that memory transience is required in a world that is both changing and noisy. In changing environments, forgetting is adaptive because it allows for more flexible behavior. In noisy environments, forgetting is adaptive because it prevents overfitting to peculiar occurrences. According to this perspective, memory persistence is not always useful. For example, persistence of memory for aspects of the world that are either transient or uncommon would be detrimental since it might lead to inflexible behavior and/or incorrect predictions. Rather, persistence is only useful when it maintains those aspects of experience that are either relatively stable and/or predictive of new experiences. Therefore, it is only through the interaction of persistence and transience (persistence 3 transience) that memory actually serves its true purpose: using the past to intelligently guide decision-making (for related viewpoints, see Dudai and Carruthers, 2005; Schacter et al., 2007) . Below, we review the computational case for using transience to increase behavioral flexibility and promote generalization. In addition, we identify the parallels between how transience is used computationally and how it appears to be implemented in the brain. Transience for Behavioral Flexibility New learning represents significant challenges for neural networks that use distributed representations (French, 1999; Lewandowsky and Li, 1995; McCloskey and Cohen, 1989; Ratcliff, 1990) . The challenges are 2-fold. New learning might overwrite previous memories (i.e., catastrophic interference), and in turn, new learning is impeded by existing, stored memories (i.e., proactive interference) (Burgess et al., 1991; McCloskey and Cohen, 1989; Palm, 2013; Siegle and Hasselmo, 2002) . This is the ''stability versus plasticity'' dilemma in neural networks (Abraham and Robins, 2005; Carpenter and Grossberg, 1987) . As such, according to the traditional view, memory persistence is incompatible with behavioral flexibility because a network that is good at maintaining persistent memories will be poor at learning new information, especially if it conflicts with previous experiences. However, recent neural network models that use external memory devices or synapses that change over multiple timescales challenge the universality of this dilemma (Graves et al., 2016; Kirkpatrick et al., 2017; Santoro et al., 2016a) . Moreover, another strategy the brain can use to solve this dilemma is to sparsely encode experiences using orthogonal representations, which may potentially arise from pattern separation processes (see Yassa and Stark, 2011 for a review). The contextual dependence of memory is one example of this strategy: by maintaining orthogonal patterns, memories that are encoded in a particular context are more likely to be expressed in that context, but not other contexts (Maren et al., 2013) . This type of strategy maximizes the number of patterns that can be stored within a neural network without interference (Amari, 1989) .
However, in dynamic environments it might also be important to discard outdated information regardless of any capacity constraints (Kraemer and Golding, 1997) . If the environment changes, but our memories do not, then we may perseverate to our own detriment. Therefore, transience may facilitate decision-making by eliminating outdated (and potentially misleading) information, allowing an organism to respond more efficiently to changes in its environment.
Consistent with this idea, recent studies provide evidence that forgetting is necessary for flexible behavior in dynamic environments ( ) and found that Rac1 inhibition slowed forgetting (Shuai et al., 2010) . They then asked to what extent slower forgetting would now interfere with reversal learning. Accordingly, they retrained the flies but reversed the odor-shock contingencies (i.e., AÀ and B+). Flies in which Rac1 was inhibited (i.e., flies displaying slower forgetting) exhibited impaired reversal learning, indicating that increased persistence of odor-shock memories interfered proactively with new learning (thereby reducing flexibility). Conversely, flies in which Rac1 was activated had the opposite phenotype. They exhibited accelerated forgetting, and this increased forgetting facilitated reversal learning (thereby increasing flexibility). This pattern of results extended to five different lines of flies engineered to express mutations linked to autism spectrum disorder that also interfere with Rac activity. All these lines of flies with disrupted Rac function exhibited impaired forgetting, and this, in turn, impaired reversal learning (Dong et al., 2016) .
Further evidence for the idea that forgetting is necessary for flexible behavior in changing environments comes from rodent studies. Epp and colleagues (2016) examined reversal learning following neurogenesis-mediated forgetting. In one experiment, they trained mice in the water maze to find a platform in a fixed location. Increasing hippocampal neurogenesis after training induced forgetting of this location. Mice were subsequently retrained in the same maze, but the platform was moved to the opposite quadrant. The mice with enhanced hippocampal neurogenesis found the new platform location more efficiently (i.e., reversal learning was improved). The converse pattern was observed when hippocampal neurogenesis levels were experimentally reduced after initial water maze training. Post-training suppression of neurogenesis sustained memory for the original platform location and, in turn, interfered with learning the new reversal location.
A similar pattern of results was observed in a context-odor paired associate task (Epp et al., 2016) . Increasing neurogenesis following training induced forgetting of learned paired associates (e.g., A1 and B2) but facilitated subsequent reversal learning (i.e., learning A2 and B1). Notably, this facilitation was not due to a general enhancement of learning. This was demonstrated by showing that the benefit in new learning was only observed when there was an explicit conflict with the original learning. Mice with increased neurogenesis showed no benefit when subsequently trained on novel context-odor pairs (e.g., C3 and D4). These findings suggest that adult hippocampal neurogenesis promotes forgetting, and forgetting enhances behavioral flexibility by removing or weakening outdated information. For related papers that have examined the relationship between neurogenesis and flexibility, see Burghardt et al. (2012) ; Garthe et al. (2009) , (2016); Luu et al. (2012) ; Swan et al. (2014); and Winocur et al. (2012) .
Transience for Regularization
In addition to promoting behavioral flexibility in changing environments, we propose that mnemonic transience is likely a means for the brain to avoid overfitting in noisy environments. Overfitting refers to a pernicious problem in statistics and machine learning: when overly precise models are fit to a finite dataset, it leads to inaccurate predictions due to the focus on the particulars of that dataset (Hawkins, 2004) . In other words, with limited data it is easy to identify false patterns that are specific to the data, but do not generalize to new situations (Figure 2A) . Tools have been developed to prevent this form of overfitting in statistics and machine learning. This usually involves restricting complexity by constraining the numbers of parameters (e.g., synapses) used to model the data (MacKay, 2003) . For instance, if too many parameters are used to model the data, it is straightforward to describe all of the data. However, an ''overfitted'' model cannot generalize and predict new data points (MacKay, 2003) . One solution is to use simple models ( Figure 2B ). The well-known heuristic for scientists, Occam's razor, states this in a more intuitive manner: the simpler the explanation, the broader its application. (A) When performing a regression in statistics, using a function with many parameters builds a model (dotted line and shading) that fits the old data very well (blue dots), but that fails to predict new data (green dots). The mnemonic equivalent of a complex model would be to store memories for the specific patterns on every soccer ball that we have ever seen (bottom image). (B) In contrast, using a function with few parameters builds a model that might not perfectly describe the old data, but will be better at predicting new data. The mnemonic equivalent would be to forget most details regarding soccer balls we have seen, and instead remember that they generally are made up of interlocking pentagons and hexagons (bottom image). This will lead to better prediction of the appearance of new soccer balls we encounter.
Memories can be viewed as models of the past. By this, we mean that memories are simplified representations that capture the essence, but not necessarily the detail, of past events. This runs somewhat counter to early conceptualizations of memory as a largely reproductive process. For example, in epilepsy patients, observations that electrical stimulation of the medial temporal lobes elicited ''a record of the stream of consciousness'' (Penfield and Milner, 1958) reinforced the idea of memory as storing high-fidelity records of past events (much like a tape recorder) (Moscovitch, 2012) .
Nowadays, most people recognize that memory is not a faithful reproduction of past experience. However, they might assume that this is the case because of some capacity constraint and/or flaws in processes underlying mnemonic persistence (Buonomano, 2011; Schacter, 2002) . But when memories are framed as models, a memory that models the past with the simplest possible explanation is one that obeys Occam's razor. As such, simplification is not merely a side effect of constraints or flaws. Rather, it is an essential component of adaptive memory. By avoiding overfitting, simple memories will then be more successful at predicting new experiences in noisy environments. That is, simple memories that store the gist of our experiences and avoid complicated details will be better for generalizing to future events (Kumaran et al., 2016; McClelland et al., 1995; Moscovitch et al., 2016; Richards et al., 2014) . One way to construct simple memories is to engage in some controlled, partial forgetting. Specifically, in order to store only the gist of an experience, statistically insignificant details must be forgotten (Sekeres et al., 2016) .
Within machine learning, simplification is achieved through a process known as ''regularization.'' Regularization refers to any process used to constrain models and promote generalization (MacKay, 2003) . Common regularization techniques used in artificial neural networks are ''weight decay '' (MacKay, 2003) , ''sparse coding'' (Olshausen and Field, 1996 , 2004 , and ''drop-out'' (Srivastava et al., 2014) . Here, we will focus on weight decay, and related techniques, including ''weight elimination '' (LeCun et al., 1989) and ''noise injection'' (Hinton and van Camp, 1993) , as they provide the most obvious parallels to mnemonic transience in the brain. Weight decay works by reducing the strength of synaptic connections (MacKay, 2003) , weight elimination works by removing synaptic connections (LeCun et al., 1989) , and noise injection works by adding variability to synaptic connections (Hinton and van Camp, 1993) .
Some neuroscientists might find these a surprising set of strategies for machine learning researchers to employ. Why work against the very learning that the network produces? However, if the goal is to generate simple models, then these strategies are useful. They help to constrain the complexity of the neural network, thereby restricting the total number of bits of information represented by the synaptic weights (Hinton and van Camp, 1993; MacKay, 2003) . This forces neural networks to develop simple models of the data, which, in turn, improves generalization capabilities (Hinton and van Camp, 1993; LeCun et al., 1989; MacKay, 2003) .
Interestingly, the addition of regularization to a learning algorithm can also be viewed as a form of Bayesian learning (MacKay, 1992) . For example, in a neural network the activity patterns to be remembered may be considered as data (D), and the synaptic connections (or weights) as model parameters (W). For perfect recall, a network would select synaptic weights that maximize the probability of reactivating the stored patterns (i.e., synaptic weights that maximize the likelihood function, P(DjW)). In contrast, it can be shown that a network using regularization maximizes the posterior function, P(WjD) (MacKay, 1992) . We note that, superficially, this is a different way of viewing Bayesian learning compared to how many neuroscientists may think of it, because the parameters of the model are not things like the mean or standard deviation of a Gaussian distribution. Instead, the parameters of the model are the synaptic connections, and the prior that promotes simplification actually promotes particular synaptic arrangements (e.g., sparse connectivity). Nonetheless, the same formal rules apply, and the role of the prior is to ensure that the model does not overfit the data. In the case of memory storage, the goal is to select synaptic connections that help to recall the core features of stored patterns without focusing too heavily on the details.
These approaches for regularization resemble forms of partial forgetting. Although they do not lead to a complete elimination of previous learning, they can eliminate portions of previously stored information (Hinton and van Camp, 1993) . Interestingly, weight decay, weight elimination, and noise injection all have recognizable analogs among the collection of neurobiological mechanisms of transience that we reviewed above ( Figure 1C ). Weight decay arguably corresponds to neurobiological mechanisms that weaken previously potentiated synaptic connections, including depotentiation (via endocytosis of GluA2-containing AMPARs; Hardt et al., 2013b) and synaptic downscaling during REM sleep (Tononi and Cirelli, 2006) . Similarly, it is reasonable to suggest that weight elimination corresponds to neurobiological mechanisms that eliminate previously potentiated synaptic connections, including Rac-mediated spine shrinkage (Hayashi-Takagi et al., 2015) and Arp2/3 destabilization (Hadziselimovic et al., 2014) . Finally, noise injection can be viewed as analogous to neurobiological mechanisms that add variability to synaptic connections, including NMDA-mediated plasticity (Villarreal et al., 2002) , spinogenesis/spine turnover (Abraham et al., 2002; Attardo et al., 2015) , and neurogenesis-mediated circuit remodeling (Akers et al., 2014; Kitamura et al., 2009 ). Therefore, both artificial neural networks and the brain appear to use comparable strategies to restrict information retention. We propose that these parallels reflect a deeper normative account of memory transience, namely, that transience is used by the brain to avoid mnemonic overfitting.
In neural networks, the outcome of minimizing overfitting is generalization. Consistent with this, a recent study showed that preventing forgetting impairs the development of generalization in rats (Migues et al., 2016) . If rodents are tested shortly after contextual fear conditioning, they exhibit conditioned fear to the trained context, but not to an alternate context. However, if they are tested at longer retention delays, they exhibit conditioned fear to both the training context and the alternate context (Wiltgen and Silva, 2007; Winocur et al., 2007) . This form of context generalization is a good example of how avoiding overfitting might be beneficial: when contextual fear memories generalize, an animal is no longer committed to a specific set of circumstances in order to recognize danger. Migues and colleagues found that inhibiting hippocampal GluA2-containing AMPAR endocytosis following conditioning prevented the time-dependent emergence of generalization, indicating that the same mechanisms that lead to forgetting (i.e., GluA2-containing AMPAR endocytosis) also promote memory generalization (Migues et al., 2016) .
Conclusion: Persistence 3 Transience for Optimal Decision-Making
Historically, the neurobiological study of memory has focused on how we remember rather than how we forget. However, in other traditions, most notably psychology, there has been a greater appreciation of the importance of forgetting (Rubin and Wenzel, 1996; Wimber et al., 2015) . In this review, we outlined our current understanding of the neurobiological mechanisms underlying forgetting and attempted to address a broader question: what is the mnemonic benefit of transience?
Based on principles from machine learning and computational neuroscience, we proposed that in environments that change and that are noisy, transience offers two advantages for memory-guided decision-making (Figure 3) . First, transience enhances behavioral flexibility by eliminating outdated information. Second, transience promotes generalization by preventing (A) The restaurant business is volatile. While successful restaurants may stay in the same location for many years, occasionally they move (e.g., to bigger premises). Moreover, many restaurants fail. These failed businesses are replaced by new restaurants, more often than not in the same area (e.g., neighborhoods that are high density, are walkable, and have good public transport links). Therefore, a city dweller might encode the location of their favorite eatery (e.g., Kyle's Bistro; red star), located southwest from their home (H). overfitting memories to specific instances from the past that may not accurately predict the future. Other authors have made similar arguments previously (Hardt et al., 2013a; Kraemer and Golding, 1997; Nørby, 2015) . However, these arguments did not explicitly discuss the computational foundations for this process, nor did they directly link these computational considerations to the neurobiology of transience.
A handful of papers have explicitly explored the advantages of transience for memory-guided decision-making (Brea et al., 2014; Fusi et al., 2007; Hunt and Chittka, 2015; Santoro et al., 2016b) . Brea and colleagues modeled decision-making in flies in an associative memory paradigm (Brea et al., 2014) . They found that forgetting represented the statistically optimal strategy for maximizing reward rates in dynamic environments. That is, in an environment where action-outcome contingencies change over time, it was important for an agent to engage in gradual forgetting; otherwise, behavior remained inflexible and the overall reward rate declined. They further found that tuning the rate of forgetting to the temporal dynamics of the environment maximized reward rates. When action-outcome contingencies changed frequently, faster forgetting was optimal. In contrast, when action-outcome contingencies changed infrequently, slower forgetting was best. Fusi et al. (2007) arrived at a similar conclusion. They generated a model of a decision-making neural circuit and compared its output to psychophysical data from primates. The neural network and monkeys were engaged in a sensorimotor association task. Subjects had to learn to associate stimuli with either a leftward or rightward movement, and the associations were occasionally reversed at unexpected times. Fusi et al. (2007) found that the primates' behavior could be best described by a model that combined both a slow and fast synaptic plasticity rule. The slow learning rule led to stable long-term knowledge about the overall probability of which direction was rewarded. The fast synaptic plasticity rule allowed the model to adjust to the reversals by quickly forgetting the most recent association and returning to a stochastic baseline based on the long-term trends. Accordingly, the model both optimized its performance in the task and matched the experimental data by (1) being sensitive to the statistics of the sensorimotor associations on multiple timescales and (2) forgetting specific associations that could quickly change.
Similarly, Santoro et al. (2016b) found that a shift from precise memories to generalized memories over time enhances foraging success in noisy, changing environments (Santoro et al., 2016b) . Using a neural network model with two memory systems (one for precise memories and one for general statistical patterns), they showed that the rate of reward can increase if an agent forgets precise memories and transitions to general models that have undergone regularization. This transition over time from precise memories to more general memories that average multiple instances has been observed experimentally in both mice in the water maze and bees in a foraging task (Hunt and Chittka, 2015) .
Interestingly, in parallel to the Brea et al. (2014) findings, Santoro et al. (2016b) found that there is an interaction between the dynamics of the environment and the ideal balance between persistence and transience. In environments where change occurs frequently, it is advantageous to rapidly shift toward generalized models, whereas in static environments where change occurs infrequently, it is advantageous to maintain specific memories for longer periods of time. Given that it is possible to encounter many different environments with different temporal dynamics, a good strategy may be to rely on multiple memory systems that have different balances between persistence and transience (Benna and Fusi, 2016; Roxin and Fusi, 2013) . Indeed, there is some evidence that the emphasis on persistence versus transience varies in different mnemonic systems. For example, certain types of emotional memory stored in the amygdala may be protected from mechanisms of transience in order to enhance survival (Maren and Quirk, 2004) . Moreover, there is evidence for more rapid forgetting of episodic memories (dependent on hippocampus) and slower forgetting of more general (semantic or schematized) memories (dependent on the neocortex) (Ritchey et al., 2015) .Therefore, differences in the balance between persistence and transience may reflect specializations in flexible behavior versus statistical generalization (e.g., McClelland et al., 1995) .
In this perspective, we have emphasized that memory should not be viewed simply as a means for high-fidelity transmission of information through time. Rather, we stressed that the goal of memory is to guide intelligent decision-making. Others have similarly discussed memory-guided decision-making within a reinforcement learning framework (Gershman and Daw, 2017) . These accounts highlighted how different memory systems (e.g., model-free versus model-based versus episodic) interact in decision-making. Here we highlighted the importance of mnemonic transience. By outlining how transience can optimize memory-guided decision-making in changing and noisy environments, we emphasized how this might allow individuals to exhibit flexible behavior and generalize past events to new experiences. From this perspective, forgetting is not necessarily a failure of memory. Rather, it may represent an investment in a more optimal mnemonic strategy. With the growing literature on mnemonic transience, the time is ripe for exploring these concepts further.
