A fundamental problem in computational algebraic geometry is the computation of the resultant. A central question is when and how to compute it as the determinant of a matrix whose elements are the coefficients of the input polynomials up-to sign. This problem is well understood for unmixed multihomogeneous systems, that is for systems consisting of multihomogeneous polynomials with the same support. However, little is known for mixed systems, that is for systems consisting of polynomials with different supports.
INTRODUCTION
The resultant is a central object in elimination theory and computational algebraic geometry. We use it to decide when an overdetermined polynomial system has a solution and to solve well-defined (square) systems. Moreover, it is one of the few tools that take into account the sparsity of supports of the polynomials.
Usually, we compute the resultant as a quotient of determinants of two matrices [9, 10, 23, 29] . If we can compute the resultant as a determinant of only one matrix whose non-zero entries are forms evaluated at the coefficients of the input polynomials, then we have a determinantal formula. Among these cases, the best we can hope for is to have linear forms. In general, determinantal formulas do not exist and it is an open problem to decide when they do.
The matrices appearing in the computation of resultants have a strong structure and we can classify them according to it. For a system (f 0 , . . . , f n ), a Sylvester-type formula is a matrix that represents a map (д 0 , . . . , д n ) → i д i f i . It extends the classical Sylvester matrix and it corresponds to the last map of the Koszul complex of (f 0 , . . . , f n ). Another kind of formula is the Koszul-type formula that involves the other maps of the Koszul complex. We call the matrices related to this formula Koszul resultant matrices [4, 30] . For both formulas, the elements of the matrices are linear polynomials in the coefficients of (f 0 , . . . , f n ). Other important resultant matrices include Bézoutand Dixon-type; we refer to [17] and references therein for details. We consider Koszul-type determinantal formulas for mixed multihomogeneous bilinear systems with two supports.
A well-known tool to derive determinantal formulas [4, 11, 15, 16, 30, 37] is the Weyman complex [35] , a generalization of the Koszul complex. For an introduction we refer to [36, Sec. 9 .2] and [21, Sec. 2.5.C, Sec. 3.4.E]. We follow this approach.
For unmixed multihomogeneous systems, that is systems where all the polynomial share the same support, determinantal formulas are well studied, e.g., [5, 10, 11, 25, 33, 36, 37] . On the other hand, when we consider polynomials with different supports, that is mixed systems, little is known about determinantal formulas; with the exception of scaled multihomogeneous systems [15] , that is when the supports are scaled copies of one of them, and the bivariate tensor-product case [4, 30] .
The resultant is also a tool to solve 0-dimensional square polynomial systems (f 1 , . . . , f n ). There are different variants, for example by hiding a variable, or using the u-resultant; we refer to [7, Chp. 3] for a general introduction. When a Sylvester-type formula is available, we can use the corresponding resultant matrix to , we define t σ t :
} is the set of the exponents of all the monomials of degree d t in t and
is the set of all the exponents of the monomials of multidegree d.
Let V P (f ) be the set of solutions of f over P. The multihomogeneous Bézout bound (MHB) [34] bounds the number of isolated solutions of f over P [3, 26, 27] . The bound is attained for any generic square system f . It is the mixed volume of the polytopes A(d 1 ), . . . , A(d n ) [7, Chp. 7] and appears as the coefficient of the monomial t ∈ {x,y,z } X n t t in n j=1 t ∈ {x,y,z } d j,t X t [31] . In the sequel we consider overdetermined systems which we construct by adding an f 0 ∈ S(d 0 ) to f , that is,
Typically, we will consider d 0 = (1, 1, 1), as we would like f 0 to be as simple as possible while still depending on all the variables.
Multihomogeneous sparse resultant
The multihomogeneous sparse resultant of f 0 is a polynomial in the coefficients of the polynomials in f 0 , which vanishes if and only if the system has a solution over P. Following [7] , for fixed d 0 . . . d n ∈ N 3 0 , we introduce a set of variables u i := {u i,σ } σ ∈A(d i ) , for 0 ≤ i ≤ n, and u := {u 0 , . . . , u n }. Given P ∈ K[u], we let P(f 0 ) denote the value obtained by replacing each variable u i,σ with the coefficient of the monomial w σ in the polynomial f i of f 0 . In this way we obtain polynomials over the coefficients of a polynomial system. The "universal" system
Here the variables of u parametrize the systems described by polynomials in S(d 0 ) × · · · × S(d n ) over K #A(d 0 ) × · · · × K #A(d n ) .
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Consider the set of all tuples of n + 1 multihomogeneous polynomials together with their common solutions over P,
The projection of this set on S(d 0 ) × · · · × S(d n ) is the set of overdetermined systems with common solutions in P, {(f 0 , . . . , f n ) ∈ S(d 0 ) × · · · × S(d n ) : V P (f 0 , . . . , f n ) ∅}. By the Projective Extension Theorem [6, Chp. 8 Sec. 5] , this projection is a closed set under the Zariski topology and it forms an irreducible hypersurface over the vector space S(d 0 ) × · · · × S(d n ) [21, Chp. 8]. More formally, there is an irreducible polynomial Res P (d 0 , . . . , d n ) ∈ Z[u] such that for all the systems f 0 ∈ S(d 0 ) × · · · × S(d n ), V P (f 0 ) ∅ if and only if Res P (d 0 , . . . , d n )(f 0 ) = 0. This polynomial is the sparse resultant over P for multihomogeneous systems of multidegrees (d 0 , . . . , d n ).
The resultant Res P (d 0 , . . . , d n ) is itself a multihomogeneous polynomial, homogeneous in each block of variables u i . For each i, its degree with respect to u i is MHB(d 0 , . . . , d i−1 , d i+1 , . . . , d n ).
2-bilinear systems
A square 2-bilinear system of type (n x , n y , n z ; r , s) is a bilinear system f := (f 1 , . . . , f n ) with two different supports, namely f 1 , . . . , f r ∈ S(1, 1, 0) and f r +1 , . . . , f n ∈ S(1, 0, 1), such that n = r + s, n y ≤ r and n z ≤ s. It holds MHB(f ) = r n y n−r n z .
Example 2.1. The following (Eq. (4)) is a square 2-bilinear system of type (1, 1, 1 ; 2, 1) and has two solutions over P, namely α 1 := (1 : 1 ; 1 : 1 ; 1 : 1) and α 2 := (1 : 3 ; 1 : 2 ; 1 : 3).
Consider the trilinear f 0 ∈ S(1, 1, 1). We refer to the systems f 0 := (f 0 , f 1 , . . . , f n ) as overdetermined 2-bilinear systems. We can also consider f 0 in S(1, 1, 0), S(1, 0, 1), S(1, 0, 0), S(0, 1, 0) and S(0, 0, 1). We work with a trilinear f 0 because in the other cases it is not always possible to separate all the solutions of V P (f ). 
In the following, we use F (2) to denote the "universal" system of overdetermined 2-bilinear systems (see Sec. 2.1). Similarly, we use Res 
DETERMINANTAL FORMULAS FOR 2-BILINEAR SYSTEMS
We say that the complex is exact if . If the Weyman Complex only involves two non-zero modules, the resultant of the corresponding system is the determinant of the map between these modules, and it has a determinantal formula.
Let
. . , f n ) be an overdetermined 2-bilinear system. Consider E := K n+1 and its canonical basis e 0 , . . . , e n . Given a set I ⊂ {0, . . . , n}, we define e I := e I 1 ∧ · · · ∧ e I #I as the exterior product of the elements e I 1 , . . . , e I #I . As the exterior product is antisymmetric, that is e i ∧e j = −e j ∧e i , when we write e I 1 ∧· · ·∧e I #I we assume that (∀i)
For a degree vector m ∈ Z 3 , the Weyman complex is
and H q P (m ′ ) is the q-th cohomology of P with coefficients in the sheaf O(m ′ ), and the space of global sections is H 0 P (m ′ ) [22] . Note that the terms K v,p (m) do not depend on f 0 [37, Prop. 2.1]. Since P is a product of projective spaces, by Künneth's formula
where j x + j y + j z = p − v. By Serre's duality [22, Ch.III,Thm. 5.1] we have the identifications:
where " * " denotes the dual space, and (3) H q P n t (m ′ t ) 0, of all other values of q and m t .
As a corollary from Eq. (6), for each t ∈ {x, y, z}, j t ∈ {0, n t }. Moreover, we can identify dual complexes. . Let m and m ′ be degree vectors such that m + m ′ = (n y + n z , n x + n z − s, n x + n y − r ). Then,
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Degree vectors and determinantal formulas
If K 1 (m), K 0 (m) are the only non-zero modules in the Weyman complex K • (f 0 , m), then the determinant of the complex is the determinant of the map, between them, δ 1 (f 0 , m). In this case, we have a determinantal formula for the resultant. In the following, when it is clear from the context, we write δ 1 instead of δ 1 (f 0 , m).
Weyman complexes for Res Proof. We consider only the first degree vector m := (n y − 1, −1, n x + n y − r + 1). By Obs.3.4, the other cases are similar.
First, we show that the complex has only two non-zero terms.
The remaining cases are summarized in the following table and their analysis follows.
jx jy jz Case 0 0 0 (1) nx 0 0 (1) jx jy jz Case 0 0 nz (1) nx 0 nz (1) jx jy jz Case 0 ny nz (2) nx ny nz (2) jx jy jz Case 0 ny 0 (3) nx ny 0
= 0 and so K v,p = 0. Case 3: j x = 0, j y = n y . As j y = n y , the second term in the tensor
This module is not zero iff a + c ≥ n y . Consider the first term in the tensor product,
= 0, and so K v,p = 0. Case 4: j x = 0, j y = n y , j z = 0. The first term in the tensor prod-
We deduce that all other modules apart from K 1,n x +n y +1 (m) and K 0,n x +n y (m) are equal to zero. Hence, by [36, Prop. 9.1.3] the determinant of (a matrix expressing) δ 1 is a power 1 of Res (2) P (f 0 ). 1 The exponent is known to be one for any very ample supports [21] , i.e. (∀i, j) d i, j > 0. However, due to the zero degrees, 2-bilinear supports are ample but not very ample.
To conclude, it suffices to show that the exponent is equal to one. Due to the form δ 1 : K 1,q+1 (m) → K 0,q (m), the elements in a matrix that represents δ 1 have degree (q + 1) −q = 1 as polynomials in K[u] [36, Prop. 5.2.4] . Therefore, the exponent is one iff the degree of the resultant is equal to the dimension of the matrix of
We analyze the possible values for (a, b, c) to compute the dimension. Following Case 4, if H 0 P nz (n x + n y − r + 1 − b − c) 0, then the possible values for a are v + r − 1 ≤ a ≤ r , for v ∈ {0, 1}. As b = p − a − c, and 0 ≤ c ≤ 1, we enumerate all the options for (a, b, c) and write our modules as
To compute their dimensions we notice that dim a,b,c E = r a s b , and we recall that dim S t (q) = dim S t (q) * = n t +. The calculation leads to dim(K 1 ) = dim(K 0 ) = µ, see Eq. (5) .
□ The four degree vectors of Thm. 3.3 are not the only ones that lead to determinantal formulas. We are interested in them because, experimentally, there are no Sylvester-type formulas and only these degree vectors lead to Koszul-type formulas [16, 30] .
Construction of the map δ 1 (f 0 , m)
Following [36, Sec. 5.5], we construct the map δ 1 (f 0 , m) : K 1 (m) → K 0 (m). By Obs. 3.4, we only consider m = (n y −1, −1, n x +n y −r +1).
In the proof of Thm. 3.3 we saw that the map δ 1 (F (2) , m) has linear coefficients in K[u]. As it is a linear map between free modules, it is enough to define it over a basis of K 0 and K 1 . First we introduce some notation. Let t ∈ {x, y, z}.
This map is graded, that is, for each (d,d) ∈ Z 2 , it maps the elements in S t (d) × S t (d) * to S t (d −d) * . We will denote the map by "⋆" when the variable is clear from the context. We define the graded map ψ ,
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As δ 1 (f 0 , m) : K 1 → K 0 is linear and K 1 L 1,1 ⊕ L 1,2 , we define the map over a basis of L 1,1 and L 1,2 . For each ℓ ∈ S x (1) * ⊗ S y (r − n y ) * ⊗S z (0) and e I ∈ r,s−n z +1,0 E, we consider ℓ ⊗ e I ∈ L 1,1 and
For each ℓ ∈ S x (1) * ⊗S y (r − n y + 1) * ⊗S z (0) and e J ∈ r,s−n z ,1 E, we consider ℓ ⊗ e J ∈ L 1,2 and
The map δ 1 (f 0 , m) corresponds to a Koszul-type formula, involving multiplication and dual multiplication maps. The matrix that represents this map is a Koszul resultant matrix [4, 30] . The following matrix represents δ 1 (f 0 , m) wrt the basis above.
The 2 × 2 splitting illustrated above will be used in the next section.
SOLVING 2-BILINEAR SYSTEMS
Consider a 0-dimensional system f 1 , . . . , f n ∈ K[x]. A common strategy for solving is to work over K[x]/⟨f 1 , . . . , f n ⟩, which is a finite a dimensional vector space over K. We fix a monomial basis, choose f 0 ∈ K[x], and compute the matrix that represents the multiplication by f 0 in the quotient ring. Its eigenvalues are the evaluations of f 0 at the solutions. For a suitable basis, from the eigenvectors we can recover the coordinates of all the solutions [7, 8, 12] . To compute these matrices we can use the Sylvester-type formulas [1, 7, 14] . We extend these techniques to a general family of matrices, that includes the Koszul resultant matrix (Sec. 3.2).
Eigenvalues criteria
In this section we assume fixed multidegrees d 0 , . . . , d n .
Definition 4.1 (property Π θ ). Given θ ∈ A(d 0 ) and a matrix M := (Sec. 2.1 ), we say that M has the property Π θ (d 0 , . . . , d n ), or simply Π θ , when:
• Res P (d 0 , . . . , d n ) divides det(M),
• the submatrix M 2,2 is square and its diagonal entries equal to u 0,θ , and • the coefficient u 0,θ does not appear anywhere in M expect from the diagonal of M 2,2 .
For a system f 0 , Eq. (2), let M(f 0 ) be the specialization of M at f 0 (see Sec. 2.1). If M 1,1 (f 0 ) is invertible, then the Schur complement of Proof. The idea of the proof is as follows: For each α ∈ V P (f ), Eq. (1), we consider a system д 0 , slightly different from f 0 , with α as a solution. We study the matrices M(f 0 ) and M(д 0 ) and from the kernel of M(д 0 ) we construct an eigenvector for the Schur complement of M 2,2 (f 0 ) corresponding to an eigenvalue equal to and letv := 0 I · v be a truncation of the vector v. Then,
This equality proves that Eq. (1) , be a square system. Consider f 0 ∈ S(d 0 ) and θ ∈ A(d 0 ). We say that the rational function f 0 w θ separates the zeros of the system, if for all α ∈ V P (f ), w θ (α) 0 and for all α, α ′ ∈ V P (f 1 , . . . , f n ), w θ separates these zeros, all the eigenvalues are different. Hence, we have as many different eigenvalues as the dimension of the matrix, so the matrix is diagonalizable. □ Note that, as the MHB bounds the number of isolated solutions counting multiplicities, we can not use Thm. 4.3 when we have a square system f such that its solutions over P have multiplicities. Proof. Consider the system д 0 := ((f 0 − λ · w θ ), f 1 , . . . , f n ). As the matrix of the Schur complement in the proof of 4.2 is invertible, we extendv to v = M −1 1, 1 ·M 2, 1 I (f 0 )v, and reverse the argument in this proof to show that M(д 0 ) is singular. As the determinant of M is a non-zero constant multiple of the resultant, we deduce that Res P (д 0 ) is zero. Let α ∈ V P (д 0 ), then α ⊂ V P (f ) and (f 0 − λ · w θ )(α) = 0, equivalently, f 0 (α) = λ · w θ (α). As we assumed that
Res P (f 0 ) 0, then f 0 (α) 0 and so (d 0 , . . . , d n ) , where q is a non-zero constant in K, and that the (row) dimension of M 2,2 is MHB(d 1 , . . . , d n ) . Then for any system f 0 :
Proof. Consider the determinant of M. As it is a multiple of the resultant (Sec. 2.1) and the resultant is a multihomogeneous polynomial of degree MHB(d 1 , . . . , d n ) with respect to u 0 , we can write det(M) = P(u)·u
does not involve the variables in u 0 and Q(u) ∈ K[u] is a polynomial such that none of its monomials are multiple of u MHB(d 1 , ...,d n ) 0,θ . As Π θ holds, u 0,θ only appears in the diagonal of M 2,2 . Consider the expansion by minors of det(M). If the (row) dimension of M 2,2 is MHB(d 1 , . . . , d n ), then P(u) = ± det(M 1,1 ). The polynomial P(u) is a constant multiple of the cofactor of u MHB(d 1 , ...,d n ) 0,θ in the resultant Res P (d 0 , . . . , d n ).
By construction, Q(u) is a homogeneous polynomial with respect to the variables u 0 of degree MHB(d 1 , . . . , d n ). As u MHB(d 1 , ...,d n ) 0,θ does not divide any monomial in Q(u), each monomial involves a variables of u 0 different to u 0,θ . Hence, for any system f 0 , we have Q(w θ , f 1 , . . . , f n ) = 0. By construction, the polynomial P(u) does not involve any of the variables of u 0 . Therefore det(M 1,1 )(f 0 ) = det(M 1,1 )(w θ , f 1 , . . . , f n ). Therefore, for any system f 0 , . . , f n ) has no solutions at infinity in P, that is all the coordinates of the solutions are not zero, then the evaluation of the solutions of f at any monomial in S(d 0 ) is not zero. Hence, for any w θ ∈ S(d 0 ), V P (w θ , f 1 , . . . , f n ) = ∅. By Prop. 4.5,
. . , f n ) is invertible. To avoid solutions at infinity, in the 0-dimensional multihomogeneous case, we perform a generic linear change of coordinates that preserves the multihomogeneous structure. We state the following corollary without proof. Corollary 4.6. Consider a square multihomogeneous system f ∈ S(d 1 )× · · · ×S(d n ) with finite V P (f ). Choose θ ∈ A(d 0 ) and let M be a resultant matrix for Res P (d 0 , . . . , d n ), such that Π θ holds. Consider any f 0 ∈ S(d 0 ). Then, for a generic linear change of coordinates A, preserving the multihomogeneous structure, the matrix M 1,1 (f 0 , f 1 • A, . . . , f n • A) is invertible.
We can use Thm. 4.2 to solve the 2-bilinear systems.
Theorem 4.7. Assume a 2-bilinear system f 1 , . . . , f n of type (n x , n y , n z ; r , t), such that V P (f 1 , . . . , f n ) is finite. Choose θ ∈ A(d 0 ) and consider the M be the matrix of δ 1 (F (2) , m) (Sec. 3.2) for the "universal" system F (2) rearranged with respect to the monomial w θ . Choose f 0 ∈ S(1, 1, 1). Then, after applying a generic linear change of coordinates A, preserving the multihomogeneous structure, the eigenvalues of the Schur complement of M 2,2 (f 0 , f 1 • A, . . . , f n • A) are the evaluations of
Eigenvectors for 2-bilinear systems
We fix θ ∈ A(d 0 ). We consider the degree vector m = (n y − 1, −1, n x + n y − r + 1) and the determinantal formula M for the map δ 1 (F (2) , m) (Sec. 3.2). We study the right eigenvectors of the Schur complement of M 2,2 to recover the coordinates of all the solutions of a 2-bilinear system f of type (n x , n y , n z ; r , s) (Sec. 2.2). We assume that the number of different solutions is #V P (f ) = MHB(f ).
We augment f to f 0 by adding a trilinear polynomial f 0 , which we specify in the sequel. We study the right eigenvalues of the Schur complement of M 2,2 (f 0 ). We reduce the analysis of the kernel of δ 1 (f 0 , m) to the analysis of a map in a strand of the Koszul complex of a system with common solutions.
Let α = (α x , α y , α z ) ∈ P, and without loss of generality assume that α t,0 0, for t ∈ {x, y, z}. First, we study the kernel of δ 1 (f 0 , m), when the overdetermined system f 0 has common solutions. We relate this kernel to the eigenvectors, as we did in the proof of thm. 4.2. For each variable t ∈ {x, y, z}, consider the dual form
Observation 4.9. For each variable t ∈ {x, y, z}, given a polynomial д t ∈ S t (d t ), such thatd t ≤ d t , then operator ⋆ t , Eq. (9), acts over д t and 1 t α (d t ) as the evaluation of
To simplify notation, given f ∈ S(d x , d y , d z ) and (α x , α y , α z ) ∈ P,
we denote by f (α x , α y ) ∈ S z (d z ) the partial evaluation of ) ⊗д z and f , as the multiplication of д z and f (α x , α y ), that is
Let ω ( E}. Let
As #ω (1) + #ω (2) = s+1 s−n z +1 , we write ρ α : K ( s +1 s −nz +1 ) → K 1 .
Lemma 4.11. The linear map δ 1 (f 0 , m) • ρ α : K ( s +1 s −nz +1 ) → K 0 is equivalent to the (s − n z + 1)-th map of the Koszul complex of the following system, consisting of s + 1 linear polynomials in z, f z := f 0 (α x , α y ), f r +1 (α x , α y ), . . . , f n (α x , α y ) ,
restricted to its 0-graded part, i.e. the strand of the Koszul complex such that its (s − n z + 1)-th module is isomorphic to K ( s +1 s −nz +1 ) .
In the following example we use Thm. 4.13 to recover α 2 .
Example 4.14 (Cont.). The eigenvalue of f 0 w θ (α 2 ) = 1 isv α 2 := (1, 2) ⊤ . By extendingv α 2 , we get v α 2 := M −1 1, 1 ·M 2, 1 I (f 0 ) · 1 2 = (4, 3, 12, 1, 2, 3, 6, 6, 1, 2) ⊤ which represents ρ α 2 (1, 1) = ∂x (1, 0) + 3 ∂x (0, 1) ⊗ ∂y (2, 0) + 2 ∂y (1, 1) + 4 ∂y (0, 2) ⊗ 1 ⊗ e {0, 1, 2} + ∂x (1, 0) + 3 ∂x (0, 1) ⊗ ∂y (1, 0) + 2 ∂y (0, 1) ⊗ 1 ⊗ e {1, 2, 3} Hence, 1 x α 2 (1) = 1 ∂x (1, 0) + 3 ∂x (0, 1) , and so α 2,x = (1 : 3) ∈ P 1 . Also, 1 y α 2 (1) = 1 ∂y (1, 0) + 2 ∂y (0, 1) , and then α 2,y = (1 : 2) ∈ P 1 . We note that 1 y α 2 (2) = 1 · 1 · ∂y (2, 0) + 1 · 2 · ∂y (1, 1) + 2 · 2 · ∂y (0, 2) . We can recover α 2,z as the solution of f (α 2,x , α 2,y , z) = 0, f 1 (α 2, x , α 2,y , z ) = f 2 (α 2, x , α 2,y , z ) = 0 f 3 (α 2, x , α 2,y , z ) = −9 z 0 + 3 z 1 Hence, α 2,z = (1 : 3) ∈ P 1 and so α 2 = (1 : 3 ; 1 : 2 ; 1 : 3) ∈ P.
SIZE OF MATRICES AND FGb
As there are no tight bounds for the complexity of Gröbner basis algorithms for solving 2-bilinear systems, we compare against our algorithms experimentally in Table 1 . We consider the state-ofthe-art Gröbner basis implementation, FGb [18] . For each set of parameters, we consider a random square 2-bilinear system and we dehomogenize the system to compute its Gröbner basis. We compared the ratio between the size of the maximal matrix appearing in the Gröbner basis computation and the size of our Koszul resultant matrix, for all the cases n ≤ 15. For reasons of space we only present some indicative examples for n = 12. The rest of the cases can be found in http://www-polsys.lip6.fr/~bender/2bilinear/. The results are promising and motivate the study of the structure Koszul resultant matrix to develop algorithms for faster linear algebra with such matrices. 
