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Abstract
Underwater acoustic communication is an extremely complex field that faces many
challenges due to the time-varying nature of the ocean environment. Vector sen-
sors are a proven technology that when utilizing their directional sensing capabilities
allows us to minimize the effect of interfering noise sources. A traditional pres-
sure sensor array has been the standard for years but suffers at degraded signal to
noise ratios (SNR) and requires maneuvers or a lengthly array aperture to direction
find. This thesis explores the effect of utilizing a vector sensor array to steer to the
direction of signal arrival and the effect it has on equalization of the signal at de-
graded SNRs. It was demonstrated that utilizing a single vector sensor we were able
steer to the direction of arrival and improve the ability of an equalizer to determine
the transmitted signal. This improvement was most prominent when the SNR was
degraded to levels of 0 and 10 dB where the performance of the vector sensor outper-
formed that of the pressure sensor in nearly 100% of cases. Finally, this performance
improvement occured with a savings in computational expense.
Thesis Supervisor: Dr. James C. Preisig
Title: Associate Scientist with Tenure
Woods Hole Oceanographic Institution
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Chapter 1
Introduction
We are tied to the ocean. And when we go back to the sea - whether
it is to sail or to watch it - we are going back from whence we came.
- John F Kennedy
The human race has always looked to push the bounds on our ability to under-
stand the world around us. There are few environments in the world that are more
inhospitable to human life and our technology than the ocean. Yet with each passing
day we strive to improve our ability to operate over the whole range of ocean environ-
ments. Whether it be with submarines, unmanned autonomous vehicles or habitats
on the ocean floor where human beings live for days at a time we are continually
testing and striving to improve our capabilities.
Our capacity to communicate over distances in the ocean is one of the restrictive
limits on our ability to advance undersea technology. Every advance to improve the
range over which we can communicate wirelessly as well as the robustness of that
method of communication opens up a new front of exploration for many fields in the
ocean science community.
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This thesis explores a proven piece of technology: vector sensors. In doing so
we hope to show that their use in underwater acoustic communications can improve
our ability to successfully communicate in a variety of environments. An example
of an environment that can be improved through the use of vector sensors is a low
signal-to-noise ratio (SNR) environment whether it be due to high background noise
or low signal power.
In this chapter we will introduce the motivation for the problem we are attempting
to solve. We will also present some of the challenges facing underwater acoustic
communications as well an overview of how underwater communications systems
function. This chapter will conclude with an overview of how this thesis is organized.
1.1 Motivation
The goal of underwater communications is just like any other type of wireless commu-
nication; transmit a data packet over a distance ranging from a few hundred meters
to a few hundred kilometers. Most wireless communications at the earth’s surface
utilize radio frequency (RF) communications but electromagnetic (EM) waves at
very low frequencies which propagate further in seawater than higher frequency EM
waves still only have a range in the ocean on the order of only ten meters. This
makes using electromagnetic waves in underwater communications unfeasible. Opti-
cal communications have similar range issues under the surface of the ocean except
they are also significantly hindered by murky water.
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1.1.1 Challenges in Underwater Acoustic Communications
Acoustic waves are the accepted medium for underwater communications as they
provide reasonable signal levels at ranges of interest. However, underwater acoustic
communications are widely viewed as the most perilous and difficult communications
tool in use today. There are three major challenges when working with underwater
communications: (1) attenuation and noise, (2) multiple path and (3) Doppler. [26]
The combination of all of these result in complicated channel impulse responses with
time-varying inter-symbol interference (ISI) and Doppler effects. [19]
Due to this variability there is no particular model that can be used to determine
the effect that each of these will have on a particular experiment. The acoustic
channel must be analyzed and parameters optimized for each individual data set
that is analyzed. In most cases an improperly modeled channel will significantly
degrade the results of further analysis [19].
A subset of signal processing called model-based processing makes the assump-
tion that you know the make-up of the channel and are able to model it correctly.
Considering the case where you are able to properly model the channel you can then
utilize optimal detectors. A matched filter, or the time-reversed signal, results in the
maximal output SNR with a coherent processing gain of the time-bandwidth prod-
uct of the signal [20]. Another optimal detector would be a linear minimum-mean
squared error (MMSE) estimator which utilizes the orthogonality principle to deter-
mine the optimal filter coefficients which are used to estimate the channel. In order
to use these optimal detectors you must have a priori knowledge about the channel,
which is often not the case. Without a priori statistics describing the channel you
are forced to adjust the filter to fine tune those statistics on the fly, this is called
adaptive equalization.
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1.1.2 Need for Adaptive Equalization
The time varying ISI mentioned in the previous section is one of the main motivations
for the use of adaptive equalizers at the receiver to establish reliable communications
links. An equalizer is a set of linear filters that compensate for intersymbol inter-
ference and ambient noise in the received signal to determine the signals that were
transmitted. The result of the adaptation process that the equalizer undergoes is a
set of filter coefficients that similarly must be varied due to the time-variability of
the channel. The output of the equalizer is a decision, either soft or hard that esti-
mates the transmitted symbol. This is done in many applications besides underwater
communications, for example in mobile radio communications [21, 22] and magnetic
disk storage channels [2].
1.2 Underwater Communications Systems
It is important to have a basic understanding of the development of underwater
acoustic communications and their uses in current systems. Underwater communi-
cations were likely developed as a necessity during World War II as a method of
communicating with and between submarines. The development of digital signal
processors along with many other advancements has significantly improved both the
range and data throughput in underwater acoustic communication systems [25]. This
overview of underwater communication systems will be brief in nature an extensive
review can be found in [25] as well as descriptions of advances and the state of the
art in [24, 12].
Since the early 1980’s acoustic communications capabilities have improved more
than eighty-fold and two-hundred fold in shallow and deep water, respectively. These
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advances have come in many different areas of research whether through coherent or
incoherent modulation, improved processing capabilities supporting more complex
receiver algorithms or improved error control [12]. All of these advances are limited
by our ability to properly model the sound channel specifically with regards to time
variability in the channel. Currently the computational expense to model a varying
sound channel is extremely high and even if that expense were worth the cost there
would not be the requisite amount of data necessary to create a robust model. As
a result we must incorporate new technologies and continually more efficient pro-
cessing algorithms that help us to account for the time-varying nature of the ocean
environment.
While there are many different systems as well as communication and signal
processing techniques utilized we will be focusing on a system described by the basic
block diagram seen in figure 1-1. More specifically our focus will be directed to the
Figure 1-1: Block diagram of communications system
structures on the receiving end of the signal. The goal of each of these blocks is to
minimize the impact of the not only ISI but noise on the proper detection of the
signal.
All of the inputs and functions of blocks are controlled except for two: the noise
and the channel. The first two blocks are the creation of the signal from the data
and the modulation of that signal so that it can be transmitted. The signal is then
transmitted through the unknown channel with an unknown amount of additive noise
combined with the signal. The beamforming block can take on different purposes
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depending on the specific type of array being utilized (i.e. line-array of hydrophones
or a single vector sensor). The adaptive equalization block is the block that attempts
extract the transmitted signal from the channel output by estimating the channel.
Finally the decoding block takes the equalizer output and turns it into our estimation
of the received data.
1.3 Vector Sensors
Traditional acoustic communication systems have relied upon a single hydrophone,
a string of hydrophones or a spatial array of hydrophones to detect the transmission.
The hydrophone we are describing is an omni-directional sensor that detects the local
pressure fluctuations caused by the propagating acoustic signal - it is in essence an
underwater microphone. Omni-directional hydrophones are extremely common due
to their ease of manufacture, maintenance, use and analysis. Decades of experience
both in the scientific and military community have also shown that they stand up
extremely well in the destructive ocean environment.
Commonly a string of omni-directional hydrophones are formed into an array that
can be mounted to the side of a ship, towed behind a body moving through the ocean
or deployed on the seabed. In most applications these arrays are uniformly spaced line
arrays due to the ease of deployment, processing and subsequent analysis. However,
it is the omni-directional nature of the hydrophones mounted on these arrays that
prevents them from immediately determining the direction of the incident pressure
field. The processing of these one-dimensional horizontal or vertical line arrays can
only provide an azimuth or elevation to the source with a left/right or up/down
ambiguity around the axis of the array that requires further analysis to resolve.
When analyzing any configuration of sensors, clearly the more information you
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are able to detect the better the performance of the sensor will be. This is the same
case when we look at acoustic sensing, the pressure field given by a omni-direction
hydrophone is a lot of data but if we are also able to obtain the direction of the
sound waves that is better. This is what a vector sensor does, it takes one omni-
directional hydrophone to measure the pressure field and three orthogonal sensors
to measure the component velocities of the incident sound waves. The component
velocities allow allow a single vector sensor to estimate the direction of propagation
of a received signal.
1.4 Thesis Organization
This thesis is organized in the following manner: in Chapter 2, we will provide a
detailed introduction to not only vector sensors but also adaptive equalization and
the RLS algorithm.
Chapter 3 will describe Bellhop modeling that was performed to get a better idea
of the nature of transmission path of the KAM11 experiment. It will describe the
assumptions that were made and the effects that it has on further data analysis.
In Chapter 4 we will describe the data set that was used for our analysis. Specif-
ically the equipment that was used as well as the transmitted communication se-
quence. We will also analyze the noise that was present in the given environment
and to describe the additional noise that was added to our received signals to degrade
the SNR.
Chapter 5 will analyze the algorithm that we developed to jointly process pressure
and velocity data from a vector sensor. It will step through the process of determining
the optimal angle to beamform the velocity components. It will then show the results
of both a single channel equalizer of beamformed velocity data compared to just
25
pressure data or velocity data that was not beamformed.
Finally, Chapter 6 will summarize the results presented in this thesis as well as
to provide some insights for areas of development for future work.
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Chapter 2
Background
2.1 Notation
Table 2.1 contains notation that is used throughout this thesis and will not be rede-
fined.
2.2 Vector Sensors
As mentioned in the previous chapter vector sensor technology has been around for
some time [14]. However, until recently their design was such that they could not
be using in existing military systems due to the size of the accelerometers. With
the development of piezoelectric crystal accelerometers vector sensors can now fit
into existing military towed array systems and meet the performance requirements
necessary for their use [23]. Due to this the amount of research on them has picked
up significantly. This section will focus on the basic theory of how a vector sensor
works, a more detailed discussion on the advantages of a vector sensors and the
27
Symbol Type Meaning
x (non-boldface math symbol) Scaler constant or variable
u (boldface, lowercase symbol) Column vector
A (boldface, uppercase symbol) Matrix
I𝑁 N x N identity matrix
∘ Hadamard product of two vectors
* Complex conjugate
𝑇 Matrix transpose
𝐻 Matrix Hermitian
Table 2.1: Notations used in the thesis
different kinds of vector sensors that are available.
2.2.1 Theory
Assumptions
As with all scientific research there are a number of assumptions that are made to
simplify the processing of vector sensors. This section describes the common assump-
tions and the reasoning behind them [15, 13]. When referring to the maximum and
minimum wavelength these are determined by the minimum and maximum frequency
of the transmitted signal spectrum, respectively.
(1) Plane wave propagation. This implies that all the requirements of the far-
field assumption are met which include that the incident sound waves are planar at
the time they reach the sensors; this implies that the unit vector pointing towards
the source is approximately independent of the sensor position on the array. This
requires that the distance from the source to the array is much greater than the
both the length of the array and the maximum wavelength of the transmitted signal.
Additionally it assumes that the source is a point source where the source size is much
28
smaller than the distance between the source and the sensor. Finally, it requires
that the environment is homogeneous in the vicinity of the array to ensure there
is no refraction across the array. The plane wave equation can be seen below in
equation (2.1) where it relates pressure 𝑝 across time 𝑡 and position r to the sound
speed 𝑐 while u is unit vector pointing towards to source. The function 𝑓 is the
complex envelope of the signal propagating through the environment.
𝑝(r, 𝑡) = 𝑓
(︂
u𝑇 r
𝑐
+ 𝑡
)︂
(2.1)
(2) Band-limited and narrowband signals. The band-limited assumption requires
that the transmitted signal is band-limited such that it has a spectrum including
only frequencies 𝜔 such that 𝜔𝑚𝑖𝑛 ≤ |𝜔| ≤ 𝜔𝑚𝑎𝑥 where 0 < 𝜔𝑚𝑖𝑛 < 𝜔𝑚𝑎𝑥 <∞.
The narrowband assumption is concerned with the delay in arrivals at each sensor
of an array. Arrivals at the 𝑖𝑡ℎ and 𝑗𝑡ℎ sensors are defined as 𝑃𝑖(𝑡) and 𝑃𝑗(𝑡) where
one is merely a phase-shifted versions of the other. 𝑃 (𝑡) is the complex envelope of
the acoustic pressure at time 𝑡 and the maximum delay in arrival time across the
length of the array is defined as 𝜏𝑚𝑎𝑥. This assumption requires that the following
relationship is satisfied 𝑃 (𝑡) ≃ 𝑃 (𝑡− 𝜏𝑚𝑎𝑥). Finally, the maximum bandwidth which
is defined as 𝜔𝑏𝑤 = 𝜔𝑚𝑎𝑥−𝜔𝑚𝑖𝑛 must be much less than the inverse of the maximum
delay as shown in equation (2.2).
𝜔𝑏𝑤 ≪ 1
𝜏𝑚𝑎𝑥
(2.2)
The narrowband assumption is consistent with the model in [13] however is not
required for this thesis because all processing performed was single sensor processing.
(3) Co-located sensor components. This indicates that the three-axes accelerom-
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eters and the omni-directional hydrophone are located at the same point. For this
to be satisfied it requires that the distance between each of the sensor components
be much less than the minimum wavelength.
(4) Point sensors. This assumption is very similar to the co-located sensor com-
ponents with a slight variation. It takes into account that the sensor can be modeled
as a single point. This means that the sensor dimensions is much smaller than the
minimum wavelength of the incident signal wave.
(5) Orthogonal accelerometers. This assumes that the axes of the accelerome-
ters of the vector sensor are all orthogonal to each other. This is standard in the
production of vector sensors.
Geometry
The geometry of a vector sensor clearly will depend on the sensors that are included
in that particular vector sensor. In this thesis we will be focusing on a construc-
tion that include three orthogonally oriented accelerometers plus a omni-directional
hydrophone co-located with the accelerometers. The construction of our model is
based upon that described in [13] where a more detailed explanation can be found.
It should be noted that we have modified the framework proposed my Kitchens to
match our terminology and variables. This results in a geometry that is displayed in
figure 2-1 which has a 4 x 1 array manifold vector as seen in equation (2.3) [15].
a𝑘 =
⎡⎢⎢⎢⎢⎢⎢⎣
sin 𝜃𝑘 cos𝜑𝑘
sin 𝜃𝑘 sin𝜑𝑘
cos 𝜃𝑘
𝜂
⎤⎥⎥⎥⎥⎥⎥⎦ =
⎡⎢⎢⎢⎢⎢⎢⎣
𝑢(𝜃𝑘, 𝜑𝑘)
𝑣(𝜃𝑘, 𝜑𝑘)
𝑤(𝜃𝑘)
𝜂
⎤⎥⎥⎥⎥⎥⎥⎦ (2.3)
30
Figure 2-1: Geometry of vector sensor
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where 0 ≤ 𝜃𝑘 ≤ 𝜋 denotes the 𝑘th source’s arrival elevation measured from the
positive vertical axis and 0 ≤ 𝜑𝑘 ≤ 2𝜋 symbolizes the 𝑘th source’s azimuth angle
measured counter-clockwise from the positive 𝑥 axis. In this thesis we are only
dealing with one source but this notation is included for extension to multiple source
environments. The first three components in equation (2.3) represent each of the 𝑥,
𝑦 and 𝑧 components of the velocities determined using each of the accelerometers
and thus give the Cartesian direction of the incident direction of arrival.
The final component in a𝑘 represents the pressure signal and is called the polar-
ization term. This term is a normalization factor that includes the gain difference
between the pressure sensor and the velocity sensors. As this is a factor relating
pressure to velocity it includes a factor of 1
𝜌𝑐
which will be shown in equation (2.8)
to relate pressure and velocity [13]. The normalization term would thus be 1
𝜌𝑐
if
the gain was equal between pressure and velocity sensors. The normalization term
would then tend towards 0 if the gain in the velocity sensors is much greater than the
pressure sensor. Clearly in the converse case where the gain in the pressure sensor
is much greater than the velocity sensors the normalization term will increase and
become greater than 1
𝜌𝑐
. The effects of these changes in the normalization terms will
be shown and discussed in the next section.
As described in [28] the presence of the pressure hydrophone is important in the
setup due to the ambiguity that exists in which hemispherical side of the array that
the signal arrives in (i.e. the top hemisphere or bottom). Additionally the pressure
hydrophone resolves the 180∘ ambiguity which is characteristic of accelerometers
and other velocity sensors. The pressure sensor accomplishes this by allowing us to
distinguish between acoustic compressions and dilations which is able to inform us
of the proper direction of arrival, this is discussed further in section 5.3.
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2.2.2 Advantages
Vector sensors are desirable for use due to one major characteristic: directional
sensing. Delving further into that statement to understand why directional sensors
are appealing breaks down into two capabilities: (1) ability to selectively reject the
noise emitted from discrete interfering noise sources and (2) the ability to localize
targets [23]. On the surface this may not seem like a significant gain but in reality it
makes all the difference in the world. When using an omni-directional hydrophone
alone a loud interfering signal coming from a source in a direction different from the
source of a desired signal can significantly degrade the ability to effectively process
the desired signal.
Consider using a single vector sensor to determine the direction from which a
signal is propagating and then steering the vector sensor to that direction. When
steering to the direction of the source of a desired signal, the processor can reduce
the effect of interfering signals coming from other directions. This is done by linearly
combining the signals from the three velocity sensor based upon trigonometric rela-
tionships. The weights are chosen to pass signals from the desired arrival direction
without attenuation while attenuating signals from other directions.
Another way to look at this advantage is to compare an array of vector sensors
with a traditional pressure-sensor array. Array processing of a traditional pressure-
sensor array is dependent on a variety of techniques that depend on propagation
delays between each sensor. While the traditional array requires a physical aperture
to resolve or discriminate between signals with different propagation directions, the
vector sensor requires only the small aperture of a single vector sensor to do this [5].
The directional information from one vector sensor has been shown to identify up to
two sources in [7] that would not be possible with a single pressure sensor but would
33
require a line array of multiple sensors.
The major advantage that was mentioned in section 1.3 is the ability to resolve
ambiguity in uniform line array (ULA). Here it is important to step back and under-
stand some of the limitations of an ULA of omni-directional hydrophones. A linear
array of hydrophones due to the symmetry of the array around its axis result in a
response in the form of conical angles. This results in ambiguity in the direction
of arrival with respect to the left or right side of the array (port/starboard). For a
uniform line array oriented along the x-axis the pressure sensor beampattern is given
by equation (2.4)
𝐵𝑝 =
1
𝑁
sin
(︁
𝑁
2
2𝜋𝑑
𝜆
(cos𝜑− cos𝜑)
)︁
sin
(︁
1
2
2𝜋𝑑
𝜆
(cos𝜑− cos𝜑)
)︁ (2.4)
where 𝐵𝑝 is the magnitude of the array response, 𝑁 is the number of elements in
the array, 𝑑 is the inter-element spacing which for convenience is normally defined
in terms of the wavelength 𝜆. Finally 𝜑 is the azimuth angle of the array and 𝜑 is
the angle the array is being steered, both of the angles are relative to the direction
the array is pointing. If you are sensing a signal coming from an angle of 𝜋
2
that
same response would also be seen coming from an angle of 3𝜋
2
or −𝜋
2
, this is best
demonstrated in figure 2-2 which shows the beampattern of a 10 element omni-
directional pressure sensor array being steered to an angle of 𝜋
2
. In this thesis our
convention will be that an azimuth angle of 𝜑 = 0 is forward endfire of the array and
an azimuth angle of 𝜑 = 𝜋
2
is port broadside. In figure 2-2 you can then see that the
beampattern is symmetric across the axis of the array
The only way to resolve the ambiguity of whether or not the source is on the
port or starboard side of the array is to either get information from another source
or to maneuver the array to another location so that you can determine the “true”
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Figure 2-2: Beampattern of 10-element conventional pressure sensor array steered to
𝜑 = 𝜋
2
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location of the source where the conical angles cross. This is a significant theoretical
and operational limitation of a linear array of omni-directional hydrophones. In a
line array of vector sensor the velocity components are not symmetrical around any
axis of the array and therefore are capable of “resolving” the ambiguity that is present
in a traditional pressure-sensor array [13].
The relationship shown in equation (2.5) was derived in [13] and is called the
vector sensor modulation term where 𝜂 is a normalization constant and 𝜓 in three
dimensions is the angle between the azimuth angle of a source and the steering angle.
𝐵𝑣 ,
⃒⃒⃒⃒
𝜂2 + cos𝜓
𝜂2 + 1
⃒⃒⃒⃒2
(2.5)
A plot of the modulation term is shown in figure 2-3. As the azimuth angle moves
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Figure 2-3: Vector sensor modulation term, 𝐵𝑣
away from the steering angle this will cause 𝜓 to increase and the cosine to get smaller
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and therefore the modulation term will decrease as well. When this modulation term
is then applied to the traditional pressure sensor beampattern it will apply a lesser
weighting to the ambiguous arrival, but leave the true arrival at the same level. It
is important to take note of the effect the normalization term has, with the proper
normalization of data, 𝜂 = 1.0, it gives an ideal null at 𝜓 = ±𝜋. If the data is not
properly normalized as the gain decreases (𝜂 → ∞) the modulation terms moves
towards unity and starts to mirror the performance of a pressure-sensor array [13].
We now expand upon what was covered in [13] and consider the case where the gain of
the velocity sensors is greater than the pressure sensors (i.e. 𝜂 < 1.0). You can see in
figure 2-3 that as the normalization term approaches zero; or the gain of the velocity
sensors becomes larger than the gain of the pressure sensors; the beampattern of the
modulation term shows the 180∘ ambiguity that comes from the velocity-only data
of the vector sensor. This tells us that if the gain in one element dominates the other
than the whole sensor will start to mimic the element whose gain is much greater.
The conventional beam and vector sensor modulation terms are combined in
point-wise multiplication as represented by equation (2.6).
𝐵𝑐𝑜𝑚𝑏(𝜓) = 𝐵𝑝(𝜓) 𝐵𝑣(𝜓) (2.6)
Due to the width of the modulation term envelope; which is seen overlaid with the
pressure sensor beampattern in figure 2-4; in the region where there is no ambiguity
(i.e. cos𝜓 ≈ 1) the response will be dominated by the pressure-sensor response. The
vector sensor term has its effect on the side-lobe and ambiguity regions. This can
also be seen in figure 2-4 which shows the combined beampattern with a null in the
ambiguity region and depressed side-lobes around the main lobe.
The case in figure 2-4 is one where the array is steered to 𝜋
2
and the ambiguous
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Figure 2-4: Beampatterns of 10-element conventional array (𝐵𝑝), vector-sensor mod-
ulation term (𝐵𝑣) and the combined beampattern (𝐵𝑐𝑜𝑚𝑏) steered to 𝜋2 . This is a
modified version of the plot shown in [13]
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arrival is exactly 180∘ from the steering angle and nulled perfectly by the vector
sensor modulation term. If the steering angle is not the broadside of the array the
nulling by the vector sensor is still effective but does not exactly null the ambiguous
arrival. The cases where the array is steered to 𝜋
3
, 𝜋
4
and 𝜋
6
are shown in figure 2-5.
You can see that as the steering angle moves away from the broadside of the array
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Figure 2-5: Beampatterns of 10-element conventional array (𝐵𝑝), vector-sensor mod-
ulation term (𝐵𝑣) and the combined beampattern (𝐵𝑐𝑜𝑚𝑏) being steered to 𝜋3 (a),
𝜋
4
(b) and 𝜋
6
(c). This is an expansion of the plots shown in [13]
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the maximum power in the ambiguous peak increases. Even in case of steering to
𝜋
6
as seen in figure 2-5(c) there is still nearly a 5 dB reduction from the peak power
in the true arrival. The narrowest angle that the array can be steered and still
result in a minimum of a 3 dB reduction from the peak power of the true arrival is
approximately 24.5∘.
The final advantage we want to discuss is the ability of vector sensors to discrim-
inate grating lobes. The under sampling of a time-domain signal results in aliasing
in the frequency domain [16] while spatially under sampling a plane wave will result
in aliasing in the beampattern [27]. These spatial aliased versions of the signal are
called grating lobes and result in a limitation in the use of a traditional pressure-
sensor array above a specified design frequency. These grating lobes arise when the
distance between elements of an array is greater than one-half the wavelength which
is determined by the frequency. A more in depth discussion of this phenomena can
be found in [13] and it was shown that the use of a vector sensor array will result
in improved performance above the design frequency (where grating lobes begin to
occur) of a corresponding pressure-sensor array. This performance comes in the form
of nulling grating lobes due to their arrival at lower dB levels at the same design
frequency.
2.2.3 Types of Vector Sensors
There are many different types of vector sensors that can be used for different appli-
cations. As discussed in the section on geometry this thesis deals specifically with
a vector sensor that has three orthogonally oriented accelerometers plus an omnidi-
rectional hydrophone collocated in the sensor housing. As discussed in [28] there are
four common constructions of a vector sensors as in its most general sense a vector
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sensor is composed of two or three spatially collocated but orthogonally oriented ve-
locity sensors plus an optional collocated omni-directional hydrophone. This leads to
three different configurations that we have not already discussed: three orthogonally
oriented velocity sensors, two orthogonally and horizontally oriented velocity sensors
and finally two orthogonally and horizontally oriented velocity sensors with a omni-
directional pressure hydrophone. The construction of the array manifold for each of
these is rather simple as you would just take the appropriate component parts from
equation (2.3).
A vector sensor in general does not specify the kind of velocity measurement being
performed however, this is an important detail. This is because there are two different
ways to measure acoustic velocity: directly and indirectly. Direct measurement
is measuring the acceleration that the incident pressure field is causing and then
integrating using the appropriate relationship to determine the velocity. This can be
accomplished using a piezoelectric crystal or also through use of a geophone which
contains magnetic masses suspended by springs which induce a current in a wire coil
which will yield the velocity.
Another way to measure acoustic velocity is indirectly through the use of closely
spaced hydrophones and the use of the Navier-Stokes equations to derive an equation
relating pressure and particle velocity. If we assume an invisicid fluid we can simplify
the Navier-Stokes equations to the Euler equations.
𝜕v
𝜕𝑡
+ v𝑇∇v = −∇𝑝
𝜌
(2.7)
where v is particle velocity, 𝜌 is density and 𝑝 is pressure. As described in [13]
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equation (2.7) can be reduced with the appropriate assumptions to
v = − u
𝜌𝑐
𝑝 (2.8)
where 𝑐 is the sound speed and u represents the unit vector pointing towards the
source from the sensor which is merely the first three components in equation (2.3).
This is important because as the directional hydrophones will be oriented with the
coordinate axes you can determine the velocity via a linear relationship with the
appropriate environmental data.
2.3 Adaptive Equalization
Adaptive equalization is extremely important in signal processing of acoustic com-
munication signals due the nature of medium through which the signal is traveling.
Since the ocean environment is continually changing, the equalizer must continually
change. One method of modeling and accommodating the changes is via Doppler
shifts and the time-update recursive least squares algorithm (TU-RLS) which we will
describe later. An equalizer is a set of linear filters that compensates for intersymbol
interference (ISI) and ambient noise in the received signal in a manner that allows
us to recover the transmitted symbols. A computationally efficient method to ac-
complish this is the recursive least squares (RLS) algorithm which will be discussed
below.
In a perfect world where we had full knowledge of the channel and no additive
noise we would simply invert the channel response to recover the transmitted signal.
Unfortunately in the real world this is not possible as inverting the the channel is
not an appropriate solution as the inverse filter accentuates the frequencies exactly
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where the signal power is lowest relative to the noise [17].
2.3.1 System Model
Before going any further we must have an understanding about the model of the
system we are utilizing. A block diagram of this model is shown in figure 1-1. In
this section we will go into detail about how each of the different blocks function and
then in subsequent sections go into any further detail and provide derivations where
they may be required.
The Channel
We define 𝑠[𝑛] as the symbol that is transmitted at time 𝑛. The channel through
which the symbol passes traveling from source to receiver introduces ISI. Additionally,
there is random noise added to the signal that is represented at time 𝑛 by 𝑣[𝑛]. We
designate 𝑥[𝑛] as the signal received at the output of the channel at time 𝑛. The
length of the channel response is defined as 𝑀 . This clearly would imply that the
received signal at time 𝑛 depends on the transmitted signals 𝑠[𝑛], 𝑠[𝑛− 1], . . . , 𝑠[𝑛−
(𝑀−1)]. As we have discussed previously the channel response is varying so for now
it will be defined at a given time 𝑛 as h[𝑛] which gives us our received signal in the
following equation:
𝑥[𝑛] = h𝐻 [𝑛]
[︁
[𝑠[𝑛] 𝑠[𝑛− 1] . . . 𝑠[𝑛− (𝑀 − 1)]
]︁𝑇
+ 𝑣[𝑛]. (2.9)
It is implicit in equation (2.9) that we are treating the channel response as causal,
this is a valid assumption because even if it were not we could introduce the proper
delay to make it causal. Now to deal more clearly with the linear time-varying channel
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response, at a given time 𝑛 there are a defined set of channel coefficients the length
of the channel response, these are represented by ℎ𝑘[𝑛], 𝑘 = 0, 1, . . . ,𝑀 − 1. This
representation results in an output of the channel shown by the following convolution:
𝑥[𝑛] =
𝑀−1∑︁
𝑘=0
ℎ*𝑘[𝑛]𝑠[𝑛− 𝑘] + 𝑣[𝑛]. (2.10)
This allows us to denote the channel coefficients at a given time 𝑛 as a channel vector,
h[𝑛].
h[𝑛] =
[︁
ℎ0[𝑛] ℎ1[𝑛] . . . ℎ𝑀−1[𝑛]
]︁𝑇
(2.11)
Equalizer Filters
In a decision feedback equalizer (DFE) there are two filters: a feed-forward filter
which is represented by gf with length 𝑁𝑓 and the feedback filter represented by
gb with length 𝑁𝑏. Put most simply the feed-forward filter balances attenuating
noise and compensating for ISI and the feedback filter removes any remaining ISI.
In slightly more detail the feed-forward filter inverts the channel estimate while at
the same time ensuring that the noise introduced to the signal in the channel does
cause the error to blow up. The feedback filter uses past decisions that have been
made to eliminate any remaining ISI from the output of the feed-forward filter. The
combined overall number of coefficients in the two filters is simply 𝑁 = 𝑁𝑓 + 𝑁𝑏.
The input to the feed-forward filter at a given time 𝑛 is the vector of received
signals from the last 𝑁𝑓 samples at the channel output which we denote as x[𝑛]. The
last 𝑁𝑓 samples does not necessarily mean 𝑁𝑓 symbols; in our case we are using a
fractionally sampled signal so the number of symbols captured by the feed-forward
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filter is actually 𝑁𝑓
2
.
x[𝑛] =
[︁
𝑥[𝑛] 𝑥[𝑛− 1] . . . 𝑥[𝑛− (𝑁𝑓 − 1)]
]︁𝑇
(2.12)
Similarly, the input to the feedback filter at a given time 𝑛 are the decisions made
at the previous 𝑁𝑏 steps. We represent the decision made at time 𝑛 by 𝑑[𝑛] which is
an estimate of the transmitted symbol at that specified time. Therefore we represent
our input to the feedback filter by z[𝑛].
z[𝑛] =
[︁
𝑑[𝑛− 1] 𝑑[𝑛− 2] . . . 𝑑[𝑛−𝑁𝑏]
]︁𝑇
(2.13)
As we are discussing an adaptive equalizer the filter coefficients are determined
during each recursion using the decisions until the previous step (𝑛 − 1) and the
input data all the way up to the current step (𝑛). However, when we update the
filter coefficients at the end of each recursion they have utilized all of the data up to
time 𝑛 and are represented mathematically by gf [𝑛|𝑛] and gb[𝑛|𝑛]. When we step
to the next recursion the feed-forward coefficients and feedback coefficients are then
represented by gf [𝑛|𝑛 − 1] and gb[𝑛|𝑛 − 1], respectively. This gives us an overall
output of the equalizer represented by 𝑦[𝑛].
𝑦[𝑛] = gf
𝐻 [𝑛|𝑛− 1]x[𝑛]− gb𝐻 [𝑛|𝑛− 1]z[𝑛] (2.14)
This notation can be significantly simplified by creating combined filter coeffi-
cients and input vectors represented in equations (2.15) and (2.16), respectively.
g[𝑛|𝑛− 1] =
⎡⎣ gf [𝑛|𝑛− 1]
−gb[𝑛|𝑛− 1]
⎤⎦ (2.15)
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u[𝑛] =
⎡⎣x[𝑛]
z[𝑛]
⎤⎦ (2.16)
This then allows us to simplify equation (2.14) to
𝑦[𝑛] = g𝐻 [𝑛|𝑛− 1]u[𝑛] (2.17)
Output and Decisions
The output represented in equation (2.17) is then input into a decision device where it
is turned into an estimate of the symbol transmitted which is then subsequently used
as an input to the feedback filter. You can have multiple stage equalizers where this
decision would be input into another component of the system but in our case this
decision device is a hard decision device where it will make its final approximation
of the signal transmitted. It is important to stress that the output of the equalizer is
only an estimate of the transmitted data, therefore the difference between the output
of the equalizer and the input to the channel is the error.
2.3.2 Method of Least Squares
The method of least squares most simply determines the filter coefficients that min-
imize the squared-error between the channel input and the equalizer output. As
Haykin describes in [6] this method is a model-dependent procedure to solve a linear
filtering problem without making any assumptions about the statistics of the input to
the filter. Looking at the equalizers we are discussing the inputs to the filter are the
output of the acoustic propagation channel. This is important because it allows us to
make no assumptions about the nature of the channel as we begin implementation of
the equalizer. The channel coefficients act as the model to the ideal MMSE equalizer
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filter coefficients and the total error between transmitted data (desired response) and
the output of the equalizer is the summation of two different types of error.
The first part of the total error is in the model of the ideal coefficients. This
is the error that would be achieved by the ideal MMSE equalizer and is called the
minimal achievable error (MAE). The second part of the total error is the difference
between the output of the least squares equalizer and the output of the ideal MMSE
equalizer. This error is due to the error in our estimate of the ideal MMSE equalizer
and is referred to as the excess error. The total error is represented as follows:
𝑒[𝑛] = 𝑒𝑀𝐴𝐸[𝑛] + 𝑒𝑒𝑥𝑐𝑒𝑠𝑠[𝑛] (2.18)
We have previously defined the desired response as 𝑑[𝑛] therefore the total error
is represented as follows:
𝑒[𝑛] = 𝑑[𝑛]− 𝑦[𝑛] (2.19)
which can then be expanded using equation (2.14) to become:
𝑒[𝑛] = 𝑑[𝑛]− g𝐻 [𝑛|𝑛− 1]u[𝑛] (2.20)
As previously mentioned we want to estimate the optimal filter coefficients to
minimize the squared error over the interval from 𝑛1 to 𝑛2 This is shown below:
g^ = arg min
𝑔
𝑛2∑︁
𝑖=𝑛1
|𝑒[𝑖]|2 (2.21)
where 𝑛1 and 𝑛2 represent the beginning and ending time indices of the interval over
which we are optimizing the filter coefficients.
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Combining equations (2.20) and (2.21) yields:
g^ = arg min
𝑔
𝑛2∑︁
𝑖=𝑛1
(𝑑[𝑖]− g𝐻u[𝑖])(𝑑[𝑖]− g𝐻u[𝑖])* (2.22)
If we then take the complex gradient [1] with respect to g𝐻 and then set it equal
to zero it simplifies to the following equation:(︃
𝑛2∑︁
𝑖=𝑛1
u[𝑖]u𝐻 [𝑖]
)︃
g −
𝑛2∑︁
𝑖=𝑛1
u[𝑖] 𝑑*[𝑖] = 0 (2.23)
Let
Φ =
𝑛2∑︁
𝑖=𝑛1
u[𝑖]u𝐻 [𝑖] (2.24)
where Φ is the 𝑀 by 𝑀 sample correlation matrix and
r =
𝑛2∑︁
𝑖=𝑛1
u[𝑖] 𝑑*[𝑖] (2.25)
where r is the sample cross-correlation vector between the desired response and the
input. If we substitute equations (2.24) and (2.25) into (2.29) we are left with the
matrix form of the normal equations for linear least-squares filters.
g^ = Φ−1 r (2.26)
Clearly you can see in equation (2.26) the Φ−1 term which automatically brings
some concerns to mind. The first is that Φ cannot be a singular matrix or, in other
words, it must be invertible. The other concern is that taking the inverse of a full
rank matrix is a computationally expensive operation. The latter will be addressed
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in the subsequent section while the former is addressed at initialization by diagonally
loading the matrix as follows:
Φ =
𝑛2∑︁
𝑖=𝑛1
u[𝑖]u𝐻 [𝑖] + 𝛿I𝑀 (2.27)
Diagonal loading is discussed in much more detail in [6].
We have showed that you can determine the optimal filter weights; the model in
this form does not however account for variability in the channel. We can minimize
the effect of this channel variability by properly weighting each time step in forming
the sample correlation matrix and the sample cross-correlation vector. We do this
by applying an exponential window following a similar approach to the one shown
above. The exponential least squares criterion is shown in equation (2.28). This will
weight recent observations more heavily than past observations and in doing so helps
to accommodate the time variability of the channel.
g^ = arg min
𝑔
𝑛2∑︁
𝑖=𝑛1
𝜆𝑛2−𝑖(𝑑[𝑖]− g𝐻u[𝑖])(𝑑[𝑖]− g𝐻u[𝑖])* (2.28)
where 𝜆, such that 0 < 𝜆 < 1, is the forgetting factor that provides the rate at which
the exponential window decays away. It is clear that a 𝜆 value closer to unity would
be appropriate for a slowly varying channel and a 𝜆 value closer to zero would be
more appropriate for a very quickly varying channel.
As we did previously taking the complex gradient [1] of the exponential least
squares criterion with respect to g𝐻 and then setting it equal to zero simplifies to
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the following expression:(︃
𝑛2∑︁
𝑖=𝑛1
𝜆𝑛2−𝑖u[𝑖]u𝐻 [𝑖]
)︃
g −
𝑛2∑︁
𝑖=𝑛1
𝜆𝑛2−𝑖u[𝑖] 𝑑*[𝑖] = 0 (2.29)
This then leads directly to the normal equations for exponentially windowed linear
least-squares filters.
Φ[𝑛] =
𝑛2∑︁
𝑖=𝑛1
𝜆𝑛2−𝑖u[𝑖]u𝐻 [𝑖] (2.30)
r[𝑛] =
𝑛2∑︁
𝑖=𝑛1
𝜆𝑛2−𝑖u[𝑖] 𝑑*[𝑖] (2.31)
In this section we have derived a very general least-squares solution equalization
problem. We are able to determine the optimal filter weights for any specific segment
of time. However, the channel in underwater acoustics is time-varying therefore even
over a specified segment of time you are optimizing the determined filter coefficients
there will be additional error due to this time-variability. We have also implemented
an exponential window to weight the most recent observations more heavily than
past observations. Finally, we have mentioned the computational expense of this
basic least-square method due to the inversion of the sample correlation matrix.
2.3.3 Recursive Least Squares Algorithm
We can derive a recursive form of the least squares algorithm by noting that we can
represent the sample correlation matrix and sample cross-correlation vectors as:
Φ[𝑛] = 𝜆Φ[𝑛− 1] + u[𝑛]u𝐻 [𝑛] (2.32)
r[𝑛] = 𝜆r[𝑛− 1] + u[𝑛] 𝑑*[𝑛] (2.33)
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As you can see both equations will require an initialization at the commencement of
the algorithm but that will be discussed later.
Now to the issue of computational cost. As we mentioned in the previous section
the inversion of Φ is an expensive operation that is dependent on the length of
the filter weight vector (𝑀). To invert Φ which we previously defined as an 𝑀 -
by-𝑀 matrix requires 𝑂(𝑀3) operations. If we implement a basic matrix algebra
result known as the matrix inversion lemma orWoodbury’s identity it can reduce the
number of operations to 𝑂(𝑀2) [6]. If A and B are defined as two positive-definite
𝑀 -by-𝑀 matrices, C is a 𝑀 -by-𝑁 matrix and D is a positive-definite 𝑁 -by-𝑀
matrix then the following expressions define the matrix inversion lemma [6]. If:
A = B−1 +CD−1C𝐻 (2.34)
then:
A−1 = B−BC(D+C𝐻BC)−1C𝐻B (2.35)
By applying the following relations a computationally efficient recursive least
squares algorithm can be derived. The reader is referenced to chapter 10 of [6] for
the full and detailed derivation.
A = Φ[𝑛];
B−1 = 𝜆Φ[𝑛− 1];
C = u[𝑛];
D = 1; (2.36)
Table 2.2 shows the complete recursive least squares algorithm as it is derived in
51
[6, 20]. For notational simplicity P[𝑛] is defined as Φ−1[𝑛] and Haykin has defined
wˆ as the filter coefficients that I have defined (and kept) as gˆ. k[𝑛] is defined as
the gain vector whose purpose is to scale the updates to the filter coefficients (gˆ)
and the inverse sample correlation matrix (P[𝑛]). Additionally, the initialization
parameters are included where 𝛿 (which is used for the diagonal loading) is assigned
a small positive value for a high SNR environment and a large positive value for a
low SNR environment. The choice of these values is to ensure the best convergence
performance of the RLS algorithm and is described in much further detail in §10.4
of [6].
RLS Algorithm
Initialize:
gˆ[0] = 0
P[0] = 𝛿−1I
For each iteration, 𝑛 = 1, 2, . . . compute:
Π[𝑛] = P[𝑛− 1]u[𝑛],
k[𝑛] =
Π[𝑛]
𝜆 + u𝐻 [𝑛]Π[𝑛]
,
𝑒[𝑛] = 𝑑[𝑛]− gˆ𝐻 [𝑛− 1]u[𝑛],
gˆ[𝑛] = gˆ[𝑛− 1] + k[𝑛]𝑒*[𝑛],
and
P[𝑛] = 𝜆−1P[𝑛− 1]− 𝜆−1k[𝑛]u𝐻 [𝑛]P[𝑛− 1].
Table 2.2: Adapted Version of Haykin’s RLS Algorithm
2.3.4 Time-Update Recursive Least Squares Algorithm
In the end the RLS algorithm is a computationally efficient method of implementing
the solution to method of least squares. The averaging window that was applied
is not exclusive to the RLS algorithm and can be done in a similar manner in the
non-recursive approach. It is a weakness of the LS criterion which the RLS algorithm
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uses to calculate the optimal filter coefficients that in channels with large Doppler
spreads, the RLS algorithm can exhibit subpar performance [3]. This effect was
researched and analyzed in [3] where they also proposed some modifications to the
RLS algorithm to improve its ability to handle large Doppler spreads. Utilizing the
work in [3] we implement an algorithm termed the Time-Update Recursive Least
Squares (TU-RLS).
TU-RLS was the primary equalization algorithm that was used in the work com-
pleted in this thesis. As such it is necessary to cover the additional steps this approach
requires and update the methodology of the RLS algorithm with that method. The
TU-RLS algorithm contains four major sections: (1) time-update step, (2) filtering,
(3) measurement updates and (4) Doppler compensation coefficient updates. The
middle two sections are covered in exactly the same manner as those steps repre-
sented in table 2.2, the first and fourth sections include additional steps necessary
to minimize the previously mentioned weakness of the RLS algorithm and perform
the Doppler compensation.
The Doppler coefficient vector in a 𝑁 -length vector is represented by f [𝑛] and
initialized to a vector of ones. For purposes that will be clear shortly we will also
use the diagonal matrix form of the Doppler coefficient vector represented by F[𝑛].
At the beginning of the time-update step we will use the Doppler compensation
coefficients to apply the necessary compensation to filter coefficients calculated in
the previous iteration.
gˆ[𝑛|𝑛− 1] = F[𝑛− 1] gˆ[𝑛− 1|𝑛− 1] (2.37)
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The correlation matrix time update corresponding to equation (2.37) is:
P[𝑛|𝑛− 1] = F[𝑛− 1]P[𝑛− 1|𝑛− 1]F𝐻 [𝑛− 1] (2.38)
This matrix update is representative of the propagation of the error covariance time
update in a noise free state-space system.
The actual Doppler compensation steps are performed using the Normalized LMS
(NLMS) algorithm in the following manner. The first step for this is to compute the
"effective input" for the NLMS algorithm as follows1:
u𝑒[𝑛] = gˆ
*[𝑛− 1|𝑛− 1] ∘ u[𝑛] (2.39)
With the effective input you are then able to update the Doppler compensation
vector using the NLMS algorithm with the specified step size, 𝜇.
fˆ [𝑛] = f [𝑛− 1] +
𝜇u𝑒[𝑛]
(︁
𝑑[𝑛]− 𝑦[𝑛]
)︁*
‖u𝑒[𝑛]‖2 (2.40)
Finally, the updated Doppler compensation vector is then normalized on an element
by element basis before moving on to the next iteration, where 𝑓𝑖[𝑛] is the 𝑖𝑡ℎ element
in the Doppler compensation vector (f [𝑛]) vector.
𝑓𝑖[𝑛] =
𝑓𝑖[𝑛]
max
(︁
1, |𝑓𝑖[𝑛]|
)︁ (2.41)
The overall TU-RLS algorithm is shown in table 2.3. It is not necessary to perform
1This step occurs prior to the time-update steps of the algorithm in (2.37) even though it is a
part of the NLMS algorithm for Doppler compensation. This step should always be the first step
of each iteration, this can be clearly seen in table 2.3
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the bottom four steps in that particular order. You can perform the two Doppler
compensation steps either before or after the updates to the inverse sample correla-
tion matrix and the filter coefficients.
The TU-RLS algorithm gives the user one more parameter that needs to be
optimized; the user must choose the proper 𝜆 and 𝜇. These are not parameters that
can be chosen universally but must be optimized for each individual sound channel.
This is because there is no typical acoustic channel or noise characteristic. These
parameters can be chosen by running the equalizer in training mode2 across a range
of values for both 𝜆 and 𝜇 and then determining the combination which provides you
with the lowest bit error rate (BER). The results for the experiment performed in
this thesis will be covered in chapter 5.
When comparing the bit error rates of equalizers using the TU-RLS and RLS
algorithm the advantages of the TU-RLS algorithm become clear. The first is that
the minimum BER using the TU-RLS algorithm is lower than that from the RLS
algorithm at all averaging window lengths which tells you that you are getting better
performance from the TU-RLS algorithm overall. The second advantage that the
TU-RLS algorithm provides is that the absolute minimum of the BER occurs with a
longer averaging window (i.e. a 𝜆 value closer to unity). This is important because it
means that the TU-RLS algorithm allows you to utilize the data you have for longer
time period which is especially important in a rapidly changing channel environment.
Utilizing the TU-RLS algorithm has the overall effect of shifting a curve of averaging
window versus BER down and to the right.
2Training mode is when the desired symbol is the actual transmitted symbol. There are many
cases where this is not always known but for the purposes of this thesis, our equalizer was always
run in training mode.
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TU-RLS Algorithm
Initialize:
gˆ[0|0] = 0
P[0|0] = 𝛿−1I
f [0] = 1
For each iteration, 𝑛 = 1, 2, . . . compute:
u𝑒[𝑛] = gˆ
*[𝑛− 1|𝑛− 1] ∘ u[𝑛]
gˆ[𝑛|𝑛− 1] = F[𝑛− 1] gˆ[𝑛− 1|𝑛− 1]
P[𝑛|𝑛− 1] = F[𝑛− 1]P[𝑛− 1|𝑛− 1]F𝐻 [𝑛− 1]
Π[𝑛] = P[𝑛|𝑛− 1]u[𝑛],
k[𝑛] =
Π[𝑛]
𝜆 + u𝐻 [𝑛]Π[𝑛]
,
𝑒[𝑛] = 𝑑[𝑛]− gˆ𝐻 [𝑛|𝑛− 1]u[𝑛],
fˆ [𝑛] = f [𝑛− 1] + 𝜇u𝑒[𝑛]𝑒
*[𝑛]
‖u𝑒[𝑛]‖2 ,
𝑓𝑖[𝑛] =
𝑓𝑖[𝑛]
max(1, |𝑓𝑖[𝑛]|)
,
gˆ[𝑛|𝑛] = gˆ[𝑛|𝑛− 1] + k[𝑛]𝑒*[𝑛],
and
P[𝑛|𝑛] = 𝜆−1P[𝑛|𝑛− 1]− 𝜆−1k[𝑛]u𝐻 [𝑛]P[𝑛|𝑛− 1].
Table 2.3: Adapted Version of TU-RLS Algorithm
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2.3.5 Multiple Channels
All of the descriptions of the equalizers discussed in this chapter assume there is
only a single channel of input data. However, in many cases and particularly in this
thesis we will be utilizing multiple channels of input data. The extensions of these
algorithms to a multiple channel input system is quite trivial and will only affect
the feed-forward portions of the equalizers. Equation (2.12) showed that x[𝑛] would
be the overall input vector for one channel with multiple channels you would simply
stack the input vectors for each channel on top of each other. The process to obtain
the multiple channel input is show in (2.42).
x𝑖[𝑛] =
[︁
𝑥𝑖[𝑛] 𝑥𝑖[𝑛− 1] . . . 𝑥𝑖[𝑛− (𝑁𝑓 − 1)]
]︁𝑇
x[𝑛] =
[︁
x1[𝑛] x2[𝑛] . . . x𝑘[𝑛]
]︁
(2.42)
where x[𝑛] is the multiple channel input vector, x𝑖[𝑛] is the input vector for each of
the channels and there are 𝑘 channels.
Since the input vector is being lengthened we also must lengthen the filter coeffi-
cient vectors. Where it was previously of length 𝑁𝑓 the feed-forward filter coefficient
vector is now of length 𝑘 *𝑁𝑓 . In other words each channel has a vector of filter coef-
ficients of length 𝑁𝑓 and they are stacked on top of each other in the same manner as
the input vector. Recall that the feedback portion of our filter coefficients depends
only on the decisions that have been made at each previous recursion. Although you
can have multiple input channels there is still only one decision made. Therefore, the
length of the feedback coefficient vector will remain the same. The new overall filter
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coefficient vector is represented in equation (2.43) and is of length 𝑁 = 𝑘 *𝑁𝑓 +𝑁𝑏.
g[𝑛|𝑛− 1] =
⎡⎢⎢⎢⎢⎢⎢⎣
gf1 [𝑛|𝑛− 1]
...
gfk [𝑛|𝑛− 1]
−gb[𝑛|𝑛− 1]
⎤⎥⎥⎥⎥⎥⎥⎦ (2.43)
where gfi [𝑛|𝑛− 1] is the filter coefficient vector for the 𝑖𝑡ℎ input channel.
These changes have no effect on the construction of the overall input vector shown
in equation (2.16) nor the output in equation (2.17) and thus even though there will
be larger computational costs due to the size of the sample covariance matrix there
is no increased complexity in the actual structure of the equalizers.
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Chapter 3
Modeling
Often times in order to be able to best interpret your results it is necessary to do some
modeling to ensure that you understand the environment in which you are operating.
This is especially true when you are working on something that has never been ac-
complished before; every bit of information recorded helps to better understand and
explain the results that are being received. In the case of the experiment described
in chapter 4 we want to understand how the transmitted signals travelled through
the water to the receiver array. There are many different modeling approaches such
as normal modes, wave number integration, finite approximation and others that are
all described in [18]; for this thesis we choose to use ray-based model implemented
using BELLHOP.
3.1 BELLHOP and Ray-based Models
BELLHOP is a ray-based model that predicts acoustic pressure fields in the ocean
environment [18]. It is an incredibly robust interface in so far as it allows the user
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to not only specify the environment but also the type of output that is desired.
The outputs that are specifically utilized in this thesis are transmission loss, basic
ray trace, arrival and eigenrays. Below we will go further into detail about the
information that each of those simulations provides us and how we interpret that
information to assist our analysis.
BELLHOP generally makes few assumptions without definition by the user but
a brief overview of the underlying physics as well as the restrictions of the ray-based
models is appropriate here. Ray-based models are based upon an extension of Snell’s
law of refraction and the idea that an incident wave gives rise to a reflected and
transmitted wave as shown in figure 3-1. Equation (3.1) shows Snell’s law is shown
x 
Reflected 
θ1 θ1 
θ2 
z 
Transmitted 
Incident 
k1 
k2 
Figure 3-1: Reflection and transmission at a fluid-fluid interface
below in the acoustic sense where 𝜃1 is the incident angle, 𝜃2 is the transmitted angle,
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𝑘1 and 𝑘2 are the wavenumbers of the first and second mediums, respectively.
𝑘1 cos 𝜃1 = 𝑘2 cos 𝜃2 (3.1)
The wavenumber at a given point in the water column is determined through the
following relationship
𝑘 =
2𝜋𝑓
𝑐
(3.2)
where 𝑓 is the frequency of the transmitted wave and 𝑐 is the sound speed of the
medium.
By modeling the ocean as a set of discrete layers stacked on top of each other;
as shown in figure 3-2; where each boundary is a fluid-to-fluid interface. Therefore
each transmitted wave becomes incident upon the layer beneath it. If you narrow
the width of each layer until it’s infinitesimally small, the stack of layers now approx-
imates a fluid with a continuously varying wavenumber [11]. It is important to note
that due to the fluid-to-fluid interface we are ignoring the effects of the reflected wave
due to the weakness in the sound speed discontinuity which in this model approaches
(and is treated as) zero. A more thorough description of this effect can be found in
§1.6.1 of [11]. It can then be simply shown that the following relationship is observed
between a ray starting point and any given receiver depth.
𝜃𝑟 = arccos
[︂
𝑘(𝑧0)
𝑘(𝑧𝑟)
cos 𝜃0
]︂
(3.3)
where the ray starting point is defined by a starting depth (𝑧0) and launch angle (𝜃0)
and the angle of the ray (𝜃𝑟) at a given receiver depth (𝑧𝑟) is desired. It is important
to note that at both the bottom and surface boundary the interaction is treated as
a reflection controlled by the parameters of the surface or bottom layer. In the case
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of the surface layer we treat it as a vacuum and thus have a perfect reflection. The
bottom layer will be discussed in more detail in the next section.
Figure 3-2: Ray refracting through a stack of fluid-fluid interfaces
This gives a very basic description of the physics behind how a ray-based model
functions. In actuality it is more complicated than this and involves a derivation from
the Helmholtz equation to determine the eikonal and transport equations. These
equations can then be parameterized to give a set of first-order equations to de-
scribe the propagation of each ray and the transformations required for boundary
interactions. The formation and the parameterization of the eikonal and transport
equations represents a high frequency approximation of the solution to the acoustic
wave equation [11]. The basic equations that govern the ray trace methods are shown
below. The full mathematical derivation and description of ray-based models can be
found in chapter 3 of [11].
d𝑟
d𝑠
= 𝑐 𝜉(𝑠) ,
d𝜉
d𝑠
=− 1
𝑐2
𝜕𝑐
𝜕𝑟
(3.4)
d𝑧
d𝑠
= 𝑐 𝜁(𝑠) ,
d𝜁
d𝑠
=− 1
𝑐2
𝜕𝑐
𝜕𝑧
(3.5)
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along with the necessary initial conditions:
𝑟 =𝑟0 , 𝜉 =
cos 𝜃0
𝑐(0)
(3.6)
𝑧 =𝑧0 , 𝜁 =
sin 𝜃0
𝑐(0)
(3.7)
where 𝑟 and 𝑧 represent the ray coordinates in cylindrical coordinates and 𝑠 is the
arc length along the ray. 𝜁(𝑠) and 𝜉(𝑠) combined with the sound speed 𝑐 represent
the tangent vector along the ray. The initial conditions utilize the same ray starting
point defined by the starting depth 𝑧0 and launch angle 𝜃0 described above.
The general idea of the ray-based models is to break the sound speed down into a
nearly infinite number of layers based on an interpolation of the sound speed profile
given in the user-defined environment file. BELLHOP specifically has a number of
different types of interpolations that can be used: (1) C-linear, (2) N2-linear, (3)
cubic spline, (4) analytic, and (5) quadratic approximation. Using this interpolated
sound speed BELLHOP will trace each ray over a given range of launch angles to
determine the ray’s path through the ocean using the equations discussed above.
BELLHOP treats each source by default as an omni-directional source which for this
particular experiment it was. It is therefore up to the user to determine the number
of launch angles for each run as a tradeoff between computational expense of the run
and the results desired.
In more simple terms the user defines the sound speed at discrete depths and
BELLHOP then interpolates between those depths to create a continuous sound
speed profile. Using the interpolated sound speed profile, BELLHOP models the
environment as a large number of infinitesimally small layers that approximates a
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continuous sound speed profile. Using the interpolated sound speed BELLHOP will
calculate the proper direction to travel using the equations shown above as well as
the proper step size to take. The step size is determined based upon the total water
depth, generally this is approximately a tenth of the water depth. However, this
step-size is varied dynamically throughout the run to ensure that the ray will land
on each discretely defined point of the sound speed profile.
One of the limitations of ray-based modeling is that as the range of the receiver
increases the effect that slight environmental modeling errors have on the results
compounds significantly. Consider a situation in which the sound speed profile has
one erroneous value that is lower than it truly was. This lower value would then
cause the ray to bend differently than it would normally in the ocean. The further
the ray travels the more of an effect that this error would have compounding the
mismatch between the actual path traveled and the modeled path. In our specific
case due to the short range that the transmissions traveled to reach the receiver
this is not considered an issue. An additional limitation to ray-based modeling is
that the high frequency approximation inherent in the formation of the eikonal and
transport equations leads to coarse accuracy in the results [11]. This is acceptable
in our situation because we are only attempting to get a basic understanding of the
experimental environment not a perfect representation.
3.2 Inputs
As we have mentioned above the environment file is the input the BELLHOP pro-
grams uses to determine the necessary parameters to run the desired rays. The most
important part of this input is the sound speed profile which was determined as a
part of the experiment described in chapter 4. It is important that we are using a
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sound speed profile that was not perfectly in-situ for the vector sensor portion of the
experiment, this will be described in more detail in section 4.2. Figure 3-3 shows
the variation of the sound speed profile over the range of a few days. Based on the
time of day that the vector sensor transmissions were performed we have isolated an
approximate sound speed profile to use for our analysis, shown in figure 3-4.
Figure 3-3: Sound speed profile of KAM11 from JD 176-182
You will note that this sound speed profile only goes down to a depth of 90 meters
due to the shallow water nature of the other experiments being performed during
KAM11. Due to the nature of the range that was being used for the experiment and
to maximize the use of that range the vector sensor experiments were performed off
of the range in deeper water than the sound speed profiler was able to characterize.
We discussed above that there were different options to use for the interpolation
for the sound speed profile. The spline fit was chosen since we can tell from figure 3-
4 that the sound speed seems to vary relatively smoothly. C-linear was not chosen
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Figure 3-4: Sound speed profile used for BELLHOP simulations
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because of the changes in slope below 10 meters. The N2 linear interpolation was
not chosen because from [18, 11] we know that in cases where the sound speed varies
smoothly that the spline fit provides smoother looking ray traces than a N2 linear
fit.
We also input the center frequency of the acoustic communications transmis-
sions which was 3.8kHz. The rays are considered frequency independent because
the wavenumber only varies during each simulation as a function of sound speed
(see equation (3.2)). However, the frequency has an effect on the ray step size,
since BELLHOP makes the assumption that at higher frequencies more accurate ray
trajectories are required [18] and thus shorter step sizes.
As far as the treatment of the boundaries we treated the surface boundary as
an air-water interface which in BELLHOP is modeled as a vacuum. The input for
the bottom boundary is of no relevance in our case because there are no bottom
bounce interactions in the range we are concerned with. However, to verify this
assumption the bottom was modeled as a hard bottom that would give a reflection
very similar to that of a perfect reflector. This was accomplished in our modeling by
maintaining an isovelocity sound speed from 90 meters to the bottom sounder depth
of 300 meters. The results from this showed that once a ray went deeper than 90
meters it would not turn back and be received at the vector sensor array through
either refraction or a bottom bounce. This ray trace as well as the estimated sound
speed profile can be seen in figure 3-5 where the red, black and blue lines represent
direct path, surface bounce and bottom bounce arrivals, respectively. You can see
that the bottom bounce arrival that comes shallowest is at a depth of around 50
meters at the range of the vector sensor array.
In addition to the parameters that have been discussed above the user is also
required to input the source depth as well as the range and depths of the receivers.
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Figure 3-5: (a) Estimated sound speed profile (b) Ray trace of estimated sound speed
profile
68
For our experiment the source was deployed at depths of both 40 and 50 m. The
vector sensor array was a vertical array deployed to a depth of the 20 m with 33
cm inter-element spacing. However, as will be discussed further in chapter 4 two of
the sensors did not record good data so we analyzed only for the functioning vector
sensor elements at 20 m and 20.99 m.
Finally, the last part of the input is the type of trial for BELLHOP to perform.
As mentioned above for our analysis we had BELLHOP perform transmission loss,
ray trace, eigenray and arrival simulations. Exactly what the purpose of each of
these runs will be discussed in §3.3.
3.3 Results and Interpretation
The first trial that was performed was the basic ray trace option which performed a
basic ray trace from the source to the location of the receiver. Fans of many different
launch angles were performed but the displayed figure was generated to show all of
the basic paths but also so that the results can be clearly interpreted. You can see
from figure 3-6 that we have the bottom bounce rays, shown in blue, which travel
deeper than 90 meters and do not return above that depth at the ranges with which
we are concerned. These deep rays include both the rays that go directly into the
deep sound channel as well those that hit the surface and then subsequently perform
a bottom bounce. Next there are the surface bounce rays, shown in black, these
are the rays that are transmitted with launch angles towards the surface where they
are reflected back into the water column where they can interact with the receiver.
Finally there are the waves that are launched at angles nearer to zero and travel via
a direct path to the receiver, these are shown in red.
The eigenray trial is essentially a subset of the basic ray trace option in that
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Figure 3-6: Ray traces for (a) source at 40 meters and (b) source at 50 meters
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windows the fan of launch angles to the angles that result in a ray that brackets the
specified receiver location. The results from this are shown in figure 3-7 where the
black rays are the surface bounce rays and the red rays are the direct path. From
this figure as well as figure 3-5 you can see that our assumption that the deep rays
would not refract back up to the receivers or bounce of the bottom to our receivers
was validated. The interesting thing that can be seen from these two plots are that
the angles of arrival at the receivers are near horizontal. Based upon these figures
and our processing of the vector sensors we have found that the z-axis accelerometer
does not provide useful data for equalization in this case. This is an area for further
study in the future where the range from source to receiver is distant enough where
you are getting arrivals from the deep rays at steep angles where that information
would be much more useful.
Additionally these figures tell us that we should be seeing two main arrivals
after the transmission, the direct path and the surface bounce. This is additionally
confirmed by the arrival time and amplitude trial. This trial shows that there are
two arrivals at each of the vector sensor elements. It also shows the separation in
the arrivals is 1.1 msec with a 50 m source depth and 0.87 msec with a 40 m source
depth. This makes intuitive sense as well as we would expect the 40 m source depth
surface bounce to have a shorter distance to travel relative to the 50 m source depth
as it has a shorter distance to travel to reach the surface. The results of this trial for
the 50 m source are shown in figure 3-8. The amplitudes and arrival times for both
sources are nearly identical and have not distinctive difference thus only the figure
for the 50 m source is shown.
The final trial that was run was the transmission loss trial. This trial determines
the intensity of the transmission as it travels through the water column with respect
to a source of unit strength. The results from this trial are shown in figure 3-9. You
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Figure 3-7: Eigenray traces for (a) source at 40 meters and (b) source at 50 meters
72
0.6512 0.6514 0.6516 0.6518 0.652 0.6522 0.6524 0.6526
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
x 10−3
Time [sec]
Am
pl
itu
de
Figure 3-8: Arrivals with respect to time at the array for a 50 m source
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can see from this that the arrivals coming from both the direct path and the surface
bounce have a similar intensity or signal strength. We should expect this to show up
when looking at the impulse response of the channel and the different arrivals later
on in section 4.3.
You can see from these results that modeling the environment that the exper-
iment is performed in can give us significant insight into the results that we have
received or expect to receive. Ray-based models are an accurate and computationally
inexpensive model that we have utilized to provide us with that insight.
74
(a)
(b)
Figure 3-9: Tranmission loss plots for (a) source at 40 meters and (b) source at 50
meters
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Chapter 4
The Experiment
4.1 Introduction
In July 2011 the Kaua’i Acoustic MURI 2011 (KAM11) experiment was conducted off
the western coast of Kaua’i, Hawai’i at the U.S. Navy’s Pacific Missile Research Fa-
cility (PMRF). The objective of this experiment was to advance the goal of coupling
oceanography, acoustics and underwater communications by obtaining appropriate
acoustic and environmental data [9]. For full details on the experiment the reader
is referenced to the associated trip report, log book and subsequent paper [9, 10, 8].
This chapter will only cover the portions of the experiment that were associated with
generating the vector sensor data utilized in this thesis.
Section 4.2 discusses the conditions and locations of the source and receiver.
We look at the time variability of the channel in section 4.3. The nature of the
transmitted data sequence and how it was constructed is discussed in section 4.4.
Finally, the additive noise used to degrade the received signals as well as the process
to do so is reviewed in section 4.5.
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4.2 Physical Geometry
The data used in this experiment was collected during a deployment that occurred
on 25-26 June (JD176-177). The location where the data was collected with the
vector sensor array (VSA) was south of the area in which most of the remainder of
the experiment was conducted. As a result, the thermistor array used to characterize
the environment was approximately 20 km from the location of the VSA and can be
considered to give only approximate environmental information [10].
The VSA itself was a 4-element (4-channels/element) autonomous vector sensor
array configured as a vertical line array with 33 cm inter-element spacing (𝜆/2 ≈
2.2kHz) at a depth of 20 m. Each of the elements was a Wilcoxon VS-205 with the
numbering from the surface down (i.e. the sensor closest to the surface was 1 and the
sensor closest to the bottom was 4). The mooring was freely drifting and decoupled
from surface motion. The sampling rate of each channel was 45045 Hz. Each of
the elements was a 4-channel vector sensor with one omni-directional hydrophone
co-located with three orthogonally mounted piezoelectric crystal accelerometers.
During each VSA deployment the source described in [9] transmitted the signals
for approximately two hours at a range of approximately 1 km from the array. The
transmitted data sequences in the deployment were a rotation of three different
sequences each lasting two minutes.
4.3 Time Variability
The conditions of the channel varied significantly over the course of the KAM11 ex-
periment and even though the VSA deployment only lasted two hours the variability
still had an impact. These variabilities are caused by a number of different factors
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including changing wind and weather conditions along with tidal change and internal
waves. Even though the VSA mooring was decoupled from the surface motion itself
the decoupling was not perfect and some effects of surface motion on the array and
on the surface reflected path are present in the data.
Figure 4-1 shows how the channels can change even over the short time frame of
two minutes. These channel responses show not only the variability of the channel
with time but also the two distinct arrivals from the direct path and surface bounce.
The two different arrivals based on these channel impulse responses are separated by
approximately 2 msec which compares favorably to those values determined through
BELLHOP modeling in section 3.3. These channel impulse responses can also be
used to ensure that your feed-forward filters in the equalizer are long enough which
will be discussed further in section 5.4.
4.4 Data Structure
The transmitted data sequences utilized for this thesis were a sequence of 16 segments
of signals. One full transmit sequence included two repetitions of the 16 segments
with a 6 second silent period in between, each repetition had a total length (includ-
ing signal and silent period) of 60 seconds. The spectrum of one repetition of the
transmitted signal can be seen in figure 4-2.
Each of the signals we utilized was a maximal length sequence (MLS) at the
Nyquist rate, more commonly referred to as an m-sequence. The MLS form of the
signal was chosen due to the autocorrelation properties that it exhibits under differing
lag conditions; high autocorrelation under zero lag conditions and low autocorrelation
under non-zero lag conditions. This property is best demonstrated when considering
that as the length of the MLS increases towards infinity the autocorrelation functions
79
(a) (b)
(c) (d)
Figure 4-1: Normalized channel impulse response of the (a) pressure, (b) x-velocity,
(c) z-velocity and (d) y-velocity elements of a single sensor of the vector sensor array.
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Figure 4-2: Spectrogram of one repetition of the transmitted signal
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approaches the Kronecker delta function. A more detailed description of m-sequences
and their properties can be found in [4].
Each of the transmitted segments was built from a combination of a detect data
sequence, a training data sequence and a specified data segment (there were five
different data segments used). The detect data sequence was formed from seven
repetitions of a 127 symbol length detect m-sequence for a total detect data sequence
length of 889 symbols. The training data sequence was an additional 417 symbols
and finally the specified data segment was a 4000 symbol segment resulting in an
overall transmitted segment 5306 symbols. The structure of these signals is also
shown in table 4.1. Each of these symbols was modulated onto a Gaussian pulse
Sequence Number Number Total Number
Name of Symbols of Repetitions of Symbols
detect
m-sequence 127 7 889
training
data sequence 417 1 417
data
segment 4000 1 4000
Total: 5306
Table 4.1: Structure of the transmitted signals
of length 72 and thus we transmitted 72 samples/symbols. The transmission signal
was a Binary Phase Shift Keyed (BPSK) signal that was modulated to the carrier
frequency of 3995 Hz that was sampled at 100,000 samples per second. The received
signal at the VSA was recorded at 45045 samples per second and then resampled
back to 100,000 samples per second.
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4.5 Noise
The signal-to-noise ratio (SNR) of the different segments depend on the individual
element of the sensor and were found to vary between 20-35 dB for the various seg-
ments. In order to fully analyze the capability of the vector sensors to be beamformed
we needed to explore when the signal levels on each of the elements of the vector
sensor were degraded to 20, 10 and 0 dB. We accomplished this by degrading the
basedband received signal to the desired SNR by taking baseband received signals
where there were no transmissions and scaling and adding them to the received sig-
nals from the times when there were transmissions. We define our scaling factor as
𝛼 and the equation below demonstrates mathematically how we degraded the SNR;
𝑏𝑏𝑠𝑖𝑔𝑐𝑜𝑟𝑟 = 𝑏𝑏𝑠𝑖𝑔 + 𝛼 𝑏𝑏𝑛𝑜𝑖𝑠𝑒𝑎𝑑𝑑 (4.1)
where 𝑏𝑏𝑠𝑖𝑔, 𝑏𝑏𝑠𝑖𝑔𝑐𝑜𝑟𝑟, 𝑏𝑏𝑛𝑜𝑖𝑠𝑒𝑎𝑑𝑑 represent the original basebanded signal, the de-
graded basebanded signal and the basebanded additive noise segment.
The additive noise that was used was recorded by the vector sensor array as
segment 2 of the deployment. This segment was found to have no signal present
and no distinct sources in the frequency band that we are concerned with (2.5 - 5.5
kHz). This file similarly to the signal files as described in section 5.2 was basebanded,
filtered, downsampled and then appropriately scaled to give the desired SNR. The
spectrogram and energy in the desired band of 2.5-5.5 kHz from that file for all
four channels is shown in figures 4-3 and 4-4, respectively. These figures show us
that when this noise is added to the signal there are only a few small transients
that have two orders of magnitude of energy less than that of the signal in the
frequency band that the signal lies in. Additionally, the spectrogram shows that the
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(a) (b)
(c) (d)
Figure 4-3: Spectrograms from segment 2 which was used as additive noise: (a)
Pressure, (b) X-velocity, (c) Y-velocity and (d) Z-velocity
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Figure 4-4: Energy of noise file in the frequency band of the signal
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large concentration of the ambient noise is in the lower frequency band. Finally, the
verification that no signal was present was done by performing a matched filter of
the noise file with the detect data sequence which showed no peaks.
The scaling of the additive noise is not performed through just a simple addition
of the noise. First the appropriate scaling factor must be determined and then the
additive noise scaled before it is added to the received signal to give you the desired
SNR (recall equation (4.1)). This derivation for determining the scaling factor (𝛼)
is shown below:
Initially the SNR of the received signal is shown in equation (4.2) and the SNR
of the desired signal is seen in equation (4.3), where 𝑆𝑁𝑅 and 𝑆𝑁𝑅𝑑 are the native
and desired SNR’s respectively and 𝛼 is the additive noise scaling factor. 𝜎2𝑅, 𝜎2𝑁1
and 𝜎2𝑁2 are the variance of the signal plus noise, noise alone but in the same segment
as the signal plus noise portion and the noise alone segment, respectively.
𝑆𝑁𝑅 = 10 log10
(︂
𝜎2𝑅 − 𝜎2𝑁1
𝜎2𝑁1
)︂
(4.2)
𝑆𝑁𝑅𝑑 = 10 log10
(︂
𝜎2𝑅 − 𝜎2𝑁1
𝜎2𝑁1 + 𝛼
2 𝜎2𝑁2
)︂
(4.3)
By expanding the argument of equation (4.3) as shown in equation (4.4) and using
basic logarithmic relationships you then arrive at equation (4.5).
𝑆𝑁𝑅𝑑 = 10 log10
⎛⎜⎝(︂𝜎2𝑅 − 𝜎2𝑁1
𝜎2𝑁1
)︂⎛⎜⎝ 1
1 + 𝛼2
𝜎2𝑁2
𝜎2𝑁1
⎞⎟⎠
⎞⎟⎠ (4.4)
𝑆𝑁𝑅𝑑 = 10 log10
(︂
𝜎2𝑅 − 𝜎2𝑁1
𝜎2𝑁1
)︂
+ 10 log10
⎛⎜⎝ 1
1 + 𝛼2
𝜎2𝑁2
𝜎2𝑁1
⎞⎟⎠ (4.5)
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You can clearly see that the first term is the native SNR then by using basic log-
arithmic relationships and expressions and then rearranging you are left with the
following relationship in equation (4.6).
𝑆𝑁𝑅− 𝑆𝑁𝑅𝑑 = 10 log10
(︂
1 + 𝛼2
𝜎2𝑁2
𝜎2𝑁1
)︂
(4.6)
By then solving for 𝛼 you arrive at equation (4.7) that determines the additive noise
scaling factor. This scaling factor is then used as shown above in equation (4.1) but
redisplayed here to degrade the SNR of the basebanded signal to the desired level.
𝛼 =
√︃
𝜎2𝑁1
𝜎2𝑁2
(︁
10
𝑆𝑁𝑅−𝑆𝑁𝑅𝑑
10 − 1
)︁
(4.7)
𝑏𝑏𝑠𝑖𝑔𝑐𝑜𝑟𝑟 = 𝑏𝑏𝑠𝑖𝑔 + 𝛼 𝑏𝑏𝑛𝑜𝑖𝑠𝑒𝑎𝑑𝑑
It is important to note that degrading the signal files involves degrading each
individual element of the sensor on its own. In the cases where the native SNR was
already lower than the desired SNR that signal was left alone as there is no way to
increase the signal level in the file.
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Chapter 5
Algorithms and Processing
5.1 Introduction
In this thesis our goal was to utilize vector sensors to enable us to successfully
process acoustic communication signals at a lower SNR by utilizing the inherent
directionality of a vector sensor. This chapter will initially focus on our processing
of the received acoustic communication signals discussed in chapter 4 and more
specifically in section 4.4. We will then delve into the method that we used to utilize
the directionality of the vector sensors to process the received signals at degraded
SNRs. This thesis has only focused on the manner in which to beamform the received
signals and then the subsequent equalization of these signals. All of the processing
is post-processing in this thesis, real-time processing is an area for future research.
Section 5.2 will discuss the signal processing that was performed on the received
signals from the vector sensor array in addition to the manner in which the signals
were degraded to the appropriate levels. Section 5.3 will discuss the methodology
of how the beamforming was performed as well as how it can be easily expanded
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to three dimensions. In section 5.4 we discuss how the variable parameters in the
adaptive equalizer were chosen. Finally in sections 5.5 we will discuss the results of
the beamforming and adaptive equalization as well as the improvements that we saw
and the computational savings.
5.2 Received Signal Processing
The received signals from the vector sensor array (VSA) were recorded in 110 second
segments. The spectrograms of every received signal segment were analyzed and
we have chosen segment number 86, segment 101 and segment 104 from the VSA
deployment as our data files for further analysis. The spectrum of the received signals
for each segment can be seen in figures 5-1, 5-2 and 5-3. These figures include the
spectrum from each of the components of one sensor from the vector sensor array: (1)
pressure sensor (omni-directional hydrophone), (2) x-direction accelerometer, (3) y-
direction accelerometer and (4) z-direction accelerometer. These spectrograms were
determined with the dc component removed from the signal.
You can see from the spectrogram that there is some significant lower frequency
noise coming in on the pressure sensor that is not present on the velocity sensors.
There is also some high frequency noise centered around 15 kilohertz. It is also
interesting to note that when comparing the x- and y- direction accelerometers that
the peaks in energy between each of the directions seem to alternate. In other words
where the intensity is highest in the x-direction it is lowest in the y-direction. To
verify this observations we integrated the energy in the signals between 2.5 and 5.5
kilohertz to ensure that we are only getting the energy from the signal and not the
noise. Figure 5-4 shows the results of this which verified that there are segments
of the signals in the x- and y-directions where most of the energy from the signal
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(a) (b)
(c) (d)
Figure 5-1: Spectrograms from segment 86: (a) Pressure, (b) X-velocity, (c) Z-
velocity and (d) Y-velocity
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(a) (b)
(c) (d)
Figure 5-2: Spectrograms from segment 101: (a) Pressure, (b) X-velocity, (c) Z-
velocity and (d) Y-velocity
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(a) (b)
(c) (d)
Figure 5-3: Spectrograms from segment 104: (a) Pressure, (b) X-velocity, (c) Z-
velocity and (d) Y-velocity
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Figure 5-4: Energy in the band of 2.5-5.5 kHz from segment 104 of received data
94
Segment Pressure X-Velocity Y-Velocity Z-Velocity
86 29.65 17.75 25.42 14.86
101 22.45 21.66 21.69 13.47
104 33.60 29.52 28.77 25.54
Table 5.1: Average signal-to-noise ratio of data segments expressed in dB
is contained in the x-direction while little is in the y-direction and vice versa. This
gives credence to the idea that the beamformed velocity will be more effective in
equalizing that the segments separately.
All of the colorbar ranges of each of the spectrogram figures are set to the same
range so these figures also give us insight into the signal levels in each of the segments.
These figures inform us that the highest native SNR will be seen in segment 104 and
that the SNR in segment 86 and segment 101 are roughly similar. The insight that
these figures gave was confirmed where the average SNR for each segment can be
seen in table 5.1.
Due to unknown technical reasons both sensor 2 and sensor 3 from the VSA
did not properly record the received data. Thus we will only be utilizing sensors 1
and 4 for further analysis and the inter-element spacing of the array became 1.00 m
(𝜆/2 ≈ 750 Hz). Due to the malfunction of the two sensors we were no longer able
to perform any multiple sensor beamforming due to aliasing concerns.
The received signals were unpacked and then the DC noise was removed from
the signal. Subsequently the signals were then resampled from the sampling rate of
the VSA at 45045 hertz to 100 kilohertz and base-banded from the carrier frequency
of 3995 hertz. At this point the signal was filtered using the baseband pulse to
remove any replicas from the frequency spectrum and then downsampled again to a
fractional sample rate of 2 samples per symbol. Finally these signals were matched
filtered using the detect data sequence described in section 4.4.
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Using the matched filter output we were able to isolate the start of each segment
of the received signal as shown in figure 5-5. You will notice in this figure that you
can clearly see the start of each segment. You can also see in this figure that there are
only 15 full segments, this is due to the fact that the transmitted segments were two
minutes long and each of the recorded segments were only 110 seconds. Additionally,
using this matched filter output we were able to synchronize each segment to the start
of the transmission for subsequent use in the equalizer. From each data file this gives
us a total of 15 full signal data segments of Nyquist rate data that can be utilized.
5.3 Method
Our method utilizes the directionality of the vector sensors to enable us to determine
the optimum steering angle on the horizontal plane and then beamform the x and
y velocities to that direction to reduce the noise present in the signal. The first
step in this process is to determine the optimum angle at each time for the specific
signal. This beamforming was accomplished by taking the base-banded and filtered
signal, specifically the x and y velocity portions and applying the following equation
to determine the corrected velocity signal where 𝑣𝑘 is the specified velocity signal (x,
y or corrected) and 𝜑 is the horizontal angle.
𝑣𝑐𝑜𝑟𝑟 = 𝑣𝑥 cos𝜑 + 𝑣𝑦 sin𝜑 (5.1)
This was performed over a range of angles from 0 to 360∘ and then integrated the
energy present at an angle over a period of one second to determine the optimum
beamformed angle for each second. More clearly the optimum beamformed angle was
the one where the most energy was present in that time period. Earlier we spoke
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Figure 5-5: Matched filter output of base banded, filtered and down sampled received
pressure signal of (a) segment 86 - sensor 1, (b) segment 86 - sensor 4, (c) segment
101 - sensor 1, (d) segment 101 - sensor 4, (e) segment 104 - sensor 1 and (f) segment
104 - sensor 4
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about the 180∘ ambiguity of the velocity sensors the previous step is the one in which
we utilize the pressure sensor to resolve that ambiguity. We performed this step by
taking the output of equation (5.1) and comparing the sign of 𝑣𝑐𝑜𝑟𝑟 to the sign of
the pressure signal at the same point as discussed in [28] . This tells us whether the
acoustic signal was in compression or expansion during that particular sample. If the
sign was the same as the pressure signal then the 𝑣𝑐𝑜𝑟𝑟 was left as is, if the sign was
opposite 𝑣𝑐𝑜𝑟𝑟 was set to zero to remove the ambiguity and ensure that it would not
contribute to the integration of the energy. Figure 5-6 shows a side by side plot of
the resolution of the velocity sensor when you correct to resolve the ambiguity and
when you do not. You can clearly see from this plot that if you do not correct for
the ambiguity it would be easy to steer to the ambiguous angle where you would be
steering away from the signal rather than towards it.
By then using a simple routine to determine the angle with the maximum energy
at each time interval we now know the optimum steering angle. This optimum angle
can be seen in figure 5-7 where you can see that our methodology is able to resolve
the ambiguity correctly nearly all the time. However, you can see the one period of
time where the optimum angle was improperly determined, this also occurred over
one period in figure 5-6a. We did not manually correct for these errors but allowed
them to carry through our analysis to show the effect of determining the incorrect
angle which is shown in section 5.5
The expansion of this methodology into three dimensions would be very similar
except that instead of just a range of angles in the horizontal plane you would also
have to include the range of angles from 0 to 180∘ in the vertical plane. Additionally
the formula for the corrected velocity would change with the addition of the vertical
component to what is represented in equation (5.2), where 𝜑 is the horizontal angle
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(a)
(b)
Figure 5-6: Array resolution of sensor 4 from segment 104 (a) shows the array res-
olution of the velocity sensor in the horizontal plane when resolving the ambiguity
while (b) does not resolve the ambiguity
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Figure 5-7: Array resolution of segment 101, sensor 1 in the horizontal plane of the
velocity sensor with the chosen optimum angle overlaid in white
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and 𝜃 is the vertical angle.
𝑣𝑐𝑜𝑟𝑟 = 𝑣𝑥 sin 𝜃 cos𝜑 + 𝑣𝑦 sin 𝜃 sin𝜑 + 𝑣𝑧 cos 𝜃 (5.2)
Resolving the ambiguity would occur in the exact same manner utilizing the pressure
sensor to determine which direction the signal is actually arriving from. We expanded
our optimum angle determination to three dimensions and the results from this for an
individual sensor is shown in figure 5-8. This figure shows that for this segment the
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Figure 5-8: Optimum angles for sensor 1 of segment 86. The upper plot shows the
optimum horizontal angle (𝜑) and the bottom plot shows the optimum elevation
angle (𝜃)
optimum elevation angle is the horizontal plane that our in-depth analysis occurs in,
this was consistent through all of the segments. This also gives us the insight that our
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algorithm is finding the maximum energy because during the period where the angle
determination was meaningless and there is no signal being received the optimum
elevation moves towards the surface where the loudest noise would be coming from.
The scope of this thesis does not include an in-depth analysis of three-dimensions
and is a topic for further study.
5.4 Equalization Parameters
In analyzing our results when considering the equalization of the signal it is important
to remember that we are operating in the training mode of the equalizer. This means
that at each step it is comparing the output of the equalizer to the actual transmitted
signal at that point and then feeding back that correct signal into the feedback
portion of the equalizer. We analyzed a number of different combinations of filter
length, RLS forgetting factor (𝜆) and NLMS step-size (𝜇) to determine the optimum
values for the processing of the data. When processing the native and degraded SNR
signals we also used different combinations of the data in a multi-channel equalizer
to analyze the benefits of using beamforming even further.
5.4.1 Filter Length
In determining the filter lengths we used a simple method of trial and error to
optimize the results. The only requirement that we imposed was that the filter was
long enough to include the entire impulse response of the channel which was found
to vary from ≈ 2.0 msec to 3.5 msec which corresponds to a filter length of 6 -
9 symbols where our feedfoward filter length was 15 symbols or 30 samples. Our
feedback filter was chosen to be 20 symbols. Optimizing not only the feedforward
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but also the feedback filter lengths is an area that is in need of further study.
5.4.2 Forgetting Factor and Step Size
The forgetting factor (𝜆) determines an effective length of the window of time that the
RLS algorithm averages the observations to calculate the equalizer weights. When
referring to the averaging window length it is approximated by 1
1−𝜆 . It is best to set
this much less than the coherence length of the channel. This was initially analyzed
using a specific NLMS step size to get an idea of the range of "good" averaging
window lengths. An example of this can be seen in figure 5-9, this figure utilized a
NLMS step size of 0.0012.
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Figure 5-9: Equalizer BER performance for different averaging window lengths
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From figure 5-9 you can see that optimum range of averaging windows is approxi-
mately 30 - 60 samples which correspond to forgetting factors ranging from 0.9667 to
0.9833. You can also see that there is a narrow window where the optimum lengths
lie and if you go lower the error rate will increase significantly. The reason for this
is that the RLS adaptation algorithm needs enough samples in the averaging win-
dow to make reasonable estimates of the correlation matrix and vector required to
estimate the optimal filter length. Conversely, if you incorporate a longer averaging
window the error rate will go up but at a much slower rate. The reasoning behind
this is as you increase the averaging window length beyond the coherence time of
the channel the equalizer can not accurately track the fluctuations in the channel.
The determination of the forgetting factor also gives us insight into the behavior of
our channel, the shorter the optimum averaging window the quicker the variations
in the channel are occurring.
With these values in mind we performed an expansive analysis of all fifteen data
segments to determine the appropriate forgetting factor and step sizes for use in our
further analysis. From the initial trial we had a good idea of what the appropriate
averaging window would turn out to be; for thoroughness we expanded the window to
evaluate for a range of 𝜆 values from 0.9000 to 0.9980, this corresponds to averaging
window lengths of 10 to 500 samples.
To determine the NLMS step size we analyzed for a range of values from 0 to
0.05. Using this range of values we ran the single-channel equalizer on the pressure
signal, a multi-channel equalizer on the pressure signal combined with the x and y
velocity signal and finally a multi-channel equalizer on the x and y velocity signals
only. These runs were performed on the signals received on both sensor 1 and 4
to determine the optimum step size and forgetting factor. The z-velocity signal
was not utilized in these runs because its inclusion in a multi-channel equalizer
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caused the equalizer performance to degrade by more than an order of magnitude.
Representative examples of the results from this analysis are shown in figure 5-10.
Table 5.2 shows what the optimum was determined to be for each of the different
signal combinations.
Optimum Averaging Optimum
Sensor Input Window Length (𝜆) Step-size (𝜇)
1
𝑃 20 (𝜆 = 0.9500) 𝜇 = 0.014
𝑉𝑥, 𝑉𝑦 25 (𝜆 = 0.9600) 𝜇 = 0.014
𝑃 , 𝑉𝑥, 𝑉𝑦 35 (𝜆 = 0.9714) 𝜇 = 0.026
4
𝑃 20 (𝜆 = 0.9500) 𝜇 = 0.023
𝑉𝑥, 𝑉𝑦 25 (𝜆 = 0.9600) 𝜇 = 0.011
𝑃 , 𝑉𝑥, 𝑉𝑦 30 (𝜆 = 0.9667) 𝜇 = 0.026
Table 5.2: Optimum 𝜇 and 𝜆 values for data combinations analyzed
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(a) Segment 104 - Sensor 1: P, Vx and Vy
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(b) Segment 104 - Sensor 4: P, Vx and Vy
Figure 5-10: Examples of interpolated results to determining optimum 𝜆 and 𝜇
values. The optimum in each run is shown by the white star and explicitly stated in
table 5.2
Using this information we chose a forgetting factor of 𝜆 = 0.9667 which corre-
sponds to an averaging window length of 30 and a NLMS step-size of 𝜇 = 0.0260.
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The larger averaging window was chosen due to the fact that; as we discussed above;
if your window is too short you will not have enough information to properly model
the channel. By choosing a global averaging window to be slightly longer while we
may have very slightly degraded our error rate in the pressure only and velocity only
runs we will have better overall results. Additionally, the window lengths are so close
to each other that computational expense does not factor in here. Finally, the same
averaging window length was used for all of the SNRs.
5.5 Results
As a review the overall methodology that we utilized is encapsulated in figure 5-
11. In this figure the basebanded, filtered and down-sampled received data is the
raw data. This data then has its SNR adjusted to the appropriate level while in
parallel the array resolution is computed and the optimum angle is determined. This
optimum angle is then used to beamform the velocity and then the combined velocity
and/or pressure are entered into the TU-RLS algorithm. The output of the TU-RLS
algorithm is then fed into the decision device where the decisions is compared to
the transmitted data to compute the bit error rate. Since our TU-RLS algorithm
was only operated in training mode the transmitted data is also an input into the
equalizer as the feedback data and as the desired signal for the adaptation process.
5.5.1 Signal-to-Noise Ratio
The first place to analyze our results is how the SNR of the signal is affected by
beamforming. Figure 5-12 shows the SNR levels for all of the segments that were
analyzed for this thesis. You can see from this figure that the beamformed velocity
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Figure 5-11: Block diagram of our processing methodology
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Figure 5-12: SNR of velocity components of each segment analyzed for this thesis
(a) shows the segments received on sensor 1 and (b) shows the segments received on
sensor 4
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showed an average improvement of 2.7 dB, with a maximum improvement of 3.9 dB
and a minimum improvement of 1.8 dB over the SNR of the multi-channel velocity.
Figure 5-13 shows a more detailed segment of data where you can see that the SNR
of beamformed velocity is an improvement over not only the multi-channel but also
each of the velocity components. This tells us by steering the velocity components
78 80 82 84 86 88 90 92
10
15
20
25
30
35
40
SN
R 
[dB
]
Segment
 
 
X−Velocity
Y−Velocity
Beamformed Velocity
Multi−channel Velocity
Figure 5-13: Comparison of the SNR of beamformed velocity with multi-channel
velocity and its components
to the proper angle we are removing the effect of a significant portion of the noise
that will subsequently result in improvements in the equalization of the signal.
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5.5.2 Adaptive Equalization
When exploring the gain that beamforming the velocity signals provides we explored
four different equalizations at the native and degraded SNRs. We used as our base-
line the adaptive equalization of only the received pressure signal in a single-channel
equalizer. All other results have been normalized to this baseline to show the im-
provement achieved. The other three equalizations that we explored were:
∙ X- and Y-velocity signals in a multi-channel equalizer
∙ Beamformed velocity signal in a single-channel equalizer
∙ Beamformed velocity signal and pressure signal in a multi-channel equalizer
The results of these runs are shown in figures 5-14, 5-15, 5-16 and 5-17 which
represent the native SNR, 20 dB, 10 dB and 0 dB respectively. The results are plotted
as a cumulative distribution function (CDF) where the vertical axis represents the
percentage of the number of segments that performed better than the ratio on the
horizontal axis. The horizontal axis represents the ratio of the bit error rate, 𝐵𝐸𝑅𝑡𝑒𝑠𝑡,
of the method under consideration to the bit error rate, 𝐵𝐸𝑅𝑝, achieved by equalizing
just the pressure signal as shown in equation (5.3).
𝐵𝐸𝑅𝑡𝑒𝑠𝑡
𝐵𝐸𝑅𝑝
(5.3)
When comparing each of the three equalizers at the different noise levels we
examined how they performed with respect to each other as well as compared to
the other noise levels. In each of the four noise levels the beamformed velocity had
better overall performance. This is represented by the beamformed CDF curve being
to the left of the Vx-Vy CDF meaning that at each of the ratios a high percentage of
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Figure 5-14: CDF of BER for native SNR
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Figure 5-15: CDF of BER for SNR = 20 dB
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Figure 5-16: CDF of BER for SNR = 10 dB
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
BERtest / BERp
CD
F
 
 
V
x
−Vy
Beamformed V
Beamformed V − Pressure
Figure 5-17: CDF of BER for SNR = 0 dB
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the segments performed at that level in the beamformed equalizer versus the Vx-Vy
multi-channel equalizer. At the higher SNR levels the beamformed velocity not only
outperformed the Vx-Vy but also the multi-channel equalizer with the beamformed
velocity and the pressure. However, as the SNR degraded the beamformed velocity
and pressure multi-channel equalizer performed at an equivalent level or better than
the beamformed velocity on its own.
Interestingly, at the higher signal-to-noise ratios (native and 20 dB) the equalizer
using just the pressure signal performed significantly better than both the beam-
formed and multichannel equalized signals. At native SNR, the pressure sensor out-
performed all of the vector sensor and pressure combinations in more than half the
situations. Similarly, at a SNR of 20 dB it outperformed the beamformed velocity
in at least 30% of the situations and in at least 50% of the situations outperformed
the multi-channel Vx-Vy and multi-channel beamformed velocity and pressure. It
can also be seen that as the SNR degrades nearly 100% of the time the vector sen-
sor combinations all outperform the pressure only equalizer.. For example when
examining the beamformed velocity-pressure multi-channel equalizer at native SNR
approximately 22% of the segments outperform the pressure sensor tenfold while at
an SNR of 20 db only 15% outperform the pressure sensor by the same amount.
When degrading the SNR even further to 10 dB approximately 4% of the segments
perform at that level and at an SNR of 0 dB approximately 1% perform 2 times
better than the pressure only sensor.
5.5.3 Computational Cost
Another important result that can be seen from these plots is that equivalent or better
results can be achieved from a more efficient equalizer. The primary computational
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cost from equalization comes from the inversion of the sample covariance matrix, in
the LMS case this is an 𝑂(𝑁2) operation and once it is implemented through the RLS
family of algorithms it becomes an 𝑂(𝑁 log𝑁) operation. The size of the sample
covariance matrix is determined by the length of the feedforward and feedback filters.
As discussed in section 2.3.5 when you implement a multiple channel you are simply
stacking the input vectors for each channel in the feedforward portion of the equalizer.
If you consider a single channel decision feedback equalizer (DFE) with feedforward
filter length of N and feedback length of M the size of the covariance matrix will be
(𝑁 +𝑀) x (𝑁 +𝑀). Now considering a 𝑛-channel decision feedback equalizer with
the same feedforward and feedback filter lengths the size of the covariance matrix
would be (𝑛𝑁 + 𝑀) x (𝑛𝑁 + 𝑀).
With that knowledge and considering the results of our equalization we can see
that effect that beamforming the velocity has besides just the improvement in the
performance of the equalizer. When comparing the performance of the beamformed
velocity DFE with the multi-channel velocity DFE you are not only seeing an im-
provement in the performance of the equalizer but also a savings in the computational
cost of the operation. Taking it one step further we saw that at lower signal-to-noise
ratios the multi-channel DFE with beamformed velocity and pressure completely out-
performs the multi-channel velocity DFE and performs either equivalently or better
than the single channel beamformed velocity DFE. From this we can draw that
for the same computational cost as the multi-channel velocity DFE you can have a
multi-channel DFE that incorporates both the velocity elements and the pressure
element.
This savings becomes even more significant when this application is extended into
three dimensions. Instead of a three-channel velocity DFE you can utilize a single
channel DFE that incorporates all of the same data; all three velocity signals; or
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a two-channel DFE that incorporates all of the data the vector sensor can provide;
pressure sensor and all three velocity sensors.
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Chapter 6
Conclusions
6.1 Summary and Conclusions
As we have discussed adaptive equalization is an important component in the field
of underwater acoustic communication systems. Just as important as the adaptive
equalization is the sensor component of the field. In this thesis we considered whether
or not vector sensors can be better utilized in underwater acoustic communications
through beamforming the elements of the vector sensor. We have presented an array
of different results and insights into this question which we will briefly summarize.
We initially went over the basic physics and theoretical concepts that drive the
use and operation of vector sensors. We discussed the ambiguity that vector sensors
suffer from as well as the incorporation of the pressure data to resolve that ambiguity
in real time which is an improvement over traditional pressure-sensor ambiguity
techniques. In a discussion about adaptive equalization we discussed the use of the
method of least squares and why the optimal detectors (such as a matched filter)
were not optimal in our case. We then discussed the implementation of the method
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of least squares (LMS) through the computationally efficient recursive lease squares
algorithm (RLS). Finally, this was expanded to account for doppler spreading in the
channel utilizing the time-update recursive least squares algorithm (TU-RLS).
In order to better understand the environment that the KAM11 vector sensor
array (VSA) experiment was conducted in we performed some modeling using BELL-
HOP, a ray trace method modeling code. We briefly went over the basics of how
a ray trace model works and some of the specifics that are implemented through
BELLHOP and the effect they had. We had to make very broad assumptions in this
modeling about the sound speed profile in the region in which the experiment was
conducted due to equipment issues. However we were still able to make some valid
conclusions that were later verified by the received data.
∙ Based on the geometry of the experiment we expected two arrivals at the VSA;
one from direct path and another from a surface bounce interaction. From this
we were also able to approximate the delay in the arrival times.
∙ We were able to see that that arrivals were expected to arrive at the array at
shallow angles (near horizontal) which allowed us to make the assumption that
optimizing over the horizontal plane would give us accurate results.
∙ From the transmission loss runs we expected that both arrivals would have
similar energy levels and one peak would not significantly dominate the other.
We then discussed the KAM11 experiment and the physical geometry of the vector
sensor array as well as the set-up of the trial. We then delved into a description of
the time variability of the channel that forces us to utilize adaptive equalizers rather
than optimum filters. After discussing the construction of the transmitted signal
we also discussed the additive noise segment that was used to degrade the received
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signal as well as the method that was used to add this noise.
After analyzing the received data and the noise characteristics in the files we then
proceed to beamform the velocity components of the signal to determine the opti-
mum angles. Utilizing this data set we were able to perform adaptive equalization
of the received signals in four configurations: single-channel pressure, multi-channel
velocity, single-channel beamformed velocity and multi-channel with pressure and
beamformed velocity. From this analysis we were able to make the following conclu-
sions:
∙ The SNR of the beamformed velocity is on average approximately 3 dB greater
than that of the multi-channel velocity. This is a significant gain and is due
to beamforming steering the "view" of the vector sensor to the direction of
highest energy and thus minimizing the effect of the noise coming from all of
the other directions.
∙ Steering the beam on a slow time scale allows us to exploit all of the incoming
data in a more computationally efficient manner to achieve better performance
in an adaptive equalizer. While it was not shown in this thesis our results
indicate that further study will show that in three dimensions you are able
to achieve even better performance with additional savings in computational
expense.
∙ The ambiguity of the vector sensor can be properly resolved utilizing the pres-
sure sensor element of the vector sensor. The performance in this regard was
not perfect and was actually found to perform slightly better at lower native
SNR. This was only our experience in this analysis and without further study
that conclusion could not applied globally. Additionally, its important to note
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that in the segments where the ambiguity was not properly resolved the per-
formance of the equalizer suffered significantly.
∙ If it can be shown that the arrivals of the signals are at smaller angles of
elevation that in most cases that optimum elevation angle will be horizontal.
This insight can be utilized to simplify the optimization of the angles. This
was found to be the case when expanding the optimum angle selection to three-
dimensions but further study would be required to verify this across more than
our experiment.
Overall, the work in this thesis showed the vector sensors can absolutely be uti-
lized in underwater acoustic communications via adaptive equalization. Additionally
with proper steering on a slow time-scale the vector sensor in most cases will provide
performance improvement while saving on computational cost.
6.2 Future Work
We have shown that a properly steered vector sensor will display a performance
improvement in adaptive equalization but no rigorous mathematical explanation was
given as to why or how this occurs - we merely utilized our intuition as justification.
Further study is required to determine why this improvement is seen through use of
our method.
Additionally we focused only on steering in the horizontal plane with some short
forays into three-dimensions to determine the optimal elevation. This methodology
must be expanded fully into three dimensions to verify our intuition that we will see
continued performance improvement along with additional computational savings.
Along these same lines further experiments need to be conducted over longer ranges
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so that there will be bottom bounce arrivals so that the optimal elevation angles are
not only near the horizontal plane and it will be necessary to utilize the z-axis velocity
sensor information. Part of this continued analysis in three dimensions will require
further study of the computational savings and what the optimum configuration is
to achieve the best performance with the lowest computational expense.
We utilized omni-directional noise as our additive noise and saw no real directional
noise sources that we could distinguish in the signals. Therefore our optimum angle
method never had to discriminate between a lot of noise in one direction and the
signal in another. This is an area that would be useful to explore further and add
robustness to our methodology. In the case where the noise and the signal are in
the same direction our expectation would be that the optimum angle would still be
chosen properly but we would see a degradation in the performance of the equalizer,
this also needs to be explored further.
In terms of the entire process an avenue that absolutely must be examined is
the expansion of these methods to real-time, this would also necessitate taking the
DFE out of training mode and determining the best methodology for making our
decisions. Concurrently with that expansion we also need to further our exploration
into array-based processing using these techniques. While we had a string a vector
sensor elements deployed we could not perform this analysis due to the failure of two
elements which raised aliasing concerns.
Finally, a minor area that would benefit from further study is a method to de-
termine the optimum equalization parameters of (1) feed-forward filter length, (2)
feedback filter length, (3) LMS step-size (𝜇) and (4) averaging window length (𝜆).
As our method for choosing the LMS step-size and averaging window length utilized
brute force computation and the filter lengths we merely tweaked using our intuition
to obtain the best results.
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