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摘要 超奇异积分的近似计算是边界元方法, 特别是自然边界元理论中必须面对的难题之一. 经典的
数值方法, 如 Gauss 求积公式和 Newton-Cotes 积分公式等数值方法, 都不能直接用于超奇异积分的
近似计算. 本文将介绍超奇异积分基于不同定义的 Gauss 积分公式、S 型变换公式、Newton-Cotes 积
分公式和外推法近似计算超奇异积分的思路, 重点阐述 Newton-Cotes 积分公式和基于有限部分积分
定义的外推法近似计算超奇异积分的主要结论.
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题的求解带来了本质性的困难, 而已有的成熟的数值方法, 如有限差分法和有限元方法, 都不能直接
用于该类问题的数值求解. 解决这类问题的一个办法是, 引进一个人工边界将无界物理区域分为两部
分, 即有界的计算区域和余下的无界区域. 新引进的人工边界成为有界计算区域的边界. 在人工边界
上, 原问题的解必须满足准确的边界条件或构造近似边界条件. 对于 Laplace 方程和 Helmholtz 方程
等内外边值问题的数值解, 应用 Green 函数方法在圆周人工边界上得到原问题的解满足准确的人工
边界条件, 用超奇异积分表示, 称为自然边界元方法. 该边界条件为 Dirichlet to Neumann (DtN) 映
射或 Steklov-Poincare 映射, 因此, 准确的人工边界元方法也称为自然边界元法或 DtN 方法. 我国的
冯康 [1]、余德浩 [2] 和韩厚德 [3] 对该方法的理论发展与实际应用作出了开创性的工作. 随后, Keller 和
Givoli [4] 也对该方法的发展与应用作出重要贡献. 在实际工程计算中的近似人工边界条件在工程界也
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称为吸收人工边界条件、无反射人工边界条件、开边界条件、透明人工边界条件、完全吸收人工边界
条件或非线性人工边界条件等. 近年发展起来的完美匹配层 (PML) 方法其实质也可视为一种人工边





意义. 在数值计算方面, 尽管得到的刚度矩阵是非稀疏的, 从而增加了一些计算的困难, 但是刚度矩阵
具有的某些优良性质, 如循环对称性和 M 矩阵性质, 使得边界元方法在计算许多工程问题的成功应
用而引起人们对这个方法的充分重视, 有大量的专著 [5–7] 和文献出版.
由不同的边界归化方法得到不同类型的边界积分方程,它们可能是非奇异的,可能是弱奇异的,可
能是 Cauchy型奇异的,也可能是超奇异的,而由自然边界归化得到积分方程都是超奇异的. 相应的超




献才在数学与工程杂志上相继出现. 因为在各类边界元方法的实际计算中, 这类积分经常出现, 超奇
异积分的数值计算便不可避免, 最初的方法是通过分部积分降低积分核的奇异阶, 即 “正则化过”. 这
种方法使得在计算过程中产生新的变量 (即密度函数的导数),从而使原积分方程的解通过这种方法间
接地求得. 与正则化方法不同, 余德浩则首先提出了积分核级数展开法 [8–12], 得到了级数形式的准确
人工边界条件, 用来直接求解由自然边界归化得到的超奇异积分方程. 由于无论应用配置法还是应用
Galerkin 法, 都要将超奇异积分方程离散为线性代数方程组, 于是问题的关键便在于如何得到这个代
数方程组的系数, 也就必须解决超奇异积分的数值计算问题.
近二三十年来, 随着人们对超奇异积分的深入研究, 适用于计算超奇异积分的相应的数值求积公
式渐渐出现, 主要包括 Gauss 求积公式 [13–18]、复化 Newton-Cotes 公式 [19–26]、S 型变换法 [27–30] 和其
他一些数值方法 [31–34]. 当密度函数充分光滑时, Gauss 求积方法和 S 型变换法非常有效. 当解函数的
光滑性较低时,上述两种方法就失去了其优越性,而复化 Newton-Cotes法基于分片插值适合解函数光
滑性较低的情形. 另外, 相比较于其他方法, 复化 Newton-Cotes 公式在数值上更加容易实现, 并且它
对网格的选取相对灵活和宽松.
超奇异积分的复化 Newton-Cotes 公式最早由 Linz [20] 提出, 他给出了二阶超奇异积分的复化梯
形公式和 Simpson 公式以及相应的误差估计, 其中特别强调了网格选取的重要性, 如果奇异点位于节
点附近, 该方法将失效, 并提出了近似取中点法来克服这个难点. 随后, 文献 [35, 36] 对该方法作了推
广, 首次给出了奇异点与剖分节点重合的梯形公式, 后来也对圆周上的超奇异积分给出了梯形公式的
计算方法. 余德浩还提出了在奇异点附近节点几何加密以提高计算精度的方法. 近年来, 超奇异积分
的超收敛现象也得到了关注. 文献 [24] 研究了区间上二阶超奇异积分任意阶复化 Newton-Cotes 公式
的超收敛现象, 证明了超收敛现象出现在某个函数零点, 从本质上揭示了超收敛现象产生的原因.
使用外推法来加速收敛的技巧已经广泛应用到计算数学的各个领域,但研究超奇异积分的外推算
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本文结构如下: 第 2节给出超奇异积分的定义和基本性质;第 3节简要介绍 Gauss积分公式、S 型
变换公式、Newton-Cotes积分公式和外推法等近似计算超奇异积分典型的数值方法,重点介绍 Newton-
Cotes公式近似计算超奇异积分的误差泛函和相应超收敛结果以及区间上基于梯形公式外推法近似计
算二阶超奇异积分的主要结论; 第 4 节是对本文的总结; 第 5 节对下一步工作进行展望.
2 超奇异积分的定义
2.1 二阶超奇异积分的定义
























































dx, s ∈ (a, b). (2.3)
超奇异积分的不同定义在一定条件下是等价的, 详细的介绍见文献 [39, 40].
2.2 二阶超奇异积分的推广





























































































其中 p > 0, r > p, s ∈ (a, b).
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, s ∈ (a, b). (3.1)
































kj+1((b− s)j − (s− a)j)
j(j + 1)!
]
, s ∈ (a, b) (3.3)
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Gauss 求积法、S 型变换法、复化 Newton-Cotes 法和外推法等. 下面简要介绍这些方法的基本思想.
3.2.1 Gauss 求积公式
对于 Riemann 积分, Gauss 求积方法由于其精度高而得到广泛应用. 而对于超奇异积分, 经典的
Gauss 求积方法则不能够直接使用. 根据超奇异积分不同的定义, Gauss 求积方法可以分为基于奇异
分离定义的 Gauss 求积方法和基于 Cauchy 主值积分求导定义的 Gauss 求积方法.





















, s ̸= xi, (3.6)
其中 ∼= 表示近似计算, xi 是多项式 ϕn(x) 的根, 且满足正交关系∫ b
a
ω(x)ϕm(x)ϕn(x)dx = δmn, (3.7)














且 kn 定义为 ϕn = knxn + · · · .
(1) Cauchy 主值积分的 Gauss-Legendre 求积公式.
若 ϕn =
√














, s ̸= xi, (3.10)
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(2) Cauchy 主值积分的 Gauss-Chebyshev 求积公式.
若 ϕn = anUn−1(x), 其中 Un−1(x) 为第二类 Chebyshev 多项式且 an 为正则化因子, 权函数
ω(x) =
√
1 − x2 满足正交条件
⟨amUm−1, anUn−1⟩ = δmn,













其中 Tn(s) 为第一类 Chebyshev 多项式. 于是有∫ 1
−1












, s ̸= xi, (3.13)


























































































注意到 (3.10) 和 (3.13) 的积分限是从 −1 到 1, 对任意的区间 (a, b) 可以通过线性变换
2x̄ = (b− a)x+ (b+ a), 2s̄ = (b− a)s+ (b+ a),
其中 x̄, s̄ ∈ (a, b), x, s ∈ (−1, 1).
在最近的文献 [17] 中, 作者证明了求导定义和奇异分离定义下两种 Gauss 方法的等价性, 而且给
出了其超收敛分析.
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3.2.2 S 型变换法
S 型变换是一种 [0, 1]到本身的映射,它可以使变换后的函数具备一定阶数的周期性. 经过某个 S
型变换后, 便得到较快的收敛速度. 这里, 我们介绍 S 型变换的主要思路, 详细内容见文献 [28,29].
设 α 为一个正的非整数, 它使得对于某个 n ∈ N 满足 n < α < n + 1. 再设 N ∈ N 使得 N ≫ α.
称函数 f 属于空间 KNα , 如果
(1) f ∈ C(N)(0, 1);




(x(1 − x))j−α|f (j)(x)| dx <∞, j = 0, . . . , N.





(x(1 − x))j−α|f (j)(x)| dx, (3.20)
则空间 KNα 的函数 f 有如下性质:
(1) 对于 j = 0, . . . , n, f (j) 在区间 (0, 1) 上可积, 且存在某个正常数 C 使得∫ 1
0
|f (j)(x)| dx 6 C∥f∥α,N ;
(2) 存在某个正常数 C 使得
|f (j)(x)| 6 C[x(1 − x)]α−(j+1), j = 0, . . . , N − 1. (3.21)
引入一个 S 型变换 γr, 其中 r > 1表示变换的阶, 它是一个 [0, 1]到自身的一一映射, 定义为实值
函数, γr 称为 r > 1 阶 S 型变换, 如果它满足以下条件:
(1) γr ∈ C1[0, 1] ∩ C∞(0, 1) 且 γr(0) = 0;
(2) γr(x) + γr(1 − x) = 1, 0 6 x 6 1;
(3) γr 在区间 [0, 1] 上严格递增;
(4) γ′r 在区间 [0, 1] 上严格递增且 γ
′
r(0) = 0;
(5) 在 x = 0 附近, γ(j)r = O(xr−j), j ∈ N.
当 r > 1 时, γr 的图像呈 S 形状, S 型变换 (sigmoidal trasformation) 由此得名.
下面简要介绍代数型 S 变换和积分型 S 变换:
(1) 代数型 S 变换
γr(x) =
xr
xr + (1 − x)r
, x ∈ [0, 1], r > 1
为 r 阶变换;







, x ∈ [0, 1],
(i) 当 h(x) = (x(1 − x))r−1, r > 1 时, γr(x) 为 r 阶变换;
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, −1 < ν 6 1,
则有



















































πf(s) cot(π(x− s)), x− s /∈ Z,0, x− s ∈ Z. (3.27)
3.2.3 Newton-Cotes 公式
超奇异积分由于其积分核的超奇异性, 经典的数值方法一般来说都是发散的. 对于 Riemann 积
分, 当 k 为奇数时, k 阶复化 Newton-Cotes 公式的收敛阶为 O(hk+1); 而 k 为偶数时, 其收敛阶则可
以达到 O(hk+2). 如果直接用 Newton-Cotes 公式计算超奇异积分, 其结果则是发散的.
最早关于复化 Newton-Cotes公式计算超奇异积分的是文献 [20], 1985年由美国学者 Linz给出,他
采用离散密度函数的方法, 对超奇异积分核解析计算, 给出了计算区间上二阶超奇异积分的复化梯形
公式和 Simpson 公式, 并给出了相应的误差分析, 证明了其收敛阶为 O(hk), k = 1, 2, 这要比 Riemann
积分的收敛阶低; 而且对于奇异点与剖分结点重合时, 此方法失效, 因此, 本文提出近似取中点法来克
服这个难点.
对于奇异点与剖分节点重合的情形, Yu [35] 基于新的定义, 修正了梯形公式计算二阶超奇异积分,
并给出了计算公式和相应的误差估计. 文献 [23] 首先用梯形公式进行计算圆周上的超奇异积分, 并给
出了具体的 Cotes 系数, 采用局部加密的自适应思想并证明相应的误差. 后来, 文献 [44] 又提出了一
种算法, 在计算量增加一倍的情形下, 克服了奇异点位置选取的制约, 随后, 文献 [19] 将这个想法应用
到了计算三阶超奇异积分.
近年来, 文献 [45] 研究了区间上二阶超奇异积分复化 Simpson 公式的超收敛现象, 之后作了一系
列关于复化 Newton-Cotes公式超收敛分析的研究工作.对于任意阶 Newton-Cotes公式计算区间上二
864
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阶超奇异积分, 文献 [22] 证明了超收敛现象出现在某个特殊函数的零点, 并研究了这种特殊函数的性
质. 文献 [25, 46] 给出了圆周上超奇异积分的任意阶复化 Newton-Cotes 公式以及相应的超收敛性现
象. 与区间上超奇异积分不同, 这里的超收敛现象出现在每个子区间上. 其超收敛点的局部坐标实际
上是某个函数的零点, 且这类函数是 Clausen 函数的一些组合形式.
下面简要介绍超奇异积分的超收敛结论,内容主要基于文献 [22,46]. 设 a = x0 < x1 < · · · < xn = b
为区间 [a, b]上步长为 h = (b− a)/n的一致剖分. 为了构造 k 次分片 Lagrange插值多项式, 在每个子
区间上再作一致剖分
xi = xi0 < xi1 < · · · < xik = xi+1.
定义从参考元 [−1, 1] 到子区间 [xi, xi+1] 的线性变换
x = x̂i(τ) :=
(τ + 1)(xi+1 − xi)
2


































dx− Ekn(s, f), (3.29)













(x− xim) dx. (3.30)
对复化梯形公式和 Simpson 公式, 即 Qkn(f) (k = 1, 2), Linz [20] 给出了误差分析为







1 − |τ |
2
. (3.32)
该估计表明, 其精度依赖于因子 γ−2(τ), 当奇异点 s 位于某个区间中点时, 可以达到最优阶 O(h); 当
奇异点 s 逼近网格节点时, 误差由于 γ−2(τ) 的影响将会趋向无穷.
对任意阶复化 Newton-Cotes 公式计算超奇异积分, 文献 [22] 给出了最优误差估计
|E1kn(s, f)| 6 C| ln γ(τ)|hk+α−1. (3.33)
在介绍 Newton-Cotes 公式的超收敛结果之前, 先引入如下记号. 定义
Sk(τ) := ψ′k(τ) +
∞∑
i=1

















































dτ, |x| > 1.
(3.37)
复化 Newton-Cotes 公式超收敛性结果如下.
定理 1 设 f(x) ∈ Ck+1+α[a, b], 0 < α 6 1 且 τ∗ 为定义于 (3.34) 的函数 Sk(τ) 的零点, 则对于
计算二阶超奇异积分的复化 Newton-Cotes 公式 Qkn(f), 在点 s = x̂i(τ∗) 处, 当 k 为奇时,
|Ekn(s, f)| 6 C[1 + η1(s)h1−α]hk+α, 0 < α 6 1; (3.38)
当 k 为偶时,
|Ekn(s, f)| 6
C[1 + η1(s)h1−α]hk+α, 0 < α < 1,C[η1(s) + | lnh|]hk+1, α = 1, (3.39)
其中
η1(s) = max{(b− s)−1, (s− a)−1}. (3.40)
详细证明过程见文献 [22]. 近年来,对超奇异积分超收敛的研究取得了较多的进展,对于区间上三
阶超奇异积分超收敛的结果见文献 [47], 圆周上超奇异积分的超收敛结果见文献 [46].
3.2.4 外推法
用外推法来加速收敛的技巧已经广泛应用到计算数学的各个领域 [48]. 基于多项式插值和有理函
数的外推法已有很好的理论研究, 其中较为著名的是 Richardson 外推法和 Romberg 外推法, 其误差
函数为
T (h) − a0 = a1h2 + a2h4 + a3h6 + · · · ,
其中 T (0) = a0, aj 为与 h 无关的常数. Richardson 通过两个不同的网格消掉 h2 项, 因此也称为 “h2-
外推”. 文献 [48] 成功地将该方法用于积分方程和微分方程的求解. 但是对于超奇异积分的外推算法,
相应的研究文献相对较少.
下面给出关于梯形公式计算区间上超奇异积的误差展开式, 设区间 [a, b] 上步长为 h = b−an 的一







f(xj), x ∈ [xj , xj+1], 0 6 j 6 n− 1. (3.41)
进一步, 定义线性变换
x = x̂j(τ) :=
(τ + 1)
2
(xj+1 − xj) + xj , τ ∈ [−1, 1], (3.42)
866
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dx− E1n(s, f), (3.43)































dτ, |t| > 1.
(3.45)


























dτ, k > i+ 1. (3.47)
定理 2 假设 f(x) ∈ Cl[a, b], l > 2. 对定义为 (3.43)的复化梯形公式 Q1n(f, s),存在一个与 h和 s






f (i+1)(s)ai(τ) + Rn(s), (3.48)
其中 s = xm + (1 + τ)h/2, 且
|Rn(s)| 6 C(γ−1(τ) + | lnh|)hl−1.








其中 ai(τ) 为与 h 无关的函数, τ 为奇异点 s 所对应的局部坐标. 基于该误差展开式, 我们提出相应的




是一个整数. 首先, 将区间 [a, b] 等分成 n0 个子区间, 记为 Π1, 其步长为 h1 =
b−a
n0
; 然后对 Π1 再次加
密得到 Π2, 其步长为 h2 =
h1
2 ; 依次重复这个过程, 得到序列 {Πj} (j = 1, 2, . . .), 其中 Πj 由 Πj−1 加


























, i = 2, . . . ,m, j = 1, . . . ,m− i.


























其中 τ = 0,±23 , sj 定义见 (3.50).
在表 1 和 2 中, 我们分别给出基于梯形公式近似计算超奇异积分 s = 0.25 和 s = 0.9 的外推值.
在表 3和 4中,梯形公式的外推的收敛阶分别为 h, h2 和 h3,这与我们的理论分析相吻合;在表 5和 6
中, 我们得到相应的后验误差估计的收敛阶为 h, h2 和 h3, 与理论分析一致. 通过表 7, 我们知道, 不
论局部坐标取值是否相同, 所得到的收敛阶都是 O(h).
表 1 当 s = 0.25 时, 外推法近似计算超奇异积分近似值
τ = −2/3 h2-extra h3-extra
32 −4.427994656
64 −4.470949523 −4.513904391
128 −4.492714408 −4.514479293 −4.514670927
256 −4.503668423 −4.514622438 −4.514670154
512 −4.509163295 −4.514658166 −4.514670075
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表 2 当 s = 0.9 时, 外推法近似计算超奇异积分近似值
τ = −2/3 h2-extra h3-extra
100 −2.155840392e+1
200 −2.134963330e+1 −2.114086269e+1
400 −2.124676207e+1 −2.114389083e+1 −2.114490022e+1
800 −2.119569985e+1 −2.114463763e+1 −2.114488657e+1
1600 −2.117026146e+1 −2.114482307e+1 −2.114488488e+1
表 3 当 s = 0.25 时, 外推法近似计算超奇异积分的误差
τ = −2/3 h2-extra h3-extra
32 −8.667540960e−2
64 −4.372054216e−2 −7.656747194e−4
128 −2.195565741e−2 −1.907726621e−4 8.613570168e−7
256 −1.100164219e−2 −4.762696573e−5 8.826638886e−8
512 −5.506770788e−3 −1.189938672e−5 9.806290002e−9
表 4 当 s = 0.9 时, 外推法近似计算超奇异积分的误差
τ = −2/3 h2-extra h3-extra
100 4.135192716e−1
200 2.047486574e−1 −4.021956765e−3
400 1.018774233e−1 −9.938107202e−4 1.557129472e−5
800 5.081520627e−2 −2.470107994e−4 1.922507508e−6
1600 2.537681635e−2 −6.157357297e−5 2.388358382e−7
表 5 当 s = 0.25 时, 外推法近似计算超奇异积分的后验误差




256 −1.095401522e−2 −4.771523212e−5 −1.104415183e−7
512 −5.494871401e−3 −1.190919300e−5 −1.120858555e−8
表 6 当 s = 0.9 时, 外推法近似计算超奇异积分的后验误差




800 −5.106221707e−2 7.467999207e−4 −1.364878721e−5
1600 −2.543838992e−2 1.854372264e−4 −1.683671670e−6
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表 7 当 s = 0.9 时, 逼近序列 sj = s+ (τ + 1)hj/2 近似计算超奇异积分的误差
τ = −2/3 τ = 2/3 τ = 0
100 4.135192716e−1 2.200095045e + 0 1.345661969e + 0
200 2.047486574e−1 1.055159313e + 0 6.570399556e−1
400 1.018774233e−1 5.170413867e−1 3.247134719e−1
800 5.081520627e−2 2.559654336e−1 1.614220085e−1




加广泛. 该方法的理论研究还落后于实际应用. 因此, 今后我们将着力于以下几方面的研究工作:
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Numerical methods to compute hypersingular integral in
boundary element methods
LI Jin & YU DeHao
Abstract The computation of hypersingular integral is one of the important subjects in boundary element
methods especially in natural boundary element methods. Classical numerical methods such as Gauss methods,
Newton-Cotes methods cannot be used to approximate the hypersingular integral directly. In this paper, we
introduce the numerical methods such as Gauss methods, Newton-Cotes methods, S transformation methods and
extrapolation methods which are based on different definitions; then we mainly present the results of Newton-Cotes
methods and extrapolation methods which are used to compute the hypersingular integral.
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