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ABSTRACT 
 
 
 
 
Cities are complex systems that demonstrate a hierarchical structure. Not only city elements 
within a city, but also cities within a country or region are hierarchically organized. 
Hierarchy is closely related to the spatial recursive subdivision and network structure. Then 
the analysis formation underlying urban hierarchy is of value to better understand urban 
systems. Social urban geography elements are consisting of three main dimensions, which 
are, social residential distributions, the built-up environment’s properties, and the 
individuals’ spatial behavior. Using Johor Bahru, the southern city of Malaysia, as an 
example case, this study examines the issues in the construction of urban spatial structure 
within the context of residential market by considering all three elements as its based 
structure formation. The study focuses on the environmental determinants impact on the 
housing market stratification behavior.  
 
Temporal aggregation is a common structure in hedonic price index. Time dummy is used 
as a substitution of the time itself. Long run equilibrium analysis shows important 
consideration on time series impact on hedonic models. Besides temporal, cross sectional 
analysis is also in need of further consideration when dealing with hedonic method.  
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Popular issue raised in temporal hedonic analysis is multicollinearity. It is a statistical 
phenomenon where two or more predictors in a multiple regression model, in this study, 
used in hedonic models, is highly correlated. The first analysis stage (chapter 4) which uses 
temporal disaggregation as one of its predictors shows insignificant reliability of time in the 
construction of hedonic price models. Reversely, higher fitness of fit of the hedonic model 
on temporal aggregation shows capability of attributes grouping for the housing dataset.  
 
Submarket strategy is focusing on pooling similar characteristics of the data sample into 
specific groups. Principal component analysis has the capability of identifying less 
contributing factors, and helps eliminate unnecessary load from the determinant list. Cluster 
analysis uses VERIMAX rotation to produce simulations on factors distribution. Similar 
housing properties are considered to have similar attributes either on housing structures, or 
spatial characteristics. The 2nd stage (chapter 5) of the analysis aims to delineate 
unnecessary attributes and define the profile of each simulated groups of attributes. 
Previous theories mention similarity in location existence when identifying similar 
properties group. This study identifies correlation issues in locational group of attributes’ 
behavior. The overlap of locational cluster with other clusters identifies the existence of 
spatial dependent in the study area.    
 
Spatial dependence is a causal spatial relationship with the other attributes of the data 
sample. It demonstrates the correlation of said attributes with the location of samples. In the 
earlier years of spatial analysis interest, the focus was to effectively measure spatial 
correlation. Spatial correlation is the analysis to identify and amount the existence and 
weight of spatial dependent characters. This study highlights important proof of underlying 
attributes of the identified submarket clusters. The Local Moran’s Index (in chapter 6) 
shows appropriate reliability of housing sample on spatial characters, while Local Indicator 
of Spatial Association (LISA)  map help identify the existence of patterns of spatial clusters 
in the map. LISA map presents these spatial clusters in their general forms. They are either 
similar in location attributes, or structural attributes, or they are integrated between each 
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other. These clusters’ patterns raise interest in identifying and measuring the unknown 
spatial attributes of each cluster.  
 
Neighborhood is of great interest in spatial analysis. Boundary or contiguity issues are great 
concern in relation to spatial autocorrelation analysis. Spatial clusters are behaving within 
their own boundary. The ability to identify these boundaries is associated with the 
capability of deriving unique neighborhood profiles of spatial clusters. Chapter 7 main 
focus is to generate spatial characters and later apply these characters into appropriate 
analysis. Taking advantage of neighborhood common analyses in housing related studies, 
the spatial determinants are based on distance instead of mobility network. Nearest 
neighborhood analysis derives the housing sample distance with selected spatial group 
features, such as associated main and common facilities, green areas (including agricultural 
areas) and CBD location in distance matrices. The finding of this analysis (chapter 7) 
identified polycentric and monocentric identity from different spatial scales (dimensions).  
 
Multidimensional issues raised from chapter 7 allow considerations of spatial integration 
strategy in chapter 8. Spatial integration is being explained in conceptual layers framework. 
The complexity of polycentric city that eventually act as multidimensional representation of 
city, urge the importance of policy making strategy, hence raised the needs to explore 
spatial integration in a more effective manner towards spatial urbanism.  
 
The hedonic network-layer approach developed in this thesis acts as a tool to help alleviate 
issues of multi scalar and as clear picture of the structure of hedonic framework with spatial 
additional. Chapter 8 finally materializes the importance of hedonic function in spatial 
studies. The relationship of spatial structure and spatial formation is clearly identified and 
summarized in this chapter with the notation of bringing up the urbanism issues through 
housing submarket strategy while utilizing the hedonic function concept.  
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Each layer is a function of each stage of analyses. They are independently analyzed to fully 
suit their independent general and purposeful objective for this research. Yet the 
development of connection between layers creates a totally unique and original function of 
integration strategy. Chapter 8 focuses on developing the continuing function between first 
and final layer. This continuous network creates inter-related connection between layers 
and helps integrate the function of hedonic through submarket analysis by using spatial 
mechanism.  
 
Space function in itself is an estimation of degree of connectivity between the developed 
layers. This study contributes the hedonic analysis by identifying the pertinent application 
of space identity (spatial autocorrelation) into the function.  Spatial autocorrelation is a 
familiar analysis to identify homogeneity, yet its application in this study forms a new 
direction. The obvious multidimensional characters of housing units (shown in chapter 7) 
raised the discussion of network between different functional characters. This similar yet 
dissimilar perspective of housing attributes brings forward the importance of connecting the 
homogenous substance, yet maintaining their independent purposes through spatial 
autocorrelation.  
 
The submarket-spatial hedonic layers represent hedonic mechanism through spatial 
perspective. The inclusion of spatial characters into the hedonic algorithm is not new, yet 
the spatial submarket itself is a rare find. This study illustrates the foundation of hedonic in 
submarkets identification, while raising space as the connecting function between the 
identified submarkets. We also identified more appropriate mechanisms in order to build a 
more cohesive structure of the hedonic layers. Each analysis contributes towards the 
process of integrating the spatial and non-spatial attributes in hedonic perspective.  
 
Appropriate policies and suitable developments of residential, commercial and city 
development could be drafted based on this study. Each stage identifies mutual 
understanding of related cross sectional analysis issues, and the whole study acts as a 
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structured mechanism of identifying and understanding housing behavior especially in local 
aspect of the city. Housing as main commodities in any social system affect a city 
development in subtle movements.  
 
The study’s analysis framework able to grasp the underlying interaction of both spatial and 
housing characters, and later represents them in a submarket-spatial hedonic layers 
approach. The introduction of space function in the hedonic framework, (acts as connective 
layer) and the representation of hedonic through network-layers approach are the main 
originalities of this research (with the inclusion of other contributions from all part of 
analysis chapters).  
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CHAPTER 1 
 
 
INTRODUCTION 
 
 
 
 
1.1 Background  
 
The hedonic price method (hereafter, HPM) is also known as the hedonic demand theory or 
hedonic regression. This methodology estimates the value of the characteristics of a 
commodity that indirectly affects its market price. Alternatively it is used for estimating the 
demand for a commodity. The HPM is used in consumer and market research (e.g. 
Hirschman and Holbrook, 1982), calculation of consumer price indices (e.g. Moulton, 
1996), tax assessment (e.g. Berry and Bednarz, 1975), valuation of cars (e.g. Cowling and 
Cubbin, 1972), computers (e.g. White et al, 2004) etc. in addition to real estate economics 
and real estate appraisal, the topic we discuss in this study. The methodology has recently 
been used extensively in real estate and housing market research: some of the most applied 
areas include correction for quality changes in constructing a housing price index, 
assessment of the value of a property in the absence of specific market transaction data, 
analysis of demand for various housing characteristics or housing demand in general, and 
testing assumptions in spatial economics (Herath and Maier, 2010).  
 
The fundamental idea of the HPM is as follows: commodities are characterized by their 
constitute properties, hence the value of a commodity can be calculated by adding up the 
estimated values of its separate properties. According to this informal definition, a couple 
of requirements need to be fulfilled in order to be able to calculate hedonic prices. Those 
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are that the composite good under consideration could be reduced to its constituent parts 
and there is an implicit value for those constituent parts in the market (Herath and Maier, 
2010). 
 
The real estate market has been linked to the productive sector of the economy as it offers 
different types of input to different sectors (O’Flaherty, 1994). For example, the property 
market, which is part of the real estate market, has constituted 30% of job creation in the 
US economy since 2001 (Economist, 2005). In addition, real estate or property assets 
consist of over half of the world’s invested wealth (51.5%) (Wallace, 1990). With its 
increasing share in the national economy, the property sector is an important provider of 
economic development (Liu et al., 2004). 
 
Among the countries which were reported to have higher real estate loans in the banking 
sectors were Malaysia, Singapore and Thailand. The excessive bank lending in the real 
estate sector for these countries was due to the expectations of investors in the strong 
growth of the real estate market (Kallberg et al., 2002). For example, Koh et al., (2006) 
found that in the mid-1990s the main factor contributing to the real estate price bubble in 
Thailand and Malaysia was the lending sector. The over-lending in the real estate market 
(Allen & Gale, 2000) and the moral hazard problems (Quigley, 1999) in East- Asian 
financial institutions were other factors that caused price bubbles in the property market in 
East-Asian countries.  
 
Figure 1.1 illustrates the house price indexes for selected Asian countries with 1995 as the 
base year. The period covers 1995 to 2007 with a gradual movement of house price indexes 
in Malaysia, Thailand and Indonesia during the post-crisis period (1999 onwards). The 
house price index moves differently during different economic conditions such as 
expansion/boom, during crisis period and recession/burst (post crisis period). 
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Figure 1.1: Real House Price Indexes for Asian Countries (1995=100) 
Source: Global property report (www.globalpropertyguide.com) 
 
 
 
Figure 1.2: Malaysian House Price Index, MHPI (1990=100) 
Source: Global Property Guide (www.globalpropertyguide.com) 
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A report from the Malaysian Valuation and Property Services Department, (Malaysia 
Ministry of Finance 2001 and 2002) show that at the peak of the property market in 1997, 
the total volume of transactions was almost 40% of the gross national product (GNP) but 
this dropped to 22% in 1998 during the Asian financial crisis. Furthermore, prior to the 
1997 Asian financial crisis, the real estate market and other related sectors are accounted 
for 20% to 30% of the Malaysian gross domestic product (GDP) growth (Jomo, 2001). The 
yields in the prime properties in Malaysia were low in the peak period, compared with other 
East-Asian countries, since many people were expecting higher returns on their investments 
by buying and selling real estate properties in a short period of time. This short-selling of 
real estate properties for capital gain purposes caused the Malaysian real estate market to 
become more volatile (Hwa and Keng, 2004). 
 
Property markets, which are complex and contain unique characteristics such as durability, 
illiquidity and heterogeneity, require more than one theory to be used in their analysis 
(Pugh and Dehesh, 2001). Modeling the housing market is important since the the volatility 
of residential properties, especially house prices, directly influences the levels of 
investment in other related sectors, such as the construction, raw material markets, labor 
markets and consumption (Ball et al.,1996).  
 
In Malaysia, the active promotion of the Malaysia My Second Home (MM2H) programme 
by Ministry of Tourism Malaysia has encouraged foreigners to purchase residential 
property with the annual growth of foreign property investments increasing 10% from 2003 
to 2006 (Department of Statistic, Malaysia, 2010). This figure shows the importance of 
monitoring and protecting the residential properties in Malaysia from a potential bubble 
price crisis. 
 
As the real estate property market expands, household spending will also increase and this 
in turn will increase consumption and stimulate economic growth (Subhanji, 2007). The 
Housing Industry Association of Australia (HIA, 1993) also states that the income 
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multiplier for housing is 2.4; where 100 million investments in housing development will 
increase income by 240 million. This proves that stabilizing the housing market is crucial 
for economic growth and living standards especially in a developing country like Malaysia. 
 
This study tries to comprehend a structured analysis or framework on the process of 
analyzing and identifying the structure of housing market in Johor Bahru, Malaysia. By 
identifying the main impact factor of each raised problems in the common housing market 
analysis, this study aims to identify the self-organizing housing structure patterns of a 
developing city, with considerations of the following instruments; 
 
1) Hedonic analysis is taken as the basis of study issues. Raised from the common 
hedonic issues in model prediction improvements, multi-collinearity is seen as 
important criteria in analyzing common residential issues in any built House Price 
Index (HPI).  
 
2) The importance of housing segmentation in customary hedonic analysis is being 
considered as one of the improvement value in the study. The range of similarities 
between related housing structural attributes (sourced by Malaysian Valuation and 
Property Services Department, Malaysia Ministry of Finance) is being discussed in 
the study.  
 
3) Locational factor which is familiar within spatial sector is justified by spatial 
dependents existence. Analysis based on the justification of similarities in housing 
attributes, is being studied for the justification of similarity in locational factor as 
well.  
 
4) The immediate respond towards locational identity is the extraction of spatial 
attributes from the available polygon data, sourced by Majlis Bandaraya Johor 
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Bahru (MBJB), Johor. The spatial attributes are later analyzed into mono- and 
multi-nodal city patterns.  
 
5) The final consideration is the integration strategy by using network layers 
mechanism in committing both the housing and spatial attributes and their relative 
weights in order to perform a better perspective of the overall housing structure of 
the Johor Bahru area.  
 
The whole lists of the above instruments are embedded in the study by chapters, 
accordingly with their appropriate analyses and purposes of study.  
 
 
1.2 Problem Statement  
 
In his seminal article, Rosen (1974) argues that products (or services) can be described as 
composites of different attributes or characteristics. The essence of the hedonic pricing 
approach is the idea that the observed price of any such product (or service) is the sum of 
the unobserved prices of the bundle of attributes associated with it.  
 
The hedonic price of a given component is a reduced form measure, an interaction of 
supply and demand market forces; the requirements for its mapping into utility space are 
stringent. In particular, it is necessary to have a single market in long-run equilibrium for 
the valuation of goods in terms of production cost, and the valuation in terms of utility, to 
be equal. Many observers have noted that high conversion costs of residential capital, 
consumer immobility and heterogeneity of the commodity appear to violate assumptions 
upon which a long-run equilibrium (and the pressure for housing price uniformity implicit 
therein) in housing markets must be based (Chen and Rothschild, 2010).  
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The possibility of spatial and temporal separation of markets is well recognized. Kravis and 
Lipsey (1971) note that international differences in regression coefficients for heavy 
engines could be expected if the various markets are isolated from each other, a useful 
analogy to housing stock, which is not generally mobile (and whose purchasers may be 
similarly immobile due to discrimination, segregation, workplace or income constraints).  
 
These unobserved characters are the main origin of the study issues preferences. Relying on 
the hedonic model’s accuracy is not the main focus in this study. There are massive 
literatures in the previous based on hedonic prediction accuracy. The unobserved factors, 
lies in the possibly bundled attributes give motivation to explore a deeper context of 
housing market structure. Our interest is on the impact of spatial behaviour in the hedonic 
analysis, in accordance with the market dynamic. Possible observations are in the 
development of inter-relationship and intra-relationship between different dimensions of 
spatial and non-spatial determinants, while taking into account the submarket analysis 
significance.  
 
 
1.3 Research Significance 
 
The analysis of the structure of housing market in multi-perspective and multi-scale is 
aimed to compliment the already available government policies. The integration of both 
critical areas, which are usually done in separate analyses, is critical in order to obtain a 
smoother and more functional development area. Hedonic analysis which grasped the 
important weight of each structural attribute, will be able to assist the identification of real 
estate market issues in a more significant and empirical view. While submarket 
identification limits the related attributes to more useful ones by using Factor and Cluster 
Analysis, the early identification of spatial structure itself is available to support the 
evidence of overlap submarkets. Moran’s Index and Local Indicator of Spatial Association 
Cluster Map help in detailing the neighbourhood elements between the housing units.  
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Hence, the extension of Nearest Neighbour analysis using distance matrix of point to event 
allocation is valid. Kernel Density helps establish the more appropriate expectation of 
spatial structure from different spatial dimension, chosen from the generated spatial 
characters.  We explore the mechanism of dynamic structure of housing placements in 
related to their urban agglomeration behaviour by spatial integration strategy. The whole 
process help form an integration strategy by spatial network-layers  mechanism in order to 
build a cohesive structure of housing price submarkets exist in a multifunctional city or 
region.  
 
 
1.4 Objectives 
 
1) To identify the basis of housing market issues in an empirical point of view through 
the process of temporal aggregation strategy in the implementation of hedonic 
analysis by the performance of house price index.  
 
2) To allocate the appropriate similar attributes into a more defined housing 
submarkets. Factor analysis undertakes the process of delineating the housing 
structural characters, while cluster analysis improves the list of characters by 
identifying appropriate clustering effect.  
 
3) To identify the homogeneity effect between the housing units, in terms of location 
wise. Moran’s Index and LISA cluster map help the identification process of spatial 
association theory, where a house unit is attracted or distributed near similar 
characteristics, either by spatial or non-spatial attributes.  
 
4) To generate spatial attributes from the available spatial locations. Housing market 
itself is a result of underlying spatial relationships. Through Nearest Neighbour 
Analysis strategy, we generate eight spatial dimensions by using distance matrix. 
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These dimensions recognize the non-parametric possibility of polycentric and 
multifunctional city of Johor Bahru through Kernel Density.  
 
5) To integrate the produced data from previous processes into a Spatial-Submarket 
Hedonic Layers, and recognize space function as degree of connectivity for the 
layers in order to explore the dynamic structure of housing market in Johor Bahru. 
 
 
1.5 Scope of Study 
 
This study is covering housing market analysis in Johor Bahru, Malaysia. Hedonic method 
creates foundation for the study framework. With the application of hedonic, the data 
sources are covering housing structural attributes and spatial attributes. Both data sources 
imply a deeper understanding of housing market behaviour. Limiting the study to price, as 
dependent variable in hedonic analysis, housing value from professional valuer point of 
view is not included in the database. Price identity is one of the main concerns. In order to 
properly analyze its uniqueness or variations, homogenous trait is of high consideration. 
Housing submarket which is another branch of examining similarity issues in hedonic 
parameters is within the study interest. The earlier pattern of price clustering behaviour can 
be seen in this analysis context. Submarket and hedonic analysis consider only structural 
(physical) data of the house. We are trying to identify obvious criteria by implying the 
datasets in separate analysis. The extent of this research employs spatial data.  
 
The second half of the study focuses only on spatial content. The price or market behaviour 
is being analyzed solely on underlying locational factors in this latter part. Spatial 
association analysis (correlation coefficient) of nearest house is helping the preliminary 
understanding of spatial effects towards the housing market. Moran’s Index and Local 
Indicator of Spatial Association (LISA) is the applied analysis in this third analysis stage. 
Patterns derived from LISA cluster maps allow a more purposeful strategy on identifying 
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spatial characters. Using distance as its scale, eight different distance dimensions are 
derived to support Kernel Density method for detailed density patterns. While Moran’s 
Index helps support a firmer foundation of grouping behaviour, the density gradients of 
Kernel provide spatial characters unique traits, while Kernel Density maps provide early 
identification of polycentric patterns of Johor Bahru. The final stage of analysis is 
considering spatial integration strategy to measure the polycentric effect towards housing 
price. The relationship of price with these analyses should provide a better price function 
(with the identification of space function) for a better structured hedonic framework.  
11 
 
Figure 1.3: Conceptual Framework 
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1.6 Dissertation Outlines 
 
The doctoral dissertation consists of nine (9) chapters. Figure 1.4 shows the dissertation 
frame and the relationship among different chapters. The abstract of each chapter are 
described as follows: 
 
Chapter 1 describes the background, research significance and objectives of the study. This 
chapter inspires the origins of the problem statement of this study, and illustrates the flow 
of the overall analysis design.  
 
Chapter 2 reviews relevant researches from important background study of the problems, 
towards the main aspects of the study development areas. More sophisticated and focused 
literatures can be found in each related analysis chapters.  
 
Chapter 3 elaborates the data source and the study area. This chapter generally explains the 
Johor Bahru city area as a whole, and the housing market development as its focus. This 
chapter describes the location of Johor Bahru as connection spot between Peninsular 
Malaysia and Singapore as a neighbourhood country. This chapter contains descriptions of 
Johor Bahru city functions and network.  
 
Chapter 4 applies the hedonic model as a distinct parameter in estimating the House Price 
Index. It describes the hedonic method issues and application strategy in order to analyze 
housing price structure.  
 
Chapter 5 explores the factorial design of the housing attributes. It delineates necessary 
factors into more functional sets of determinants. The clustering process identifies suitable 
and possible groups of submarkets accordingly with the supplied housing attributes.  
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Chapter 6 is the preliminary associates of the spatial sentiments. This chapter upgrades the 
study into spatial dimension possibility. The neighbourhood effect is explored in a more 
comprehensive illustration. The chapter explores the capability of location to react as 
functional effect towards the housing market.  Moran’s Index and LISA cluster maps 
complement each other in order to illustrate the spatial dependents strategy. This chapter 
provides early clue in the identification of homogeneity in locational factor and the 
implementation of Geographical Information System (GIS) in the study.  
 
Chapter 7 has two sections of analysis. The first part is to generate the appropriate spatial 
characters. The study explores the importance of distance in housing market analysis. 
Nearest Neighbour Analysis identifies distance matrixes of each housing sample with 
determined spatial dimensions. The selected spatial distance range from central business 
district (CBD) location, green and open spaces, recreational and sports, security points, 
education and health, gated and guarded residential areas, shopping complexes and 
transportation points. The second phase of the analysis applies Kernel Density to establish 
spatial relationship between the housing market samples with listed spatial dimensions. The 
simulation map and appropriate density gradients for each dimension show important 
spatial movements and the existence of polycentric character in Johor Bahru.  
 
Chapter 8 develops spatial integration strategy to build a more functional hedonic 
framework. Previous chapters allow the exploration of housing market characters behaviour. 
This chapter intends to establish more meaningful integration structure of each unique 
identity presented in the previous chapters. It uses network-layer approach - as in spatial 
perspective - as connective strategy in between the structural attributes, the spatial 
attributes, and their appropriate derived weights. The introduction of space function into the 
hedonic framework remains as main originality of this thesis, as well as the submarket-
spatial hedonic layers perspective.  
 
Chapter 9 concludes the research analyses and findings described in the above chapters.
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Figure 1.4: Dissertation Flowchart 
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CHAPTER 2 
 
 
LITERATURE REVIEW 
 
 
 
 
2.1 Urban Sprawl  
 
Urban planning evolved throughout the twentieth century, leading to a great variety of 
urban forms which often had little regard for their impact upon the environment. In the 
‘developed world’ this disregard is most evident in the rise of ‘urban sprawl’ as the primary 
form of urban development, one which has come under increased criticism in recent years 
because of its negative environmental, social and economic effects (Newman and 
Kenworthy, 1989; Ewing, 1997; Hillman, 1996; de Roo and Miller, 2000; Burton, 2000; 
Jenks et. al., 1996; Breheny, 1992; Elkin et. al., 1991). 
 
In the early part of the 20th century, cities grew upward. Tenements and luxury apartment 
buildings replaced brownstones. Skyscrapers came to adorn urban landscapes. But at the 
end of the 20th century, urban growth has pushed cities further and further out. The 
compact urban areas of 1900 have increasingly been replaced by unending miles of malls, 
office parks and houses on larger and larger lots. At first, people continued to work in cities 
but lived in sprawling suburbs. But the jobs followed the people and now metropolitan 
areas are characterized by decentralized homes and decentralized jobs. In 2003 in America, 
urban growth and sprawl are almost synonymous and edge cities have become the 
dominant urban form (Glaeser and Kahn, 2003). 
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Glaeser and Kahn (2003) review the economic literature on sprawl and urban growth, and 
make four points. First, despite the pronouncements of academic theorists, dense living is 
not on the rebound. Sprawl is ubiquitous and expanding. Second, while many factors may 
have helped the growth of sprawl, it ultimately has only one root cause: the automobile. 
Suburbia, edge cities and sprawl are all the natural, inexorable, result of the technological 
dominance of the automobile. Third, sprawl’s negative quality of life impacts have been 
overstated. Effective vehicle pollution regulation has curbed emissions increases associated 
with increased driving. The growth of edge cities is associated with increases in most 
measures of quality of life. Fourth, the problem of sprawl lies not in the people who have 
moved to the suburbs but rather the people who have been left behind. The exodus of jobs 
and people from the inner cities have created an abandoned underclass whose earnings 
cannot support a multi-car based lifestyle. Many authors have argued that sprawl is caused 
by government policies such as highway subsidies, the home mortgage interest deduction, 
and insufficient funding of urban public services (such as subways). Others have claimed 
that sprawl comes from a desire to avoid blacks or the poor. While some of these forces 
abetted the rise of sprawl, the root cause of U.S sprawl is far more prosaic - the 
technological superiority of the automobile.  
 
Cities have always been shaped by transportation technologies. The merchants, who 
travelled by foot, needed to be close to their much swifter goods, which travelled by boat. 
In the 19th century, the omnibus and later the streetcar opened cities up. Long, parallel 
streets replaced winding cow paths as people, particularly the wealthy, moved to newer, 
less dense neighbourhoods. The subway and commuter rail moved people still further away 
from the downtown. Across metropolitan areas, cities with more sprawls are actually less 
segregated, both on the basis of income and on the basis of race. In general, the car-based 
edge cities have much more racial integration than the older public transportation cities 
than they replaced. Changes in income-based segregation are harder to assess, but across 
cities, the presence of public transportation tends to increase the level of income based 
segregation (Glaeser, Kahn and Rappaport, 2000). Multiple transport modes provide a 
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natural explanation for this segregation phenomenon. When there are multiple modes, the 
rich will live in the car zones and use the more expensive, faster mode and the poor will 
live in areas with greater access to the cheaper, slower mode. Car-based edge cities feature 
only one mode and hence have less segregation. As a result, there is more segregation in the 
multiple mode traditional cities (Glaeser, Kahn and Rappaport, 2003). 
 
 
2.1.1 Sprawl Measurement 
 
Galster et al. (2001) argue sprawl as a pattern or a process to be distinguished from the 
causes that bring such a pattern, or from the consequences of such patterns. This statement 
clearly says that analysis of pattern and process should be differentiated from the analysis 
of causes and consequences. Remote sensing data are more widely used for the analysis of 
pattern and process rather than causes or consequences. However, some of the researchers 
(e.g., Ewing, 1994) argue that impacts of development present a specific development 
patterns as undesirable, not the patterns themselves. Therefore, whether a pattern is good or 
bad should be analyzed from the perspective of its consequences. Causes are also similarly 
important to know the factors that are responsible to bring such pattern. Indeed remote 
sensing data are not enough to analyze the causes or consequences in many instances; one 
should have clear understanding of causes and consequences of urban growth and sprawl to 
encounter the associated problems. 
 
Downs (1999) notes several causes of urban sprawl. Unlimited outward extensions of 
development as well as low-density residential and commercial settlements are the prime 
causes among them. According to Gillham (2002) there are four main characteristics of 
sprawl. These characteristics are leapfrog or scattered development, commercial strip 
development, low density, and large expanses of single-use development.  
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Leapfrog and scattered development go beyond the urban fringe to create built-up 
communities that are isolated from the city by areas of undeveloped land. In many ways 
these can be seen as the most extreme examples of urban sprawl, with a highly inefficient 
use of the land, and a greater need to build highways and other infrastructure to service the 
outlying areas. Commercial strip development, another aspect of urban sprawl, is 
characterized by ‘…huge arterial roads lined with shopping centres, gas stations, fast food 
restaurants, drive-thru banks, office complexes, parking lots and many large signs’ 
(Gillham, 2002: 5). ‘Strip development’ is very low density and automobile dependent, 
with retail configured in long, low boxes or in small pavilions which are always surrounded 
by large parking lots. The third, and perhaps most commonly recognized aspect of urban 
sprawl, is its low density. He describes the density of urban sprawl as lying between that 
that of the crowded urban core and open countryside, but being much lower than older 
towns and cities. Density is normally measured in terms of population density, or dwelling 
units per area. 
 
Urban sprawl is also particularly attractive to developers, not only because of its popularity, 
but also because it is generally more profitable than inner-city redevelopments on 
‘brownfield’ sites. Developing ‘greenfield’ sites means, for the developers, that they do not 
have to bear the costs of removing what was previously on the site nor upgrade surrounding 
infrastructure, as that is usually paid for by the general public through rates and 
infrastructure costs (Carruthers and Ulfarsson, 2002). As the negative effects of urban 
sprawl are mainly felt elsewhere, such as in the neglected urban core, or on the congested 
freeway, developers and those living on the urban fringe appear to get the best of both 
worlds: enjoying all the benefits of their large residences and socially homogenous 
neighbourhoods, while not having to deal with any of the negative effects that sprawl may 
cause. 
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Galster et al. (2001) develop the most complex and multi-faceted sprawl index to date. 
Sprawls were characterized in eight dimensions: density, continuity, concentration, 
clustering, centrality, nuclearity, mixed use, and proximity. The condition, sprawl, was 
defined as pattern of land use that has low levels in one or more of these dimensions. 
Variables representing causes and consequences of sprawl, such as fragmented governance 
and auto dependence, were explicitly excluded from the definition. 
 
Kahn (2001) explores one potential benefit of sprawl, increased housing affordability and 
greater equality of housing opportunity across racial lines. Using 1997 American Housing 
Survey data, Kahn measures housing consumption for blacks and whites in metropolitan 
areas characterized as more or less sprawling. Housing consumption is represented by 
number of rooms, unit square footage, homeownership rates, and year of construction. The 
most obvious drawback of this sprawl measure is the failure to consider residential 
development patterns. Almost as important is the failure to consider the multi-centred 
employment patterns characteristic of large metropolitan areas.  
 
In a 1999 article in Housing Policy Debate, Downs presented a general outline of his 
research on sprawl and its effects on urban decline. His conclusion: No meaningful and 
significant statistical relationship exists between specific traits of sprawl and measures of 
urban decline. Concentrated urban poverty, which Downs views as the source of urban 
decline, would occur with or without sprawl. In Chapter 13 of The Cost of Sprawl 
Revisited, Downs made his methodology explicit. Again, he tested for statistically 
significant relationships between suburban sprawl and urban decline, and found none. 
Sprawl was defined in terms of an assortment of land use patterns, root causes of these 
patterns, and specific consequences of these patterns. Thus, Downs’ conception of sprawl 
failed to distinguish causes and consequences from characteristics of sprawl. 
 
Glaeser et al. (2000) relate sprawl to the degree of decentralization of employment using 
data from the U.S. Department of Commerce’s Zip Code Business Patterns for 1996. Zip 
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code business patterns data were extracted from the Standard Statistical Establishments List, 
a file of all single and multi-establishment companies listed by zip code and firm size. 
 
To explain differences across metros, Glaeser et al. (2000) relate their measure of sprawl to 
the age of the metro area (year in which the primary city was founded) and to the degree of 
political fragmentation within the metropolitan area (number of local jurisdictions within 
their boundaries). They found no relationship to age but a statistically significant 
relationship between political fragmentation and job decentralization. 
 
Pendall (1999) tries to explain the incidence of sprawl for large metropolitan areas in terms 
of land values, metropolitan political organization, local government spending, traffic 
congestion, and various local land use policies. Among land use policies, adequate public 
facilities requirements, which force new development to pay its own way, were found to 
discourage sprawl, while low-density zoning and building caps were associated with more 
sprawl. Among control variables, high valued farmland and expensive housing reduced 
sprawl, while jurisdictional fragmentation increased it. 
 
The most notable feature of past studies (with few exceptions like that of Galster et al. 
(2000)) is the failure to define sprawl in all its complexity. Density is relatively easy to 
measure, and hence serves as the sole indicator of sprawl in several studies. This flies in the 
face of both the technical literature and popular conceptions of sprawl (Ewing et al., 1994). 
 
 
2.2 Urban Structure  
 
Broitman (2012) argues that there is another branch of urban economics which deals with 
urban systems. The basic idea behind this model is that within a city there is always tension 
between centrifugal and centripetal forces. The centrifugal forces are the agglomeration 
externalities, and the centripetal are diseconomies of size, as noise, pollution and 
21 
 
commuting costs. Therefore the relationship between the city dweller utility and the city 
size take a form of an inverted parabola (Henderson, 1974).  
 
An urban region, reaching far beyond the limits of the traditional physical city, has been 
commonly acknowledged as an urban form that determines the contemporary settlement 
structure in the developed countries. Whether named the urban region, city-region, 
metropolitan area or some other of the numerous similar terms, analogous to all these 
concepts is that their spatial structure is no longer described by the physical borders of 
concise built-up urban fabric. Instead, it is described by the flows of people, goods and 
information that tie the region together as a functionally rather than morphologically 
consistent urban constellation. Therefore, in order to understand the functional structure of 
contemporary city, one has to pay attention to its surrounding region as well (Vasanen, 
2013).  
 
Alonso's model provided a sound theoretical foundation to the field of urban economics. 
The model was extended by Mills (1967) and Muth (1969) incorporating resources 
allocation within the urban area and a detailed analysis of the residential market into the 
model, respectively. The Alonso-Mills-Muth model became the most significant framework 
in the field of urban economic theory to date. As it agricultural model predecessor, it is 
based on the notion of spatial economic equilibrium. Individuals, workers and real estate 
developers, are assumed to be willing to trade space for locations within the urban area.  
 
Although the mono-centric Alonso-Mills-Muth model has proven to be an extremely useful 
framework for studying urban economics problems, it has drawbacks. The most obvious 
one is the assumption of the a-priori existence of the CBD. This issue has been addressed 
by a branch of the New Economic Geography (NEG) that deals with urban systems. For 
example, a linear world model populated by mobile workers and immobile agricultural land 
developed by Fujita and Krugman (1995). The model starts with a Thünen-type city 
surrounded by agricultural land, and is used to obtained agricultural-manufacturing 
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equilibrium conditions. If the population gradually increases, as simulated by Fujita et al 
(1997), the hinterland grows and at a certain time it becomes worthwhile for some firms to 
move away, giving rise to a new city (Broitman, 2012). Therefore, different specialized 
cities with various urban sizes are expected to coexist. 
 
A drawback of the Alonso-Mills-Muth model stems from its prediction that cities have only 
one dominant center. Most modern cities can hardly be described as such. Sprawl is a 
widespread urban phenomenon. Scattered spatial development and the emergence of sub- 
centers are difficult to explain within this framework. However, there have been efforts to 
fill this gap in knowledge. There are studies concerned with the formation of sub-centers de 
novo (Fujita, 1982 and Fujita et al 1997, Helsley and Sullivan 1991, Berliant and Wang 
2008). Fujita bases his model on perfect foresight of developers. In a similar manner, 
Henderson and Mitra (1996) assume a single monopolist. Mills (1981) presents an 
economic model of landowner's decisions in a mono-centric city during two different 
periods, assuming that the economy is growing.  
 
It is noteworthy that the Alonso-Mills-Muth model focused on the demand side of the 
market only. The vast majority of the various elaborations and applications ignored the 
supply side, the considerations of planners and developers and the characteristics of 
locations (examples of some exceptions are Henderson et al. (1996) and Benguigui et al. 
(2008)). The classical models assume homogeneity of consumers and of producers except 
for one parameter – the consumers’ willingness to pay for proximity to the urban center. 
Furthermore, political and administrative issues are also absent from the classical model 
framework. Different types of urban policies implemented at different times and addressing 
a wide array of issues should influence heavily the pattern of urban and metropolitan 
development. The Alonso-Mills-Muth model does not take into account these factors 
(Broitman, 2012). 
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The early model developed by Kain and Quigley (1970) included distance to CBD, but it 
was not statistically significant. Witte et al. (1979), in one of the first attempts to explicitly 
apply Rosen’s (1974) theory of implicit markets to the development of a hedonic housing 
price model, included distance to the CBD among the neighbourhood characteristics, and 
this loaded heavily on an accessibility measure derived using principal components analysis. 
The relationship of this accessibility measure to house prices varied in sign and significance 
in the analyses. 
 
Resemblance with the mono-centric structure expected by Alonso-type models gave birth 
to sub-center identification literature in urban economics (Giuliano ang Small, 1991). 
Theoretical predictions about employment sub-centers were assessed in a variety of urban 
areas (McMillen and Smith 2003). Empirical criteria and methods for the identification of 
employment sub-centers were subject of debate among scholars for long time (Griffith 
1981, McDonald 1987, McMillen and McDonald 1997, McMillen 1998, McDonald and 
McMillen 2000, McMillen 2001). Empirical studies about spatial decentralization and 
urban sub-centers emergence are available too (Krakover and Adler 2007). Although 
several methodological questions in this field are still discussed (McMillen, 2004), an 
important conclusion to be drawn from those works is that polycentric urban structure is 
widespread. 
 
 
2.3 Urban Residential Structure  
 
Location within an urban area, particularly with respect to the location of employment, is 
assumed to be a determinant of land prices within standard urban economic models. And 
because land prices, ceteris paribus, will affect house prices, one or more measures of urban 
location are frequently included in hedonic housing price models. The standard urban 
economic model (Alonso 1964; Mills 1972; Muth 1969) makes the mono-centric 
assumption that employment is located in the Central Business District (CBD). The 
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model’s simplicity helps focus on fundamental forces, likely to matter for all large cities. 
Indeed, as Brueckner (1987) argues, this simple yet powerful model explains the main 
observed regularities of the urban structure. 
 
Following this, distance to the CBD has frequently been used as a measure of location. 
With the continuing movement of employment in metropolitan areas away from the CBD, 
distances to multiple employment centres or even to all employment in the form of 
accessibility measure is increasingly used as an alternative (Ottensman et al., 2008). 
 
In their seminal research developing a hedonic model for the prediction of house prices, 
Kain and Quigley (1970) included structural characteristics of the housing unit, 
neighbourhood characteristics, and distance to the CBD. Reviews of hedonic models 
(Bowen et al. 2001; Malpezzi 2003) have described such models as including housing 
structure characteristics, the social and natural environment (neighborhood characteristics), 
and location within the market. Heikkila et al. (1989) cited numbers of studies of 
determinants of residential property or land values using hedonic models, saying that to the 
extent they have included location, it has generally been distance to the CBD, using the 
assumption of a mono-centric city employed in the standard urban economic model 
(Alonso 1964; Mills 1972; Muth 1969).  
 
The same logic applies to dwelling choices. If commuting costs are low relative to freight 
transportation costs, manufacturing firms bid more than residential uses, and workers are 
pushed to live in the urban periphery. In other words, residents are attracted towards the 
centre but are outbid by offices and manufacturing. Within the residential market, a similar 
analysis holds. Dwellers engage in consumption factor substitution, consuming less land as 
its price increases, and consuming more urban amenities instead. This fact explains why 
houses in central places tend to be smaller than houses in the city's periphery. Consumer 
substitution and production factors substitution can explain why urban density increases 
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towards the CBD. As price land increases near the centre, they response using less land per 
unit of housing or production, increasing land use density (Broitmen, 2012). 
 
This result is explained by Glaeser (2008) noting that in equilibrium, each of the urban 
agents should be indifferent across space. For individuals, wages plus amenities minus 
housing costs should be constant. But firms should be indifferent across space too. This 
means that wage differences must be offset by different productivities for employers. In the 
case of real estate developers the consequence of the indifference assumption is that 
housing prices should be roughly equal to the sum of construction costs, land price and 
regulation costs everywhere over the urban landscape. 
 
Analysis of urban problems and urban policy requires an understanding of urban housing 
markets. In fact, because urban problems virtually all have a spatial dimension and because 
housing markets determine the distribution of different types of people across urban space, 
housing market analysis forms a foundation for thinking about most urban policies (Yinger, 
2005). 
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CHAPTER 3 
 
 
CASE STUDY 
 
 
 
 
3.1 Malaysian Housing Overview  
 
Malaysia is a multi-cultural country with three basic racial-religious groups. The housing 
industry has to take this into consideration in the housing development and planning. The 
residential patterns of the three main ethnic groups in Malaysia are noticeable due to their 
economic activities 30 years ago. For example, most of the Malays live in rural areas, most 
of the Chinese live in urban areas and most Indians live in rubber and oil palm estate. In 
order to change these stereotypes of the ethnic groups in the country, New Economic 
Policies (NEP) were implemented in 1970. The overriding objective of NEP is to foster 
national unity and nation-building through the eradication of poverty, irrespective of race, 
and the restructuring of society to eliminate the identification of race with economic 
function and geographic location (Agus, 1989). The Malaysian government encouraged the 
Malays to migrate to urban centers as part of the NEP strategy to change the character of 
urban population which was dominated by the Chinese and also as part of the strategy to 
create a new Malay commercial community in urban area. The rapid rate of rural Malay 
migration to urban center in the 80s has caused the growing demand for affordable housing 
in many cities (Sivar and Kasim, 1997). The urban migration has resulted in a severe 
shortage in affordable housing. The urban poor have responded to the shortage by the 
formation of extensive slum and squatter settlements.  
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Over the years, Malaysia’s housing programs have focused on the eradication of poverty 
and restructuring of society through integration of the various ethnic communities. The 
government has provided a settlement policy to keep pace with Malaysia’s rapid economic 
growth- “to eradicate hard-core poverty, to bring a better quality of life to her people and to 
conserve her forest eco-system for future generations. As such, the role of private sector 
developers became more significant and resulted in the formation of a consultative 
committee on housing and construction between public and private sectors. Over the last 
three decades, the scope of development prospects undertaken by developers has increased 
from encompassing traditional housing projects to condominiums, townships, towering 
commercial complexes, shopping malls, state-of-the-art golf courses, hospitals, theme parks 
and industrial estates. As the population increased, housing programs in urban areas were 
further accelerated with emphasis given to low-cost housing in subsequent Malaysia plans 
(REHDA Bulletin, 2004). 
 
Mohd Taib Osman (2004) argues that housing problems and issues in Malaysia arise from 
the urbanization and industrialization process. Hence, it created high demand for housing, 
especially for the immigrants from the lower and medium income groups. Aminah Md. 
Yusof and Azimah Razali (2004) state that  urbanization and industrialization are the main 
factors that pushed up the demand of housing in the urban areas, especially from the lower 
and medium income groups. 
 
Housing problems can also arise when the developers in the urban areas, have less interest 
to build medium and low cost housing. This is due to the small margin or earned profit. 
Private housing developers who controlled most of the land in major towns and cities are 
interested to develop high cost or luxury housing for bigger margin or profit (Aminah Md. 
Yusof and Azimah Razali, 2004; Mohammed Razali Agus, 2000). Housing policy in 
Malaysia is concerned with the allocation of 30 percent low cost housing to the bumiputera 
buyers. Federal Government failed to create a comprehensive policy. The policy is mostly 
rest on the State Authorities and is localized in character. This is due that all land matters in 
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Malaysia are under the State Authority (Salleh Buang, 2002). Housing policy in Malaysia 
was formed with establishment of an agency named as Housing Trust. The formation of 
housing policy is based on the current need and is translated into the Malaysian Five Years 
Development Plans. Table 3.1 shows the policies and approaches on housing, since colonial 
era until the Eighth Malaysian Plan. 
 
Table 3.1: Government policies and approaches 
 
Sources: Mohd Razali Agus (1997) and The 8th Malaysian Plan & National Housing 
Department (2004). 
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Malaysia’s first Housing Plan was implemented in 1966 with the initial objective to provide 
housing as a component of social services. World Power Dictionary (2002) describes social 
as living in an organized group or community. The Second, Third, Fourth and Fifth 
Malaysian Plans were meant to improve Malaysia’s socio-economy especially in poverty 
alleviation and the society restructuring. It was during this time that the first formal and 
structured housing programs were undertaken to provide low-cost housing to meet the 
needs of the poor. With parallel advancement in the telecommunications and modern 
transport systems, the growth of urban and rural boundaries have expanded dramatically 
such that property developments are no longer centralized in one specific area. New 
townships that did not exist before emerged. Nonetheless, the outcome of housing policy at 
local and national level in Malaysia does contribute towards rural integration, harmony and 
peace for its population as well as enhancing its republic unity. As a result, tourism and 
foreign investments have flourished and multiplied over the years (Ezeanya, 2004). 
 
 
3.2 Housing Development in Malaysia 
 
The Sixth and Seven Malaysian Plans are intended to provide balanced and equitable 
development for Malaysia. During the seventh plan period; various programs for the 
development of housing were implemented in the urban and rural areas. The overall 
performance of the housing programs was encouraging with achievement surpassing the 
plan target. This is because both the public and the private sectors undertook various 
housing projects. While the private sector focused more on overall market demand, the 
public sector continues to provide houses for sale or rent to the low-income group and 
public sector employees. Housing programs continued to be implemented based on the 
human settlement concept, whereby housing estates were provided with communal and 
recreational facilities. The implementation of other social services programs, like services 
in the local authorities, fire and rescue services, library services, information and 
broadcasting, sports and culture as well as family and community development contributed 
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towards improving the general welfare of the people and creating a well informed and 
caring society (Ezeanya, 2004). 
 
In the eight-plan period, the objectives of the housing development programs are tailored to 
increase accessibility to adequate, affordable and quality houses for all income groups. 
Priority will continue to be given to the development of low-and low medium-cost houses. 
Both the public and the private sectors will intensify their efforts in the implementation of 
the housing programs to meet increasing demand. The provision of other social services 
will be continued and expanded with a view towards improving the quality of life, 
inculcating positive values and encouraging self-reliance (Ezeanya, 2004). 
 
The government undertook several measures to accelerate implementation of housing 
program particularly low-cost housing. These included the extension of the Low-Cost 
Housing Revolving Funds (LCHRF) to the private sector to implement new projects, 
establishing of Syarikat Perumahan Negara Malaysia Berhad (SPNB) in 1997 (meaning in 
English “Malaysia National Housing Company”) and introduction of a new pricing scheme. 
SPNB was established with a capital of RM 2.0 billion to increase the supply of houses 
costing RM150, 000 and below, through the bridging of finance to housing developers. The 
number of medium-and high-cost houses built by the private sector far exceeded the plan 
target. The medium-cost category is at 187.5 per cent and the high-cost category 435.3 per 
cent of their respective targets. Consequently, at the end of June 1999, the overall number 
of unsold residential properties was estimated at 93.500 units. To help reduce the stock 
overhang, the government and the Real Estate and Housing Developers Association of 
Malaysia (REHDA) launched several home ownership campaigns. 
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3.3 Housing Provision by Public and Private Sectors  
 
The housing industry in Malaysia is highly regulated. All housing activities, except 
individual and group housing, are subject to approval from the relevant state and federal 
authorities. The approval processes include land conversion for housing, preparation of 
layout plans, building and structure plans, planning of infrastructure and assessment on 
environmental impact with involvement of many government agencies, both at federal and 
local levels. These include the Land and Mines Departments, the Land Offices, Local 
Authorities, the Survey Department, Telecom Malaysia, Tenaga National, the Water Work 
Department and the Town and County Planning Department for planning approval and the 
provision of public utilities and infrastructure (Malaysia, 1981).  
 
In addition, all housing development projects must be in line with housing policies and 
requirements by state and federal authorities, such as bumiputera quota, control on price 
and standard built-up areas for low-cost housing, and provision of public amenities for 
residential housing projects (Malaysia, 1986). In the first phase of Malaysian housing 
policy development, the emphasis was upon the public housing approach. The public sector 
holds an important social responsibility in fulfilling the housing needs by providing public 
housing for lower income groups (Tan, 2011).  
 
Agus (1989) argues that the provision of public housing, particularly low-cost housing has 
become a priority of the public sectors in the Five-Years National Plans. Prior to 
Independence in 1957, the concept of public housing was known as the institutional 
quarters. Under this concept, the British administration provided housing facilities for the 
government officials who worked in public institutions such as hospital, schools, and 
district offices. After independence, the public housing programs have implemented to 
provide public housing for all.  
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Additionally, public sectors are directly responsible in providing public housing in urban 
areas through establishment of the various government and urban development agencies. 
For example, the land and regional development agencies such as Federal Land 
Development Authority (FELDA), Federal Land Consolidation and Rehabilitation 
Authority (FELCRA), Johore Tenggara Development Board (KEJORA), and Central 
Terengganu Development Authority (KETENGAH) are to provide housing for land settlers, 
as well as those displaced as a result of opening up of new land schemes with the financing 
by the Federal Government. The target groups under this scheme are participants of land 
and regional development activities from the low- income groups (Malaysia, 1976). The 
public sector alone cannot meet the housing needs for all in the country. The licensed 
private developers are also major providers of housing to all levels of society in the country.  
 
In Malaysia, there are two distinct components within the private sector. The first 
comprises housing developers. Such companies can initiate projects themselves and engage 
in speculative building. This activity clearly distinguishes them from simple construction 
firms, which work only to construct. Developers generally provide the organization, 
entrepreneurial skills and capital required for residential development, including the 
purchase, conversion and subdivision of land, but generally do not construct the dwelling 
themselves. This is done by the second component of the industry – the construction firms 
who usually work based on contracts tendered by housing developers (Drakakis-Smith, 
1977; Yap, 1991).  Housing development activities by the private sector are subject to the 
Housing Developers Act (Control and Licensing 1988) and Housing Developers 
Regulations (Control and Licensing 1989). Under these acts, private housing developers are 
required to obtain licenses and sales and advertising permits from the housing controller. 
Licenses and permits are issued after the developers have obtained planning approvals from 
the Land and Mines Department, District & Land Office, Town and Country Planning 
Department and the local authorities and utility agencies who are responsible for water, 
electricity, road and telecommunication supplies. 
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Table 3.2: Housing Achievements under Five Year Malaysian Housing Plans 
 
Source: Malaysia, 1986; Malaysia, 1991; Malaysia, 1996; Malaysia, 2001; Malaysia, 2006. 
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A massive over constructing of medium and high cost housing by both private and public 
sectors has contributed to the problem of property overhang in the country. The term 
property overhang means only to housing, industrial and retail shop units that have been 
issued with the certificate of fitness for occupation (CF) and have remained unsold for more 
than 9 months (Ministry of Finance’s Valuation & Property Service Department, 2006). As 
reported in Property Overhang (2006), the residential overhang units increased to 15,558 
units worth RM 1.82 billion in 2004 from 9,300 units worth RM 1.34 billion in 2003. The 
overhang figure jumped further 25.8% to 19,557 units valued at RM 2.65 billion at the end 
of 2005. Most of the overhang units (15,410 units) had been in the market for more than 24 
months. The majority of these units remain unsold for reasons beyond price factor, ranging 
from poor location, and to unattractive houses with lack of adequate amenities and facilities. 
The development of property in the wrong location is the most important factor that 
contributed to the overhang. These unsold houses do not attract the target market and cater 
to the housing needs of the target group. It is important for both public and private house 
builders to know the housing needs before constructing houses (Tan, 2011). 
 
As for the efficiency of the housing delivery system, public and private sectors are required 
to carry out research to ascertain market needs as a lot of housing projects were started 
without proper plans. As indicated earlier, the majority of unsold houses are situated in 
poor location with no adequate amenities and facilities and less employment opportunities. 
Efforts needed to provide housing in the target area must be accompanied by investment in 
infrastructure and employment opportunities. As pointed by Tan (2010), public and private 
housing developers should embrace the concept of building communities by envisioning 
the process from a community builder’s viewpoint rather than merely build properties. 
They are also advised to provide integrated amenities in a single location because mass 
townships are equipped with all the elements of healthy living, learning, work and play will 
become more sought-after. Housing developers should provide good environmental 
qualities within and around the neighbourhood, such as green space provision, and 
proximity to parks when constructing housing projects (Tan, 2011). 
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3.4 Johor Bahru City Centre 
 
3.4.1 Introduction to Johor Bahru 
 
Johor Bahru, capital city of the State of Johor, has its area defined within the Inner Ring 
Road – 1124.97 acres of land extending from the inner ring road to Jalan Abu Bakar - Jalan 
Tun Dr Ismail. Its dense development and clearly by defined streets, made up of a hierarchy 
of major and minor roads, that leads to the Johor Bahru waterfront is accessorised with high 
commercial and government institutional activities. The capital city has a strong iconic 
building, Sultan Ibrahim Building on Bukit Timbalan that currently houses the State 
Administration. Skyscrapers clustered within the city centre houses banks, regional offices 
and large corporations; especially those along Jalan Tun Abdul Razak, Jalan Wong Ah 
Fook and Jalan Trus. The low scale development, dominated by traditional shop houses and 
retail outlets of high pedestrian activity, are found in the southern part along Jalan Meldrum, 
Jalan Segget and Jalan Ibrahim. The Johor Bahru city is growing northwards and now a 
high pattern of linear development can be seen along the northern part of Jalan Tun Abdul 
Razak towards Skudai and Senai (Iskandar Regional Development Authority, 2014). 
 
 
3.4.2 Existing Use and Activities 
 
The Johor Bahru city centre has currently a blend of activities. As the capital city, a large 
part of the city centre is devoted to the state administration departments. This is reflected in 
the 34.9% use of land in the city as institutional and government reserves, the single largest 
category in the city. Land use by other sectors such as residential and commercial are 
relatively lower especially when compared to the amount of infrastructure available in the 
city centre. Hence, the composition of infrastructure with respect to the activities carried 
out needs to be more balanced in order for Johor Bahru to enhance its position as the main 
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city centre for South Johor Economic Region (SJER), (Iskandar Regional Development 
Authority, 2014). 
 
 
Figure 3.1: Location Map of Johor Bahru CBD  
Source: South Johor Economic Region (SJER) 
 
 
3.4.3 Residential Development 
 
Johor Bahru city centre is experiencing an increase in residential communities where old 
government housing lands, on Bukit Saujana and Jalan Yahya Awal, have been transformed 
to make way for higher density housing. Concurrently, this has increased the city’s 
population; an important factor of the city’s livelihood. As at 2005, it was estimated that 
over 18,800 people spread over 139.32 acres of residential land lived in the city centre. This 
increases the density of the city centre area to a gross density of 15 people per acre – but 
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still low compared to other cities that assume the role of being a capital city (Iskandar 
Regional Development Authority, 2014). 
 
 
3.4.4 Heritage in Johor Bahru City Centre 
 
The city of Johor Bahru has a rich history that dates as early as the 16th century. The 
urbanization of Johor began in 1855 when its ruler, of the Temenggong Lineage, marked 
the beginning of Modern Johor. This was followed later by the 21st Sultan of Johor – 
Sultan Abu Bakar (1862-1895) who laid the foundation for developing Johor into a modern 
state. This has transformed Johor Bahru from a fishing village into a thriving city. Today 
the city reflects its rich history through buildings like the Sultan Ibrahim Building, the 
Sultan Abu Bakar Mosque, and the Grand Palace or Istana Besar Johor. The Istana Besar 
boasts a distinct Anglo-Malay architecture and houses the museum where priceless 
treasures of the Royal Collection are showcased. In addition, the Johor Bahru Railway 
Station and Maktab Sultan Abu Bakar (English College) are also significant landmarks. 
These buildings have become an important part of Johor Bahru’s urban fabric and are 
heritage landmarks of the city. These buildings are significant not only from Johor but also 
from a national standpoint as many historical events of national importance have occured 
here. Thus, it is important that these buildings be retained and classified as the heritage of 
the city (Iskandar Regional Development Authority, 2014).. 
 
 
3.4.5 Recent Development 
 
The latest addition of development in the city centre is the Johor International Convention 
Centre (JICC), also known as Persada Johor. It is located on a 2.43 hectare site next to the 
Puteri Pacific Hotel. The convention centre has a built-up area of 24,022 sq.m. (258,579 
sq.ft.). It will be the leading multi-purpose facility in Johor where various trade shows and 
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conventions will be held. The convention centre has a maximum capacity of up to 3500 
delegates (Iskandar Regional Development Authority, 2014). 
 
 
 
Figure 3.2: Heritage Shophouse Buildings in Johor Bahru City 
Source: South Johor Economic Region (SJER) 
 
Other future development in Johor Bahru, of a sizeable scale, will be the Integrated 
Southern Gateway (Gerbang Selatan Bersepadu) complex. It comprises mainly of the 
Customs Office; immigration and quarantine complex (almost 230,000 sq.m), and the 
immigration checkpoint and the Johor Bahru Sentral; a transportation hub that will integrate 
trains and buses and in the future light rail system for the city (Iskandar Regional 
Development Authority, 2014). 
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3.4.6 Government Reserves/Special Use 
 
Most of the land in the city centre cannot be developed especially those classified under 
special land uses like the Grand Palace (Istana Besar), the Abu Bakar Mosque and the Bukit 
Timbalan. There are also many lands owned by government institutions that houses 
established schools and government quarters. These government reserve lands possess 
prime property value and the limitations to develop these lands have led to other solutions 
in overcoming the challenge in making the city alive and vibrant. These special land usages 
can be integrated with the new development because non-economic and non-heritage value 
land can still be put to better use under the city development plan (CDP) (Iskandar 
Regional Development Authority, 2014). 
 
 
3.4.7 Urbanization 
 
Johor Bahru’s urbanization rate is 69.1%, which is higher than the average national 
urbanization rate of 65.4% (National Physical Plan, 2005). This urbanization rate can be 
related to the economic development of Iskandar Malaysia as the area of concentration for 
investment and employment. This is reflected by Iskandar Malaysia’s estimated GDP of 
US$20 billion, which is 60% of Johor’s GDP. Iskandar Malaysia is also where 70% of 
Johor’s manufacturing establishments (4,266 establishments) are located. Johor Bahru City, 
Pasir Gudang, Tanjung Langsat as well the Senai-Kulai areas are the main centres of 
employment, especially for services and manufacturing activities (Iskandar Regional 
Development Authority, 2014).  
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Figure 3.3: Urbanisation: Promotion And Control Areas  
Source: Comprehensive Development Plan (CDP) 
 
Figure 3.3 shows allocated urbanization control and promotion area. The controlled area 
consists of agriculture protection zone, mangrove, forest, dam and river area, while the 
urbanization promotion area is the available area for current and future development in 
Johor Bahru city centre.  
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3.5 Conclusion  
 
In order to achieve sustainable housing provision, housing policies and programs should be 
economically viable, socially acceptable, and technically feasible. Meeting housing needs 
for all society requires affordable housing financing. Mortgage lending has to reconcile 
affordability to borrowers and viability to lenders. The policies and programs developed are 
for those attempting to cheapen the cost of public homeownership through financial 
assistance with down payment and mortgage interest payments. The government should 
make home financing more available and affordable by providing subsidies to meet housing 
needs of low-income families. Housing subsidy is a central issue in the housing policy for 
the poor. The public low-cost housing is regarded as a public duty, not a commercial 
operation and the government’s housing policy is to sell homes for the people at prices they 
can afford. Appropriate policy guidelines of the sale of public low-cost housing must be 
drawn to smooth the implementation of the sale of public housing to sitting tenants (Tan, 
2011).  
 
Johor Bahru City Centre needs a strong sense of place that is attractive, appealing and 
marketable. If new buildings and spaces are to inspire confidence in investors and local 
communities, they should be designed to reinforce local identity, both cultural and physical; 
conserve the best features and respond to local patterns of circulation and use. This is 
particularly important for brownfield sites where such development represents an 
opportunity to reclaim an area often perceived as degraded and not cost-effective. 
Therefore, there is a need to look at areas beyond the current focal point area; where quality 
urban spaces can be created and new opportunities for inner city developments can take 
place (Iskandar Regional Development Authority, 2014). Johor Bahru itself is a growing 
city, with quick development in housing and commercial properties. It is a suitable area to 
conduct our study and have the benefits of providing insights on housing market 
segmentations. This study will greatly benefit the city’s structured developments despite the 
complexity of its ongoing activities.  
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CHAPTER 4 
 
 
TEMPORAL AGGREGATE EFFECTS IN HEDONIC PRICE MODELS 
 
  
 
 
4.1 Introduction to Housing 
 
Real estate is a unique, heterogeneous, long-lived asset involving cross-disciplinary 
fields (Boon 2005). According to Tharatchai (2009), real estate is one of the most 
significant asset classes, contributing significantly to the national economy, involving 
building, machinery, the acquisition of various property rights and others. Nevertheless, 
the most common related terms of real estate in this study is building, which is typically 
classified in two categories: residential property and commercial property (Christudason, 
2004). The banking and finance and the real estate industries are interdependence, and 
involves a cause-consequences relationship where one tends to lead to another (Chen et 
al. 2004).  
 
According to Dunhill (2009), in recent years, the property in Malaysia is getting a lot of 
attention both from local and foreign investors. Many are still puzzled about the factors 
necessary to sustain its growth, and in the process questions the increasing property 
prices. This attention contributed by the government’s efforts to promote foreign 
investment by allowing more projects and constructions to be developed in Malaysia, 
especially in the mid year 2009, when the government injected the stimulus package 
worth RM650 million into the construction sectors by creating more projects and 
infrastructures for residents. This effort is included in the Ninth Malaysian Plan 
whereby the Malaysian government wanted to attract more foreign investors. This 
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welcoming plan was a success as there is increasing evidence that more investors (local 
and foreign) are actively involved in real estate investment.  
 
Apart from this, investigating decisions that can change the lives of consumers, such as 
car or house purchase, could make essential contributions to a consumer’s behaviour 
knowledge (Wells 1993; Eze et al. 2012; Eze et al., 2011). Thus, this booming sector 
has attracted the attention of investors around the world, but what is missing is the lack 
of knowledge on major financial and economic indicators considered critical to 
prospective investors (Bunton, 2008). 
 
Over the years, the housing price in Malaysia has gradually increased after 2000 due to 
the economic recovery from the 1997 Asian Financial crisis. This has attracted the 
attention of investors to multiply their wealth creation capabilities in Malaysia. This is 
because Malaysia’s currency, the Ringgit (RM), was 53 percent undervalued compared 
to the U.S. dollar as of July 2000, according to the Big Mac Index published by The 
Economist (2001). According to Davidson (2008), the editor of The Expat, and manager 
of the Malaysia My Second Home website, within the five years plan; Malaysia has 
enjoyed a fairly and steady economic growth since the 1970s. However, he also 
mentioned that lack of domestic consumption could be a cause for concern for investors.  
 
Housing units are commodities made up from significant aspects. These aspects could 
be valuable in terms of predicting its value, or they may just be part of insignificant 
characteristics. Housing markets, which are significantly related to both supply and 
demand, are best reflected by hedonic method. A regularly reported house price index 
normally predicted by a set of suitable temporal aggregation.  
 
This chapter attempts to discover the temporal aggregation effects on the price index. 
The results show the percentage of variance explained by the factors involved towards 
the house price index. The differences of R squared value in different temporal 
aggregate shows the importance of choosing the right level in terms of analyzing the 
housing market. Our empirical analysis is based on Johor Bahru, using housing 
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transaction data, sold between the years of 1998 to 2007. The results indicate clear 
importance of disaggregation in the estimation of housing prices and volatility. 
 
 
4.2 House Price Index 
 
House price indexes are important for numerous reasons. In order to gain a better 
understanding of housing markets (such as analyses of the determinants of house prices 
and of the efficiency of housing markets), and also to identify issues related to social 
(such as analyses of housing affordability or whether or not housing bubbles exist), 
house price indexes are crucial information. Englund et al., (2002) and Shiller, (2003) 
discussed the benefits of hedging housing risk, which in order to execute that, needs a 
price index. Given the importance of housing in households’ wealth, the measurement 
of house price movements is a vital topic from both academic and practical 
perspectives.  
 
The normal median house price indexes are widely used in several countries (Prasad 
and Richards, 2007). On the other hand, distinguished movements in prices and change 
of dwelling sold composition between one period to another are not available. It is 
suggested that methods involved quality control should be used. Two very well known 
methods are hedonic and repeat sales techniques. In the hedonic method, quality is 
usually controlled by using multiple regression models with the properties’ 
characteristics as independent variables. While with the repeat sales method, in theory, 
quality control is normally achieved by considering subset of properties which have sold 
repeatedly for a certain given or selected period (Prasad and Richards, 2007).  
 
Prasad and Richards (2007) agree that it is always a question in further research that by 
using only medians of sale prices could generate more appropriate price indexes. Much 
has criticized that such indexes could be prone to further bias. A few considerations has 
been made, first, the spread between list prices (median price) and transaction prices 
might vary according to the state of the housing market. Second, if the samples of the 
properties are collected from advertisements, they may not be a good substitute of the 
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whole population of the transacted properties. Third, there are possibilities that the same 
property might appear in several different advertisements across different time periods 
in case the property take too much time before being sold.  
 
Englund et al., (1999) mention that considerable amount of literature exist on the price 
measurement for non-standard asset type such as housing. In constructing price index, 
two major problems should be overcome: the relative infrequency of housing unit sales; 
and the characteristics’ heterogeneity across those units. Simple price indexes based on 
mean or median housing prices normally do not at all consider the housing 
characteristics sold. These are major reasons why movements of prices and composition 
differences of sold homes between periods cannot be distinguished more properly using 
these methods. Crude regression models (e.g., the U.S. Bureau of the Cencus C-27 
Index) are just crude. Strong assumptions on the constancy of quality of housing of any 
given dwelling are the basics of more sophisticated repeat sales models (for example, 
Bailey, Muth, and Nourse, 1963 and Case and Shiller, 1987).  
 
Most of the time, research papers discussing issues on model selection, but the 
measurement of time itself in analyzing trends and volatilities is more important. This 
chapter addresses the issues of implicating different aggregate of time towards changes 
of housing prices by combining housing sales observed in continuous time into detached 
time periods for statistical analysis. The differences of model fitness degree in each time 
period are observed. The analyses are based on detailed model of house price 
determinants, using inputs on wide range of hedonic characteristics.  
 
Calhoun et. al. (1995) mentions that dwelling units are being transacted infrequently. 
The low level of liquidity restricts the capacity of valuing assets that regard more than 
half part of the household wealth. Temporal aggregations are normally being resorted in 
price indexes of these assets. Calhoun et. al. suggested that in order to secure the 
degrees of freedom, observations from several narrow time intervals are combined to 
estimate values for a wider time interval (e.g. monthly into quarterly indexes). As part 
of a temporal aggregation test, quarterly indices of real estate prices are constructed.  
 
46 
 
This chapter has two main objectives. First, it aims to provide information of the key 
determinants or factors of real estate prices in Johor Bahru, Malaysia. At the same time, 
it attempts to examine how much the prediction of accuracy of real estate prices could 
be improved by applying hedonic equations at suitably defined disaggregate levels (time 
period).  
 
It provides a test structure for temporal aggregation in house price indices. A quarterly 
index is compared with annual counterparts, providing information on the short-term 
behaviour of house prices. The data are from 9766 transactions of single and double 
storey housing transactions, provided by the Valuation and Property Services 
Department (JPPH) in Malaysia. In the empirical analysis, quarterly and annually 
indices of houses are constructed.  
 
By relating to Calhoun et. al. (1995), the empirical application leads to one principal 
conclusion. There is an aggregation difference of hedonic model fitness in moving to 
longer time interval. In other circumstances, aggregation bias is positively correlated 
with the level and rate of change of house prices. The tendency is for the quarterly 
index, when monthly data are available, to understate house price increases in a rising 
market and to understate decreases in a falling market, effectively smoothing some of 
the volatility. As the time interval widens in aggregation, the variance of house prices 
declined. Temporal aggregation should smoothes prices variability across time because 
spot values are averaged over time (Calhoun et. al.,1995). Our results do confirm this 
behaviour. In the real estate market, for single storey and double storey houses, where 
there is relative liquidity in the perspective of Malaysian market, the wider the range of 
time interval, the lower the variance of house prices. Nevertheless, the results also 
showed the effective temporal period in terms of selecting the appropriate temporal 
segmentation for further analysis.  
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4.3 Conceptual and Empirical Framework 
 
4.3.1 Hedonic Analysis 
 
Hedonic prices are defined as the implicit prices of attributes and are revealed to 
economic agents from observed prices of differentiated products and the specific 
amounts of characteristics associated with them. They constitute the empirical 
magnitudes explained by the model. Econometrically, implicit prices are estimated by 
the first- step regression analysis (product price regressed on characteristics) in the 
construction of hedonic price indexes. Also, as a general methodological point, it is 
demonstrated that conceptualizing the problem of product differentiation in terms of a 
few underlying characteristics instead of a large number of closely related generic goods 
leads to an analysis having much in common with the economics of spatial equilibrium 
and the theory of equalizing differences. The model itself amounts to a description of 
competitive equilibrium in a plane of several dimensions on which both buyers and 
sellers locate (Rosen, 1974).  
 
Coulson, E. (2008) defined hedonic analysis as the study of relationship between the 
price of a product and the characteristics of that product. Through ownership or rental 
arrangements, people buy and employ residential real estate because they are able to 
obtain utility– that is, gratification, from the things that the housing unit has to offer, 
what will sometimes be generically referred to as “housing services”. Every house or 
apartment or duplex has certain attributes, or characteristics (the terms can be used 
interchangeably), that could allow people to obtain utility from residing in it. These 
factors include the land, the amount of interior square feet, the age of the house, the 
number, size, and type of the various rooms of the house, and the existence (or lack of) 
other amenities such as a garage, air conditioning, source(s) of heat, and etc. Due to the 
importance of immobility characteristics of housing, the location is important too; more 
particularly, the attributes of that location will be experienced by residents as well, 
though, in this chapter, the location attributes will not be considered as much.  
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The main purpose of hedonic analysis in real estate, according to Coulson, E. (2008), is 
to investigate the relationship between the existence and amount of all of these 
characteristics (structural and locational) and the price that people are willing to pay for 
the unit. The incorporating of the characteristics is done by combining through the 
actions of the participants, through the mechanism of supply and demand. Each housing 
unit has an apparent price, determined partly by the overall supply and demand 
conditions in the local housing market, and also by the obvious collection of attributes it 
represents. The combination method usually embodies the hedonic function which uses 
attributes related as inputs and develops the unit price of the market as its output.  
 
Hedonic analysis assumes that each attribute is governed by supply and demand of its 
own, which in turn has its own ‘market’. Supposedly, each characteristic therefore has 
their hedonic ‘price’. By gaining knowledge of the hedonic price could allow one to 
create housing price indexes. These price indexes could allow one to examine the 
volatility of overall market conditions and may gain a few insights on a particular 
specific market. 
 
The real origins of hedonic analysis occur, as mentioned by Coulson, E. (2008), when 
researchers proposed methods that systematically used data on existing products to 
derive a statistical relationship between real estate prices and real estate characteristics. 
One assumes a relationship of the following sort: 
 
P = α0 + α1X1 + α2X2 +…..+ αkXk        (1)
  
 
where X1 through Xk represent the k attributes of a piece of real property (e.g., internal 
square feet, external square feet, number of bathrooms, etc.) and the aj’s are variously 
referred to as the weights, or coefficients for each of the X’s, and P is the price of the 
property . This is a hedonic function. Equation (1) assumes that the hedonic function is 
linear. Hedonic analysis thus involves using statistical procedures to calculate values of 
the aj’s which obviously give the influence of each X on the price.  
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The linear function implies that if X i goes up (e.g., internal square feet), the price of the 
property rises by a i  dollars. In the language of calculus, it is defined as: 
 
δP/δXi = α I          (2) 
 
that the change in P due to a change in X is constant and equal to a i . 
 
In this research, P is being referred as housing sales price, with the addition of temporal 
variable in the equation. X is the suggested housing attributes collected for each 
property (as mentioned in Table 3), while α is the calculated coefficients for each 
derived variable. As in previous explanation, it is suggested that the change in P 
(housing sale price) will involve changes in X (the housing attributes) accordingly, 
hence, the needs to understand the importance of using multiple regression analysis in 
later discussion.  
 
As mentioned above, the most common use of hedonic prices is in the creation of price 
indexes. A price index is a measure of the “average” house price in a given location at a 
given time. The comparison of “average” housing prices in different cities, or in the 
same city at different time periods (or indeed for different cities in different time 
periods) is fraught with danger, again because the times and places one is comparing 
have different housing stocks (Coulson, E., 2008). Hedonic analysis can help alleviate 
this problem because it provides a mean for comparing different houses with identical 
characteristics.  
 
 
4.3.2 Hedonic Price Model 
 
In this article we discuss regression-based methods for estimating hedonic prices. 
Hedonic regressions are a way of statistically estimating the relationship between a 
property’s characteristic and its market value, and thus a way of determining the value 
of the property itself. The result of this regression estimation is a hedonic function like 
equation (1) that can solve the problem of appraisal. 
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In the literature, there are several statistical methods that empirically analyze real estate 
price. However, apparently, the most popular one is the hedonic framework that has 
been developed since Rosen (1974), which is now widely applied in both the academic 
community and industry (Malpezzi, 2005). 
 
In Rosen (1974), housing is treated as a composite commodity in the sense that its 
market value is dependent on the vector of its characteristics (Lancaster, 1966). The 
theory of hedonic price functions laid down the theoretic foundation for the analysis of 
differentiated goods and each individual characteristic can be implicitly priced. 
Commonly, characteristics that are important to the market value of housing are 
classified into three categories: 1) structural attributes, i.e. building material, floor 
space, number of bedrooms and bathrooms, inner structure, age of dwelling, floor level, 
direction, and outside appearance; 2) neighbourhood attributes, i.e. dwelling 
maintenance and management service, parking, safety, surrounding parks and leisure 
facilities, composition of neighbours in terms of ethnic, racial, age, educational 
background; 3) locational attributes, i.e. distance to central business district (CBD), 
travel and shopping convenience, and accessibility to subway/underground and public 
transportation systems. 
 
According to Chen and Hao (2010), although the economic theory outlined by Rosen 
(1974) provides a general framework for the analysis of housing prices through hedonic 
price functions, the theory has not yet provided standard guidelines on empirical issues, 
such as the choice of functional form and selection of particular housing characteristics 
to be included in the hedonic price function (Epple, 1987). A long list of functional 
forms has been proposed and tested, which include parametric and non-parametric 
approaches (Meese and Wallace, 1991). However, recent discussions on the 
identification of hedonic price functions show that this issue is still open for further 
discussion (Ekeland et al., 2004). Maybe the most exciting breakthrough in hedonic 
price work during the last few decades is the increasing interest and growing application 
of newly developed spatial econometric techniques (Wihelmsson, 2002). The question 
we address here is how to determine the hedonic prices for a particular housing market. 
Hedonic studies generally use a statistical tool called multiple regression analysis.  
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4.3.3 Temporal House Price Aggregation  
 
The hedonic method recognises that a property is a composite product: while the 
attributes are not sold separately, regressing the attributes on the sales price of the 
composite product yield the marginal contribution of each attribute to the sales price 
(Rosen, 1974). The physical characteristics of the property and the locational 
characteristics have to be considered in the hedonic equation. In constructing house 
price indices, the hedonic method can be applied in two main ways; on pooled 
transaction data with time dummies as additional regressors, usually referred to as the 
explicit time variable (ETV) model, or on a period by period basis, usually referred to as 
the strictly cross-sectional (SCS) model. One advantage of the hedonic method is that it 
corrects for the effects of heterogeneity of properties by taking the characteristics of the 
properties into consideration. The resulting indices are therefore able to monitor price 
changes in a reliable manner. Also, both single and repeat-sale transactions are all 
utilised in the hedonic model and so the dataset is always larger than the dataset of other 
methods that utilised only the repeat-sale transactions (Owusu-Ansah, 2013).  
 
The hedonic price index method is, however, criticised for the extensive dataset 
required to implement the method. The implementation of the method requires the 
house price observations together with the details on the physical and locational 
attributes of the properties concerned. It is extremely difficult and expensive, in terms of 
finance, time, and other resources to collect a suitable dataset that will allow sufficiently 
robust hedonic model estimation suitable for the purpose of constructing house price 
indices (Leishman and Watkins, 2002). Also, it is usually difficult if not impossible to 
gather all the hedonic attributes of a property causing omitted variable bias (Meese and 
Wallace, 1997). The problem becomes more pronounced when the implicit prices of the 
unobserved attributes change over time. In this case, the estimated hedonic indices may 
give a misleading impression as to the changes in house prices over time (Owunsu-
Ansah, 2013).  
 
Calhoun (1995) mentions that a house price index provides a yardstick for measuring 
the standard of living and wealth of households and the nation. If published regularly in 
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non-manipulable form, such indices can be a basis for the issuance of derivative 
securities. Before such index can be constructed, temporal aggregation issues must be 
investigated. Ideally, there would be no temporal aggregation and all transactions would 
be immediately included in the index.  
 
Temporal aggregation poses an important problem in time series analysis. It is so 
because, in working with data, one must decide on the time unit he is going to use for 
his basic observations. If the model for the phenomenon under investigation is regarded 
appropriate in terms of small basic time unit, then proper inferences about the 
underlying basic model should be drawn from the analysis of data in terms of this basic 
time unit. Improper use of data in some larger time scale for inferences could be very 
misleading, hence, seriously bias the views of policy-makers unless the effects of 
aggregation are accurately examined and properly taken into account.  
 
According to Calhoun et. al. (1995), temporal aggregation may entail bias in the 
construction of real estate return and price indices. Geltner (1993) shows that temporal 
aggregation discovers a smoothing bias even if the data are based on purchase-money 
transactions. Temporal aggregation may impart bias in the estimation of repeat sales 
indices of house prices, Calhoun et. al (1995) mention that apart from systematic 
seasonality, temporal aggregation may smooth and defectively eliminate noise in house 
price movements. With this smoothing, houses appear to be less risky investments, 
having an aggregation bias that under states volatility. The variance of housing and its 
covariance with other assets are understated. In this paper, we consider the implications 
of the aggregation of sales reported in quarters and years for the estimation of housing 
prices. The observations on model fitness of R square value are being examined for 
each selected temporal aggregation.  
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4.4 The Empirical Analysis 
 
The earlier stage of the analysis considers the whole transaction of both property types. 
Multiple regression analysis with the application of stepwise regression is applied 
across all temporal aggregation. This research focuses on the value of R square, as a key 
factor for the investigation of fitness of models across all periods. Since the R square 
implementation could value the variation in the explaining factors of the house prices, it 
is at most important for this study to understand the movement of this value in terms of 
indicating the origins of most important period aggregation.  
 
The years of 2005 till 2007 are given extra attention in this research. These are the later 
years in the database, and have the most and newest transactions. It is possible to say 
that the later years should encourage more attempts of new transactions price 
accordingly with the market conditions. Since the motivation of the chapter is to 
identify suitable aggregation for further examination of that particular period, it is an 
upmost important to include the later years (in this case, the most apparent transactions) 
as well.  
 
Table 4.1 shows the movements of model of fitness throughout the time selected. It is 
seems that small variance exists when includes the time dummy as part of independent 
variable. Although according to Calhoun et. al. (1995), as the time interval widens in 
aggregation, the variance of house prices declined. It is proven in our result as well, 
where in all cases of different aggregate, quarterly period shows the highest R square 
value in all regards. It relatively shows the capability of quarter period to explain higher 
variations of the house prices. Although it is the highest among others, it does not show 
much significance, as the percentage of difference is less than 1 percent. But it could 
trigger higher result for a far bigger area (considering Johor Bahru as part of small 
developing region in the south of Malaysia).  
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Table 4.1: Temporal aggregation of Johor Bahru House Prices between 1998 to 2007:  
R squared value 
  All Years 
2005 - 
2006 2005 - 2007 2006 - 2007 
Without temporal 
aggregation  0.457 0.565 0.574 0.622 
Annual 0.46 0.565 0.575 0.623 
Quarterly 0.463 0.566 0.577 0.626 
 
Most important indication extracted from Table 1 is the steady rise of R square 
movements towards the later years of the indexes. Periods of 2006 to 2007 are highest 
in value, and major climb of about 16.5% for overall index itself is a very interesting 
factor. It gives view that more significant variations of price is happening in the 
database in the latter years. Due to this finding, we intend to divide the aggregation of 
later period into independent years, so that the index could be viewed as independent 
hedonic model for each year. Table 4.2 proves that the raise in R square to round up at 
about 60.5% to 67.1% is highly related to the temporal segmentation. 2007 itself shows 
an increase of 4.5% of variations when it is standing on its own.  
 
Table 4.2: Temporal aggregation of Johor Bahru House Prices between 2005 to 2007:  
R square value 
  2005 2006 2007 
Without temporal 
aggregation  0.605 0.618 0.667 
Quarterly 0.606 0.618 0.671 
 
Table 4.3 shows variables selected for the hedonic models in this research. It shows the 
selected aggregation period. We estimated the model in the earlier stage by using the 
whole set of 9766 transactions on single and double storey terrace house in Johor Bahru, 
Malaysia. Table 3 also contains the means of the independent and dependent variables 
used in the regression analyses for the overall sample.
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Table 4.3: Variable Means by Selected Temporal Aggregate  
Variables All 2007 2006 2005 2005 - 2006 2005 - 2007 2006 - 2007 
Selling Price 129848.00 123767.24 127933.10 128941.31 128479.99 127360.30 126245.38 
Sub district 5.09 5.63 5.53 4.99 5.24 5.33 5.57 
Tenure .93 .95 .93 .89 .91 .92 .94 
Location quality .28 .24 .20 .20 .20 .21 .22 
Lot area (meter square) 242.15185 165.84296 238.58586 157.30628 194.49714 187.68928 209.11533 
Area category .55 .58 .54 .51 .52 .54 .55 
CBD Distance (km) 18.285 17.367 18.414 19.414 18.957 18.579 17.990 
Lot type .86 .86 .88 .85 .86 .86 .87 
Building condition .93 .92 .94 .90 .92 .92 .93 
Building lot (meter square) 83.77149 83.80436 82.28167 85.21758 83.87420 83.85761 82.89856 
Ancilliary 18.72904 18.14878 17.95547 18.58704 18.29806 18.26259 18.03379 
Countour .73 .89 .77 .73 .75 .78 .82 
Valuation Category 2.17 2.29 2.23 2.15 2.19 2.21 2.25 
Seller type 2.35 2.19 2.20 2.24 2.22 2.21 2.19 
Buyer type 1.68 1.70 1.67 1.65 1.66 1.67 1.68 
Transaction number .44 .30 .29 .35 .32 .32 .30 
Age -9.3532 -13.0249 -11.7209 -10.3767 -10.9917 -11.4748 -12.2492 
Floor number 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 
Bedroom number dummy .9448 .9145 .9292 .9558 .9436 .9367 .9232 
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These samples are divided into several temporal aggregate. The distribution of means 
for each variable shows small variance between each according time aggregate. It 
simply determines the evenness of each variable after being sorted accordingly. It is 
significant in order to determine reliable comparability of the model of fitness (R 
square) in the later discussion. If the numbers fluctuate noticeably for any of the 
variable, it might suggest the needs to revise the affected parameters.   
 
 
4.5 Conclusion 
 
Applying hedonic method in this study, by implying multiple regression analysis is 
crucial. In this chapter, we have considered the aggregation of housing sales reported in 
continuous time to discrete periods for the computation of indexes of house prices. We 
solely consider hedonic regression method for this study. The analysis strongly suggests 
that house price estimates ought to be undertaken using the finest (smallest) 
disaggregation of time available. On statistical view, price indices based on quarterly 
aggregations dominate those based on annual data.  
 
We strongly reinforce what has been discussed by Calhoun, Chinloy and Megbolugbe 
(1995) by using Johor Bahru housing data. However, our results also suggest that for a 
consistently defined period, the movement of R square do not differ much. We also 
extract the period into pairing years in order to understand the variations represented by 
different holding period. The implicit assumption of constant quality is difficult to 
verify. Furthermore, with small differences in variances across the aggregate periods, it 
is suggested for future study to consider only the later years, or maybe the last year of 
the database and focus more on the characteristics of that holding period only, rather 
than the whole set of data, where bias might exists in the earlier years. The three latest 
aggregations (annual) show high value of R square which indicate a good base of 
segmentation characteristics in terms of temporal effects or factors. The results show the 
importance of developing constructive disaggregating strategy in order to show clear 
structure of a hedonic framework.  
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CHAPTER 5 
 
 
 DEFINING HOUSING SUBMARKET IN JOHOR BAHRU  
 
  
 
 
5.1 Introduction 
 
The dynamics of housing market is usually reflecting the diversity of socio-economic of 
that particular housing market area. It is somewhat crucial to recognize similar groups 
within a market to better understand the dynamic concept. This sentiment leads to the 
general ideas of market segments or submarkets. Submarkets are technically groups of 
similar attributes, which are supposedly different from other groups. Wu and Sharma 
(2012) briefly put submarkets as groups that are homogenous within and heterogeneous 
with respect to other groups. Bourassa et al. (1999) defines housing submarket as “a set 
of dwellings that are reasonably close substitutes of one another, but relatively poor 
substitutes for dwellings in other submarkets”. They also show substitutability patterns, 
which are linked to price, location, and structural attributes of the property and 
neighbourhood quality. Schnare and Struyk (1976) somehow pioneer the concept of 
housing submarkets, by confirming the existence of submarkets within a market using a 
hedonic modeling approach initially developed by Rosen (1974) in their previous 
research. Watkins (2001) also mentions that since then, a number of studies have 
established the idea that the housing market can be better analyzed as a set of distinct 
but interrelated submarkets rather than a single homogeneous market.  
 
Wu and Sharma (2012) describe that the main objective of delineating a large housing 
market into number of segments is to establish clear, individual groups which could 
help stakeholders focus on more arising issues. One major contribution of market 
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segmentation is to provide a more accurate house price structure. Submarket allotments 
substantially increase the reliability of house price prediction models and thus provide a 
more accurate price forecast. They add that the study can facilitate the analysis of urban 
issues like residential segregation, wealth accumulation, and evaluate efforts like 
revitalizing neighbourhood and creating equal housing opportunities.  
 
Thus, knowledge of the submarket structure is of crucial importance to city 
governments, real estate developers, mortgage lenders, non-profit groups, and 
individual homeowners to make informed decisions and develop strategies suitable to 
the market. In addition, analysis of submarket-wide developmental patterns can help 
gauge public policy implications. Furthermore, Rothenberg et al. (1991) describe the 
four main characteristics of housing contribute to the market equilibrium and submarket 
dynamics heterogeneity; durability, location fixity, and cost of supply. Recognizing the 
urgent needs of submarket implementation, this chapter attempts to address appropriate 
data-driven techniques to identify emerging submarkets within the selected mass 
housing market. The next section of this chapter proceeds with a review of relevant 
literature on defining residential submarkets. Sections following this are on the data and 
methodology, the results of the analysis, and the conclusions derived from the analysis. 
 
The discernment of housing submarket structure is of crucial significance in both public 
and private institutions. It should also aid current and future home purchasers make 
better decisions on their residential options. There are increasing researches focusing on 
different methods and techniques in order to classify the submarkets. In order to identify 
these methods, clear definition of submarkets themselves are equally important. In mass 
appraisal purposes, defining submarkets is of highly importance as to optimize the 
accurate hedonic predictions. Thus we test whether a large urban housing market can be 
divided into smaller, more homogenous submarkets. Specifically, a data driven model 
based on principal component analysis and cluster analysis are developed to clearly 
delineate the housing submarkets. The empirical analyses use transaction database from 
Johor Bahru, Malaysia. Results suggest that there is possible clear existence of housing 
submarkets within selected urban housing area.  
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Patterns of substitutability are linked to price, location, structural attributes of the 
property, and neighborhood quality. The concept of housing submarkets was initially 
put across by Schnare and Struyk (1976), who prove the existence of submarkets within 
a market using a hedonic modeling approach, which is developed by Rosen (1974). 
Since then, a number of studies have established the idea that the housing market can be 
better analyzed as a set of distinct but interrelated submarkets rather than a single 
homogeneous market (Watkins, 2001). 
 
 
5.2 Housing Submarkets Issues 
 
A housing submarket is a geographic area where the price of housing (per unit of 
housing services) is constant. Identifying geographic areas with constant per unit 
housing prices is challenging because housing is a heterogeneous good, and the market 
value of a house (as estimated by its transaction price) is a function of the property’s 
site, structural, neighbourhood and location characteristics. Hedonic and other semi-
parametric and non-parametric house price modelling techniques have been used to 
examine the influence that site and structural characteristics have on house price. 
Incorporating the influence that neighbourhood and location characteristics have on 
house prices is more challenging (Goodman and Thibodeau, 2007). 
 
Goodman and Thibodeau (2007) mention that one way to control for the influences of 
neighbourhood and location attributes on house prices is to group geographic areas with 
similar neighbourhood and location characteristics into a “submarket”. House price 
model parameters can then be estimated for all properties within these submarkets 
without having to measure explicitly the influence that the location attributes have on 
house prices. Eliminating (or significantly reducing) the influence that neighbourhood 
and location attributes have on house prices enables analysts to focus on the site and 
structural determinants of house prices. In addition, analysts can examine the influence 
that location and neighbourhood attributes have on house prices by modelling across 
submarket variation in house prices. The empirical challenge is to develop procedures 
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that identify geographic areas sharing homogeneous location and neighbourhood 
attributes. 
 
He also recalls that some of the neighbourhood and location attributes that influence 
house prices may be nested. The quality of a neighbourhood school, for example, is 
dependent upon, or nested within, the quality of the regional school district. 
Consequently, the value of a single-family detached house may depend on factors that 
are nested within a neighbourhood, within a school district, and within a metropolitan 
area. Other attributes, such as ethnic areas, religious parishes, or housing types, may 
cross school or municipal boundaries, and will not necessarily be nested hierarchically 
or at all. 
 
Goodman and Thibodeau (1998) define economically meaningful submarket boundaries 
as geographic areas where: (1) the price of housing (per unit of service) is constant; and 
(2) individual housing characteristics are available for purchase. They examine housing 
market segmentation within metropolitan Dallas using hierarchical models (Bryk and 
Raudenbush, 1992) and single-family property transactions over the 1995:1 through 
1997:1 period. They supplemented transaction data with information on elementary 
school student performance for public elementary schools and demonstrated the 
technique using data for the Carrollton-Farmers Branch Independent School District 
(CFBISD). Their results suggest that the metropolitan Dallas housing market is 
segmented by the quality of public education (as measured by student performance on 
standardized tests). 
 
The task of dividing a large market into submarkets raises numerous theoretical and 
methodological questions (Palm, 1978). One raised issue is why the needs of having 
submarkets after all, which will justify the proper definition of submarket. Grigsby et al. 
(1987) mention that a submarket is define as a set of dwellings that are reasonably close 
substitutes for one another, but relatively poor substitutes for dwellings in other 
submarkets. This definition leads to difficult questions as to how to identify close 
substitutes and about levels of aggregation (or disaggregation) according to Bourassa et 
al. (1999). As mentioned previously, these questions are usually divided into a priori 
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(predefined) or convenient geographical boundaries, but in some cases, statistical 
methodologies are used to determine the distinct existence of the ‘a priori’ submarkets, 
which is the focus of this paper.  
 
Due to the increasing awareness of submarkets effects in housing patterns, significant 
developments in procedures and methodologies to identify and distinguish submarkets 
are recognized. As a summary, these classification methodologies can be divided into 
two main categories, a priori definitions and data-driven methodologies. A priori 
classifications are originated normally from available spatial divisions or predefined 
criteria such as structural attributes of housing or demand group characteristics. Unlike 
a priori submarket classifications, data-driven submarket classification methodologies 
are based on statistical data analyses and can account for a multitude of housing 
structural, location, and demographic attributes simultaneously (Wu and Sharma, 2012).  
 
A profound difficulty raised with a priori defined submarkets is that there is no 
satisfactory confidence with the resulting segmentations. The groups produced are not 
with exact clarity in regards of maximum degree of internal homogeneity and also 
external heterogeneity. Bourassa et al. (1999) argue that the usually assumed 
geographical regions, such as census tracts or local government areas are internally 
homogenous and the problem of defining submarkets are of aggregating similar region. 
There is no significant basis on assuming the predefined delineated areas are similar or 
that by purposely combining them together would help boost the dwelling areas into 
ideal submarkets.  
 
Nonetheless, a priori submarkets based on housing and demographic characteristics 
have the capability of being updated to capture the changing nature of housing market. 
Sectoral submarkets differentiate themselves by size (Goodman and Thibodeau, 2007), 
type (Adair et al., 1996), and house price (Palm, 1978). Demand group characteristics 
such as income (Schnare & Struyk, 1976) and race (Palm, 1978) were also used for 
disaggregating submarket areas. Some studies proposed nested classifications based on 
a combination of spatial boundaries, housing characteristics, and socio-economic 
dimensions (Schnare and Struyk, 1976; Tu, 1997; Watkins, 2001). Overall, the 
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convenient and predefined origins of a priori classifications leave much room for 
improvement in accuracy and clarity of classification and the range of reasoning that 
can be drawn from such housing submarkets. 
 
Another approach is to let the data determine the structure of the submarkets. It is 
possible to identify the most distinguish features among the dwellings’ within the large 
acquired data set. The idea is to then group the dwellings according to those features. 
Or, if the data are limited to aggregate descriptors of small geographic areas, then those 
data can be allowed to determine how the areas should be grouped. Both approaches 
main objective is to regroup the areas boundaries, accordingly with the statistical result.  
 
Data-driven methodology, on the other hand, which integrates a wide array of housing 
attributes, tends to be more focus and objective. Furthermore, data-driven classifications 
can also account for temporal dynamics of housing submarkets as real estate data are 
normally updated periodically. From previous literature, some of the most common 
data-driven techniques applied in submarket allocation include factor analysis (Watkins, 
1999), partitioning algorithms (Bourassa et al., 1999, 2003; Bourassa and Hoelsi, 1999; 
Chen, Cho, Poudyal, and Roberts, 2007), and hierarchical clustering (Goodman and 
Thibodeau, 2003). Day (2003) proposes a hybrid cluster analysis method using both 
partitioning and hierarchical method. Hedonic pricing techniques have been used to 
determine whether submarkets are distinct. 
 
Watkins (2001) provides a detailed review of the alternative approaches that housing 
economists have employed for characterizing housing submarkets. Using transaction 
data for the Glasgow housing market, he examined three alternative approaches for 
delineating housing submarkets: (1) spatially stratified housing submarkets; (2) 
submarkets based on the similarity of structural characteristics; and (3) a hybrid 
definition that nests dwelling characteristics based submarkets within spatially defined 
submarkets. He concluded that the nested model provided the best empirical approach 
for delineating submarkets. Some analysts have delineated within metropolitan area 
housing submarkets based on determinants of housing demand, while others have 
delineated submarkets based on supply-side variables. 
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5.3 Methods for Defining Housing Market Segments 
 
Analysts have examined numerous techniques for constructing housing submarkets. 
Some use principal component analysis and statistical clustering techniques to group 
small geographic areas (e.g. census block groups, census tracts, zip code districts, or 
local government areas) into housing submarkets while others have developed 
procedures that explicitly model submarket boundaries. Goodman and Thibodeau 
(1998, 2003), for example, identify housing submarket boundaries using hierarchical 
models. Their implementation of the Bryk and Raudenbush (1992) technique assigns 
elementary school zones to housing submarkets depending on whether neighbourhood 
public school quality is capitalized into neighbourhood house prices. 
 
Regardless of geographical sizes of each area, individual dwellings could be described 
by numerous numbers of different variables, and this raised a question as to how to 
choose only important variables for that specific area. By choosing, leads to another 
question on how to reduce those large numbers of available variables to small number 
of key factors (Bourassa et al., 1999). Hubbard and Allen (1987) mention the benefits of 
using methods such as principal component analysis (PCA), where it helps with 
recurrent multi-collinearity issues in large dataset by extracting a smaller number of 
factors. This idea is getting recurring attention in the literature of marketing and 
behavioural sciences. Sociologists and geographers in studies of urban residential 
patterns have used such methods extensively; in this context the method is generally 
referred to as factorial ecology, as it grew out of the human ecology school of 
sociology. Procedures such as PCA have also been used in finance, but much less so in 
real estate analysis in particular. 
 
From previous research, physical characteristics of dwellings have been used to define 
housing submarkets. Bourassa et al. (1999) summarizes that some of the researches use 
rooms (Schnare and Struyk, 1976), lot and floor area (Bajic, 1985), or the type of 
property, such as detached versus attached (Adair et al., 1996; Allen et al., 1995). Some 
researchers have used statistical techniques to define housing submarkets. Dale-Johnson 
(1982) uses factor analysis on 13 variables, and extracts five factors that are used to 
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define 10 submarkets. Maclennan and Tu (1996) investigate the structure of housing 
submarkets in Glasgow. They use principal component analysis to identify the 
individual variables that explain the highest proportion of the variation in the data. 
These variables are then used as the basis for cluster analysis, which in turn defines their 
submarkets. Goodman and Thibodeau (1998) use hierarchical methods to define 
submarkets in a study that focuses on the role of school districts in Dallas. Bourassa et 
al. (1999) use principal component analysis and cluster analysis to form housing 
submarkets for Sydney and Melbourne, Australia.  
 
Some submarket construction techniques focus on the supply side determinants of house 
prices and construct submarkets using characteristics of the housing stock (e.g. dwelling 
type, square feet of living area, dwelling age) and/or characteristics of the 
neighbourhood (e.g. the quality of neighbourhood schools, the quality of local police). 
Other submarket construction techniques focus on demand side determinants of house 
prices and form housing submarkets based on household incomes or other 
socioeconomic/demographic characteristics (Goodman and Thibodeau, 2007). 
 
Goodman (1978) provides empirical support for geographically segmented housing 
markets. He compared the hedonic coefficients for structural and neighbourhood 
characteristics for five areas in metropolitan New Haven over a three-year period. He 
reported that hedonic coefficients for neighbourhood characteristics were not constant 
over space and concluded that metropolitan markets were geographically segmented. 
Goodman and Dubin (1990) suggest both nested and non-nested tests for the optimal 
number and configuration of submarkets. 
 
Dale-Johnson (1982) assigned properties to submarkets using factor analysis to reduce 
the influence that 13 neighbourhood and location variables have on house prices. 
Maclennan and Tu (1996) used principal components to identify the most important 
neighbourhood and location attributes and then defined submarkets using cluster 
analysis on the resulting factors. 
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Goodman and Thibodeau (2003) subsequently applied the technique to all single-family 
properties in the Dallas County area and compared hierarchical model submarkets to 
two alternative housing submarket constructions: one that combined adjacent census 
tracts and a second that aggregated zip code districts. Using data for 28,000 single-
family transactions for the 1995:1 through 1997:1 period, they examined hedonic house 
price prediction accuracy for the alternative housing submarket constructions. Their 
empirical results indicate spatial disaggregation yields significant gains in hedonic 
prediction accuracy. Orford (2000, 2002) also takes a multilevel approach to modeling 
the housing market in England. 
 
Bourassa, Hoesli and Peng (2003) and Goodman and Thibodeau (2003) examine the 
effect that spatial disaggregation (e.g. employing submarkets) has on hedonic prediction 
accuracy. Bourassa, Hoesli and Peng (2003) examine two submarket constructions: (1) 
geographically concentrated “sales areas” used by local real estate appraisers in New 
Zealand; and (2) an aspatial submarket construction obtained by applying cluster 
analysis to the most influential factors generated from property, neighbourhood and 
location attributes. They compared the hedonic house price predictions generated from 
these alternatives to a single equation for the entire city model. They concluded that 
while the statistically generated submarkets significantly increased hedonic house price 
prediction accuracy relative to the single equation model, the statistically generated 
submarkets did not outperform the “sales area” submarkets.  
 
Goodman and Thibodeau (2003) construct submarkets within Dallas County by 
combining adjacent census block groups located within the same municipality and the 
same independent school district. They compared the hedonic predictions from this 
model to a single Dallas County model and to a model that included dummy variables 
for municipality. They also reported significant increases in prediction accuracy 
associated with spatial disaggregation. 
 
Cluster analysis (CA) techniques were developed in the biological and ecological 
sciences, and have been used widely in research in many disciplines (see Hoesli and 
MacGregor, 1995, for a review). Their applications in real estate research have been 
  
66 
 
more limited (see, for instance, Abraham et al., 1994, for an analysis of U.S. 
metropolitan housing markets; Goetzmann and Wachter, 1995a, for a study of U.S. 
metropolitan office markets; Goetzmann and Wachter, 1995b, for an analysis of 
international office markets; and Hoesli et al., 1997, for an investigation of UK local 
real estate markets). 
 
A few researches managed to conduct combination techniques of PCA and cluster 
analysis. In the case of Maclennan and Tu (1996), they explore the structure of housing 
submarkets in Glasgow. PCA is used to recognize the individual variables that have 
highest percentage of variation proportion in the data. The identified variables are then 
used as the basis for further step in cluster analysis (using hierarchical method). While 
Bourassa et al. (1999) manipulate PCA to construct factors that are linear combinations 
of all of the variables, and then later generate scores for only the most important factors. 
Afterwards, they use the scores as the basis for cluster analysis, while experimenting 
with alternative clustering method. The result shows that the K means algorithm is 
superior to the Ward one.  
 
With all these structural variables, PCA is performed to extract significant components, 
which explains most of the variance in the data. With the components identified from 
PCA, a k-means CA was conducted to identify market segments. Following Bourassa et 
al. (1999, 2003)’s methodology, each component was multiplied by its “percentage 
variance explained” values before being included in the CA. This approach allows more 
important housing dimensions to have a larger role in defining similar groups of 
housing units. A variance maximizing (VARIMAX) rotation with Kaiser Normalization 
was applied to maximize the variance of the squared loadings for each component. This 
tends to polarize loadings so that they are either high or low, making it easier to identify 
the meanings of these components.  
 
Generally, it can be summarized that principal component analysis (PCA) or factor 
analysis is normally used to identify factors or variables that have been used 
subsequently for classifying submarkets. Cluster analysis is then performed to build 
homogeneous groups within the larger original market.  
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5.4 Analysis  
 
A data-driven submarket classification model based on principal component analysis 
(PCA) and cluster analysis (CA) are developed for delineating housing submarkets. This 
methodology has been previously tested in a number of housing market studies (Bates, 
2006; Bourassa et al., 1999, 2003; Bourassa and Hoesli, 1999). At the housing unit 
level, all variables related to house structural characteristics were included in the 
analysis. Two main statistical techniques are used in this chapter to analyze housing 
submarkets in Johor Bahru. First, principal component analysis is used to extract a 
reduced set of orthogonal factors from the original variables. Second, cluster analysis is 
used on the principal components to determine the most appropriate composition of 
housing submarkets. The applications of these methods are now discussed in more 
detail. 
 
According to Bourassa et al., (1999), principal component or factor analysis is a 
procedure by which to derive a small number of linear combinations (the principal 
components or factors) of the original variables, which retain a substantial amount of 
the information contained in those variables. The first component is the linear 
combination of the original variables that explains the maximum variance. The second 
component is the linear combination of the original variables that is orthogonal to the 
first and that explains the maximum proportion of the variance unexplained by the first 
component. The ith component is orthogonal to the first i - 1 components and explains 
the maximum proportion of the variance unexplained by the first i - 1 components. 
Principal component analysis is applied to the data sets for the individual dwellings. 
Factor scores, which are linear combinations of all of the original variables, are 
calculated and then used in cluster analysis to construct homogeneous submarkets. 
 
Initially, we use principal component analysis to extract the relevant factors or 
dimensions of residential submarkets in Johor Bahru, Malaysia. The individual dwelling 
data are derived from Malaysian Valuation and Property Services Department. We 
focused on two types of residential categories, which are, single storey terraced house, 
and double storey terraced house, considering these two types as most popular and 
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widely distributed in Malaysia in general. The significant factors are then used in a 
series of cluster analyses, generating five submarkets. Factor scores, not variable values, 
are used for clustering purposes. The chosen data of the year 2007 are cross sectional, 
making it impossible to undertake time series analysis of submarkets. We intend to 
address these and other issues that go beyond the scope of the present paper in future 
studies. Table 1 below shows the 17 different variables conducted in the analyses. A 
total of 1849 housing units (after data cleaning process) and their subsequent structural 
variables were included in Johor Bahru metropolitan areas. 
 
Table 5.1: Descriptive Statistics of the Variables 
 
Mean Std. Deviation Analysis N 
Sub district 5.67 7.569 1849 
Tenure .95 .225 1849 
Location quality .24 .426 1849 
Lot size (mp) 165.85556 72.050379 1849 
Area category .58 .494 1849 
CBD distance 17.353 9.5028 1849 
Lot type .86 .347 1849 
Build conditioning .92 .276 1849 
Build lot size 83.80592 16.903586 1849 
Ancilliary 18.14228 8.657618 1849 
Countour .89 .318 1849 
Valuation category 2.29 .823 1849 
Seller 2.19 .614 1849 
Buyer 1.70 .484 1849 
Transaction number .30 .460 1849 
Age -13.0552 8.83263 1849 
Bedroom number .9140 .28043 1849 
 
Figure 5.1 shows the suitable numbers of derived cluster, and then later applies K-
means method of MacQueen (1967). As concluded by Afifi and Clark (1990), if the 
number of clusters to be grouped is known, a particularly appropriate method of 
clustering is the K-means method of MacQueen (1967). Therefore, a version of K- 
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means clustering, for which the metric is squared Euclidean distance between cluster 
centroids, is used in this study. When a 9 cluster solution is considered, however, some 
clusters contain very few observations, which would make it impossible to estimate 
hedonic equations for these submarkets. Therefore the cluster analysis was completed 
again with the constraint that the number of observations within each cluster should be 
equal to or greater than 50. This yielded 9 submarkets for the first cycle, 7 for the 
second, 6 for the third, and 5 for the fourth cycle. 
 
 
Figure 5.1: Dendogram of Cluster Analysis 
 
Bourassa et al. (2003) mention, although the method explicitly takes into account 
numerous characteristics of the housing stock, the cluster analysis procedure implicitly 
gives equal weight to each of the factors defined by principal component analysis. It is 
possible to extract as many components as there are original variables. We adopted the 
common procedure of extracting the minimum number of components that cumulatively 
explain at least 60% (ours is 75.2%, refer Table 5.2) of the variance in the data. The 
factors are rotated using a VARIMAX procedure to assist in interpretation of the 
components. 
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Table 5.2: Total Variance 
Component 
Initial Eigenvalues 
Extraction Sums of  
Squared Loadings 
Rotation Sums of Squared 
Loadings 
Total 
% of 
Variance Cumulative % Total 
% of 
Variance Cumulative % Total 
% of 
Variance 
Cumulative 
% 
1 2.566 23.332 23.332 2.566 23.332 23.332 2.086 18.961 18.961 
2 1.846 16.778 40.109 1.846 16.778 40.109 1.876 17.054 36.014 
3 1.606 14.599 54.708 1.606 14.599 54.708 1.585 14.408 50.422 
4 1.251 11.373 66.082 1.251 11.373 66.082 1.420 12.911 63.334 
5 1.003 9.123 75.205 1.003 9.123 75.205 1.306 11.871 75.205 
6 .734 6.672 81.877             
7 .545 4.953 86.830             
8 .424 3.856 90.686             
9 .396 3.599 94.285             
10 .333 3.032 97.317             
11 .295 2.683 100.000             
 
 
Table 5.3: Rotated Component Matrix 
 
Component 
1 2 3 4 5 
Sub district -.038 .127 .039 -.879 -.064 
Tenure -.048 .157 .000 .405 .653 
Location quality .277 .816 .008 .216 -.033 
Lot size (mp) .039 .007 .884 -.124 -.033 
Area category -.247 .729 -.031 -.116 .118 
Cbd distance .117 -.786 -.007 .321 -.191 
Lot type .004 .022 -.895 -.082 -.017 
Seller type .894 -.076 .014 -.020 .179 
Buyer type -.015 .082 -.015 -.168 .839 
Transaction number .873 .011 .025 .031 -.146 
Age .608 -.087 .000 .519 -.256 
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Table 5.2 above shows the assigned percentage of variance for the five selected 
components. The first component shows the maximum proportion of variance of 
23.33% and the lowest proportion of 9.12% for the fifth derived component. Generally, 
it summarizes the eligible number of components issued by this method with their 
proportionate proportion. Table 5.3 shows each component’s related characteristics 
value. From the derived result for each component, and their suitability result for each 
variable, we able to translate and define each principal component as in Table 5.4: 
 
Table 5.4: Principal Components Definition  
PCA 
Component 
Definition of Component 
1
st
 component Seller of the house and total number of transaction beforehand usually predicts the 
age and condition of the building. If it is a direct buy from the developer, one 
could predict better condition of house than a normal seller.  
2
nd
 component Location characteristics of the house i.e, location quality, distance from CBD and 
the hierarchy of the location, determine the quality of the area, which is known as 
big factor in terms of pricing analysis.  
3
rd
 component The size of the lot, which is comparatively different according to the type of 
location of the lot (middle lot, end lot, or corner lot) distinguished major 
distribution of price, which also display possibility of having extra land in the 
housing unit.  
4
th
 component If the sub-district is far from CBD, then the age of the house should be 
comparatively small (possibility of new house) to attract new buyers/demand.  
5
th
 component Buyer types determine prices. ‘Bumiputra’ (aborigin) buyers usually determines 
‘bumiputra’ lot, which in Malaysian case, cannot be sold to non-‘bumiputra’ 
buyers or international buyers, which relate to figuratively lower  housing price. 
And the freehold unit usually have higher bid in terms of price recognition as it 
will be permanently hold to the respective buyers.  
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5.5 Conclusion 
 
As mentioned above, although the methods explicitly take into account numerous 
characteristics of the housing stock, the cluster analysis procedure implicitly gives equal 
weight to each of the factors defined by principal component analysis. However, it 
seems likely that some factors are more important than others, and an argument could 
be made that location may capture many of the important factors, as also seen in 
Bourassa et al., (1999). By referring to this analogy and by understanding the 
components’ appropriate proportion in each factor score of each cluster, there is better 
clarity in terms of homogeneity characteristics of each derived cluster, furthermore, 
there is evidence that some of the cluster is overlapping each other in terms of sharing 
similar traits or attributes of certain components (refer to figure 5.2). The character of 
grouping of samples in the diagram shows interesting finding on relationship between 
component 1 and component 2.  
 
Table 5.5: Clusters’ Desirable Components 
Cluster Desirable Component Undesirable Component 
Cluster 1 3
rd
 component 2
nd
 component 
Cluster 2 5
th
 component 2
nd
 component 
Cluster 3 2
nd
 component 4
th
 component 
Cluster 4 4
th
  component 5
th
 component 
Cluster 5 2
nd
 component 3
rd
 component 
 
Table 5.5 is our summarized understanding of desirable clusters combination with their 
retrieved factor component (PCA), derived from table 5.6 below. The desirable 
component shows immediate reaction of cluster towards their ‘near’ individual 
component, while the undesirable component shows the clusters’ less related 
component.  
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Table 5.6 : Final Cluster Centers 
 
Cluster 
1 2 3 4 5 
REGR factor score   1 for 
analysis 2 
-.08276 -.19065 -.50537 -.00112 .53345 
REGR factor score   2 for 
analysis 2 
-.18400 -.38588 .30433 -.63991 1.50646 
REGR factor score   3 for 
analysis 2 
2.29418 -.37699 .13255 -.34380 -.23956 
REGR factor score   4 for 
analysis 2 
.33222 .00437 -4.04162 .20853 .40556 
REGR factor score   5 for 
analysis 2 
.19779 .66437 -.30784 -1.19208 -.08352 
 
The above interpretation (table 5.5) shows possible overlap between two clusters, which 
are related to 2
nd
 component. In this study, 2
nd
 component is referred to as ‘location’ 
related variables. Overlap between clusters shows a direct issue or importance of that 
similar overlapping component, in this case component 1 (refer to figure 5.2 below), 
which is ‘missing’ from table 5.5’s desirable component column, indirectly advised a 
more significant and clear submarket division could be obtained for the overlap clusters 
if parametric type of locational factors are added to the study. Hence, the needs to 
further this research with additive spatial dependence variables in the future for better 
confirmation. 
 
Figure 5.2 acts as proof for table 5.5, where the discussion of overlap between two 
clusters is being discussed. There is a significant matrix pattern for factor score 1 and 2, 
if compared to the other factors. The accumulation of plots for these two components is 
acquiring bigger area than the rest of the factors. It could be explained from the 
expectation of clusters overlap from table 5.5.  
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Figure 5.2: PCA Matrix Scatter Plot 
 
The results shown above are beneficial for further clarification or interest in specific 
cluster. They should be able to assist in establishing neighbourhood or other urban 
boundaries in broader implication. This study merely tries to emerge or prove the 
possibility of submarkets existence in Johor Bahru by using statistical method. The 
derived results from limited variable (housing characteristics only) type shows higher 
possibility of creating more substantial cluster by adding more appropriate locational 
variables in future.  
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CHAPTER 6 
  
LOCATIONAL EFFECT IN HOUSING MARKET 
 
 
  
 
6.1 Introduction 
 
Housing has long been an integral part of the built environment. Wu and Sharma (2012) 
indicate housing as perhaps as diverse as the people living within them, and the 
dynamics of housing market can directly reflect the status of socio-economic diversity. 
It is very critical to understand the homogeneity of groups within a market. This idea 
leads to the concept of market segments or submarkets. Submarkets are groups of 
similar entities, which are different from other groups. 
 
Through ownership or rental arrangements, people buy and employ residential real 
estate because they are able to obtain utility– that is, gratification, from the things that 
the housing unit has to offer, what will sometimes be generically referred to as “housing 
services”. Every house or apartment or duplex has certain attributes, or characteristics 
(the terms can be used interchangeably), that could allow people to obtain utility from 
residing in it. These factors include the land, the amount of interior square feet, the age 
of the house, the number, size, and type of the various rooms of the house, and the 
existence (or lack of) other amenities such as a garage, air conditioning, source(s) of 
heat, and etc. Due to the importance of immobility characteristics of housing, the 
location is important; more particularly, residents will experience the attributes of that 
location as well (Wu and Sharma, 2012).  
 
The spatial modeling result reveals that significant spatial non-stationarity exists 
between house values and the determinants. Specifically, study by Yu (2004) finds that 
those house attributes, including floor size, number of bathrooms, air conditioners and 
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fireplaces, add more values to houses in the rich areas, especially on the side of Lake 
Michigan and suburban areas, than in the relatively poor ones. In addition, older houses 
in the historical area are more expensive, which differs from other areas. The study 
concludes that housing market dynamics might be better understood by the combined 
effects of housing structural and spatial attributes (Yu, 2004). 
 
Moreover, the traditional model is a typical global model. It assumes that there exists a 
stationary relationship between house prices/values and housing attributes within a 
metropolitan area. Such claim has long been challenged and debated among housing 
economists that a unitary metropolitan housing market might not exist instead it was 
composed of interrelated submarkets (Maclennan, 1982; Adair et al. 1996; Goodman 
and Thibodeau, 1998; Whitehead, 1999; Watkins, 2001). As submarkets are relatively 
homogeneous sub-groups of the metropolitan housing market, relationships vary in 
different submarkets whilst remain the same within each submarket (Yu, 2004). 
 
In Rosen’s (1974) theory of implicit markets, house as a commodity bundle that is 
composed of both structural and spatial attributes inherently implies that they may not 
be separable (Orford, 2000). It might be more realistic to taking into account both 
spatial and structural attributes together when investigating urban housing markets. 
Leaving the spatial features behind might result in lack of consideration for underlying 
omitted attributes.  
 
The housing market is first grouped by either spatial or structural attributes then further 
grouped by the other factor around (see Watkins, 2001 for a review). Multilevel (or 
hierarchical) modeling technique is often employed in such practice (Jones and Bullen, 
1994; Goodman and Thibodeau, 1998; Orford, 2000). Yu makes it interesting on how 
the author raised the issue of ‘a priori’ knowledge and understanding of the local 
housing market plays significant role in the final model results. That is to say that 
although the analysts are aware of the non-stationarity of the relationships between the 
house prices/values and the attributes, it is assumed that the exact pattern of such non-
stationarity is known. Hence a discrete set of boundaries is implicitly imposed on the 
housing market to identify submarkets. Distinct differentiation might be possible on 
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housing structural attributes, for example by utilizing Principal Component Analysis 
(PCA). It will be unrealistic instead to assume discrete boundaries on the spatial 
processes in housing market dynamics, when the effects of space are continuous 
(Fotheringham et al. 2002). The contiguity effects itself shows the indistinctive act of 
boundaries.   
 
Geographic location is important in many business practices related to housing supply, 
marketing and financing. The chapter discusses the nature of spatial attributes and their 
influence in residential market behavior. This leads to discussion on the utilization of 
geographical information system (GIS) in housing patterns. Combination of GIS and 
spatial analytical tools produces ideal research environment for analyzing and modeling 
residential data sets. GIS contributes powerful data mapping and visualization 
functionality to facilitate spatial data investigations. It also allows data from multiple 
sources and different formats to be integrated in synchronize manner. Finally, GIS is 
considered to be especially significant for constructing underlying spatial variables. 
This chapter concludes that the combined effects of housing structural and spatial 
attributes will better grasp the housing market dynamics.  
 
 
6.2 Locational Factor 
 
The process of choosing a house usually includes location choice, which indirectly leads 
to geographic segmentation. This includes various attributes of the house itself, such as 
type, quality, ownership, and price, as well as household characteristics, especially 
income, race, ethnicity, and lifestyle. There is increasing awareness of role of 
neighbourhood in social and economic outcomes for individuals and the resulting 
housing market processes and institutional behaviour. Goodman, for example, identifies 
this as one of the major research areas for micro-economic analysis of housing markets 
and reinforces the notion that neighbourhood does ‘‘matter’’ in housing research (Can, 
1998).  
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Two unique qualities of housing, spatial fixity and durability, are equally complicated to 
link the housing purchases and subsequent residential satisfaction to its geographic 
location. In addition to the physical characteristics of the residential structure and its 
immediate site, a wide array of neighbourhood characteristics, indirectly exist in the 
housing bundle due to the geographic location of the structure. 
 
Ironically, Can (1998) describes the general decisions to supply housing are largely 
based on anticipated housing demand by price and location in addition to cost 
considerations. Therefore, household locational preferences are considered into the 
decisions of builders and developers. At the same time, financial institutions are 
sensitive to locational differences in their underwriting decisions to provide housing 
construction loans because of the market risk involved. Zoning, land use, and building 
regulations may act as additional spatial constraints to housing suppliers and may 
reinforce existing spatial clustering in housing production by housing type and price. 
 
 
6.3 Neighbourhood Effects 
 
It is assumed that accessibility and the physical patterns of neighbourhood landscape, 
housing production, and redevelopment are the starting points of social and economic 
variation across neighbourhoods within urban areas. In terms of individual- and market-
level behaviour and outcomes, the role of geographic location can be examined in two 
interrelated ways. One form of geographic influence involves localized externalities 
associated with the absolute location (‘‘site’’) of the house. These types of externalities 
are called adjacency effects because they capture the spatial spillover effects on a given 
structure of neighbouring structures. In addition to spillovers from neighbouring 
structures, overall neighbourhood characteristics, known as situation-such as 
accessibility, socioeconomic context, and so on,- will also influence the decision-
making activities and resulting market outcomes. These are the definition of 
neighbourhood effects (Can, 1998). In this chapter, the discussion of neighbourhood 
effects covers both types of influences associated with geographic location. 
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Can (1998) also describes further, where neighbourhoods can be defined as discrete 
spatial entities (‘‘physical areas’’) that contain households and housing structures with 
similar characteristics. Typically, households exhibit similar social, economic, and 
demographic characteristics within neighbourhoods. Similarities among housing 
structures are observed in tenure type (owner-/renter-occupied), ownership 
(private/public), type of structure (single-family/multifamily), and design (colonial, 
rambler, town house), as well as the general quality of the stock. The extent of 
similarity, that is, spatial continuity among households and housing units varies across 
neighbourhoods, making some neighbourhoods more homogeneous than others. 
 
House ownership is for most households the single largest lifetime economic and social 
investment. In addition to preferring certain housing types, Can (1998) points out 
households search for neighbourhoods with the overall goal of minimizing economic 
risk and social conflict. To the extent that neighbourhoods are spatially differentiated, 
this results in spatial variation in the structure of housing demand where houses in 
certain neighbourhoods are in higher demand than others. This will be explained further 
in the analyses results.  
 
 
6.4 Spatial Dependence 
 
Spatial models are becoming an important tool in economics, as economists have been 
rediscovering that geography matters (Anselin, 2010). Research in this area used to 
begin by applying simple statistics, as Moran’s I for example (Moran, 1948), in order to 
find the presence of a clear spatial pattern in data, and then accounting for it in the 
subsequent estimation procedure. Nevertheless, traditional parametric statistics, 
although easy to implement and available in most of the spatial packages, could fail in 
identifying such correlation patterns in the presence of more complex structures of 
spatial dependence. As an example, this could be the case when one departs from the 
linear world, accounting for nonlinear spatial dependence relationships (Lopez-
Hernandez et. al, 2011).  
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Accounting for spatial structures in econometric studies is becoming an issue of special 
interest, given the presence of spatial dependence and spatial heterogeneity problems 
arising in data. Spatial dependence has usually been defined as a spatial effect, which is 
related to the spatial interaction existing between geographic locations that takes place 
in a particular moment of time. When spatial interaction, spatial spillovers or spatial 
hierarchies produce spatial dependence in the endogenous variable of a regression 
model, the spatial autoregressive (SAR) model has been frequently mentioned as the 
solution in the literature (e.g. Florax et al. 2003). Analogous to the Box-Jenkins 
approach in the time series analysis, spatial model specifications consider 
autoregressive processes. Particularly, in the first-order spatial autoregressive model, 
SAR, a variable is a function of its spatial lag (a weighted average of the value of this 
variable in the neighbouring locations) for a same moment of time (Lopez-Hernandez 
et. al, 2011).  
 
However, in most socio-economic phenomena, this coincidence in value-locations is not 
only a synchronic coincidence but also a final effect of some cause that happened in the 
past, one that has spread through geographic space during a certain period. In this sense, 
there are some authors that have considered this pure simultaneity of spatial dependence 
as problematic (Upton and Fingleton 1985, pp 369), suggesting the introduction of a 
time-lagged spatial dependence term (Yrigoyen and Lopez-Hernandez, 2008). 
 
Anselin and Bera (1998) suggest that “spatial autocorrelation can be loosely defined as 
the coincidence of value similarity with locational similarity”. The problem of spatial 
dependence is viewed as a normal extension of the first law in geography (Tobler 1970, 
p. 236): “everything is related to everything else, but near things are more related than 
distant things”. Spatial autocorrelation is multidirectional as opposed to the classical 
unidirectional temporal autocorrelation problem in time series analysis. This complexity 
explains why spatial autocorrelation has received such attention since it can have 
various consequences on estimated coefficients and variance, depending on sample size 
(Griffith 2005; LeSage and Pace 2009).  
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Chasco and Lopez (2008, p. 102) pointed out that “spatial dependence has usually been 
defined as a spatial effect, which is related to the spatial interaction existing between 
geographic locations that takes place in a particular moment of time”. Little attention 
has been paid to the impact of using a strict spatial diagnostic measure in a context 
where spatial data is collected over time, such as real estate data.  
 
Spatial dependency could be seen as a methodological disadvantage, but on the other 
hand it is exactly what gives us information on spatial pattern, structure and processes 
(Gould, 1970). Spatial dependency contains useful information but the appropriate 
statistical methods have to be used to deal with it. 
 
 
6.5 GIS and Real Estate 
 
GIS enables the real estate researcher to properly organize (database management), 
visualize, and analyze data in a map form. Geographic data helps the researcher to 
familiarize himself with the investigation area with adequate underlying spatial data 
content. GIS also gives advantage not only in terms of separating the data in their own 
paradigm, but also the ability to combine multiple geographical datasets, including the 
non-spatial data related to housing transaction itself. The most distinct of GIS feature is 
the ability to provide explicit information on spatial relationships, which is most crucial 
in terms of analyzing patterns of housing market itself (Can, 1998). These relationships 
would later help researchers to identify the influential factor of each housing lot towards 
another.  
 
Despite the recognized importance of geographic location for business, policy, and 
regulatory practices, its incorporation into housing market research has been limited. An 
explicit spatial treatment is needed as additional to measure and quantify accurately the 
role of neighbourhood in housing market behaviour and outcomes. Few significant 
studies have applied spatial analytical tools to examine neighbourhood effects on 
housing prices (e.g., Can, 1990, 1992; Can and Megbolugbe, 1997; Dubin, 1992; Pace 
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and Gilley, 1997), in population density models (Griffith and Can, 1995), or in 
mortgage market outcomes (Anselin and Can, 1995). 
 
The combination of spatial analysis and GIS technology provides the optimal 
environment for investigating neighbourhood effects in housing markets. Spatial 
analysis provides the necessary methods and GIS serves as the research platform both to 
manage spatial data and to implement the spatial methods. GIS as a matter of fact is 
merely a tool to help in the early stage of database organization strategy.  
 
GIS not only provides the means for geographically sensitive business application 
development, but it also provides an ideal environment for conducting spatial research 
that would ultimately feed into the development of such applications. First, GIS enables 
the researcher to organize, visualize, and analyze data in a map form. The visualization 
of geographic data familiarizes the researcher with the area of investigation and the 
underlying spatial environment and concept. Second, GIS provides the medium for the 
integration of multiple geographical data sets typically used in housing market. The 
researcher needs to understand the basic functions in GIS, which would lead to variety 
of options tailored to the specific purpose of their research. Third, GIS provides 
analytical support for spatial data analysis by providing explicit information on spatial 
relationships. The ability of GIS to offer functionality in these areas together is what 
makes GIS a very powerful analytical tool for spatial data analysis and modeling (Can, 
1998). These understanding though would guarantee new learning curves for the non-
GIS-experienced researchers. 
 
GIS offers tremendous functionality for visualization of geographic data and greatly 
facilitates the organization and management of data through its spatial operators, such 
as spatial overlay and spatial comparisons. The contribution of GIS is especially 
significant in the data preparation stage in terms of constructing variables on the basis of 
selected levels of spatial aggregation (e.g., area-based buying and selling activity 
measures from original point distributions). The spatial querying capability of GIS also 
offers great benefits for visual examinations, error identification, and analytical 
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purposes (Can, 1998). The errors identification strategy helps in identifying the non-
random outliers in the case studies.   
 
 
6.6 Methodology 
 
Formal measurement of trends in spatial patterns can be done using what are known as 
spatial association (or autocorrelation) statistics. These statistics quantify the extent and 
direction of spatial clustering in attribute values (e.g., positive and strong, negative and 
weak) as well as its statistical significance. The interpretation of spatial association 
statistics is similar to simple correlation statistics. Lentz (2009) mentions the main 
difference is that correlation statistics measure the strength of similarity between the 
values of two variables whereas spatial association statistics measure the extent of 
similarity in the values of the same variable across space. Spatial association statistics 
can be used either to measure spatial clustering in the whole system or to determine 
whether a given observation value is significantly different from its neighbours in space. 
 
The identification of spatial autocorrelation by means of exploratory data analysis can 
provide important insights about the nature of localized processes and spatial 
externalities in housing market research. It is often very difficult to find a precise 
quantitative explanation of how neighbourhood plays significant roles in household and 
market behaviour and processes even with highly sophisticated mathematical and 
statistical models. This stage gains more distinct importance during the hypothesis 
formulation phase of housing market research. 
 
Lentz (2009) further explains the spatial autocorrelation (Moran’s I) tool measures 
spatial autocorrelation (feature similarity) based on both feature locations (spatial) and 
feature values (structural) simultaneously. Given a set of features and an associated 
attribute, it evaluates whether the pattern expressed is clustered, dispersed, or random. 
The tool calculates the Moran's Index value and both a Z score and p-value evaluating 
the significance of that index. In general, a Moran's Index value near +1.0 indicates 
clustering while an index value near -1.0 indicates dispersion. However, without 
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looking at statistical significance, we have no basis for knowing if the observed pattern 
is just one of many possible versions of random. In the case of the spatial 
autocorrelation tool, the null hypothesis states, "there is no spatial clustering of the 
values associated with the geographic features in the study area". When the p-value is 
small and the absolute value of the Z score is large enough that it falls outside of the 
desired confidence level, the null hypothesis can be rejected. If the index value is 
greater than 0, the set of features exhibits a clustered pattern. If the value is less than 0, 
the set of features exhibits a dispersed pattern. 
 
Moran’s Index (I) (Moran 1948, 1950), is one of the most commonly used statistics for 
evaluating spatial dependence among variables and especially residuals of statistical 
models. It is an auto-covariance function between the original variable and its spatially 
lagged variable (Haining, 2009). The spatially lagged variable is defined as the mean 
value of neighbouring observations. It is obtained by multiplying the vector of a 
particular variable by an exogenous spatial weights matrix that has to be constructed. 
 
The statistical method used were the global measures of Moran’s I and Local Indicators 
of Spatial Association (LISA). While Moran's I provides information on the overall 
spatial distribution of the data, LISA provides information on types of spatial 
association at the local level. LISA statistics can also be used to identify influential 
locations in spatial association analysis. 
 
The increased availability of large spatially referenced data sets and the sophisticated 
capabilities for visualization, rapid data retrieval, and manipulation in geographic 
information systems (GIS) have created a demand for new techniques for spatial data 
analysis of both an exploratory and a confirmatory nature (Anselin and Getis 1992; 
Openshaw, 1993). Although many methods are available in the toolbox of the 
geographical analyst, only few of those are appropriate to deal explicitly with the 
"spatial" aspects in these large data sets (Anselin 1993b).  
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In exploratory spatial data analysis (ESDA), the predominant approach to assess the 
degree of spatial association still ignores this potential instability, as it is based on 
global statistics such as Moran's I or Geary's c (as in Griffith, 1993). A focus on local 
patterns of association (hot spots) and an allowance for local instabilities in overall 
spatial association has only recently been suggested as a more appropriate perspective, 
for example, in Getis and Ord (1992), Openshaw (1993), and Anselin (1993b). 
 
Anselin (1995) argues that local indicators of spatial association (LISA) indicators 
allow for the decomposition of global indicators, such as Moran's I, into the contribution 
of each individual observation. This class of indicators may become a useful addition to 
the toolbox of ESDA techniques in that two important interpretations are combined: the 
assessment of significant local spatial clustering around an individual location, similar 
to the interpretation of the Gi and G; statistics of Getis and Ord (1992); and the 
indication of pockets of spatial non-stationarity, or the suggestion of outliers or spatial 
regimes, similar to the use of the Moran scatterplot of Anselin (1993a). Local spatial 
clusters, sometimes referred to as hot spots, may be identified as those locations or sets 
of contiguous locations for which the LISA is significant. 
 
 
6.7 Analyses and Results 
 
This study is based on housing data from Johor Bahru, which is located on the southern 
part of Malaysia. We are using the whole population sample of housing units in Johor 
Bahru. Figure 6.1 shows clustered patterns of housing market structure as a whole. It is 
indirectly explain the association of spatial weight in between different housing types, 
under similar housing schemes. The data entry contains of about 134,000 housing data. 
The datasets are collected from Johor Bahru City Council, Malaysia. From the result, 
there are more outliers in the Moran’s I scatterplot in Figure 6.1, compared to other 
Moran’s I figures (figure 6.3, 6.5 and 6.7); though figure 6.9 is showing an entirely 
different pattern. These differences of outliers could be useful in the future spatial 
autocorrelation analysis on spatial outliers, to identify the capabilities on non-
randomness of outliers.  
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Figure 6.1: Local Moran’s Index Scatterplot for All Housing Types in Johor Bahru 
(Moran’s I : 0.98) 
 
Figure 6.1 confirms strong clustered pattern for the general housing scheme in Johor 
Bahru as it represents all housing types available in the city. We expect the majority of 
the housing type will equally follow this pattern as well (the most sought after type).  
 
Can (1998) mentions that differences in household incomes and preferences, along with 
systematic spatial variations across neighbourhoods, lead to spatial segmentation. 
Obvious segmentation can normally be found in household income, race and ethnicity, 
and lifestyle preferences within a given metropolitan area. It can be concluded that 
clustering patterns are more distinct when they are analyzed within the same housing 
type, as compared to all types (as shown in figure 6.2), supporting the theory of 
homogeneity. These similarity issues might not only come from similar housing 
structural and spatial attributes, it could also derived from similar household needs on 
certain neighbouring and local features.  
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For example, households with young children may prefer single-family to multifamily 
housing. Those with modest income may face a limited set of locations that fit their 
needs and preferences and may need to settle for cheaper rental units in inner-city 
neighbourhoods with easy access to public transportation. Those with higher income, on 
the other hand, may be able to afford single-family structures in suburban settings with 
better educational quality. To the extent that income correlates with race and ethnicity, 
spatial segmentation results in residential segregation in an urban area. In addition to 
market forces, institutional barriers; including redlining and discrimination by landlords, 
real estate agents, and building/housing codes and zoning regulations; reinforce spatial 
segregation by limiting the entry of certain racial and ethnic groups to certain 
neighbourhoods. In some cases, public policies and programs further promote spatial 
differentiation when they target certain neighbourhoods or certain household groups in 
housing and social service delivery. Limited information about neighbourhood 
conditions may further restrict the locational choices of minority households (Can, 
1998). 
 
In the context of spatial autocorrelation, the localized phenomena of interest are those 
areas on the map (figure 6.2, 6.4, 6.6 and 6.8) that contribute strongly to the overall 
trend (which is positive autocorrelation). Method that enables an analyst to identify 
localized map regions where data values are either strongly positive or negative when 
associated with one another is collectively known as Local Indicators of Spatial 
Association (or LISA). 
 
Interpretation of LISA map is very straightforward. Red highlighted regions have high 
values of the variable and have neighbours with high values also (high-high). As 
indicated in the legend, blue areas are low-low in the same scheme, while pale blue 
regions are low-high and pink areas are high-low. The strongly coloured regions are 
therefore those that contribute significantly to a positive global spatial autocorrelation 
outcome, while paler colours contribute significantly to a negative autocorrelation 
outcome.  
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In the Johor Bahru case, the strongly correlated areas (red) also means, areas that are 
highly dependent towards their similarities in physical attributes in order to form their 
homogeneity clusters in the neighbourhood. While the low-low areas indicating the 
independent recognition of each property of each other’s price and attributes, but related 
well with the locational similarity of each other.  In other words, the underlying spatial 
features for the red and blue areas needs further investigation especially for the 
developers to recognize the potential spatial attributes of future ‘favourite’ housing 
areas. This is actually very critical in determining price of new housing scheme as well, 
as it could definitely raise unbalance price speculation for the newly recognized area.  
 
 
Figure 6.2: Local Indicators Spatial Association (LISA) Cluster Map for All Housing 
Types in Johor Bahru. 
 
A significant difference in carrying the housing unit in a population as compared to very 
focused on housing type is the existence of non-random outliers. These non-random, but 
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significant units may or may not show a new perspective of spatial association for a 
certain housing types. In Figure 6.2, in the northern area of the map shows an existing 
small sub-cluster (or overlap of cluster) pattern of possibly a different housing type than 
the normal (highly sought after) terrace, which is unidentified in figure 6.4. This 
missing sub-cluster in some ways make the map looks ‘cleaner’, and gives more 
obvious delineation of clusters boundaries of either similar or dissimilar in spatial 
weight, which concludes to either highly dependent towards their neighbourhood effects 
or highly independent.  
 
 
Figure 6.3: Local Moran’s I Scatterplot for Terrace House in Johor Bahru  
(Moran’s I : 0.99) 
 
The indication of local patterns of spatial association may be in line with global 
indication, although this is not necessarily the case. In fact, it is quite possible that the 
local pattern is an aberration that the global indicator would not pick up, or it may be 
that a few local patterns run in the opposite direction of the global spatial trend. The 
second requirement in the definition of a LISA statistic is to allow for the 
decomposition of a global statistic into its constituent parts. This is of interest to assess 
the extent to which the global statistic is representative of the average pattern of local 
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association. If the underlying process is stable throughout the data, then one would 
expect the local indications to show little variation around their average (as in all 
clustered patterns in figure 6.2, 6.4, 6.6 and 6.8). Although figure 6.8 shows some 
similar pattern with the general housing scheme (with overlap cluster in northen area).  
 
 
Figure 6.4: Local Indicators Spatial Association (LISA) Cluster Map for Terrace House 
in Johor Bahru. 
 
In other words, local values that are very different from the mean (or median) would 
indicate locations that contribute more than their expected share to the global statistic. 
These may be outliers or high leverage points and thus would invite closer scrutiny 
(Anselin, 1995). This second interpretation of LISA statistics is similar to the use of a 
Moran scatterplot to identify outliers and leverage points for Moran’s Index (Anselin 
1993a). In general, it may be more appropriate than the interpretation of locations as hot 
spots suggested in the previous section when an indicator of global spatial association is 
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significant.   
 
Figure 6.5: Local Moran’s I Scatterplot for Semi Detached House in Johor Bahru 
(Moran’s I : 0.99) 
 
 
Figure 6.6: Local Indicators Spatial Association (LISA) Cluster Map for Semi Detached 
House in Johor Bahru. 
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Figure 6.7: Local Moran’s I Scatterplot for Detached House in Johor Bahru  
(Moran’s I : 0.98) 
 
 
Figure 6.8: Local Indicators Spatial Association (LISA) Cluster Map for Semi Detached 
House in Johor Bahru. 
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Figure 6.9: Local Moran’s I Scatterplot for Flat House in Johor Bahru  
(Moran’s I : 0.66) 
 
Figure 6.10: Local Indicators Spatial Association (LISA) Cluster Map for Flat House in 
Johor Bahru. 
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Figure 6.10 shows a different cluster pattern if compared with the previous figures. The 
clusters are very small and high in distance from each other. It confirms a small number 
of flat housing developments are taken place in Johor Bahru, and it also shows a weaker 
clustering pattern for this type of house. Figure 6.9 also confirms the conclusion with a 
slightly lower value of Moran’s Index of 0.66, though, it still suggesting clustering 
effect rather than a disperse pattern.  
 
 
6.8 Conclusion 
 
Can (1998) mentions that regardless of neighbourhood differentials, housing prices are 
expected to vary systematically across the urban landscape as a result of spatial 
variations in the physical qualities of the residential stock; type, style, quality, density, 
etc. Spatial externalities associated with neighbours and neighbourhood conditions are 
expected to become an additional ‘‘premium’’ (if positive) or ‘‘discount’’ (if negative). 
There can be substantial differences in the selling prices of houses with similar 
structural characteristics; for example, age, number of bathrooms, and lot size, 
depending on geographic location and neighbourhood context.  
 
Although spatial analysis with Moran's Index is useful for this study, it does have 
limitations of which all should be aware. First, Moran's I (and other global indicators) is 
not powerful enough to differentiate well between a random pattern and a pattern 
without substantial spatial variations. Second, Moran's I is conditional, tied to how we 
define localities through a spatial weights matrix wij. Different definitions of the matrix 
can lead to different values interpretation of spatial dependence. Finally, the measures 
of spatial dependence are subject to the modifiable areal unit problem. The problem 
arises due to the arbitrary choice and the modifiable nature of areal units in spatial 
analysis, in the sense that they can be aggregated to form units of different sizes of 
spatial arrangements.  
 
The degree of spatial association, as measured by Moran's I, changes with different 
levels of aggregation in areal units. While we are aware of the limitations of the spatial 
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autocorrelation index, results in this chapter can be interpreted as a broad indication of 
the presence and magnitude of spatial dependence. It is very crucial to understand how 
these clusters/submarkets/segmentations transform into patterns. The patterns indirectly 
show the housing price structure.  
 
The mechanism of price determination is the key in assuming the ability of housing 
supply to meet the housing demand and certain specification of homebuyers. Terrace or 
linked properties are mostly sought after properties in Malaysia, not to mention 
affordable for first homebuyer, therefore, shows the massive supply and demand on that 
particular property type. This may act as the global perspective for Johor Bahru city 
housing clusters pattern, but the local perspective is being analyzed through different 
developments of housing types. These variations of clustering patterns will somehow 
identify the spatial (locational) effect towards residential properties and somehow helps 
identify the variation of behaviours of the housing occupants (by their housing type 
preferences). These variations give enough motivation to pursue their underlying spatial 
characters that reflects their locational decision of the residential occupiers in the next 
chapter.  
 
We conclude that the spatial clusters (as in initial stage) can be identified in a more 
strategic manner by housing type clusters patterns. Although there is a significant 
overall pattern for the housing type in Johor Bahru, it is also very crucial to understand 
that different housing types will give different perspective of their own unique spatial 
identities. Landed housing schemes in this city for example is showing more similar 
identity while high rise buildings opt for a weaker clustering patterns (possibly due to 
their lack of development). These varieties of housing types indirectly show varieties of 
housing options, with varieties of buying preferences as well. The identification of 
spatial preferences for home occupants would be of greater value for this study.  
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CHAPTER 7 
 
 
TOPOLOGICAL DIMENSION OF SPATIAL PROXIMITY 
 
 
 
 
7.1 Spatial Proximity 
 
The concept of proximity or nearness in particular is essential in many forms of human 
reasoning. It plays a role in concept categorization (Rosch et al., 1976; Rosch, 1978; 
Gardenfors and Williams, 2001), case based reasoning (Sefion et al., 2003), and of course 
spatial reasoning, to name just a few. Areas such as artificial intelligence have employed 
notions of proximity in data-mining, machine learning and other search techniques. While 
various applications require diverse nearness or proximity measures, the most intuitive 
notion is that of spatial nearness: omnipresent in human cognition, it is in many ways the 
precursor for many of the more abstract notions. Spatial proximity very much ‘‘is in the 
mind of the beholder’’, but at the same time works at a subconscious level, as reflected for 
example in the ‘‘flight and fight’’ response. Finding a formalism that covers both basic 
perception and higher levels of cognitive evaluation of spatial proximity is the real 
challenge (Brennan and Martin, 2011). 
 
Brennan and Martin (2011) argue that any model of spatial proximity should take context 
into account: for instance, one’s degree of proximity to an object depends on whether the 
object is meant to be seen or reached. Also a suitable model should incorporate conceptual 
and perceptual knowledge about objects, such as their functionality or their spatial extent. 
Within such a framework, distance is then one of the factors that determine proximity, but 
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not the measure of proximity itself. Geographic Information Systems (GIS) are a very 
relevant application area when it comes to spatial proximity, and are the focus of the work 
presented in this chapter. Most GIS support a topological data model, and allow for an 
intuitive evaluation of topology - a set of spatial relationships.  
 
Interestingly, while the proximity measure is mostly a conceptual formation, it is often 
inversely proportional to a distance measure. A suitable model of spatial proximity for GIS 
data should acknowledge the conceptual context, that is, the particular purpose of 
establishing a degree of proximity - such as the purpose to see an object or the purpose to 
reach for an object. A suitable model should also incorporate any conceptual and perceptual 
knowledge about the objects involved - such as their functionality or their spatial extent. So 
in a suitable model, distance is one factor, but it is not by itself the measure of proximity. 
At this point two views present themselves: the data flow view, the output of one phase 
becoming the input of the next phase, and the cognitive view which encapsulates both 
phases into a cognitive process (Brennan and Martin, 2011). 
 
 
7.2 Distance Analysis 
 
Location within an urban area, particularly with respect to the location of employment, is 
assumed to be a determinant of land prices within standard urban economic models. And 
because land prices, ceteris paribus, will affect house prices, one or more measures of urban 
location are frequently included in hedonic housing price models. The standard urban 
economic model (Alonso 1964; Mills 1972; Muth 1969) makes the monocentric 
assumption that employment is located in the Central Business District (CBD). Following 
this, distance to the CBD has frequently been used as a measure of location. With the 
continuing movement of employment in metropolitan areas away from the CBD, distances 
to multiple employment centres or even to all employment in the form of accessibility 
measure is increasingly used as an alternative.  
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In their seminal research developing a hedonic model for the prediction of house prices, 
Kain and Quigley (1970) include structural characteristics of the housing unit, 
neighbourhood characteristics, and distance to the CBD. Reviews of hedonic models 
(Bowen et al. 2001; Malpezzi 2003) describe such models as including housing structure 
characteristics, the social and natural environment (neighbourhood characteristics), and 
location within the market. Witte et al. (1979), in one of the first attempts to explicitly 
apply Rosen’s (1974) theory of implicit markets to the development of a hedonic housing 
price model, included distance to the CBD among the neighbourhood characteristics, and 
this loaded heavily on an accessibility measure derived using principal components analysis. 
The relationship of this accessibility measure to house prices varied in sign and significance 
in the analyses. 
 
Bender and Hwang (1985) cite numbers of hedonic tests that have not supported the mono-
centric negative price gradient, with estimates of either significant positive relationships or 
non-significant relationships. Coulson (1991) likewise observes that prior research has had 
great difficulty in verifying the decline of land prices and land consumption with distance 
from the CBD, noting in particular that in tests of rent gradients, estimation has often 
yielded positive or in- significant values. He does find a negative rent gradient when 
estimating a hedonic model in the simple, mono-centric case of State College, Pennsylvania.  
 
Arguing that the mono-centric assumption of employment concentrated in the CBD no 
longer reflects the patterns of contemporary urban areas, other researchers have examined 
the use of distances to multiple employment centres to predict population and employment 
densities and later, land values and house prices. Griffith (1981) develops such a model to 
predict population densities in Toronto. Gordon et al. (1986) and McMillen and MacDonald 
(1998) use distances to multiple employment centres in models to predict both population 
and employment densities in Los Angeles and suburban Chicago respectively. McDonald 
and McMillen (1990) use distances to multiple centres to predict land values in Chicago 
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(though not in the context of a hedonic model), also including distances to transportation 
infrastructure (interstate highways and commuter rail).  
 
Bender and Hwang (1985) use the distance to the nearest of several employment centres in 
Chicago in a hedonic model predicting house prices. Orford (1999) combines distances to 
multiple employment centres with distances to other regional amenities in predicting 
housing prices. All of these studies found distances to secondary employment centres to be 
significant, with their inclusion in the models improve predictions beyond those obtained 
by using only distance to the CBD. 
 
Heikkila et al. (1989) use a hedonic model with multiple employment centres to examine 
land values in Los Angeles, and Waddell et al. (1993) add distances to other regional 
amenities to predict housing prices. These two studies also found distances to employment 
subcentres to be significant predictors but come to the provocative conclusion that distance 
to the CBD may no longer be a significant determinant of land values and housing prices. 
 
 
7.3 Nearest Neighbourhood Method 
 
“Nearest neighbour methods” include at least six different groups of statistical methods. All 
have in common the idea that some aspect of the similarity between a point and its nearest 
neighbour can be used to make useful inferences. In some cases, the similarity is the 
distance between the point and its nearest neighbour; in others, the appropriate similarity is 
based on other identifying characteristics of the points (Dixon, 2001). 
 
Spatial point process data describe the locations of “interesting” events, and (possibly) 
some information about each event. Usually, the locations of all events in a defined area are 
observed (completely mapped data), but occasionally only a subset of locations are 
observed (sparsely sampled data). Univariate point process data includes only the locations 
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of the events; marked point process data includes additional information about the event at 
each location (Stoyan and Stoyan, 1994). 
 
The measure of spacing which Clark and Evans (1954) propose is a measure of the manner 
and degree to which the distribution of individuals in a population on a given area departs 
from that of random distribution. The randomness employed here is a spatial concept, 
intimately independent upon the boundaries of the space chosen by the investigator. A set 
of points maybe random with respect to a specified area but decidedly non-random with 
respect to a larger space which includes the specified area. The selection for investigation 
should be chosen with care. The distance from an individual to its nearest neighbour, 
irrespective of direction, provides the basis for this measure of spacing.  
 
Dixon (2001) explains the point-event distribution, F(x), considers the distance between a 
randomly chosen location (not the location of an event) and the nearest event. This can be 
estimated by choosing m locations in the study area and computing the distance from each 
location to its nearest neighbour. As with G(w), edge effects complicate estimation of the 
cumulative distribution function. An edge-corrected estimator is 
 
   (1) 
 
Where xI is the distance between a point and its neighbouring event and dI is the distance 
between a point and its nearest boundary. When the events are a realization of (Complete 
Spatial Randomness (CSR), X, the point-event distance, and W, the nearest neighbour 
distance have the same distribution, so F(x) =1 − exp (−ρπx2). However, the effects of 
deviations from randomness on F(x) are opposite of those on G(w)(nearest neighbour 
distribution) . Values of F(x) above the expected value (1) indicate regularity. Values below 
the expected value indicate clustering. 
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In our study, distance matrices are derived between housing sample locations with eight 
dimensions of spatial distances. They are the allocation points of CBD, green and open 
spaces, recreational and sports, security points, education and health, gated and guarded 
residential areas, shopping complexes and transportation nodes. The computed distance 
matrices are then treated as spatial variables for the housing sampling units.  
 
 
7.4 Spatial Interactions 
 
Spatial interaction is the representation and simulation of flows of activity between 
locations in geographical space. Locations are usually represented as discrete points in 
space, which in many applications might approximate an area. The flows range from 
physical flows of materials, such as freight; flows of people, such as traffic or migration; 
flows of ethereal activity, such as emails, telephone calls, and visits to web sites; as well as 
more abstract linkages that occur in space, such as patterns of marriage and friendship, 
which are the activities associated with social networks (Batty, 2012). 
 
Batty (2012) says the focus of these representations is on models that simulate interactions 
in which the time over which such interaction takes place is significant. There is a key 
distinction between routine and occasional interaction. Traffic in a city represents the most 
routine of these kinds of activity, occurring at any time of the day or night. Contrast this to 
infrequent flows, such as migration between regions or house moves within a city. 
However, in general, the representation of flows does not vary much according to type, 
with both traffic and migration flows being represented and simulated by similar models. 
 
Great progress was made with spatial interaction models from the 1960s to the 1980s, when 
they were embedded within wider theoretical framework and shown to be consistent with 
various optimization processes in physics and economics. First, the development of 
entropy-maximizing methods, in which spatial interaction is predicted by maximizing the 
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uncertainty or entropy of the system subject to key constraints on their form, which were 
needed to ground them in space. This framework was popularized and heavily exploited by 
Wilson (1970), who argues that entropy was related to the total number of possible spatial 
configurations of an interaction pattern. By selecting the most likely of these to occur at a 
macro-scale level, by maximizing entropy, the resulting model was one that was the most 
likely to emerge under many different configurations of individual interactions at the micro 
scale.  
 
Various forms of spatial interaction model can be derived when entropy is maximized, 
subject to a constraint on the total energy or total distance travelled. In short, if one 
maximizes entropy subject to some constraint on how much interaction can take place, then 
a generic form of spatial interaction models results, with the impedance or deterrence 
function specified as a negative exponential function of distance (or travel cost, or travel 
time). The mass terms, the attractors, can be similarly derived, while different forms of 
deterrence function emerge when the different forms of constraint on total interaction 
distance or cost or time are specified (Batty, 2012).  
 
Batty (2012) explains that what is powerful about this framework, however, is that it 
enables consistent models to be derived when the set of constraints on interaction are varied 
systematically. Wilson (1970) thus derived a family of spatial interaction models in which 
constraints only on total interaction distance generate the unconstrained model, constraints 
on either origins or destinations generate the locational or singly constrained models, and 
constraints on both origins and destinations generate the doubly constrained model.  The 
latter model is the one most widely used in trip distribution as part of the four-stage 
transport modelling process, whereas the first one is referred to as the geographers’ gravity 
model, as it was formulated before the entropy-maximizing framework was developed. 
 
In contrast to entropy maximizing, economists working in a spatial framework came to 
derive this class of model by formulating a utility function akin to entropy and set about 
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maximizing this subject to similar constraints on interaction and location. After various 
early attempts in the 1960s, this idea was embedded within the emerging theory of discrete 
choice. Thus, utility in economics was extended to embrace uncertainty in choice as 
reflected in consumer preferences, linking the theory to more fundamental ideas in choice 
theory and the basic theory of consumer demand.  
 
In essence, consumers, in this case, travellers, choose trips with respect to different 
alternative decisions, which reflect different benefit-cost trade-offs that might be realized 
by travelling to different locations. In essence, the models that emerged were quite similar 
in form to the gravity models, except that methods for their calibration using the various 
econometrics theories developed for testing consumer demand functions could be employed. 
Much greater scrutiny of model structures and estimates could then be developed. Spatial 
interaction models have become key components in more general urban models, and the 
cutting edge of research tends to be in either new generations of comprehensive land use 
model or in the transportation modelling process. In the 1960s, the most widely developed 
urban development model used spatial interaction as the basis of its subcomponents, and as 
these cross-sectional static models were gradually replaced with dynamic equivalents and 
the focus moved from aggregate to disaggregate, spatial interaction models were adapted 
accordingly (Batty, 2012).  
 
The current wave of land use transport models fuses spatial interaction concepts usually 
articulated in terms of utility maximizing or discrete choice models with highly 
disaggregate behavioural processes in which individuals and agents represent the system 
being simulated. Spatially integrated urban systems may have a highly unbalanced 
functional structure whereas functionally balanced urban systems may be weakly spatially 
integrated (Burger et al., 2011; Burger and Meijers, 2012). While the balanced distribution 
of flows is a distinguishing feature between polycentric and monocentric urban regions, 
spatial integration is in fact a prerequisite of an urban region per se since an urban region 
necessitates some extent of integration in order to be considered a single functional entity. 
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7.5 Kernel Density 
 
There are a variety of spatial tools developed to assist the understanding of the changing 
geographies of point patterns. One promising of these tools is kernel density estimation 
method. Kernel Density Estimation (KDE) (or Parzen window method, named after 
Emanuel Parzen) is a nonparametric method of estimating the probability density function 
of a random variable (Zhang and Karunamuni, 2009). The method is particularly useful for 
analyzing and displaying point data. The occurrences of events are shown as a map of 
scattered (discrete) points, which may be difficult to interpret. The kernel estimation 
generates a density of the events as a continuous field, and thus highlights the spatial 
pattern as peaks and valleys. The method may also be used for spatial interpolation.  
 
A kernel function looks like a bump centred at each point xi and tapering off to 0 over a 
band width or window. The kernel density at point x at the centre of a grid cell is estimated 
to be the sum of bumps within the bandwidth (Wang, 2006). If x1, x2, ..., xN ~ ƒ is an 
independent and identically-distributed sample of a random variable, then the kernel 
density approximation of its probability density as (2): 
      (2)   
 
Where K is some kernel and h is a smoothing parameter called the bandwidth. Quite often 
K is taken to be a standard Gaussian function as (3) with mean 0 and variance 1: 
       (3) 
The KDE method divides the entire study region into predetermined number of cells and 
draws a circular neighbourhood around each feature point (housing) and then a 
mathematical equation is applied that goes from 1 at the position of the feature point to 0 at 
the neighbourhood boundary (Cadre, 2006). 
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The description of the urban structure based on the KDE method has been recognized to be 
a more “accurate approach” than conventional density estimations (Carlson and 
Dierwechter, 2007: 215). By the KDE method, urban density estimations – based on 
individual buildings – are distributed throughout the urban landscape. Then urban densities 
could depict various aspects, for instance, the available urban resources from a pedestrian 
perspective or density classification from a planning perspective. These aspects are 
reflected in the design of the KDE method by the influencing area of each building defined 
by the bandwidth and the distribution pattern of the density within that area defined by the 
kernel function. 
 
The KDE method calculates local densities based on the Kernel function and the bandwidth. 
These components of the KDE methods should be designed to mirror urban aspects that 
have implications of some planning issues like for instance the walk able city. Even so, this 
kind of density measures does not give information about the accessibility to urban space – 
as it does not include any travel time measure. However, it is a quite easy approach to 
expose various aspects of urban densities in a consistent way. Further researches of interest 
include the impact of scale. For instance, urban density and mixed urban functionality have 
different importance on different spatial levels (Carlson and Dierwechter, 2007: 215). 
 
Batty et al. (2004) extend the use of the KDE method to explore the density and the 
multifunctional aspects in polycentric urban regions (PUR): London, Randstadt and 
northeast Italy. Based on population and employment, the number of activities and the 
amount of each activity were combined in a density-diversity measure. The grid size used 
varied from 100 to 250 metres and the bandwidth varied from 0 to 1000 meters. In the case 
of London and the northeast urban region of Italy, there were an apparent linkage between 
density and multi-functionality. However, in the case of Randstadt older neighbourhoods 
and suburbs developed in a direction of increased diversity and the city centres in the 
direction of decreased diversity. Batty et al (2004) sum up with notions on the usefulness of 
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these methods within the field of evaluating urban structures in a perspective of social and 
economic activities and sustainable planning. 
 
Carlson et al (2007) broaden the use of KDE into a planning evaluation tool. Based on the 
situation that the implementation of urban growth boundaries in metropolitan areas in the 
USA is not linked to adequate assessment of the actual achievement, the KDE method was 
used to measure the spatial effect of this kind of planning regulation. Based on number of 
building permits, density estimates were calculated before and after the introduction of the 
planning policy. The investigation revealed a strong influence of the planning policy 
regarding the localization of urban growth in the study region. 
 
In the UK, Thurstain-Goodwin and Unwin (2000) use the KDE method to identify central 
areas of towns with the aim of statistical reporting and comparison. An indicator of town 
centeredness is developed based on four density components: Property (floor-space), 
economy (employment), functional diversity and visitor attractions (employment). Each 
density was obtained by the KDE method using a bandwidth of 300 meters and 20 meters 
raster. According to the authors, this analysis captured the “essential fuzziness of the town 
centre” (Thurstain-Goodwin et al, 2000: 313). 
 
 
7.6 Negative Exponential Theory  
 
We consider the traditional central place model, where consumers work downtown and live 
away from their jobs. As noted in Figure 7.1, most models would locate consumers at 
locations relative to the CBD, where the locations are defined by income. If the income 
elasticity of land demand exceeds (is less than) the income elasticity of travel costs, higher 
income individuals will locate further from (closer to) the CBD. 
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Figure 7.1: Alternative Characterizations of Submarkets 
 
The study is implementing the strategy of this theory as the basis of spatial interaction in 
the housing market. The implementation of this issue in the study area is able to help the 
explanation of different spatial dimensions’ existence.  
 
 
7.7 Analysis and Results 
 
The main purpose of this chapter is to generate possible spatial characters based on distance 
scale. The common conceptualization of spatial scale is either by distance, travel time, or 
travel cost. From the above literature, it is assumed that distance measure is suitable based 
on spatial scale for this particular study. We attempt to employ a better definition of 
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distance in the later analysis. The considerations of possible urban agglomeration patterns 
put simpler relations to distance, rather than travel time and cost. Distance in its own 
measure is much easier to illustrate in mapping perspective, without the needs to transform 
into another spatial scale type.  
 
Table 7.1 shows the important characters or dimensions of spatial distance, chosen for this 
analysis. The eight dimensions are based on neighbourhood characters; instil with facilities 
features in their purposes. It is in the awareness of this study to not include commercial 
areas as spatial points apart from distinct shopping complexes and CBD as main 
commercial points. Both characters are referring to main possible clustering areas for 
commercial interaction points. The distance characters are developed by identifying the 
nearest random event (spatial dimensions) from each allocated points (housing sample). 
Each appropriate pair distance is then analyzed for the calculation of distance matrix (point 
to nearest event ((f function) as explained above) for each spatial dimension.  
 
Map of Johor Bahru main point (figure 7.2) stands as basic understanding of current Johor 
Bahru city structure in general. It is to compliment the annotation of Kernel Density 
Estimation maps layout, which will be presented in a simpler layout of housing 
distributions. It is important to identify the selected CBD point of Johor Bahru in the spatial 
dimension is located in point A (as in figure 7.2).  
 
In figure 7.3, the kernel density map is showing the spatial distribution pattern of 134,603 
units of housing sample. The housing samples include all housing types developed by the 
developers. The squatters and urban villagers’ houses are not included in the study. The 
illustration helps view the spatial interaction of these housing units in related to CBD 
location. The main result from this map is the appearance of new centres in other than area 
A.  The colours towards red image show higher in density of housing distribution. The red 
spot indicates the highest and intense distribution of house that relates to distance from 
CBD.
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Table 7.1: Selected Spatial Characters for Distance Matrix Configuration 
CBD Education 
and Health  
Green and open 
space 
Recreational 
and sports 
Security Transportation 
nodes 
Gated and guarded 
residential areas 
Shopping 
complexes 
CBD 
point 
Hospitals Green areas Hotels Fire stations Bus terminals 12 gated and 
guarded residential 
property areas 
27 shopping 
complexes 
points 
 Education 
institutes 
Open space Golf courses Police stations Taxi stands   
 Clinics Future development 
lands 
Polo fields Community 
centres 
Zebra crossings   
 Colleges Reserved areas Zoo City cctv areas Bus Stops   
 School 
Complexes 
Playgrounds Sports 
complexes 
    
 Inter-colleges Buffer zones Stadium      
 Policlinics Parking lots      
 Health centres Agricultural areas      
 Convention 
centres 
      
 Medical 
centres 
      
 Kindergartens       
 Universities       
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Figure 7.2: Johor Bahru main points.   
Source: South Johor Economic Region (SJER) 
 
 
Figure 7.3: KDE housing distribution by CBD distance, with gradient density and 
histogram plot  
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In negative exponential theory, applied into distance decay analysis by Colin Clark (1951), 
and being supported by Alonso (1964), Mills (1972) and Muth (1969), they justify the 
negative relations of house price with distance. Further locations of the house from CBD, 
the lower the price, and the nearer the house from CBD, the higher the house price. In 
simpler definition in relation to this study; the further the location from the CBD, the higher 
the house distribution numbers in the area. Figure 7.2 illustrates this theory well, where the 
distribution area is moving towards the north area of Johor Bahru; moving away from the 
CBD area. An indication of spatial expansion is obvious in this case. This could be seen 
from the histogram plots of figure 7.3 where the higher distribution is in further distance 
from the CBD. The histogram plot shows even dispersion of distribution in different areas, 
which indicate a very strong monocentric pattern of housing formation at about 11000 
meters from CBD. The other centres show weak performance in their respected distribution 
due to large differences of frequency in compared to the northern hotspot.  
 
Figure 7.4: KDE housing distribution by         Figure 7.5: KDE housing distribution by  
education and health distance                           green and open space distance 
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Figure 7.6: Density gradient of KDE by          Figure 7.7: Density gradient of KDE by 
education and health distance.                          green and open space distance 
  
Figure 7.8: Histogram plot of KDE by             Figure 7.9: Histogram plot of KDE by 
education and health distance.                          green and open space distance 
 
A total of eight spatial dimensions are being recognized in this study. Figure 7.3 until 7.10 
shows KDE relationships between intended spatial distances and the housing observations. 
Kernel Density is a useful analysis scheme to identify new central of town. Figure 7.3 is to 
identify the possible spatial movement of the city. As in Batty et al, (2004), we use KDE 
method to explore the density and the multifunctional aspects in polycentric urban regions 
(PUR). This study uses 3000 meters as their bandwidth estimation. Polycentric 
identification also allows an improved city structure from negative exponential theory. 
Johor Bahru city shows capability of dynamic spatial relationships activities.  
 
Each housing unit responds differently towards different spatial characters. Figure 7.4 of 
education and health spots interactions identified capabilities of producing polycentric 
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regions around their location points. Interestingly, education and health locations deemed 
the highest probability distribution among other characters. It reaches more than 0.20% 
(figure 7.6) of the sample populations. Education is very interactive with housing market 
demand. Near locations of higher education, for example universities and colleges, raise 
interest to accommodate around the areas from students and universities’ staffs. Schools are 
also interesting to provide easy access of knowledge. Shorter distance between house and 
schools represents safe and easy commutation paths for the younger students. The security 
concern for the students is of high importance for the parents, which explains a very high 
population in less than 250 meter distance (figure 7.8).  
 
Health centres such as hospitals and clinics play important role in the community behaviour. 
Emergency cases often need the nearest health centres to act on patients, and the staffs need 
to be available on emergency call. Shorter commuting distance of staffs’ housing areas and 
hospitals is important.  These developments of focused functional centres contribute to 
allocation of behaviour of specific residents groups.  
 
In this study open space and green areas are identified from mostly non-development areas; 
apart from parking lots. Though parking lots are usually facilitating the transportation 
services, most of the housing units already have their own personal parking space. We 
identify parking lots as non-structural areas; Johor Bahru does not familiar yet with solely 
built-up parking spaces.  
 
These selected areas do not respond positively in terms of distance with housing samples. 
Though the KDE map (figure 7.5) does show similarity with northern hotspot identity; a 
little further towards north, the other areas of the city respond negatively. A major 
difference if compared with education and health dimension, the probabilistic housing 
distribution is less than 0.04% (figure 7.7). Although it has lower density level than the 
previous said dimension, it does have its highest population very close towards this spatial 
character, which is within less than 400km (figure 7.9).  
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Figure 7.10 illustrates housing population interactions with distance towards sports and 
recreational points. Although the performance in its probability is not as high (figure 7.12) 
as education and health dimension, it does generates a strong polycentric centres. This new 
centres are more clustered than the latter. The strong indications of orange colour in all 
hotspots demand useful attention. The interest of housing buyers to live near recreational 
and sports areas is in line with education-and-health’s responds towards housing. The 
increase of awareness in health does support the easier mobility towards recreational and 
sports areas, while students in educational institutions are active users for these group of 
locations.  
 
The previous annotation of security and comfortability elements in housing population 
gives identity resemblance towards figure 7.11. The KDE pattern on housing distance 
relationships with security related points such as police stations and fire departments are 
identical with the two elements. Imitating green and open space map, this spatial character 
also shows a further up north centre, and with mono-centric identity. It performs higher in 
probability dense (figure 7.13) within nearer distance (figure 7.15), than green-and-open-
space’s distributions.  
 
  
Figure 7.10: KDE housing distribution by         Figure 7.11: KDE housing distribution by  
recreational and sports distance.                         security distance. 
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Figure 7.12: Density gradient of KDE by         Figure 7.13: Density gradient of KDE by 
recreational and sports distance.                        security distance. 
  
Figure 7.14: Histogram plot of KDE by             Figure 7.15: Histogram plot of KDE by 
recreational and sports distance.                         security distance. 
 
  
Figure 7.16: KDE housing distribution by         Figure 7.17: KDE housing distribution by  
transportation nodes distance.                            gated and guarded residence distance. 
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Figure 7.18: Density gradient of KDE by         Figure 7.19: Density gradient of KDE by 
transportation nodes distance.                           gated and guarded residence distance. 
  
Figure 7.20: Histogram plot of KDE by             Figure 7.21: Histogram plot of KDE by 
transportation nodes distance.                            gated and guarded residence distance. 
 
Figure 7.16 is not identical with the rest of the KDE patterns. It shows a wider dispersion of 
distribution nodes (figure 7.20). Although the map does show capability of performing 
polycentric city from transport point of views, but they are weak clusters. Having the 
lowest probability dense among the others, and positive interaction (figure 7.18) shows 
incapability of transportation nodes to attract housing demands. This positive relationship is 
similar with CBD distance character (figure 7.3), but it does not interact well with the 
housing samples locations and shows uneven distribution within the distance band (figure 
7.20). The area of available house population is very far, highest density is further than 
50,000 meters (figure 7.18), and similar to CBD distance KDE gradient, the housing 
probability is under 0.02%.  
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Gated and guarded is an increasingly popular housing development. Their main focus is to 
provide high level of safety and comfortable living. The locations are usually strict in 
security measurements and at most times provide greener and more structured facilities for 
the residents. These implemented elements are adjusting well with the housing demand. 
Their situated locations are usually in a very desirable area. The image of the area is 
concerned with proper planning towards sustainability development. The adjacent locations 
near to this area are expected to have a better impact. Hence, the needs to rectify the spatial 
interaction of unit samples with these residential areas.  
 
The impact is not very high from probability point of view, as it shows around 0.02% in the 
KDE gradient (figure 7.19). But from distance point of view, it does show high housing 
population in less than 100 meters (figure 7.21) of distance. The interesting finding is how 
this spatial dimension could form a polycentric feature of Johor Bahru city. Despite the low 
density level, the strong inclination - hotspots are focused and intense in some areas – 
towards polycentric formation is an important identity.  
 
The final spatial dimension in consideration is housing distance from shopping complexes. 
The study does not consider commercial areas in its in depth study in order to clearly 
identify housing parameters on its own perspective. But shopping complexes points are 
taken into consideration in order to represent distinct and more appropriately located 
business areas.  
 
Figure 7.22 shows the spatial pattern of housing demand located near to these complexes. 
The highest distribution is located within 150 meters from these points. Similar to CBD and 
transportation nodes of KDE gradients, housing probability near to shopping complexes is 
attained under 0.02% (figure 7.23). This spatial character able to produce a strong mono-
centric area, as the housing is distributed around 150 meters of the shopping complexes 
(figure 7.24).  
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Figure 7.22: KDE housing distribution by shopping 
complexes distance. 
 
  
Figure 7.23: Density gradient of KDE by         Figure 7.24: Histogram plot of KDE by 
shopping complexes distance.                           shopping complexes distance. 
 
Shopping complexes points in their own functional use is to group sets of different 
consumer services under one roof. This function is very attractive within current consumers’ 
behaviour. The easier access and less travel cost – in order to find different consumer needs 
– are very effective in generating customers’ satisfaction.  
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7.8 Conclusion  
 
Table 7.2 is a summarized version of all eight spatial dimensions, in order to better justify 
the outcomes, with more definite argument. It is of obvious reason that the KDE ability to 
recognize polycentric effects is very useful and allows Johor Bahru city to escape the 
negative exponential phenomena and have possibility to grow towards multi nodal city. 
Polycentricity is a result of spatial interaction. These interactions are normally viewed in 
one or two spatial dimension combination. But for this chapter, we decided to show 
separate layout to extract the spatial scales unique variability in their spatial interactions 
with housing population. This is accordingly with Davoudi (2013) theory, where 
polycentricity can also be understood differently when measured at different scales. 
 
If polycentric sentiment is an important consideration in spatial studies, then the characters 
of building polycentric region are very pertinent in our discussion. Table 7.2 is a foundation 
of this preliminary understanding of polycentric characteristics. Three out of eight spatial 
dimensions produce multicentre (polycentric) effect.  They are educational and health, 
recreational and sports, and gated and guarded residential areas. 
 
We outline the indication of polycentric performing dimension in three main constitutions: 
- Their positive relationship between housing density and spatial distance indirectly 
compliment the negative exponential character of CBD distance matrices. Higher 
population in near spatial distance indicates lower land price in the area, hence 
possibly lower housing price in further distance than CBD location as well. The 
hotspots areas of polycentric dimensions – in KDE cluster maps - show CBD 
outskirt locations.  
- Based on histogram plots, their histograms plots are usually centred instead of 
dispersed, and have higher peaks than Gaussian normal distribution in their KDE 
density gradients. This indicates a very strong formation base of multi-centres. In 
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most characters, their highest distribution areas are placed under 1km from the 
spatial characters’ locations.  
- It is also very important to notice that even though they are centrally clustered; their 
percentage (%) of distribution is not as high as the mono-centric dimensions. They 
attain the highest of 7% in frequency, a lower comparison to the 10% (the highest) 
of mono-centric dimensions.  
 
The mono-centric dimensions outlines are dissimilar from each other. Their focused region 
may or may not indicate the effectiveness of their interactions with the housing samples. In 
unison, they do have similar hotspot location, which is in further north of Johor Bahru. As 
discussed above, higher gradient line than Gaussian line in KDE graft shows more clustered 
formation of housing population around the area, hence indicating stronger mono-centric 
vindication than dimensions with below Gaussion normal distribution line. Using this 
argument as a potential guideline, only security dimension is fit within this description. It is 
also worth noticing that this dimension has the closest distance with the housing units; in 
terms of its highest frequency, which is at 40 meter distance. It also attains higher 
distribution probability %, of nearing 0.06%.  
 
This chapter concludes the discussion with table 7.3. The finding of this study helps support 
the sentiment of Hall and Pain (2006), and Taylor et al. (2008), where a system which may 
be polycentric at one scale may be mono-centric when examined at another scale. It is of 
interest to recognize the similarity in function between spatial characters of polycentric 
category. It could be a pre-determinant of how certain functions of spatial characters 
influence the emergence of new centres. Function identification could be of influence 
towards regions categorization and support a very functional city development growth 
strategy.  
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Table 7.2: Summary of Spatial Dimensions 
 
Key points 
CBD Education 
and Health 
Recreational 
and sports 
Gated, guarded 
residential areas 
Green and 
open space 
Security Shopping 
complexes 
Transportation 
nodes 
Relationship 
with distance  
Positive Negative Negative Negative Negative Negative Negative Positive 
Relationship 
with price 
Negative  Positive  Positive Positive Positive Positive Positive Negative 
If negative 
lower price 
 Lower Lower  Lower Lower  Lower Lower  
If positive 
higher price 
Higher        Higher 
Polycentric  Poly  Poly  Poly     -  
Monocentric Mono      Mono  Mono  Mono  -  
Highest  
probability % 
<0.02 >0.2 >0.04 0.02 0.03 >0.05 <0.02 <0.02 
Peak points Many  One  One  One  One  One  One Many  
Type of 
distribution 
Dispersed  Centred  Centred Centred Centred Centred Clustered Dispersed 
Distribution 
type 
(<1000m), 
histogram 
plot 
Low  
Almost 
0% 
High  
>3% 
High  
<5% 
High  
7% 
High 
10%  
High  
5% 
High  
>5% 
Low  
<2% 
Highest peak 
at n meter 
11000 200 950 100 <400 40 150  56000 
Position from 
Gaussian line 
Higher  Higher  Higher  Higher  Lower  Higher  Lower  Higher  
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Table 7.3: Classification of spatial dimension (hierarchy based on probability distribution). 
Polycentric Effect Monocentric Effect;  
High probability 
Monocentric Effect; 
Low probability 
Monotonous 
Effect 
Education and health Security Green and open space Transportation 
nodes 
Recreation and 
sports 
-  Shopping complexes -  
Gated and guarded 
residential areas 
-  -  -  
 
 
The above table helps recognizes classes or categories of spatial dimensions. The effect of 
dimension is being pronounced in polycentricity patterns. The emergence of polycentric 
natures in cities is an indication of multifunctional city. The findings indicate that spatial 
characters if applied in housing market perspective will be able to recognize potentially 
emerging new centres. This classification is a non parametric judgement based on KDE 
results. The final chapter will elaborate a more thorough discussion on this finding and 
further progress on the polycentric impacts on urban housing structure.  
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CHAPTER 8 
 
 
HOUSING SUBMARKET-SPATIAL  
HEDONIC LAYERS   
 
 
 
 
8.1 Spatial Networks 
 
In a more recent study, Burger et al. (2013) addressed various types of urban spatial 
interactions in order to assess the multiplicity of urban networks. Focusing on the Randstad 
region they analyzed the spatial patterns of twelve different types of flows, including daily 
activity patterns (commuting, business travel, shopping trips, etc.), intra-firm (headquarter– 
subsidiary) relations and inter-firm (buyer-supplier) relations. His findings indicated that 
the scale of spatial integration seemed to be highly dependent on the types of flows being 
observed. A vast majority of all journeys to school and shopping trips, for instance, took 
place within the same municipality, whereas most of the intra-firm networks extended 
across national boundaries.  
 
Complex systems are very often organized under the form of networks where nodes and 
edges are embedded in space. Transportation and mobility networks, internet, mobile phone 
networks, power grids, social and contact networks, and neural networks, are all examples 
where space is relevant and where topology alone does not contain all the information. 
Characterizing and understanding the structure and the evolution of spatial networks is thus 
crucial for many different fields, ranging from urbanism to epidemiology. An important 
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consequence of space on networks is that there is a cost associated with the length of edges 
which in turn has dramatic effects on the topological structure of these networks. 
 
Networks (or graphs) have long been the subject of many studies in mathematics, 
mathematical sociology, computer science and quantitative geography. In the case of 
random networks, the first and most important model was proposed by Erdos and Renyi 
(1959, 1960) at the end of the 1950s and was at the basis of most studies until recently. The 
interest in networks was however renewed in 1998 by Watts and Strogatz, who extracted 
stylized facts from real-world networks and proposed a simple, new model of random 
networks. This renewed interest was reinforced after the publication, a year later, of an 
article by Albert and Barabasi (1999) on the existence of strong degree heterogeneities. 
Strong heterogeneities were in sharp contrast with the random graphs considered so far and 
the existence of strong fluctuations in real-world networks triggered a wealth of studies. 
 
However, Barthélemy (2011) mentions that for many critical infrastructures, 
communication or biological networks, space is relevant: most of people have their friends 
and relatives in their neighborhood, power grids and transportation networks obviously 
depend on distance, many communication network devices have short radio range, the 
length of axons in a brain has a cost, and the spread of contagious diseases is not uniform 
across territories. In particular, in the important case of the brain, regions that are spatially 
closer have a greater probability of being connected than remote regions as longer axons 
are more costly in terms of material and energy (Bullmore and Sporns, 2009) . Wiring costs 
depending on distance are thus certainly an important aspect of brain networks and we can 
probably expect spatial networks to be very relevant to this rapidly evolving topic. Another 
particularly important example of such a spatial network is the Internet, which is defined by 
a set of routers linked by physical cables with different lengths and latency times. More 
generally, physical distance could be replaced by other parameters, such as a social distance 
measured by salary, socio-professional category differences, or any quantity which 
measures the cost associated with the formation of a link.  
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All these examples show that these networks have nodes and edges which are constrained 
by some geometry and are usually embedded in a two- or three-dimensional space, and this 
has important effects on their topological properties and consequently on the processes 
which take place on them. The topological aspects of the network are then correlated to 
spatial aspects such as the location of the nodes and the length of edges. 
 
 
8.2 Socio-Spatial Integration Paradigm 
 
Discussions about socio-spatial integration in the US have been primarily focused on 
research into residential segregation. The treatment of these two concepts as opposites has 
had two consequences. First, most policies for integration have been based solely on 
concepts of segregation. Second, the intensive criticism directed at integration flows more 
from those policies than from its conceptual meaning. Ruiz-Tagle (2013) review shows that, 
rather than suiting a linear approach, socio-spatial integration can be expressed as a 
multidimensional relationship that may work independently and at different scales. Socio-
spatial integration is then exposed as the opposite of social exclusion, of which physical 
proximity between different social groups is just one dimension.  
 
Integration policies have been applied in several European countries and in South Africa, 
among other places. In the case of Europe, despite the diversity of countries, most policies 
have failed to stop ethnic and socioeconomic segregation (Andersson et al., 2010; Bolt, 
Phillips and van Kempen, 2010). Many policies have created further problems of 
disintegration (when they are based on dispersion) and constrained housing stocks (Bolt, 
Phillips and van Kempen, 2010; Phillips and Harrison, 2010). Similar to the US, the most 
excluded population has not benefited from integration policies but has suffered from them, 
and the middle class has been the point of reference for social and cultural norms (Blanc, 
2010; Bacqué et al., 2011).  
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More generally, some authors have criticized social mixing’s being used to facilitate 
control over the poor by atomization, and as a compensation for lack of integration at the 
national scale (Uitermark, 2003). In the South African case, integration policies have 
marked a significant change from apartheid times, and in some places there is peaceful 
coexistence between different races (Lemanski, 2006a; 2006b). The processes of relocation 
have created new identities, sometimes making race less important than other factors such 
as the building of norms, housing politics, crime, legality and the like (Oldfield, 2004; 
Lemanski, 2006b). However, demographic mixing has masked a lack of social interaction 
and the persistent segregation of institutions and their practices (Lemanski, 2006a). In other 
words, physical desegregation is not leading directly to social integration. Besides, there is 
a growing tendency for more class-than race-based segregation in this new post-apartheid 
era (Lemanski, 2006b).  
 
In more general terms, several authors have criticized the vast gap that exists between 
policy rhetoric and effective policy outcomes (Blanc, 2010; Bolt, Phillips and van Kempen, 
2010). Integration has been proven not to be a mechanical consequence of desegregation 
(Lemanski, 2006a). Instead, authors claim that constructive social development should go 
beyond housing renewal and social engineering, and create real redistribution (Blanc, 2010; 
Phillips and Harrison, 2010; Bacqué et al., 2011). Social mixing has been found to have 
contradictory aims. It encourages urban equity but undermines the right to choose. In other 
words, equality and freedom are in critical opposition (Blanc, 2010). 
 
Different disciplines make use of the word ‘integration’ differently. In mathematics, it 
refers to ‘the process of computing an integral; the inverse of differentiation’ (Farlex Inc., 
2010); and in psychology, integration involves ‘the organization of the psychological or 
social traits and tendencies of a personality into a harmonious whole’ (Farlex Inc., 2010). In 
economics, integration means ‘the process by which two or more countries proceed to 
eliminate, gradually or immediately, the existing discriminatory barriers between them for 
the purpose of establishing a single economic space’ (Orantes, 1984: 143). A related 
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definition in politics asserts that integration ‘deals with the need to establish, along with the 
integrated space, an institutional center capable of regulating the functioning of the 
economic relations within the space’. The common feature of the economic and political 
definitions, says Orantes (1984), is the final goal of the creation of a larger space, which, 
however, carries with it the problems of loss of sovereignty and fear of disappearance.  
 
The idea of social integration, applied to human beings, refers to ‘the extent to which an 
individual participates in a broad range of social relationships’ (Brissette et al., 2000: 54). 
In terms of social theory, the concept is rooted in Emile Durkheim’s work on social 
condition and suicide, in which social interaction is associated with greater wellbeing. Thus, 
assuming integration just as mutual moral support or cohesiveness (Durkheim, 1997), one 
can find different ‘social forms’, in Simmel’s (see Wolff, 1950) sense, that do not 
necessarily imply mixture or diversity.  
 
Lefebvre (1991) maintains that social structures wear down in use and are sometimes 
transformed. But to avoid transformations, mechanisms like the enactment of laws and the 
production of space act as fixating structures, and then relations cease to be volatile. In 
other words, social relations exist as they have spatial existence, and get materialized 
through the production of space (Lefebvre, 1991; Soja, 1996). In a similar way, urban 
geographers refer to the idea of distance, which was coined by Georg Simmel, both in a 
geometric and a social sense (Ethington, 1997). Grasland (2009) suggests that sociological 
and geometric distances generate indirect pressures on the restriction of opportunities as 
part of a probabilistic approach. Similarly, Ethington (1997) affirms that geometric distance 
may influence or even produce social distance. Socio-spatial practices of distance may be 
essential influences on constructed identities of race, class, ethnicity, gender and the like. 
Therefore, one can see that the issue of integration has been always mediated by distances, 
which are crucial parts of the structures that shape social relationships. Thus, one can see 
that distance is what makes hierarchies and power relationships stricter and more concrete 
(Ruiz-Tagle, 2013). 
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8.3 Conceptual Network-Layer Approach 
 
The conceptual model lagenbenadering, which approaches spatial planning and design 
tasks by separating the different aspects of these tasks in ‘layers’, usually a substratum 
layer, a networks one and an occupation one, is based on the supposed differences in their 
rate of change. It is extensively used for spatial planning in the Netherlands and has proven 
to be quite influential in shaping spatial policy documents on national, provincial and 
municipal levels. Following the basic lay-out of the Fifth Policy Paper on Spatial Planning 
in the Netherlands (Ministerie VROM 2000), the Nota Ruimte (translates to National 
Spatial Strategy; Ministerie VROM 2006) adopted the layer approach as spatial planning 
and analysis strategy. Since the 1990s the layer approach as such has been implemented in 
the development and analysis of regional spatial visions and municipal spatial visions 
throughout the Netherlands (see e.g. Provincie Noord-Holland (2002); dRO Amsterdam 
(199)6; Hoog, Sijmons and Verschuren (1998)). In addition, the layer approach has been 
adopted as a means to influence and even set policy agendas, especially from the angle of 
earth sciences, ecological sciences and to a lesser extent cultural history (see Dauvellier, 
2001). Werksma (2003) states: “the layer approach offers a basis for cooperation, for 
investment, for accountability, for spatial principles as well as for spatial quality while it 
can help building bridges between different actors”. 
 
Previous work (Schaick, 2005) shows that a shift from primarily technical-spatial 
vocabulary to a combined technical-spatial and socio-spatial vocabulary is better supported 
in network-based conceptual models. This study drew on the work of Castells (1996), 
Lefebvre (1974), Dupuy (1991) and Heeling, Meyer and Westrik (2002). Comparing their 
conceptual models of the relation between social and technical aspects of urban systems 
shows that network approaches put more emphasis on relations between layers and on user 
dynamics. Especially the shift from a spatially oriented layer approach towards a network 
approach, giving attention to relations between layers is supported by the analysis of Dutch 
spatial planning methods in the work of Priemus (2004, 2007). 
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But looking at the layer approach from the outside, one can raise the question if this is 
enough; moreover, if these are the right type of relations between layers. Can the principle 
of superimposition be fundamentally turned into structuring layer approaches through 
linkage? Firstly, theory on housing and submarkets offers a layer approach – the housing 
complexity - that links layers not through superimposition of elements. In contrast, in this 
theory a layer approach is built by combining the spatial structure of an area with the 
topological, clustered and sequential structure of activity options, with individual and 
collective time-space behaviour and with the complex process of giving interpretative 
meaning to this structure (Schaick, 2005).  
 
Secondly, ‘place’ is the spatial-temporal phenomenon that binds together in real life the 
urban subsystems drawn separately in layer approaches. Places and other nodes in networks 
can be regarded as pivotal points for individuals, and groups and institutions. The processes 
relevant for place making are characterized by widely differing temporal scales. According 
to Doreen Massey (1994):  
 
(a) Places being conceptualized in terms of the social interactions that they tie together are 
not motionless things, frozen in time. They are processes. 
(b) Places do not have boundaries in the sense of divisions that frame simple enclosures.  
(c) Places do not have single, unique 'identities'; they are full of internal conflicts.  
(d) The specificity of place is continually reproduced, but it is not a specificity which 
results from some long, internalized history. 
 
Thirdly, the logic of interrelations in networks can give guidelines for relations within a 
network-based layer approach. Networks answer to logics of spatial scale that differ from 
logics based on geographical distance and size. Networks of both the same and of different 
orders interact in urban systems. The concept of the multiplex city as a binding principle 
suits this approach: “We would argue that the dominance of partial interpretations 
concentrating on paradigmatic examples, or specific time-space ‘samples’, is making it 
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increasingly problematic to hold sight of the idea of the urban as the co-presence of 
multiple spaces, multiple times and multiple webs of relations, tying local sites, subjects 
and fragments into globalizing networks of economic, social and cultural change.” (Amin 
and Graham, 1997). According to Amin and Graham (1997) the multiplex city answers to 
the following logics of spatial (dis)organisation:  
(a) the ‘thickness of co-present interaction’, where intense face-to-face interactions within 
urban space coexist with mediated flows of communication, and contact via technical 
media to the broader city and beyond,  
(b) the unique place density and boundedness of the city,  
(c) the importance of urban heterogeneity, and  
(d) the concentrated and complex institutional base within cities. 
 
 
8.4 Housing Submarket-Spatial Hedonic Layers 
 
Adopting the concept of network layer approach (as explained in the above literature) in the 
final step of this research, we conceptually captured the substance of spatial integration in 
order to show the original mechanism of spatial induction by developing hedonic 
framework layers (figure 8.1). The framework is based on city scale of Johor Bahru, but it 
could always expand to other regions as well, as long as they are using the same city scale. 
The framework is starting off from the bottom to the top layer, where the structure of the 
hedonic framework started off from temporal aggregate layer towards the cluster density 
layer. Each layer is independent from the other layer in terms of function, yet coherently 
connected to each other in the production of outcomes of the originating layer, towards the 
purpose and methods of the connecting layer, vice versa (due to the illustration of the 
pairing connecting arrows).  
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Figure 8.1: Housing Submarket-Spatial Hedonic Layers  
 
The framework layers are explaining the hedonic function structure of housing submarket 
analysis through the exploration of spatial layers mechanisms. Each connecting layer has 
their own unique interaction concept compared to the others, together with their own 
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unique dataset of attributes while maintaining the similarity in scale throughout the process. 
Even though the framework is being explained from bottom to top, the expectation of these 
intertwined connections is for the layers to be able to have reverse mechanism of 
exploration as well, hence the illustration of pairing arrows of up and down. While 
independently exist without the needs to connect to another layer, the hedonic function 
keeps the whole interaction processes between layers intact and purposeful.  
 
The bottom layer is the foundation of this research study. House price index (HPI) is 
selected as the area of problem origin where the useful application of hedonic is usually 
being recognized in previous researches. While temporal aggregation is selected as based 
layer, which acts as form of foundation to incorporate the periodic issue where the hedonic 
function takes place. Hedonic literature is massive, yet the purpose of hedonic has always 
been connected to improving the hedonic function founded in HPI structure, which the 
accuracy of price is the usual common goal. Addition of spatial characters into the hedonic 
function itself is not uncommon. It is known that the additive measures will help improving 
the price/value accuracy of hedonic function and indirectly proving the importance of 
spatial attributes in the hedonic algorithm. While the above is true, this framework layers 
are original in their own way through a more guided paths and structures on chosen 
methods and relational outcomes between layers.  
 
Between temporal aggregate and housing submarkets layers, the embedment of location in 
selected temporal aggregation is identified as unique carrier or connector for our first 
identified relationship. It serves as first step in segregation notion using only housing 
structural attributes. Considering high multicollinearity as identified purpose of our low 
HPI fitness level, time is the simplest consideration for segregation strategy especially for a 
generalized group of attributes as in the first layer. The outcome of this leads to improved 
fitness level for our hedonic algorithm, and immediately raises the awareness to improve 
the segregation strategy for next layer. The  
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Based on the segregation motivation, the 2
nd
 layer (from the bottom) considers principal 
component analysis (PCA) and cluster analysis as methods to properly delineate 
unnecessary attributes (less contribution) and divide them into homogenous groups among 
themselves. The main purpose is to identify housing submarkets in their principal 
categories, based on housing structural attributes. The identified 5 clusters show there is 
similarities among the attributes which signifies the segregation strategy at this layer. 
Through PCA matrix scatter plot, the result shows significant overlap (homogeneity 
character) among some of the clusters, which are cluster related to building condition 
component and locational factors component. It seems that homogeneity in location is the 
significant carrier to connect to the 3
rd
 layer, which is housing spatial clusters, which it 
serves as purpose and motivation for the continual layer.  
 
3
rd
 layer is focusing on identifying and forming housing spatial clusters in the Johor Bahru 
city area. Since the connection from 2
nd
 layer is about similarity on location, then the 
spatial clusters identified in the 3
rd
 layer describe exactly that. Generating the data sets from 
the idea of similar building condition cluster, which is related to housing types, we utilize 
spatial autocorrelation as our chosen method. The data derived defines Local Moran’s 
Index for nearest housing unit of the same type, which clarify the spatial dependence 
concept among housing units. These indexes are then being used to visualize the spatial 
clusters of the depending trait, using Local Indicators of Spatial Association (LISA) map.  
 
The illustration of different patterns of spatial clusters by housing types invites the initiative 
to identify more significant spatial attributes in order to enhance the hedonic framework 
first developed in the 1
st
 layer. Since the LISA cluster map is based on nearest neighbour 
sentiment, it seems suitable for this study to identify the spatial attributes through nearest 
neighbour method as well. By considering spatial as new branch of attribute, it is important 
to consider environmental and infrastructure as part of the group’s substances.  
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Distance is a very common factor of spatial proximity, while spatial proximity itself is a 
significant representative of measurement for nearest neighbour. Travelling time can also 
be considered in data generating method, but since road network is of no consideration for 
this study, nearest distance is of better use with identifiable reasoning. 
 
Nearest Neighbourhood Analysis is being used in order to identify the spatial distances 
towards different nodes of neighbourhood characters from each housing unit. These 
generated spatial distances are then utilized through Kernel Density Analysis (KDA). 
Density analysis is not new in order to identify hotspots of clusters, yet in this study, KDA 
is used merely as a tool to identify different patterns of spatial clusters through different 
spatial distance attributes.  
 
The derived spatial clusters patterns show possibility of multi nodal city strategy for Johor 
Bahru. Multi nodal segmentation confirms the existence of heterogeneous characteristic in 
this framework despite homogeneity consideration in the previous layers.  This also 
confirms the existence of heterogeneity being carried through the nearest neighbour 
function in the 4
th
 layer.  
 
Finally, the multi nodal approach or polycentrity pattern brings new perception of hedonic 
framework and confirms housing units as multidimensional goods within the city scale. 
Hedonic in itself is a manifestation of multiplication of dissimilar attributes. By using the 
spatial mechanism laid out in the framework layers, we will be able to help in connecting 
the integration of the usually unknown attributes of spatial with the known characters of the 
housing unit itself. Thus, submarket-spatial hedonic function can be regarded as network 
benefactor from 1
st
 layer towards 4
th
 layer and vice versa.  
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8.5 Hedonic Framework of the Submarket-Spatial Hedonic Layers   
 
If the hedonic function is to be illustrated in a diagram, then figure 8.2 would be a suitable 
imitation of the hedonic layers presented in figure 8.1.  
 
 
Figure 8.2: Interpretation of Hedonic Framework in Submarket-Spatial Hedonic Layers 
 
Each layer built in figure 8.1 is now presented as a sub-function in figure 8.2. It clearly 
defines each layer as part of the hedonic framework with location function connecting the 
responding layers. Each sub-function carries their own coefficient weight representing their 
variation on the house price, while the chosen period of time is to accommodate the 
ongoing activities that exist continuously. Distance is a measure between two points, and 
space is the available area between the two points. Distance function may not able to 
describe the ongoing activities well, but space function could be used as a measure of 
accommodating the parallel functions within the time aggregate.  
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8.6 Space Function in Submarket Analysis  
 
Each layer when functioning independently maintains their homogeneity character in a 
similar locational perspective. Since location in itself exhibits a certain space area, then 
space function is a better explanation for the connective function of between layers.  
 
Figure 8.3: Space Function Paradigm in Submarket Analysis  
 
Figure 8.3 illustrates the proper process and connections of each layer. Time aggregation 
acts as a support system of the whole hedonic framework. We acknowledge clusters density 
layer as submarket of spatial attributes, due to the fact that each spatial cluster contains 
information of similar spatial characters within the same location. Space function is 
identified as integration function of between housing and spatial submarkets. In this study, 
spatial autocorrelation analysis has been carried out for the spatial clusters layer, and we 
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acknowledge this particular layer as the inter-connecter layer. The 3
rd
 layer acts as a 
medium to connect its upper (4
th
) and lower (2
nd
) layer.  
 
Figure 8.3 shows that spatial clusters found in 3
rd
 layer shows the possibility of overlap 
between similar (red) and dissimilar (blue) housing types on a similar location. This result 
leads to an observation where location itself could be a distinctive platform of spatial and 
non-spatial characters’ integration nature. Spatial autocorrelation, utilized in this layer is 
identified as the space function that connects the different characters between layers.  
 
 
Figure 8.4: Hedonic Framework in Submarket-Spatial Hedonic Layers 
 
Figure 8.4 is a revised version of figure 8.2 where the sub-functions (the layers) within the 
hedonic framework is being compacted into a more clarified submarket functions. The 
interactions of the sub-functions are now between different submarkets on spatial (4
th
 layer) 
and non-spatial (2
nd
 layer) attributes only (rather than between all the layers). 3
rd
 layer is 
now acts as spatial network that helps smoothing the interactions (also known as space 
function). These updates are necessary in order to clarify a better function of submarket 
analysis in this study.  
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8.7 Polycentric Effects on Housing Submarkets Function  
 
Chapter 7 mentions the issue of polycentricity in Johor Bahru. It confirms the notion of 
housing unit as multidimensional goods. In this chapter we would like to explore further 
 
 
Figure 8.5: Polycentric Effects on Spatial Clusters 
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effect of polycentric attributes towards the submarkets classification. We already assumed 
that the submarkets are currently divided into spatial and aspatial characters, but 
polycentric patterns bring forward a new perspective.  
 
Figure 8.5 highlights the possibility of generating different polycentric patterns through the 
application of different spatial distances in Kernel Density Analysis. But different location 
of spatial clusters show different attracting spatial attributes. Figure 8.6 summarizes the 
clusters identified in figure 8.5 accordingly with their related spatial distances. It shows that 
some of the clusters show more than one influential spatial attributes. Clusters 2, 4 and 5 
have overlap of spatial distances, while clusters 1 and 3 have their own unique spatial 
character. Cluster 2 is derived from monocentric pattern. As monocentric pattern is usually 
the result of sharing many spatial attributes in one location, we do not count cluster 2 as  
 
 
Figure 8.6: Spatial Clusters Profile 
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similar to clusters 4 and 5. The above figure clearly shows that these unique clusters 
derived from one spatial attribute are also similar in their housing attributes. While the 
clusters which relate to more than one spatial attributes, are not similar in their housing 
attributes. We summarize the finding in below diagrams (figure 8.7 and 8.8).  
 
 
Figure 8.7: Homogenous Housing Submarket Function 
 
 
Figure 8.8: Heterogeneous Housing Submarket Function   
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This study describes the identity of hedonic framework through homogenous and 
heterogeneous housing submarket functions. High multicollinearity in between the housing 
attributes will contribute to vague housing submarket’s clusters distinction. But it will also 
help recognize the possibility of having polycentric identity with unique spatial attribute for 
the spatial submarket (figure 8.7). While figure 8.8 shows the opposite of figure 8.7. The 
heterogeneous housing submarket will show distinct clusters with low degree of correlation 
between the clusters. This shows the possibility of having more than one spatial attributes 
when considering the spatial submarket.  
 
It is important to notice that the laid out framework’s mechanism will help in increasing the 
accuracy of house price. Hedonic function is usually applied in HPI, and with that 
contributes to the significance of the index in describing the housing market. This study 
helps improve the hedonic framework used in the HPI with a more justified structure of 
submarkets.  
 
 
8.8 Utilization of Housing Submarket-Spatial Hedonic Layers in Urbanism Strategy 
 
In the concept of urbanism, housing development is playing major roles in forming the 
inter-related activities towards other industries. The capability of people living in the 
residents interacting with their workplace, for example, may or may not affect other form of 
relationship towards central business district (CBD) and other related areas. Hence, the 
importance of understanding the concept of housing development allocations and how these 
developments could help form more sustainable cities.  
 
Although regeneration might prove to be useful when dealing with reallocation of city 
activities, yet the already available spaces and their interactions might help improve future 
strategy of structuring a city plan. The consideration of city structure and city formation is 
crucial towards better urbanism. The interaction between a city space and their inhabitants 
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provides indirect effect towards the spatial formation of the city. Yet the spatial formation 
if torn down into smaller initiatives will show the appearance of spatial structure in many 
levels.  
 
This study develops spatial network layers with the intention of understanding both 
concepts of spatial structure and spatial formation through housing submarket analysis, 
explained by hedonic function.  Hedonic main function in housing analysis is to 
aggregately define a housing unit price with their related attributes. Each attribute will be 
able to explain their contribution towards the house price by their own individual weight 
allocated by the hedonic function itself. The idea is to structurally allocate price by 
attributes.  
 
Each attribute (spatial and aspatial regardless) is different in their own concept. Yet some 
has similarity or dependently related in function. Borrowing the concept of disaggregation 
embedded in the hedonic model, the redundant function for the housing attributes is able to 
be clearly defined in the submarket analysis categories. The housing submarket layer acts 
as initial strategy to build the spatial structure through housing (aspatial) attributes, while 
1
st
 layer (in figure 8.1) acts as disaggregation ideology outburst to be carried through the 
mechanism processes.  
 
3
rd
 layer concerns the aggregation strategy by adopting the spatial clusters through mapping 
method. This is the first attempt of applying spatial analysis method in order to identify a 
more defined spatial structure by housing type’s clusters. While each housing type concerns 
different spatial patterns in related to their own similarity either in structural attributes or in 
locational factor, the final layer concerns these patterns in their interactions with 
environmental nodes. This ecological behaviour develops a far deeper concentration of 
topological dimension through spatial distance.  
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While maintaining the structure of the housing developments, spatial distance brings new 
perspective of understanding houses as multidimensional goods. While each proximity 
category lays out different spatial pattern from each other, we noticed they share similar 
acknowledgement that the direction of CBD hotspot is moving towards a totally different 
path. It confirms spatial extension activity in the city, which also holds as a cause of spatial 
formation.  
 
The multidimensional features influence the urbanism activities in a more complex way. 
The network approach layer represents this complexity in a more structured, yet connected 
with the in between connections. The approach conceptually able to deliver the 
multidimensional feature yet explains the independency of each dimension in separate 
layers. These clear divisions of features within layers will help forming a much better 
strategy to properly organized housing submarket structure in a city. An organized 
submarket of housing developments will eventually help organize more relevant housing 
clusters. The goal of hedonic analysis for housing price is to evaluate their accuracy. Even 
though this study does not directly discuss that argument, it is profitable for the general 
evaluation of the house price if the hedonic structure is properly organized from the 
conceptual level.  
 
The most important highlight of this study would be the identification of space function in 
the hedonic framework. It is not common to include the weight of interaction between sub-
functions of hedonic in an equation, especially in housing analysis. The identification of 
spatial autocorrelation as degree of connectivity (in this study) between different submarket 
characters helps identify patterns of spatial clusters as well as interaction nature on a certain 
housing areas. This is a starting point of recognizing space function by spatial dependence 
method, and this function or value could be improved with additional spatial layers. New 
information such as contour, landscape, surface, etc will add value towards the hedonic 
variation, and later improve the identity and interaction value of spatial function in the 
hedonic layers.  
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Finally, the housing submarket-spatial hedonic framework layers give deeper understanding 
of hedonic function structure. All of the layers, if accumulatively analyzed will improve the 
hedonic function structure as a whole, and eventually improve the price distribution in the 
city space. As seen in figure 8.1, the pairing arrows of the whole layers concept are 
determining the mechanism of spatial structure (if going up) by disaggregation strategy and 
spatial formation (if going down) by aggregation strategy in a certain hedonic function. 
This layers framework gives more meaning towards hedonic analysis by translating their 
mathematical algorithm into more organized and clearer structure by layers. Each layer 
could be diagnosed as different function and later be accumulated in a hedonic function to 
better understand their perspective as a whole.  
 
It is interesting to visualize the combination of disaggregation and aggregation strategies 
embedded in the hedonic function through the developed framework layers (figure 8.4). 
Instead of using trial and error strategy with identifiable attributes to improve the hedonic 
model fitness (as in common studies), this study provides a cohesive approach of 
identifying a proper integration of hedonic structure through spatial mechanism. If housing 
units are important commodities of any country, then improving their hedonic structure is 
mutually important towards better organization of the country’s space.  
 
 
8.9 Conclusion 
 
Hedonic function has always been regarded as functional mathematical algorithm. The 
application of hedonic in housing related analysis has always been evolved around price or 
value accuracy issues. The inference of results from the model’s fitness level is the 
common utilization of hedonic analysis. This study brings forth new perception of hedonic 
through spatial perspective. Although spatial attributes is not uncommon in hedonic 
additional input, yet the mechanism of identifying the proper purposes and magnitude of 
each measurement’s strategy has never been laid out through network layer approach.  
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It is more interpretable and clearer to explain the multidimensional characters through 
different characters and strategies for each layer of figure 8.1. The connection by space 
function is helping the identification of purposes and outcomes of each layer to be clearly 
clarified towards the next connecting layer. Although each layer could be independent on 
their own (could be analyzed into more details and deeper focus), yet the interaction they 
give towards their previous and next connecting layers is their unique identity and will help 
differentiate them between each other.   
 
The layering approach combined with network structure fit well with housing 
representation of distribution in space. The housing interaction or ecological weight 
between each layer can be assumed to have affected the spatial network in different 
perspective. The cognitive way of combining socio economic features (as in housing 
issues) together with spatial (topological) features is seems to be more functional; in terms 
of delivering multidimensional complexity in this study. A comprehensive yet heuristic 
way of developing housing submarket-spatial hedonic layers is of importance in order to 
enhance a better understanding in implementing or developing better policies in residential 
segregation strategy. The housing submarkets can be better organized through these 
submarket-spatial hedonic layers.  
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CHAPTER 9 
 
 
CONCLUSION 
 
 
 
 
9.1 Concluding Remarks  
 
9.1.1 Hedonic method as empowering source of housing price functions distribution.  
 
The thesis is being organized as a structured mechanism of analyzing spatial and aspatial 
affects on housing market. The foundation of the study is based on hedonic model 
framework in analyzing housing prices. In the dynamics of housing market point of view, 
price is a common factor in determining its performance. Previous studies have 
complimented the issue of price performance through hedonic in vast literature. The 
strategy of vindicating the performance of price through predictive analysis is of common 
interest.  
 
However, this study originality is to manipulate the above said strategy in order to identify 
a clearer base of spatial indication in housing price. It is common to include spatial 
characteristics as hedonic parameters. The positive improvement in terms of performance in 
the hedonic prediction – with spatial determinants inclusion - is the raised interest in this 
particular study. But spatial characters themselves have their own implicit boundaries 
which lead to a more sophisticated structure of the housing price itself. This study intend to 
identify the proper mechanisms in order to recognize the classification of the hedonic price 
structure by considering both spatial and aspatial aspects.  
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Hedonic analysis provides a suggestive preliminary view of housing price behaviour. This 
anecdote is important in order to properly organize this study processes. The raised issue of 
multicollinearity in the hedonic framework and the vast trials on limiting this correlation 
influence are recognized as the most important motivation for this study.  
 
 
9.1.2 Housing submarket as spatial function extraction strategy.  
 
Multicolliniearity in itself comprehend the image of clustering and overlapping effects in 
terms of function between the hedonic parameters. These effects seem to grow a very 
conscious motivation for improving the price prediction. There are growing interests in 
implementing the said effects into hedonic framework by accommodating submarket as 
part of the parameters. This submarket strategy is to delineate the housing characters into a 
more functional and useful ones. The process though quite straightforward, needs a better 
judgement in terms of understanding the clustered parameters. Factor analysis improves the 
hedonic parameters by eliminating the less performing factors. Cluster analysis is then 
performed to build a hierarchy of groups among the parameters. This study implies both 
analyses in the study framework. The main purpose is to identify key factor that cause the 
formation of the submarkets.  
 
This study recognizes overlapping sentiment in two of its generated clusters. This semi 
combination of different group of attributes conform a particular trend of underlying 
connection between some of the clusters. The main purpose of submarket strategy is to 
create clear boundaries of the hedonic parameters, but the finding of this study indicates 
that cluster of locational factors has distinct collision with other cluster groups. The 
collision or overlap force is then translated as motivation to further scrutinize locational 
factor in its own dimension.  
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This overlap issue in submarkets is similar in the sentiment point of view of 
multicollinearity crisis. The unconfirmed definition of similarities in between characters 
gives irrationally high risk in correlation of the coefficients.  
 
 
9.1.3 Location as connectivity field of housing submarkets.  
 
Locational factors are more common in the spatial areas of research. This is the injection of 
pure geographical elements. House as a whole is located in a fixated address, where all 
underlying spatial factors merged and quantified into one locational decision of its own 
demand. These unknown factors are most crucial to be identified, as they emphasize the 
unconscious decisions from the house buyers, which later translated into part of pricing 
factors. 
 
The similarity issue raised from submarket analysis’s findings gives motivation to analyze 
the locational factors in homogenous point of view. Although there is a need to allocate the 
spatial characters, homogeneity consequences are also important in order to gain more 
localized image of the housing market. Recalling the anecdote by Tobler’s first law of 
geography, “everything is related to everything else, but near things are more related than 
distant things”, it is the concern of this study to address the spatial (locational) dependency 
among the housing units themselves.  
 
The application of Moran’s Index introduces the capability of location to attract their near 
neighbours. Using the first order judgement, the purpose is to measure how one particular 
location could have impacted their near location; the study implies based on similar in 
housing type. This result in a very high dependency rate among near houses, which later 
translated into Local Indicator of Spatial Association (LISA) cluster map to derive a more 
expressive view of the dependency elements.  The cluster map is a more definitive 
measurement of spatial association existence. It provides illustration of spatial clusters 
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among similar housing types. In hedonic study, Moran’s I’s weight is used to justify 
nearness impact on similar house price. LISA map helps visualize the weight through early 
identification of spatial patterns. Accordingly with earlier derivation of submarket clusters 
characters, LISA map provides relevant possible areas that could be associated with the 
submarkets definition.  
 
The study discusses further the indicators derived from LISA map. The high high clusters 
describe the high correlated values between the similarity element of the house, while the 
low low clusters depict possibility of homogeneity in nearness, but not due to similar 
structural (physical) characters of the house. The low low clusters are the obvious 
motivation of underlying spatial characters in motion.  
 
 
9.1.4 Spatial scale as determinant of functional housing locations.  
 
While the house itself is immobile in structure; in other definition, having the character of 
spatial fixity, the unknown spatial characters may have purposeful interaction of their own. 
Spatial non-stationarity issue is arguable in this matter. In the earlier theory of real estate, a 
property itself has obvious heterogeneity trait due to their location. The given address is an 
absolute sentiment of heterogeneity. But in spatial discussion, heterogeneity is being 
applied in a more global view. Despite similar physical character of the house, its capability 
to interact with other house by locational factors, form new definition of spatial interactions. 
This study found the needs to identify appropriate spatial characters in order to visualize the 
unknown spatial relationships.  
 
Taking cue from the homogeneity in nearness perspective, we decide the spatial parameters 
from a distance perspective as well. Although travel time and travel cost are used in similar 
studies, the impact of distance is more profound with locationality of the house itself, as we 
continue from our previous finding perspective. The preliminary purpose is to generate sets 
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of characters in distance matrix by allowing nearness compound to take place. Assuming 
similar function of the characters should be taken into account to limit the variety of the 
dimension, eight neighbourhood characters are generated through Nearest Neighbour 
Analysis (ANN).  
 
Expressing the Colin Clark’s negative exponential theory, followed by Alonso, Mills and 
Muth’s framework, we later apply the distance matrices into Kernel Density Estimation 
(KDE) Method. The initial objective is to identify any underlying spatial patterns that could 
be derived from distance scale, but the further objective is to identify multi-nodal characters 
of the city, and somehow limit the negative exponential theory application of the city. Each 
character has its own interaction patterns that can be translated into their own unique spatial 
dimension. KDE purpose is to show distribution of sample – housing units – subjected to 
valid interactions between the sample and the spatial character. This study allows 
affirmative view of KDE distributions from eight different dimensions.  
 
It is argumentative if spatial interaction could later explain spatial integration. We support 
the argument by identifying polycentric pattern in our spatial dimensions. Through 
exploration of descriptive analysis, we come out with our own observation key points for 
each dimension. These key points act as fundamental opinions on later finding. We find 
that by understanding all the dimensions in descriptive perception helps building the key 
points. At most part, they are judged from KDE cluster map, KDE gradient and frequency 
histogram plot. As non parametric as KDE is, the descriptive analysis provides as basic 
parameters to support the finding.  
 
We justify the observation by classifying each character into their subgroups. The main 
component in KDE analysis is the highlights of hotspot areas. They are the indications of 
high probability of density areas, which indirectly appoint polycentric characters. The issue 
of polycentric is a very interesting finding. This is where the theory of homogeneity and 
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heterogeneity collides. It is ironic that homogeneity prominence is also an input towards 
heterogeneity validity. Polycentricity is a better description of this integration.  
We also recognize similar function between spatial characters especially in the polycentric 
subgroup. It is highly related towards the description of polycentric as multifunctional 
identity.  Homogeneity in terms of housing clustering develops a foundation for 
heterogeneity in region areas, but with more focused and reliable functions. This function 
distribution will enable the regions to recognize their own identity, with effective 
administration strategy.   
 
KDE and ANN as a whole develop a commitment to properly identify the spatial 
interaction process, through spatial distance characters. As per earlier description, KDE 
acting as non parametric analysis strategy, helps capture the polycentric structure of Johor 
Bahru. It acts as preliminary motivation towards spatial integration activities.  
 
 
9.1.5 Spatial integration towards housing submarket price structure. 
 
The raised importance of multidimensional phenomena gives advantage in cognitive 
approach. The multifaceted phenomena of housing are raising complexity in finding the 
right instrument of proper applications. The complexity of multi-scalar and combination of 
submarket factors and environmental factors make it possible to have more errors in 
numerical analysis of dimensional reduction strategy. Limitation on finding the appropriate 
tools for non-linear problems gives huge impact in paralyzing the thinking process.  
 
This network-layer approach acts as heuristic approach of network thinking. The 
implementation of similar method in urban design proves to be usable. Then the housing 
problems could be explored in a more strategic and structured framework in the perspective 
of spatial enlightenment. The enlightenment approach of exploring the problems of housing 
and getting them towards solution-based framework is meaningful and at full advantage 
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when multilevel phenomena which directly approach a very dynamic network of spatial and 
aspatial linkages is being considered. The process of developing a more fundamental yet 
very structured conceptual framework of housing is being materialized through the 
recognition of spatial network (submarket-spatial hedonic framework layers). Furthermore, 
perspective value of urban space translated indirectly through the framework could be the 
link connecting the other layers of the housing submarket system.  
 
This new addition of space function into the hedonic framework –while considering the 
housing and spatial submarkets– helps support the connection between submarket layers of 
the hedonic framework. The originality of this study relies on this matter, where this 
inclusion will bring forth new paradigm towards the hedonic algorithm itself as a whole. 
The implication of space is usually being considered as part of hedonic parameters, yet this 
study raises the importance of it to an altogether new level. Where, not only the appearance 
of spatial submarket is being considered, but the measure of submarkets connectivity itself 
is being highlighted and properly approached. This study also highlights as the first study to 
use submarket-spatial layers perspective for hedonic framework. It is of great interest to 
pursue the development of future studies for this hedonic layers framework as to how it can 
be improved and benefit the housing market research.  
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