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SUMMARY
Density Functional Theory is one of the most popular and successful methods for quantum
mechanical simulations of matter because of its relatively low computational costs. While it is
formally exact, approximations of exchange correlation (XC) functionals have to be made. These
calculations are highly time consuming and scale poorly with system size. The prospect of com-
bining computer vision and deep learning is a fundamentally new approach to designing these XC
functionals. This approach combines the intuitive power of physical insight with the flexibility of
machine learning and high-quality training data in order to develop new routes to approximating
exchange-correlation energies. One challenge with machine-learned functionals is that their re-
liability is difficult to assess. Unlike physically-derived functionals, machine-learned functionals
are accurate only in regions near training data. Developing strategies to quantify the uncertainty
of machine-learned functionals will improve reliability and enable new strategies for generating
training data. In this work, a parameterized function is first fit on the data and the resulting residu-
als are used for bootstrap aggregating via an ensemble of neural networks. This two-stage method
provides robust uncertainty quantification on the predicted XC energies and can be automated for




The electronic structure of a many-body system is the state of motion of electrons in an electro-
static field created by stationary nuclei [1]. The investigation of electronic structure of many body
systems has a plethora of applications, from battery development [2] to determination of the struc-
ture of planetary interiors [3]. There are two classes of methods to determine electronic structure:
Wavefunction Theories (WFT) and Density Functional Theory (DFT) [4, 5]. DFT is advantageous
to WFT because of its simple formalism and lower computational costs. However, the modeling
of electronic structure using DFT currently scales poorly with system size and is still too expen-
sive computationally for complex systems. While semi-empirical approximations to DFT result
in a reduction in computational time versus ab initio DFT, creating such approximations involves
significant manual intervention and is highly inefficient for high-throughput electronic structure
screening calculations.
Computational material design based on machine learning techniques is a rapidly growing area
in materials science [6]. Recent advances in computational power and deep learning algorithms
enable us to carry out DFT calculations for a large number of compounds and crystal structures
systematically. It is expected that machine learning techniques will be effective in finding a unique
mapping between the electron density and the exchange-correlation (XC) potential of a system.
However, machine learning algorithms are only as good as the data they are trained on. A
significant portion of this research was dedicated to the study of the sensitivity of predictions with
respect to the training data and to uncertainty quantification of machine learned functionals. This
was achieved through statistical techniques such as bootstrap aggregation and boosting. In this
thesis the data extracted from DFT calculations of small molecule systems using the B3LYP func-
tional is used to construct machine-learned XC functionals. These functionals use convolutions of
the electron density to “fingerprint” electronic environments, and neural networks are used to con-
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nect the fingerprints to the local XC energy. The key contribution of this thesis is the application
of bootstrap aggregation to estimate the uncertainty associated with these machine-learned func-
tionals. These ensembles are used to provide error bars for the machine-learned prediction, and
the reliability of this approach is assessed by comparing to training and testing data. The findings
provide insight into the design of robust machine-learning XC functionals.
Outline of thesis
Chapter 2 provides a brief background on DFT and machine learning methods. Computational
details such as the data generation process and machine learning workflow are discussed in Chapter





In 1964, Honenberg and Kohn [4] proved that the ground-state properties of many-electron systems
can be uniquely determined by an electron density that depends on only 3 spatial coordinates. For
a system of electrons, the ground state energy is the minimum value of a unique functional of the
charge density n(r) in the system. This is an exact result. However, to determine the exact energy,
the formally exact but unknown exchange-correlation functional EXC [n(r)] is required. The first
method to approximate EXC [n(r)], known as Local Density Approximation (LDA), was given by
Kohn and Sham [5] in 1965. The search for a physically derived functional has been ongoing for
over 50 years, but thus far no universal and systematically improvable approximation has been
discovered [7].
The formalism of DFT proves that there is a unique functional mapping between the electron
density and the exchange-correlation potential. It has been shown that approximations become
more accurate as more non-local information is included [3]. The LDA [8] functional estimates
the XC energy based only on the electron density at a given point, while the generalized gradi-
ent approximation (GGA) [9, 10] family of functionals includes the gradient, and meta-GGA [11]
functionals include the kinetic energy density. As more information is included the accuracy gen-
erally increases, although the improvements are not systematic [12, 13]. “Jacob’s ladder” [11]
is a popular analogy to this tradeoff between generalizability and accuracy of an approximation
as more non-local information is included. Increasing the amount of non-local information also
increases the computational complexity of the approximation [14].
The computational complexities of various DFT functionals are:
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Table 2.1: Computational Complexity of DFT functionals
Functional Family Computational Complexity [15]
Orbital-free functionals (LDA, GGA, mGGA etc.) O(N3)
Hybrid Functionals(B3LYP, PBE0,HSE etc.) O(N4)
Double Hybrid Functionals (QIDH etc.) O(N5)
Neural networks [16, 17] are a promising approach to regression due to the ”universal approx-
imation theorem” [18] that shows that they are flexible enough to fit any function. Deep learning
[19] has been widely applied to problems in different domains including, but not limited to, im-
age classification [20], linguistics [21, 22], biomedical engineering [23] and cosmology [24, 25].
However, neural networks also have some challenges in determining hyperparameters and training
routines that avoid overfitting. Recent advances in neural network architecture, such as dropout
layers [26] are relatively robust to overfitting and are easy to implement [27]. Another approach
to reduce overfitting and provide uncertainty bounds is ensemble learning [28]. Multiple learners
are trained on different subsets of training data and their combined results are used to generate
predictions. This has been shown to reduce the need for hyperparameter tuning and overfitting
[29], but with increasing computation costs.
Surrogate density functionals can be created by training machine learning models on a large
amount of high-quality data generated using computationally expensive simulations with a com-
plex model space. The advantage of these machine learned approximations is that they can be
generalized across different systems without the knowledge of underlying physics. Once the mod-
els are trained, inferring εXC is relatively cheaper computational cost wise. The accuracy of these
models can also be increased by adding more training data. The key challenges for designing ma-
chine learned approximations are uncertainty quantification and preventing overfitting. Rupp [30]
provides a succinct survey of contemporary machine learning techniques for quantum mechanical
problems. However, due to the high dimensional space in which most molecules interact, QM
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simulations are computationally very expensive. Mills et al [31] develop a transferable machine
learning approach to infer the properties of a bound electron. They used 256×256 grid ”images” of
potentials for different systems as training data. Energies were used as labels in training data. The
neural network served as an accurate mapping between energies and potentials, performing faster
than the finite-difference method used to produce the training data. While promising, this system
is too sensitive to training data and breaks down for predictions of more complex systems. Balabin
and Lomakina [32] et al train a neural network on 208 different molecules and test it by applying
BLYP, B3LYP, and BMK density functionals. Robust uncertainty quantification is needed to val-
idate predictions against real world systems. Peterson et al [33] recently showed that this can be
done through bootstrap aggregation(bagging) [34] with neural network ensembles. This technique
uses multiple weak neural networks on subsamples of the training data to estimate uncertainty. An-
other advantage of bagging is that it reduces overfitting. Prior efforts have focused on quantifying
uncertainty for machine-learned atomistic force fields [33].
This thesis explores the use of neural network ensembles towards uncertainty quantification of
machine-learned density functionals. Neural networks are used as surrogate functionals between a
simple density based descriptor space and exchange correlation energy. Uncertainty quantification




The goal of this project was to train neural networks as surrogate functionals that map non-
empirical physical information (LDA and GGA) to energy density calculated using higher order
functionals such as B3LYP [35] .
3.1 Data Generation
The Psi4 package was used to generate large high quality datasets for 15 systems: C2H2, C2H4,
C2H6, CH3OH, CH4, CO, CO2, H2, H2O, HCN, HNC, N2, N2O, NH3, O3. These molecules
contain 4 common atom types (C, H, O, N) and a diverse range of single, double, and triple bonds
between them. The geometries of molecules were taken from computational chemistry comparison
and benchmark database (CCCBDB) maintained by NIST [36] and are static for all calculations.
Single point calculations were done on small molecule systems on B3LYP/aug-cc-pvtz level [12]
with very tight convergence criteria (10−11 for both density and energy density). After conver-
gence, the electronic density ρ(r) and the exchange correlation energy density εxc of the systems
were projected onto a 3D uniform finite-difference grid. Each grid was of volume 10Å3 with the
molecule located at the center and with a grid spacing of 0.02 Å. Thus, each system grid consisted
of 5003 = 125, 000, 000 data points. The energy density ε(ρ)xc−B3LY P at each point was calculated
using B3LYP functional.
3.2 Descriptors
The electronic density ρ(r) at each point in the grid were used to train the model, with the target
variable being the B3LYP exchange correlation energy density ε(ρ)xc−B3LY P . The density gradient
was computed numerically using finite-difference stencils [37]. The Scipy Fast Fourier Transform
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convolution was used because of its O(NLog(N)) scaling as opposed to the O(N3) scaling of
vanilla convolution [38].
3.3 Subsampling
Given the enormity of the dataset ( 108 datapoints per system), data was subsampled to create
smaller but representative subsets which could be used to train neural networks in a feasible time
frame. Simple uniform subsampling was not ideal because the data is highly repetitive, and most
points are effectively vacuum, which would cause loss of information, especially through omis-
sion of points in the core region of the highest density. To counter this, an iterative subsampling
algorithm based on kD-trees was used. After subsampling, 750,000 datapoints (out of 125,000,000
datapoints) per system were used to train the model.
3.4 Model Training
After the creation of subsampled dataset consisting of the extracted descriptors and the target, the
data was fitted to an optimized Vosko-Wilk-Nusair LDA model (VWN) [39]. The VWN model
was used to roughly fit the data in the bulk part and an ensemble of neural networks were trained
on the resulting residuals. The VWN model has 6 parameters(C1, γ, α1, β1, β2, β3, β4) that were
optimized based on molecular data. To improve the fit, the parameters were further tuned with the
subsampled dataset in addition to 1,000,000 randomly subsampled data points. Instead of training
a neural net directly on ε(ρ)xc−B3LY P values, the residual energy density values
ε(ρ)xc−res = ε(ρ)xc−B3LY P − ε(ρ)xc−VWN (3.1)
were used, where ε(ρ)xc−VWN was calculated using the analytical VWN model.
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3.5 Neural Networks
There are many design decisions are involved in creating neural networks. Multiple neural network
architectures, including different layer sizes and activation functions like ReLu [40] were tested
but only the results from the following architecture are presented for the sake of brevity. Neural
networks consisting of an input layer, 2 fully connected layers of 20 nodes each and an output
layer were used. The hidden layers had tanh activation functions [41] the output layer had linear
activation function. The input layer was of size 1 for LDA (using only ρ(r)). The optimizer used
was ADAM [42] with a learning rate of 0.00001. The tolerance for loss was set to 10−7, and
training was force stopped if the loss did not go below that limit after 500 epochs. The neural
network was trained on input ρ(r) mapped to output ε(ρ)xc−res.
Table 3.1: Neural Network Architecture
Layer(type) Output Shape No. of Params. Activation Fn
fc1 (Dense) 20 40 tanh
fc2 (Dense) 20 420 tanh





























Figure 3.1: Neural Network Architecture
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3.6 Bootstrap Aggregation
Bootstrapping refers to the act of creating subsets of the data by resampling from the original
data distribution. This is done using random sampling with replacement., and therefore helps in
reducing variance. Bagging increases the stability and decreases overfitting and variance when
used for neural net based regression [34]. It is expected that each such bootstrapped set contains
the fraction (1 − 1
e
) of the unique data points in the training set, with the rest being duplicates
[43].Each subset of data is used to train a different model. When used for regression, the results
of each model are used to calculate summary statistics which serve as the aggregated prediction,
with the benefit of uncertainty quantification. In this project, 10 subsets with size equal to the
training dataset were created by randomly sampling with replacement from the training set. A
neural network was trained on each of the subsets.
3.7 Prediction
The whole ensemble is used to predict the residual for each data point in the test set, giving multiple
predictions for each point. The summary statistics of predictions per data point were used as a
measure of uncertainty.
Different error metrics were used to measure model performance. First, the local energy error at
each point was calculated. This measure served to quantify how the models performed in different






This would indicate models where the overall prediction is consistent but the local energy errors in
different regions canceled each other out.
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Figure 3.2: Training Workflow: The ensemble of Neural Networks is trained on bootstraped
datasets consisting of residuals generated from the parameterized LDA function.
Figure 3.3: Prediction Workflow
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3.8 Tools
Python was the primary programming language for this project. The two main libraries used were
Psi4 [44] and Keras [45] with a Tensorflow backend [46]. Psi4 is an open-source suite of quantum
chemistry programs designed for efficient, high-accuracy simulations of a variety of molecular
properties. Keras is an API for rapid experimentation and prototyping of neural networks using




This section is presented in two parts. In Section 4.1, the need for LDA residual fitting through
VWN parametrization is discussed. In Section 4.2, the results using neural network ensembles are
presented along with discussion about uncertainty quantification.
All scatter plots were generated using 2000000 subsampled data points unless otherwise spec-
ified. All summary statistics plots were generated using the entire dataset (12500000 points).
4.1 LDA VWN Formulation
While a vast majority of εxc−B3LY P values are in the range 10−6.5 to 100 ( eV
Å3
), the range of all
values, including high energy core regions, spans from -400 ( eV
Å3
)to 0 ( eV
Å3
)(Fig 4.1(a)) and 12
orders of magnitudes(Fig 4.1(b)). This is problematic for neural networks as small relative errors
in the high energy regions can induce a large error in the systemwide energy predictions [48, 37].
(a) εxc vs ρ (b) log(-εxc ) vs log(ρ )
Figure 4.1: εxc−B3LY P vs ρ
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Physical models such as VWN can approximate the energy density across this vast range [39,
49]. The VWN parameterization of the LDA model uses an analytical function that reproduces the
behavior of the homogeneous electron gas (HEG) [39]




+ ρG (rs, γ, α1, β1, β2, β3, β4)
(4.1)
where C1, γ, α1, β1, β2, β3, β4 are the parameters, rs is the Wigner-Seitz radius [50] defined as:
rs = (3/4πρ)
1/3 (4.2)
G is defined as:
G (rs, γ, α1, β1, β2, β3, β4) = −2γ (1 + α1rs)
× ln
1 + 12γr1/2s (β1 + r1/2s (β2 + r1/2s (β3 + r1/2s β4)))
 (4.3)





with a majority of points between spanning 6 orders of magintude(Fig 4.2(b)). This lower variance
in values allows the neural networks to learn the ρ -εxc mapping with better accuracy [51].
4.2 Neural Network Ensemble
The bootstrap aggregation process is used to generate a surrogate LDA functional LDA-NN. The
performance of LDA-NN in prediction and uncertainity quantification of energy density εxc is
presented in this section.
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(a) εxc vs ρ (b) log(-εxc ) vs log(ρ )
Figure 4.2: εxc−res vs ρ
4.2.1 Predicted Energy Density
The local energy density prediction error is defined as
εpred(ρ) = εpred(ρ)− εxc−B3LY P (ρ) (4.4)
Figure 4.3 (a) shows the distribution of NN prediction errors with respect to ρ. The three
prongs of outliers correspond to the high energy regions in different systems. The vast majority
of the points lie in the low error range but this is not apparent in the scatter plot. When compared
to VWN-LDA error, NN-LDA error (Fig 4.3 (b) lower for majority of the points and is evenly
distributed around the identity line for high energy regions. This suggests that the ensemble system
is minimizing the overall error with respect to residuals by overestimating and underestimating
roughly half the outliers.
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(a) Error in NN predictions vs Density (b) Error in VWN predictions vs Error in NN predic-
tions
Figure 4.3: εpredvs ρ and εpred−NN vs εpred−VWN
Sum of Absolute Energy Error
The sum of absolute energy errors (SAE εabs) approximates the difference between true energy Exc




|εxc−B3LY P (~xi)− εxc−pred (~xi)| × h3 (4.5)
It provides an upper bound for system level errors as there is no cancellation of errors.
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Table 4.1: Sum of Absolute Energy Error per system (eV )
System LDA-VWN LDA NN LDA NN Uncertainty
H2 0.34 0.20 0.18
CH4 1.53 0.27 0.21
NH3 1.48 0.29 0.21
H2O 1.48 0.43 0.20
C2H2 1.97 0.33 0.22
HCN 1.92 0.35 0.22
N2 1.87 0.37 0.22
C2H4 2.35 0.34 0.23
HNC 1.92 0.35 0.22
C2H6 2.73 0.35 0.25
CO 1.92 0.50 0.21
CH3OH 2.67 0.51 0.23
N2O 3.02 0.61 0.24
CO2 3.08 0.74 0.24
O3 3.40 0.86 0.24
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Figure 4.4: SAE per system
Fig 4.6 shows the SAE per system. The number of heavy atoms is listed per system. It is
observed that the SAE increases as the number of heavy atoms in a system increases. The uncer-
tainty in estimating SAE increases slightly as the number of heavy atoms increases and is roughly
constant for systems with the same no. of heavy atoms (Table 4.2).
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Figure 4.5: SAE per system, comparison between LDA-VWN and LDA-NN
The LDA-NN SAE is significantly less than LDA-VWN SAE. This is because VWN is less
effective at predicting the energy density at regions where chemical bonding occurs, where there
are an appreciable number of data points (29.5%). However, the SAE of LDA-NN, even within
uncertainty bounds is greater than the SAE desired for chemical accuracy. This arises from the fact
that εxc is not injective with ρ near the high energy core regions. The results can be improved by
incorporating non-local information.
Max and Mean Prediction Error





εxc−B3LY P (ρi)− εpredxc−pred (ρi)
)
× h3 (4.6)






for a system of n points.
Similarly, the max prediction error is
εMaxPE =Max(εpred(ρ)) (4.8)
Table 4.2: Mean and Max Prediction Errors with Uncertainty ( eV
Å3
)
System MPE Mean Uncertainty MaxPE Max Uncertainty
H2 1.49e-04 1.81e-04 0.02 2.16e-03
CH4 1.31e-04 2.13e-04 17.69 3.28e-02
NH3 1.54e-04 2.09e-04 16.41 4.34e-02
H2O 2.20e-04 2.03e-04 9.72 4.61e-02
C2H2 1.47e-04 2.24e-04 17.70 3.30e-02
HCN 1.77e-04 2.20e-04 24.75 4.37e-02
N2 1.95e-04 2.16e-04 23.11 4.37e-02
C2H4 1.38e-04 2.34e-04 5.15 3.10e-02
HNC 1.80e-04 2.20e-04 14.07 4.32e-02
C2H6 1.18e-04 2.45e-04 7.99 3.18e-02
CO 2.39e-04 2.14e-04 17.73 4.59e-02
CH3OH 2.00e-04 2.35e-04 5.28 4.58e-02
N2O 2.70e-04 2.39e-04 27.31 4.61e-02
CO2 3.23e-04 2.36e-04 17.74 4.61e-02
O3 3.25e-04 2.39e-04 1.60 4.61e-02
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Figure 4.6: Mean Prediction Error per system
Fig 4.6 shows the systemwide MPE. It follows similar trends as SAE but is significantly lower
because of cancellation of errors. The uncertainty bounds do not vary significantly by system.
Figure 4.7: Max Prediction Error per system
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Fig 4.7 shows the MaxPE per system. The maximum errors likely correspond to high energy
core regions. There is significant variation in MaxPE across systems and departure from the trends
observed in SAE and MPE. For example, O3 has relatively higher SAE and MPE than other simpler
systems as expected but a very low MaxPE. This suggests that MaxPE is not a good metric to
quantify the results from the UQ model.
4.2.2 Uncertainty Quantification
(a) 3σ Uncertainty vs εpred (b) Log-Log 3σ Uncertainty vs εpred
Figure 4.8: εpredvs ρ and εpred−NN vs εpred−VWN
Fig. 4.8 shows the uncertainty in prediction vs error in prediction εpred. The points above the
identity line (εpred> 3σ) are high energy core regions that cannot be predicted correctly using only
local information. From Fig 4.8 (b), the majority of points are within tolerance.
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Table 4.3: Percentage of points with uncertainty error within uncertainty nσ
System σ 2σ 3σ
H2 18.62 99.85 99.91
CH4 38.77 99.00 99.21
NH3 32.19 98.97 99.34
H2O 23.92 98.75 99.13
C2H2 50.55 98.80 99.07
HCN 37.66 98.68 99.07
N2 29.32 98.47 98.94
C2H4 52.19 98.43 98.73
HNC 40.64 98.73 99.14
C2H6 54.47 98.13 98.51
CO 32.81 98.55 98.98
CH3OH 42.58 97.96 98.46
N2O 32.09 97.43 98.15
CO2 32.36 97.45 98.16
O3 31.69 96.81 97.67
Mean 36.65 98.40 98.83
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Figure 4.9: Percentage of points with uncertainty error within uncertainty nσ
For normally distributed errors, it is expected that 65% of points would be within 1σ standard
deviation, 96% within 2σ and 99% within 3σ [52]. Across all systems, an average of 36.65% of
errors fall within 1σ. This suggests that errors are being significantly underestimated within 1σ
and that the error distribution might not be gaussian. However, 98.83% of the points have local
errors within 3σ (≈ 99%) tolerance interval (Table 4.3, Fig 4.9).
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Effects of Ensemble Size
The number of submodels used impacts the performance of the ensemble system [53]. It is not
guaranteed that performance increases monotonically with increasing number of submodels. There
exist peak values beyond which adding more submodels leads to diminishing returns or even per-
formance degradation [54]. Uncertainty quantification is not possible for VWN-LDA and single
learner systems. As the number of submodels in the ensemble increases, uncertainty increases till
ensembles of size 5 and then converges. Ensembles of size 6 and onwards have similar tolerance
ranges. Ensembles of size 5 are as effective as ensembles of size 10 at half the computational cost.
This can be used to create faster uncertainty quantification systems. Fig 4.10 shows the relationship
between SAE and ensemble size for ethane C2H6.




We demonstrated the viability of this workflow on a dataset consisting of 15 molecules resulting
in a surrogate functional that generalized across all systems. For this demonstration, we used
an ensemble for weak learners. While we did not obtain the desired accuracy, we successfully
estimated the uncertainty of predictions from our surrogate functional. There are many open design
questions that can be explored. In the future, we hope to build on this workflow and achieve
chemical accuracy by using an ensemble of more sophisticated learners.
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