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Abstract
Title:âœImage Segmentation For MRI Brain Tumor â
Brain tumor is an uncontrolled growth of tissues in human brain which when turns into cancer
become life threatening. There are many methods to control the occurrence of cancer. The idea
of the project is to use image segmentation for MRI (Magnetic Resonance Imaging) of Brain
tumor. It identifies the tumor from the MRI of brain image, and reconstructs the tumor area
which has affected based on the threshold value.
It also include K-mean clustering algorithm which consists of segmentation and reconstruction,
and identifies whether the image is affected by the tumor or not.
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Keywords :
Brain Tumor, Clustering, Image Segmentation, K-mean cluster-
ing, MRI, Reconstruction , Thresholding ,Watershed
Glossary :
B:
Brain Tumor Brain tumor is an uncontrolled growth of tissues in
human brain which when turns into cancer.
C:
Clustering The process of organizing pixels into groups whose are
similar in some way or in some structure.
I:
Image Segmentation Segmentation is the procedure in which im-
age is divided into object or number of segments (set of pixels or
super pixels).
K:
K-mean clustering , k-means clustering is a method of cluster anal-
ysis which aims to partition n observations into k clusters in which
each observation belongs to the cluster with the nearest mean.
M:
MRI (Magnetic Resonance Imaging) it is a scanning device that
uses magnetic field and computer to capture images of the brain
on films.
R:
Reconstruction The affected area will be selected and as a cluster
constructed as an image and it is displayed in the label.// T:
Thresholding is the simplest method of image segmentation. From
a grayscale image, thresholding can be used to create binary im-
x
ages.
W:
Watershed A grey-level image may be seen as a topographic relief,
where the grey level of a pixel is interpreted as its altitude in the
relief. A drop of water falling on a topographic relief flows along a
path to finally reach a local minimum. Intuitively, the watershed of
a relief correspond to the limits of the adjacent catchment basins
of the drops of water.
In image processing, different types of watershed lines may be
computed. In graphs, watershed lines may be defined on the nodes,
on the edges, or hybrid lines on both nodes and edges. Watersheds
may also be defined in the continuous domain.[1] There are also
many different algorithms to compute watersheds. Watershed al-
gorithm is used in image processing primarily for segmentation
purposes.
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Chapter 1
Project Overview
1.1 Introduction
The task of detecting the position of tumor (the so called gross tu-
mor volume-GT)in the body of the patient is the starting point for
a medical treatment. In the conformal radiotherapy the tumor cells
are irradiated and killed with high precision without damaging the
neighboring healthy tissues. Usually, a medical doctor recognizes
the GTV and designs its border lines manually on the computer
tomography slices (CT-SCAN).The CT-SCAN procedure affects
the consequence planning target volume (PTV) of irradiation, ei-
ther if it is decided by the same medical doctor or by the automatic
supporting system. The main objective of this study is to design
a computer system able to detect the presence of a tumor in the
digital images of the brain and to accurately define is border line.
The basic assumption is that different local textures in images can
describe different physical characteristics corresponding to differ-
ent objects. We will be using this in wide range of field such as Bio
medical informatics, Oceanography, Computer vision. We assume
that the local texture of tumor cells is highly different from local
texture of other biological tissues. Thus texture measurement in
the image could be part of an effective discrimination technique
between healthy tissues and possible tumor areas.
A computer system has been design to recognize the typical fea-
1
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tures of the tumor from the digital images of the brain. The basic
concept is that local texture in the images can reveal the typical
regularities of the biological structures. Thus, the textual features
have been extracted using a co-occurrence matrix approach. The
level of recognition, among three possible types of image areas
are: tumor, non tumor, non tumor and back ground. We are focus-
ing on tumor image segmentation .
1.1.1 Existing System
1. Neurological Examination: It is a series of test to measures the
function of the patientâTMs nervous system and also his/her phys-
ical and mental alertness
2.) Brain Scan: Brain scan is a picture of the internal structure of
the brain. A specialized machine takes a scan in the same way as a
digital camera takes a photograph. Using computer technology, a
scan compiles an image of the brain by photographing it from var-
ious angles. Some types of scan uses contrast agent (or contrast
dye), which helps the doctor to see the difference between normal
and abnormal brain tissues.
MRI (Magnetic Resonance Imaging): It is a scanning device that
uses magnetic field and computer to capture images of the brain
on films. It does not use x-rays. It provides pictures from various
planes, which permits doctor to create a three-dimensional image
of the tumor. The MRI detects signals emitted from normal and
abnormal tissues, providing clear images of almost all tumors.
CT or CAT scan (Computed Tomography): It combines the so-
phisticated x-ray and computer technology. CT can show a com-
bination of soft tissues, bones, and blood vessels .CT images can
determine some type of tumor. It can also detect swelling, bleed-
ing, and bone and tissue calcification. Usually, iodine is the con-
trast agent used during a CT scan.
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A biopsy is a surgical procedure in which a sample of tissue is
taken from the tumor site and examined under the micro scope.The
biopsy will provide information on types of abnormal cells present
in the tumor. The purpose of biopsy is to discover the type and
grade of a tumor. A biopsy is the most accurate method of obtain-
ing a diagnosis. Once a sample is obtained, pathologies examine
the tissues under a microscope and write a pathology report con-
taining an analysis of the brain tissues. Sometimes pathologist
may not be able to make an exact diagnosis. This may be because
more than one grade of the tumor cells exists within the same tu-
mor. In some cases, the tissues may be sent to another institution
for additional analysis.
1.1.1.1 Why this Applications?
System Analysis By now we had studied the current system and
identified the gray problematic areas of current system. Now we
had to move to the second phase of software development life cy-
cle i.e. system analysis. In this phase, we had to propose a system
which can overcome the limitations phased with current system.
The phases can be described as follows:- Objectives:
• Secure- Since the information is stored on the computer which
can be accessed by the authorized users only the data in it
hence we secure.
• Accurate- Since all the transactions are computerized it is more
accurate and reliable.
• Automated- System does the automated processing since the
system is operated manually the software will provide an au-
tomation to it.
• User-friendly
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1.1.2 Motivation
The motivation is to develop a software with better segmentation
capability for use in medical imaging to detect diseases like brain
tumor. Image segmentation has been identified as the key problem
of medical image analysis and remains a popular and challeng-
ing area of research. Image segmentation is increasingly used in
many clinical and research applications to analyze medical imag-
ing datasets; which motivated us to present a snapshot of dynami-
cally changing field of medical image segmentation.
CT (Computed Tomography), MRI (Magnetic Resonance Imag-
ing), PET (Positron Emission Tomography) etc. generates a large
amount of image information. With the improved technology, not
only does the size and resolution of the images grow but also the
number of dimensions increases. In the future, we would like to
have algorithms which can automatically detect diseases, lesions
and tumors, and highlight their locations in the large pile of im-
ages.
The motivation of this work is to increase patient safety by provid-
ing better and more precise data for medical decision.
1.1.3 Advantages Over Current System
• Accurate results due to k-means algorithm.
• Image processing is fast.
• Quick identification of tumor is possible.
• Able to detect presence of tumor in digital image of brain.
• It is highly reliable on real time operations
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1.2 Proposed System Architecture
1.2.1 Formulation of Problem With using Technology
In Our project there are three modules:
1. Patient Registry Patient registry is used to maintain the patientâTMs
details with the unique patient id and brain image in the Oracle
database. Following are the functionality which is involved in the
patient registry. a. Add patient Details b. Update Patient Details c.
Delete Patient Details 2. Tumor Identification
• segmentation
• contruction
1.Segmentation: K-Means algorithm is used to implement the seg-
mentation of the MRI brain image. Clustering can be considered
the most important unsupervised learning problem; so, as every
other problem of this kind, it deals with finding a structure in a col-
lection of Un labeled data. A loose definition of clustering could
be âœthe process of organizing objects into groups whose member
are similar in some wayâ. A cluster is therefore a collection of
objects which are âœsimilarâ between them and are âœdissimilarâ
to the objects belonging to other clusters.
Segmentation is the procedure in which image is divided into ob-
ject or number of segments (set of pixels or super pixels). For seg-
mentations different criteria is used such as color, intensity, texture
information, brightness and darkness information. Here we use
1.2. Proposed System Architecture
brightness and darkness information for segmentation of a brain
image by which darker objects become more dark and brighter ob-
jects become more bright. So, tumor portion becomes darker and
clearly high light in an image. Only that tumor portion becomes a
segment which is number of pixels or contours (extract part of an
image).
2. B. Reconstruction: The affected area will be selected as a clus-
ter and constructed as an image and is displayed in the label. Based
on the constructed area threshold values will be calculated and the
tumor identification process will be performed based on the thresh-
old values. Our system will show the option pane message dialog
indicating whether the image is affected or not. Reconstruction
is also a required procedure for tumor detection. After the seg-
mentation of an image we get output as a set of pixels which are
very close. In reconstruction method this output is taken as in-
put. Based on the idea an image is drawn using threshold selection
method. So, we get an object which has boundary edges. In other
words this is the tumor area constructed as an image. Based on
the constructed area threshold values will calculated and the tu-
mor identification process will be performed based on the thresh-
old values. 2. C.Testimony: The report is generated based on the
affected and the unaffected image. The user has to select the op-
tion - the affected or unaffected patients. The report contains the
patient id and the name of the candidate.
3. Testimony
Patient registry is used to maintain the patientâTMs details with the
unique patient id and brain image in the Oracle database like Add
patient detail, Update patient detail and Delete patient detail. After
this we perform tumor identification. The major role of this appli-
cation is to identify the tumor in the brain image and reconstruct
the area which is affected by the tumor and based on threshold
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value, the system will identify whether the image is affected by
tumor or not. Following are the functionality which is involved in
the tumor identification module.
• segmentation construction
1.3 Organization of the Project
In Chapter 1, we have described about our project which includes
the motivation in section 1.1.1 and the advantage of our project
over the current system in section 1.1.2. Section 1.2 contains the
system architecture of our project followed by the formulation of
problems of the technology being used in our project in section
1.2.1.
In chapter 2, we discuss about the various papers that we have
referred for our project. This section includes the title of the pa-
pers, along with their description and the pros and cons of those
projects. Here we also mention the ways by which we are over-
coming all the disadvantages of the projects that have been de-
scribed in the paper. This chapter also includes the technological
review of our project.
In chapter 3, the requirement analysis of our project have been dis-
cussed. This includes the operating system that we are working on,
the hardware, software, front end and the back end requirement of
our project so as to execute successfully.
Chapter 4 is based on project design. This includes all the de-
sign approaches that include the front end design, component di-
agram, deployment diagram, E-R diagram and the flow graph of
our project.
1.3. Organization of the Project
Chapter 5 is related to the implementation details of our project.
This includes the assumptions that we have taken into considera-
tion while designing our project and also the dependencies. Sec-
tion 5.2 describes the modular description of project. The use-case
report and the class-diagram report have been explained in sections
5.3.1 and 5.4.1 respectively.
In chapter 6, we have the results and discussion section, which
consists of the test cases and the result discussion.
In chapter 7, Project Time Line, we have two sections Project time
line matrix and chart where we have explained the steps that were
undergone for the completion of our project along with the time
required for completing each part.
Chapter 8 is about task distribution, where we have discussed about
how we have distributed the project among ourselves. This in-
cludes the amount of work done by each one of us.
The last chapter i.e. Chapter 9 is about conclusion and future
scope.
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1.4 Study of Different Brain Tumor MRI Image Segmenta-
tion Techniques
1.4.1 Discription
Overview-The method of brain tumor segmentation is nothing but
the differentiation of different tumor area from Magnetic Reso-
nance (MR) images. There are number of methods already pre-
sented for segmentation of brain tumor efficiently. However itâTMs
still critical to identify the brain tumor from MR images. The
segmentation process is extraction of different tumor tissues such
as active, tumor, necrosis, and edema from the normal brain tis-
sues such as white matter (WM), gray matter (GM), as well cere-
brospinal fluid (CSF). As per the survey study, the brain tumors
most of time detected easily from brain MR image, but required
level of accuracy, reproducible segmentation, abnormalities clas-
sification is not predictable and straightforward. The segmentation
of brain tumor is composed of many stages. The manual process
of doing the segmentation of brain MR images is very time con-
sumption and tedious task, and hence it is associated with many
challenges. Therefore, we need automated segmentation method
for brain images. There are many techniques presented to investi-
gate the performance of automated computerized brain tumor de-
tection for the medical analysis purpose. In this review paper, our
main goal is to present the review of different brain tumor seg-
mentation methods using the MR images. The different methods
for segmentation are studied with their advantages and disadvan-
tages in this paper. Index Terms- Brain Tumor, Classification, Dis-
ease Identification, Magnetic Resonance Imaging (MRI), Segmen-
tation, Tumor Detection. For the early detection of brain tumors
there are many imaging methods for diagnostics purpose are pre-
sented. These imaging techniques are Positron Emission Tomog-
raphy (PET), Magnetic Resonance Imaging (MRI), and Computed
1.4. Study of Different Brain Tumor MRI Image Segmentation Techniques
Tomography (CT). Among this all imaging techniques, MRI is
most efficient for the research of brain tumor detection and classi-
fication as compared to other imaging techniques. This is because
of high contrast of soft tissues, high spatial resolution as well as it
does not produce any harmful radiation Reliable and fast detection
and classification of brain cancer. Although MRI and the tumor
about the size of being able to provide information, it is unable to
classify tumor types, invasive techniques such as biopsy and spinal
applications, which are painful and time consuming methods. In
this paper we are aiming to take review of different methods of
brain tumor image segmentation. We are aiming to present the
different MRI images segmentation methods. Objective of this re-
view section is to present literature survey of image segmentation
methods. The main goal is to highlight advantages and limitations
of these methods. Key image processing techniques for brain MRI
image segmentation is classified as thresholding, region-growing,
clustering, soft computing, atlas-based, image/symmetry analysis,
other methods etc. Thresholding In the process of thresholding,
image is supposed to be composed of regions and these regions
belong to different ranges of gray scale. Histogram of image is
consists of peaks and valleys, where each peak represents one re-
gion. The valley between the peaks represents a threshold value.
Histogram thresholding method is based on a concept that divides
the image into two equal halves and histograms are compared to
detect the tumor and cropping method is used to find a proper
physical dimension of brain tumor. The threshold technique makes
decision based on the local raw pixel information. It helps in ex-
tracting the basic shape of an image, overlooking the little unnec-
essary details. B. Region-growing In this technique the images
are partitioned by organizing the nearest pixel of similar kind.It
starts with a pixel (initial seed) that having similar properties. Ac-
cordingly the neighbouring pixels based on homogeneity criteria
are appended progressively to the seed.In splitting process,region
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get devided into subreions that do nt satify a given homogeneity
crieteria.Spliting and merging can be used together and its per-
formance mostly depends on the selected homogeneity criterion.
Without tuning homogeneity parameters, the seeded region grow-
ing technique is controlled by a number of initial seeds. If the
number of regions was approximately known used it to estimate
the corresponding parameters of edge detection. C. Clustering The
method of clustering organizes the objects into groups based on
some feature, attribute and characteristic. Hence a cluster con-
sists of groups of similar objects. There are two types of clus-
tering, supervised and unsupervised. 1) K-Means Clustering: K-
Means Clustering partition the n observations into k clusters in
which each pixel belongs to the clusters by minimizing an objec-
tive function in a way that the within cluster sum of squares is
get minimized. It starts with initial K cluster centers and it reas-
signs the observations to clusters based on the similarity between
the observations and cluster center. Automation of detection and
segmentation of brain tumors in MRI images is a very challenging
task due to occurrence of high degree of gray-level similarity in the
image. 2) Fuzzy C-Means clustering: Fuzzy C-means (FCM) clus-
tering is a data clustering method in which each data point belongs
to a cluster to a degree specified by a membership value. Fuzzy C-
means divides a collection of n vectors into c fuzzy groups and
finds a cluster centre in each group such that a cost function of
dissimilarity measure is minimized.
1.4.2 Pros
• Classifying regions by means of their multi- parameter values
does the study of the regions of physiological and pathological
interest easier and more definable.
• .Spliting and merging can be used together and its perfor-
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mance mostly depends on the selected homogeneity criterion.
Without tuning homogeneity parameters, the seeded region
growing technique is controlled by a number of initial seeds
• It uses supervised and unsupervised clustering technic.
1.4.3 Cons
• It is costly because it implement in matlab.
• The regional growing method ignored the spatial characteris-
tics.
• Normally spatial characteristics are important for malignant
tumor detection.
• thresholding based segmentation the image is considered as
having only two values either black or white.
• Time consuming.
1.4.4 How we overcome Those problem in Project
• Our project implementation will be done in scilab so it is in
open source.
• Image processing is fast.
• Quick identification of tumor is possible.
• No side effects.
• X-ray of brain is only required for input.
1.5 Paper Title 2
Brain Tumor Segmentation Using K-Means Clustering And Fuzzy
C-Means Algorithms And Its Area Calculation
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1.5.1 Discription
ABSTRACT:Tumor is an uncontrolled growth of tissue in any part
of the body. The tumor is of different types and they have different
characteristics and different treatment. This paper is to implement
of Simple Algorithm for detection of range and shape of tumor
in brain MR Images. Normally the anatomy of the Brain can be
viewed by the MRI scan or CT scan. MRI scanned image is used
for the entire process. The MRI scan is more comfortable than
any other scans for diagnosis. It will not affect the human body,
because it doesnâTMt practice any radiation. It is centered on the
magnetic field and radio waves. There are dissimilar types of al-
gorithm were developed for brain tumor detection. But they may
have some drawback in detection and extraction. After the seg-
mentation, which is done through k-means clustering and fuzzy c-
means algorithms the brain tumor is detected and its exact location
is identified. Comparing to the other algorithms the performance
of fuzzy c-means plays a major role. The patient’s stage is deter-
mined by this process, whether it can be cured with medicine or
not. The proposed system has mainly four modules namely Pre-
processing, segmentation using k-means and fuzzy c-means, Fea-
ture extraction, and approximate reasoning.According to the need
of the next level the pre-processing step converts the image. It per-
forms filtering of noise and other artifacts in the image and sharp-
ening the edges in the image. RGB to gray conversion and Reshap-
ing also takes place here. It includes a median filter for noise re-
moval.The feature extraction is extracting the cluster, which shows
the predicted tumor at the FCM (Fuzzy C-means) output. The ex-
tracted cluster is given to the threshold process. It applies a binary
mask over the entire image. In the approximate reasoning step the
tumor area is calculated using the binarization method making the
dark pixel darker and white brighter. In threshold coding, each
transform coefficient is compared with a threshold and if its less
1.5. Paper Title 2
than the threshold value, it is considered as zero or else one. In
the approximate reasoning step the tumor area is calculated using
the binarization method. That is the image having only two val-
ues either black or white (0 or 1). Here 256x256 JPEG image is a
maximum image size. The binary image can be represented as a
summation of total number of white and black pixels.
Pre-processing is done by filtering. Segmentation is carried out
by advanced K-means and Fuzzy C-means algorithm. The fea-
ture extraction is done by considering the threshold and finally,
approximatingthe reasoning method to recognize the tumor shape
and position in MRI image using edge detection method. The pro-
posed method is combinations of two algorithms were established
for segmentation. But they are not decent for all kinds of the MRI
image
1.5.2 Pros
• ï‚· The proposed method is done by filtering.
• Noises are reduced.
• The proposed method uses k-means and fuzzy c-means algo-
rithms which are very accurate to detect the tumor affected
area.
• It shrinks the time for analysis
1.5.3 Cons
• We cannot use MRI scan for people who have metal implanted
in their body.
• It can take 45 to 60 minutes.
• These machines make loud noise of electronics with in ma-
chine.
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• Side effects of contrast agents.
1.5.4 How we overcome Those problem in Project
By now we had studied the current system and identified the gray
problematic areas of current system. Now we had to move to the
second phase of software development life cycle i.e. system analy-
sis. In this phase, we had to purpose a system which can overcome
the limitations phased with current system. The phase can be de-
scribed as follows:- Objective
• Secure- Since the information is stored on the computer which
can be accessed by the authorized users only the data in it
hence we secure.
• Accurate- Since all the transactions are computerized it is more
accurate and reliable.
• Automated- System does the automated processing since the
system is operated manually the software will provide an au-
tomation to it.
• User-friendly
1.6 Paper Title 3
Segmenting Brain Tumors using Alignment-Based Features
1.6.1 Description
Detecting and segmenting brain tumors in Magnetic Resonance.Images
(MRI) is an important but time-consuming task performed by med-
ical experts. Automating this process is a challenging task due
to the often high degree of intensity and textural similarity be-
tween normal areas and tumor areas. Several recent works have
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explored aligning a spatial â˜templateâTM image in order to incor-
porate spatial anatomic information, but it is not obvious how this
alignment should be used. This work quantitatively evaluates the
performance of 4 different types of Alignment-Based (AB) fea-
tures encoding spatial anatomic information for use in supervised
pixel classification. This is the first work to (1) compare several
types of AB features, (2) explore waysto combine different types
of AB features, and (3) explorecombining AB features with tex-
tural features in a learning framework. We considered situations
where existing methods perform poorly, and found that combin-
ing textural and AB features allows a substantial performance in-
crease, achieving segmentations that very closely resemble expert
annotations.
Radiation Oncologists and many other medical experts currently
spend a substantial portion of their time segmenting medical im-
ages, and in particular, labeling brain tumors and associated edema
in MRI. This labeling is especially important when planning ra-
diation therapy, and new treatment techniques such as Intensity-
Modulated Radiation Therapy will soon drastically increase the
segmentation workload [1]. The introduction and acceptance of
these types of new technology will thus depend on reducing the
manual time associated with detecting and segmenting tumors.
1.6.2 Pros
• Reducing the manual time associated with detecting and seg-
menting tumors.
•
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1.6.3 Cons
1.6.4 How we overcome Those problem in Project
• Accurate results due to k-means algorithm.
• Image processing is fast.
• Quick identification of tumor is possible.
• Able to detect presence of tumor in digital image of brain.
• It is highly reliable on real time operation
1.7 Paper Title 4
Image Segmentation and Detection of Tumor Objects in MR Brain
Images Using FUZZY C-MEANS (FCM) Algorithm
1.7.1 Description
In this work, the FCM algorithm is implemented using the data
compression technique without including the weight factor in the
cluster center updation criterion which further speeds up the pro-
cess besides yielding considerable segmentation efficiency. The
modified FCM algorithm is used for clustering abnormal MR brain
images from four tumor classes namely metastate, meningioma,
glioma and astrocytoma. Textural features namely correlation,
contrast and entropy are extracted from the images and used for the
clustering algorithm. The segmented outputs are analyzed based
on the segmentation efficiency and convergence rate. A compar-
ative analysis is performed with the conventional FCM algorithm
to show the superior nature in terms of convergence rate. Exper-
imental results show promising results for the modified FCM al-
gorithm. Clustering is one of the widely used image segmentation
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techniques which classify patterns in such a way that samples of
the same group are more similar to one another than samples be-
longing to different groups. There has been considerable interest
recently in the use of fuzzy clustering methods, which retain more
information from the original image than hard clustering methods.
Fuzzy C-means algorithm is widely allows pixels to belong to mul-
tiple classes with varying degrees of membership. But the major
operational complaint is that the FCM technique is time consum-
ing. Several modifications have been done on the existing network
to improve the performance. This work consists of the following
stages, viz. MR image database, feature extraction, FCM based
segmentation and modified FCM based segmentation.
1.7.2 Pros
• A comparative analysis is performed with the conventional
FCM algorithm to show the superior nature in terms of con-
vergence rate. Experimental results show promising results
for the modified FCM algorithm.
• Average speed-ups of as much as 80 times a traditional im-
plementation of FCM are obtained using the modified FCM
algorithm
1.7.3 Cons
• A fast approach for tumor identification and segmentation.
• Improved output segmented image as compare to other ap-
proaches.
• An approach which detects the tumor in brain image and needs
no human interference. This method can be useful in many
areas: In this approach I am suggesting an automated seed se-
lection method, for segmentation of tumor section, so it saves
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lots of human interference, and may be useful for many other
approaches where seed selection is tough task.
• This approach may be useful for neurologist and doctors for
identifying brain tumor section, and many other parts of hu-
man brain.
1.7.4 How we overcome Those problem in Project
– Accurate results due to k-means algorithm.
– Image processing is fast.
– Quick identification of tumor is possible.
– Able to detect presence of tumor in digital image of brain.
– It is highly reliable on real time operation
sectionPaper Title 5 Brain Tumour Detection for Digital Im-
ages
1.7.5 Description
Segmentation is the process to segregate the portion in digital
image process. Brain tumor is one of the common diseases
which are treated in medical science. Detection of brain tu-
mor in early stages can enhance the prevention mechanism to
stronger level. Detection of brain tumor from digital image
processing techniques is one of the most essential parts for
work. In our research we will work on segmentation of brain
tumor area for digital images. The detection of brain tumor
has been done with Magnetic resonance imaging (MRI) pro-
cess by doctors. We will proceed with quantization process
for images and will focus on clustering process of different
detecting areas of the brain and finally with ROI technique we
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will detect the brain tumor and image will reflect the segre-
gated portion of brain tumor.
The segmentation of brain tumor from magnetic resonance
(MR) images is a vital process for treatment planning, mon-
itoring of therapy, examining efficacy of radiation and drug
treatments, and studying the differences of healthy subjects
and subjects with tumor. The process of automatically extract-
ing tumors from MR images is a challenging process. This
leads to many different approaches for automatic tumor seg-
mentation. The usual standard used for validating segmenta-
tion results of the automatic methods is the manual segmenta-
tion results done by human experts. However, different in-
vestigators are likely to employ different image acquisition
parameters and different manual segmentation techniques. A
compounding issue is that any manual segmentation method
suffers from lack of reliability and reproducibility . Even if a
rich set of manual segmentations are available, they may not
reflect the ground truth and the true gold standard may need
to be estimated. Furthermore, validation is typically not per-
formed for the segmentations of non-tumor structures since
manual segmentations of edema and the healthy brain tissue
are very challenging tasks and have a high degree of variabil-
ity.
In order to provide objective assessments of segmentation per-
formance, there is a need for an objective 3D ground truth
with associated MR images that exhibit the same major seg-
mentation challenges as that of common, realistic scans of a
tumor patient. A database of real brain tumor MR images,
along with their segmentations, may provide the means to
measure the performance of an algorithm by comparing the re-
sults against the variability of the expert ratersâŸ judgments.
However, an objective evaluation to systematically compare
different methodologies also needs a ground truth with little
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or no variability.
Segmentation is the process of partitioning an image into non-
intersecting regions such that each region is homogeneous and
the union of no two adjacent regions is homogeneous.
1.7.5.1 (
various method of segmentation) based on local pixel informa-
tion and are effective when the intensity levels of the objects
fall squarely outside the range of levels in the background. Be-
cause spatial information is ignored, however, blurred region
boundaries can create havoc
. B. Edge Based Method
The purpose of detecting sharp changes in image brightness
is to capture important events and changes in properties of the
world. It can be shown that under rather general assumptions
for an image formation model, discontinuities in image bright-
ness [5] are likely to correspond to: â Discontinuities in depth,
â Discontinuities in surface orientation, â Changes in material
properties and â Variations in scene illumination C. Region
Based Methods
The image is partitioned into connected regions by group-
ing neighboring pixels of similar intensity levels. Adjacent
regions are then merged under some criterion involving per-
haps homogeneity or sharpness of region boundaries. Over
stringent criteria create fragmentation; lenient ones overlook
blurred boundaries and over merge .
D. Clustering Method
Clustering groups data instances into subsets in such a man-
ner that similar instances are grouped together, while different
instances belong to different groups. Usually referred to as
the active contour model, starts with some initial boundary
shape represented in the form of spline curves, and iteratively
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modifies it by applying various shrink/expansion operations
according to some energy function. Although the energy-
minimizing model is not new, coupling it with the mainte-
nance of an âœelasticâ contour model gives it an interesting
new twist. As usual with such methods, getting trapped into a
local minimum is a risk against which one must guard; this is
no easy task.
1.7.6 Pros
– clustering approach which is used for biomedical area.
– It finding the brain tumor detection with help of binary tree
quantization process with different clusters formation.
1.7.7 Cons
– It is costly.
– Its time consuming.
1.7.8 How we overcome Those problem in Project
– Accurate results due to k-means algorithm.
– Image processing is fast.
– Quick identification of tumor is possible.
– Able to detect presence of tumor in digital image of brain.
– It is highly reliable on real time operation
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1.8 Technological Review
1.8.1 use of software
scilab 5.5.1 Scilab is an open source, cross-platform numerical
computational package and a high-level, numerically oriented
programming language. It can be used for signal processing,
statistical analysis, image enhancement, fluid dynamics sim-
ulations, numerical optimization, and modeling, simulation
of explicit and implicit dynamical systems and (if the corre-
sponding toolbox is installed) symbolic manipulations.
Scilab is one of the two major open-source alternatives to
MATLAB, the other one being GNU Octave. Scilab is sim-
ilar enough to MATLAB that some book authors (who use it)
argue that it is easy to transfer skills between the two systems.
Scilab however puts less emphasis on (bidirectional) syntactic
compatibility with MATLAB than Octave does.
Scilab is a high-level, numerically oriented programming lan-
guage. The language provides an interpreted programming
environment, with matrices as the main data type. By us-
ing matrix-based computation, dynamic typing, and automatic
memory management, many numerical problems may be ex-
pressed in a reduced number of code lines, as compared to
similar solutions using traditional languages, such as Fortran,
C, or C++. This allows users to rapidly construct models for a
range of mathematical problems. While the language provides
simple matrix operations such as multiplication, the Scilab
package also provides a library of high-level operations such
as correlation and complex multidimensional arithmetic. The
software can be used for signal processing, statistical analysis,
image enhancement, fluid dynamics simulations, and numeri-
cal optimization.
Scilab also includes a free package called Xcos (based on Sci-
1.8. Technological Review
cos) for modeling and simulation of explicit and implicit dy-
namical systems, including both continuous and discrete sub-
systems. Xcos is the open source equivalent to Simulink from
the MathWorks.
As the syntax of Scilab is similar to MATLAB, Scilab includes
a source code translator for assisting the conversion of code
from MATLAB to Scilab. Scilab is available free of cost under
an open source license. Due to the open source nature of the
software, some user contributions have been integrated into
the main program.
Chapter 2
Requirement Analysis
2.1 Platform Requirement :
2.1.1 Supportive Operating Systems :
WNDOWS 7/LINUX
2.2 Software Requirement :
software : SCILAB 5.5.1
2.2.1 Front End Software Requirement :
FRONT END : SCILAB 5.5.1
2.2.2 Back End Software Requirement:
BACKEND : ORACLE 9
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2.3. Hardware Requirement :
2.3 Hardware Requirement :
2.3.1 Basic Hardware Required for Development :
– PROCESSOR : PENTIUM IV HARD DISK : 40 GB
– RAM : 512 MB
– MONITOR : 15â COLOR MONITOR
– KEYBOARD : 104 KEYS STANDARD KEYBOARD
– MOUSE : STANDURD 3 BUTTON MOUSE
2.3.2 Hardware Required For Project Development:
27
3.1. Design Approach
Chapter 3
Project Design
3.1 Design Approach
3.1.1 Front End Designs
3.2 Software Architectural Designs
3.2.1 Component Diagram
3.2.2 Deployment Diagram
3.3 Database Design
3.3.1 E-R Diagram
3.4 Work-flow Design
3.4.1 Flow Graph
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Chapter 4
Implementation Details
4.1 Assumptions And Dependencies
The assumptions taken are as follows: The program is used to
detect the edges of the bubbles first so as to perform the neces-
sary functions. It is assumed that the program is very effective
and fast in detecting the correct edges of the bubbles. The edge
detection algorithm has to very optimize in performing the de-
tection. If any manual detection of the bubble has to be done,
which is done by clicking on any 3 points of that particular bub-
ble and these three points specify the (x, y) coordinate of the
bubbleâTMs centre and the radius of that particular bubble, so the
program is assumed to bring the required and accurate results.
The dependencies are as follows: For the processing of this soft-
ware, MATLAB/SCILAB [3] program is used. MATLAB (ma-
trix laboratory) is a multi-paradigm numerical computing environ-
ment and fourth-generation programming language. Developed
by Math Works, MATLAB allows matrix manipulations, plotting
of functions and data, implementation of algorithms, creation of
user interfaces, and interfacing with programs written in other lan-
guages, including C, C++, Java, FORTRAN and Python. Scilab is
an open source, cross-platform numerical computational package
and a high-level, numerically oriented programming language. It
can be used for signal processing, statistical analysis, image en-
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hancement, fluid dynamics simulations, numerical optimization,
and modeling, simulation of explicit and implicit dynamical sys-
tems and (if the corresponding toolbox is installed) symbolic ma-
nipulations. Scilab is the most complete open source alternative
t
4.2 Implementation Methodologies
4.1.1 Modules
1. Patient Registry
(a) Add patient detail
(b) Update Patient detail
(c) Delete Patient detail
2. Tumor Identification
(a) Segmentation
(b) Reconstruction
3. Testimony
4.2.1 Modular Description of Project
1. Patient Registry : Patient registry is used to maintain the patientâTMs
details with the unique patient id and brain image in the Oracle
database. Following are the functionality which is involved in
the patient registry.
a. Add patient Details.
b. Update Patient Details
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c. Delete Patient Details
(a) A.Add Patient Details: The patient details are maintained in
the database for verification and quick reference. The patient
registry form contains the detailed information about the pa-
tient like patient-id, name, age, address, contact number, gen-
der, admission date, description, handling doctorâTMs name,
last scan date, blood group and the MRI brain image of the
patient is maintained in the database.
.Update Patient Detail: In the case of necessary condition the
patient details have to be modified by using the unique patient
id. For that the administrator have to give the particular pa-
tient id based on that the patient details will be retrieved from
the database and it is appended in the text field. Based on the
requirement they can change the data and modify the attribute
value except the patient id.
(b) . C .Delete patient Details: In certain the patient details have
to modify in the case of unwanted condition. On that time the
system have to facilitate delete option by providing the patient
details. By getting the patient detail all the patient data will
be deleted successfully from the data base.
2. Tumor Identification: The major role of this application is to
identify the tumor in the brain image and reconstruct the area
which the tumor has affected and based on threshold value the
system will identify whether the image is affected by tumor or
not. Following are the functionality which is involved in the
tumor identification module.
a. Segmentation
b. Reconstruction
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(a) A.Segmentation: K-Means algorithm is used to implement
the segmentation of the MRI brain image. Clustering can be
considered the most important unsupervised learning prob-
lem; so, as every other problem of this kind, it deals with
finding a structure in a collection of Un labeled data. A loose
definition of clustering could be âœthe process of organiz-
ing objects into groups whose member are similar in some
wayâ. A cluster is therefore a collection of objects which are
âœsimilarâ between them and are âœdissimilarâ to the objects
belonging to other clusters. Segmentation is the procedure in
which image is divided into object or number of segments (set
of pixels or super pixels). For segmentations different criteria
is used such as color, intensity, texture information, brightness
and darkness information. Here we use brightness and dark-
ness information for segmentation of a brain image by which
darker objects become more dark and brighter objects become
more bright. So, tumor portion becomes darker and clearly
high light in an image. Only that tumor portion becomes a
segment which is number of pixels or contours (extract part
of an image).
(b) . B. Reconstruction: The affected area will be selected as a
cluster and constructed as an image and is displayed in the
label. Based on the constructed area threshold values will be
calculated and the tumor identification process will be per-
formed based on the threshold values. Our system will show
the option pane message dialog indicating whether the image
is affected or not. Reconstruction is also a required proce-
dure for tumor detection. After the segmentation of an image
we get output as a set of pixels which are very close. In re-
construction method this output is taken as input. Based on
the idea an image is drawn using threshold selection method.
So, we get an object which has boundary edges. In other
words this is the tumor area constructed as an image. Based
4.3. Detailed Analysis and Description of Project
on the constructed area threshold values will calculated and
the tumor identification process will be performed based on
the threshold values.
(c) C.Testimony: The report is generated based on the affected
and the unaffected image. The user has to select the option
- the affected or unaffected patients. The report contains the
patient id and the name of the candidate.
4.3 Detailed Analysis and Description of Project
Thresholding:
Thresholding is the simplest method of image segmentation. thresh-
olding can be used to create binary images. From a grayscale im-
age.
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Thresholding methods:
• Histogram shape-based methods, where, for example, the peaks,
valleys and curvatures of the smoothed histogram are analyzed
• Clustering-based methods, where the gray-level samples are
clustered in two parts as background and foreground (object),
or alternately are modeled as a mixture of two Gaussians
• Entropy-based methods result in algorithms that use the entropy
of the foreground and background regions, the cross-entropy
between the original and binarized image, etc.
• Object Attribute-based methods search a measure of similarity
between the gray-level and the binarized images, such as fuzzy
shape similarity, edge coincidence, etc.
• Spatial methods [that] use higher-order probability distribution
and/or correlation between pixels
• Local methods adapt the threshold value on each pixel to the
local image characteristics.
4.3. Detailed Analysis and Description of Project
Purpose The purpose of thresholding is to extract those pixels from
some image which represent an object .Though the information is
binary the pixels represent a range of intensities. Thus the objec-
tive of binarization is to mark pixels that belong to true foreground
regions with a single intensity and background regions with differ-
ent intensities.
Thresholding algorithms
For a thresholding algorithm to be really effective, it should pre-
serve logical and semantic content. There are two types of thresh-
olding algorithms
1. Global thresholding algorithms 2. Local or adaptive threshold-
ing algorithms
In global thresholding, a single threshold for all the image pix-
els is used. When the pixel values of the components and that of
background are fairly consistent in their respective values over the
entire image, global thresholding could be used.
In adaptive thresholding, different threshold values for different
local areas are used.
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4.3.1 Usecase Report
4.4 Class Diagram
4.4.1 Class Diagram Report
Chapter 5
Results and Discussion
5.1 Test Cases
5.2 Results Discussion
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Chapter 5. Results and Discussion
5.2. Results Discussion
Chapter 6
Project Time Line
6.1 Project Time Line Matrix
6.2 Project Time Line Chart
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Chapter 7
Task Distribution
7.1 Distribution of Workload
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Chapter 8
Conclusion and Future Scope
8.1 Conclusion
In Our Project, we have developed an open source software to dis-
tinguish normal and abnormal brain MRIs. We are working on
GUI, which is user friendly. It consist of eight steps, namely Input
image, RGB to Grey, Edge Detection, Histogram, Thresholding,
Segmentation and Tumor identify.
Here several methodologies are exist for brain tumor detection of
MRI image. But this method is fast, improved quality of image
and freely available for users.
8.2 Future Scope
In the future, the actual implementation of the project will be done
where all the modules will be coded, tested and deployed. Fur-
ther Additional functionalities as per requirements will be added
which may include charts and graphical comparison. There are so
many algorithm available for segmentation and image processing,
so by using those algorithm Neurological examination, brain scan,
biopsy, perceives the depth, detecting the curves and inclination
for creating maps become easy and accurate
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