ABSTRACT With increasing emphasis on incorporating energy awareness in future communication systems, it is desirable to explore power-efficient resource allocation techniques. Therefore, in this paper, we consider the sum-power minimization of base stations (BSs) and users in a full-duplex (FD) multiple-input multipleoutput multi-cell system. In particular, we assume that BSs operating in FD transmission mode serve multiple FD mobile users at the same time over the same frequency band. To guarantee a certain quality of service (QoS), we enforce the maintenance of a minimum signal-to-interference-plus-noise ratio for each user. Concerning these design constraints together with realistic FD self-interference models, we investigate the transmit and receive beamforming designs that minimize the joint transmission power of BSs and users. However, the resulting optimization problem is NP-hard. We therefore divide this optimization problem into separate receive and transmit beamforming design steps, which can be solved iteratively. In addition, the non-convex precoder design problem is posed as a difference of convex function programming, which can be efficiently solved via successive convex approximation. In order to account for practical aspects in our design, we also take into account imperfect channel state information by way of stochastic and bounded uncertainties. Numerical results suggest that the FD systems generally outperform the half-duplex ones under a wide range of QoS constraints and transceiver distortions.
I. INTRODUCTION
With the proliferation of high-data-rate wireless services, it is necessary to seek communication technologies that exploit the current spectrum more efficiently. Conventional wireless communication systems that operate in halfduplex (HD) transmission mode-commonly known as timedivision duplex (TDD) or frequency-division duplex (FDD)-employ two orthogonal channels to transmit and receive. Thus, these transmission techniques cannot achieve the maximal spectral efficiency. Full-duplex (FD) transceivers have the capability of transmission and reception at the same time over the same frequency band [1] , [2] , and thus hold the promise to double the link capacity or increase the spectral efficiency due to more flexible access control and networking [3] - [5] .
While the potential benefits of FD systems are easy to foresee, the implementation of such systems poses significant challenges. For example, since an FD system relies on simultaneous transmission and reception, one major stumbling block for the exploitation of FD ability is the strong selfinterference at the front-end of the receiver caused by the signal leakage from the transmit antennas to its receive antennas. However, in recent years, specialized self-interference cancellation techniques along with promising results from the experimental research have demonstrated adequate levels of isolation between transmitting and receiving signals and, therefore, sparked a wide range of related studies [6] - [9] . The general idea of such techniques is to suppress and subtract the dominant part of the self-interference signal in the radio frequency (RF) analog domain, so that the remaining signal can be processed for further interference reduction in the baseband, i.e., digital domain [10] - [13] . Nevertheless, such techniques are far from perfect owing to imperfections of radio devices, such as amplifier non-linearity, phase noise, and I/Q channel imbalance [14] . Further challenges arise due to inaccurate channel state information (CSI) in the interference paths and limited processing power in the digital domain. Therefore, the system optimization in the context of FD communications under the residual self-interference were recently studied in [15] - [18] and references therein.
Owing to the increased spectral efficiency and recent advances in hardware design, FD communication has been investigated for point-to-point multiple-input multipleoutput (MIMO) systems in [17] - [22] and for single-cell systems in [23] - [26] . However, these studies assumed HD users and did not account for signal distortion caused by non-ideal amplifiers, oscillators, analog-to-digital converters (ADCs), and digital-to-analog converters (DACs). FD communication has also been studied for multi-cell MIMO systems [27] - [30] . The works [27] - [29] focused on the optimization of system sum-rate while [30] considered user selection with power control. The minimization of transmit power has not been a design criterion, e.g., in [27] - [30] .
Reducing transmit power has obvious benefits, such as reduced interference for wireless networks and lower cost for wireless devices. These are even more pronounced for the FD wireless devices as they consume more power due to additional components that are needed for the self-interference cancellation [5] , [31] . With increasing emphasis on incorporating energy awareness in future communication systems [32] , the design of power-efficient FD transceivers has recently been studied considering the sum-power minimization in the context of interference channels [20] , [21] , relay networks [22] , and the physical layer security [33] . In particular, the work in [33] considered a single-cell multi-user system with MIMO FD BS and single antenna HD users. In this paper, we extend the sum-power minimization design approach for a multi-cell MIMO system with FD BSs and FD users. We investigate the problem of minimizing the joint transmit power at base stations (BSs) and users while meeting quality-of-service (QoS) requirements in the form of signal to interference plus noise ratios (SINRs). As it is illustrated in Fig. 1 , owing to the FD transmission both at BSs and users, our design approach considers I) the self-interference at each FD BS and FD user, II) the interference among adjacent BSs, i.e., inter-BS interference, and III) the interference among all the mobile users in all cells. In addition, we consider transmitter and receiver distortions caused by nonideal amplifiers, oscillators, ADCs, and DACs in our study. Although the resulting optimization problem is non-convex and NP-hard, we can represent it as a difference of convex function programming (DCP) [34] , [35] , which can be solved via successive convex approximation (SCA) [36] . While the global optimality cannot be guaranteed, the objective value in SCA converges monotonically as it is improved with each iteration. Within this context, in the first part of the paper, our goal is to understand under what conditions replacing HD systems with FD ones may be beneficial for the power minimization. This will be expanded in the second part of the paper to consider the channel state information (CSI) uncertainty, similar to previous studies on FD communications in the context of cognitive radio [37] , [38] , physical layer security [33] , [39] , [40] , point-to-point MIMO communication [41] , and single-cell multi-user system [42] . To this end, we present robust designs for the power-minimization FD operation considering both stochastic and bounded CSI uncertainties. Numerical results confirm that the proposed FD designs achieve power savings compared to an HD setup and a non-robust design, under a wide range of QoS constraints and signal distortions at the transceiver.
The rest of the paper is organized as follows. The system model is presented in Section II. The power-minimization FD transceiver design assuming perfect CSI is derived in Section III. This is extended to the case of imperfect CSI in Section IV. Numerical results and discussions are provided in Section V. Finally, we conclude our study in Section VI.
Notations: We adopt the following notations. Vectors and matrices are denoted as lowercase and bold capital letters, respectively. I N is the N by N identity matrix, 0 N ×M is the N by M zero matrix, and [A] nn denotes the nth row and nth column of matrix A. We use (·) H to denote the conjugate transpose operation and tr(·) to indicate the trace operand.
|·| indicates the absolute operand and · to suggest the upper bound. In addition, diag (A) is the diagonal matrix with the same diagonal elements as A. CN µ, σ 2 denotes a complex Gaussian distribution with mean µ and variance σ 2 . C N ×M denotes the set of complex matrices with a dimension of N by M . E {·} means the statistical expectation, ⊥ denotes the statistical independence; and ⊗ denotes the Kronecker product.
II. SYSTEM MODEL A. SIGNAL MODEL
We consider an FD cellular communication scenario having K cells, where cell k has one BS k, k = 1, . . . , K , as illustrated in Fig. 1 . We assume that each BS, k is equipped with M k transmit and N k receive antennas, and 22690 VOLUME 5, 2017 serves I k users in its cell. We denote i k to be the ith user in cell k, equipped with M i k transmit and N i k receive antennas. We define the set of BSs as K = {1, . . . , K } and users ) channels. Considering, for example a 3GPP Long-Term Evaluation (LTE) system, where each BS broadcasts the cell-specific reference signal, including its cell identity [43] . Therefore, BSs to users channels can be estimated from the received reference signal at each user. Users then report the CSI via control and/or shared channels to the BSs [43] , which allow the estimation of type I channels. The same cell-specific reference signal can be used at other BSs to estimate the type II channels [30] . The type III channels are difficult to obtain as there is no direct signaling between users. However, the channel estimation between users can be facilitated via neighbor discovery at each user through the use of sounding reference signal in 3GPP LTE system [44] . Similar mechanisms to estimate channels between users have been proposed for device-to-device communications [45] .
B. PRECODING
Each user i k in the uplink and downlink channels sends symbols, s UL channels, the transmitted signals of the user i k and BS k can be written as,
respectively. For convenience, we collect all beamforming vectors, v X i k ,m , i k ∈ I, m ∈ M, X ∈ {UL, DL} in the stacked vector v, where M denotes the set of the data streams.
C. RECEIVED SIGNALS
As mentioned earlier, we take into account the limited dynamic range (DR) at FD nodes [14] , which has also been applied in [15] , [16] , [18] , [19] , and [28] . Essentially, non-ideal components, such as amplifiers, oscillators, ADCs and DACs contribute to limited DR. To model the limited receiver DR, an additive white Gaussian receiver distortion with a variance equal to β times the power of the undistorted received signal is injected at each receive antenna [46] . Similarly, an additive white Gaussian transmitter noise with a variance equal to κ times the power of the intended transmit signal is injected at each transmit antenna to model the limited transmitter DR [47] . Considering the limited DR, the signals received by the BS k and that received by the user i k , can be respectively written as
white Gaussian noise (AWGN) vector with zero mean and unit covariance matrix at the BS k and user i k , respectively. In (2), c UL
is the signal distortion at the transmitter antennas of user i k , which models the effect of limited DR to account for transmitter chain inaccuracies. Unlike the thermal noise components, the covariance matrix of c UL i k depends on the power of the transmit antenna. It is modeled as
is the additive receiver distortion at the receiver antennas of user i k . Similar to the transmitter side, it models the effect of limited DR to account for the receiver chain inaccuracies, and modeled as e DL i k 
D. DECODING
We make use of linear decoders,
to process the received signals at the BS k and user i k , respectively. Then the estimates of data streams of user i k in the uplink and downlink channels are obtained as,ŝ UL
for convenience, we collect all decoding vectors, u X i k ,m , i k ∈ I, m ∈ M, X ∈ {UL, DL} in the stacked vector u.
E. UPLINK AND DOWNLINK SINRs
With estimated data streams, the SINR values of the m-th stream associated with the user i k in the uplink and downlink channels can be expressed as in (3) and (4), respectively, shown at the bottom of this page.
Here, UL
denote the covariance matrix of the aggregate interference-plus-noise for the user i k in the uplink (downlink) channel, and can be approximated, under β 1 and κ 1, as in (5) and (6), respectively, shown at the bottom of the following page. We note that UL i k (v) and DL i k (v) depend on non-local parameters, such as channel matrices and pre-coding matrices at other links. However, they can be determined locally provided that there is a sufficient coherence time window within which all channel and pre-coding matrices do not change [48] - [50] .
We note that our system model considers the most general communication scenario, where the FD BSs communicate with the FD users in a multi-cell environment. The other communication scenarios, e.g., I) FD BSs and HD users in a multi-cell, II) FD BS and FD users in a single-cell, III) FD BS and HD users in a single cell, and IV) HD BSs and HD users in single and multi-cell environments, can be recovered as special cases.
III. SUM-POWER MINIMIZATION WITH PERFECT CSI
In this section, our goal is to study the joint sum-power minimization of the FD BSs and users assuming that perfect CSI is available at the FD transmitters while enforcing an SINR constraint for each data stream. The corresponding optimization problem can be formulated as (8) where γ X th , X ∈ {UL, DL} is the QoS constraint. The above problem is not jointly convex in v and u, and it is known to be NP-hard [51] . In what follows, we show that an approximation of the original problem can be solved efficiently.
A. APPROXIMATED PROBLEM
The original problem in (7)- (8) can be solved (suboptimally) in an iterative manner where the sum-power converges. To this end, the problem is divided into separate transmit and receive beamforming designs which can be solved alternatively. We note that with fixed transmit beamformers, the linear minimum mean-squared error (MMSE) receiver is optimal in the sense that it maximizes the per-stream SINR [52] , [53] . In this regard, the optimal MMSE receiver that maximizes the per-stream SINR can be expressed as M. J. Rahman et al.: Power-Efficient Transceiver Design for FD MIMO Multi-Cell Systems With CSI Uncertainty can be computed as
Assuming that the uplink and downlink transmissions employ certain QoS constraints, γ X th , the precoder design problem can be written as
where P BS+UE is given by
The above non-convex problem can be formulated as a DCP with the introduction of an upper bounding constraint for each MSE term, i.e.,
, where c > 1. For later results, we choose c = 2 as suggested in [35] .
With this approximation, the problem in (12)-(13) can be reformulated as
Note that the above problem in still non-convex due to MSE upper bounding constraint in (16) .
B. SOLVING THE APPROXIMATED PROBLEM
The non-convex part of the above MSE constraint,
where τ is the iteration index, a 
At iteration τ with fixed θ 
In the above optimization problem, all constraints are convex due to the linear approximations. After solving the above optimization problem at each iteration, the next point can be computed using an exact line search method i.e., θ
The problem is solved in a way that the sum-power converges by alternating between the receive and transmit beamforming designs. The iterative transmit beamformers are optimized by repeatedly computing the linear approximation and then solving the above reformulated optimization problem in (22)- (24) . The steps for solving the optimization problem is summarized in Algorithm 1. Calculate the MMSE receive beamforming vectors u from (9). Update θ X τ i k ,m , i k ∈ I, m ∈ M, X ∈ {UL, DL} using line search. Set τ = τ + 1.
8:
until Convergence (inner) of the objective function in (22) or a predefined number of iterations is reached. 9: until Convergence (outer) of the objective function in (22) or a predefined number of iterations is reached.
C. CONVERGENCE ANALYSIS
The Algorithm 1 is guaranteed to converge if it can be proved that the objective function in (22) decreases monotonically at each optimization step and it is bounded below. We note that the original optimization problem in (7)- (8) and the approximated optimization problem in (22)- (24) have the same objective function. Furthermore, the optimization variables in (22)- (24) satisfy the same QoS constraint in (7)- (8) . Therefore, it is sufficient to show that the sumpower converges following Algorithm 1 and the objective function is bounded below [36] . It is apparent that the sumpower is bounded below, i.e., P BS+UE > 0. We note the MMSE receive filter update at step 3 of Algorithm 1 minimizes the per-stream MSE, which means that less (or equal) transmit power will be needed to satisfy that per-stream MSE. This leads to decreased required sum-power [52] , [53] . Furthermore, the SCA optimization related to the transmit beamformers converges monotonically due to the fact that the point of approximation is included in the approximated convex problem via the update of θ X τ i k ,m , i k ∈ I, m ∈ M, X ∈ {UL, DL}, as presented in Section III-B [34] - [36] . Therefore, the objective function is guaranteed to converge.
We further note that we solve a convex problem at each optimization step, which can be solved efficiently [54] . However, the above convergence proof only holds for the monotonically decreasing convergence to a limit point. Since the original problem in (7)- (8) is non-convex, generally the global optimality cannot be ensured. Moreover, we numerically investigate the rate of convergence in Section V.
D. COMPLEXITY ANALYSIS
The computational complexity is determined by the problem size, i.e, number and size of the optimization variables and constraints. Assuming the same number of transmit antennas (M ), receive antennas (N ) and same number of data streams (d) at each node, in this section, we analyze the computational complexity of the proposed algorithm. Since the proposed algorithm relies on iterative update, we provide periteration complexity. We do so by omitting linear constraints since their impact on overall complexity can be considered negligible.
Given the number of users, |I| and assuming interior point method for convex quadratic programming [54] , the total complexity of the each iteration of the optimization problem involves [48] . We note that calculations of some terms in the covariance matrices can be reused. For example, the second term in (5) can be reused to calculate the sixth term as it incurs the diagonalization of the same matrix.
E. RUN-TIME ANALYSIS
The run-time of an algorithm depends on the problem size, the convergence accuracy desired from the optimization problem, and the machine on which the algorithm is running. In our case, we use a consumer grade computer machine with 1.6 GHz processor, 8 GB of RAM, and a 8-core CPU. The algorithm was tested when the computer had some other activities running in the background. To this end, we consider three different antenna settings, such as different antenna settings for a convergence accuracy of 10 −5 , which is a reasonable time for the convergence.
IV. SUM-POWER MINIMIZATION WITH CSI UNCERTAINTY
The realization of the full potential for FD communications relies on the quality of the CSI available at the transceiver. The CSI can be obtained at each transmitter via channel estimation through the pilot signals or it can be fed back to the transmitter using quantized feedback signaling [55] . Nonetheless, due to inevitable estimation error involved with the channel estimation process or limited capacity of the feedback channel, the assumption of the perfect CSI availability is idealistic. In order to account for this design challenge, in the following we study the sum-power minimization problem under the imperfect CSI scenario considering both stochastic and bounded uncertainties.
A. SUM-POWER MINIMIZATION WITH STOCHASTIC CSI UNCERTAINTY
In this section, we incorporate the stochastic CSI uncertainty into our design, where the uncertainty is usually modeled as a complex random matrix with normally distributed elements, and the transmitter is assumed to know the distribution type and corresponding parameters [56] - [59] . The statistical CSI uncertainty model is expressed as
whereH, , and σ δ denote the estimated CSI, the channel error matrix, and the variance of the CSI uncertainty, respectively. The estimated CSI and the channel error matrix are assumed to be statistically independent. Applying the model (25) 
The above variance terms can be further modeled as [60] 
The model captures the effect of the channel uncertainties pertaining to the estimation accuracy. According to this model, the error variance for the associated channel depends on the nominal signal to noise ratio (SNR), ρ, unless η = 0. The parameters λ > 0 and η ≥ 0 are meant to capture a variety of communication scenarios. For example, the case of perfect CSI can be obtained with λ = 0. Reciprocal channels and CSI feedback can be captured with η = 1 and η = 0, respectively.
Considering the CSI uncertainty, the optimization problem that we want to solve can be written as
, DL} is the SINR that accounts for the stochastic CSI uncertainty, and computed as in (35) and (36), as shown at the bottom of the next page, for the uplink and downlink transmissions, respectively. Under the assumption of the stochastic CSI uncertainty, it is intuitive that all nodes have access toH and the statistics about the CSI uncertainty, instead of H. With the above modeling of the stochastic CSI uncertainty, the interference plus noise covariance matrices in (5) and (6) can be approximated as in (37) and (38) , as shown at the bottom of the next page, respectively. We obtain this approximation by omitting terms that involve multiplication of the CSI uncertainty associated with each channel, since their products are negligibly small. Furthermore,˜ UL i k (v) and DL i k (v) are obtained by directly replacing all instances of H byH in (5) and (6) for the uplink and downlink transmissions, respectively.
As in the previous section, at iteration τ and for a fixed θ 
where parametersã
are applicable for the design involving the stochastic CSI uncertainty, but follow the same construction as derived for the case of perfect CSI design, X i k ,m is the MSE with the stochastic CSI uncertainty, and P BS+UE is the total transmit power for the same, obtained as in (14) . Alike the perfect CSI design, the above optimization problem is convex and can be solved iteratively following the similar steps as in Algorithm 1. VOLUME 5, 2017
B. SUM-POWER MINIMIZATION WITH BOUNDED CSI UNCERTAINTY: THE WORST-CASE DESIGN
Now we extend our design to deal with the bounded CSI uncertainty. To this end, we restrict the imperfect CSI within a norm-bounded deterministic (or worst-case) model, where the instantaneous CSI is assumed to be located in a known set of possible values [61] - [64] . The norm-bounded uncertainty model is expressed as
whereH, , and denote the nominal value of the CSI, the channel error matrix, and the uncertainty bound, respectively. The uncertainty sizes can be made related to the quality of the channels, where the radius of the uncertainty regions can be set to = s H F , s ∈ [0, 1) [65] . Considering the CSI uncertainty, the optimization problem that is of interest is given as below
Given the size of the CSI uncertainty, one way to guarantee the worst-case SINR is by obtaining its lower bound. The lower bound of the SINRs for the uplink and downlink transmissions are given in (45) and (46), as shown at the top of the next page, respectively, whereˆ X i k (v) includes both the estimated channel (H) and the CSI uncertainty ( ). Assuming
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the same uncertainty bound for associated CSI uncertainties, tractable upper bounds for the first terms in the denominators of (45) and (46), i.e., ( (49) and (50), as shown at the top of the next page, for the uplink and downlink transmissions, respectively. The bound follows from the properties that Tr(A 1 B 1 ) = Tr(B 1 A 1 ) for any A 1 ∈ CM X ×N X , B 1 ∈ CN X ×M X and Tr(A 2 B 2 ) ≤ Tr(A 2 )Tr(B 2 ) for any positive definite matrices, A 2 , B 2 ∈ CN X ×N X [66] , where
Finally, it exploits the bound on the CSI uncertainty from Tr( H ) ≤ 2 to arrive at (49) and (50) for the uplink and downlink transmissions, respectively. A similar technique that involves obtaining tractable forms related to normbounded CSI uncertainty can be found in [51] and [67] . With the lower bound of the SINR,
, the optimization problem can be written as below
By obtaining the lower bound of the SINR, we can write the following one-to-one relationship
From eqn. (48)
where (ˆ X i k ,m ) UB is the upper bound of the MSE, i k ∈ I, m ∈ M, X ∈ {UL, DL}. That is to say, we can exploit the upper bound (i.e., worst-case) of the MSE, (ˆ X i k ,m ) UB , to guarantee the lower bound (i.e., worst-case) of the SINR, (γ X i k ,m ) LB as a QoS constraint. For givenH X (56)
where( ·) denotes the related variables for the case of normbounded design, similar to those in the stochastic uncertainty design. The optimization problem is also convex and can be solved similarly following the steps as in Algorithm 1. 
V. NUMERICAL RESULTS AND DISCUSSIONS
Considering both perfect and imperfect CSI, in this section we investigate the performance of the proposed sum-power minimization algorithms for an FD MIMO multi-cell system through numerical simulations. We choose the simulation parameters from the 3GPP LTE specifications for small-cell deployments [68] . The small cells are suitable for deployment of the FD technology since the cell-edge path loss is less than that in conventional cellular systems, which makes the problem of self-interference much more manageable [1] , [24] , [69] . In particular, our simulation setup considers an outdoor multi-cell scenario with three Pico cells randomly dropped in a hexagonal macrocell. For simplicity, we assume the same number of transmit and receive antennas at each BS, i.e., M k = N k = N , k ∈ K, and at each mobile user, i.e., M i k = N i k = M , i k ∈ I. We further assume that there are two users in each cell, where each BS is equipped with N = 4 transmit and receive antennas, and each user is equipped with M = 2 transmit and receive antennas. 1 Also, we consider that each user sends a single data stream in the uplink (UL) and downlink (DL) directions. We average our results over 500 independent channel realizations. The stochastic CSI uncertainty is generated following the model in (32) , where the nominal SNR is calculated based on the standard transmit power of the BS and mobile users specified in [68] .
The path loss model for line-of-sight (LOS) and non-lineof-sight (NLOS) communications between the BS and users are generated according to the following probability denotes the smallscale fading following a complex Gaussian distribution with zero mean and unit variance, whereas the large-scale fading consisting of the path loss and shadowing is denoted by, κ UL i k = 10 (−Z/10) , Z ∈ {LOS, NLOS}, where LOS and NLOS are calculated from the specific path loss model given in Table 2 . In the same vein, we define the channels between the BS and DL users, and that of between the UL and DL users.
In order to simulate the self-interference channel, we adopt the model from [7] . Accordingly, at the BS k the self-interference channel is distributed as
Rician factor andH SI k is a deterministic matrix. 2 Table 2 summarizes the simulation parameters and corresponding settings. Unless stated otherwise, in our experiments we stick to the above settings of the network parameters.
A. PERFECT CSI RESULTS
The proposed sum-power minimization algorithm presented in Section III relies on iterative updates of the design parameters. The iterative nature of the algorithm ensures a local optimal solution. To this end, it is desirable to observe the convergence behavior of the presented algorithm. Fig. 2 shows the outer convergence of the sum-power function in (22) for FD and HD operations. As expected, we observe strictly non-increasing behavior of the optimization objective at each iteration. Furthermore, we notice faster convergence of the HD setup. This is because the FD system needs to consider additional self-interference in the design process, which contributes to the slower convergence of the optimization algorithm. transceiver distortion. For the HD operation, we assume that each BS serves the same number of DL and UL users as in the FD system. As we observe from Fig. 3 , FD and HD setups require the same average power at around κ = β ≈ −90 dB. However, the FD transmission outperforms the HD one when κ = β < −90 dB. These levels of self-interference cancellation have been achieved through a recent advanced technique reported in [9] . We also note that the power efficiency gain for the FD over that of the HD transmission varies with different κ (β) values. This is due to the fact that the higher transmitter (receiver) distortion, represented by κ (β), corresponds to larger residual self-interference, which necessitates a higher required transmit power to maintain the same QoS constraint. Therefore, we generally achieve a higher power efficiency gain with smaller values of κ (β). Fig. 4 demonstrates a comparison of the average sumpower required by FD and HD systems with varying QoS constraints. As we notice from Fig. 4 , as the QoS constraint increases, power requirements for both FD and HD systems increase. Furthermore, with increasing QoS constraints, the HD system requires increasingly more power, i.e., the gap between the required power for FD and HD systems tends to be larger since the HD setup needs to satisfy an increasingly higher QoS constraint than the corresponding FD setup.
B. IMPERFECT CSI RESULTS
After observing the power efficiency gains offered by the FD transmission with perfect CSI, in this section we study the performance in the presence of imperfect CSI. As discussed in Section IV, we consider both stochastic and norm-bounded CSI uncertainties, where either the statistics or the size of the CSI uncertainty is known to the transmitter, respectively. For the sake of simplicity, in either case we assume that the associated channel links experience the same CSI uncertainty.
Similar to the algorithm presented in Section III, each of the robust algorithms in Section IV also rely on iterative updates of the design parameters to arrive at a local optimum. Figs. 5 and 6 show the outer convergences of the proposed robust sum-power minimization algorithms for FD and HD setups over multiple design parameters considering the stochastic and the norm-bounded CSI uncertainties, respectively. In both cases, we observe strictly non-increasing behavior of the optimization objectives, i.e., the reduction of the sum-power with each iteration. Furthermore, as in the case of perfect CSI, the HD setup generally converges in fewer optimization iterations compared to its FD counterpart as the FD design needs to consider additional self-interference in the optimization process.
In Fig. 7 , we compare the average power requirements for the robust FD and HD setups in the presence of stochastic CSI uncertainty for a given QoS constraint and transceiver distortion, where the parameters λ and η are chosen similar to those in [28] and [60] . In particular, we notice that for a given η, the required transmit power for FD and HD setups increase with larger λ. This is justified because the higher CSI uncertainty means increased noise; therefore they require more power to guarantee the same QoS. We also note that the proposed FD design consumes less power to guarantee the same QoS than the HD one.
Next we compare the average power requirements for the robust FD and HD setups assuming norm-bounded CSI uncertainty for a given QoS and transceiver distortion, as depicted in Fig. 8 . The CSI uncertainty parameter is related to the quality of the associated channels through the parameter s, whose range is chosen similar to settings in [28] and [70] . We observe that the required transmit power for FD and HD setups increase with larger s. This corroborates the previous observation with the stochastic CSI uncertainty, since the noise also increases with larger CSI uncertainty. It is also apparent from the robust results that the FD system is affected slightly more by the increased CSI uncertainty than the HD one since the former involves more channel links (i.e., associated CSI uncertainties).
Finally, in Fig. 9 we present the average power required by the robust and non-robust FD setups against the stochastic CSI uncertainty, measured by λ and η. This result exemplifies the benefits that can be harnessed through the robust design in the presence of CSI uncertainty. As we see from this result, as λ increases the power requirements increase for both robust and non-robust FD systems. We also observe that the nonrobust FD setup requires more power in order to guarantee the same QoS since it does not consider the CSI uncertainty into the design process. Furthermore, as λ increases (i.e., with increased CSI uncertainty), the difference in required average power between the robust and non-robust FD systems tends to increases for the same reason. In particular, the robust design results in power savings that can be as high as 87%.
VI. CONCLUSION
In this paper, we have studied the transmit and receive beamforming designs with an objective to minimize the transmit power for an FD MIMO multi-cell system while maintaining a certain QoS. In addition to the limited DR at the transceivers, such a communication system also suffers from the self-interference as well as the co-channel interference from other nodes. Due to the non-convex nature of the optimization problem, we approximate this as a DCP, which is then solved via SCA. Our results demonstrate that the FD systems require less transmit power than the HD systems under low to moderate level of transceiver distortions and for increasing QoS constraints. In dealing with both stochastic and norm-bounded CSI uncertainties, our studies suggest that the proposed robust FD designs similarly require less power when compared with the HD setups. Moreover, we have quantified the transmit power that can be saved through the robust design in comparison to a non-robust design.
The results justifies the importance of a robust design in power-constrained applications.
