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Abstract 
This thesis is concerned with the application of adaptive local quasi-Newton coupled 
multigrid (ALQNMG) solvers to the numerical simulation of viscous incompressible 
fluids, using the multi-fluid model. 
The ALQNMG methodology has proven highly successful for single phase flows [1], 
leading to solution algorithms which are: (i) robust, (ii) efficient and (iii) accurate. 
Its extension to multiphase flows is very challenging because the governing equa- 
tions are mathematically complex and their solutions are subject to constraints. 
The solver presented here has therefore required a considerable number of specific 
algorithmic developments. 
The outline of the thesis is as follows: firstly, the modelling and simulation of mul- 
tiphase flows are reviewed, together with the different numerical techniques imple- 
mented in the solver. Finite volume discrete multiphase equations are then derived 
on structured, staggered grids. Next, having specified the solution algorithm, we 
consider the accuracy of the solver. Results from several test cases of varying com- 
plexity are compared with those of a widely used commercial CFD package and good 
agreement is obtained. 
The question of performance is then addressed in detail, both in terms of robustness 
and speed of convergence. Good accelerations are obtained using the multigrid 
method but the convergence rates are often not grid-independent. The most likely 
explanation is that the discrete operators are highly non-linear and therefore have 
different characteristics on different grids. Furthermore, the solution algorithm is 
shown to not handle certain multiphase diffusive terms very well. Convergence rates 
are much faster than those achieved by single grid solvers and commercial codesý 
typically by one order of magnitude and often more, although the solver is not fully 
optimal. 
Finally, adaption is considered. Grids are generated automatically which facilitates 
the use of the code and allows error control. It is confirmed that multigrid methods 
offer a good framework for the implementation of adaption. Considerable gains in 
speed and memory usage, by one further order of magnitude, are achieved. 
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Chapter I 
Introduction 
The physics of fluid flow covers a large range of phenomena. It involves a wide range 
of length and time scales. Its proper understanding is crucial for many applications 
in science and engineering. Hence, a large number of models of varying complex- 
ity have been developed. Very often, the phenomena of interest are described by 
governing equations which are partial differential equations. The numerical solution 
of such equations is difficult since it can require considerable experience and lies 
at a meeting point between at least three distinct disciplines: physics (e. g. [2]), 
mathematics (e. g. [3]) and numerical analysis (e. g. [4]). This topic has received 
a great deal of attention since the early 50s and resulted in the development of a 
new and very active field, Computational Fluid Dynamics (CFD) (see, for instance, 
references [5,6,7]). Currently, many fundamental issues can be considered solved. 
However, many questions are still outstanding and progress is ongoing. As more 
computing power becomes available, problems of increasing complexity are being 
investigated. 
From the point of view of this thesis, a fundamental division exists between single 
phase and multiphase flows. In the first case, a single substance is flowing. This 
may be a pure element or an homogeneous mixture such as air. In the second 
case, several fluids or conceptually similar materials are flowing at the same time. 
Once this second possibility is considered, the physics becomes extremely complex. 
In any study of multiphase phenomena, a thorough understanding must be gained 
not only of the behaviour of each fluid but also of their interactions. This will often 
involve many physical mechanisms. A further difficulty arises since multiphase flows 
occur in a wide range of processes, both natural and industrial, from soil erosion to 
oil transport through pipelines. A unified methodology for their study is therefore 
highly desirable but difficult to define. 
The CFD of single phase flow is very advanced. In cases where the physics leads 
to relatively simple models, such as inviscid computations or laminar viscous flow, 
the technology is sufficiently developed to provide industry with real design tools. 
Means to deal with more complex problems such as turbulence modelling or com- 
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bustion are available but still require powerful computers. Single phase CFD may 
now be considered as mature technology on two accounts: firstly, the fundamental 
technology is now well established and secondly, general purpose commercial codes 
are widely available. 
The situation regarding multiphase flows is very different. Although solution al- 
gorithms have been available for some time, it is broadly acknowledged that the 
performance of present multiphase solvers is generally disappointing and prevents 
the detailed study of many flows of industrial interest. 
The majority view among researchers and practitioners is that the problem 
' 
is, mainly 
one of modelling. Whilst the mathematical models for single phase flows embodied 
in the framework of the Navier-Stokes equations are well established, the formulation 
of correct multi-phase models, even for specific applications, is still an open question. 
Since the mid-seventies, a general model - the multi-fluid equations [8] - has been 
available. In the same way as some turbulence models are derived, these equations 
are obtained rigorously by averaging. Nevertheless, this model has raised a large 
number of mathematical issues. 
It is well known that the equations for the unsteady case are ill-posed [9] in a 
mathematical sense. This is best defined by reference to the opposite property, that 
of well-posedness. A well-posed problem is one for which (i) a solution exists, (ii) 
is (locally in solution space) unique and (iii) depends continuously on boundary 
conditions and other conditions. In the case of transient multiphase flows, solutions 
do not depend continuously on boundary conditions because error growth is made 
possible by the appearance of complex eigenvalues. This very unusual characteristic 
suggests that the basic model is fundamentally flawed, either due to simplifications 
and approximation, or because important physical factors are ignored altogether. It 
is very often argued that if the physics were correctly modelled, the corresponding 
equations would be well-posed and their solution would not raise difficulties. We 
restrict ourselves to the steady problem, for which this issue does not araise. 
By contrast, in the present thesis, the underlying opinion implicitly expressed is 
that the numerical simulation of multiphase flow is very challenging even for correct 
models. It is acknowledged without any reservations that progress on the modelling 
front - both from theoretical and experimental viewpoints - is crucial for the development of algorithms suitable for industrial multiphase CFD. However, in the 
author's opinion, given a "good" - i. e. well-posed - system of governing equations, 
obtaining a "good" solver is not a trivial task. A "good" solver should be: 
Robust, so that it successfully simulates a wide range of flows without relying 
on user expertise and/or experimentation because the domain of convergence 
is good; 
Efficient, so that the computational cost of the solution is proportional to the 
amount of physical change in the solution, in keeping with the so-called golden 
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e Accurate, so that the discrete solution is as close to the solution of the contin- 
uous equations as computational cost will allow; 
9 Self-adaptive, so that the information on the solution obtained as the algo- 
rithm proceeds can be used to direct the computational effort without external 
intervention from the user. 
For single phase flows, one such "good" solver can be constructed using quasi- 
Newton coupled solvers associated with multigrid methods. This class of methods 
has been developed during the last fifteen years to correct a fundamental weak- 
ness of traditional solution algorithms for fluid flows. The local coupling between 
the flow variables is not treated accurately because each equation in the system is 
usually iterated independently from the others. Newton solvers are a possible alter- 
native. In this case, the global system of non-linear equations is solved by Newton's 
method so that the coupling between the variables is now handled in a very accu- 
rate way. However, large linear systems are generated so that the computational 
cost can be heavy unless the sparseness of the Jacobian matrices can be exploited 
Even if the sparseness of the Jacobian is exploited to the full, these methods require 
a large amount of computing power. . This variant is sometimes referred to as 
full 
quasi-Newton (FQN). By contrast, in local quasi-Newton solvers (LQN), the global 
non-linear system is solved block by block so that only local Jacobians are needed. 
The correction systems are very small and can be solved using direct methods such 
as Gaussian elimination. By construction, LQN solvers concentrate on the local 
coupling and neglect the global coupling. Evidence accumulated to this day sug- 
gests that it is the former which is crucial for rapid solution algorithms [1]. LQN are 
often combined with multigrid methods which provide very significant acceleration. 
Multigrid complements the quasi-Newton solver by quickly resolving the long wave- 
lengths. Alternatively, one can say that the multigrid method deals with the global 
coupling. Multigrid can be seen as an acceleration technique but this viewpoint 
can also be reversed: the LQN solver, is then seen as an efficient smoother for the 
multigrid method. 
Quasi-Newton coupled multigrid solvers have a very interesting property in that they 
are optimal order-wise: their complexity is O(N) where N is the number of discrete 
unknowns. The reason for this is that convergence rates are often grid-independent. 
The variant of multigrid implemented is the Full Approximation Storage (FAS) 
method. Although relatively rarely used, it has two advantages: firstly, it is di- 
rectly applicable to non-linear problems and secondly, it automatically provides 
estimates for the truncation error of the solution. This information can be used to 
refine grids automatically where appropriate. Hence, automatic error, control can be 
achieved. Furthermore, FAS and more generally multi-lcvel methods, provide an at- 
tractive framework for adaptive computations: adaption can be easily implemented 
by prolongation on sub-domains. 
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The methodology outlined here has been implemented in a computer code called 
pamg, which is described in reference [1,11,121 (see also [13,111). This code solves 
the two-dimensional Navier-Stokes equations for viscous incompressible fluids for 
Cartesian geometries. pamg has been thoroughly validated and is highly efficient 
and robust. 
At the heart of the present thesis is the conviction that a similar approach could lead 
to a multiphase solver which is equally robust and efficient. This can be argued by 
considering that for multiphase flows the local coupling between variables is more 
complex than in the single phase case and crucial to the success of a numerical 
algorithm. 
Given this general outlook, our main goal was to develop and apply adaptive local 
quasi-Newton coupled multigrid (ALQNMG) solvers to multiphase flows and inves- 
tigate the robustness and efficiency of the resulting solver. Starting from the single 
phase code pamg, the expected end product was another code, parag-multiphase, 
offering the same level of algorithm development for steady two dimensional flows. 
New issues are: (i) the system of equations is much larger and very strongly non- 
linear and its properties are not completely understood and (ii) the set of physically 
acceptable solutions is more restricted due to constraints which exists on the realis- 
ability of some unknowns. 
In Chapter Two the thesis rationale is given, the physical modelling and numerical 
simulation of multipliase flows are briefly examined and the mathematical basis for 
the different numerical techniques implemented in pamg and pamg-multiphase are 
given. Since this field of research is very large and much information is sensitive, 
this literature survey does not aim to be exhaustive. Rather, it seeks to highlight 
the most important issues arising in the simulation of multiphase flows and give 
technical arguments to explain why the ALQNMG approach performs well as a 
solver for fluid flows. 
Chapter Three deals with the problem of discretisation. Both the governing par- 
tial differential equations and the discrete algebraic equations solved by pamg and 
Pamg-multiphase are considered, the latter being derived using a finite volume ap- 
proach. Important features of the discretisation, the use of staggered grids and 
hybrid schemes, are then discussed and the discretisation process is described in de- 
tail. The implications of this process for the performance of the solution algorithm, 
namely the robustness of the solver, are investigated. Furthermore, specific char- 
acteristics of the multiphase equations - namely the presence of cross derivative 
terms in the diffusive fluxes - which could have a bearing on the convergence rates 
of the algorithms have been observed and are discussed. 
Chapter Four describes the solution algorithms implemented in pamg and pamg-multiphar,, e. We are mainly concerned with the numerical and computational developments which 
have been necessary in order to extend the single phase solver to multiphase flows. 
The single phase solution algorithm is described, in order to provide a reference 
Numerical Simulation of Multiphase Flows 5 
point for the subsequent discussion of the multiphase modifications. The design 
of the multiphase algorithm has required the careful consideration of many issues. 
These include: I 
e, the derivation of consistent discretisations; 
e the treatment of the non-linearity by line-searching; 
e the use of automatic differentiation to obtain accurate local Jacobians; 
e the application of multigrid transfers which only generate physically realisable 
approximations (in sharp contrast to single phase flows, some variables used 
in the description of multiphase flows are restricted to a certain range); 
e the design of conservative interpolation operators in connection with adaption. 
To the author's knowledge, these solutions are entirely original in this context. 
Chapter Five seeks to establish the correctness of pamg-muitiphase in the sense that 
it gives correct solutions for some test flow problems of varying degrees of complexity. 
Comparisons were drawn not with experiments but with two thoroughly validated 
codes: a commercial CFD package CFX, 4. I and, where appropriate, the single phase 
version of pamg. This can be considered as a good first, stage for validation and is 
consistent with the numerical emphasis of the present work. Validation against 
experimental data may have been useful but would have required the consideration 
of modelling errors which are not in the scope of this thesis. In a second part, the 
performance of pamg-multiphase is discussed in detail. The main conclusions are 
that the LQN solver is robust and that multi-gridding significantly accelerates the 
computations. Of course, the level of performance is not as high as for single phase 
flow& In particular, it is more difficult to achieve grid independent convergence 
rates. As the grid size become finer, convergence rates are often degraded, at least 
in parts of the convergence histories. 
This is not altogether surprising given the complexity of the equations solved. We 
investigate in detail the factors which may influence the convergence rates of the 
method. These include: 
" the impact of multiphase source terms; 
" the'influence of characteristic (and difficult) multiphase flow patterns, partic- 
ularly regions where the phases are totally separated; 
* the presence of singularities in re-circulation zones; 
e the effect of diffusive effects present in the governing equations, particularly 
the impact of terms specific to multiphase flows 
6 
* the selection of the algorithm parameters 
e the accuracy of the grid transfers. 
PhD Thesis 
It is the author's opinion that the root cause of the dependency of the convergence 
rates on the grid size reflects the fact that the governing equations are highly non- 
linear. In non-linear problems, it is necessary to approximate the discrete operator 
as well as its solution. This can require significant computational effort particularly 
if the operators on different grid are very different. Secondly, it is shown that 
some multiphase diffusive terms are,; iot efficiently handled (in relative terms) by 
the multigrid procedure. It remains that even when it is not optimal order-wise, 
the pamg-muitiphase solver is still very efficient and much faster than single grid 
methods. This mirrors the situation for hyperbolic equations: multigrid methods 
in their basic forms are successful acceleration -techniques 
but they are not optimal 
solver order-wise [14]. 
Finally, Chapter Six deals with computations on adaptive grids as opposed to the 
uniform grids used in Chapter Five. The distinctive feature here is that adaption 
is performed automatically and dynamically as the computation proceeds. Besides 
reducing the computational cost, this type of grid refinement allows good error 
control. The refinement algorithm is finely intertwined with the FAS method: the 
latter provides estimates of the truncation error very cheaply while the former exerts 
an influence on the definition of the multigrid transfer operators. It is shown that for 
multiphase flows, adaptive computations are very beneficial in terms of performance 
without significant loss of accuracy even if the transfers do not conserve numerical 
fluxes. 
The present thesis has been written with three principal objectives: firstly, to present 
our new solution algorithm, secondly to demonstrate that pamg-multiphase is an 
essentially correct implementation of a FAS multigrid method for the steady multi- 
fluid equations in two dimensions and thirdly to investigate the potential of such 
an approach in providing efficient, robust, accurate and adaptive simulations of 
multiphase flows. The presentation of numerical results thus has a large relative 
weight and actually gives a rather distorted image of the work which has been 
carried out during the course of this project. The most delicate aspect, by far has 
been the development of the software, as is to be expected for any numerical work 
of this type. The extension of the single phase code to multiphase problems was 
performed in, it is hoped, a careful way but the fact remains that pamg-multiphase, 
like most numerical software) has proved difficult to write. In the author's opinion, 
this is mainly due to the combination of a set of equations (both differential and 
discrete) of relatively unknown properties with numerical algorithms - multigrid 
methods - whose implementation, in all its detail, is quite complex. However, the 
experience gained from writing such a piece of software has been very valuable. 
To conclude then, the following quotation from reference [15, pages 224-225] is an 
effective summary of the author's struggle during the course of the project: 
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A[... ] numerical analyst tries a multigrid solver on a new problem. Ile 
knows the basics, he has seen it implemented on another problem, so he 
has no trouble writing the program. Ile gets results showing a certain 
rate of convergence, perhaps improving a former rate obtained with a 
one-grid program. Now he is confronted with the question: Is this real 
multigrid efficiency? Or is it many times slower, due to some conceptual 
error or programming bug? The algorithm has many parts and aspects 
[ ... ]. A single error (a wrong scheme or a bug) in any of these parts 
may degrade the whole performance very much, but is still likely to 
give an improvement over a one-grid method, misleading the analyst to 
believe that he has done a good job. How can the error be suspected and 
detected? How can one distinguish between various possible troubles? 
7 
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Chapter 2 
A review of Relevant Literature 
2.1 Introduction and Thesis Rationale 
The study of multiphase flows has attracted a lot of attention from theoretical, 
experimental and numerical standpoints and, consequently, the body of literature 
pertaining to'this field is very large. Numerical simulation has been attempted for 
a long time, at least from the mid-sixties (see, for instance, [16] and the reviews 
[9,17]). References [18,19,20, '21,22,23,24,25] are example of more recent 
numerical work. Many studies are specific to particular applications (e. g. Fluidized 
Beds [26], Nuclear Reactor safety analysis [27,28,29,30], Oil Pipelines [31,32,33], 
Particulate Flows [34,35] or even Geology [36]). 
In Section 2.2, different multiphase models are reviewed: we discuss the multi-fluid 
model, illustrate its derivation and mention some of its limiting cases. In keeping 
with our stated aim of designing a robust and efficient solver, we only raise modelling 
issues to the extent that they influence solution strategies. Modelling questions 
are obviously very varied and they are of crucial importance to the study of any 
multiphase flows but they are not within our scope here. 
Next, the numerical simulation of multiphase flows is discussed in Section 2.3. The 
challenges it poses are illustrated, particularly those in transient flows. Furthermore, 
examples of widely used solution algorithms for multiphase flows - namely the 
IPSA and SETS methods - are described. These procedures have been chosen as 
representative of the many schemes available. 
Having discussed the governing equations, we then present the mathematical foun- 
dations of the different numerical techniques we propose to use for their solution. 
The objectives set for the numerical work are as follows: 
to demonstrate the applicability of quasi-Newton coupled multigrid (FAS) 
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solvers to multiphase systems, and more particularly, the multi-fluid model. 
(H) to quantify as much as possible the performance benefits in terms of efficiency 
and robustness that such solvers bring. 
(M) to implement automatic space adaption in order to make efficient use of com- 
puter resources and allow error control. 
This is a direct extension of the numerous studies which have been conducted for 
single phase Navier-Stokes flows. In particular, the current works builds on the 
work presented in references [1,1ý1 1 12]. - The'coupled approach to, the simulation 
of fluid flow is discussed in Section 2.4. In a coupled solver, the flow equations are 
solved simultaneously while in a segregated approach, of which the SIMPLE algorithm 
is a prototype, they are iterated individually. Coupled solvers are faster because 
the non-linear coupling between the unknowns is accurately treated, but they are 
usually more complex to implement. Local. quasi-Newton coupled solvers (LQN) are 
a particular variant of coupled I solver I s. They are based on an accurate treatment of 
the flow variables locally rather than globally. This is achieved by a block solution 
of full Newton system written on sub-domains, usually single computational cells. 
In the author's view, it is not only possible but also advantageous to apply a (quasi- 
Newton) coupled approach to multiphase flows. The main argument is that the 
coupling between unknowns is tighter and more non-linear than in the case of single 
phase flows. Taking this local coupling into account may therefore be crucial for a 
robust and efficient numerical algorithm. As in the single phase case, embedding the 
coupled solver in a multigrid method should then lead to a very efficient solver since 
global as well as local coupling will be taken into account. Obviously, the success 
of multigrid depends on (i) how well the LQN solver will perform as a smoother 
and (ii) how much the discretised equations are amenable to multigrid solutions. 
Section 2.5 reviews the fundamental concepts of multigrid methods: the limitations 
of traditional iterative methods are examined, the basic ideas of multigrid methods 
- seen as acceleration techniques - are presented. Both the Correction Storage 
and Full Approximation Storage schemes are defined, as well as the different cycling 
strategies. Finally, the issue of multigrid grid convergence rates is investigated 
together with the limitations of multigrid methods for non-elliptic equations. 
It seems logical and prudent to follow the methodology used for single phase flows 
and first to consider steady systems. For many single phase flows, a steady state 
solution encapsulates most of the physics relevant to the flows. By contrast, many 
multiphase flows of interest are unsteady by nature. Transient phenomena may play 
a vital part in determining subsequent flow patterns and there are many problems 
where a steady state solution does not exist or is unstable (e. g. terrain-induced 
slugging in a multiphase pipeline). In some cases, steady state problems may not 
even be well-posed in a mathematical sense. If the flow admits recirculation zones, 
several distinct solutions are possible. By definition, there is no mass transfer be- 
tween the main flow and the recirculation zones so that it is not possible to fix the 
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mass fraction of the different phases in the recirculation zone. This a phenomenon 
which is specific to multiphase flows. It does not occur for single phase flows. We 
will return to this as it affects some of our results. 
It is the author's view that the steady state solver developed in the course of this 
project could be directly extended to certain important unsteady flows where im- 
plicit schemes are a competitive alternative to explicit formulations. Indeed research 
work is currently undertaken in AMAC with this very aim in mind (see Reference 
[37]). The design of an efficient steady state solver can actually be considered to be 
significantly harder than a transient solver, even if implicit schemes arc used. This 
is due to the fact that attempting a direct steady state solution is akin to performing 
a transient computation with a time step of infinite length., In a proper steady state 
solver, the final solution is usually very different from the initial guess whereas the 
solutions provided by a implicit time marching procedure at two consecutive time 
steps are much closer to each other. If pamg-multiphase was extended to unsteady 
problems, a further implication of this last comment is that the multigrid part of 
the algorithm may not provide large acceleration if long wave lengths do not change 
appreciably between time-steps, even if coarse grids are only occasionally visited. 
Due to the intrinsically transient nature of many multiphase phenomena, most - 
if not all - of the published numerical work on multiphase systems deals with the 
simulation of transient flows. In this context, many issues arise. These will be briefly 
reviewed in Section 2.3 but are far less important for steady simulations. Crucially, 
the ill-conditioning of the transient multi-fluid equations is not a cause for concern. 
The approach outlined above is believed to be entirely original. Indeed, only one 
study combining multiphase flow solutions and a multigrid method was found: Ref- 
erence [38] (but see also [23]). In this paper however, the equations are those of the 
homogeneous models, a simplification of the multi-fluid model. Furthermore, the 
multigrid method is limited to solving a Poisson equation for the pressure. Numer- 
ical techniques are more developed for multiphase flows through porous media. In 
this case, however, the applicable equation, the so-called d'Arcy's equation [39,40] 
is considerably simpler because convective effects are ignored. 
Finally, Section 2.6 is devoted to space adaptation in the solution of PDEs. Funda- 
mentally, the basic concept is to vary the grid size throughout the domain in order 
to resolve each feature of the solution with a sufficient, but not excessive, level of 
precision. As mentioned previously, this is a very important functionality since a 
robust adaptive algorithm will very significantly reduce the requirements in memory 
and computing time for a given accuracy. In this context, the term "robust" refers 
to an algorithm possessing capabilities for automatic grid refinement in sensible re- 
gions. In this way, truncation errors can be controlled and the need for user input 
and expertise can be minimised. The FAS multigrid method will here be used as 
a corner-stone to provide accurate refinement estimators based on the truncation 
error and to minimise the cost of fine grid computations. This again significantly 
extends the single phase methodology presented in [1], as issues pertaining to the 
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2.2 Basic Multiphase Flow Models 
2.2.1 The Multi-Fluid Model 
The physics of multiphase flows is covered in detail by many text books and mono- 
graphs (for instance [41,42,431). Multiphase flows occur in a very wide variety 
of forms but it is a basic assumption in this field that there is a large degree of 
commonality between different types of multiphase flows. 
This assumption is obviously inspired by the example of single phase flow. These 
are governed by the system of Navier-Stokes equations (see for instance [441) which 
express the conservation of mass, momentum and energy in an Eulerian framework 
i. e. based on the concept of control volume. It is the availability of this general pur- 
pose set of equations which, in the author's view, has allowed much of the progress 
achieved in the understanding of fluid flows. 
The inulti-fluid model is a largely successful attempt at providing a general (Eu- 
lerian) framework for the mathematical description of multiphase flows. Similarly 
to the the system of the Navier-Stokes equations, the multi-fluid equations express 
the conservation of mass, momentum and energy using the principle of continuum 
mechanics. Hence, the multi-fluid equations are not a complete description of a mul- 
tiphase flow. They need to be supplemented by suitable constitutive relationships 
which govern the way the phases interact with each other as well as with themselves. 
This is a crucial and difficult question in multiphase modelling since the number of 
these constitutive relationships is large and their complexity increased, compared 
with the single phase case. 
Although the multi-fluid model is derived in a rigorous way, its correctness is not 
absolutely established. This is due to the approximations and simplifications made 
to obtain a workable set of equations. 
In the basic model, it is assumed that each phase can be described as a continuum, 
and therefore governed by partial differential equations expressing the conservation 
of mass) momentum and energy for single phase flows i. e. the Navier-Stokes equa- 
tions. The phases are separated by interfaces at which conservation is also to be 
enforced using jump conditions similar to those imposed at shocks in aerodynamics. 
These are based on interface velocities which they actually define. Note that at a 
given time, at each point which is not on the interface, only one set of governing 
equations applies, depending on the phase which "occupies" the point at that time. 
This is referred to as the 7nicroscopic level of description. In many cases, it provides 
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more information than is necessary to correctly model the physics and it is almost 
always too complex for numerical simulation. 
The multi-fluid equations are then derived by averaging the microscopic equations. 
Therefore they provide a macroscopic level of description which ignores many details 
of the flow but is simple enough to be handled numerically. Averaging introduces 
the concept of inter-penetrating continua: all phases are assumed to be present at 
each location. Consequently, conservation laws for mass, momentum and energy are 
derived for each phase and for all points. The multi-fluid model introduces an extra 
dependent variable to characterise each phase: the volume fraction, defined as the 
proportion of volume occupied around each point by a given phase. The volume 
fraction arises naturally from the averaging process. 
Another approach to multiphase modelling is to consider the motion of the mixture 
and to postulate independent balance equations for the mixture. This model [43,9] 
appears to be be most suited to dispersed flows. 
The multi-fluid equations (see equations 2.12 to 2.14) are superficially similar to 
the Navier-Stokes equations: for each phase, conservation equations for mass, mo- 
mentum and energy are written. Convective and diffusive terms have comparable 
structures. However, the multi-fluid equations are mathematically much more com- 
plex. They are characterised by: 
a high degree of non-linearity, since the volume fraction is introduced as a 
factor in every term; 
9 the presence of inter-phase transfer terms; 
the existence of constraints on the set of physically realisable solutions (the 
volume fraction must be between 0 and 1). 
An inspiration for the multi-fluid methodology is provided by the averaging approach 
to, turbulence (see [45]), in which the so-called Reynolds stresses are introduced to 
model the turbulent energy. The standard reference dealing with the multi-fluid 
model is [8] but many shorter papers are also available [46,29,30,47,481. The 
review [17] provides the main results while reference [9] includes a derivation of 
the one-dimensional multi-fluid equations for a simple stratified flow. Finally, the 
review [49] provides an elegant derivation and discusses many issues relevant to the 
mathematical modelling of multi-phase flows. 
2.2.2 Derivation of the Multi-Fluid Equations for the Two- 
Phase Flow of Incompressible Fluids 
Following [49], the main stages of the derivation of the multi-fluid model are given 
here. The present study is concerned with incompressible fluids so we do not consider 
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the conservation of energy but rather focus our attention on the conservation of mass 
and momentum. Furthermore, the derivation is given for a two phase flow but can 
be readily extended to multiphase flows. 
At a microscopic level of description, a multiphase flow is a set of mutually exclusive 
regions in which a single phase flow occurs. These regions are separated by interfaces. 
A domain is considered and single phase governing equations are assumed to apply 
at each point (although the flowing fluids may be different at different points). This 
is true except at interfaces where jump conditions are applied:, - 
The (single phase) equations of motion are: 
Conservation of mass: Op 
5t + V. PV 0 (2.1) 
Conservation of linear momentum 1: 
apV 
+ V. p(v 0 v) V. T + pf (2.2) at 
e Conservation of angular momentum: 
T= TT (2.3) 
At phase interfaces, the following jump conditions are applied 
lp(v - vi, t)l =0 (2.4) 
and 
lp(v - vi,, t). n - T. nj = arm (2-5) 
for the conservation of mass and momentum respectively. 
I*I denotes the jump across the interface, vi is the velocity of the interface, a 
is the surface tension, tz the average curvature of the interface, and n is the unit 
normal, oriented in such a way that if If I= fO -f c' then n points from phase a to 
phase P. T is the stress tensor and must be supplied by an appropriate constitutive 
relationship. 
In order to perform the averaging, the phase function X,, (x, t) is introduced and 
defined as follows: 
(X, t) =1 
if x is in phase a at time t (2.6) 
10 
'otherwise 
Finally, let <> denote an averaging process. Commonly used averaging operators 
are: 
'The vector operation 110 v denotes the product uvT, where ii and v are column vectors. 
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o Time average: 
9 Space average: 
o Ensemble average: 
t 
<f> (x, t) .1ff (x, t')dt' T 
t-T 
<f> (Xjt) fff (XII t)dx' 
R3 
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1N 
<f> (Xi t) =WE fn(Xi t) 
n=1 
where fn denotes a realisation. of f over a set of possible equivalent realisations. 
The averaging operators are assumed to satisfy the following properties [49,50,45]: 
* Reynolds' rules: 
<f +g>=<f >+<g> 
<<f>g>=<f><g> 
c >= c 
where c is constant 
o Leibnitz's rule: I 
9 Gauss' rule: 
af a <Tt >=Tt <f > 
Of a <ý->=a-<f 
xi X; xi 
The phase function will be treated as a generalised function [51). It can then be 
shown that, in the sense of generalised functions, 
axa 
+ VintVXa 
at 
(2.7) 
VX,, is also a generalised function which is zero everywhere except at interfaces 
where its "value" is related to the average inter-facial area per unit volume. 
In order to derive averaged equations for the motion of each phase, the balance 
equations (2.1) and (2.2) are multiplied by the appropriate phase function X, ". Av- 
eraging is performed on the product and results in the multi-fluid governing equation 
for phase a. For instance, for the conservation of mass, the procedure is as follows. 
Start with: 
X, ap + XIV. PV = . 
0, 
C9 t 
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since: 
r Op ax"P ax, A, Tt -5-t- - P-at 
ax"P + pvi. f. vx. at 
and 
X, V. pv = V. (Xpv) - pv. vx", 
we have: a 
Tt < X'P > +V. < xC'PV >=< ý(V - vi. t)].. VX. > (2-8) 
where fp(v - vi,, t)]c, takes the limiting value at the interface for phase a. 
When the momentum equation is considered, a similar treatment yields: 
a X,,, pv > +V. < X,,, pv 0v>=V. < X,, T >+<X,, pf >+ Tt 
< [p(v - vi. t) - T],,. VX,,, > (2.9) 
Here, 
and 
[p(v - vi. t)i.. vx,,, >= r. 
< [p(v - vi,, t) - T],. VX,, >= M,, 
are source terms which arise from inter-facial effects. They model the mass and 
momentum transfers which can occur between different phases. By now considering 
the jump conditions (2.4) and (2.5), it can be shown that: 
2 
Er. =o 
cf=l 
and 2 
Ma MM. 
The first of these two relationships expresses the fact that the total mass in the 
system is conserved - no mass is created - while the second means that momen- 
-facial forces and particularly, the surface turn balances must take into account inter 
tension. 
The volume fraction is then defined as: 
r, X, >- 
Next, the concept of phasic average and mass-weighted average of a quantity 0 are 
introduced respectively by: < X'O > 
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and A<X,, PO > 
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The averaged equations (2.8) and (2.9) become (noting that different averaging are 
applied to different quantities): 
ar,, &, 
+ (2.10) 
at 
at + v, 
) = -r,, T + M,, 
where the body force f has been neglected. 
It is usual to write 'k,, in terms of a pressure plus extra stresses giving: 
Tcr = -P, I +, ýc, 
Constitutive relationships have to be supplied for the stress tensor k,: 
Similarly, the inter-facial momentum transfer term M,, is usually separated into 
various parts: 
Ma " FaVci, int - Pa, intVr,, + Mad 
where Md is the inter-facial force density, Pae, int is the inter-facial pressure for phase 
a, andVa, int 
is the inter-facial velocity for phase a. These last three quantities have 
C, 
to be specified by constitutive relationships. In the second part of [49], the problem 
of specifying suitable constitutive relationships is considered. 
Finally, the so-called single pressure model [9] is obtained by setting, for all a, 
Pa Pa, int ý-- P- 
The single pressure model is advantageous because it eliminates the need for consti- 
tutive relationships for the pressures. However, it appears that the ill-conditioning 
of the multi-fluid equations has its roots in this simplification. 
2.2.3 Discussion of the Multi*-Fluid Equations 
The multi-fluid equations provide a general framework for the modelling of mul- 
tiphase flows. By themselves however, they constitute only a very incomplete de- 
scription of the physics involved in multiphase flows. In order to be useful, they 
need to be supplemented by constitutive relationships which will supply the missing 
information. This will concern mainly diffusion tensors as well as inter-phase trans- 
fer terms. Providing good constitutive relationships is a crucial issue in multiphase 
modelling. They will be highly dependent on flow regimes. For instance, transfer 
terms in stratified flows are very different from those of bubbly flow. it may be said 
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that different flow regimes are characterised by different constitutive relationships. 
A further difficulty is that constitutive relationships will usually be functions of a 
large number of physical parameters. 
Traditionally, constitutive relationships have been obtained from a large amount of 
experimental correlations but a more theoretical approach as outlined in reference 
[49] is also possible. 
2.2.4 Summary of the Multi-Fluid Equations 
A simplified version, for compressible flows, of the model developed by Ishii [8] can 
be found in [52]. For each phase, it takes the following form: 
s Continuity Equation: 
(9r'p' + (2.12) at 
Momentum Equation: 
ar,,, p,, v,, 
at 
+V. (r,, p,, v,, Ov,, ) -r,, Vp,, +V. r,,, (Tc, +T',,, )+rcp,,, g+ 
va, intr, + Mint, a - Vr,,. Tint. (2.13) 
e Enthalpy Encrgy Equation: 
iOr,, pC, jl,,, D cP,, + H,,, int Fa + 
q,,,, int +(Dcr. at Dt L. 9 (2.14) 
where: 
* r. is the mass transfer to phase a; 
e Mi,,, is the inter-facial drag; 
0 T,,, and T. are the laminar and turbulent shear stress tensors; 
0 q,, and q. are the laminar and turbulent heat fluxes; 
0 q,,, i is the inter-facial heat flux; 
0 (Da is the heat source term; 
L, is the length scale at the interface, the ratio 11L, has the physical meaning 
of the an inter-facial area per unit volume; 
DalDt denotes the convective velocity for phase a; 
the subscript int denotes inter-facial values. 
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2.2.5 Limiting Case 1: the Homogeneous Model 
In this case, the phases are assumed to share the same velocity and energy fields 
[9]. In this way, the momentum equations can be summed over all phases to give a 
single momentum transport equation of the form: 
a 
T(pv) + V. (p(v 0 v) - ttT) t= -vp + Pf 
where p and p can be considered to be the density and viscosity of the mixture: 
M 
p= rpa 
M 
= 
If surface tension effects are neglected, as is the case for equation (2.15), then the 
inter-facial source terms cancel out. The energy equations can also be added together 
in a similar way but the continuity equations remain distinct, allowing the volume 
fractions to be determined. The homogeneous model is adopted if (i) there are large 
momentum and energy transfer terms so that the velocities and energy for each 
phase equalise quickly or (ii) if the flow is strongly stratified under the influence of 
gravity. The VOF (Volume Of Fluid) method [53] is an algorithm based on these 
equations, derived from the MAC (Marker And Cell) method [54]. It is particularly 
suited to flows with a free surface where the position of the interface is of interest. 
2.2.6 Limiting Case 2: the Drift Flux Model 
The Drift Flux Model [41,30,9] is applicable to problems where the physics is 
mainly contained in the motion of the phases relative to each other, such as a gas 
bubble rising in a column of liquid. In this model, a total momentum equation is 
considered. However, the phases are allowed to have different velocity fields so that 
a constitutive relationship for the velocity difference has to be supplied to close the 
problem. 
2.3 Numerical Simulation of Multiphase Flows 
2.3.1 Brief Overview of Numerical Issues in the Simulation 
of Multiphase Flows 
The numerical simulation of multiphase flows is a large subject, covered in detail in 
References [9) and [17]. In many transient aPplications) the differential terms con- 
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nected with the viscous effects are neglected and it is necessary to solve, conservation 
equations of the type: OU 
(9 
+ VS (U) =g 
which are similar to the well-known Euler equations of Aerodynamics. References 
[55,561, for instance, can be consulted for the theory of hyperbolic conservation 
laws. Their numerical simulation is well covered by many books (e. g. [57,58,4]). 
In the particular case of multiphase flows, there are, however, three fundamental 
issues which need to be addressed. 
Firstly, equations (2.12) to (2.14) are ill-posed (see, for instance, References 
[49,9,17,59,60]). This refers to the fact that the Jacobian of f, with respect 
to the conservative variables u, can have complex eigenvalues for certain re- 
gions of phase space. In such cases, the amplitude of all error modes increases 
with time over the entire'range of frequencies. Their numerical solutions will 
therefore tend to exhibit non-physical oscillations unless diffusion reduces the 
error. Usually a sufficient amount of numerical diffusion is added by making 
use of cell-donor or upwind differencing. However, this has the obvious draw- 
back of also blurring the solution features since the schemes are then first order 
accurate in space. The ill-posedness of the equation can be traced to the use 
of a single pressure model. Consequently, the reformulation of the multi-fluid 
model to eliminate the ill-posedness of the equation is an important topic of 
research. Adding viscous terms does not completely cure the problem: on 
sufficiently fine grids, there will always be some wavelengths which have an 
amplification factor larger than 1. 
Secondly, in many cases, the flux function f is not available. In other words, 
the governing equations cannot be rewritten in conservative form. This com- 
plicates the implementation of most numerical schemes available for the solu- 
tion of hyperbolic conservation laws. The non- conservative character of the 
equations also has implications for the modelling of the speed at which fronts 
propagate. 
Thirdly, in many two phase flows, phenomena of interest propagate at a veloc- 
itY much lower than the speed of sound. Explicit methods, which would be the 
simplest means of providing time-accurate numerical solutions, are therefore 
hugely penalised because of their stability limit, which is related to the speed 
of sound in the system. A large number of very small explicit steps are nec- 
essary to model a phenomenon which varies relatively slowly. In such cases, 
implicit computations should have a role to play. This blending of explicit. 
and implicit schemes for the numerical simulation is also a current area of 
research. A traditional approach to remove the stability constraint imposed 
by the speed of sound, is to use semi-implicit methods [61,62]. The pressure 
terms which are responsible for the CFL limitation (see for instance [63, pages 
87-911) are treated implicitly together with the inter-phase coupling, while 
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the convective terms are treated explicitly. It is actually possible to derive an 
elliptic equation for the pressure, linking it to its value for neighbouring cells. 
Fast multigrid solvers can then be easily applied to the pressure equation. 
Significant effort has been devoted to the design of efficient numerical schemes for 
the accurate solution of the Euler equations such as TVD schemes [64] and Roe- 
type Rieman solvers [651. It would be very beneficial if these could be extended 
to the conservation laws which are applicable to multiphase flows. Assuming that 
a well-posed set of equations can be found, the multiphase conservation laws have 
two distinguishing features compared with the Euler equations, which makes such 
an adaptation non-trivial: 
e There are source terms which render the characteristics curved. 
e The equations do not admit a maximum principle since new extrema can 
appear in the solutions. This is a feature shared by the simpler shallow water 
equations. 
As a result, . simpler monotonic schemes may , 
be more appropriate to multiphase 
flows, Accuracy can then be enhanced by adaptive algorithms. 
Having discussed some of the issues arising in the simulation of multiphase flows, 
we now present two well-established solution algorithms. These have been chosen 
as representative of specific techniques developed for multiphase flows. 
2.3.2 The SETS Method 
SETS, which stands for Stability Enhancing Two Step method, is described in Ref- 
erence [27]. It was originally developed for nuclear reactor safety analysis and has 
been incorporated in the TRAC family of codes. The SETS method is also the basic 
solver in the PLAC code [66] for pipeline analysis. SETS was designed to overcome 
a basic limitation of semi-implicit schemes, namely, the fact that they are not un- 
conditionally stable but require the CFL number based on the convective velocity 
to be less than 1. SETS is designed to extend the region of stability by the addi- 
tion of a corrector or stabiliser step to the basic semi-implicit scheme. During the 
stabiliser step, corrections to the unknowns are computed and the convective terms 
are treated implicitly. The performance penalty incurred is not too large. 
2.3.3 Example of an Fully Implicit Scheme: IPSA 
The IPSA method - which stands for Inter Phase Slip Algorithm - is a well known 
implicit method for the solution of the (transient) multi-fluid equations. It is used 
by at least two major commercial CFD codes, CFX 4.1 [67] and f luent [68]. 
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Reference [691 appears to be the main reference for the description of the IPSA 
algorithm but it focuses on the main features of the method and omits the details 
of some derivations. 
It is basically an extension of the SIMPLE [70] family of schemes to multi-phase 
flows. As with SIMPLE, there are a number of variants for IPSA. The original 
IPSA-PEA method as used in f luent [68, page 9-25] is briefly described: 
4P The equations are solved on a staggered grid and discretised using a finite 
volume approach; 
The algorithm is segregated in nature: given an approximate solution on each 
cell, each equation is solved in turn to give a correction for'a particular value. 
Volume fraction corrections are obtained from the continuity equations. Ne- 
locities correction arise from the momentum equations. Finally the pressure 
correction is computed from the overall continuity equation, which is obtained 
by adding all the continuity equations together. 
Like the SIMPLE algorithm, the over-all continuity equation is manipulated 
to obtain a linear relationship between the pressure correction at one point 
and its nearest neighbours. This relationship uses the differential coefficients 
of velocity variations with pressure. These are obtained from the momentum 
equations. 
If the energy is included, then the corresponding equations lead to enthalpy 
corrections. 
One of the central aspects of IPSA is the Partial Elimination Algorithm (PEA). 
This is introduced in order to take into account the strong local coupling be- 
tween the phases, hence accelerating convergence. It involves algebraic ma- 
nipulations of the momentum equations so that the velocities for each phase 
are eliminated from the momentum equations for all other phases. 
* In a single IPSA cycle, values arc corrected in the following order: 
entlialpy 
2. volume fractions 
3. velocities 
4. pressure 
IPSA and SIMPLE are examples of segregated solvers. They treat different equations 
separately and rely on global linearisations. As a result, these methods are plagued 
by poor convergence rates. Coupled solvers were specifically developed to overcome 
these difficulties. 
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2.4 Coupled Solvers for the (Steady) Navier-Stokes 
Equations 
Since we have now discussed the equations we wish to solve, we will now focus our 
attention on the techniques it is proposed we will use to design our solution algo- 
rithm. The coupled solver methodology is first examined before multigrid methods 
are introduced. 
Many solvers for the incompressible Navier-Stokes equations rely on a segregated 
approach where velocities and pressure corrections are computed separately. A 
typical example is the SIMPLE algorithm [70] and its variants [71]. The SIMPLE 
algorithm, in its original form, is a pseudo-transient method where the steady state 
solution is obtained by marching in "time". Given an approximation of the solution, 
the basic steps to be taken in order to obtain the next approximate are [72, pages 
357-368]: 
1. Given approximations Un, Vn and pn of the velocity and pressure field, solve the 
momentum equations (implicitly) to obtain an approximate velocity solution 
u* and v*. 
+1 U* 2. Compute a pressure correction Ap so that the velocity fields un + U(cor) 
and Vn+1 = V* + V(cor) satisfy the continuity equation. Here u(cor) and V(cor) are 
the velocity corrections associated with the pressure correction. Ap satisfies a 
Poisson equation obtained from the continuity equation, with a right-hand-side 
depending on u* and v*. Once Ap is known, u(cor) and V(cor) can be computed. 
3. Update the velocities: Un+I = U* + U(cor) and Vn+1 = V* + V(cor) 
4. Update the pressures: 'pl+l =-'pn, + Ap. 
The fundamental difficulty which one meets when solving the steady Navier-Stokes 
equations for fluid flows, both in the compressible and incompressible cases, is that 
there is a strong coupling between the pressure field and the velocity fields via the 
continuity equation. 2 SIMPLE-like solvers linearise the equations over the entire 
domain to obtain an approximate relationship between pressure corrections and 
velocity corrections. This global linearisation is often of poor quality and the con- 
vergence rate of the method is slow. 
Another issue is that the flow variables are closely coupled together. In many flow 
applications, it is common that some of the derivatives: 
afi 
Oxj 
(2.16) 
2For compressible flows, the pressure can be introduced explicitly in the continuity equation 
using the equation of state while for incompressible flow, the coupling is implicit. However, the 
numerical difficulties are identical. 
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I 
- which form the entries of the Jacoblan, take large values. Here'the xj I are the 
dependent flow variables. 
In such situations, segregated solvers tend to over-correct some values. Since infor- 
mation about the Jacobians is not incorporated, a correction is obtained from one 
equation and its effect on other equations, which can be significant if the derivative 
take large values, is ignored. It is often said that the correction to one equation 
throws the others off-balance. The usual cure is to under-relax the computations so 
that the correction steps (but also the convergence rates) are reduced. 
Coupled solvers, (see for instance [73,74,751), are specifically designed to over- 
come these difficulties. In a typical implementation, the equations are discretised 
on a staggered grid using a finite volume approach. The discrete momentum and 
continuity equations, written on a group of cells, are solved together by Newton's 
method. These equations form a non-linear subsystem: 
f(x) = 
for the vector x of unknowns written on the group of cells. It is necessary to have 
an approximation J of the Jacobian of f in order to apply Newton's method. 
If desired, the equations for the entire domain can be solved together. In this case, 
the matrices to be handled are large and and their degree of sparseness is important 
for performance. Usually iterative methods of the conjugate gradient type are used 
to solve (2.4). See for instance Reference [741. 
Another approach is to consider a coupled system written on a single cell of the 
computational domain [73,1]. In this case, only local coupling is considered and 
the sub-systems are much smaller (5 by 5 for a basic Navier-Stokes solver in two 
dimensions) and a block iterative method is used to solve the complete set of equa- 
tions. A strong body of evidence suggests that it is the accurate treatment of the 
local coupling which is crucial for improved convergence rates and robustness. This 
is confirmed by the performance of the pamg Navier-Stokes solver [1]. 
In most implementations, the basic coupled solver is usually embedded in a multi- 
grid method (of which it forms the basic smoother) and this combination forms an 
efficient, nearly optimal, iterative solver. Two facts are crucial to the success of this 
approach: 
9 The Newton linearisation is of sufficiently good quality to rapidly eliminate 
the high frequencies in the error because it is local in nature. It therefore 
performs well as a multigrid smoother. The cost of the Newton method is not 
very large because only the local coupling is taken into account so that block 
systems are small. 
The multigrid method greatly accelerates the convergence of the quasi-Newton 
single grid solver since it provides a framework in which the global coupling 
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can be quickly taken -into account using the coarse grid computations. A 
dual point of view is to consider that the multigrid method resolves the long 
wavelengths efficiently while the LQN solver deals with the short wavelengths. 
For such solvers, the local coupling is treated efficiently since all the residuals are 
reduced at the same time. Indeed the Newton correction is a descent direction for 
the Euclidean norm of the residual vector (see Section 4.3.1). 
A good example is that of buoyant flows [13]. If a segregated solver is used, the 
amount of under-relaxation'necessary to obtain convergent computations is inversely 
proportional to the Rayleigh number which can be big. In other words, the pseudo 
time-step taken by a segregated solver is limited by the buoyant time-scales. On the 
other hand7 a coupled solver removes the need for under-relaxation. 
2.5 Multigrid Methods 
Multigrid methods can simply be seen as an acceleration technique for the iterative 
solution of algebraic systems of equations, or, in their full generality, as a consistent 
framework enabling, the solution of a given problem to be found at a nearly optimal 
cost. The basic idea is to define a sequence of "grids" 3, and to cycle through the 
different grids in the course of the computations so that the features of the solution 
are resolved on the most suitable grid. By so doing, the solution algorithm is made 
almost optimal. 
In the words of Achi Brandt '(reference [76, page 1]), 'multigrid methods satisfy the 
so-called golden rule: 
The amount of computational work should be proportional to the amount 
of real physical change in the system. Stalling numerical processes must 
be wrong. 
In the context of finite difference/finite element analysis, multigrid methods can ' 
be 
considered to be a device for resolving solutions on the coarsest grid possible: low 
frequency features will be resolved on coarse grids while high frequency features will 
require finer grids. 
The amount of literature pertaining to multigrid methods is vast. The following 
will discuss some books and articles which may be consulted as a starting point. 
3The first applications of multigrid methods have been in the field of finite difference analysis, 
where the concept of a hierarchy of grids with different grid size arises naturally. In the present 
thesis, it is only this geometric interpretation which is being used., IIowever, multigrid methods, or 
more precisely multilevel methods, have been applied to problems which have no association with 
physical grids. The "grid" refers then to some abstract data organisation. 
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Reference [77] is the initial paper in the field of multigrid. Reference [10] discusses 
the fundamental ideas of multigrid and defines its vocabulary, while reference [76] 
is a very complete and practical guide to the implementation of multigrid meth- 
ods. Reference [781 is an example of a more theoretical treatment, while reference 
[791, which is closely followed in parts of this section, provides a clear introduction 
to the fundamental concepts of multigrid and a useful list of suggested readings. 
Reference [80] brings together a set of important papers on multigrid methods. In 
particular, the introductory paper [811 was very useful in providing a reasonably 
detailed overview of the topic. Finally, references [82,831 deal with iterative solvers 
for system of linear equations and provide a good background to multigrid theory. 
Sections 2.5.1 to 2.5.9 form a brief overview of multigrid methods. The focus 
is on concepts which are relevant for the implementation of multigrid in pamg 
and pamg-multiphase. First, we illustrate a fundamental limitation of traditional 
solvers: as the number of unknowns increases, convergence rates are degraded. 
Multigrid methods are then introduced qualitatively as a means of remedying this 
shortcoming. The two-level correction scheme is then described in detail, and its 
convergence rates estimated for a model problem (Section 2.5.3). The different 
multigrid cycling strategies are examined in Section 2.5-4, while the salient prop- 
erty of the grid independence of multigrid convergence rates is addressed in Section 
2.5.5. The FAS variant of multigrid is introduced in Section 2.5.6, while Section 
2.5.7 and 2.5.8 are devoted to its application to non-linear problems and adaptive 
computation respectively. We conclude by discussing the limitations of multigrid 
methods for non-elliptic problems (Section 2.5.9). 
2.5.1 A Limitation of Traditional Iterative Solvers for Sys- 
teins of Algebraic Equations 
Traditional iterative schemes for the solution of linear systems of equations are 
marred by their poor asymptotic convergence rates. Fundamentally, traditional 
relaxation methods are local (the Preconditioned Conjugate Gradient (PCG) scheme 
being an exception), hence iterative solvers remove the high frequency error modes 
better than they eliminate those at lower frequencies. As the computations progress, 
the convergence rate is limited by the low-frequency modes in the error. The reason 
for this phenomena is that low frequencies are usually associated with eigenvalues 
of the iteration matrix which are close to unity (see [79]). 
Let u be the solution of the linear system: 
Au = (2.17) 
An iterative scheme for solving (2.17) can be written in the following form, having 
split the matrix A into relevant parts: 
iin+l = piin +g (2.18) 
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where 
iin and jjn+ 
1 
are successive approximations of u and P is the iteration matrix. 
If we define the error as, follows: 
en= U_iin ) 
and use the fact that the iterative scheme is consistent 4, successive error vectors 
are given: 
en = pneo 
where eo is the initial error. en can then be expanded on the basis of the k eigen- 
vectors wA; of P (assumed independent): 
nn 
en=E ekwA; E ek(Ak )n Wk (2.19) 
k=l k=l 
where Ak are the n eigenvalues of P. Hence, the k th mode of the error vector is 
reduced by a factor Ak at each iteration. If Ak is close to unity, the mode is therefore 
damped very slowly. Equation (2.19) also shows that after a few iterations, the error 
is proportional to the dominating eigenvector of the system. 
A related question is that of providing a measure for the speed at which the iterative 
process converges. Equation 2.19 indicates that the convergence is limited by the 
largest eigenvalue of P in modulus. This motivates the introduction of the concept 
of spectral radius of a matrix. If a vector norm, and its associated matrix norm 
are introduced, then the error after n iterations is related to the initial error by the 
following relationship: 
(ýenjj = llpl)n)leojj. 
The convergence condition that, after M iterations the norm of the error is reduced 
by a factor of 10-d is approximately satisfied if: 
[p(p)]U < lo-d 
where'p(P), the spectral radius of the matrix P, is defined as: 
p(P) = max lAi(P)l 
The iterative method given by (2.18) will converge if and only if p(P) < 1. However, 
the convergence can be very slow if p(P) tends to 1. p(P) is called the conver ence 9 
factor and the quantity - loglo(p(P)) is called the convergence rate. 
We now put this in context with a simple example. 
4That is, it does not correct the exact discrete solution: ti = Pu + 
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Example of the Weighted Jacobi Method Applied to a Simple One- 
Dimensional Heat Conduction Problem The steady state temperature dis- 
tribution on a long uniform rod can be described by the following second order 
differential equation: 
d2u 
2 =f(x), 
O<X<l (2.20) 
dx 
subject to the boundary conditions f (0) =f (1) = 0. Corresponding -discrete 
equations, for a collocated grid such that the grid points are given by xj = jAx, 
i<0 <- N, is: 
Au =f (2.21) 
where u =(Ul, U27 ... I UN- I 
)T is an approximate solution of equation (2-20) at grid 
points XI, X2,. - -) XN-1 if= 
(fl 
i 
f2i 
... 7 
fN_, )T is a discretisation of the source terms: 
fi=f(xi) and A istheN-1 x N-1 matrix: 
(Ax 
(2.22) 
Equation (2.21) can be solved by many different methods. One possible choice is the 
weighted Jacobi method which results from applying under-relaxation to the basic 
Jacobi procedure (see [82,83]). In the notation used previously, this method is 
defined by: 
W P=I- -A 2 
g=f 
Simple matrix computations show that A and P have the same set of N-1 in- 
dependent eigenvectors wk --= 
(Wk, l? Wk, 27 ... 9 Wk, N-1) with k=1, N-1. The ith 
component of the kth eigenvector is given by: 
wk, j = sin 
(ill") 
(2.23) N 
The eigenvalues of A and P are respectively: 
Ak (A) =4 sin 
2 k7r 1<k<N-1 
(2N) 
and 
Ak (P) =1- 2w sin 
2 
(L7) 
<Ik<N-1. (2.24) 2N 
Equation (2.24) clearly shows that, for a fixed value of w, p(P) tends to 1 as N 
becomes larger. Consequently, the weighted Jacobi method will converge very slowly. 
In tile light of equation (2.19), it appears that the lower frequency components 
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(k < N12) of the error are associated with eigenvalues which are close to 1 and are 
therefore responsible for the slow convergence rates (see Figure 2.3). 
This characteristic is not significantly dependent on the value of the relaxation 
factor which tends to affect the convergence rates for the higher frequency modes. 
Indeed the reason why the weighted Jacobi method is preferable to the basic Jacobi 
procedure is that the latter performs best for middle frequencies but reduces both 
the low and the high frequencies very slowly. For w=1, we have: 
Ai (P) -2 sin 
21) 10( N2 
and 
AN-1(P) =I-2 CO. 
2 7r 
=-1+0 N2 
(2N) (I 
2.5.2 Fundamental Concepts of Multigrid Methods: A Qual- 
itative Approach 
Multigrid techniques are based on the observation that an error vector which only 
contains low frequency modes on a given grid has high frequency components on a 
coarser grid, provided no aliasing is introduced. Aliasing will be avoided if the error 
is smooth enough to be approximated meaningfully on a coarser grid. 
Often this can be achieved by applying a few iterations of a traditional solver. This 
will eliminate the high frequency modes in the error until they can be neglected, 
compared with the low frequency modes. At this point, the computation is then 
transferred to a coarser grid. The objective is to quickly approximate the fine grid 
error by taking advantage of the fact that it will contain a significant amount of high 
frequency modes on the coarse grid. The coarse grid correction is then transferred 
back to the fine grid where it will greatly reduce the residual because it is a good 
approximation of the error on the fine grid. 
The interpolation operators used for this last transfer will result in errors in the 
approximation but these will be of a high frequency nature on the fine grid because 
they are local effects and consequently, the fine grid smoother will quickly eliminate 
them. The mathematical expression for these concepts is the Correction Scheme 
which is described in Section 2.5.3. 
The process of coarse grid corrections can be nested with further transfers to coarser 
grids. As a result, the convergence rate of the method remains large because error 
modes are removed on the most suitable grid i. e. the coarsest grid on which they 
can be resolved. 
A multigrid method for a linear problem should converge in O(N) iterations, where 
N is the number of discrete unknowns. This is better than both preconditioned 
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conjugated gradient methods (O(N'I') iterations for one particular problem and 
one particular pre-conditioner) and SOR methods with optimal relaxation (O(N'I') 
iterations) and makes it an optimal process (order-wise) for the solution of linear 
algebraic equations. 
The fact that multigrid methods converge in O(N) iterations is associated with the 
property that convergence rates are grid-independent. This can be proved for linear 
problems (see Reference [841 and Section 2.5.5) and is often observed for non-linear 
problems. The convergence rates of pamg for single phase Navier-Stokes flows (see 
Section 5.4,4) are a good example. Reference [841 also addresses the problem of 
multigrid convergence for non-linear problems. 
2.5.3 The Two-level Algorithm and the Correction Storage 
Scheme 
The so-called two-level scheme is the simplest and most fundamental multigrid al- 
gorithm. It only involves two grids, a fine grid with spacing h and a coarse grid 
with spacing 2h, but all multigrid methods are merely extensions or variations of it. 
The different elements of the two-level scheme are first described. Following [791 ' 
ý* 
the two-level scheme is then analysed in terms of Fourier modes in order to obtain 
the so-called spectral picture of multigrid. This gives insights into the behaviour Of 
multigrid methods and highlights the reasons for their efficiency. 
Elements of Multigrid Before we begin a detailed description of multigrid, we-, 
need to introduce some notation. Given a grid Q' where h is the meshsize, the", 
solution u of the problem: 
A hUh = fh (2.25)' 
is sought. Let iih be an ini ti al, approximation of uh and consider an iterative pr 0 
cedure to solve equation (2.25) defined by the two matrices ph and Qh. Hence, 
successive approximations to the solution are generated by application of- 
iih phah Qhf h. 
n+l n+ 
In the context of multigrid method, the iterative procedure is known as the relaxation' 
step. Alternatively, the relaxation procedure is referred to as the smoother, since 
its main aim is to remove the high frequency components of the error: 
h iih. 
as efficiently as Possible. As seen in Section 2.5.1, many of the traditional iterative 
solvers are suitable for this task. 
The first stage of a multigrid cycle is to perform v, relaxation sweeps on 
the initial 
f1h . Its associated error should fih to obtain an improved approximation estimate 0 
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contain mainly low frequency modes and as a result, convergence to the exact solu- 
tion will gradually slow down. Convergence can be greatly accelerated by considering 
the residual equation: 
heh=rh (2.26) 
where the residual rh is defined as follows: 
h= fh - Aiih. 
An approximation of e4 is sought on the coarse grid in order to quickly correct the 
fine grid approximation. This approach makes sense only if rh is smooth so that it 
can be accurately represented on the coarse grid. 
In the correction storage scheme, the fine grid problem (2.26) is therefore replaced 
by the coarse grid problem: 
2h e 2h =r 2h 
This procedure is known as the restriction stage. 
(2.27) 
In order to completely define the coarse grid problem (2.27), it is necessary to: 
9 Transfer the fine grid residual rh to the coarse grid using an interpolation 
2h: 
operator Ih 
r 2h = J2h rh h 
The dimension of r 2h is of course half that of rh. Simple interpolation proce- 
dures are sufficient to give good results. Two of the most common choices are 
the injection operator: 
I 
r? h =rh1<i I 2is - -, 
< N12 -1 
and the full weighting operator: 
1hhh 
4 
(r2i-, + r2i + r2i+1)7 1 <i<N12-1 
In matrix form, this last operator takes the form: 
2h 
r 2h 
r 2h N12-1 
J2h h 
hr 
121 
12 
121 
1 
h 
h 
N-i 
9 Define the coarse grid operator A 2h . In some variants of multigrid, A 
2h is given 
by application of: 
2h 
= J2h A 
hjh 
h 2h (2.28) 
where h J2h is the (full-weighting) restriction operator mentioned above, and h 
2h is the prolongation operator used to transfer the correction to the fine 
r 
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grid (see below). Since the coarse grid problem is defined in purely algebraic 
terms, it leads to a class of multigrid methods known as Algebraic Multigrid. 
Such formulations for the coarse grid problems are well established from a 
theoretical point of view. Equation (2.28) is known as the Calerkin condition. 
It forms the first of two so-called variational properties. The second property, 
I 2h C 
(Ih 
h' 2h) 
is a relationship satisfied by the interpolation operator and the full-weighting 
operator. The variational properties greatly facilitate the analysis of multigrid 
methods. In algebraic multigrid, other definitions of the coarse grid operator 
are possible. 
When equation (2.25) arises from the discretisation of a partial differential 
problem, the alternative is to define A" as the discretisation of the same partial 
differential problem on the coarse grid. This could be referred to as geometrical 
multigrid. An advantage of geometrical multigrid is that the evaluation of A 2h 
is usually less costly than for algebraic multigrid. In the case of the model 
problem (2.20), both the geometrical and algebraic approach lead to the same 
expression for A 2h . 
We will leave aside the problem of solving (2.27) for the moment. Since the grid is 
coarser, it is an easier problem than (2.25) and in particular, if iterative methods 
are used, convergence rates should be improved. Once an estimate 62h for e 2h is 
available, it is transferred back to the coarse grid. This is the process of prolongation. 
The approximation fih is updated by applying the rule: 
iih ý- ah + I2hhZ2h. 
Since the problem is linear, the errors on grids Qh and Q2h are very similar and the 
iih h approximation should be significantly improved. I2"h is an interpolation operator 
used to transfer the coarse grid correction to the fine grid: 
h rh 2h V --'2 2hV . 
In the one-dimensional case, a common choice is defined by: 
Vh = 2h 2i vj 
h= j(Vj2h + V, 2+hl) 
2 (2.29) 
V2j+l 2 
Similarly to the restriction operator Ih2hj the prolongation operator 12"4 can be written 
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in matrix form as: 
h V, 
h Ih h v 2hV 
h VN-1 
1 
1 
2h vi 
2h VN12-1 
33 
Ih -2h The vector 2he may contain errors due to the interpolation procedure. These 
errors are local and therefore mainly consist of high frequency modes which can be 
efficiently removed by relaxation. Consequently, v2 relaxation sweeps are performed 
on the fine grid as the final stage of the two-level algorithm. 
The procedure given above can be repeated until the error, or in practice, the resid- 
ual, is deemed to be sufficiently, small. 
Effects of the Two-Level Scheme: A Qualitative Example The different 
stages of the two-level algorithm may be summarised as follows: 
1. Relax on Q' v times ' using, for example, the weighted Jacobi method. 
Restrict on Q2h using the full-weighting operator so that: 
f2h = I2h(fh h h) h-A fi 
Solve exactly the coarse grid problem: 
i. e. compute: 
A 2hfj2h = f2h 
fi2h = (A 2h)-l f2h 
4. Correct the approximation of ii on Qh: 
iih = iih + Ih il2h. 42h 
IS .31 5The properties of the two-level scheme do not depend on the number of re axation weep, v 
and V2 performed before and after the coarse grid correction but on their sum V= V1 + V2. See for 
instance [15, page 247]. 
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Hence, a single application of the two-level scheme can be considered as a single 
operation on f1h: 
iih pviih + Th 2h)-l Ih2h(fh hiih) A 2h 
(A 
-A 
Now, the exact solution u is unchanged by the coarse grid correction and it can be 
deduced that: 
eh =- [I - I2hh (A 
2h)-1 Jh2h AhIP'eh (2.30) 
Equation (2.30) defines how the error is affected by one application of the correction 
storage scheme. Let Alh2'ý be the amplification matrix of the error: 
A, 12h = [I - 
I2hh (A 2h)-l J2h A hl pv (2.31) hh 
A 1;, g h 
, can be considered as the iteration matrix of the two 
level scheme 
We now consider our model problem (2.20). The error vector eh is projected on the 
modes of Ah, i. e. the eigenvectors wk given by equation (2-23), and the effect of 
1V1h1h on the modes of eh is analysed in order to assess the effects of the two-level 
scheme, mode by mode. 
2h The various components of Alh are considered in turn. First, the effect of the 
transfer operators on the modes of Ah should be investigated. It is useful to separate 
the modes of Ah in low frequencies (1 <k< N12) and high frequencies (N12 < 
k<N- 1). A high frequency mode WN-k can be associated to each low frequency 
mode Wk, and the pair JWk; WN-k} are referred to as complementary modes. In 
other words, wk and WN-k are harmonics. 
th h If the full weighting operator is applied to the k mode of AI it can be shown that: 
I 2h h2 
(k7r ) 
W2hl 
N 
hWs1<k< (2.32) k Co ý_N k 
Similarly, on the complementary node, we have: 
2h h2 
(k7r ) 
W2h 
N 
h WN-k ý -sin TN k1<k< -2 (2.33) 
The full weighting operator transforms both complementary modes k and N-k 
into the kth mode of A Ih, so that if the error component on WN-k is not null, then 
aliasing will be introduced. 
On the other hand, the interpolation operator 
I2hh transforms the kth mode of A 2h 
into a fine grid vector which has non-zero components on both the kth and the 
N-k th modes of A 
h. It can be shown that: 
h 2h CO. 2 
k7r 
wh_ sin 
2( 
k7r ) 
Wh 
-k, 
1<k<N (2.34) r 2hWk k 2N N 
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Combined with the fine grid relaxation, it can be shown that the effect of the coarse 
grid correction scheme acts on the complementary nodes as follows: 
Wk -+ (A(k))"SkWk + (A(k))v SkWN-k 1<k<E (2.35) 
WN-k -+ (A(N - 
k))ý'CkWk +(A(N - 
k))I'CkWN-k 2 
where A(k) is the eigenvalue of P associated with the k th mode Wk: 
2( 
k7r ) 
A(k) =1- 2w sin ý-N 1 <k<N-11 
The coefficients Ck and sk are defined respectively as: 
Ck COS 2( 
k7r ) 
2N 
and 
Sk -: -- sin' 
k7r (2N) 
Figures 2.1 to 2.5 plot these different quantities as functions of KIN, considered 
as a continuous variable, and for a particular value of the relaxation parameter 
(w = 2/3). The low frequency modesWk are quickly removed by the coarse grid 
correction scheme since theSk take small values for k small. In fact: 
o(k2) k<N 
N' 
and dominates over A(k). The high frequency modes WN-k are also quickly removed. 
However, the mechanism is different. This time, for k<N, we have, 
'ý, 
k9N Ck --2 1-0 
(-L 
ýN2) 
but A(N - k) tends to zero (see Figure 2.3) and dominates over Ck. In other words, 
for a given pair of complementary modes, the low frequency mode is removed on 
the coarse grid while the high frequency harmonic is removed on the fine grid. 
As Figures 2.4 and 2.5 indicate, the attenuation coefficients are largest for k= N12. 
On any given grid, the convergence is actually limited by the mid-range frequencies, 
for which convergence rates are grid-independent. 
The spectral theory outlined here, gives a good, realistic, and yet relatively simple 
image of the behaviour of a multigrid method. A complementary point of view 
can also be developed, as in [79], based on fundamental concepts of linear algebra, 
namely the range and null-space of linear operators. Briggs refers to this theory 
as the algebraic picture of the multigrid procedure. Combined with the spectral 
picture, it provides theoretical reasons why multigrid is necessarily very fast. 
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Figure 2.1: Basic two-level scheme for a one-dimensional diffusion problem: Coeffi- 
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Figure 2.3: Basic two-level scheme for a one-dimensional diffusion problem: Eigen- 
value A(k) of the iteration matrix P as a (continuous) function of kIN. 
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Figure 2.5: Basic two-level scheme for a one-dimensional diffusion problem: Atten- 
uation factor for high frequency modes N-k as a (continuous) function of k1N. 
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Up to this point, the coarse grid problem has been defined but we have not indicated 
how it may be solved. In fact, it was assumed that an exact solution was available, 
which is an idealisation. In principle, any direct or iterative method is suitable. 
Obviously, the coarse grid problem does not differ qualitatively from the fine grid 
problem and can be solved using a still coarser grid with spacing 4h. This recursive 
application of the two-level algorithm gives rise to proper multigrid algorithms, and 
more specifically to the so-called V-cycle (see Figure 2.6). It is only on the coarsest 
grid that the problem needs to be solved using traditional methods. At this stage 
it should involve only a small number of unknowns and the use of a direct method 
is usually recommended. 
In a V-cycle, as in all other multigrid methods, the cost of the algorithm is very 
dependent on the amount of fine grid relation sweeps v, + v2 performed at each visit 
of a grid. Sufficient relaxation should take place to eliminate high frequencies but 
too many relaxation sweeps i. e. relaxing an already smooth error vector may not 
accelerate convergence and greatly penalise the performance. Choosing the right 
number of relaxation sweeps is clearly problem-dependent, but in practice small 
values for vi and v2 (in the order of 2) work well. 
An alternative to the V-cycle is to apply the two-level algorithm twice in order to 
solve the coarse grid problem. This results in the IV-cycle (see Figure 2.7). A W- 
cycle costs more than a V-cycle but the coarse grid correction is of better quality so 
less cycles are required to solve a problem. W-cycles are usually more robust that 
V-cycles for non-linear problems. 
A third cycling strategy is the F-cycle [81, pages 52-53]. It is quite similar to the 
W-cycle in the sense that coarse grid computations are repeated in order to improve 
the quality of the coarse grid correction (see Figure 2.8). However, it is less costly 
than the W-cycle. 
V- and F-cycles are (asymptotically) optimal iterative methods in the sense that 
the computational work required to achieve a fixed accuracy is proportional to the 
number of discrete unknowns [81, page 41. 
Another approach to accelerating the convergence of iterative methods is to provide 
good starting guesses. This is the concept of Nested Iteration, which combined with 
multigrid methods leads to the Full Multigrid Method (FMG) (see, for instance, 
[81, pages 71-76] and also [79,76]). A FMG method achieves the discretisation 
accuracy - i. e. 11'Ch(i1h), _ Lh(Uh)jj < 117- h1l where rh is the truncation error - 
for an amount of computational work which is still proportional to the number of 
discrete unknowns, if the order of accuracy of the grid transfers is sufficiently high. 
The basic idea is to solve the coarse grid problem as accurately as possible before the 
fine grid problem is attempted. A FMG method starts on the coarse grid and works 
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itself up to the finest level by repeated application of'protongations'and'multigrid 
iterations. See Figure 2.9 for an example based on the V-cycles as the underlying 
multigrid method. The F-cycle can be considered as a simple example of FMG 
method. 
Numerical ý Simulation of Multiphase Flows 
------ ------------------------- ------ level 4 
----------- ------------------ ----------- level 3 
--------------- ------- --------------- level 2 
------------- 
\ 
------------ 
--- ---- 
------ level I 
Figure 2.6: Four level multigrid V-Cycle 
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Figure 2.9: Four level multigrid FMG algorithm 
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2.5.5 Multigrid Convergence Rates for Linear Problems 
It can be proven for a general linear problem that the convergence rate of the two- 
level algorithm is independent from the grid size. See Reference [84] for a detailed 
discussion and, for instance, Reference [78, pages 17-19] which gives one such proof in 
the context of finite element analysis. The fundamental concepts in the proof given 
in [841 are surnmarised below. Alternative theoretical approaches can be found in 
The two-level scheme given by the iteration matrix (2.31) is central to the analysis 
of multigrid iterations. Since multigrid methods converge in very few cycles, the 
P(Aj2h)j spectral radius h which governs asymptotic convergence rates is not a satis- 
factory measure of the two level scheme behaviour. The proof relies on estimates 
IIA, 12h II of the matrix norm h where 11 9 11 refers to the Euclidean norm. Once a good 
IIA12hIl ph _ UhIl approximate for h is available, the error can be bounded using the 
properties of matrix norms. The convergence rates are derived from two conditions: 
the Smoothing Property which expresses in terms of vector norms the fact 
that the relaxation procedure is really smoothing. Several procedures are 
investigated in Reference [84, pages 191-197]. 
the Approximation Property which ensures that the fine grid correction is 
sufficiently well approximated by the coarse grid correction. This property is 
difficult to prove in the context of finite difference analysis but arises naturally 
from finite element formulations (see [84, pages 187-1911. 
The multigrid iteration matrix is obtained by recursive application of the two grid 
iteration matrix, which can then be regarded as the two-level iteration matrix plus 
a perturbation. This formulation is then used to prove the grid independent con- 
vergence rates. 
2.5.6 Full Approximation Storage Scheme 
The correction storage scheme presented in Section 2.5.3 is only applicable to linear 
problems because the residual equation (2.26) on which it is based is only valid for 
such problems. The IFAS (Full Approximation Storage) variant of multigrid methods 
is specifically designed to solve non-linear problems by extending the correction 
scheme. 
Given a sequence of grids Qk with k tz , the solution ur- to the non-linear 
system of algebraic equations-, 
'Cr. (Upc) = 
fK. 
is sought on the finest grid flr-. 
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In FAS, as with CS, given an approximation fi" of the solution, we seek to com ute np 
a correction &I' to give the next approximation of the solution: fin'+1 = il'n' + Sfir. - 
The correction is assumed to contain only low frequency modes and consequently 
is computed on the next coarser grid fl". This coarse grid correction is then 
interpolated back to the fine grid using a prolongation operator 
The difference between the FAS and CS schemes arises from the definition of the 
coarse grid problem. In the CS scheme, the coarse grid correction is obtained by 
solving the residual equation. As a result, only the fine grid residuals need to be 
interpolated to the coarse grid. In FAS, the coarse grid problem has to be modified 
due to the non-linearity of the problem. Moreover, the discrete operators Ch are 
now functions of the discrete solution uk. 
The following problem is therefore posed on the immediately coarser grid r. - 1: 
L K-I (ii IC-1) = fK-l 
with 
(2.36) 
r. -1 -11 n-lür. 
(2.37) + c- (, cl 
Equation (2.37) is obtained by writing a fine grid equation for the correction R' 
to the current approximation iir-, and transferring it to the coarser grid 11"I (see 
Section 2.5.7). 
After (2.36) has been solved, a coarse grid correction defined as: 
ifir. -I = ilre-I - 
(2.38) 
is computed and transferred back to the fine grid using the transfer operator 
Here a two grid algorithm has been described. It is obvious that equation (2.36) can 
itself be solved more efficiently using the next coarser grid Q, -2 . The recursion 
is 
exactly similar to that which has been discussed for the correction storage scheme. 
In particular, the V, W and F cycles are identical. 
In order to implement a FAS method, it is therefore necessary to restrict both the 
residual and the approximation of the fine grid solution to the coarse grid. The 
operators may be different. 
^k-1 will denote the operator operating on the solution, Ik' 
while Ikk will denote, as above, the residual operator. In its general form, the 
coarse grid correction procedure for FAS is therefore: 
and 
k-i(iik-1) 
= fk-I = Ikk-l(fk _ Ck(iik)) + fk-l(ikk-I 
k) 
,c ii (2.39) 
ilk = ilk + Ik k-1 . k- (2.40) k-10 _ 
Ik , 
_lUk) 
The coarse grid problem represented by equations (2.39) and (2.40) is consistent: as 
the fine grid residual fk_ Lk (fik) tends to 0, f k- 1 tends toCk-l(^k-Ifik) I the coarse I k" 
44 ý PhD Thesis 
iik-1 tends to jk-I(fil-') and finally, the coarse grid correction tends grid solution ^k 
to zero. 
Hence, fk (for k<n-1 at least) tends to a non-identically zero quantity: the defect 
which can be viewed as an approximation of the coarse grid truncation error [76,10] 
(see Section 2.5.8). This property of FAS is central to the adaptive algorithms 
developed both in single phase (see [1]) and in the present study. 
2.5.7 FAS and Non-Linearity 
It is often claimed that FAS is directly applicable to non-linear problems and that 
global linearisations are not only unnecessary but also harmful to its efficiency [76, 
pages 80-84). A very considerable body of evidence, particularly in the domain of 
fluid flows, indicates that this is indeed the case. The level of performance obtained 
with pamg, alone, would be strong evidence. 
First, we derive the formulae for FAS. For a non-linear problem, the residual equation 
written on the fine grid Qý is: 
fk(Uk) 
_, 
Ck(iik) = fk _, Ck(iik) =rk 
A correctionSUk is sought such that fik + JUk pý Ukj therefore the fine grid equation 
for the correction is: 
Lk(iik + jtlk) _ 
Lk(iik) = fk _ Lk = rk 
flk-1. -kk This equaýion is then transferred to the coarse grid Lk, u and r are replaced Lk-I IAk-1-k -1 -k ^k-lilk + SUk-11 by it and kr respectively. Setting fik Ik k the FAS 
algorithin is then obtained. 
FAS and CS are exactly equivalent for linear problems. FAS can be thought of as a 
mechanism for approximating the non-linear operator 'Ck-1 which corresponds to the fine grid problem (see Section 2.5.8). In this sensejt is rigorously valid. When 'C is 
non-linear, the discrete operators Ck-' and Lk are not known. As the computation 
proceeds good approximations are obtained, but it remains that the coarse grid 
correction may not constitute a very good fine grid correction if the non-linearities 
are strong. Furthermore, the process of approximating the non-linear operators will 
require time. 
2.5.8 Defect, r. Pruncation Error and Adaption in the PAS 
Framework 
One can view both the CS and FAS schemes as procedures for resolving long wave- 
lengths on coarse grids. FAS, however, conveys supplementary information about 
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the differential equations being solved. 'According to this dual interpretation [76, 
page 82-83], the fine grid can be viewed as a device to calculate the correction to 
the coarse grid solution. 
First, the defect rkk-' is introduced and defined as: 
k-1 Lk-l(jkk-lfik) _ Ikk-l(, Ckilk). Ti (2.41) 
Ik-1 - Assuming the'restriction operator k is linear, the FAS correction scheme can be 
rewritten in terms of the defect as: 
, 
ck-iiik-I = fk-I + k-I (2.42) Tk 
= Ik-lfk 
^k-Ifik kI 
where fk At convergence, fik-1 so that rk - can be interpreted -1 h Ik 
as a fine to coarse grid correction designed to make the two solutions fit together. 
. 
k-I 
can also be interpreted as an approximation of the truncation error on the grid '7 k 
tc -1 where r. is the finest grid available. The truncation error on a grid is 
defined as: 
T -, C(U) 
If the computational error: 
f' - £k(iV) 
is, small enough so that it can be neglected compared -with other errors, 
then: 
n-1 X-1) , CK-1 , -lilr 
(f, 
r. 0 
( jr., )I 
using (2.37) written for the converged solution. 
On the grid Q` alone, the following approximation can also be performed: 
[r(u)]'-' I1(Lu). 
This is not applicable to coarser grids Q' with 1<k<n- l'because the solution 
iik+l converges to a corrected version of the original differential equation. 
In effect, for the purpose of approximating the truncation error of the grid Q11-1, 
the difference between fi' and u is neglected, together with the difference between 
the non-discrete operator L and its discretisation Cr- on the grid W. 
Hence, 
f, 
Trr' Pti TIC-1 
and the defect can be interpreted as an approximation of the truncation error on 
the grid Qm-'. Also, note that fl-' -= 7*, '-' if f0 (which can always be imposed 
by applying a translation to the operator Cr-). 
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In other words, the FAS scheme intrinsically provides an estimate of the truncation 
error at no extra computational cost. This estimate can be used as a reliable error 
estimator to design a robust refinement algorithm 6 (see for instance [11). 
The FAS method appears to be ideal for adaptive computations on two counts: 
At no extra cost, it provides an estimate of the truncation error which can be 
used for accurate error control via grid refinement. 
2. As the grid is refined, the deterioration of the convergence rate is either elim- 
inated for linear problems, or at the very least considerably alleviated, thus 
minimising the numerical cost of adaption. 
The implementation of adaption in pamg and pamg-multiphase is somewhat com- 
plex (see Sections 4.2.4 and 4.3.5 together with [1,85]) and, crucially, exerts an in- 
fluence on the definition of the interpolation operators, particularly for single phase 
flows. Reference [86] discusses similar issues. 
2.5.9 Multigrid Methods for Non-Elliptic PDEs 
Multigrid methods have been primarily developed for elliptic boundary value prob- 
lems but they were soon adapted for other types of differential equations. First and 
foremost, multigrid methods were used to obtain steady state solutions to the Euler 
equations of gas dynamics (see for instance [87,88,89]). In transient applications 
where implicit schemes are competitive i. e. when the solution is time-marched to 
steady state or when the problem is such that sonic velocities are much larger than 
convective velocities (see Section 2.3), multigrid solvers also offer benefits. 
The success of multigrid methods crucially depends upon the discretisation applied 
to the (continuous) differential equations. The discretisation should be h-elliptic. 
This is defined by Brandt in [10]. Another discussion can be found in [76]. The con- 
cept, which involves the symbols of the discretisation, may appear rather technical 
but, as explained in [90], the basic idea is that a discretisation with good h-ellipticity 
is one which introduces strong local coupling between variables so that relaxation 
smoothers can quickly reduce the high frequency components of the error. It is 
therefore quite logical that good multigrid convergence depends on the measure of h-ellipticity of the discretisation. 
Mulder (references [89,14]) showed that multigrid methods for hyperbolic equations 
in multi-dimensions can be hindered by a breaking down of h-ellipticity in one of the 
coordinate directions. This phenomena is referred to as Strong Alignment by Brandt 
[10, page 27], and is common in anisotropic problems such as uxx + fUYY =0 for 
'i. e. an algorithm which never refines in regions where refinement leads to inaccuracies. ý 
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c -+ 0. Strong alignment is not due to a problem being locally one-dimensional but 
rather is caused by a problem being one-dimensional in one of the grid directions. 
In such cases, high frequencies in the transverse directions will not be smoothed by 
relaxation on the fine grid since variables are decoupled in the transverse direction. 
Furthermore, they will not be removed by the coarse grid correction since it will 
either be strongly aliased on the coarse grid, or will cancel out due to the averaging 
introduced by the restriction operators. Convergence will usually be forced by the 
propagation of boundary data to the interior but this is a highly grid-dependent 
process and as a result, grid independence convergence rates are lost. 
Mulder in reference [90] proposes two remedies for this undesirable phenomenon: 
(i) global relaxation schemes, such as line relaxation or Incomplete LU factorisa- 
tion, which are exact in the case of strong alignment; or (H) semi-coarsening where 
restrictions are only performed in the direction of the strongest coupling so that 
aliasing is avoided in the transverse direction. The error in the transverse direction 
is finally removed by an exact solver on the coarsest grid. 
In Sections 5.4.13 and 5.4.14, we investigate novel but similar phenomena in the 
context of the multi-fluid equations. 
2.6 Adaptive Solution of Partial Differential Equa- 
tio ns 
There are many applications in fluid dynamics where the solutions exhibit small 
regions of very rapid variations which are often crucial for determining the overall 
features of the flow. Shocks in Aerodynamics and boundary layers in Hydrodynamics 
are typical examples. 
In such cases, adaptive computations are very attractive because they allow large 
savings of both computing time and storage. The local grid spacing is adjusted so 
that the resolution is optimal i. e. just fine enough to accurately resolve the features 
of the solutions without incurr ' 
ing a large computational cost. In this framework, it 
is also possible to bound the truncation error of the discrete solution. 
In the author's view, adaption could be also be very beneficial to the simulation of 
multiphase flows in both the steady and transient cases. In particular, slug flows in 
long pipelines have many interesting properties from the point of view of adaption 
(see [91]). The present thesis deals with the steady case, and work is currently 
undertaken for transient, one-dimensional multiphase flows [37]. 
The topic of adaptive techniques for the solution of partial differential equations 
is another area about which a vast amount of literature is available. References 
[92,93,86,94] are examples of the studies carried out. The main types of differ- 
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ential equations, elliptic [951, parabolic [96] and hyperbolic [93], are'all amenable 
to adaptive computations but the details of the implementation will vary greatly 
according to the type of equations. In transient simulations, space adaption will 
often be complemented by local time stepping where different time steps are taken 
at different locations on the grid. This is implemented either on physical grounds, 
if there are regions where the solution varies faster in time than in others, or on 
numerical grounds to ensure the stability of the integration schemes. Theoretical 
results exist proving the convergence of such methods in both the hyperbolic [97] 
and parabolic [96] cases. 
In this section, the aim is to formulate some key issues as found in reference [1] 
which discuss the implementation of adaption in parag. See also reference [12] 
A key objective is to perform grid refinement in an automatic fashion whilst the 
computations proceed, rather than as a pre-processing step which is dependent on 
user expertise. This feature also allows automatic error control. 
The goal of automatic and dynamic gridding raises the question of accurately es- 
timating the errors in an approximation to the solution sought. In many cases, 
simple indicators such as solution gradients are used because of their low compu- 
tational costs. In pamg, however, the FAS multigrid defect is used to estimate the 
error (see Section 2.5.8). Reference [12) shows that the defect performs very well as 
an error estimator for single phase flows. Furthermore, in the FAS framework, its 
computational cost is very low. 
Two other important issues also arise: 
1. How is the interface between grids treated and what are the implications in 
terms of accuracy? Reference [1] shows that for incompressible Navier-Stokes 
flows it is very important that the fluxes should be conserved across grid in- 
terfaces. In particular, if mass fluxes are not conserved, the solution algorithm 
will not converge because the residual vector does not entirely lie in the range 
of the differential operator. 
Obviously, it is also important that grid refinement should occur only in regions 
where the solution varies relatively slowly, so that the unavoidable interpola- 
tions performed at grid boundaries do not affect overall accuracy. 
2. What are the data structures required to implement adaption efficiently? 
Adaptive codes are by essence considerably more complex than codes which 
use uniform grids. In order to draw maximum benefits from adaption, it, is 
important to minimise the associated overheads (grid management, solution 
transfers and error estimations). As noted above, the multigrid framework is 
very suitable to adaptive techniques and in paing, the code complexity was 
reduced by considering structured grids decomposed in quadrants which are 
self-similar under refinement. 
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In this chapter, mathematical models for multiphase flows have been reviewed, pay- 
ing particular attention to the multi-fluid equations because of their generality. 
These are the equations solved by pamg-multiphase. The multi-fluid equations 
are obtained by averaging. This methodology has been illustrated for a simple two- 
phase flow. Issues pertaining to their numerical resolution have also been discussed: 
although their form is similar to that of the single phase Navier-Stokes equations, 
the multi-fluid equations are actually significantly more complex due to (i) their 
degree of non-linearity; (ii) the presence of source terms; and (iii) restrictions on 
physically admissible solutions. Another important property is that the multi-fluid 
equations are ill-posed in the unsteady case: error growth is allowed due to complex 
eigenvalues. This is clearly irrelevant for steady flows but other types of ill-posedness 
are possible, particularly when the flow contains recirculation zones. 
The main objective of the present thesis is to design an efficient and robust algorithm 
for the simulation of steady flows. The mathematical concepts undergirding the local 
quasi-Newton coupled multigrid approach have been reviewed. Local quasi-Newton 
solvers have been compared to more traditional segregated solvers such as the SIMPLE 
procedure, and shown to accurately take the local coupling of variables into account. 
It has also been established that multigrid methods, for their part, allow an efficient 
treatment of the long-wavelength modes in the solution, by resolving them on the 
coarsest possible grid. Local quasi-Newton coupled solvers and multigrid methods 
are therefore naturally complementary. 
The fundamental concepts of multigrid have been reviewed and illustrated. These 
include the two-level scheme and its effects on error modes) the possible cycling 
strategies and multigrid convergence rates. The variant of multigrid which is con- 
sidered here is the FAS method. It has two desirable features: (i) it is directly 
applicable to non-linear problems; and (ii) it provides estimates for the truncation 
error of the discretisation which can actually form the basis for automatic grid re- 
finement. Some limitations of multigrid methods are also given. Although FAS is 
applicable to non-linear problem, good multigrid convergence rates depend upon the 
fine and coarse grid operators and solutions being reasonably close to each other. 
Another potential problem arises for hyperbolic and strongly anisotropic elliptic 
systems of equations in mult i- dimensions. That is, if the problem becomes locally 
one-dimensional and aligned with the grid, then the convergence of the multigrid 
method will be greatly degraded. Finally, automatic grid refinement and error con- 
trol have been discussed. Key issues for the successful implementation of a good 
adaptive algorithm - flux conservation, error estimation and the design of efficient 
data structures - have been highlighted. 
Multiphase flows are highly non-linear. It is therefore likely that the local coupling 
between flow variables is even more important than in the single phase case. Quasi- 
Newton solvers may therefore be very beneficial. As in the single phase case, it is 
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natural to embed it in a multigrid method. The non-linearitY of the equations is not 
contradictory to the application of multigrid although complex multiphase solutions 
may appear very different on grids of different resolution, which may slow down 
convergence. 
In this review, the applicability of a quasi-Newton coupled multigrid approach to 
multiphase simulation has been established. In the next chapter, the multi-fluid 
equations are discretised. Solution algorithms for both the single and multi phase 
cases are then described. Their accuracy and efficiency will then be assessed. 
Chapter 3 
Governing Equations and their 
Discretisation 
3.1 Issues and Choices Made in Discretisation 
Physical models for fluid flows are usually formulated, in an Eulerian framework, in 
terms of partial differential equations - the governing equations - which express 
the physical principle that mass, momentum and energy are conserved during the 
motion. Their solutions are continuous functions. By contrast, numerical analysis 
codes solve discrete algebraic equations. Discretisation is the process by which 
a correspondence between the two representations is established and is therefore 
the very first stage in the numerical simulation of a physical phenomena. Finite 
difference analysis and finite element analysis, for instance, are means of replacing 
the continuous problem by a discrete one whose solution is close to the solution of 
the original problem. 
A good discretisation possesses two major properties: 
It is accurate in the sense that it minimises the truncation error introduced by 
representing the continuous problem on a discrete grid. An effective discreti- 
sation will ensure high accuracy with compact molecules. 
9 It leads to algebraic equations which can be solved quickly and reliably7 due 
to inherited properties such as monotonicity. 
This chapter discusses the equations - both discrete and continuous - which are 
solved by pamg and p amg-mult i phase, as well as the specific methodology used 
to perform the discretisation. Discrete difference equations are obtained by apply- 
ing the finite volume method to the governing partial differential equations. This 
ensures, amongst other things, that the principle of conservation is automatically 
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satisfied for the discrete problem as well as the continuous problem. The discreti- 
sation is performed, for both single phase and multi-phase flows, on staggered grids 
which are well suited to the computation of incompressible flows. The hybrid scheme 
introduced by Spalding [98] (see also, for instance, [99]) is used to derive discrete 
equations which can be accurate up to order 2 without generating non-physical oscil- 
lations. Both the use of staggered grids and hybrid schemes are design choices which 
are key factors for the robustness and efficiency of the solution 'algor'ithms used in 
pamg and pamg-multiphase. They are discussed in the remainder of this section. 
In particular, an argument to explain the robustness of the solution algorithms is 
given, based on the use of hybrid schemes in a multigrid framework. 
Secondly, the discrete equations implemented in the single phase code parag are de- 
rived in detail. This facilitates the subsequent treatment of the multiphase equations 
which follows an identical methodology. Although in theory it does not raise any 
difficulty, the discrefisation of the equations which constitute the multi-fluid model 
needs to be executed with extreme care, and was indeed an important task to be 
performed in the course of this research. 
The single and multi-phase equations differ in some significant aspects which are 
highlighted in the course of this chapter. Attention is devoted to the treatment of 
the volume fractions and source terms. Furthermore, it has been noticed during 
this project that the diffusive fluxes in the multi-phase momentum equation intro- 
duces cross derivative terms which are hyperbolic-like. In view of Section 2.5.9, 
which discusses the limitations of multigrid methods for hyperbolic problems, these 
cross derivative terms may have significant effects on the convergence rates of the 
pamg-multiphase multigrid solver. These cross-derivative terms are discussed in de- 
tail in Section 3.3.2, in anticipation of the experimental results presented in Sections 
5.4-13 and 5.4.14. 
3.1.1 Advantages and Disadvantages of Staggered Grids for 
Fluid Flow Computations 
Staggered grids (introduced in reference [54]) where velocities and pressures are not 
defined at the same grid points, have been used for some time in computational fluid 
dynamics. If collocated grids are used for the simulation of incompressible flows, 
then one observes that with the widely used central differencing, the pressure field 
and the velocity field are numerically decoupled at every grid point (see [58, pages 
666-669)). This decoupling generates high frequency oscillations which have to be 
removed by the addition of an artificial diffusion term in the continuity equation. 
Staggered grids remedy this problem by ensuring that consecutive pressure grid 
points are used to approximate pressure gradients. Hence, they remove the need 
for the artificial viscosity. This is very satisfactory since the artificial viscosity 
coefficient is an empirical parameter which has no physical basis and yet affects the 
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solution of the equations. -Used in connection with multi-grid methods, staggered 
grids, however, raise the difficulty of having to use different transfer operators for 
different quantities. In other words, several grids have to be transferred from one 
level to -the other as opposed to just transferring one. For similar reasons it is also 
harder to deal with staggered grids for complex geometries. These limitations are 
balanced by the fact that staggered grids are very useful in the context of adaptation. 
They greatly facilitate the imposition of the constraint that mass fluxes across grid 
interface should be conserved. That is, on staggered grids, the discrete single phase 
continuity equations can be solved exactly so that global mass conservation can (and 
must) be rigidly enforced. Furthermore, the author's experience also suggests that 
the use of staggered grids is a key factor in the success of coupled solvers. It can be 
argued that the discretisation on a staggered grid improves the conditioning of the 
local (numerical) Jacobians. 
The benefits derived from the use of a staggered grid for multiphase flow are less 
obvious. The decoupling of the pressure and velocity fields is avoided but it has 
been observed that certain discretisations of the continuity equations are unstable 
(see Section 4.3.2). Furthermore, mass conservation across grid interfaces can be 
problematical (see Section 4.3.3) and requires special interpolation operators for 
grid transfers. 
Figures 3.1 and 3.5 show the staggered grids used in pamg and pamg-multiphase 
respectively. 
3.1.2 Finite Volume Discretisation Using Hybrid Schemes 
Many transport problems involve both convection and diffusion mechanisms. For 
example the transport of momentum and energy in fluid flows falls neatly in that 
category. Mathematically, the equations contain both first and second order spatial 
derivatives. 
When steady state solutions are sought, it is well known that depending on the size of 
the grid and the differencing scheme used, non-physical oscillations can be generated 
because the schemes are not monotonic i. e. they can introduce new extrema in the 
approximate solution of the equations being solved 1. Upwind schemes [98) aim to 
always be monotonic and of optimal order of accuracy. 
The development of more complicated non-linear schemes which are monotonic and 
more accurate (in practice) than the upwind scheme is possible. However, the prin- 
cipal advantage of hybrid schemes lies in their simplicity and in the compactness 
of their computational molecule. In the remainder of this section, we discuss the 
It can be proved that a linear monotonic scheme is necessarily only first order accurate (see for 
instance [58, Chapter 21]). Therefore all linear second-order accurate, or higher, are non-monotonic 
whether they are centred or upwinded. 
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properties of hybrid schemes following and expanding reference [981. 
A simple model problem is provided by the convection and diffusion of heat in a one- 
dimensional media. This physical phenomenon can be considered to be governed by 
the following non-dimcnsional ordinary differential equation: 
p 
dT dT 
0. -Te de' 
The Peclet number P is defined as: 
p= cpGL 
A 
It measures the relative weight of convection and diffusion for a characteristic length 
L. Cp is the constant pressure heat capacity of the material, G is the mass flow rate 
of material per unit cross sectional area, and A is the thermal conductivity of the 
material. 
When solutions of equation (3.1) are sought on discrete grids, an important param- 
eter is the cell-Peclet number defined as: 
PC = 
cpGAx 
A= 
PAý 
In other words, the cell-Peclet Number corresponds to taking the characteristic 
length equal to the grid size Aý. 
In the case of fluid flow, it is the convection and diffusion of momentum which are of interest. The situation is very parallel, except that the Peclet numbers are replaced 
by the Reynolds number: 
Re = 
puL (3.2) 
P 
and cell-Reynolds number: 
Re, = ReAý 
respectively. The numerator in (3.2) measures the magnitude of inertia forces while 
the denominator is proportional to the viscous forces. The analysis for fluid flow, 
however, is complicated by the fact that the convective terms become non-linear. 
In the framework of finite differences, equation (3.1) can either be discretised by 
central differencing or by upwind differencing. The former is second order accurate 
while the latter is only first order accurate. It is a well-known fact that central 
differencing generates non-physical oscillations in the discrete solution if JPj > 2. 
This can be established by considering the coefficients of the discretisation (see 
below). The oscillations are correct solutions of the discrete equations but violate 
the maximum principle which operates on the governing ODE. 
By contrast, upwind differencing leads to oscillation-free solutions because it in- 
troduces numerical diffusion [100, pages 280-281] in the discrete equations which 
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removes any oscillation in the solution. Another way to look at this problem is to 
assert that upwind differencing is unconditionally monotonic while central differ- 
encing is only monotonic for 1Pj < 2. If coarse grids are used, that is if 1Pj > 2, 
upwind differencing can be preferable even though its order of accuracy is less. The 
fundamental idea behind hybrid differencing is to automatically switch between up- 
wind and central differencing depending on the value of the cell-Peclet number, or 
its equivalent for other problems, so that a monotonic discretisation with "optimal" 
accuracy is always obtained. - 
Before applying hybrid differencing to the model equation (3.1), the advantages 
and disadvantages of hybrid schemes are discussed, particularly in the context of 
multigrid methods. There are two limitations associated with hybrid schemes [101]: 
0 Firstly, the presence of numerical diffusion may remove features from the solu- 
tion, which are physically significant., Strictly speaking, the hybrid scheme is 
second-order accurate since the order of accuracy is obtained by taking a limit 
for vanishing grid spacing, for which it is equivalent to the. central scheme. 
However, the point of introducing an hybrid scheme is to be able to use coarse 
grids and in these circumstances, the hybrid scheme is only first order accurate. 
0 Secondly, in multi-dimensional problems, the hybrid approach does not work 
well if the angle between the main direction of the flow and the grid is close 
to 45 degrees, since strong numerical diffusion is then introduced in all grid 
directions. 
A possible approach is to adopt a second order upwind scheme such as QUICK [9917 
at the cost of extending the stencil -for the formulation of the finite differences. It 
should be noted however that QUICK (together with other second order - one-sided 
- upwind schemes) is not monotonic and will therefore generate some oscillations 
and overshoots. 
Within the framework of multigrid methods, the appraisal of hybrid schemes is 
somewhat different. Independent of the size of the finest grid, multigrid methods 
usually involve very coarse grids on which central differencing would be unstable. 
The choice of an hybrid scheme is very attractive in this context on two accounts: 
(i) the implementation is simple and only involves a three-point stencil, and (ii) 
the order of accuracy of the solution is not altered. This is because the coarse grid 
computations only act as an accelerating device for the determination of the "true" 
solution defined on the finest grid. If practical, the final grid will be chosen so that 
it is sufficiently fine for central differencing to be stable. 
When used in a multigrid framework, hybrid schemes can be considered to be, in 
practice, second order accurate. The numerical diffusion added on coarse grids may 
have an adverse effect on the convergence rates of the multigrid method since coarse 
grid solutions may be very different from the fine grid solutions. However, one crucial 
point for the success of multigrid methods is to avoid high frequency oscillations in 
56 PhD Thesis 
the solution on coarser grids 2, a property which hybrid differencing provides at very 
little cost. 
Appendix A gives some results for the application of hybrid schemes to a one- 
dimensional two-phase flow. 
r, inite Volume Discretisations using Hybrid Schemes Finite volume dis- 
cretisations are based on the integral formulation of the governing partial differential 
equations. The central concept is therefore that of (numerical) flux. 
For the model problem, equation (3-1) can be integrated and the result is: 
dT 
PT - Tý (3.3) 
Q(C) is the heat flux at the point C. A discretisation can be obtained by (i) ap- 
proximating Q in terms of the discrete grid functions, and (ii) using the principle of 
the conservation of heat (i. e. the fact that through a control volume, the total flux 
of heat is equal to the heat sources in the control volume). Such an application of 
conservation principles lies at the heart of the finite volume approach. 
Consider a uniform grid of size Aý- The temperature Ti is defined at cell cenires. 
For the cell (i), a finite volume discretisation of (3.3) is: 
Qi+1/2 Qi-1/2 
=0 (3.4) 
Qi+1/2 and Qi-1/2 can be approximated using the temperatures Ti-1, Tit Ti-I. Differ- 
ent approximations will make equation (3.4) equivalent to finite difference formula 
obtained by central and upwind differencing. 
The first derivative in equation (3.3) is approximated by central differences: 
dT] T -T 
dý t=i+1/2 g 
i+l i 
There are two possibilities for the approximation of the convective term PT: geo- 
metric (centred) interpolation of T or upwind interpolation. 
If geometric interpolation is chosen, 
Ti+112 Ti + Ti+l 
2 
The heat fluxes on the cell edges are therefore: 
Qi-1/2 P 
Ti-I + Ti + 
Ti - Ti-I 
2 Aý 
'Oscillations on the coarser grids imply that low ftequency components are not 'removed by the 
coarse grid correction. 
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Qi+1/2 --"ý P 
Ti + T41 + 
T41 - Ti 
2 Aý 
Equating the two fluxes, and dividing by Aý yields: 
p Ti+, - Ti-, Ti+, - 2Ti + Ti-, = 0. (3.5) Me Ae2 
Using a finite difference ''approach and working from Taylor's series leads to an 
equivalent result. 
If upwind interpolation is chosen, the direction in which the heat is convected is 
important. If the heat flow from Ci-I to Cj+i, we take: 
Ti-1/2 ;: ý! Ti-l Ti+1/2 "ýý'Ti- 
The fluxes are: 
Qi-1/2 = PTj-j + 
Ti - Ti-1 
Qi+1/2 = PTj + 
Ti+1 - Ti 
A6 
which result in the following discretisaiion: 
i1, Tj+j - 2Tj + Ti-1 PTi - Tlýjl 
A62 
0. 
If the heat flows in the opposite direction, 
The fluxes are: 
Ti-1/2 Ti Ti+1/2 ýý Ti+l- 
Qi-1/2 PTi + 
Ti - Ti-i 
Aý 
Qi+1/2 PTi+l + 
Ti+l - Ti 
Aý 
which result in the following discretisation: 
p 
Ti+I - Ti Ti+I - 2Ti + Ti-, 0. Ae Ae2 
(3.6) 
Standard (finite difference) schemes are again obtained. This is usually true on 
uniform grids. 
Another key concept is that the direction of the heat flow at Cill/2 is given by the 
sign of P: Physically, P is proportional to the mass flow rate of material in the 
positive x-direction. If P>0 the heat flow from ýj-j to ýj+,. if P<0, the heat 
flows from ýj+j to Ci-1. 
Hybrid differencing is obtained by choosing different expressions for the fluxes ac- 
cording to the value of P: 
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if JPJ < 2/Aý, convective effects are not dominant and centred differences are 
used. In other words, we take: 
Qi+1/2 =P 
Ti +Ti+1/2 
+ 
Ti+l - Ti 
2 Aý 
if P, = PAý > 22 the diffusive term is ignored because convective effects are 
dominant. Because heat flows from ýj to ýi+j, 
Qi+1/2 -': -- PTi 
if P, = PAý < 2, the diffusive term is also ignored but as heat flows from ýj+j 
to ýi, we take: 
Qi+1/2 --: -- PTi+l 
In the last two cases, the physical diffusion is neglected in the discrete approximation 
of the fluxes. This is justified on the grounds that the numerical diffusion introduced 
by upwinding totally dominates the physical diffusion. Our model problem is linear 
and P is a constant. In non-linear problems the convective term depends on the 
flow solution but upwinding is conceptually identical. 
Assuming Dirichlet boundary conditions, the central difference scheme can be rep- 
resented by the following matrix: 
p 
2 
(3-7) 
26, 
For IPI > 2/Aý i. e. IPl > 2, the matrix is non-longer diagonally dominant, which 
explains why the maximum principle is no longer respected by the discrete solution. 
This can be easily shown by the following argument: 
Given Tj+j and Ti-1, a non-oscillatory solution will be achieved if the maximum 
principle is respected, that is, if either: 
Ti+l > Ti > Ti -1 
or: 
Ti-I > Ti > Ti +1 
are true. Assume Ti+i =0 and Ti-I = 1, then the solution of (3.5) for Ti is: 
Ti =, 
('Aý 
+ 1). 22 
= 
12 (p2c + 1) - 
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If Pc >2 then Tj> 1, 'while if P, < -2, Tj < 0. In either case, the solution becomes 
oscillatory. On the other hand, if -2 < P,, < 2, then 0< Tj <1 and the maximum 
principle is satisfied. 
If upwind differencipg is used and P>0, the equivalent matrix is: 
p+21 
-P 
Ai 
p 
At 
2 + 
(3.8) 
-p 
P+ 2 
Akc AC2 
-P _p+ At 
which is (weakly) diagonally dominant for all positive value of P. If Ti-i and 
Tj+j = 0, the solution of equation (3.6) is: 
P+ 
Ti = p+ 
which is bounded by 0 and 1 for all positive values of P so that the maximum 
principle is always satisfied. 
3.1.3 Solver Robustness 
Having discussed the properties of the hybrid scheme, we investigate its influence on 
the performance of the solver. The single phase solver pang has proved to be very 
robust: the probability that the algorithm will converge is very high even in cases 
where there are several distinct solutions (see for instance the sudden expansion 
problem in reference [1]). In particular, convergence is not dependent on the initial 
guess. This is a crucial advantage for any code since it reduces the, amount of 
educated guess needed to obtain a solution. Unfortunately, many iterative solvers 
are very sensitive to the quality of the initial guess. 
The-reason why pamg and pamg-multiphase are robust is that they incorporate 
an implicit continuation method. In the context of inviscid flows, a continuation 
method involves obtaining different solutions for decreasing values of the viscosity 
and taking the limit for zero viscosity. Continuation methods are highly stable due to 
the influence of the viscosity - which damps errors - without being inaccurate since 
a limit is taken. The combination of the multigrid algorithm and hybrid differencing 
leads to a similar effect since the computations start on the coarsest grid. As grids 
get finer, less and less artificial viscosity is added by hybrid differencing. 
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3.2 Discretisation of the Steady Navier-Stokes Equa- 
tions for an Incompressible Fluid 
3.2.1 Governing Equations and Preliminary Remarks 
The two-dimensional steady flow of an incompressible viscous Newtonian fluid is 
governed by the following form of the Navier-Stokes equations (see for instance 
[44]): 
* Conservation of mass: 
c9 u c9 v 
j7x + -äy 0 (3.9) 
e Conservation of horizontal momentum: 
(9uu c9vu 92U (92U) op 
+V -ýX 
X 
(3.10) 
y+ jy2 
* Conservation of vertical momentum: 
(9uv avv , 
((9, v a, v ý ap Tx- + -"j ýY-- 57X2 
+ %2 )-- ý7y 
In this section, these governing equations are discretised on a staggered grid (shown 
in Figure 3.1) where the velocities are defined at the edges of cells and the pressure 
at the centre. A finite volume approach is followed and hybrid schemes are used. 
The result is the difference equations implemented in parag. 
The continuity equation (3.9) does not pose any problems. In fact, because the 
discretisation is performed on a staggered grid, the discrete single-phase continuity 
equation can be solved exactly for each cell without the need for any interpolation. 
Hybrid schemes are introduced in the momentum equations. 
In the derivation of multi-dimensional finite volume discretisations, an important 
tool is Gauss' Theorem, which relates the volume integral of the divergence of a 
vector field to its flux through the enclosing surface. Mathematically, given a closed 
volume V and its boundary surface S, then for any vector field f differentiable over 
Vý 
V. fdv Lfids. (3.12) 
VS 
In this formula, n^ is the outward unit normal to the surface S. See [102] for more 
details. 
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Figure 3.1: Staggered grid used for the discretisation of the Navier-Stokes equations 
3.2.2 Discretisation of the Continuity Equation 
The derivation by integral means of the finite difference formula expressing the 
conservation of mass is quite straight forward: equation (3.9) is integrated over one 
cell (as shown in Figure 3.2) and the integral scaled by the area of the cell, that is 
1/(AXAY). 
The scaling makes the discrete equations more suitable to multigrid methods because 
the residuals of the discrete equations are then independent from the grid-size. An- 
other benefit is that the discrete equations obtained are identical to those resulting 
from a more traditional finite difference approach. 
The details of the computations are as follows. The integration leads to: 
1 X2 V2 
AXAY 111(ux + vy)dxdy 0 
Xi Yl 
and after application of Gauss' theorem, 
1(2 
Y2 dx + 
Y2 
[tllxr2dy ='O (3.13) 
fiv]Yi f 
Yi 
Next, the integrals" appearing in the right-hand-side of equation (3.13) are approxi- 
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mated by quadrature formulae, giving respectively, 
AY(Ui+1/2, j - Ili-1/2, j) and 6kl(Vi, j+1/2 - Ui, j-1/2)- 
The traditional discretisation. of the continuity equation on staggered grids results 
immediately: 
Ui+1/2, j - Ui-1/2, j + 
Vi, j+1/2 - Uid-1/2 0 
Ax AY 
y-y2 
y-A ya- I f2) 
Y-Y, 
Figure 3.2: Control volume for the integration of the Navier-Stokes continuity equa- 
tion 
3.2.3 Discretisation of the Equation for Horizontal Momen- 
tuill 
The starting point for the discretisation of the equation for horizontal momentum 
is to rewrite the left-hand-side of (3.10) as the divergence of a vector (hence the 
usefulness of a conservative formulation): 
uu - V2-u ap guý ax 
(3.14) 
UV - VZ7y 
x-x(i-1t2) 
x. xl xx2 
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Equation (3.14) is integrated over a control volume of size Ax x Ay, i. e. the same 
size as computational cells, but centred around the point (i + 1/2, j) (see Figure 
3.3). Here again, the integral is scaled by 1/(AxAy). 
Since a coupled solver is used to solve the equations, for each computational cell, 
another discrete equation for the horizontal momentum is written by considering 
a control volume of the same size but centred around the point (i - 1/2, j). This 
is done so that the two equations for horizontal momentum correspond to the two 
horizontal velocities defined on each cell. The derivation of this second equation is 
identical to the procedure given in this section. 
A discretisation for the right-hand-side of equation (3.14) is given before hybrid 
schemes are applied to the left-hand-side. 
x-Axa-lt2) 
y-y2 
y-Aya-112) 
Y-Y 
X-XI 
Figure 3.3: Control volume for the integration of the Navier-Stokes horizontal mo- 
mentum equation 
Discretisation of the Right-Hand-Side The integration of the right-hand-side 
is very easily performed. We have 
X2 
(9pdx [p]-T2 
Ox XI 
`2 Pe - Pw 
(3.15) 
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so that: 
V2 X2 Y2 
dxdy (p, - p,,, ) dy AXAY 
Ii 
TX AXAY 
YI X1 Y1 
11ý1 
1 (3.16) 1%, Ax 
(Pe 
- Pw) 
For the quadrature formula (3.16), no interpolation is necessary because the discrete 
pressure grid function is defined at all the required points. 
Discretisation0ftlieLeft-Hand-Side The application of Gauss' theorem leads 
to: 
dxdy = I, + I,,, + I,, + I, AXAY 
v UV - 
V-5y 
where: 
r V2 
au 
AXAY 
v 
Ull - VT 
X] 
X=X2 
IOU 
AXAY 
v 
UU -v TX 
I 
X=Xj 
(3.18) 
i VUV - Vau (3.19) AXAY 
TY 
I 
Y=Y2 
-1 
VUV 
- vau] (3.20) AXAY Ty- 
Y=Yi 
le, Iw, I,, and I, are the horizontal momentum fluxes through the edges of the control 
volume. In order to obtain discrete equations, the integrals have to be replaced by 
quadrature formulae, which will involve first order derivatives of u. As in the model 
problem (see Section 3.1.2), these will be approximated by central finite difference 
formulae. 
For instance, we have for I., 
(9u] (u UE - UC 
UU - VT e-e - 
vx 
Ax 
The other integrals - Iw, 1,, and I, - are all treated in a similar way. 
The following coefficients are then introduced: 
CU =1U, ý, na 
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C. u = 
i 
U', ' ýAX 
cnlul = 
1 
7, Äyun 
CU 
1 
y 
U., 
Du 
v 
= Du w -X2 
Du n = Du= 
v 
a 
IAY 
2 
I 
so that the momentum fluxes can be written as: 
I, = 2C,, u, - D'(UE'- UC) 
Iw = -2C. u,,, + D'(uc - ulv) w 
I,, = 2Q u,, - D'(UN - UC) n 
I, = -2Cuu, + D'(uc - us). a 
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(3.21) 
(3.22) 
(3.23) 
(3.24) 
(3.25) 
The coefficients Cu, Cu,, Cu,,, C. u involve velocities at points where the corresponding 
grid functions are not defined. Consequently, geometric interpolation is used to 
obtain approximations. For instance, 
(Ui+1/2, 
j + Ui+3/2, j)- (3.26) U-1 ýA-x 
Similarly, 
(3.27) Cnu TY(Vi, j+1/2 + Vi+l, j+1/2)i A 
CWU 
1 
(Ui+1/2, 
j + Ui-1/2, j)) (3.28) ýA-x 
caZ 
1 
(Vij-1/2 + Vi+l, j-1/2)- (3.29) TA x 
As for the model problem (Section 3.1.2), different finite volume schemes will be 
obtained for different approximations of the convective terms. In particular, different 
approximations of u,, u,,,, Un and u. will lead to the central, upwind or hybrid 
schemes. Since the coefficients Ci and Di are measures of the convective and diffusive 
effects respectively, the switching between a central and an upwind discretisation is 
done according to their relative weights. 
This procedure is illustrated in the case of I, and applies directly to the other fluxes. 
If jCuj < Du, central differencing is stable and u, is interpolated as: C 
U, ý-, 
UE + UC 
2 
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The discrete flux is therefore: 
Cu(uE + uc) - Du(UE - UC) 
= uE(C, - Du) + uo(C' + Du). (3.30) eee 
If JQJ >D, u, the convective terms are dominant. Central differencing is unstable 
and needs to be replaced by upwind differencing. 'Since numerical diffusion intro- 
duced by the upwinding dominates the physical diffusion, the latter is neglected so 
that only the convective flux is taken into account. Upwind differencing is achieved 
by an upwind interpolation of u. - Given that C,, u = U., its signs give the local direction of the flow and can be used to determine the direction of the up-winding: 
,I 
UE ifCe<O 
Ue Ro UC lfc, >o 
The discrete (upwind) flux is then given by: 
2C'UE if Ce <0 
2C, uc if Ce >0 
'D (3.31) UE(Cý IQ'-, D + UC(Ce u+IC, 
Combining equations (3.30) and (3.31), the hybrid discretisation of the flux I, can 
be written as: 
Ie =-1 [(D, + IC, 1 + 
ID, 
- 
lCell) 
- CjuE 
[(Dý + JCJ + IDe - ICJ1) + Ce juc 
-[max(D IC, 1) - CelUE + [max(D IC, 1) + C, ]uc (3-32) 
and similarly, the other fluxes are: 
Iw -(max(D', IC,,, ', I)+C')ulv+(max(D', IC. ul)-Cwu)uc www 
In -(max(Du, ICuj)-Ccu)UN+(max(Du, lCnul)+C. u)uc nn 
is -(max(Du, lCul) + Cu)us + (max(Du, ICul) - C., u)uc 88aa 
At this juncture, the following coefficients are introduced: 
Au = max(I Cu 1, D) - Cu Eeee 
A ujv = max(ICu,, 1, D') + Cu,, n 
A uN = max(I Cnu 1, Du) - Cu, n 
A us = max(ICul, Du)+Cu 8 
Under the condition that: 
cu- cu + CU -Cu=0, ewa (3.33) 
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the conservation of discrete horizontal momentum can be written as: 
A'uc = A'UE + A'UN + A' ulv + A'us --1 cENws j- (P, - pl) (3.34) x 
with: 
AC = A' + A' + A' + A' (3.35) ENws 
Equation (3.33) expresses the physical fact that mass should be conserved in the 
control volume used to derive the momentum equations. Indeed, equation (3.33) 
implies: 
Ayu, - Ayu, + Axu, - Axus =0 
which is a discrete, approximation of the mass flux through the control volume. 
3.2.4 Discretisation of the Equation for Vertical Momentum 
The discretisation of equation for vertical momentum proceeds along very similar 
lines. The starting point is to rewrite equation (3.11) in the following form: 
uv - AV op g, (3.36) 
vv-v v OY ay 
The control volume used to integrate equation (3.36) is shown in Figure 3.4. Its size 
is also Ax x Ay and it is centred around the point (i, j+ 1/2). In direct parallel to the 
horizontal momentum, another discrete vertical momentum equation is written for 
each cell by integrating (3.36) on a similar control volume centred around (i, j- 1/2). 
3.2.5 Summary of the Results 
The steady Navier-Stokes equations for an incompressible viscous fluid, discretised 
on a staggered grid by the finite volume method using hybrid schemes, as imple- 
mented in the parag code, are: 
Ui+1/2, j - Ui-1/2, j Vi, j+1/2 - Uij-1/2 
_ Ax + Ay -0 
(3.37) 
Aýuj+1/2, j = Al c EUi+3/2, j+ 
A'NUi+1/2, 
j+, + Au Ui-1/2, j+ 
AuUi+1/2, j-l - IV s 
(pi+l, j - pi, j) (3.38) Ax 
A'Vi, j+1/2 = A' c EVi+l, j+1/2+ AVi, j+3/2+ Av Vi-l, j+, /2+ A'Vij-112 - N IV s 
1 (pi, j+l - pi, j) (3.39) Ay 
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N0 x-x(i-1t2) 
YO- I f2) 
Figure 3.4: Control volume for the integration of the Navier-Stokes vertical momen- 
tum equation 
with: 
Au = c Au + Au + Au + Au ENws (3.40) 
AuE = max(1 Cu 1, Du) - Cu e (3.41) 
Au = max(ICU"1, DU)+c"u" n (3.42) 
A'N 
--* z max(ICul, Du)-Cu, nn (3.43) 
Au = s max(ICul, Du)+Cu, (3.44) 
u ce j-(Ui+3/2, i + Ui+I/2, j) Ax 
(3.45) 
cnu 1 (Vi+I, j+1/2 + Vi, j+1/2) 
4Ay 
(3.46) 
U cu, (Ui+ 1 /2, i + Ui- 1/2, j) (3.47) 
CIUI (Vi+l, j-1/2 + Vi, i-1/2) 
4Ay 
(3.48) 
Du e = Du =v w AX2 (3.49) 
Du n = Du -v a Ay2 (3.50) 
A'cu = Al + Aý + Aýv + As' ENw (3.51) 
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A' 
,g 
') - C,, ' = max(IC,, 'I, D. (3.52) 
A'w = max(IC, ' ,, 
1, D,, ) + C,,, (3.53) 
A'N 
= max(IC' 'I, D') - Cnv n (3.54) 
Av s = max(IC, 'I, D') + C, ' (3.55) 
cev = ý-A(Ui+1/2, j+l + Ui+1/2, j) 
x 
(3.56) 
C "I = 4Ay 
(Vi, j+3/2 + Vi, j+1/2) (3.57) 
CWV 1 = 4Ax 
(Ui-1/2, j+l + Ui-1/2, j) (3.58) 
cv 1 = ýAF(Vij+1/2 + Vij-1/2) 
x 
(3.59) 
Dv = Dv 
v 
w E-X2 
(3.60) 
Dv n D' 
v 
2 y 
(3.61) 
3.3 Discretisation of the Multi-fluid Equations 
3.3.1 Governing Equations for Multiphase Flows 
pamg-multiphase is applicable to the simulation of steady multiphase flows of M 
viscous incompressible fluids, where M>1. The assumption that the fluids are 
incompressible allows the energy balance (equation 2.14) to be dropped altogether 
from the system of governing equations 
In order to further simplify the model, it is assumed that there is no transfer of 
mass between the phases. This functionality could very easily be added later since 
the code is designed to allow mass transfers. Momentum transfer is allowed and is 
modelled by simple algebraic source terms. Under these conditions, the multi-fluid 
equations (2.12) to (2.13) can be written as follows: 
eM continuity equations of the form: 
, 
V. (r,,, v,, ) = (3.62) 
M momentum equations of the form: 
11M 
(v,, 0 vc, ' - T,, ))'-- - r. Vpa +- E cp(vp - vc, ) (3.63) Pa Pa 0=1 
In this form, the momentum equation has been divided by the density of the 
phase using the fact the fluids are incompressible. 
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eM constitutive relationships for the viscous stresses: 
Tcr = v, 
(VV"l + (VV"I)T) (3.64) 
These constitutive relationships can be though of as "direct" extensions of the 
single phase constitutive relationships for Newtonian fluids. Different types of 
multiphase flows may require different expressions for T, Note that T,,, is 
symmetric ensuring the conservation of angular momentum. 
e One closure relationship for the volume fraction: 
(3.65) 
* Al -1 closure relationships for the pressures: 
PI - P2 : -- ... ý PM 
(3.66) 
This constitutes a system of 4AI equations for 4M unknowns: r, u, v" and p,, for 
each phase. This simplified system encapsulates the difficulties associated with the 
simulation of steady state multiphase flows without being unnecessarily burdened 
- for our purpose - by modelling issues. I 
The algebraic source terms: 
COON - V') (3.67) 
model the momentum transfers. They indicate the amount of momentum transferred 
to phase a by phase P. Different models for the momentum transfer will lead to 
different values for the coefficients cap. Furthermore, c,, p will, in general, depend 
on a large number of flow parameters. In droplet flows for instance, it may be a 
function of the droplet concentration and the droplet shape and average size. 
In this study a simple model known as the mixture model [67] is adopted for which 
the momentum transfer coefficients are given by: 
=I -CJ'p,, 
pr,, rplvo - v,, coo = C)301 
d,,, o 
I ifa0p, 
(3.68) 
0 otherwise. 
In the present work, the drag coefficient CD and the inter-facial length scale d,, p are 
assumed to be constants. p,, p, the mixture specific mass, is defined as: 
p,, p = r,,, p,, + ropp 
This model, which is very simple, has been chosen in order to facilitate comparisons 
with our reference commercial CFD code, CFX 4.1 [671. Here again more complex 
models could easily be added later. 
Algebraic source terms are very often used for multiphase simulation. It is possible 
to include differential terms in the momentum transfer terms. One such example is 
the virtual mass force (see, for instance, reference [491). However, algebraic terms are 
more convenient because they do not interfere with the properties of the differential 
operator. 
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3.3.2 Governing Equations in Scalar Variable Form 
In this section, the aim is to express equations (3.62) and (3.63) in terms of the 
scalar unknowns u,,,, v,,, r,, and p,, for each phase. This is a necessary first step to 
the discretisation. It will also allow some potentially important characteristics of 
the diffusive term: 
V. (r,,, T,, ) = V. (r,, v,, (Vv,,, + (VVct)T)) 
to appear clearly as they are discussed from an analytical point of view. 
In order to simplify the notations, subscripts denoting the phase will be dropped 
from that point on, unless they absolutely necessary to a proper understanding of 
the formulae. All the equations and definitions used in the remainder of this chapter 
apply for all phases separately. 
The task of reformulating the continuity equation (3.62) in terms of the scalar vari- 
ables is almost trivial: simple vector calculus leads to: 
aru arv 57x- + 5y 
The convective term in the momentum equation (3.63) is quite easy to expand. The 
product rv 0v gives the following tensor: 
ruu ruv 
ruv rvv 
The divergence of a second orderlensor Z is a vector defined, as (using tensor notation 
and Einstein's convention): 
V. Z = 
azij 
Oxj 
We have therefore: 
The diffusive part, 
V. (r(v 0 
(ruu)., + (ruv), 
V)) 
( 
(ruv)-, + (rvv),, ) 
V. [rv (VV + (VV)T)] 
is slightly more complex. Firstly, the gradient of a vector field v is a tensor defined 
as: 
VV = 
avi 
19xj 
so that: 
T Oui Vv + (Vv) = ýý- 
auj 
+ W- = 
2 u., 
( 
uy + V., 
xj xi y+V,, 
2vy 
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The diffusivelerm is therefore: 
(rv [VV + (VV)T]) =V0 
(rou' 
+rouj) =v( 
2(ru,., ),, + [r(uy + v., )Iy 
oxj axj oxi [r(v., + uy)lx + 2(v, )y 
) 
(3.69) 
When only one phase is present, equation (3.69) can be simplified to give the usual 
diffusive flux for single phase Newtonian flow: 
UXX + uyy (3.70) 
VXX + vyy 
This is established by setting r =- 1 and expanding V. 
(VV + (VV)T ) 
V. (VV + (VV)T) 
a oui + auj T axj 
(0. 
i axi 
axjaxi + c9xiaxi a2U, 
(3.71) axjc9xj 
after using the continuity equation to obtain: 
D2 uj 
axj(9xi axt axj 
= 
C, (Cluj) 
For multiphase flows where: 
a V. (r [VV + (VV)T]) [r ("u' + 
Tj axi axi x 
The corresponding simplification would be: 
)=0. 
(3.72) jxj axi 
However, equation (3.72) is not satisfied in general. Instead, we have: 
0 (r O'uj D (2ruj 
_ uj 
Or ) 
Oxi Oxi Oxj Oxi axi 
a( Oruj a (u, Or 'ýX-j Oxj 7xj Oxi 
0 (uj Or 
ý 7xj Oxi 
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after making use of the multiphase continuity equation: 
Drui 
Oxi 
The term: 
a (r auj ý7xj axi 
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is therefore different from zero in general. It is equal to the divergence of the second 
order tensor 
uj 
Or ur., vry 
19xi) ury vry 
which can be thought of as a measure of the variation of momentum ' due to the 
spatial variation of the volume fraction. This tensor is identically zero if the volume 
fractions are constant in space, and in this case, V. (rT) is proportional to: 
U. " +u yy 
VXX 
+ Vvy 
In terms of the scalar variables u, v, r and p, the differential multi-fluid equations 
which are to be discretised take the following form: 
(ru),, + (rv),, 0 (3.73) 
(ruu),, + (ruv), v[2(ru-, )., + (ruy)y + (rv,., )y] 
-rpx + c,, 6(uo - uc, ) (3.74) 
(ruv)x + (rvv)y v[(rvx)., + 2(rvy)y + (ruy),, ] 
-rp, + c., p(vo - vc, ) 
(3.75) 
3.3.3 General Discretisation methodology 
The method used in Section 3.2 to derive discrete equations for the Navier-Stokes 
equations can be directly extended to the multi-fluid equations (3.73) to (3.75). The 
staggered grid used for multiphase flows is shown in Figure 3.5. It is very similar to 
the staggered grid used in the single phase solver pamg; the only difference concerns 
the volume fractions which are naturally cell-centred quantities. 
As discussed in Section 4.3.2, the continuity equation needs a careful treatment. 
Interpolation of volume fractions are necessary for the formulation of the discrete 
multiphase continuity equations and certain interpolation schemes have been proved 
to lead to inconsistent discretisations. 
As far as the momentum equations are concerned, the main difference lies in the 
diffusive tensor T chosen in this study which contains added cross derivative terms 
3The densitY being constant. 
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(see equation 3.69). These tend to couple more strongly the vertical and horizontal 
momentum equations than in the single phase case. 
Furthermore, the coefficients Di and Ci need to be modified to take into account the 
volume fractions and finally, the momentum transfer terms need to be discretised 
but neither of these tasks poses any difficulty. 
x=Ax(i-1/2) 
y---A A- 
Figure 3.5: Staggered grid used for the discretisation of the multi-fluid equations 
3.3.4 Discretisation of the Multiphase Continuity Equation 
The methodology used for the single phase case can be directly extended to the 
multiphase problem. The control volumes on which the equations are integrated are 
identical (see Figure 3.6). The basic result is: 
r, u, - r.,, u,,, rnVn - r. v. 
Ax 
+ 
Ay 
Note that the discrete multiphase continuity equation cannot be solved exactly even 
on a staggered grid. The velocities are all defined at the required positions but since 
volume fractions are defined at cell centres, it is necessary to interpolate them to 
form the products ru and rv at the midpoints of cell edges. For reasons which are 
given in Section 4.3.2, first order upwind interpolation is chosen: 
sgn(tti+1/2, j))ri+,, j + (sgn(ui+1/2, j) 2 
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r. ;: ti 
1 [(l 
- sgn(Ui-1/2, j))ri, j + 
(sgn(Ui-1/2, j) + 1)ri-,, j] 2 
rn ; Zý' 
1 [(l 
- sgn(Vi, j+1/2))ri, j+l + 
(sgn(Vi, 
j+1/2) + 1)ri, j 21 
r. -, 
1 [(l 
- sgn(vi, j-1/2))ri, j + (sgn(vi, j-1/2) + 
1)ri, j-, 
] 
2 
where sgn denotes the sign function: 
1 if x<0 sgn(x) 1 if x>0 
x-1x(i-I/2) 
Y-Y2 
y-A yo- 1/2) 
Y-Y, 
75 
Figure 3.6: Control volume for the integration of the multi-fluid continuity equation 
3.3.5 Discretisation of the Equation for Horizontal Momen- 
tum 
A discretised version of the horizontal momentum equation (3.74) is defined using the 
technique of hybrid differencing. Vertical momentum can be handled in exactly the 
same way. Attention is firstly focussed on the right-hand-side whose discretisation 
is quite simple. A discrete approximation of the left-hand-side is then derived. The 
control volume used for the horizontal momentum equation is again the same as in 
the single phase case. It is shown in Figure 3.7. 
x. xl 
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While the discretisation of the continuity equation requires care in interpolating the 
grid functions, it was observed that the behaviour of the momentum equations is 
not as sensitive to the interpolation scheme for the volume fractions. Geometric 
interpolation has proved to be satisfactory and is used throughout this section. 
y-y2 
E 
---- () y-AyU-1/2) 
Y-Y, 
X-XI 
Figure 3.7: Control volume for the integration of the multi-fluid horizontal momen- 
tum equation 
Discretisation of the Right-Hand-Side After integration of (3.74) over the 
control volume, the right-hand-side is: 
.11/ 
X2 Y2 
rpx + cp(up - u, )dxdy AXAY pi 
VYI 
The integration of the first term yields: 
1 
02 Y2 
rp., dxdy AXAY 
11 
Xi Yl 
Y2 
J(p 
AXAY p 
rc e- pw)dy 
11 
rc(p, - p, ) Axp 
The volume fraction is not directly available at point C (it is defined on the vertex 
of the control volume) and consequently, a simple geometric interpolation has to be 
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performed: 
rc (ri+,, j + rij) (3.76) 2 
The integration of the inter-phase momentum transfer terms yields simply: 
1 [cap] 
C 
Quo] 
C- 
[up] 
C) 
Pa 
up and ua are directly available at point C. The drag coefficient cap involves: 
e The modulus of the relative velocity Iv. - vpI. At present, for the horizontal 
momentum equation, the approximation: 
IVO, 
- V'61 RO 
IU 
C, - U'61 
is used, i. e. the vertical component of the velocity is assumed to be zero, so 
that here again no interpolation is necessary. 
e The volume fractions [r,,, Ic and [ra1c. The interpolated values have already 
been defined by equation (3.76). 
The mixture density, which is also available once [r,, ]c and [rc]c have been 
defined. 
Discretisation of the Left-Hand-Side As for single phase flows, (3.74) is rewrit- 
ten as the divergence of a vector: 
ruu - 2vru, =-1r 
Op 
+1 Cap (up - U, ) (3.77) ruv - vruy - vrv., 
)p 
TX 
p 
This equation is integrated over the control volume, and scaled by 1/(AxAy). The 
application of Gauss' theorem to the left-hand-side leads then to: 
1 J, 7. 
( ruu - 2vru., dxdy = I, + I,, + I. + Is (3.78) AXAY ruv - vruy - vrv, 
) 
The Ii are the horizontal momentum fluxes across the four sides of the control volume 
and are defined in similar ways to equations (3.17) to (3.20): 
r V2 
(9 
ie ruu - 2vr 
1 
AXAY 
v 
TX 
, T=x2 
1 au ' Iw - 
v 
ruu - 2v r 
I 
I 
AXAY, Ox 
I X=xl 
1 ou C? v ruv - vrýy vrT AXAY 
v 
X] 
V=Y2 
r u o cv 
YV XAU 
ruv - vrý 
y- 
vrý -j 
.x 
Y=Yl 
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Note the extra terms: 
and: 
'I'l-D Thesis . U. 11 
x 
Vn vrT 
v 
Y--: Y2 
[V]X-=2jY--: Y2 
XAYVrn =--XltY--: Y2 
vrn (Vne - Vnw) 
Ov 
V. 
v 
vrýx 
I 
Y=Yl 1 
[v]x=x29y=yl 
AXAY 
vr, 
X=Xlty=yl 
vr. (v,, - vsw) 
which arise from the cross derivative terms in V. (rT). With the following'definitions 
of the coefficients Ci and Di, 
cu= r, u, 
x 
CIU = ru, 
cnu = E_x rnUn 
1 
CSU 
iA-x ru 
2vr, 
Du AX2 
2vr, 
Du 
W AX2 
D u 
vr, 
- n AY 2 
Du - 
vr 
5 8 Ay2 
expressions for the fluxes I,, and I. can be constructed which are equivalent 
to equations (3.21) to (3.24): 
I, = 2C,, u, - 
De'(UE - UC) (3.79) 
Iw = -2Cu,,, + D'(uc - uw) (3.80) ww 
1" = 2C,, uu,, - 
Du(UN - UC) - Vn (3.81) n 
is = -2Cuu, + D'(uc - us) + V, (3.82) 8a 
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Writing, as in the single phase case, 
Ae [max(D., JCJ) - C. 1up 
Aw [max(D,,, IC,,, I) + C,, I'utv 
An [max(D,,,, IC,, I) - CnIUN 
As [max(D,, IC. 1) + C. Jus 
Ac A, + An + A,, + A, 
The discrete form of equation (3.74), written for phase a is simply: 
79 
(3.83) 
(3.84) 
(3.85) 
(3.86) 
(3.87) 
A'uc = A'UE+A'UN+A' ulv' 
1 
cENw +Auus+(V,, -V. )-Z--r sx C(pe -pw) 
+ Ic, plc (up - U, 
) 
(3.88) 
3.3.6 Discretisation of the Vertical Momentum Equation 
The control volume of Figure 3.8, centred around the point (ij + 1/2), is used for 
the derivation which rigorously parallels that of the horizontal momentum equation. 
Differences arise mainly from the cross derivative terms in V. (rT) but these do not 
require any new techniques. 
x=Ax(i-1/2) 
y--A yo- 
Figure 3.8: Control volume for the integration'of the multi-fluid vertical momentum 
equation 
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3.3.7 Summary of the Results I 
Summarising the results obtained so far, the governing equations for multiphase 
flows of viscous incompressible fluids within the (steady) multi-fluid model, discre- 
tised on a staggered grid and as implemented in pamg-muitiphase are: 
A'cUi+1/2, 
j ý 
A'cvi, j+1/2 ý 
A' Ui+3/2, j + Au Ui+, /2, j+, +, Au Ui-, /2,, + AuUi+, /2,, -, + 
(V V) E Nws 
r cu 1u 
PAX 
(pi+l, j - pi, j) +P 
1Ccjp1C((UO1i+1/2, j - [Uali+1/2, j) (3-89) 
AýVi+lj+1/2 + AýVij+3/2 + AýVvj-, J+1/2 + A's ENw Vij-1/2 + We - Uw) 
rb (pi, j+l - pi, j) +1 
[C'a, 
61C([VO1i, j+112 - 
[Vali, j+1/2) (3.90) 
PAY P 
(3.91) 
where: 
c reUi+1/2, j - r,,, uj-1/2, j r,, - r, vi, j-1/2 
Ax 
+. nVi, j+1/2 
Ay =0 (3.92) 
Au = c A' + Au + Au + Au BN iv s (3-93) 
Au. = u max(DICul)-C. u (3.94) 
Au = iv max(Du, iCwul)+Cwu w (3.95) 
u= AN max(D', ICu, 1)-Cu, n (3.96) 
Au = max(Du, ICul) + Cu (3-97) 
ce' 
4Ax 
(Ui+I/2, 
i +Ui+3/2, j)ru (3.98) 
CWU 
1U 
4Ax 
(Ui-1/2, 
j + Ui+1/2, j)rw (3.99) 
Cu 
n 
1u 
4Ay 
(Vi, 
j+1/2 + Vi+l, j+I/2)rn (3.100) 
Z Cn 1 
-1/2)ru a 4Ay 
(Vi, i-1/2 + Vi+IJ (3.101) 
De 
2v 
u I-X2 
X2 
rl (3.102) 
Dw 
2v u =3 -X2 r. (3-103) 
u Dn vu = -j- rn y2 
(3.104) 
Du 
a 
vu 
= 17r (3.105) 
Vn 
1 
vru(Vi+I, j+I/2 - Vi, j+1/2) =n (3.106) 
va =1 vru(Vi+l, j-112 - Vi, i-1/2) AXAY ' (3.107) 
[cu., ] 
CD. 
([r] u p + [rß] u pß) [r] u [rßl u 
1[U, 11/2 [Uali+I/2, 
jl cccc d (3.108)' c , p 
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c= 
v 
E+A' +A' +Av N IV s (3.109) 
AYE = max(Dv, IC, ', I) - C,, v (3.110) 
Av = TV max(Dv W, 
lCWv 1) + CWv (3.111) 
A Nv = max(Dv, IC, ', 'I) - Cv, n (3.112) 
Av = s max(Dv IIC v 1) +c v (3.113) 
cv 
e 
, .9 a L (Ui+1/2, 
j + Ui+1/2, j+l)rv (3.114) 
CWv ý-A(Ui-1/2, j + Ui-1/2, j+l)rw' 
x 
(3.115) 
v 'v Cn (Vi, j+1/2 + Vi, j+3/2)r' 4Ay n (3.116) 
v Cn 
1 
(Vij-1/2 + Vi, j+1/2)rv 4Ay a (3.117) 
Dv e 
vv 
-Z- x2 re 
(3.118) 
v DW vv -- r,,, EX 2 (3.119) 
Dv = n 
2v 
rv -E-Y, n (3.120) 
Dv = a 
2v 
v 
AY 2 (3.121) 
ul = 
1 
vrv(Ui+1/2, j+l - Vi+1/2, j) AXAY , 
(3.122) 
uw = 
1 
vrv (Ui-1/2, j+l - Vi-1/2, j) AXAY w 
(3.123) 
c Va] ac 
CD, 
([r,, ]' p,, + [ro]v pp) [r,, ]v [ro]v I [Volij+1/2 [Va]i, j+1121 dc,, o cccc 
(3.124) 
c re sgn(Ui+1/2, j))ri+,, j + (sgn(Ui+1/2, j - 1))ri, j] (3.125) 
c rw sgn(Ui-1/2, j))ri, j + (sgn(Ui-1/2, j - 1))ri-l, j] 2 
(3.126) 
rc n 
1 [(l 
- sgn(Vi, j+1/2))ri, j+l + (sgn(Vi j+1/2 - 1))ri, j] (3.127) , 2 
rc a 
1 [(l 
- sgn(Vi, j-1/2))ri, j + 
(sgn(Vi 
j-1/2 -1))ri, j-l] (3.128) , 2 
u r. = ri+,, j (3.129) 
u rw = rij (3.130) 
ru= n 
1 
ý(rjj + ri+,, j + ri+,, j+l + ri, j+, ) (3.131) 
ru a 
1 
(rij + ri+,, j + ri+,, j-l + ri, j-, ) 4 
(3.132) 
rv 
I 
rij + ri+,, j + ri+,, j+l + ri, j+, ) 4( (3.133) 
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rv w 
(rij + ri, j+l + ri-,, j+l + ri-ij) 
r ri, j+l 
r. rij 
u rc 
I 
ý(rjj + ri+,, j) 
rv c 
1 
(rij + rij+j) 
2 
3.4 Conclusions 
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(3.134) 
(3.135) 
(3.136) 
(3.137) 
(3.138) 
In this chapter, we have defined the exact differential equations to which pamg-mult iphas e 
is meant to provide discrete solutions by supplying simple constitutive relation- 
ships in order to close the basic multi-fluid equations. The model chosen for the 
stress tensor introduces cross derivative terms in the momentum equations which 
are hyperbolic-like and could, following the argument given in Section 2.5.9, have a 
detrimental effect on the multigrid convergence rates. 
Appropriate discrete equations have been derived for both the single phase solver 
pamg and the multiphase solver pamg-multiphase. The discretisation process relies 
on the use of staggered grids together with hybrid differencing to provide a set of 
non-linear algebraic equations which: 
are second order accurate for sufficiently fine grids, except for the volume 
fractions in the continuity equations, and monotonic on all grids so that non- 
physical oscillations cannot be generated; 
9 allow easy enforcement of conservation, particularly for mass; 
contain no added parameters such as artificial viscosity (as opposed to the 
numerical diffusion introduced by the discretisation); 
lead to a very robust solver when used in conjunction with a multigrid pro- 
cedure because they implicitly define a continuation method when going from 
coarse to fine grids. 
The points at which the multiphase discrete equations differ significantly from their 
single phase counterparts have been treated, highlighted and discussed in the course 
of this chapter. These include: 
* the treatment of the volume fractions; 
e the treatment of the source terms; 
* the treatment of the momentum cross derivative terms. 
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Once discrete equations are available, it is possible to design a solution algorithin 
tailored to that particular set. This is the subject of the next chapter. 
84 PhD'ThesiS 
Chapter 4 
The pamg and pamg-multiphase 
Solvers: Description and 
Differences 
4.1 Introduction 
At this juncture, we have described the physical problem at hand, motivated the 
solution algorithm we propose to apply and surveyed its mathematical foundations. 
Furthermore, we have obtained a good discretisation of the governing equations. It 
remains to give a detailed account of the implementation of the solution algorithm as 
found in the pamg-multiphase solver. The single phase solver pamg is also described 
as this provides a valuable and convenient reference point. 
The main goal is to illustrate the similarities as well as the significant differences 
which exist between the two codes. The multiphase solver is considerably more 
complex than its single phase counterpart but their architectures are nonetheless 
very similar since both are adaptive quasi-Newton multigrid solvers. As mentioned 
in the introduction, multigrid algorithms have many parts and aspects which are 
inter-locked and need to be examined as a unit. 
The task of extending pamg to obtain Pamg-multiphase has centred mainly around 
algorithmic issues. Consequently, their discussion constitutes the main part of the 
material reported in this chapter. All the components of the multigrid solver have 
required careful examination and a significant number of difficulties have arisen 
necessitating original solutions. These include: 
e consistent discretisations; 
9 the treatment of the non-linearity by line-searching; 
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" obtaining the local Jacobians by automatic differentiation; 
" multigrid transfers which only generate physically realisable approximations; 
e conservative interpolation operators in connection with adaptation. 
A second aspect to the work carried out concerns computational'issues. In the 
author's opinion, developing numerical software is difficult per se. In some senses, 
however, it is much easier than modifying numerical software. Fundamental issues in 
software engineering: modularity, software re-usability and validation are immedi- 
ately more challcngin - than in other applications due to the complexity of ýboth the 9 
data structures and program control flows. The more advanced the solution algo- 
rithm, the more potential there is for implementation errors'and the more important 
these computational issues become. In the particular case of pamg-multiphase, dif- 
ficulties are magnified further when it is considered that: 
* multigrid methods are notoriously difficult to implement; 
the governing equations are very complex and their properties are not com- 
pletely understood, thus making it is very difficult to distinguish between 
genuine numerical difficulties and mere implementation errors. 
Defining a "good" methodology for modifying and developing the software has there- 
fore been crucial in order to accelerate development time. The process adopted is 
addressed here since it is very likely to have been a key factor in the success of the 
present study. 
4.2 The pamg Single Phase Algorithm 
In this section we describe the various elements of the pang solution algorithm in 
turn. These are, in order: the quasi-Newton coupled solver, the embedding FAS 
multigrid method, more specifically the grid transfer operators, and finally, the 
refinement procedure. 
4.2.1 The Local Quasi-Newton Coupled Solver 
Basic Idea A detailed description of the pamg solver can be found in [131. This 
reference deals with buoyant flows so that compared with the Navier-Stokes system 
of equations, the temperature is an extra unknown. The problem is closed by, the 
addition of an extra partial differential equation modelling the convection and diffu- 
sion of the temperature. The Navier-Stokes solver described here and in references 
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[11,1] is essentially a subset of the solver presented in [13]. Reference [851 gives a 
complete description of the features of pamg. 
The pamg quasi-Newton solver follows the procedure introduced by Vanka [73] (with 
others! ). The velocities and pressure are corrected in a coupled manner on a cell 
by cell basis. Two horizontal velocities, two vertical velocities and one pressure 
are corrected simultaneously by solving a five by five set of equations: two hori- 
zontal momentum equations, two vertical momentum equations and one continuity 
equation. The discrete equations are derived by a finite volume approach on a stag- 
gered grid and use hybrid schemes. Section 3.2 considers the discretisation of the 
Navier-Stokes equations as implemented in parag. 
The cells are ordered in lexicographic order and during one relaxation sweep, all cells 
are visited in turn. This type of iterative procedure is referred to as a Symmetrical 
Coupled Gauss Seidel (SCGS) procedure [73] which is now described. 
Symmetrical Coupled Gauss Seidel Procedure Consider a rectangular stag- 
gered grid containing N=n., X n. cells. A set of grid functions 
fli-1/2, j, iii+1/2, ji 
ýij-1/21 ý7ij+1/2) Pjj are given which are approximations to the solution of the set of 
5N discrete equations: 
f (x) = A(X)x =s 
where A is a matrix expressing the discrete operator Lh. It is written as A(x) to em- 
phasise its dependence on the solution. The discrete operator is defined by equations 
(3.37) to (3.39) written for all cells (and suitably modified at boundaries). Equation 
(4.1) is written in block form by ordering, for instance, the cells in lexicographic 
order: 
(1,1); (1,2); 
... ; 
(1, n , 
); (2,1); (2,2); 
... ; 
(2, ny); ... ; 
(n, 1); ... ; 
(n, ny) 
and with each cell we group the following set of five variables: 
(fli-1/2, 
ji fli+1/2, j) ýij-'1/2s ýij+1/21 Pid) (4.2) 
as a unit in order to determine the block structure. The matrix A can be written 
as: I 
A=D-L-U 
where D, ' 
L, U are respectively block diagonal, block lower and block upper matrices 
relative to the ordering of cells. 
Consider first'the linear case where the coefficients in A do not depend on x. This 
could represent the limiting case when Re -+ 0. 
The (relaxed) Gauss-Seidel method is written as: 
Dx^ = Lx(1) + Ux(» +s (4.3) 
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XM =A ^x + (1 - x)x(0) (4.4) 
where x(O) is some initial estimate of the solution vector, 0) is the new approxima- 
tion generated by the Gauss-Seidel procedure and A is the relaxation parameter. If 
a residual vector r is introduced, defined as: 
r=s+ Lx(l) + Ux(o) - Dx(o) 
then the following equations hold: 
D(x^ - x(')) = 
and 
D(x(l) - x(o)) =r (4.5) 
Equation (4.5) is solved block by block by sweeping through the cells in turn. It is 
slightly modified so that only the diagonal entries of D are relaxed. 
Consider the cell (i, j) and let 4ý be the group of five variables defined by (4.2). The 
task is to solve the following linear system of algebraic equations for the correction 
A (b to (P: 
Dij A -1) = rii 
4)(1) = (b(o) + A4) 
where Dij is the block of D which corresponds to the cell (i, j) and rij is the sub- 
vector of r which corresponds to the cell (ij). This system is small and can be 
efficiently solved by any direct method such as Gaussian elimination. 
In the non-linear case, and for a standard Gauss-Seidel procedure, the matrices D, L 
and U have to be evaluated at each step using the available estimates, and equation 
(4.3) becomes: 
D(x("»x^ =L 
(x(0» x(') +U (X(0» x(0) +s (x(0» =r (4.6) 
The task is to solve the vector equation: 
Di, j(e(0»4^) = rij (4.7) 
An iterative rather than direct procedure is necessary to solve (4.7). Again the 
system is small (5 by 5). The method of choice is therefore the Newton-Raphson 
method. In parag, tb is computed using a single Newton step. Equation (4.7) is 
therefore not satisfied exactly but the corrections are good enough to ensure the 
global convergence of the process, as a result of the implicit continuation. , 
In the case of a fully coupled solver, equation (4.6) is not solved on a block by 
block basis but the equations for all cells are relaxed at the same time by Newton's 
method. Fully coupled solvers take into account the global coupling between all the 
flow unknowns. Their main drawback is the very large size of the Jacobians. Hence, 
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it is crucial to exploit the sparseness of the Jacobian matrices before this approach 
becomes practical. 
Local quasi-Newton coupled solvers, in the line of pamg only require local Jaco- 
bians. The size of the systems of equations arising from the Newton linearisation 
is much smaller. However, only the local coupling between variables is taken into 
account. There is some evidence to suggest that this local coupling dominates over 
the global coupling: namely, the off-diagonal blocks in the full Jacobian are small. 
Furthermore, solution algorithms based on the SCGS methodology are robust and 
efficient. 
The fact that the quasi-Newton solver favours the local coupling explains why multi- 
grid methods are useful in connection with this type of algorithm. In a nutshell, the 
multigrid algorithm ensures that global coupling is taken into account and therefore 
complements the LQN solver. A dual point of view is to consider that MG allows 
the quick resolution of the long wavelengths. 
The Newton Step It is well known that given the vector equation: 
f (4ýp) =S 
and an initial approximation 4)(0) of the solution ýP, Newton's method (see for 
instance [103]) updates the approximation by the procedure 
ja(> =- (f «P 101) - s) (4.8) 
4)(1) =, e(0) + A(> 
where J is the Jacobian of f evaluated at lb(O) so: 
Jij = Df 
Whenever Newton's method is implemented on a computer, the crucial issue is to 
obtain a good approximation of J. In the case of pamg, the system is defined as: 
D (4ý) (D 
and the frozen coefficient approximation is used: 
F-. 0 D(tb). 
which leads to: 
00 
00 
Ay Z-y 
I 
Ay (4.9) I 
Ay 
0 
The system (4.8) is then solved by simple Gaussian elimination. The elimination is 
done explicitly to exploit the sparseness of D and increase the speed of the compu- 
tations. 
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Figure 4.1: Discrete values for the restriction of the horizontal velocities 
4.2.2 The pamg FAS Multigrid Algorithm - Definition of the 
Grid nansfer Operators 
The IFAS multigrid algorithm used in parag is essentially the general algorithm de- 
scribed in Section 2.5.6. Its smoother, the SCGS procedure, has already been de- 
scribed in the previous section and it remains to specify the transfer operators chosen 
for single phase flows. 
Restriction of the Fine Grid Approximation We have to restrict three types 
of quantities: the vertical and horizontal velocities, which are defined at cell edges 
and the pressures, which are defined at cell centres. For the velocities, second order 
linear interpolation is used. Letting if = 2ic and jf = 2jc, the coarse grid values 
are defined in terms of the fine grid values by the following relationships: 
UýC) (um tc+1/2, jc 2 if +112, jf -I if +1/2, jf (4.10) 
VýC). 
1 
vq) tc, jc+1/2 : -- ý 
(vif;, 
-Iljf+112 
+ 
if, jf+112) 
where the subscripts (c) and (f) refer to the coarse and fine grid values respectively. 
Similarly, bilincar interpolation is used for the pressure: 
(C) = 
V) (f) Q). Ptc, jc 
i (AffIllif + Pif 
-I, jf 
+ Pif 
-1, jf 
+ Pif, 
Jf (4.12) 
This last relationship applies for interior points only but it is the only restriction 
formula necessary for the pressures. First, no pressure boundary conditions are 
necessary since the continuity equation is satisfied directly using the velocities rather 
than a pressure based Poisson equation. At solid walls, velocities are fixed so that 
no transfer is necessary. Finally, for Neumann conditions, the formulae for interior 
nodes are used and boundary conditions are applied just after the transfer. 
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Figure 4.2: Discrete values for the restriction of the pressures 
91 
Restriction of the Fine Grid Residuals The residuals of the momentum equa- 
tions are defined on cell edges. It is therefore possible to use the same operators 
as for the restriction of the velocities. The horizontal momentum residuals are 
restricted using (4.10) while the vertical momentum equations are restricted using 
(4.11). The pressure operator (4.12) is used for the restriction of continuity residuals 
to the coarse grid, since they are computed at cell centres. 
Prolongation of the Corrections We need to interpolate both cell-centred and 
edge-defined coarse grid corrections. It is possible to transfer the velocities using 
standard (second order accurate) operators such as: 
Uýf) 
3 (c) 1 (C) 
tf+112, jf 4 
Uic+1/2, jc + Uic+1/2, jc+l 
U(f) 
3U (C) 
1/2, jc 
+U (C) if +112, jf -1 4 'c+ ic+1/2, jc-I 
with, as previously, if = 2ic and jf = 2jc. For single phase flows, we note that 
these operators are not conservative: the numerical mass flux on the coarse grid 
is not equal to the numerical mass flux on the fine grid. For computations only 
involving uniform grids, this is not a problem since the solution is only sought on 
the finest grid. Any mass variation during the grid transfers is incorporated in the 
defect. 
For adaptive computations with composite grid involving several levels, it is neces- 
sary to conserve mass fluxes at grid interfaces, otherwise the discrete mass equation 
(3.37) may not admit a solution. This requirement will be satisfied by designing 
conservative interpolation schemes for, both the restrictions of velocities values and 
the prolongation of velocity corrections. We note firstly, that the restriction opera- 
tors described above (equations 4.10 and 4.11) conserve the mass fluxes exactly, and 
then describe below a prolongation operator for velocity corrections which shares 
the same property. 
Referring to Figure 4.4, the basic idea is to write: 
+ 
=U+AU 
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Figure 4.3: Discrete values for the prolongation of the horizontal velocities 
U- =U-AU 
so that the numerical mass flux on the fine grid: 
Ay(u+ + u-) = 2AyU, 
is equal to the coarse grid flux. 
Y--O 
U+ 
U 
comm gvid 
fine lpid 
lewjc 
Imajul 
I iewjvl 
AY 
Figure 4.4: Arrangement of variables at grid interfaces 
Geometrically, we can define AU as: 
AU =- 
AY dUý 
2 
ýTy )Y=o 
The interpolation is therefore completely defined when an approximate of dUldy is 
specified and we simply choose: 
dU) 
(U(2Ay) - U(-2Ay) dy, 
Y=o 
4Ay 
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so that: 
U+ = U(O) +1 (U(2Ay) - U(-2Ay))) 8 
U- = U(O) - ý1 (U(2Ay) - U(-2Ay)). 
Noting that in FAS, we need to interpolate the corrections rather than the solution 
values to the fine grid, and using the notation of the previous sections, we obtain 
the following operators for the prolongation of the velocities: 
AUV) - Auýc) 
1 
Auýc) 1 Au(c) (4.13) if +112, jf tc+1/2, jc +8 tc+1/2, jc+l 8 ic+112, jc-1 I 
Auy) Auýc) 1 AU0 1 AU0 (4.14) sf+112, jf-1 tc+1/2, jc -8 tc+112, jc+l +8 tc+ I /2, jc- 17 
Auýf) 
1 
(AU0 + Auý C) 
1 
(AU0 + Au(c) 
if -112, jf 2 sc+112, jc sc-1/2, jc) 
+ T6 tc+112, jc+l ic-1/2, jc+l) 
1 (AU0 C) (4.15) 16 tc+1/2, jc-1 + AUlc-1/2, jc-I)l 
AUV) 
1 
(AU0 + Auýc) 
1 
(AU0 + Auýc) 
if -112, jf -1 2 tc+1/2, jc ic-1/2, jc) - -F6 sc+1/2, jc+l ic-112, jc+l) 
+ 
1(Au 
i(cc+) c (4.16) 16 tc+1/2, jc-I 
+ AUsýcIl/2, ic-0- 
The transfer operators for the vertical velocity are defined in a very similar way: 
Av(f) AV! C). 1 (C) 1. Av(c) . 
(4.17) if, if +1/2 sc, jc+1/2 + ýAVic+ljc+1/2 - ic-l, lc+1/21 
AV(f) ljf +1/2 AV! 
C). 
C+1/2 
AV (C) + AVýC) 
l, jc+1121 (4.18) if- IC13 & 8 i, +"jc+'/, 8 
AV(f) (AV(C) + AV(c) 
1 Av(c) + AV(c) if, if -1/2 2 ic, ic-1/2 ic, jc+1/2) + T6 ic+l, lc+1/2 ic+l, jc-1/2) 
1 
C) (4.19) 
sc-l, jc+1/2 
+ AVs! 
c Ide-1/2)l T6 (Av! c) 
A (f) 
1 (Avfc). c (C) + AV(c) Vif -I, jf -1/2 2 scjc+1/2 
+ A4c, )3c-1/2 T-6 (AVi, +I, jc+1/2 ic+l, jc-1/2) 
+ 
1 
(Av! c) C) (4.20) 
16 C-l, jc+1/2 
+ AVS! 
C-l, jc-1/2)* 
These formula are modified near walls. 
It only remains to specify the prolongation operator for pressure corrections. Since 
there are no difficulty to complicate the definition of the operator, we simply choose: 
Ap(f) iflif AP(C) IC'jC) 
(4.21) 
Apýf) 
'fJf-I AP(c) tc, jc? 
(4.22) 
Apýf) 
If-I'jf 
(C) AP$c, jc? 
(4.23) 
Apq) 
if -,, if 
AP(C) 
gc, jcl 
(4.24) 
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which are accurate to first order. Alternatively, the following second order formulae 
can be adopted: 
Apq) f= IM 
1 (9AP (C). + 3Ap ýC) 1-+ 3Ap 
ýC). + Ap ýC) I, jc+l T-6 9cJc gc+ jc tctjc+l tc+ (4.25) 
Apq) if, if-I = 
1 (C) + 3Ap(c) .+ MpO. 
(C) 
T-6 (9Ap'c'j' ic+l, jc tc, lc-l + Apic+,, jc-, ), (4.26) 
ýf) Aplf 
-I, jf 
1 (C) ýC) (C) (C) = T-6 (9Ap'c'j' + 3Apsc-I, jc + 3Apsc, jc+l + Aptc-l, jc+l), (4.27) 
Ap(f) if -11if -1 
1 (9AP(c) c+ 3Ap(c) ,,, 
+3 Ap(c) . 
(C) 
T-6 Ic'j, IC- %cljc-l + Aptc-l, jc-l). (4.28) 
4.2.3 Boundary Conditions in pamg 
The boundary conditions implemented in the pamg solver are conventional as far 
as the velocities are concerned: Dirichlet conditions are imposed at inlets; no-slip 
condition (u =v= 0) at solid walls, and outflow conditions for developed flow 
at outlets. parng is a coupled solver. Hence there are no pressure equations to be 
solved and since the momentum equations are not solved at inlets and solid walls, 
no pressure boundary conditions are needed at such boundaries. 
At outlets, however, boundary conditions for the pressure are still required. This is 
done implicitly by fixing, on the finest grid only, the pressure to zero on a vertical 
line just downstream of the outlet. Boundary values for the coarser grids are then 
obtained from the restriction operator (4.12). 
4.2.4 Adaption in pamg 
Adaption in pamg is very closely linked to the FAS multigrid algorithm. As discussed 
in Section 2.5.8, FAS is highly suitable for adaptive computations. However, the fact 
that adaption is built in the solver has implications for the multigrid algorithm and 
particularly the transfer operators. Adaption necessitates the design of prolongation 
and restriction operators which conserve mass across grids. Another distinctive 
feature of pamg is that adaptive grids are generated automatically as the solution 
proceeds. 
The refinement algorithm is based on the following basic idea: given a grid at level 
k which may be uniform or composite, solve the equations to obtain an estimate 
of tile truncation errors for that problem. Based on the estimate of the truncation 
errors, refine the grid at level k in regions of high truncation errors to obtain the 
Composite grid at level k+1. If k+1 is the highest level for which the solution is 
sought, then solve the equations to the required tolerance. Otherwise, solve them 
to obtain an estimate of the truncation errors, in order to refine up to level k+2. 
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The first corner-stone of the technique is that the FAS method provides estimates 
of the truncation errors, as an intrinsic part of the solution procedure. The FAS 
multigrid method generates a set of right-hand side functions on all grids, given by 
equation (see Section 2.5.6): 
fk-I Ik-l(fk - Lk(iik)) +, Ck-l(ik-Iiik) (4.29) kk 
If x is the finest grid level defined at a given point, then fK-1 tends to the defect: 
x-I - r. - 
1 K) , PC Tý L 
(,, K-IU I'm -I Ull) 
as defined in Section 2.5.8. 
fK-1 is an approximation of the truncation error on the grid and as such, 
provides a sound refinement estimate. It also important to note that within the 
framework of FAS multigrid methods, the error estimation does not entail any extra 
work: the computation of fr--l is an intrinsic part of the FAS procedure. 
Once the error estimator has been chosen, the refinement algorithm is almost trivial. 
The details are as follows. They are strongly influenced by two factors: 
Parallefisation. pamg was designed as a parallel code. A natural approach 
to the parallelisation of the solution algorithm is to group together groups of 
neighbouring cells so that processing tasks on cells can easily be distributed 
across available processors and transfer, mini mised. These groups of cells. -are 
called patches. 
e Simplification of the implementation. If refined objects are similar to the non- 
refined objects, then the computer code will be much easier to design. This is 
a strong argument in favour of structured grids. 
In the present version of pamg, a patch contains 4x4 cells. In the context of adaptive 
computations, each patch is thought of as containing four quadrants of equal size 
(2 x2 cells). A patch at level k+1 exactly matches a quadrant at level k and a 
locally refined grid at level k+1 is simply obtained by overlaying certain quadrants 
at level k with level k+I patches. A uniform grid at, level k+1 is simply obtained 
by refining all the quadrants at level k. 
Obviously, it is the quadrants with large truncation errors which should be refined 
and in pamg, any non-refined quadrant at level k which satisfies: 
[ýk > [, rk yy (4.30) k+l Nvis k+l Nvis 
is refined. In equation (4.30), the following definitions apply: [, rkk+, ] is the average L2 
norm of the defect (computed on grid k-1) over the quadrant. Nvisisthenumberof 
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level k quadrants which are as yet unrefined, and are therefore eligible for refinement, 
on all levels. -y is a parameter which controls the extent of the refinement. The larger 
-t, the more selective the refinement algorithms as the average: 
v '5 Nvis 
(4.31) 
will tend to favour the larger truncation errors. The expression (4.31) can be con- 
sidered to define the -y-norm of the defect. 
As indicated in Section 2.6, there are two crucial issues for a successful implemen- 
tation of adaption: one is the conservation of mass fluxes at grid interfaces - this is 
dealt with by the multigrid transfer operators - and the second one is the location 
of grid interfaces. Unless the grid interfaces are located at points where the - 
flow 
solution does not change significantly with respect to the grid size, discontinuities 
in the solution may be generated. In p'arng, this last condition is met by forcing 
refinement if the ratio of grid size is greater than 2 for any of the eight neighbours. 
Hence, as finer and finer grids are generated at points of high truncation error, the 
refinement zone keeps expanding and ' 
in most cases, grid interfaces are pushed away 
from regions where the flow solution is not smooth. See Figures 6.15 and 6.16 for 
an illustration. 
Besides -f, adaptive computations are mainly defined by two parameters: 
k,,, is the level of the finest uniform grid (k,, > 2) 
kf is the finest level at which the solution is sought 
For the refinement algorithm to work properly, it is important that approximate 
solution obtained with the uniform grid at level k. is sufficiently representative of 
the exact solution to provide a reliable estimate of the truncation error. The lower 
k. is, the more gains are available from adaption. However, if the initial uniform 
grid is too coarse, some important features of the flow may not appear on that grid 
and consequently, it may prove difficult to recapture them. 
Solutions of the equations to obtain an estimate of the truncation errors are referred 
to as intermediate computations for which the level of accuracy required can be 
relaxed compared to the accuracy at which the "real" solution, Le the solution 
on a composite grid up to level nf, is sought. Consequently, these intermediate 
computations are usually cheap compared with the final application of the FAS. 
A composite grid up to level k contains visible quadrant on all levels from grid k" 
inclusive. In order to obtain the composite grid at level k+1, all visible quadrants 
- not just those at level k- are eligible for refinement. Once the final grid is 
obtained, the flow solution is accepted when the average residual, on the finest level, 
is lower than the required tolerance. By construction of the multigrid algorithm, 
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this condition is sufficient to ensure that the average residual on all levels is, lower 
than the tolerance. 
When composite grids are used there are refined and unrefined quadrants at any 
given level. One of the advantages of the underlying FAS method is that discretised 
equations are independent of the refinement status of quadrants. The only difference 
lies in the right-hand-side terms. For cells which are part of non-refined quadrants, 
the right-hand-side fk in equation (4.29) is zero (possibly after translation) while 
for cells in refined quadrants fk is non-zero, generally speaking. 
4.3 From pamg to pamg-multiphase: Algorithmic 
Issues 
In this section, the parng-multiphase solution algorithm is described mainly by 
contrasting it with the single phase solver. Both solvers have the same structure, 
as would be expected. Apart from the number of equations and unknowns which is 
larger, the main differences concern the quasi-Newton solver. Obtaining a convergent 
method has required a much more careful treatment. Grid transfers also had to be 
extended but this posed no conceptual difficulty. Finally, the multiphase boundary 
conditions and the implementation of adaption are discussed. 
4.3.1 A Globally Convergent. Quasi-Newton Solver for Mul- 
tiphase Flows 
The parag-multiphase solver differs from its single phase counterpart in three main 
areas: 
firstly, the number of equations and unknowns; 
e secondly, the approximation for the Jacobians; 
* thirdly, the treatment of the Newton corrections. 
These are examined in turn. 
Equations and Unknowns In pamg-multiphase as in pamg, the quasi-Newton 
solver is based on the Symmetrical Coupled Gauss Seidel procedure described in 
Section 4.2.1. One advantage of this approach is that it greatly simplifies the analysis 
of the method since only the discrete equations solved for each cell must be defined. 
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If we consider a single computational cell (ij), we can write'twelve equations for 
the twelve unknowns defined on that cell. For each phase, we can write a con- 
tinuity equation, two horizontal momentum equations centred around the points 
(i - 1/2, j) and (i + 1/2, j) respectively, and two horizontal momentum equations 
centred around the points (i, j- 1/2) and (i, j+ 1/2) respectively. The equations 
solved by pamg-multiphase are given in Section 3.3 - see page 80. 
The problem is closed by: 
[Pilij - [P2]i, j ý0 
and: 
[rl]i, i + [r2li, j ': -- 1- 
The SCGS procedure requires that the local non-linear system of algebraic equations: 
f() =0 
where: 
(4.32) 
[Ulli-1/2, j 
[Ulli+1/2, j 
[Vllij-1/2 [Vllij+1/2 [Pilij [U2]i-1/2, j 
, 
[u2li+1/2, 
j 
(V21ij-1/2 [V2]i, j+1/2 
[P2]i, j 
(rilij [r2li, j 
IT 
I 
should be solved. This is achieved by applying Newton's method. 
Approximations for the Jacobian If J denote the Jacobian matrix of the f on 
the cell (i, j), given an approximation 4ý(') of the solution 40) of (4.32), 'the Newton 
correction A4) is defined by: 
JA. t = -f 
(4)(n) )- (4.33) 
After inversion of this system, the approximation of the solution can be updated: 
, 1, 
(n+l) 
= j)(n) A41ý (4.34) 
Again, the key issue is to obtain an expression for J. This may be cumbersome 
as the number of variables increases. In addition, the presence of boundaries may 
complicate the derivation of correct expressions. 
In some cases, the expressions for J can be approximated: in the the single phase 
pang code for instance, J is obtained after approximating f(4)) by A(4D)(b, and 
neglecting the non-diagonal velocity entries. Experimental evidence seems to suggest 
that in the case of multi-phase flows, the expressions for the Jacobian need to be 
'The volume fractions are grouped together for consistency with the actual computer imple- 
mentation. 
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much more accurate than in the single phase case as a result of the increased degree 
of non-linearity of the solutions. In particular, a straightforward extension of the 
expressions derived in [13] (see also Section 4.2.1) has proved insufficient to ensure 
the convergence of the method. 
In the present study, we have used automatic differentiation to obtain expressions for 
the Jacobian. This is a relatively new technique which has important applications in 
optimisation problems (see for instance [104,105]). It aims to deduce the derivative 
of an expression from its implementation in a computer language by applying the 
chain rule of differentiation: 
d 
(f 0 g) = 
dg 
x (dY 0 g) Tx dx dx 
Automatic differentiation relies on the fact that in a, computer, programmet any 
mathematical function is expressed as a sequence, possibly a lengthy one, of ele- 
mental operations and functions for which the differentiation rules are known. This 
approach differs, totally from symbolic differentiation. In the latter case, an expres- 
sion for the derivative is provided as a function of the independent variables whereas 
automatic differentiation provides one value for the derivative corresponding to one 
set of values for the independent variables. The advantage of automatic differentia- 
tion is that is can be easily incorporated in existing numerical software. Automatic 
differentiation may usefully be applied whenever Jacobians of complicated functions 
are sought - hence its use in optimisation. 
Many automatic differentiation packages are implemented as pre-processors which 
analyse the implementation of a mathematical function in a particular computer 
language, apply the chain rules of differentiation to obtain the derivativel and pro- 
duce a sub-programme implementing the computation of the derivatives in the same 
programming language, which can be FORTRAN [106] or C [1071. 
In this study, the package AD01 from the Harwell Subroutine Library [108] has 
been used. It is not a pre-processor but a collection of routines which computes 
the derivatives of an expression at run-time by relying on the, operator overloading 
capabilities of f ortran90 [109]. Table 4.1 shows a simple f ortran90 programme 
which uses the AD01 package to differentiate automatically a polynomial. 
This choice is costly in terms of performance - the automatic differentiation can 
account for up to 80 % of the computation time - but it has important advantages 
for code development. 
Firstly, it ensures that the Jacobian and the residual in (4.33) are consistent 
with each other, thus reducing the probability of implementation errors. 
e Secondly, different discretisation options can, be verified easily with minimal 
code writing. This has proved very useful in the course of this project. 
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PROGRAM TEST 
USE HSL-ADOI-BACKWARD-DOUBLE 
INTEGER:: DEGREE=1 
DOUBLE PRECISION VALUE(2), GRAD(2), FUNC 
TYPE (ADOI-REAL):: X(2), F=ADOi_UNDEFINED 
READ(*, *)VALUE 
CALL ADOI-INITIALIZE(DEGREE, X, VALUE) 
WRITE(*,, (A, 2ES12.4)1) I AT X=I, REAL(VALUE) 
F=(X(I)**4-3DO)**2 + X(2)**3 
PhD Thesis 
1 use the AD package 
I (backward method, double 
! precision) 
data manipulated by the AD 
package allowing operator 
I overloading 
! definition of the function 
I to differentiate. 
CALL ADOI-VALUE(F, FUNC) 
WRITE(*, '(A, 2ES12.4)1) 'F=I, REAL(FUNC) 
CALL ADOI-GRAD(F, GRAD) 
WRITE(*, P(A, 2ES12.4)') 'GRAD=I, REAL(GRAD) 
END PROGRAM TEST 
I compute the value of f 
! compute its derivative 
Table 4.1: Simple f ortran90 program illustrating the use of, the ADOI package for 
automatic differentiation 
Eventually, when a good discretisation has been obtained, the Jacobians could be 
computed in a more traditional way to dramatically reduce the computational cost. 
The code could then easily be tested against the automatic differentiation results. 
Globally Convergent Newton Methods It is well known that Newton's method 
is not globally convergent: if the initial guess is not close enough to the actual so- 
lution, the method may fail due to the size of the corrective steps which are taken. 
This is particularly true if the condition number of J is large. 
This behaviour is a consequence of the fact that as the degree of non-linearity of 
the equations increases, the domain of validity of the Newton linearisation may be 
reduced and the large correction steps which are usually taken when the residual is 
large, become more and more inaccurate. 
Line-searching [110] is a simple procedure aimed at making Newton's method glob- 
ally convergent. Its principle is very simple: if the Newton correction leads to an 
increase in the Euclidean norm of the residual, then the correction is progressively 
reduced until it results in a reduction of the residual. 
mmý 
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Given the correction Mý defined by (4.33), we define the new approximation of tile 
solution by: 
I, -I 
p(n+l) =+ AA 4) (4.35) 
The scaling factor'A is chosen so that the correction reduces the Euclidean norm of 
f: 
I j, (n+1) 112 <IIb (n) 112 (4.36) 
It, is always possible to find A for which (4.36) is satisfied because the'direction of 
the Newton correction is a descent direction for the Euclidean norm. Let: 
2 
then the gradient of f is: 
Vf = jTf. (4.37) 
Using tensor notation, f= 112fifi and: 
1 afjfj 'fj (Vf 
2 Ti (9xi 
which establishes (4.37) given that: ' 
jT 
Ofj 
Oxi 
Therefore, we have: 
Vf. Aqp = (if) 
T (-J-lf) = _fTf = _f. 
f 
This shows that Vf. A4) is always negative., In other words, the'Newton correc ion 
has a negative component along the direction of the gradient of f. Consequently, f 
must decrease in the direction of the Newton correction A(D. The only exception is 
the case where the approximation is a local minimum for f. However, in practice, 
this does not appear to be cause any difficulty for our problems. 
The main question which remains to be answered is how to, choose A efficiently. 
It is possible to choose A such that I 1, (p(n+1) 112 is minimised. This is optimal but 
not necessary. Any correction which reduces the residual is acceptable. Hence, the 
computational cost of the algorithm can be minimised. In our implementation, we 
first try to apply the full Newton correction in orderý to benefit from the optimal 
quadratic convergence rate near the solution. If the full Newton step does not reduce 
the residual, the correction step is progressively reduced until a satisfactory value of 
A is found. The successive trial values for A are obtained by the following procedure, 
described in [110]: 
f is considered to be a function of A only (in the direction given by the Newton 
correction): 
f (A) f (41)n + A66Xn) 
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and information available about f is used to model it as a'quadratic or a cubic 
polynomial on the interval [0,11. The chosen value for A is the value which minimises 
the polynomial. If f (A) <f (0), the value of A is accepted. Otherwise, f is modelled 
by another polynomial and the minimisation process is performed again until a 
suitable value for A is found. 
The polynomial modelling f is constructed in the following way: it can be seen as a 
function of A only. We then know the value of the function at A=0 and A=1 (i. e. 
the full Newton step). In addition, we know the derivative f'(, \) at A=0 because 
Vf = jTf. f can therefore be modelled as a quadratic. Minimisation yields a 
value A,. If this corrected step is still not acceptable, we then know the value of the 
function at three points: A=0, A,, 1 in addition with f'(0) and f can be modelled as 
a cubic. In general, f will be modelled by a cubic, taking into account the function 
values at A=0, A,,,, A,,, -, together with the 
derivative f'(0). 
For single phase flows, Newton's method with the approximate Jacobian given by 
equation (4.9), can be used directly. Line-searching appears to be unnecessary. 
By contrast, for multiphase flows, line-searching appears to be always necessary. 
This effect may be due to the increased degree of non-linearity of the equations, 
but it is also a consequence of the approximation chosen for the Jacobians. If exact 
numerical Jacobians, obtained by automatic differentiation, are used for single phase 
flows, then line-searching is also necessary. 
Under-Relaxation The line-searching algorithm described above can be consid- 
ered to be an "intelligent" form of under-relaxation. The amount by which the 
correction step is reduced by the line search depends on how good the correction is. 
In this context, there may be no need for further under-relaxation. Experimental 
evidence suggests otherwise (see section 5.4.6): it has proved beneficial, and some- 
times necessary, to relax the correction after line-searching. This is implemented 
very simply. A further relaxation parameter A,. is introduced and equation (4.34) is 
modified to: 
, D(n+l) = p(n) ArLS(A-Iý) (4.38) 
where LS(Alb) is the correction resulting from the application of the line-searching 
procedure. We require that the SCGS procedure should have good smoothing prop- 
erties for a successful application of multigrid. Under-relaxation greatly enhances 
this. Typically, we choose 0.5 < A, :51.0. Hence, the level of under-relaxation 
required is far less severe than in the case of most segregated solvers. 
Numerical Simulation of Multiphase Flows 103 
4.3.2 Stable Interpolation Procedures oil Staggered Grids 
In Section 3.3.4, it has been shown that the discrete multiphase continuity equations 
for the cell (i, j) can be written: 
[ru]i-1/2, 
j 
+ 
[rv]i, 
j+1/2 
[rv]i, 
j-1/2 
=0 (4.39) Ax Ay 
Since we use a staggered grid, every volume fraction has to be interpolated. A first 
obvious choice is geometric interpolation: 
I 
ri+1/2, j ý(rj+jj + rij) 
1 
ri-1/2, j ý(rj-jj + rij) 
ri, j+1/2 -I 
(ri, j+l + rij) 
2 
rij-1/2 -1 
(ri, 
j-l + rij 
2 
which is second order accurate. However, if (4.39) is then rewritten as: 
1, (1 
TAXUi+1/2, j ri+ij - -Ui-1/2, j ri-,, j+ 2Ax 
III 
( 
E-y Vi, j+1/2 
) 
ri, j+l E-y Vij-1/2 
) 
ri, j-, + 
ýAX Ui+1/2, j - Ui-1/2, j 
)+ 
2Ax 
(Vi, j+1/2 - Vi, j-1/2)] rij = 0, 
it appears immediately that as Ax, Ay --+ 0, the derivatives for the (scaled) mass 
flux with respect to the volume fraction rij: 
1 
(4.40) FA- 
1 (Vi, 
j+1/2 
X 
(Ui+1/2, 
j - Ui-1/2, j 
)+ 
2Ay - 
Vi, j-112) 
tends to zero for incompressible flows. By contrast, the derivative of the continuous 
mass flux is non-zero in general: 
r(ru 
+ rv) U+ 
Geometric interpolation for the volume fractions in the continuity equations gener- 
ates instabilities. 
In order to get a consistent discretisation, we used a first order accurate upwind 
interpolation for the volume fraction: II 
104 PhD Thesis 
1 [(l 
- sgn(Ui+1/2, j))ri+l, j + 
(sgn(Ui+1/2, j) + 1)ri, j] 
sgn(Ui-1/2, j))ri, j + (sgn(Ui-1/2, j) + 1)ri-,, j] 
2 
1 
[(l 
- sgn(Vi, j+1/2))ri, j+l + (sgn(vi, j+1/2) 
+ 1)ri, j 
2 
rij-1/2 sgn(vi, j-1/2))ri, j +, 
(sgn(Vi, j-1/2 + 1)ri, j-l 
If we assume that 11i+1/2j, Ui-1/2, ji Vi+112, j andVi-1/2, j are all positive, then: 
rij 
ri-,, j 
ri,, j+1/2 rij 
rij-1/2 rij-, 
and the derivative of the discrete mass flux with respect to rii, i. e. the analogous of 
(4.40) becomes: 
AX 
Ui+1/2, j + Vi+1/2, j- (4.41) 
Expression (4.41) is therefore more consistent with the derivative of the continuous 
mass flux. Similar expressions can be derived when the velocities have different 
signs. Note that with upwind differencing, the derivative can never be zero as this 
would imply that mass is not conserved in the control volume. 
At first, geometric interpolation of the volume fraction was chosen because it ap- 
peared more accurate and consequently, considerable effort had to be expended to 
determine the cause of the observed instabilities. Isolating interpolation effects as 
the cause was instrumental in the positive outcome of this study, and required a 
very significant amount of time. A large number of hypotheses were formulated 
and tested. The main difficulty in such situations is the need to determine whether 
the behaviour of the software is due to genuine numerical difficulties or simply to 
implementation errors. 
4.3.3 Interpolation Operators for Multiphase Flows and Ini- 
plications for Adaption 
The extension of the single phase transfer operators to multiphase is actually quite 
straightforward. The only quantities which require special attention are the volume 
fractions but since they are cell-centred, their treatment closely resembles that of 
the pressures. 
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Restriction of the Residuals The single phase operators which restrict the con- 
tinuity and momentum residuals are directly applicable to multiphase computations 
since they are defined at identical locations on grids. The only difference is that Al 
times as many residuals need to be transferred (where Af is the number of phases). 
As far as the closure relationships (see Section 3.. 3.1): 
and: 
ri + r2 +... + r, 11 =1, (4.42) 
PI ý P2 PM (4.43) 
are concerned, no residual transfer is necessary because they essentially act as con- 
straints which are satisfied - to machine precision - for all cells and at any stage of 
the computations. This is true provided that the closure relationships are satisfied 
by the initial guess. This fact can be established by the following argument: if on 
a given cell, (4.42) and (4.43) are satisfied by the current iterate, then they are 
also satisfied by their Newton corrected values, both before and after line-searching 
because these processes are linear. Since these conditions are imposed on the initial 
guess, they are always satisfied to machine precision. Furthermore, we use linear 
transfer operators for the transfers so if values on a grid satisfy (4.42) and (4-43), 
their prolonged or restricted values also do so, provided that the interpolation is 
consistent. 
Equations (4.42) and (4.43) therefore essentially act as constraints during the relax- 
ation process and only the residuals of the conservation laws need to be restricted. 
'kansfer Operators for the Volume Fractions Volume fractions are cell- 
centred quantities. It is therefore possible to use the same interpolation operators 
as for the pressures. The restriction does not pose any problems. We use the for- 
mula given by equation (4.12). As far as the prolongation of the volume fraction 
corrections is concerned, it can be defined by equations (4.21), to (4.24) (for first 
order accuracy) or (4.25) to (4.28) (for second'order accuracy). 
Boundary conditions for the volume fractions must be supplied. This contrasts with 
the pressures for which, by the very nature of the quasi Newton coupled solvers 
(Section 4.2.1) no boundary conditions need to be applied 2 ., In ' 
or 
' 
der to simplify 
the transfer procedures for the volume fractions, boundary condi ons are applied 
just after the transfers. 
If second order prolongation is selected for the volume fractions, the corrections for 
boundary cells need careful handling because of the existence of boundary cotidi- 
tions. The interpolation formulae are modified. See Section 5.4.8 for a detailed 
presentation of the procedure adopted. If first order prolongation is chosen, no, spe- 
cial formulation is needed at boundary cells since the fine grids corrections are taken 
to be equal to the nearest coarse grid correction. 
.1 2At outlets, pressure boundary conditions are still needed - see Section 4.2.3. 
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Prolongation and Physically Admissible Solutions A physically admissible 
solution is such that every discrete value of the volume fractions belongs to the 
interval [0,1]. When fine grid volume fractions are restricted to the next coarser 
grid, it is impossible to generate non-physical values on the coarse grid, provided 
that the all volume fractions take physically acceptable values on the fine grid. This 
is due to the existence of a maximum principle which insures that the interpolated 
values are bounded by the interpolants. It is also impossible for boundary values to 
take non-physical values. Indeed this is why a low order of accuracy is chosen for 
the application of the boundary conditions on the volume fractions. 
By contrast, in the prolongation stage, it is possible to correct the fine grid volume 
fractions in such a way that they become non-physical. Obviously, this is more 
likely when residuals are still high or when the solution field for the volume fractions 
locally approaches 1 or 0. When non-physical values are generated, the multi-grid 
algorithm, not surprisingly, quickly diverges. The solution is to test the fine grid 
values after correction and reset them to physical values if necessary: 
if AP > 1, set r(f) -1-c , ýf ) if rýf) < 0, set r,., =C tj 
(4.44) 
where c is a small number (typically 10-6) , added so that correction systems are 
not made singular by the presence of an exactly zero volume fraction. Alternatively, 
corrections may be discarded if if they lead to non-physical values for the volume 
fractions: 
MM if rV) Id + Arij > 1, set rij, new r-- Id (4.45) 
if rýjo)jd + Arij < 0, set AP 
AO) 
tj, o ij, new ij, old 
Procedures (4.44) and (4.45) are referred to as the "cut-off" and "no-change" strate- 
gies respectively. The results presented in Chapters 5 and 6 have been obtained using 
the second procedure, unless otherwise stated. 
Conservative Interpolation Procedures For mult iphase flows, mass, fluxes are 
not conserved by the transfer operators for the velocities defined above - equations 
(4-10) to (4.11) and (4.13) to (4.20) 7- because multiphase mass fluxes depend not 
only on the velocities but also on the volume fractions. 
It is possible to design transfer operators which conserve multiphase mass fluxes 
exactly. The main idea is to transfer the mass fluxes instead of the velocities. 
Velocities are then defined in a unique way from the discrete mass flux and volume 
fraction fields. The definition of the mass fluxes needs to be consistent with the 
discretisation of the continuity equations: the horizontal component of the mass flux 
is defined at the same locations as the horizontal velocity, its vertical component at 
the same grid points as the vertical velocities. In order to define the mass fluxes, 
we therefore need to interpolate theyolume fractions and the same interpolation 
operators are chosen as in the continuity equations (see Section 4.3.2). 
The process can be surnmarised as follows (see Figure 4.5): 
Numerical Simulation of Multiphase Flows 107 
1. On the source grid, compute the mass flux field as used in the continuity 
equations using formula of the type: 
qiu+, /2, j Ui+1/2, j 
1 ((l + sgn(Ui+1/2, j))ri, j + sgn(ui+1/2, j))ri+l, j) 2 
(4.46) 
v+ sgn(vi, j+1/2))ri, i + sgn(vi, j+l qi, j+1/2 Vi, j+1/2 2 /2))ri, j, +, 
) 
(4.47) 
where q' and q' are respectively the horizontal and vertical mass fluxes. 
2. Transfer the mass flux field, to, t' lie target grid using the operators (4.10) to 
(4.11) (for a restriction) or (4.13) to (4.20) (for a prolongation). 
3. Transfer the volume fraction field (or corrections) to the target grid using the 
same operators as for the non-conservative transfers. 
4. Compute the velocity field on the target grid using the new mass flux field and 
the new volume fraction field. This can be done in a unique way, once the in- 
terpolation scheme for the volume fraction is specified. Again the interpolated 
values for the volume fractions are those used for the continuity equation. The 
following formulae are based on the fact that the volume fraction is a positive 
quantity. 
2qu 
Ui+1/2, j 
i+1/2, j 
u 
(4.48) 
+ sgn(qiu+1/2, j))ri, j + sgn(qi+1/2,, * 
))ri+,, j) 
2qi'j+1/2 
Vi, j+1/2 (4.49) ((l + sgn(q;, j+1/2))ri, j + sgn(qiv 
We have implemented both the conservative and the non-conservative interpolation 
schemes. Some numerical experiments are reported in Section 6.2. Discrete solutions 
exist on composite grid for both formulations. Overall, the conservative scheme did 
not bring significant benefits in terms of accuracy, and was, as could be expected, 
noticeably less stable in regions where volume fractions take small values. 
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4.3.4 Boundary Conditions ., - 
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The derivation of appropriate boundary conditions for multiphase flows is difficult. 
In particular, boundary conditions for the volume fractions must be supplied at solid 
walls. In the present study, we have adopted the following boundary conditions. 
1. At solid walls: 
u=0, v=0 (no slip conditions); 
(9,, r = 0, where a,, denotes the derivative in the normal direction; 
2. At outlets: 
0 9u = 
0 v=O; 
de c9r = 
At solid walls, homogeneous Neumann boundary conditions are imposed on the 
volume fraction, which could be interpreted as expressing the fact that near walls, 
the flow is dominated by the structure of the velocity field. 
For the sake of simplicity, boundary conditions on the volume fractions are only 
first order accurate. This prevents the generation of non-physical volume fractions 
at boundaries. Second order boundary conditions were also tested, and did not have 
a significant impact on the solutions or on the convergence rates. 
For single phase flows, Dirichlet boundary conditions which are exact for a developed 
flow can be specified at inlets (and outlets): namely, parabolic velocity profiles. 
We have not been able to find or derive equivalent conditions for multiphase flows. 
Instead, entry flow Dirichlet boundary conditions are specified for all the Multiphase 
results reported in this thesis: the normal velocity is constant across inletsi and set 
to 1 for both phases. The volume fractions are set to 0.5. The benefit of such a 
simple set of boundary conditions is that the mass fluxes through the inlets are 
numerically equal for all grids. 
4.3.5 Adaption in pamg-multiphase 
The refinement algorithm for pamg-multiphase has not changed substantially from 
the single phase version. The only difference is the definition of [k 11 in equation (4.30). In the multiphase case, defects are averaged over quadrants for k 
each phase 
separately, using the same procedure as in the single phase case. [7k+11 is then 
defined as the arithmetic average over the phases of these "phasic" defects. Once 
the "phasic" defects are available, there are many ways of combining them, other 
than a simple arithmetic average, which could easily be implemented. 
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4.3.6 Summary of Algorithmic Issues, 
In this section, we have presented the main algorithmic issues which arose during 
the development of pamg-muitiphase. These have required careful analysis and 
original solutions. In the author's opinion, they testify to the fact that the multi- 
fluid equations are much more difficult to handle than the Navier-Stokes equations. 
The most important obstacle to overcome was the derivation of a consistent discreti- 
sation for the governing equations. Geometric interpolation for the volume fractions 
in the continuity equation leads to unstable discretisations - on staggered grids 
- which are not consistent with the continuous problem. A less accurate upwind 
interpolation scheme had to be used instead. Next, the design of a globally conver- 
gent quasi-Newton solver was complicated by the high degree of non-linearity of the 
equations. The design thus required the implementation of line-searching together 
with very accurate Jacobians which were obtained using automatic differentiation. 
By comparison, the extension of the transfer operators was easier - but not trivial. 
The volume fractions have required special treatment at the boundaries, prolonga- 
tion operators had to be modified so that only physically realisable solutions (i. e. 
0< rij <1 for all cells) are generated. Furthermore, it is difficult to conserve 
multiphase mass fluxes across grids because they involve both volume fractions and 
velocities which are defined at different points on a staggered grid. In view of the 
implementation of adaption, this is a potentially crucial problem. Consequently, 
conservative grid transfers based on explicitly transferring the mass fluxes in a con- 
servative way, have also been designed. 
Finally, the question of suitable boundary conditions for multiphase flows was also 
examined. Here again the situation is more complicated than in the single phase 
case. An obvious issue is the conditions applicable to the volume fractions, particu- 
larly at solid walls. Simple cases have been implemented and appear to be adequate 
(see Chapter 5). 
4.4 From pamg to pamg-multiphase: Computaiional 
Issues 
The basic solution algorithm chosen for the pa-mg-multiphase solver is efficient but, 
as Section 4.2 shows, it is also quite complex to implement because it is very com- 
plex. In addition, when it is applied to multiphase flows, a number of algorithmic 
issues arise which further complicate the solver (see Section 4.3). As a result, com- 
putational issues have proven important in the development of the code. In order 
to isolate numerical problems -a pre-requisite to their solution - implementation 
errors have to be reduced to a minimum. This in turns implies that the software 
should be well written. The more complex the algorithm, the more effort must be 
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devoted to, the organisation of both code and data structures. 
Since the starting point was a well validated single phase solver, the main objective 
was obviously to minimise code alterations so that reliability would be improved and 
development time shortened. This has required some careful thought and planning 
but the outcome was that most of the software components could be re-used. It was 
possible to restrict significant modifications to a relatively small number of routines, 
and the validation process was greatly facilitated. , 
In the author's opinion, the way in which the software was modified was a key factor 
in the success of the project. 
4.4.1 Methodology Adopted 
The extension of paing to handle multi-phase problems has implications for both 
the data structures and the architecture of the code. The key feature is that, due 
to careful design, numerical modifications are contained in a very small number of 
routines. These are: 
9 the SCGS relaxation on a patch; 
the computation- of the residuals on a patch; 
9 the computation of the patch refinement criterion. 
These routines need information on all phases in order to'perform their tasks, not 
surprisingly, since the equations are'coupled. It is actually quite striking that this 
coupling is only significant in a very limited number of routines when, the IFAS 
multigrid method is implemented. 
The remaining routines (which deal mainly with grid transfers and application of 
boundary conditions) treat each phase independently of the others. With appropri- 
ate data structures, it is therefore possible to treat a IVI-phase flow as a collection of 
M independent single phase flows. The single-phase routines can be re-used without 
modification and simply called Al times, once for each phase. With this strategy, 
for most routines the extension of pamg to pamg-multiphase only involved adding 
DO loops over the number of phases at the relevant places! 
Furthermore, pamg incorporates a dynamic patch allocation mechanism in which 
numerical pointers are used to indicate where the data for a patch are stored in 
memory. By considering the multiphase flow as just a collection of single phase 
flows, except for routines where the phases are coupled together, it is possible to 
preserve this mechanism and more importantly, the number of phases is a dynarnic 
pararneter: pamg-multiphase is not a two phase code, it is a real multiphase code 
(but as yet it is untested for M> 2). 
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Although a multiphase flow may be considered as'a collection of single phase flows, 
an extra unknown is introduced for each phase, namely the volume fraction. Data 
structures have necessitated careful modification, in particular the COMMONs, but the 
main tasks which have arisen have been at the level of SUBROUTINEs. They include 
in particular: 
0 The design of low level routines to handle the volume fractions. This was 
actually trivial because in most cases, the volume fractions can be handled 
by the same routine as the pressures because both quantities are cell-centred. 
In a small number of cases, specific routines had to be written. These were 
added at a later stage when real multipbase computations (i. e. cases where 
the volume fractions are allowed to vary) were performed. 
The modification of a significant number of medium level routines on two 
accounts:, (i) argument lists in order to incorporate the volume fraction data, 
and (ii) calls to low level routines which actually handle the volume fractions 
4.4.2 Phased Modification Plan and Testing 
The tasks identified above have been carried out in order of increasing complexity: 
1. argument lists; 
2. handling of the volume fraction in the medium level routines which deal with 
pointer and storage manipulation; 
I addition of DO loops in intermediate drivers; 
4. rewrite of all routines which process the phases in a coupled manner; 
addition of specific routines for multiphase computations. 
At the end of each phase, the code was always in working order in the sense that 
single phase problems were always successfully computed and the correct solutions 
were given. Of particular interest is the testing after phases 1 and 2. In order to 
validate the handling of the volume fractions, single phase flows were computed by 
storing pressure information in the space reserved for volume fractions. At that 
stage, pressure and volume fractions were handled in a symmetrical fashion (ex- 
cept during relaxation) and accordingly, the results were not affected by the data 
structure used to store the pressure information. 
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4.4.3 Run Times and Optimisation 
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The design strategy we adopted was to minimise the potential for implementa- 
tion errors in pamg-multiphase: when developing a novel numerical technique, 
it is frustratingly easy to devote vast amounts of effort to solving a "numerical" 
problem which turns out to be nothing but an implementation error. The price 
paid is that the significant level of optimisation achieved in pamg has been lost in 
pamg-multiphase. As a result, run times are increased by several orders of mag- 
nitude. A systematic study of the performance of the solution therefore became 
more difficult and costly in terms of computing time. Nevertheless, it remains that 
pamg-multiphase is an intrinsically fast multiphase solver, although it would greatly 
benefit from optimisation in the following three areas: 
0 The replacement of the automatic differentiation package by purpose-written 
FORTRAN routines for the computation of the local Jacobians. pamg-multiphase 
run times were analysed using profiling tools and it was observed that dc- 
pending on the differentiation method (see (108]), automatic differentiation 
accounts for 50% to 80% of computing time. The backward method is more 
efficient in this application. 
e At present Jacobians are computed anew for every Newton correction and for 
every cell. As in pamg, significant performance gains may be possible if frozen 
Jacobians were used, assuming that the non-linearity of the equation does not 
prevent this approximation. 
41 At present, the linear system given by equation (4.33) is solved by an LU 
factorisation with partial pivoting and row interchange. A less accurate but 
less costly direct solver may be equally applicable since the solution process 
is essentially iterative and equation (4.33) is never solved exactly. Further- 
more, the Jacobians are very sparse since the coupling between the phases 
only affects a limited number of entries. The cost of the linear algebra is, 
in the current version, negligible compared with the automatic differentiation 
and accounts for less than 1% of execution time. However, as the code is 
progressively optimised, its weight will increase, unless more specific and cost 
effective methods are used to solve the Newton correction system (4.33). 
4.4.4 Computer Language Issues 
While pamg is written in FORTRAN77, pamg-multiphase is a mixed language code 
containing both FORTRAN77 and f ortran90. If ortran90 routines are required to 
make use of the automatic differentiation package ADOI which relies on operator 
overloading. 
3Strictly speaking, pamg-multiphase can be considered to be written in f ortrangO only since 
FORTRAN77 is a subset of the :f ortrango standard. 
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The choice of language is a trade-off between correctness and ease of compilation 
since a powerful language permits a high level description of algorithms and a simple 
language can be easily and efficiently compiled. 
Codes like pamg-multiphase, which are adaptive, multigrid and parallel, have rela- 
tively complicated data structures, as well as numerically intensive parts. The han- 
dling of the data structure would greatly benefit in flexibility and simplicity from 
new features of f ortran90 such as pointers, array operators and modules, while the 
numerical parts are still best implemented using FORTRAN77 and its proven numerical 
strength. 
4.5 Conclusions 
In this chapter, the solution algorithms implemented in both the single-phase and 
multiphase solvers were described in detail for all their basic components: 
the coupled quasi-Newton solver and the SCGS iterative procedure which de- 
fine the relaxation procedure; 
* the multigrid transfers; 
9 the grid refinement algorithm. 
The basic solvers are very similar but when the approach is applied to multiphase 
flows, a number of algorithmic issues arise. These are described in Section 4.3, 
together with the original solutions which have been designed to overcome them. 
Firstly, the strong degree of non-linearity of the multi-fluid equations has required 
fine tuning in the Newton method. Next, the presence of the volume fraction has 
had implications for many parts of the solution algorithm which had to be examined 
in detail. In particular, the choice of certain standard interpolation schemes for the 
volume fractions renders the discretised equation inconsistent with the continuous 
problem. 
Finally, the methodology adopted for software development - which is an important issue due to the complexity of the solution algorithm - was also discussed. The 
main goal was to re-use as many of the software components of the single phase solver 
as Possible, in order to reduce development time and produce a working solution 
algorithm which can be validated and then relatively easily optimised. 
Chapter 5 
pamg-multiphase Computations on 
Uniform Grids: Validation and 
Performance 
5.1 Introduction 
So far, the governing equations of the multi-fluid model for multiphase flows have 
been discretised and a quasi-Newton coupled multigrid solver has been implemented 
in order to solve the resulting algebraic equations. The aim of this chapter is two- 
fold: (i) establish the correctness of the implementation and (ii) discuss the perfor- 
mance of the solver. For the moment, we will focus on uniform grids. Adaptation 
is considered in more detail in Chapter 6. This introduces further complications. 
However, concomitant gains in error control and efficiency are very significant. 
The correctness of the results is established by comparing pamg-multiphase with 
other codes rather than experiments. The first reference code is, quite naturally, tile 
single phase solver pamg which has been thoroughly tested [13,1,85]. The second 
choice is a commercial CFD code, CFX 4.1 [671, which has also been extensively 
validated and is widely used. CFX 4.1 solves the same 11julti-fluid equations as 
pamg-multiphase, using the IPSA solution algorithm (see [691 and Section 2.3.3), 
and a different discretisation. 
The main advantage in using this approach is that the validation of the solution 
algorithm is greatly facilitated since both inaccuracies in the modelling of the, physics 
and experimental errors can be eliminated. Hence, discrepancies of a numerical and 
computational origin can be isolated much more easily. In multiphase flows, where 
the issue of correct models is certainly still an open question, this is very beneficial. 
A comparison with another code is not a full validation but constitutes an important 
first step. If positive, it will greatly increase the degree of confidence that one can 
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have in the software. Comparison with experiments would then validate the physical 
model used as well as its implementation in pamg-multiphase. 
First, the accuracy of pamg-multiphase for single phase flows is established using 
three validation cases: (i) a simple channel flow for which analytical solutions are 
known, (ii) a T-junction with two inlets and (iii) a flow over a backward-facing 
step with a large recirculation zone. The single phase cases were chosen to mirror 
the multiphase test cases. They are also representative of the main difficulties 
faced when solving single phase incompressible flows. The solutions given by the 
three codes are successfully confronted. Furthermore, in order to fully validate the 
pamg-multiphase implementation, adaptive solutions - for single phase flows only 
- are compared with those of pamg. 
Next, we focus on the accuracy of multiphase computations. Three multiphase flow 
cases, of varying complexity, have been chosen: 
Firstly, a co-current two-phase flow through a channel. This is a simple but 
non-trivial problem due to the separation of the fluids which takes place; 
Secondly, a two-phase flow through a T-junction with two inlets. This was 
chosen as a representative example of complex multiphase flow, characterised 
by strong separation and mixing. The level of difficulty, however, is not as 
high as if a two-outlet junction had been considered, because the extent of 
recirculation zones is minimised (but not eliminated); 
Thirdly, a two-phase flow past a backward-facing step. This is another non- 
trivial case characterised by the presence of a recirculation zone which raises 
issues of mathematical well-posedness. 
The main features of the solutions are discussed and justified. Solutions are again 
compared with those of CFX 4.1. Furthermore, their degree of grid-independence 
- i. e. the fact that the solution is not significantly dependent on the size of the 
discretisation grid and can therefore be considered to be an accurate representation 
of the continuous solution - is investigated and relatively surprising conclusions 
are drawn from the results. That is, the volume fractions fields are quite sensitive 
to the grid size. This does not appear to be specific to pamg-muitiphase but seems 
to be a characteristic of the equations since the solutions provided by CFX 4.1 also 
display this phenomenon. 
Having established the accuracy of the pamg-multiphase solver, we discuss its per- 
formance. Our main measure is the observed convergence factors but we also address 
the robustness of the solution algorithm. Both the single phase and the multi- 
phase cases are considered. For the former, significant differences between paing and 
Pamg-multiphase convergence factors are observed and explained in terms of (1) 
differences in the quasi-Newton solver and (ii) features of the multi-fluid equations. 
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For the latter, we first note that multigrid leads to a robust solver for which con- 
vergence is not dependent on the quality of the initial guess. Furthermore, it is a 
very successful acceleration technique for multiphase flows. Results are particularly 
good for the more complicated case of the multiphase T-junction. 
Ideally, the convergence rates should be grid independent. This is a property of 
multigrid methods for linear problems (see Section 2.5.5) which also holds true for 
some Navier-Stokes solvers such as pamg, although the equations become lion-lincar. 
For multiphase flows, it has been consistently difficult to obtain grid independent 
convergence rates with pamg-multiphase. Several hYpotlicses are advanced to cx- 
plain this phenomenon and the corresponding experiments arc reported. In the 
author's opinion, the root cause for relatively poor convergence rates is that solu- 
tions on different grids can be quite different from each other. Again, the lack of grid 
independent convergence rates stems from the complexity and high degree of lion- 
linearity of the governing equations. Another factor is that the multi-fluid equations 
involve specific cross derivative terms which are also responsible for grid-dependent 
convergence rates. 
Unless otherwise stated, all the results reported in the following chapters were ob- 
tained with zero-valued uniform initial distributions for the velocities and pressures. 
Initial volume fractions for each phase were set to 0.5. The boundary conditions 
are those specified in Section 4.3.4: entry flow conditions are applied at the inlet(s) 
while for multiphase computations, volume fractions are uniformly set to 0.5.111 or- 
der to facilitate the description of the results, we introduce the concept of grid level. 
For multigrid computations these are defined in terms of the coarsest grid: a level 
k grid is a grid whose mesh size is 2k-1 times finer than that of the coarsest grid. A 
level k multigrid computation will often be compared with single grid computations 
on an equivalent grid. By extension, the same terminology will then be applied to 
the single grids. 
The results presented in this chapter were obtained from converged solutions. A 
normal criterion for convergence is that the residual is less than the truncation error 
of the discretisation. See Section 5.3.4 for estimates of the truncations errors. Often 
computations are performed to a level far below the truncation errors. This allows 
a thorough discussion of the numerical performance of the solver but is unnecessary 
for the purpose of obtaining discrete approximations. 
5.2 Single Phase Validation Problems 
5.2.1 Problem 1: Pseudo-Two-Pliase Channel Flow 
Problem Definition In this problem, a two-phase channel flow is considered. 
However, the boundary conditions and the physical properties of the phases are 
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defined in such a way that the velocity fields are identical for'each- phase- and the 
volume fractions are constant. In effect, the solution consists of two simple single 
phase channel flows for which analytical solutions are known. The qualificative 
pseudo reflects the fact that multiphase effect have almost been'completely removed 
from this test case. 
The physical properties which characterise, the fluids are the viscosity and the den- 
sity. We consider two identical generic fluids and choose: 
_Reynolds 
Number Viscosity Density 
Re, = 100 P, = 0.01 P, = 1.0 
Re2 = 100 /42 = 0-01 P2 = 1-0 
The computational domain (see Figure 5.1) is a simple rectangle with 0<x<3, 
0<y<1. The coarsest grid defined contains 48 cells, and its resolution is Ax, = 
Ay, = 0.25. Figure 5.2 shows a grid at level 3. Figure 5.3 specifies the coordinate 
system and the main sections along which solution profiles are taken. ' 
Boundary conditions are the same for each phase. At the inlet, Dirichlet boundary 
conditions are specified: (i) a parabolic velocity profile is specified ul (0, y) -= U2 = 
4y(l - y), v(O, y) =0 and (ii) the volume fractions are set constant: ri (0, y) = 
c, 0<c<1 and r2(09 Y) c. At the outlet, Neumann conditions are applied 
(see Section 4.3.4). 
In this simple case, an analytical solution is available: 
ul(Xey) ' U2(XiY)=4y(1-y) 
vl(Xgy) = V2(XiY)=0 
PI(X)Y) = P2(X9Y)=PO-8PX 
rl(x, y) =c 
r2 (Xi Y) =1-c 
The starting guess must now be specified. It is an important feature of both the 
pamg and pamg-multiphase solvers that convergence is not sensitive to the initial 
guess. This characteristic, which is not shared by most segregated solvers, makes 
coupled solvers particularly robust. As mentioned in Section 3.1.3, the robustness 
is a natural consequence of the implicit continuation method defined by the use of 
hybrid differencing on a sequence of coarser grids. 
In the case of the pseudo-two-phase channel flow, multiphase effects can be com- 
pletely removed if the initial guesses for the volume fraction fields are the constant 
c and 1-c for phases 1 and 2 respectively. In this case, the Newton corrections for 
the volume fractions are always zero and the multiphase solver acts, in'effectl'as a 
duplicate single phase flow solver. 
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We choose the initial volume fraction fields which are different from those of the 
solution. Alternatively, the initial velocity fields can be taken to be different for 
each phase. The final solution is not changed (which is fortunate! ) but the solu- 
tion algorithm is then truly multiphase since non-zero volume fraction corrections 
are generated. Hence, the pseudo- two-phase pipe flow can be considered as a full 
validation of the multiphase sets of equations, admittedly for a simple case. 
Ifflet 
1=3d 
Outict 
Figure 5.1: Geometrical representation of the channel flow problem 
Figure 5.2: Computational grid for the channel flow problem - Uniform level 3 grid 
( 768 cells, Ax = Ay = 0.0625) 
Results and Conclusions Figure 5.4 shows some streamlines computed from the 
pamg-multiphase solution. Streamlines for this simple flow are straight horizontal 
lines. This is not a surprising result since vertical velocities are identically zero 
everywhere for this geometry and the chosen set of boundary conditions. 
The solution obtained is very close to that of the differential equations. In particular, 
the parabolic velocity profile across the pipe is observed (Figure 5.5) and the pressure 
drop across the pipe is correctly modelled (Figure 5.6). The computed pressure 
gradient is exactly equal to its theoretical value 8p = 0.08. 
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Y=0.5 
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Figure 5.3: Channel flow problem - Coordinate system and main sections used to 
give the solution profiles 
Figure 5.4: Pseudo multiphase channel flow - Streamlines for the pamg-multiphase 
solution 
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Figure 5.5: Pseudo multiphase channel flow - Velocity profile along the line x=2.5 
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Figure 5.6: Pseudo multiphase channel flow - Pressure drop along the line y=0.5 
1 12 "? I'll 1) Hw" Ill 
r- 4) 4) 
0 .. W... j Problvin 2: Single 
Phase T-Junction with 2 Inlets 
Proldom defillition III HIP, (; 1"'c' il silqlb ph(Is( 11mv through il T-J)IIII(AIMI 
1ý\4) illict-, 1: ý I hV, ; IIII)s to i1void recirculaII011 ZOINISM)d simpli(N-111c 
Idthc hv() ((mipul; itions (Scchon 5.3.2). Now thio thc 
al iml still has (litficlill mixing alid scparation. Ill Hic 
Sill, týlc philsC C; ISC. Wc ()J)"wrve sl r(mg (. 111-val 111-c III I 11c sl rcaffllilwý, ' (FIgIffe 5.10) mid, 
"11111cloill IY 1111c grids, I horc IS CVCII it 111111; 111 recircliko loll zolle. 111"d d()\vIr"d, Iv; I Ill ()f, 
I, \. of IIIc pr(ddem is showii ill I"gure 5.7. while Figure 5.8 specl Ile, 
"Y"'ICIII illid I he milill sccl km" ill()Ilg wil 11 S()Illi loll prohles arc I ilken. 
'I lic 11111(1 11; 1" 1 ll(, kdlmv Iliv, phYsIcill pn)[wrl ICS: 
0 /1 wol (/? )( MO. 1)ýr'cd m] III(, chillillel w IdIll). 
0 /) 1.0 
('111 1 11mv kms iln, Imposed ill 1)()l 11 11110s 11"'Ill 
MCII IM1111dill 
IC s Ic [, ()I. 
\1 111C t)III 10. Nellmillm cmidilioll. " are 11111mm'd. 
7d 
Ililei 1 1-- -- -0- - 
(1 -'- --- 
(1 1 olltlei 
2d 
Illict 2 
(; c()Ilwlr Will rcplvý, ('Ill ill loll ()I' Illc mil pf'(dlicill 
grid ((till ('01k, ; '1141 11, M1, Is -\., 'I -A t/I ý- 0.2,5. I`igill-c he It'vol 3 grid. I"I'glirc I-). I (), show', I 11ý11 I he Icligth of I llc cX11 so-1 Ioll 
itdcqilýllc. fl, ll(, II(AV III, ' Ck!, -, 1() il hill ,v (I(, 
vcI()p(, d "'kil c ý11 I lic exil. Nevcri lich"'s. 
IllilY IhM, 1)(-(-Il hclict, I() Illmlod il lwl. i. ýcl- ()F III(' exill seclioll oflhc T-. 11111clioll. 
N11111crical Simillatioll V/mvý, ý 
. --*- 11 -0-ý 
I, ý 
1, -- 111. cIII loll 
1, n)hIcill 
1"W"111-c : -).! ): I. . "(, cclk, A. 1, J1111clioll pndd(ýIll III I' III ýP, I' Id ill Ic\(. 1 
(). ()()'-)5) 
124 Ph D Th esis 
Results and Conclusions Figure 5.10 shows some streamlines computed from 
the pamg-multiphase solution and illustrates the mixing process which occurs in 
this type of flow. Note the small recirculation zone just downstream of the junction. 
The solutions obtained with pamg-multiphase are consistent with both those of the 
original pamg code and the CFX 4.1 solutions (see Figures 5.11 and 5.12). It was 
also confirmed that pamg-multiphase behaves like the original pamg in the case of 
single phase adaptive computations (see Figures 5.13 to 5.16). In particular, the 
grids produced by refinement were identical for both versions (see Figure 6.60). 
Figure 5.10: Single phase T-junction problem - Streamlines for the 
pamg-multiphase solution 
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Figure 5.11: Single phase flow through a T-junction - Horizontal velocity profiles 
along the line x=3.5 on level 3 uniform grids for different solvers 
Numerical Simulation of Multiphase Flows 
0.2 
2ý. 0.1 
0.15 
0.05 
_n (A, 
0 
. ............................... ... ..... .................. ................. .......... ....... 
CFX 
Pamg Multi hase 'Plamg 
-a-- 
125 
0 0.2 0.4 0,6 0.8 1 
Vertical distance 
Figure 5.12: Single phase flow through a T-junction - Vertical velocity profiles along 
the line x=3.5 on uniforin grids for different solvers 
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Figure 5.13: Single phase flow through a T-junction - Horizontal velocity profiles 
along the line x=3.5 on adaptive (3,4) grids 
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Figure 5.14: Single phase flow through a T-junction - Vertical velocity profiles along 
the line x=3.5 on adaptive (3,4) grids 
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Figure 5.15- Single phase flow through a T-junction. - Horizontal velocitY profiles 
along the line y=0.5 on adaptive (3,4) grids 
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Figure 5.16: Single phase flow through a T-junction - Velocity profile along the 
line 
y=0.5 on adaptive (3,4) grids - Note that the computational grids are identical 
even though the number of interpolated point differ. 
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5.2.3 Problem 3: Single Phase flow through a Backward- 
Facing Step 
Problem Definition The third validation problem is a single phase flow through 
a backward-facing step. The main feature of the flow is the presence just downstream 
of the step of a recirculation zone whose length increases with the Reynolds number. 
A diagrammatic representation of the flow is provided by Figure 5.17. Figure 5.18 
specifies the coordinate system and the main sections along with solution profiles 
are taken. 
The physical properties of the fluids are: p=1 and p=0.0033 so that the Reynolds 
number, based on the height of the step is Re = 150. The geometry is as follows: 
s Size of the domain: 0<x< 30,0 <y<1 
* Position of the step: x=3.0 
* Height of the step: h=0.5 
The coarsest grid contains 576 cells and its resolution is Ax = Ay = 0.125. Figure 
5.19 shows the computational grid at level 3. It is important that the computational 
domain is long compared with the height of the step. Otherwise the boundary 
conditions interfere with the recirculation zone. 
At the inlet, a parabolic velocity profile is imposed u(y) = 16y(O. 5 - y), v(O, y) =0 
and r(O, y) = 0.5 for 0<y<0.5 while Neumann boundary conditions for developed 
flows are applied at the outlet. 
Vr Inlet (parabolic prof lie) 
2h 
I 
Outlet 
(Neuman conditions) 
h 
Recirculation zone 
6h 48h 
Figure 5.17: Diagrammatic description of the problem of a two-phase flow through 
a backward facing step 
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Figure 5.18: Single phase backward-facing step problern -- Coordinate systeni and 
main sections used to give solution profiles 
Figure 5.19: Single phase backward-facing problem - Uniform grid at level 3 
(9216 
cells, Ax = 0.03125, Ay = 0.046875) 
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Results and Conclusions Figure 5.20 shows some streamlines computed from 
the pamg-multiphase solution. The recirculation zone, which characterises this type 
of flow, appears clearly just downstream of the step. Note that the aspect ratio of 
the vertical and horizontal distances is not in scale on this figure. 
Here again, we compare the original and multiphase versions of pamg for adaptive 
computations up to a level 4 grid (see Figure 6.63). As before, the results are 
in very good agreement (Figures 5.21 to 5.23). In particular, the velocity profiles 
taken along the line x=3.8 (Figures 5.21 and 5.22) reveal a change of sign which 
confirms the existence of a recirculation zone downstream of the step. Furthermore, 
the solution on a level 3 adaptive grid were compared with the results provided by 
CFX 4.1 for the uniform grid shown in Figure 5.19, which is equivalent to a pamg 
uniform grid at level 3. Here again, the measure of agreement is very good (Figures 
5.24 and 5.25) 
Figure 5.20: Single phase T-junction problem - Streamlines for the 
pamg-multiphase solution (shortened in the horizontal direction) 
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Figure 5.21: Single phase backward-facing problem - Horizontal velocity profile 
along the line x=3.8 - Comparison of the pamg and pamg-multiphase solution oil 
an adaptive grid up to level 4 
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5.3 Multiphase Test Problems 
The correctness of the pamg-multiphase code has been established for single phase 
flows. We now focus on multiphase flows. Here, only comparisons with the CFX 4.1 
solutions are available. Three test cases of varying complexity are examined. 
Firstly, we consider a two-phase channel flow, which is geometrically simple 
but has significant phase separation when the fluids have different properties. 
e Secondly, a two-phase flow through a T-junction with two inlets, chosen as 
representative of a complex two-phase flow with mixing and separation. 
Thirdly, a two-phase flow through a backward-facing step which is charac- 
terised by potentially large recirculation zones. This test case raises novel 
issues of mathematical well-posedness. 
5.3.1 Problem 1: Two-Pliase Channel Flow 
Description and Specifications This first test problem is relatively easy in its 
geometry since we simply consider the flow of two different fluids in a channel. The 
geometry is the same as for Section 5.2.1. but the two phases have different densities 
and viscosities: 
_Reynolds 
Number viscosity density 
Re, = 100 pi = 0.01 pi = 1.0 
R62 = 100 [12 = 0.005 P2 = 0.5 
For multiphase flows, the Reynolds number has been defined as a simple extension 
of the usual single phase definition: 
Re,, =- paucd ila 
The characteristic length d is the channel width at the inlet. 
The computational grids are also the same as for the single phase channel problem 
of Section 5.2.1. At first glance (Figures 5.26,5.27 and 5.35), it may seem that 
the length of channel being modelled is sufficient for the flow to reach an almost 
developed state. Subsequent results (Section 5.4.11) show that this is actually far 
from the truth. However, it also established that modelling the flow over such a 
small length does not alter the accuracy of the results. 
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Main Features of the Solution Figures 5.26 and 5.27 give streamlines for 
each phase respectively while Figure 5.114 shows the volume fraction distribution 
throughout the computational domain. The combination of these figures gives a 
good overall view of the flow. Figures 5.28 to 5.33, for their part, are solution pro- 
files taken at various locations and contains very precise information which can be 
used for comparisons. 
Since both phases share the same pressure field, the phase with less inertia is ac- 
celerated relative to the other (Figure 5.28). As a result, there is significant flow 
separation as shown by the volume fraction field (Figure 5.29). Along the main 
direction of the flow as well as across the channel width, it can clearly be seen that 
each phase has a very distinct velocity field (Figures 5.28 and 5.30). In addition, 
the multiphase velocity profiles are quite different from the single phase parabolic 
profiles (Figure 5.30). 
The result of the simulations also indicates that the flow evolves toward a separatcd 
layered pattern with the denser phase concentrated toward the sides of the channel 
(Figures 5.32 and 5.33). This is correct as it corresponds to a minimal energy con- 
figuration. Figure 5.31 shows that there is some relative motion between the phases 
in the transverse direction as the flow separates. The minimal energy configuration 
is obtained when the more viscous fluid occupies the regions near the walls. In 
order to confirm this, a two-phase channel flow where the fluids have the following 
properties was computed: 
Reynolds Number viscosity density 
Re, = 100 111 = 0.01 P, = 1.0 
Re2 = 200 P2 = 0.005 P2 = 1-0 
Figure 5.34 shows the volume fraction profile near the outlet for the most viscous 
phase and demonstrates that the less viscous phase is almost absent near solid walls. 
Figures 5.32 and 5.33 suggest that the boundary conditions chosen for the volume 
fractions at solid walls, (arlay = 0) are not adequate. Further experiments with 
a second order alternative, a'rlay2 = 0, have shown that this does not afrect the 
convergence pattern of the solver. 
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Figure 5.26: Two-phase channel flow - Streamlines for phase 
Figure 5.27: Two-phase channel flow - Streamlines for phase 2 
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Figure 5.29: Two-phase channel flow - pamg-multiphase results - Volume 
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Figure 5.33: Two-phase channel flow - pamg-multiphase results - 
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Comparisons with CFX ClSolutions The solutions given by pamg-multiphase 
have been compared with those provided by the CFX 4.1 code which uses the IPSA 
algorithm [67,69), see Section 2.3.3, to solve the multi-fluid equations. Figures 5.35 
to 5.41 show that good, but not perfect, agreement is obtained. In particular, as 
the outlet is approached, the horizontal velocity in the flow direction differs more 
noticeably (Figure 5.35). This may be due to different treatment of the boundary 
conditions - see Section 5.3.2. Other factors which can explain the relatively small 
discrepancies are: 
e different discretisations of the same governing equations; 
s different convergence criteria; 
* different gridding (CFX 4.1 uses collocated grids). 
Furthermore, it is well known that the Navier-Stokes equations for incompressible 
flows are singular: the pressure is not uniquely defined as it admits an arbitrary 
additive constant. This can be easily seen in the equations since they only in- 
volve pressure gradients or in discrete terms, pressure differences. For compressible 
flows, this' issue does not arise since the absolute pressure is fixed by an equation 
of state. The pressure singularity for incompressible flows explains the results of 
Figure 5.36: the pamg-multiphase and CFX 4.1 pressure fields are different and 
yet almost equivalent since they differ only by an additive constant, as shifting by 
a suitable amount demonstrates (Figure 5.37) 
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Figure 5.39: Two-phase channel flow - Comparison of pamg-multiphase and CFX 
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Grid Independence of the Solutions Grid independence is a very important 
characteristic of discrete solutions. It is a good indication - but not an absolute one 
- that the solution is- reasonably close to the solution of the continuous problem, 
since grid independence implies that the truncation error is limited. The failure of 
a code to produce grid independent solutions often indicates an implementation or 
discretisation error. It should be noted that some quantities may not be grid inde- 
pendent, for instance pressures, and that some may be more sensitive than others. 
The choice of a non-dimensionali sat ion may be important in that last respect. 
Studies of the grid independence of the solution have been carried out - see Figures 
5.42 to 5.46 - which support the conclusion that provided the finest grid was fine 
enough, the results provided by pamg-multiphase have a significant degree of grid 
independence. 
There is on 
,e 
very noteworthy exception: the volume fractions. Their evolution 
along the pipe is strongly dependent on the grid size - see Figure 5.46. Figures 5.47 
and 5.48 show that the CFX 4.1 solutions share this feature to Borne extent. It is 
therefore reasonable to conclude that the root cause is in the governing equations 
and that the parag-multiphase implementation is not to blame. It is also possible 
that the boundary conditions play an important role. 
Finally, comparison of Figures 5.46 and 5.48 showg that pamg-multiphase tends to 
diffuse the volume fractions more than CFX 4.1 for a given grid size. This may be 
a direct consequence of the use in pamg-multiphase of an upwind interpolation for 
the volume fractions in the continuity equations (Section 4.3.2). 1 
lIt should be noted however, that CFX 4.1 uses upwind interpolation for the volume ftactions 
in the convective terms. 
146 
1.3 
1.25 
1.2 
1.15 
1.1 
1.05 
I di'M Ij 
0 0.6 1 1.5 2 2.5 3 
Horizontal distance 
Figure 5.42: Two-phase channel flow - Grid independence for pamg-multiphase 
results - Horizontal velocity profiles along the line y=0.5 (Phase 1) 
U10JO 
0.53 
0.525 
0.52 
0.515 
0.51 
0.505 
0.5 
PhD Thesis- 
. ...................... 
I 
.......... . ......... .................. . .... . ...... .1............. .. ... ............ ...... . ..... .......... .................... 
.................. 
........................ ................. .............. .. 
............ 
...... ..... .................. 
II....... 
................... 
.......... . ..................... . ........... ........ ............ . 
Gri d level 2 
. ................ ...................... ................................. I ................ .......... Gri 
ý level-3-4---- 
Gri d level 4 -El--- 
Gri ' level 5 .. x-. - 
0 0.5 1 1.5 2 2.5 3 
Hoftontal distwce 
Figure 5.43: Two-phase channel flow - Grid independence for pamg-multiphase 
results - Volume fraction profiles along the line y=0.5 (Phase 1) 
Numerical Simulation of Multiphase Flows 
1.4 
1.2 
0.8 
0.6 
0.4 
0.2 
0 
147 
0 0.2 0.4 0.6 0.8 
VertIcal distmce 
Figure 5.44: Two-phase channel flow - Grid independence for pamg-multiphase 
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Addition of Inter-Phase Momentum Transfer Terms In most multiphase 
flows, momentum and energy are transferred between phases as they interact. In 
some cases, mass can also be transferred, but here for the sake of simplicity this 
is ignored, and we only consider momentum transfers. Mathematically, inter-phase 
transfers are often modelled by algebraic source terms. These are preferred because 
they do not modify the nature of the differential operators on the left-hand-side of 
equation (3.63), a feature which would complicate the system even further. 
A simple, but widely used, inter-phase momentum transfer model has been chosen: 
the mixture model (see [67, page 3161), so that comparisons with CFX 4.1 are easier. 
The mixture model is typical of more complex scenarios and other models could 
easily be implemented. 
In the momentum equation 3.63, inter-phase transfers are modelled by terms of the 
form: 
c., O(v, c - V. ). 
., p 
is defined by equation (3.68): For the mixture model, c. 
CDL 
p,,,, o r,, rp 
I vp - v,,, 
I if a 
ccio = coa 
d,, p 
0 otherwise 
For the results presented below, the following values for the drag coefficient and the 
inter-facial length have been chosen: 
CD 7--- 1-0 
dl2= d2l = 
Interphase momentum transfers have the effect of equalising phase velocities. Due 
to these transfers, the phase with less momentum is accelerated by the one with 
more momentum. Numerically, the addition of momentum transfer terms often has 
the effect of stabilising the computations. This is particularly true for more complex 
flows (see the multiphase T-junction problem, Section 5.3.2) 
In the limit of large transfers coefficients c,, p, we can consider that the phases share 
the same velocity field. The pamg-multiphase solutions display this pattern clearly 
as Figures 5.49 to 5.52 show. Both the horizontal and vertical velocities fields differ 
far less than when momentum transfers are neglected (compare Figures 5.49,5.50 
and 5.51 with Figures 5.30 5.31 and 5.28 respectively). Furthermore, the observation 
of the volume fraction field (Figure 5.52) reveals that phase separation is not as rapid 
with inter-phase momentum transfers as without. This is not surprising since there 
is less relative motion between the phases. 
See equation (3.67). 
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5.3.2 Problern, 2: -Two-phase, Flow Through- a T-Junction 
with Two Inlets 
Problem Description In this second multiphase test problem, a two-phase flow 
through aa T-junction with two inlets is considered. The aim is to demonstrate the 
correctness of the code for relatively complex flow patterns. When convergence rates 
are considered in Section 5.4, this test case will also prove that by using a quasi- 
Newton coupled multigrid solver, it is possible to efficiently simulate complex two- 
phase flows. The simulation of multi-phase flows through T-junctions is challenging 
due to the large amount of phase separation which usually occurs. The two inlets 
case is simpler than the two outlets configuration because the extent of recirculation 
zone is minimised. Recirculation zones are specifically addressed in the, final test 
case (Section 5.3.3), which concerns a two-phase flow through a backward-facing 
step. 
The, geometry is identical to, the single phase case (see Section 5.2.2). The fluids, 
which are different, have the following physical properties 3: 
Reynolds Number viscosity density 
Re, = 100 /it = 0.01 P, = 1.0 
Re2 = 75 t12 = 0.0066 P2 = 0-5 
For this test case, we allow inter-phase momentum transfers and use the mixture 
model. As before, and for the sake of simplicity, we let both the drag coefficient and 
the inter-facial length be constants rather that dependent on the state of the flow. 
The values are: 
CD =1d,,, o ý= 0.1 
If transfer momentum terms are neglected, it has been observed that convergence 
is not achieved. This fact again confirms that the source terms have a stabilising 
effect on the computations. 
The coarsest grid is the same as the one used for the single phase flow case (see 
Figure 5.9). As in the single phase case, the length of the exit section is adequate 
(Figure 5.57) but modelling a longer section would have been advisable to ensure 
that the boundary conditions did not affect the results. 
Flow Solution and Discussion 'The -features of the solution agree with wh at 
could be expected intuitively. Figures 5.53,5.54 and 5.115 show the streamlines 
for each phase and the volume fraction map throughout the computational domain, 
based on the pamg-muitiphase solution. Note that it is only the phase with less 
'The Reynolds numbers are based on the channel width 
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inertia which recirculates 'downstream of the junction, so that'the problem is still 
well posed in a mathematical sense. 
Some solution profiles are shown in Figures 5.55 to 5.63. As expected, the flow 
pattern is much more complicated than in the case of the two-phase channel flow. 
In each of the incoming branches, the phases separate toward a layered flow pattern 
consistent with the solutions observed for the two-phase channel flow: the denser 
phase tends to flow in the outer part of the channel. See Figure 5.115. 
However, when the junction is reached, the phase with less inertia is forced by the 
other phase toward the bottom of the exit section of the junction and the flow 
becomes stratified, as Figure 5.63 clearly shows. Note that gravity is not included 
in the model. As Figure 5.58 shows, there is a large pressure drop at the junction 
which results from the fact that a lot of energy is lost in the turning and mixing 
process. 
When the solutions are compared with those provided by CFX 4.1, a very good 
measure of agreement is observed, although this test case apparently highlighted a 
shortcoming of CFX 4.1 in the application of mass flow boundary condition at the 
outlet [111] (see [67, pages 145-146]). That is, spurious patterns are generated at 
the outlet (see Figures 5.55,5.56 and 5.57). When mass flow boundary conditions 
at the outlet are replaced by pressure boundary conditions (this is made possible 
by the absence of body forces), the flow at the outlet is correctly modelled (Figures 
5.64 to 5.66). 
The pressure drop along the horizontal section of the channel is shown in Figure 
5.58.. Due to the pressure singularity which exists for incompressible flows, the 
pamg-muitiphase and CFX 4.1 pressure fields are different but equivalent, as shift- 
ing by a suitable amount reveals (Figure 5.59). 
Figure 5.67 shows contours of the volume fraction field for phase 1 generated from 
the CFX 4.1 solutions with pressure boundary conditions. These agree with the 
pamg-multiphase solutions (see Figure 5.115) and allow a good visualisation of the 
flow structure. 
The pamg-multiphase solutions obtained on grids at level 3 and 4 have been com- 
pared and in sharp contrast to the solutions obtained for the two-phase channel 
flow (Section 5.3.1), they are significantly more grid independent (see Figures 5.68 
to 5.81). In regions where the'phases are almost completely separated, the velocity 
field of the minority phase may take different values on different grids. See Figure 
5.61 for an example. This is acceptable since the volume fractions are close to zero 
and consequently, the amount of transported momentum is very small (see Figure 
5.62). 
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Figure 5.53: Multiphase T-junction problem - Streamlines for phase 1 
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Figure 5.54: Multiphase T-junction problem - Streamlines for phase 2- Note the 
recirculation region 
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Figure 5.68: Multiphase T-junction problem - Grid independence for 
Pamg-multiphase results - Horizontal velocity profiles along the line y=0.5 (Phase 1) 
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5.3.3 Test Problem 3: Two-phase Backward-Facing Step 
Proble m'Definition 
' 
This'third multiphase test problem is designed to test the 
accuracy'of pamg-multiphase in the presence of recirculation zones i. e. regions 
where the streamlines are closed curves. This implies that there is no mass transfer 
between the main flow and recirculation zones. The latter are d' riven by shear. They 
are kept in movement by momentum transfers only from the main flow. Recircu- 
lation zones in single phase flows are a difficult pattern to simulate. In particular, 
their length can be very sensitive (see Section 5.2.3). 
Once multiphase flows are considered, there is a further difficulty. Since recircula- 
tion zones are characterised by the absence of mass transfers with the main flow, 
it is impossible in a steady state calculation to specify the relative volume occu- 
pied by each phase if both phases are recirculating in any given region of the flow. 
Consequently, the steady problem may- not be well-Posed in a mathematical sense 
because several solutions may exist which depend on the initial guess. This is a novel 
type of singularity, specific to multiphase flows. As a direct consequence, obtaining 
solutions for the two-phase flows over a backward-facing step has proved relatively 
difficult. This question is examined in greater depth in Section 5.4.10. 
For now, we are only concerned with the accuracy of the computations. Comparison 
with the solutions given by CFX 4.1 can be performed when we have at least one 
test case for which the quasi-Newton coupled multigrid algorithm converged. One 
such test case is summarised below. 
The problem is summarised by Figure 5.82. Figure 5.83, for its part, specifies the 
coordinate system and the main sections along which solution profiles are taken. 
The fluid properties are as follows 4: 
Reynolds Number Viscosity Density 
Re, = 10 it, = 0.1 P, = 1.0 
Re2 = 7.5 112 = 0.066 P2 = 0-5 
The geometry of the problem is: 
o<< 10.5, 
90<y :51 before the step and - 1.5 y -: 5 -1 after the step 
Position of the step :x =- 3 
* Height of the step: h=1.0 
'The Reynolds numbers are based on the height of the step. 
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iz - The Coarsest grid -contains 192 -cells. The grid s es are Ax-= 0.375 and AY = 0.25. 
Figure 5.84 shows the grid at level 3. Figures 5.91 and 5.92, which show velocity 
profiles along an horizontal line in the bottom half of the computational domain, 
indicates that the length of the computational domain is adequate here again. The 
recirculation zone is very small, which is to be expected at lower Reynolds numbers. 
Wet (entry flow) 
Outlet 
2h 
(Neuman conditions) 
Recirculation zone [magnified] 
(only one phase may be recirculating) 
3h 7.5h 
Figure 5.82: Diagrammatic description of the problem of a two-phase flow through 
a backward facing step 
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X=10.0 
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Figure 5.83: Multiphase backward-facing step problem - Coordinate system and 
main sections 
L 
Numerical Simulation of Multiphase Flows 171 
Figure 5.84: ý'Multiphase backward-facing step problem - Uniform grid at level 3 
(3072 cells, Ax 0.09375, Ay = 0.0625) 
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Results and Discussion The features of the solution agree with independent 
calculations (and experiments). Figures 5.85,5.86 and 5.116 show the streamlines 
for each phase and the volume fraction map throughout the computational domain, 
based on the pamg-multiphase solution. 
Figures 5.87 to 5.101, for their part, present solution profiles obtained for two dif- 
ferent grid levels. The main conclusions are: 
(i) We expect that the fluids will be greatly decelerated because of the step since a 
greater cross-section is available to them. Consequently the pressure gradient 
will become less steep downstream of the step. The change in the pressure 
gradients at the step readily appears (see Figure 5.90). Deceleration of the 
phases is also observed (Figure 5.87). 
(ii) A small recirculation zone can be observed next to the step. It is very slight 
and therefore does not appear very clearly on the solution profiles. However, 
in Figure 5.94 which shows the horizontal velocity profile for phase 1 along the 
line x=3.5, it can be seen that the velocity is negative at the bottom of the 
channel. 
Examination of the solution reveals that recirculation zone-tends to be occupied by 
one phase (Figure 5.98). Phase separation appears to be almost complete. Crucially, 
only one phase is recirculating. When the Reynolds numbers are increased, the 
phases still tend to separate but recirculation occurs for both of them. This is 
physically acceptable but causes numerical difficulties (see Section 5.4.10). 
Comparisons between the pamg-multiphase solutions at levels 2 and 3 reveal a rea- 
sonable degree of grid independence. It should be noted that when results appear 
not to be grid independent, the volume fraction is usually close to zero. This indi- 
cates that the momentum is very small and one would expect the velocity field to 
be badly conditioned. Examples of this behaviour are shown in Figures 5.94, and 
5.95. Compare with Figures 5.96 and 5.97 respectively which show the evolution of 
the momentum - 
As before, the pamg-multiphase solutions were compared with those of CFX 4.1 and 
the results agree quite closely, as Figures 5.102 to 5.112 demonstrate. As previously 
noted for the channel flow problem (Section 5.3.1), parag-multiphase diffuses the 
volume fraction slightly more than the CFX 4.1 (Figures 5.104 and 5.106). The 
treatment of the volume fraction boundary conditions is another factor which could 
explain the variations. 
Furthermore, due to the pressure singularity which exists for incompressible flows, 
the pamg-multiphase and CFX 4.1 pressure fields are different but equivalent, as 
shifting by a suitable amount reveals (see Figures 5.108 and 5.109). 
Similarly to the T-junction problem, the CFX 4.1 solution is oscillatory near the 
outlet. See Figures 5.107 and 5.112. See also Figure 5.113 which shows contours for 
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the volume fraction field for phase 1. The reason for the presence of oscillations is 
as yet unexplained. Some evidence suggests that it is not connected with the type 
of boundary conditions imposed at the outlet. 
The main value of the test case presented here is that it validates the software 
implementation. The fact that the pamg-multiphase solver converged for at least 
one recirculation problem indicates that the main reason for lack of convergence in 
other cases is likely to be either mathematical or numerical,. as opposed to merely 
computational. In the author's opinion, the reason why this test case converged is 
that only one phase is recirculating. Hence the volume fractions arc fully determined 
by the constraint of mass conservation on the non-recirculating phase. This problem 
is therefore well-posed. See Section 5.4.10 for further details. 
Figure 5.85: Multiphase backward-facing step problem - Streamlines for phase I 
Figure 5.86: Multiphase backward-facing step problem - Streamlines for phase 2 
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Figure 5.87: Multiphase backward-facing step problem - Horizontal velocity profiles 
along the line y=0.5 showing the fluid deceleration through the step 
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Figure 5.88: Multiphase backward-facing step problem - Vertical velocity profiles 
along the line y=0.5 - Comparison of pamg-multiphase solutions at levels 2 and 
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Figure 5.89: Multiphase backward-facing step problem - Volume fraction -profiles 
along the line y=0.5 - Comparison of pamg-muitiphase solutions at levels 2 and 
3 
4 
3.5 
3 
2.5 
Co 2 
02 4- 6 10 12 
Hohontal distwce 
Figure 5.90: Multiphase backward-facing step problem'- Pressure profiles along the 
line y=0.5 - Comparison of pamg-multiphase solutions at levels 2 and 3 
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Figure 5.91: Multiphase backward-facing step problem - Horizontal velocity profiles 
along the line y= -0.5 - Comparison of pamg-multiphase solutions at levels 2 and, 
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Figure 5.92: Multiphase backward-facing step problem - Vertical velocitY profiles 
along the line y= -0.5 - Comparison of pamg-multiphase solutions at levels 2 and 
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Figure, 5.93: Multiphase backward-facing step problem ý- Volume, fraction profiles 
along the line y= -0.5 - Comparison of pamg-multiphase solutions at levels 2 and 
3, showing the separation of the phases just downstream of the step 
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Figure 5.94: Multiphase backward-facing step problem - Horizontal velocity profiles 
along the line x=3.5 - Comparison of pamg-muitiphase solutions at levels 2 and 
3 showing the effect of the recirculation zone on the values of primitive variables 
178 
0 
-0.1 
-0.2 
. 0.3 
. 0.4 
-O. E 
-0.6 ,I 
.1 -0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8 1 Vertical distance 
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Figure 5.97: Multiphase backward-facing step problem - Vertical momentum profiles 
along the line x=3.5 for phase II - Comparison of pamg-multiphase solutions at 
levels 2 and 3 
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Figure 5.99: Multiphase backward-facing step problem - Horizontal velocityprofiles 
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Figure 5.104: Two-phase backward-facing problem - Volume fraction profile along 
the line x=3.5 (Phase, l) - Comparison of the pamg-multiphase and CFX 4.1 
solutions on level 3 grids) 
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Figure 5.105: ' Two-phase backward-facing problem - Horizontal velocity profile 
along the line x= 10.0 (Phase 1) - Comparison of the pamg-multiphase and CFX 
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Figure 5.108: Two-phase backward-facing problem - Pressure profile along the line 
y=0.5 (Phase 1) - Comparison of the pamg-multiphase and CFX 4.1 solutions on 
level 3 grids 
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Figure 5.111: Two-phase back-ward-facing problem - Horizontal velocity profile 
along the line y= -0.5 (Phase 1) - Comparison of the parag-multiphase and 
CFX 4.1 solutions on level 3 grids 
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Figure 5.112: Two-phase backward-facing problem - Volume fraction profile along 
the line y= -0,5 (Phase 1) - Comparison of the pamg-multiphase and CFX 4.1 
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5.3.4 Estimates of the Truncation Errors 
When solving a system of equations by iterative means, an important issue is to 
determine the accuracy to which the solution should be sought. In the present case 
where the equations result from a discretisation process, it is usually considered 
that the residuals, which to some extent measure the numerical error, should be of 
the same order of magnitude as the truncation error of the discretisation. In this 
section, we present some estimates of the truncation errors for each of the multiphase 
problems we have solved. These estimates will be useful when the convergence rates 
of the multigrid solver are studied in Section 5.4. 
Estimates of the truncation errors are computed automatically by the FAS multigrid 
solver. See Section 2.5.8 where it is shown that the defect -rN, -1 defined as: 
r. -l - r. -I (^ irl wwc). Tr 
is an approximation of the truncation error on the grid Q-1 where 11" is the finest 
grid. The truncation error varies throughout the computational domain and we 
choose the median value of defect as a measure. 
Since our discretisation is second order accurate for all terms except - the volume 
fractions in the continuity equations, we expect the truncation error to vary by a 
ratio of 4 between consecutive grid levels, at least when the volume fractions do not 
change significantly in space. 
Examination of Tables 5.1 to 5.3 reveals that, as expected, the median value of the 
truncation errors is reduced as grids are refined. However, the rate of decrease is 
usually less than 4. This being particularly noticeable for the channel flow problem. 
Such an atypical behaviour may be due to the fact that the volume fractions are grid 
dependent. Correct reduction factors are indeed observed near the median line of 
the channel (see Table 5.4), where the volume fractions are both relatively constant 
and grid-independent. 
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Grid Level Median truncation error Reduction factor 
1 1.49 x 10-3 - 
2 2.71 X 10-3 0.55 
3 1.74 x 10-3 1.55 
4 1.24 x 10-3 1.40 
5 9.32 x 10-4 1.33 
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Table 5.1: Two-phase channel flow - Estimation of the truncation error for different 
grid levels 
Grid Level Median truncation error Reduction factor 
1 1.35 x 10-2 
2 7.59 x 10-1 1.78 
3 4.15 x 10-3 1.82 
4 1.67 x 10-3 2.48 
Table 5.2: Two-phase T-junction problem - Estimation of the truncation error for 
different grid levels 
Grid Level Median truncation error Reduction factor 
1 1.43 x 10-3 - 
2 1.57 x' 10-3 0.91 
3 1.27 x 10-3 1.23 
Table 5.3: Two-phase backward-facing step problem - Estimation of the truncation 
error for different grid levels z 
Grid Level x-coordinate y-coordinate, 'r. r. -I Reduction factor 
1 2.25 0.75 1.49 X 10-3 - 
2 2.375 0.625 8.56 x 10-4 1.74 
3 2.4375 0.5625 2.33 X 10-4 3.67 
4 2.46875 0.53125 4.48 x 10-5 5.20 
5 2.484375 0.510625 1.27 x 10-5 3.52 
Table 5.4: Two-phase channel flow - Estimation of the (point-wise) truncation error 
for different grid levels near the median line of the channel - The, use of a staggered 
grid prevents the estimation to be done at the same point on different grids 
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5.3.5 Conclusions 
PhD Thesis 
We have comidered the accuracy of the pamg-multiphase solutions for both single 
phase flows and imiltiphase flows. 
hi t1w single phase case, three validation cases have been chosen: a simple channel 
flow, a flow through a T-junction and a flow through a backward-facing step. These 
provide a good selection of difficult flow patterns, mainly mixing and recirculation. 
Tlie pamg-multiphase answers agree with the solutions provided by pamg and CFX 
4.1, two widely validated (T'D solvers. 
Multiphase flows have been Simulated for the same three geometries. In each case, 
significant phase separation occurs, implying that the solution is not trivial even for 
siniple geometries. h the case of the backward-facing step where recirculation zones 
ýire an importaid feature of the flow, it is possible that for certain flow configurations, 
the stcady problem is not well-posed. 
Despite the level of complexity of the equations, correct solutions are obtained. 
The degree of agreement with the answers provided by CFX 4.1 is also very good. 
However, it is not perfect,. This is not surprising since the two solvers differ widely 
iii maiiy respects. 11tirthermore, it has been established that the pamg-multiphase 
solutions are grid independent to a very large extent. The only exception is the 
volume fractimi which may be highly dependent on the grid size, particularly for 
easier" problems such as the two-phase channel flow. 11 6' 'inally, both cases where 
iiiter-pha, se momenturn transfers are allowed or neglected have been validated against 
the CFX 4.1 solutions. 
'I'lie ability of pamg-multiphase to handle difficult multiphase flow patterns such 
as complete phase separation or recirculation regions has been established, provided 
that, t1w steady problern is well-posed. 
lkiviiig established the accuracy of the pamg-multiphase solutions, we 'low turn 
our afteiitioii to die question of the ptiforrnancc of the solver and exaniiiie the rates 
of collvergellc(- ý observed for the different test cases which we have studied. We will 
t1wii cmisider computations on adaptive grids. 
Numerical Simulation of Multiphase Flows 19 1 
5.3.6 Volume FYaction Maps Obtained fi-oin Pamg-multiphase 
Solutions 
We group here, for convenience of reproduction, colotir imips of Hie voltime fractiolls 
fields for our different multiphase test cases. The figure,, are referenced hi Hie maiii 
text. 
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Figure 5.114: Two-phase channel flow - Volume fraction map for phase I- See page 
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Figure 5.115: Multiphase T-junction problem -- Volume fi-action map for phase I 
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Figure 5.116: Multiphase backward-facing step problen) Volume fraction map for 
phase 1 (see page 169) showing the exclusion from the region behind the step of the 
lighter phase (phase 2) 
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Figure 5.117: Multiphase backward-facing step problem at higher Reynolds num- 
bers - Volume fraction map for phase I (see page 23: 1) showing more extended 
recirculation zones 
Numerical Simulation of Multiphase Flows 193 
5.4 The performance of the pamg-muitiphase Solver 
5.4.1 Introduction 
We have established the accuracy of the solutions provided by pamg-multiphase. 
We will now study the performance of the solver. Given that pamg-multiphase is 
an iterative solver, performance will be evaluated using the following criteria: 
0 Convergence (or more precisely numerical convergence): this is the property 
that the computational error, i. e. the difference between the exact solution 
of the discrete equations and its approximation, is small. Since the error is 
not available in general, convergence is usually monitored by the reduction of 
the residual, measured using a suitable vector norm. The quantity which best 
quantifies efficiency is the convergence factor. It is usually its asymptotic value 
which is of interest in order to eliminate the in. fluence of the initial guess. 
e Robustness: this is the property that convergence does not depend on the 
quality of the initial guess. 
The robustness of the pamg-multiphase is immediately established since all the 
results presented in Sections 5.2 and 5.3 were obtained with simple standard initial 
guesses. Generally, the velocity fields and pressure fields were set to zero, while the 
volume fractions were set to 0.5 for each phase. This contrasts sharply with many 
segregated solvers for which it is very important that the initial guess should be 
of good quality in order to achieve a converged solution. However, we have also 
observed novel singularities which are specific to multiphase flows and which may 
complicate the application of our multigrid solver. See Section 5.4-10 for a further 
discussion. 
In this section, we therefore focus on the convergence factors observed with pamg-multiphase. 
The first observation is that multigriding greatly improves the convergence rates of 
the embedded single grid solver - IFAS multigrid procedures are very successful 
acceleration techniques when applied to multiphase flows. The ideal case would be 
that the convergence factors are grid-independent, ensuring that the method is op- 
timal order-wise. This is not observed. The situation here is quite complex and the 
effect of grid size on convergence factors is discussed in detail. 
It should be noted that asymptotic convergence factors which to a large extent are 
grid independent, are observed in parts of the convergence histories. This indicates 
that the multigrid procedure performs as well as can be expected and that the rela- 
tive degradation of convergence factors is caused by specific features of the equations. 
It is not possible to blame non-linearities in a general sense. A comparison with the 
convergence factors of the single phase solver pamg reveals that multigrid conver- 
gence factors can be grid independent for some non-linear problems. The remainder 
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fore- devoted to" an exa 'i ih 'sons which may ex- of this section is' there' mn ono e rea 
plain why multigrid convergence factors are sometimes degraded for the system of 
the multi-fluid equations. Two lines of enquiries are possible: either (i) the solution, 
algorithm has limitations or, (ii) the equations themselves have characteristics which 
hinder their resolution by a multigrid procedure, without precluding it. 
Both lines of investigations are examined below. Firstly, we assess the effect of under- 
relaxation, of different multi-grid cycling strategies and of the order of accuracy of 
the grid transfers. We also consider the possibility that errors in the outlet boundary 
conditions dominate the convergence factors. 
We then focus our attention on specific features of the multi-fluid equations: the 
influence of source terms, of difficult flow patterns ("dry-out" zones and recircula- 
tion regions) and of the multiphase diffusive tensor. In the author's opinion, the 
behaviour of this term is central to analysing the multigrid convergence rates. Evi- 
dence accumulated during the course of this project indicates that as diffusive effects 
become dominant, obtaining a solution requires more and more effort. Hypotheses 
and reasons for this phenomenon are addressed as thoroughly as possible. 
To facilitate the discussion of efficiency, we introduce the concept of work unit which 
is the. cost of one relaxation sweep on the finest grid on which the solution is sought. 
The work unit is obviously directly proportional to the number of unknowns on the 
finest grid. The convergence of pamg-multiphase is measured in terms of an average 
residual which is equal to the L2 norm of the residual normalised by the number of 
discrete equations on the finest grid ': 
M3 
E Wi'j"k) z 
resid a=' 
k 
3NM 
where. the subscripts i and j refer to a particular computational cell, k sweeps the 
number of equations defined on a particular cell per phase, a denotes the phase, N 
is the number of computational cells and M the number of phases. With this choice 
of vector norm, we have the property that if ficjk =1 Vi, j, k, a, then resid =ý1. 
Whenever an iterative algorithm is used to solve a system of equations, an important 
issue is to determine the appropriate level of accuracy to which the solution should 
be obtained. In the present case, where the equations arise from the discretisation 
of PDEs, it is sufficient to require that the numerical error is of the same order of 
magnitude as the truncation error. In other words, the discrete solution is acceptable 
if resid , 11, rh1j. In Section 5.3.4, we provide estimates of the truncation errors for 
the different multiphase test cases we have considered. In all cases, the residuals, 
were reduced to a level far lower than the truncation error. This is not necessary 
5The number of equations is taken to be 3MN instead of 4MN because we'have MN closure 
equations which are always satisfied during the course of the computations 
Numerical Simulation of Multiphase Flows 195 
for the purpose of obtaining a meaningful solution but allows a thorough study of 
the performance of our multigrid solver. 
The FAS multigrid algorithm has been described in Chapter Four. For all uniform 
grid computations, non-conservative transfers are systematically used. 
5.4.2 Multigrid Acceleration 
We first remark that the multigrid method significantly accelerates the speed of 
convergence of the single grid quasi-Newton coupled solver. 
For the, two-phase channel flow problem, a3 grid computation using a "F" cycle is 
5 times faster than the corresponding single grid computation (Figure 5.118) and it 
was verified that the solutions are identical (Figure 5.119). 
For the multiphase T-junction problem, the multigrid method works even better as 
an acceleration technique since it allows speed-up of 20 compared with single grid 
computations (Figure 5.120). The comparison here was also done on level 3 uniform 
grids. 
At this juncture, we have established that multigrid procedures work very well for 
multiphase flows. As in the single phase case, they accelerate the convergence factors 
of the embedded local quasi-Newton solver. Assessing this acceleration is straight- 
forward because the multigrid and single grid solvers are easily comparable with 
each other but this only gives a partial answer to the question of the performance 
of the solver. We will now show that pamg-muitiphase is also more efficient than a 
traditional segregated multiphase solver. This is a much more difficult proposition. 
For the sake of simplicity, we will compare pamg-multiphase with CFX 4.1. 
The first question toraise is which measure of accuracy should be adopted. In the 
case of coupled solvers like pamg-multiphase, it makes sense to use the L2 norm 
of the residual to quantify the residuals since all equations are treated in the same 
way. , 
By contrast, many segregated solvers emphasise the continuity equations so 
that good mass residuals are quickly obtained while momentum residuals are reduced 
much more slowly. The effects of this type of strategy are complex and the resultant 
error depends on the discrete operatorrh. 
The other issue is the measure of computational costs. The ideal measure is ex- 
ecution time to a certain level of accuracy. However, this ignores the effect of 
optimisations. pamg-muitiphase, as mentioned in Section 4.4.3, is not optimised 
and it is inappropriate to compare it with a commercial code with many man-years 
of effort in optimisation. The number of iterations performed by a solver is a good 
indication of the potential of a procedure. This measure is chosen here, although it 
ignores the fact that the cost of one iteration could be very different between two 
algorithms. It should be noted, however, that the cost of one IPSA relaxation cycle 
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is conlparable to'that of a pamg-multiphase work unit. 
We have attempted an approximate comparison of the efficiency of pamg-multiphase 
and CFX 4.1 by: 
* Considering the computational cost to be measured in work units i. e. the 
number of (equivalent) fine grid iterations; 
0 Assuming that the pamg-multiphase and CFX 4.1 work units identical; 
0 Ignoring the cost of any preprocessing intended to improve the quality of the 
initial guess; 
0 Estimating the accuracy using all equation residuals (for -the CFX 4.1 solu- 
tions, we have formed a global 1-norm of the residual by adding the residuals 
of each equations); 
* Normalising the residuals with respect to their initial values. 
The results are summarised by Figures 5.121 and 5.122. They clearly demonstrate 
that pamg-multiphase out-performs a good segregated solver. This is the final 
justification for the approach chosen to the solution of the multi-fluid equations. 
The CFX 4.1 computations were performed with the default under-relaxation factors 
(Ar = 0.65 for all unknowns except the pressure for which Ar = 1.0). For many 
problems, a greater amount of under-relaxation is necessary to obtain a converged 
solution. Figure 5.123 shows that the performance of the solver can be greatly 
affected by under-relaxation. 
It -may appear surprising at first glance that multigrid works better on a complex 
problem such as the T-junction than on the comparatively much simpler channel 
flow. This indicates that the dominant errors are different in each cases. For the 
T-junction, the flow patterns are strongly determined by the geometry. Multiphase 
effects are obviously present and important but they do not dominate the solution. 
By contrast, the geometry of the channel flow is very simple so that the evolution 
of the flow is entirely governed by multiphase effects, namely phase separation. 
The remainder of this chapter will elaborate on this aspect: which multiphase effects 
dominate the convergence rates? 
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Figure 5.118: Two-phase channel flow - Convergence of solution for multi-grid com- 
putations and the equivalent single grid computation 
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Figure 5.120: Multiphase T-junction problem - Comparison of the convergence 
histories for single and multigrid computations at level 3 
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Figure 5.121: Multiphase'T-j unction problem - Comparison of the convergences 
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Figure 5.122: Multiphase T-junction problem - Comparison of the convergence 
histories for pamg-multiphase and CFX 4.1 for the initial iterations, showing that 
pamg-multiphase is always faster than CFX 4.1 
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Figure 5.123: Multiphase T-junction problem - Comparison of the convergence 
histories for CFX 4.1 solutions and for different under-relaxation strategies. In each 
case, the under-relaxation factors are either the default values or set to A, = 0.1 
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5.4.3 Multigrid Convergence Factors and Grid Resolution 
The multigrid- algorithm of pamg-multiphase can be considered as very successful 
on two, accounts. It provides: (i) computational speed because by accelerating 
the convergence of the underlying single grid solver and (H) robustness because it 
implicitly defines a continuation method. 
If a multigrid method works well, one of its further benefits is that convergence 
rates are very largely grid independent. This is another way of saying that multigrid 
methods converge in O(N) operations where N is the number of unknowns. A good 
multigrid method is therefore an optimal solver (order-wise) for discrete equations. 
This property was not observed for our multiphase computations. 
This is particularly striking for the two-phase channel flow problem. Convergence 
histories for computations at levels 3,4 and 5, when the finest grid size is Ax = AY 
is 1/16,1/32 and 1/64 respectively, are shown in Figure 5.124. It is obvious that 
the convergence factors do not scale well with the grid size (see Table 5-5). 
Grid Level Number of Cells Average convergence factor 
(per relaxation work unit) 
2 192 0.900 
3 768 0.914 
4 3072 0.942 
5 12288 0.964 
Table 5.5: Average convergence factors for 
-the 
two phase channel flow problem 
Multigrid solvers have a complexity which is O(N) for linear problems such as 
Laplace equation. Some Navier-Stokes solvers also achieve a similar level of perfor- 
mance despite their non-linearity. The single phase parag solver is a prime example 
(see Section 5.4.4). Although FAS is directly applicable to non-linear problems and 
actually limits the need for a linearisation, a non-linear problem is still harder to 
solve since the grid operators have to be approximated as well as the solution. For 
complex non-linear problems, the operators may be very different on different grids 
and their adjustment (via the defects) will require time. 
In the author's opinion, the dependency of convergence factors on the grid size 
is primarily a feature of the multi-fluid equations. The situation is quite similar 
to the multigrid simulation, of hyperbolic equations: multigrid is a very successful 
acceleration technique but it is not optimal order-wise [89,14). 
Certainly grid-independence studies have already indicated that multiphase solu- 
tions, particularly the volume fraction fields, can be sensitive to the grid size. Fur- 
thermore, careful examination of Figure 5.124 reveals that in some regions of the 
convergence history, the convergence factors are almost gri d-indepen dent (see Table 
5-6). Globally, the history can be divided into three main regions, according to the 
202' PhD Thesis 
average residual: 
Up to 10-', the convergence factors are very grid dependent. It can be argued 
that during this phase, the non-linearities are being treated and the approxi- 
mation of the operators are progressively more accurate. We refer to this as 
the "plateau" phase because convergence factors are strongly degraded. 
Between 10-5 and 10-81 convergence factors are grid independent to a large 
extent. 
Below 10', a region which is not usually investigated, convergence factors are 
again grid dependent. Some evidence (single precision computations) suggests 
that this is not a consequence of round-off errors. Rather, it is likely that in 
this region, another part of the operator dominates. 
Grid level Average convergence factor 
to 10-' between 10-4 and 10-6 between 10-' and 10-' b'elow 1'0-' 
2 0.902 0.902 0.906 0.890 
3 0.941 0.864 0.876 0.918 
4 0.965 0.901 0.886 0.945 
5 0.978 0.936 0.896 0.968 
Table 5.6: Average convergence factors for the two phase channel flow, depending 
on the value of the average residual 
By contrast, for the two-phase flow through a T-junction, a much better measure of 
grid independence exists, as Figure 5.125 and Table 5.7 show. 
Grid Level Number of Cells Average Convergence factor 
(per relaxation unit work) 
2 576 0.9879 
3 2304 0.9666 
4 9216 0.9656 
Table 5.7: Average convergence factor for the two phase T-junction problem 
In terms of grid independent convergence factors as well as in terms of multigrid 
acceleration, the conclusion seems to be that the more complicated the flow, the 
better the performance of the multigrid solution algorithm. However, it should be 
noted that a comparison of Table 5.7 with Table 5.5 shows that particularly for 
coarser grids, the convergence factors for the channel flow are still faster than for 
the T-junction. 
An explanation for this phenomena could be as follows- in Sections 5.4.13 and 5.4.14 
we present evidence to support the view that the channel flow convergence factors 
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are'dominated by the effect of cross derivative terms which appear in the diffusive 
flux V. (rT) in the momentum equation. This only happens because many terms 
are identically zero as a result of the flow being one-dimensional. 
This term is proportional to the spatial variation of the volume fractions (see Section 
3.3.2) and, in the case of the channel flow, errors are greatest near boundaries where 
volume fractions vary considerably. As a result, the cross derivative terms will take 
large values and could dominate the other terms. By contrast, in the T-junction 
problem, errors are mostly associated with a small region in which the flow changes 
direction i. e. most errors are concentrated near the T-junction itself. In this region, 
all terms are significant and, the cross-derivative terms are not allowed to dominate 
the error. It should also be noted that the volume fraction fields are largely grid 
dependent for the channel flow problem so that the cross derivative terms can be 
expected to have different effects on different grids. This is not so true for the 
multiphase T-junction since volume fractions are more grid independent (compare 
Figures 5.46 and 5.81). The refinement patterns observed for each problem when 
adaptive gridding is allowed (see Sections 6.2.4 and 6.3 together with Figures 6.54 
and 6.57) confirm the location of the dominating errors. 
It may be concluded that because the T-junction flow is more complicated, errors 
specifically associated with the nature of the multi-fluid equations are not dominant 
and pamg-multiphase offers multigrid acceleration and convergence factors which 
are comparable with the single phase solvers, even though the flow is much more 
complex than most single phase flows. 
In this section"we have discussed'the fact -that the multigrid convergence factors 
observed with pamg-multiphase are not always grid independent. The importance 
of this needs to be put in perspective since some grid independent convergence 
factors are observed for some complex problems and/or for some part of the con- 
vergence history. Furthermore, some grid-dependent convergence regimes occur for 
very low values of the residuals compared with the truncation errors (see Section 
5.3.4). In this context it is interesting to note that qualitatively very similar conver- 
gence histories have been recorded for the Euler equations using concept u al ly-related 
algorithms, namely a Newton-Krylov-Schwarz method [112]. 
A hypothesis that the grid-dependence of the multigrid convergence factors is a 
feature of the equations and is connected with the diffusive terms (and hence is a cell 
Reynolds number effect) has been formulated, and will be discussed in Sections 5.4.11 
to 5.4.14. First, we compare the convergence factors for pamg and paing-multiphase. 
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Figure 5.125: Multiphase T-junction problem - Convergence factors for multi-grid 
computations at different levels 
.... ............. 
...... .... . .... 1. 
............. .. -l . 
...... . ........... ..................... I ... .......... ...... ............ ..................... I ............... .................. .. ......... .......... 1 ....... . .... . .... -. 1- .... I. ... ........ LeVl .................. ý Levq l3 -4-- 
............. 
.............. ................ . ..................... 4 ...... . ............. t 
............ 
.................. .. ..................... ........ . ........... ............. ...... 
I 
....... 
.................. .............. 
I 
................. 
Ta 
i 
............. .............. 
............. . ........ ............ 
.... . ... . ......... ................ 
................ ... ........ . ...... .... . ............ ...... ........... ............ ............. . 
................ ..................... ..... .............. .............. .......... . ...................... Mý. ii .. ..................... .......... 0 ..... .................... 
........... -4 . ........... . ....... .............. 0 ...... ......... .......... ...... ....... . . . .. ......... . . ........ . .... t ............ 0 ........ 
... . ......... .......... ... ..... ............. . ....... I Ek 
......... ........ 
Ik 
.... ......... ........................... 
I 
. ......... ............. 
......... .......... 
.............. ............. ..... 
........ . .................... 
.............. .... ...... ..... . ............ 
........... 
... ................. ... . ...... 
.......... . ....... .......... ..................... ............ .......... loo i 
4- .................. ........... 
... ..... .... ....................... ...... . ...... . .... ... ............ **- . ........... ..... 
i I I .... ......... 9 
............. .... 
........ ......... 
.................. 
. 
iI 
........... . ..... ..... . ........ .............. ............. 
............. ...... ... ............. 
I........... ... - 
......... . ......... 
............. . ..... 
T 
. 
....... I ............. .... . .............. 
Numerical Simulation of Multiphase Flows 205 
5.4.4- Comparison with parag Convergence Factors, 
In the case of the pseudo-two-phase channel flow-described in Section 5.2-1, the 
volume fractions very quickly reach'their final values. From that, moment, the 
computation does not differ- significantly from a single phase flow computation. It 
is therefore expected that the multigrid method will perform much better. This has 
been partly verified but significant differences between pamg and pamg-multiphase 
have been observed. These differences lead to the conclusion that details of the 
implementation of the quasi-Newton coupled solver are important in determining 
the multigrid performance. In other words, the extent to which the LQN solver is a 
good multigrid smoother is'quite sensitive to the formulation of the local Jacobians. 
The convergence history for the two phase pseudo-mult i phase channel flow (Figure 
5.126) reveals that: 
C There is no "plateau" phase in 
, 
the convergence history. The plateau phase is 
therefore a characteristic which is specific to multiphase flows where there are 
spatial variations of the volume fractions; ,IIIýII 
The convergence factors are not quite grid independent: again fine grid com- 
putations are less efficient than those done on coarser grids. 11OWever, the 
difference is not as marked'as with'truly multipliase flows. 
This contrasts with results obtained with the pamg single phase code which shows 
(Figure 5.127) a very good measure of grid independence. Indeed, as the grid gets 
finer, the convergence factors recorded with parag improve slightly due to the in- 
creased discrete ellipticity (10,90] 
The main difference between the two codes lies in the JacObians used for the Newton 
corrections. In pang, an approximate Jacobian is obtained by neglecting the non- 
diagonal velocity components (see Section 4.2.1). This choice has been proven to 
work very well and forms the core of a highly efficient multigrid method [1]. A useful 
property of the parag quasi-Newton solver is that it does not require any measure of 
under-relaxation to converge. 
It became apparent early during the development of pamg-muitiphase that a quasi- 
Newton step based on a similar approximation for the Jacobian did not work for 
multiphase flows, due to the greater degree of non-linearity. This suggests that the 
coupling between local variables needs to be treated very accurately. ' This conclusion 
motivated the use of automatic differentiation t6obtain an exact, local Jacobian for 
the discrete equations. 
It appears, however, that the deterioration of -convergence 
factors for fincr grids is 
linked to more accurate expressions for the Jacobian. This hypothesis is corrobo- 
rated by two observations: 
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1. The phenomenon is not specific, to ý'the'two 'phaýi6 computations: Indeed, it 
can be observed to a lesser degree for a single phase pipe flow if the approxi- 
mate Jacobian of [13] is replaced by an exact Jacoblan obtained by automatic 
differentiation. (Figures 5.127 and 5.128). 
This conclusion follows from the inverse experiment: in pamg-multiphase, the 
automatic differentiation Jacoblans are used for single phase computations so 
deteriorating convergence factors are observed. However, if they are replaced 
by the approximate Jacobians, we obtain good grid independent convergence 
rates, as shown in Figure 5.129. 
2. Under-relaxation during the sm ' oothing phase of 
the multigrid cycle (see Sec-. 
tions 4.3.1 and 5.4.4) renders the convergence factors much more grid indepen- 
dent in the single phase case (Figure 5.130) as in the two phase case (Figure 
5.131). Hence, the deterioration in performance is due to the fact that the 
basic quasi-Newton solver is not a good enough smoother for the multigrid 
method to work optimally. By adding under-relaxation, the smoothing prop- 
erties of the solver appear to be greatly improved. There is a paxallel situation 
with the Jacobi iterative method: under-relaxation is necessary if the high 
frequency components of the error are to be eliminated quickly [79]. 
Figure 5.131 includes results obtained for two values of the -under-relaxation 
parameter A, (defined by equation 4.38). If too much under-relaxation is 
applied, convergence factors are strongly deteriorated because once. again the 
performance of the smoother is reduced due to the corrections not being as 
large as they need to be. 
A further confirmation comes from comparing the actual entries of the approximate 
and automatic differentiation Jacoblans. Tables 5.8 and 5.9 show the Jacobian 
matrices for a typical interior cell, computed from the converged solution. Some 
non-diagonal entries of the local Jacobians, which are neglected, in the simplified 
Jacobian, actually take large values 67. 
27.2849 0.0 2.56 ý-2.63306 16.0 
-22.1245 27.3620 -2.56 2.48228 -16.0 
2.56 -2.56 32.3645 -5-15948 16.0 
-2.55806 2.56 -5.12 32.2184 -16.0 
-16.0 16.0 -16.0 16.0 0.0 j 
Table 5.8: Single Phase pipe flow - Exact (automatic differentiation) Jacoblan for a 
level 3 cell (x = 2.036125 ± 0.03125, y=0.5036125 ± 0.03125) - See Section 4.2.1 
for the arrangement of equations and unknowns in the Jacobian 
'Entry (1,2) of the automatic differentiation Jacobian 
* 
is zero due to the upwinding. 
7Entries (3,4) and (4,3) of the automatic differentiatIon Jacobian could take large'values in 
other parts of the flow. 
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27.2482 0.0 0.0 0.0 16.0 
0.0 27.3270 0.0 -16.0 
0.0 0.0 32.4085 0.0 16.0 
0.0 0.0 0.0 32.2571 -16.0 
-16.0 16.0 -16.0 16.0 0.0 
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Table 5.9: Single phase pipe flow - Approximate Jacobian for a level 3 cell 
(x = 
2.036125 ± 0.03125, y=0.5036125 ± 0.03125) - See Section 4.2.1 for the'arrangement 
of equations and unknowns in the Jacobian 
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Figure 5.126: Convergence histories of the pamg-multiphase solver for the pseudo- 
multiphase channel flow without relaxation 
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Figure 5.128: Convergence histories for a single phase channel problem - pamg 
Multiphase with automatic differentiation Jacoblans 
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In pamg-multiphase, the Newton corrections are not only under-relaxed but a line- 
searching procedure is added (see Section 4.3.1). This has proved necessary when- 
ever multiphase computations are attempted. Otherwise, the algorithm diverges 
after a few iterations. Line-searching offers two benefits. Firstly, it renders New- 
ton's method globally convergent and removes the need for the initial guess to be 
sufficiently close from the solution. Secondly, it allows the Newton corrections to 
be monitored so that the volume fractions are always 
, 
bounded between, 0 and 1. 
Another advantageous f6atuie of parag is that no'line-searching is needed to obtain 
convergence. This appears to be a characteristic of the particular approximation 
chosen for the Jacobians since if they are replaced by exact Jacobians, then the 
single phase computations diverge in a-few iterations unless line-searching is added. 
At first glance, it may appear that comparing the pamg and pamg-multiphase solvers 
is of very little interest for understanding the behaviour of the latter for multiphase 
flows. It is, however, very instructive. The'role that the quasi-Newton solver plays 
in determining the convergence factors isclarified. On the one hand, the absence of 
a plateau phase in the pseudo, twO-phase case indicates that the plateau is connected 
with spatial variations' in the volume fractions - the governing equations therefore 
play an important role. On the other hand, an investigation of the properties of 
the quasi-Newton coupled solver based on exact Jacobians has revealed that on 
fine grids, under-relaxation is necessary to obtain approximately grid-independent 
convergence factors. 
This suggests that the solution algorithm may have some shortcomings which would 
explain the fact that convergence factors are dependent on the grid size. Three 
hypotheses along-this line may thus ýe formulated: , 
9 The LQN solver does not perform as well for low Reynolds numbers as it does 
for higher Reynolds numbers. In Section 5.4.11 we investigate the influence of 
the Reynolds number on efficiency. 
0 The multiphase flow solutions are highly non-linear due to variations in the 
volume fraction while the interpolation operators are linear. The cure may be 
to use operator-based interpolation. This could be a long term objective. For 
now, the effect of order of accuracy of the grid transfers on convergence factors 
is examined in Section 5.4.8. 
Although FAS is directly applicable to non-linear problems, a crucial assump- 
tion is that the coarse grid correction is also a good fine grid correction, at 
least as far as the low frequencies are concerned. The fact that the multigrid 
method is convergent and fast even for complex multipliase flows indicates 
that this assumption is largely valid. However, it may well be that due to the 
relative dependence of the volume fraction on the grid size, the coarse grid 
and fine grid operators are quite different. The multigrid procedure cannot 
be optimal until the discrepancy is accurately corrected by the defect. In this 
case, the plateau phase is nothing more than a symptom reflecting the ex- 
tent to which the problem is non-linear. Varying the parameters which define 
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Table 5.10: Single phase entry flow - Average, convergence factor for pamg compu- 
tations on different grid levels 
the multigrid procedure should thus have a, large impact on the convergence 
factors. This is the subject matter of the following sections. 
Grid level Convergence factors', 
2 0.8760 
3 0.8161 
4 0.7862 
5 0.7477 
Finally, and for completness, the performance of pamg for single phase Navier-Stokes 
flows is illustrated using two problems: the single phase entry flow of Section 5.4.14 
(see also Appendix B and ' 
the single-phase T-junction problem of Section 5.2.2). 
These problems are solved on uniform and adaptive grids respectively. Figures 5.132 
and 5.133 give the convergence histories: very few iterations are necessary to bring 
the residuals down to very low values and, by contrast with the multiphase flow 
computations described in this chapter, the convergence factors are not significantly 
degraded on fine grids. For the entry flow, the average convergence factors are shown 
in Table 5.10 and are significantly better than for the two phase computations. 
Indeed, as the grids become finer, the convergence factor are significantly lower, due 
to the effect of h-ellipticity. 
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Figure 5.132: Single phase entry flow - Convergence histories with the pamg code 
for different (uniform) grid levels 
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Figure 5.133: Single phase T-junction - Convergence histories with the pamg code 
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5.4.5 Brief Investigation of Multigrid Cycling Strategies 
The cycling strategy used in all the previous examples was the T" cycle, which 
stands for full multigrid. Other cycling strategies have been brieflY tested. On this 
test case, the "V" cycle was unsuccessful and the multigrid computations diverged. 
By contrast, computations using the "W" cycle converged and it was relatively 
surprising to note that the convergence history is almost the same as for the T" 
cycle (Figure 5.134) '. Since the "W" cycle is the more costly of the two, the T" 
cycle was systematically used. 
It is well known that the "V" cycle, which is the least costly of the three cycling 
strategies, is also the least stable choice for non-linear problems. Its failure indicates 
that the problem whose solution is attempted is sufficiently non-linear to render the 
correction scheme inadequate. In short, more computational work needs to be done 
in order to obtain a good coarse grid correction. The fact that the "W" and "F" 
cycles lead to similar convergence factors on the fine grid suggests that a large part 
of the error on the fine grids is related to the transfer of the correction to the fine 
grid. As explained above, errors may arise from two sources: (i) the linear transfer 
operators and (ii) discrepancies between the fine and coarse grid operators. 
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Figure 5.134: Two-phase channel flow - Convergence of solution on a level 5 grid 
for two cycling strategies: the "W" and "F" cycles 
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'Although a similar behaviour was observed with the single phase pamg solver. 
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5.4.6 Effect of Under Relaxation 
Under-relaxation is widely used as a means of dealing with non-linear systems. The 
aim of this section is to quantify its effect on the convergence factors of multiphase 
computations by building on the results of Section 5.4.4, which is mainly devoted 
to the single phase case. 
For this purpose, the two-phase channel flow problem is solved for varying values 
for the under-relaxation parameter A, (defined by equation 4.38, see Section 4.3.1). 
The resulting convergence histories are shown in Figures 5.135 to 5.137. 
On coarse grids (k < 2), Figure 5.135, it would appear that under-relaxation is not 
necessary to achieve convergence. Indeed, as the amount by which the computations 
are under-relaxed increases, the plateau phase during which the convergence factors 
are severely degraded is much longer (Figures 5.135 and 5.136). In view of the 
results presented in Section 5.4.7, a possible explanation is that during the plateau 
phase, the fine grid error contains mostly high frequency components which are 
quickly removed by the solver since it is more efficient on coarse grids. Following 
the addition of under-relaxation, the high frequencies are removed less quickly and 
consequently convergence is slower, particularly when residuals are relatively high 
(so that large corrections are needed). 
Even though under-relaxation is undesirable on coarse grids, most of the results 
presented in this thesis were obtained with a certain (and fixed) amount of under- 
relaxation on all grids. As finest grids are refined, increasing amounts of under- 
relaxation are necessary to maintain smooth convergence factors. This parallels the 
situation for single-phase flows and appears to be characteristic of the automatic 
differentiation Jacobians on the one hand and of highly non-linear flows on the 
other. 
The pattern for multiphase computations is as follows: on a level 3 grid, as Figure 
5.136 shows, convergence histories are less smooth when the Newton corrections are 
not under-relaxed than those with a small amount of under-relaxation (A, = 0.8). 
However, they are still more efficient than more strongly under-relaxed computations 
(Ar = 0.6). On grid 4, see Figure 5.137, under-relaxation becomes necessary and the 
results become very poor as the amount of under-relaxation is decreased. Obviously 
excessive under-relaxation also degrades the convergence factors (e. g. the case Ar 
0.4). 
These results indicate that as the grids get finer, the quasi-Newton solver, based on 
the automatic differentiation Jacobian, becomes less efficient at removing the high 
frequencies of the error, and under-relaxation facilitates this process. 
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Figure 5.135: Multiphase channel flow - Convergence history for 2 grid computations 
depending on the amount of under-relaxation 
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Figure 5.136: Multiphase channel flow - Convergence history for 3 grid computations 
depending on the amount of under-relaxation 
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Figure 5, . 137: Multiphase channel flow - Convergence history for 4 grid computations depending on the amount of under-relaxation 
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5.4.7 Effect of Multigrid Cycling Parameters 
The number of relaxation sweeps performed after prolongation, vp, and before a 
restriction, v, -, have a large 
impact on the computational cost of any multigrid 
method. For an efficient procedure, the values of v, and vp have to be chosen as low 
as possible whilst respecting the constraint that sufficient relaxation sweeps should 
always be performed to reduce the high frequency errors on a given grid. 
We adopt the notation F(vl,, v,. ) to completely define the behaviour of the multigrid 
cycle on finer grids, where the letter F refers to the "P-cycle cycling strategy. 
Unless otherwise stated, the results presented in this thesis were obtained using an 
F(2,2) algorithm. These values proved sufficient to obtain convergence but given 
the high degree of non-linearity of the system, it is worth investigating the effect of 
devoting more effort to the smoothing of high frequencies error on fine grids (k > 2). 
It may be that for this complicated set of equations, the smoother requires more 
sweeps to significantly reduce the high frequency components of the error. 
First, we present a F(1,1) computation for the two-phase channel flow. The con- 
vergence history in terms of number of multigrid cycles is given in Figure 5.138. 
Compared with a F(2,2) computationý twice as many cycles are required to ob- 
tain the same level of accuracy. However, each cycle is half as costly meaning that 
the total costs of the computations are almost identical. F(2,2) cycles are usually 
preferred to the F(1,1) alternative because they are slightly more stable. 
Similar results for F(4,4) computations (vp = v, _ 
= 4) are now discussed: on a level 
3 grid, more numerous sweeps on fine grids have a very beneficial effect on conver- 
gence factors - see Figure 5.139 which compares the F(2,2) and F(4,4) convergence 
histories. In particular, the plateau phase is visibly much reduced in duration. This 
is consistent with the observations made in Section 5.4.6: here the larger number 
of sweeps balances the effects of under-relaxation and suggests that the errors are 
mI ostly d6e to the interpolation operators as these primarily involve high frequency 
modes. The heavy penalty paid for doubling v, and v, appears clearly on Figure 
5.140 where it can be seen that although far less cycles are required to reduce the 
residuals, the computational cost is only marginally improved. 
Hence, F(1,1), F(2,2) and F(4,4) computations are almost equivalent. This strongly 
suggests that, for 3 grid computations, the error on the finest grid mostly contains 
high frequency modes which are efficiently dealt with by the relaxation sweeps. 
It is also interesting to note that if under-relaxation is then added, the asymptotic 
convergence factor is not altered but residuals are prevented from increasing at 
the very beginning of the computations. This is not surprising: if the number of 
relaxation sweeps on fine grids is large, then the correction applied on the finest 
grid will tend to be larger (as the correction equation is more accurately satisfied). 
However, if the finest grid solution is still very approximate, this correction is likely 
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to have gone too far. Under-relaxation will tend to decrease the amplitude of the 
correction. 
Finally, F(2,2) and F(4,4) computations were also compared for a level 5 grid (see 
Figure 5.141) The conclusions are sharply distinct: increasing v,. and v,, had no 
effect on the number of cycles necessary to obtain convergence and each cycle had 
a much heavier computational cost! We conclude therefore that on fine grids, the 
error is dominated by low frequency components, which have become relatively more 
important since the magnitude of the interpolation errors is largely reduced by the 
use of fine grids. The fact that the error on fine grids is dominated by the low 
frequency modes suggests that the coarse grid correction is not as effective for finer 
grids, and again reflects the non-linearity of the operator. 
The last cycling parameter which remains to be investigated is the maximum num- 
ber of coarsest grid relaxation sweeps v,. When the average residual on grid 1 
becomes smaller than the average residual on grid 2 by a certain factor, relaxation 
is stopped and the corrections are prolongated immediately to grid 2. For the two- 
phase channel flow problem, it is usual that only a few relaxation iterations are 
necessary to reach that criterion and therefore results are not very sensitive to the 
value of v,. Experiments have also been carried out with different values for the 
threshold for prolongation to grid 2 (the default value is c, = 1/10). Smaller values 
for c, have not significantly altered the convergence factors. This is entirely consis- 
tent with our main conclusion that the multigrid convergence factors are limited by 
grid transfer effects rather than the quality of the coarse grid correction (assessed on 
the coarse grid by the degree to which it satisfies the coarse grid correction system 
of equations). 
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Figure 5. '138: Two-phase channel flow - Comparison of the convergence histories of 
a level 3 computation for different number of relaxation sweeps after prolongation 
and restriction 
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Figure 5.140: Two-phase channel flow - Convergence histories as a function of com- 
putational work for a level 3 computation and for different numbers of relaxation 
sweeps after prolongation and restriction 
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Figure 5.141: Two-phase channel flow - Comparison of the convergence histories of 
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Figure 5.144: Two-phase channel flow problem - Convergence history on a level 4 
grid according to the order of interpolation of the volume fraction correction to fine 
grids 
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Figure 5.145: Two-Phase channel flow problem - Convergence history on a level 4 
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Figure 5,146: Two-phase channel flow problem - Convergence history on finer grids for second order prolongation of the volume fraction corrections 
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Figure 5.147: Two-phase channel flow problem - Convergence history on a level 3 
grid according to the order of interpolation of the volume fraction correction to fine 
grids 
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Figure 5.149: Two-phase channel flow problem - Convergence history on coarser 
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Figure 5.150: Two-phase channel flow problem - Convergence history on coarser 
grids for second order prolongation of the volume fraction corrections -w= vp =4 
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Figure 5.151: Two-phase channel flow problem - Comparison of the convergence history for finer and coarser grids with second order interpolation of the volume 
fractions and v, = vp =2 
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5.4.9 Effect of the Source Terms for Inter-Phase Momentum 
Transfers 
In Section 5.3, we alluded to the fact that the source terms which model inter-phase 
momentum transfers stabilise the multiphase computations. It is reasonable to ask 
whether, for already stable computations, the convergence factors are improved 
when momentum transfers are not neglected. 
Figure 5.152 shows that this does not appear to be the case. Although the fluids 
are less separated, the volume fractions are still largely grid-dependent (see Fig- 
ure 5.153). This is further evidence to suggest that the convergence factors are 
dominated by the need to approximate different non-linear operators on different 
grids. 
Conversely, and more positively, it further shows that the presence of source terms 
does not result in deteriorating convergence factors. Since convergence patterns are 
very close, it can be said that the differential operators effects largely dominate over 
the source terms. 
This does not imply that the algorithmic treatment of the source terms -is of no 
effect. paing-multiphase treats the momentum transfer terms implicitly: their con- 
tribution to the Jacobians are taken into account. This feature is greatly facilitated 
by the use of automatic differentiation to obtain the Jacobians (Section 4.3.1). Some 
experimental evidence suggests that the implicit treatment of the source term ac- 
celerates convergence compared with an explicit treatment. 
Experiments have also been conducted for higher values of the transfer coefficients 
cap (see Section 3.3.1 for a definition). Even in this case, where the relative influence 
of the source terms is increased, convergence was successfully obtained. In the 
author's view, it can therefore be concluded that the treatment of the inter-phase 
transfer source terms in pamg-multiphase is good in the sense that it does not 
adversely affect the rate of convergence of the solver. This is a benefit compared 
with many segregated solvers. Moreover, in many multiphase flows, source terms 
are dominant so that a good treatment is essential to convergence. 
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5.4.10 Convergence Factors in "Difficult" Flow Regions, 
The solutions of the Navier-Stokes equations are certainly not trivial, even in the 
relatively simpler case of two-dimensional, laminar, steady flows which is the ap- 
plication domain of pamg. Multiphase flows, as demonstrated in the course of this 
chapter, display a far higher level of complexity. We focus here on two multiphase 
flow patterns which appear to be particularly challenging: 
Firstly, there are regions where one phase is driven out. This renders the 
discrete equations badly conditioned, due to the fact that volume fractions 
appear as factors in most of the entries of the local Jacobians. As volume 
fractions for one phase get close to zero, the condition number of the Jacobian 
will greatly increase because it will usually admit small eigenvalues in modulus. 
Overall, pamg-multiphase has proven its ability to handle such "dry-out" 
regions as the example of the T-junction demonstrates. At the T-junction 
outlet, the flow evolves toward a stratified pattern which is well resolved by 
pamg-multiphase (see Section 5.3.2 and Figure 5.154), without degradation 
of the convergence factors on sufficiently coarse grids. This may be a direct 
consequence of using line-searching. 
However, as the grids get finer, volume fraction fields in "dry-out" regions ap- 
proach the limiting values of 0 or 1. In such cases, the potential for generating 
non-physical volume fractions on the fine grids after correction, increases (see 
Section 4.3.3). The corrected volume fractions need to be monitored to ensure 
that only physical values are allowed. In other words, one of the tests (4.44) or 
(4.45) needs to be implemented. As discussed in Section 6.3, the test chosen 
can affect the convergence factors very significantly. 
In the author's opinion, difficulties arising in the correction of the volume frac- 
tions on fine grids explain why on a level 5 uniform grid, the convergence his- 
tory for the T-junction is not as regular as for coarser grids (see Figure 5.155). 
This last convergence history was obtained with the "no-change" strategy (see 
equation 4.45). Some evidence established for adaptive computations indi- 
cates that the "no-change" strategy (equation 4.45) is more robust than the 
"cut-off" strategy (equation 4.44). It was also verified that the solution after 
45 cycles, i. e. just before the convergence singularity, is correct and very close 
to the solution obtained after 80 cycles. 
Secondly, there are regions where the fluids may be recirculating. In some cases, 
the equations for steady flow will be ill-posed. This arises from the fact that it 
may be impossible to fix the proportion of the volume occupied by each phase 
in a recirculation zone since by definition, there is no mass transfer between 
the main flow and the recirculation region 9 
Evidence accumulated during this work suggests that whenever a multiphase 
recirculation occurs, it is often combined with a "dry-out" zone: the recircu- 
'If the numerical diffusion of mass introduced by cell-donor differencing is neglected. 
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lation zones tends to contain only one phase. Physically, it may be possible 
to correctly model the recirculation zone by reverting to a single phase flow 
model and prevent the absent phase from entering the region. In the present 
version of pamg-multiphase, the governing equations are not reformulated in 
recirculation zones. 
There is some evidence that a recirculation zone can in some, but not all, 
cases greatly degrade the performance of the multigrid method. A good model 
'problem is provided by a two-phase flow past a backward-facing step. Two- 
phase flows for small Reynolds numbers (Re Pzý 10) have been successfully 
computed (see Section 5.3.3) and good convergence factors are obtained, as 
Table 5.12 and Figure 5.156 show. 
Grid level Number of Cells Convergence Factors (per work unit) 
to 10-' between 10-5 and 10-6 Global 
2 768 0.9574 0.9413 0.9532 
3 3072 0.9601 0.9753 0.9660 
Table 5.12: Multiphase backward-facing step problem - Comparison of convergence 
factors on level 3 and 4 grids for low Reynolds numbers 
Computations were not successful for larger values of the Reynolds numbers 
(see Figure 5.157 for an example at Re -,, 100). It was first verified that the 
failure was due to the multigrid algorithm rather than the coupled solver. The 
equivalent single grid computation was successful although the convergence 
history was not very regular (see Figure 5.158). Plots of the streamlines (Fig- 
ures 5.159 and 5.160) as well as velocity profiles (Figures 5.161 to 5.165) show 
that the recirculation zone is much larger than for Reynolds numbers of lower 
values. More significantly, both phases have recirculation zones (Figure 5.166). 
In the author's opinion, only this second type of recirculation in which both 
phases recirculate is ill-posed, because there is no means of fixing the vol- 
ume fraction in the smaller recirculation zone. For completeness, the volume 
fraction distribution associated with the back-ward-facing problem at higher 
Reynolds numbers is shown in Figure 5.117. 
Examination of these two difficult flow patterns reveals that apart from issues of 
mathernathernatical well-posedness, parag-multiphase is able to simulate these re- 
gions successfully, at least, for sufficiently coarse grids. Some minor aspects of the 
solution algorithm may require fine-tuning, but the difficult flow regions are not the 
primary cause of the degradation of the multigrid, convergence rates. 
The fact that a multiphase steady state problem is not-well posed when more than 
one phase is recirculating at any given point is, to the best of the author's knowledge, 
a novel type of singularity. When an operator is singular, it cannot be inverted. The 
Fredholm alternative states a solution only exists if certain conditions are met and 
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are then is non-unique. In the context of fluid flow, singularities can fall into three 
categories. 
1. Pressure singularities: in incompressible flows, the pressure is defined with an 
arbitrary additive constant. This is unimportant since only pressure differences 
occur in the discrete equations. 
2. Bifurcations: away from bifurcation points, the solutions are well separated 
and multigrid solvers are usually successful. A good example is provided by 
a single phase viscous flow through a sudden expansion. See for instance 
reference [1]. 
3. Non-separated solutions: in this last case, the solutions are no longer locally 
unique in solution space. There are real, different but close solutions. This 
situation, which appears to prevail for multiphase flows when both phases are 
recirculating at a given point, is much harder to deal with. The fundamental 
reason why the multigrid solver fails while the single grid solver is successful 
is that on different grids, it approximates different, non-equivalent, solutions. 
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Figure 5.154: Two-phase flow through a T-junction - Volume fraction profile along 
the line x=6.5 at different grid levels showing a "dry-out" zone, i. e. a complete 
separation of the flow which is more established at level 5- See page, 123 for the 
geometry of the problem 
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Figure 5.155: Two-phase T-junction problem - Convergence factors for multi-grid 
computations at different levels. See text for details concerning the irregularities in 
the convergence history at level 5 
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Figure 5.156: Multiphase backward-facing step problem (Re, 10 and Re2= 7.5) 
- Convergence history on level 2 and 3 grids showing reasonable grid independence 
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on a level 3 grid for Re, = 100 and Re2 = 75 showing the divergence of the 
pamg-multiphase solver because both phases are recirculating and the problem is therefore ill-posed mathematically 
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Figure 5.159: Multiphase backward-facing step problem at Re, = 100 and Re2 = 75 
- Streamlines for phase 1- Compare with Figure 5.85 
Figure 5.160: Multiphase backward-facing step problem at Re, = 100 and Re2 = 75 
- Streamlines for phase 2- Compare with Figure 5.86 
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Figure 5.161: Multiphase backward-facing step problem - Horizontal velocity pro- 
files (for phase 1) along the line y= -0.5 for high (Re, = 100 and Re2 = 75) and low 
(Re, =- 10, and Re2= 7.5) Reynolds numbers, showing an established recirculation 
region at high Reynolds numbers 
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Figure 5.162: Multiphase backward-facing step problem- Horizontal velocity pro- 
files (for phase 2) along the line y= -0.5 for high (Re, = 100 and RC2= 75) and 
low (Re, = 10 and Re2= 7.5) Reynolds numbers, showing that a recirculation zone 
only occurs at higher Reynolds numbers 
0.95 
0.9 
0.85 
0.8 
0) 
0.75 
0.71, 
0.65 
0.6 
Higher Reynolds' nurrýbers -4-- L ' ower Re nolds numbers 
.......... ............ .................. ................... . ... ... ........................ ......................... ...................... . 
i ................. ........................ .... ............ . .. ........................ ......... ......... .......... .............. ......... .............. ..... . ......... ........... 
. 
.................... . ............... ........................ ............... . ....... ..................... ............... . ....... ...................... .1.................. .. .......... .... ................ . .... . 
. ...................... ....... .......... .................. . .................. ... . ...... ............. .......... ......... ............... ......................... ................ . ........ 
....................... ............ ....... . ........................ 
I ........................ ........................ .... .................. .......................................... ......................... ... ........................ . .: 
. ................ ................ ..... 
............. ......... . .......... t-Nk ....... . ... .... .... ............... t........... ......... . 
Nil. 
... . ........ . 
V. QU 
3456789 110 11 
Ho6zontal distance 
Figure 5.163: Multiphase backward-facing step problem - Volum6'fraction - profiles 
(for phase 1) along the line y= -0.5 for high (Re, = 100 and Re2= 75) and low 
(Re, = 10 and Re2 = 7-5) Reynolds numbers, showing an established single phase 
regions behind the step at high Reynolds number 
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Figure 5.164: Multiphase backward-facing step problem - Horizontal velocity pro- 
files (for phase 1) along the line x=3.5 for high (Re, = 100 and Re2 = 75) and low 
(Re, = 10 and Re2 = 7-5) Reynolds numbers, showing an established recirculation 
region at high Reynolds numbers 
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Figure 5.165: Multiphase backward-facing step problem - Volume fraction profiles (for phase 1) along the line x=3.5 for high (Re, = 100 and Re2 = 75) and low 
(Re, = 10 and Re2 = 7.5) Reynolds numbers7 showing in the top-left corner, a 
recirculating region where both phases are present 
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Figure 5.166: Multiphase backward-facing step problem - Horizontal velocity pro- 
files (for both phases) along the line x=3.5 for high Reynolds numbers (Re, = 100 
and Re2 = 75), showing the presence of two recirculation zones up to y- -0.5 
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5.4.11, Some Experiments on Reynolds Numbers Effects 
For single phase flows, as the Reynolds 'number gets smaller, the Navier-Stokes 
equations become increasingly near linear as the diffusive terms gradually dominate 
over the convective terms. -Consequently, multigrid algorithms converge 
faster. This 
indicates that multigrid methods are very good solvers for linear elliptic problems. 
For multiphase flows, by contrast, an increasing body of evidence suggests that as the 
Reynolds numbers become smaller, the pamg-multiphase multigrid solver converges 
more slowly. In this section, we first present evidence to that effect and then discuss 
the cause. During the course of this project, a large number of experiments have been 
conducted, relating to the simulation of multiphase flow at low Reynolds numbers 
(Re - 1). These are not reported in full as it has proved very difficult to organise 
the observations and draw solid conclusions. 
Consider first the two-phase channel flow: numerical simulations have been carried 
out for a range of Reynolds numbers on the same computational domain as before 
(i. e. I= 3d). The values chosen were Re = 1, Re = 10, Re = 100 and Re = 500 
and the results are shown 
- 
in Figures 5.167 to 5.172. Cases Re =1 and Re = 10 
suggest that there is a state where the two phases are in equilibrium and the flow 
can be considered to be fully developed. However, it immediately, appears that as 
the pressure gradient tends toward zero,, the length of pipe necessary to reach this 
equilibrium increases: for Re = 100 and Re = 500, the flow is clearly not fully 
developed at the outlet. For these last two cases, large errors may therefore be 
introduced at the outlet by the application of Neumann boundary conditions. This 
has implications for the convergence factors and the question is examined in Section 
5.4.12. 
Figure 5.173 shows the convergence history for multigrid comPutations on a level 5 
grid. It clearly'appears that as the diffusive effects dominate the solution, conver- 
gence factors are greatly degraded. We make two main observations: 
Firstly, a comparison of the solutions fýr Re =, '10 and'Pe 100 indicates that 
the plateau phase is'connected with diffusive effects - the more dominant the diffusive forces, the longer the plateau. 
0 Secondly, obtaining convergence for the case Re =1 has proved very difficult. 
In particular, second order interpolation (Section 5.4.8) for the fine grid volume 
fraction corrections, which was used for the, results reported in Figure 5.173, 
has proved unstable. The solution profiles shown here for Re =1 were obtained 
with an approximate prolongation procedure at the boundaries 10 (see Figure 
5.174 for the associated convergence history). The inaccuracy in the transfer 
operators does not have an effect on the solution for the finest grid since only 
uniform grids are used. 
"This procedure consists of prolongating the volume fraction corrections using equations 4.25 
to 4.28 everywhere, even near walls where they should be modified. 
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The cause of'the'low Reynolds number instability has"not yet"been fully es- 
tablished. However, evidence accumulated during the course of this study 
consistently indicates that the solver performs less well when diffusion effects 
are important. Four hypotheses can be formulated to explain this effect: 
1. The physics of the system is more complicated than in the single phase 
case. At small Reynolds numbers, the multiphase equations do not be- 
come more linear. Actually, as 
' 
the pressure gradient increases, so does 
this aspect of inter-phase coupling. Also we have: 
V. (rv 0v- rT) 
r Vp. 
p 
At Re - 1, convective effects are of the same order as diffusive effects. 
Furthermore, the problem is non-linear in the volume fractions and cou- 
pled. 
2. As the flow becomes more fully separated, the local Jacobian may become 
more ill-conditioned when the volume fractions approach their limiting 
values of 0 and 1. This would particularly appear on fine grids (see 
Section 5.4.13). 
3, The diffusive terms in the quasi-Newton solvers are causing difficulties. 
This is a cell-Reynolds number effect (as opposed to a Reynolds number 
effect). Figure 5.175, which shows the convergence histories for the case 
Re =1 on uniform grids for different grid spacing, provides good evidence 
that the lack of stability is a fine grid effect. Furthermore, it, was verified 
that the single grid solver suffers from the same limitations (see Figure 
5.176). In this last case, the appearance of oscillations for both Re = 
1 and Re = 100 contrasts sharply with the very smooth convergence 
patterns observed on coarser grids (see Figure 5.119) and confirms our 
hypothesis that the relevant parameter is the cell-Reynolds number. 
4. The lack of convergence at low Reynolds numbers and the plateau phase 
at higher Reynolds numbers may be due to the same cause. In Section 
5.4.13, we present evidence that the plateau phase is caused by cross 
derivative terms appearing in the diffusion flux. However, it was observed 
that at low Reynolds numbers the computations were not made more 
stable if the partial stress tensor flux was used. 
Next, we -consider a two-phase flow through the same T-junction as in -Section 5.3.2 
but at lower Reynolds numbers. It has been established above that, for higher 
Reynolds numbers, the multigrid algorithm performs very well for the T-junction 
problem. If our basic hypothesis that the degradation of performance for the channel 
flow is governed by diffusive (multiphase) effects is correct, then similar symptoms 
should appear for the T-junctions at lower Reynolds numbers since diffusive effects 
will be more important. 
The physical properties of the fluids are as follows ": 
"As before, the Reynolds number is based on the width of the channel. 
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D- 
Ituynolds Number viscosity density 
Re, = 10.0 p, = 0.1 P, = 1.0 
Re2 = 7.5 /42 = 0.066 P2 = 0.5 
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As expected, the diffusion is increased and in particular, the stratification process 
of the flow is less marked at the outlet, as Figure 5.177 shows. Figure 5.178 shows 
the convergence history for grids at levels 3 and 4. At lower Reynolds numbers and 
on sufficiently fine grids, it can clearly be seen that a grid dependent plateau phase 
occurs (see also Table 5.13). The convergence history, particularly on the level 4 
grid, is now very similar to those observed for the multiphase channel flow. 
Grid level Average convergence factors 
to 10-' betweenjo-3 and 10-6 globally 
3 0.9714 0.9518 0.9625 
4 0.9715 0.9825 0.9788 
Table 5.13: Multigrid convergence factors for the two phase flow through a T- 
junction, at lower, Reynolds numbers 
In this section, we have established the fact that multiphase diffusive effects play 
an important role in determining the convergence pattern of the multigrid solver. 
Some of the issues raised here, namely the connection between the plateau phase 
and the diffusive tensor, will be examined and resolved in Sections 5.4.13 and 5.4.14. 
Other issues, in particular the lack of convergence for very low Reynolds number 
channel flow, are still not completely understood. However, we have proposed several 
hypotheses which could be investigated in future. 
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5.4.12 Two-Phase Flow through a Longer Channel - Effect 
ti of Outlet Boundary Condii ions 
The solution profiles shown in the previous section indicate that at Re = 100, the 
two-phase flow in a channel re'quires more than three channel widths to separate. It 
is relevant to ask whether the convergence discrepancies reported in Section 5.4.2 
are related to the error introduced by applying Neumann-type boundary conditions 
at the outlet on a still- separating flow. 
The two phase channel flow problem was solved over the region 0<x< 12. The 
solution is illustrated by Figures 5.181 and 5.182. It is clear that at x= 12, the 
flow has not reached a developed pattern yet as one phase is still being accelerated 
relative to the other. However, the solution for 0<x<3 is very close to the 
solution obtained for the shorter computational domain (Figures 5.183 to 5.185). 
Errors associated with the boundary conditions applied at the outlet do not seem 
to play an important part in determining the solution. 
It has also been observed that the convergence factors for finer grids are certainly not 
improved (see Figure 5.186). Compared with Figure 5.124 which was obtained from 
identical calculations, except for the geometry, the plateau phase is greatly extended. 
These results suggest that the dominant errors occur in the neighbourhood of solid 
walls. The plateau phase appears to be due to these errors not being eliminated 
efficiently by the multigrid procedure. 
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5.4.13. Effect of Different Formulations of the Stress Tensor 
Flux 
For multiphase flows as well as single phase flows, a constitutive relationship be- 
tween the diffusive stress tensor in the momentum equation and the flow variables is 
required to close the governing conservation laws., For the present thesis, a standard 
expression has been chosen " -. - 
_rT 
= /. ir(Vv + (VV)T). 
In Section 3.3.21 this constitutive relationship is discussed ý at length. In particular, 
it is shown that, diffusive flux V. (rT) involves the cross derivative terms: 
M( -2- 
r 0' ). ay ex 
0 ra' Ux- ay 
(5.1) 
These "extra" diffusive terms further couple the momentum equations together and 
are analogous to hyperbolic operators. In Section 3.3.2, it is shown that they are as- 
sociated with spatial variations of the volume fraction. When r is constant through- 
out the domain, they drop from the momentum equations and the usual single phase 
diffusive operator for Newtonian fluids: 
UXX + Utitt 
VXX 
+ vyy 
is recovered. 
It, is well known [89] that multi-grid methods are less efficient when applied to 
hyperbolic equations compared with elliptic problems. The, root cause is referred 
to as "strong alignment" by Brandt (see for instance [10]). That is, the problem 
becomes locally one-dimensional and aligned with the grid so that equations in the 
transverse direction(s) are decoupled, precluding the removal of errors by relaxation. 
Convergence is often achieved but is dependent on the propagation of boundary data 
which is highly grid dependent. As a result, grid independent convergence factors 
are seldom observed. 
It is therefore tempting to formulate the hypothesis that the loss of efficiency as the 
grid becomes finer is due to the multiphase cross derivative "hyperbolic-like" terms 
in the momentum equations. 
Four arguments can be given. in support of such a conjecture: 
1. In Section 5.4.11, we have shown that the convergence factors of the multigrid 
method are degraded as the Reynolds number diminishes (see Figure 5.173). 
"The subscripts denoting the phases are dropped for clarity in the next two sections. 
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This isý'atypical'of multigrid methods in particular "and, fluid' flow simulation 
in general. For single phase flows, as the Reynolds number tends to zero, the 
convective terms affect the solution far less, the problem becomes increasingly 
linear and the measure of discrete ellipticity, rises. As a result multigrid 
methods perform very well. 
Furthermore, at a given Reynolds number, when grids are refined slower con- 
vergence factors are observed (Figure 5.175). In such cases, the discretisation 
of V. (rT) increasingly dominates over the convective terms. 
The combination of these two effects indicates that the discretisation of V. (rT) 
is at least partly to blame for the slow convergence observed in some phases 
of the multigrid computations. 
2. The solution of the channel flow problem contains regions where the volume 
fractions vary strongly near solid walls (see Figures 5.33 and 5.114). These 
are regions where the hyperbolic-like terms will take large values. 
3. When the length of the computational domain is increased (Section 5.4.12), 
the plateau phase becomes significantly larger (Figure 5.186). This suggests 
that the dominating errors during this phase. are associated with solid walls, 
i. e. locations where extra-diffusive terms may take large values. 
4. In more complex problems, such as a two-phase flow through a. T-junction 
(see Section 5.3.2), results are more grid independent (see Table 5.7). In 
such problems, the errors are concentrated in regions where the flow changes 
significantly, as opposed to the channel flow problem where the solution is 
determined to a large extent by boundary and/or multiphase effects. The 
pattern of grid refinement (see Figures 6.54 and 6.57) confirms that the error 
distributions are very different in the two problems. In regions where the flow 
changes rapidly in space, all differential terms are important so that the relative 
effect of the hyperbolic-like terms diminishes. Furthermore, we have seen in 
Section 5.4-11 that for lower Reynolds numbers, the convergence history of the 
two-phase T-junction problem, on sufficiently fine grids, becomes qualitatively 
similar to those of the channel flow problem. ' 
Our hypothesis was tested by simply turning off the extra terms and replacing: 
2 (r T- F Y 
(r 2,; -2- 
a+ 
V) + ey (5-2) V. (rT) = it + 
i9y 
Ox ft .. 
(ru )+2-2- IV 
i9y i9y i9y 
au 
by: 
2U 
Ox Ox Oy ay V. (rT) a av +a8, 
(5.3) 
TX ex ay ay 
'9 
r+2 rau 
in the momentum equations. The fluxes defined by equations 5.2 and 5.3 are referred 
to as the full and partial tensor fluxes respectively. In places, the word flux may be 
dropped where no ambiguity exists. 
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Partial diffusion Full diffusion 
Grid level Global Asymptotic Global Asymptotic 
2 0.9107 0.9018 0.9004 0.8987 
3 0.9230 0.9145 0.9141 0.9031 
4 0.9358 0.9115 0.9417 0.9232 
5 0.9517 0.9322 0.9636 0.9520 
Table 5.14: Multiphase channel flow problem - Comparison of global and asYmptotic 
convergence factors for computations on different finest levels for equations with full 
and partial stress tensor flux V. (rT) and for Re = 100 
Flow solutions for the channel problem (with Re, = 100 and Re2 =100) are shown 
in Figures 5.187 to 5.195. It clearly appears that the extra terms have a diffusive 
effect on the volume fraction (compare Figures 5.195 and 5.196). This last figure, 
which shows the variation of the volume fraction across the channel for different 
grid levels, shows that the evolution towards the annular flow pattern is faster if the 
extra terms are not included since the phases will separate faster. 
We will now consider the convergence history. It can be concluded that the slow 
multi-grid convergence factors during the "plateau" phase can indeed be attributed 
to the presence of extr 
,a 
terms in the stress tensor flux (compare Figure 5.197 with 
Figure 5.198 and Figure 5.199 with 5.124). We also observe that on fine' grids, 
the degradation of the convergence factors for very low residuals (see page 202) is 
removed when the extra diffusive terms are turned off. 
Asymptotic convergence factors are also much more grid independent (see'Table 
5.14) except for grid 5 where the conditioning is very significantly worse than' on 
level 4 (see Table 5.15) ". These condition numbers should be compared with those 
observed when the full diffusion tensor is used. On a level 5 grid, these are of the 
order of 104 for both the average and maximum values. 
It should be noted that'on coarse grids the: effect'of the extra diffusive terms is 
far less noticeable: compare Figures 5.200 and 5.201 with 5.202 and 5.203. Again, 
this is'not surprising since on coarser grids, numerical diffusion (either from hybrid 
diffe're'ncing in the'momentum equations or cell-donor differencing in the continuity 
equations) becomes dominant over the physical diffusion. 
A similar set of experiments was performed on the T-junction problem. Figures 
5.204 to 5.208 'show the solution obtained. It can -clearly be seen that the only 
quantities significantly affected are the volume fractions. If the partial tensor is 
chosen, volume fraction fronts are significantly sharper (Figure 5.208 in particular) 
than if the full tensor is chosen. Again this is consistent with the interpretation 
of the extra tensor term being large where there is spatial variation of the volume 
"The maximum condition numbers reported in Table 5.15 occur near the walls where the flow 
is most separated. 
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Finest grid 
Grid level 
Level 5 
Average Maximum 
level 4 
Average maximum 
1 7.0 x 10, 7.2 x 101 7.1 X 10, 7.3 x 10, 
2 1.7 x 10' 2.5 x 10' 1.5 X 102 1.6 x 102 
3 6.3 x 102 3.5 X 103 3.0 X 102 3.7 x 102 
4 5.8 x 103 1.3 x 10' 6.1 X 102 1.7 x103 
5 8.4 x 10' 5.1 X 106 
Table 5.15: Comparison of the average and maximurn condition numbers of the 
Newton correction systems on different gri'd levels, and for computations on different 
finest levels, with the partial stress tensor flux V. (rT) 
at Re = 100. 
fraction. 
Figure 5.209 shows the convergence history for both formulations of the stress tensor 
flux. It is very interesting to note that far from improving the convergence factors, 
the choice of the partial tensor significantly slows convergence for low residuals. 
When the residuals are large, the convergences rates for both formulations are of 
a very similar level. This indicates that in keeping with the basic hypothesis of 
this section, the cross derivative terms do not play the same role in this problem 
as for the two-phase channel flow problem. They do not slow convergence down 
because they are dominated by other terms and actually have a beneficial effect on 
performance by diffusing the volume fraction more. 
In this section we have established that for simple problems where multiphase dif- 
fusive effects dominate, the formulation of the diffusive flux V. (rT) has a critical 
effect on convergence. The stress tensor chosen for the present work, 
rT = pr(Vv + (Vv) 
T, 
is a standard expression. In the momentum equations, it introduces hyperbolic-like 
cross derivative terms which are proportional to the spatial variation of the volume 
fractions. These terms are responsible for the degradation of the multigrid conver- 
gence factors both for high and low residuals. They are diffusive but we remark 
that for the channel flow, the variation of the volume ' 
fractions are strongly one- 
dimensional and aligned with the computational grid. This may therefore be a case 
of strong-alignment. With the partial formulation of the diffusive flux, the asymp- 
tOtic convergence factors can be grid independent but global convergence factors are 
not. This is due to the behaviour of the solution algorithm for higher residuals and 
can be attributed to the grid adjustments made necessary by the non-linearity of 
the governing equations. 
However, we also note that another adverse diffusive appears to be at Play in this 
complex problem (see Section 5.4.11). In particular, verification computations were 
attempted for channel flows at lower Reynolds numbers with the partial formulation 
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of the stress tensor. These computations diverged. The extra-diffusive terms are 
therefore an important stabilising factor, a fact confirmed by computation on the 
T-junction problem. 
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Figure 5.199: Two-phase channel flow - Comparison of the convergence histories for 
the partial diffusion model at different grid levels 
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Figure 5.201: Two-phase channel flow - Comparison of the convergence histories for 
different formulations of the viscous shear stress tensor flux V. (rT) on a level 3 grid 
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In Section 5.4.13, it has'been shown that in the case of a two phase flow, cross 
derivative terms can have a very detrimental effect on convergence factors and grid 
independence. In this section, the aim is to illustrate the fact that the same terms 
also affect convergence factors for single phase flows. 
Firstly, a pseudo-two-phase entry flow is considered on the computational domain 
shown in Figures 5.1 and 5.3. The two phases have the same physical properties: 
Reynolds Number Viscosity Density 
Re, = 100 p, = 0.01 P, = 1.0 
Re2 = 100 P2 = 0-01 P2 = 1-0 
The same boundary conditions are, applied for each phase (see Section 4.3.4). The 
initial guesses are as follows: u' U1s, j+1/2 "' 
2 -= 1 V! 2 213 i+1/2, j =ý 
07 
i+1/2, j - ": Vi, j+ 1 /2 ý01P! 
p,? j -0 rili = rj2, = 0.5. Appendix B gives solution profiles for different grids. 93 1 10.7 I, j 
For this problem, the solution field for the volume fractions are uniform: 
ri (x, y) ---z r2 (X i Y) = 
Hence, the extra-diffusive terms cancel out by virtue of the continuity equation and 
when the iteration has converged, the partial and full formulations of the stress tensor 
flux are equivalent to each other. In the context of true single phase computations, 
where the volume fractions are fixed to the value 1, the partial formulation is referred 
to as the simplified formulation. This is to emphasise the fact that it results from 
an analytical simplification of the partial differential equations. 
For. pseudo-multiphase flows, the two formulations are not numerically equivalent. 
Since the initial guesses for each phase are different, the computation of the solution 
actually involves non-zero corrections on the volume fraction field. Therefore, the 
terms (5.1) are not, identically zero. during the, course of the computations. It is 
verified (Figures 5.210 to 5.212) (a) that the solutions are very close to each other 
and (b) that they are consistent with the single phase flow solutions. The fact that 
the differential equations are equivalent does not imply that the discrete equations 
are. Indeed, very small differences in the solution flow may be observed (see Table 
5.16). - The proximity of the solutions seems to indicate that the extra terms in the 
viscous tensor have been correctly implemented. 
Here, it is the convergence factors which are of interest. Figure 5.213 clearly shows 
that the adoption, of the partial stress tensor results in faster asymptotic convergence factors (see Table 5.17). In particular, it is clear that with the simplified formulation 
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System of equations Maximum vertical velocity 
Single phase (Simplified tensor) 0.165365 
Multi phase (Full tensor) 0.165365 
Multi phase (Partial tensor) 0.164197 
Table 5.16: Comparison of the maximum modulus of the vertical velocity for phase 
1 along the line x=0.15 on level 4 grids, for different system of equations 
System of equations Asymptotic convergence factor 
Single phase (simplified tensor) 0.8369 
Multi-phase (Full tensor) 0.8501 
Multi-phase (Partial tensor) 0.8369 
Table 5.17: Asymptotic convergence factor for the single phase entry flow problem 
on level 4 grids - Comparison of different system of equations. 
of the stress tensor flux, the multigrid convergence factors do not deteriorate as the 
residuals get smaller. 
Secondly, a pseudo- multiphase (parabolic) flow through a channel is considered. 
Both phases are assumed to have the same physical properties (see Section 5.2.1) 
but here again different initial guesses are set. Convergence histories for different 
grid levels and for the partial form of ' 
the, stress tensor are shown in Figure 5.214. 
This should be compared with Figure 5.215 which refers to the full formulation of 
the diffusive flux. For fine grids, the simplified flux leads to improved and more grid- 
independent convergence factors, as was the case for the pseudo two-phase entry flow 
problem. Table 5.18 gives the asymptotic convergence factors: 
Grid level Full tensor Partial tensor 
2 0.8977 0.9078 
3 0.8818 0.8818 
4 0.8554 0.8452 
5 0.8603 0.8416 
Table 5.18: Pseudo-two-phase (parabolic) channel flow problem - Comparison of 
asymptotic convergence factors for different formulations of the stress tensor flux 
V. (rT) 
This experiment also establishes the fact that the effects of cross derivative terms 
are not specific to an entry flow but rather seem to be a general phenomenon. 
Finally, a true single phase channel flow is considered. Figure 5.130 and 5.216 
show the convergence history on different grid levels for the full and partial diffusive 
fluxes respectively. Asymptotic convergence factors are improved if the simplified 
formulation is used (see Table 5.19) and the benefit is more significant for fine grids. 
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Since the degradation of the convergence factors for finer grids is also observed for 
true single phase flows (for which the magnitude of the terms (5.1) should always 
be small because'the volume fraction is not allowed to change), it is likely that the 
terms associated with the discretisation of (5.1) in the discrete Jacobians play at 
least a secondary role in the degradation of the multigrid convergence factors. 
Grid level Full tensor Simplified tensor 
3 0.8817 0.8771 
5 0.8603 0.8189 
Table 5.19: Single phase channel flow problem - Comparison of asymptotic conver- 
gence factors for different formulations of the diffusive flux 
The single phase results were obtained with the automatic differentiation Jacobians 
and the Newton corrections were under-relaxed by taking A, = 0.6. If the automatic 
differentiation Jacobian is used, under-relaxation is necessary on fine grids to obtain 
reasonably grid independent convergence factors. This was discussed in Section 
5.4.4. In Section 5.4.6, it is also shown that under-relaxation is needed for multiphase 
flows. It has been verified that the choice of the partial formulation for the stress 
tensor flux over the full formulation does not remove the need for under-relaxing 
the Newton correction if the automatic Jacobian is used. The need to add under- 
relaxation on fine grids arises from another reason. 
In Section 5.4-13, we have established that the cross derivative terms which appear 
in the multiphase diffusive flux are responsible for the degradation of multigrid 
convergence factors. They are primarily associated with spatial variations of the 
volume fractions. By considering the case of pseudo multiphase and true single phase 
flows, in this section, it was possible to prove that the cross derivative terms further 
affect the convergence factors because the corresponding terms in the Jacobians 
affect the quality of the relaxation provided by the quasi-Newton solver. These 
terms are responsible for some of the discrepancies in convergence recorded between 
parag and paing-multiphase. Furthermore, the results presented in this section 
confirm that the performance of the quasi-Newton solver is strongly dependent on 
the detail of the approximation of the Jacobians. 
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In this chapter, we have investigated the accuracy and efficiency of the pamg-multiphase 
solution algorithm, which is based on a local quasi-Newton coupled multigrid ap- 
proach. Although our solver builds on the single-phase code parag, it incorporates 
a large number of novel elements, as described in Chapter Four, which are neces- 
sary to successfully handle the increased mathematical complexity of the governing 
equations for multiphase flows. The main algorithmic developments are as follows: 
9 the use of upwind interpolation in the continuity equations; 
the use of automatic differentiation to obtain accurate expressions for the 
Jacoblans matrices which are required by our local quasi-Newton single grid 
solver; 
the use of line-searching to remedy the non-linearities and ensure that the 
solutions satisfy the constraints of realisability. 
The main conclusions which can be drawn are as follows: 
9 The pamg-multiphase implementation of the discretised equations 3.89 to 
3.92 derived in Section 3.3 has been validated by: 
1. Comparing the solutions for a range of important test cases with those 
provided by a commercial CFD code, CFX 4.1. CFX 4.1 solves the same 
differential equations, but on a different type of grid and with a different, 
segregated, solution algorithm. Where applicable, the solutions have also 
been compared with those provided by the single phase solver pamg. 
2. Establishing the degree of grid independence of the pamg-multiphase 
solutions. 
Both tests have given essentially positive results so that the pamg-multiphase 
implementation can be considered to be correct. 
0 The quasi-Newton solver approach in general yields a good quality smoother, 
although line-searching and under relaxation on fine grids are sometimes nec- 
essary. This is not surprising since (i) the system of equations is strongly 
non-linear and (ii) line-searching allows the elimination of physically non- 
realisable solutions. We have also established that the performance of the 
solver is strongly dependent on the quality of the approximation for the lo- 
cal Jacobians. In the case of multiphase flows, very accurate expressions are 
needed to handle the strong non-linear coupling between the flow variables. 
In this respect, the use of automatic differentiation has been invaluable, as it 
has greatly simplified the development of the software. 
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A FAS multigrid method built around the quasi-Newton solver coupled solver 
can be successfully applied to complex multiphase flows, such as the flow 
through, a T-junction. Very good speed-ups have been observed when com- 
pared with the equivalent single grid computations. In terms of the number of 
fine grid iterations, it was also shown that pamg-multiphase can perform sig- 
nificantly- better than a commercial CFD code based on the IPSA segregated 
solver. 
0 Complex multiphase flows can be. efficiently simulated using a quasi-Newton 
coupled multigrid approach. In particular, the ability of the method to handle 
"dry-out". regions where a phase is almost absent has been demonstrated, at 
least for coarse grids. This is despite the fact that when the volume fraction for 
one phase approaches zero, the local Jacobians become badly conditioned since 
the volume fraction appears as a factor in most entries. As grids become finer, 
computations on adaptive grids show that the potential for generating non- 
physical corrections of the volume fraction in such "dry-out" zones increases. 
It is therefore' important to implement tests which ensure that the volume 
fraction corrections are always physical, but convergence rates can be affected 
to a small extent. Furthermore, 
, 
the bad-conditioning of the'local Jacobian 
worsens on finer, grids. One solution may be to reformulate the, governing 
equations. 
0 Recirculation, zones are another difficult flow pattern., There are indications 
'that in certain cases, 'such problems are not well-posed in the steady case. 
When only one phase is recirculating, the steady problem is well-posed and 
the multigrid solver is successful. When both phases are recirculating in the 
same region, the problem is mathematically ill-posed and the multigrid solver 
tends to diverge. By contrast, computations are still possible with the single 
grid solver. 
This suggests that the divergence of the multigrid method does indeed have 
a mathematical origin which affects the, multigrid transfers. This is consis- 
tent with our hypothesis that the problem is ill-posed: different solutions are 
approximated on different grids. 
0 We have observed very good multigrid acceleration , 
but convergence factors 
are not always grid-independent, particularly for simpler problems where mul- 
tiphase effects dominate the solution. Our multiphase solver, unlike the single 
phase pamg solver, is' therefore not optimal order-wise. The consequences of 
this fact need to beput in perspective: multigrid procedures'are still very 
efficient and provide a large degree of robustness. In contrast to segregated 
solvers, the convergence of the pamg-multiphase solver does not depend on 
the quality of the initial estimate. 
We have investigated in detail various hypotheses to explain the dependence 
of the convergence factor on the grid size. The situation is quite complex (as 
would be expected from the nature of the operator); our main conclusions are: 
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1. The equations are'highly non-linear. Although'FAS is'directly applicable 
to non-linear problems, the degree to which the multi-fluid equations are 
non-linear is important: the discrete operators can have different charac- 
teristics on different grids. The fact that the volume fraction fields are 
sensitive to the grid size is an indication that this is indeed the case. 
Hence, it will require time for the solutions on different grids to "ad- 
just" to each other (via the defect). Moreover (and unusually) operators 
also need to adjust (through the solution estimate). In the single phase 
case, this happens quickly. It can be said with confidence that the non- 
optimality of the multigrid procedure reflects the difficulty of the problem. 
Ilowever, the non-linearities do not preclude the successful application of 
FAS. 
2. The system of equations being solved contain terms which hinder the per- 
formance of multigrid solvers. The chief difficulties observed are linked 
with the diffusive fluxes V. (rT) in the momentum equations (see Sec- 
tion 3.3.2). For the constitutive 
, 
relationship used in this, study, V. (rT) 
contains cross-derivative terms which are non-zero if there are spatial 
variations of the volume fractions. These terms are "hyperbolic-like" and 
cannot be handled well by multigrid methods. We have given evidence to 
suggest that this might be a case of strong-alignment (in channel flows! ). 
In problems where the dominant errors are due to the geometry of the 
, 
flow, such as a two-phase flow through a T-junction, the effect of these 
terms remains largely hidden if the cell-Reynolds number is large enough 
and good grid independent (asymptotic) convergence factors have been 
observed. If the problem is simpler, such as the channel flow, the cross 
derivatives are more significant and have been shown to be responsible 
for degraded convergence factors both at large and small values of the 
residuals. When the cross derivative terms are ignored, grid independent 
asymptotic convergence rates are indeed observed. The grid dependent is 
then confined to higher residuals and can be attributed, with confidence, 
to the non-linearity of the equations. 
3. A large body of evidence accumulated during this project indicates that 
the pamg-multiphase solver is less efficient for low cell-Reynolds num- 
bers. It was also observed that for very diffusive flows, convergence is 
harder to achieve. This does not appear to be confined to the multigrid 
algorithm as single grid, computations also encounter difficulties. Al- 
though some hypotheses have been formulated, so far it has not been 
possible to isolate the root cause of this Phenomenon. 
Essentially, we conclude the pamg-multiphase solver has been shown to be cor- 
rect, robust and (intrinsically) fast. Convergence does not strongly depend on the 
quality of the initial guess and is many times faster than for equivalent single grid 
calculations. Approximate comparisons with segregated solvers also indicate that 
pamg-multiphase is more efficient (at least in terms of the number of iterations 
required to achieve a certain accuracy). Furthermore, as the problem being solved 
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is very difficult and its solutions can have widely differing characteristics, fine tuning 
of certain elements in the algorithm is necessary for optimal performance. 
We now focus our attention on adaptive computations which introduce further com- 
plications to the algorithms but allow large savings in computational cost, together 
with the possibility of controlling errors automatically. 
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Chapter 6 
pamg-multiphase Computations on 
Adapt ive'Grids: 'Accuracy and 
Benefits 
6.1 Introduction 
In many flows, the solution is very strongly influenced by essentially local phenom- 
ena, which often require fine grids to be properly resolved. Uniform, fine grids are 
computationally very expensive and an adaptive code, which automatically refines 
the computational grid in regions where it is sensible to do so (e. g. in regions of 
high truncation errors) is very beneficial in terms of performance as well as accu- 
racy and robustness. The fact that grid refinement is automatic is a very important 
feature since it reduces the need for expertise and physical insight at the stage of 
grid generation. 
Here again, the single phase solver pamg, which is our starting point has been proved 
to be a good adaptive code [12] and an important goal for this research was to 
incorporate similar capabilities for adaption in pamg-multiphase. 
Refinement algorithms for both solvers are described in Sections 4.2.4 and 4.3.5. 
We note that our implementation of adaption is closely connected to the FAS multi- 
rid procedure (see Section 2.5'. 8). This chapter presents the results of multiphase 
simulations on adaptive grids and assesses the benefits of adaption. 
In the author's opinion, the question of error estimation has largely been settled by 
single-phase studies. A basic assumption was therefore that the defect computed by 
the FAS multigrid algorithm was a good refinement indicator for multiphase as well 
as single phase flows. This assumption is verified by the results obtained. The basic 
data structures developed for the single phase code parag have also been retained. 
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Their extension to handle multiphase flows required careful thought (see Section 
4.4) but did not pose any real difficulty in theory. 
The main issue that needs to be faced when implementing adaption is that of the 
mass flux conservation across grid interfaces (see Section 2.6). The good perfor- 
mance recorded with pamg is partly due to an intelligent choice for the multigrid 
prolongation operator which conserves mass fluxes while being second order accu'- 
rate (see Section 4.2.2). It is significantly harder, but not impossible, to design 
conservative interpolation procedures for multiphase flows and such a procedure, 
which again we believe to be original, is described in Section 4.3.3. It is based on 
explicitly transferring mass fluxes instead of the velocities. 11 t 
First, we consider the accuracy of the refinement algorithm. Conservative and non- 
conservative interpolations are compared. It is concluded that: - 
* Non-conservative grid transfers do not necessarily prevent convergence; 
* The errors associated with the non-conservation of mass are usually small; 
Non-conservative grid transfers are preferable to the conservative alternatives 
since the conditioning of the latter is worse in "dry-out" regions. 
Secondly, results are given for adaptive computations for both the two-phase channel 
flow and two-phase T-junction problems, using the non-conservative transfers, and 
lead to the conclusion that the refinement algorithm is: 
e Accurate: the solutions are close to those obtained on uniform grids 
Robust: the pattern of grid refinement is correct in the sense that refinement 
is never performed where it would be inaccurate 
Finally, we assess the saving in terms of computational costs which adaption allows 
compared with computations on uniform grids. The two criteria considered are 
traditional: computing time and memory. Not surprisingly, the benefits of adaption 
are shown to be very significant indeed. 
6.2 Adaptive Computation of the Two-Phase Chan- 
nel Flow Problem 
The two phase channel flow problem described in Section 5.3.1, is considered again 
but we now wish to obtain a solution on composite instead of uniform grids, using 
the refinement algorithm described in Section 4.2.4. 
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We use this problem as our model problem for analysing the behaviour of the refine- 
ment algorithm. Results for the more complex T-junction problem are then given to 
confirm the conclusions established for the channel flow problem. Firstly, the merits 
of transfer procedures which conserve mass across grid boundaries are ascertained 
with respect to those which do not'. Comparisons are made on uniform as well as 
composite grids. 
Some results on composite grids with an increasing number of levels are then pre- 
sented. We illustrate the well known fact that the initial uniform grid should be 
fine enough--for the features of the flow to be visible. We then show that provided 
this last condition is met, computations on adaptive grids are as accurate as the 
equivalent computations on uniform grids. 
6.2.1 Effect of the Different nansfer Procedures on Uni- 
form Grids 
The transfer procedures should not affect the solution on uniform grids and this has 
been verified. See Figures 6.1 and 6.2 for an illustration of identical solutions on a 
level 3 grid. . 
However, convergence rates may be affected because the transfer operators introduce 
interpolation errors which need to be eliminated by the relaxation procedure. It has 
been consistently observed that the non-conservative formulation provides slightly 
better convergence rates than the conservative procedure on uniform grids (Figure 
6.3 gives an example). 
1The different options for transfer operators between grids are described in Section 4.3.3 and 
the associated formulae can be found there. 
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6.2.2 Adaptive A(293) Results 
In this section, some results obtained for an A(2,3) computation 2of the multiphase 
channel flow problem are presented. The goal is mainly to illustrate the point that 
adaption is not fool-proof and requires a reasonably representative approximation 
of the solution on a uniform grid in order to proceed efficiently. This is not new but 
still deserves to be borne in mind. 
In this test case, the solution on the uniform grid at level 2 is refined locally to level 3. 
Figures 6.49 and 6.50 show the adaptive grids produced by the refinement algorithm 
for the two different sets of transfer operators, conservative and non-conservative. 
The solution obtained on these composite grids exhibits jumps at some, but not all, 
interfaces between grids (see Figures 6.4 and 6.5). 
This phenomenon does not come as a surprise since in Section 5.3.1, we saw that 
for uniform grids, the solution at level 2 is significantly different from the solution 
at level 3. In regions where the solution is more grid independent at grid interfaces, 
the solution on composite grids is of much better quality as jumps are not readily 
distinguishable (see Figures 6.7 and 6.8) It is also important to note that conservative 
transfers do not change the situation in any way. The jumps are not connected with 
inaccuracy at the interfaces between grids but rather indicate that grid refinement 
is performed at the wrong places, i. e. places where the solution is changing rapidly. 
The convergence histories for both types of interpolation are shown in Figure 6.9. 
It can be seen that enforcing conservation at the grids can have a dramatic effect 
on the convergence rates. Some evidence suggests that the slower smoothing factor 
observed for the conservative interpolation is due to the behaviour of the solution 
near jumps. When the uniform grid on which refinement is based is sufficiently fine 
for jumps in the solution to be eliminated, a second (slower) convergence regime is 
not present. Observation of the solution after 5 and 9 cycles, i. e. just before the 
establishment of the second slower convergence regime, shows that the jumps are, 
present in 'the solutions (see Figure 6.6). Their effects on the convergence history 
are obviously masked by some other error terms. Another possible explanation is 
that slow convergence is associated with the volume fraction "kink" near the inlet 
which appears to develop more suddenly. 
Furthermore, Figure 6.9 examined in connection with the grid refinement patterns 
(Figures 6.49 and 6.50) reveals that the plateau phase discussed in Chapter Five in 
the context of uniform grids, is clearly associated with the regions which are close 
to solid walls and where the flow is significantly separated, i. e. in the half of the 
21n this chapter, the following notation will be adopted for an easy specification of computations: 
* The letter "A" stands for adaptive computations. 
* The first number denotes the level of the finest uniform grid. 
* The second number denotes the final degree of refinement. 
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channel which is closest to the outlet. 
We conclude by noting that in contrast to single phase flow computations, the fact 
that the interpolation operators do not conserve mass between grids does not prevent 
the solution algorithm from converging. Section 6.4 examines this question in detail. 
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1.25 
1.2 
I 
1.05 
Non colivervative Interpolation 6 
COservative, Inter 
, 
lation.. l 
I Uniform grid level 2 El- bVel 3 -x- , Uniform grid 
rloo 
ý 
0 0.5 1 1.6 2 2. S 3 
x 
Figure 6.4: Multiphase'channel flow problem - Comparison of the horizontal velocity 
profile (for phase 1) along the line y=0.5 obtained on a (2,3) adaptive grid, for 
different transfer operators between grids 
290 
0.535 
0.53 
0.525 
0.52 
Lo 
a) 
0.6is 
E 
0.51 
0.505 
0.5 
A AQr, 
I -ThesiS ý ThD 
. .......... Er 
ar, IIiIi Er . 
........... . ........... ........... ......... 
I. ja, ........ . ..... . .2 ..... ............ ............................ .......................... 
12r 
er 
.............. . ............... ............ ..................... ...................... ...................... I ........... 
..... . ....... ............................ 
I 
............. . ................ ? 
............... ...... ........... iAI 
01 
................. ...... . ............... ........ ............... ........... . ..... ............ ......... . .......... . ....... Er 
. 13' Norl convervative interpolation -o-- 
:: Conservadve interpolation -+-- . 
...... ............................ .... .......... 
Unifo(M. grd leyel 2 
"Unifo 
0 0.5 1 1.5 2 2.6 3 
x 
Figure 6.5: Multiphase channel flow problem - Comparison of the volume fraction 
profile (for phase 1) along the line y=0.5 obtained on a (2,3) adaptive grid, for 
different transfer operators between grids showing the error caused by misplaced 
grid interfaces 
Numerical Simulation of Multiphase Flows 
0.53 
0.525 
0.52 
solutio 
äreIrg cycle 
afterScvcle -13--. 
c 
., 0.515 
0.51 
0.505 
0.5 
0.495 
291 
0 0.5 1 1.5 2 2.5 3 
Horizontal distance 
Figure 6.6: Multiphase channel flow problem - Comparison of the volume fraction 
profile (for phase 1) along the line y=0.5 obtained on a (2,3) adaptive grid, for dif- 
ferent transfer operators between grids at different stages of the solution algorithm, 
showing that the development of solution jumps - Note the volume fraction "kink" 
near the inlet associated with a coarse/fine grid interface 
10 
0.1 
0.05 
0 
> 
-0.05 
0.1 
-0.15 
--TNOn. 
20nvervative nter lation 
Conservative nterpolation 
Uniform grid (level 2) -13--- Uniform grid (level 3) 
......... ....... . ........ ---- -- -------- 
... .......... P ................ ...... 
Ii 
....................................... . ....... ...... . .... ...... . ............................ 
. 
)a 
........... ...... ...... 
...... . .... . ... . .... 
...................................... ......... . ........................ ... ...................................... ....................... . ...... . .... 
0 0.2 0.4 0.6 0.8 1 
Y 
Figure 6.7: Multiphase channel flow problem - Comparison of the vertical velocity 
profile (for phase 1) along the line x=0.15 obtained on a (2,3) adaptive grid, for different transfer operators between grids 
292 
0 
0 
p 
0 
0) 
0 bD 
PhD Thesis 
Volume Fraction 
a0 in 
(Y) 
................... ........... ............... ............ ............... ...... .......... . .. ....... .......... ............................. 
.......... ....... ........... ........ ................... ............ ........ ...................... i .................. 
.................. .................. p ........ ............. t .................... t ............. . ...... ! ..................... t .............. Z-- 
o o 
CC (D (D 
(D CD 
ca 
. ................... ................... ............ ......... ..................... 
: ut. 
CD (D 00 i ý< < -- 
tp 
Figure 6.8: Multiphase channel flow problem - Comparison of the volume fraction 
profile (for phase 1) along the line x=0.15 obtained on a (2,3) adaptive grid, for 
different transfer operators between grids 
Numerical Simulation of Multiphase Flows 
0.1 
0.01 
0.001 
'a 
0.0001 
1 e-05 
I A-tlA 
...... ..... ...... ....... ....... 1.1 ............. ... 
fRflý Iý 
on coppe! yqiiiý; 1'ýiýr- .................... ........................ I ............... ....... 
*1 ** 
-. I. .... 
1ý;! 4 
Conservative linter lation 
Uniflo IIIi rm grid eZI 3) -E3--- 
........... . ........ ......................... ........................ ........................ . .................. .................. 
Unifprm grid 
rII(e)vVel-2ý-. 
-*---- 
......... ............. ....... . ....... 
......... . .... ....... . ............ ......... 
....... ... ............. . ......... ........................ ..................... .. .......... .... ... . ................ ........ .......... ...................... i 
............ .............. ... .... ....... . .......... ...... 
......................... .......... . ........... 
.......... 
...... ..................... ........... ................. 
........... ........ ..... . ............... ............ .... ........ ...... ... . ................ 
.......... .............. ................. . .... .................. ............ 
.... . ..................... .................... .... ... ........ ...... . ............ ............ ................... ........ . .............. . ...................... ...................... .T........................ : 1 .... . ..... . ............. . ........ ........... ....... ..... . ... . ..... . .... . ........... ................ I 
4,1 KI-4,4. 
+ I .................. ................................................. ............ .... 
i 
...................... .L 
......... . ............. ........... . ........... .................... . ............. ..... .... ........ ..................... 
.............. ..... . ..................... ........... .... . ...... . ................. ...... . ............. .......................... ............... 
ý- 
4, ++ 
+*+ 
293 
0 10 20 30 40 so 60 70 80 
Number of cycles 
Figure 6.9: Multiphase channel flow problem - Convergence, histories for adaptive 
A(2,3) computations and for different transfer operators between grids - See text 
for details. 
294 PhD Thesis 
6.2.3 Adaptive A(3,4) Results 
Having established that it is important to have a reasonable uniform grid approxi- 
mation of the solution in order for the refinement algorithm of Section 4.2.4 to work 
correctly, uniform grids computations are performed up to level 3 instead of level 2 
as previously. In Section 5.3.1, we saw that between levels 3 and 5, the solution for 
the two-phase channel flow problem is reasonably grid independent except for the 
cross channel variation of the volume fraction. An approximation of the solution 
on a uniform grid at level 3 should therefore provide a good starting point for grid 
refinement. 
Results are surnmarised in Figures 6.10 to 6.12. They confirm that it is possible 
to have convergent adaptive computations with transfer operators which do not 
conserve multiphase mass fluxes. This question is examined in Section 6.4. 
If grid refinement is performed in the correct areas, the magnitude of the jumps 
in the solution is sharply reduced so that they no longer appear on the solution 
profiles. Provided that the uniform grid on which the initial refinement is based is 
fine enough to meaningfully (as opposed to accurately) represent the flow solution, 
then the refinement algorithm is robust. The user does not need to indicate where 
refinement is desirable. The refinement algorithm will refine the grid where necessary 
- in this case near solid walls - without losing accuracy at the interface. This 
pleasing behaviour follows from the fact that the error estimation, based on the FAS 
defect which approximates the truncation error, is good. Admittedly, the refinement 
pattern also depends on the value of the parameter ^1 1. If -1 is set too high, the 
refinement algorithm will be too selective and accuracy will suffer. 
The conservative interpolation seems to give better results, particularly for the vol- 
ume fraction - see Figures 6.11 and 6.12 - but the convergence rate significantly de- 
teriorates for some values of the under-relaxation parameter A, (Figure 6.13) while 
for other values, the convergence rates are very similar (Figure 6.14). The conver- 
gence rates for adaptive and uniform grids are also compared, but this requires care 
since domains are not equivalent. It is sufficient to note that convergence rates for 
adaptive grids are comparable to those for uniform grids, which makes adaption 
very attractive because the cost of each multigrid cycle can be greatly reduced (see 
Section 6.5). 
3 'Y controls the selectivity of grid refinement: the higher the value of -y, the fewer quadrants will 
be refined. See Section 4.2.4. 
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6.2.4 Adaptive A(3,5) and A(3,6) Results 
In this section, further results on progressively finer grids are presented for the same 
multiphase channel flow. Here, non-conservative interpolation procedures are used 
as the conservative procedures have proven unsatisfactory for fine grids (see Section 
6.4). The value of y is set to 0.35 for both the A(3,5) and A(3,6) computations. 
These fine grid results both establish the accuracy of grid refinement and to a large 
extent validate the implementation of adaption in pamg-multiphase. 
In particular, the robustness of the solver is confirmed for multi-stage refinement i. e. 
the case when a refined grid is itself refined. By definition, there will be significant 
variation (relative to the grid size) in the solution in the regions where the grid is 
refined. Hence, it may be that further grid refinement introduces inaccuracies of the 
same type as those observed in Section 6.2.2. In pamg-multiphase, as in pamg, this 
is avoided by forcing refinement so that the grid aspect ratio for all eight neighbours, 
of a cell is 2 at Most 4. On the one hand, it greatly facilitates'the implementation 
of adaption, on the other, it also ensures that as the level of refinement at a point 
increases, the width of the refined region around that point is enlarged. As a result, 
the boundaries between grid levels are continually being pushed away from the 
regions of high truncation error (see Figures 6.15 and 6.16). 
quadrant with a high truncation error (refined to level 2, giving patch 3) 
patch 2 at level I 
Figure 6.15: Refinement pattern based on truncation error alone 
Solutions are shown in Figures 6.17 to 6.23. In particular, Figures 6.21 and 6.23 
clearly demonstrate that by using adaptive grids, it is possible to accurately predict 
the variation of the volume fraction across the channel, at a fraction of the cost 
incurred in using uniform grids (see Section 6.5) 
Figures 6.53 and 6.54 show the composite grids generated by pamg-multiphase and 
Figure 6.24 presents the convergence history in each case. 
Vurtherniore, if a patch is refined at a re-entrant corner, then all the patches around the corner 
are refined. 
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6.3 Adaptive Computations of the Two-Phase T- 
Junction Problem 
In this section, we consider the T-junction problem described in Section 5.3.2. So- 
lutions on composite adaptive grids are again sought. Three problems have been 
attempted: 
s an A(3,4) computation; 
9 an A(3,5) computation; 
* an A(3,6) computation. 
All tests concerning the multiphase flow through a T-junction were performed using 
the non-conservative interpolation operators. The reasons for this choice are given 
in Section 6.4. Furthermore, as the bulk of the truncation errors will be expected in 
a small region around the actual T-junction, the refinement parameter 7 was set to 
a larger value than for the channel flow problem: 7=2 instead of -y = 0.35. Hence, 
only the quadrants with large truncation error compared with the mean are refined 
(see Section 4.2.4). 
Good results have been obtained for the first two computations. In particular, 
the accuracy of the solution is significantly improved in the neighbourhood of the 
junction (Figures 6.25,6.26,6.31 and 6.32). We also observe that at the outlet, 
the adaptive solution is quite close to the solution for a level 4 uniform grid (see 
Figures 6.28 to 6.30) even though most of domain is covered by a level 3 grid (see 
Figure 6.56). The fact that improving the accuracy in specific regions of the flow 
also has a beneficial effect on the accuracy in non-refined regions indicates that the 
flow solution is very dependent on local effects. This confirms the validity of the 
adaptive approach to simulating fluid flow. 
Figure 6.33 shows the convergence histories for different grid levels. Convergence 
for the A(3,4) and A(3,5) computations was rapid and qualitatively similar to the 
convergence histories for uniform grid computations. By contrast, it was not possible 
to achieve convergence on the sixth level for the A(3,6) computation. Hypotheses 
to explain this failure have been formulated and tested (see below). 
Firstly, as finer grids are used, a recirculation zone appears just downstream of the T- 
junction (see Figures 6.36, and 6.37). This feature also occurs for single phase flows 
(see Figure 6.38). While recirculation zones pose no significant problems in the single 
phase case (it was verified that pamg-multiphase converged for an A(3,6) single 
phase computation ' ), we have already mentioned that certain types of multiphase 
SFigures 6.34 and 6.35 show the results recorded in the single phase case. Comparing the 
adaptive grid for the single phase simulation (Figure 6.61) with its equivalent for the multiphase 
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recirculation zones may prevent the convergence of multigrid computations because 
the problem is mathematically ill-posed. In other cases, however, computations 
converge without problems. 
Some evidence suggests (see Section 5.4.10) that convergence is only hindered when 
when both phases are recirculating. If only one phase is recirculating, the volume 
fraction of the other is determined by mass conservation, and the steady problem is 
still well-posed. In the case of the T-junction problem, only the lighter phase (phase 
2) recirculates (compare Figures 6.39 and 6.40) and accordingly, the recirculation 
zone does not appear to affect the intrinsic efficiency of the solver. However, it docs 
affect the performance of the refinement algorithm. This is demonstrated by the 
following argument. 
It was observed that, in the neighbourhood of the recirculation region, the refinement 
algorithm fails. Figures 6.41 and 6.42 show that grids are refined in places where the 
flow changes a lot and consequently, the solution exhibits jumps. In fact, the value 
of -y has been set too high. If a lower value for -/ is chosen, 7=1, more quadrants 
are refined. It is still apparent that the errors are essentially of a local nature: by 
comparing Figures 6.58 and 6.59 which show level 6 adaptive grids for -Y =I and 
-y = 2, it is obvious that only clearly delimited regions of high truncation errors are 
refined. The refinement pattern for 7=1 proved to be more satisfactory as jumps 
disappear from the solutions (Figures 6.43 and 6.44). 
Figure 6.45 shows the convergence histories for the computation of the solution on 
a level 6 adaptive grid (obtained with -y = 1), as well as tile associated intermediate 
calculations aimed at estimating the truncation errors. Their analysis leads to two 
interesting conclusions: 
0 Firstly, computations on level 5 and 6 are not smooth. An explanation can be 
argued along the following lines. Level 5 computations are (almost) smooth 
for -1 = 2.0 so that the oscillatory behaviour of the residual is associated with 
the region of the outlet where the flow is stratified, since this region is refined 
to level 5 for y=1.0 and not for -y = 2.0 (compare Figures 6.58 and 6.59 
again). It is highly unlikely that these oscillations can be ascribed to the bad 
conditioning of local Jacobians in the stratified region since residuals are very 
significantly reduced in subsequent iterations. 
The most likely cause is that in such "dry-out" zones, the probability of gen- 
erating non-physical values for the volume fractions on fine grids after a coarse 
grid correction is increased. This explanation is consistent with the fact that 
oscillations appear for larger values of the residuals when coarse grid correc- 
tions are larger. In the author's opinion, the same effect explains the oscilla- 
tions observed on level 5 uniform grids (see Figure 5.155). Oscillations do not 
problem (Figure 6.58), we also remark that the refinement near the inlets is due to real single phase 
effects, namely the strong pressure gradient generated by the rapid deceleration of the fluid(s) in 
the neighbourhood of solid walls. 
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appear for the same values of the residuals because the relative weight of the 
separation zone in the average residual is less for uniform grids. 
The results discussed here were obtained with test (4.45) (the "no-change" 
strategy). This was changed to test (4.44) (the "cut-off" strategy) and the 
resulting convergence history is shown in Figure 6.46. Convergence rates for 
level 3 and 4 are not altered but with the "cut-off" strategy, the computations 
on level 5 fall to converge. The comparison with Figure 6.45 demonstrates 
that careful handling of the volume fraction is necessary in "dry-out" regions 
and that the method chosen can greatly affect the convergence rates on fine 
grids when there are regions of almost complete phase separation. 
Secondly, for -y = 1, the residuals for the level 6 grid are reduced until they 
reach a value just above 10-6 . From that point on, the residuals are not 
reduced smoothly and we observe a very oscillatory pattern. The fact that the 
residuals are alternatively decreased and increased, and that the amplitude 
of the oscillation is small would tend to indicate that the cause is the bad 
conditioning of the system. Table 6.1 certainly shows that the local Jacobians 
can be ill-conditioned. When condition numbers reach values of the order 106 1 
an accuracy better than 10' is difficult to achieve for double precision (64 
bits) computations. Of course, the conditioning of the global Jacoblan (which 
is the one actually solved by the symmetrical coupled Gauss-Seidel procedure) 
will be at least as large as that of the local systems. It should be noted, finally, 
that the trend of the residual is still slightly downward. 
It seems difficult to attribute the failure of the A(3,6) computations with 
-y = 2.0 to large condition numbers for the local Jacobians, since the oscillation 
pattern is different. In the light of Figures 6.41 and 6.42, the most probable 
explanation is that non-convergence is related to the grid refinement being 
too selective. If the grid pattern is wrong, then the solutions on grids 5 and 
6 will be very different, as attested by the presence of jumps in the solution. 
Therefore, the quality of the coarse grid correction is degraded and convergence 
on the finer grid hindered. This hypothesis is confirmed by the observation 
that reducing -y to produce a less selective grid refinement solves the problem. 
Another possible avenue would be to use operator based transfers. 
Level Average condition Number Note 
1 110 
2 369 
3 1819 
4 15469 Maximum value: 141 161 (in stratified region) 
5 35 688 Maximum value: 264 908 (in stratified region) 
6 44 110 Maximum value: 502 437 (near the recirculation zone) 
Table 6.1: Multiphase flow through a T-junction - Estimates of the Condition num- 
bers at different levels for an A(3,6) adaptive computation with -1 =2 
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Figure 6.25: Two-phase flow through a T-junction - Vertical velocity profiles along 
the line x=3.0 (Phase I) on uniform and adaptive grids 
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Figure 6.26: Two-phase flow through a T-junction - Vertical velocity profiles along 
the line x=3.0 (Phase 11) on uniform and adaptive grids 
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Figure 6.27: Two-phase flow through a T-junction - Volume fraction profiles along 
the line x=6.5 (Phase I) on uniform and adaptive grids 
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Figure 6.28: Two-phase flow through a T-junction - Horizontal velocitY profiles 
along the line x=6.5 (Phase I) on uniform and adaptive grids 
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Figure 6.29: Two-phase flow through a T-junction. - Vertical velocity profiles along 
the line x=6.5 (Phase 11) on uniform and adaptive grids 
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Figure 6.30: Two-phase flow through a T-junction - Volume fraction profiles along 
the line x=6.5 (Phase I) on uniform and adaptive grids 
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Figure 6.31: Two-phase flow through a T-junction - Vertical velocity profiles along 
the line x=3.0 (Phase I) on different adaptive grids 
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Figure 6.32: Two-phase flow through a T-junction - Vertical velocity profiles along 
the line x=3.0 (Phase II on uniform and adaptive grids) 
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Figure 6.33: Two-phase flow through a T-junction - Convergence histories for dif- 
ferent adaptive grid computations and for -y =2- See text for explanations about 
the convergence history of the (3,6) computation. 
3 
2.8 
2.6 
2.4 
2.2 
J9 2 
c 0 t! 
0 1 8 . 
1.6 
1.4 
1.2 
I 
0123467 
Hodzontal distwco 
Figure 6.34: Single phase flow through a T-junction - Horizontal velocity profiles 
along the line y=0.5 on uniform and adaptive grids (-I = 2.0) 
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Figure 6.35: Single phase flow through a T-junction - Vertical velocitY profiles along 
the line x=3.0 on uniform and adaptive grids (-I = 2.0) 
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Figure 6.36: Two-phase flow through a T-junction - Horizontal velocity profiles 
along the line y=0.05 (phase 2) for different adaptive grids (-I = 1) 
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Figure 6.37: Two-phase phase flow through a T-junction - Vertical velocity profiles 
along the line y=0.05 (phase 2) for different adaptive grids(-I = 1) 
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Figure 6.38: Single-phase flow through a T-junction - Horizontal. velocity profiles 
along the line y=0.05 for different levels of uniform grids 
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Figure 6.39: Two-phase flow through a T-junction - Horizontal momentum profiles 
along the line y=0.05 (phase 1) for different adaptive grids (-j = 1), plotted on a logarithmic scale 
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Figure 6.40: TwO-'phase flow through a T-junction - Horizontal momenturn profiles 
along the line y=0.05 (phase 2) for different adaptive grids (^j = 1) 
Numerical Simulation of Multiphase Flows 
Z. a 
2 
IS 
Z, 
0.5 
0 
-0.5 
Feu 
1 
atj. on "*- F 3: 
g51 
40ommpputtat n 
F34 Computadon -a--. FI3: 31 Pompulation -K- .................. .... . ........... ................ ............... ........... .... .............................. . ... .......... . ...... . ........ ....... 
............. ....................... .......... ................... .............................. . ................................... . ..... . 
0-- . ... . ...... : ....... . ................... . ... .................................. .... ................ ........ « ........ . ...................... 
............. ......... ..... . ............................ ...................................... ... .............................. . ............. ........ . ............... . 
. ............... . ...... ............ .... .... ....... ,.......... .... . .......... .......... .............. . ......... .. 
315 
3 3.2 3.4 3.6 3.8 4 
Hoftontal distanco 
Figure 6.41: Two-phase flow through a T-junction - Horizontal velocity profiles 
along the line y=0.05 (phase 2) for different adaptive grids (-I = 2) 
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Figure 6.42: Single phase flow through a T-junction - Volume fraction profiles along 
the line y=0.05 (phase 2) for different adaptive grids(-I = 2) 
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Figure 6.43: Two-phase flow through a T-junction - Horizontal velocity profiles 
along the line y=0.05 (phase 2) for different adaptive grids (, I = 1) - Compare 
with Figure 6.41 
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Figure 6.44: Single phase flow through a T-junction - Volume fraction profiles along 
the line y=0.05 (phase 2) for different adaptive grids(-y = 1) - Compare with Figure 6.42 
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Figure 6.45: Two-phase flow through a T-junction - Convergence rates for an A(3,6) 
computation (and intermediate computations) for 7=1.0 with the "no-change" 
strategy for handling the fine grid volume fraction corrections - Compare with Figure 6.33 
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Figure 6.46: Two-phase flow through a T-junction - Convergence rates for an A(3,6) 
computation (and intermediate computations) for -1 = 1.0 with the " cut-off" strat- 
egy for handling the fine grid volume fraction corrections - Compare with Figure 
6.45 
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6.4 Interpolation Procedures, Conservation of Mass 
and Convergence 
The discretisation of the governing equations in the single phase case leads to a 
strict conservation of numerical mass fluxes on any collection of cells. Furthermore, 
the usual restriction operators conserve mass fluxes at cell boundaries. Hence, if the 
prolongation operator is not conservative, mass will be created or destroyed at grid 
interfaces on adaptive grids and achieving convergence is impossible. This effect 
does not apply to uniform grids because here grid transfers only affect the quality 
of the coarse grid correction, not the fine grid solution itself. 
For multiphase flows, the mass fluxes at cell edges are dependent on two variables, 
the velocities and the volume fractions. The latter are not available at cell edges. 
Interpolation is therefore necessary. As a result it is impossible to conserve mass 
fluxes across grids if the volume fractions and the velocities are transferred inde- 
pendently. This is the case for the pamg operators and their direct extension in 
pamg-multiphase. Neither the restriction nor the prolongation are conservative 
and yet adaptive computations based on these transfers have been shown to con- 
verge. The simplest explanation is that the errors introduced in the prolongation 
are balanced by the errors arising from the restriction and vice-versa. A direct con- 
sequence would be that a single phase solver with non-conservative restriction and 
prolongation could also converge on composite grids. This hypothesis has not yet 
been tested. We remark, however, that for multiphase flows, due to the presence of 
the volume fractions, there is an extra degree of freedom in determining the mass 
fluxes. This is further accentuated by the use of upwind interpolation for the volume 
fractions in the mass fluxes, so that the numerical coupling between mass fluxes on 
one cell is reduced (see Figure 6.47). 
Interpolation procedures which conserve mass fluxes for multiphase flows (see Sec- 
tion 4.3.3, page 106) are therefore not necessary. They may be more accurate, but 
their use in multiphase simulation is limited by the fact that they become badly 
conditioned in regions of "dry-out". 
The conservative interpolation procedures rely on transferring the mass fluxes in- 
stead of the velocity fields in a conservative manner. The velocities, which are 
needed by the solver, are obtained from the mass flux field by dividing it by the 
suitably interpolated volume fraction field. See equations (4.48) and (4-49): 
u 
Ui+1/2, j 
qi+1/2, j 
u + sgn(qi+, /2, j))ri, j + (1 - sgn(qiu+1/2, j))ri+l, j) 
2qi' 
s. 
+ sgn 
J+1/2 
(q; v, 
j+1/2))ri, j + 
(1 
- sgn(qiv,, +, /2) 
As soon as the volume fraction approaches zero, the procedure becomes badly con- 
ditioned and large velocities could be generated. 
320 PhD Thesis 
variables which detennine the 
mass flux accross the cast side 
of the ccU 
Figure 6.47: Numerical coupling introduced by the computation of horizontal mass 
fluxes through a computational cell 
This is an effect that has indeed been encountered. For the channel flow problem, 
if conservative interpolation is used, adaptive (3,4) computations converge without 
problems but adaptive (3,5) computations do not. This occurs because the volume 
fraction field near the sides of the channels approaches zero for one of the phases at 
level 5, but not at level 4. Similarly, for the multiphase flow through a T-junction, 
there is a significant region where the volume fraction approaches zero on all levels, 
and consequently, it has not been possible to obtain convergence, even on uniform 
grids with the conservative interpolation procedures. 
The solution to this last problem may be to rewrite the solver in terms of momentum 
instead of velocities and/or reformulate the equations in regions when the equations 
become badly conditioned. 
6.5 Estimation of the Performance Gain from Adap- 
tive Gridding 
The previous sections have shown that provided some care is taken in obtaining 
a first sufficiently accurate uniform grid approximation of the solution, the refine- 
ment algorithm described in Section 4.2.4 works very well and maintains accuracy 
compared to the equivalent uniform grids. In this section, we want to quantify the 
savings in computational costs which can be achieved by using adaption. 
We consider two measures- (i) execution time and (ii) memory requirement. In 
order to measure execution time independently from the architecture and the level 
mass flux accross the west side 
of the ceU 
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of optimisation, we measure the cost of an algorithm in terms of work unit defined 
as before as the cost of one relaxation sweep on the uniform grid associated with 
the largest grid level considered in a given computation. This measure should be 
directly proportional to raw execution time ' We then define the speed-up as the 
ratio of the computational work on adaptive grid by the computational work on 
the "equivalent" adaptive grid. Table 6.2 summarises the results. The work unit 
considered at a given level is one relaxation sweep on the uniform grid. Note that 
in the computation of the adaptive work, the intermediate computations aimed at 
estimating the truncation errors have been included. 
Problem Level Adaptive strategy Computational Work Speed-up 
Adaptive Uniform 
Channelflow 4 (3,4) Non-conservative 168 222 1.32 
Channel flow 5 (3,5) Non-conservative 173 366 2.12 
_ T-junction 4 (3,4) Non-conservative 133 336 2.53 
_T-junction 
5 (3,5) Non-conservative 68 612 9.00 
Table 6.2: Comparison of computational work required to solve the channel problem 
and the T-junction problem on adaptive and uniform grids 
We now consider memory requirements. The obvious measure to adopt here is the 
total number of patches created during the course of the computation for all levels, 
since the amount of information which needs to be stored varies linearly with the 
number of grid points defined. Results are summarised in Table 6.3. 
Problem Level Adaptive strategy Patches created Savings 
Adaptive Uniform 
Channelflow 4 (3,4) Non-conservative 129 255 49.4 % 
Channelflow 5 (3,5) Non-conservative 345 1023 66.3 % 
T-junction 4 (3,4) Non-conservative 237 765 69.0 % 
_T-junction 
5 (3,5) Non-conservative 288 3069 90.6% 
Table 6.3: Comparison of memory required to solve the channel problem and the 
T-junction problem on adaptive and uniform grids 
Both in terms of computational costs and memory requirements, the results shown 
above clearly indicate that adaption is of great benefit. We have observed speed-ups 
by one order of magnitude combined with a 90 % savings on memory requirements. 
Since the refinement strategy is automatic, these benefits are immediately available: 
no skilled user input is required to define the refinement pattern. Although a value 
for the parameter -y has to be supplied, it is not necessary to have detailed a-priori 
knowledge about the expected solution. 
Admittedly, savings by one order of magnitude correspond to the T-junction problem 
which is very well suited to adaptive computations since regions of high truncation 
'Reduced paging for adaptive computations may reduce the execution times further. It should 
be noted however that the most CPU intensive part of the algorithm - that is the local quasi- 
Newton solver - is local and therefore not very susceptible to paging delays. 
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error are highly localised. Grid refinement can be very selective, hence the high 
quality of the results reported here. The benefits of adaption are not as dramatic 
in the case of the channel flow. This is mainly due to the fact that the truncation 
errors are distributed more evenly across the computational domain. Although this 
is a challenging situation for a refinement algorithm, we conclude that adaption is 
still clearly beneficial. 
It can further be noted that the gains in terms of computational costs are not as 
significant as the memory savings. In the author's opinion, this reflects the cost of 
estimating the truncation error. The intermediate computations are relatively costly 
since they are performed at levels of accuracy for which the convergence rates are 
in a phase of plateau. This limitation does not alter our conclusion that adaption 
is very cost-effective. 
6.6 Conclusions 
In Chapter 5, we assessed the accuracy and efficiency of the pamg-multiphase flow 
on a range of important multiphase test problems. We have now considered the 
same test cases, with the exception of the backward-facing problem, on adaptive 
grids. 
Adaption greatly complicates the implementation of the solution algorithm (al- 
though far less so than for transient computations). Handling of complex data 
structures is required to perform even basic management grid tasks. We have built 
on the framework provided by the original paing to implement adaptive solution 
for multiphase flows, but the extension was not trivial. The main difficulty was in 
(i) designing grid transfer operators which conserve multiphase mass fluxes and (ii) 
implementing then in the existing framework. This was carried out successfully. In 
particular, the algorithm for providing internal boundary conditions at grid inter- 
faces had to be thoroughly overhauled. 
It is a major conclusion from single phase studies that the simulation of incompress- 
ible flows on adaptive grids requires the multigrid transfers to conserve the mass 
fluxes between grids. Otherwise, the discrete equations will not admit any solution. 
On staggered grids, enforcing mass conservation for multiphase flows is difficult since 
they involve both velocities and volume fractions which are not defined at the same 
points. To overcome this difficulty, the multigrid transfers have been rewritten so 
that mass fluxes and volume fractions are interpolated rather than velocities and 
volume fractions. Mass conservation is automatically ensured (using the pamg oper- 
ators) and the velocities fields are defined in a unique way. Hence, no modifications 
are necessary on the basic quasi-Newton solver. We have referred to these new inter- 
polation operators as the conservative formulation while the original paý6g operators 
written in terms of velocities and volume fraction are called the non-conservative 
formulation. 
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Firstly, we compared the conservative and non-conservative interpolation operators. 
Quite surprisingly, the non-conservative formulation did not prevent the convergence 
of the solution algorithm. Their success is due to the fact that neither the prolonga- 
tion nor the restriction are conservative so that errors can cancel out. Furthermore, 
our discretisation of the continuity which makes use of upwind interpolation for 
the volume fractions, is such that the numerical mass fluxes on any given cell are 
strongly decoupled, i. e. the mass fluxes at different locations involve solution val- 
ues defined at different grid locations. This may facilitate the compensation of the 
errors. We have actually favoured the non-conservative operators since the conser- 
vative formulation can become badly conditioned in "dry-out" zones, i. e. regions 
where the phases are almost completely separated. 
Adaptive computations with non-conservative interpolation were shown to yield 
accurate results compared with solutions on uniform grids. It can be concluded 
that: 
1. The pamg-multiphase implementation of adaption is essentially correct; 
2. As in single phase flows, the FAS defect which approximates the truncation er- 
ror of the discretisation is a good refinement indicator: refinement is performed 
in physically correct locations 
3. The errors associated with the non-conservation of mass at boundary interfaces 
are small. 
Adaptive computations provide a similar level of accuracy at a much reduced com- 
putation cost, both in terms of execution time and in terms of memory requirement. 
Gains of one order of magnitude have been observed for both measures and for 
suitable problems i. e. problems where the truncation errors are relatively localised. 
Even for problems where they are more evenly distributed (e. g. the two-phase chan- 
nel flow), adaption is very clearly beneficial. 
Some care is needed in order to generate correct grid refinement. The preliminary 
uniform grid has to be fine enough to be representative of the exact solution. Fur- 
thermore, the parameter -y has to be given a value which is sufficiently small to 
avoid the refinement procedure becoming too selective. The correct choices depend 
on the characteristics of the problem and particularly on the spatial distribution Of 
the truncation errors. However, the level of skill required from the user in order to 
successfully use adaption is minimal. In particular, detailed knowledge of the ex- 
pected solution is unnecessary in order to perform the gridding. Hence the benefits 
of adaption in terms of computational cost are very easily available. 
The gains in memory usage and computational time allow the study of more de- 
manding problems than if the code is restricted to uniform grids. We have already 
made use of this facility and computed a fine grid solution for the multiphase T- 
junction and have gained further understanding of the behaviour of the multiphase 
solutions on fine grids. 
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6.7 Uniform and Adaptive Grids for the pamg and 
pamg-multiphase Solvers 
The following figures show the computational grids used by the pamg and pamg-multiphase 
solvers for the different test cases presented in Chapters 5 and 6. They represent 
quadrants 7, i. e. groups of 2x2 cells and not individual cells. Furthermore the 
aspect ratios between the vertical and horizontal distances are only approximately 
correct. 
6.7.1 Channel Geometry 
Figure 6.48: Uniform grid (level 3) for the channel problem 
Figure 6.49: Adaptive (2,3) Grid for the multiphase channel problem - Non- 
conservative interpolation - -y = 0.35 
7 See Section 4.2.4. 
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Figure 6.50: Adaptive (2,3) Grid for the multiphase channel problem - Conservative 
interpolation - -y = 0.35 
Figure 6.51: Adaptive (3,4) grid for the multiphase channel problern - Non- 
conservative interpolation - -y = 0.35 
Figure 6.52: Adaptive (3,4) grid for the multiphasc channel problem - Conservative 
interpolation -7=0.35 
Figure 6.53: Adaptive (3,5) grid for the multiphase channel problem - Non- 
conservative interpolation - -y = 0.35 
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Figure 6.54: Adaptive (3,6) grid for the multiphase channel problem - Non- 
conservative interpolation - -y = 0.35 
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6.7.2 T-junction Geometry 
Figure 6.55: Uniform grid (level 3) for the T-junction problem 
Figure 6.56: Adaptive (3,4) grid for the T-junction problem - -/ = 2.0 
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Figure 6.57: Adaptive (3,5) grid for the T-junction problem - -y = 2.0 
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Figure 6.58: Adaptive (3,6) grid for the T-junction problem - -f = 2.0 
Figure 6.59: Adaptive (3,6) grid for the T-junction problem - -1 = 1.0 
Figure 6.60: Adaptive (3,4) grid for the single phase T-junction problem - -y = 2.0 
Figure 6.61: Adaptive (3,6) grid for the single phase T-junction problem - -1 = 2.0 
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6.7.3 Backward-Facing Step Geometry 
The adaptive grid shown in Figure 6.63 corresponds to a single phase cornputatioli. 
Some adaptive computations for the multiphase backward-facing problem have beell 
successfully performed but are not reported here. 
Figure 6.62: Uniform grid (level 3) for the multiphasc backward-facing step problem 
Figure 6.63: Adaptive (2,4) grid for the single phase backward-facing step problem 
-7=2.0 
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Chapter 7 
Future Work 
The present thesis has demonstrated the potential of an adaptive quasi-Newton cou- 
pled multigrid approach to the numerical simulation of multiphase flows. There are 
three main avenues possible in the future development of the software and solution 
algorithm: 
Performance enhancements: run times could, in the author's opinion be re- 
duced significantly. As previously mentioned, the code has no optimisation 
whatsoever. This was a design choice made in order to reduce both imple- 
mentation errors and numerical inaccuracies7 which is important in an initial 
development stage. Prime candidates for optimisation include: the removal of 
run-time automatic differentiation, possible simplifications of the Jacobians, 
the use of frozen Jacobians and the exploitation of the sparseness of the lo- 
cal Jacobians to design fast block inversion procedures. The author is also 
quite convinced that a number of computational bottlenecks are present in 
the software but are overshadowed by the weight of automatic differentiation. 
0 Algorithmic improvements: Frequent references have been made to the fact 
that due to the strong non-linearity of the discrete operators, solutions can 
vary on different grids. This is particularly true for the volume fractions. 
In such a case, it may be worth considering operator based interpolation to 
improve the quality of the grid transfers and the multigrid convergence rates, 
particularly in the non-asymptotic regime. 
Other algorithmic work could include: 
1. the development of better adaptive strategies in order to automatically 
select the refinement parameter ^/; 
2. the study of the behaviour of the volume fractions (and of the truncation 
errors) near walls in order to improve the boundary conditions; 
3. the implementation of alternate (possibly hybrid) formulations in terms 
of momentum instead of velocities. 
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Modelling options: in certain regions, multiphase flow patterns are such that 
the Newton systems become badly conditioned locally. A typical example is 
the case where the phases are totally separated. It should be possible to im- 
prove the conditioning without losing accuracy by reformulating the equations. 
A related issue is to resolve the non-uniqueness of the solutions when the steady 
problem is not well-posed in a mathematical sense because several phases are 
recirculating at a point. This problem arises mainly for multigrid computa- 
tions. Conceptually, it is necessary to fix in some physically acceptable way 
the mass of a recirculating phase across different grid levels. 
Once run times have been optimised, studying the behaviour of the solver at low cell- 
Reynolds numbers should be greatly facilitated, and it will be possible to determine 
the exact cause for the observed deterioration in numerical performance. This is 
important from both an intellectual and practical viewpoint since this is in the 
author's opinion, a major aspect of the solution algorithm which is not adequately 
understood. 
The ability of the software to handle general rather than Cartesian geometries would 
be a major advantage. This could be achieved by the use of body-fitted coordinates, 
but would require a large development effort. Alternatively, one could take advan- 
tage of the adaptive capabilities of the present software to replace curved bound- 
aries by approximating Cartesian geometries, with increasing accuracy as grids are 
refined. Work is currently being undertaken in AMAC to implement this concept 
in the pamg single phase solver [113]. However, it should be noted that in problems 
where the dominant effects are associated with the boundaries, the accuracy of such 
an approach is limited. 
The extension of the software to the case of transient multiphase flows would lead 
to a large widening of its domain of applicability, as many two-phase flows are in- 
trinsically transient in nature. Problems such as the study of droplet dynamics in 
an Eulerian framework or phase separation are just two examples of possible appli- 
cations. Transport processes in multiphase pipelines (possibly in a network arrange- 
ment) are another domain of interest which is particularly amenable to adaptive 
computations. 
Chapter 8 
Conclusions 
In the course of this thesis, the numerical simulation of multiphase flow has becli 
considered. Our main goal was to develop a robust and efficient numerical solver for 
the two dimensional steady multi-fluid equations for incompressible viscous fluids. 
Such high performance solvers already exist in the case of single phase flows: by 
combining a quasi-Newton coupled solver with a FAS multigrid method, it is possi- 
ble to build a solution algorithm which is faster than traditional segregated solvers 
(in the line of the SIMPLE procedure) by at least one order of magnitude, and often 
more. Quasi-Newton solvers and multigrid methods are naturally complementary 
because the former allow an accurate treatment of the local coupling between the 
flow variables while the multigrid procedure quickly resolves the long wavelengths ill 
the solution. The resulting solver is efficient - grid independent convergence rates 
and optimal complexity (order-wise) are observed for many non-linear problems - 
and robust since its convergence does not depend in any way on the quality of the 
initial guess. Furthermore, adaption is easily integrated in this framework. Here 
again, the FAS method is a cornerstone: (i) it provides accurate error estimation 
at no extra cost via the defect and (ii) it allows fast fine grid computations. Corn- 
putational composite grids can be generated accurately and automatically without 
requiring detailed a-priori knowledge of the expected solution. Hence adaption not 
only allows vast savings in computational time and memory usage, but also provides 
the potential for controlling the discretisation error of the numerical solution. 
These concepts have been implemented in a Navier-Stokes solver for steady viscous 
incompressible flows, called paing, by Thompson and others [1]. Tile main focus of 
the present work is to extend these techniques to the case of multiphasc flows. The 
simulation of such flows is particularly challenging, even compared with advanced 
single-phase CFD, for at least three reasons: (i) tile physical phenomena are highly 
complex, (ii) the available mathematical models are not perfectly established since 
the fundamental issues pertaining to their well-posedness arc still pending and (iii) 
the design of efficient numerical methods is complicated by the large degree of non- 
linearity of the governing equations as well as restrictions on the physically realisable 
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solutions. However, the basic assumption underlying the present work is that if an 
accurate treatment of the local coupling between the flow variables is crucial for 
efficient single phase solvers, then it is even more vital for multiphase flows due to 
the increased non-linearity and the tight coupling which necessarily exists between 
all phases in most multiphase phenomena. 
While adaptive coupled multigrid methodologies have been very successfully applied 
to single phase fluid flows for the last fifteen years, this approach is, to the best of 
the author's knowledge, entirely original in the field of multiphase flow simulation. 
A multi-fluid solver, called pamg-multiphase has been developed, building on the 
single-phase solver pamg. This task has required the careful examination of many 
issues, some of which were almost impossible to foresee at the beginning of the 
project. A range of original algorithmic developments have been introduced to solve 
these problems. They include: 
0 The derivation of consistent discretisations in order to have a stable quasi- 
Newton single-grid solver. Attention has to be devoted to interpolation oper- 
ators which were required because of the use of staggered grids. Otherwise, 
they may introduce numerical coupling between the variables which renders 
local Jacobians badly conditioned. In particular, it has been necessary to use 
upwind interpolation for the volume fractions which appear in the discrete 
continuity equations. 
0 The use of automatic differentiation to obtain exact expressions for the nu- 
merical Jacobians. The principle of Newton's method is very simple but its 
implementation can be difficult, particularly for complex systems. Unless the 
computed Jacobians and residuals are consistent with each other, Newton's 
method will not converge. Automatic differentiation ensures a high degree of 
consistency since only the code for the computation of the residuals needs to 
be developed, the computations of the Jacobians follow immediately. The fact 
that exact expressions for the numerical Jacobians are available is important: 
if simplified expressions are used, then convergence can be lost, due to an inac- 
curate treatment of the non-linearity. This also suggests that the flow variables 
in the multiphase case are indeed very tightly coupled together. Because soft- 
ware development is greatly facilitated, it was also possible to conduct easily 
experiments for different discretisation options. 
0 The use of line-searching to obtain a globally convergent Newton's method. 
Line-searching relies on the fact that the Newton correction is a descent di- 
rection for the Euclidean norm of the residual. Unless line searching is imple- 
mented, Newton's method applied to multiphase flow diverges very quickly. 
This again reflects the non-linearity of the equations. A further benefit of 
line-searching is that it allows a efficient monitoring of the corrected solution 
to ensure that they are always physically realisable. 
* The modification of the multigrid grid transfers. This is so that G) the pos- 
sibility of generating non-physical approximations is eliminated and (ii) mass 
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fluxes can be conserved between grids. This last property is important in the 
context of adaption. For single phase flows, the discrete problem does not ad- 
mit any solution unless the mass fluxes are conserved. For multipliase flows, 
conserving mass fluxes on a staggered grid is slightly more complicated since 
the mass fluxes depend on both the velocities and the volume fractions which 
are not defined at the same grid points. 
Besides these algorithmic issues, important computational questions needed to be 
examined. In this respect, the development of pamg-multiphase was challenging for 
two main reasons: (i) the governing equations and their discretisations are not thor- 
oughly understood, (ii) the solution algorithm proposed based on multigrid methods 
is by its very nature composite, and all its many parts have to be correctly iniple- 
mented. The availability of the single phase solver was an advantage, but its full 
exploitation has required a careful methodology. 
In the present thesis, the discrete equations for both the single phase and the mlit- 
tiphase solvers, have been derived in the finite volume framework and on staggered 
grids. Use was made of hybrid first order/second order schemes whose property of 
monotonicity is useful in connection with multigrid methods. The implications of 
discretisation choices upon the performance of the solver have been discussed. The 
details of the implementations have been also been given. 
Having completely defined our solver for the multi-fluid equations, its performance 
has been accessed on the following criteria: (i) accuracy (ii) robustness and (iii) 
efficiency. 
Firstly, solutions obtained with parng-multiphase for a wide range of importalit 
test problems, of varying complexity, have been described, discussed in some detail 
and compared, not with experimental data, but with the solutions provided by an 
independent software. We have chosen a widely used and validated commercial 
CFD package: CFX 4.1. CFX 4.1 solves the same set of governing equations as 
pamg-multiphase but its solution algorithm is based on the IPSA procedure, which 
is segregated. This approach to validating the software presents the benefit that 
experimental errors are totally eliminated. A very good degree of agreement is 
obtained between the pamg-multiphase and CFX 4.1 solutions, for the totality of 
the test cases studied. It can therefore be considered that the implementation of 
the parag-multiphase solver for the multi-fluid equations is essentially correct and 
accurate. 
It was also concluded that pamg-multiphase is capable of handling difficult multi- 
phase flow patterns such as complete phase separation and recirculation zones, at 
least for sufficiently coarse grids. In the first case, the local Jacobians become more 
and more badly conditioned as the grid size is reduced. As far as recirculation zones 
are concerned, the issue of the well-posedness of the steady problem is raised. Since 
there are no mass transfers between the main flow and recirculation zones, it is not 
possible to fix the volume fraction of each phase in the recirculation zone so there 
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may be several equivalent solutions. pamg-multiphase has nevertheless successfully 
computed a range of recirculation zones. This is because the problem is only ill- 
posed when both phases are recirculating at any given point. In many cases, only 
one phase is recirculating (note that the multi-fluid model allows different velocity 
fields for each phase) and the problem is therefore well-posed because the volume 
fractions are determined by the conservation of mass for the non-recirculating phase. 
When a recirculation problem is ill-posed, the multigrid solver usually fails. It was 
verified that the single grid solver is often more stable in such cases. 
Secondly, the robustness of the pamg-multiphase solver was established by consid- 
ering that its convergence is not strongly dependent on the quality of the initial 
guess for the solution. For all the results presented in this thesis, uniform initial 
distribution for all flow variables have been used. This is due to the fact that the use 
of hybrid schemes in a multigrid framework defines an implicit continuation method. 
By contrast, the performance of segregated solver is very dependent on the quality 
of the initial guess. 
Thirdly, the question of efficiency is considered. Our first conclusion is that the FAS 
multigrid procedure is a very successful acceleration technique for the basic single 
quasi-Newton solver applied to the multi-fluid equations. Speed-ups by a factor of 
20 have been observed for complex multiphase flows. It is harder to compare the 
performance of pamg-mult iphas e with that of a segregated solver. Rough estimates 
nevertheless indicate that pamg-multiphase is more efficient than CFX 4.1, our 
reference commercial CFD package. Given that the solution procedure is a pure 
implementation of FAS which offers the potential for grid independent convergence 
rates, the ideal would be to observe a linear complexity, i. e. the convergence of the 
solution algorithm in O(N) operations where N is the number of discrete unknowns. 
This ideal is not achieved with the pamg-multiphase solver. Reasons for this slight 
limitation are investigated in detail. The main conclusions are as follows: 
The dependence of the convergence rates on the grid size reflects the non- 
linearity of the problem. Of course, the FAS procedure is directly applicable 
to non-linear problems. Indeed, in some cases, grid independent convergence 
rates are sometimes observed for such problems, the single phase pamg being 
a prime example. However, non-linear problems require that the operators 
as well as the solutions be approximated. Moreover, both the operators and 
the solutions may have different characteristics on different grids. The FAS 
procedure will take these differences into account. Indeed, the FAS defect can 
be considered as a correction applied to make the solution on different grids 
fit together. However, the more non-linear the problem, the more effort will 
have to be devoted to the process of adjustment. 
0 Standard choices for the diffusive tensor in the momentum equation introduce 
cross derivative terms which are "hyperbolic-like". It has been shown that 
these terms are partly responsible for the deterioration of multigrid conver- 
gence factors on sufficiently fine grids. If these terms are not included, then 
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convergence rates which are asymptotically grid-independent arc sonictitnes 
observed. However, the cross derivative terms have a diffusive effect on the 
volume fractions. They therefore exert a stabilising influence on the coinpu- 
tations. 
eA large body of evidence suggests that the performance of both the single grid 
quasi-Newton coupled solver and the multigrid procedure deteriorates as tile 
(cell) Reynolds number decreases. This contrasts with single flows for which 
multigrid methods work better at low Reynolds numbers since the degree of 
non-linearity of the equations is then reduced. So far, we have been unable 
to isolate the precise cause for this low (cell) Reynolds number effect, but 
several hypotheses have been formulated which could be investigated once the 
solutions have been optimised. 
Due to the nature of the equations, it is not altogether surprising that convergence 
factors should depart somewhat from the ideal. It remains that a FAS mLiltigrid 
method still leads to a solution algorithm which is very efficient and very robust for 
a complex and very non-linear problem. 
Computations on adaptive grids have been successfully performed for multiphase 
flows even though it is difficult to derive grid transfer operators which are stable 
and conserve mass fluxes between grids. We have derived and implemented an in- 
terpolation procedure which is conservative. It is based on explicitly transferring 
mass fluxes. Unfortunately, the procedure is unstable in "dry-out" zones, i. e. re- 
gions where the flow is completely separated and may require the equations to be 
reformulated. However, it was also shown that the property that the grid trans- 
fer operators are mass conservative is not necessary for the existence of a discrete 
solution. The grid transfers defined for the single phase solver pamg do not con- 
serve mass when they are extended to multiphasc flows but still allow the nitiltigrid 
method to converge on adaptive grids. We explain this behaviour in terms of error 
compensation with the volume fractions. Unlike the traditional grid transfer oper- 
ators applied to single phase flows on staggered grids, neither the prolotigation nor 
the restriction are conservative for multiphasc flows. We also note that the discreti- 
sation procedure adopted for the continuity equation renders the numerical mass 
fluxes strongly decoupled, which may facilitate the process of error compensation. 
Finally, the errors introduced by the non-conservative mass fluxes are small and can 
be neglected compared with the truncation errors. 
Adaptive computations - based on the non-conservative grid transfers - have 
been performed for two test cases: the two-phase channel flow problem and the two- 
phase flow through a T-junction. Comparisons are made with equivalent results 
on uniform grids. As in the single phase case, grids were generated automatically 
by refining in regions of high truncation error, which is estimated by the multigrid 
defect. Adaptive solutions closely agree with those obtained on uniform grids. The 
refinement algorithm is therefore proved to be accurate and robust in the sense that 
detailed a-priori information about the expected solution is not required. This is 
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crucially important because it renders adaption easy to use. Its benefits in terms 
of computational cost and memory usage are therefore directly available. These 
savings can be very large. We have observed speed-up and reductions in memory 
usage by one order of magnitude compared with equivalently accurate uniform grid 
computations. Such good results were obtained for suitable problems, i. e. problems 
for which the truncation errors are relatively localised. Even when the truncation 
errors are more evenly distributed, adaption is still very beneficial. 
At the close of this project, it can reasonably be argued that the initial goals of de- 
signing a robust, efficient and accurate solver for the simulation of relatively complex 
multiphase flows have been attained. It has been demonstrated that the adaptive 
quasi-Newton coupled multigrid approach to the simulation of fluid flow is as aPpli- 
cable to multiphase flows as it is to single phase flows. The quasi-Newton coupled 
solver handles the tight local coupling of the flow variables sufficiently well to be 
a good multigrid smoother. Multigrid provides very significant acceleration and fi- 
nally adaption greatly reduces the computational cost of obtaining a solution to a 
given accuracy. However, the solver is not optimal order-wise. This slight limitation 
reflects (i) the strong degree of non-linearity of the equations and (ii) the presence 
of terms in the governing equations which are not handled well by the multigrid 
procedure. 
The system of equations which governs multiphase flows is highly complex. Hence, 
it is very difficult to fully understand the numerical behaviour of a discrete solver 
based on these equations, particularly one which has many parts and aspects, such 
as multigrid methods. It remains that efficient numerical computations can be 
obtained. In many cases, poor numerical performance is usually the limiting factor 
in the development of advanced physical models. The methodology developed in 
this thesis may therefore allow the study of a wide range of multiphase phenomena. 
Appen ix A 
One-Dimensional Steady 
Two-Phase Flow 
A. 1 Model Equations 
We wish here to ascertain the usefulness of hybrid schemes for the simulation of 
steady multiphase flows at high cell-Reynolds numbers, and consider the following, 
very simple, one dimensional problem: 
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r (0) 0.5 
auct 
0 
c9 xlx=l 
ar', 0 ax 
1 
x=I 
A. 2 Discretisation and Hybrid Schemes 
A finite volume approach together with an upwind interpolation for the volume 
fractions leads in the case of the continuity equation, to: 
1 (ri+1/2Ui+1/2 
- ri-1/214-1/2) Ax 
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with: 
[r]i+1/2, 
j ---: 
1 
[(l 
- sgn(Ui+1/2, j))ri+,, j + 
(sgn(Ui+1/2, 
j - 1))ri, j] 2 
[r]i-1/2, 
j E1 
[(1 
- sgn(Ui-1/2, j))ri, j + (sgn(Ui-1/2, j - 1))ri-,, j] 2 
The discretisation of the momentum equation is: 
A, ui+1/2 - A,,, Ui-1/2 - ApUi+1/2 ý 
where Q is the discretisation of the right-hand-side: 
Qi+1/2 ý'-- -1 (ri+l + ri-1) (pi+l - pi) -k1 (ri+l + ri-1) 
lUi+1/2lUi-1/2 (A. 3) 2p 2 
and A, = A,,, + A, 
If we introduce the following quantities: 
cm 
4 ý, xri(Ui-1/2 
+ Ui+I/2) 
v Dm = lýx--2 ri 
1 
CP 
= 4Ax 
ri+1(Ui+1/2 + Ui+3/2) 
Dp =v ri+,, AX2 
central differencing is equivalent to defining: 
Am = Cm + Dm 
Ap = Cp - Dp 
while hybrid differencing requires: 
Am = (max(Dm, I C,, I) + C,,, ) 
Ap = -(max(Dp, lCpl) - Cp) 
We impose the following Dirichlet conditions at the inlet: 
U2-1 
r, = r2 = 1/2 
while at the outlet, Neumann conditions exact to first order, are specified: 
Un+3/2 ý Un+1/2 
rn+1/2 = rn-1/2 
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for both phases. Finally, for all computations, we fix the numbers of cells to n= 50 
and alter the length of the pipe in order to vary the cell-Reynolds numbers. This 
approach is (i) valid because equilibrium is reached very close to the inlet and (ii) 
convenient because a large number of cells is needed on coarse grids to observe 
instabilities. Otherwise, the Neumann boundary conditions may have the effect of 
damping the oscillations. 
First, we consider first the case where the fluids have the saine "physical" properties. 
Then, the system should behave similarly to the equations for single phase flows 
(assuming both phases have the same starting guesses) and we should confirm the 
well known result that central differencing is unstable if. 
Re, > 2. 
We set: 
PI : --: 1-0 P2 : -ý 1-01 
1**'l ýý V2 ý: 0-05- 
0.5 
The analytical solution for this system is trivial: we have u(x) 1 and therefore, 
the pressure decreases linearly along the pipe: 
p(x) = p(o) - pkx 
for I=4.9, i. e. Re, = 1.96, central differencing yields stable computations (and cor- 
rect answers! ) (see Figure A. 1). For I=5.1, i. e. Re, = 2.04, the same computations 
are unstable (see Figure A. 2). For this last case, if central differencing is replaced by 
hybrid differencing, we achieve stable computations and correct answers (see Figure 
A. 3). 
We now consider a "real" multiphase problem with the following parameters 
p, = 1.25 P2 = 0.75, 
v, = v2= 0.05. 
1.0 
See Figures AA to A. 6 for the solution to the equations for I=4.0 using hybrid 
differencing (the grids used to generate this solution contained 256 cells). With 
central differencing, computations are stable for I=4.0 where (Re, )niax 1.83) 
(Figure A. 7), and unstable for 1=4.1 where (Re, )max r"'o 1.87 
(Figure A. 8). The 
latter case becomes stable if hybrid differencing is used (Figure A. 9). 
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Figure A. 3: One-dimensional pseudo-two-phase flow problem with I=5.1 - Con- 
verged pressure field obtained with hybrid differencing 
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Figure A. 7: Converged pressure solution for the one-dimensional multiphase flow 
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A. 3 Multigrid Solutions 
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We consider the same test case as above, with I=4.0, and wish to obtain multi-grid 
solutions (using a F(2,2) cycling strategy). Table A. 1 and Figure A. 10 surnmarise the 
results observed: multigrid methods work very well on this example. Furthermore, 
the convergence rates are very largely grid-independent. Finally, we have observed 
that the 4 grids computations were eight time faster than the equivalent single grid 
computations (Figure A. 11). 
Number of grids Number of cells Convergence factor 
(fine grid) (per relaxation work unit) 
3 32 0.928 
4 64 0.916 
5 128 0.908 
6 256 0.878 
Table A. 1: One-dimensional multiphase flow problem - Convergence factors at dif- 
ferent grid levels 
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Here, we give some solution profiles for the entry flow problem referred to in Section 
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