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ABSTRACT 
In this thesis, we address the problem of learning the Markov blanket of a quantity from 
data in an efficient manner. The discovery of the Markov blanket is useful in the feature subset 
selection problem and in discovering the structure of a Bayesian network. Our contribution is 
a novel algorithm called FAST-IAMB for the induction of Markov blankets that employs a fast 
heuristic to quickly converge to the Markov blanket. Empirical results show that the algorithm 
performs reasonably faster than existing algorithms. In addition, the results also show that the 
speedup does not adversely affect the accuracy of the recovered Markov blankets. 
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CHAPTER 1. Introduction 
We live in a world that is deluged with data and information. The great progress made 
in the fields of science and technology has rapidly increased our capability to generate and 
collect data in the last several decades. Some of the chief sources of data are a direct result of 
the computerization of almost every walk of life: online banking, e-commerce, RFID tagging 
of many types of commodities and the ever expanding Internet are a rich source of data and 
information, to name a few. other sources that generate data include scientific experiments in 
various fields that have tremendously benefited from the advancement of science and scientific 
tools to study and analyze several different types of things that were previously difficult or 
hard to understand. Our insatiable thirst for knowledge is a driving force that creates a need 
to study the enormous amount of data generated by these processes and extract information 
and knowledge from it. In this thesis we are interested in looking at data domains that are 
well-defined in that we precisely know the set of attributes the domain is defined over and the 
kinds of values these attributes can assume. 
When examining a specific domain of interest, it is often the case that a particular attribute 
in this vast pool of data intrigues us and makes us keen on studying it. To study and analyze 
this attribute, we usually try to ascertain how the influence of other attributes in the domain 
affects it. For example, an engineer at an automobile manufacturing plant might be interested 
in studying the amount of hydrocarbon emission of the automobile being built. The engineer 
might try to determine the factors affecting the emission of hydrocarbons and then try to find 
an optimal set of values for these factors so as to reduce the amount of emission. As another 
example, a biologist studying an organism might be interested in determining which attributes 
help in accurately predicting the structure and function of genes in treat organism. In all these 
tasks the goal is to study how the attribute under consideration "behaves" under the ef~'ect 
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Figure 1.1 A Bayesian network for lung cancer. 
of other attributes in the domain. However, the domain might be defined over a very large 
number of attributes, making this task non-trivial, and, in some cases infeasible. Moreover, 
interpretation of the resulting analysis becomes exceedingly difficult when there are a number 
of attributes to consider. A solution to this problem is to determine a set of attributes that 
can shield the attribute of interest from the effect of other attributes in the domain. This set 
of attributes is called a Markov blanket and the task of finding such a set is the focus of this 
thesis. 
In this thesis we assume that there exists a faithful Bayesian network that models the 
domain. Bayesian networks are graphical models for succinct representation of joint probability 
distributions. Normally, a Bayesian network only models the independencies in the data set. A 
faithful Bayesian network on the other hand also models the dependencies in the data. Using 
a faithful Bayesian network, the Markov blanket of any attribute in the domain can be easily 
"read" off the network structure. The Markov blanket of an attribute is the set of parents, 
children and spouses (i. e. parents of common children) as encoded by the graph structure of 
the Bayesian network. The following example illustrates how one can determine the Markov 
blanket of an attribute given a Bayesian network. 
Figure 1.1 shows a Bayesian network consisting of five attributes of a person: Age, Gender, 
Exposure to Toxics, Smoking (denoting whether the person has a past history of smoking}, 
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Figure 1.2 The Markov blanket of Cancer. 
Cancer (denoting whether or not the person has lung cancer), Serum Calcium (denoting the 
level of serum calcium) and Lung Tumor (denoting the presence or absence of a lung tumor) . 
If Cancer is the attribute of interest, then one might wish to determine the value of this 
attribute given some assignment of values to the other attribute in the domain. For example, 
one might know that a particular person is 30 years old, is male, has not had heavy exposure 
to toxic substances, is a smoker, has high levels of serum calcium and a lung tumor. One 
can readily estimate the most probable value of the attribute Cancer given this information 
about the person. However, the Markov blanket of this attribute renders some of the available 
information irrelevant. 
The set of parents of Cancer is {E~posure to Topics, Smol~ing} and the set of children is 
{Serum Calcium, Lung Tumor}. There are no spouses. Therefore, the Markov blanket of the 
variable Cancer is the set {E~posure to Topics, Smol~ing, Serum Calcium, Lung Tumor}. This 
blanket is depicted in Figure 1.2. For the attribute Cancer, knowledge about the age and gender 
of a person become irrelevant if we know {E~posure to Toxics, Smol~ing, Serum Calcium, Lung 
Tumor}, because the blanket shields Cancer from the effects of those attributes outside it. 
The general idea is that, to study a particular attribute one only needs to consider those 
attributes in its blanket. The goal of this thesis is to develop a fast algorithm for discovering 
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Markov blankets. However, we do not address Bayesian network structure discovery here 
Markov blankets are discovered without determining the structure of the underlying Bayesian 
network. 
The remainder of this thesis is organized as follows: In Chapter 2 we review some pre-
liminaries and give some Bayesian network formalisms that allow us to connect the notion of a 
Markov blanket to a Bayesian network. In Chapter 3 we review past work related to Markov 
blanket discovery. In particular, we review a number of sound blanket discovery algorithms and 
weight their advantages and disadvantages. In Chapter 4 we present the necessary statistical 
background on testing for independence of variables and describe the issues that one might 
encounter in the presence of insufficient data. In Chapter 5 we present a novel algorithm 
called FAST-IAMB for discovering Markov blankets and also give empirical results comparing 
this algorithm with earlier work. We conclude with some thoughts on possible future research 
directions. 
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CHAPTER 2. Preliminaries 
In this chapter we formally define the notion of a Markov blanket and see how it relates to 
a Bayesian network. The organization of this chapter is as ~follaws: In Section 2.1 we introduce 
the notations used throughout this thesis. We formally define the notion of a Markov blanket 
in Section 2.2. In Section 2.3, we present formal definitions of some Bayesian network concepts 
and describe how the concept of a Markov blanket relates to a Bayesian network. 
2.1 Notations 
Table 2.1 lists the symbols used in this thesis. We use italicized capital letters at the end 
of the alphabet to denote variables and bold-face capitals to denote sets of variables. In this 
thesis we only deal with categorical data i.e. data in which all variables are discrete valued. 
However, the ideas presented here readily extend to continuous or hybrid domains. We use the 
phrase "a configuration of Z" to mean one possible instantiation of the variables in the set Z. 
The notation X .l Y denotes that X and Y are unconditionally independent of each other. 
Similarly, X ~Y_ Y denotes unconditional dependence. The notation X 1 Y ~ Z denotes that 
X and Y are conditionally independent given Z. Likewise, X ~ Y ~ Z denotes conditional 
dependence: this means that there exists at least one configuration of Z in which X and Y 
are unconditionally dependent. For a probabilistic definition of conditional independence, see 
Definition l; for a statistical definition, refer to Chapter 4. 
The words "variable" , "attribute" and "feature" are all used interchangeably throughout 
this thesis. 
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Table of symbols 
D Main data set 
N Number of points in the data set z. e. ~D~ 
X, ~', Z, . . . One-dimensional variables 
~, y, z, . . . Values of corresponding variables J~, ~, Z, . . . 
X, Y, Z, . . , Sets of variables 
x, y, z, . . . Values of sets X, Y, Z, . . . 
Zl Universe: set of all variables in the domain 
n Number of variables in 1.~ 
T Target: variable for which we find the Markov blanket 
C Class variable in asupervised-learning task 
B (T) Markov blanket of T 
rX Number of values taken on by variable X 
rX Number of configurations of the set X 
~ Heuristic function used in Markov blanket discovery algorithms 
D(p(x) ~) q(x)) The KL divergence between PMF's p(~) and q(X) 
Table 2.1 Symbols used in this thesis. 
2.2 The Notion of a Markov Blanket 
Definition 1 (Conditional Independence) Let Pr(•) be a joint probability function over 
the variables in Lf, and let X, Y, and Z stand for any three subsets of variables in Lf. X and 
Y are said to be conditionally independent given Z if and only if 
Pr(X = x ~ Y = y, Z = z) = Pr(X = x ~ Z = z) whenever Pr(Y = y, Z = z) > 0. (2.1) 
Similarly, we can define unconditional independence as follows: X and Y are said to be un-
conditionally independent iff 
Pr(X = x ~ Y = y) = Pr(Y = y) whenever Pr(Y = y) > 0. 
Intuitively, if X 1 Y ~ Z then Y gives us no information about X beyond what is already in Z. 
Definition 2 (Markov Blanket) A Markov blanket B(T) of an element T E Ll is any subset 
S of elements for which 
T 1 Lf — S — {T} ~ S and T ~ S. (2.2) 
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A set is called a Markov boundary of T if it is a mireim¢l Markov blanket of T, i.e., none of 
its proper subsets satisfy Equation 2.2. 
The concept of the Markov blanket of a variable is central to the algorithms presented in the 
paper. Intuitively, the Markov blanket of a variable shields the variable from the influence of the 
other variables in the set. Therefore, a variable's value can be probabilistically deterYnined from 
the values of the variables in its blanket alone the value assignments of the variables outside 
the blanket become irrelevant. In this thesis, we identify the Markov blanket of a variable with 
its Markov boundary and use the notation B (T) to denote the Markov blanket of variable T. 
2.3 Bayesian Network Formalisms 
A Bayesian network is a graphical model for efFiciently representing a joint probability 
distribution defined over a set of variables. It is denoted by (D, P) where 
1. D is a directed acyclic graph defined over a set of variables 1~l ; the graph encodes inde-
pendence relationships among the variables in Ll. 
2. P denotes a set of local probability distributions, one for each variable conditioned on its 
parents 
For any three variables A, B and C in 1.f, if there is a directed edge A -~ B in a Bayesian 
network defined over Lf, then A is called a parent of B and B is called a child of A. If there 
exist two edges such that A --> C ~ B (i.e. C is a common child of A and B), then A is a 
spouse of B (and vice versa). 
An example network is shown in Figure 2.2 (Friedman and Goldszmidt, 1998). The network 
is defined over a domain that has five variables, all of them binary valued: Earthquake (E) that 
represents the event that an earthquake has occurred, Burglary (B) that represents the event 
that a burglary has occurred, Alarm (A) that represents the event that the alarm has gone off, 
Radio (R) that represents a radio announcement and Call (C) that represents the event that 
a neighbor has called. Table 2.2 shows one of the many conditional probability distributions 
that form P. 
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Figure 2.1 A Bayesian network with five nodes. 
E B Pr(A = Yes ~ E, B) 
Yes Yes 0.9 
Yes No 0.2 
No Yes 0.9 
No No 0.01 
Table 2.2 An example local probability distribution for the variable Alarm. 
Given the Bayesian network of Figure 2.1, we can make some statements about the indepen-
dencies that are implied by it. For example, we can say that the occurrence of an Earthquake 
does not depend on whether a Burglary has taken place or not when nothing else is known about 
the values of the other variables. Another statement implied by the network is that, given that 
there is an Earthquake, a Radio announcement can be predicted regardless of whether the Alarm 
sounds. In fact, all independencies represented by a Bayesian network can be "read" from its 
DAG structure by using the rules of d-separation, the definition of which we give below. 
The following definitions are from (Pearl, 1988) . They formalize a number of Bayesian 
network concepts. 
Definition 3 (D-separation) If X, Y, and Z are three disjoint subsets of nodes in a DAG 
D, then Z is said to d-separate X from Y, denoted X 1 D Y ~ Z, if there is no path between a 
node in X and a node in Y along which the following two conditions hold: 
1. every node with converging arrows is in Z or has a descendant in Z and 
,2. every other node is outside Z. 
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Informally, two sets of variables X and Y are said to be d-separated by a third set Z if 
all undirected paths between any two variables in X and Y are blocked. An undirected path 
is said to be blocked if for some set of variables A, B and C in the path, at least one of the 
following three holds 
1. A, B, C are connected as shown in Figure 2.2(a) and C is in Z. 
2. A, B, C are connected as shown in Figure 2.2(b) and C is in Z. 
3. A, B, C are connected as shown in Figure 2.2(c) and neither C nor any of its descendants 
are in Z. 
If Z d-separates X and Y then X and Y are said to be conditionally independent given Z in 
the DAG D. on the other hand, if X and Y are not d-separated then X and Y are said to be 
conditionally dependent in D given Z. 
(a) (b) (c) 
Figure 2.2 The path A — C — B is blocked in the figure on the left provided 
C is in the conditioning set Z. The path A — C — B is blocked 
in the center figure if C is in the conditioning set Z. The path 
A — C — B is blocked in the figure on the right if neither C nor 
any of its descendants are in Z . 
The following is a list of some of the independencies that can be inferred from the network 
in Figure 2.1 using the above three rules of d-separation: 
• R 1 A ~ E because node E blocks the path R— E— A (case 2). 
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• E 1 B because node A blocks the path E — A — B (case 3). 
• B 1 C ~ A because node A blocks the path B— A— C (case 1). 
• B 1 R ~ E, A because node E blocks the path B — A — E — R (case 2). 
Definition 4 (Dependency Model) Amy model M of a set of variables if from which one 
can determine whether X 1 Y ~ Z is tree for all possible subsets X,Y and Z is called a 
dependency model. 
A joint probability distribution P is a dependency model of the domain over which it is defined. 
Definition 5 (I-map) A DAG D is said to be an I-maP of a dependency model M if every d- 
separation condition displayed in D corresponds to a valid conditional independence relationship 
in M, i.e., if for every three disjoint sets of vertices X, Y, and Z we have 
X1 D Y~Z  > X1n1 Y~Z 
A DAG is a minimal I-map of M if none of its arrows can be deleted withoz~t destroying its 
I-map propertg. 
Intuitively, a DAG D is an I-map of a dependency model M if every independence statement 
derived from D using the rules of d-separation is also valid in M. 
Definition 6 (Bayesian network) Given d probability distribz~tion P on a set of variables 
Lf, a DAG D is called a Bayesian network of P ifj" D is a minimal I-maP of P. 
This definition states a DAG D is called a Bayesian network of a joint probability distribu- 
tion P if and only if every independence relation derived from D is also present in P. 
Definition 7 (Faithfulness) A Bayesian network B and a joint distribution P are faithful 
to to one another i„~f every conditional independezece entailed by the graph of G is also present 
in P i.e. 
XLB Y~Z < > X1PY~Z 
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Intuitively, the above definition states that a Bayesian network B is faithful to a joint 
distribution P if every independency and dependency (lack of independence) implied by the 
network is also present in P. A Bayesian network is said to be faithful if it is faithful to the 
probability distribution it represents. 
we now give an important theorem that relates the concept of a Markov blanket to a 
Bayesian network. This theorem allows us to precisely determine the Markov blanket of a 
variable in a network by "reading" its structure. 
Theorem 1. If a Bayesian network B is faithful, then for every variable T, B(T) is unique 
and is the set of parents, children and spouses of T (,vroof in Tsamardinos and Aliferis, 2003). 
The theorem shows how the notion of a Markov blanket is closely related to a Bayesian 
network. Using the above theorem, the Markov blanket of any given variable can be readily 
"read" off the structure of the corresponding faithful Bayesian network. The Markov blankets 
of the variables in Figure 2.1 are given below: 
• B(E) _ {R, A, B} (R, A are children; B is a spouse). 
• B(B) _ {A, E} (A is a child; E is a spouse). 
• B(R) _ {E} (E is a parent). 
• B(A) _ {E, B, C} (E, B are parents; C is a child). 
• B(C) _ {A} (A is a parent). 
The rest of this thesis will describe algorithms that can efficiently recover the Markov blanket 
of a given variable by making statistical decisions about the independencies present in the data 
set under consideration. 
This concludes this chapter on the basics. In the next chapter, we shall see why the discovery 
of Markov blankets is of much importance and we shall also review past work related to Markov 
blanket discovery. All algorithms assume that a single Bayesian network can faithfully represent 
the distribution of the domain, which implies (by Theorem 1) that there exists a unique Markov 
blanket for every variable in the domain. 
l~ 
CHAPTER 3. Review of Related Work 
3.1 Feature Selection 
We first define the feature selection problem, discuss the two approaches that attempt to 
solve it and then show how Markov blankets can be useful in determining an optimal solution 
for algorithms that take one of the approaches. 
3.1.1 The Feature Selection Problem 
A large number of problems in Machine Learning deal with supervised learning. In this 
setting, a learner induces a model from a data set that is defined over a set of features. Each 
instance in this set is labeled with a class label that identifies the category or class to which the 
instance belongs. The learnt model is used to classify an input pattern or instance, typically 
represented by a set of value assignments to features, into one of many classes. The goal of 
a learner is to learn a model that yields a good classification accuracy on unseen data, called 
generalization performance. 
Some real-world data sets give us a wealth of attributes and/or data to use for learning. 
While having abundant data is usually very helpful, the same cannot be said about having too 
many attributes. In fact, most inductive methods generalize worse given too many attributes 
than given a subset of those attributes (Caruana and Freitag, 1994) . The attribute selection 
problem {also called feature selection or feature subset selection problem) refers to the task of 
finding a "good" subset of features. Langley (1994); Dash and Liu (2000) survey a number 
of algorithms that attempt to solve this problem. As pointed out by Dash and Liu, feature 
selection is defined by many authors by looking at it from various angles. The following lists 
those that cover a range of definitions: 
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Idealized Find a minimally sized feature subset that is necessary and sufficient to find the 
target concept. 
Classical Find a subset of m features from a set of n features, m < n, such that the value of 
a criterion function is optimized over all subsets of size m. 
Improving prediction accuracy Find a subset of features that helps improve accuracy of 
prediction or helps decrease the model size without significantly lowering prediction ac-
curacy. 
Approximating original class distribution Find a subset that approximates the original 
class distribution as closely as possible. 
3.1.2 Existing Approaches 
Feature selection algorithms can be classified into two categories (John et al., 1994): filter 
and wrapper methods. In the filter method, feature selection is done independently of the 
learning algorithm used to construct the classifier. The selected feature set is then used to 
induce a classifier. The wrapper method on the other hand uses the learning algorithm for 
selecting a good subset of features. At each stage of the wrapper method a feature set is 
evaluated by using the learning algorithm to build a classifier frotn the feature set. The accuracy 
of the resulting classifier is used to compare different sets of features and the set that yields the 
maximum accuracy is selected. 
The set of features selected by the filter approach may not be optimal in terms of the 
predictive accuracy of the classifier because the optimal set may be dependent on the inductive 
and representational biases of the learning algorithm that is used to construct the classifier (John 
et al., 1994). However, the filter approach is computationally faster. This is because the wrapper 
approach induces a new model for each feature subset it evaluates. This technique makes the 
wrapper approach feasible only if the learning algorithm is relatively fast. So, how well can we 
do using filter methods alone? As it turns out, Koller and Sahami (1996); Tsamardinos and 
Aliferis (2003) show that Markov blanket discovery is particularly useful in the feature subset 
selection problem. 
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Before we review related work, we need some definitions. An attribute is said to be irrelevant 
if it is unconditionally independent of everything. An attribute is said to be redundant with 
respect to some attribute T if its value is fully determined (or even approximately determined) 
by some set of features S that does not include T. It should be noted that both irrelevant 
attributes and redundant attributes pose problems to a learning algorithm. However, some of 
the early work on filter methods concentrated only on eliminating irrelevant attributes (Langley, 
1994). Figure 3.1 gives examples of irrelevant and redundant attributes under the assumption 
that the data under consideration was generated by a Bayesian network faithful to it. 
Figure 3.1 W is an irrelevant attribute in the figure on the left whereas it 
is a redundant attribute in the figure with respect to T on the 
right . 
Singh and Provan (1996); Koller and Sahami (1996) describe some of the first filter methods 
that use information-theoretic approaches to solve the attribute selection problem. The use of 
information-theoretic approaches is of interest to us because these techniques can filter out 
irrelevant and redundant attributes. Singh and Provan describe the INFO-AS algorithm for 
inducing selective Bayesian network classifiers. In the attribute selection phase, the algorithm 
starts out with the empty set of attributes. It then greedily adds attributes, adding at each step 
the attribute that maximizes some information-theoretic metric (like Conditional Informational 
Gain or Conditional Gain Ratio, for example). Even though the INFO-AS algorithm seems 
similar to the KS algorithm (described in section 3.1.3), Koller and Sahami give a convincing 
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argument that I1vFo-AS's forward selection procedure does not guarantee finding a good subset 
of features. 
3.1.3 Optimal Filter Methods 
It was Koller and Sahami's (1996) paper, that first created a framework for defining the the-
oretically optimall filter method for this problem. Because the Markov blanket of an attribute 
subsumes its information content (i. e. that attribute does not give any additional informa-
tion about the rest of the variables, including the class variable, beyond what is already in its 
blanket), it can be shown using this framework that such an attribute can be removed from 
the feature set without affecting the classifier's performance. Of course, this holds only if the 
attribute's blanket does not contain the class variable. Otherwise, the attribute should not 
be removed. Using this framework, we can reason that attributes that are either irrelevant or 
redundant will be removed from the feature set. An irrelevant feature will be removed based 
on a Markov blanket consisting of the empty set of features whereas an redundant feature will 
be removed by using S, the set of features that determine its value, as its Markov blanket. If 
this process is repeated a number of times, ail irrelevant and redundant features will eventually 
be removed from the domain. 
Koller and Sahami give the following algorithm (Figure 3.2) to find an approximate solution 
using this framework. Intuitively, the algorithm first determines candidate blankets of fixed size 
for each feature X in 1~l — {C}, where C is the class variable. It then removes the feature for 
which the candidate blanket is closest, in the KL-divergence sense, to being a Markov blanket 
for that feature. The distance "metric" used to determine how close a candidate blanket M of 
a feature X is to the actual Markov blanket is given below: 
six ~ M~ — 
m,~ 
Pr(M = m, X = x) • D(Pr(C ~ M = m, X = ~) ~~ Pr(C (M)) 
This process is repeated until a prespecified number of features are removed. One of the 
drawbacks Of this algorithm is that the number of features to be removed is often not known a 
priori. In addition, the use of fixed-size sets as blankets does not ensure that a blanket subsumes 
1 A theoretically optimal filter method does not mean that the selected feature set gives the best predictive 
accuracy when used by a classification algorithm. 
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all the information content of the removed feature, since the set is only an approximation to 
the actual Markov blanket. Tsamardinos et al. (2003) provide some experimental results and 
describe some problems of this algorithm mostly due to a number of Halve assumptions it makes. 
KS(D,K,L) 
D K is the size of candidate blankets, L is the number of features to be removed 
1 for each pair (X, Y) such that X, Y E L~ do 
2 Compute ryhY = ~~,y Pr(X = x, Y = y) ' D(Pr(C ~ X = x, Y = y) II Pr~c ~ Y = y)) 
3 end for 
4 G ~- u 
5 repeat 
6 for each feature X E G do D Compute candidate blankets 
7 Let M~ be the set of K features Y E G — {X } 
such that ya ~- is smallest 
8 Compute b(X ~ M~ ) 
9 end for 
10 W F— arg min S(X ~ M Y ) 
AEG 
11 GAG —{W} 
12 until L features are removed 
13 return G 
D Remove feature LI~' 
Figure 3.2 The K S algorithm. 
Tsamardinos and Aliferis (2003) also study the use of Markov blankets for feature selection. 
Examined in this work are the concepts of feature relevancy, the feature selection problem and 
the distinction between wrapper methods and filter methods. They conclude, under certain 
assumptions, that the Markov blanket of the class variable is the optimal feature set for classi-
fication problems and present the IAMB algorithm for Markov blanket discovery. We will look 
at IAMB and other blanket discovery algorithms in detail in the next section. 
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3.2 Markov Blanket Discovery Algorithms 
3.2.1 Introduction 
In today's world, many scientific fields benefit from decision-theoretic techniques and many 
systems use such techniques to make decisions. Some examples of such systems include medical 
diagnosis systems, expert systems and systems used in automated troubleshooting. Decision 
theoretic techniques are useful because they allow explicit management of uncertainty and 
trade-offs. 
A Bayesian network is handy tool for decision making involving uncertainties. It is a graphi-
cal model that encodes probabilistic relationship among variables of interest (Beckerman, 1995) . 
As noted in (Beckerman, 1995), a Bayesian network offers a number of advantages for data anal-
ysis, some of which are given below: 
1. The model can handle situations where some data entries are missing because it encodes 
dependencies among all variables. 
2. It also allows us to infer causal relationships among variables. 
For these reasons, there is a tremendous amount of interest in automatically discovering the 
structure of Bayesian networks from data. In this respect, two approaches to learning Bayesian 
network structure have emerged (Margaritis and Thrun, 1999a) 
• those that employ independence properties of the underlying network that produced the 
data in order discover parts of its structure 
• those that learn a local maximum likelihood network structure for representing the data, 
disregarding independencies in it. 
The first of these approaches is of much interest to us because of some recent work by Margaritis 
and Thrun. 
3.2.2 The Markov Blanket GS Algorithm 
Margaritis and Thrun present the first algorithm that makes use of Markov blankets for 
Bayesian network structure discovery. As a first step, the structure discovery algorithm invokes 
18 
the Grow-Shrink (GS) algorithm (also presented in this paper) on each variable in the domain, 
in order to discover its Markov blanket. The algorithm then utilizes the blanket information 
for inducing the structure of the Bayesian net. The GS algorithm is given in Figure 3.3. 
GS(D,T) 
1 B (T) ~ 0 
2 while ~ X E Lf — {T} such that X .~ T ~ B(T) do ~ Growing phase 
3 B(T) ~ B(T) U {X} 
4 end while 
5 while ~ X E B (T) such that X 1 T ~ B (T) — {X } do D Shrinking phase 
7 end while 
8 return B(T) 
Figure 3.3 The G S algorithm. 
The G S algorithm has certain nice properties that make it extremely useful for discovering 
Markov blankets. First of all, under some assumptions, the algorithm is provably sound i.e. 
it can recover the exact Markov blanket of the variable under consideration. The assumptions 
made are: 
(i) the existence and faithfulness of a Bayesian network to the data set under consideration 
this implies the existence and uniqueness of the blanket, and 
(ii) the assumption that the conditional independence tests are reliable. 
Refer to (Margaritis and Thrun, 1999b) for a formal proof of correctness. 
Another nice property is that the algorithm is scalable   it requires only O(n) conditional 
independence tests for discovering a Markov blanket. Before we move on, it should be mentioned 
that the time complexity of Markov blanket discovery algorithms is often measured by the 
number of conditional independence tests that are performed in the process. If we approximate 
the probability of those configurations of sets of variables that do not appear in the data set 
with a value of zero, then each test takes only O(~D~) time. This time is proportional to the size 
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of the data set and is not exponential in the number of variables as one would imagine. Hence, 
the number of conditional independence tests performed is a good indicator of the running-time 
requirements of an algorithm. 
The O (n) running-time requirement of G S can be proved in the following manner: First, it 
can be shown that the G S algorithm needs to make at most three passes over the entire set of 
variables in the growing phase. In the first pass, all the parents and children and possibly some 
spouses of the target variable T are added. The remaining spouses are added in the second pass. 
The third one verifies that nothing else needs to be added. Second, the shrinking phase requires 
just one pass through the variables in B (T) . Therefore, we can conclude that the running-time 
of this algorithm is O (n) . In order to speed up the algorithm, ~/Iargaritis and Thrun suggest the 
use of mutual information to order the variables before the growing phase. The intuition is that 
this will minimize the chances chances of making a second pass in the growing phase because 
variables that are close to the target, and those in its blanket, are identified and added to the 
blanket as early as possible (thereby rendering all the other variables conditionally independent 
of the target) . 
Despite having these desired properties, the G S algorithm can sometimes fail to recover 
the correct Markov blanket because assumption (ii) is violated in certain cases. This occurs 
when the data set is so small in size so as to make most of the conditional independence tests 
unreliable. It also occurs whenever the growing phase of the algorithm adds many false positives 
to the blanket a condition that will make the tests at the end of the growing phase and those 
performed in the entire shrinking phase unreliable, even if the available data set is reasonably 
large due to the large size of the conditioning set. The larger the size of the conditioning set, 
the less accurate are the estimates of conditional probabilities and hence the independence tests 
are not reliable. Even the use of mutual information to guide blanket discovery does not totally 
mitigate this problem because the heuristic used in GS is "static" (Tsamardinos et al., 2003); 
the resulting ordering over the 1~l — {T } — B (T) can actually lead to the spouses of the target 
variable being considered very late in the growing phase. Whereas the former problem (lack 
of data) cannot be handled by any existing blanket recovery technique, we shall see how the 
latter one can be solved to some extent. 
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3.2.3 The IAMB and INTER-IAMB Algorithms 
Tsamardinos et al. describe a few variants of G S that attempt that solve the problem 
mentioned at the end of the previous section. The interesting ones presented are the Incremen-
tal Association Markov Blanket (IAMB) and Interleaved-IAMB (INTER-IAMB) algorithms. 
These algorithms are also sound under the same set of assumptions used by the G S algorithm. 
They are interesting to study because they are not affected as much by assumption (ii) as is 
GS. For each algorithm, we first describe the algorithm, examine its pros and cons, and then 
try to ascertain its running-time requirements. 
The IAMB algorithm is given in Figure 3.4. As we noted earlier, this algorithm and INTER-
IAMB are variants of the GS algorithm. The difference between GS and the IAMB algorithms 
is that the IAMB algorithms employ what Tsamardinos et al. calla "dynamic" heuristic. 
IAMB(D, T, h) 
1 B(T) ~ ~ 
2 while B (T) has changed do 
3 S~{A~AElf—{T}—B(T)} 
4 X <-- argmax h(A,T ~ B(T)) 
5 if X ~ T ~ B(T) then 
6 B(T) ~ B(T) U {X} 
7 end if 
8 end while 
9 for each attribute A E B (T) do 
10 if A 1 T ~ B(T) — {A} then 
12 end if 
13 end for 
14 return B(T) 
D Growing phase 
D Shrinking phase 
Figure 3.4 The IAMB algorithm. 
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Just like GS, the IAI~TB algorithm also uses atwo-phase approach for discovering Markov 
blankets. In the growing phase all variables that belong to the blanket and possibly some false 
positives enter B (T) . The shrinking phase then identifies these false positives and removes 
them. However, there is a difference in how IAMB orders variables in the growing phase. 
IAMB reorders the set of variables each time a new variable enters the blanket. The reordering 
can be done using an information-theoretic heuristic Iike mutual information. This dynamic 
reordering of variables is what makes IAMB and its variants perform better when the blanket 
contains spouses of T, the reordering ensures that the spouses of T are also considered early on 
in the growing phase, unlike what happens in G S . This in turn causes IAMB (and its variants, 
of course) to add fewer false positives during the growing phase. As noted earlier, fewer false 
positives lead to more reliable tests of conditional independence, which in turn help the process 
of Markov blanket discovery. 
Now that we have presented the algorithm, we can analyze its time complexity. It is impor-
tant to note that performing a conditional independence test between two variables is identical 
to calculating the conditional mutual information between them and then doing a significance 
test on the value obtained   see Chapter 4 and also Appendix 5.3 for a formal proof of why 
this is so. This allows us to treat both these "queries" as requiring the same amount of time in 
O() notation and therefore we do not distinguish between them. In the growing phase, IAMB 
adds at most n = ~Ll ~ variables to B (T) . Each addition reorders the remaining variables based 
on the conditional mutual information between them and the target (the conditioning set being 
the current blanket). Since each reordering takes O(n) time, the entire growing phase takes 
O(n2 ) time in the worst case. The shrinking phase takes at most O (n) time. Therefore, the 
total time complexity is O (n2 ) . However, this is a very conservative upper-bound. In practice, 
IAMB often performs better. 
Promising as it may seer~~, even IAMB suffers from the problem of the addition of false 
positives to the blanket in the growing phase, though to a lesser extent. To see why, consider 
the Bayesian network in figure 3.5. 
The true blanket of the target variable T is the set {X, Y, Z}; the variable W is outside 
the blanket. For the purpose of illustration, assume that the IAMB algorithm has just entered 
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Figure 3.5 Though W is outside the blanket of T, it might be added to the 
blanket early on in the growing phase. 
the growing phase i.e. the blanket is empty. In such a scenario, IAMB orders the variables 
in Ll — {T } using mutual information as its heuristic2 . When using an information-theoretic 
heuristic like mutual information, there is a possibility that the mutual information between T 
and W is very high; higher than the mutual information between T and Y, and T and Z taken 
separately. If this were indeed the case, W would be considered first and would be added to 
the blanket before Y and Z are added. Such possibilities arise whenever there exist multiple 
paths for the flow of information between the variables being considered. When there is just 
one path, however, this possibility never arises. In our example, the two paths connecting T 
and Ware T —~ Y --~ W and T —~ Z --~ W . 
The INTER-IAMB algorithm partially solves the problem mentioned in the above paragraph. 
The algorithm is given in Figure 3.6. 
The algorithm only partially solves the problem because the false positives might not be 
detected until late into the growing phase of the algorithmn and also because not all of them 
might be detected. 
The key difference between IAMB and II~TTER-IAMB is that the shrinking phase is inter-
leaved into the growing phase in INTER-IAMB. This has some advantages and disadvantages 
2Strictly speaking, the heuristic used is conditional mutual information «here the conditioning set is the set 
of variables added to the blanket thus far. 
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INTER-IAMB(D, T, h) 
1 B(T) ~ 0 
2 while B(T) has changed do 
3 SF—{A~AELf—{T}—B(T)} 
4 X F- argmax h(A,T (B(T)) 
A 
5 if X ,Y. T S B (T) then 
6 B(T) F-B(T)U {X} 
7 end if 
8 for each attribute A E B(T) do 
9 if A .L T ~ B(T) — {A} then 
11 end if 
12 end for 
13 end while 
14 return B(T) 
D Growing phase 
D Shrinking phase 
Figure 3.6 The INTER-IAI~TB algorithm. 
to it. The advantage of interleaving these two phases is that INTER-IAMB can eliminate some3
of the false positives in the current blanket as the algorithm progresses during the growing 
phase, without having to wait until the rowing phase is complete. This is the key to the often 
superior "accuracy" of INTER-IAMB over IAMB in terms of being able to recover the right 
Markov blanket. However, this improved accuracy comes with a performance penalty. Since 
the two phases are interleaved, the INTER-IAMB algorithm makes at most 2n mutual infor- 
mation/conditional independence computations for each variable that enters the blanket in the 
growing phase (as opposed to the at most n computations made by IAMB). The O() notation 
makes this performance penalty invisible since the time complexity is still O (n2) . However, it 
is often the case INTER-IAMB conducts at least as many tests to recover the blanket as does 
3We say some and not all because INTER-IAI~-1B uses only the current blanket to determine whether or not 
a variable is a false positive. 
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IAMB {on the same target variable) and often a lot more. 
Another disadvantage of INTER-IAMB comes from an unwanted side-effect of interleaving 
the two phases: a variable may be added to and removed from the blanket multiple times, 
though this does not happen very often. This does not happen either in GS or in IAMB 
because their growing and shrinking phases are not interleaved. The following example will 
help illustrate this point. Assume that the Bayesian network in figure 3.7 generated the data 
set under consideration. 
Figure 3.7 W is added twice and removed once by INTER-IAMB . 
With this Bayesian network, let us assume that the INTER-IAMB algorithm progresses as 
follows while calculating the Markov blanket of T. 
1. GPI : W is added first to B (T) . (As we mentioned before, this could happen whenever 
there exist multiple paths between the target and the variable under consideration. In 
this case, the two paths are T — Y — W and T — Z — W . ) 
2. SPS: No variables are removed from the blanket in the shrinking phase since W is uncon- 
ditionally dependent on T. 
3. GP: Y is added next to B(T). 
4. SP: Again, no variables are removed since W ~_ T ~ Y and Y ,r T ~ W . 
5. GP: Next, Z is added to the blanket. 
4Gro«Ting phase 
5 Shrinking phase 
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6. SP: This time however, W is removed from B(T) since W 1 T ~ Y, Z. 
7. GP: X is added next to the blanket. 
8. SP: No variables are removed since X, Y and Z are all dependent on T (given the other 
two) . 
9. GP: W is again added to the blanket. 
lo. SP: No variables are removed in this iteration either. 
Clearly, W was added twice to the blanket and removed ante before the algorithm termi-
nated. In fact, W could have been added and removed twice if the network is like the one 
shown in Figure 3.8. 
Figure 3.8 W is added twice and removed twice by INTER-IAMB . 
The reason for this behavior is simple: INTER-IAMB decides whether a variable is a false 
positive or not based only on the "current" blanket. Sometimes, the current blanket suffices to 
correctly identify a false positive. In other cases, like the example just described for instance, 
it raises a false alarm causing INTER-IAMB to delete it first, only to add it later on. 
In the next chapter, we describe the statistical techniques used by our algorithm to make 
conditional independence decisions. The chapter following this one describes our algorithm for 
Markov blanket discovery. 
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CHAPTER 4. Testing for Statistical Independence 
In this chapter we discuss statistical independence testing in discrete domains which is used 
in our Markov blanket discovery algorithm. The outline of this chapter is as follows: we first 
introduce some terminology and give definitions of two important statistics used in statistical 
independence tests. we then outline our approach for testing for conditional independence. 
Finally, we describe some of the issues that one might encounter in the presence of insufficient 
data and outline the steps we take to mitigate this problem. 
4.1 Preliminaries 
Data sets in discrete domains that contain- two or more qualitative variables can naturally 
be represented as a cross-tabulation or a contingency table. For example, Table 4.1 shows a data 
set of 5375 tuberculosis deaths defined over two variables, namely sex and type of tuberculosis 
causing death. A table such as Table 4.1 is known as a 2 x 2 contingency table because each 
variables takes on two values. Each cell in this table contains the co~cnt or frequency of the 
instances in the data set that fall under the corresponding category. In our thesis, we are only 
interested in contingency tables involving two attributes. 
~'ype ~-
Sex 
Males Females 
Tuberculosis from respiratory system 3534 1319 
Other forms of tuberculosis 270 252 
Total: 5375 
Table 4.1 A 2 x 2 contingency table: Deaths from tuberculosis (Everitt, 
1977}. 
Contingency tables are useful in making statistical decisions about the attributes in the 
data set under consideration. An important question involves deciding whether the variables of 
27 
interest are independent or not. Such a question is termed a hypothesis. The primary hypothesis 
is called the null hypothesis   it indicates our belief about the data set. The other hypothesis, 
against which we test our null hypothesis, is called the alternative hypothesis. In this thesis, 
we always use the same null hypothesis for every statistical independence test that we perform 
  it is the statement `the variables are independent'. The alternative hypothesis is simply the 
opposite: `the null hypothesis is not true', which, in our case reads `the variables are dependent'. 
Having defined the null and the alternate hypotheses, we can describe how to test the truth 
of the null hypothesis using data. This can be done using a test statistic. The test statistic 
is a numerical quantity calculated from a data set that helps in the decision making process. 
Informally, the test statistic is compared against a known cut-off value, and if the statistic is 
found to be greater than the cut-off value we conclude that the null hypothesis is false and 
accept the alternate hypothesis. A well-known independence tests is Pearson's chi-squared test. 
The chi-squared test dates back to the early 20th century, having been introduced by Pearson 
in 1904 to test for the statistical independence of two variables. 
4.2 The X2 and G2 Statistics 
The chi-squared test is a simple test that determines whether or not two discrete probability 
distributions are statistically different. Typically, these are the actual distribution and an 
``expected" distribution (defined over the same set of variables) . The actual distribution is 
what is obtained from the data set being studied whereas the expected distribution is the 
distribution we would have obtained if the null hypothesis was true on that data set. For an 
r x c contingency table defined over two variables X and Y (i. e. a contingency table for X 
and Y where X takes on r values and Y takes on c values), Pearson's chi-squared test uses the 
following quantity (also known as the chi-squared statistic) 
r~ E(z,~) 
i=1 j=1 
(4.1) 
In the above equation, O (i, j) is the frequency or count of instances that have X = xi and 
Y = yj, and E(i, j) is the expected number of instances that have X = ~i and Y = yj under the 
null hypothesis. Since we assume the null hypothesis of independence, the expected number of 
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instances that have X = xi and Y = y~ is 
E(i, j) = N • Pr(X = xi) • Pr(Y = y~) (4.2) 
where Pr(•) denotes the maximum-likelihood estimate of Pr(•). One can compare X2 to a cut-
off value to decide whether or not the variables are indeed independent. Providing none of the 
expected values are very small, the distribution of XZ can be shown to be approximately that 
of X2 (the chi-squared distribution) with v degrees of freedom (in short, X 2 ti x~) . For an r x c 
table and the null hypothesis that we use, it can be shown that v is equal to (r — 1) x (c — 1) . 
If we use a 100 (1 — cx) °~o confidence level, the cut-off value to compare against would be X~ a . 
Most statistical texts provide tables that list these cut-off values for various values of v and cx. 
If X 2 > xv,a, we reject the null hypothesis (independence) and accept the alternate hypothesis 
(dependence} . Typically, a 95°~o confidence level (cx = 0.05) is used for most statistical tests. 
The interested reader is referred to (Everitt, 1977; Upton, 1978; Agresti, 1990) for a detailed 
explanation and the mathematical underpinnings of these concepts. 
A simple example will help illustrate the use of the chi-squared test. We will use Table 4.1 
for the purpose of this example. It is repeated here as Table 4.2 in a slightly different form. 
Also given below in Table 4.3 are the expected counts for each cell of Table 4.2. 
Sep 
Type ,~ Males Females Row totals 
Tuberculosis from respiratory system 3534 1319 4853 
Other forms of tuberculosis 270 252 522 
Column totals 3804 1571 5375 
Table 4.2 Observed counts and marginal totals for Table 4.1. 
Sex 
Tyke ,~ Males Females Row totals 
Tuberculosis from respiratory system 3434.6 1418.4 4853 
Other forms of tuberculosis 369.4 152.6 522 
Column totals 3804 1571 5375 
Table 4.3 Expected counts and marginal totals under the hypothesis of 
independence for Table 4.1. 
The expected counts in Table 4.3 were obtained using maximum-likelihood probability es-
timates as given by eq. 4.2. For example, the expected count in the first cell of the table is 
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obtained as follows: 
EMale, Respiratory TB = N x Pr(Male) x Pr(Respiratory TB) 
= N x 
O(Male) X O(Respiratory TB) 
N N 
3804 x 4853 
5375 
= 3434.6 
Using the table of expected counts (Table 4.3), we can calculate the chi-squared statistic in the 
following manner: 
x2 (3534 — 3434.6)2 + (1319 — 1418.4)2 + (270 — 369.4)2 + (252 — 152.6)2
3434.6 1418.4 369.4 152.6 
= 101.35 
For our data, r = c = 2, and therefore the degrees of freedom v = (2 — 1) (2 — 1) = 1. If we 
set a at 0.05, the cut-off value is Xi,o.o5 = 3.84. Since x 2 > Xi,o.o5 ~ we conclude (with 95% 
confidence) that the variables Sex and Type of tuberculosis are dependent. 
An alternative to XZ is ~2, which is another statistic that also allows us to compare two 
discrete distributions. For an r x c contingency table, it is given by 
(4.3) 
where O (i, j) and E(i, j) are defined as before. ~2 is sometimes called "likelihood ratio x~" or 
"Maximum Likelihood statistic." ~~, just like rY~, is asymptotically distributed as achi-squared 
distribution with (r — 1) (c — 1) degrees of freedoms , meaning that the cut-off values for both 
statistics (for fixed v, a) are the same. 
Ku and Kullback (1974) mention that the chi-squared statistic x~ is actually an approxima-
tion to the log-likelihood statistic C2. (Refer to (Williams, 1976) for a proof.) Ku and Kullback 
(1974); Williams (1976) also mention that the additional advantage of using ~2 is that it is 
additive whereas X~ is not. We shall see shortly why this is important to us. For these reasons, 
we use ~~ instead of X~ in all our independence tests. 
1 This holds for an r x c table and the null hypothesis that we use. 
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4.3 Testing for Conditional Independence 
So far we have seen how the X2 and ~2 statistics are useful in testing for the (uncondi-
tional) independence of two variables. Testing for conditional independence, however, is not as 
straightforward as the the unconditional case and differs from it in certain aspects. First, the 
test statistic used in the conditional test is computed using a difrerent approach. Second, the 
cut-off value that the test statistic is compared against is also obtained in a different manner. 
Yao and Tritchler (1993) give a detailed treatment of testing for conditional independence and 
suggest a test statistic that can be used for an exact analysis. However, we use a simpler and 
easier to obtain a test statistic that is similar to the one used by them. We use the ~2 statistic 
and assume that the cells in the contingency table arise out of the normal approximation to 
the hypergeametric distribution. In such a case, the test for conditional independence can be 
carried out as follows. 
Assume, for the purpose of discussion, that we want to test for the conditional independence 
of X and Y given Z in some data set D, where {X, Y} U Z C Ll. Then, the test statistic that 
we use for testing for the conditional independence of X, Y (Z is: 
~2(x,Y I z) _ ~2(X,~'~Z=z) (4.4) 
Z E {All configurations of Z} 
where ~2 (X, Y ~ Z = z) is the Maximum Likelihood statistic for that subset of the data set 
where Z = z. 
There is an interesting property of XZ (chi-squared) probability distributions that helps 
us compute the distribution that the above test statistic will approach asymptotically. This 
property is called the additive property and it states that: 
I,f X1, . . . , X,~ are independent random variables with ~~1 , . . . , XU~ distributions re-
spectively, then Y = ~2 1 XZ is a random variable that has a X2 n v2 distribution. ~ Z_j 
We already know from the previous section that the C2(X,Y) statistic for testing the un-
conditional independence of two variables X and Y approaches the chi-squared distribution 
asymptotically. Let us assume that ~2(X,Y ~ Z = z) has vZ degrees of freedom. Now, if we 
use the fact that the G2(X,Y ~ Z = z) statistics are in fact random variables and that they 
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are independent of each other at each configuration z of Z (see footnote below), then we 
can clearly conclude that the test statistic ~2 (X, Y j Z) has achi-squared distribution with 
v = ~Z vZ degrees of freedom. Using the notation in Chapter 2, the degrees of freedom v are 
v = (r~~- — 1) x (r~~ — 1) x rZ, and the cut-off value is Xv,a . 
An example will help make things clear. Suppose we want to test for the conditional 
independence of X and Y given a variable Z using some data set D. Assume that X and Y 
are binary variables whereas Z takes on three values. Given below are three hypothetical 2 x 2 
contingency tables far X and Y at each value of Z. 
Y=y1 Y=~J2 
X = x1
X = x2 
164 18 
3559 1299 
Z = zl
Y=~1 Y=y2 
X = xl 
X = ~2 
16 
191 
102 
13012 
Y=yl Y=y2 
X =~1 
X = x2
2 
68 
690 
879 
Z = z3
Z = z2
Table 4.4 Testing for Conditional Independence of X and Y given Z. 
R = 20,000 instances. 
Using equation 4.4, the test statistic would be 
~2(X,~'~Z) _ ~2 Z~X~~'~Z=z2)+~2~X~~'I Z=zs) 
= 31.16+43.81+61.86 
= 136.83 
and it follows a xU distribution with v = (2 — 1) x (2 — 1) x 3 = 3 degrees of freedom. 
Assuming cx = 0.05, the cut-off value to compare this statistic against is x3,o.o5 = 7.81. Since 
~2 (X, Y (Z) > x3,o.o~, we reject the null hypothesis of independence and conclude that X and 
Y are conditionally dependent given Z. 
1 This is true due to the assumption that instances in the data set are independently and identically distributed 
and the fact that the ~2 statistics are calculated from disjoint subsets of the data. 
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4.4 Dealing with Insufficient Data 
Insufficient data presents a lot of problems when working with statistical inference techniques 
like the independence tests mentioned earlier. In particular, insufficient data can lead to the 
problem of zero cell frequencies when we are dealing with contingency tables. Since the X2
and ~2 statistics rest on the normal approximation to the hypergeometric distribution, these 
approximations get strained when there are zero frequency cells or when the expected counts are 
`very small'. The latter phrase has generally been interpreted to mean that for an independence 
test to be reliable, all cells have non-zero expected values and at least 80°0 of the cells should 
have expected values greater than 5 (Everitt, 1977; Upton, 1978) . Unfortunately, when working 
on real-world data sets such cases frequently arise. 
We now describe some of the heuristic "solutions" that we use to help mitigate these prob-
lems proposed by other researchers. The first, proposed by Brin et al. (1997), tries to overcome 
the problem of low expected counts by simply ignoring these cells when calculating the X 2 or C2
sums (equations 4.1, 4.3} . Brin et al. argue that if the variables involved in the independence 
test would have been associated due to the contribution of a very small cell, then the association 
would involve very rare events. Hence the variables can be thought of as being independent. 
The second heuristic ``solution" uses what is called CT-support for ensuring that a contingency 
table has enough data to perform a statistical test on it. 
The concept of CT-support was also introduced in (Brin et al., 1997} . CT-support is defined 
in terms of two parameters (p, s) : p is a percentage and s is a count. We say that a table has 
(p, s) CT-support if at least p% of the cells in the table have counts at least s. We use CT-
support in two ways. One, we use it to determine if an unconditional independence test can 
be carried out reliably. Two, we also use it in conditional independence tests of X, ~' given Z 
to determine all those configurations z of Z that have insufficient data. We then ignore these 
configurations when we perform the conditional independence test. By this we mean that we 
do not count their contributions toward the final C~'2 (X, Y ~ Z) sum and also do not count their 
contributions to the degrees of freedom. This method seems to works well in practice as our 
experiments demonstrate. 
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An unresolved problem remains: what should be done in those situations tests where all 
configurations of Z do not have CT-support, or where a contingency table used in an uncon-
ditional test does not have CT-support? Unfortunately, there is not much we can do in these 
cases and we are forced to rely on assumptions: we can assume that the variables are dependent 
or we could assume they are independent without actually performing a test. Once we pick an 
assumption, we use it in all independence tests in an experiment. 
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CHAPTER 5, The FAST-IAMB Algorithm 
5.1 Motivation and Algorithm 
A number of Markov blanket discovery algorithms were presented in Chapter 3. We analyzed 
each algorithm in detail and also described their relative advantages and disadvantages. The 
following table briefly summarizes the properties of these algorithms. 
Algorithm Advantages Disadvantages 
GS O(N) running time; fewer than 3N 
tests in total. 
Ordering of variables unspecified. 
Doesn't remove false positives in 
the Growing phase. 
IAMB Uses a dynamic heuristic to order 
variables. 
O(1V2) running time; less than 
N2 + N tests in total. Doesn't re-
move false positives in the Growing 
phase. 
IrrTER-IAMB Uses a dynamic heuristic to order 
variables. Removes some false pos- 
itives in the Growing phase. 
O(N2) running time. Slower than 
IAMB in most cases. 
Table 5.1 This table summarizes the key characteristics of the Markov 
blanket discovery algorithms seen so far. 
In this chapter, we present a new algorithm called FAST-IAMB for Markov blanket discov-
ery. The algorithm is sound in that it discover~~ ~:he exact Markov blanket under the same set of 
assumptions used by existing algorithms viz. the existence and uniqueness of the blanket, the 
faithfulness of a Bayesian network to the data set under consideration and the assumption that 
the total number of conditional independence tests performed by the algorithm are reliable. 
The proof of soundness is the same as that found given by Tsamardinos et al. (2003). This 
is because FAST-IAMB is similar to IAMB and INTER-IAMB in how it discovers a Markov 
blanket. However, there are certain key differences that make FAST-IAMB faster and also more 
reliable in many cases. We will use the term `'reliable" to mean the ability of an algorithm to 
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recover the correct Markov blanket. We shall first examine the properties of GS, IAMB and 
INTER-IAMB given above to obtain some key insights into their working that will help us un-
derstand what constitutes a reliable and fast algorithm. We then describe how we can achieve 
these goals and present the pseudo code of FAST-IAMB. We conclude this section with a brief 
note on choosing a good heuristic. 
From Table 5.1 it is clearly evident that though G S is faster than IAMB or INTER-IAMB, 
it is not as reliable. On the other extreme, Inter-IAMB is very reliable but is often slower 
than GS or IAMB. FAST-IAMB is an algorithm that strives to achieve a balance between 
these two extremes. In particular, the following characteristics were the motivating idea behind 
FAST-IAMB: 
1. The algorithm should be reliable like INTER-IAMB. 
2. The algorithm should also be able to quickly converge to the blanket like G S . 
In other words, the algorithm should be able to identify the correct Markov blanket in most 
cases. Cleaxly, to be reliable the algorithm should use a dynamic heuristic to order the variables. 
In addition, the algorithm should also remove some false positives as it progresses in the Growing 
phase. As we have seen with INTER-IAMB, interleaving the Growing and Shrinking phases 
helps. However, since we also want the algorithm to be fast, we should somehow reduce the 
number of conditional independence tests required to converge to the right Markov blanket. 
The key idea behind reducing the number of conditional independence tests is to add not 
one, but a number of variables after each reordering of Lf — {T} — B(T). Adding a number 
of variables that are close to the target (when sorted by conditional mutual information) will 
very likely add some true members of the blanket. Thus, we amortize the cost of sorting the 
remaining variables iri Lf — {T} — B(T), over multiple variables that are added to the blanket 
without re-sorting. 
There is a well-known "folk-theorem" (as Koller and Sahami (1996) put it) that states 
that probabilistic influence or association between variables tends to attenuate over distance. 
Therefore, mutual information or (1 —P-value) of the ~2 statistic between variables is a natural 
measure of determining those variables that are close to the target in the original Bayesian 
JG 
network. 
Now that we have decided on the above strategy, the natural question is to determine the 
number of variables that should be added to the blanket at each iteration. We use the following 
heuristic: we add variables as long as the conditional independence tests are reliable enough 
i.e. we have enough data for conducting them. For this purpose, we use a numeric parameter k 
that is supplied by the user. This parameter denotes the minimum average number of instances 
per cell of a contingency table that should be present if we are to assume that the conditional 
independence tests are reliable. Let the target variable be T, and the current Markov blanket 
be B(T). Let the next variable that we consider for addition to B(T) be X. The aim is to be 
able to perform a reliable conditional independence test between T and X given the current 
Markov blanket. For this to happen, we must have 
R I~ 
rT x rB (T) x r~~ 
The intuition behind the above formula is this: There are R instances in the entire data set, 
r~ x r~ cells in each contingency table, and there are as many contingency tables as there are 
configurations of the current blanket B (T) i. e TB(T) . Therefore, if the average number of cells is 
greater than or equal to 1~, a conditional independence test performed between T and X given 
B (T) would be reliable and hence we can determine whether we should or should not add X 
to the blanket. This process is repeated as long as the average number of instances per cell is 
greater than or equal to l~. Using the ideas just presented, we obtain the algorithm shown in 
Figure 5.1. 
Note that while adding variables in lines 6 - 13 no conditional independence tests are 
actually performed. The only value that is computed after the addition of each variable is the 
average number of instances per cell (line ?), which can be done in constant time. 
The algorithm works well if 1~ instances per cell on average are sufficient to discover the 
Markov blanket. Of course, when working with real world data sets, data is scarce and more than 
I~ instances on average might be necessary. Therefore some modification must be made to the 
algorithm to handle such cases. In Chapter 4 we mentioned that one can assume independence 
or dependence without actually performing a statistical test. A similar workaround can be 
FasT-IAMB(D, T, h, k) 
1 B (T) ~ 0 
2 SF-{A~AElf—{T}andA,r T} 
3 while S ~ 0 do D Growing phase 
4 (Xl , . . . , X~S~) E-- S sorted according to h 
5 flag =FALSE 
6 for i = 1 to ~S~ do 
7 if rx2 Xr R TB ~T~ > k then 
8 B(T) <—B(T)U {Xi} 
9 else 
10 flag =TRUE 
11 goto 14 
12 end if 
13 end for 
14 for each attribute A E B(T) do D Shrinking phase 
15 if A 1 T ~ B(T) — {A} then 
17 end if 
18 end for 
19 SE—{A~AELf—{T}—B(T)andA~T~B(T)} 
20 end while 
21 return B(T) 
Figure 5.1 The FAST-IAMB algorithm. 
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applied to this situation to yield the following code: 
19 if [flag =TRUE] and [no variables were removed in the shrinking phase] 
and [assuming dependence] then 
20 return Lf — {T } 
21 else 
22 S<—{A~AELf—{T}—B(T)andA~T~B(T)} 
23 end if 
If there are fewer than k instances per cell on average, the algorithm attempts to shrink 
the current Markov blanket before adding more variables. If the shrinking phase does not 
remove any variable from the blanket and we assume that variables are dependent when data 
is insufficient to reliably conduct a statistical test, then the algorithm returns the set of all 
the variables except the target as the blanket. On the other hand, if there are more than k 
instances on average, or a variable is removed in the shrinking phase, or we assume independence 
of variables when data is insufficient, the algorithm proceeds as usual. 
Before we conclude this section, there is one minor but important remark to be made with 
regard to the IAMB and I1vTER-IAMB algorithms. For the sake of convenience, steps 4-7 of 
both these algorithms are listed once again below: 
4 X ~ argmax h(A,T ~ B(T)) 
A 
5 if X ~_ T ~ B(T) then 
6 B(T) ~ B(T) U {X} 
7 end if 
Tsamardinos and Aliferis (2003) suggest that any information-theoretic distance measure can 
be used in step 4 as the heuristic function. They recommend the use of mutual information 
as a good heuristic. Unfortunately, using mutual information or even the ~2 statistic can lead 
to premature termination of these algorithms causing them to not discover the correct Markov 
blanket. To see why, we first note that mutual information is directly proportional to ~2 (refer 
to Appendix 5.3 for a proof). We also note that the G2 statistic has an associated v parameter 
that denotes the degrees of freedom. The test statistic and the degrees of freedom are both 
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T, X T, Y 
Mutual information 5.3 6.1 
Degrees of freedom (2 — 1) x (2 — 1) = 1 (2 — 1) x (4 — 1) = 3 
p-value of test 0.0213 0.1068 
Table 5.2 Example showing why the use of mutual information alone can 
sometimes be misleading. 
used to determine if the statistic is above the cut-off value. The problem with using only C~ 
(or mutual information) as a measure of association is that a higher value of the test statistic 
does not necessarily mean that the variable under consideration is more correlated with the 
target variables with large number of values are disproportionately weighted (favored) in the 
mutual information calculation. Consider the following example. Assume that T is a binary 
variable for which we wish to determine the blanket; X and Y are other variables in the domain 
1~, taking on 2 and 4 values respectively. Further assume that the mutual information between 
T, X and between T, Y is as given in Table 5.2. 
We see that ~2 (T, X) is smaller than C2 (T, Y) . However, since the degrees of freedom of the 
two test statics are different, the use of CZ can be misleading. Indeed, this becomes very clear if 
we look at the p-value of the tests of conditional independence. The p-value of a statistical test 
is the probability of obtaining a value greater than the test statistic under the null hypothesis 
i.e. it is the area under the chi-squared curve that lies to the right of the statistic. The smaller 
the area, the more significant is the departure from the null hypothesis. Using the values given 
in Table 5.2, the p-value of the independence test between T and X is lower than that of the 
test between T and Y. Therefore, if we assume a 95°~o confidence level (a = 0.05) X and T 
are determined dependent whereas Y and T are determined independent. Thus, the use of ~2
or mutual information would cause IAMB or INTER-IAMB to only consider Y and terminate 
before X is considered. Thus, mutual information is not an accurate indicator of the strength 
of association between variables. Hence, we suggest the use of (1 — p-value) as a true measure 
of association. 
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5.2 Experimental Results 
In order to empirically evaluate the performance of FAST-IAMB with the other Markov 
blanket discovery algorithms, we ran a number of experiments the results of which are described 
in this section. The experiments were conducted on both synthetic and real-world data sets. 
These data sets are listed in Table 5.3. 
synthetic { 
real-world { 
l 
Data set 
ALARM 
LING-SPAM 
ADULT 
No. of features 
37 
201 
9 
No. of instances 
20,000 
2,893 
45,222 
Table 5.3 List of data sets used in our experiments. 
The confidence level of each independence test was set to 95% (a = 0.05). The CT-support 
parameters P and s were set to 10% and 30 instances/cell respectively. For each experiment, we 
report the number of conditional independence tests conducted to discover the blanket, the time 
taken, and a distance measure that indicates the "fitness" of the discovered blanket. The latter 
is the average (over all variables not in the blanket) of the expected KL-divergence between the 
PMF1 of T given its blanket B(T) and the variable X (that is outside the blanket), and the 
PMF of T given just its blanket. In mathematical terms, this measure is: 
~(T ~ B(T)) =  1 / ~ Expected-KL-Div(Pr(T ~ B(T), X) ~~ Pr(T ~ B(T))) Lf— T —BT` 
t /I Ell—{T}—B(T) 
where 
Expected-KL-Div(Pr(T ~ B(T), X) ~~ Pr(T ~ B(T)1) _ 
Pr(B(T) = b~ X = ~) • D(Pr(T ~ B(T) = b, X = ~) I) Pr~T I BST) = b)) 
b,x 
Intuitively, the above measure tells us how close B(T) is to being a Markov blanket for 
variable T. If B(T) is indeed a blanket for T, then the distance D(Pr(T ~ B(T) = b, X = ~) ~~ 
Pr(T (B(T) = b)) would be zero because T and X would be independent given B(T). If it is 
an approximate blanket, then we can expect this measure to be close to zero. This measure is 
similar to the one proposed by Koller and Sahami (1996). 
1 Probability mass function. 
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5.2.1 The ALARM Data Set 
The ALARM data set is a synthetic data set that was generated by sampling the Alarm 
Bayesian network using logic sampling (Henrion, 1988) . The Alarm network was created by 
medical experts for monitoring patients in intensive care. It consists of 37 variables with the 
arity of each ranging between two and four. The network was sampled to generate a data set 
of size 20,000 instances. 
Figure 5.2 shows a performance comparison of FAST-IAMB, IAMB and INTER-IAMB on 
the ALARM data set containing 20,000 instances. The Y axis denotes the number of conditional 
independence tests executed by the algorithms for each of the 37 variables on the X axis. The 
variables along the X-axis are sorted on the number of independence tests of FAST-IAMB for 
ease of comparison. From the graphs it can be seen that in almost all of the cases FAST-IAMB 
converges to the blanket using fewer conditional independence tests than IAMB or INTER- 
IA M B . The top figure in Figure 5.2 shows the graphs obtained by assuming dependence in 
the presence of insufficient data. The bottom figure shows the graphs .obtained by assuming 
independence when there is insufficient data to reliably perform a statistical test. For both these 
sets of graphs, the parameter 1~ was set to 10. Figure 5.3 shows the actual running times of the 
algorithms on each of the 37 variables in the data set. As expected, the running time is a linear 
function of the number of conditional independence tests performed by the algorithms. Figure 
5.4 shows the graphs of the "fitness" of the Markov blankets recovered by these algorithms. In 
addition to being faster, the accuracy of the blankets recovered by FAST-IAMB is also good. 
5.2.2 The LING-SPAM Data Set 
The LING-SPAM corpus. contains discussion email messages on a linguistics mailing list along 
with the spam emails received by that list. The data set was built by indexing a corpus of 2891 
messages on 201 different attributes (in this case, the attributes are words extracted from the 
message bodies) . There are 2412 non-spam messages and 481 spam ones. 
Figure 5.5 shows a performance comparison of FAST-IAMB , IAMB and INTER-IAMB on 
the LING-sPAM data set. The Y axis denotes the number of conditional independence tests 
executed by the algorithms for each of the 201 variables on the X axis. Again, the results are 
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Figure 5.2 ALARM data set with 20k instances: Graphs showing no. of con-
ditional independence tests performed on each variable; assum-
ing dependence (top graph) or assuming independence (bottom 
graph) . 
sorted on the number of independence tests of FAST-IAMB for ease of comparison. As can be 
seen from these graphs, in some cases FAST-IAMB outperforms IAMB and INTER-IAMB. In 
others, FAST-IAMB performs slower than the other two. From our analysis of the algorithm, 
the main reason for the large number of tests performed by FAST-IAMB in these cases seems 
to be the limited size of the LING-sPaM data set as compared to the large number of attributes 
over which it is defined. The small size sometimes causes the conditional independence tests 
to yield a set of independence statements that cannot be captured by graphical models like 
Bayesian networks. 
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Figure 5.3 ALAxtv~ data set with 20k instances: Graphs showing time taken 
to discover the Markov blankets; assuming dependence (top 
graph) or assuming independence (bottom graph). 
For example, consider the following set of dependence/independence statements: 
•T,~Y~SU{X} 
• T1X ~SU{Y} 
• T1Y~S 
This set of statements cannot be captured by any Bayesian network that is faithful. In situations 
like these, there is also the possibility of algorithms like INTER-IAMB and FAST-IAMB to go 
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Figure 5.4 ALARM data set with 20k instances: Graphs showing "fitness" 
of the recovered blankets using the measure described above 
(lower KL-divergence indicates better fitness); assuming depen-
dence (top graph) or assuming independence (bottom graph). 
into an infinite loop when trying to determine a Markov blanket. The example just presented 
is one such case. Xis initially added to the blanket of T, followed by the addition of Y. X 
and Y are then removed in that order from the blanket. The INTER-IAMB and FAST-IAMB 
algorithms would then proceed to add X (since it is now dependent), and the cycle continues. As 
such, modifications should be made to these algorithms to appropriately handle these cases. A 
simple modification is to store the blanket at each iteration of the algorithm and halt whenever 
the current blanket matches a previously encountered blanket. 
In addition, the assumption of the uniqueness of a Markov blanket is sometimes violated 
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Figure 5.5 LING-sPAM data set: Graphs showing no. of independence tests 
performed. When data was scarce, variables were assumed to 
be independent. 
when data is scarce, leading to the existence of multiple sets of variables that can shield the 
target from the rest of the variables in the universe. This can possibly cause different blanket 
discovery algorithms to output different blankets for the same target variable. 
Figure 5.6 shows the time taken by FAST-IAMB, IAMB and INTER-IAMB to discover the 
Markov blankets for each variable in the data set. Figure 5.7 shows the "fitness" of the discov-
ered blankets. Table 5.4 gives the total times for each algorithm (summed for• all variables) . 
Algorithm Total time (sec.) 
GS 53.12 
FasT-IAMB 322.92 
IAMB 256.69 
IrrTEx.-IAMB 405.29 
Table 5.4 LING-SPAM data set: Total time taken by each algorithm. 
5.2.3 The ADULT Data Set 
This data set contains demographic information about individuals gathered form the Census 
Bureau database. The original data set had 16 attributes in total, 9 of which were discrete and 
7 continuous. We only used the 9 discrete attributes for our experiment. The original data set 
also contained missing values; after removing instances with missing attributes the resulting 
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Figure 5.6 LING-SPAM data set: Graphs showing time taken to discover 
the blankets. 
data set contained 45,222 instances. The attributes used were: 
1. Working class 
2. Education 
3. Martial status 
4. Occupation 
5. Relationship 
fi. Race 
7. Sex 
8. Native country 
9. Income 
The experiments we conducted assumed independence when data was scarce to perform a 
reliable statistical test and the parameter ~ was set to 10. Figure 5.8 shows how FAST-IAMB 
compares to the other two algorithms in terms of the number of independence tests conducted. 
Figure 5.9 shows the time taken to discover the Markov blankets for each of the 9 variables in 
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Figure 5.7 LING-SPAN data set: Graphs showing "fitness" of discovered 
blankets. 
the data set. It is clearly evident from these two figures that FAST-IAMB quickly converges to 
the blanket when compared to the other two algorithms. Figure 5.10 shows that the reliability 
of FAST-IAMB is comparable to that of IAMB and INTER-IAMB. 
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Figure 5.8 ADULT data set: Graphs showing number of independence tests 
performed to discover the blankets. When data was scarce, 
variables were assumed to be independent. 
Table 5.5 lists the Markov blankets discovered by the FAST-IAMB algorithm for each at-
tribute that we considered in the ADULT data set. It is interesting to note that information 
about a person's education and his native country give no additional information about WORK-
CLAss given its Markov blanket. It can also be observed from this table that knowledge about 
the race, sex and income of a person contains sufficient information to be able to determine his 
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Figure 5.10 ADULT data set: Graphs showing ``fitness" of discovered blan-
kets. 
native country. In addition, as expected, RELATIONSHIPZ is seen to be independent of the other 
attributes given information about the individual's marital status, education, sex and income. 
5.3 Conclusions and Future Research 
In this thesis we address the important role of Markov blanket discovery, which is useful 
for a number of tasks including feature selection and Bayesian network induction. We reviewed 
past work on Markov blanket discovery and analyzed the advantages and disadvantages of each 
algorithm. Our main contribution is a novel algorithm called FAST-IAMB for the induction of 
Markov blankets that employs a fast heuristic t0 quickly converge to the Markov blanket. Our 
2The attribute RELATIONsxIP takes on five values: {Wife, Own-child, Husband, Not-in-family, Other-relative, 
Unmarried } . 
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Attribute Markov blanket found by FAST-IAMB 
WORKCLASS 
EDUCATION 
MARITAL-STATUS 
OCCUPATION 
RELATIONSHIP 
RACE 
SEX 
NATIVE-COUNTRY 
INCOME 
{MARITAL-STATUS, OCCUPATION, SEX, INCOME 
{MARITAL-STATUS, RELATIONSHIP, RACE} 
{EDUCATION, OCCUPATION, INCOME} 
{EDUCATION, RELATIONSHIP, SEX} 
{EDUCATION, MARITAL-STATUS, SEX, INCOME} 
{WORKCLASS, EDUCATION, MARITAL-STATUS} 
{WORKCLASS, EDUCATION, MARITAL-STATUS, INCOME} 
{RACE, SEX, INCOME} 
{WORKCLASS, EDUCATION', MARITAL-STATUS, SEX} 
Table 5.5 Markov blankets discovered by the FAST-IAMB algorithm. 
experiments indicate that our algorithm is faster than IAMB and its variants since it conducts 
fewer independence tests. In addition, the algorithm correctly identifies the blankets under 
assumptions. Its reliability is comparable to IAMB and INTER-IAMB in the majority of the 
cases. 
An interesting direction for further research is to study the use of Markov blankets for 
association rule discovery. Association rules have been an active topic of recent research in the 
field of Data Mining. It is conceivable that knowledge of Markov blankets could be useful in 
the pruning of uninteresting association rules. Another potential use of Markov blankets is the 
development of efficient algorithms to discover conditional correlation rules (Grin et al., 1997} 
in large data sets. 
An important concern in any blanket discovery algorithm is the fact that data can be 
scarce and conditional independence tests can be unreliable. Gene expression analysis is a 
prime example of such a field where the size of the data set (the number Of instances in it) is 
extremely small compared to the number Of attributes. An interesting research direction is the 
development of algorithms that can recover approximate Markov blankets in those cases. One 
possible solution to this is the assumption that a known type of distribution or model generated 
the data set and then try to recover the Markov blanket. 
In addition, the assumption of faithfulness of the underlying Bayesian network is somewhat 
restrictive. As we have seen in the previous section there can be a set of independence statements 
that cannot be captured by any single Bayesian network. Hence, another direction of future 
research could study the the possibility of recovering Markov blankets of variables in arbitrary 
~o 
probability distributions and not just distributions that can be represented by graphical models 
such as Bayesian networks. 
5I 
Mutual Information is proportional to G Z
In this appendix we will prove the following two claims: 
Claim 1 2,~ G2 (X, Y) = MI (X, Y) 
Claim 2 2N ~2 (X, Y ~ Z) = MI (X, Y ~ Z) 
where MI stands for Mutual Information, ~2 is the likelihood ratio x2, N is the size of the 
data set and {X,Y} U Z C Lf. 
We start by giving the following definitions. 
MI~X~ ~') = D (Pr~~~ ~) (I Pr~~) ' ~'T~~)) 
MI~X,Y ~ Z) 
~2~X~~') 
~2(X, Y I Z) 
Z 
~~y 
-• ~2(X, Y ~ z) 
Pr~z) ' D (~'r~~, ~J (Z) II Pr~~ ~ z) ' pry ~ Z)) 
` ~~~~ y) • In 
(~~~~ ~J)1 
E~~~ ~J) 
Z 
where we abbreviate X = x by x for any variable or set of variables X . ~1Ve shall now prove the 
above two claims. 
Proof of Claim 1 
2N~2~`Y' Y~ 
2N 
~~~ 
o(~, y 
~~y 
O(x, y) 
In 
E~x~ y) / 
Pr~~~ ~J) • In ~  
~~x~ ~J ) 
N • Pr~x) ' Pry) 
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Pr(~ In  Pr~~' y) 
~~y ~) ' Pr(~)Pr(y) 
= D (Pr~~, ~J) () Pr~~) ' Pry)) 
Proof of Claim 2 
The proof of claim 2 is much simplified by using the proof of claim 1 to note that 
2NZ 
~2~X, Y ~ z) = MI(X,Y ~ z) 
where NZ denotes the number of instances in the data set that have Z = z. We now prove the 
claim. 
2N~2~`Y' Y ~ Z~ 
2N Z 
_ 1 ~ 
2 Z 
~2 (X, Y I Z) 
2NZ • MI(X,Y ~ z) 
Pr(z) • MI(X,Y ~ z) 
Z 
Pr~Z) ' D (pr~~, y ~ z) II pr~x ~ Z) ' pry ~ z)) 
Z 
MI(X,Y (Z) 
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