





























































































































































































































































































































































































































































































































































relate  to  annotation games. An algorithm  for  the  aggregation of  transcripts produced by different 
people solving the puzzle in order to increase overall accuracy.  
RQ 2  How  can  the  many  elements  of  information  quality  be  practically  defined,  operationalized,  and 
simplified as a set of annotations? 
  Research Activity 
Extensive  literature  review  in  information  science,  journalism,  health  information,  semiotics. 
Modeling and simplification of information quality into a set of tags for intended user group. 
  Contributions 
The operationalization of  information quality was  found  to be usable  and expressive  for bloggers 
and journalists. The model design could be used by other similar argumentation systems.  
RQ 3a  Can a usable tool which reifies the model developed in RQ 2 as an argumentation system be used to 






In  the  process  of  using  Videolyzer  to  do  video  analysis  users’  perceptions  of  comprehensiveness, 
various perspectives, context, and quality of the video were enhanced.  




Evaluation  of  Videolyzer  via  observation,  questionnaires,  interviews,  log  analysis,  and  screen 
recording. 
  Contributions 
Transcript  integration  and  coupling  of  video  interactions  to  the  transcript was both  a  usable  and 
preferable method for navigating and annotating video. Granularity was perceived to help focus and 
organize  the  discussion  around  key  pieces  of  the  video  or  transcript.  Automatically  suggested 
annotations were of low to moderate benefit for aiding navigation and annotation.  





















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Length (seconds)  56 61 30 30 51  71
Exemplars Collected  9 13 25 49 10  12





























Boosted Buoy Vs. GT WER 0 0 0 0 3.91 2.21
Buoy vs. GT WER 2 0.57 1.19 1.35 3.1 5.52
Mean Exemplar vs. GT WER 8.94 6.34 8.96 8.01 15.36 13.94
CS4 vs Ground Truth WER 8.67 20 55.95 68.49 63.85 15.93

































































































































































































































































































































































































































































































































time.  The most  pertinent  annotations  relating  to  currency  are  the  timestamp  for 
when the  information was originally produced, and whether or not there  is newer 
more  relevant  information  available.  For  the  sake  of  simplification  currency  has 




















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Control Experimental Hover Pinned
104 
 
video. We found significant effects only for high engagement users and only on 
claims that had been negatively annotated. Claims that had mixed annotations 
(positive and negative) or that were positively annotated saw no effect on their 
belief ratings. For the ABC video, two of the three negatively annotated claims saw 
an effect for high engagement users (F(1,71) = 4.65, p = .034 and F(1, 71) = 8.09, p = 
.006). For the NYT video, one of the three negatively annotated claims saw a strong 
effect (F(1, 72) = 9.56, p = .003) and another claim saw a very weak effect (F(1, 72) = 
3.07, p = .084) for high engagement users.  
User Response 
Consistent with what others studying video graphics have found [53] there 
was a mixed response to having the additional interactive graphics at the bottom of 
the screen. Several people complained of there being too much information or of 
being distracted from the video by the graphics. The mean value for agreement with 
the statement, "I found the information graphics at the bottom of the video 
distracting" was 3.71 indicating that most people were not largely distracted. 
However, some people still had distraction problems, and as one person put it, "It 
[the graphic] just distracted me and I actually barely looked at it because I was trying 
to watch the video."  
Overall most people didn't appear to have too much difficulty with 
understanding the graphics. The mean for agreement with the statement: "I had 
difficulty making sense of the information graphics at the bottom of the screen" was 
3.83. The mean for agreement with the statement: "I found the information graphics 
at the bottom of the screen frustrating" was 3.08. These statistics indicate that for 
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the most part people did not have major problems with comprehending or using the 
graphics.  
But while the graphics weren’t overly distracting or incomprehensible, most 
users would still prefer not to have the additional graphics there. The mean 
agreement rating for the statement: "I liked having the interactive graphic at the 
bottom of the video." was 3.50 and the mean agreement rating for the statement "I 
would prefer a video site that had a video player with information graphics similar 
to the one I saw here." was only 3.33.   
On the other hand qualitative feedback does reveal some of the more positive 
reactions to the graphics. There were several comments that indicated that the 
graphics and the comments helped in understanding the video and were interesting 
to see while watching the video. Some thought it provided additional context and 
appreciated seeing the sources used to back up comments. For instance, one 
participant wrote, "It gave the claims in the video more context, and allowed me to 
interpret what I was hearing better. Claims that I found hard to believe correlated 
with negative annotations." Another participant remarked, "I liked the information it 
provided, especially the citing and links to sources." Several users found the 
granularity of the commenting to be novel. One noted, "I like that you could see the 
key areas that comments were based on. That way when someone leaves a comment 
you can trace it to a specific part of the video and know exactly what they are 
referencing." 
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Discussion  
The strength of the effect of our visualization on credibility evaluations 
varied with the degree of engagement of users. Users who interacted more with the 
negative graphics reported more severe credibility ratings. These results are 
consistent with theories of attitude change and persuasion [35, 126] which predict 
the importance of information saliency and processing in facilitating attitude 
change. The more attention users gave to the graphic the more they assimilated 
what it was saying in terms of the quality of the information in the video.  
For the CurrentTV video which was annotated in a majority (90%) positive 
way there was no observed change in credibility evaluations. Theory predicts that 
people are more likely to scrutinize disconfirming evidence and to accept 
confirming evidence at face value [70]. Credibility ratings of the CurrentTV video 
were already high in the control condition (5.62) therefore annotations which 
bolstered the prevalent high belief were accepted and not scrutinized. In the ABC 
and NYT videos, belief ratings in the control condition were also high (5.55 and 5.47 
respectively) but the negative annotations were scrutinized to a greater degree 
because they disagreed with prevalent beliefs.  
Our results indicate that saliency and attention to the graphics we created 
are essential to their impact on users. Saliency could be ratcheted up by using more 
vivid colors or by incorporating animation to get attention. However, incorporating 
other methods to make the graphics salient would likely serve to degrade the user 
experience by increasing distraction. At the same time, presenting annotations that 
are inconsistent with users’ prior beliefs should naturally receive more attention. 
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This suggests that annotations that contradict prior beliefs will have the most 
impact when presented in this way.   
We operate under the assumption that the creators of the annotations are 
benign: professionals such as journalists whose ethical standards dictate that they 
act truthfully and honestly in their assessment of the video. However, there is 
always a danger in developing persuasive technology since it could be abused or 
misappropriated. For instance, having an open annotation system could engender 
gaming and bias of the annotations for personal or institutional gain. In syndication 
of annotations designers should carefully consider the motivation and self‐interests 
of participants as well as decision factors like when to share annotations.  
In future work we would also like to assess the role of different types of 
content. For instance, both Pirolli et al. [92] and Kittur et al. [58] found differences 
in credibility and trust levels when considering skeptically and controversially 
categorized content on Wikipedia. More work needs to be done to measure the 
potential for our method to impact credibility across a broader range of video 
content. 
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CHAPTER 7  
CONCLUSIONS AND FUTURE WORK 
This dissertation has explored the design and evaluation of collaborative 
video annotation and presentation systems as motivated by the desire for better 
information quality in online media. In this chapter we consider our conclusions and 
contributions to research that have followed from the design, development, and 
evaluation of Audio Puzzler, Videolyzer, and Videolyzer CE. We also delineate some 
of the limitations of our approaches and highlight some areas for future work that 
have been uncovered in the process of this dissertation.  
In Audio Puzzler we showed that game‐based methods can be used to turn 
arbitrary online video into puzzles that allow for the collection of highly accurate 
time‐stamped transcript metadata for video. While other games in this vein of 
human computation have been used for image and music tagging, they oftentimes 
rest on the same mechanic: consensus between pairs. The Audio Puzzler game 
design contributes an existence proof that a puzzle based game mechanic, played 
solo, can also be effective. Internal consistency is enforced by the puzzle pieces 
themselves rather than through external consensus. We then showed that by having 
users implicitly collaborate, by aggregating the results of their puzzle completions, 
we could enhance the data quality of the collected transcripts to 99% accuracy.  We 
contribute algorithms to aggregate and improve the overall accuracy of the 
transcripts. Finally, we contribute a deeper understanding of the effects of content 
in creating games out of previously authored content and an analysis of contextual 
effects and player knowledge on the efficacy of human computation.  
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In the process of developing Videolyzer we distilled the essential facets of 
information quality which we thought should be embodied in a simplified interface 
incorporating a set of quality tags and related interactions.  Through our laboratory 
evaluation of Videolyzer we found this semi‐structured approach toward annotation 
to be usable and viable as it did not significantly detract from users’ ability to 
communicate and express themselves. The information quality ontology and 
interactions that we developed constitute a design contribution that could be 
implemented by others interested in similar applications.  
We were interested in studying the usefulness of several video annotation 
features implemented in Videolyzer including: transcript integration, granularity, 
suggestive automation, and integration of an argumentation system based on our 
model. Our evaluation of Videolyzer contributes knowledge about the efficacy of this 
range of video annotation interface features. Our results show that the transcript 
integration and coupling to the video interactions was usable and preferable as a 
method for navigating and annotating video. Designers of video analytic interfaces 
should strongly consider the familiarity of text as an interaction index for video 
when the content makes this possible. Users also liked the granularity that the 
interface afforded as they felt it helped them focus the discussion. While adding 
some additional interaction overhead to the interface, granularity is one mechanism 
that functions to facilitate the scaling up of large online discussion systems. We 
found a low to moderate user benefit associated with the automatically extracted 
markers we provided. Designers should carefully consider the benefits of 
integrating such automation since we didn’t find that the value provided was 
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necessarily worth the additional complexity added to the interface. Finally, we 
found that in the process of using Videolyzer to do video analysis users’ 
understanding of comprehensiveness, multiple perspectives, context, and the 
quality of the video were enhanced.  
While Videolyzer was explicitly designed for engaged and motivated users 
such as bloggers and journalists we felt that the value of the annotations collected 
should be shared with a wider audience. We contribute the design of a video player 
which syndicates the annotations collected with Videolyzer into a simplified 
presentation of information quality cues shown in line with the video. We evaluated 
this interface, Videolyzer CE, and found that graphics showing annotation activity, 
polarity, and sources could influence people’s perceptions of the credibility of the 
video. We found there to be some limitations associated with the approach, such as 
limited impact on unengaged viewers and strong content effects which dictate the 
efficacy of annotations on changing people’s credibility evaluations. While 
consistent with theoretical predications in attitude change, we contribute a 
prototype and evaluation showing the real potential of such interfaces to syndicate 
annotations and manipulate the perception of online video.  
Limitations 
Here we consider some of the more significant limitations associated with 
the annotation approaches we have developed. We also reflect on the implications 
and generalizability of our results.  
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Temporal Information Dynamics 
From the standpoint of information quality, one of the limitations of a 
collaborative annotation approach is that it can only be effective after something has 
been published. This means, for instance, that bad information can diffuse until it 
has been marked as poor quality. The approach forms a post‐filter, but lacks a pre‐
filter ‐ the ability to screen poor quality information before it is published. In 
general, if the information quality filtering activity (annotation) is not centrally 
coordinated, annotations may also be slow to accrete or irregularly and sparsely 
distributed. This could lead to significant delays in aggregating annotations for a 
particular piece of media depending on the number of annotators participating in 
the collaborative endeavor. In the case of the video transcripts for Videolyzer there 
will be some delay in the aggregation of the 5 to 8 transcripts from Audio Puzzler 
depending on the amount of traffic there. One way to reduce this delay time is to 
post audio puzzles to Amazon Mechanical Turk, though this costs money.  
Content Suitability 
Across both annotation systems studied we found there to be interesting 
content considerations. In the case of Audio Puzzler engaging content such as from 
comedies is more fun to play the game with. Information content such as news or 
documentary may appeal to a smaller audience and boring or slow audio such as 
meeting recordings is unlikely to be a compelling source of content for the game. 
Even though an arbitrary piece of audio could theoretically be used to create a 
puzzle for the game, in practice, some editorial decision needs to be made by a 
human to, at the very least, select appealing content.  
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Another aspect of content to consider in the context of Audio Puzzler is the 
need for privacy or confidentiality of the video being used in the game. For sure 
there is plenty of video that is publicly available and could be turned into puzzles 
that are available on the internet, but there is also a substantial amount of 
proprietary video that could also be enhanced through transcription. The problem is 
that making this private video available through the game might not be desirable or 
even legal in some situations.  
There are also several content considerations worth noting for Videolyzer. As 
a collaborative tool Videolyzer is of maximal benefit for video content that can be 
interpreted in many different ways (i.e. it is polysemous and open to interpretation 
from different perspectives). For instance, complex issues which involve many 
different perspectives or stakeholders are likely to benefit from the re‐
contextualization facilitated through multiple collaborators contributing to 
Videolyzer. On the other hand, our results in Videolyzer CE indicate that the effects 
of syndicating those annotations will only be felt in situations where there is 
consensus about the quality of a particular claim. Claims with both positive and 
negative annotations saw no effect on their credibility rating. Sections of video that 
are unanimously annotated in a particular direction will see the most benefit in 
Videolyzer CE. This combination of effects suggests that for maximal influence, only 
unanimous  annotations should be syndicated in Videolyzer CE. This may make 
sense since one would only want to perpetuate an interpretation of the video if 
there were sufficient consensus to warrant that. On the other hand, the highly 
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motivated users of Videolyzer also found significant value to seeing the complexity, 
comprehensiveness, and perspectives available there.  
In many ways the issue of content suitability described here echoes the 
conception of low‐ and high‐feedback information discussed by Gentzkow and 
Shapiro [40]. Low‐feedback information involves those things that are complex or 
distant from direct experience and whose outcomes are difficult to observe. On the 
other hand high‐feedback information includes things that are concrete and whose 
outcomes are immediately observable, such as a weather forecast. In this 
terminology, the re‐contextualization afforded by Videolyzer is most suited for low‐
feedback information; users can contribute and be exposed to the variety of 
perspectives on an issue. At the same time, annotations on high‐feedback 
information may be most suited to syndication through Videolyzer CE since it is 
unlikely that unanimity of evaluation would be achieved for low‐feedback 
information. 
Media Literacy and Knowledge of Users 
In any human computation system whether that be a game based one as in 
Audio Puzzler, or a formal annotation system as in Videolyzer, the media literacy 
and knowledge of the individual users plays a role in the value of the information 
product. In Audio Puzzler we found a slight correlation between the number of 
years spent in an English speaking country and the accuracy of transcripts produced 
by a user. Some of this effect may in fact be attributed to language proficiency, but 
another aspect is cultural knowledge. In some clips there were references to pop 
culture such as the names of bands, singers, or products, that may be more difficult 
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for players to recognize and transcribe if they did not have cultural familiarity with 
those named entities.  
For Videolyzer, media literacy and the ability to look for and recognize 
different facets of information quality is essential. By controlling our evaluation of 
Videolyzer and recruiting only people who were known bloggers or journalists we 
sidestepped this issue for the most part. In an online context where expertise and 
credentials of individuals cannot be verified a priori other methods from reputation 
systems would have to be employed to build models of user behavior over time. 
However, opening the system up also exposes it to less informed users injecting 
confusion into the discussion or at worst gaming it to intentionally produce a bias.  
In general, the users of a system like Videolyzer, whether it is presented 
online for all or is used only internally within a single newsroom will have a variety 
of backgrounds and knowledge. This distribution of the quality management 
process across many individuals fits nicely with Walter Lippmann’s observation that 
people can contribute in areas where they have particular expertise, experience, or 
knowledge and reap the benefits of others’ contributions if they themselves are not 
knowledgeable [69].  
Broader Implications and Impact 
Annotation Systems 
Games have begun to sprout up in all kinds of different domains to motivate 
the participation of people in solving tasks that cannot yet be automated. Audio 
Puzzler is a step in this direction and shows the power of aggregating the 
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contributions of many people together using some known structure. The future of 
annotation systems probably more squarely fits at the intersection of automatic and 
manual efforts however. Just as aggregation of human effort can increase data 
quality for metadata like transcripts, it can likewise be aggregated and merged 
together with computer effort. The challenge is in identifying systems that can 
incorporate some amount of computer output together with human processing 
capabilities (such as that motivated through games) in order to achieve high 
metadata accuracy. This will lead to more scalable solutions that are not as labor 
intensive. There remains much work to be done in game studies in order to identify 
and harness different formal game mechanics which can incorporate human 
computation and produce a viable and useful output. As these mechanics are 
uncovered, studied, and applied to different applications together with automation,  
annotation quality will be enhanced and new applications facilitated.  
As was shown in the synergy between Audio Puzzler and Videolyzer, quality 
metadata enables new applications and interaction paradigms. In our case the time‐
stamped transcripts from Audio Puzzler resulted in an interaction experience for 
video annotators in Videolyzer that was familiar and intuitive based on their 
experience in manipulating text. Furthermore, the granular application of a semi‐
formal argumentation system has implications not only for video annotation, but for 
any form of anchored media. The argumentation system allows people to express 
themselves and expand the context of the underlying media; a value that can apply 
across image, video, text, or interactive information graphics. In the same way as 
transcript metadata is used to enhance Videolyzer, the information quality metadata 
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produced by Videolyzer can be used to enable persuasive applications such as 
Videolyzer CE. In this way, we envision chains of semantic data flowing between 
applications. The types of applications that will be enabled by large efforts of 
information tagging such as the Semantic Web will have a profound impact on the 
way that we author and consume information and media in the future.  
Influence and Persuasion 
The communicational and ethical implications of Videolyzer and Videolyzer 
CE are profound if we consider the potential for the technology to either correctly 
inform people or, if abused, to mislead people further.  At the outset of this 
dissertation the premise was that through aggregated information quality 
evaluations people would become better informed about the video information they 
were consuming online. This premise holds for both Videolyzer and Videolyzer CE if 
we also assume that the goals and motivations of those providing the annotations 
are pure. Given this assumption, professional watchdogs operating under ethical 
guidelines that would be familiar to journalists would be able to spread a better 
quality of information, and have their evaluations modulate credibility perceptions 
of some of the worst quality information found online.  
On the other hand, if misappropriated, Videolyzer CE could serve to 
syndicate the annotations of those interested primarily in manipulating others for 
personal, ideological, or financial gain. Essentially, the annotations added to 
something like Videolyzer are no different than anything else published by 
someone: they can be biased, misinformed, inaccurate, or unreliable and only over 
time should the system be expected to identify this poor information. While users of 
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Videolyzer found value in seeing the varied perspectives of complex issues, some 
thought should be put into when these annotations should be syndicated into 
something like Videolyzer CE. Should this only happen when a certain consensus 
threshold is met? What if new information is uncovered which drastically changes 
the evaluation of a particular claim? These are questions that would need answering 
if such a system were to be implemented in a real news ecosystem.  
Information Access 
One of the promises of rich annotation mechanisms is the enhanced 
searchability of media afforded by them. Both Videolyzer and Audio Puzzler anchor 
annotations to time segments of video which allows for searching within the time 
stream of annotations for keywords. The implications of these approaches for media 
search and information retrieval are that people will spend less time looking for the 
section of video that they are most interested in watching. At the same time, models 
of user behavior could be combined with annotations in the system to provide 
personalized recommendations for annotations that are of most interest to an 
individual.  
Research Opportunities 
Games which incorporate re‐mediations of existing content are an exciting 
area of research that has only really been scratched at by Audio Puzzler. In 
particular, automatic media analysis mechanisms such as computer vision and 
computational linguistics can be used to transform existing authored media such as 
news stories, audio podcasts, or video broadcasts into games. This type of game 
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could be used to expose players to content that they otherwise might not be exposed 
to, thereby providing raised awareness for news information concomitant to play. 
This research could also incorporate controlled user studies to examine the 
communicational impact of such games. The implications for the communication of 
important information such as health and news to game savvy audiences could be 
substantial.  
The general principles of information quality described in this dissertation 
could also be applied and extended to other media such as audio, text, or even 
information graphics. Information graphics in particular have challenges associated 
with the fact that they can represent models or data that may be incomplete, 
uncertain, or procedural. Can a similar application of annotation be used to enhance 
the credibility of information graphics? We would like to look into methods for 
annotating info graphics and then presenting those annotations as a way for 
providing transparency and accountability to the graphics.  
As elucidated above, the knowledge of users participating in human 
computation systems is oftentimes a defining factor in the value of the output 
produced. This begs the question of better understanding the background, context, 
and culture of those participating in these systems. As platforms like Amazon 
Mechanical Turk gain traction as markets for accomplishing human computation it 
will be important to understand the motivations, demographics, cultures, and 
processing limitations of participants there. We plan to do a detailed study of these 
factors specifically for AMT since this will help inform its use in a range of 
applications.  
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In this dissertation we have studied a range of video annotation methods, but 
there are still open questions. In particular we found our results concerning the 
integration of automatic suggestions mixed, however this could be due to a 
constrained context or to short videos. Future research should look at the role of 
suggestive interfaces for longer videos and under different circumstances of use. As 
always, careful thought needs to be put into finding the intersection of things that 
can be reliably suggested automatically and the things that people actually care to 
be made aware of via suggestions.  
We also believe there is a huge potential to develop smart discussion and 
commenting systems which can build off of some of the ideas presented here. In 
particular, as commenting systems grow to included tens of thousands of comments 
(as is already happening on some stories at the New York Times website), better 
methods of organizing those comments will be needed to ease consumption and 
sensemaking. In this work we developed a structured set of tags that can be used to 
organize the discussion, however, other methods based more on textual analysis 
and machine learning could also be employed to provide structured interfaces. 
Granularity of commenting was perceived by some to provide additional focus to 
the discussion but a deep study of this effect remains to be run. If proven effective, 
such a strategy could easily be incorporated by other online commenting systems to 
reduce the overall burden of consuming comments that are of most interest and 
relevance to a user.   
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