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Abstract
This paper presents a number of refinements to the original Los Alamos model of the prompt fission 
neutron spectrum and average prompt neutron multiplicity as derived in 1982. The four refinements are due 
to new measurements of the spectrum and related fission observables many of which were not available in 
1982. They are also due to a number of detailed studies and comparisons of the model with previous and 
present experimental results including not only the differential spectrum, but also integral cross sections 
measured in the field of the differential spectrum. The four refinements are (a) separate neutron contribu-
tions in binary fission, (b) departure from statistical equilibrium at scission, (c) fission-fragment nuclear 
level-density models, and (d) center-of-mass anisotropy. With these refinements, for the first time, good 
agreement has been obtained for both differential and integral measurements using the same Los Alamos 
model spectrum.
© 2016 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY license 
(http://creativecommons.org/licenses/by/4.0/).
Keywords: Prompt fission neutron spectrum in spontaneous and neutron-induced fission calculated with refined Los 
Alamos model and compared with experiment
1. Introduction
The Los Alamos (Madland-Nix) model of the prompt fission neutron spectrum and average 
prompt neutron multiplicity was published in 1982 [1] and since that time has been widely used 
in the analysis of neutron-induced and spontaneous fission measurements as well as in appli-
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or average multiplicities exist the model has provided these quantities with reasonable accu-
racy when the required model input parameters are fairly well known. And if no experimental 
spectra exist, but experimental average multiplicities do exist, then the model can use that infor-
mation to predict the unmeasured spectra at somewhat better accuracy. Finally, if the differential 
spectrum is well measured and the model input parameters are well known, then the model repro-
duces the measurement quite well with little adjustment of the model input parameters. However, 
there are two fission reactions where the differential fission neutron spectrum is used as a stan-
dard in neutron physics measurements and applications. These are the 252Cf(sf) reaction and the 
n(thermal) + 235U reaction. Given their importance as standards other experimental measure-
ments have been carried out to confirm the accuracy of their measured, calculated, and evaluated 
differential neutron spectra. These other measurements are the integral cross sections measured 
in the fields of the differential spectra. For example, if a 197Au foil is placed in the 252Cf(sf) field, 
then the integral cross section for the 197Au(n,2n) reaction can be measured from its threshold of 
8.102 MeV up to the incident neutron energy at which the cross section approaches zero, usually 
less than 30 MeV. The integral cross section is then calculated by integration of the product of the 
pointwise cross section and the differential neutron spectrum under test across the identical en-
ergy limits to the measurement. The ratio of the calculated to the measured integral cross section 
is unity provided the pointwise cross section (usually from an experimental database) and the dif-
ferential neutron spectrum under test are both physically correct and the measured integral cross 
section is accurate. Repetition of this process with a number of different foils and a number of 
different transfer reactions having quite different thresholds completes the integral cross section 
test of the differential neutron spectrum. See, for example, the early work by Mannhart [2].
The original Los Alamos model [1] has not been able to simultaneously reproduce the dif-
ferential and integral spectrum measurements with comparable accuracy using the identical set 
of input parameters [3]. Nor can any other existing theoretical model of the spectrum [4]. In 
addition, all theoretical models of the prompt fission neutron spectrum have difficulty in simul-
taneously reproducing the low energy (<0.5 MeV) and high energy (>6–8 MeV) portions of the 
differential spectrum with the same set of physically acceptable input parameters. This problem 
is exacerbated by the experimental difficulties at low energies (high neutron background) and 
high energies (very weak spectrum). In addition, recent work by Talou et al. [5] has shown that 
the use of Monte Carlo techniques on the evaporation of excited fission fragments can simultane-
ously provide values of other observables than the prompt neutron spectrum and average prompt 
neutron multiplicity provided by the Los Alamos model, and this should lead to more complete 
descriptions of post-scission physics.
In this work we address the differential neutron spectra from the two standard fission reactions 
using both differential and integral measurements of the spectra in an analysis with the refined 
Los Alamos model. In Section 2 we summarize the original Los Alamos model and in Section 3
we introduce the four refinements to the original model. And we note here that some aspects of 
the four refinements have previously been investigated by Ohsawa [6]. We then study the prompt 
fission neutron spectrum for the 252Cf(sf) reaction in Section 4 and that for the n(thermal)+ 235U 
reaction in Section 5. Our conclusions are given in Section 6.
2. Summary of original Los Alamos model
The original Los Alamos model [1] addresses both neutron-induced and spontaneous fission 
and accounts for the physical effects of
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• the energy dependence of the inverse process of compound nucleus formation,
• the motion of the fission fragments emitting neutrons, and
• multiple-chance fission at high incident neutron energy.
There are exact and approximate solutions to the Los Alamos model. The exact solution deter-
mines the energy dependence of the cross section for the inverse process of compound nucleus 
formation from a neutron-nucleus optical potential, requiring numerical integrations to obtain 
the spectrum, whereas the approximate solution takes this energy dependence to be constant and 
the spectrum is then obtained as a four-term closed expression. Let φ() represent the center-
of-mass neutron evaporation spectrum at fixed residual nuclear temperature. Then, according to 
Weisskopf [7]
φ(,σc) = c(T )σc()  exp(−/T ) (1)
where  is the center-of-mass energy of the emitted neutron, T is the nuclear temperature of the 
residual fission fragment, σc() is the cross section for the inverse process of compound nucleus 
formation, and c(T ) is the temperature-dependent normalization constant such that
∞∫
0
φ(,σc) d = 1 (2)
which is also the same normalization condition for all distributions of the Los Alamos model 
unless otherwise noted.
To simulate the initial distribution of fission-fragment excitation energy and subsequent cool-
ing as neutrons are emitted, a triangular approximation is used to approximate the corresponding 
fission-fragment residual nuclear temperature distribution P(T ), where
P(T ) = 2T/T 2m , T ≤ Tm (3)
= 0 , T > Tm (4)
This approximation, based upon the Fermi gas model and the observations of Terrell [8] has a 
maximum temperature Tm that is related to the initial total average fission-fragment excitation 
energy 〈E∗〉 by
Tm = (〈E∗〉/a)1/2, (5)
where a is the nuclear level-density parameter and
〈E∗〉 = 〈Er〉 + Bn + En − 〈Etotf 〉, (6)
where 〈Er〉 is the average energy release in fission calculated in a seven-point approximation 
[1], Bn and En are the separation and kinetic energies of the neutron inducing fission (set to 
zero for spontaneous fission), and 〈Etotf 〉 is the total average fission-fragment kinetic energy. 
These quantities are either known or can be calculated. The seven-point approximation eliminates 
spurious odd-particle fluctuations by accounting for two each of the four possible odd-particle 
configurations and weighting the central fragment twice.
The accuracy of Tm basically depends upon the accuracy in the relatively small difference 
between two large similar numbers 〈Er〉 and 〈Etotf 〉, of the order of ∼200 MeV, and upon the 
accuracy of the nuclear level-density parameter a which is given by
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in a uniform Fermi gas, where A is the mass number of the fissioning compound nucleus, the 
constant is obtained by least-squares minimization with respect to experiment, and 11 MeV was 
its initial value [1].
The energy dependence of the inverse process is treated in the center-of-mass frame by cal-
culating the compound nucleus formation cross section σc() using an optical-model potential 
with explicit isospin dependence to describe neutron-rich fission fragments more correctly. It has 
been found that the shape of σc() with  affects the shape of the center-of-mass spectrum ()
with  and also the shape of the laboratory spectrum N(E) with E.
With the inclusion of these physical effects, the prompt fission neutron spectrum in the center-
of-mass system is given by
() = 1
2
[(,σLc ) + (,σHc )] (8)
where
(,σc) =
Tm∫
0
φ(,σc)P (T )dT . (9)
The numerical solution of this equation in the exact Los Alamos model is obtained by 32-point 
Gauss–Legendre and Gauss–Laguerre quadrature integration, whereas for the approximate Los 
Alamos model one obtains a closed-form solution involving the exponential integral function [1].
The values of the average kinetic energy per nucleon of the average light fragment AL and 
average heavy fragment AH are obtained using momentum conservation and are given by
E
L,H
f = (AH,L/AL,H )(〈Etotf 〉/A) . (10)
With the inclusion of this remaining physical effect, the prompt fission neutron spectrum in the 
laboratory system is given by
N(E) = 1
2
[N(E,ELf ,σLc ) + N(E,EHf ,σHc )] , (11)
where
N(E,Ef ,σc)
= 1
4
√
Ef
(
√
E+√Ef )2∫
(
√
E−√Ef )2
[
(,σc)√

]
d (12)
= 1
2
√
Ef T 2m
(
√
E+√Ef )2∫
(
√
E−√Ef )2
σc()
√
 d
Tm∫
0
c(T ) T exp(−/T ) dT . (13)
The numerical solution of this equation in the exact Los Alamos model is obtained using 32-point 
Gauss–Legendre and Gauss–Laguerre quadrature integration, whereas for the approximate Los 
Alamos model one obtains a four-term closed-form expression involving the exponential integral 
function and the incomplete gamma function [1]. Equations (11)–(13) contain the three parame-
ters EL, EH , and Tm, of which, the first two are generally known and are therefore constrained f f
D.G. Madland, A.C. Kahler / Nuclear Physics A 957 (2017) 289–311 293parameters, while the third is more difficult to determine due primarily to uncertainties in the 
nuclear level-density parameter and in the difference between 〈Er〉 and 〈Etotf 〉.
In the case of the exact Los Alamos model the average energy of the spectrum 〈E〉 is given 
by the first moment of Eq. (13), whereas in the approximate Los Alamos model it is given by
〈E〉 = 1
2
(ELf + EHf ) +
4
3
Tm (14)
where 〈〉 = 43 Tm is the average center-of-mass energy of the emitted neutrons which is, typi-
cally, about 7% higher than the value obtained in the exact Los Alamos model [1].
The average prompt neutron multiplicity ν¯p is obtained from energy conservation and is 
given by
ν¯p =
〈E∗〉 − 〈Etotγ 〉
〈Sn〉 + 〈〉 , (15)
where 〈Etotγ 〉 is the total average prompt gamma-ray energy, 〈Sn〉 is the average fission-fragment 
neutron separation energy calculated as one-half of 〈S2n〉 calculated in a seven-point approxima-
tion [1] and also averaging over pairing effects, 〈〉 is the average center-of-mass energy of the 
emitted neutrons in either the exact or approximate Los Alamos model and, in the latter case, 
〈E∗〉 is given (approximately) by
〈E∗〉 = ν¯p (〈Sn〉 + 43 Tm) + 〈E
tot
γ 〉 . (16)
There are two important connections between N(E) and ν¯p . The first is that the maximum 
temperature Tm appearing as one of three parameters in N(E), also appears in the above expres-
sion for ν¯p , Eq. (15), as T 2m through Eq. (5). The second is that the average center-of-mass neutron 
energy 〈〉 appearing in the expression for ν¯p , is also the first moment of the center-of-mass neu-
tron spectrum (), Eqs. (8) and (9), corresponding to the laboratory neutron spectrum N(E). 
These two connections are very significant because they mean that if one has experimental infor-
mation on either N(E) or ν¯p , then that information can be used as a constraint in the calculation 
of the other, unmeasured, observable. We note here that there are many more measurements of 
ν¯p than there are of N(E).
Equations (5) and (16) yield a quadratic equation in Tm. Solving for Tm (the positive root is 
the physical one) yields the approximation:
Tm = 23
ν¯p
a
+
[(
2
3
ν¯p
a
)2
+ (ν¯p〈Sn〉 + 〈E
tot
γ 〉)
a
]1/2
(17)
One now has two ways to calculate Tm: Equations (5) and (6) or Equation (17).
The Los Alamos model has been used to calculate N(E) and ν¯p for neutron-induced and 
spontaneous fission, and for unmeasured as well as measured systems, in both the actinide and 
transactinide regions. We refer the reader to Ref. [1] for a detailed treatment of N(E) and ν¯p in 
multiple-chance fission reactions. We also refer the reader to the extensive study of the average 
parameters required in the Los Alamos model by Tudora [9].
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(H) as ratios to a Maxwellian spectrum with temperature TM = 1.429 MeV.
3. Refinements to the original Los Alamos model
3.1. Separate neutron contributions in binary fission
In the original Los Alamos model it is assumed that equal numbers of neutrons are emitted 
from the light (L) and heavy (H) fission-fragment mass peaks. Thus the factor of (1/2) appears in 
Eqs. (8) and (11). Since that time a number of measurements of the average number of neutrons 
emitted from the light mass peak, ν¯Lp , and heavy mass peak, ν¯Hp , have been performed and it often 
is the case that ν¯Lp > ν¯Hp [10–12]. Part of the reason for this result is that at scission it is believed 
that the light fragment is very strongly deformed while the heavy fragment is more spherical [13]. 
The deformation energy is almost immediately transformed into excitation energy (∼10−20 s)
long before neutron emission times of (∼10−14 s). Accordingly, Eqs. (8) and (11) become
() = ν¯
L
p (,σ
L
c ) + ν¯Hp (,σHc )
ν¯Lp + ν¯Hp
(18)
and
N(E) = ν¯
L
p N(E,E
L
f ,σ
L
c ) + ν¯Hp N(E,EHf ,σHc )
ν¯Lp + ν¯Hp
. (19)
The significance of this refinement is observed in Fig. 1 where the contributions to the laboratory 
neutron spectrum N(E) from the light-fragment peak (L) and the heavy-fragment peak (H), both 
as a ratio to a Maxwellian, are shown for the case of ν¯Lp = ν¯Hp in 252Cf(sf). The light-fragment 
peak contribution dominates the high-energy tail of the laboratory spectrum N(E) whereas the 
heavy-fragment peak contribution dominates the low-energy portion of the spectrum. Therefore, 
if ν¯Lp > ν¯Hp the high-energy tail of the laboratory spectrum is further enhanced at the expense 
of a reduction in the low-energy portion of the laboratory spectrum with the constraint that 
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reproduce the differential and integral measurements of the spectrum.
3.2. Departure from statistical equilibrium at scission
The scission point is defined as the point at which the fission fragments are unalterably deter-
mined [14] and, more loosely, is the point at which the neck snaps between the nascent fission 
fragments. Prior to scission the nascent fission fragments are strongly deformed but in statisti-
cal equilibrium and are therefore at the same temperature whereas at immediate post-scission 
their deformation energies are converted (≥10−20 s) into excitation energies and their tempera-
tures then are different depending upon the magnitudes of the deformation energies. In addition, 
the total average fission-fragment excitation energy 〈E∗〉 has been reduced by the rotational en-
ergies of the just-born fragments, which, in turn, are themselves reduced in excitation energy 
by the emission of, first, prompt neutrons and, second, prompt gamma rays. The total angular 
momentum J of a fission fragment has been measured to be in the range 5 ≤ J ≤ 12 [15] and 
theoretically calculated to be in the range 1 ≤ J ≤ 9 [16]. However, the moments of inertia of 
the just-born fragments are not well known, but are expected to be large resulting in expectations 
that the rotational energies are small.
Equations (5) and (16) for the initial total average fission-fragment excitation energy now be-
come two equations for the initial average light fragment (L) and initial average heavy fragment 
(H) excitation energies:
〈E∗L〉 = ν¯Lp (〈SLn 〉 +
4
3
T Lm ) + 〈ELγ 〉 = aL(T Lm )2 (20)
〈E∗H 〉 = ν¯Hp (〈SHn 〉 +
4
3
T Hm ) + 〈EHγ 〉 = aH (T Hm )2 . (21)
We note here that Vogt et al. [17] instead partition the total fragment excitation energy into 
light (L) and heavy (H) components on the basis of scaled nuclear level-density parameters, 
which works only for thermal equilibrium. An adjustable multiplicative parameter “x” is then 
introduced for the light (L) component in order to match experiment. Fragment non-equilibrium 
is then treated on the basis of thermal fluctuations from equilibrium. We also note that Ohsawa 
et al. [6] have earlier performed work on a two-temperature Los Alamos model.
Continuing, Eqs. (20) and (21) are two quadratic equations for the maximum temperatures of, 
respectively, the average light (L) and average heavy (H) fragments (again, the positive roots are 
the physical ones):
T Lm =
2
3
ν¯Lp
aL
+
⎡
⎣(2
3
ν¯Lp
aL
)2
+ (ν¯
L
p 〈SLn 〉 + 〈ELγ 〉)
aL
⎤
⎦
1/2
(22)
T Hm =
2
3
ν¯Hp
aH
+
⎡
⎣(2
3
ν¯Hp
aH
)2
+ (ν¯
H
p 〈SHn 〉 + 〈EHγ 〉)
aH
⎤
⎦
1/2
. (23)
The solutions of Eqs. (22)–(23) lead to the solution of Eqs. (18) and (19) for the prompt fis-
sion neutron spectrum in both the center-of-mass and laboratory systems where unequal numbers 
of neutrons are emitted from the light (L) and heavy (H) fragment mass peaks due to the non-
equilibrium at scission. However, solving Eqs. (22) and (23) requires knowledge of the average 
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we now turn our attention.
3.3. Fission-fragment nuclear level densities
Average fission-fragment nuclear level-density parameters are not required in the original Los 
Alamos model because the fragment temperatures are identical to the temperature of the fis-
sioning compound nucleus under the statistical equilibrium assumption. Therefore, the required 
nuclear level-density parameter is given by Eq. (7).
With a non-equilibrium assumption, however, the fragment temperatures are different from 
each other and different from the temperature of the compound fissioning nucleus. Accordingly, 
average fission-fragment nuclear level-density parameters are required for the light (aL) and 
heavy (aH ) fragment mass distributions as shown in Eqs. (22)–(23) for the maximum tempera-
tures of the average light (T Lm ) and average heavy (T Hm ) fragments.
In a uniform Fermi gas we, again, have
aL = AL/(constant) (24)
aH = AH/(constant) (25)
where the value of the constant is determined by least-squares minimization with respect to 
experiment. When this approach is used to minimize χ2 per point (χ2p) with respect to well-
measured differential prompt fission neutron spectra the minimum values are in the range 
2.5 ≤ χ2p(min) ≤ 5 which is insufficient for our present purposes. The problem is the use of 
the same constant in both light and heavy fragment mass peaks and/or the presence of shell 
closures or near shell closures in proton and/or neutron number of the fragments and/or the 
very large isospin of the fragments in comparison to nuclei for which phenomenological nuclear 
level-density parameters have been developed.
We address this problem by invoking the use of two well-established nuclear level-density 
models: the Composite Gilbert–Cameron (CGC) model and the Back-Shifted Fermi Gas (BSFG) 
model [18]. Using the notation true to represent the nuclear level-density parameters from either 
of these models we form the ratios atrueH /a
true
L in the expectation that the ratios are more physi-
cally correct than the individual values. We then replace Eqs. (24)–(25) with
aL = AL/(constant) (26)
aH = αAH/(constant) (27)
and form the equation of ratios
atrueH /a
true
L = aH/aL = (AH/AL)α (28)
from which
α = (AL/AH )(atrueH /atrueL ) , (29)
with
aH = (AL/constant)(atrueH /atrueL ) ≈ atrueH (30)
and
atrue = (AL/constant)(atrue/aH ) ≈ AL/constant . (31)L H
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Nuclear Level Density (LD) model parameters for fission of 236U [AL, ZL = 96, 38 AH , ZH = 140, 54], 252Cf [AL, 
ZL = 108, 42 AH , ZH = 144, 56].
LD 〈E∗〉 (MeV) atrue
L
(MeV−1) atrue
H
(MeV−1) α
CGC(236U) 5 17.143 15.621 0.6248
CGC(236U) 10 16.250 15.919 0.6717
BSFG(236U) 5 14.678 13.985 0.6533
BSFG(236U) 10 14.005 14.216 0.6960
CGC(252Cf) 5 19.864 19.261 0.7272
CGC(252Cf) 10 18.735 18.997 0.7605
BSFG(252Cf) 5 17.044 17.015 0.7487
BSFG(252Cf) 10 16.185 16.810 0.7789
The original Los Alamos model with a single nuclear level-density parameter given by Eq. (7)
under the assumption of statistical equilibrium is now replaced by separate nuclear level-density 
parameters given by Eqs. (26)–(27), (29) under the assumption of statistical non-equilibrium to-
gether with the use of established nuclear level-density models. These equations will be tested 
and applied in Sections 4 and 5. We note here that this approach provides separate fission 
fragment nuclear level-density parameters for the two fragment mass peaks by least-squares min-
imization of χ2p with respect to experiment for a single constant. Values of α to be used are given 
in Table 1 for two level-density (LD) models [18] at two fragment excitation energies for two 
fissioning systems.
3.4. Center-of-mass anisotropy
Hill and Wheeler suggested in 1953 that there should be a preference for neutron emission 
parallel and antiparallel to fission fragment velocity [19]. Their argument is that following scis-
sion the walls of both fragments are in rapid contraction along the axis of fission and the Doppler 
effect in internal nucleonic reflections will be in such a direction as to give maximum energy 
to neutrons with propagation vectors parallel to this axis. One therefore expects maximum neu-
tron emission parallel to the axis of fission. Terrell quantified their suggestion in 1959 under the 
assumption that the anisotropy of neutron emission is symmetrical about 90 deg in the center-of-
mass system [8] and Eq. (9) then becomes
(,σc, θcm) = (,σc) (1 + b cos2 θcm)/(1 + b/3) (32)
where b is the anisotropy coefficient and θcm is the angle between the emitted neutron and the 
moving fragment, obtained by momentum conservation, yielding
E = Ef +  + 2(Ef )1/2 cos θcm (33)
with, again, E the laboratory neutron energy, Ef the average kinetic energy per nucleon of the 
fragment, and  the center-of-mass neutron energy. Using Eqs. (32) and (33) in Eq. (12) then 
yields
N(E,Ef ,σc)
= 1
4
√
Ef (1 + b/3)
(
√
E+√Ef )2∫
(
√
E−√E )2
[
(,σc)√

][
1 + b(E − Ef − )
2
4Ef 
]
d (34)f
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n(thermal) + 235U reaction.
Use of this equation in Eq. (19) yields the final total prompt fission neutron laboratory spectrum 
N(E) for the four refinements to the Los Alamos model presented herein.
We show in Fig. 2 the ratio of the laboratory spectrum N(E) for an anisotropy coefficient b =
0.2 to that with b = 0.0 for the n(thermal) + 235U reaction. The figure shows that the calculated 
peak region of the spectrum is diminished while the low and high energy regions of the spectrum 
are enhanced, for a positive value of b. This means that an improved fit of theory to experiment 
may be achieved through the assumption of center-of-mass anisotropy provided the experimental 
energy range is sufficiently wide. However, the improved fit does not demonstrate the reality of 
center-of-mass anisotropy, only that possibility. Center-of-mass anisotropy will be tested against 
experiment in Sections 4 and 5. Ohsawa [6] has also studied center-of-mass anisotropy, but did 
not present its impact as shown by Fig. 2.
4. Prompt fission neutron spectrum for the 252Cf(sf) reaction
Our first test of the refined Los Alamos model is for the 252Cf(sf) reaction. The experimental 
prompt fission neutron spectra that we test against are those of Poenitz and Tamura in 1982 [20]
and Blain in 2014 [21] and the set of experimental integral cross sections that we test against 
are those measured, compiled and evaluated by Mannhart in 2002 [22]. The Blain measurement 
is scaled to the Poenitz and Tamura measurement at their common 0.5 MeV point and only the 
first five points of the Blain measurement are retained in order that the numerical integration of 
the total experimental spectrum can be performed. These five points are significant because they 
extend to very low energy (51 keV) even though their uncertainties are relatively large due to the 
large neutron backgrounds at these energies. The significance is their role in addressing possible 
center-of-mass anisotropy.
The input parameters for the best fit to the combined experimental differential spectrum 
are listed in the second column of Table 2: The mass and charge numbers are those used 
in the original Los Alamos model [1] for the centers of the mass peak representations in 
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Input quantities for prompt fission neutron spectrum calculations with the refined Los 
Alamos model.
Experiment 252Cf(sf) nth + 235U nth + 235U
Quantity Poenitz et al. Vorobyev et al. Kornilov et al.
AL, ZL 108, 42 96, 38 96, 38
AH , ZH 144, 56 140, 54 140, 54
EL
f
(MeV) 0.9741 1.0616 1.0616
EH
f
(MeV) 0.5479 0.4992 0.4992
ν¯Lp 2.004 ± 0.047 1.30 ± 0.13 1.30 ± 0.13
ν¯Hp 1.745 ± 0.047 1.13 ± 0.11 1.13 ± 0.11
〈SLn 〉 (MeV) 5.427 5.338 5.338
〈SHn 〉 (MeV) 5.004 4.658 4.658
〈ELγ 〉 (MeV) 4.2 ± 0.6 3.78 ± 0.4 3.78 ± 0.4
〈EHγ 〉 (MeV) 2.9 ± 0.5 2.66 ± 0.3 2.66 ± 0.3
〈E∗
L
〉 (MeV) 18.176 12.488 12.488
〈E∗
H
〉 (MeV) 13.953 9.261 9.261
LD BSFG CGC CGC
α 0.7789 0.6717 0.6717
b 0.15 0.10 0.00
OMP B–G K–D B–G
the seven-point approximation. The values of ELf and E
H
f are obtained using Eq. (10) with 
〈Etotf 〉 = 184.1 ± 1.3 MeV [23]. The values of ν¯Lp and ν¯Hp are obtained from the measurements 
of Vorobyev et al. [11], but are adjusted within their quoted uncertainties (including a correction 
to the uncertainties by Vorobyev [24]). The average fission-fragment neutron separation ener-
gies 〈SLn 〉 and 〈SHn 〉 are calculated using the 2012 Atomic Mass Evaluation [25] in the approach 
described for Eq. (15). The average prompt gamma-ray energies 〈ELγ 〉 and 〈EHγ 〉 are from the 
measurements of Pleasonton et al. [26] where the relatively large uncertainties are due to the 
difficult nature of L and H assignment.
At this point an initial value is chosen for the constant in Eqs. (26)–(27) and a value of α
is chosen from one of the four values for 252Cf in Table 1. Then Eqs. (22)–(23) are solved for 
T Lm and T Hm followed by calculating 〈E∗L〉 and 〈E∗H 〉 using Eqs. (20)–(21). A grid-search is then 
performed on the anisotropy coefficient b and the nuclear level-density constant, respectively. 
This procedure is iterated until the sum of the average light fragment and average heavy fragment 
excitation energies are very close to the initial total average fission-fragment excitation energy 
given by Eq. (6), that is,
〈E∗L〉 + 〈E∗H 〉 = 〈E∗〉 (35)
and χ2p has been minimized with respect to the measured differential spectrum. We use 〈E∗〉 = 
32.264 MeV for 252Cf(sf) from [25] and [23] and 〈E∗〉 = 21.726 MeV for n(thermal) + 235U 
from [1]. The global optical-model potential of Becchetti and Greenlees (B–G) [27] has been 
used throughout and the final value of α is that from the BSFG at 10 MeV of excitation.
Our results for 252Cf(sf) are shown in Figs. 3–5 and in the second column of Table 3. 
As can be seen there, χ2p = 0.353 and the average energy (first moment) of the spectrum is 
〈E〉 = 2.097 MeV. Fig. 3 compares the measured and calculated differential spectra. Experiment 
300 D.G. Madland, A.C. Kahler / Nuclear Physics A 957 (2017) 289–311Fig. 3. Prompt fission neutron spectrum N(E) in the laboratory system for the spontaneous fission of 252Cf. The experi-
mental data are those of Blain [21] and Poenitz and Tamura [20]. The model input and extracted quantities are given in 
the 2nd column of Tables 2 and 3, respectively.
Fig. 4. Ratio of the calculated laboratory spectrum N(E) and the experimental spectra to a Maxwellian spectrum with 
temperature TM = 1.429 MeV, corresponding to the curves shown in Fig. 3. Note that the laboratory spectrum is calcu-
lated assuming center-of-mass anisotropy.
and calculation agree to within approximately 3% or better over the entire range of the exper-
iment. The main reasons for the good agreement are separate neutron contributions from the 
light (L) and heavy (H) fragment mass peaks, departure from statistical equilibrium at scission, 
and use of ratios from nuclear level-density models to determine fission-fragment level densi-
ties. Note that this best-fit calculation requires an anisotropy coefficient b = 0.15. The measured 
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Fig. 4. The laboratory spectrum is calculated assuming center-of-mass isotropy. Compare to Fig. 4.
Table 3
Extracted quantities from prompt fission neutron spectrum calculations with the refined 
Los Alamos model.
Experiment 252Cf(sf) nth + 235U nth + 235U
Quantity Poenitz et al. Vorobyev et al. Kornilov et al.
χ2p 0.353 0.548 0.663
constant (MeV) 8.0 8.3 8.14
aL (MeV−1) 13.50 11.57 11.79
aH (MeV−1) 14.02 11.33 11.55
T Lm (MeV) 1.1603 1.0389 1.0290
T Hm (MeV) 0.9976 0.9041 0.8953
〈E〉 (MeV) 2.097 2.015 1.998
〈E2〉 (MeV2) 7.351 6.584 6.477
〈〉 (MeV) 1.353 1.230 1.198
〈2〉 (MeV2) 3.195 2.616 2.506
χ2p(int) 2.692 2.523 4.800
and calculated differential spectra are shown as ratios to a Maxwellian spectrum of temperature 
TM = 1.429 MeV in Fig. 4. Fig. 5 is a repeat of Fig. 4 except that the anisotropy coefficient 
b has been set to 0.0 with all remaining input to the calculation unchanged. A comparison of 
the two figures shows a non-negligible impact of the center-of-mass anisotropy assumption on 
the low-energy portion of the differential spectrum, a confirmation of the slight dip in the ra-
tio to a Maxwellian spectrum near 1 MeV as illustrated in Fig. 2, and a very slight rise in the 
high-energy tail of the spectrum. This result, however, does not definitively demonstrate the ex-
istence of center-of-mass anisotropy in the differential spectrum, but it does suggest that Hill and 
Wheeler [19] may have been right.
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Alamos model for the Poenitz and Tamura [20] and Blain [21] experiments. The threshold nuclear cross sections are 
from the IRDFF database [28] and the measured integral cross sections are from the compilation by Mannhart [22].
We now use this refined Los Alamos model spectrum tested against the Poenitz and Tamura 
experiment and the Blain experiment to calculate integral cross sections that have been measured 
in the field of the 252Cf(sf) differential neutron spectrum and compare our results to the measure-
ments. The refined spectrum is shown in Figs. 3 and 4 and the input and extracted quantities of 
the calculation are given in the 2nd columns of Tables 2 and 3, respectively. A calculated integral 
cross section 〈σ 〉 is given by the expression
〈σ 〉 =
∞∫
0
σr(E)N(E)dE (36)
where σr (E) is the pointwise cross section for a specific reaction such as (n,p) or (n,3n) on a 
given target, for example, and N(E) is the prompt fission neutron spectrum whose field yields the 
corresponding integral cross section and whose normalization integral is unity. We use pointwise 
cross sections for the specific reactions tabulated in the International Reactor Dosimetry and 
Fusion File (IRDFF) [28] and measured integral cross sections compiled by Mannhart [22]. Our 
results for the refined spectrum are shown in Fig. 6 as the ratios of calculated to experimental 
(C/E) integral cross sections as a function of the incident neutron energy, E50, corresponding 
to the calculated integral reaching 50% of its final value. For comparison we show in Fig. 7 the 
identical calculations, but using the original Los Alamos model spectrum [29] (also obtained with 
the Poenitz and Tamura experiment) instead of the refined Los Alamos spectrum. The difference 
between the two figures is dramatic and shows that the refined Los Alamos model is superior 
to the original Los Alamos model. This dramatic difference is quantified by the chi-squared per 
point, χ2p(int) of C/E with respect to unity, which is 2.692 for the refined model and 21.090 for 
the original model. We note here that no input parameter adjustment for the refined or original 
Los Alamos model spectra has been performed for these integral cross section calculations. We 
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Alamos model [29]. The threshold nuclear cross sections and measured integral cross sections are identical to those of 
Fig. 6.
also note that the uncertainties in C/E shown in Figs. 6 and 7 are due only to the experimental 
uncertainties and do not include uncertainties in the pointwise cross sections and the spectrum.
5. Prompt fission neutron spectrum for the n(thermal) + 235U reaction
5.1. Vorobyev and Shcherbakov experiment
We next test the refined Los Alamos model against the n(thermal) + 235U reaction. The two 
recent experiments that we test against are those of Vorobyev and Shcherbakov [30] completed in 
2012 and Kornilov and Hambsch et al. [4] completed in 2010. We first consider the experiment of 
Vorobyev and Shcherbakov carried out at the WWR-M research reactor in Gatchina. The input 
parameters for the best fit to the experimental differential spectrum are listed in the third col-
umn of Table 2. Again, the mass and charge numbers are those used in the original Los Alamos 
model [1] for the centers of the mass peak representations in the seven-point approximation and 
the values of ELf and EHf are from the same reference. The values of ν¯Lp and ν¯Hp are from the 
measurements of Nishio et al. [12] and are adjusted within the ±10% uncertainty estimated by 
Nishio [31]. The average fission-fragment neutron separation energies 〈SLn 〉 and 〈SHn 〉 are calcu-
lated as in Ref. [1] in the approach described above for Eq. (15). The average prompt gamma-ray 
energies 〈ELγ 〉 and 〈EHγ 〉 are from the measurements of Pleasonton et al. [32] where, again, the 
relatively large uncertainties are due to the difficult nature of L and H assignment.
Proceeding as described earlier for 252Cf(sf), a grid-search is performed on the anisotropy 
coefficient b and the nuclear level-density constant, respectively, having chosen an initial value 
for the constant. Again, the procedure is iterated until Eq. (35) is satisfied and χ2p has been 
minimized with respect to the measured differential spectrum. The global optical-model potential 
of Koning and Delaroche [34] has been used throughout and the final value of α is that from the 
CGC at 10 MeV of excitation.
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neutrons. The experimental data are those of Vorobyev and Shcherbakov [30]. The model input and extracted quantities 
are given in the 3rd column of Tables 2 and 3, respectively.
Fig. 9. Ratio of the calculated laboratory spectrum N(E) and the experimental spectrum to a Maxwellian spectrum 
with temperature TM = 1.35 MeV, corresponding to the curves shown in Fig. 8. Note that the laboratory spectrum is 
calculated assuming center-of-mass anisotropy.
Our results for the Vorobyev and Shcherbakov experiment are shown in Figs. 8 and 9 and in 
the third column of Table 3 where it is seen that χ2p = 0.548 and the average energy (first moment) 
of the spectrum is 〈E〉 = 2.015 MeV. Fig. 8 compares the measured and calculated differential 
spectra and these same spectra are shown as ratios to a Maxwellian spectrum of temperature 
TM = 1.35 MeV in Fig. 9. Experiment and calculation agree to within approximately 4% or better 
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refined Los Alamos model for the Vorobyev and Shcherbakov experiment [30]. The threshold nuclear cross sections are 
from the IRDFF database [28] and the measured integral cross sections are from the compilation by Mannhart [33].
over the entire range of the experiment. Again, the good agreement is due to separate neutron 
contributions from the light (L) and heavy (H) fragment mass peaks, the departure from statistical 
equilibrium at scission, and the use of ratios from nuclear level-density models to determine 
fission-fragment level densities. This best-fit calculation requires an anisotropy coefficient b =
0.10 in order to reproduce the hint of a slight dip in the experimental data near 1 MeV and to pass 
through the experimental data at the energies below 0.5 MeV. Note, however, that the evidence 
for anisotropy is somewhat stronger in the experimental data for the 252Cf(sf) case than it is in 
the present case for n(thermal) + 235U. Part of the reason is that whereas the experimental data 
for the former case extends down to 51 keV, in the present case it only extends down to 211 keV, 
and the slight dip in the data near 1 MeV is more pronounced in the former case than it is in the 
present case.
We now use this refined Los Alamos model spectrum tested against the Vorobyev and 
Shcherbakov experiment to calculate integral cross sections that have been measured in the field 
of the n(thermal) + 235U differential neutron spectrum and compare our results to the measure-
ments. The refined spectrum is shown in Figs. 8 and 9 and the input and extracted quantities of 
the calculation are given in the 3rd columns of Tables 2 and 3, respectively. For the solution of 
Eq. (36) we again use pointwise cross sections for the specific reactions tabulated in the IRDFF 
[28] and measured integral cross sections compiled by Mannhart [33]. Our results are shown 
in Figs. 10 and 11 for the refined spectrum and the original Los Alamos model spectrum, re-
spectively. Here, the difference between the two figures is significant and again shows that the 
refined Los Alamos model is superior to the original Los Alamos model. The difference is, again, 
quantified by the values of χ2p(int) which are 2.523 for the refined model and 9.529 for the orig-
inal model. We note, again, that no input parameter adjustment for the refined or original Los 
Alamos model spectra has been performed and that the uncertainties in C/E shown in Figs. 10
and 11 include only those from experiment.
306 D.G. Madland, A.C. Kahler / Nuclear Physics A 957 (2017) 289–311Fig. 11. Ratio of calculated (C) to experimental (E) integrated cross sections in the n(thermal) + 235U field using the 
original Los Alamos model [1]. The threshold nuclear cross sections and measured integral cross sections are identical 
to those of Fig. 10.
5.2. Kornilov and Hambsch experiment
We next consider the experiment of Kornilov and Hambsch et al. [4] carried out at the 
Budapest Nuclear Research Reactor. The input parameters for the best fit to the experimental 
differential spectrum are listed in the fourth column of Table 2 and they are identical to the input 
parameters for the Vorobyev and Shcherbakov experiment, third column of Table 2, except for the 
anisotropy coefficient which now has the value b = 0.0 and the use of the Becchetti–Greenlees 
(B–G) optical model potential [27] instead of that by Koning–Delaroche [34].
Proceeding as described earlier for the Vorobyev and Shcherbakov experiment, a grid-search 
is performed on the anisotropy coefficient b and the nuclear level-density constant, respectively, 
having chosen an initial value for the constant. The procedure is, again, iterated until Eq. (35) is 
satisfied and χ2p has been minimized with respect to the measured differential spectrum.
Our results for the Kornilov and Hambsch et al. experiment are shown in Figs. 12 and 13 and 
in the fourth column of Table 3 where it is seen that χ2p = 0.663 and the average energy (first 
moment) of the spectrum is 〈E〉 = 1.998 MeV. Fig. 12 compares the measured and calculated 
differential spectra and these spectra are again shown as ratios to a Maxwellian spectrum of tem-
perature TM = 1.35 MeV in Fig. 13. Experiment and calculation agree to within approximately 
3% or better over the entire range of the experiment. As before, the good agreement is due to sep-
arate neutron contributions from the light (L) and heavy (H) fragment mass peaks, the departure 
from statistical equilibrium at scission, and the use of ratios from nuclear level-density models 
to determine fission-fragment level densities. We note that the average energy 〈E〉 is 17 keV 
less than that of the Vorobyev and Shcherbakov experiment. In addition, the maximum temper-
atures T Lm and T Hm are, respectively, 9.9 keV and 8.8 keV less than those of the Vorobyev and 
Shcherbakov experiment. Ideally, the two experiments should yield identical results. However, 
their energy ranges are quite different: whereas the Kornilov and Hambsch et al. [4] experiment 
ranges from 700 keV to 11.8 MeV (11.1 MeV total range) that of Vorobyev and Shcherbakov 
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neutrons. The experimental data are those of Kornilov and Hambsch et al. [4]. The model input and extracted quantities 
are given in the 4th column of Tables 2 and 3, respectively.
Fig. 13. Ratio of the calculated laboratory spectrum N(E) and the experimental spectrum to a Maxwellian spectrum 
with temperature TM = 1.35 MeV, corresponding to the curves shown in Fig. 12. Note that the laboratory spectrum is 
calculated assuming center-of-mass isotropy.
[30] ranges from 221 keV to 16.5 MeV (16.279 MeV total range). Given that the optical-model 
potential primarily impacts the shape of the calculated spectrum it is clear that different poten-
tials could be required in the optimization of the calculations to these two experiments. The same 
argument applies to the anisotropy coefficient b as Fig. 2 shows, especially at the lower limits of 
the experimental ranges. The Kornilov and Hambsch et al. [4] experiment shows no evidence of 
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refined Los Alamos model for the Kornilov and Hambsch et al. experiment [4]. The threshold nuclear cross sections are 
from the IRDFF database [28] and the measured integral cross sections are from the compilation by Mannhart [33]. The 
identical calculation using the original Los Alamos model is shown in Fig. 11.
center-of-mass anisotropy, unlike that of Vorobyev and Shcherbakov [30], for the same experi-
ment, and that of Poenitz and Tamura [20] and Blain [21] for 252Cf(sf).
We now use this refined Los Alamos model spectrum tested against the Kornilov and Hamb-
sch experiment to calculate integral cross sections that have been measured in the field of the 
n(thermal) + 235U differential neutron spectrum and compare our results to the measurements. 
The refined spectrum is shown in Figs. 12 and 13 and the input and extracted quantities of the 
calculation are given in the 4th columns of Tables 2 and 3, respectively. For the solutions of 
Eq. (36) we again use the pointwise cross sections for the specific reactions tabulated in the 
IRDFF [28] and the measured integral cross sections compiled by Mannhart [33]. Our results 
are shown in Figs. 14 and 11 for the refined spectrum and the original Los Alamos spectrum, 
respectively. The difference between the two figures is, again, significant and the refined Los 
Alamos model is superior to the original Los Alamos model. The difference is quantified by the 
values of χ2p(int) which are 4.800 for the refined model and 9.529 for the original model. We 
note, finally, that no input parameter adjustment for the refined or original Los Alamos spectra 
has been performed and that the uncertainties in C/E shown in Figs. 14 and 11 are due only to 
those of experiment.
6. Conclusions
We have introduced, developed, and tested four refinements to the Los Alamos model of 
the prompt fission neutron spectrum and average prompt neutron multiplicity. These are (a) 
separate neutron contributions from the light and heavy fission-fragment mass peaks instead 
of equal contributions from the two mass peaks, (b) non-equilibrium at scission resulting in 
different maximum temperatures for the average light and average heavy fission fragments in-
stead of equal maximum temperatures for these fragments, (c) introduction of separate nuclear 
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well-established nuclear level-density models instead of using the (simple) level density of the 
compound fissioning nucleus at scission for both average fragments, and (d) introduction of 
the possibility of center-of-mass anisotropic neutron emission from the average light and aver-
age heavy fission fragments in addition to the isotropic neutron emission already present in the 
model.
We have tested the refined Los Alamos model against two standard fission reactions: the 
252Cf(sf) reaction where two measurements of the differential neutron spectrum have been 
merged to form a single test spectrum and the n(thermal) + 235U fission reaction where two 
completely separate measurements of the differential neutron spectrum have been tested. For 
both reactions the measured average prompt neutron multiplicity from the light-mass peak is 
greater than that from the heavy-mass peak, ν¯Lp > ν¯Hp , which results in the enhancement of the 
high energy tail of the laboratory spectrum at the expense of the low energy portion of the lab-
oratory spectrum given that ν¯totp remains constant. See Fig. 1. This result is a consequence of 
non-equilibrium at scission which itself has resulted in higher excitation energies and higher 
maximum temperatures for the average light fragments in comparison to the average heavy 
fragments, for both reactions. And the magnitudes of the differences in excitation energies and 
maximum temperatures of the average light and average heavy fragments are due, in large part, 
to separate nuclear-model based level densities for the average light and average heavy fission 
fragments, again for both reactions. These three refinements are primarily responsible for the 
low values of χ2pt given in Table 3 and the corresponding good agreement with the experiments 
shown in Figs. 3–4, 6, 8–10, and 12–14.
In addition, the best fit of the refined Los Alamos model to the prompt fission neutron spec-
trum from the 252Cf(sf) reaction [20,21] requires center-of-mass anisotropic neutron emission 
with a coefficient b = 0.15. The experimental spectrum ranges from 51 keV to 9.3 MeV and 
Fig. 4 shows a minimum near 1 MeV and an enhancement in the low energy spectrum in compar-
ison to Fig. 5 which shows the identical calculation except b = 0.0. The low-energy enhancement 
and minimum near 1 MeV are two features of center-of-mass anisotropic neutron emission that 
are illustrated in Fig. 2. We speculate that the high-energy enhancement shown in Fig. 2 is partly 
responsible for the more physical values of T Lm and T Hm that we have obtained. Moreover, the 
best fits of the refined Los Alamos model to the prompt fission neutron spectra from the n(ther-
mal) + 235U reaction require a center-of-mass anisotropy coefficient b = 0.10 in the experiment 
of Vorobyev and Shcherbakov [30] and b = 0.0 in the experiment of Kornilov and Hambsch 
et al. [4]. Whereas the first of these two experiments shows the possibility of a minimum near 
1 MeV and spectrum enhancement down to 221 keV (see Fig. 9), the second experiment shows 
no minimum near 1 MeV and no enhancement in the spectrum at lower energies because the 
lowest energy point is too high at 0.7 MeV (see Fig. 13). It is our considered opinion that the 
question of the existence of center-of-mass anisotropy in the n(thermal) + 235U prompt fission 
neutron spectrum requires an additional quality measurement of that spectrum from ∼ 50 keV to 
∼ 12 MeV with at least two independent measurements of neutron detector response (efficiency, 
neutron scattering). At this time we conclude that center-of-mass anisotropic neutron emission is 
consistent with the 252Cf(sf) prompt fission neutron spectrum, but remains an open question in 
the n(thermal) + 235U spectrum.
Finally, for the n(thermal) + 235U spectrum we note here that we have tested the 1985 ex-
periment of Starostov et al. [35] against the original Los Alamos model for both the differential 
spectrum and the integral cross sections calculated with that spectrum as shown in Figs. 3 and 4, 
respectively, of Ref. [3]. The integral cross section C/E ratios shown in Fig. 4 diminish strongly 
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also with the original Los Alamos model. We conclude that a test of the Starostov experiment 
against the refined Los Alamos model will correct the C/E ratios to near unity over the entire en-
ergy range. Thus, we believe that the Starostov data [35] supports the refined Los Alamos model 
and we plan to demonstrate that in the next Nuclear Data Evaluation of the n(thermal) + 235U 
system at Los Alamos.
In summary, with three optimized fits to three measured prompt fission neutron spectra we 
have simultaneously achieved good agreement with the corresponding measured integral cross 
sections without any further parameter adjustments when using the refined Los Alamos model. 
These integral cross section results span a large energy range with non-threshold reaction E50
values below 1 MeV to high-threshold reaction E50 values in excess of 14 MeV. The near unity 
C/E values for this comprehensive suite of reactions provides strong evidence in support of the 
refinements to the original Los Alamos model that are described in this paper.
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