Abstract-Dealing with a high churn rate is very challenging in live peer-to-peer streaming. State-of-the-art studies try to mitigate the problem by exploiting peer dynamic models, analyzing traces from real world systems, or using enhanced coding techniques, e.g., network coding. Applications of social networking in peer-to-peer systems, especially on file sharing, have recently received research attention. In such systems, the establishment of connections among peers is based on social relationships among users, which are, however, not formed in the context of a peer-to-peer session but, e.g., imported from other social networks. Since friends in such a separate social network do not always have similar interests, they may not necessarily join or stay long in the same peer-to-peer session. We believe that a tight integration between the high level social network of users and the low level overlay of peers would bring significant benefits in dealing with high churn rates and providing personalized streaming services. This paper presents Stir, the first attempt towards an integrated social peer-to-peer streaming system. The key feature of Stir is that social relationships among users are spontaneously formed in a streaming session, and can be exploited directly by the underlying streaming protocol. Stir users, who join the same session, can make friends by means of spontaneous communication, e.g., instant messaging. Such social network formation provides a reliable indication to deal with high churn rate. Our simulations with real social data and peer dynamic traces have demonstrated the benefits of Stir and shed light on building such a system in practice.
I. INTRODUCTION
There has been a substantial amount of research on dealing with peer churn. State-of-the-art studies have modelled peerto-peer (P2P) systems with churn to better understand it [1] , analyzed traces of real world systems to understand join and leave patterns [2] , or used specialized coding techniques, e.g., network coding [3] . Although they have shown improvements in system performance, the impact of peer churn can not be minimized as its origin has not been considered. The arrivals and departures of users depend on their interests in the session, e.g., users leave quickly because they do not like the content. We believe that knowledge about user interests is critical in dealing with peer churn.
Recently, the popularization of new social network sites that allow individuals to construct personal profiles, connect to people, and keep up with friends has shown that users are indeed interested in sharing their common interests on networked applications. For example, at the time of writing, Facebook [4] is the second most-trafficked website in the world [5] . It has 400 million active users who spend 500 billion minutes per month to interact with over 160 million objects (pages, groups, and events) [6] .
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Applications of social networking to P2P networking have emerged with the objective of improving P2P system performance. The idea is that connections among friends are more reliable than those among strangers. Some studies have shown advantages of social-based P2P systems in file sharing [7] - [9] . In those systems, the establishment of connections among peers is based on social relationships among users, which are not formed in the context of a peer-to-peer session but, e.g., imported from other social networks. Since friends in such a separate social network do not always have similar interests, they may not necessarily join or stay long in the same P2P session. Consequently, users may not acquire enough qualified connections. While P2P-based file sharing applications can suffer from late packets to some extent, the quality of P2P streaming services is seriously affected by such late arrivals.
We believe that a very tight integration between the high level social network of users and the low level overlay of peers would bring significant benefits in dealing with peer churn to improve the system performance. This paper presents Stir, our new spontaneous social P2P streaming system. The distinct feature of Stir is that friendship is spontaneously formed in a streaming session by means of spontaneous communication, e.g., instant messaging (IM) and Twitter-like commenting. Such spontaneous social networks are then directly exploited by the underlying streaming protocol. On one hand, the streaming protocol can get benefits from the social network by being able to establish reliable connections among peers, which are useful in mitigating the impact of peer churn. On the other hand, users have some priority in resource allocation of the streaming protocol run at their friend peers. To the best of our knowledge, Stir is the first social P2P streaming system proposed in the literature which offers satisfactory and personalized streaming services to a large number of users. Simulation results indicate advantages of Stir and shed light on building such a system in practice.
The remainder of this paper is organized as follows. Section II presents the motivation of spontaneous social networking. Section III describes the design of Stir with its architecture. The social-based streaming protocol is presented in Section IV. Section V analyzes simulation results. Related work is presented in Section VI, and Section VII concludes the paper.
II. THE CASE FOR SPONTANEOUS SOCIAL NETWORKING
In social networking, the term homophily is defined as the tendency of people with similar characteristics to be connected [10] . It has also been demonstrated that there is a correlation from social networks to user behavior on the Web [11] . Particularly, people who chat with each other are more likely to This paper was presented as part of the 14th IEEE Global Internet Symposium (GI) 2011 at IEEE INFOCOM 2011 978-1-4577-0248-8/11/$26.00 ©2011 IEEEshare interests. The more time they spend talking, the stronger this relationship is.
From the above social principles, users who join and stay in a streaming session are likely to have some similar interests in the stream. Therefore, providing means of communication among users will not only offer more entertaining services, but also create social relations among them. From social activities, user behavior can be predicted, e.g., the more friends a user has in a session, the more she is interested in and the longer she stays in the session. Therefore, if connections between peers are established based on such social relationships, they are more reliable and durable. As a result, users are not seriously affected by departures of those who do not have a strong interest in the session and stay for a short period of time. This naturally reduces the impact of churn.
What is a suitable social communication means in the scenario? The foremost requirement for a communication means in our system is that it does not consume much bandwidth, which is a critical resource in streaming. Another criterion is that it is able to achieve a certain level of synchronization because live streaming is highly synchronized among users. Among many means ranging from non-interactive, e.g. emailing, to real time interactive, e.g., voice chatting, IM is probably the most suitable one. Many studies on characteristics of IM [12] - [14] have shown that (1) chat messages exchanged among users are usually very short, but (2) they are expressive enough to support a variety of informal communication tasks in a semi-synchronous way.
III. STIR: SCHEMATIC AND ARCHITECTURAL DESIGN
Stir is a multi-channel P2P streaming system, which provides live streaming content, e.g., P2P-based IPTV. Each Stir user has a profile containing a unique identifier, a password, and a friend list. A user needs to log in to the system before watching any channel. There are no privacy concerns in the Stir architecture, as such login information does not have to reveal any personal information -an email address would suffice. If is authenticated, the system sends the profile back to . The streaming server sends the channel list to . When selects a channel, the server will send an IP address list of some available peers in the channel to . Now, can connect to other users for data download.
In Stir, friendships are to be established on-the-fly, as a group of users watch the same channel. While watching, can post comments to one of the Stir online forums. This forum is only visible to those who are watching the same channel with .
can have a private chat with another user , and the chat can be entirely conducted in a web browser, as the channel is being played live.
can add to her friend list. The list of friends constitutes a state that carries over from one session to the next: being in the friend list of means that knows the status (if is in the system or not, which channel is watching) of whenever logs in to the system. Stir is a pull-based streaming protocol. Each peer pulls video data from other peers based on buffer map exchanges. Different from traditional P2P streaming which has one list of anonymous peers (called neighbors), each Stir peer has two lists for potential partners. The neighbor list is updated by a gossip-based mechanism, and the friend list contains friends who are also watching the same channel. Each item in the lists contains the IP address and some statistical data collected from the social activities of users, which are stored in the social log. These statistical data will be used by the partner manager and the scheduler. The partner manager selects potential partners from the lists for requesting data based on the status of the playback buffer, social factors and network metrics. The scheduler schedules data requests and sends them to the selected partners. Received packets are stored in the playback buffer and will be sent to the player when the playback deadline is reached. Figure 1 shows the components and their interactions. As Figure 1 shows, a user may talk with a group of other users, while video packets are exchanged with yet another different group of users. This is a key difference compared to existing studies on social-based P2P, which assume that there are always enough friends in the system to have trusted connections and discourage connections with strangers. In Stir, both social relationships and network metrics are taken into account to choose partners.
IV. A SOCIAL-BASED P2P STREAMING PROTOCOL
With the main components being presented in the previous section, this section goes into details of the partner manager and the scheduler to understand how the underlying P2P overlay relates to the high level social network, and how social data can be used in streaming.
A. Relying on Friendship or Bandwidth: a Tradeoff
In a social-based P2P streaming system, the establishment of network connections among peers is guided by social relationships among users. However, if a protocol is heavily based on friendship and discounts links with others, connections are more reliable but each peer may not acquire enough qualified connections to maintain smooth playback, because their friends may not have sufficient bandwidth. The objective here is to not only give friends some priority in resource allocation but also achieve smooth playback for the peer itself. We propose to use the following utility function, which takes both social factors and network metrics into account as the basis for mitigating the tradeoff.
In the above equation, is a capacity-related function, is a social-related function, and is a friendship-related function.
is social coefficient, as it determines how important social capacity is in the evaluation. is friendship coefficient, as it determines the priority of friendship. In traditional non-social P2P streaming, and are 0 as social factors do not exist. In previous social-based P2P systems, is close to 1 as they discourage connections with strangers. By experimenting with wide ranges of values of and , we understand interactions of the social network and the P2P network.
In this paper, the capacity function , the social function , and the friendship function are calculated for in a list as follows:
1, if P and Q are friends 0, otherwise where is the bandwidth capacity of peer and is the number of friends of .
B. Partner Manager
The interaction between the social network and the overlay network happens in the partner manager, which determines a group of active peers for sending and receiving data. When a Stir peer selects partners, its partner manager calculates utility values of peers in the neighbor list and the friend list. After that, it sends partner requests to a certain number of peers, which has the highest utility values. If a candidate accepts the request, adds to its partner list, which is used for buffer map exchanges and video data requests. The partner acceptance check is also based on the utility function.
Each peer has an acceptance list containing peers whose partner requests have been accepted. Being in the acceptance list of means that can send data requests to and will be served if has sufficient resources. Different from the partner selection process that depends fully on the utility value of candidates, the acceptance check has to give friends higher priority than others, regardless of their social capacity or bandwidth. This is a design principle of Stir to encourage people making friends and sharing their interests. One question here is that if the whole system benefits from this incentive mechanism because it causes less bandwidth to be available for low social capacity peers than a system without the incentive. We believe that users are more willing to share their bandwidth with their friends than with non-friends. Therefore, even if not using the incentive rule brought a little better performance to the whole system, would users be happy if the more friends they have, the more bandwidth they may have to share with non-friends?
C. Packet Scheduler
In traditional pull-based P2P streaming protocols, buffer maps are exchanged between a peer and its partners to decide who will deliver which packets. In Stir, before the buffer map exchange, the peer needs to send a confirmation request to each partner to make sure that it is still in the acceptance list of the partner. After that, buffer maps can be exchanged, and packets can be requested from confirmed partners.
The reason for this step is that the acceptance list of a peer can be changed during the streaming session. For example, at the beginning, a peer is willing to serve nonfriend peers because its friends have not joined the session yet. However, when receiving partner requests from friends and the acceptance list is full, it has to remove some non-friends from the list to serve the friends better. As a result, the partner list of those non-friend peers is changed, and needs to be updated by invoking the partner selection. This additional action does not cause much overhead because the size of the partner list is small, 5 − 10 peers.
V. STIR: EXPERIMENTAL RESULTS
Stir is implemented in our own discrete-event flow-based simulator [16] . Since user behavior and the friend-making process can not be simulated, we focus on interactions between the social network and the P2P overlay, while making assumptions on the social network formation.
A. Data Preparation and Assumptions
For the experiments, we need (1) a real social graph representing the friendship network, and (2) join and leave times of real-world users.
1) Social Graph:
We are not aware of the availability of social graphs that are formed spontaneously in a particular context as in the case of Stir. As an alternative, we use a network of people who are interested in a particular topic to represent the network of users joining a streaming session. In particular, we develop our own "graph data provider" plugin in NodeXL [17] to retrieve friend lists of members of a group in Flickr [18] . With the URL of any public group, the provider can collect user IDs of members of the group and their friends 1 . From the dataset, we form a social network for our experiments as follows: ⊳ All group members of a group are considered as users of a streaming session. ⊳ If a member is in the contact list of another member , they are friends of each other in the session. Since we consider relationships among users who join the same session, non-members in the contact lists of the members are removed. Datasets of different Flickr groups with different sizes have been collected to choose one, which has ∼ 1000 members (a medium-large streaming session). It may seem a bit farfetched to assume that common interest in a topic for pictures in Flickr would correlate with common interest in a live stream in a P2P streaming system. On the other hand, social interaction data from people who are, e.g., watching a stream together were not available to us. We therefore believe that a network of common interests and friendship (as opposed to mere friendship connections) is as close as we can get.
The dataset from the group "Photo Computer Art" is chosen. When we collected this dataset, it had 1280 members. The CDF of the degree of the members in the friendship network is shown in Figure 2 , which indicates that ∼ 10% of the members have no friends, ∼ 80% have fewer than 20 friends, and the other 20% have from 20 to 54 friends 2 . 2) Peer Dynamics: From the snapshot trace of PPLive [19] , we extract the arrival and departure time of users for a period of time (2 hours) on a particular channel. We use three datasets with different levels of peer churn: low, medium, and high. The CDF of the stay duration of peers in the datasets are shown in Figure 3 . The high dynamic scenario has up to 60% of peers staying in the session less than 20 minutes and ∼ 90% staying less than one hour. On the other hand, up to 60% of the peers stay longer than one hour in the low dynamic case. 
3) Assumptions on User Behavior:
We need to combine the peer dynamic datasets and the social dataset to have a complete picture: who are friends of whom, and when they join and leave the session. Based on the discussion in Section II about the spontaneous social networking formation, there is reason to believe that the following assumptions are reasonable: (1) friendship indicates similar interests in the content, and (2) the more friends a user has, the longer she stays in the system. With these assumptions, we can join the datasets as follows: ⊳ Sort peers on their stay duration. ⊳ Sort users on the number of friends they have. ⊳ Assign join and leave times to users so that peers with longer duration have higher number of friends. In practice, there could be other reasons for user departures, e.g., network availability problems. Therefore, the above assignment is only valid with another assumption: users are not unexpectedly disconnected from the network, i.e., the arrivals and departures are simply from the interest of users in the session. This helps us understand separately the role of social factors in the system performance.
4) Bandwidth Settings:
The streaming rate is set to 400 Kbps, and the bandwidth of each peer is randomly assigned one of the following values (download, upload): (450, 300), (550, 450), (700, 650), and (750, 700) Kbps. The server upload rate is set to serve 65 (∼ 5%) peers simultaneously.
B. Comparison with Existing Work
We implement a CoolStreaming-like protocol based on the description in [15] and a network coding based protocol, called NCStream, in our simulation to evaluate their performance in terms of playback skip rates.
1) On Peer Dynamics:
In this experiment, ( , ) in the partner selection, and the acceptance check of Stir are set to (0.2, 0.3), and (0.7, 0.2), respectively. The skip rate of the systems under different peer dynamic scenarios is shown in Figure 4 . Figure 4 shows that the three systems can achieve similarly low skip rates when the network is quite stable (low dynamic). Actually, NCStream is the best protocol in this case because NC helps to utilize the bandwidth better. However, the performance of them are notably different in the high dynamic scenarios. Only ∼ 0.54% of playback segments are skipped by Stir peers in the high dynamic case, while the percentage for NCStream and CoolStreaming is 0.71% and 4.17%, respectively. The reason for the superior performance of Stir under high churn rate is that peers who stay longer in the session are likely to have a certain number of friends and exchange data to each other. In addition, the social-based acceptance check gives friends higher priority in data delivery. Consequently, even when a large number of users who are not interested in the session leave, the communities of friends are not seriously affected. We calculate the traffic (number of packets exchanged) between friends and that between non-friends in the protocols for the high dynamic case: ∼ 60.6% of traffic in Stir is among friends, while, without social knowledge, up to ∼ 65.8% of traffic in CoolStreaming (∼ 64.2% in NCStream) is among 'strangers'. Although the percentages depend on how dense the friendship network is, this experiment indicates the ability of exploiting social knowledge in Stir.
2) On The Size of Neighbor Lists: In CoolStreaming and NCStream, the neighbor list is the local view of the network. The streaming quality a peer receives completely depends on its neighbors. In Stir, in addition to the neighbor list, a peer has a friend list. It should be noted that peers in the friend list can also appear in the neighbor list because the neighbor list is updated by gossiping, independently from the social network. We would like to answer two questions: how important is the neighbor list in Stir? and How big should it be? We plot the skip rate of the protocols with the size of the neighbor list ranging from 20 to 60 for Stir, and 40 to 80 for CoolStreaming and NCStream in Figure 5 . The reason for larger neighbor lists in CoolStreaming and NCStream is to have a 'fair' comparison between them and Stir, because Stir peers may also have a large friend list.
It can be concluded from Figure 5 that (1) using a larger neighbor list, in fact, does not always improve the performance in CoolStreaming and NCStream, and (2) effect of larger neighbor lists in CoolStreaming and NCStream can be explained as follows. The larger the neighbor list is, the higher the probability of more than one peers choosing the same set of high capacity peers, i.e., bottlenecks at high capacity peers are likely to occur. The problem does not occur in Stir due to the acceptance check that guarantees that a peer 'reserves' resources for its friends.
C. Insights of Stir
Convinced that by exploiting social knowledge Stir deals with peer churn much better than previous work, we now turn our attention to the insights of Stir. We experiment with different values of and in the partner selection process and the acceptance check to understand the role of friendship, network capacity, and social capacity in choosing partners.
1) On the Partner Selection:
We fix the value of and in the acceptance check, while using wide ranges of values for the coefficients in the partner selection process. Figure 6 shows the skip rate of Stir when (1) + = 0, 0.1, ..., 1 to understand the role of the network capacity and the social factors (Figure 6a Figure 6a indicates that network capacity is important in the partner selection process. If a peer connects to others based heavily on social factors (high values of + ), it may suffer playback skips because (1) a high social capacity does not imply a high network capacity, (2) peers with high social capacities have more friends to serve, and (3) its friends may not have sufficient bandwidth. However, a peer should also not depend only on the network capacity (high values of 1 − − ) because of peer churn: peers with high network capacities may only stay in the session for a short period of time. Very low skip rates can be achieved if peers consider network capacity as important as, or slightly less important than, the social factors (1 − − = 0.4, or 0.5).
Between social capacity and friendship, from Figure 6b , we can see that preferring high social capacity peers gives better results than preferring friends for data requests, as high values of (> 0.4) increase the skip rate significantly. Although this phenomenon is somewhat contradictory to the idea of connecting friends with each other, it is reasonable from the peers' point of view because the higher the social capacity is, the more durable the peer is. However, friendship has a certain importance as setting to 0 does not achieve the best performance. The reason is that if a peer chooses its friends as partners, it will have a certain priority at the friend side in their bandwidth allocation. Therefore, if friends of a peer have sufficient bandwidth, the peer will receive higher quality. In addition, being a partner of a high social capacity peer does not guarantee that it will be served. In a nutshell, network capacity, social capacity and friendship have their own roles in the partner selection process. However, different from existing work, when a peer chooses partners, friendship is not the only important factor, but bandwidth and social capacity as well.
2) On the Acceptance Check: Since peers have the highest priority to be in the acceptance list of their friends, the role of no longer exists in the utility function. For non-friends, the acceptance check is based on their social capacity and network capacity. On one hand, a peer could prefer high social capacity peers (by setting high values for ) to reward them as they are 'famous' in the social network. On the other hand, high network capacity peers could have a high priority for the reason that when they can receive packets quickly, they can deliver them quickly to other peers. However, our experiments with different values of from 0, 0.1, ... to 1 show no significant differences to the overall system performance (the graph is not shown here). The main reason is that, peers that have a certain number of friends are served well by their friends, so they do not need to be partners of non-friends. For those who have very few friends or no friends, their social capacity is quite similar. Therefore, the role of is minor. In other words, the case of high social capacity peers compete with low social capacity ones to appear in an acceptance list seldom occurs in our experiments. However, keeping the utility function in the acceptance check is useful in practice, because there are still cases that a peer has a number of friends but some of them may not join the session.
3) The value of being famous in Stir: In Figure 7 , we plot the average quality of peers having the same number of friends to find out how the number of friends of a peer relates to the quality that peer perceives. Figure 7 shows that the more friends a user has, the higher the quality she is likely to receive. This encourages users to join the system, and creates a friendly collaborative network among users. More specifically, there are two noteworthy points. First, the average skip rate of socially inactive users who do not have any friend is less than 0.5%, which is still acceptable in live P2P streaming. This means that Stir does not completely discriminate against low social capacity peers. New users who are interested in the session but do not have many friends yet still have chances to enjoy quite a satisfactory level of quality. Second, for those who have fewer than 20 friends, higher social capacity does not always bring lower skip rates. The CDF of the number of friends in Figure 2 can help to understand the reason. There are many users (∼ 80% of the population) having fewer than 20 friends. As a result, many of those users may not receive enough packets from their friends, and have to compete with others. As shown in the experiments of the acceptance check, the social capacity of those peers does not have a strong effect. In a bigger picture, if the overall bandwidth of socially active users is more than enough for the socially active users themselves, than the unused bandwidth can be used for socially inactive users, i.e., it is not wasted. Otherwise, socially inactive users have to suffer degraded quality.
One may concern that a rational peer will make a large number of cheap "spontaneous" friends to improve its quality. As a result, all peers will have a large number of spontaneous friends, and the proposed algorithm can no longer differentiate peers. This is a common issue of social-based applications. For example, Facebook game users may try to make friends with others who they do not really know about to have more friends so that they can get benefits from some game. One possible solution is that some requirements can be used in the friendmaking process such as friendship can only be formed after two users sometimes chat to each other.
VI. RELATED WORK
There have been various approaches to dealing with peer churn. Kumar et al. introduces a stochastic fluid model that accounts for essential features, including churn, of a P2P streaming system [1] . Vu et al. have measured and modelled large-scale P2P overlay graphs in PPlive [2] . Wang and Li are successful in applying NC to live P2P streaming [3] . Thanks to NC, peer bandwidth is better utilized and the system is more robust to peer churn.
Generally, social networking can be applied to P2P systems in two ways. First, P2P systems can mimic how people form a social network and how they query, by preference, their friends or acquaintances to construct overlays, which can achieve more efficient routing and data locating [8] , [20] . Second, they can import social graphs from other social networks to establish more reliable connections among peers [7] , or to improve peer collaboration and contribution [9] .
While the above social-based systems are designed for P2P file sharing, we are not aware of the existence of any existing designs with respect to social P2P streaming.
VII. CONCLUSION This paper presents Stir, a new framework towards tightly integrated spontaneous social networking in P2P streaming, as well as a social-based streaming protocol exploiting social relationships of the social network. Under the assumption that social networking characteristics and peer stability are related, our work hints that by offering cheap yet efficient communication means to users, the P2P streaming system can achieve better performance compared to previous systems, especially when dealing with high peer dynamics. Simulations with real social network data and real peer dynamic traces indicate the potential benefits of our approach.
