ψ(rx + sy) = rψ(x) = sψ(y), ∀r, s ∈ Q, ∀x, y ∈ E, (2) Theorem. Let E and F be Banach spaces and let ψ : E → F be additive. If ψ is µ-measurable for every centered Gaussian (Radon) measure µ on E, then ψ is continuous (and linear).
(We note that in Stroock's proof, the Gaussian measures used are all Radon measures, hence our slight relaxation of his measurability assumption.) Let us begin with a brief discussion of Gaussian measures on Banach spaces. A probability measure µ on the Borel σ-algebra B(E) of a Banach space E is a Radon measure provided it is inner regular. Let E := σ{x * : x * ∈ E * } denote the cylinder σ-algebra on E. A Radon probability measure µ on B(E) is uniquely determined by its restriction to E, and B(E) is contained in the µ-completion E µ of E; see [1; A.3.12] .
A Radon probability measure µ on B(E) is a centered Gaussian measure if each x * ∈ E * , viewed as a random variable on the probability space (E, E µ , µ), is normally distributed with mean 0 and variance
The following characterization of Gaussian Radon measures (due to X. Fernique) is crucial to Stroock's argument. Let µ be a Radon probability measure on B(E), and let X and Y be independent random elements of E with distribution µ (defined on some probability space (Ω, A, P)). If µ is centered Gaussian, then for each pair of real numbers (α, β) with α 2 + β 2 = 1, the random vector (αX + βY, βX − αY ) has the same distribution as the pair (X, Y ), namely the product measure
Conversely, if this equality in distribution holds for α = β = 1/ √ 2 alone, then µ is centered Gaussian.
Proof of Theorem (2) . The proof in [5] needs to be supplemented at the two points where the full linearity of ψ is used: (i) in showing that the image ψ * µ of a centered Gaussian measure µ on E is a centered Gaussian measure on F , and (ii) in the third display on page 6 of [5] . Let us take up point (ii) first. The display referred to makes use of the fact that
where F * is the dual space of F . To see that this partial linearity follows from our hypotheses, fix x ∈ E and consider the centered Gaussian Radon measure µ x , the image of the standard normal distribution on R under the mapping R ∋ t → tx ∈ E. The assumed µ x -measurability of ψ then implies that the additive function f (t) := ψ(tx), y * , t ∈ R, is Lebesgue measurable. It is well known [4] that such an f is necessarily linear, and so (3) holds.
Turning to (i), we require the following simple fact.
(4) Lemma. There is a sequence {(α n , β n ) : n ≥ 1} of pairs of rational numbers such that α 2 n + β 2 n = 1 for all n, and lim n α n = lim n β n = 1/ √ 2.
Proof. We produce the required pairs by an appeal to Euclid's construction of Pythagorean triples [2] . Abbreviate
choose a sequence of positive integers m n ∈ {1, 2, . . . , n − 1} such that lim n m n n = κ, and define rationals
We now fix a centered Gaussian Radon measure µ on B(E) and proceed to show that ψ * µ is a centered Gaussian measure on F . Let X and Y be independent random elements of E with distribution µ. Let (α n , β n ), n ≥ 1, be as in Lemma 4. Then, using (1) for the first equality below,
so ψ * µ, the distribution of ψ(X), is a centered Gaussian Radon probability measure on B(F ).
(5) Remark. Concerning the "universal Gaussian measurability" hypothesis in the Theorem, we follow [5] in noting that if ψ : E → F is additive and has a Borel measurable graph G ⊂ E × F , and if E and F are separable, then ψ −1 (B) = π E (G ∩ (E × B)) is an analytic subset of E (hence universally measurable) for each B ∈ B(F ), so Theorem 2 applies. The separability condition on E is harmless, since the function ψ is continuous if and only if it is sequentially continuous.
