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Chapitre 1
Introduction
La dynamique des fluides est la branche de la physique qui traite les mouvements des
fluides, qu’ils soient liquides ou gaz. Elle englobe ainsi tous les phe´nome`nes d’e´coulement
qui se pre´sente quotidiennement dans notre environnement imme´diat, qu’il s’agisse de
l’e´coulement de l’air ou de l’eau dans un environnement naturel ou fabrique´ par l’homme.
Cette de´signation de me´canique des fluides est souvent remplace´e par d’autres appella-
tions correspondant au type du fluide, comme l’hydrodynamique pour l’e´coulement de l’eau,
l’ae´rodynamique pour l’air, la magne´tohydrodynamique pour les plasmas...etc.
La re´solution d’un proble`me de dynamique des fluides ne´cessite l’e´laboration d’un mode`le
mathe´matique permettant le calcul de diverses quantite´s comme la vitesse, la pression, la den-
site´ et la tempe´rature en tant que fonctions de l’espace et du temps. Un mode`le fre´quemment
utilise´ est celui donne´ par les e´quations de Navier-Stokes compressible ou incompressible. La
pre´sence irre´sistible de la me´canique des fluides dans la nature qui nous entoure, motive la
ne´cessite´ de l’e´tude de ces e´quations. Au de´but des anne´es trente du 20e sie`cle, J.Leray a
publie´ ses ce´le`bres travaux [16], [17], [18], en particulier [18] sur les e´quations de Navier-
Stokes incompressible. Ces re´sultats ont e´te´ le point de de´part de tre`s nombreux travaux de
recherche dans le cadre des mathe´matiques actuelles, en particulier les travaux re´cents de
P.L.Lions [14] et E.Feireisl [8] qui ont permis une avance´ conside´rable pour la compre´hension
des e´quations de Navier-Stokes compressible.
Dans notre travail, on s’inte´resse aux e´quations de Stokes compressibles qui sont obte-
nues a` partir des e´quations de Navier-Stokes compressible en ne´gligeant certains termes dans
l’e´quation de quantite´ de mouvement. En particulier on de´montre l’existence de solution
du proble`me de Stokes avec une loi d’e´tat ge´ne´rale. Cette existence est de´montre´e de deux
manie`res diffe´rrentes, une premie`re me´thode consiste a` passer a` la limite sur des solutions
approche´es obtenues avec une re´gularisation par viscosite´ de l’e´quation de conservation de la
masse. Une deuxie`me me´thode consiste a` passer a` la limite sur des solutions approche´es ob-
tenues avec un sche´ma nume´rique discre´tisant les e´quations. Ce sche´ma combine la me´thode
des e´le´ments finis et la me´thode des volumes finis. La discre´tisation propose´e est tre`s proche
de celle donne´e dans [19] pour la solution des e´quations de Navier-Stokes barotropes et
dans [20] pour des e´coulements diphasiques. Cette deuxie`me me´thode est particulie`rement
inte´ressante car elle donne la convergence d’un sche´ma nume´rique couramment utilise´ a`
l’Institut de Radioprotection et de Suˆrete´ Nucle´aire (IRSN).
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L’IRSN re´alise des recherches, des expertises et des travaux dans les domaines de la
suˆrete´ nucle´aire, de la protection contre les rayonnements ionisants, du controˆle et de la
protection des matie`res nucle´aires, et de la protection contre les actes de malveillance. Une
partie essentielle de l’analyse de suˆrete´ consiste a` e´tudier des accidents graves. les e´coulements
inte´ressants dans ce sens sont compressibles. Il est donc ne´cessaire d’e´tudier des proble`mes
re´gissant ce type d’e´coulements, ceci a motive´ notre inte´reˆt pour le proble`me de Stokes
compressible avec une loi d’e´tat ge´ne´rale.
Ce manuscrit est organise´ comme suit :
Dans le chapitre 2, on s’inte´resse a` l’e´tude de l’e´quation de transport (qui apparaˆıt dans le
syste`me de Stokes). On montre l’existence d’une solution faible de ce proble`me en passant a`
la limite sur des sche´mas nume´riques. Ce re´sultat est de´montre´ avec une condition faible sur
le champ de vitesse. Un re´sultat analogue d’existence (sans utiliser un sche´ma nume´rique)
avec les meˆmes conditions de re´gularite´ sur la donne´e du proble`me fait l’objet de l’arcticle
fondateur de R. DiPerna et P.-L. Lions [21]. Ce papier donne aussi un re´sultat d’unicite´.
Dans le chapitre 3, on traite le proble`me de Stokes stationnaire compressible avec une
loi d’e´tat de la forme p = ϕ(ρ) (p :la pression, ρ :la densite´ et ϕ ∈ C(R,R), super-line´aire,
convexe et croissante). On de´montre l’existence de solution du proble`me en passant a` la limite
sur le sche´ma nume´rique quand le pas du maillage tend vers ze´ro. Le travail pre´sente´ dans
ce chapitre ge´ne´ralise l’article [6], ou` un re´sultat similaire est de´montre´ avec la loi d’e´tat :
ϕ(ρ) = ργ,γ > 1 (voir aussi [13]). Le fait de conside´rer une loi d’e´tat ge´ne´rale induit des
difficulte´s supple´mentaires, en particulier pour avoir les estimations sur la solution discre`te
et dans la passage a` la limite sur l’EOS, on imite ici quelques ide´es de´veloppe´es dans [14],
[8] ou [15] dans l’e´tude des e´quations de Navier-Stokes. Ce chapitre fait l’objet de l’arcticle
[10] et avec des hypothe`ses diffe´rentes [9].
Dans le chapitre 4, contrairement aux chapitres pre´ce´dents, on travaille sur le plan
continu. On donne une preuve de l’existence de solution pour le proble`me de Stokes station-
naire compressible en utilisant une approximation par viscosite´. Le re´sultat est de´montre´ en
passant a` la limite sur un proble`me re´gularise´. Ceci consiste essentiellement en deux parties :
l’e´tude du proble`me de Convection-Diffusion (qui apparaˆıt dans le proble`me re´gularise´) ou`
on de´montre l’existence et l’unicite´ de solution et une deuxie`me partie ou` on pre´sente le
passage a` la limite sur le proble`me re´gularise´.
Quelques notions pre´liminaires
Les e´quations de Navier-Stokes sont obtenues en appliquant les lois de conservation a` un
volume e´le´mentaire Ω (un ouvert borne´ de Rd, d = 2, 3) d’un fluide :
•Conservation de la masse :∫
Ω
∂ρ
∂t
+ div(ρu) = 0
ou` ρ repre´sente la densite´ du fluide a` l’instant t et a` la position X et u repre´sente la
vitesse.
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•Conservation de la quantite´ de mouvement :∫
Ω
∂ρu
∂t
+ div(ρu⊗ u)−
∫
∂Ω
σn =
∫
Ω
ρf
ou` ∂Ω est le bord de Ω, n la normale sortante de Ω, σ est le tenseur des contraintes de
l’e´coulement et f est la densite´ massique des forces applique´es au fluide.
•Conservation de l’e´nergie :∫
Ω
∂ρE
∂t
+ div(ρEu)−
∫
∂Ω
(φ− σu) · n =
∫
Ω
ρf · u
ou` φ est le flux de chaleur et E est l’e´nergie spe´cifique totale : E = e + 1
2
u2 ou` e est
l’e´nergie spe´cifique interne.
En supposant que toutes ces fonctions de t et de X sont suffisamment re´gulie`res, on
obtient en utilisant le the´ore`me de divergence :
∂ρ
∂t
+ div(ρu) = 0
∂ρu
∂t
+ div(ρu⊗ u)− divσ = ρf
∂ρE
∂t
+ div(ρEu) + div(φ− σu) = ρf · u
Supposons maintenant que le fluide est newtonien. C’est a` dire qu’il existe deux re´els λ et µ
(appele´s coefficients de Lame´), tels que :
σ = τ − pId
τ = λdiv(u)Id + 2µD(u)
ou`
D(u) =
1
2
(∇u+∇ut)
et p est la pression, τ le tenseur des contraintes visqueuses, Id la matrice identite´ et D(u)
est appele´ le tenseur des de´formations de l’e´coulement. Enfin, en supposant que le fluide suit
la loi de Fourier :
φ = −k∇T
ou` k est la conductivite´ thermique et T la tempe´rature, on obtient le syste`me :
∂ρ
∂t
+ div(ρu) = 0
∂ρu
∂t
+ div(ρu⊗ u)− µ∆u+∇(p− (λ+ µ)divu) = ρf
∂ρE
∂t
+ div(ρEu)− div(k∇T )− div(τu) + div(pu) = ρf · u
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que l’on doit comple´ter par une loi d’e´tat pour relier toutes les grandeurs thermodynamiques.
Dans le cas d’un e´coulement isovolume, isotherme et sans e´change de chaleur dans un
domaine borne´ re´gulier, l’e´quation de conservation de l’e´nergie devient inutile, et on a :
•∇ρ = 0 (e´coulement homoge`ne)
• divu = 0 (1) (e´coulement isovolume)
(1) est aussi appele´e condition d’incompressibilite´.
En effet un e´coulement est dit incompressible si le volume du fluide demeure constant sous
l’action d’une pression externe, ceci se traduit mathe´matiquement par une masse volumique
constante et donc l’e´quation de conservation de la masse prend la forme particulie`rement
simple (1).
Dans ce cas on obtient le syste`me suivant :
divu = 0 (1.0.1)
ρ(
∂u
∂t
+ (u · ∇)u)− µ∆u+∇p = ρf (1.0.2)
Pour obtenir les e´quations de Navier-Stokes incompressibles, il nous reste a` adimensionner
les e´quations (1.0.1) et (1.0.2).On fixe alors une e´chelle de temps t0, une e´chelle d’espace l0
et une taille caracte´ristique f0 pour les forces applique´es a` l’e´coulement. On en de´duit une
vitesse caracte´ristique u0 :
u0 =
l0
t0
Et on pose :
t∗ =
t
t0
, x∗ =
x
l0
, u∗ =
u
u0
, f ∗ =
f
f0
, p∗ =
p
ρu20
On obtient alors en omettant les “∗”
divu = 0
ρ
(
u0
t0
∂u
∂t
+
u20
l0
(u · ∇)u
)
− µu0
l20
∆u+
ρu20
l0
∇p = ρf0f
i.e.
divu = 0
∂u
∂t
+ (u · ∇)u− µ
ρu0l0
∆u+∇p = f0
u0/t0
f
Le syste`me de´pend des deux parame`tres suivants :
• Le nombre de Reynolds :
Re = ρu0l0
µ
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• Le nombre de Froude :
Fr = ρu0/t0
f0
On obtient alors :
divu = 0
∂u
∂t
+ (u · ∇)u− 1Re∆u+∇p =
1
Frf
En prenant Fr = 1, on obtient les e´quations de Navier-Stokes :
divu = 0
∂u
∂t
+ (u · ∇)u− 1Re∆u+∇p = f
Dans le cas d’un e´coulement compressible (ρ non constante), les e´quations de Navier-
Stokes peuvent se pre´senter (en ne´gligeant les termes sources) comme suit :
∂ρ
dt
+ div(ρu) = 0 (1.0.3a)
∂ρu
∂t
+ div(ρu⊗ u) +∇p− div(τ(u)) = 0 (1.0.3b)
∂ρE
∂t
+ div(ρEu) + div(pu) + div(−κ∇e) = div(τ(u) · u) (1.0.3c)
p = ϕ(ρ, e), E =
1
2
|u|2 + e (1.0.3d)
Dans le cas barotrope (p ne de´pend que de ρ), le syste`me se re´duit a` :
∂ρ
dt
+ div(ρu) = 0 (1.0.4a)
∂ρu
∂t
+ div(ρu⊗ u) +∇p− div(τ(u)) = 0 (1.0.4b)
p = ϕ(ρ) (1.0.4c)
Les e´quations de Stokes compressible s’obtiennent a` partir des e´quations de Navier-Stokes
en ne´gligeant les termes non line´aires et peuvent se pre´senter comme suit :
∂u
∂t
− µ∆u− µ
3
∇(divu) +∇p = f , (µ > 0) (1.0.5a)
∂ρ
dt
+ div(ρu) = 0 (1.0.5b)
p = ϕ(ρ) (1.0.5c)
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Dans notre travail on s’inte´resse au cas stationnaire, en tenant en compte les effets de la
gravite´ (le terme source de´pend de la densite´) avec une loi d’e´tat ge´ne´rale. Le proble`me de
Stokes stationnaire compressible se pre´sente comme suit :
− µ∆u− µ
3
∇(divu) +∇p = ∇p = f + ρg, (1.0.6a)
div(ρu) = 0, (1.0.6b)
p = ϕ(ρ). (1.0.6c)
10
Chapitre 2
Discre´tisation de l’e´quation de
transport avec un champ peu re´gulier
2.1 Motivation
Soit Ω un ouvert borne´ polye´drique de Rd (Ω polygone de R2, polye`dre de R3 ). On veut
re´soudre l’e´quation de transport line´aire suivante :{
ρt(x, t) + div(ρu)(x, t) = 0, (x, t) ∈ Ω×]0, T [
ρ(x, 0) = ρ0(x), x ∈ Ω (2.1.1)
avec ρ0 ∈ L∞(Ω) et u ∈ L1(0, T ;W 1,10 (Ω)) tq (divu)− ∈ L∞(Ω).
De´finition 1 Soit Q = Ω × (0, T ), on dit que ρ ∈ L∞(Q) est solution faible du proble`me
(2.1.1), si :∫
Q
(ρψt + uρ · ∇ψ) dx dt+
∫
Ω
ρ0(x)ψ(x, 0) dx = 0,∀ψ ∈ C∞c (Rd × R+,R) (2.1.2)
On va montrer l’existence d’une solution faible du proble`me (2.1.1), en passant a` la limite
sur des sche´mas nume´riques. On conside`re alors un maillage polye´drique T , on note par hK
le diame`tre de K et par ε et εK l’ensemble des arreˆtes inte´rieures de T et K respectivement
(K mailles deT ) et pour la discre´tisation en temps : t0 = 0 ≤ t1 ≤ ... ≤ tN−1 = T et
kn = tn − tn−1.
Supposons que :u∈C1c (Ω) etρ ∈ C1(]0, T [×Ω) solution re´gulie`re de :
ρt(x, t) + div(ρu)(x, t) = 0.
En inte´grant l’e´quation sur K∈T et en utilisant le sche´ma d’Euler implicite pour l’ap-
proximation de ρt, on obtient l’e´quation de bilan semi-discre´tise´e en temps suivante :
1
kn
∫
K
(ρ(x, tn+1)− ρ(x, tn)) dx+
∫
K
(divρu)(x, t) dx = 0
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On introduit les inconues discre`tes (ρnK)K∈T ,n∈N, cense´es eˆtre des approximations de∮
K
ρ(x, tn) dx, et le flux discret par interface σ, F
n
K,σ, sense´ approcher le flux continu i.e.∫ tn+1
tn
∫
σ
ρu(x, t) · nKσdγ(x).
L’e´quation discre`te s’e´crit alors :
| K |
kn
(ρn+1K − ρnK) +
∑
σ∈εK ,σ=K\L
F n+1K,σ = 0
Pour de´finir le sche´ma nume´rique, il faut donc pre´ciser l’expression de F nK,σ en fonction
des inconnues ρnK . La vitesse u e´tant donne´e, on pose :
v
n(±)
Kσ =
1
kn | σ |
tn+1∫
tn
∫
σ
(u · nKσ)± dγ(x) dt
ou`, pour a ∈ R, a+ (respectivement a−) de´signe la partie positive (respectivement ne´gative)
c’est a` dire : a+ = max(a, 0) et a− = (−a)+ .
On approche le flux continu en prenant le choix de´centre´ amont de ρ sur σ par rapport
a` la vitesse u et implicite ou explicite en temps :
sche´ma implicite :F nK,σ = kn | σ | (ρn+1K vn(+)Kσ − ρn+1L vn(−)Kσ )
sche´ma explicite :F nK,σ = kn | σ | (ρnKvn(+)Kσ − ρnLvn(−)Kσ )
Ce choix est dit ”upwind fort”, et n’est pas celui qui est implante´ en pratique.
En efffet, en pratique, il est plus facile d’imlpanter le choix suivant, dit ”upwind faible”
F˜ nK,σ = kn | σ | (ρn+1K (v˜nKσ)+ − ρn+1L (v˜nKσ)−)
avec :
v˜nKσ =
1
kn | σ |
tn+1∫
tn
∫
σ
(u · nKσ) dγ(x) dt.
2.2 Sche´ma Upwind fort implicite
Le sche´ma est donne´ par :
| K | (ρn+1K − ρnK) +
∑
σ∈εK ,σ=K\L
kn | σ | (ρn+1K vn(+)Kσ − ρn+1L vn(−)Kσ ) = 0, ∀K ∈ T (2.2.1)
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2.2.1 Positivite´ de la solution
Nous allons montrer une proprie´te´ tre`s importante, si la condition initiale ρ0 est positive,
alors la solution donne´e par le sche´ma nume´rique reste positive.
Lemma 2.2.1 Soit (ρnK)K∈T telle que : ρ
n
K ≥ 0 pour tout K ∈ T et ρn+1K solution de (2.2.1),
alors on a
ρn+1K ≥ 0, ∀K ∈ T .
I Preuve du lemme 2.2.1 : Soit M = card(T ), on a :
ρn+1K − ρnK =
−kn
| K |
∑
σ∈εK
| σ | (ρn+1K vn(+)Kσ − ρn+1L vn(−)Kσ ),∀K ∈ T
⇒ ρn+1K (| K | +kn)
∑
σ∈εK
| σ | vn(+)Kσ −
∑
σ∈εK
| σ | knvn(−)Kσ =| K | ρnK ,∀K ∈ T
On obtient alors un syste`me line´aire de M e´quations a` M inconnues (ρn+1K )K∈T .Les e´quations
de ce syste`me sont donne´es par∑
L∈T
aK,Lρ
n+1
L = b
n
K , ∀K ∈ T , (2.2.2)
avec
aK,K =| K | +
∑
σ∈εK
kn | σ | vn(+)Kσ ,
aK,L = −kn | σ | vn(−)Kσ , avec σ = ∂K ∩ ∂L,
aK,L = 0, si ∂K ∩ ∂L = ∅,
bK = |K|ρnK .
La matrice A = (aK,L)K,L∈T saistfait les proprie´te´s suivantes :
aK,K ≥ 0
aK,L ≤ 0
aK,K +
∑
σ=K|L aL,K ≥ 0
En utilisant ces proprie´te`s, on peut montrer que le syste`me (2.2.2) admet une unique solution
(ρn+1K )K∈T et que ρ
n
K ≥ 0,∀K ∈ T ⇒ ρn+1K ≥ 0,∀K ∈ T , ce re´sultat fait l’objet du lemme
3.8.4 dans le chapitre 3.
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2.2.2 Estimation L∞
Lemma 2.2.2 Soit (ρn+1K )K∈T la solution du sche´ma (2.2.1), supposons que :
∀n ∈ {0...N − 1} :
tn+1∫
tn
ϕ(t) dt ≤ 1
2
(2.2.3)
avec
ϕ(t) = ‖(divu)−‖L∞(Ω)
alors :
∀n ∈ {0...N − 1}, Mn = sup
K∈T
ρnK ≤M0e
2
tn∫
0
ϕ(t) dt ≤M0e2
T∫
0
ϕ(t) dt
.
I Preuve du lemme 2.2.2 : Montrons le par re´currence :
→ n = 0, c’est vrai vu que t0 = 0
→ Hypothe`se de re´currence : supposons que
Mn ≤M0 e2
tn∫
0
ϕ(t) dt
→ Montrons le pour n+1
⇒ ρn+1K (1 +
kn
| K |
∑
σ∈εK
| σ | vn(+)Kσ )−
∑
σ∈εK
| σ | kn| K |ρ
n+1
K v
n(−)
Kσ = ρ
n
K
⇒Mn+1(1 + kn| K |
∑
σ∈εK
| σ | vn(+)Kσ − vn(−)Kσ ) ≤Mn
⇒Mn+1(1 + 1| K |
tn+1∫
tn
∫
K
divu dx dt) ≤Mn
⇒Mn+1(1−
tn+1∫
tn
‖(divu)−‖L∞ dt) ≤Mn
Or, on peut facilement de´montrer que ∀α ∈ R+ telle que 0 ≤ α ≤ 12 ,
1
1− α ≤ 1 + 2α
on obtient alors en utilisant l’hypothe`se (2.2.3)
Mn+1 ≤Mn(1 + 2
∫ tn+1
tn
ϕ(t) dt)
⇒ ln(Mn+1) ≤ ln(Mn) + ln(1 + 2
∫ tn+1
tn
ϕ(t) dt)
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⇒ ln(Mn+1) ≤ ln(M0) + 2
∫ tn+1
0
ϕ(t) dt
⇒Mn+1 ≤M0 e2
∫ tn+1
0 ϕ(t) dt.
2.2.3 Convergence du sche´ma
Dans cette e´tape on conside`re une suite de maillages (Tm, km)m∈N et on va passer a`
la limite quand m tend vers +∞. Soit hm = maxK∈Tm hK , supposons que cette suite est
re´gulie`re au sens de la de´finition suivante :
De´finition 2 Une suite (Tm, km)m∈N de maillages de Ω est dite re´gulie`re si :
1. hm → 0 as m→ +∞,
2. km → 0 as m→ +∞,
3. there exists θ0 > 0 such that θm ≥ θ0, ∀m ∈ N, with θm defined by
θ = inf { ξK
hK
, K ∈ T } (2.2.4)
avec ξK le diame`tre de la plus grande boule incluse dans K.
On va de´montrer le re´sultat suivant
Theorem 2.2.3 Soit (Tm, km)m∈N une suite de maillages re´gulie`re au sens de la de´finition
2. On note par ρTm,km la solution du sche´ma 2.2.1 qui correspond au maillage (Tm, km).
Supposons que la vitesse u satisfait la condition (2.2.3), on a alors :
1. ρTmkm → ρ qd m→ +∞ , pour la topologie L∞faible ?
(apre`s extraction d’une sous suite),
2. ρ est solution du proble`me (2.1.2).
Preuve La convergence de la suite (ρTn,kn)m∈N est une conse´quence directe de l’estimation
de´montre´e dans le lemme 2.2.2. On passe maintenant a` la preuve de convergence du sche´ma.
Soit Ψ ∈ C∞c (Ω× [0, T [), posons : ΨnK = Ψ(xK , tn), xK ∈ K, fixe´.
Multiplions le sche´ma par ΨnK et sommons sur toutes les mailles K ∈ Tm et pour n ∈
{0...N − 1}, on obtient :
N−1∑
n=0
∑
K∈Tm
|K|(ρn+1K − ρnK)ΨnK +
N−1∑
n=0
∑
K∈Tm
∑
σ∈εK ,σ=K\L
kn|σ|(ρn+1K vn(+)Kσ − ρn+1L vn(−)Kσ )ΨnK = 0.
On commence par le premier terme T1 =
N−1∑
n=0
∑
K∈Tm
|K|(ρn+1K − ρnK)ΨnK , on va montrer que
T1 → −
∫ T
0
∫
Ω
ρΨt −
∫
Ω
ρ0(x)Ψ(x, 0) dx; hm, km → 0.
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En effet, on a :
T1 =
N∑
n=1
∑
K∈Tm
|K|ρnKΨn−1K −
N−1∑
n=0
∑
K∈Tm
|K|ρnKΨnK
=
N∑
n=1
∑
K∈Tm
|K|ρnK(Ψn−1K −ΨnK)−
∑
K∈Tm
|K|ρ0KΨ0K
= −
N∑
n=1
∑
K∈Tm
|K|ρnK
∫ tn
tn−1
Ψt(xK , t) dt−
∑
K∈Tm
|K|ρ0KΨ0K
= −
N∑
n=1
∑
K∈Tm
∫
K
∫ tn
tn−1
ρnKΨt(x, t) dx dt−
∫
K
ρ0K(x)Ψ(x, 0) dx+R1 +R2
= −
∫ T
0
∫
Ω
ρTm,kmΨt dx dt−
∫
Ω
ρ0K(x)Ψ(x, 0) dx+R1 +R2
avec : ρTm,km = ρ
n+1
K sur K × (tn, tn+1)
R1 =
N∑
n=1
∑
K∈Tm
∫
K
∫ tn
tn−1
ρnK(Ψt(x, t)−Ψt(xK , t)) dx dt
et : R2 =
∑
K∈Tm
∫
K
ρ0K(Ψ(x, 0)−Ψ(xK , 0)) dx
On peut de´montrer facilement que :
|R1|, |R2| ≤ C(Ω,Ψ, T, ρ0)hm → 0;hm → 0
On obtient alors, en utilisant le re´sultat 1 du the´ore`me 2.2.3 que
T1 → −
∫ T
0
∫
Ω
ρ(x, s)Ψt(x, s) dx ds−
∫
Ω
ρ0(x)Ψ(x, 0) dx. (2.2.5)
On passe maintenant au deuxie`me terme T2
T2 =
N−1∑
n=0
∑
K∈Tm
∑
σ∈εK ,σ=K\L
kn|σ|(ρn+1K vn(+)Kσ − ρn+1L vn(−)Kσ )ΨnK
on va montrer que
T2 →hm,km→0 −
∫ T
0
∫
Ω
(ρu)(x, t) · (5Ψ)(x, t) dx dt
En effet,
T2 =
N−1∑
n=0
∑
K∈Tm
∑
σ∈εK ,σ=K\L
kn|σ|(ρn+1K vn(+)Kσ − ρn+1L vn(−)Kσ )ΨnK
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=
N−1∑
n=0
∑
K∈Tm
∑
σ∈εK ,σ=K\L
kn|σ|(ΨnK −Ψn(+)Kσ )ρn+1K vn(+)Kσ
−
N−1∑
n=0
∑
K∈Tm
∑
σ∈εK ,σ=K\L
kn|σ|(ΨnK −Ψn(−)Kσ )ρn+1L vn(−)Kσ
avec : Ψ
n(±)
Kσ =
∫ tn+1
tn
∫
σ
Ψ(u · nKσ)±
kn|σ|vn(±)Kσ
, ce qui donne
T2 =
N−1∑
n=0
∑
K∈Tm
∑
σ∈εK ,σ=K\L
kn|σ|(ΨnK −Ψn(+)Kσ )ρn+1K vn(+)Kσ
−
N−1∑
n=0
∑
K∈Tm
∑
σ∈εK ,σ=K\L
kn|σ|(ΨnK −Ψn(−)Kσ )ρn+1K vn(−)Kσ +R3
avec
R3 =
N−1∑
n=0
∑
K∈Tm
∑
σ∈εK ,σ=K\L
kn|σ|(ρn+1K − ρn+1L )(ΨnK −Ψn(−)Kσ )vn(−)Kσ
on obtient alors,
T2 =
N−1∑
n=0
∑
K∈Tm
∑
σ∈εK ,σ=K\L
kn|σ|ρn+1K ΨnK v˜nKσ
−
N−1∑
n=0
∑
K∈Tm
∑
σ∈εK ,σ=K\L
kn|σ|ρn+1K (Ψn(+)Kσ vn(+)kσ −Ψn(−)Kσ vn(−)kσ ) +R3
=
N−1∑
n=0
∑
K∈Tm
∫ tn+1
tn
∫
K
ρn+1K Ψ
n
K divu dx dt
−
N−1∑
n=0
∑
K∈Tm
∑
σ∈εK ,σ=K\L
knρ
n+1
K
∫ tn+1
tn
∫
σ
Ψu · nKσ dx dt+R3
=
∫ T
0
∫
Ω
ρTm,kmΨTm,km divu dx dt−
∫ T
0
∫
Ω
ρTm,kmΨTm,km div(Ψu) dx dt+R3
avec : ΨTm,km = Ψ(xK , tn) surK × (tn, tn+1),
supposons, connu, que R3 → 0 qd m→ +∞, on aura alors :
T2 →
∫ T
0
∫
Ω
(ρΨ)(x, s) divu(x, t) dx dt−
∫ T
0
∫
Ω
(ρ)(x, t) div(Ψu)(x, t) dx dt
i.e on a de´montre´ que
T2 → −
∫ T
0
∫
Ω
(ρu)(x, s) · (5Ψ)(x, t) dx dt (2.2.6)
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On a finalement, les re´sultats (2.2.5) et (2.2.6) donnent que la limte ρ est solution du
proble`me (2.1.2). Reste a` montrer que R3 → 0 qd m→ +∞ :
|R3| = |
N−1∑
n=0
∑
K∈T
∑
σ∈εK ,σ=K\L
kn|σ|(ρn+1K − ρn+1L )(ΨnK −Ψn(−)Kσ )vn(−)Kσ |
≤ C(Ψ)h
N−1∑
n=0
∑
K∈T
∑
σ∈εK ,σ=K\L
kn|σ| |ρn+1K − ρn+1L | (vn(+)Kσ + vn(−)Kσ )
Posons v¯nkσ = v
n(+)
Kσ + v
n(−)
Kσ , on obtient alors par l’ine´galite´ de Cauchy-Schwarz :
|R3| ≤ C(Ψ)h(
N−1∑
n=0
∑
K∈T
∑
σ∈εK ,σ=K\L
kn|σ|v¯nkσ︸ ︷︷ ︸
R3,1
)
1
2
(
N−1∑
n=0
∑
K∈T
∑
σ∈εK ,σ=K\L
kn|σ|v¯nkσ(ρn+1K − ρn+1L )2︸ ︷︷ ︸
R3,2
)
1
2
Pour avoir une estimation sur le terme R3,2, on revient au sche´ma, on multiplie par ρ
n+1
K
et on somme sur toutes les mailles K ∈ T et pour n ∈ {0...N − 1}, on obtient alors :
N−1∑
n=0
∑
K∈T
|K|(ρn+1K − ρnK)ρn+1K +
N−1∑
n=0
∑
K∈T
∑
σ∈εK ,σ=K\L
kn|σ|(ρn+1K vn(+)Kσ − ρn+1L vn(−)Kσ )ρn+1K = 0
⇒
N−1∑
n=0
∑
K∈T
|K|(ρ
n+1
K − ρnK)2
2
+
N−1∑
n=0
∑
K∈T
|K|(ρ
n+1
K )
2
2
−
N−1∑
n=0
∑
K∈T
|K|(ρ
n
K)
2
2
+
N−1∑
n=0
∑
K∈T
∑
σ∈εK ,σ=K\L
kn|σ|(ρn+1K vn(+)Kσ − ρn+1L vn(−)Kσ )ρn+1K = 0
⇒
N−1∑
n=0
∑
K∈T
|K|(ρ
n+1
K )
2
2
−
N−1∑
n=0
∑
K∈T
|K|(ρ
n
K)
2
2
+
N−1∑
n=0
∑
K∈T
∑
σ∈εK ,σ=K\L
kn|σ|(ρn+1K vn(+)Kσ − ρn+1L vn(−)Kσ )ρn+1K ≤ 0
⇒
∑
K∈T
|K|(ρ
N
K)
2
2
−
∑
K∈T
|K|(ρ
0
K)
2
2
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+
N−1∑
n=0
∑
K∈T
∑
σ∈εK ,σ=K\L
kn|σ|ρn+1K vn(+)Kσ (
ρn+1K + ρ
n+1
L
2
+
ρn+1K − ρn+1L
2
)
−
N−1∑
n=0
∑
K∈T
∑
σ∈εK ,σ=K\L
kn|σ|ρn+1K vn(−)Kσ (
ρn+1K + ρ
n+1
L
2
− ρ
n+1
K − ρn+1L
2
) ≤ 0
⇒
∑
K∈T
|K|(ρ
N
K)
2
2
−
∑
K∈T
|K|(ρ
0
K)
2
2
+
N−1∑
n=0
∑
K∈T
∑
σ∈εK ,σ=K\L
kn|σ|ρn+1K v˜nKσ(
ρn+1K + ρ
n+1
L
2
)
+
N−1∑
n=0
∑
K∈T
∑
σ∈εK ,σ=K\L
kn|σ|ρn+1K (
ρn+1K − ρn+1L
2
)v¯nkσ ≤ 0
⇒
∑
K∈T
|K|(ρ
N
K)
2
2
−
∑
K∈T
|K|(ρ
0
K)
2
2
+
N−1∑
n=0
∑
σ∈ε,σ=K\L
kn|σ|
2
((ρn+1K )
2 − (ρn+1L )2)v˜nKσ
+
N−1∑
n=0
∑
σ∈ε,σ=K\L
kn|σ|
2
(ρn+1K − ρn+1L )2v¯nkσ ≤ 0
⇒
∑
K∈T
|K|(ρ
N
K)
2
2
−
∑
K∈T
|K|(ρ
0
K)
2
2
+
N−1∑
n=0
∑
K∈T
∑
σ∈εK ,σ=K\L
(ρn+1K )
2
2
∫ tn+1
tn
∫
σ
u · nKσ
+
N−1∑
n=0
∑
σ∈ε,σ=K\L
kn|σ|
2
(ρn+1K − ρn+1L )2v¯nkσ ≤ 0
⇒
∑
K∈T
|K|(ρ
N
K)
2
2
−
∑
K∈T
|K|(ρ
0
K)
2
2
+
N−1∑
n=0
∑
K∈T
(ρn+1K )
2
2
∫ tn+1
tn
∫
K
divu dx dt
+
N−1∑
n=0
∑
σ∈ε,σ=K\L
kn|σ|
2
(ρn+1K − ρn+1L )2v¯nkσ ≤ 0
⇒
∑
K∈T
|K|(ρ
N
K)
2
2
−
∑
K∈T
|K|(ρ
0
K)
2
2
+
∫ T
0
∫
Ω
(ρT k)2
2
divu dx dt
+
N−1∑
n=0
∑
σ∈ε,σ=K\L
kn|σ|
2
(ρn+1K − ρn+1L )2v¯nkσ ≤ 0
Ce qui donne
N−1∑
n=0
∑
σ∈ε,σ=K\L
kn|σ|
2
(ρn+1K − ρn+1L )2v¯nkσ ≤ C(ρ0, u) (2.2.7)
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Pour le deuxie`me terme R3,1, on a :
R3,1 =
N−1∑
n=0
∑
K∈T
∑
σ∈εK ,σ=K\L
kn|σ|v¯nkσ =
N−1∑
n=0
∑
K∈T
∑
σ∈εK ,σ=K\L
∫ tn+1
tn
∫
σ
|u · nKσ|
=
N−1∑
n=0
∑
K∈T
∫ tn+1
tn
‖u‖L1(∂K)
en adaptant le Lemme 2.3 dans [11] au cas W 1,1, on a ∃C de´pendant de θ0 t.q :
R3,1 ≤ C
h
N−1∑
n=0
∑
K∈T
∫ tn+1
tn
‖u‖W 1,1(K) = C
h
‖u‖L1(0,T ;W 1,1(Ω)) (2.2.8)
Et par conse´quent, les deux ine´galite´s (2.2.7) et (2.2.8) donnent
|R3| ≤ C(Ψ, ρ0,u)h 12 → 0;h, k → 0
ceci termine la preuve.
2.3 Sche´ma Upwind fort explicite
Le sche´ma est donne´e par :
| K | (ρn+1K − ρnK) +
∑
σ∈εK ,σ=K\L
kn | σ | (ρnKvn(+)Kσ − ρnLvn(−)Kσ ) = 0,∀K ∈ T (2.3.1)
2.3.1 Positivite´ de la solution sous condition CFL
Lemma 2.3.1 Soit (ρnK)K∈T telle que : ρ
n
K ≥ 0 pour tout K ∈ T et ρn+1K solution de (2.3.1),
alors on a
ρn+1K ≥ 0, ∀K ∈ T ,
sous la condition CFL suivante :
∀n ∈ {0...N − 1}, kn ≤ | K |∑
σ∈εK | σ | v
n(+)
Kσ
(2.3.2)
I Preuve du lemme 2.3.1 : On a :
ρn+1K = ρ
n
K −
1
| K |
∑
σ∈εK ,σ=K\L
kn | σ | (ρnKvn(+)Kσ − ρnLvn(−)Kσ )
⇒ ρn+1K = ρnK(1−
1
| K |
∑
σ∈εK ,σ=K\L
kn | σ | vn(+)Kσ )
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+
1
| K |
∑
σ∈εK ,σ=K\L
kn | σ | ρnLvn(−)Kσ
la condition CFL (2.3.2) donne :
(1− 1| K |
∑
σ∈εK
kn | σ | vn(+)Kσ ) ≥ 0
on obtient finalement,
ρn+1K , ∀K ∈ T .
2.3.2 Estimation L∞
Lemma 2.3.2 Soit (ρn+1K )K∈T la solution du sche´ma (2.3.1), alors :
∀n ∈ {0...N − 1},Mn = sup
K∈T
ρnK ≤ C(Ω, u)‖ρ0‖L∞
I Preuve du lemme 2.3.2 :
On a :
ρn+1K = ρ
n
K(1−
1
| K |
∑
σ∈εK ,σ=K\L
kn | σ | vn(+)Kσ ) +
1
| K |
∑
σ∈εK ,σ=K\L,σ=K\L
kn | σ | ρnLvn(−)Kσ
⇒Mn+1 ≤Mn(1− 1| K |
∑
σ∈εK ,σ=K\L
kn | σ | vn(+)Kσ )
+
Mn
| K |
∑
σ∈εK ,σ=K\L,σ=K\L
kn | σ | vn(−)Kσ
⇒Mn+1 ≤Mn(1− 1| K |
∫ tn+1
tn
∫
K
divu dx dt)
⇒Mn+1 ≤Mn(1 + 1| K |
∫ tn+1
tn
∫
K
(divu)− dx dt)
≤Mn(1 + ‖(divu)−‖L1(L∞))
On obtient alors :
∀n ∈ {0, N − 1},Mn ≤ C(Ω, u)‖ρ0‖∞.
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2.3.3 Convergence du sche´ma
Theorem 2.3.3 Soit (Tm, km)m∈N une suite de maillages re´gulie`re au sens de la de´finition
2. On note par ρTm,km la solution du sche´ma (2.3.1) qui correspond au maillage (Tm, km).
Supposons que ∀n ∈ {0...N − 1}, kn satisfait la condition CFL (2.3.2) et la condition
suivante :
kn ≤ |K|
2
∑
σ∈εK ,σ=K\L | σ | v
n(−)
Kσ
(2.3.3)
on a alors :
1. ρTmkm → ρ qd m→ +∞ , pour la topologie L∞faible ?
(apre`s extraction d’une sous suite),
2. ρ est solution du proble`me (2.1.2).
Preuve
La convergence de la suite (ρTmkm)m∈N re´sulte du lemme 2.3.2. On va maintenant
de´montrer la convergence du schema.
On multiplie le sche´ma par ΨnK et on somme sur toutes les mailles K ∈ Tm et pour
n = 0..N − 1, on obtient alors :
N−1∑
n=0
∑
K∈Tm
|K|(ρn+1K − ρnK)ΨnK +
N−1∑
n=0
∑
K∈Tm
∑
σ∈εK ,σ=K\L
kn|σ|(ρnKvn(+)Kσ − ρnLvn(−)Kσ )ΨnK = 0
On a de´ja` montre´ dans la preuve du tho`re`me 2.3.3 que :
T1 =
N−1∑
n=0
∑
K∈Tm
|K|(ρn+1K − ρnK)ΨnK → −
∫ T
0
∫
Ω
ρΨt −
∫
Ω
ρ0(x)Ψ(x, 0) dx; h, k → 0
Reste a` montrer que :
T2 =
N−1∑
n=0
∑
K∈Tm
∑
σ∈εK ,σ=K\L
kn|σ|(ρnKvn(+)Kσ − ρnLvn(−)Kσ )ΨnK
→ −
∫ T
0
∫
Ω
(ρu)(x, t) · (5Ψ)(x, t) dx dt; h, k → 0
On a :
T2 =
N−1∑
n=0
∑
K∈Tm
∑
σ∈εK ,σ=K\L
kn|σ|(ΨnK −Ψn(+)Kσ )ρnKvn(+)Kσ
−
N−1∑
n=0
∑
K∈Tm
∑
σ∈εK ,σ=K\L
kn|σ|(ΨnK −Ψn(−)Kσ )ρnLvn(−)Kσ
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=
N−1∑
n=0
∑
K∈Tm
∑
σ∈εK ,σ=K\L
kn|σ|ρnKΨnKvnkσ
−
N−1∑
n=0
∑
K∈Tm
∑
σ∈εK ,σ=K\L
kn|σ|ρnK(Ψn(+)Kσ vn(+)kσ −Ψn(−)Kσ vn(−)kσ ) +R1
avec : R1 =
N−1∑
n=0
∑
K∈Tm
∑
σ∈εK ,σ=K\L
kn|σ|(ρnK − ρnL)(ΨnK −Ψn(−)Kσ )vn(−)Kσ
T2 =
∫ T
0
ρTm,kmΨTm,kmdivu dx dt−
∫ T
0
ρTm,kmΨTm,kmdiv(Ψu) dx dt+R1
et
ρTmkm = ρ
n
K surK × (tn, tn+1)
On aura alors :
T2 →
∫ T
0
∫
Ω
(ρΨ)(x, t)divu(x, t) dx dt−
∫ T
0
∫
Ω
(ρ)(x, t)div(Ψu)(x, t) dx dt
= −
∫ T
0
∫
Ω
(ρu)(x, t) · (5Ψ)(x, t) dx dt
Reste a` montrer que
R1 → 0;h, k → 0
en effet, on a :
|R1| = |
N−1∑
n=0
∑
K∈Tm
∑
σ∈εK ,σ=K\L
kn|σ|(ρnK − ρnL)(ΨnK −Ψn(−)Kσ )vn(−)Kσ |
≤ C(Ψ)h
N−1∑
n=0
∑
K∈T
∑
σ∈εK ,σ=K\L
kn|σ| |ρnK − ρnL| v¯nKσ
par l’ine´galite´ de Cauchy-Schwarz, on a :
|R1| ≤ C(Ψ)h(
N−1∑
n=0
∑
K∈T
∑
σ∈εK ,σ=K\L
kn|σ|v¯nkσ︸ ︷︷ ︸
R1,1
)
1
2
(
N−1∑
n=0
∑
K∈T
∑
σ∈εK ,σ=K\L
kn|σ|v¯nkσ(ρnK − ρnL)2︸ ︷︷ ︸
R1,2
)
1
2
Pour le premier terme R1,1, comme dans la preuve du the´ore`me2.2.3, on a ∃C
inde´pendante du maillage t.q :
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R1,1 ≤ C
h
‖u‖L1(0,T ;W 1,1(Ω)) (2.3.4)
Pour avoir une estimation sur le terme R1,2, on revient au sche´ma et on multiplie par ρ
n
K ,
on obtient :
N−1∑
n=0
∑
K∈T
|K|(ρnK − ρnK)ρn+1K +
N−1∑
n=0
∑
K∈T
∑
σ∈εK ,σ=K\L
kn|σ|(ρnKvn(+)Kσ − ρnLvn(−)Kσ )ρnK = 0
⇒ −
N−1∑
n=0
∑
K∈T
|K|(ρ
n+1
K − ρnK)2
2
+
N−1∑
n=0
∑
K∈T
|K|(ρ
n+1
K )
2
2
−
N−1∑
n=0
∑
K∈T
|K|(ρ
n
K)
2
2
+
N−1∑
n=0
∑
K∈T
∑
σ∈εK ,σ=K\L
kn|σ|ρnKvn(+)Kσ (
ρnK + ρ
n
L
2
+
ρnK − ρnL
2
)
−
N−1∑
n=0
∑
K∈T
∑
σ∈εK ,σ=K\L
kn|σ|ρnKvn(−)Kσ (
ρnK + ρ
n
L
2
− ρ
n
K − ρnL
2
) = 0
⇒ −
N−1∑
n=0
∑
K∈T
|K|(ρ
n+1
K − ρnK)2
2
+
∑
K∈T
|K|(ρ
N
K)
2
2
−
∑
K∈T
|K|(ρ
0
K)
2
2
+
∫ T
0
∫
Ω
(ρT k)2
2
divu
+
N−1∑
n=0
∑
σ∈ε,σ=K\L
kn|σ|
2
(ρn+1K − ρn+1L )2v¯nKσ = 0
et donc,
N−1∑
n=0
∑
σ∈ε,σ=K\L
kn|σ|
2
(ρn+1K − ρn+1L )2v¯nKσ ≤ C(Ω, ρ0, u) +
N−1∑
n=0
∑
K∈T
|K|(ρ
n+1
K − ρnK)2
2
(2.3.5)
En utilisant le sche´ma (2.3.1) le second terme dans (2.3.5) donne :
N−1∑
n=0
∑
K∈T
|K|(ρn+1K − ρnK)2 =
N−1∑
n=0
∑
K∈T
|K|[
∑
σ∈εK ,σ=K\L
kn | σ |
|K| (ρ
n
Kv
n(+)
Kσ − ρnLvn(−)Kσ )]2
=
N−1∑
n=0
∑
K∈T
1
|K| [
∑
σ∈εK ,σ=K\L
kn | σ | (ρnKvnkσ + (ρnK − ρnL)vn(−)kσ ]2
≤ 2
N−1∑
n=0
∑
K∈T
1
|K| [
∑
σ∈εK ,σ=K\L
kn | σ | ρnKvnkσ]2
+2
N−1∑
n=0
∑
K∈T
1
|K| [
∑
σ∈εK ,σ=K\L
kn | σ | (ρnK − ρnL)vn(−)kσ ]2
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≤ 2
N−1∑
n=0
∑
K∈T
1
|K| [
∫ tn+1
tn
∫
K
ρnKdivu dx dt]
2
+2
N−1∑
n=0
∑
K∈T
1
|K| [
∑
σ∈εK ,σ=K\L
kn | σ | (ρnK − ρnL)vn(−)kσ ]2
≤ C(Ω, ρ0, u)
+2
N−1∑
n=0
∑
K∈T
[
∑
σ∈εK ,σ=K\L
kn | σ | (ρnK − ρnL)2vn(−)kσ ][
1
|K|
∑
σ∈εK ,σ=K\L
kn | σ | vn(−)Kσ ]
a` ce stade on utilise la condition(2.3.3), on obtient alors
N−1∑
n=0
∑
K∈T
|K|(ρn+1K − ρnK)2 ≤ C(Ω, ρ0, u) +
N−1∑
n=0
∑
K∈T
∑
σ∈εK ,σ=K\L
kn | σ | (ρnK − ρnL)2vn(−)kσ
i.e
N−1∑
n=0
∑
K∈T
|K|(ρn+1K − ρnK)2 ≤ C(Ω, ρ0, u) +
N−1∑
n=0
∑
K∈T
∑
σ∈εK ,σ=K\L
kn | σ | (ρnK − ρnL)2v¯nKσ (2.3.6)
on a finalement, (2.3.5) et (2.3.6) donnent :
|R1,2| ≤ C(Ψ, ρ0,u) (2.3.7)
et donc (2.3.7) et (2.3.4)
|R1| ≤ C(Ψ, ρ0,u)h 12 → 0;h, k → 0,
ceci termine la preuve.
2.4 Sche´ma Upwind faible implicite
Le sche´ma est donne´ par :
| K | (ρn+1K − ρnK) +
∑
σ∈εK ,σ=K\L
kn | σ | (ρn+1K (v˜nKσ)+ − ρn+1L (v˜nKσ)−) = 0, ∀K ∈ T (2.4.1)
avec :
v˜nKσ =
1
kn | σ |(
tn+1∫
tn
∫
σ
(u · nKσ) dγ(x) dt)
2.4.1 Positivite´ de la solution
En supposant que : ∀K ∈ T ,∀n ∈ {0, N − 1}, ρnK ≥ 0, on a alors la solution ρn+1K du
sche´ma (2.4.1) est positive (ρn+1K ≥ 0) et la preuve est identique a` celle du lemme 2.2.1.
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2.4.2 Estimation L∞
On rappelle le lemme qui donne l’estimation :
Lemma 2.4.1 Soit (ρn+1K )K∈T solution du sche´ma (2.4.1), supposons que :
∀n ∈ {0...N − 1} :
tn+1∫
tn
ϕ(t) dt ≤ 1
2
(2.4.2)
avec
ϕ(t) = ‖(divu)−‖L∞(Ω)
alors :
∀n ∈ {0...N − 1}, Mn = sup
K∈T
ρnK ≤M0e
2
tn∫
0
ϕ(t) dt ≤M0e2
T∫
0
ϕ(t) dt
Preuve La preuve est la meˆme donne´e dans le lemme 2.2.2.
2.4.3 Convergence du sche´ma
Theorem 2.4.2 Soit (Tm, km)m∈N une suite de maillages re´gulie`re au sens de la de´finition
2. On note par ρTm,km la solution du sche´ma (2.4.1) qui correspond au maillage (Tm, km).
Supposons que la vitesse u satisfait la condition (2.4.2), on a alors :
1. ρTmkm → ρ qd m→ +∞ , pour la topologie L∞faible ?
(apre`s extraction d’une sous suite),
2. ρ est solution du proble`me (2.1.2).
Preuve
On multiplie le sche´ma par ΨnKet on somme sur toutes les mailles K ∈ Tm et pour
n ∈ {0...N − 1}, on obtient :
N−1∑
n=0
∑
K∈Tm
|K|(ρn+1K − ρnK)ΨnK +
N−1∑
n=0
∑
K∈Tm
∑
σ=K\L
kn|σ|(ρn+1K (v˜nKσ)+ − ρn+1L (v˜nKσ)−)ΨnK = 0
On a, d’apre`s les paragraphes pre´ce´dents
T1 =
N−1∑
n=0
∑
K∈Tm
|K|(ρn+1K − ρnK)ΨnK → −
∫ T
0
∫
Ω
ρΨt −
∫
Ω
ρ0(x)Ψ(x, 0) dx; hm, km → 0
Montrons maintenant que :
T2 =
N−1∑
n=0
∑
K∈Tm
∑
σ∈εK ,σ=K\L
kn|σ|(ρn+1K (v˜nKσ)+ − ρn+1L (v˜nKσ)−)ΨnK
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→ −
∫ T
0
∫
Ω
(ρu)(x, t) · (5Ψ)(x, t) dx dt; hm, km → 0
On a :
T2 =
N−1∑
n=0
∑
K∈Tm
∑
σ∈εK ,σ=K\L
kn|σ|(ΨnK −ΨnKσ)ρn+1K (v˜nKσ)+
−
N−1∑
n=0
∑
K∈Tm
∑
σ∈εK ,σ=K\L
kn|σ|(ΨnK −ΨnKσ)ρn+1L (v˜nKσ)−
=
N−1∑
n=0
∑
K∈Tm
∑
σ∈εK ,σ=K\L
kn|σ|ΨnKρn+1K v˜nKσ −
N−1∑
n=0
∑
K∈Tm
∑
σ∈εK
kn|σ|ΨnKσρn+1K v˜nKσ +R1
avec :
R1 =
N−1∑
n=0
∑
K∈Tm
∑
σ∈εK ,σ=K\L
kn|σ|(ρn+1K − ρn+1L )(ΨnK −ΨnKσ)(v˜nKσ)−
et R1 → 0;hm, km → 0, la preuve est identique a` celle du the´ore`me 2.2.3, et donc
T2 =
∫ T
0
ρT kΨTm,kmdivu dx dt−
N−1∑
n=0
∑
K∈Tm
∑
σ∈εK
ΨnKσρ
n+1
K
∫ tn+1
tn
∫
σ
u · nKσ dγ(x)dt+R1
T2 =
∫ T
0
ρT kΨTm,kmdivu dx dt−
N−1∑
n=0
∑
K∈Tm
∑
σ∈εK
ΨnKσρ
n+1
K
∫ tn+1
tn
∫
σ
w · nKσ dγ(x) dt+R1
avec : w ∈ P1, approximation Crouzeix-Raviart de u .
On de´finit ΨnKσ par :
ΨnKσ =

Ψ(xσ, tn), si w · nKσ change de signe∫ tn+1
tn
∫
σ
Ψw · nKσ dγ(x) dt∫ tn+1
tn
∫
σ
w · nKσ dγ(x) dt
, si w · nKσ ne change pas de signe
T2 =
∫ T
0
ρTm,kmΨT kdivu dx dt−
N−1∑
n=0
∑
K∈Tm
∑
σ∈εK∩E
∫ tn+1
tn
∫
σ
Ψ(xσ, sn)ρ
n+1
K w · nKσ dγ(x) dt
−
N−1∑
n=0
∑
K∈Tm
∑
σ∈εK\E
∫ tn+1
tn
∫
σ
Ψρn+1K w · nKσ dγ(x) dt+R1
avec :E = {σ ∈ ε telle que : w · nKσ change de signe}
T2 =
∫ T
0
ρT kΨTm,kmdivu dx dt−
N−1∑
n=0
∑
K∈Tm
∑
σ∈εK∩E
∫ tn+1
tn
∫
σ
Ψρn+1K w · nKσ dγ(x) dt
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−
N−1∑
n=0
∑
K∈Tm
∑
σ∈εK\E
∫ tn+1
tn
∫
σ
Ψρn+1K w · nKσ dγ(x) dt+R1 +R2
avec :
R2 =
N−1∑
n=0
∑
K∈Tm
∑
σ∈εK∩E
∫ tn+1
tn
∫
σ
(Ψ−Ψ(xσ, sn))ρn+1K w · nKσ dγ(x) dt
alors :
T2 →
∫ T
0
∫
Ω
(ρΨ)(x, t) div u(x, t) dx dt−
∫ T
0
∫
Ω
ρ(x, t)div(Ψu)(x, t) dx dt.
Reste a` montrer que
R2 → 0, hm, km → 0 (2.4.3)
on aura besoin du lemme suivant :
Lemma 2.4.3 Soit w une fonction affine sur K telle que : {w = 0} ∩ ∂K 6= ∅, alors on a :
‖w‖L1(∂K) ≤ 3h
2
s
‖∇w‖L1(K)
avec : h et s diame`tre et surface de K respectivement.
IPreuve du lemme 2.4.3 :
On peut supposer que : w 6= 0 telle que : ‖w‖∞ = 1.
On a : ∃a ∈ K et b ∈ ∂K tels que : |w(a)| = 1 et w(b) = 0
on a alors :
|∇w| ≥ |∇w · n| ≥ 1
d(a, b)
donc :
‖∇w‖L1(K) ≥ s
h
d’autre part, on a :
‖∇w‖L1(∂K) =
∑
σi∈∂K
∫
σi
|w| ≤ 3h
d’ou` le re´sultat :
‖∇w‖L1(∂K) ≤ 3h
2
s
‖∇w‖L1(K).
On de´montre maintenant (2.4.3), on a :
R2 =
N−1∑
n=0
∑
K∈T
∑
σ∈εK∩E
∫ tn+1
tn
∫
σ
(Ψ−Ψ(xσ, sn))ρn+1K w · nKσ dγ(x) dt→ 0;h, k → 0
On a :
|R2| = |
N−1∑
n=0
∑
K∈T
∑
σ∈εK∩E
∫ tn+1
tn
∫
σ
(Ψ−Ψ(xσ, sn))ρn+1K w · nKσ dγ(x) dt|
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≤ C(h+ k)
N−1∑
n=0
∑
K∈T
∑
σ∈εK∩E
∫ tn+1
tn
∫
σ
|w| dγ(x) dt
≤ C(h+ k)
N−1∑
n=0
∑
K∈T
∫ tn+1
tn
‖w‖L1(K)
≤ C(h+ k)
N−1∑
n=0
∑
K∈T
∫ tn+1
tn
‖w‖W 1,1(K)
≤ C(h+ k)‖w‖L1(0,T ;W 1,1(Ω))
≤ C(h+ k)‖u‖L1(0,T ;W 1,1(Ω)) → 0; k, h→ 0
(Stabilite´ du projecteur Crouzeix-Raviart)
Reste a` montrer que :
∇T w → ∇u, dans L1(Ω)
avec :∇T w = ∇w,∀K ∈ T
Lemma 2.4.4 Soit f une fonction de L1(Ω) et fT de´finie par :
fT =
1
|K|
∫
K
f(x) dx
On a alors : ‖f − fT ‖L1(Ω) → 0, size(T )→ 0
IPreuve du lemme 2.4.4 :
?Etape1 : Si f ∈ C1c (Ω)
On a :
∀x ∈ K : |f(x)− fT (x)| = |f(x)− f(y)|, pour y ∈ K (the´ore`me de la moyenne)
≤ C|x− y| ≤ Csize(T )
Donc :
‖f − fT ‖L1(Ω) ≤ C|Ω|size(T )→ 0, size(T )→ 0
?Etape2 : Si f ∈ L1(Ω)
On a : ∀ε ≥ 0∃Φ ∈ C∞c (Ω)telle que : ‖f − Φ‖L1(Ω) ≤ ε
On aura alors : si size(T )≤ δ(ε) :
‖f − fT ‖L1(Ω) ≤ ‖f − Φ‖L1(Ω) + ‖Φ− ΦT ‖L1(Ω) + ‖ΦT − fT ‖L1(Ω)
≤ 2‖f − Φ‖L1(Ω) + ‖Φ− ΦT ‖L1(Ω) ≤ 3ε
2.5 Sche´ma Upwind faible explicite
Le sche´ma est donne´ par :
| K | (ρn+1K − ρnK) +
∑
σ∈εK ,σ=K\L
kn | σ | (ρnK(v˜nKσ)+ − ρnL(v˜nKσ)−) = 0, ∀K ∈ T (2.5.1)
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2.5.1 Positivite´ de la solution
En supposant que : ∀K ∈ T , ∀n ∈ {0, N − 1}, ρnK ≥ 0, alors la solution ρn+1K du
sche´ma(2.5.1) est positive (ρn+1K ≥ 0), sous la condition CFL suivante :
∀n ∈ {0...N − 1}, kn ≤ | K |∑
σ∈εK | σ | (v˜nKσ)+
(2.5.2)
La preuve est dientique a` celle du lemme 2.3.1.
2.5.2 Estimation L∞
De meˆme que dans le paragraphe(2.3.1), on a si la condition CFL (2.5.2) est satisfaite :
∀n ∈ {0...N − 1},Mn = sup
K∈T
ρnK ≤ C(Ω,u)‖ρ0‖∞.
2.5.3 Convergence du sche´ma
Theorem 2.5.1 Soit (Tm, km)m∈N une suite de maillages re´gulie`re au sens de la de´finition
2. On note par ρTm,km la solution du sche´ma (2.5.1) qui correspond au maillage (Tm, km).
Supposons que ∀n ∈ {0...N − 1}, kn satisfait la condition CFL (2.5.2) et la condition
suivante :
kn ≤ |K|
2
∑
σ∈εK ,σ=K\L | σ | (vnKσ)−
(2.5.3)
on a alors :
1. ρTmkm → ρ qd m→ +∞ , pour la topologie L∞faible ?
(apre`s extraction d’une sous suite),
2. ρ est solution du proble`me (2.1.2).
Preuve On multiplie le sche´ma par ΨnK et on somme sur toutes les mailles K ∈ Tm et pour
n = 0..N − 1, on obtient :
N−1∑
n=0
∑
K∈T
|K|(ρn+1K − ρnK)ΨnK +
N−1∑
n=0
∑
K∈T
∑
σ∈εK ,σ=K\L
kn|σ|(ρnK(v˜nKσ)+ − ρnL(v˜nKσ)−)ΨnK = 0
On a d’apre`s les paragraphes pre´ce´dents :
T1 =
N−1∑
n=0
∑
K∈Tm
|K|(ρn+1K − ρnK)ΨnK → −
∫ T
0
∫
Ω
ρΨt −
∫
Ω
ρ0(x)Ψ(x, 0) dx; hm, km → 0
Pour montrer que :
T2 =
N−1∑
n=0
∑
K∈Tm
∑
σ∈εK ,σ=K\L
kn|σ|(ρnK(v˜nKσ)+ − ρnL(v˜nKσ)−)ΨnK
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→ −
∫ T
0
∫
Ω
(ρu)(x, s) · (5Ψ)(x, s) dx ds; hm, km → 0
En proce´dant de la meˆme fac¸on que dans les parties pre´ce´dentes, on obtient :
T2 =
∫ T
0
∫
Ω
ρT kΨT kdivu dx dt−
N−1∑
n=0
∑
K∈Tm
∑
σ∈εK∩E
∫ tn+1
tn
∫
σ
ΨρnKw · nKσ dγ(x) dt
−
N−1∑
n=0
∑
K∈Tm
∑
σ∈εK\E
∫ tn+1
tn
∫
σ
ΨρnKw · nKσ dγ(x) dt+R1 +R2
avec : R1 =
∑N−1
n=0
∑
K∈Tm
∑
σ∈εK ,σ=K\L kn|σ|(ρnK − ρnL)(ΨnK −ΨnKσ)(v˜nKσ)−
et : R2 =
N−1∑
n=0
∑
K∈Tm
∑
σ∈εK∩E
∫ tn+1
tn
∫
σ
(Ψ−Ψ(xσ, sn))ρnKw · nKσ dγ(x) dt
tels que :
R1 → 0, d’apre`s le the´ore`me 2.3.3.
et :
R2 → 0, d’apre`s le the´ore`me 2.4.2.
ce qui donne finalement la convergence du sche´ma vers une solution du proble`me (2.1.2).
Ce travail a e´te´ e´tendu par F.Boyer avec u ∈ W 1,1(Ω) et des conditions aux limites
entrantes sur ρ, voir [12].
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Chapitre 3
Discre´tisation des e´quations de Stokes
sationnaires compressibles
3.1 Abstract
In this chapter, we propose a discretization for the compressible Stokes problem with an
equation of state of the form p = ϕ(ρ) (where p stands for the pressure, ρ for the density and
ϕ is a superlinear nondecreasing function from R to R). This scheme is based on Crouzeix-
Raviart approximation spaces. The discretization of the momentum balance is obtained by
the usual finite element technique. The discrete mass balance is obtained by a finite volume
scheme, with an upwinding of the density, and two additional terms. We prove the existence
of a discrete solution and the convergence of this approximate solution to a solution of the
continuous problem.
3.2 Introduction
Let Ω be a bounded open set of Rd, polygonal if d = 2 and polyhedral if d = 3. Let
ϕ ∈ C(R,R) be a convex nondecreasing function such that :
ϕ(0) = 0, ϕ is C1 on R?+
and
∀a ∈ R, ∃b > 0 such that : ϕ(s) ≥ as− b, ∀s ∈ R+. (3.2.1)
For M , µ > 0, f ∈ L2(Ω)d and g ∈ L∞(Ω)d, we consider the following problem :
− µ∆u− µ
3
∇(divu) +∇p = f + ρg in Ω, u = 0 on ∂Ω, (3.2.2a)
div(ρu) = 0 in Ω, ρ ≥ 0 in Ω,
∫
Ω
ρ(x) dx = M, (3.2.2b)
p = ϕ(ρ) in Ω. (3.2.2c)
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Remark 3.2.1
– We assume that the function ϕ is convex, but not necessarily strictly convex. We also
assume that ϕ is nondecreasing but it can be constant on an interval (in fact, since ϕ
is convex, the function ϕ is, at least for m large enough, increasing on [m,+∞)).
– The condition (3.2.1) is equivalent to the following one :
lim inf
s→+∞
ϕ(s)/s = +∞
– The fact that ϕ(0) = 0 is not a restriction since p can be replaced by (p − ϕ(0)) in
the momemtum equation and the EOS (namely the equation (3.2.2c)) can be written
as p− ϕ(0) = ϕ(ρ)− ϕ(0).
– The convexity of the function ϕ can be replaced by the following condition : there exist
a, a˜, b, b˜ > 0 and γ > 1 such that :
∀s ∈ R+, asγ − b ≤ ϕ(s) ≤ a˜s2γ−1 + b˜. (3.2.3)
Here also the function ϕ is assumed to be nondecreasing but not necessarily increasing.
We give more details using this condition in section 3.5.
– The coefficient µ/3 in the second term of the Left Hand Side of (3.2.2a) is natural from
the physical point of view. From the mathematical point of view, it is easy to replace it
by µ¯, as long as µ¯ ≥ 0.
Definition 3.2.2 Let f ∈ L2(Ω)d, g ∈ L∞(Ω)d and M > 0. A weak solution of Problem
(3.2.2) is a function (u, p, ρ) ∈ H10(Ω)d × L2(Ω)× L2(Ω) satisfying :
µ
∫
Ω
∇u :∇v dx+ µ
3
∫
Ω
div(u)div(v) dx−
∫
Ω
p div(v) dx
=
∫
Ω
f · v dx+
∫
Ω
ρg · v dx for all v ∈ H10(Ω)d,
(3.2.4a)
∫
Ω
ρu ·∇ϕ dx = 0 for all ϕ ∈W1,∞(Ω), (3.2.4b)
ρ ≥ 0 a.e. in Ω,
∫
Ω
ρ dx = M, p = ϕ(ρ) a.e. in Ω. (3.2.4c)
The main objective of this paper is to present a numerical scheme for the computation
of an approximate solution of Problem (3.2.2) and to prove the convergence (up to a subse-
quence, since, up to now, no uniqueness result is available for the solution of (3.2.2)) of this
approximate solution towards a weak solution of (3.2.2) (i.e. a solution of (3.2.4)) as the
mesh size goes to 0. The present paper follows a previous paper [6] where a similar result
was presented in the case ϕ(ρ) = ργ, γ > 1 (see also [13]). We present here a discretization
with the so called Crouziex-Raviart element, as in [6]. However, it could be possible also,
without additional difficulties, to use a MAC scheme, as in [7]. The fact to consider a general
EOS (instead of p = ργ) induces some additional difficulties with respect to the previous
papers [6] and [7]. In particular for the estimates on the discrete solutions (Section 3.4.2 and
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Appendix 3.6) and for passing to the limit in the EOS (Section 3.4.3 and Appendix 3.7). For
passing in the limit in the EOS, we mimic some ideas which were developped for the study
of the Navier-Stokes equations, see [14], [8] or [15]. A part of the results given in this paper
was presented in the FVCA6 workshop (Prague, 2011) and in a short paper (containing few
proofs) in the proceedings of this workshop, see [9]. The present paper is more general. In
particular, it considers more general EOS and it includes the gravity effects (two improve-
ments which induce the need of non trivial developments, for instance for obtaining estimates
on u an p and for passing to the limit in the EOS). Furthermore, the present paper contains
complete proofs and an appendix with lemmas interesting for their own sake.
Remark 3.2.3 In the spirit of [14], [8] or [15] (which are devoted to the study of the com-
pressible Navier-Stokes equations, but not on the discretization point of view), it is worth
noticing that if (ρ, u) ∈ L2(Ω) × H10(Ω) satisfies (3.2.4b), then, it is known that (ρ, u) is a
renormalized solution of div(ρu) = 0 in the sense of [4], that is
(ρφ′(ρ)− φ(ρ))div(u) + div(φ(ρ)u) = 0 in D′(Rd),
for any C1-function φ from R to R such that φ′ is bounded (in order to give a sense to the
preceding equation, we set u = 0 in Rd \Ω, so that u ∈ H1(Rd)). This is explained in Remark
3.7.3.
3.3 Discrete spaces and numerical scheme
Let T be a decomposition of the domain Ω in simplices, which we call herafter a trian-
gulation of Ω, regardless of the space dimension. By E(K), we denote the set of the edges
(d = 2) or faces (d = 3) σ of the element K ∈ T ; for short, each edge or face will be called
an edge hereafter. The set of all edges of the mesh is denoted by E ; the set of edges included
in the boundary of Ω is denoted by Eext and the set of internal edges (i.e. E \Eext) is denoted
by Eint. The decomposition T is assumed to be regular in the usual sense of the finite element
literature (e.g. [2]), and, in particular, T satisfies the following properties : Ω¯ = ⋃K∈T K¯ ; if
K, L ∈ T , then K¯ ∩ L¯ = ∅, K¯ ∩ L¯ is a vertex or K¯ ∩ L¯ is a common edge of K and L, which
is denoted by K|L. For each internal edge of the mesh σ = K|L, nKL stands for the normal
vector of σ, oriented from K to L (so that nKL = −nLK). By |K| and |σ| we denote the (d
and d−1 dimensional) measure, respectively, of an element K and of an edge σ, and hK and
hσ stand for the diameter of K and σ, respectively. We measure the regularity of the mesh
through the parameter θ defined by :
θ = inf { ξK
hK
, K ∈ T } (3.3.1)
where ξK stands for the diameter of the largest ball included in K. Note that for all σ ∈ Eint,
σ = K|L, we have hσ ≥ ξK ≥ θ hK and hσ ≤ hL and so θ hK ≤ hL ≤ θ−1hK . Note also that
for all K ∈ T and for all σ ∈ E(K), the inequality hσ |σ| ≤ 2 θ−d |K| holds ([11, relation
(2.2)]) and if σ = K|L a rough estimate gives |K| ≤ (2/θ)2d|L|. These relations will be used
throughout this paper. Finally, as usual, we denote by h the quantity maxK∈T hK .
34
The space discretization relies on the Crouzeix-Raviart element (see [3] for the seminal
paper and, for instance, [5, pp. 199–201] for a synthetic presentation). The reference element
is the unit d-simplex and the discrete functional space is the space P1 of affine polynomials.
The degrees of freedom are determined by the following set of edge functionals :
{Fσ, σ ∈ E(K)} , Fσ(v) = |σ|−1
∫
σ
v dγ. (3.3.2)
The mapping from the reference element to the actual one is the standard affine mapping.
Finally, the continuity of the average value of a discrete functions v across each edge of the
mesh, Fσ(v), is required, thus the discrete space Vh is defined as follows :
Vh = {v ∈ L2(Ω) : ∀K ∈ T , v|K ∈ P1(K) ;
∀σ ∈ Eint, σ = K|L, Fσ(v|K) = Fσ(v|L); ∀σ ∈ Eext, Fσ(v) = 0}.
(3.3.3)
Indeed, this space Vh should be denoted by VT since it depends on T and not only on h
(which is given by T ) but this (somewhat incorrect) notation is commonly used.
The space of approximation for the velocity is the space Wh of vector-valued functions
each component of which belongs to Vh : Wh = (Vh)
d. The pressure and the density are
approximated by the space Lh of piecewise constant functions :
Lh =
{
q ∈ L2(Ω) : q|K = constant, ∀K ∈ T
}
.
Since only the continuity of the integral over each edge of the mesh is imposed, the functions of
Vh are discontinuous through each edge ; the discretization is thus nonconforming in H
1(Ω)d.
We then define, for 1 ≤ i ≤ d and u ∈ Vh, ∂h,i u as the function of L2(Ω) which is equal to the
derivative of u with respect to the ith space variable almost everywhere. This notation allows
to define the discrete gradient, denoted by ∇h, for both scalar and vector-valued discrete
functions and the discrete divergence of vector-valued discrete functions, denoted by divh.
The Crouzeix-Raviart pair of approximation spaces for the velocity and the pressure is
inf-sup stable, in the usual sense for “piecewise H1” discrete velocities, i.e. there exists ci > 0
only depending on Ω and, in a nonincreasing way, on θ, such that :
∀p ∈ Lh, sup
v∈Wh
∫
Ω
p divh(v) dx
||v||1,b ≥ ci ||p−m(p)||L2(Ω) ,
where m(p) is the value of p over Ω and || · ||1,b stands for the broken Sobolev H1 semi-norm,
which is defined for scalar as well as for vector-valued functions by :
||v||21,b =
∑
K∈T
∫
K
|∇v|2 dx =
∫
Ω
|∇hv|2 dx.
This norm is known to control the L2 norm by a Poincare´ inequality (e.g. [5, lemma 3.31]).
We also define a discrete semi-norm on Lh, similar to the usual H
1 semi-norm used in the
finite volume context :
∀ρ ∈ Lh, |ρ|2T =
∑
σ∈Eint,
σ=K|L
|σ|
hσ
(ρK − ρL)2.
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From the definition (3.3.2), each velocity degree of freedom may be indexed by the number
of the component and the associated edge, thus the set of velocity degrees of freedom reads :
{vσ,i, σ ∈ Eint, 1 ≤ i ≤ d}.
We denote by eσ the usual Crouzeix-Raviart shape function associated to σ, i.e. the scalar
function of Vh such that Fσ(eσ) = 1 and Fσ′(eσ) = 0, for all σ
′ ∈ E \ {σ}.
Similarly, each degree of freedom for the pressure is associated to a cell K, and the set
of pressure degrees of freedom is denoted by {pK , K ∈ T }.
We define by rh the following interpolation operator :
rh : H
1
0(Ω) −→ Vh
u 7→ rhu =
∑
σ∈E
Fσ(u) eσ =
∑
σ∈E
|σ|−1
(∫
σ
v dγ
)
eσ.
(3.3.4)
This operator naturally extends to vector-valued functions (i.e. to perform the interpolation
from H10(Ω)
d to Wh) and we keep the same notation rh for both the scalar and vector case.
The properties of rh are gathered in the following lemma. They are proven in [3].
Theorem 3.3.1 Let θ0 > 0 and let T be a triangulation of the computational domain Ω
such that θ ≥ θ0, where θ is defined by (3.3.1). The interpolation operator rh enjoys the
following properties :
1. preservation of the divergence :
∀v ∈ H10(Ω)d, ∀q ∈ Lh,
∫
Ω
q divh(rhv) dx =
∫
Ω
q div(v) dx,
2. stability :
∀v ∈ H10(Ω), ||rhv||1,b ≤ c1(θ0) |v|H1(Ω) ,
3. approximation properties :
∀v ∈ H2(Ω) ∩ H10(Ω), ∀K ∈ T ,
||v − rhv||L2(K) + hK ||∇h(v − rhv)||L2(K) ≤ c2(θ0)h2K |v|H2(K) .
In both above inequalities, the notation ci(θ0) means that the real number ci only depends
on θ0 and Ω, and, in particular, does not depend on the parameter h characterizing the size
of the cells ; this notation will be kept throughout the paper.
The following compactness result was proven in [11, Theorem 3.3].
Theorem 3.3.2 Let (vn)n∈N be a sequence of functions satisfying the following assumptions :
1. ∀n ∈ N, there exists a triangulation of the domain Tn such that vn ∈ Vhn, where Vhn
is the space of Crouzeix-Raviart discrete functions associated to Tn (and hn given by
Tn), as defined by (3.3.3), and the parameter θn characterizing the regularity of Tn is
bounded away from zero independently of n,
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2. the sequence (vn)n∈N is uniformly bounded with respect to the broken Sobolev H1 semi-
norm, i.e. :
∀n ∈ N, ||vn||1,b ≤ C,
where C is a constant real number and || · ||1,b stands for the broken Sobolev H1 semi-
norm associated to Tn (with a slight abuse of notation, namely dropping, for short, the
index n pointing the dependence of the norm with respect to the mesh).
Then, when n→∞, possibly up to the extraction of a subsequence, the sequence (vn)n∈N
converges (strongly) in L2(Ω) to a limit v¯ such that v¯ ∈ H10(Ω).
We now present the numerical scheme we use. Let ρ∗ be the mean density, i.e. ρ∗ = M/|Ω|
where |Ω| stands for the measure of the domain Ω. Let also α and ξ be given, with α > 0 and
0 < ξ < 2. Let T be a (regular) decomposition of the domain Ω in simplices. The discrete
unknowns are u, p and ρ, with u ∈ Wh and p, ρ ∈ Lh. Using the notations previously
introduced, we consider the following numerical scheme for the discretization of Problem
(3.2.2) :
µ
∫
Ω
∇hu :∇hv dx+ µ
3
∫
Ω
divh(u)divh(v) dx−
∫
Ω
p divh(v) dx
=
∫
Ω
f · v dx+
∫
Ω
ρg · v dx for all v ∈Wh,
(3.3.5a)
∑
σ=K|L
(|σ|u+K,σ ρK − |σ|u−K,σ ρL)+MK + TK = 0 for all K ∈ T , (3.3.5b)
pK = ϕ(ρK) for all K ∈ T . (3.3.5c)
The quantity uK,σ is defined by
uK,σ = |σ|−1
∫
σ
u dγ · nKL.
As usual, u+K,σ = max(uK,σ, 0) and u
−
K,σ = −min(uK,σ, 0), so that uK,σ = u+K,σ− u−K,σ.
The terms MK and TK read :
MK = h
α |K| (ρK − ρ∗) , (3.3.6a)
TK =
∑
σ=K|L
hξ
|σ|
hσ
(|ρK |+ |ρL|) (ρK − ρL) . (3.3.6b)
3.4 Existence and convergence of approximate solu-
tions
3.4.1 Existence of a solution
Let T be a (regular) decomposition of the domain Ω in simplices. We prove in this
section the existence of a discrete solution, that the existence of a solution to (3.3.5), by
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using the Brouwer fixed point theorem to a convenient application T from RN to RN where
N =card(T ). We first define T .
Let ρ˜ = (ρ˜K)K∈T . Choosing the elements of T in an arbitrary order, we then have ρ˜ ∈ RN .
We calculate p by the following relation : pK = ϕ(ρ˜
+
K) for all K ∈ T .
We now compute u as the unique solution (in Wh) of (3.3.5a) with ρ˜ instead of ρ in the
Right Hand Side of (3.3.5a) (and p given by pK = ϕ(ρ˜
+
K) for all K ∈ T ). The existence and
uniqueness of u is an easy consequence of the coercivity in Wh of the bilinear form
(u, v) 7→ µ
∫
Ω
∇hu :∇hv dx.
Furthermore, the solution u continuously depends on ρ˜ (since ϕ is continuous).
We have now to define ρ (and we will set T (ρ˜) = ρ). We change a little bit the term TK .
Instead of (3.3.6b), we take
TK =
∑
σ=K|L
hξ
|σ|
hσ
(|ρ˜K |+ |ρ˜L|) (ρK − ρL) .
With this choice of TK , the set of Equations (3.3.5b) leads to the linear system of N equations
with N unknowns (which are ρK for K ∈ T ). The equations of this system may be written
as : ∑
L∈T
aK,LρL = bK for all K ∈ T , (3.4.1)
with
aK,K = h
α|K|+
∑
σ=K|L
(|σ|u+K,σ + hξ |σ|hσ (|ρ˜K |+ |ρ˜L|) ),
aK,L = −|σ|u−K,σ − hξ
|σ|
hσ
(|ρ˜K |+ |ρ˜L|) if σ = K|L,
aK,L = 0 if K and L do not share an interface.
bK = h
α|K|ρ?.
Using the fact that u−L,σ = u
+
K,σ (for σ = K|L), one has, for all K ∈ T ,∑
L∈T
aK,L > 0
and, for all K,L ∈ T , K 6= L,
aK,L ≤ 0.
With these properties, it is quite easy to show thet the system (3.4.1) has a unique solution.
Furthermore, since bK > 0 for all K ∈ T the solution ρ satisfy ρK > 0 for all K ∈ T (see
Lemma 3.8.4). Finally, since the coeffcients aK,L and bK depend continuously of ρ˜ (and since
the application A 7→ A−1 is continuous on the set of invertible N ×N matrix), the solution
ρ of (3.4.1) continuously depends on ρ˜.
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We define now (as we said before) the map T from RN to RN setting T (ρ˜) = ρ. The map
T is continuous.
If ρ ∈ Im(T ), we also showed that ρK > 0 for all K ∈ T . Futhermore summing for K ∈ T
the equations (3.4.1) we obtain∑
K∈T
hα|K]ρK =
∑
K∈T
bK =
∑
K∈T
hα|K|ρ?.
With the definition of ρ?, this gives
∑
K∈T |K|ρK = M . Since ρ 7→
∑
K∈T |K||ρK | is a norm
on RN , this proves that the whole set Im(T ) is included in a fixed ball of RN . Then, we can
apply the Brouwer fixed point theorem. It gives the existence of ρ ∈ RN such that T (ρ) = ρ.
This gives the existence of a solution (u, p, ρ) to (3.3.5).
We conclude this section by remarking that if (u, p, ρ) is a solution to (3.3.5), we neces-
sarily have T (ρ) = ρ and this show that
ρK > 0 for all K ∈ T and
∑
K∈T
|K|ρK = M.
3.4.2 Estimates on the discrete solution
Lemma 3.4.1 Let T be a triangulation of the computational domain Ω and Φ a nondecrea-
sing function in C1(R+∗ ). Let (u, ρ) ∈ Wh × Lh satisfy the second equation of the scheme,
i.e. Equation (3.3.5b). Then, ρK > 0 for all K ∈ T and :∫
Ω
Φ(ρ)divh(u) dx ≤ 0.
Proof We first remark that ρ is solution of (3.4.1) with
aK,K = h
α|K|+
∑
σ=K|L
(|σ|u+K,σ + hξ |σ|hσ (|ρK |+ |ρL|) ),
aK,L = −|σ|u−K,σ − hξ
|σ|
hσ
(|ρK |+ |ρL|) if σ = K|L,
aK,L = 0 if K and L do not share an interface.
bK = h
α|K|ρ?.
Then, since bK > 0 for all K ∈ T , one has ρK > 0 for all K ∈ T (see Lemma 3.8.4).
Let the function ψ ∈ C1(R?+) satisfying ψ′(s) = Φ
′(s)
s
for all s > 0 (ψ is nondecreasing).
Multiplying (3.3.5b) by ψ(ρK) and summing over K ∈ T yields T1 + T2 + T3 = 0 with :
T1 =
∑
K∈T
ψ(ρK)
∑
σ=K|L
|σ|ρσ uσ · nKL,
T2 =
∑
K∈T
hα |K|ψ(ρK) (ρK − ρ∗) ,
T3 =
∑
K∈T
ψ(ρK)
∑
σ=K|L
(hK + hL)
ξ |σ|
hσ
(ρK + ρL) (ρK − ρL) .
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Let :
T4 =
∑
K∈T
∫
K
Φ(ρK)div(u) =
∑
σ=K|L
|σ|uσ · nKL(Φ(ρK)− Φ(ρL))
We have : T4 = T4 − T1 − T2 − T3
=
∑
σ=K|L
|σ|uσ · nKL[Φ(ρK)− Φ(ρL)− ρσ(ψ(ρK)− ψ(ρL))]− T2 − T3,
with ρσ = ρK if uσ · nKL > 0 and ρσ = ρL if uσ · nKL < 0.
The fact that ψ is nondecreasing yields :
? T2 ≥
∑
K∈T h
α|K|ψ(ρ∗) (ρK − ρ∗) = 0,
? T3 =
∑
σ=K|L(hK + hL)
ξ |σ|
hσ
(ρK + ρL) (ρK − ρL) (ψ(ρK)− ψ(ρL)) ≥ 0.
For α > 0, we define Φα on R?+ by Φα(s) = Φ(α) − Φ(s) − α(ψ(α) − ψ(s)). Since Φ is
nondecreasing (and sψ′(s) = Φ′(s)), one has Φα(s) ≤ 0 for all s ∈ R?+. Then, thanks to the
choice of ρσ, one has∑
σ=K|L
|σ|uσ · nKL[Φ(ρK)− Φ(ρL)− ρσ(ψ(ρK)− ψ(ρL))] ≤ 0
which gives :
T4 =
∫
Ω
Φ(ρ)divh(u) dx ≤ 0.
Proposition 3.4.2 Let θ0 > 0 and let T be a triangulation of the computational domain Ω
such that θ ≥ θ0, where θ is defined by (3.3.1). Let (u, p, ρ) ∈ Wh × Lh × Lh be a solution
of (3.3.5). Then there exists C, only depending on the data of the problem Ω, f , g, µ, ϕ, M
and on θ0, such that :
||u||1,b ≤ C, ||p||L2(Ω) ≤ C and ||ρ||L2(Ω) ≤ C. (3.4.2)
Proof
Let (u, p, ρ) be a solution of (3.3.5) .Taking u as test function in (3.3.5a) yields :
µ ||u||21,b +
µ
3
∫
Ω
div2h(u) dx−
∫
Ω
p divh(u) dx =
∫
Ω
f · u dx+
∫
Ω
ρg · u dx. (3.4.3)
Using Lemma 3.4.1, a (well known) discrete Poincare´ Inequality and the Ho¨lder Inequa-
lity, one obtains the existence of C1 only depending on Ω, f , µ, g such that
||u||1,b ≤ C1(1 + ||ρ||L2(Ω) ). (3.4.4)
Since p = ϕ(ρ), using (3.2.1), for all ε > 0 there exists Cε (only depending on ε, ϕ and
Ω) such that :
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||ρ||L2(Ω) ≤ Cε + ε ||p||L2(Ω) . (3.4.5)
Then, with (3.4.4), for all ε > 0, there exists C¯ε, only depending on Ω, f , µ, g, ϕ and ε such
that
||u||1,b ≤ C¯ε + ε ||p||L2(Ω) . (3.4.6)
We now use Lemma 3.8.2. There exists w ∈ H10(Ω)d such that div(w) = p−m(p) a.e. in
Ω and ||w||H1(Ω)d ≤ c2 ||p−m(p)||L2(Ω) where c2 only depends on Ω.
Taking v = rhw as test function in (3.3.5a) yields :∫
Ω
p divh(v) dx = µ
∫
Ω
∇hu :∇hv dx+ µ
3
∫
Ω
divh(u)divh(v) dx
−
∫
Ω
f · v dx−
∫
Ω
ρg · v dx.
Since
∫
Ω
divh(v) dx = 0, this gives also∫
Ω
[p−m(p)] divh(v) dx = µ
∫
Ω
∇hu :∇hv dx+ µ
3
∫
Ω
divh(u)divh(v) dx
−
∫
Ω
f · v dx−
∫
Ω
ρg · v dx
and then ∫
Ω
[p−m(p)]2 dx = µ
∫
Ω
∇hu :∇hv dx+ µ
3
∫
Ω
divh(u)divh(v) dx
−
∫
Ω
f · v dx−
∫
Ω
ρg · v dx.
Using theorem 3.3.1, lemma 3.8.2 and the inequalities (3.4.5) and (3.4.6) we get for all
ε > 0, the existence of Dε, only depending on Ω, f , µ, g, ϕ, θ0 and ε such that
||p−m(p)||L2(Ω) ≤ Dε + ε ||p||L2(Ω) .
In order to obtain an estimate on ||p||L2 , we now use the fact that
∫
Ω
ρdx = M (and we
will deduce an estimate on ||p||L2 in term of Ω, f , µ, g, θ0, ϕ and M).
We first modify a little bit the function ϕ (which is only nondecreasing) in order to obtain
a function ϕ¯ continuous and one-to-one from R+ onto R+, so as to be able to use its inverse
function. Let s0 > 0 such that ϕ(s0) = 1. We define the increasing function ϕ¯ from R+ to
R+ by
ϕ¯(s) =
s
s0
if 0 ≤ s ≤ s0,
ϕ¯(s) = s max
s∈[s0,s]
ϕ(t)
t
if s0 < s.
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The function ϕ¯ is a continuous increasing and one-to-one function from R+ onto R+. Then,
there exists ψ (continuous increasing and one-to-one) from R+ onto R+ such that
ψ(ϕ¯(s)) = ϕ¯(ψ(s)) = s for all s ∈ R+.
Since Im(ψ) = R+, we have lims→+∞ ψ(s) = +∞.
We also remark that for all s ≥ 0 one has for s ≥ s0, ϕ¯(s) ≥ ϕ(s) and then, a.e. in Ω,
ψ(p) = ψ(ϕ(ρ)) ≤ ψ(ϕ¯(ρ)) + ϕ(s0) = ρ+ 1.
This gives
∫
Ω
ψ(p)dx ≤M + |Ω|.
We now use Lemma 3.6.1. It gives the existence of C¯, only depending on Ω, f , µ, g, θ0,
ϕ and M such that
‖p‖L2 ≤ C¯. (3.4.7)
Using (3.4.7) in (3.4.4) we thus get the estimate on ||u||1,b .
Finally, thanks to p = ϕ(ρ) and (3.2.1), the estimate on ρ follows.
Lemma 3.4.3 Let θ0 > 0 and let T be a triangulation of the computational domain Ω such
that θ ≥ θ0, where θ is defined by (3.3.1). Let (u, p, ρ) ∈ Wh × Lh × Lh be a solution of
(3.3.5). Then, there exists C¯ only depending on Ω, f , g, µ, ϕ, M and θ0 such that
hξ |ρ|2T ≤ C¯ and E(ρ) ≤ C¯
where E(ρ) =
∑
σ=K|L
min(
1
ρK
,
1
ρL
)(ρK − ρL)2|σ||uK,σ|.
Proof We recall that ρK > 0 for all K ∈ T . Multiplying Equation (3.3.5b) by ln(ρ(K))
and summing over K ∈ T , we thus obtain :∑
K∈T
ln(ρK)
∑
σ=K|L
|σ|uK,σρσ +
∑
K∈T
ln(ρK)MK +
∑
K∈T
ln(ρK)TK = 0,
with ρσ = ρK if uK,σ > 0 and ρσ = ρL if uK,σ < 0.
The fact that the function s ∈ R∗+ → ln(s) is increasing yields :∑
K∈T
ln(ρK)
∑
σ=K|L
|σ|uK,σρσ +
∑
K∈T
ln(ρK)TK ≤ 0 (3.4.8)
Reordering the summations in the second term yields :∑
K∈T
ln(ρK)TK =
∑
σ=K|L
hξ
|σ|
hσ
(ρK + ρL) (ln(ρK)− ln(ρL)) (ρK − ρL) .
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Then, using the mean value theorem, for all σ = K|L there exists ρ˜σ between ρK and ρL
such that ∑
K∈T
ln(ρK)TK =
∑
σ=K|L
hξ
|σ|
hσ
(ρK − ρL)2 (ρK + ρL)
ρ˜σ
, ( ρ˜σ ∈ (ρK , ρL))
and this gives
∑
K∈T
ln(ρK)TK ≥
∑
σ=K|L
hξ
|σ|
hσ
(ρK − ρL)2 .
Using this inequality in (3.4.8) we get∑
K∈T
ln(ρK)
∑
σ=K|L
|σ|uK,σρσ +
∑
σ=K|L
hξ
|σ|
hσ
(ρK − ρL)2 ≤ 0
which can be rewritten as∑
σ=K|L
|σ|uK,σρσ(ln(ρK)− ln(ρL)) +
∑
σ=K|L
hξ
|σ|
hσ
(ρK − ρL)2 ≤ 0.
If σ = K|L, we now choose for K the cell satisfying uK,σ ≥ 0. We thus obtain∑
σ=K|L
|σ|uK,σρK(ln(ρK)− ln(ρL)) +
∑
σ=K|L
hξ
|σ|
hσ
(ρK − ρL)2 ≤ 0.
Adding and substracting the quantity
∑
σ=K|L |σ|uK,σ(ρK − ρL), we then get∑
σ=K|L
|σ|uK,σ[ρK(ln(ρK)− ln(ρL))− (ρK − ρL)] +
∑
σ=K|L
hξ
|σ|
hσ
(ρK − ρL)2
≤ −
∑
σ=K|L
|σ|uK,σ(ρK − ρL) = −
∫
Ω
ρ divhu ≤ ||ρ||L2(Ω) ||u||1,b .
Since we have ||ρ||L2(Ω) ≤ C and ||u||1,b ≤ C where C is given by Proposition 3.4.2, we
obtain ∑
σ=K|L
|σ|uK,σ[ρK(ln(ρK)− ln(ρL))− (ρK − ρL)]
+
∑
σ=K|L
hξ
|σ|
hσ
(ρK − ρL)2 ≤ C2.
(3.4.9)
We now use Lemma 3.8.5 with ψ(s) = ln(s). We obtain the existence for σ = KlL of ρ˜σ
between ρK and ρL such that∑
σ=K|L
|σ|uK,σ[ρK(ln(ρK)− ln(ρL))− (ρK − ρL)] =
∑
σ=K|L
1
2
|σ|uK,σ(ρK − ρL)2ρ˜−1σ .
Using this equality in (3.4.9), we get :∑
σ∈Eint
1
2
|σ|uK,σ(ρK − ρL)2ρ˜−1σ︸ ︷︷ ︸
S1
+
∑
σ=K|L
hξ
|σ|
hσ
(ρK − ρL)2︸ ︷︷ ︸
S2
≤ C2.
This gives S1 ≤ C2 and S2 ≤ C2 and concludes the proof since S2 = hξ |ρ|2T and E(ρ) ≤ S1.
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3.4.3 Passing to the limit in the discrete problem
Theorem 3.4.4 Let α > 0 and 0 < ξ < 2. Let a sequence of triangulations (Tn)n∈N of
Ω be given. We assume that hn (given by Tn) tends to zero when n→∞. In addition, we
assume that the sequence of discretizations is regular, in the sense that θn ≥ θ0 > 0 for all
n ∈ N. For n ∈ N, we denote by W (n)h and Lhn the discrete spaces (for velocity, pressure and
density) associated to Tn and by (un, pn, ρn) ∈ W (n)h ×Lhn ×Lhn a corresponding solution to
the discrete problem (3.3.5). Then, up to the extraction of a subsequence, when n→∞ :
1. The sequence (un)n∈N (strongly) converges in L2(Ω)d to a limit u ∈ H10(Ω)d and (pn)n∈N
and (ρn)n∈N converge weakly in L2(Ω) to p, ρ respectively ;
2. (u, p, ρ) is a solution to Problem (3.2.4).
Furthermore, if ϕ is increasing, the sequences (pn)n∈N and (ρn)n∈N converge in Lp(Ω) for
1 ≤ p < 2 (up to a subsequence).
Proof The proof is devided in four steps :
• Step 1. Existence of a limit
The convergence (up to the extraction of a subsequence) of the sequence (un, pn, ρn) is
a consequence of the uniform (with respect to n) estimates of Proposition 3.4.2 (applying
Theorem 3.3.2 to each component of un). Then (up to an extraction) the sequence (un)n∈N
(strongly) converges in L2(Ω)d to a limit u ∈ H10(Ω)d and (pn)n∈N and (ρn)n∈N converge
weakly in L2(Ω) to p and ρ.
Since ρn > 0 and
∫
Ω
ρn dx = M , we obtain, passing to the limit as n→∞, ρ ≥ 0 a.e.
and
∫
Ω
ρ dx = M .
We now have to prove that (u, p) satisfies (3.2.4a) (this is proven in Step 2), that (u, ρ)
statisfies (3.2.4b) (Step 3) and that p = ϕ(ρ) a.e. (Step 4). Step 4 will also gives the strong
convergence of ρ and p if ϕ is increasing.
• Step 2. Passing to the limit in (3.3.5a)
Let ψ be a function of C∞c (Ω)
d. We denote by ψn the interpolant of ψ in W
(n)
h , i.e.
ψn = rhn(ψ). Taking v = ψn in ((3.3.5a)), we obtain :
µ
∫
Ω
∇hnun :∇hnψn dx+
µ
3
∫
Ω
divhn(un)divhn(ψn) dx
−
∫
Ω
pn divhn(ψn) dx =
∫
Ω
f · ψn dx+
∫
Ω
ρng · ψn dx.
(3.4.10)
We now write
∫
Ω
∇hnun :∇hnψn dx = T1 + T2 with
T1 =
∫
Ω
∇hnun :∇hn(ψn − ψ) dx and T2 =
∫
Ω
∇hnun :∇hnψ dx.
Using the third property of the interpolation operator given in theorem 3.3.1, we get, with
c(θ0) only depending on Ω and θ0,
|T1| ≤ ||un||1,b ||(ψn − ψ)||1,b ≤ c(θ0)hn ||un||1,b |ψ|H2(Ω)
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and thus T1 tends to zero as n tends to +∞. Integrating by parts over each control volume,
the term T2 reads :
T2 = −
∫
Ω
un ·∆ψ dx+
∑
σ∈Eint
∫
σ
[un]σ :∇ψ dγ,
where [un]σ = (uK ⊗ nK + uL ⊗ nL) if σ = K|L (for all K ∈ Tn, uK is the value of un in
K, and nK is the normal vector to ∂K exterior to K). We omit the dependance of Eint with
respect to n. Noticing that nL = −nK and applying Lemma 2.4 in [11], we get, again with
c(θ0) only depending on Ω and θ0,∣∣∣ ∑
σ∈Eint
∫
σ
[un] :∇ψ nσ dγ
∣∣∣ ≤ c(θ0)hn ||un||1,b |ψ|H2(Ω)
and thus tends to zero as n tends to +∞. On the other hand we have :
−
∫
Ω
un ·∆ψ dx→ −
∫
Ω
u ·∆ψ dx as n→ +∞
=
∫
Ω
∇u :∇ψ dx since u ∈ H10(Ω).
Then, the first term of the Left Hand Side of (3.4.10) converges to
∫
Ω
∇u :∇ψ dx as n→∞.
For the second term of (3.4.10), using the first property of the interpolation operator in
theorem 3.3.1, we get, with [un · n]σ = uK · nK + uL · nL,∫
Ω
divhn(un)divhn(ψn) dx =
∫
Ω
divhn(un)div(ψ) dx
=
∑
K∈Tn
∑
i≤d
∑
j≤d
∫
K
(un)i
∂2ψj
∂xi∂xj
dx+
∑
K∈Tn
∫
∂K
undivψ.nK dγ
=
∑
K∈Tn
∑
i≤d
∑
j≤d
∫
K
(un)i
∂2ψj
∂xi∂xj
dx+
∑
σ∈Eint
∫
σ
[un · n]σdivψ dγ
= T2,1 + T2,2.
Applying Lemma 2.4 in [11], we get, with c(θ0) only depending on Ω and θ0,
|T2,2| = |
∑
σ∈Eint
∫
σ
[un · n]σdivψ dγ| ≤ c(θ0)hn ||un||1,b |divψ|H1(Ω)
and thus T2,2 tends to zero as n tends to +∞. Then, the second term of (3.4.10) has the
same limit as T2,1 and this limit is
∫
Ω
divu divψ dx.
For the third term of (3.4.10), we use, once again, Theorem 3.3.1 which yields :∫
Ω
pn divhn(ψn) dx =
∫
Ω
pn div(ψ) dx→
∫
Ω
p div(ψ) dx as n→ +∞.
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We now consider the Right Hand Side of (3.4.10). Since ψn → ψ in L2(Ω)d we obtain∫
Ω
f · ψn dx→
∫
Ω
f · ψ dx as n→ +∞.
For the last term of (3.4.10), we use, once again, the (L2)d convergence of ψn to ψ and we
use the weak-L2 convergence of ρn to ρ. We obtain∫
Ω
ρng · ψn dx→
∫
Ω
ρg · ψ dx as n→ +∞.
Finally, we can pass to limit in (3.4.10) as n→∞ and we get (3.2.4a) for all ψ ∈ C∞c (Ω)d
(and then, by density, for all ψ ∈ H10 (Ω)d), namely :
µ
∫
Ω
∇u :∇ψ dx+ µ
3
∫
Ω
div(u)div(ψ) dx−
∫
Ω
p div(ψ) dx
=
∫
Ω
f · ψ dx+
∫
Ω
ρg · ψ dx.
• Step 3. Passing to the limit in (3.3.5b)
Let ψ be a function of C∞c (Ω)
d.Multiplying (3.3.5b) by ψK = ψ(xK) and summing over
K ∈ Tn we obtain :
T1 + T2 + T3 =
∑
K∈Tn
ψK
∑
σ∈E(K)
|σ|uK,σρσ +
∑
K∈Tn
hαn|K|ψK(ρK − ρ∗)
+
∑
K∈Tn
ψK
∑
σ∈E(K)
hξn
|σ|
hσ
(ρK + ρL) (ρK − ρL) = 0.
(3.4.11)
The first term T1 reads, with ψσ = ψ(xσ),
T1 =
∑
K∈Tn
∑
σ∈E(K)
|σ|uK,σρσψK =
∑
K∈Tn
∑
σ∈E(K)
|σ|uK,σρσ(ψK − ψσ)
=
∑
K∈Tn
∑
σ∈E(K)
|σ|uK,σρK(ψK − ψσ) +R1
with R1 = −
∑
K∈Tn
∑
σ∈E(K)
|σ|uK,σ(ρK − ρσ)(ψK − ψσ).
Then,
T1 =
∑
K∈Tn
ρKψK
∑
σ∈E(K)
|σ|uK,σ −
∑
K∈Tn
ρK
∑
σ∈E(K)
|σ|uK,σψσ +R1
=
∑
K∈Tn
ρK
∫
K
ψdivun dx−
∑
K∈Tn
ρK
∫
K
div(ψun) dx+R1 +R2 +R3,
with R2 = −
∑
K∈Tn
ρK
∫
K
(ψ − ψK)divun dx
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and R3 =
∑
K∈Tn
ρK
∑
σ∈E(K)
∫
σ
(ψ − ψσ)un · nK,σ dγ.
Therefore, T1 = −
∫
Ω
ρnun ·∇ψ +R1 +R2 +R3.
Let us now prove that the terms R1, R2, R3 → 0 as n → +∞. We begin with R1. One
has, with Cψ = |||∇ψ|||L∞(Ω) ,
|R1| = |
∑
K∈Tn
∑
σ∈E(K)
|σ|uK,σ(ρK − ρσ)(ψK − ψσ)|
≤ Cψ
∑
σ=K|L
(hK + hL)|ρK − ρL||σ||uK,σ|.
This gives, with the Cauchy-Schwarz inequality,
|R1| ≤ CψE(ρn)
( ∑
σ=K|L
(hK + hL)
2
min( 1
ρK
, 1
ρL
)
|σ||uK,σ|
) 1
2
.
Then,
|R1| ≤ CψE(ρn)(
∑
σ=K|L
(hK + hL)
2(ρK + ρL)|σ||uK,σ|︸ ︷︷ ︸
S2
)
1
2 .
Using again the Cauchy Schwarz inequality we thus obtain :
S2 ≤ (
∑
σ=K|L
(hK + hL)|σ|(ρK + ρL)2)1/2(
∑
σ=K|L
(hK + hL)
3|σ||uK,σ|2)1/2
The properties of the scheme given in section 2 and Ho¨lder’s Inequality yields, with C1(θ0)
and C2(θ0) only depending on Ω and θ0,
S2 ≤ C1(θ0)(
∑
σ=K|L
(|K|+ |L|)(ρK + ρL)2)1/2(
∑
σ=K|L
(hK + hL)
3‖un‖2L2(σ))1/2
≤ C2(θ0)(
∑
K∈Tn
|K|ρ2K)1/2(
∑
σ=K|L
h3σ‖un‖2L2(σ))1/2.
The estimate on ρn in L
2(Ω) gives the existence of C3, only depending on the L
2-bound
on ρn and on C2(θ0) such that :
S2 ≤ C3
( ∑
σ=K|L
h3σ‖un‖2L2(σ)
)1/2
.
By Lemma 2.3 in [11], we have :
‖un‖L2(σ) ≤ (d |σ||K|)
1/2(‖un‖L2(K) + hK‖∇un‖L2(K)).
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We thus obtain, with some C4 and C5 only depending on the L
2-bound on ρn, Ω and θ0,
S2 ≤ C4
( ∑
K∈Tn
h2K(‖un‖2L2(K) + h2K‖∇un‖2L2(K))
)1/2
≤ C5hn(‖un‖2L2(Ω) + ‖un‖21,b)1/2.
Finally, thanks to the bound on un (Proposition 3.4.2) we get limn→∞ S2 = 0 and thanks to
the bound on E(ρn) (Lemma 3.4.3) we conclude that limn→∞R1 = 0.
We now come to R2. One has
|R2| ≤ Cψhn ||ρn||L2(Ω) ||divhn(un)||L2(Ω) ≤ Cψhn ||ρn||L2(Ω) ||un||1,b ,
which tends to 0 as n→ +∞.
It remains to treat R3. One has
|R3| = |
∑
K∈Tn
ρK
∑
σ∈E(K)
∫
σ
(ψ − ψσ)un · nK,σ dγ|
= |
∑
σ=K|L
(ρK − ρL)
∫
σ
(ψ − ψσ)un · nK,σ dγ| ≤ Cψ
∑
σ=K|L
|ρK − ρL|
∫
σ
hσ|un| dγ.
Using the same arguments as for the first term R1 (bound on un and bound on E(ρn)) we
get a bound on R3h
−1/2
n which gives limn→∞R3 = 0.
Finally, since limn→∞Ri = 0 for i = 1, 2, 3, one has
lim
n→∞
T1 = − lim
n→∞
∫
Ω
ρnun ·∇ψ dx.
Using the L2(Ω) convergence of un and the L
2(Ω)-weak convergence of ρn, we conclude that
lim
n→∞
T1 = −
∫
Ω
ρu ·∇ψ dx.
We now prove that T2 and T3 tend to 0 as n→∞. We remark that
| T2 |=|
∑
K∈Tn
hαK |K| (ρK − ρ∗)ψK |≤ hαn2M ||ψ||L∞(Ω) → 0 as n→ +∞
and
| T3 |=|
∑
K∈Tn
∑
σ∈E(K)
hξn
|σ|
hσ
(ρK + ρL) (ρK − ρL)ψK |
=| hξn
∑
σ=K|L
|σ|
hσ
(ρK + ρL) (ρK − ρL) (ψK − ψL) |
≤ Cψ hξn
∑
σ=K|L
(hK + hL)
|σ|
hσ
(ρK + ρL) | ρK − ρL | .
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We now use the Cauchy-Schwarz Inequality to obtain, with C1 only depending on ψ and the
bound on hξn|ρn|2 given by Lemma 3.4.3,
|T3| ≤ Cψ hξn | ρn |T
( ∑
σ=K|L
(hK + hL)
2 |σ|
hσ
(ρK + ρL)
2 ) 12
≤ C1 hξ/2n
( ∑
σ=K|L
(hK + hL)
2 |σ|
hσ
(ρK + ρL)
2 ) 12 .
The properties of the mesh given in section 2 yield the existence of c(θ0) only depending on
Ω and θ0 such that |σ|
hσ
≤ c(θ0) |K|+ |L|
(hK + hL)2
.
We thus obtain | T3 |≤ C1
√
c(θ0)h
ξ/2
n (
∑
σ=K|L(|K| + |L|) (ρK + ρL)2)
1
2 . Thanks to the L2-
estimate on ρn, we then conclude that limn→∞ T3 = 0.
Finally, we can pass to the limit in (3.4.11) as n→∞ and we obtain (3.2.4b) for all
ψ ∈ C∞c (Ω). This gives also (3.2.4b) for all ψ ∈ W 1,∞(Ω) thanks to Lemma 3.7.6 (since
u ∈ H10 (Ω) and ρ ∈ L2(Ω)).
• Step 4. Passing to the limit in the Equation Of State
In order to conclude the proof of Theorem 3.4.4, it remains to prove that the Equation
Of State is satisfied, that is p = ϕ(ρ) a.e. in Ω. This is a tricky part of the proof.
Let (qn)n∈N be a sequence such that qn ∈ Lhn for all n ∈ N. We assume that the sequence
(qn)n∈N weakly converges in L2(Ω) to q ∈ L2(Ω) and satisfies
|qn|T ≤ c h−ηn ,
where c is a positive real number and η is such that η < 1. Then one has :
∀ψ ∈ C∞c (Ω), lim
n→∞
∫
Ω
(
divhn(un)− pn
)
qnψ dx =
∫
Ω
(
div(u)− p) qψ dx. (3.4.12)
This result is proven in [6], Proposition 5.9. Indeed, in Proposition 5.9 of [6] the hypothesis
on ρ is ρ ∈ L2γ(Ω), γ > 1, and the sequence (ρn)n∈N converges to ρ weakly in L2γ(Ω), but
the proof given in [6] is also true for γ = 1.
Taking qn = ρn in (3.4.12) (which is possible with η = ξ/2, thanks to Lemma 3.4.3), one
obtains
∀ψ ∈ C∞c (Ω), lim
n→∞
∫
Ω
(
divhn(un)− pn
)
ρnψ dx =
∫
Ω
(
div(u)− p) ρψ dx. (3.4.13)
We now want to prove (3.4.13) with ψ = 1 a.e. on Ω. This is possible, thanks to Lemma
3.8.1, if the sequence ((divhnun − pn)ρn)n∈N is equi-integrable. The condition (3.2.1) on ϕ,
and the L2-bound on divhnun and on pn will give this equi-integrability.
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Let a > 0 and b > 0 given by (3.2.1). One has a.e. on Ω,
aρn ≤ ϕ(ρn) + b = pn + b,
so that
ρ2n ≤
2p2n
a2
+
2b2
a2
.
If C is a bound for the L2-norm of pn (such a bound is given by Proposition 3.4.2), one
obtains for any borelian subset A of Ω,∫
A
ρ2ndx ≤
2C2
a2
+
2b2
a2
|A|.
Let ε > 0, we then take a2 = 2C2/ε which yields :∫
A
ρ2ndx ≤ ε+
2b2
a2
|A|.
and then, with δ =
εa2
2b2
,
|A| ≤ δ ⇒
∫
A
ρ2ndx ≤ 2ε.
This proves the equi-integrability of the sequence (ρ2n)n∈N. Since the sequence ((divhnun −
pn))n∈N is bounded in L2(Ω), we then easily conclude (with the Cauchy-Schwarz inequality)
that the sequence ((divhnun − pn)ρn)n∈N is equi-integrable. Thus Lemma 3.8.1 yields the
conclusion, namely (3.4.13) is true for ψ = 1 a.e. on Ω :
lim
n→∞
∫
Ω
(
divhn(un)− pn
)
ρn dx =
∫
Ω
(
div(u)− p) ρ dx. (3.4.14)
We now want to get rid of
∫
Ω
ρdiv(u) dx and
∫
Ω
ρndiv(un) dx in (3.4.14).
Since ρ ∈ L2(Ω), ρ ≥ 0 a.e. in Ω, u ∈ H10 (Ω)d and (ρ, u) satisfies (3.2.4b), we can use
Lemma 3.7.1. It gives ∫
Ω
ρ div(u) dx = 0. (3.4.15)
Then, using (3.4.15) in (3.4.14) we get :
lim
n→∞
∫
Ω
(
pn − divhn(un)
)
ρn dx−
∫
Ω
p ρ dx = 0.
By Lemma 3.4.1 we also have
∫
Ω
ρndivhn(un) dx ≤ 0. Hence :
lim sup
n→∞
∫
Ω
pn ρn dx ≤
∫
Ω
p ρ dx. (3.4.16)
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To conclude the proof of p = ϕ(ρ), we will now use the so called Minty trick. Let ρ¯ ∈ L2(Ω)
such that ϕ(ρ¯) ∈ L2(Ω). We define for n ∈ N the function Gn by
Gn = (ϕ(ρn)− ϕ(ρ¯))(ρn − ρ¯) = (pn − ϕ(ρ¯))(ρn − ρ¯).
One has Gn ∈ L1(Ω), Gn ≥ 0 a.e. in Ω (since ϕ is nondecreasing) and
0 ≤
∫
Ω
Gn dx =
∫
Ω
(pnρn − pnρ¯− ϕ(ρ¯)ρn + ϕ(ρ¯)ρ¯) dx. (3.4.17)
Using (3.4.16) and the weak convergences of pn to p and ρn to ρ in L
2(Ω), we obtain :
0 ≤ lim sup
n→∞
∫
Ω
Gn dx ≤
∫
Ω
(p− ϕ(ρ¯))(ρ− ρ¯) dx.
We have thus proven that for all ρ¯ ∈ L2(Ω) such that ϕ(ρ¯) ∈ L2(Ω) one has∫
Ω
(p− ϕ(ρ¯))(ρ− ρ¯) dx ≥ 0. (3.4.18)
We now have to choose ρ¯ conveniently to deduce p = ϕ(ρ) a.e. on Ω from (3.5.11). The idea
of the Minty trick is to take ρ¯ = ρ + (1/k)ψ with ψ ∈ C∞c (Ω), k ∈ N? and to let k goes
to +∞. Unfortunately, ϕ(ρ + (1/k)ψ) is not necessarily in L2(Ω). then, such a choice for
ρ¯ is not possible. We will use here (and only here) the convexity of ϕ. Since (ρn)n weakly
converges in L2(Ω) to ρ and since the sequence (ϕ(ρn))n∈N is bounded in L2(Ω), we deduce,
using the convexity of ϕ, that ϕ(ρ) ∈ L2(Ω). This is proven in Lemma 3.7.8. This allows us
a convenient choice for ρ¯.
Let ψ ∈ C∞c (Ω,R). For k,m ∈ N?, we set
ρk,m = ρ+
1
k
ψ1ρ≤m.
Since ρ ∈ L2(Ω), one has ρk,m ∈ L2(Ω). Using the fact that ϕ is nondecreasing (and nonne-
gative), we have, with M = ||ψ||L∞(Ω) ,
ϕ(ρk,m) ≤ ϕ(ρ) + ϕ(m+M),
so that ϕ(ρk,m) ∈ L2(Ω) (since ϕ(ρ) ∈ L2(Ω)). Then, since ρk,m and ϕ(ρk,m) belong to L2(Ω),
we can choose ρ¯ = ρk,m in (3.5.11). We obtain∫
Ω
(p− ϕ(ρ+ 1
k
ψ1ρ≤m))ψ1ρ≤m ≤ 0.
Fixing m in N?, we use the Dominated Convergence theorem on the sequence (gk)k∈N?
with gk = (p − ϕ(ρ + 1kψ1ρ≤m))ψ1ρ≤m. Indeed, the continuity of ϕ gives gk → (p −
ϕ(ρ))ψ1ρ≤m a.e. in Ω. Furthermore, since ϕ is nondecreasing, one has, for all n ∈ N?,
|gk| ≤ H = [p+ ϕ(ρ) + ϕ(m+M)]|ψ| a.e. in Ω,
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and H ∈ L1(Ω). Then, the Dominated Convergence theorem yields∫
Ω
(p− ϕ(ρ))ψ1ρ≤m ≤ 0.
Changing ψ in −ψ, we conclude that ∫
Ω
(p− ϕ(ρ))ψ1ρ≤m = 0 for all ψ ∈ C∞c (Ω,R).
Once again by the Dominated Convergence Theorem, as m to +∞ we get : ∫
Ω
(p −
ϕ(ρ))ψ = 0 for all ψ ∈ C∞c (Ω) This gives p = ϕ(ρ) a.e. in Ω.
The proof of Theorem 3.4.4 is now complete.
Remark 3.4.5 The hypothesis of convexity of the function ϕ is only used to get that the
four terms of the Right Hand Side of (3.4.17) are in L1(Ω). If the hypothesis of convexity
for ϕ is replaced by the hypothesis (3.2.3), the proof is a little simpler, more details in this
case are given in section 3.5.
In both cases (ϕ convex or ϕ satisfies (3.2.3)), if ϕ is increasing, we can obtain a strong
convergence of ρn and pn, as in [6]. We take directly ρ¯ = ρ in the definition of Gn. We obtain
that Gn = (ϕ(ρn)− ϕ(ρ))(ρn − ρ)→ 0 in L1(Ω) as n→∞. Then, up to a subsequence, one
has Gn → 0 a.e. in Ω. Since ϕ is increasing, we finally deduce that ρn → ρ a.e.. This yields
also ρn → ρ in Lq(Ω) for all q ∈ [1, 2[, p = ϕ(ρ) a.e. in Ω and pn → p in Lq(Ω) for all
q ∈ [1, 2[.
3.5 Sationnary compressible Stokes problem without
gravity effects and ϕ non-convex
In this section, we propose a discretization for problem (3.2.2) with an equation of state
of the form p = ϕ(ρ) and ϕ satisfying the following condition ∃a, a˜, b, b˜ > 0 and γ > 1 such
that :
∀s ∈ R+, asγ − b ≤ ϕ(s) ≤ a˜s2γ−1 + b˜. (3.5.1)
The discretization is the same given in section 3.3 , with a small change in the stabilization
term TK in the discrete mass balance equation. We prove estimates for the discrete solution,
then the convergence of the scheme to a solution of the continuous problem is established.
3.5.1 The numerical scheme
Let α, ζ and ξ be given, with α > 0, 0 < ξ < 2 and ζ = max(0, 2 − γ).We consider the
following numerical scheme :
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∀v ∈Wh, µ
∫
Ω
∇hu :∇hv dx+ µ
3
∫
Ω
divh(u)divh(v) dx−
∫
Ω
p divh(v) dx =
∫
Ω
f · v dx
(3.5.2a)
∀K ∈ T ,
∑
σ=K|L
v+σ,K ρK − v−σ,K ρL +MK + TK = 0, (3.5.2b)
∀K ∈ T , pK = ϕ(ρK), (3.5.2c)
the terms MK and TK read :
MK = h
α |K| (ρK − ρ∗) , (3.5.3a)
TK =
∑
σ=K|L
hξ
|σ|
hσ
(|ρK |+ |ρL|)ζ (ρK − ρL) . (3.5.3b)
Remark 3.5.1 Problem(3.5.2) admits a solution, the proof is the same to that given in
section 3.4.1.
3.5.2 Convergence of approximate solutions
Estimates on the discrete solution
Theorem 3.5.2 Let θ0 > 0 and let T be a triangulation of the computational domain Ω
such that θ ≥ θ0, where θ is defined by (3.3.1). Let (u, p, ρ) ∈ Wh × Lh × Lh a solution of
(3.5.2), then there exist C1, C2, C3 and C4, only depending on the data of the problem Ω,
f , M and on θ0 such that :
||u||1,b ≤ C1, ||p||L2(Ω) ≤ C2, ||ρ||L2γ(Ω) ≤ C3 and hξ/2 |ρ|T ≤ C4 (3.5.4)
Proof
Let (u, p, ρ) be a solution of (3.5.2) . Taking u as test function in (3.5.2a) yields :
µ ||u||21,b +
µ
3
∫
Ω
div2h(u) dx−
∫
Ω
p div(u) dx =
∫
Ω
f · u dx. (3.5.5)
Using Lemma 3.4.1, a discrete Poincare´ Inequality and the Ho¨lder inequality, yields the
existence of C1 only depending on Ω,f , µ and θ0 such that ||u||1,b ≤ C1. Using the inf-sup
stability of the discretization, we hence get from (3.5.5) a control of ||p−m(p)||L2(Ω) (where
m(p) stands for the mean value of p over Ω).
In order to obtain an estimate on p, we give here a proof using the condition (3.5.1) , an
other proof is possible using lemma 3.6.1. We set (for simplicity)ϕ(s) = s + ϕ(0) for s < 0
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and we define the function Φ from R to R by Φ(s) = inf{t ∈ R+; s = 3ϕ(t)}. The function
Φ satisfies the following properties :
s = 3ϕ(t)⇒ Φ(s) ≤ t, (3.5.6a)
s = 3ϕ(Φ(s)), (3.5.6b)
Φ(s)→ +∞, as s→ +∞, (3.5.6c)
Φ is nondecreasing. (3.5.6d)
For all x ∈ Ω one has
m(p) ≤ |m(p)− p(x)|+ |p(x)| ≤ |m(p)− p(x)|+ 2|ϕ(0)|+ p(x).
Then, using (3.5.6d),
Φ(m(p)) ≤ Φ(3|m(p)− p(x)|) + Φ(6|ϕ(0)|) + Φ(3p(x)).
Since 3p(x) = 3ϕ(ρ(x)), (3.5.6a) gives
Φ(m(p)) ≤ Φ(3|m(p)− p(x)|) + Φ(6|ϕ(0)|) + ρ(x).
By summing equation (3.5.2b) for K ∈ T , we obtain that the integral of ρ over Ω is M ,
which yields : ∫
Ω
Φ(m(p))dx ≤
∫
Ω
Φ(3|m(p)− p(x)|)dx+M + Φ(6|ϕ(0)|)|Ω|. (3.5.7)
On the other hand, if Φ(s) ≥ 0, one has, with (3.5.6b) and the first inequality of (3.5.1),
s
3
= ϕ(Φ(s)) ≥ a(Φ(s))γ − b,
and then Φ(s) ≤ ( |s|
3a
+ b
a
)
1
γ ≤ ( |s|
3a
+ b
a
+1)2. This inequality gives an estimate on
∫
Ω
Φ(3|m(p)−
p(x)|)dx from the L2-estimate on (p − m(p)). We hence get, with (3.5.7), an estimate on
Φ(m(p)). Using (3.5.6c) yields an estimate on m(p). Finally, the estimate on [m(p)] and
[p−m(p)] gives the existence of C2 (depending on the data and θ0) such that
||p||L2(Ω) ≤ C2. (3.5.8)
Finally, thanks to p = ϕ(ρ) and the first inequality of (3.5.1), the estimate on ρ follows. For
the estimate on |ρ|T , which comes form the TK term in (3.5.2b), the proof is similar to that
given in lemma 3.4.3.
Passing to the limit in the discrete problem
Theorem 3.5.3 Let a sequence of triangulations (T (n))n∈N of Ω be given. We assume that
hn tends to zero when n→∞. In addition, we assume that the sequence of discretizations is
regular, in the sense that there exists θ0 > 0 such that θn ≥ θ0, ∀n ∈ N. For n ∈ N, we denote
by W
(n)
h and L
(n)
h respectively the discrete spaces for the velocity and the pressure associated
to T (n) and by (un, pn, ρn) ∈ W (n)h × L(n)h × L(n)h a corresponding solution to the discrete
problem (3.3.5), with α ≥ 1 and 0 < ξ < 2. Then, up to the extraction of a subsequence,
when n→∞ :
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1. up to the extraction of a subsequence, the sequence (un)n∈N (strongly) converges in
L2(Ω)d to a limit u ∈ H10(Ω)d when n→∞, (pn)n∈N converges to p weakly in L2(Ω)
and ρn converges to ρ weakly in L
2γ(Ω) ;
2. (u, p, ρ) are solution to Problem (3.2.4a)–(3.2.4c).
Proof The first item of Theorem 3.5.3, namely the convergence (up to a subsequence)
of the sequence (un, pn, ρn) is a consequence of the uniform estimates of Theorem 3.5.2. The
fact that ρ ≥ 0 a.e. in Ω, ∫
Ω
ρ dx = M and (u, p, ρ) are solution of the momentum and
mass-balance equation, the proof is similar to the same result in theorem 3.4.4.
Then, we only need here to prove that the equation of state is satisfied, that is p = ϕ(ρ)
a.e. in Ω.
The fact that ρ ∈ L2γ(Ω), ρ ≥ 0 a.e. in Ω, u ∈ H10(Ω)d and that (ρ,u) satisfies (3.2.4b)
yields, using Lemma 3.7.1 : ∫
Ω
ρ div(u) dx = 0. (3.5.9)
Then, using (3.5.9), we have, following the proof given in [6] :
lim
n→∞
∫
Ω
(
pn − divh(un)
)
ρn dx−
∫
Ω
p ρ dx = 0.
As in [6], we also have lim supn→∞
∫
Ω
divh(un) ρn dx ≤ 0. Hence :
lim sup
n→∞
∫
Ω
pn ρn dx ≤
∫
Ω
p ρ dx. (3.5.10)
We want to deduce from (3.5.10) that p = ϕ(ρ). But, since ϕ in only nondecreasing (and
not necessarily increasing), we cannot use the proof given in [6]. We use here the so called
Minty trick.
For simplicity, we define ϕ on R− setting ϕ(s) = ϕ(0) if s < 0. Let ρ¯ ∈ L2γ and, for n ∈ N,
Gn = (ϕ(ρn)−ϕ(ρ¯))(ρn− ρ¯). One has Gn ≥ 0 a.e. in Ω (since ϕ is nondecreasing). Thanks to
the second inequality of (3.2.1) (which is used only in this proof) one has ϕ(ρ¯) ∈ L2γ/(2γ−1)(Ω)
and then ϕ(ρ¯)ρ¯ ∈ L1(Ω). Then, one has Gn ∈ L1(Ω) and
0 ≤
∫
Ω
Gn dx =
∫
Ω
(pnρn − pnρ¯− ϕ(ρ¯)ρn + ϕ(ρ¯)ρ¯) dx.
Using (3.5.10) and the weak convergences of pn to p and ρn to ρ in L
2(Ω) and L2γ(Ω)
respectively, we obtain :
0 ≤ lim sup
n→∞
∫
Ω
Gn dx ≤
∫
Ω
(p− ϕ(ρ¯))(ρ− ρ¯) dx.
We have thus proven that∫
Ω
(p− ϕ(ρ¯))(ρ− ρ¯) dx ≥ 0 for all ρ¯ ∈ L2γ(Ω). (3.5.11)
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We now have to choose ρ¯ conveniently to deduce p = ϕ(ρ) from (3.5.11). Let ψ ∈ C∞c (Ω,R).
For n ∈ N?, we set ρn = ρ+ 1nψ. Since ρn ∈ L2γ, we can choose ρ¯ = ρn in (3.5.11). We obtain∫
Ω
(p− ϕ(ρ+ 1
n
ψ))ψ ≤ 0.
We now use the Dominated Convergence Theorem on the sequence (gn)n∈N? with gn =
(p− ϕ(ρ+ 1
n
ψ))ψ. The continuity of ϕ gives
gn → (p− ϕ(ρ))ψ a.e. in Ω. Since ϕ is nondecreasing, one has, for all n ∈ N?,
|gn| ≤ G = |pψ|+ |ϕ(ρ+ ||ψ||∞ )ψ|+ |ϕ(0)ψ| a.e. in Ω.
The second inequality of (3.2.1) gives ϕ(ρ + ||ψ||∞ ) ∈ L1(Ω). Then one has G ∈ L1(Ω)
and the Dominated Convergence Theorem yields
∫
Ω
(p−ϕ(ρ))ψ ≤ 0. Changing ψ in −ψ, we
conclude that
∫
Ω
(p− ϕ(ρ))ψ = 0 for all ψ ∈ C∞c (Ω,R). This gives p = ϕ(ρ) a.e. in Ω, which
concludes the proof.
Conclusion
We gave a scheme for the discretization of the stationary compressible Stokes problem
with a general EOS and we proved the existence of a solution of the scheme along with
the convergence of the approximate solution to an exact solution (up to a subsequence)
as the mesh size goes to zero. A first difficulty of the paper is to get some estimates on
the approximate solution (in particular with the dependancy of the forcing term with the
density). A second complication is in the passage to the limit in the EOS. This difficulty is
due to the nonlinearity of the EOS and the fact that the estimates on pressure and density
only lead to weak convergences.
Appendix
3.6 Estimate on p
Lemma 3.6.1 Let Ω be a bounded set of Rd (d ≥ 1) and p ∈ L2(Ω), p ≥ 0 a.e.. We assume
that there exist a < 1 and b ∈ R such that
‖p−m‖L2 ≤ a‖p‖L2 + b,
where m is the mean value of p. Furthermore, we assume that there exist A ∈ R and a
continuous function ψ from R+ to R+ such that
∫
Ω
ψ(p)dx ≤ A and lims→∞ ψ(s) = +∞.
Then, there exists C only depending on Ω, a, b A and ψ such that ||p||L2 ≤ C.
Proof
We first modify the function ψ. Let s0 ∈ R+ such that ψ(s0) > 0. We define ψ¯ by
ψ¯(s) = ψ(s0) if 0 ≤ s ≤ s0,
ψ¯(s) = s min
t∈[s0,s]
ψ(t)
t
if s0 < s.
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We remark that ψ¯(s) ≤ ψ(s) for s ≥ s0, so that∫
Ω
ψ¯(p)dx ≤ A¯ = A+ ψ(s0)|Ω|.
Furthermore, one has lims→+∞ ψ¯(s) = +∞. In order to prove this result, let (sn)n∈N
be an incresing sequence such that limn→∞ sn = +∞. For n ∈ N let tn ∈ [s0, sn] such that
ψ¯(sn) = (ψ(tn)/tn)sn. For any converging (in R+ ∪ {+∞}) subsequence of the sequence
(tn)n∈N, still denoted (tn)n∈N, we have two possible cases,
First case. limn→∞ tn = t ∈ R+. Then limn→∞ ψ¯(sn) = +∞
(since ψ(t)/t > 0)
Second case. limn→∞ tn = +∞. Then limn→∞ ψ¯(sn) = +∞
since ψ¯(sn) ≥ ψ(tn).
We then conclude that lims→+∞ ψ¯(s) = +∞. Finally we also remark that the function
s 7→ ψ¯(s)
s
is nonincreasing on R+.
We now prove the bound on ||p||L2 . Let N > 0, one has∫
Ω
p(x)dx =
∫
p≥N
p(x)dx+
∫
p<N
p(x)dx ≤ 1
N
∫
Ω
p2(x)dx+
N
ψ¯(N)
∫
Ω
ψ¯(p(x))dx.
This gives m|Ω| ≤ 1
N
||p||L2 2 + Nψ¯(N)A¯. We now use the bound on ||p−m||L2 , it leads to
||p||L2 ≤ ||p−m||L2 +m|Ω|1/2
≤ a ||p||L2 + b+ 1
N |Ω|1/2 ||p||L2
2 +
N
ψ¯(N)|Ω|1/2 A¯.
If ||p||L2 6= 0, we now choose N such that 1N |Ω|1/2 = 1−a2 ||p||L2 , that is N =
2 ||p||L2
(1−a)|Ω|1/2 , we obtain
1− a
2
||p||L2 ≤ b+ 2A¯
ψ¯(N)(1− a)|Ω| ||p||L2 .
Since lims→∞ ψ¯(s) = +∞, there exists C1 such that
N ≥ C1 ⇒ 2A¯
ψ¯(N)(1− a)|Ω| ≤
1− a
4
.
Then, with C2 such that
2C2
(1−a)|Ω|1/2 = C1, ona has
||p||L2 ≥ C2 ⇒ 2A¯
ψ¯(N)(1− a)|Ω| ≤
1− a
4
.
Therefore
||p||L2 ≥ C2 ⇒ ||p||L2 ≤ 4b
1− a.
Then, we conclude that ||p||L2 ≤ C = max{C2, 4b1−a}.
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3.7 Passing to the limit in the EOS
Lemma 3.7.1 Let Ω be a bounded open set of Rd. Let ρ ∈ L2(Ω), ρ ≥ 0 a.e. in Ω and
u ∈ H10 (Ω)d. Assume that (ρ, u) satisfies :∫
Ω
ρu ·∇ϕdx = 0 for all ϕ ∈ W 1,∞(Ω). (3.7.1)
Then, ∫
Ω
ρ div(u) dx = 0. (3.7.2)
Remark 3.7.2 Before giving the proof of Lemma 3.7.1, we want to point out the following
remark. In the case of a regular function ρ, say ρ ∈ C1(Ω¯), and assuming that ρ > 0 in Ω,
the proof is very easy. We take ϕ = ln(ρ) in (3.7.1) which yields, since ∇ϕ = 1
ρ
∇ρ,∫
Ω
u ·∇ρ dx = 0.
But, for any v ∈ C∞c (Ω)d one has
∫
Ω
v · ∇ρdx = − ∫
Ω
ρdiv(v) dx. Then, the density of
C∞c (Ω)
d in H10 (Ω)
d yields
∫
Ω
v ·∇ρdx = − ∫
Ω
ρdiv(v) dx for v ∈ H10 (Ω)d. This gives (3.7.2).
This proof is interesting because it suggests the proof of an equivalent result in the case of
a discrete version (using a convenient numerical scheme) of div(ρu) = 0 (see Lemma 3.4.1).
In other words, working on a numerical scheme is quite similar of working on the continuous
equation with a regular solution.
Proof We now prove Lemma 3.7.1. (without assuming ρ ∈ C1(Ω¯) and ρ > 0).
We set u = 0 in Rd \ Ω and ρ = 0 in Rd \ Ω, we have ρ ∈ L2(Rd) and u ∈ H1(Rd)d. We
also deduce from (3.7.1) : ∫
Rd
ρu ·∇ϕdx = 0 for all ϕ ∈ C1(Rd). (3.7.3)
Let (rn)n∈N? be a sequence of mollifiers, that is :
r ∈ C∞c (Rd,R),
∫
Rd
rdx = 1, r ≥ 0 in Rd
and, for n ∈ N?, x ∈ Rd, rn(x) = ndr(nx).
(3.7.4)
For n ∈ N?, we set ρn = ρ?rn and (ρu)n = (ρu)?rn. Thanks to (3.7.3), we have div((ρu)n) = 0
in Rd. Since u ∈ H1(Rd)d and ρ ∈ L2(Rd), we will prove in Lemma 3.7.4 that div((ρu)n −
ρnu) → 0 in L1(Rd) as n→∞. Then, if (qn)n∈N? is a bounded sequence in L∞(Rd) which
converges a.e. to q, we have :
−
∫
Rd
div(ρnu) qndx =
∫
Rd
div((ρu)n − ρnu) qndx→ 0 as n→∞. (3.7.5)
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Let ψ be a bounded and C1 function from R to R, taking qn = ψ(ρn) in (3.7.5) (which
converges a.e. to ψ(ρ), at least up to a subsequence) we obtain
−
∫
Rd
div(ρnu)ψ(ρn)dx→ 0 as n→∞.
We now define θ by θ(s) =
∫ s
0
tψ′(t) dt for s ∈ R and we obtain∫
Rd
θ(ρn)div(u)dx =
∫
Rd
ρnψ
′(ρn)u ·∇ρndx =
∫
Rd
ρnu ·∇ψ(ρn)dx
= −
∫
Rd
div(ρnu)ψ(ρn) dx,
and then
∫
Rd
θ(ρ)div(u)dx = lim
n→∞
∫
Rd
θ(ρn)div(u) dx = 0.
It is now quite easy to construct a sequence of functions (ψn)n∈N such that 0 ≤ θn(s) ≤ s
for all s ∈ R+ and limn→∞ θn(s) = s for all s ∈ R+. With the Dominated Convergence
Theorem we then conclude that
∫
Rd
ρdiv(u) dx = 0.
Remark 3.7.3 Under the hypothesis of Lemma 3.7.1, a quick look on the proof of this lemma
shows that it is also possible to prove∫
Ω
ψ(ρ)div(u) dx = 0,
for any continuous function ψ (from R to R) “at most linear”, that is such that
lim sup
s→+∞
|ψ(s)|
s
< +∞.
It is also possible (as it was said in Remark 3.2.3) to prove that (ρ, u) is a renormalized
solution to div(ρu) = 0 in Rd.
Indeed, let ψ be a bounded and C1 function from R to R and ϕ ∈ C∞c (Ω). Taking qn =
ψ(ρn)ϕ in (3.7.5) (which converges a.e. to ψ(ρ)ϕ, at least up to a subsequence) we obtain
−
∫
Rd
div(ρnu)ψ(ρn)ϕ dx→ 0 as n→∞.
Taking, for s ∈ R, ψ¯(s) = ∫ s
0
ψ(t) dt and θ(s) =
∫ s
0
tψ′(t) dt = sψ(s)− ψ¯(s), we obtain, after
some integrations by parts and passing to the limit as n→∞,∫
Rd
(ρψ¯′(ρ)− ψ¯(ρ))(divu)ϕ dx−
∫
Rd
ψ¯(ρ)u ·∇ϕ dx = 0.
Then, it is easy to see that this equality also holds if ψ¯ is a C1 fonction form R to R with a
bounded derivative. This proves that (ρ, u) is a renormalized solution to div(ρu) = 0 in Rd.
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Lemma 3.7.4 Let ρ ∈ L2(Rd) and u ∈ H1(Rd)d. Let (rn)n∈N? be a sequence of mollifiers as
given by (3.7.4) and, for n ∈ N?, ρn = ρ ? rn and (ρu)n = (ρu) ? rn. Then,
∇((ρu)n − ρnu)→ 0 in L1(Rd)d×d,
and then,
div((ρu)n − ρnu)→ 0 in L1(Rd).
Proof
Let i, j ∈ {1, . . . , d}. Denoting by u1, . . . , ud the components of u and by ∂i the derivative
with respect to xi, we have to prove that the sequence (∂i[(ρuj)n−ρnuj])n∈N? converges to 0 in
L1(Rd). (As a consequence, taking i = j and summing on i, we obtain that div((ρu)n−ρnu)→
0 in L1(Rd).)
We have
∂i[(ρuj)n − ρnuj] = (ρuj) ? ∂irn − (ρ ? ∂irn) uj − ρn∂iuj = Fn −Gn,
with
Fn = (ρuj) ? ∂irn − (ρ ? ∂irn) uj − ρ(∂iuj ? rn)
and
Gn = ρn∂iuj − ρ(∂iuj ? rn).
Since ρn → ρ in L2(Rd) and ∂iuj ? rn → ∂iuj in L2(Rd) (as n→∞), the two parts of Gn
converges in L1(Rd) (as n→∞) to ρ∂iuj. Then, the sequence (Gn)n converges in L1(Rd) (as
n→∞) to 0. It remains to show that Fn → 0 in L1(Rd).
Using the fact that ∂iuj ? rn = uj ? ∂irn and the fact that rn has a compact support, we
have, for a.e. x ∈ Rd,
Fn(x) =
∫
Rd
(ρ(x− y)− ρ(x)) (uj(x− y)− uj(x)) ∂irn(y)dy
=
∫
B
(ρ(x− z
n
)− ρ(x)) (uj(x− z
n
)− uj(x)
)
n ∂ir(z)dz,
where B is a ball of center 0 and radius R containing the support of r. Then, we get :
|Fn(x)| ≤ n
∫
B
|(ρ(x− z
n
)− ρ(x)) (uj(x− z
n
)− uj(x)
)| |∂ir(z)|dz.
We integrate over R the preceding inequality and we use the Fubini-Tonelli Theorem,∫
Rd
|Fn(x)|dx ≤
n
∫
B
[∫
Rd
|(ρ(x− z
n
)− ρ(x))(uj(x− z
n
)− uj(x))|dx
]
|∂ir(z)|dz.
(3.7.6)
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Using the Cauchy-Schwarz Inequality, we have for z ∈ B,∫
Rd
|(ρ(x− z
n
)− ρ(x))(uj(x− z
n
)− uj(x))|dx
≤
[∫
Rd
|ρ(x− z
n
)− ρ(x)|2dx
]1/2 [∫
Rd
|uj(x− z
n
)− uj(x)|2dx
]1/2
.
For all z ∈ B (see Lemma 3.7.5) we have∫
Rd
|uj(x− z
n
)− uj(x)|2dx ≤
(R
n
)2‖u‖2H1(Rd)d .
Then, ∫
Rd
|(ρ(x− z
n
)− ρ(x))(uj(x− z
n
)− uj(x))|dx
≤ R
n
||u||H1(Rd)d
[∫
Rd
|ρ(x− z
n
)− ρ(x)|2dx
]1/2
.
(3.7.7)
Let ε > 0. Since ρ ∈ L2(Rd), there exists δ > 0 such that
h ∈ Rd, |h| ≤ δ ⇒ ||ρ(·+ h)− ρ||L2(Rd) ≤ ε.
With (3.7.7), this gives if n ≥ R/δ and z ∈ B,∫
Rd
|(ρ(x− z
n
)− ρ(x))(uj(x− z
n
)− uj(x))|dx ≤ εR
n
||u||H1(Rd)d .
Coming back to (3.7.6), we obtain, if n ≥ R/δ,∫
Rd
|Fn(x)|dx ≤ nR
n
ε ||u||H1(Rd)d
∫
B
|∂ir(z)|dz = εR ||u||H1(Rd)d
∫
B
|∂ir(z)|dz.
This proves that Fn → 0 in L1(Rd) as n→∞ and concludes the proof of Lemma 3.7.4.
Lemma 3.7.5 Let w ∈ H1(Rd). Then, for h ∈ Rd,
||w(·+ h)− w||L2(Rd) ≤ |h| ||w||H1(Rd) , (3.7.8)
where |h| is the Euclidean norm of h.
Lemma 3.7.5 is well-known. A proof is given, for instance, in [6].
The following lemma (Lemma 3.7.6) proves that (for regular enough set Ω) in Lemma
3.7.1, W 1,∞(Ω) can be replaced by C∞c (Ω). That is to say that 3.7.1 is true with ϕ ∈ W 1,∞(Ω)
if (and only if) it is true with the weaker assumption ϕ ∈ C∞c (Ω). Lemma 3.7.6 is given with
ρ ∈ L2(Ω) and u ∈ (H10 (Ω))d, which is the case needed for the present paper (and allows a
nice proof using the Hardy inequality). Similar results are possible with different assumptions
on u and ρ (for instance, ρ ∈ L∞(Ω) and u ∈ W 1,10 (Ω)). However, the fact that ρu ∈ L1(Ω)
is obviously not sufficient to ensure that (3.7.1) is true with ϕ ∈ W 1,∞(Ω) as long as it is
true for ϕ ∈ C∞c (Ω). In a following paper, dealing with the Navier-Stokes equations, we will
give the same lemma with a weaker assumption on ρ (since ρ 6∈ L2(Ω) in the case of the
Navier-Stokes equations, when d = 3 and γ < 5
3
). In this case, the proof will use a different
argument, slightly more complicated.
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Lemma 3.7.6 Let Ω be a bounded open set of Rd, with a Lipschitz continuous boundary.
Let u ∈ (H10 (Ω))d and ρ ∈ L2(Ω) such that, for all ϕ ∈ C∞c (Ω),∫
Ω
ρu ·∇ϕdx = 0. (3.7.9)
Then (3.7.9) holds for all ϕ ∈ W 1,∞(Ω).
The proof of this lemma is given in [7] (Lemma A.1).
Remark 3.7.7 The hypothesis ρ ∈ L2(Ω) is sharp in Lemma 3.7.6, as we will see now.
Let d > 1and 2d/(d + 2) < q < 2. We give here an example for which (3.7.9) holds for all
ϕ ∈ C∞c (Ω) but does not hold for some ϕ ∈ W 1,∞(Ω). In this example, one has ρ ∈ Lq(Ω)
and u ∈ (H10 (Ω))d (so that ρu ∈ L1(R)d). Let us assume that Ω =]0, 2[×] − 1, 1[d−1. Let
α ∈]1
2
, 1
q
[. We define ρ and u = (u1, . . . , ud)
t as follows :
u1(x) = x
α
1
d∏
i=2
(1− |xi|) if x ∈ Ω, x1 ≤ 1,
u1(x) = (2− x1)α
d∏
i=2
(1− |xi|) if x ∈ Ω, x1 > 1,
u2 = . . . = ud = 0,
ρ(x) =
1
xα1
if x ∈ Ω, x1 ≤ 1,
ρ(x) =
1
(2− x1)α if x ∈ Ω, x1 > 1.
We have ρ ∈ Lq(Ω) (thanks to αq < 1) and u ∈ (H10 (Ω))d (thanks to 2α > 1). Since ρu1 does
not depend on x1, if is easy to see (integrating by parts) that (3.7.9) holds for all ϕ ∈ C∞c (Ω).
Taking now ϕ ∈ C∞c (Rd) with, for instance ϕ = 0 outside ]− 1, 1[×]− 12 , 12 [d−1, one has∫
Ω
ρu · ∇ϕdx = −
∫
]− 1
2
, 1
2
[d−1
d∏
i=2
(1− |xi|)ϕ(0, y)dy,
where y = (x2, . . . , xn). It is possible to choose ϕ such that ϕ(0, y) > 0 for all y ∈]− 12 , 12 [d−1.
This gives
∫
0
ρu · ∇ϕdx < 0 and proves that (3.7.1) does not hold for this choice of ϕ (which
belongs to W 1,∞(Ω)).
Lemma 3.7.8 Let ϕ be a convex function from R+ to R+ and (ρn)n∈N be a sequence of
nonnegative functions of L2(Ω) weakly converging in L2(Ω) to ρ. We assume that the sequence
(ϕ(ρn))n∈N is bounded in L2(Ω). Then, ϕ(ρ) ∈ L2(Ω).
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Proof Since ρn ≥ 0 a.e. (for all n ∈ N), one has also ρ ≥ 0 a.e..
Since the sequence (ρn)n∈N weakly converge in L2(Ω) to ρ, there exists a sequence (ρ˜n)n∈N
converging (strongly) in L2(Ω) to ρ and such that ρ˜n is (for all n ∈ N) a convex combination
of {ρk, k ≥ n} (this result is known as the Mazur lemma). Then, for all n ∈ N, there exists
qn ∈ N and αn,0, . . . , αn,qn such that
ρ˜n =
qn∑
i=0
αn,iρn+i,
qn∑
i=0
αn,i = 1 and αn,i ≥ 0 for i = 0, . . . , qn.
Let M = sup{ ||ϕ(ρn)||L2(Ω) }. Using the convexity of ϕ (and the fact that ϕ take its values
in R+) we have, for all n ∈ N,
0 ≤ ϕ(ρ˜n) ≤
qn∑
i=0
αn,iϕ(ρn+i) a.e.,
and then
||ϕ(ρ˜n)||L2(Ω) ≤
qn∑
i=0
αn,i ||ϕ(ρn+i)||L2(Ω) ≤M.
Up to a subsequence, one has ρ˜n → ρ˜ a.e. and then, using the continuity of the function
ϕ, ϕ2(ρ˜n) → ϕ2(ρ) a.e on Ω. Then, using Fatou Lemma, we thus get ϕ(ρ) ∈ L2(Ω) (and
||ϕ(ρ)||L2(Ω) ≤M).
3.8 General lemmas
Lemma 3.8.1 Let (Fn)n∈N ⊂ L1(Ω) be an equi-integrable sequence, and F be a function of
L1(Ω). We assume that :
lim
n→∞
∫
Ω
Fnϕ dx =
∫
Ω
Fϕ dx for all ϕ ∈ C∞c (Ω). (3.8.1)
Then :
lim
n→∞
∫
Ω
Fn dx =
∫
Ω
F dx.
Lemma 3.8.1 is well-known. A proof is given, for instance, in [6]. The following lemma is also
well-known. A simple proof of this result is given in [1].
Lemma 3.8.2 Let q ∈ L2(Ω) such that ∫
Ω
q dx = 0. Then, there exists w ∈ H10(Ω)d such
that div(w) = q a.e. in Ω and ||w||H1(Ω)d ≤ c2 ||q||L2(Ω) where c2 only depends on Ω.
We now give two simple lemmas related to the so-called “M-matrices”. We recall that for a
vector x of Rn, the fact that all the components of x are nonnegative is denoted by x ≥ 0.
Similarly the fact that all the components of x are positive is denoted by x > 0.
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Lemma 3.8.3 Let n ∈ N? and A be a n × n matrix with real entries (these entries are
denoted by ai,j, i, j = 1, . . . , n). We asume that A satisfies the following properties :{
ai,j ≤ 0 for all i, j ∈ {1, . . . , n}, i 6= j,
ai,i +
∑
j 6=i ai,j > 0 for all i ∈ {1, . . . , n}.
then,
x ∈ Rn, A x ≥ 0⇒ x ≥ 0, (3.8.2)
which is equivalent to say that A is invertible and that all the entries of A−1 are nonnegatives.
Futhermore, one also has
x ∈ Rn, A x > 0⇒ x > 0, (3.8.3)
Proof The proof of (3.8.2) is very classical. We can do it, for instance, by contradiction. Let
x ∈ Rn such that Ax ≥ 0. We assume that α = min{xi, i = 1, . . . , n} < 0 (where the xi are
the components of x) and we choose i0 ∈ {1, . . . , n} such that xi0 = α.
Since the i0-component of Ax is nonnegative and since xi0 ≤ xi for all i, one has, thanks
to the properties of A,
xi0(ai0,i0 +
∑
j 6=i0
ai0,j) ≥ 0,
Which gives xi0 ≥ 0, in contradiction with xi0 = α < 0. This proves (3.8.2).
In order to prove (3.8.3). Let e be the vector of Rn whose all components are equal to 1.
let x ∈ Rn such Ax > 0. Then, for ε > 0 small enough, one has A(x− εe) = Ax− εAe ≥ 0.
Thanks to (3.8.2), one deduces x− εe ≥ 0 and this gives x > 0.
The second lemma is a little bit less classical but is a very simple consequence of the first
one.
Lemma 3.8.4 Let n ∈ N? and A be a n × n matrix with real entries (these entries are
denoted by ai,j, i, j = 1, . . . , n). We asume that A satisfies the following properties :{
ai,j ≤ 0 for all i, j ∈ {1, . . . , n}, i 6= j,
ai,i +
∑
j 6=i aj,i > 0 for all i ∈ {1, . . . , n}.
then,
x ∈ Rn, A x ≥ 0⇒ x ≥ 0 (3.8.4)
and
x ∈ Rn, A x > 0⇒ x > 0, (3.8.5)
Proof The matrix At satisfies the properties of lemma 3.8.3. Then At is invertible and
(At)−1 has all its entries nonnegative. This gives that A is also invertible and has all its
entries nonnegative since (At)−1 = (A−1)t. This gives that A satisfies (3.8.4).
The proof of (3.8.5) is the same as the proof of (3.8.3) in lemma 3.8.3.
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Lemma 3.8.5 Let ϕ be a function of class C1 from R?+ to R. Let ψ from R?+ to R such that
sψ′(s) = ϕ′(s) for all s ∈ R?+. Let a, b ∈ R?+, a 6= b. Then, there exists c between a et b such
that
(ψ(b)− ψ(a))b− (ϕ(b)− ϕ(a)) = 1
2
(b− a)2ψ′(c).
Proof One has
(ψ(b)− ψ(a))b− (ϕ(b)− ϕ(a)) = b
∫ b
a
ψ′(s)ds−
∫ b
a
ϕ′(s)ds =
∫ b
a
(b− s)ψ′(s)ds.
But,
min
t∈[a,b]
ψ′(t)
∫ b
a
(b− s)ds ≤
∫ b
a
(b− s)ψ′(s)ds ≤ max
t∈[a,b]
ψ′(t)
∫ b
a
(b− s)ds.
Then, since ψ′ is continuous on [a, b], there exists c ∈ [a, b] such that∫ b
a
(b− s)ψ′(s)ds = ψ′(c)
∫ b
a
(b− s)ds.
Noticing that
∫ b
a
(b− s)ds = 1
2
(b− a)2, we obtain the desired equality.
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Chapitre 4
Approximation par viscosite´ des
e´quations de Stokes compressibles
4.1 Abstract
In this chapter, we consider the continuous stationary compressible Stokes problem with
a general equation of state of the form p = ϕ(ρ) (where p stands for the pressure, ρ for the
density and ϕ is a nondecreasing super-linear function belonging to C1(R?+,R)). We prove
the existence of a solution to this problem by passing to the limit on a regularized problem
which the existence result will be previously demonstrated.
4.2 Introduction
Let Ω be a connected bounded open set of Rd, (d = 2 or 3).
For M > 0, f ∈ L2(Ω)d, g ∈ L∞(Ω)d and ϕ ∈ C(R,R) a convex nondecreasing function
such that :
ϕ(0) = 0, ϕ is C1 on R?+
and
∀a ∈ R, ∃b > 0 such that : ϕ(s) ≥ as− b, ∀s ∈ R+. (4.2.1)
We consider the following problem :
−∆u+∇p = f + ρg in Ω, u = 0 on ∂Ω, (4.2.2a)
div(ρu) = 0 in Ω, ρ ≥ 0 in Ω,
∫
Ω
ρ(x) dx = M, (4.2.2b)
p = ϕ(ρ) in Ω. (4.2.2c)
Remark 4.2.1 – the condition (4.2.1) is equivalent to the following one :
lim inf
s→+∞
ϕ(s)/s = +∞
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– The fact that ϕ(0) = 0, is not a restriction since p can be replaced by (p−ϕ(0)) in the
momemtum equation, and the EOS can be written as p− ϕ(0) = ϕ(ρ)− ϕ(0).
– The convexity of the function ϕ and (4.2.1) can be replaced by the following condition :
∃a, a˜, b, b˜ > 0 and γ > 1 such that :
∀s ∈ R+, asγ − b ≤ ϕ(s) ≤ a˜s2γ−1 + b˜. (4.2.3)
Definition 4.2.2 Let f ∈ L2(Ω)d, g ∈ L∞(Ω)d and M > 0. A weak solution of Problem
(4.2.2) is a function (u, p, ρ) ∈ H10(Ω)d × L2(Ω)× L2(Ω) satisfying :∫
Ω
∇u :∇v dx−
∫
Ω
p div(v) dx =
∫
Ω
f · v dx+
∫
Ω
ρg · v dx, ∀v ∈ H10(Ω)d, (4.2.4a)∫
Ω
ρu ·∇ψ dx = 0 for all ψ ∈ W 1,∞(Ω), (4.2.4b)
ρ ≥ 0 a.e. in Ω,
∫
Ω
ρ dx = M, p = ϕ(ρ) a.e. in Ω. (4.2.4c)
The objective of this paper is to prove that problem (4.2.4) admits a solution
by passing to the limit on the following regularized problem as m, k, n tend to +∞,
∫
Ω
∇u :∇v dx−
∫
Ω
p div(v) dx =
∫
Ω
f · v dx+
∫
Ω
Tk(ρ)g · v dx, ∀v ∈ H10(Ω)d, (4.2.5a)∫
Ω
ρu ·∇ψ dx− 1
n
∫
Ω
∇ρ(x) ·∇ψ(x)dx = 0 for all ψ ∈ W 1,∞(Ω), (4.2.5b)
ρ ≥ 0 a.e. in Ω,
∫
Ω
ρ dx = M, p = ϕm(ρ) a.e. in Ω. (4.2.5c)
with Tk(s) = min(k, s) and ϕm(s) = min(m,ϕ(s)) if s > 0
and Tk(s) = ϕm(s) = 0 if s ≤ 0.
To prove that (4.2.5) admits a solution, we first treat, in Section 2, the convection-diffusion
problem where we prove the existence and uniqueness result with some useful properties.We
then give in Section 3, the existence result of (4.2.5) and present the passage to the limit on
this problem which consists the proof of the main result of this paper. Finally, in section A,
we recall and prove some results that we use in the previous sections.
4.3 Convection-diffusion problem
We consider here the following equation
−∆ρ+ div(ρu) = 0 in Ω, (4.3.1)
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with the natural boundary condition which reads, if Ω, u and ρ are regular enough, −∇ρ ·
n+ ρu · n = 0 (where n is the exterior normal vector to the boundary of Ω).
Under the hypothesis u ∈ Lp(Ω)d for some p > d, the weak formulation of this problem
is
ρ ∈ H1(Ω),∫
Ω
∇ρ(x) ·∇ϕ(x)dx−
∫
Ω
ρ(x)u(x) ·∇ϕ(x)dx = 0 for all ϕ ∈ H1(Ω). (4.3.2)
We give in Theorem 4.3.1 an existence and uniqueness result along with some useful
properties.
Theorem 4.3.1 Let Ω be a connected bounded open set of Rd (d = 2 or 3) with a Lipschitz
continuous boundary. Let p > d, u ∈ Lp(Ω)d and M ≥ 0. Then, there exist a unique weak
solution to problem (4.3.2) satisfying the additional condition
∫
Ω
ρ(x)dx = M . Furthermore
one has the two following properties :
1. ρ > 0 a.e. on Ω if M > 0 and ρ = 0 a.e. on Ω if M = 0.
2. For any A > 0, there exists C only depending on A, M , p, and Ω such that, if ρ is the
solution of (4.3.2) with
∫
Ω
ρ(x)dx = M , one has
||u||Lp(Ω) ≤ A⇒ ||ρ||H1(Ω) ≤ C.
Remark 4.3.2 It is possible to replace in (4.3.1) the right hand side (which is 0) by a
function f in L2(Ω) (or by T in the dual space of H1(Ω)) provided that
∫
Ω
f(x)dx = 0 (or
〈T, 1〉H1(Ω)′,H1(Ω) = 0). In this case, an existence and uniqueness result of a weak solution to
(4.3.1) with the additional condition
∫
Ω
ρ(x)dx = M is also true.
Proof of Theorem 4.3.1
The proof is divided in 3 steps.
Step 1 proves a a priori positivity. Namely, if ρ satisfy (4.3.2) with
∫
Ω
ρ(x)dx = M ,
then ρ > 0 a.e. in Ω if M > 0 and ρ = 0 a.e. in Ω if M = 0. This result gives, in particular,
the uniqueness of the solution (but not the existence) of (4.3.2) with
∫
Ω
ρ(x)dx = M .
Step 2 gives a a priori estimate on the solutions of (4.3.2) with
∫
Ω
ρ(x)dx = M . Indeed,
it gives the second property of Theorem 4.3.1 (but not yet the existence result).
Step 3 gives the desired existence result, using the Leray-Schauder topological degree.
Actually, this existence result can also be viewed as a consequence of the Fredholm alterna-
tive.
Step 1, a priori positivity and uniqueness
Let ρ be a solution of (4.3.2) with
∫
Ω
ρ(x)dx = M . In order to prove that ρ > 0 a.e. if
M > 0, we argue by contradiction. We set ω = {ρ ≤ 0} and we assume that λd(ω) > 0
(where λd is the Lebesgue measure on Rd).
For n ∈ N? we define Tn from R to R by Tn(s) = min{ 1n ,max{s, 0}}. It is well known
that the function Tn(ρ) belongs to H
1(Ω) and that
∇Tn(ρ) = 10<ρ< 1
n
∇ρ a.e. in Ω.
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Then, taking ϕ = Tn(ρ) in (4.3.2) leads to∫
Ω
|∇Tn(ρ)|2dx =
∫
Ω
ρu ·∇Tn(ρ)dx ≤ an
n
(∫
Ω
|∇Tn(ρ)|2dx
) 1
2
,
with
an =
(∫
0<ρ< 1
n
|u|2dx
) 1
2
.
Since u ∈ L2(Ω)d and limn→∞ λd{0 < ρ < 1n} = 0, one has limn→∞ an = 0. Using the fact
that ||v||L1(Ω) ≤ ||v||L2(Ω) λd(Ω)1/2, we have
|| |∇Tn(ρ)| ||L1(Ω) ≤ || |∇Tn(ρ)| ||L2(Ω) λd(Ω)1/2 ≤ an
n
λd(Ω)
1/2.
We now remark that Tn(ρ) = 0 a.e. on ω. Since λd(ω) > 0, Lemma 4.4.12 (which uses the
connexity of Ω )gives the existence of C, only depending on Ω and ω such that
||Tn(ρ)||L1(Ω) ≤ C || |∇Tn(ρ)| ||L1(Ω) .
Since
||Tn(ρ)||L1(Ω) ≥ 1
n
λd({ρ ≥ 1
n
}),
we then have
λd({ρ ≥ 1
n
}) ≤ Canλd(Ω)1/2.
Passing to the limit as n→∞ leads to λd({ρ > 0}) = 0, that is ρ ≤ 0 a.e..
If M > 0, it is impossible since
∫
Ω
ρdx = M > 0. Then, we conclude that that λd(ω) = 0,
which gives ρ > 0 a.e. in Ω.
If M = 0, one has
∫
Ω
ρdx = M = 0 and then from ρ ≤ 0 a.e. we conlude that ρ = 0 a.e.
in Ω.
It is now easy to prove the uniqueness of the solution of (4.3.2) with
∫
Ω
ρdx = M . Let ρ1
and ρ2 be two solutions of (4.3.2) with
∫
Ω
ρ1dx =
∫
Ω
ρ2dx = M . We set ρ = ρ1− ρ2. Then, ρ
is a solution of (4.3.2) with
∫
Ω
ρdx = 0. This gives ρ = 0 a.e., which is the desired uniqueness
result.
Actually, it is interesting to notice that the present step consists to prove that any solution
of (4.3.2) has a constant sign.
Step 2, a priori estimate
Let A > 0 and assume that ||u||Lp(Ω) ≤ A and 0 ≤M ≤ A. Let ρ be a solution of (4.3.2)
with
∫
Ω
ρdx = M .
Taking ϕ = ρ in (4.3.2) and using Ho¨lder Inequality with q = 2p/(p − 2) (which gives
1
p
+ 1
q
= 1
2
) leads to
|| |∇ρ| ||L2(Ω) 2 =
∫
Ω
|∇ρ|2dx ≤ |||u|||Lp(Ω) ||ρ||Lq(Ω) || |∇ρ| ||L2(Ω) . (4.3.3)
We Choose q¯ such that q < q¯ < +∞ if d = 2 and q¯ = 6 if d = 3 (which gives q < q¯). By
Sobolev Inequality, there exists Cs > 0 only depending on Ω such that
||ρ||Lq¯(Ω) ≤ Cs ||ρ||H1(Ω) .
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By Ho¨lder Inequality, we also have, with θ = q¯−q
q(q¯−1) ∈ (0, 1) (which only depends on p and
d),
||ρ||Lq(Ω) ≤ ||ρ||L1(Ω) θ ||ρ||Lq¯(Ω) 1−θ.
This gives, since ||ρ||L1(Ω) =
∫
Ω
ρdx = M ,
||ρ||Lq(Ω) ≤M θC1−θs ||ρ||H1(Ω) 1−θ,
and, with (4.3.3),
|| |∇ρ| ||L2(Ω) ≤ AM θC1−θs ||ρ||H1(Ω) 1−θ. (4.3.4)
We now use the Poincare´-Wirtinger Inequality. It gives the existence of Cp > 0 only depen-
ding on Ω such that
||ρ−Mλd(Ω)−1||L2(Ω) ≤ Cp || |∇ρ |||L2(Ω)
(the connexity of Ω is used once again here). Then we have
||ρ||L2(Ω) ≤ ||ρ−Mλd(Ω)−1||L2(Ω) +Mλd(Ω)− 12 ≤ Cp || |∇ρ| ||L2(Ω) + Aλd(Ω)− 12 .
This gives
||ρ||H1(Ω) ≤ 2(Cp + 1) || |∇ρ| ||L2(Ω) + 2Aλd(Ω)− 12 . (4.3.5)
Finally, with (4.3.4) and (4.3.5), we obtain the existence of C1 and C2 only depending on A,
M , p and Ω such that
||ρ||H1(Ω) ≤ C1 ||ρ||H1(Ω) 1−θ + C2.
Since θ > 0, this gives the existence of C only depending on A, M , p and Ω such that
||ρ||H1(Ω) ≤ C and concludes this step.
Step 3, existence
For u and M given, we have to prove the existence of a solution to (4.3.2) with
∫
Ω
ρdx =
M .
Let t ∈ [0, 1] and q = 2p/(p − 2). We now define a continuous and compact application
from [0, 1]×Lq(Ω) in Lq(Ω). For t ∈ [0, 1] and ρ¯ ∈ Lq(Ω), since uρ¯ ∈ L2(Ω), it is well known
that there exists a unique weak solution of the following problem (which is the classical
Neumann problem) :
ρ ∈ H1(Ω),
∫
Ω
ρdx = 0,∫
Ω
∇ρ ·∇ϕdx =
∫
Ω
ρ¯u ·∇ϕdx for all ϕ ∈ H1(Ω).
(4.3.6)
This solution continuously depends in H1(Ω) on ρ¯ in Lq(Ω)d.
We define
F (t, ρ¯) = t(ρ+
M
λd(Ω)
)
so that
∫
Ω
F (t, ρ)dx = tM . Then, if ρ = F (1, ρ), the function ρ is a solution of (4.3.2) with∫
Ω
ρdx = M . We prove below the existence of such a function ρ using the invariance by
homotopy of the Leray-Schauder topological degree.
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Thanks to the Sobolev Embedding Theorem, the space H1(Ω) is continuously embedded
in Lq(Ω) (since q < 2d/(d− 2)). Then F is continuous from [0, 1]× Lq(Ω) to Lq(Ω).
Furthermore, since H1(Ω) is compactly embedded in Lq(Ω) (once again since q < 2d/(d−
2)), the function F is compact from [0, 1]× Lq(Ω) to Lq(Ω).
Now, we remark that
(t ∈ [0, 1], ρ ∈ Lq(Ω), ρ = F (t, ρ))⇒ ρ is solution of problem (4.3.2) with
∫
Ω
ρ = tM
A quick look on step 2 gives an H1 estimate on ρ, namley,
(t ∈ [0, 1], ρ ∈ Lq(Ω), ρ = F (t, ρ))⇒ ∃C > 0 such that ||ρ||H1(Ω) ≤ C.
Then, there exists R > 0 such that
(t ∈ [0, 1], ρ ∈ Lq(Ω), ρ = F (t, ρ))⇒ ||ρ||Lq(Ω) < R.
Let BR be the ball of radius R and center 0 in L
q(Ω). The topological degree of Id− F (t, ·)
(where Id is the application ρ 7→ ρ) on BR associated to point 0 is well defined and is
independant of t ∈ [0, 1]. This gives d(Id−F (1, ·), BR, 0) = d(Id−F (0, ·), BR, 0). But, since
F (0, ·) = 0, we have d(Id− F (0, ·), BR, 0) = 1. Then d(Id− F (1, ·), BR, 0) = 1. This proves
the existence of ρ ∈ BR such that ρ = F (1, ρ) and concludes the proof of the Theorem 4.3.1.
4.4 The regularized problem
4.4.1 Existence of a solution
We prove in this section the existence of a weak solution to problem(4.2.5).
We will apply the Brouwer Fixed Point Theorem to a convenient application T : L2(Ω)→
L2(Ω).
Let ρ˜ ∈ L2(Ω) and p defined by p = ϕm(ρ˜).
Knowing p and ρ˜, we have the existence of u solution of the following problem :
u ∈ H10(Ω)d,∫
Ω
∇u :∇v dx =
∫
Ω
p div(v) dx+
∫
Ω
f · v dx+
∫
Ω
Tk(ρ˜)g · v dx for all v ∈ H10(Ω)d.
(4.4.1)
which the proof is classical by Lax-Milgram lemma.
Knowing u, we now define ρ as the solution of the following problem :
ρ ∈ H1(Ω),∫
Ω
∇ρ(x) ·∇ϕ(x)dx−
∫
Ω
ρ(x)u(x) ·∇ϕ(x)dx = 0 for all ϕ ∈ H1(Ω). (4.4.2)
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which the existence proof is given in section 4.3.
We now complete the definition of the application T as follows :
T : L2(Ω)→ L2(Ω)
ρ˜→ ρ
T satisfies the following properties :
•T is continuous :
Let (ρ˜n)n∈N a sequence in L2(Ω) and ρn = T (ρ˜n).We suppose that ρ˜n converges to ρ˜ in
L2(Ω) and will prove that ρn = T (ρ˜n)→ T (ρ˜) in L2(Ω) as n→ +∞.
We first have, up to a subsequence, pn = ϕm(ρ˜n)→ ϕm(ρ˜) a.e in Ω (since ϕm is continuous
) and now, let un the solution of equation (4.4.1) with pn and ρ˜n in the right hand side, we
thus have ∃C1 only depending on m, k, f and g such that :
‖un‖H10 (Ω)d ≤ C1 (4.4.3)
and then, ∃u ∈ H10 (Ω)d such that (up to a subsequence)
un → u in L2(Ω) and weakly in H10 (Ω)d.
Furthermore Sobolev embedding gives te existence of C2 only depending on Ω,m, k, f , g
and p for p ∈ [1,+∞) if d = 2 and p = 6 for d = 3, such that
‖un‖Lp(Ω)d ≤ C2 (4.4.4)
Let now ρn the solution of the following problem
ρn ∈ H1(Ω),
∫
Ω
ρn = M∫
Ω
∇ρn(x) ·∇ϕ(x)dx−
∫
Ω
ρn(x)un(x) ·∇ϕ(x)dx = 0 for all ϕ ∈ H1(Ω).
(4.4.5)
We thus get, using theorem 4.3.1 and inequality (4.4.4) ∃C only depending on m, k, f , g
and M such that
‖ρn‖H1(Ω) ≤ C
and then, ∃ ρ ∈ H1(Ω) such that ρn → ρ in L2(Ω) and weakly in H1(Ω).
It remains now to prove that the limit ρ is the solution of (4.4.2). To do that, we pass to
the limit on the following problem, as n→ +∞,
∫
Ω
ρn = M,∫
Ω
∇ρn(x) ·∇ϕ(x)dx−
∫
Ω
ρn(x)un(x) ·∇ϕ(x)dx = 0 for all ϕ ∈ W 1,∞(Ω).
(4.4.6)
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we thus get∫
Ω
ρ = M,∫
Ω
∇ρ(x) ·∇ϕ(x)dx−
∫
Ω
ρ(x)u(x) ·∇ϕ(x)dx = 0 for all ϕ ∈ W 1,∞(Ω).
(4.4.7)
We have thus proven that, up to a subsequence, ρn = T (ρ˜n) → T (ρ˜) in L2(Ω).By a
classical proof by contradiction, we can prove that this convergence is also true without
extraction of a subsequence which concludes the proof.
•Im(T ) ⊂ BR = {ρ ∈ H1(Ω) such that ‖ρ‖H1 ≤ R}
Indeed, taking v = u in equation (4.4.1) yields :
‖u‖H1 ≤ C(Ω,f , g,m, k)
and then, by Sobolev embedding we get for some p > d, ∃C(Ω,f , g,m, k, p) such that
‖un‖Lp(Ω)d ≤ C
and then using theorem 4.3.1, we get :
∃R > 0 such that ‖ρ‖H1 ≤ R. (4.4.8)
By Rellich Theorem and (4.4.8) we have that Im(T ) is relatively compact in L2(Ω).
And then applying the Brouwer Fixed Point Theorem, we get :
∃ρ ∈ BR such that : T (ρ) = ρ
Finally we thus obtain : ∃(u, p, ρ) ∈ H10 (Ω)d × L2(Ω) × H1(Ω) a solution of problem
(4.2.5).
4.4.2 Passage to the limit on the regularized problem
• Fixing k, n and tending m to +∞
We first prove the following result
Lemma 4.4.1 Let n ∈ N?,M > 0, u ∈ H10(Ω)d and ρ ∈ H1(Ω) a solution of the following
problem :
∫
Ω
ρ(x)u(x) ·∇ψ(x)dx− 1
n
∫
Ω
∇ρ(x) ·∇ψ(x)dx = 0 for all ψ ∈ H1(Ω),∫
Ω
ρ(x) dx = M.
(4.4.9)
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Then, ρ > 0 and for Φ ∈ C0(R+,R) nondecreasing such that Φ(0) = 0 and Φ(ρ) ∈ L2(Ω),∫
Ω
Φ(ρ)div(u) dx ≤ 0 (4.4.10)
Proof The positivity of the solution ρ of (4.4.9) results from theorem 4.3.1 .
We now give the proof of (4.4.10) which is composed of the following steps
Step 1 Let α, η, a ∈ R∗+, we suppose in this case that Φ satisfies the following properties :
Φ ∈ C1(R), nondecreasing
Φ = 0 on ]−∞, η]
Φ = α on ]a,+∞[
Let Ψ defined by Ψ(s) =
∫ s
0
Φ′(t)
t
dt .
Taking ψ = Ψ ◦ ρ ∈ H1(Ω) in equation (4.4.9)∫
Ω
ρu ·∇ψ dx− 1
n
∫
Ω
∇ρ(x) ·∇ψ(x)dx = 0
we thus obtain : ∫
Ω
u · Φ′(ρ)∇ρ dx− 1
n
∫
Ω
|∇ρ|2 Φ
′(ρ)
ρ
dx = 0
Using the fact that the function Φ is nondecreasing and ρ > 0, we get :∫
Ω
uΦ′(ρ)∇ρ dx ≥ 0
and then since u ∈ H10 (Ω)d, ∫
Ω
Φ(ρ)div(u) dx ≤ 0
Step 2 In this step we take Φ satisfying
Φ ∈ C0(R), nondecreasing
Φ = 0 on ]−∞, η]
Φ = α on [a,+∞[
Let (αm)m∈N? ∈ C∞c (R) a sequence of mollifiers, that is :
αm ≥ 0 and
∫
R
αm = 1
and Φm = Φ ∗ αm, we then get by step1
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∫
Ω
Φm(ρ)div(u) dx ≤ 0
and then using the fact that
Φm → Φ a.e inR
and
‖Φm‖L∞ ≤ ‖Φ‖L∞‖αm‖L1 = ‖Φ‖L∞
we thus get applying the Dominated Convergence Theorem∫
Ω
Φ(ρ)div(u) dx ≤ 0
Step 3 In this step we take Φ satisfying
Φ ∈ C0(R), nondecreasing
Φ = 0 on ]−∞, 0]
Φ = α on [a,+∞[
Let η > 0 and Φη defined by Φη(x) = Φ(x− η) so that Φη = 0 on ]−∞, η]
and then by step2 we get ∫
Ω
Φη(ρ)div(u) dx ≤ 0
Finally, applying the Dominated Convergence Theorem, we get as η → +∞∫
Ω
Φ(ρ)div(u) dx ≤ 0 (4.4.11)
Step 4 In this step we take Φ satisfying
Φ ∈ C0(R), nondecreasing
Φ(0) = 0
Φ(ρ) ∈ L2(Ω)
Let n ∈ N∗ we define Φn by Φn(x) = min(n,Φ(x+)) where x+ = max(0, x)
Then, by step3 we have ∫
Ω
Φn(ρ)div(u) dx ≤ 0
And since ρ > 0 and Φ(ρ) ∈ L2(Ω), applying the Dominated Convergence Theorem we
pass to the limit as n→ +∞, and we get∫
Ω
Φ(ρ)div(u) dx ≤ 0.
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Remark 4.4.2 In this step the solution (u, p, ρ) of problem(4.2.5) depends on k, n and m,
for simplicity we denote it (um, pm, ρm) (since k, n are fixed).
Proposition 4.4.3 Let (um, pm, ρm) ∈ H10(Ω)d × L2(Ω)×H1(Ω) a solution of (4.2.5), then
there exists C only depending on k, n and the data of the problem Ω, f , g, M such that :
‖um‖H1(Ω)d, ‖ρm‖H1(Ω) and ‖pm‖L2(Ω) ≤ C (4.4.12)
And then, up to a subsequence, as m→ +∞ we have :
1. (um)mconverges to uk,n in L
2(Ω) and weakly inH10 (Ω)
d,
2. (ρm)mconverges to ρk,n in L
2(Ω) and weakly inH1(Ω),
3. (pm)m weakly converges to pk,n in L
2(Ω).
Proof Let (um, pm, ρm) be a solution of (4.2.5) .Taking um as test function in (4.2.5a) yields :
‖um‖2H1(Ω)d −
∫
Ω
pm div(um) dx =
∫
Ω
f · um dx+
∫
Ω
Tk(ρm)g · um dx.
⇒ ‖um‖2H1(Ω)d −
∫
Ω
ϕm(ρ) div(um) dx =
∫
Ω
f · um dx+
∫
Ω
Tk(ρm)g · um dx.
By lemma 4.4.1, we get
‖um‖2H1(Ω)d ≤
∫
Ω
f · um dx+
∫
Ω
Tk(ρm)g · um dx.
Poincare´ and Ho¨lder inequalities, yield the existence of C only depending on Ω,f , g and
k such that
‖um‖H1(Ω)d ≤ C. (4.4.13)
Using (4.4.13) and theorem(4.3.1) we get :∃C depending on Ω,f , g, k and n such that :
‖ρm‖H1(Ω) ≤ C
In order to obtain a bound for pm in L
2(Ω), we now choose v given by Lemma 3.8.2
with q = pm −m(pm), where m(pm) is the mean value of pm. Taking v in (4.4.2) and using∫
Ω
div(v) dx = 0 gives :∫
Ω
(
pm −m(pm)
)2
dx =
∫
Ω
(f · v + Tk(ρm)g · v −∇um :∇v) dx.
Since ||v||H1(Ω)d ≤ c2 ||pm−m(pm)||L2(Ω) and ||um||H1(Ω)d ≤ C, the preceding inequality leads
to an estimate on ||pm−m(pm)||L2(Ω) , i.e. the existence of c3, only depending on Ω, f , g and
k , such that ||pn −m(pn)||L2(Ω) ≤ c3. We now use the fact that
∫
Ω
ρm dx = M to deduce
an estimate on ‖pm‖L2(Ω).
We first modify a little bit the function ϕ (which is only nondecreasing) in order to
obtain a function ϕ¯ continuous and one-to-one from R+ onto R+.To construct ϕ¯, we take a
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continuous increasing function χ : R+ → R+ such that χ(s)→ +∞ as s→ +∞ and we set
ϕ¯ = (ϕ+ χ)−1, we thus get∫
Ω
ϕ¯(pm) dx =
∫
Ω
ϕ¯(ϕm(ρm)) dx ≤
∫
Ω
ϕ¯((ϕ+ χ)(ρm)) dx =
∫
Ω
ρm dx = M.
and then, using Lemma 4.4.13 , there exists C, only depending on the Ω, f , g, k and M ,
such that :
||pm||L2(Ω) ≤ C. (4.4.14)
The convergence (up to the extraction of a subsequence) of the sequence (um, pm, ρm)
is a consequence of the uniform (with respect to m) estimates (4.4.12).This concludes the
proof.
Proposition 4.4.4 Let (uk,n, pk,n, ρk,n) be the limit of (um, pm, ρm) in the sense of
proposition(4.4.3) ,then
(uk,n, pk,n, ρk,n) ∈ H10(Ω)d × L2(Ω)×H1(Ω) is a solution of the following problem :
∫
Ω
∇u :∇v dx−
∫
Ω
p div(v) dx =
∫
Ω
f · v dx+
∫
Ω
Tk(ρ)g · v dx, ∀v ∈ H10(Ω)d,
(4.4.15a)∫
Ω
ρu ·∇ψ dx− 1
n
∫
Ω
∇ρ(x) ·∇ψ(x)dx = 0 for all ψ ∈ H1(Ω), (4.4.15b)
ρ ≥ 0 a.e. in Ω,
∫
Ω
ρ dx = M, p = ϕ(ρ) a.e. in Ω. (4.4.15c)
Proof The passage to the limit on the two first equations is quite classical (using
proposition4.4.3). We just prove that the equation of state is satisfied, we have
ρm → ρk,n strongly in L2(Ω) and then (up to a subsequence) a.e in Ω which yields
pm = ϕm(ρm)→ ϕ(ρk,n) a.e in Ω (since ϕ is continuous) (4.4.16)
On the other hand we have pm → pk,n weakly in L2(Ω)
owing to(4.4.16) we have : pm → pk,n strongly in Lq(Ω), q < 2,
we thus get : pk,n = ϕ(ρk,n) a.e in Ω.
• Fixing n and tending k to +∞
Proposition 4.4.5 For n fixed, let (uk,n, pk,n, ρk,n) ∈ H10(Ω)d×L2(Ω)×H1(Ω) a solution of
the following problem :
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∫
Ω
∇u :∇v dx−
∫
Ω
p div(v) dx =
∫
Ω
f · v dx+
∫
Ω
Tk(ρ)g · v dx∀v ∈ H10(Ω)d, (4.4.17a)∫
Ω
ρu ·∇ψ dx− 1
n
∫
Ω
∇ρ(x) ·∇ψ(x)dx = 0 for all ψ ∈ H1(Ω), (4.4.17b)
ρ ≥ 0 a.e. in Ω,
∫
Ω
ρ dx = M, p = ϕ(ρ) a.e. in Ω. (4.4.17c)
Then there exists C only depending on n and the data of the problem Ω, f , g, M such
that :
‖uk,n‖H1(Ω)d, ‖ρk,n‖H1(Ω), ‖pk,n‖L2(Ω) ≤ C (4.4.18)
And then up to a subsequence, as k → +∞ we have :
1. (uk,n)nconverges to un in L
2(Ω) and weakly inH10 (Ω)
d,
2. (ρk,n)nconverges to ρn in L
2(Ω) and weakly inH1(Ω),
3. (pk,n)n weakly converges to pn in L
2(Ω).
Proof
For the estimates on uk,n and pk,n we will follow the same steps given in [10] and the
H1-estimate on ρk,n follows from theorem(4.3.1).
Let (uk,n, pk,n, ρk,n) be a solution of (4.4.17) .Taking uk,n as test function in (4.4.17a)
yields :
‖uk,n‖2H10 (Ω)d −
∫
Ω
pk,n div(uk,n) dx =
∫
Ω
f · uk,n dx+
∫
Ω
Tk(ρk,n)g · u dx. (4.4.19)
Using Lemma 4.4.1, Poincare´ and Ho¨lder Inequalities, one obtains the existence of C1
only depending on Ω, f , g such that
‖uk,n‖H10 (Ω)d ≤ C1(1 + ‖ρk,n‖L2(Ω)). (4.4.20)
Since pk,n = ϕ(ρk,n), using (4.2.1), for all ε > 0 there exists Cε (only depending on ε, ϕ
and Ω) such that :
‖ρk,n‖L2(Ω) ≤ Cε + ε‖pk,n‖L2(Ω). (4.4.21)
Then, with (4.4.19), for all ε > 0, there exists C¯ε, only depending on Ω,f , g, ϕ and ε
such that
‖uk,n‖H10 (Ω)d ≤ C¯ε + ε‖pk,n‖L2(Ω). (4.4.22)
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We now use Lemma 3.8.2 .There exists wk,n ∈ H10 (Ω)d such that div(wk,n) = pk,n−m(pk,n)
a.e. in Ω and ‖wk,n‖H1(Ω)d ≤ c2 ‖p−m(p)‖L2(Ω) where c2 only depends on Ω. Taking v = wk,n
as test function in (4.4.17a) yields :∫
Ω
pk,n div(v) dx =
∫
Ω
∇uk,n :∇v dx−
∫
Ω
f · v dx−
∫
Ω
Tk(ρk,n)g · v dx
Since
∫
Ω
div(v) dx = 0, this gives also∫
Ω
[pk,n −m(pk,n)] div(v) dx =
∫
Ω
∇uk,n :∇v dx−
∫
Ω
f · v dx−
∫
Ω
Tk(ρk,n)g · v dx
and then∫
Ω
[pk,n −m(pk,n)]2 dx =
∫
Ω
∇uk,n :∇v dx−
∫
Ω
f · v dx−
∫
Ω
Tk(ρk,n)g · v dx
Using lemma 3.8.2 and the inequalities (4.4.22) and (4.4.21) we get for all ε > 0, the
existence of Dε, only depending on Ω, f , g , ϕ and ε such that
‖pk,n −m(pk,n)‖L2(Ω) ≤ Dε + ε‖pk,n‖L2(Ω).
In order to obtain an estimate on ‖pk,n‖L2 , we now use the fact that
∫
Ω
ρk,n dx = M
and pk,n = ϕ(ρk,n). As in the proof of proposition 4.4.3, we can prove that there exists a
continuous and one-to-one function ϕ¯ from R+ onto R+ and C > 0 only depending on M
and Ω such that ∫
Ω
ϕ¯(pk,n) dx ≤ C
with ϕ¯ and p satisfying the conditions of lemma 4.4.13, we thus get the existence of C¯, only
depending on Ω, f , g, ϕ and M such that
‖pk,n‖L2(Ω) ≤ C¯ (4.4.23)
Using (4.4.23) in (4.4.22) we thus get the estimate on ‖uk,n‖H1(Ω)d . Finally, thanks to theorem
4.3.1, the estimate on ‖ρk,n‖H1 follows.
The convergence of the sequence (uk,n, pk,n, ρk,n) is a consequence of the uniform (with
respect to k) estimates (4.4.18).This concludes the proof.
Proposition 4.4.6 Let (un, pn, ρn) ∈ H10(Ω)d×L2(Ω)×H1(Ω) be the limit of (uk,n, pk,n, ρk,n)
in the sense of proposition(4.4.5) ,then
(un, pn, ρn) is a solution of the following problem :∫
Ω
∇u :∇v dx−
∫
Ω
p div(v) dx =
∫
Ω
f · v dx+
∫
Ω
ρg · v dx, ∀v ∈ H10(Ω)d, (4.4.24a)∫
Ω
ρu ·∇ψ dx− 1
n
∫
Ω
∇ρ(x) ·∇ψ(x)dx = 0 for all ψ ∈ H1(Ω), (4.4.24b)
ρ ≥ 0 a.e. in Ω,
∫
Ω
ρ dx = M, p = ϕ(ρ) a.e. in Ω. (4.4.24c)
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Proof We can easily pass to the limit in the two first equations (using proposition4.4.5),
we just give some details for the following terms
For the term
∫
Ω
Tk(ρk,n)g · v , we use the fact that
ρk,n strongly converges to ρn and ‖ρk,n‖L2(Ω) ≤ C (C independent of k)
we thus get using the Dominated Convergence Theorem∫
Ω
Tk(ρk,n)g · v →
∫
Ω
ρn g · v as k → +∞
And for the same arguments we can pass to the limit on the equation of state we thus
get
pk,n = ϕ(ρk,n)→ ϕ(ρn), a.e in Ω (ϕ continuous )
and since
pk,n → pn weakly in L2(Ω) and then strongly in Lq(Ω), q < 2
we get by uniqueness of the limit
pn = ϕ(ρn) a.e in Ω.
which concludes the proof.
• Tending n to +∞
Proposition 4.4.7 Let (un, pn, ρn) ∈ H10(Ω)d × L2(Ω) × H1(Ω) a solution of the following
problem :
∫
Ω
∇u :∇v dx−
∫
Ω
p div(v) dx =
∫
Ω
f · v dx+
∫
Ω
ρ g · v dx, ∀v ∈ H10(Ω)d, (4.4.25a)∫
Ω
ρu ·∇ψ dx− 1
n
∫
Ω
∇ρ(x) ·∇ψ(x)dx = 0 for all ψ ∈ H1(Ω), (4.4.25b)
ρ ≥ 0 a.e. in Ω,
∫
Ω
ρ dx = M, p = ϕ(ρ) a.e. in Ω. (4.4.25c)
Then there exists C only depending on the data of the problem Ω, f , g, M such that :
‖un‖H1(Ω)d, ‖ρn‖L2(Ω), ‖pn‖L2(Ω) ≤ C (4.4.26)
and then up to a subsequence, as n→ +∞ we have :
1. (un)nconverges to u in L
2(Ω) and weakly inH10 (Ω)
d,
2. (ρn)nweakly converges to ρ in L
2(Ω),
3. (pn)n weakly converges to p in L
2(Ω).
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Proof For the estimates on ‖un‖H1(Ω)d and ‖pn‖L2(Ω) the proof is the same to that given in
proposition 4.4.5. It remains to get the estimate on ‖ρn‖L2 which comes from the estimate
on ‖pn‖L2 using pn = ϕ(ρn) and (4.2.1).
The convergence of the sequence (un, pn, ρn) is a consequence of the uniform (with respect
to n) estimates (4.4.26).This concludes the proof.
Theorem 4.4.8 The limit (u, p, ρ) ∈ H10(Ω)d× L2(Ω)×L2(Ω) is a solution of the following
problem :
∫
Ω
∇u :∇v dx−
∫
Ω
p div(v) dx =
∫
Ω
f · v dx+
∫
Ω
ρg · v dx for all v ∈ H10(Ω)d,
(4.4.27a)∫
Ω
ρu ·∇ψ dx = 0 for all ψ ∈ W 1,∞(Ω), (4.4.27b)
ρ ≥ 0 a.e. in Ω,
∫
Ω
ρ dx = M, p = ϕ(ρ) a.e. in Ω. (4.4.27c)
Proof
This result is obtained by passing to the limit on problem(4.4.25) as n→ +∞.
Using the estimates, we can easily pass to the limit in the first equation .
For the second equation, we have :
?
∫
Ω
ρnun ·∇ψ dx→
∫
Ω
ρu ·∇ψ dx( proposition 4.4.7 ).
The second term yields
1
n
∫
Ω
∇ρn∇ψ dx ≤ Cψ 1
n
(
∫
Ω
|∇ρn|2
ρn
dx)
1
2 (
∫
Ω
ρn dx)
1
2
≤ Cψ,M 1
n
(
∫
Ω
|∇ρn|2
ρn
dx)
1
2
and then
1
n
∫
Ω
∇ρn∇ψ dx ≤ Cψ,M 1
n
(
∫
Ω
|∇ρn|2
ρn
dx)
1
2 (4.4.28)
On the other hand, let j > 0 taking ψ = ln(ρn +
1
j
) ∈ H1(Ω) in equation(4.4.25b), we
get : ∫
Ω
ρnun
∇ρn
ρn +
1
j
dx− 1
n
∫
Ω
|∇ρn|2
ρn +
1
j
dx = 0
Using the Dominated Convergence and the Monotone Convergence Theorems, we pass to
the limit as j → +∞, we thus get∫
Ω
ρndivun dx− 1
n
∫
Ω
|∇ρn|2/ρn dx = 0
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which yields using proposition(4.4.7) :
1
n
∫
Ω
|∇ρn|2/ρn dx ≤ C, (C independent of n)
.
Using this estimate in (4.4.28), we thus get :
1
n
∫
Ω
∇ρn∇ψ dx ≤ C 1√
n
→ 0 as n→ +∞
We thus get (u, ρ) satisfies equation (4.4.27b).
It remains now to prove that the equation of state is satisfied, that is p = ϕ(ρ) a.e in Ω.
This proof is composed of two steps
Step 1. Proving
∫
Ω
ρnpn dx→
∫
Ω
ρp dx.
Since the sequence (ρn)n∈N is bounded in L2(Ω), Lemma 4.4.11 gives the existence of a
bounded sequence (vn)n∈N in H1(Ω)d such that div(vn) = ρn and curl(vn) = 0. It is possible
to assume (up to a subsequence) that vn → v in L2(Ω)d and weakly in H1(Ω)d. Passing to
the limit gives div(v) = ρ and curl(v) = 0.
ψ ∈ C∞c (Ω) (so that vnϕ ∈ H10(Ω)d). Taking v = vnψ in (4.4.25a) leads to :∫
Ω
∇un :∇(vnψ) dx−
∫
Ω
pn div(vnψ) dx =
∫
Ω
f · (vnψ) dx+
∫
Ω
ρn g · (vnψ) dx.
We thus get :∫
Ω
div(un) div(vnψ) dx+
∫
Ω
curl(un) · curl(vnψ) dx
−
∫
Ω
pn div(vnψ) dx =
∫
Ω
f · (vnψ) dx+
∫
Ω
ρn g · (vnψ) dx.
The choice of vn gives div(vnψ) = ρnϕ + vn ·∇ψ and curl(vnψ) = L(ψ)vn, where L(ψ) is
a matrix with entries involving the first order derivatives of ψ. Then, the preceding equality
yields : ∫
Ω
(
div(un)− pn
)
ρn ψ dx+
∫
Ω
div(un)vn ·∇ψ dx
+
∫
curl(un) · L(ψ)vn dx−
∫
Ω
pnvn ·∇ψ dx
=
∫
Ω
f · (vnψ) dx+
∫
Ω
ρn g · (vnψ) dx.
Thanks to the weak convergence of un in H
1
0(Ω)
d to u, the weak convergence of pn, ρn in
L2(Ω) to p, ρ(respectivly) and the convergence of vn in L
2(Ω)d to v, we obtain :
lim
n→∞
∫
Ω
(
div(un)− pn
)
ρn ψ dx =
∫
Ω
f · (vψ) dx−
∫
Ω
div(u)v ·∇ψ dx
−
∫
Ω
curl(u) · L(ψ)v dx+
∫
Ω
pv ·∇ψ dx.
(4.4.29)
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Using the fact that (u, p) satisfies (4.4.27a), we get :∫
Ω
∇u :∇(vψ) dx−
∫
Ω
p div(vψ) dx =
∫
Ω
f · (vψ) dx+
∫
Ω
ρ g · (vψ) dx,
or equivalently :∫
Ω
div(u) div(vψ) dx+
∫
Ω
curl(u) · curl(vψ) dx−
∫
Ω
p div(vψ) dx
=
∫
Ω
f · (vψ) dx+
∫
Ω
ρ g · (vψ) dx,
which gives (using div(v) = ρ and curl(v) = 0) :∫
Ω
(div(u)− p) ρψ dx+
∫
Ω
div(u)v ·∇ψ dx+
∫
Ω
curl(u) · L(ψ)v dx
− ∫
Ω
pv ·∇ψ dx = ∫
Ω
f · (vψ) dx+ ∫
Ω
ρ g · (vψ) dx.
Then, with (4.4.29), we obtain :
lim
n→∞
∫
Ω
(
pn − div(un)
)
ρn ψ dx =
∫
Ω
(
p− div(u)) ρψ dx. (4.4.30)
In (4.4.30), the function ψ is an arbitrary element of C∞c (Ω). We are going to prove now that
it is possible to take ψ = 1 in this relation, thanks to Lemma 4.4.9. To this goal, we need
to prove that the sequence ((pn−div(un)) ρn)n∈N is equi-integrable. Indeed, using (4.2.1) we
can easily prove that the sequence (ρ2n)n∈N∗ is equi-integrable. And by proposition4.4.26 we
have, the sequance (pn − div(un))n∈N∗ is bounded in L2(Ω), which gives the result
lim
n→∞
∫
Ω
(
pn − div(un)
)
ρn dx =
∫
Ω
(
p− div(u)) ρ dx. (4.4.31)
In order to conclude Step 3, we use Lemma 4.4.1 and 3.7.1, we thus get :∫
Ω
ρn div(un) dx =
∫
Ω
ρ div(u) dx = 0.
Then, (4.4.31) yields :
lim
n→∞
∫
Ω
pn ρn dx =
∫
Ω
p ρ dx. (4.4.32)
Step 2. Passing to the limit on the E.O.S.
To conclude the proof of p = ϕ(ρ), we will now use the so called Minty trick. Let ρ¯ ∈ L2(Ω)
such that ϕ(ρ¯) ∈ L2(Ω). We define for n ∈ N the function Gn by
Gn = (ϕ(ρn)− ϕ(ρ¯))(ρn − ρ¯) = (pn − ϕ(ρ¯))(ρn − ρ¯).
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One has Gn ∈ L1(Ω), Gn ≥ 0 a.e. in Ω (since ϕ is nondecreasing) and
0 ≤
∫
Ω
Gn dx =
∫
Ω
(pnρn − pnρ¯− ϕ(ρ¯)ρn + ϕ(ρ¯)ρ¯) dx. (4.4.33)
Using (4.4.32) and the weak convergences of pn to p and ρn to ρ in L
2(Ω), we obtain :
0 ≤ lim sup
n→∞
∫
Ω
Gn dx ≤
∫
Ω
(p− ϕ(ρ¯))(ρ− ρ¯) dx.
We have thus proven that for all ρ¯ ∈ L2(Ω) such that ϕ(ρ¯) ∈ L2(Ω) one has∫
Ω
(p− ϕ(ρ¯))(ρ− ρ¯) dx ≥ 0. (4.4.34)
We now have to choose ρ¯ conveniently to deduce p = ϕ(ρ) a.e. on Ω from (3.5.11). The idea
of the Minty trick is to take ρ¯ = ρ + (1/k)ψ with ψ ∈ C∞c (Ω), k ∈ N? and to let k goes
to +∞. Unfortunately, ϕ(ρ + (1/k)ψ) is not necessarily in L2(Ω). then, such a choice for
ρ¯ is not possible. We will use here (and only here) the convexity of ϕ. Since (ρn)n weakly
converges in L2(Ω) to ρ and since the sequence (ϕ(ρn))n∈N is bounded in L2(Ω), we deduce,
using the convexity of ϕ, that ϕ(ρ) ∈ L2(Ω). This is proven in Lemma 4.4.15. This allows us
a convenient choice for ρ¯.
Let ψ ∈ C∞c (Ω,R). For k,m ∈ N?, we set
ρk,m = ρ+
1
k
ψ1ρ≤m.
Since ρ ∈ L2(Ω), one has ρk,m ∈ L2(Ω). Using the fact that ϕ is nondecreasing (and nonne-
gative), we have, with M = ||ψ||L∞(Ω) ,
ϕ(ρk,m) ≤ ϕ(ρ) + ϕ(m+M),
so that ϕ(ρk,m) ∈ L2(Ω) (since ϕ(ρ) ∈ L2(Ω)). Then, since ρk,m and ϕ(ρk,m) belong to L2(Ω),
we can choose ρ¯ = ρk,m in (3.5.11). We obtain∫
Ω
(p− ϕ(ρ+ 1
k
ψ1ρ≤m))ψ1ρ≤m ≤ 0.
Fixing m in N?, we use the Dominated Convergence Theorem on the sequence (gk)k∈N?
with gk = (p − ϕ(ρ + 1kψ1ρ≤m))ψ1ρ≤m. Indeed, the continuity of ϕ gives gk → (p −
ϕ(ρ))ψ1ρ≤m a.e. in Ω. Furthermore, since ϕ is nondecreasing, one has, for all n ∈ N?,
|gk| ≤ H = [p+ ϕ(ρ) + ϕ(m+M)]|ψ| a.e. in Ω,
and H ∈ L1(Ω). Then, the Dominated Convergence Theorem yields∫
Ω
(p− ϕ(ρ))ψ1ρ≤m ≤ 0.
Changing ψ in −ψ, we conclude that ∫
Ω
(p− ϕ(ρ))ψ1ρ≤m = 0 for all ψ ∈ C∞c (Ω,R).
Once again by the Dominated Convergence Theorem, as m to +∞ we get : ∫
Ω
(p −
ϕ(ρ))ψ = 0 for all ψ ∈ C∞c (Ω) This gives p = ϕ(ρ) a.e. in Ω.
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Appendix
Lemma 4.4.9 Let (Fn)n∈N ⊂ L1(Ω) be an equi-integrable sequence, and F be a function of
L1(Ω). We assume that :
lim
n→∞
∫
Ω
Fnϕ dx =
∫
Ω
Fϕ dx for all ϕ ∈ C∞c (Ω). (4.4.35)
Then :
lim
n→∞
∫
Ω
Fn dx =
∫
Ω
F dx.
proof This result is proven in [6].
Lemma 4.4.10 Let q ∈ L2(Ω) such that ∫
Ω
q dx = 0. Then, there exists v ∈ H10(Ω)d such
that div(v) = q a.e. in Ω and ||v||H1(Ω)d ≤ c2 ||q||L2(Ω) where c2 only depends on Ω.
proof The proof is given in [1].
Lemma 4.4.11 Let Ω be a bounded open set of Rd and ρ ∈ L2(Ω). Then, there exists
v ∈ H1(Ω)d such that div(v) = ρ a.e. in Ω, curl(v) = 0 a.e. in Ω and ||v||H1(Ω)d ≤ C ||ρ||L2(Ω)
where C only depends on Ω.
Furthermore, if the boundary of Ω is Lipschitz continuous and ρ ∈ H1(Ω), it is possible to
have v ∈ H2(Ω)d and ||v||H2(Ω)d ≤ C ||ρ||H1(Ω) where C only depends on Ω.
proof This result is proven in [6].
We now prove the following result :
Lemma 4.4.12 Let Ω be a connected bounded open set of RN (N ≥ 1) with a Lipschitz
continuous boundary. Let ω ⊂ Ω be a measurable set with positive Lebesgue measure. We
define the set Wω by :
Wω = {u ∈ W 1,1(Ω) such that u = 0 a.e. in ω}.
Then there exist C only depending on Ω and ω such that
||u||Lp(Ω) ≤ C || |∇u| ||L1(Ω) for all u ∈ Wω and for all 1 ≤ p ≤ N
N − 1 . (4.4.36)
Proof of Lemma 4.4.12
Since Ω is bounded, we only have to prove (4.4.36) for p = 1? = N/(N − 1). With the
Sobolev Embedding Theorem, we already know that there exist C1 only depending on Ω
such that ||u||L1? (Ω) ≤ C1 ||u||W 1,1(Ω) for all u ∈ W 1,1(Ω). Then we only have to show that on
Wω the W
1,1-norm of u is equivalent to the L1-norm of the gradient of u, that is that there
exists C2 only depending on Ω and ω such that
||u||L1(Ω) ≤ C2 || |∇u| ||L1(Ω) for all u ∈ Wω. (4.4.37)
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In order to prove the existence of C2 such that (4.4.37) holds, we argue by contradiction.
We assume the existence of a sequence (un)n∈N? in Wω such that
||un||L1(Ω) ≥ n || |∇un| ||L1(Ω) for all n ∈ N?.
Replacing un by un/ ||un||L1(Ω) , we can assume that ||un||L1(Ω) = 1. Then, (un)n∈N? is bounded
in W 1,1(Ω) and it is relatively compact in L1(Ω) (by Rellich’ Theorem). Therefore, we can
assume (up to a subsequence) that un → u in L1(Ω) and a.e..
Furthermore, since
|| |∇un| ||L1(Ω) ≤ 1
n
,
one has ∇u = 0 a.e. in Ω and, since Ω is connected, u is a constant function. Then, the
fact that un = 0 a.e. in ω gives that u = 0 a.e. in ω. Therefore u = 0 a.e. in Ω. But, this
is impossible since un → u in L1(Ω) and ||un||L1(Ω) =1. This concludes the proof of Lemma
4.4.12.
N.B. It is also possible to prove Lemma 4.4.12 using the “mean-value” Sobolev Inequality
(or also using the Poincare´-Wirtinger Inequality). Actually, there exists Cs only depending
on Ω such that for all u ∈ W 1,1(Ω) one has, with mλN(Ω) =
∫
Ω
u(x)dx,
||u−m||L1? (Ω) ≤ Cs || |∇u| ||L1(Ω) .
Then, for u ∈ Wω, since gives∫
Ω\ω
|u−m|1?dx+ |m|1?λN(ω) ≤ C1?s || |∇u| ||L1(Ω) 1
?
.
Then, we have |m| ≤ Cs
λN (ω)1/1
? || |∇u| ||L1(Ω) , and we conclude by using
||u||L1? (Ω) ≤ ||u−m||L1? (Ω) + |m|λN(Ω)1/1
? ≤ Cs
(
1 +
(λN(Ω)
λN(ω)
)1/1?)
|| |∇u| ||L1(Ω) .
The following lemmas are proven in chapter 3 .
Lemma 4.4.13 Let Ω be a bounded open set of Rd (d ≥ 1), and p ∈ L2(Ω),p ≥ 0 a.e. We
assume that there exist a ∈ R such that
‖p−m‖L2(Ω) ≤ a
where m is the mean value of p. Furthermore, we assume that there exist A ∈ R and a
continuous function Ψ from R+ to R+ such that
∫
Ω
Ψ(p) dx ≤ A and Ψ(s) −−−−→
s→+∞
+∞.
Then, there exists C only depending on Ω, a, A and Ψ such that ‖p‖L2(Ω) ≤ C.
Lemma 4.4.14 Let Ω be a bounded open set of Rd. Let ρ ∈ L2(Ω), ρ ≥ 0 a.e. in Ω and
u ∈ H10 (Ω)d. Assume that (ρ, u) satisfies :∫
Ω
ρu ·∇ϕdx = 0 for all ϕ ∈ W 1,∞(Ω). (4.4.38)
Then, ∫
Ω
ρ div(u) dx = 0. (4.4.39)
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Lemma 4.4.15 Let ϕ be a convex function from R+ to R+ and (ρn)n∈N be a sequence of
nonnegative functions of L2(Ω) weakly converging in L2(Ω) to ρ. We assume that the sequence
(ϕ(ρn))n∈N is bounded in L2(Ω). Then, ϕ(ρ) ∈ L2(Ω).
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Conclusions et perspectives
Dans ce travail, on s’est inte´resse´ au proble`me de Stokes compressible avec une loi d’e´tat
tre`s ge´ne´rale. On a e´tabli un re´sultat d’existence pour ce proble`me par deux approches :
une approche par sche´ma nume´rique et une approche par re´gularite´ visqueuse. En effet, on a
propose´ dans le chapitre 3 une discre´tisation des e´quations de Stokes qui combine la me´thode
des e´le´ments finis et la me´thode des volumes finis et qui repose sur les espaces Crouzeix-
Raviart. Une premie`re difficulte´ de ce travail e´tait d’e´tablir des estimations sur la solution
discre`te, en particulier a` cause de la pre´sence de la gravite´ dans le terme source de l’e´quation
de quantite´ de mouvement. Une deuxie`me difficulte´ dans le passage a` la limite sur la loi
d’e´tat qui est duˆe a` sa non-line´arite´.
Une deuxie`me approche pour prouver ce meˆme re´sultat d’existence a fait l’objet du
chapitre 4. En effet, on a de´montre´ ce re´sultat en utilisant une approximation par viscosite´
et en passant a` la limite sur le proble`me re´gularise´.
Les perspectives de ce travail sont nombreuses, en particulier le re´sultat pre´sente´ dans le
chapitre 3 peut se faire en utilisant un sche´ma Mac, ce type de maillage e´tant plus utilise´ en
pratique. Il sera aussi tre`s inte´ressant d’e´tendre ce travail aux e´quations de Stokes ou Navier-
Stokes instationnaires. Un travail est en cours sur le proble`me de Stokes instationnaire, des
difficulte´s supple´mentaires dans ce cas, en particulier pour de´montrer les estimations sur la
solution discre`te. De plus on sera limite´ pour des raisons techniques a` des e´quations d’e´tat
du type p = ϕ(ρ) avec la fonction ϕ croissante, convexe et satisfaisant la condition suivante :
lim infs→+∞ ϕ(s)/s3/2 > 0 (en dimension 3).
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