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Abstract The isotopic composition of Si in biogenic silica (BSi), such as opal buried in the oceans'
sediments, has changed over time. Paleorecords suggest that the isotopic composition, described in terms
of δ30Si, was generally much lower during glacial times than today. There is consensus that this variability is
attributable to differing environmental conditions at the respective time of BSi production and
sedimentation. The detailed links between environmental conditions and the isotopic composition of BSi in
the sediments remain, however, poorly constrained. In this study, we explore the effects of a suite of
offset boundary conditions during the Last Glacial Maximum (LGM) on the isotopic composition of BSi
archived in sediments in an Earth System Model of intermediate complexity (EMIC). Our model results
suggest that a change in the isotopic composition of Si supply to the glacial ocean is sufficient to explain the
observed overall low(er) glacial δ30Si in BSi. All other processes explored trigger model responses of either
wrong sign or magnitude or are inconsistent with a recent estimate of bottom water oxygenation in the
Atlantic Sector of the Southern Ocean. Caveats, mainly associated with generic uncertainties in today's
pelagic biogeochemical modules, remain.
1. Introduction
Numerical, model‐based projections into our warming future suggest ensuing global‐scale redistribution of
nutrients from the sunlit surface ocean to depth. Among the prospective consequences are declining biolo-
gical productivity and fish yields. Disconcertingly, these effects may prevail for a millennium (Moore
et al., 2018). But how reliable are such climate projections?
The problem is that we will not live to calculate substantiated statistics on the reliability of climate forecasts.
Hence, an approach similar to the one pursued in weather forecasting, where progress has been accom-
plished during decades of daily forecasts and subsequent ground truthing (cf. Bauer et al., 2015), is not
viable—if pressing societal questions are to be answered in time. A straightforward and generic way to deal
with this problem is to assume that fidelity of nowcasts is correlated with the fidelity of climate forecasts.
This assumption, however, has been challenged, for example, by Knutti et al. (2009) and Notz (2015) for
coupled ocean‐atmosphere models and, recently, by Löptien and Dietze (2017, 2019) for models of pelagic
biogeochemical cycling.
A potential solution to this dilemma is the assessment of past climate states to test the sensitivity of climate
models (as suggested by, e.g., Braconnot et al., 2012). The idea being that the geologic records of environmen-
tal responses to past climate changes complement the climate observations from the past decades such that
respective fidelity metrics become indicative of the reliability of future projections.
In this regard, the isotopic composition (δ30Si) of biogenic silica (BSi) preserved in ocean sediments is of spe-
cial interest to the field of pelagic biogeochemical ocean modeling. The reasons are as follows: first, silicic
acid (DSi) is an essential element for diatoms, which are autotrophic key players in the pelagic carbon cycle.
Second, the isotopic composition of BSi is stable and preserves over millennia once secluded from processes
at the water‐sediment interface. Third, diatoms produce BSi with a δ30Si distinctly different from the δ30Si of
their substrate DSi. The latter is caused by diatoms which tend to build more isotopically light BSi into their
shells, compared to the δ30Si in ambient DSi—a process also referred to as fractionation. This fractionation
relates the δ30Si of BSi in the sediments to the turnover of DSi by diatoms. The advantage of using the
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isotopic composition to improve our current understanding of glacial‐interglacial cycles, instead of simply
using BSi sediment burial rates, is that δ30Si is less affected by water column processes which are, on the
one hand, unrelated to BSi production but may, on the other hand, modulate the amount of BSi that is pre-
served in the sediments.
A major challenge is the interpretation of δ30Si of BSi records because the link between diatom DSi turnover
and δ30Si isotopic signature in BSi is complex (see also Ragueneau et al., 2000). In a (Rayleigh) system, like a
surface mixed layer in spring, diatoms preferentially take up lighter DSi until only relatively heavy substrate
is left (and subsequently taken up). Hence, the δ30Si isotopic signature in BSi is indicative of the amount of
substrate left, with high (low) values indicating oligotrophic (nutrient replete) conditions. In contrast, in a
system characterized by high incoming and outgoing physical transports of substrate (e.g., a location within
the Gulf Stream) the δ30Si of BSi is predominantly determined by the δ30Si of the constantly resupplied DSi—
and only modestly altered by the respective fractionation during BSi production because the fractionation
signal cannot build up (since it is constantly flushed out of the local system). Both the Rayleigh and the
“flushed” system can be described to high precision by simple equations (e.g., Closset et al., 2016, their
Equations 1 to 6). The difficulty is in the quantification of the relation between physical transport flushing
rate and biotic BSi export out of the sunlit surface ocean—or in other words: the relation between flushing
and BSi production needs to be known in order to interpret δ30Si of BSi records. Further complexity is poten-
tially added by variations of the δ30Si composition of DSi feeding the surface waters.
In summary, both local (production and export of BSi, which is affected by local environmental conditions)
and remote processes (production and export upstream which affects incoming environmental conditions),
determine the isotopic signature of BSi at a given location. This complex entanglement of ocean circulation
and biogeochemistry calls for the application of a three‐dimensional numerical model to guide the interpre-
tation of δ30Si in observed BSi records. Indeed, the (modern climate) pioneering studies of Wischmeyer
et al. (2003) and Gao et al. (2016) illustrated the benefit of using a numerical coupled ocean‐circulation bio-
geochemical model in linking silicon isotopes to silicic acid utilization.
Using models for interpretation in such ways leads, however, to a causality dilemma. Coupled
ocean‐circulation biogeochemical models rely on a number of assumptions and (often poorly known) model
parameters (such as growth/death of phytoplankton and sinking of organic matter to depth). Most of these
assumptions and parameters are not well constrained in the sense that different choices may result in an
equally good fit to present‐day observations—but simultaneously very different projections (e.g., Löptien
& Dietze, 2017, 2019). Thus, paleorecords, such as the isotopic composition of BSi preserved in ocean sedi-
ments, are of great interest to assess and reduce such uncertainties. At the same time, these model uncertain-
ties complicate the interpretation of simulated past marine biogeochemical cycling in general (e.g., Hülse
et al., 2017) and of the isotopic composition of BSi preserved in ocean sediments in particular. An aggravat-
ing circumstance is that the observational records are still so sparse (even for present‐day δ30Si DSi), such
that Hendry and Brzezinski (2014) conclude that the data set is “…inadequate to evaluate mechanisms lead-
ing to even the first‐order distribution of isotopes of Si in the global ocean.”
Even so, a number of very interesting hypotheses, explaining aspects of spatial and temporal variance in
δ30Si of BSi records, have been rooted on the available observational records. Among them is the Silicic
Acid Leakage Hypothesis which may explain glacial interglacial atmospheric CO2 changes (SALH; e.g.,
Brzezinski et al., 2002; Matsumoto et al., 2002, 2014). In the following we outline the basic idea of the
SALH as far as the silicic acid is concerned (see, e.g., as concerns its link to glacial interglacial atmospheric
CO2 changes Matsumoto & Sarmiento, 2008): Today's Southern Ocean (SO) retains or traps DSi at the
expense of more northward latitudes by a combination of deep and efficient BSi export and meridional over-
turning. Driven by the strong southern westerly wind belt, deep, nutrient replete waters are brought to the
surface at the Antarctic Divergence. The northward branch of the Divergence (which potentially exports DSi
from the SO) is efficiently stripped of DSi by phytoplankton. So, by the time the water reaches the Polar
Front and the formation sites of Subantarctic Mode Waters (SAMW) and Antarctic Intermediate Waters
(AAIW) which spread northward, most of the DSi has been exported as BSi to depth into the southward
flowing Circumpolar Deep Water (CDW). The CDW surfaces south of the Polar Front and, hence, the
respective DSi is thereby retained in the SO. The SALH postulates that this DSi trapping in the SO was alle-
viated during glacial times triggered by, for example, enhanced iron supply: The enhanced iron supply and
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associated physiological changes may have reduced the Si demands of diatoms, relative to the need of bioa-
vailable nitrogen. Thus, leftover DSi might have leaked into the SAMW and AAIW and thereby could have
left the SO. In summary, the SALH assumes that more DSi might have been available outside the SO during
glacial times. A straightforward (Rayleigh) conclusion is that the glacial δ30Si was lower (than today)
because, according to the above considerations, DSi should have been less limiting relative to nitrogen.
The SALH and its relation to relatively low glacial δ30Si (e.g., Sutton et al., 2018) has, however, been recently
challenged by Frings et al. (2016) who concluded, based on a very comprehensive review, that consistent
shifts among different ocean basins from low glacial δ30Si to higher interglacial δ30Si (0.5–1‰) may rather
have been caused by a respective change in the isotopic composition of land‐ocean fluxes of Si.
Our study adds to the ongoing discussion by exploring various hypotheses potentially triggering lower glacial
δ30Si in an Earth System Model of intermediate complexity (EMIC). Our modeling approach builds on the
pioneering works of Wischmeyer et al. (2003) and Gao et al. (2016) for modern climate and applies our
extended model to both the Last Glacial Maximum and modern climate. Specifically, we explore the effects
of (1) differences in the Si:N ratios, mimicking alleviated iron limitation during the LGM (Matsumoto
et al., 2014), (2) differing winds during the LGM (e.g., Kohlfeld et al., 2013; McGee et al., 2010; Sime
et al., 2013), (3) differing Si supply to the ocean during the LGM (Frings et al., 2016), and (4) a differing iso-
topic composition of Si supplied to the ocean during the LGM (Frings et al., 2016; Opfergelt et al., 2013). The
underlying aim is to illustrate the complex entanglement of ocean circulation and biogeochemistry, which
determines the isotopic composition of δ30Si of BSi preserved in sediments.
2. Materials and Methods
2.1. Observations
We use the World Ocean Atlas 2009 data to assess our preindustrial (PI) simulation. More specifically, we
compare against annual mean climatologies of temperature (Locarnini et al., 2010), salinity (Antonov
et al., 2010), phosphate (Garcia, Locarnini, Boyer, & Antonov, 2010), and silicate (Garcia, Locarnini,
Boyer, & Antonov, 2010).
Silicon isotopic data in seawater (δ30Si of DSi) are put together from data published in Beucher et al. (2008);
Beucher et al. (2011); Cardinal et al. (2005); De La Rocha et al. (2011); de Souza, Reynolds, Johnson,
et al., 2012; de Souza, Reynolds, Rickli, et al., 2012; Ehlert et al. (2012); Fripiat, Cavagna, Dehairs, et al., 2011;
Fripiat, Cavagnam, Savoye, et al., 2011; Fripiat et al. (2012); Grasse et al. (2013); and Reynolds et al. (2006). A
binning procedure increased horizontal data coverage: Surface data with a nominal depth of 50 m refer to
binning all data within 0–100 m. Abyssal data refer to binning all data within 1,500–2,500m.
Silicon isotopic data in BSi as preserved in sediment cores are compiled, following Frings et al. (2016), from
Brzezinski et al. (2002); De La Rocha et al. (1997, 1998, 2011); Ehlert et al. (2013); Ellwood et al. (2010);
Hendry et al. (2016, 2012); Horn et al. (2011); and Pichevin et al. (2009).
2.2. Model
In this study we present numerical simulations with the University of Victoria Earth System Climate Model
(UVic ESCM Weaver et al., 2001). We present equilibrium simulations for two distinct climates, the prein-
dustrial year 1800 (PI) and the Last Glacial Maximum (LGM) 21,000 years before present and evaluate the
model's distribution of δ30Si of BSi preserved in ocean sediments. UVic ESCM is an intermediate complexity
model, featuring a simplified (vertically integrated) atmosphere. In contrast, the ocean dynamics is,
although rather coarse, resolved in all three dimensions. The vertical resolution starts with 50m at the sur-
face of the ocean and gradually coarsens to 500m in the abyss. The horizontal resolution of all model com-
ponents (i.e., ocean, land, atmosphere, and sea ice) is 1.8° in meridional and 3.6° in zonal direction. UVic's
assets are low computational demands and an extensive number of peer‐reviewed studies including the
description of LGM and PI equilibrium simulations. Among its drawbacks are a simplified atmosphere
and a spatial resolution of the ocean that is coarse compared to, for example, that class of models that under-
lie the current projections of the Intergovernmental Panel on Climate Change. Our simulations build on two
configurations introduced by Brennan et al. (2012) already.
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(1) PI, which refers to the “Preindustrial Equilibrium Simulation” described in section 3 of Brennan
et al. (2012). Briefly summarized, the atmospheric pCO2 is set to 283.87 ppm and the orbital configura-
tions to those, representative of the year 1800. The initial conditions are those from the 5 Kyr spinup
from Brennan et al. (2012).
(2) LGM, which refers to the “Last Glacial Maximum Equilibrium Simulation” described in section 4 of
Brennan et al. (2012). Briefly summarized, the atmospheric pCO2 is set to a low 189.65 ppm; the orbital
parameters to those representing the conditions at 21 Kyr BP and the surface elevation and albedo on
land are adjusted following a reconstruction of Northern Hemisphere land ice (ICE‐4G; Peltier, 1994).
The wind forcing during LGM consists of the same prescribed climatology used for the preindustrial simula-
tions in our rather simple ESCM (see Weaver et al., 2001, for details). Admittedly weak dynamic wind feed-
backs are parameterized as a function of surface temperature gradients and added to this climatology. The
choice of building on a present‐day climatology is pragmatic, since the wind conditions during the LGM
are discussed controversially (e.g., Kohlfeld et al., 2013; Sime et al., 2013).
2.2.1. Equations for the Si Cycle
For this study we added an explicit and prognostic representation of (1) dissolved silicic acid (DSi), (2) bio-
genic Si (BSi), (3) that fraction of DSi that is composed of the silicon isotope 30Si (D30Si), and (4) that fraction
of BSi that is composed of the silicon isotope 30Si (B30Si) to the original pelagic biogeochemical module used




¼ T þ sms; (1)
where T denotes the spatial divergence of diffusive and advective transports. sms refers to the source‐
minus‐sinks term. The sms terms of the silicon module are adopted from Gao et al. (2016). The conveni-
ence of their approach is that the silicon module does not feed back onto the original biogeochemical
model (of, in our case, Brennan et al., 2012). Thus, our silicon isotope module is purely diagnostic in
the sense that it does not alter the original climate and carbon cycles documented by Brennan et al. (2012)
already.
The respective sms terms, that describe the linkage of the silicic acid cycle with the pelagic biogeochemical
cycle of Brennan et al. (2012), are described below. Approach and notation follow Gao et al. (2016). The DSi
is supplied to the ocean at a temporally constant rate, RRDSi of 9.55 Tmol Si year−1 (Frings et al., 2016) and is
homogeneously distributed over the surface ocean.
• DSi equation:
smsðDSiÞ ¼ rBSi − PSi; (2)
where r denotes the diatom opal dissolution rate and PSi denotes the biogenic opal production. r is tem-
perature dependent:
r ¼ AexpðT=TcÞ; (3)
with the parameters A setting the dissolution rate and Tc determining the temperature dependance of opal
dissolution. The value of Tc is adopted from Gao et al. (2016; see Table 1). The value of A has been deter-
mined in a tuning exercise (see section 2.2.2), PSi is calculated as a function of the production rate of par-
ticulate organic matter, pomp (as calculated by the original biogeochemical module of Brennan
et al., 2012) and DSi concentration:





where RSi : P denotes the molecular DSi to phosphate uptake ratio, associated with BSi production, KDSiPHY
denotes the half‐saturation constant of DSi uptake (see Table 1). rPro is the maximum rate of BSi produc-
tion under nonlimiting conditions.
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• BSi equation:
smsðBSiÞ ¼ −rBSiþ PSi − w∂BSi∂z ; (5)
where w is the sinking speed of BSi and w
∂BSi
∂z
denotes the divergence of vertical BSi fluxes.
• D30Si equation:
Following Gao et al. (2016), we include, in addition to total Si (i.e., the sum of the stable isotopes 28Si, 29Si,
and 30Si), an explicit representation of the silicon isotope 30Si. During BSi production, we apply the frac-
tionation factor α1 ¼ 0:9989 (De La Rocha et al., 1997; Gao et al., 2016) which reduces the uptake of hea-
vier 30Si relative to the lighter Si stable isotopes.







Following Gao et al. (2016), we assume no fractionation during BSi dissolution.
• B30Si equation:










We calculate the silicon isotopic composition δ30Si in units of ‰ as a function of the total DSi (or BSi) con-







ð30Si=28SiÞNBS − 28 ¼ 0:0335 (Coplen et al., 2002). We calculate 28Si from the total Si and 30Si concentrations
as 28Si ¼ 0:953ðSi−30SiÞwhich assumes that all stable isotopes other than the 28Si and 30Si always amount
to 4.7% of total Si. (Here we follow Reynolds, 2009, stating that the assumption of a constant relative abun-
dance of the normalizing isotope “…is valid for small isotopic variations described by the δ notation”.) We
set the isotopic composition δ30Si of DSi supplied to the surface ocean (mimicking, e.g., river runoff) RRδ30
to 0.74 (Frings et al., 2016).
Our implementation of processes in the sediments is idealized. Once BSi sinks out of the lowermost wet
model grid box, it gets buried and leaves the system forever. A constant surface flux RRDSi (Table 1)
replenishes what is lost by sedimentation—if the integration is long enough so that the model can reach
an equilibrium. Simulated δ30Si of sedimented BSi are taken as the simulated isotopic composition of BSi
sinking out of the lowermost wet model grid box. This idealization is motivated by the urge to save computa-
tional resources that would otherwise be necessitated to equilibrate the sediment model.
Table 1
Reference Model Parameters of our Implementation of the Gao et al. (2016) Silicon Module into the Pelagic Biogeochemical Module of Brennan et al. (2012)
Parameter Description Gao et al. (2016) Our value Unit
A opal dissolution rate 333−1 90−1 (see Figure 1) day−1
Tc critical temperature of opal dissolution 12 12 °C
RSi : P molecular DSi to phosphate stoichiometric ratio 25 25 molDSi
molP
KDSiPHY half‐saturation constant of DSi uptake during BSi production 4 4 mmolDSi
m3
rPro BSi production rate under nonlimiting conditions 0.5 0.5 day
−1
w sinking speed of BSi 10 10 m
day
RRDSi total Si supply to the (surface) ocean (by, e.g., river runoff) 9 9.55 (Frings et al., 2016) TmolSi
year
RRδ30 isotopic composition of (riverine) Si supply to the (surface) ocean 0.8 0.74 (Frings et al., 2016) ‰
α1
30Si fractionation factor during BSi production 0.9989 0.9989 []
[] fractionation factor during BSi dissolution 1 1 []
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2.2.2. Parameter Settings
The volume of the ocean is 1.4 · 1018 m3, containing an average DSi
concentration of 92 mmol Si m−3 (Garcia, Locarnini, Boyer, & Antonov,
2010). This yields an oceanic inventory of 1.3 · 1017 mol Si. Division of the
inventory with the supply rate of DSi (RRDSi; Table 1) to the ocean yields
a timescale of 14,000 years. This timescale is a rough estimate of the resi-
dence time of DSi in the ocean consistent with the 9,000 to 16,000 year
range estimated by Georg et al. (2009) and Tréguer et al. (1995), respec-
tively. The residence time of DSi provides a lower bound on the time our
model framework needs to adjust to changes to the formulation of Si
cycling. It is ameasure of the expected equilibration timescale of themodel.
The long equilibration timescale of our Si module calls for long wall clock
times until the effects of model changes can be evaluated reliably. This
limits the number of model parameters (and formulations) that can be
explored. Our approach here is to use the original model formulations
and parameters from Gao et al. (2016) and to adjust only the opal dissolu-
tion rate A, such that the DSi inventory stays close to the observations
from Garcia, Locarnini, Boyer, and Antonov (2010). Figure 1 shows that,
to this end, the choice of A ¼ 90−1 days−1 is the best compromise between
fast equilibration (which saved wall clock time) and small misfit to obser-
vations (only 2% overestimation of DSi inventory) among the choices of A
tested in this study.
Figure 2 shows the temperature dependance of silica dissolution rates that
is associated with our choice of A: Compared with Gao et al. (2016), our
choice features substantially faster dissolution rates, throughout the
entire range of temperatures. When compared to data compiled by
Kamatani (1992), it is, however, still consistent with observations. On
these grounds we justify our choice of A ¼ 90−1. We provide a respective
model assessment for the Si module in Appendix A1.
2.2.3. Experiments
As outlined above (section 2.2), we run our reference model version under
PI and LGM climate conditions to quasi‐equilibrium (simulations PI and
LGM). In a second step, starting from LGM, we perform a suite of sensitiv-
ity experiments for the LGM. Table B1 lists these experiments, tailored to
explore the sensitivity of our model toward environmental changes. The
focus is on changes that have been suggested in the literature to have
engrained substantial signatures in the isotopic composition of δ30Si of
the BSi archived in oceanic sediments. These simulations are setup as
follows:
• LGMfe is designed to mimic the effect of iron replete conditions on DSi
uptake. As summarized by Matsumoto et al. (2014), there is evidence
from incubation experiments that the Si:N consumption ratio is high
under iron‐depleted conditions (Franck et al., 2000; Hutchins &
Bruland, 1998) and relatively low under iron replete conditions
(Franck et al., 2000; Pondaven et al., 2000). In experiment LGMfe the
molecular DSi to phosphate stoichiometric ratio RSi : P is reduced by
36%. Because the N:P ratio is fixed to 16 in our model, this corresponds
to a Si:N ratio of 1.
• LGMbreezy and LGMslack are designed to test the effect of potential gla-
cial interglacial variability of climatological winds driving the ocean
circulation: The wind conditions during the LGM remain poorly con-
strained, such that even the sign of changes relative to today's
Figure 1. Temporal evolution of simulated preindustrial oceanic DSi
inventory relative to observations (WOA09 Garcia, Locarnini, Boyer, &
Antonov, 2010; also used to initiate the model) in units of %. The different
colors denote simulations with different opal dissolution rates (i.e., different
choices of parameter A in Table 1). The colored numbers denote the
respective inverse of parameter A in units of days.
Figure 2. Inverse of dissolution rates of silica from diatoms as a function of
ambient temperature. The circles denote data compiled by
Kamatani (1992). Three values in excess of 300 days have been discarded
here. The dashed gray line refers to settings in the model of Gao
et al. (2016). The thick black line refers to the reference model setting in
this study. The thin thick lines refer to settings tested during tuning
the DSi inventory.
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conditions is uncertain (e.g., Kohlfeld et al., 2013; McGee et al., 2010; Sime et al., 2013). In order to envel-
ope the range of potential effects on δ30Si of BSi, we follow Matsumoto et al. (2014) and test both a global
doubling of wind speeds and a halving, dubbed LGMbreezy and LGMslack, respectively. These changes
affect only the momentum received by the ocean.
• LGMflush and LGMtrickle are designed to test the effect of potential glacial interglacial variability of riv-
erine Si inputs into the ocean. Following Frings et al. (2016), who suggest, based on a literature review,
that the river DSi flux has been within ±20% of today's inputs during the LGM, we increase (decrease)
the total supply of Si to the surface ocean by 20% in experiment LGMflush (LGMtrickle). Because reliable
data regarding the variability of the spatial distribution of this input over time are sparse, we distribute all
input evenly over space.
• LGMlight is designed to test the idea of Frings et al. (2016) that the relatively low values of δ30Si archived
in glacial BSi are caused by an isotopically lighter composition of riverine Si inputs to the ocean.
Following Frings et al. (2016), LGMlight reduces the δ30Si of DSi supplied to the ocean by 1‰. The under-
lying idea is that biotic and abiotic processes acting along the course of a river determine the isotopic com-
position of the runoff to the ocean. To this end, the study of Schoelynck et al. (2019) is an illustrative
curiosity showing the effect of a single herd of hippos increasing δ30Si by a sizable 0.2‰ in Mara River,
Kenya. Further, there is evidence that the isotopic composition of groundwater inputs (Georg et al., 2009)
and glacial meltwaters (Hawkins et al., 2018) may also have changed over glacial‐interglacial cycles
(Georg et al., 2009).
2.3. Manifestation Timescales
Our model investigations are all based on numerical time slice experiments (i.e., we run the model to
quasi‐equilibrium under the respective boundary conditions)—as opposed to investigating transient
responses. Such an approach discards the information regarding the timescales on which model responses
to disturbances manifest themselves. This may spuriously illuminate links between processes and their man-
ifestation in the isotopic composition of material archived in sediment cores. We thus measure “manifesta-
tion timescales” by locally fitting exponential functions to the simulated δ30Si anomalies in BSi of the
10,000 year sensitivity experiments, listed in Table 2. Depending on the sign of changes in δ30Si in BSi, we
fit either to
f ðt; x; yÞ ¼ αðx; yÞe− tτðx; yÞ (9)
or
f ðt; x; yÞ ¼ αðx; yÞ 1 − e− tτðx; yÞ
 
; (10)
where f(t, x, y) is the accumulated change in δ30Si of BSi at time t, longitude x, and latitude y. The constant
α(x, y) and the manifestation timescale τ(x, y) are estimated by using an unconstrained nonlinear minimi-
zation of the root‐mean‐square deviation between the local exponential fit and simulated local changes in
δ30Si in BSi (Nelder‐Mead, described in, e.g., Lagarias et al. (1998), starting with an initial guess of
τ ¼ 100 years and α(x, y) as the difference of δ30Si anomalies between the start and the end of respective
time slice experiments.
3. Results
In the following subsections we explore the results of the sensitivity experiments regarding their ability to
reproduce observed differences in the δ30Si signature between LGM and PI. Each of the sensitivity experi-
ments builds on a scenario of environmental LGM conditions proposed earlier in the literature (see
section 2.2.3 and Table 2). The major aim is to dissect mechanisms that lead to reasonable agreement with
the observations and paleoarchive data.
3.1. LGM
Figure 3a shows the difference between the LGM “reference” simulation LGM and our preindustrial simula-
tion PI. We find that the colder glacial climate, overall, increases δ30Si of BSi deposited to the sediments
(relative to PI). This is inconsistent with observations typically featuring lower glacial δ30Si. (An exception
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to this rule is the Atlantic Ocean where simulated glacial δ30Si of BSi are lower and roughly consistent with
observations.)
In order to set a reference point for the following discussions (in this section), we dissect the processes that
imprint the wrong sensitivity into simulation LGM: Key to a better understanding is that LGM features an
oceanic DSi inventory that is 15% lower relative to that in PI. This is puzzling because the export of BSi across
120m depth (which constitutes the origin of all BSi sinking to depth) is also reduced by a substantial 30%
Table 2
Model Simulations
Tag Description Initial conditions Duration of simulation
PI “Preindustrial Equilibrium Simulation” of Brennan et al. (2012) equilibrated simulation of
Brennan et al. (2012)
10,000 years
LGM “Last Glacial Maximum Equilibrium Simulation” of Brennan et al. (2012) equilibrated simulation of
Brennan et al. (2012)
20,000 years
LGMfe identical to LGM except for Si:N stoichiometric ratio reduced to 1, mimicking
the effect of iron replete conditions
end of LGM 10,000 years
LGMbreezy identical to LGM except for a doubling in all winds, driving the oceanic
circulation
end of LGM 10,000 years
LGMslack identical to LGM except for a halving of all winds, driving the oceanic circulation end of LGM 10,000 years
LGMflush identical to LGM except for 20% increase in land‐ocean DSi supply end of LGM 10,000 years
LGMtrickle identical to LGM except for 20% decrease in land‐ocean DSi supply end of LGM 10,000 years
LGMlight identical to LGMexcept for a 1‰ decrease in δ30Si of land‐ocean DSi supply end of LGM 10,000 years
Figure 3. Difference in simulated δ30Si of BSi relative to the preindustrial simulation PI as deposited to sediments in units of‰. Panels (a)–(d) refer to differences
LGM‐PI, LGMfe‐PI, LGMslack‐PI, and LGMbreezy‐PI, respectively. Magenta circles denote locations of observations of δ30Si in BSi as preserved in sediment cores
(see section 2.1).
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during the colder LGM climate. Given that the riverine supply of Si is identical in LGM and PI, this is coun-
terintuitive. Further investigations revealed that the process behind this conundrum is the antagonistic
effect of temperature on BSi sedimentation rate in our model framework. LGM features, consistent with
observational evidence (e.g., Members, 2009), an average of 2°C colder oceanic temperature than PI. In com-
bination with an increase in sea ice cover during the LGM, which shields the ocean from photosynthetically
active radiation essential for autotrophic growth, this slows down the global primary production and asso-
ciated export of organic material from the sunlit surface to depth. Hence, less BSi is produced and less BSi
is set on its way sinking to the sediments. This reduction in BSi production is, however, overcompensated
by a remineralization rate that is also slowed down by the lower temperatures such that more organic mate-
rial reaches the seafloor before it is remineralized and dissolved. A rough scaling, assuming steady state (and
horizontal uniformity which reduces the problem to one spatial dimension), puts the potential of this effect
into perspective: The vertical flux of sinking BSi described in Equation 5 is, following the notation of Kriest
and Oschlies (2008), given by
Fðz′Þ ¼ F0 exp − rz′w
 
; (11)
where F(z′) is the sinking flux at depth z′ defined as that distance between actual depth and the depth of
the euphotic zone. F0 is the flux out of the euphotic zone. The sinking speed w is 10m day
−1 (see Table 1),
and r as defined by our Equation 3. For an ocean with a uniform temperature of 4°C Equation 11 (such as
in PI) yields a sedimentation efficiency (here defined as the ratio between flux to the sediment and export
out of the euphotic zone) of 2‰. A reduction of temperature down to 2°C (such as in LGM) yields 5‰.
Hence, a reduction of only 2°C yields a substantial (initial) 2.5‐fold increase in respective sedimentation
rates. It is this temperature‐driven increase in sedimentation efficiency that reduces the global availability
of DSi and, consequently, increases the overall δ30Si in our LGM simulation relative to PI.
As concerns the decreasing δ30Si of BSi in the Atlantic Ocean, which outweighs the globally reversed trend,
we find: North of 55°N the simulated DSi inventory is substantially higher during the LGM, relative to PI
(Figure A3). This is owed to fundamentally different global circulation patterns in PI and LGM. In PI the
upper branch of the meridional overturning circulation (MOC) supplies the North Atlantic with surface
waters that are already relatively depleted in DSi because of biologically induced BSi export from the surface
to depth. The lower branch of the MOC exports deep waters enriched in BSi such that the DSi content of the
Atlantic Ocean is relatively low. Simulation LGM differs in that sea ice protrudes down to 52°N (in winter)
which shields respective algae from photosynthetically active radiation. This reduced vertical export of BSi
meets throttled MOC (2 Sv versus 18 Sv in the simulation PI) which puts an end to the cycle that reduces the
DSi inventory of the Atlantic Ocean. The supply of DSi to the surface ocean is identical in PI and LGM. It has
a prescribed, relatively (compared to surface values in the North Atlantic) low δ30Si value of 0.74‰ and is
evenly distributed over the ocean in our model (see section 2.2.1). This eventually reduces the δ30Si of BSi
in the glacial Atlantic Ocean because it is no longer (or far less) counteracted by the peculiar interplay
between biology and MOC described above.
3.2. LGMfe
The simulation LGMfe anticipates that more bioavailable iron was available during the LGM.Wemimic this
effect by reducing the DSi demands by 36% relative to the nitrogen (and phosphorous) demands in our
model. This decelerates the biogeochemical cycling of DSi which—according to the Silicic Acid Leakage
Hypothesis (SALH)—would reduce the DSi trapping efficiency of the SO. The basic idea behind today's rela-
tively efficient DSi trapping in the SO is that surface waters on their way north out of the SO get depleted of
nutrients (DSi) by biologic (BSi) export to depth into southward moving water masses, thereby “trapping”
DSi in the SO. By decelerating the cycling of DSi (e.g., by reducing the Si quota in sinking organic matter),
the major trapping mechanism is weakened and the hypothesis is that this results in net DSi export, or leak-
age, out of the SO.
We define a measure of leakage or respective reduction in the “DSi trapping efficiency” as the ratio between
oceanic inventory south of 40°S and the total global DSi inventory. Comparing LGMfe with LGM, we find a
reduction of only 1%. This rather minute change is outweighed by the effect of the 36% reduction in DSi
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demands, described above, which leads to a substantially damped biogeochemical DSi cycling and a reduc-
tion of BSi export to the sediments. The latter results in a global increase in the oceanic DSi content of 11%.
Hence, even though the trapping efficiency in the SO is reduced, the SO does not lose DSi but rather gains
≈10% relative to simulation LGM. The increase in both local (in the SO) and global DSi concentrations trig-
gers an overall decrease in δ30Si of BSi (Figure 3b) which is generally roughly consistent with observations as
far as the sign of changes in concerned.
3.3. LGMslack and LGMbreezy
The simulations LGMslack and LGMbreezy assume, in contrast to the reference simulation, that glacial
winds differed from those today. Sign and magnitude of the change are controversially discussed in the lit-
erature. Here we test both a global halving LGMslack and a doubling LGMbreezy of wind speeds. The results
are depicted in Figures 3c and 3d, with LGMslack featuring a generally higher δ30Si of BSi in the SO, suggest-
ing a straightforward underlying process: Reduced winds bring less DSi up to the sunlit surface which
increases the effect of fractionating DSi uptake by algae in surface DSi (because there is less “flushing” of
the system). As the substrate (surface DSi) becomes higher in δ30Si, so does the associated BSi export.
In contrast, in LGMbreezymore DSi is upwelled in the SO. The effect of fractionation on the isotopic compo-
sition of the substrate is diluted by the additional DSi supply. As a consequence, δ30Si of BSi mostly decreases
and is consistent with observations in terms of the sign of simulated changes. But specifically in the SO,
LGMbreezy features a sensitivity which is apparently too low.
Complexity is added to the rest of the ocean as the system adjusts: Enhanced (decreased) upwelling of nutri-
ents by winds feed an increase (decrease) in export production which results in a global Si loss (gain) by
increased (decreased) sedimentation such that the initial nutrient pulse is counteracted. Negative values,
both in LGMslack and LGMbreezy, follow the overall patterns already discussed for LGM.
In summary, our model suggests that reduced winds are inconsistent with observed δ30Si of BSi in the SO. In
contrast, the effect of increasing winds appears to be more consistent with the observations of δ30Si of BSi as
far as the sign of changes is considered. In terms of magnitude, however, a doubling of the wind during the
LGM fails to retrace most of the observations in the SO.
3.4. LGMtrickle and LGMflush
The experiments LGMtrickle and LGMflush assume that the supply of Si to the glacial ocean was different
from today's. The default value (applied in all of our configurations except the two discussed here) for total
supply of Si to the ocean (RRDSi) is 9.55 Tmol Si year−1 with an isotopic composition corresponding to
0.74‰ (RRδ30; Table 1). The fractionating effect of marine biota increases the global mean δ30Si of DSi rela-
tive to the supply because it preferentially exports BSi with lower δ30Si to the sediment such that DSi with
higher δ30Si remains in the water column. From this we conclude that the larger (smaller) the supply in rela-
tion to the biotic turnover, the lower (higher) the δ30Si in DSi—which ultimately controls the isotopic com-
position of BSi archived in sediments.
Figure 4 supports this conclusion: Panel (a) shows the difference between the simulation LGMtrickle and PI.
Compared to Figure 3a, we find that the 20% reduction of Si supply to the ocean drives an overall increase in
δ30Si of BSi. Likewise, Figure 4b shows that a 20% increase in Si supply decreases the overall δ30Si of BSi with
the biggest effect concentrated in the eastern equatorial upwelling area.
In summary, the sensitivity of δ30Si of BSi to changes in Si supply is too small to explain observed glacial
interglacial variations. Expressed in terms of a global average of δ30Si of BSi, we find less than 0.1‰ change
when altering the Si supply by 40%.
3.5. LGMlight
Frings et al. (2016) suggest that the relatively low δ30Si of BSi archived in glacial sediments are caused by a
glacial isotopic composition of the Si supplied to the ocean that was 1‰ lighter than today. Consistent with
their reasoning, we find in Figure 4c a global decrease in δ30Si of BSi by up to 1‰ (with the eastern tropical
Pacific being an exception) in response to the reduction of RRδ30. Expressed in terms of a global oceanic
average, we find a decrease of 0.65‰ at the end of our 10,000 year spinup.
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In summary, Figure 4c suggests that a reduction of δ30Si in DSi supplied to
the ocean drives changes that are consistent with almost all observations
of glacial δ30Si in BSi archived in sediments.
4. Discussion
In section 4.1 we discuss timescales at work, section 4.2 puts the results
into perspective, and section 4.3 discusses potential and generic sources
of uncertainties in the underlying Earth System Model.
4.1. Manifestation Timescales
So far, we explored the sensitivity of our model to changes in environmen-
tal conditions with numerical time slice experiments. This can be decep-
tive for, for example, processes that manifest themselves with timescales
as long or longer than typical glacial interglacial cycles. In the following
we use the concept of manifestation timescale introduced in section 2.3
in order to check if our simulated isotopic signatures of processes could
possibly be detected in actual sediments—as opposed to being smeared
out over one or more glacial interglacial cycles.
Figure 5 shows that manifestation timescales vary considerably over
space. In terms of detectability, we find in LGMlight that manifestation
timescales at the observational sites are short enough so that they should
be detectable in sediments (if they were to have been at play). This sug-
gests that the effect of changing isotopic composition of oceanic Si supply
to the ocean would be clearly imprinted into the sediment record.
Figure 5. Timescale of manifestation of changes in δ30Si of BSi archived in
sediments simulated in LGMlight (as shown in Figure 3c) in units of years.
White patches denote changes of less than 0.1‰ or regions with bottom
BSi concentrations less than 10−10 mol Si m3. Magenta circles denote
locations of observations of δ30Si in BSi as preserved in sediment cores
(see section 2.1).
Figure 4. Difference in simulated δ30Si of BSi relative to the preindustrial simulation PI as deposited to sediments in units of‰. Panels (a)–(c) refer to differences
LGMtrickle‐PI, LGMflush‐PI, and LGMlight, respectively. Magenta circles denote locations of observations of δ30Si in BSi as preserved in sediment cores
(see section 2.1).
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This does not apply to LGMbreezy where manifestation timescales in the
SO exceed 5,000 years (not shown).
4.2. Appraisal of Results
The two experiments LGMbreezy and LGMlight, out of our total of seven
numerical sensitivity experiments, feature the best fit with respect to the
sign to the overall, lower (relative to today) glacial δ30Si of BSi observa-
tions. This holds especially in the SO. The experiment with increased
winds (LGMbreezy), however, features a sensitivity which, although of
correct sign, is much lower than suggested by observational evidence. In
addition, LGMbreezy features very long manifestation timescales (when
compared to LGMlight; cf., section 4.1) which implies that the process of
increasing winds is, in reality, even harder to detect than the rather weak
signal we find at the end of our 10,000 year‐long numerical time slice
experiment suggests. This leaves us with simulation LGMlight being the
most consistent with observations of δ30Si of BSi out of all considered pro-
cesses (listed, e.g., in Table 2).
Even so, other processes such as changes to air‐sea iron fluxes and wind
fieldsmay also have been at play. According to ourmodel results, however,
these should manifest themselves more prominently in metrics other than
in the isotopic composition of BSi. One example of such a metric is sedi-
mentary redox‐sensitive trace‐metal records. Jaccard et al. (2016) deduce
from respective evidence glacially reduced dissolved oxygen concentra-
tions in the Atlantic Sector of the deep SO. Figure 6 suggests that, in our
model, a decrease in wind speeds does drive a consistent oxygen decrease,
while unchanged winds, or an increase of winds, result in an inconsistent
increase of simulated dissolved oxygen concentrations. Investigations of
the link between decreasingwinds and oxygen reveal two antagonistic pro-
cesses being at work in our model. For one, the reduced wind‐induced
upwelling of nutrients drives less production and associated oxygen con-
sumption in the SO. This, on its own, would increase the oxygen concen-
tration. However, this process is opposed by a reduced wind‐induced
overturning which reduces ventilation and drives an oxygen decrease.
The net effect differs among the sectors of the SO, such that the Atlantic
Sector in Figure 6b is consistent with results from Jaccard et al. (2016).
The difference among the sectors in the SO is facilitated by a reduced (down to 40% relative to LGM)
Antarctic Circumpolar Current which reduces the zonal mixing between the sectors as a result of reduced
winds supplying less momentum to the ocean. Please note that a comprehensive analysis of oceanic deoxy-
genation, which must cover the role of (preferably explicitly resolved) iron dynamics (see, e.g., Stoll, 2020)
and more data (e.g., Jaccard & Galbraith, 2011), is beyond the scope of this manuscript which focuses on
the isotopic composition of BSi in response to changing environmental conditions. Ourmain conclusion here
is that LGMbreezy is apparently inconsistent with sedimentary redox‐sensitive trace‐metal records.
4.3. Model Uncertainties
Assessing the reliability of model projections is not straightforward. This applies to both climate models
(Notz, 2015) and pelagic biogeochemical models (Löptien & Dietze, 2017). Our approach here is to highlight
a choice of our simplifying ad hoc assumptions which may potentially degrade our model results:
• DSi supply by rivers. In our simulations, all DSi supplied from the land into the ocean is homogeneously
distributed over the oceans. The rationale behind this is the sparse information available on
glacial‐interglacial changes in river loads and the implicit assumption that horizontal transports act on
much shorter timescales than the vertical transports. Among the (unintended) consequences is a glacial
Arctic Ocean which is continuously flushed by isotopically light DSi in our model—even though, in rea-
lity, it was covered by ice and probably did not receive any river runoff at all.
Figure 6. Simulated oxygen concentration at the bottom of the ocean
relative to simulated preindustrial (PI) concentrations in units of
mmol O2 m
−3. Panels (a)–(c) refer to simulations LGM, LGMslack, and
LGMbreezy, respectively.
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• Isotopic fractionation during BSi dissolution. In our setup this is not to account for—an approach we
share with the pioneering three‐dimensional modeling work of Wischmeyer et al. (2003), the box model-
ing work of Reynolds (2009), and the three‐dimensional modeling work of Gao et al. (2016). Our simula-
tion of deep δ30Si of DSi (see Figure A7) fits into this successive model development in that it features a
realistic gradient in the deep waters of the Atlantic and Pacific Oceans. In comparison, the early work
of Wischmeyer et al. (2003) failed to simulate a significant gradient (less than 0.1‰ difference), while
Reynolds (2009) and Gao et al. (2016) reported a more realistic difference of 0.3‰ between the basins.
Our model features 0.5‰ which is even closer to the data‐constrained model estimate of 0.7‰ by
Holzer and Brzezinski (2016)—arguably the most comprehensive estimate of today's δ30Si of DSi distribu-
tion in the deep ocean. Further comparison with the Holzer and Brzezinski (2016) estimate, however,
reveals that our simulated variance in the deep Pacific is apparently too low: While results by Holzer
and Brzezinski (2016) suggest a range between 1.7‰ in the South and 1.1‰ up North, we find barely
any variation in our simulation PI. According to Holzer and Brzezinski (2016) and Beucher et al. (2008),
this deficiency of our model is linked to not accounting for isotopic fractionation during BSi dissolution.
• Diagenetic DSi release from sediments. The results presented here are based on a setup which neglects
DSi release from sediments—even though it is known to be a significant agent in the world ocean silica
cycle (Tréguer & De La Rocha, 2013). This simplification was necessitated by the computational burden
that is associated with the long timescales of sedimentary processes. In order to test for robustness of
our results, however, we followed up on a suggestion that surfaced during the review process. As
described in more detail in Appendix B1 we decreased the export of BSi out of the lowermost wet model
grid box in order to mimic the effects of diagenetic DSi release from the sediments. In summary, the
thereby modified model version which is more complex in the sense that it contains more tunable model
parameters performed better in terms of simulated DSi concentrations. As concerns the misfit between
simulated glacial interglacial δ30Si of BSi differences, we find that our results as shown in Figure 3a are
robust (when compared with Figure B2).
• Variable Si isotopic fractionation by diatoms. We apply the constant fractionation factor α1 ¼ 0:9989 (De
La Rocha et al., 1997; Gao et al., 2016) even though contradictory evidence suggests that fractionation fac-
tors vary among species (Sutton et al., 2013) and that Fe availability maymodulate fractionation (Cavagna
et al., 2011; Meyerink et al., 2017).
A problematic region where our model simulations deviate substantially from observations of δ30Si of BSi is
the eastern equatorial Pacific in Figures 3 and 4.We speculate that this is associated with an unrealistic zonal
circulation in our model which is apparently endemic to the current generation of coupled ocean circulation
biogeochemical models (Dietze & Löptien, 2013; Getzlaff & Dietze, 2013).
In summary, we refer to a model that is capable of reproducing the effects of the (preindustrial) circulation
and isotopic fractionation during BSi production with a fidelity comparable to existing non‐data‐assimilated
three‐dimensional coupled ocean circulation biogeochemical models. Compared with the arguably most
comprehensive data‐assimilated model estimate of the present abyssal δ30 of DSi, we miss an intra‐basin
variability in the Pacific Ocean that is probably linked to unaccounted isotopic fractionation during BSi
dissolution.
5. Conclusions
We set out to simulate δ30Si of BSi (such as opal) archived in oceanic sediments under modern climates (PI)
and glacial conditions (LGM). Specifically, we implement and test several hypotheses which were suggested
in the literature to explain the observed difference in δ30Si of BSi between PI and LGM.
Our numerical experiments with an EMIC suggest that neither of the following processes effected
glacial‐interglacial changes in the isotopic composition of BSi is consistent with observations: (1) an overall
cooling and substantial reduction of theMOC (our experiment LGM), (2) a decrease of Si:N quota in diatoms
as potentially effected by increased air‐sea iron fluxes (our experiment LGMfe), (3) decreasing winds (our
experiment LGMslack), and (4) increasing or decreasing Si supply to the ocean (our experiments
LGMtrickle and LGMflush).
Out of seven sensitivity experiments, only the simulation with increased winds (experiment LGMbreezy) and
the simulation with a changed isotopic composition of river runoff (experiment LGMlight) reproduce the
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observed sign of change, specifically in the SO. The experiment with increasing winds (experiment
LGMbreezy), however, fails to reproduce the magnitude of observed changes and is, furthermore, inconsis-
tent with the Jaccard et al. (2016) estimate of dissolved near‐bottom oxygen concentrations (based on
redox‐sensitive trace‐metal records archived in the sediments in the Atlantic Sector of the SO). The experi-
ment LGMlight is most consistent with observed changes in δ30Si of BSi in terms of both sign andmagnitude.
This confirms the suggestions by Frings et al. (2016) that changes in the isotopic composition of DSi supplied
to the ocean (rather than changes in the internal oceanic cycling of DSi) triggered low glacial δ30Si of BSi.
Further, the estimated manifestation timescale of changes in δ30Si of BSi ranges between several hundreds
to 2,500 years at the observational sites. This means that the respective signal should be detectable—despite
a global turnover timescale of DSi, which is comparable to the period of glacial‐interglacial cycles.
As a side aspect, we find a simulated oceanic DSi inventory which is 10–20% lower during the Last Glacial
Maximum than today. This is somewhat counterintuitive because simulated BSi production is also lower
during the LGM which suggests that less BSi is sinking down to the oceanic sediment. More comprehensive
analysis shows that this effect is outweighed by BSi dissolution rates that are also slowed down as a conse-
quence of colder temperatures such that more BSi escapes dissolution prior to sedimentation in our model.
Caveats remain. A major problem of developing a Si module within the framework of an Earth System
Model is the high computational cost associated with running test simulations to equilibrium. To this
end, a turnover timescale of Si in the ocean of more than 10,000 years is a real handicap. Among the simpli-
fications we chose in order to limit the number of test simulations was discarding the effect of fractionation
during BSi dissolution. According to Holzer and Brzezinski (2016) and Beucher et al. (2008), this may be the
reason why our model does not reproduce observed variations of δ30Si of DSi within the Pacific. Further—
substantial—uncertainty is added by the generic problem of constraining global biogeochemical ocean mod-
els (Löptien & Dietze, 2015, 2017, 2019).
Appendix A: Model Assessment
The UVic ESCM reference version we use for LGM and PI has been described and assessed by Brennan
et al. (2012). We left this base module unchanged. In the following we refer to our extension adding a Si cycle
(which does not feedback onto the original modules) in the following.
Figure A1 shows the modern climate (PI) simulated DSi concentrations at the surface and at depth com-
pared to observations (Garcia, Locarnini, Boyer, & Antonov, 2010). A comparison of panels (a) and (c)
Figure A1. Surface and deep (2,000m to bottom average) DSi concentrations in units of mmol Si/m3. Panels (a) and (b)
refer to surface and abyssal observations (Garcia, Locarnini, Boyer, & Antonov, 2010), respectively. Panels (c) and (d)
refer to simulated preindustrial (PI) surface and abyssal concentrations, respectively.
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suggests that the simulated DSi concentrations are somewhat too high at
the surface, specifically in the tropics and the southern part of the SO. At
the same time, DSi concentrations are too low at the bottom, specifically
in the northern Pacific (panels [b] and [d]). These deviations are also visi-
ble in the global mean profiles in Figure A2.
We suspect that these differences are both the result of our choice of
parameters (possibly an underestimated opal sinking velocity and an
underestimated molecular DSi to phosphate stoichiometric ratio or an
underestimated BSi production rate) and being caused by rather coarse
spatial resolution of the ocean module which is known to retard ocean
transports (e.g., Getzlaff & Dietze, 2013). An additional cause for model
data misfits of DSi concentrations is followed up in Appendix B1 where
we added a brief investigation into the effect of diagentic DSi release from
sediments.
Figure A3 depicts zonally and vertically averaged DSi concentrations.
While the above‐mentioned biases map also onto this metric, the major
features are, nevertheless, captured. Specifically, the trapping of DSi in
the SO, high values in the tropics, and a large drop in the Arctic are clearly
visible. Not well captured are, however, the midlatitudes in the Northern
Hemisphere where the simulated concentrations are underestimated.
Further, the transition zone to the SO is not as sharp as observed and
DSi values in the Arctic are somewhat overestimated.
Figures A4 and A5 show meridional sections of both simulated DSi and
phosphate in comparison to the observations. This allows for a continua-
tive exploration of the reasons for model‐data mismatches with respect to
DSI: The section through the Atlantic (at 30°W) shows simulated DSi con-
centrations that are generally underestimated, while phosphate seems in
better agreement with the observations in that respect. In the SO, how-
ever, both variables are biased—and the biases oppose one another: In
terms of SO nutrient trapping, simulated phosphate is trapped more effi-
ciently than indicated by the observations. This is mirrored by the low bias
of simulated SO dissolved oxygen concentrations (Figure A6) indicating
an overestimation of accumulated remineralization. This is in contrast
to simulated DSi concentrations, where the simulated SO nutrient trap-
ping is too weak. With one nutrient biased high and the other nutrient
biased low, it seems unlikely that a deficient circulation is the cause for
these biases (although this cannot be ruled out). Hence, the SO nutrient
trapping apparently relates strongly to the biogeochemical model para-
meters. One conclusion from this may be that the biogeochemical model
is better tuned with respect to phosphate than to DSi. This is to be
expected because of the wider use of the phosphate‐based biogeochemical
model and themuch shorter equilibration timescales for phosphate which
facilitate the respective tuning to observations. In the Pacific, however,
the situation differs, and subsurface maxima in the Northern
Hemisphere (except the Arctic) are too low for both phosphate and DSi.
Following our reasoning above, this may be indicative for flaws in the
ocean circulation module. Please note, however, that the attribution of
flaws in model behavior to respective processes is challenging and may
even be impossible given the current set of observations (e.g., Löptien &
Dietze, 2019).
Table A1 provides a quantitative estimate of how our DSi/BSi module
compares against the underlying biogeochemical and ocean circulation
Figure A2. Zonally and meridionally averaged vertical profile of DSi
concentrations in units of mmol Si m3. The black, gray dashed, and red
dash‐dotted lines refer to observations (black line; Garcia, Locarnini, Boyer,
& Antonov, 2010), preindustrial simulation, and Last Glacial Maximum
simulation, respectively.
Figure A3. Zonally and vertically averaged DSi concentrations in units of
mmol Si m−3. The black, gray dashed, and red dash‐dotted lines refer to
observations (black line; Garcia, Locarnini, Boyer, & Antonov, 2010),
preindustrial simulation, and Last Glacial Maximum simulation,
respectively.
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Figure A4. Meridional sections over depth (m) of DSi in units of mmol Si m−3. Panels (a) and (c) refer to observations (Garcia, Locarnini, Boyer, &
Antonov, 2010) and panels (b) and (d) to the preindustrial simulation.
Figure A5. Meridional sections over depth (m) of PO4 in units of mmol P m
−3. Panels (a) and (c) refer to observations
(Garcia, Locarnini, Boyer, & Antonov, 2010) and panels (b) and (d) to the preindustrial simulation.
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module of Brennan et al. (2012). The simulated temperature variance is overestimated by 3% and the
temperature bias is 0.6 K, corresponding to 9% relative to the standard deviation in the observations. The
respective bias to standard deviation of salinity is with 0.03 even smaller (5% relative to the standard
deviation in the observations). Simulated phosphate concentrations are, surprisingly, even closer to
observations than simulated salinities (note that this does also apply to simulated dissolved oxygen
concentrations): The bias to standard deviation ratio is smaller (4%) and the simulated variance covers
86% of observed levels (versus 70% for salinity). Given that the salinity distribution directly affects ocean
circulation via density driven pressure gradients, it is remarkable that the misfit in this active physical
property can be much larger than the misfit of the rather passive (in terms of their effect on circulation)
phosphate whose distribution is directly shaped by oceanic circulation. This may be an indication that the
biogeochemical module of Brennan et al. (2012) has been “overly successfully” tuned to a flawed physics
(a process illustrated by Löptien & Dietze, 2019). In contrast, the simulated DSi features the largest
deviations among the metrics reviewed here. The simulation features a variance corresponding to 54% of
observed levels, and the simulated bias is 21% relative to the observed standard deviation. The correlation
of simulated DSi concentrations with observations is, however, rather good in the sense that it is very
similar to that of salinity (0.84 versus 0.85).
Figure A6. Meridional sections over depth (m) of dissolved O2 in units of mmol O2 m
−3. Panels (a) and (c) refer to
observations (Garcia, Locarnini, Boyer, Antonov, et al., 2010) and panels (b) and (d) to the preindustrial simulation.
Table A1
Comparison Between Observations (OBS) and Preindustrial Simulation (PI)
Variable Unit Std. OBS Std. PI Bias (PI‐OBS) RMS Corr. coeff. Var(PIref)/ var(OBS)
Temp. °C 6.5 6.6 0.6 1.4 0.98 103%
Sal. PSU 0.6 0.5 0.03 0.3 0.85 70%
PO4 mmol Pm
−3 0.83 0.77 −0.03 0.3 0.94 86%
O2 mmol O2m
−3 77 75 2 28 0.93 95%
DSi mmol Si m−3 54 40 11 30 0.84 54%
δ30DSi ‰ 0.62 0.48 0.57 0.56 0.51 60%
Note. Temp., Sal., std., RMS, corr. coeff., and var refer to temperature, salinity, standard deviation, root‐mean‐square error and correlation coefficient between PI
and OBS, and variance, respectively. δ30DSi refers to surface values. The origin of observations is documented in section 2.1.
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Figure A7 shows our simulated preindustrial δ30DSi distribution. The sparseness of observational data with
often times puzzling inhomogeneities illustrates the Hendry and Brzezinski (2014) conclusion that the
δ30DSi data set is “…inadequate to evaluate mechanisms leading to even the first‐order distribution of iso-
topes of Si in the global ocean.” Also, we are urged to compare point observations to large‐scale averages,
resolved by the model. The relatively low correlation of 0.51 between model and observations has thus to
be considered with some caution. Please note that a clearer picture seems to be found for the more abrupt
events of the deglacial, leading to the Silicic Acid Ventilation Hypothesis of Hendry and Brzezinski (2014).
Appendix B: Silica Dissolution Rates, Temperature, and Diagenetic DSi Release
From Sediments
One of the major processes at work in our simulations is a reduced glacial oceanic DSi inventory (relative to
preindustrial). Lower glacial temperatures slow down BSi dissolution such that more BSi sinks into the sedi-
ments where it is lost forever in our model. In turn, the overall reduced availability of DSi invokes more DSi
limitation which manifests itself in a glacial tendency toward higher δ30DSi which is apparently inconsistent
with the observed tendency to generally lower glacial δ30DSi.
During the review process of an earlier version of this manuscript, the following concerns were put forward:
Our model does not account for diagenetic release of DSi from sediments even though it is known to be sub-
stantial (e.g., Tréguer & De La Rocha, 2013). Hence, our model neglects a process that retains Si in the ocean.
Figure A7. δ30 DSi at the surface (50 m, panels [a] and [c]) and at depth (2,000m, panels [b] and [d]) in units of ‰. The
colored blobs denote those observations (see section 2.1) within 0–100m (1,500–2,500m) that are closest to the nominal
depth of 50 m (2,000m). The background color in panels (a) and (b) refers to simulation PI. Panels (c) and (d) show
respective observations only to facilitate their recognition.
Table B1
Comparison Between Observations (OBS) and Preindustrial Simulation (PI∗)
Std. Std. Bias Corr var(PIref)/
Variable Unit OBS PI (PI‐OBS) RMS coeff. var(OBS)
DSi mmol Si m−3 54 49 −1.2 15 0.96 83%
δ30DSi %0 0.62 0.60 −0.29 0.58 0.54 93%
Note. std., RMS, corr. coeff., var refer to standard deviation, root‐mean‐square error between simulation PI∗ and OBS,
and variance, respectively. δ30DSi refers to surface values. The origin of observations is documented in section 2.1.
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Even so, our simulated DSi inventory is close to observations—because
we adjusted the silica dissolution rate accordingly (Figure 1). This proce-
dure yielded a functional dependency of silica dissolution and tempera-
ture which is at the lower end of data compiled by Kamatani (1992) and
shown in Figure 2. In the following we will discuss if this may have flawed
our results.
We integrate an additional set of model simulations dubbed PI∗ and LGM∗
for 10,000 years (starting from the spun up simulations PI and LGM). PI∗
and LGM∗ are identical to PI and LGM except for the following: (1) We use
the Gao et al. (2016) opal dissolution rateA ¼ 333−1 day−1 which yields a
functional dependency of silica dissolution and temperature which is at
the upper end of data compiled by Kamatani (1992) and shown in
Figure 2. (2) We reduce the sinking velocity of BSi out of the lowermost
wet model grid box from 10 down to 0.5 m day−1 in order to mimic the
effect of diagenetic DSi release (or, more specifically, the increased resi-
dence time of Si at the bottom of the water column).
Integration of PI∗ for 10,000 years resulted in a fairly equilibrated DSi
inventory close to observations (≈3% less than Garcia, Locarnini, Boyer,
& Antonov, 2010). The DSi concentrations of PI∗ are more realistic than
in the reference version PI. In terms of root‐mean‐square error the misfit
drops substantially from 30 (Table A1) down to 15mmol Si m−3
(Table B1). The increase in realism is confirmed by visually inspecting
Figure B1 versus Figure A4.
In terms of δ30DSi we find that PI∗ features a variance more similar to
observations compared to PI (93% versus 60%; Table B1 versus Table A1).
The correlation does, however, not improve—probably because we do
not account for isotopic fractionation during BSi dissolution (see discus-
sion in section 4.3).
In summary, PI∗ features a more realistic DSi distribution, more realistic
levels of δ30DSi variance, and a (rough) representation of diagenetic
DSi release from the sediments. Further, PI∗ features a functional
dependency of silica dissolution and temperature that is at the upper
end of data compiled by Kamatani (1992)—as opposed to PI which
features a functional dependency that is at the lower end. Even so, the
glacial‐interglacial sensitivity of δ30Si of BSi is apparently robust:
Figure B2 shows the LGM*−PI* difference that is similar to the respective
LGM ‐ PI difference in Figure 3a in that the simulated changes are oppos-
ing the observational evidence.
Data Availability Statement
Data are available through Locarnini et al. (2010); Antonov et al. (2010);
Garcia, Locarnini, Boyer, and Antonov, 2010; Garcia, Locarnini, Boyer,
Antonov, et al., 2010; Beucher et al. (2008); Cardinal et al. (2005); De La
Rocha et al. (2011); de Souza, Reynolds, Johnson, et al., (2012); de
Souza, Reynolds, Rickli, et al., (2012); Ehlert et al. (2012); Fripiat,
Cavagna, Dehairs, et al., (2011); Fripiat, Cavagnam, Savoye, et al., 2011;
Grasse et al. (2013); Reynolds et al. (2006); Frings et al. (2016);
Brzezinski et al. (2002); De La Rocha et al. (2011, 1997, 1998); Ehlert
et al. (2013); Ellwood et al. (2010); Hendry et al (2012, 2016); Horn
et al. (2011); and Pichevin et al. (2009). The model configurations and
output are archived online (https://zenodo.org/record/3959258#.
XxsN6B1CRTY under doi:10.5281/zenodo.3959257).
Figure B1. Meridional sections over depth (m) of DSi in units of mmol Si
m−3. Panels (a) and (b) refer to simulation PI∗ that applies the Gao
et al. (2016) opal dissolution rate A ¼ 333−1 day−1 and that mimics
diagenetic release of DSi from sediments by reducing the sinking velocity of
BSi from 10 to 0.5 m day−1 in the lowermost wet model grid box.
Figure B2. Difference in simulated LGM δ30Si of BSi relative to the
preindustrial simulation PI∗ as deposited to sediments in units of ‰. The
difference to Figure 3a is that both LGM∗ and PI∗ refer to simulations
that apply the Gao et al. (2016) opal dissolution rate A ¼ 333−1 day−1 and
that mimic diagenetic release of DSi from sediments by reducing the
sinking velocity of BSi from 10 to 0.5 m day−1 in the lowermost wet
model grid box.
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