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technique proves difficult to implement in the digital-image processing. The conditional ordering (C-ordering) technique is suitable for monochromatic images only. Therefore, the reduced aggregate ordering (R-ordering) is usually applied to process colour images (Fig. 2) . It reduces variables in each channel down to the scalar value, according to the distance criterion.
Let 
Each point of a colour image belongs to a two-dimensional (2D), threechannel vector field ( ≤ ≤ ≤ (4) In this sequence, ) 
(
x is a medium vector (which is a median), and vectors with extreme subscripts are those which to the highest degree stray away from the average data.
Order edge detectors
Vector range (VR) detector is the simplest vector edge detector [3, 2] used in colour images, which is based on the order statistics. It describes deviation of vector 
Value of VR is low in areas showing small discontinuities, since all vectors are very similar in value. On the other hand, in areas showing large discontinuities value of VR is high. Edges are obtained by means of finding threshold of output values of the detector. This detector, although simple and effective, proves sensitive to noise, in particular to impulsive noise. To increase resistance to noise, a wider class of these operators, i.e. vector dispersion edge detectors (VDED) is defined as linear combination of order vectors (sorted vector samples):
where: ... denotes suitable normalisation. It should be noted that the vector edge detector (vector range detector) VR is a special case of the vector dispersion edge detector (VDED) for:
Equation that describes this process can be generalised by means of suitable modifications, introductions of coefficients, and suitable match of resulting values of vectors. Coefficients should be suitably matched to smooth the noise.
To improve resistance to noise, a wider class of operators -vector dispersion edge detectors (VDED) -is defined as a linear combination of order vectors (sorted vector samples). MVD (minimum vector dispersion) detector is only one out of several offered operators of this class. It is calculated from the following formula:
where:
The selection of two parameters k and l depends on n -the size of window W. These parameters effect some compromise between complexity of the computational operator and noise suppression. This more expensive -from the computational standpoint -operator can improve results of edge detection when there is interference from both the impulsive noise and the Gaussian noise. It is capable of eliminating in window W up to 1 − k pixels disturbed with the impulsive noise.
If in window W of size n there is 1 − k pixels distorted with the impulsive noise, then -from the very nature thereof -they differ from the rest of pixels in value, which is high. Pixels with impulsive noise are of the highest values in the ordered sequence
. Since difference between pixels with impulsive noise and the rest of pixels proves to be large, eq (7) can be reduced to the following form:
It should be noted that none from among the noised pixels have appeared in this equation; hence, it should not affect the whole process of detection. The minimum vector dispersion (MVD) detector proves also an efficient edge detector in the presence of Gaussian noise. The first term
of eq (8) proves useful in removing pixels distorted with impulsive noise, since they have the latest superscripts in the ordered set of vectors (Fig. 2) . In a window of the size 9 = n that builds up a 3×3 mask, and of coefficient 3 = k the superscript ( ) , three first ordered vectors are taken, the average of which is the result. This term is expected to suppress the effect of the Gaussian noise (Fig. 2 ).
An alternative model of a wide group of operators -vector dispersion edge detectors (VDED) makes use of the adaptive filter of the nearest neighbour (NN).
Coefficients are adapted to local image characteristics for every window W . This operator (the nearest neighbour vector edge/vector range -NNVR -detector) is defined as a distance between the external vector and the weighted sum of vectors of the nearest neighbour: Since this operator should also smooth the noise, low weight should be attributed to it for pixels of high value. The weight-computing function can be defined in the following way:
The weight function cannot be applied in one instance only, i.e. for highly equalised parts of the image, where all pixels show the same distance, since i w is equal to zero. In these areas there are no edges, difference measured with the NNVR equals zero. To improve detection quality when impulsive noise is present, the minimum vector dispersion (MVD) operator of contours can be joined with the nearest-neighbour vector range (NNVR) of contours:
Finally, for vector order statistics operators of this class the distance ( )
measuring methods should be established. The method of measuring the Euclidean distance 2 L is one of them. To reduce computational complexity by means of calculating magnitudes, instead of raising to a power and extracting roots, distance 1 L is also used (measured). There are several other ways to measure distance [4] : angular measurement, implementation of the Canberra metric, calculating the Czekanowski coefficient. The Canberra distance measurement is represented with the following formula:
whereas the Czekanowski coefficient is calculated in the following way:
where: m -the number of vectors for a colour image, equals to 3, and corresponds with three channels (R, G, B).
The measure of angular distance is found using the following formula:
where: ... denotes value of the vector of colour i x .
On the grounds of these three measures of distance, numerous colour-image edge detectors could be joined.
Difference vector operators
The class of difference vector (DV) operators could be approached as firstderivative operators. A group of these operators proves extremely effective from the point of view of human being's image perception system. In this case, each pixel is represented as a vector within the RGB space. The gradient is obtained in each of four (4) directions (0°, 45°, 90°, and 135°) by means of convolution with a corresponding mask. Then, the threshold is assigned to the maximum gradient of the vector field to locate edges.
This gradient is defined as:
where: . denotes the normalised distance L 2 , X and Y are three-dimensional vector convolution masks. Introduction of these sub-regions improves capabilities to construct new operators. Fig. 3 illustrates the way of operation of this operator, which divides the mask window into opposite poles. The masks created in this way operate on the vector field (as it happened with operators functioning on monochromatic images) and compute gradients in all four (4) directions (0°, 45°, 90°, and 135°).
Operators of this group usually build a common 3×3 window that comprises one (1) central pixel and eight (8) 
Difference operator (DV) requires the greatest computational effort as compared to the above-considered operators. However, similar to the VR operator, the DV operator is also sensitive to impulsive and Gaussian noise [13] . Therefore, sub-filtration is used to avoid this sensitivity. However, such being the case, a larger window is a demand to obtain more data for computations. There is no upper limit of the window size. Usually 5×5 window is used, since the window size remains proportional to time used for computations. Furthermore, if the window gets too large, results of computations do not represent the local gradient characteristics any more. For a window of the n×n size ( )
, the number of pixels in each sub-window is
. Filtration is applied in every sub-window that comprises N number of pixels; this is done by means of putting suitable masks on: 
where: function of weight i w (10) attributes higher weights to vectors o flower values, and lower ones to vectors that strongly stray away from the whole population. This filter is an effective tool when there is mixed, i.e. impulsive and Gaussian noises. It shows complexity similar to that of the α-trim filter, since both make use of the R-ordering. Also in this case some decrease in detection quality may occur, because edge detection takes place after filtration instead of resulting from the original arrangement of pixels. Difference vector (DV) operators detect edges in two (instead of four) directions only, i.e. horizontal and vertical ones -hv.
Such a solution is just as good as difference vector (DV) operators, since human being's perception is much more sensitive to vertical and horizontal edges than to other ones [11, 12] . Horizontal and vertical differences in vectors also contribute to the diagonal-edges detection, Consequently, they reduce thickness of the edges [10÷12]. Furthermore, the amount of required operations has been reduced in this operator by as much as a half.
Results of computations; conclusions
The idea of finding a pixel of mean value and one of the highest value underlies the presented operators. Edge detection based on difference between the two pixels is the aim. Most of the operators get rid of the Gaussian-noise effect by means of averaging a part or the whole of the window. Sometimes this operation is replaced with the median. The extreme element searched for is among vectors mostly varying from the whole population. These vectors, when ordered, take last positions in the order series. However, these positions are occupied also by vectors disturbed with impulsive noise. The problem is easy to overcome -one has to take not the last vector in the sequence of ordering, but one distant from the series end by k number off positions. These vectors can also be weighted. The weighting function always disposes of the extreme vector by attributing the zero weight to this vector. A number of such simple methods and combinations thereof generate a great deal of feasible vector operators.
The first step in our studies was intended to define quality of detected edges. To do this, a series of 'artificial' noise-free images was generated. The images included various kinds of edges: straight, not straight, and intersecting ones. Test images were supposed to show whether detection instances were correct and to examine false-edge detection. Results shown in Table1 illustrate properties of particular operators. The simplest operator, i.e. the VR operator featured with low complexity of computations, shows good edge detectability and low probability of false detection. As referred to series computations, it is also the fastest operator. Unlike the VR operator, the MVD operator shows poor edge-detection results. However, with the window radius (?) increased, the detection-correctness ratio is very good, whereas the false-detection rate remains low. Combination of the VR and NN operators, i.e. the NNVR operator shows very good detection ratio and acceptable false-detection (error) rate. On the other hand, combination of the MVD and VR operators, as well as the MVD operator itself, needs a window of the size 5×5 at least, to gain reasonable results. The most fundamental class of DV operators comprises several sub-classes. The DV and DV_hv ones gain similar, very good results but DV_hv with its only slightly lower detectability performs calculations twice as fast. The DV_adapt and DV_ α-trim gain very poor results for images with no noise, but on the other hand, they prove very effective in the case of 'real' noised images.
In the case of images noised (distorted) with impulsive and Gaussian noise, the simplest operators, i.e. VR operator (Fig. 6 ) and DV operator (Fig. 11) show their poor capabilities -they are both sensitive to the two kinds of noise. However, after basic operator have been expanded and furnished with additional terms, they gain extremely high resistance to noise at the cost of increase in time for computations. In the case of vector statistic operators there are two that work best in the presence of noise: MVD operator (Fig. 9 ) and NNMVD operator (Fig. 10) . Properties of both become even better if k and l parameters are adjusted in the optimum way.
The addition of filtering terms considerably increases the resistance of DV operators (Figs 11 ÷ 18 ) to noise. The Authors of this paper have experimentally arrived at the conclusion that the DV_α-trim operator is the best (Fig. 13) .
The subjective evaluation is of great importance while working on real images, since it facilitates selection of the most suitable operator for applications in image recognition. Conclusions are very similar to those drawn while evaluating operators for 'artificial' images.
As far as edge detection is concerned, effects of VR and DV operators for noised images are very similar to those for noise-free images. The MVD and NNMVD operators (Figs 9 and 10) enable thinner edges to be gained; they are less sensitive to little disturbances in the texture owing to the mean term, which smoothes them. According to assumptions made, these two kinds of operators prove effective in edge detection, even in highly noised images.
Both groups of DV operators with filtering terms operate perfectly well even in the case of noise-distorted images. The vector mean operator proves best when there is Gaussian noise in the image, whereas the median operator -when there is impulsive noise (Figs 11 ÷ 12) . The adaptive and α-trim filters operate best when there are both kinds of noise in the image. The DV_hv operators (Figs 15 ÷ 18) enable detection of thinner edges in diagonal directions as compared to DV operators that enable edge detection in four (4) directions.
All the above-presented results prove that DV operators evidently predominate over other ones. It should also be noted that different operators present different requirements, and all the time should be matched to specific applications.
Two aspects were taken into account while evaluating the operators: quality and time needed to gain results. The results gained have proved that the better are effects of edge detection, the more time is required to perform calculations, since the operators become more complicated from the point of view of computations. Much computational power is 'consumed' by the vector ordering process. 
