Reliable and efficient detection of DNA damage constitutes a vital capability of human cells to maintain genome stability. Following DNA damage, the histone variant H2AX becomes rapidly phosphorylated by the DNA damage response kinases DNA-PK cs and ATM. H2AX phosphorylation plays a central role in signal amplification leading to chromatin remodeling and DNA repair initiation. The contribution of DNA-PK cs and ATM to H2AX phosphorylation is however puzzling. Although ATM is required, DNA-PK cs can substitute for it. Here we analyze the interplay between DNA-PK cs and ATM with a computational model derived by an iterative workflow: switching between experimental design, experiment and model analysis, we generated an extensive set of time-resolved data and identified a conclusive dynamic signaling model out of several alternatives. Our work shows that DNA-PK cs and ATM enforce a biphasic H2AX phosphorylation. DNA-PK cs can be associated to the initial, and ATM to the succeeding phosphorylation phase of H2AX resulting into a signal persistence detection function for reliable damage sensing. Further, our model predictions emphasize that DNA-PK cs inhibition significantly delays H2AX phosphorylation and associated DNA repair initiation.
Introduction
Cells are constantly affected by DNA damage, resulting from ionizing g-irradiation (IR), genotoxic or replication stress and reactive oxygen species. DNA damage, including single and double strand breaks (DSB), base modification, deletions or point mutations, seriously affects genome stability and cell integrity if not properly detected and repaired by the DNA damage response (DDR). 1 Upon DNA damage detection, higher order chromatin has to be made accessible by various modifications before DSB can be repaired. 2 Among several DNA-damage associated histone modifications, phosphorylation of H2AX is widely accepted as an indicator of DSB. H2AX becomes rapidly phosphorylated at serine 139 (gH2AX) to generate foci at the DSB site. 3 The assembly of chromatin remodeling complexes at the DSB site greatly depends on gH2AX and enables the accessibility of the damaged DNA to repair proteins. 4 Depending on the stimulus, gH2AX is induced by different members of the phosphoinositide 3-kinase like kinase (PIKK) family; ataxia telangiectasia mutated (ATM), ataxia telangiectasia and Rad3-related (ATR) and DNA-dependent protein kinase catalytic subunit (DNA-PK cs ). ATR phosphorylates H2AX upon replicative stress, 5 whereas ATM and DNA-PK cs are responsible for this phosphorylation upon DNA DSB, which are induced by IR. 6 ATM and DNA-PK cs have been studied on a qualitative basis focusing on their impact of repair pathway choice for rebuilding damaged DNA either via rapid (classical) non-homologous end joining cNHEJ and/or slow homologous recombination repair (HR) pathway. 7, 8 As for the pathway choice, the interplay between ATM and DNA-PK cs regarding IR-induced H2AX phosphorylation remains puzzling. Because although ATM is required, 9 DNA-PK cs can substitute for it. 10 In this work we follow a model-based approach to analyze the contribution of DNA-PK cs and ATM to H2AX phosphorylation during the initial DNA damage sensing stage. Cucinotta et al. 11 have created a dynamic model solely focused on DNA-PK cs to predict dose and dose-rate effects on gH2AX dynamics. Very recently, a mechanistic model describing DNA damage complexity dependent sub-pathway choice in cNHEJ repair has A computational model for ATM and DNA-PK cs interactions with regard to gH2AX activation integrating biochemical time course data is missing so far. We describe an iterative workflow to identify a predictive dynamic model involving ATM/DNA-PK cs mediated H2AX phosphorylation. Starting from several models, optimal experimental design (OED) was applied to optimize experiments for model identification. The identified model was used to analyze the dynamic contribution of ATM and DNA-PK cs to H2AX phosphorylation.
Results

Model identification
2.1.1 Defining network structures for cH2AX activation upon IR. The network structures (Fig. 1A) have been constructed based on meta-analysis 7, [17] [18] [19] [20] focusing on the initial activation dynamic within the nucleus and the interplay between ATM and DNA-PK cs . DDR initiates with recognition of damaged DNA (DDNA1). Ku70/80 as a sensor for cNHEJ associates to the damage site (RC11) forming the DNA-PK complex (RC12). 21 Then, the catalytic subunit of DNA-PK is either phosphorylated by active ATM or/and autophosphorylated at the T2609 cluster to initiate cNHEJ. 8 The MRN complex (Mre11-Rad50-Nbs1), a sensor for the HR pathway, can also co-localize to the damage site to promote ATM autophosphorylation at Ser1981. Failure of DNA repair via cNHEJ potentially allows HR proteins to access the damage site. This is modeled by splitting the initial DSB pool (DDNA) into DDNA1 and DDNA2, whereby DDNA2 is associated to HR and/or alternative non-homologous end joining (aNHEJ). 22 Phosphorylation of H2AX can be achieved by active DNA-PK cs or active ATM. We generated four alternative models describing various interplays between ATM, DNA-PK cs and gH2AX (Fig. 1A) .
Experimental design for model calibration and identification.
For model calibration purpose, an initial time course of H2AX phosphorylation in response to IR was studied in MDCK cells in a dose-dependent manner using 0.5, 1, 2, 5, 40 Gy. gH2AX levels increased with IR dose, while concurrently signal attenuation was delayed (Fig. 1B) . These results agree with data from Burma et al. 9 From the competing network structures, we derived ordinary differential equation models and calibrated them (see Materials and methods). Simulations of the initial data set for all models are shown in Fig. 1C . Based on w 2 statistics, none of the models could be rejected at a significance level of a 0.05 = 0.05 (Table 1 , OED 0). p-Values of Anderson-Darling (AD) residual statistics also indicated that all models seemed adequate for the initial data.
To discriminate between models, we subsequently designed (i) an IR double-pulse ( Fig. 2A-D) and (ii) an IR double-pulse in combination with kinase inhibitors (Fig. 3) . The IR doublepulse was parameterized with 2 design variables, namely interpulse time D 1 and second pulse dose D 2 , whereas the first pulse was fixed at 1 Gy. The objective was to maximize O = [T red hV ihSi] T . Herein T red is the reduced, modified T criterion to measure discriminative power, 23 whereas hV i, hSi represent mean model prediction variance and variance-entropy. The latter two criteria measure parameter information and distribution within the gH2AX signal (see Materials and methods). For OED I, the optimal design D I * was chosen by trading off T red , hV i and hSi (Fig. 2B) . Recalibration of all models to data from OED 0 and I, and additional inclusion of p53-P data (Fig. 2E ) from titration experiments did not allow for model discrimination (all p-values 4 a 0.05 for both fit statistics; Table 1 ), but reduced prediction variances (Table 2) .
Kinase inhibitors were employed for OED II to better dissect DNA-PK cs and ATM contributions. Titration of two highly specific inhibitors, namely Nu7441 and Ku55933 for DNA-PK cs and ATM, respectively, identified the optimal concentration for each. Further, we used the phosphorylation of p53 at S15 as a read-out to show the specificity of the inhibitors. Two successive pulses with different intensities (1 and 20 Gy) show in the immunoblot that the contribution of DNA-PK cs to this particular phosphorylation of p53 is marginal (Fig. 2E ). This confirms earlier data. 24, 25 OED II was designed for three different inhibitor settings, namely Nu7441 and/or Ku55933. The estimated optimal design D II * potentially allowed for discrimination ( Table 2 , T red * c 1, Fig. 3A ). The initial gH2AX peak showed a comparable reduction for both inhibitors. Phosphorylation of H2AX after the second pulse seemed to decay more rapidly for inhibited ATM compared to inhibited DNA-PK cs . Both inhibitors together showed synergistic effects on gH2AX (Fig. 3B) .
According to the fit statistics of OED II (Table 1) only model A2 cannot be rejected in terms of w 2 . However, we find significant AD p-values for all four models, whereas models A2 and B2 have non-significant AD 3s p-values, which account only for residuals smaller than 3s. This behavior may be attributed to outliers in one of the experimental conditions ( Fig. 1C and 3C ) owing to experimental variations or deficits of the models in describing experimental conditions of OED 0, I, II. We selected model A2 as the final model for further analysis, since it was the only model with p-values of w 2 and AD 3s statistics exceeding a 0.05 for all 3 experimental runs. (Fig. 4A-C) . Active DNA-PK cs (DNA-PK cs -P) responds directly after irradiation within 2-10 minutes and shows fast signal attenuation. Response time of active ATM (ATM-P) in terms of maximal activity is delayed with respect to gH2AX and much more dose-dependent ranging from 10 to 56 minutes. These model predictions are in line with the literature: DNA-PK cs activation peaks at 10 minutes after IR treatment, whereas ATM has its peak activity at around 20 minutes. 26 According to the model predictions, phosphorylation of H2AX is biphasic, following a dose-independent temporal activation order: the first activation phase of gH2AX right after stimulation is associated to DNA-PK cs , whereat the second phase is linked to ATM-P (Fig. 4A) . The gH2AX signal decays on the scale of hours and correlates with ATM-P. This dynamics of fast initial and prolonged response is known from coherent feed forward loops, which serve as a signal persistence detector. 27 At doses below 1 dGy peak level of gH2AX is dominated by DNA-PK cs , whereas ATM dominates above 1 dGy ( Fig. 4B and C) . For larger dose levels, ATM auto-phosphorylation results into a prolonged activation phase, with gH2AX peak activity shifted from 10 minutes at 10 Gy to 40 minutes at 100 Gy. 2.2.2 DNA-PK cs compensates inhibited ATM. Simulations of gH2AX dynamics with inhibited DNA-PKcs or/and ATM show that exclusive inhibition of ATM is nearly compensated by DNA-PK cs replacing the ATM associated activation phase of gH2AX by a prolonged DNA-PK cs associated phase ( Fig. 5A left and B black vs. magenta). In contrast, DNA-PK cs inhibition results into loss of the DNA-PK cs associated activation phase. Owing to slower activation kinetics, ATM cannot compensate this delay ( Fig. 5A left and B black vs. red). At doses where DNA-Pk cs dominates, gH2AX peak activity is delayed by roughly 45 minutes. Simulations of simultaneous inhibition of DNA-PK cs and ATM show a 3-to 10-fold reduction in gH2AX peak level, depending on IR dosage, whereas exclusive inhibition of either DNA-PK cs or ATM is not as much Fig. 1 ). Data represent mean AE 2SD of 3 independent experiments. (E) MDCK cells were irradiated as indicated. Inhibitors Ku55933 and Nu7441 were used at different concentrations and whole cell lysates were analyzed for p53-P and gH2AX. GAPDH served as loading control. Model simulation and quantified experimental data for p53-P are shown. Data of a single experiment.
affecting peak activity of gH2AX (Fig. 5A right) . For all inhibition scenarios, the biphasic phosphorylation kinetics of H2AX is lost.
Materials and methods
Cell culture and treatment with c-irradiation
MDCK cells (ATCC CCL-34) were routinely cultured in RPMI-1640 supplemented with 10% fetal calf serum, glutamine and 100 U mL À1 penicillin and 100 mg mL À1 streptomycin, and incubated at 37 1C in a 5% CO 2 humidified incubator. The MDCK cells were seeded at a density of 2 Â 10 6 per 10 cm culture dish and cultured for 24 hours. The cells were irradiated with the Biobeam GM 2000 (Gamma-Service Medical GmbH, Germany) at a dose rate of 3.332 Gy min À1 using either single or double-pulse conditions. After a single pulse of 40, 5, 2, 1 or 0.5 Gy, the cells were harvested at 30, 90, 180, 300 and 720 minutes. The double-pulse consists of a single pulse of 1 Gy, followed 6 hours later by a second pulse of 20 Gy. The cells were harvested at 15, 35, 60, 160, 240, 370, 420 and 450 minutes. The inhibitors, Ku55933 (ATM, Tocris Bioscience, Germany) and Nu7441 (DNA-PK cs , Tocris Bioscience, Germany), used in the double-pulse setting, were added 30 minutes before first irradiation at a final concentration of 1 mM, either alone or together. The titration of the inhibitors were performed at 0, 
Nuclear extraction, SDS-PAGE and Immunoblot
Cells were lysed in hypotonic cell lysis buffer (20 mM Tris/HCl pH 7.9, 10 mM KCl, 1.5 mM MgCl 2 , 10 mM K 2 HPO 4 , 10% glycerol, 0.5 mM DTT) supplemented with 0.5 mM AEBSF, 1 mM sodium vanadate, 1 mM sodium molybdate, 10 mM sodium fluoride, 20 mM 2-phosphoglycerate and protease inhibitor mix (complete, Roche Germany). After addition of 1.25% NP-40, the cytosolic fraction was obtained by centrifugation at 13 000 Â g for 10 minutes. The nuclear pellet was resolved in 20 mM Tris/HCl pH 7.9, 420 mM KCl, 1.5 mM MgCl 2 , 10 mM K 2 HPO 4 , 10% glycerol, 0.2 mM EDTA, 0.5 mM DTT supplemented with the same inhibitors as before. The sample was incubated for 40 minutes on ice and centrifuged for 10 minutes at 13 000 Â g. The insoluble nuclear fraction was achieved by digesting the resulting pellet with nuclease (Calbiochem, Germany) at 37 1C for 30 minutes. The protein concentration was estimated using the BCA protein assay kit (Perbio Science, Germany). The samples were separated in Tris-Glycine gels (15%), transferred onto PVDF membranes (Millipore, Germany) and blocked for 1 h at room temperature with 5% skim milk in TBS-Tween (TBS-T).
The primary antibodies were incubated overnight in 5% skim milk in TBS-T at 4 1C. The membranes were washed thrice in TBS-T. The appropriate HRP-conjugated secondary antibody was added at a dilution of 1 : 5000 in 5% skim milk in TBS-T for 1 hour at room temperature, followed by three washes in TBS-T. The membranes were developed using a chemiluminescence substrate (Millipore, Germany). The respective bands were visualized using the ChemoCam Imager (Intas, Germany), followed by the estimation of the band intensities using ImageJ. 29 Antibodies used in this work were as follows: LaminB2 (sc-133722) and HDAC1 (sc-7872) were obtained from Santa Cruz (USA, CA). gH2AX (ab26350) was from Abcam (UK). The secondary anti-rabbit-HRP or anti-mouse-HRP antibodies were from Jackson ImmunoResearch Laboratories Inc. (USA, PA).
Building of a dynamic signaling model network of cH2AX activation
Initially, 4 dynamic models in the form of ordinary differential equation systems were derived from the network structures in Fig. 1A and implemented in MATLAB using the solver CVODES. 30 Details on the choice of kinetic rate laws are given in the ESI † Section S2. After the poor discrimination performance of OED I, we extended the models to contain also p53. The tumor suppressor p53 is an important effector protein during DDR. Phosphorylation of p53 View Article Online at Ser15 by ATM promotes its release from MDM2 and results in p53 activation. 24, 31 Activation of p53 by DNA-PK cs has also been described. 32 However, DNA-PK À/À MEFs show normal p53 activation. 25 We did not find evidence for a DNA-PK cs contribution to the p53 phosphorylation (Fig. 2E ), which agrees with earlier data. 33 Therefore, we implemented the p53 activation as an ATM-dependent process only. As described in detail in the ESI, † 19 kinetic and 8 scaling parameters were estimated by maximizing the likelihood function, whereas the variance has been estimated from data replicates. Parameter estimation was performed for each model in an iterative manner, according to the 3 datasets, OED 0/I/II. Optimization of the likelihood function was performed iteratively, using a hybrid strategy. We combined a genetic algorithm ('ga' function from the global optimization toolbox of MATLAB), which was used to obtain a population of suitable starting solutions for a local, gradientbased optimization. Here we used an interior-point algorithm ('fmincon' function from the optimization toolbox of MATLAB). Before analyzing DNA-PK cs , ATM and gH2AX dynamics with model A2, we performed an identifiability analysis based on the profile likelihood to assess the uniqueness of the model prediction and to also derive prediction uncertainty bands (see Fig. 4B and C). This analysis revealed that 8 kinetic parameters were not fully identifiable for the given optimization constraints, i.e. upper and lower bounds restricting the parameters to fall within 4 orders of magnitude. Six of these parameters were non-significant at the upper bound, whereas the other two were non-significant at the lower bound. One parameter was structurally non-identifiable. The non-identifiable parameters were not decisive for the question of kinase contribution to H2AX phosphorylation. More details on the identifiability analysis, parameter dependencies and impact on the prediction power are given in the ESI † in Section 2.
Experimental design criteria for model identification
Model identification is the process of comparing plausibility amongst models from a pool of competing computational models in the light of given experimental data. Plausibility is typically derived from some kind of lack-of-fit measure, for instance w 2 statistics. Experimental design for model identification aims at generating new experimental conditions and therefore data, to support this identification process in an optimal way using the models at hand. In the early phase of modeling a biochemical system with ODEs, parameters are typically very uncertain. Consequently, model predictions including design criteria are uncertain as well. Accounting for these uncertainties during design robustifies the optimal experiment against these uncertainties. In this work we use a multi criterion approach to identify optimal stimulus designs for model identification. We use three criteria that measure discriminative power, parameter information and its distribution along the time points of the model predictions for gH2AX. 
View Article Online
The discriminative power is measured with the reduced, modi-
represents the expected prediction of gH2AX of model i (total number N M ) at time point t l (total number N t ). Measurement variances s exp 2 (t l ) are interpolated sample variances averaged over all available experimental conditions. Expected model predictions and their variances s sim,i 2 (t l , D) have been derived with the sigma point method as shown in Flassig and Sundmacher. 34 Expectation is taken with respect to the parameters, whereas parameter variance-covariances were derived from the w 2 Hessian. Parameter information was measured by the mean variance over time points of model predictions according to
Shannon's entropy is used to measure the variance distribution over time points and model predic- time points were chosen from simulating OED 0 conditions to fully capture rising and falling flanks of the initial gH2AX peak, whereas the remaining time points were placed based on the estimated second signal peak. For OED II design criteria were evaluated at the time points used in OED I.
Conclusions
Here we report an iterative workflow combining experimental work, computational modeling and experimental design methodologies to shed light on the interplay of two PIKK family members (DNA-PK cs and ATM) to the rapid histone H2AX phosphorylation in the context of DNA damage sensing upon g-irradiation. By performing optimized dynamic stimulation experiments, we generated an extensive set of time-resolved data to identify a computational model for analyzing DNA-PK cs -P, ATM-P and gH2AX dynamics. A parameter identifiability analysis revealed that the computational model can be used to predict internal state dynamics, e.g. phosphorylation of DNA-PK cs and ATM. With a predictive model at hand, we could then investigate the fast phosphorylation kinetics of DNA-PK cs , ATM and H2AX post irradiation without the need of direct kinase activity measurements, thus reducing confounding effects from experimental manipulations. Our model simulations show that H2AX phosphorylation is biphasic, with initial and succeeding phases associated to DNA-PK cs and ATM, respectively, in which the individual contributions to peak level of gH2AX are dose-dependent. It is tempting to link the dose-dependent biphasic response of gH2AX observed in silico to the known biphasic signaling responses of cNHEJ and HR, that is fast DNA-PK cs and slower ATM-related repair activity. 22 In fact, following DNA-PK cs inhibition Davidson et al. 35 have
shown that HR activity is increased. Further, Neal et al. 8 showed that DNA-PK cs enzymatic activity inhibits HR in a titratable fashion. From simulating DNA-PK cs inhibition we hypothesize that this is a consequence of delayed gH2AX activation, associated chromatin remodeling and DNA repair initiation of cNHEJ. We further conclude that DNA-PK cs and ATM have distinct roles in H2AX phosphorylation equipping cells with a signal persistence detection function, i.e. fast initial response (DNA-PK cs ) and delayed signal attenuation (ATM). This ensures reliable damage detection and repair signaling.
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Data Processing
The provided data constitute quantitative time-resolved immunoblotting data of γH2AX (including replicates) and active p53 at different experimental conditions. The raw data were quantified with ImageJ to yield grey level intensities. The measured grey levels y ij (t) at time t can be related to the amount of antibodies a ij (t) (lumping first and secondary antibody effects) as
where i represents the experimental run effects via β 0i background, and exposure β 1i . Index j represents experimental conditions (e.g. varying irradiation dose). The amount of antibodies can be related to the amount of proteins in a similar way as
whereas α 0 can be interpreted as unspecific binding effects and α 1 protein specific binding efficiency. The total protein amount in each lane p ij (t) is further affected by the loading i (loading effects, which belongs to experimental run effects) and the treatment j. In this form, lanes across one blot cannot be compared owing loading effects, let alone across different gels owing exposure, background, gel specific effects (e.g. transfer efficiency). Therefore, in order to allow (i) proper averaging over replicates as well as (ii) comparison amongst different experimental treatments, we have to normalize the quantified fluorescence levels. In the first step, different gels can be compared by normalizing the signals to a reference. Here we use the first time point of each signal. We then have
with removed backgrounds. The exposure term β 1i cancels out. Further, to account for loading effects we take the ratio
where c i (t) represents the loading control / house keeping protein. The house keeping protein is not affected by different experimental conditions, i.e. index j is not present. In this way, we have reduced variations due to experimental parameter variations indexed with i, i.e. effects due to variations in between experimental runs. Equation (4) can be related to a simulated, average, relative protein amount p j sim (t) via
where b 0 represents an offset and b 1 a scaling parameter.
Noise modeling: As has been shown by Kreutz et al. (2007) that experimental noise is best captured with a log-normal model. Therefore, data in the form of Eq. (4) as well as simulated response Eq. (5) are log-transformed. The final processed response data as well as the response model read
Since we are modeling activation states of proteins upon stimulation, it is reasonable to assume p j sim (t = 0) = 0 for activate states of each protein p under zero-stimulation condition. Then, Eq. 7 further simplifies to
with protein associated scaling parameter scale p = b 1 /b 0 . This expression is used to relate measured signals of γH2AX and p53-P in processed form, Eq. (6), to the simulated ones, Eq. (8).
Before parameter estimation, we performed a balanced two-way ANOVA (along immunoblot gels and time-points) on the processed data to identify replicates in the data sets that differed significantly from the others at a confidence level of 95%. These data sets were identified and removed from the data. In the case of γH2AX the data variance was obtained from the sample variance. For p53-P, no replicates at the two different experimental conditions have been obtained. Therefore, the order of the variance of p53-P was estimated from the variance of the initial data.
2 Modeling Approach
Dynamic Model structure
The dynamics of the DNA damage response is modeled via ordinary differential equations. The dynamics of the internal states x(t, u(t), θ x ) ∈ A x ⊂ R nx , represent relative protein concentrations (relative, since the data do not allow to set an absolute scale) and is determined by the solution of an initial value problem of the form
with initial system states x(t 0 ) = x 0 and right hand side function f (x(t), u(t), θ x ) describing biologic interaction mechanisms, which depends on the system states x(t), (multiple) inputs u(t) (=stimulus), and kinetic parameter set θ x . The readout variables are determined by
where the function g relates the internal system states to the readouts of the experiment with corresponding readout parameters θ y , which together with dynamic parameters and initial conditions are merged into the model parameter vector θ = [θ x , θ y ] T , with redefined dynamic parameter vector θ x ≡ [θ x , x 0 ] T . The readout function is defined by Eq. (8).
Modeling γH2AX activation upon genotoxic stress
Most of the interaction structure of the models has been constructed from available knowledge in the literature. The resulting topology is represented in Fig. 1 . Ionizing radiation (IR) at a certain dose rate generates initial DSB (DDNA1) in a dose-dependent manner. Upon DSBs, cells trigger initial damage sensing and either use cNHEJ (fast) or HR/aNHEJ (slow) repair pathways. In detail, the damage signaling starts via the recognition of DDNA1 by Ku7080, its association to the damage site (RC11) and formation of the DNA-PK cs complex (RC12). The catalytic subunit of DNA-PK cs is then either phosphorylated by activated ATM or via autophosphorylation by DNA-PK cs on the T2609 cluster, to initiate the NHEJ pathway (Chen et al., 2007). Here, we assume a two-step process as has been suggested by . In parallel, the DSB can also be recognized by the MRN complex Mre11-Rad50-Nbs1, which can co-localize to the damage site to promote ATM activation, upon which ATM becomes autophosphorylated at Ser1981. This is modeled as a one step process as in However, DNA-PK-/-MEFs show normal p53 activation . We also did not find any evidence for a DNA-PK contribution, because the inhibition of DNA-PK cs did not hamper the p53 phosphorylation (main document Fig. 2e ). Therefore, we implemented the p53 activation as an ATM-dependent process only. Failure to repair DSB via cNHEJ potentially releases DNA-PK cs complexes and allows HR/aNHEJ repair proteins to access the damage site (Neal and Meek, 2011). These two major repair pathways split thus the initial DSB pool (DDNA1) into DDNA1 and DDNA2, whereas DDNA2 represents complex DSBs processed by HR/aNHEJ pathways. We model this branching from cNHEJ to HR/aNHEJ with a reaction triggered by active ATM. This is a reasonable assumption, since active ATM is required for HR/aNHEJ pathway activity (Koecher et al., 2012; Morrison et al., 2000) . The detailed mechanisms that control the contribution of cNHEJ and HR/aNHEJ is not fully understood (Brandsma and Gent, 2012) . We have generated four alternative models, which describe different mechanism of dynamic interaction of ATM, DNA-PK cs and γH2AX including the branching into cNHEJ and HR/aNHEJ repair pathways (see Fig. 1 ). Model complexity has been reduced to the necessary interaction steps in view of the modeling aim, i.e. investigating the contribution of ATM and DNA-PK cs to γH2AX activation on a dynamic basis. Proteins of large abundance in the cell have been assumed to be constant over the signaling time. In models A1 and A2, active ATM triggers the switch to HR/aNHEJ before DDNA2, whereas in B1 and B2 the active ATM triggers after DDNA2. In A1 and B1 the active ATM as a trigger is modulated by the number of total DSBs, which is not the case in A2 and B2. These variants hypotethize, whether higher doses tend to induce more complex DSBs, which in turn need to be signaled to HR/aNHEJ. Since the initial signaling is restricted to the cell nucleus, the model describes the dynamics within the nucleus only. From a pure signaling point of view, Ku7080 and MRN represent DSB signal sensors, whereas DNA-PK cs and ATM (also ATR) DSB signal transducers. Similar to DNA-PK cs in cNHEJ repair, Rad52 is a DSB repair mediator in HR. Repair by cNHEJ was modeled as a one-step process (RC12 to RDNA1). HR/aNHEJ have longer processing time, therefore a two-step process was assumed comprising association of Rad52 to DDNA2 and subsequent repair (RDNA2). Activation of γH2AX is mediated by active DNA-PK cs in single or double phosphorylated form or active ATM. Since the model is focusing on γH2AX activation, which reflects the early phase in damage signaling, dephosphorylation of γH2AX is modeled as a simple first order reaction, independent of the repair process. The same holds for active ATM de-phosphorylation. All inactive forms of Ku7080, MRN, DNA-PK cs , ATM, Rad52 and H2AX tot are highly abundant. Their respective amounts in the cell are therefore assumed to be constant, which is especially valid when looking at the initial transient signaling. As a consequence, the hypothesized stabilization of ATM by DNA-PK cs (in inactive form) is indirectly accounted for (Shrivastav et al., 2009). After OED I was performed, we added p53 to the models to better dissect individual contributions of DNA-PK cs and ATM in combination with inhibitions experiments.
Model Equations
The model equations are scaled to the total concentration of [Ku7080] tot to make use of the intrinsic scale invariance of ODE in dimensional form to improve parameter estimation in terms of efficiency, see for instance supplement of Bachmann et al. (2011) . Therefore, brackets -usually indicating a protein in concentration units -have been dropped, as the states of the ODE then represent relative concentration levels and are thus dimensionless.
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Corresponding rates
Here, u(t) represents the stimulus in form of a switching function, i.e. if the system is irradiated at dose rate dD dt , u(t) = 1. If the system is not irradiated, u(t) = 0.
Parameter Inference
The parameters are estimated based on the maximum likelihood principle. Owing data processing, log-transform, noise model and ANOVA analysis (see Sec. 1), standard conditions can be assumed to hold. In fact, we verify this assumption after obtaining a fit by using Anderson-Darling statistics (see Tab. 1 in the main document). By this we also test model adequacy. We thus minimize the residual sum of squares
7 to yield a maximum likelihood estimate, where l(y i sim (θ)) represent the log-likelihood function, and summation is performed over all experimental data. Only the last term depends on θ. Therefore minimizing χ 2 (θ) with respect to θ is equivalent to maximizing l(θ). The variance σ 2 Y is estimated for each measured response and time point using the replicates in the data sets. The objective function Eq. (47) itself was minimized using a hybrid optimization strategy, combining a genetic algorithm and interior-point/active-set optimization, which are implemented in MATLAB, to find a nearly global optimum. The models were also implemented in MATLAB and solved using the CVODES solver from (Hindmarsh et al., 2005) . Rate constants and scaling parameters are positive and typically distributed on a logarithmic scale (Gutenkunst et al., 2007; Limpert et al., 2001 ). Therefore, the parameter estimation was performed on a logarithmic scale. Further, possible realizations of the kinetic parameters were constrained to the interval [10 −2 . . . 10 +2 ], whereas upper bounds of scaling parameters have been adjusted up to 10 4 . Overall, 19 kinetic parameters and 8 scaling parameters per model were estimated. As already mention above, initial conditions of the proteins where assumed to be zero, reflecting zero activity of the unperturbed states. The inactive proteins Ku7080, MRN, DNA-PK cs , ATM and H2AX have large abundance, which allowed to reduce the number of parameters by assuming a constant supply of inactive to active protein forms. In the case of γH2AX, the conservation relation
has been used to simplify the back reaction. The final parameter for the final identified model A2 are given in the Supplementary Supplementary Figure 1: The model structure is shown as an interaction graph, including 4 different versions of active ATM processing. Interactions are modeled via state transitions (arrows with squares), enzyme catalysis (lines with circles) and complex formation (joined lines). Stimulus and inhibitors have round-edge boxes. Activation of DNA-PK cs , ATM and subsequent γH2AX is modeled by two parallel pathways. The contribution to DNA DSB repair due to DNA-PK cs or ATM signaling is modeled via branching of the damaged DNA pool resulting into a split of the initial damaged DSB DNA (DDNA1) into DDNA1 and DDNA2. Four mechanisms have been considered for branching (A1, A2, B1, B2). A and B refer to the location of the catalytic activity of ATM, which is used to model the availability of HR/aNHEJ proteins, as theses depend on ATM activation. Index 1 and 2 refer to the kinetic law used. For models A/B in variant 1 branching to DDNA2 is catalyzed by the total amount of damaged DNA, which models the shift to HR/aNHEJ due to increased numbers of complex DSB at higher doses. Model variants A/B with index 2 do not use the total amount of damaged DNA. P53 has been added after OED I, as this was monitored during titration. Reaction parameters are also indicated, including the identifiability status (for model A2 
Profile Likelihood Analysis
For model A2, we calculated the profile likelihood χ 2 P L as for instance described in (Raue et al., 2009), which we have implemented in MATLAB in combination with the fast CVODES ODE integration package (Hindmarsh et al., 2005) . Absolute and relative tolerances have been set to 10 −7 and 10 −6 , respectively. The MATLAB implementation of the profile likelihood algorithm has been parallelized and is based on a template from the first author of (Raue et al., 2009 ). In Figures 2-20 , we show the profile likelihoods for the kinetic parameters and the parameter dependencies in terms of relative parameter change for each kinetic parameter, when moving along the profile likelihood of each specific parameter in log-space. The relative parameter change of a parameter θ m for inor decreasing parameter θ n from its maximum likelihood estimate and n = m is defined as
with index i representing a position along the profile likelihood of θ n and θ m being the maximum likelihood estimate of model A2, m ∈ {1, ..., 19}\n. [Ku7080tot] and the readout scaling parameters are non-identifiable. This means, that the model cannot be used to predict absolute values of protein concentration. However, quantitative predictions regarding protein dynamics are possible. This is due to the fact, that the scaling parameters do no influence the right hand side of the ODE system. Like the authors of Bachmann et al. (2011), we thus treat scaling parameters as nuisance parameters.
Discussion on non-identifiable parameters:
Parameter α 0 has a non-identifiable upper bound for the given parameter estimation setup. The parameter represents the number of DNA double strand breaks per dose generated for a given dose rate. This means that the model structure has enough degrees of freedom to compensate higher but not too low DNA double strand breaks per dose rates for the given optimization setup. Thus, a minimal rate of DNA damage is needed to trigger the signaling. Compensation abilities by the model owing to limited information in the data is also apparent from the many parameter variations in terms of relative parameter change along the profile likelihood of α 0 . The parameter can be interpreted as a damage impact scaling parameter setting the scale of the downstream parameters. The qualitative behavior of protein dynamics is thus not changed. α 12 represents the complex formation step between Ku7080 and DNA-PK cs . According to the profile likelihood bounds, a minimal rate of complex formation is needed, whereas the upper bound is unconstrained. This means that complex formation may be arbitrary fast, thus this reaction step may be neglected (model reduction). However, we leave this step in the model, as it represents a verified interaction (Chan et If α 13 is increased above the upper optimization constraint, it then becomes identifiable. This means, that in principle the parameter is identifiable.
α 142 describes the catalysis of the second phosphorylation step of DNA-PK cs by ATM and has an unconstrained upper bound. This means, that catalysis of ATM seems to be necessary, however several parameters can compensate increased catalytic activity of this reaction (see relative change of the parameters along the profile likelihood). For instance α 141 , which represents the parallel reaction not catalyzed by ATM, anti-correlates with α 142 . Note that α 142 is identifiable owing to the data set where ATM is inhibited, which in turn makes the contribution of α 142 negligible small and thus uncovers α 141 . δ 16 is used to model the final repair step for both, cNHEJ and HR/aNHEJ. This parameter has a lower bound, ensuring a minimal turnover of RC21 pp , which is related to the measurement signal. Since the upper bound of δ 16 is unconstrained, both repair steps can be arbitrarily fast in the model. Parameter α 17 represents the reaction from Rad52 to RC22. As no measurement information is provided for this specific step, this reaction is thus unconstrained for the given data. Note that the subsequent δ 16 reaction has a lower bound, since it is also used in the DNA-PK cs part. In principle, this reaction can be withdrawn from the model to reduce model complexity. α 25M and a 25 are both related to the activation of γH2AX. Parameter a 25 has an unconstrained upper bound, whereas α 25M is unconstrained on the lower bound. It can also be further reduced improving the overall fit.
Parameter α 25 represents the degradation of p53-P and can in principle be arbitrarily fast.
In Fig. 21 we show a simulation along the profile likelihood for all model states for a 5 Gy pulse. We see that the states associated to non-identifiable parameters have larger uncertainty bands. Even though γH2AX has a noticeable uncertainty band, biphasic characteristics is however preserved and should still be observed experiments with suitable temporal resolution. Further, the small oscillatory part (visibile in the panels of ATM-p (RC21 pp ) of Fig. 21; Fig. 3 A in the main document) and γH2AX signal) can be attributed to the feedback of ATM-p. Supplementary Figure 21 : Model states for a 5 Gy pulse and confidence bands (thin black lines) derived from the profile likelihood. For illustration purpose axes are on log-scale. The time window is from 0 to 100 minutes.
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Generated Data Sets
Initial Data Set The initial data set represents time course data of γH2AX for 0.5, 1, 2, 5 and 40 Gy at a dose rate of 3.332 Gy/min including repetitions.
Supplementary Data Set for Optimal Design D I The data set represents time course data of γH2AX for the optimized double pulse of 1 Gy at time t = 0 min and 20 Gy at time t = 360 min, both at a dose rates of 3.332 Gy/min including repetitions.
Supplementary Table 4 
