Abstract-In this paper, a novel approach to the problem of estimating the heavy-tail exponent > 0 of a distribution is proposed. It is based on the fact that block-maxima of size m scale at a rate m 1= for independent, as well as for a number of dependent data. This scaling rate can be captured well by the max-spectrum plot of the data that leads to regression based estimators for . Consistency and asymptotic normality of these estimators is established for independent data under mild conditions on the behavior of the tail of the distribution. The proposed estimators have an important computational advantage over existing methods; namely, they can be calculated and updated sequentially in an on-line fashion without having to store the entire data set. Practical issues on the automatic selection of tuning parameters for the estimators and corresponding confidence intervals are also addressed. Extensive numerical simulations show that the proposed method is competitive for both small and large sample sizes, robust to contaminants and continues to work under the presence of substantial amount of dependence. The proposed estimators are used to illustrate the close connection between long-range dependence and heavy tails over an Internet traffic trace.
A real-valued random variable with cumulative distribution function (c.d.f.)
is said to have (right) heavy tail if (1) for some , where is a slowly varying function. The tail exponent controls the rate of decay of and hence characterizes its tail behavior. The problem of estimating the tail exponent has attracted a lot of attention in the literature since it poses numerous theoretical, as well as, practical challenges (for a review see, [5] , [6] , and references therein). Most approaches focus on the scaling behavior of the largest order statistics obtained from an independent and identically distributed (i.i.d.) sample from . Typical examples include Hill's estimator [7] [see also (34) ], its numerous variants [8] , [9] , and kernel-based estimators [10] . Consistency of the Hill estimators was established in [11] , and under some additional conditions on the tail behavior of , its asymptotic normality in [12] . Similar results for the class of kernel based estimators are given in [10] .
Other estimators include the Pickands estimator [13] and de Haan's moment type estimator [14] . Resnick and Starica [9] introduced a modified and smoothed version of the Hill plot and showed that it performs better in practice when the data depart from the Pareto model. The consistency of estimators based on this alternative Hill plot is also established for dependent data [15] .
In this study, we propose a novel method for estimating the tail index . It relies on the concept of max self-similarity. For simplicity, we focus on the case when the slowly varying function in (1) is asymptotically constant and consider block-wise maxima of i.i.d. random variables with c.d.f. . Block-maxima of block sizes , scale at a rate of , as . Therefore, we can obtain an estimate of , by focusing on a sequence of growing, dyadic block sizes , and estimating the mean of logarithms of block-maxima (log-block-maxima). This is achieved by examining the max-spectrum plot of the data, defined as means of log-block-maxima as a function of the logarithm of the block-size. The slope of the max-spectrum plot for large block-sizes yields an estimate of (see Fig. 1 ). When the 's come from a Fréchet distribution, then their block-maxima have the same Fréchet distribution, rescaled by , where denotes the block size. Thus, in practice, the max-spectrum plot is essentially linear (Fig. 1) . Due to this 0018-9448/$26.00 © 2011 IEEE exact max self-similarity property [see (5) ], our estimation framework works best for Fréchet data. On the other hand, Hill-type estimators work best for Pareto data. This also shows the fundamental difference between the two approaches. In many important applications the Hill plot is rather volatile. The max-spectrum is more robust to outliers in the data and it is easier to interpret (see, e.g., Section V-B). Note that most tail estimation techniques involve also the selection of one or more parameters (e.g., number of order statistics, bandwidth, threshold, etc.), which is often subjective and/or hard to automate in practice. We propose a procedure for automatic selection of the scale parameter involved in the max-spectrum based estimators, which works well in practice (Section II-C).
Furthermore, it is remarkable that the block-maxima of dependent stationary heavy-tailed time series scale exactly at the same rate as block-maxima of i.i.d. data with the same marginal distributions. This is so, for all such time series, which have a positive extremal index (see, e.g., [16, p. 67] ). Thus, our methodology for estimating the tail exponent based on the max-spectrum, continues to apply even in the presence of long-range dependence. This feature and the extremal index phenomenon are discussed in Section V-B.
The proposed estimator exhibits important algorithmic advantages to those based on order statistics, which require sorting of the data. The latter operation is: (i) computationally demanding (quicksort requires on average steps, although its worst case performance is and amount of storage, with denoting the sample size); (ii) destroys the ordering in time of the data and hence their temporal structure; and (iii) summary statistics can not be recursively updated in the presence of new data, since a new sorting is required. On the other hand, the max-spectrum can be computed sequentially by using amount of storage and operations per update, thus making it particularly suitable for teletraffic data.
The estimator is illustrated (see Section V) on a data set of active Transmission Control Protocol (TCP) connections on a network link. Note that there is a well-established connection between the heavy-tailed nature of the TCP connection sizes and the observed long-range dependence of network traffic traces (see, e.g., [17] [18] [19] , and [20] ). This connection and the sequential algorithmic features of the max-spectrum lead to alternative methods to efficiently assess the degree of long-range dependence in the traffic without having to estimate its Hurst parameter directly.
The remainder of the paper is structured as follows. In Section II, we introduce the max-spectrum plot and the self-similarity estimators of the heavy-tail exponent and establish their basic properties in the ideal Fréchet setting. The consistency and asymptotic normality of the proposed estimators is established in Section III. In Section IV, the performance of the new estimators is examined through a simulation study. The accuracy of the automatic selection of scales and the asymptotic confidence intervals for the max self-similarity estimators is also demonstrated. In Section V, the robustness, and the performance of the estimator under dependence is illustrated via simulations. We conclude with an application to TCP connections data, illustrating the relationship between long-range dependence and heavy tails in the context of Internet traffic data. The proofs and some auxiliary results are given in the Appendix.
II. MAX SELF-SIMILARITY AND TAIL EXPONENT ESTIMATORS
In this section, we introduce heavy-tail exponent estimators, based on the notion of max self-similarity. We then establish their basic properties in the ideal Fréchet case.
A. Definition and Basic Properties
We focus on the case where the slowly varying function in (1) is trivial, that is, when (2) with and where means that the ratio of the left-hand side (LHS) to the right-hand side (RHS) in (2) . This feature suggests that an estimator of and therefore can be obtained by focusing on the scaling of the block-maxima of growing block sizes. Crovella and Taqqu [22] used a similar idea based on the scaling of block-wise sums to estimate a heavy-tail exponent when . Given an i.i.d. sample from , we consider (6) for all , where and denotes the largest integer not greater than . By analogy to the discrete wavelet transform, we refer to the parameter as the scale and to as the location parameter. We consider dyadic block-sizes for algorithmic and computational convenience (see Section II-C).
The block-maxima are independent in (with fixed ) since they involve maxima over nonoverlapping blocks of the 's. Moreover, as argued earlier, when the 's follow an -Fréchet distribution (7) for any scale . Introduce the statistics (8) and observe that by the Law of Large Numbers, the 's are consistent and unbiased estimators of the expectations , provided that these are finite. (Corollary 6.1 establishes that are finite under general conditions on the c.d.f.
.) In view of the asymptotic max self-similarity (4) of , (7) holds approximately for large scales , and in fact (9) with , where is an -Fréchet variable with unit coefficient as in (3) above. Here means that the difference between the LHS and the RHS tends to zero.
In practice, one can look at the max-spectrum plot of the statistics 's versus (see Fig. 1 ). In view of (9), it is expected that for large 's the slope coefficient of a linear fit of the 's against 's would yield an estimate of . Further, observe that the log-linear scaling relation in (9) becomes more precise, the larger the scale (block-size and holds exactly for all scales , when the 's come from an -Fréchet distribution (see (7)).
Thus, given a range of scales , we define the following regression-based estimators of and (10) where the weights are chosen so that (11) It is easy to see that the linear estimators in (10) with weights as in (11) are least squares estimators in a linear regression model. The optimal choice of the weights is discussed later. In the rest of the paper, the estimators and in (10) are referred to as max self-similarity estimators. It is remarkable that (4) continues to hold even under the presence of substantial amount of dependence in the data. Thus, our estimation methodology applies to the estimation of the tail exponents of large classes of stationary and dependent time series . This phenomenon is closely related to the notion of an extremal index (see Section V-B).
We now illustrate the nature of the max-spectrum plot and the resulting estimator using an example of Internet topology data in Fig. 1 . The data describe the degree of connectivity between autonomous systems (AS -networks under a single administrative authority) on the Internet for the year 2002 and are available from the National Laboratory for Applied Network Research. The information has been used to characterize the topology of the Internet (see, e.g., [3] , [23] ). The size of the data set is 13,579 and each observation gives the number of connections of an AS to peer AS. The max-spectrum indicates a value for the tail index of about 1.5.
B. The Ideal Fréchet Case
To gain insight into the structure of the max-spectrum, we examine first the ideal setting when is an i.i.d. sample of -Fréchet variables with scale coefficient . This analysis will help establish the asymptotic covariance structure of the 's and the optimal weights of the 's in (11) .
Consider the regression problem (12) where (13) for an -Fréchet random variable with unit scale coefficient, and where . In view of (7), the errors have zero means. However, they are dependent in due to the corresponding dependence of the statistics in (8) . Moreover, the number of 's at a scale in (8) is and therefore, the variances of the 's grow exponentially in . This implies that the minimal variance unbiased estimators of the parameters of interest that are linear in are obtained through generalized least squares (GLS). They are given by (14) where with and , and is the covariance matrix of the vector . An explicit expression of the matrix is given next. 
with , where (16) and where and are independent 1-Fréchet variables with unit scale coefficients.
The proof of this result is similar to the proof of Proposition 3.1 and we omit it in the interest of space (see also [24, Prop.
2.1] for a detailed argument).

Remarks:
1) The covariance matrix does not depend on the scale coefficient , because the 's are obtained through a logarithmic transformation of the 's. 2) We have by (15) that that is, the unknown parameter appears only in the factor of the above covariance matrix. Thus, in view of (14), the GLS estimators and do not depend on . This property allows us to compute these estimators exactly, without using plug-in approximations for the unknown parameter . The values of involved in (15) , can be obtained through Monte Carlo simulations (see Table III ).
3) It can be shown that the matrix is invertible, since the joint distribution of the 's has a density. In view of the above remarks, we have that the GLS estimators for and in the regression model (12) have covariance matrix: (17) where is the covariance matrix of the statistics based on 1-Fréchet data.
The asymptotic properties of estimators based on the max-spectrum of general heavy-tailed samples are established in Section III. In practice, when the sample is not Fréchet, the max-spectrum is linear in only on a range of the largest scales . The problem of choosing the an appropriate range of scales to estimate is very important in practice. It is addressed in Sections IV-A and IV-C.
C. Algorithmic and Computational Features
The nature of the max-spectrum estimators offers significant computational advantages over the existing Hill-type and kernel-based estimators. Given a sample of size , one can compute the max-spectrum in operations, since it involves pair-wise maxima and sums, for for a total of operations. In contrast, methods based on the order statistics involve sorting the sample and hence require at least operations. Moreover, one can compute the max-spectrum of the data by using only memory, which is essentially the memory required to store the data. The sequential algorithm presented below uses memory and operations per update. The computational advantages of our estimators become particularly important when dealing with massive data sets that have become ubiquitous in many applied areas, such as Internet traffic monitoring, sensor networks, finance, and insurance. Further, the ability to compute the tail index sequentially proves useful when monitoring high frequency processes in real time, such as TCP flows of Internet traffic, traded volumes of stocks, etc. In order to use a Hill-type estimator, the whole sample of historical data needs to be stored for updating the order statistics. This is a tall requirement in areas where gigabytes of data are generated in short time. An algorithm for sequentially updating the 's is given next. , and , and set .
Remarks:
1) The algorithm uses amount of memory and when a new data point becomes available, the max-spectrum is updated using only operations. Further, if one starts the algorithm with a sample of 2 observations, then the sequential computation of the max-spectrum for a sample of size , involves a total of operations. This is the order of the operations required to sort the data and hence compute once the Hill estimator, for example. To estimate using the Hill estimator, one should maintain a heap data structure of size at least (see, e.g., [ Consider now 's defined as in (8), where denotes the sample size of available 's, and where . As noted above, the larger the scales , the more precise the asymptotic relation (9) . Therefore, to obtain consistent estimates for the parameter one should focus on a range of scales which grows as the sample size increases. We therefore consider the range , where and where are fixed and is an increasing function of . We focus on the vectors
The 'tilde' in the top of the indices and emphasizes the fact that they are fixed.
The following result shows that the mean and the covariance matrix of the vector are asymptotically equivalent to the mean and and the covariance matrix in the case where the 's are -Fréchet (see Proposition 2.1).
Proposition 3.1:
Suppose that the c.d.f. has the representation (18) and satisfies Conditions 3.1 and 3.2.
Then (22) and for any fixed , we have (23) Here and , where the function is defined in (16) and where is as in (13) .
The proof is given in Appendix C.
The following theorem is the main result of the section. It establishes the uniform convergence of the vector to a normal vector and provides bounds on its rate of convergence. The asymptotic normality of the estimators defined in (14) is then an immediate consequence of this result (see Corollary 3.1). 
The proof is given in Appendix C. Theorem 3.1 can be used to obtain consistent and asymptotically normal estimators of and , as in the ideal Fréchet case. Indeed, let be as in (14) and define as in (14), where is the asymptotic covariance matrix in Proposition 3.1.
By using (14) , one can show that and are expressed as follows: (26) where the 's and the 's are fixed weights such that (27) The following result establishes the asymptotic normality of these estimators. , then for the estimators defined in (26), we have (28) and as , where and where is as in (13) . Moreover
The proof is given in Appendix C. (29) and as . This result follows from Proposition 3.2 by an application of the Delta-method.
The results of Proposition 3.2 and Corollary 3.1 continue to hold even if Condition 3.2 is not satisfied and even if the 's can take negative values. This is so, because block-maxima become strictly positive as the block-size grows. We make this more precise in Proposition 3.3. Now, for convenience, introduce a special value and suppose that our statistics take values in the extended real line . If a statistic is not well-defined (because it involves for , for example), we assign to it the special value . The set is considered as both closed and open in the topology of and the topology of is the same as that of the real line. Therefore, the statistics in (8) and the estimators and in (26) , become proper random variables which can sometimes take the value if some of the 's are negative.
The following result shows that, asymptotically, the estimators and become real-valued with probability one, provided that , as .
Proposition 3.3:
Suppose that the c.d.f. has the representation (18) and satisfies Condition 3.1, where is not necessarily zero. Let also , and be as in (26) . If (30) then (31) If in addition , as , then the convergences (28) and (29) continue to hold.
The proof is given in Appendix C. The constants appearing in Proposition 3.2 and Corollary 3.1 can be computed by using Table III . We now comment on the optimal rates in these asymptotic results.
Remarks: 1) Proposition 3.1 indicates that the bias of the estimator
in (28) is of order . On the other hand, the standard error of is of order . By balancing these orders, we obtain that yields the optimal order of the mean squared error (m.s.e.)
, and a corresponding rate of convergence to the limit distribution of in (28).
Hall [12] (see Theorem 2 therein) obtained the same optimal order of convergence for the Hill-type estimators under the following semi-parametric assumptions on the tail of : (32) with . A Taylor expansion shows that this tail behavior corresponds to Condition 3.1 in the case when . Note that in [12] the parameter corresponds to in our case. Observe that Theorems 1 and 2 in [12] involve also asymptotic normality results for the scale parameter in (32). These results are similar to those about in Proposition 3.2. Note in particular the presence of the logarithmic in factor .
2) The optimal rate in the previous remark may not be improved, in general. Indeed, by Proposition 3.1 in [24] the rate of the bias is exact if . This is typically the case in practice (see the Examples in Appendix B). Relation (23) also implies that the order of the variance of is precisely , and cannot be improved.
Furthermore, the rate in the Berry-Esseen bound may not be improved, in general (see, e.g., [26, Ch. V.2] ). Thus, the result of Theorem 3.1 is optimal in our setting. 3) Even though the estimators and in Corollary 3.1 are asymptotically normal, it is not a good idea to use their asymptotic distributions to construct confidence intervals for and . Indeed, for simplicity consider the ideal Fréchet case. In this case, the estimator is unbiased and hence the estimator is biased. Moreover, since the variance of the random variable , where has Normal distribution is infinite, we expect that does not converge to the asymptotic variance of in (28) . In our experience, the distribution of tends to be skewed in practice. Therefore, one can get better confidence interval estimates for by using inversion from the corresponding confidence intervals for (see Section IV-D).
IV. PERFORMANCE EVALUATION
A. On the Selection of Scales
The limit theory in Section III involves a range of scales , where are fixed and grows with the sample size. It is more convenient in applications to let the GLS estimator be based on a range of scales , where the max-spectrum is essentially linear. In practice, the appropriate selection of and is of critical importance. Relation (9) suggests that one should use as the largest available scale. On the other hand, the scale should be as small as possible but such that the max-spectrum is approximately linear over the range . The choice is natural, but it is not consistent with our asymptotic results. Here, we explore the effect of choosing scales on the variability of the estimators. The choice of is discussed in Section IV-C. For simplicity, we focus on the case when the data are -Fréchet, which is ultimately the appropriate asymptotic regime under our nested block-maxima scheme. In this case, the max-spectrum follows the ideal linear model (12) and one should choose . We introduce next the following measure of relative efficiency:
Since the GLS estimator is the best linear unbiased estimator of , we have for all , since the ranges of scales are nested. Thus, is a monotone nondecreasing function of . Fig. 2 shows numerical estimates of (solid line) for . They were computed from the expressions for the covariances of the 's in Proposition 2.1. Surprisingly, using only leads to about 99% relative efficiency as compared to using all scales (i.e.,
). The relative efficiency continues to improve rapidly, as grows, until the The variances are based on (17) and (15), where was computed numerically.
Note that cancels and does not affect R . Broken line: relative efficiencies computed from 1000 independent realizations of the GLS estimators.
'knee' at scale is reached, which leads to over 99.8% efficiency. It is remarkable that a few scales (3 to 7) lead to almost perfect variance reduction. This phenomenon can be partly explained by the fact that grow exponentially with and thus the 's involved in (10) for the GLS estimators put exponentially more weight on the lower scales . The fact that the 's have fairly strong correlations also contributes to this efficiency phenomenon.
We used simulated data to verify and study further these interesting numerical findings. The broken line in Fig. 2 corresponds to relative efficiencies computed from 1000 independent realizations of the estimators. Furthermore, Fig. 3 shows that the estimators based on the ranges of scales and essentially coincide, for . Indeed, the top-left panel displays the function Observe again the 'knee' at scale . This clarifies further the surprising efficiency phenomenon. Not only are the variances of and essentially equal, but also these two estimators essentially coincide for . The displayed histograms of 1000 independent realizations of suggest that the distributions of these estimators are essentially identical for different values of .
As aforenoted, the limit theory in Section III involves a range of scales , where are fixed and grows with the sample size. The asymptotic behavior of the estimators based on the range of scales , where remains an interesting open question. The above analysis suggests, however, that these estimators will have similar asymptotic behavior to the ones based on scales , with fixed and . In practice, the max-spectrum is only asymptotically linear and the choice of the lowest scale involved in the estimation is critical. The above analysis suggests that in applications, we can choose to be the maximum available scale and focus on estimators . Thus, the most important problem is now how to choose the initial scale . It is discussed in Section IV-C, where an algorithm for the automatic selection of is proposed.
B. Typical Models: Small and Large Sample Properties
The max self-similarity estimators are semi-parametric in nature and therefore they may not be as efficient as maximum likelihood estimators in a specific parametric situation. The key strengths of the proposed methodology is that it leads to interpretable and robust estimators, which also apply to dependent data. This is discussed in Section V-B.
In this section, we illustrate the performance of the max self-similarity estimators in comparison to the familiar Hill estimator in two typical situations. We also demonstrate the relative efficiency of our estimators in comparison to the Cramér-Rao lower bound for the case of -Fréchet distributions.
Given a sample of size , the GLS estimators and are computed for a range of scales . We choose here as the maximal available scale and focus on optimal 's in the sense of mean squared error. In simulations, since we know the value of , we let (33) where the last expectation is computed from samples of independent realizations of the estimators .
We first compare the max self-similarity estimators to the classical Hill estimator, defined as: (34) where are the largest order statistics of the data . The plot of versus is known as the Hill plot. In practice, the parameter is chosen from a range where the Hill plot stabilizes (see also [5] ).
For Pareto data with unit scale, i.e., with c.d.f. , the Hill estimator (with ) corresponds to the maximum likelihood estimator. Fig. 4 (top panel) indicates that, as expected, the Hill estimator outperforms the max self-similarity estimator for Pareto data. However, as seen from the box-plots, the max self-similarity estimator works relatively well for small, moderate and large samples and it keeps up with the Hill estimators. In fact, as the sample size grows, the max self-similarity estimator improves at the same rate as the Hill estimator. Note that the max self-similarity estimator was computed by using the range of scales , where and is as in (33) . In Fig. 4 (bottom panel) , we compare the max self-similarity and the Hill estimators over Fréchet data. The parameter in (34) of the Hill estimator was chosen to minimize the mean squared error of the statistics , in analogy to (33) . Now, the entire range of scales was used for the max self-similarity estimators. Observe that as compared to the case of Pareto data (top panel), now the roles of the two estimators are reversed. As expected, the max self-similarity estimator works best in the Fréchet setting and dominates the Hill estimator.
Remark: Note that mean squared error (MSE)-optimal choice of the parameter , used in our simulations, is unrealistically favorable to the Hill estimator. In practice, these choices of typically do not correspond to constant regions in the Hill plot. On the other hand the MSE-optimal values of usually correspond to the knee in the max-spectrum plot, which can be identified in practice (either visually or automatically). These observations suggest that in reality the max self-similarity estimators are reliable and accurate alternatives to estimators based on the Hill plot.
More detailed analysis of the max self-similarity estimators for stable and -distributed data is given in [24] . The max self-similarity estimators are shown to perform particularly well in the stable context and are competitive with the optimal Hill estimators for the case of -distributions.
The Fréchet distribution appears in the limit regime of the block-maxima scheme involved in the max-spectrum. Therefore, it is natural to ask what is the relative efficiency of our regression-based estimators in comparison with the minimum variance unbiased estimators in this parametric setting. The GLS estimator of the parameter is unbiased in this case. Let be the density of a standard Fréchet variable with exponent . The Fisher information is given by This equals where is the Euler constant [27] . The Cramér-Rao lower bound for any unbiased estimator of , based on a sample of observations yields: Fig. 5 illustrates the variance of the max-spectrum based estimator of in comparison with the Cramér-Rao lower bound. The top panel indicates that as the sample size grows, the variance of our estimators follows closely the optimal bound. The bottom panel illustrates more clearly the relative efficiency, i.e., the ratio of the optimal variance to the sample variance of our estimators, as a function of the sample size. It is remarkable that the relative efficiency is consistently about 50%, despite the fact that these estimators are semi-parametric in nature and were not designed for optimality in a parametric model.
C. On the Automatic Selection of
The selection of an appropriate range of scales , where the max self-similarity estimators are computed is an important practical problem. As discussed in Section IV-A one should always choose . The scale may be chosen by visual inspection, a strategy that works fairly well in practice. It is desirable to have however an objective methodology for choosing automatically. We propose here such an automatic procedure by exploiting the asymptotic covariance structure of the max-spectrum. In practice, this procedure leads to balancing the bias and the variance of the estimators and thus achieving nearly mean squared error optimal choices of . It relies on the following simplifying assumptions.
Assumption 1:
The vector follows a multivariate Normal distribution.
Assumption 2:
The covariance matrix of the vector is given by (15) . These assumptions are valid asymptotically, provided that (Theorem 3.1 and Proposition 3.1). Since the 's grow exponentially fast as decreases, choosing as the largest available scale is not critical in practice. Let now denote the GLS estimate of , computed over the range of scales as in (14) [see also (26) ]. where is a th quantile of the standard Normal distribution.
3) If zero is contained in the confidence interval computed in
Step 2, then set and go to Step 1 otherwise stop and report the selected and . Fig. 6 illustrates the performance of the above automatic selection procedure for a mixture of an Exponential and an -Fréchet distributions. The top panel indicates the presence of a 'knee' in the max-spectrum plot in one such mixture sample. The automatic selection procedure identified well the location of the knee by selecting and the resulting estimate is rather close to the nominal value of . The bottom panels show the performance of the automatic selection using 1000 independent replications of the mixture samples. The histogram of the resulting choices of 's indicates that most of the times values close to the MSE-optimal one were selected. The histogram of the corresponding heavy-tail exponent estimates (top-right graph in the bottom panels) is similar to the histogram of the estimates with MSE-optimal choice of (bottom-right). The slight bias in the histogram on the top-right is due to the fact that often slightly lower than the MSE-optimal values of were chosen by the automatic procedure.
This brief analysis indicates that the automatic procedure for selection of the scale works well. In our experience, the procedure yields nearly MSE-optimal values in many other settings and it can be successfully used in practice. In the rest of this section, we provide a justification of this algorithm. The MSE of equals (35) Due to the nature of the max-spectrum, is an increasing function of . On the other hand, the bias may not be a monotone function of . Nevertheless, in practice is essentially always a decreasing function of , with the exception perhaps of the first smallest scales. This observation implies that the scale , which minimizes the MSE corresponds to the case when the squared bias and variance terms in (35) are approximately equalized.
Algorithm 2 essentially leads to balancing the bias and the standard error. Indeed, may be viewed as an estimate of the bias. On the other hand, the statistic in
Step 2 is an estimate of the standard error , which is a weighed average of and . The algorithm continues to reduce while this bias estimate is 'small' relative to the estimate of the standard error .
This heuristic argument suggests that our automatic scale selection procedure in effect resolves the bias-variance tradeoff by using proxy quantities for the bias and the standard error. This strategy works well provided that the bias and the variance are indeed monotone functions of the scale . Our extensive experiments show that this is typically the case in practice, for the range of the largest scales, which is the range of interest when estimating tail exponents. The detailed theoretical analysis of the above Algorithm 2 is a difficult open problem, which will be studied in subsequent work. It is similar to the problem on how to choose the number of order statistics involved in the Hill-type estimators (see, e.g., [28] ).
D. Confidence Intervals
As indicated in the remarks of Section III, (28) may be used to construct asymptotic confidence intervals for by using the inversion method. Indeed (36) is an asymptotically correct confidence interval for , where is the th quantile of the standard Normal distribution, where , and where is as in (28) . In Tables I and II , we examine the performance of these confidence intervals in terms of coverage probability. We generated Pareto, Fréchet, and Stable (totally skewed to the right) samples with for three different sample sizes and . The scale was fixed to be the largest available one. To illustrate the role of the choice of scales, we show the coverage probabilities for a range of scales .
Observe first that in the ideal Fréchet setting (middle 3 rows) the coverage probabilities match closely the nominal levels. In the Pareto and Stable cases (top and bottom 3 rows) the precision of the coverage probabilities depends on the choice of the scales relative to the sample size. The coverage probabilities seem to be most precise for the mid-range of values. Indeed, if is small then, the bias dominates the variance, and the asymptotic approximation in (28) does not apply (see, e.g., in the Stable case). On the other hand, if approaches the largest available scale, then the normal approximation becomes inaccurate since the max-spectrum involves averages of very few block-maxima. Thus as approaches , the coverages deteriorate as seen in the tables.
These results indicate that the asymptotic confidence intervals in (36) work well in practice with the caveat that the scales and should be chosen judiciously. The coverage probabilities for large scales may be possible to improve by using a more accurate finite-sample approximation of the distribution of the max-spectrum.
V. DEPENDENT DATA, ROBUSTNESS, AND APPLICATIONS
Here, we discuss three important advantages of the max-spectrum based estimators. We first show that these estimators work well for dependent heavy-tailed time series, even in the presence of substantial amount of dependence. Then, we demonstrate the robustness of the max-spectrum to severe short-lived contaminations of the data. We conclude with a brief application of the max-spectrum to the sequential estimation of the Hurst long-range dependence parameter for data obtained from a single network link.
A. The Extremal Index and the Max-Spectrum Under Dependence
Let be a stationary time series with heavy-tailed marginal distributions as in (2) (37) and (38) include the fractional autoregressive integrated moving average (FARIMA) models with heavy-tailed innovations, popular models of long-range dependence (see, e.g., [30] ).
The Hurst parameter controls the rate of growth of the cumulative sums . The stronger the dependence, the greater the Hurst parameter , and the greater the variability of these sums. The behavior of the cumulative maxima is fundamentally different. Even in the presence of long-range dependence, one has that (39) Relation (39) shows that if the extremal index is positive, then the maxima scale exactly at the same rate as the maxima of i.i.d. data. This suggests that the max-spectrum of dependent data will have exactly the same asymptotic slope as in the i.i.d. case. Therefore, the max self-similarity estimators will continue to work for all ergodic stationary time series with positive extremal indices. Additional details on the extremal index can be found in [16] and [31] . The theoretical study of the max self-similarity estimators under dependence falls beyond the scope of this work. In the rest of this section, we demonstrate the performance of these estimators for the linear model (37) in the presence of long-range dependence. This brief analysis confirms our theoretical intuition that the max self-similarity estimators continue to be consistent for ergodic time series with positive extremal indices. We conjecture that under mild conditions on the tails of the innovations, these estimators will be indeed consistent for the linear time series (37) . We plan to address this interesting question in subsequent work. The asymptotic distribution of the estimators, or their rates, however, may be harder to establish without intricate conditions on the dependence of the time series.
B. Robustness and the Emergence of Extreme Value Time Scales: Numerical Illustrations
The classical Hill estimator is popular among practitioners. In this section, we focus on two important advantages of the max self-similarity estimators to the classical Hill estimator: first, their robustness to short-lived nonstationary contaminants in the data and second, their ability to identify the time scales where heavy-tailed behavior emerges. Our objective here is to illustrate some key advantages of the proposed methodology, rather than to perform exhaustive quantitative comparison between various tail index estimators.
The top plot of Fig. 8 , shows a sample of heavy-tailed observations. About 6% of the variables, placed around the beginning of the data, are independent Pareto with scale 1 and . The remaining variables are independently sampled from a Pareto distribution with scale 1 and
. Notice that this is not an i.i.d. sample from a mixture distribution since the heavier tailed component is located in the beginning of the sample. The Hill estimator involves the order statistics and it cannot distinguish between mixtures and short-lived contaminations in the data. Observe that the Hill plot appears to stabilize at levels around 3.5 for small 's, fairly different from the two tail exponents 2.5 and 5 in the data. On the other hand, the max-spectrum seems immune to the heavier tailed contaminant. This is because the contaminant is localized in a small range of the data, and hence only a few of the block-maxima 's are affected on each scale . Only the few largest scales appear to be mildly influenced by the extreme outliers where the max-spectrum plot becomes slightly steeper (see Fig. 8 ). The max self-similarity estimator yields a value of , fairly close to the nominal . The initial estimation scale was selected automatically, as discussed in Section IV-C. Another interesting feature of the max-spectrum is that it can provide insight into the time scales of the data where certain heavy-tailed behavior becomes relevant. This aspect is particularly important when studying time series data where the index of the observations has a physical meaning. In Fig. 9 , we show a light-tailed data set with a heavy-tailed Pareto component inserted at every 1024th sample value. Observe that over a very short segment of values the Hill estimators [see (34) ] identify well the tail exponent of the Pareto component. The max self-similarity estimator also identifies the presence of the heavy-tailed component and estimates well its index . Observe the clearly outlined 'knee' in the max-spectrum at scales . The location of the knee can be linked to the time scale , where the Pareto component starts to dominate the block-maxima. This feature is inherent to the max-spectrum and it is not available in the classical tail exponent estimators. Indeed, if the scale is less than the characteristic scale 10 where the extremes appear, most of the block-maxima 's, are moderate in size. Thus, the log-means 's of the 's scale for as in the case of light-tailed data. On the other hand, if , then all block-maxima 's involve at least one heavy-tailed observation, and therefore, the 's, for , scale precisely as the max-spectrum of heavy-tailed data. The estimators based on order statistics do not offer such time-scale insights since they involve sorting and therefore ignore the temporal structure in the data.
C. TCP Connection Sizes -A Sequential Approach
We illustrate next the max self-similarity estimator and its sequential nature using the Internet data set of TCP connection flow sizes. We consider two related data sets. Both are derived from a single set of traffic measurements of a computer network link. The first data set, which yields our 's, measures TCP connection sizes (in bytes) of the th connection. A TCP connection involves a collection of packets of approximately fixed size, all with the same 'flow ID' corresponding, e.g., to the transmission of a single file. Thus the size of the th connection can be regarded as a product between a fixed packet size and the TCP flow duration (in number of packets). As we will see, the 's are heavy-tailed, and we shall denote their exponent . The second data set is the traffic volume per unit time (in bytes) over the -th time interval. As we will see, the volume data set will exhibit long-range dependence with Hurst parameter . The well-known On/Off model [19] and [20] or the Infinite Source Poisson model (see, e.g., [33] ) clarify the connection between the tail exponent of TCP connection sizes and the Hurst long-range dependence parameter of the traffic volume time series . According to these models, we should have , where
We will measure and separately from the 's and 's, respectively, and then compare to . Observe that in view of (40), the larger the Hurst parameter , the smaller the exponent . Thus, if , the heavier the tail of the TCP connection sizes, the heavier the dependence of the traffic volume trace.
Our data sets were obtained from a single trace of the main UNC Chapel Hill campus link during an off-peak period of about 36 min in 2000 ( [34] ). The trace involves the headers of all TCP packets passing through the link during this period. The TCP connections were identified by matching consecutive packets with the same 'flow ID' field in the packet header. The traffic volume time series, on the other hand, was obtained by simple binning, using the packet time stamps. Fig. 10 (top panel) displays sizes (in bytes) of the 142 170 TCP connections (flows) active over the link during this period of time. The axis indicates the time the connection ended. The observed heavy-tailed distribution (with exponent ) is typical for such data and it can be attributed to the distribution of file sizes and/or durations of user activities (see, e.g., [35] and the collection of papers in [20] ). The heavy-tailed nature of TCP connection sizes is closely related to the observed self-similarity and long-range dependence of network traffic traces (see, e.g., [17] [18] [19] ). Thus, the value of the heavy-tail index has important implications on the provisioning and management of the network. In fact, , are very close. Recall that these two estimates were obtained from physically identical traffic traces, but using quite different methods. Typically, falls in the 95% confidence interval obtained from the max self-similarity estimates of . Usually, the two estimates are significantly different only when one of them is less than 1. This can be attributed to the fact that the On/Off model applies only when . The traffic volume time series in Fig. 11 exhibits long-range dependence, as indicated by the wavelet spectrum plot (bottom-right) of the Abry-Veitch [36] estimator with resulting Hurst parameter estimate . The bottom-left plot shows the max-spectrum of the entire data set of TCP flow The wavelet spectrum based estimator of the Hurst parameter implemented by LDestimate [36] . The octaves were chosen automatically as in [37] (yielding the range of scales [6; 15] ) and the resulting estimate of the Hurst parameter is H 0:972.
sizes with a resulting estimate of . Observe that , which is in close agreement with the estimate of obtained from the entire TCP flow sizes data set. In fact, the asymptotic 95% confidence interval for based on the max self-similarity estimator is [1.195, 0 .989], which includes . This confirms the close connection between the tail exponents of the TCP flow sizes and the Hurst long-range dependence parameter of the TCP traffic volume time series (suggested by the On/Off model). In practice, the estimation of the tail exponent of the TCP flow sizes may be achieved sequentially and on-line, by using the max-spectrum (see Section II-C). On the other hand, the estimation of the Hurst parameter requires first sampling and then computationally intensive processing of the traffic traces off-line. Therefore, the heavy-tail analysis of the flow sizes may be used as an alternative way of gaging the degree of long-range dependence of Internet traffic volume time series.
APPENDIX AUXILIARY RESULTS AND PROOFS
A) Auxiliary Results:
We briefly review some properties of the -Fréchet distributions used above. This last relation shows that a sequence of i.i.d. -Fréchet variables is also max self-similar with parameter (see 5). Relation (43) served as the main motivation to define the max self-similarity estimators in Section II above.
The class of max-stable distributions in the sense of Definition 6.2 above includes, in addition to the Fréchet, only the classes of negative Fréchet and the Gumbel laws. These three classes of distributions are the only distributions arising in the limit of maxima of i.i.d. variables under appropriate normalization (see, e.g., [21, Prop. 0.3] and [16] (18) . These results are used in the proofs of Section III, but may be also of independent interest since they yield exact rates of convergence in many cases.
Observe first that (18) implies that Indeed, this follows from the fact that , as . The exponential form in (18) (24), we proceed in two steps. First, we apply the Central Limit Theorem to the first term on the RHS of (59). Then, we will argue that the remainder term therein can be neglected.
Step 1 is an absolute constant. This is so, provided that the variance and the third moment of the 's are finite.
Note first that, by (59) and by the independence of the 's from (61) where is as in (25) . Indeed, this follows from Proposition 3.1 above, provided that is negligible. In view of (58), however, since (62) where . In the last relation, we used , , and the fact that
In view of (6), however, by Corollary 6.1, the variances on the RHS of (62) are bounded, as . This implies that , which completes the proof of (61).
We now focus on bounding the term in (60). The inequality (63) valid for all , implies
where and where the last bound follows from the Jensen's inequality. As in (62) above, we have that equals Therefore, by using (63), we get that the RHS of (64) is bounded above by
The last term is bounded, as , in view of (6) and Corollary 6.1.
We have thus far shown that (60) holds with the RHS being of order , uniformly in [see also (61) ]. This implies that (65)
We will now use this fact to prove (24).
Step 2: By (59), the probability in (24) equals (66) Indeed, this follows from the independence of the 's and the remainder term . Now, by applying the triangle inequality, we obtain that the LHS of (24) As argued above, in view of (58), we obtain by the triangle inequality, that (70) The last relation follows by adding and subtracting the term , and by applying Corollary 6.1 to the terms .
By (58), and thus by applying the triangle inequality, Proposition 3.1 and (70), to the second term in the RHS of (69), we obtain (71)
Here, we also used the fact that , as and [see (61)].
Consider now the term in (68). As above, by using the mean value theorem, we obtain (72) as and , where the last inequality follows from (61) and the fact that . Now, by combining the bounds in (68), (68), (71), and (72), we obtain (24) . This completes the proof of the theorem.
Proof of Proposition 3.2:
The first convergence in (28) follows directly from Theorem 3.1 by setting . Indeed, since , (27) implies that Thus, for , by (24) , we obtain that as . This implies the asymptotic normality of in (28) , where in view of (25) . We now focus on the estimator . By setting , we get by using (27) that
On the other hand, in view of (26), and thus
We have already shown that the term above is asymptotically normal and by Theorem 3.1 the term in (73) is also asymptotically normal. Since , the second term in the RHS of (73) dominates in the limit. This implies that second convergence in (28 
