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GLOBAL SOLUTIONS FOR A CHEMOTAXIS
HYPERBOLIC-PARABOLIC SYSTEM ON NETWORKS WITH
NONHOMOGENEOUS BOUNDARY CONDITIONS
FRANCESCA R. GUARGUAGLINI⋄
Abstract. In this paper we study a semilinear hyperbolic-parabolic system
as a model for some chemotaxis phenomena evolving on networks; we consider
transmission conditions at the inner nodes which preserve the fluxes and non-
homogeneous boundary conditions having in mind phenomena with inflow of
cells and food providing at the network exits. We give some conditions on the
boundary data which ensure the existence of stationary solutions and we prove
that these ones are asymptotic profiles for a class of global solutions.
1. Introduction
In this paper we consider the one dimensional semilinear hyperbolic-parabolic
system
(1.1)


∂tu+ λ∂xv = 0 ,
∂tv + λ∂xu = u∂xψ − βv ,
∂tψ = D∂xxψ + au− bψ ,
on a finite planar network, where λ, β,D, b > 0 and a ≥ 0 .
The system has been proposed as a model for chemosensitive movements of
bacteria or cells; the unknown u stands for the cells concentration, λv denotes
their average flux and ψ is the chemo-attractant concentration produced by the
cells themselves; the individuals move at a constant velocity, whose modulus is λ,
towards the right or left along the axis; β is the friction coefficient while D, a, b are
respectively the diffusion coefficient, the production rate and the degradation one
for the chemoattractant .
Systems like (1.1) are adaptations of the so-called Cattaneo equation to the
chemotactic case, introducing the nonlinear term uψx in the equation for the flux
[20, 8], and their solutions have been studied in [14, 15, 10]; they are included among
hyperbolic models which have been recently introduced in contrast to the parabolic
ones considered before, since they give rise to a finite speed of propagation and
allow better observation of the phenomena during the initial phase.
In recent years, one dimensional models on networks have been developed in or-
der to describe particular chemotactic phenomena like the process of dermal wound
healing and the behavior of the slime mold Physarum polycephalum as a model for
amoeboid movements. Actually, during the healing process, the stem cells in charge
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of the reparation of dermal tissue (fibroblasts), create a new extracellular matrix, es-
sentially made by collagen, and move along it to fill the wound driven by chemotaxis
and tissue engineers insert artificial scaffolds within the wound to accelerate this
process [13, 16, 21]; also, the body of Physarum polycephalum contains a network
of tubes which are used by nutrients and chemical signals to circulate throughout
the organism [18].
These models are heavily characterize by the transmission conditions set at the
internal nodes of the network, which couple the solutions on different arcs.
Here we consider the system (1.1) on a network whose arcs Ii are characterized
by the parameters λi, βi, Di, ai, bi. The triples of unkowns (ui, vi, ψi) corresponding
to each arc are coupled by the transmission conditions introduced in [11] set at the
inner nodes, which impose that the sum of the incoming fluxes equals the sum of
the outgoing ones, rather than the continuity of the densities, since the eventuality
of jumps at the nodes for these quantities seems a more appropriate framework to
describe movements of individuals.
This model, complemented with homogeneous boundary conditions at the exter-
nal vertices of the network, was studied in [11], concerning the existence and the
uniqueness of global solutions in the case of suitably small initial data; moreover,
results about existence of stationary solutions and asymptotic behaviour are given
in [9]; finally, in [3] the authors carry out a numerical study of the same system
with transmission conditions set for the Riemann invariants of the hyperbolic part,
which are equivalent to our ones for some choices of the coefficients.
Results about hyperbolic models on networks can be found in [6, 7, 23, 19,
22], with different kinds of transmission conditions; moreover parabolic chemotaxis
models on networks were studied in [1, 5, 17], with continuity conditions at the
nodes.
It is worth considering system (1.1) with nonhomogeneous boundary conditions
at the outer nodes of the network, having in mind phenomena with inflow of cells
and food providing at the network exits, in particular experiments on the behaviour
of Physarum [18]. We remark that [2] contains a numerical approach to system
(1.1) on networks, with transmission conditions given for the Riemann invariants
and nonhomogeneous conditions at the boundaries; the numerical tests show the
correspondence with the main features of the real behavior of slime mold examined
through the laboratory experiments: dead end cutting and the selection of the
solution path among the competitive paths.
So, in the present paper we consider system (1.1) with the dissipative trans-
mission conditions introduced in [11] at the inner nodes, and nonhomogeneous
Neumann conditions for the hyperbolic part and nonhomogeneous Robin condition
for the parabolic equation at the external ones. The boundary data are assumed
to satisfy suitable hypothesis ensuring, in particular, the boundedness of the total
mass of cells during the phenomenon evolution; the mass is preserved in case of
homogeneous Neumann conditions, since the conservation of the fluxes holds at
each inner nodes, due to the transmission conditions [11, 9], but in the present case
it depends on the evolution in time of the boundary values for the fluxes λivi.
The first result in the paper is the existence of local solutions; it is achieved
by linear contraction semigroups together with the abstract theory for semilinear
problems, and the dissipative transmission conditions at the inner nodes play a
fundamental role.
The existence of global solutions is achieved under assumptions of smallness of
the data, proceeding in some steps. First we assume the existence of a stationary
solution (U(x), V (x),Ψ(x)) to the problem and we obtain a priori estimates for
solutions corresponding to initial and boundary data which are small perturbations
3of the possible stationary solution. Here a fondamental role is played by a suitable
condition stated for the transmission coefficients, which allows to express the jumps
of the densitiy u at each inner node as linear combinations of the values of the fluxes
at the same node. This fact and assumptions on the data provide a control of the
evolution in time of the L∞- norm of the density which permits to remove some
conditions on the parameters ai and bi considered in [11, 9]. When the boundary
data for the fluxes λivi are constant functions, the hypothesys necessary to prove
the a priori estimates imply that the sum of the fluxes incoming in the network
have to equal the sum of the outgoing ones and that the initial mass of cells has to
equal the mass of the stationary solution.
If a stationary solution (U(x), V (x),Ψ(x)) exists and the quantities ‖U‖∞ and
‖Ψx‖∞ are small, the a priori estimates provide a bound, uniform in time, for a
norm of the solutions having small perturbations of the stationary one as initial and
boundary data; in this way, after the proof of real existence of stationary solutions,
we would obtain the existence of global solutions for a class of initial and boundary
data and would identify the stationary solutions as the asymptotic profiles for such
class of solutions.
For this reason we devote part of this paper to study the existence of stationary
solutions. In the cases of acyclic networks we prove two results, under different
smallness conditions on the boundary data and on the total mass; in particular
we give conditions which ensure the existence of a stationary solution with non-
negative density U . For general networks we exhibit some stationary solutions in
very particular cases for the parameters of the problem.
The paper is organized as follows. In Section 2 we give the statement of the
problem and, in particular, we introduce the transmission conditions and the as-
sumption on the data, while in Section 3 we prove the local existence result. Section
4 is devoted to the a priori estimates and to the consequent global existence and as-
ymptotic behaviour results, under the assumption that a small stationary solution
exists. In Section 5 we prove the results of existence of stationary solutions in the
case of acyclic networks. Finally, in Section 6 we present the global existence and
asymptotic behaviour results under assumptions which ensure the real existence of
stationary solutions.
2. Statement of the problem
We consider a planar finite connected graph G = (Z,A) composed by a set Z of n
nodes (or vertexes) and a set A ofm oriented arcs, A = {Ii : i ∈M = {1, 2, ...,m}}.
Each node is a point of the plane and each oriented arc Ii is an oriented segment
joining two nodes.
We use ej , j ∈ J , to indicate the external vertexes of the graph, i.e. the
vertexes belonging to only one arc, and by Ii(j) the external arc incident with
ej . Moreover, we denote by Nν , ν ∈ N , the internal nodes; for each of them we
consider the set of incoming arcs Aνin = {Ii : i ∈ Iν} and the set of the outgoing
ones Aνout = {Ii : i ∈ Oν}; let Mν = Iν ∪Oν .
In this paper, a path in the graph is a sequence of arcs, two by two adjacent,
without taking into account orientations. Moreover, we call acyclic a graph which
does not contains cycles, i.e. for each couple of nodes there exists a unique path
connecting them, whose arcs are covered only one time.
Each arc Ii is considered as a one dimensional interval (0, Li). A function f
defined on A is a m-tuple of functions fi, i ∈ M, each one defined on Ii. The
expression fi(Nν) means fi(0) if Nν is the starting point of the arc Ii and fi(Li) if
Nν is the endpoint, and similarly for f(ej).
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We set Lp(A) := {f : fi ∈ Lp(Ii)}, Hs(A) := {f : fi ∈ Hs(Ii)} and
‖f‖2 :=
∑
i∈M
‖fi‖2 , ‖f‖∞ := sup
i∈M
‖fi‖∞ , ‖f‖Hs :=
∑
i∈M
‖fi‖Hs .
We consider the evolution of the following problem on the graph G
(2.1)


∂tui + λi∂xvi = 0 ,
∂tvi + λi∂xui = ui∂xψi − βivi , t ≥ 0, x ∈ Ii, i ∈ M,
∂tψi = Di∂xxψi + aiui − biψi ,
where ai ≥ 0 , λi bi, Di, βi > 0 , complemented with the initial conditions
(2.2) (ui0, vi0) ∈ (H1(Ii))2 , ψi0 ∈ H2(Ii) for i ∈M .
In order to set boundary and transmission conditions, we introduce the following
parameters:
ηj =
{
1 if the arc Ii(j) is incoming in ej , j ∈ J ,
−1 if the arc Ii(j) is outgoing from ej , j ∈ J ,
δνi = 1 if i ∈ Iν , δνi = −1 if i ∈ Oν , ν ∈ N .
The boundary conditions for v, at each outer point ej , are
(2.3) ηjλi(j)vi(j)(ej , t) =Wj(t) ∈W 2,1(0, T ) , T > 0 , j ∈ J ,
while for ψ we set the Robin boundary conditions
(2.4)
ηjDi(j)∂xψi(j)(ej , t) + djψi(j)(ej , t) = Pj(t) ∈ H2(0, T ) , dj ≥ 0 , T > 0 , j ∈ J .
In addition, at each internal node Nν we impose the following transmission
conditions for the unknown ψ
(2.5)


δνiDi∂xψi(Nν , t) =
∑
j∈Mν
ανij(ψj(Nν , t)− ψi(Nν , t)) , i ∈ Mν , t > 0 ,
ανij ≥ 0 , ανij = ανji for all i, j ∈Mν ,
and the following ones for the unknowns v and u
(2.6)


−δνi λivi(Nν , t) =
∑
j∈Mν
σνij (uj(Nν , t)− ui(Nν , t)) , i ∈ Mν , t > 0 ,
σνij ≥ 0 , σνij = σνji for all i, j ∈Mν .
Motivations for the above constraints on the coefficients in the transmission con-
ditions can be found in [11] . These kind of transmission conditions were introduced
in [12] in a parabolic model for the description of passive transport through biolog-
ical membranes and they are known as Kedem-Katchalsky permeability conditions.
Finally, we impose the following compatibility conditions
(2.7) ui0, vi0, ψi0 satisfy conditions (2.3)-(2.6) for all i ∈ M .
First we are going to prove that the problem (2.1)-(2.7) has a unique local solu-
tion
u, v ∈ C([0, T ];H1(A)) ∩ C1([0, T ];L2(A)) ,
ψ ∈ C([0, T ];H2(A)) ∩ C1([0, T ];L2(A)) ∩H1((0, T );H1(A)) ,
for some T > 0.
On the other hand, the proofs of the existence of global solutions and of the
existence of stationary solutions on acyclic graphs, carried out in the last sections,
require the following further conditions on the transmission coefficients
(2.8) for all ν ∈ N , for some k ∈Mν , σνik 6= 0 for all i ∈Mν , i 6= k ,
5in addition to suitable smallness and smoothness assumptions on the data.
Finally, we remark that the transmission conditions (2.5) imply the continuity
of the flux of ψ at each node, for all t > 0,
(2.9)
∑
i∈Iν
Di∂xψ(Nν , t) =
∑
i∈Oν
Diψix(Nν , t),
and the conditions (2.6) ensure the conservation of the flux of the density of cells
at each node Nν , for t > 0,
(2.10)
∑
i∈Iν
λivi(Nν , t) =
∑
i∈Oν
λivi(Nν , t) ,
which corresponds to the following condition for the evolution in time of the total
mass ∑
i∈M
∫
Ii
ui(x, t) dx =
∑
i∈M
∫
Ii
u0i(x) dx−
∑
j∈J
∫ t
0
Wj(s)ds .
3. Local solutions
In order to prove the existence and the uniqueness of a local solution to problem
(2.1)-(2.7) we need to introduce some auxiliary functions.
We introduce the functions V(x, t) and Φ(x, t), defined on the network as follows

Vi(x, t),Φi(x, t) = 0 if Ii is an internal arc,
ηjλi(j)Vi(j)(x, t) = Wj(t)
Li(j)
(
ηjx+
1− ηj
2
Li(j)
)
for all j ∈ J ,
ηjDi(j)Φi(j)(x, t) =
Pj(t)
L2
i(j)
x(x− Li(j))
(
x+
ηj − 1
2
Li(j)
)
for all j ∈ J ,
where ηj is defined in the previous section.
Let the triple (u, v, ψ) be a solution to (2.1)-(2.7) and let
(3.1) w := v − V , φ = ψ − Φ ;
the triple (u,w, φ) satisfies the following system
(3.2)


∂tui + λi∂xwi = −λi∂xVi
∂twi + λi∂xui = ui(∂xφi + ∂xΦ)− βiwi − ∂tVi − βiVi
∂tφi = Di∂xxφi + aiui − biφi − ∂tΦi +Di∂xxΦi − biΦi ,
for x ∈ Ii, i ∈ M, t > 0, with the initial conditions
(3.3) (ui(x, 0), wi(x, 0), φi(x, 0)) = (ui0(x), wi0(x), φi0(x)) ,
where wi0(x) := vi0(x)−Vi(x, 0), φi0(x) := ψi0(x)−Φi(x, 0) , the boundary condi-
tions
(3.4) ηjλi(j)wi(j)(ej , t) = 0, t > 0 , j ∈ J ,
(3.5) ηjDi(j)∂xφi(j)(ej , t) + djφi(j)(ej , t) = 0 , dj ≥ 0 , t > 0 , j ∈ J ,
and transmission conditions
(3.6) δνiDi∂xφi(Nν , t) =
∑
j∈Mν
ανij(φj(Nν , t)− φi(Nν , t)) , i ∈Mν , t > 0 ,
(3.7) − δνi λiwi(Nν , t) =
∑
j∈Mν
σνij (uj(Nν , t)− ui(Nν , t)) , i ∈Mν , t > 0 ,
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where ανij and σ
ν
ij are as in (2.5) and (2.6).
We are going to prove an existence and uniqueness result for local solutions to the
above problem; as a consequence we will obtain the result for problem (2.1)-(2.7).
Let X := (L2(A))2 and Y := (H1(A))2 ; we consider the unbounded operator
A1 : D(A1)→ X :
D(A1) = {U = (u,w) ∈ Y : (3.4), (3.7) hold }
A1U = {(−λiwix,−λiuix)}i∈M ;
moreover we introduce the unbounded operator A2 : D(A2)→ L2(A),
(3.8)
D(A2) =
{
φ ∈ H2(A) : (3.5), (3.6) hold }
A2φ = {Diφixx − biφi}i∈M .
Proposition 3.1. A1 and A2 are m-dissipative operators.
Proof. The proof for the operator A1 can be achieved as in [11] (see the proof of
Proposition 4.2), taking into account that the transmission conditions imply
(3.9)
∑
ν∈N
∑
i∈Mν
δνi λiui(Nν)wi(Nν) =
∑
ν∈N
∑
i,j∈Mν
σνij
2
(uj(Nν , t)− ui(Nν , t))2 .
For the operator A2 we notice that the transmission conditions (3.6) imply that
(3.10)∑
ν∈N
∑
i∈Mν
δνiDiφix(Nν)φi(Nν) = −
∑
ν∈N
∑
ij∈Mν
ανij
2
(φj(N
ν , t)− φi(Nν , t))2,
while the homogeneous Robin boundary conditions provide the equality∑
j∈J
ηjDi(j)∂xφi(j)(ej , t)φi(j)(ej , t) = −
∑
j∈J
djφ
2
i(j)(ej , t) , j ∈ J .
Then by standard methods, A2 reveals to be a dissipative operator [4]. In order to
prove that the operator in m-dissipative, we introduce the bilinear form a(φ, χ) :
(H1(A))2 → R
a(φ, χ) =
∑
i∈M
∫
Ii
(Diφixχix + (1 + bi)φiχi) dx
−
∑
ν∈N
∑
i,j∈Mν
ανij (φj(Nν)− φi(Nν))χi(Nν) +
∑
j∈J
djφi(j)(ej)χi(j)(ej) ;
the form is continuous and coercive, hence, by the Lax-Milgram theorem, we know
that, for each ϕ ∈ L2(A), there exists a unique φ ∈ H1(A) such that, for all
χ ∈ H1(A) it holds
a(φ, χ) =
∑
i∈M
∫
Ii
ϕiχi dx;
taking χi ∈ H10 (Ii) for all i ∈ M, we obtain that φix ∈ H1(Ii), then taking
χi ∈ C∞0 (Ii), as in [11], we prove the equality
−Diφixx + (1 + b)φi = ϕi a.e. for all i ∈ M,
moreover, thanks to suitable choices of χi(N), χi(ai), we obtain that φ satisfies the
right boundary and transmission conditions to belong to D(A2). 
7Thanks to the above proposition we conclude that the operator A1 is the genera-
tor of a contraction semigroup T1 in (L2(A))2 while the operator A2 is the generator
of a contraction semigroup T2 in L2(A).
It is easy to prove a uniqueness result for solutions to the problem (3.2)-(3.7): if
we assume that (u,w, φ), (u,w, φ) are two solutions such that φ, φ ∈ C([0, T ];H2(A))∩
C1([0, T ];L2(A)) and (u,w), (u,w) ∈ C([0, T ];Y ) ∩ C1([0, T ];X), taking into ac-
count (3.9) and (3.10), by standard methods, we have for t ∈ [0, T ],
‖u(t)− u(t)‖22 + ‖w(t)− w(t)‖22 +
∫ t
0
‖w(s)− w(s)‖22ds
≤ c1
∫ t
0
(‖φx(s)− φx(s)‖22 + ‖u(s)− u(s)‖22) ds
and
‖φ(t)−φ(t)‖22+
∫ t
0
(‖φ(s)− φ(s)‖22 + ‖φx(s)− φx(s)‖22) ds ≤ c2
∫ t
0
‖u(s)−u(s)‖22ds ,
where the constants c1, c2 depend on sup
[0,T ]
‖u(t)‖H1 , sup
[0,T ]
‖φx(t)‖H1 , on Φ and on the
parameters ai, bi, Di, λi, βi; then the result follows by Gronwall Lemma.
In order to prove the local existence theorem we need some preliminary results.
Let f ∈ C([0, T ];H2(A)) ∩ H1((0, T );H1(A)) and g = (g1, g2) ∈ C([0, T ];Y ) ∩
C1([0, T ];X), we set
(3.11) Ffg(t) = {(0 , fix(t)g1i(t) + Φix(t)g1i(t)− βig2i(t))}i∈M.
Lemma 3.1. Let g, g ∈ C([0, T ];Y ) ∩ C1([0, T ];X), f, f ∈ C([0, T ];H2(A)) ∩
H1((0, T );H1(A)) and
sup
[0,T ]
‖f(t)‖H2 +
(∫ T
0
‖f ′x(t)‖22dt
) 1
2
, sup
[0,T ]
‖f(t)‖H2 +
(∫ T
0
‖f ′x(t)‖22dt
) 1
2
≤ K.
Then there exist two positive constants L1K , L2K , depending on K , such that
sup
[0,T ]
‖Ffg(t)−Ffg(t)‖X ≤ L1K sup
[0,T ]
‖g(t)−g(t)‖X+sup
[0,T ]
‖g1(t)‖∞ sup
[0,T ]
‖fx(t)−fx(t)‖2 ,
and
(3.12)∫ T
0
‖F ′fg(t)− F ′fg(t)‖Xdt ≤
√
TL2K
(
sup
[0,T ]
‖g(t)− g(t)‖Y +
√
T‖g′(t)− g′(t)‖X
)
+
√
T sup
[0,T ]
‖g1(t)‖∞
(∫ T
0
‖f ′x(t)− f
′
x(t)‖22dt
) 1
2
+ T sup
[0,T ]
‖g′1(t)‖2 sup
[0,T ]
‖fx(t)− fx(t)‖∞.
Proof. We have
sup
[0,T ]
‖Ffg(t)− Ffg(t)‖X ≤
(
sup
[0,T ]
‖fx(t)‖∞ + sup
[0,T ]
‖Φx(t)‖∞
)
sup
[0,T ]
‖g1(t)− g1(t)‖2
+β sup
[0,T ]
‖g2(t)− g2(t)‖2 + sup
[0,T ]
‖g1(t)‖∞ sup
[0,T ]
‖fx(t)− fx(t)‖2 ,
where β := max{βi}i∈M; then the first inequality in the claim follows with L1K =
cSK + sup
[0,T ]
‖Φx‖∞ + β, where cS is a Sobolev constant.
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As regard to the second inequality we have
∫ T
0
‖F ′fg(t)− F ′fg(t)‖X ≤
(∫ T
0
‖g1(t)− g1(t)‖2∞dt
) 1
2
(∫ T
0
‖f ′x(t) + Φ′x(t)‖22dt
) 1
2
+
(∫ T
0
‖g1(t)‖2∞dt
) 1
2
(∫ T
0
‖f ′x(t)− f
′
x(t)‖22dt
) 1
2
+ Tβ sup
[0,T ]
‖g′2(t)− g′2(t)‖2
+T
(
sup
[0,T ]
‖fx(t)‖∞ + sup
[0,T ]
‖Φx(t)‖∞
)
sup
[0,T ]
‖g′1(t)− g′1(t)‖2+
+T sup
[0,T ]
‖g′1(t)‖2 sup
[0,T ]
‖fx(t)− fx(t)‖∞
≤
√
TcS
(
K + ‖Φ‖H1((0,T );H1)
)
sup
[0,T ]
‖g(t)− g(t)‖Y
+T (cS(K + sup
[0,T ]
‖Φx(t)‖H1) + β) sup
[0,T ]
‖g′(t)− g′(t)‖X
+
√
T sup
[0,T ]
‖g1(t)‖∞
(∫ T
0
‖f ′x(t)− f
′
x(t)‖22
) 1
2
+T sup
[0,T ]
‖g′1(t)‖2 sup
[0,T ]
‖fx(t)−fx(t)‖∞ ,
where cS are Sobolev constants; then, setting L2K = cS(K + cΦ) + β, where cΦ is
a suitable positive quantity depending on Φ, we obtain the second inequality.

Theorem 3.1. (Local existence) There exists a unique local solution (u, v, ψ) to
problem (2.1)-(2.7),
(u, v) ∈ C([0, T ]; (H1(A))2) ∩C1([0, T ], (L2(A))2),
ψ ∈ C([0, T ];H2(A)) ∩ C1([0, T ], L2(A)) ∩H1((0, T );H1(A)) .
Proof. We set a := max
i∈M
ai, b := min
i∈M
bi, b := max
i∈M
bi and D := min
i∈M
Di.
We consider the problem (3.2)-(3.7) and we set U0 := (u0, w0) and
Zi(t) = (Z1i(t), Z2i(t))) := (−λiVix,−Vit − βiVi) ,
Z3i(t) := −∂tΦi +Di∂xxΦi − biΦi.
Fixed T > 0, we set
M ≥ 2
((
1 + ‖φ0x‖∞ + ‖Φx‖∞ + β
) ‖U0‖D(A1) + ‖Z(0)‖X + ‖Z‖W 1,1((0,T );X)) ,
K1 = ‖φ0‖D(A2) + T3aM + 2‖Z3‖W 1,1((0,T );L2(A)) + 2(a‖u0‖2 + ‖Z3(0)‖2),
K2 =
1
2D
(‖φ0‖D(A2) + a‖u0‖2 + ‖Z3(0)‖2)2+ 12bD
(
Ta2M2 + ‖Z3‖2H1(0,T );L2(A))
)
,
K ≥
(
1 +
1 + b
D
)
K1 +
√
K2 .
Let L1K , L2K be the constants in Lemma 3.1 and let T ≤ T .
9Let consider the set
(3.13)
BMK =


U = (u,w) ∈ (C([0, T ]; (H1(A))2) ∩ C1([0, T ]; (L2(A))2) ,
φ ∈ C([0, T ];H2(A)) ∩ C1([0, T ];L2(A)) ∩H1((0, T );H1(A)) :
U(0) = (u0, w0), φ(0) = φ0 ,
sup
[0,T ]
‖(U(t)‖X , sup
[0,T ]
‖(U ′(t))‖X ≤M ,
sup
[0,T ]
‖A1U(t)‖X ≤ (1 + L1K)M + sup
[0,T ]
‖Z(t)‖X ,
sup
[0,T ]
‖φ(t)‖H2 ≤
(
1 +
1 + b
D
)
K1,
∫ T
0
‖φ′x(t)‖22 dt ≤ K2


;
we equip BMK with the metric generated by the norms of the involved spaces,
obtaining a complete metric space .
We define a map G on BMK in the following way: given (UI , φI) = (uI , wI , φI) ∈
BMK , then (U , φ) = G(UI , φI) is such that φ is the solution to
(3.14)


φ ∈ C([0, T ];D(A2)) ∩ C1([0, T ];L2(A))
φ′(t) = A2φ(t) + au
I(t) + Z3(t) , t ∈ [0, T ] ,
φ(0) = φ0 ∈ D(A2) ,
where auI(t) := {aiuIi (t)}i∈M, and U is the solution to
(3.15)


U ∈ C([0, T ];D(A1)) ∩C1([0, T ];X)
U ′(t) = A1U(t) + FφUI (t) + Z(t) , t ∈ [0, T ] ,
U(0) = (u0, w0) ∈ D(A1) ,
where we used the notation (3.11).
First we prove that G is well defined and G(BMK) ⊆ BMK . Since UI ∈
C([0, T ];Y )∩C1([0, T ];X), Z3 ∈ H1((0, T );L2(A)) we can use the theory for non-
homogeneous problems in [4] and we infer the existence and uniqueness of a solution
φ to problem (3.14) given by
φ(t) = T2(t)φ0 +
∫ t
0
T2(t− s)(auI(s) + Z3(s))ds ,
see[4]. If we set
F(t) :=
∫ t
0
T2(t− s)(auI(s) + Z3(s)) ds ,
the assumption on uI and Z3 imply that F ∈ C1([0, T ];L2(A)) ∩C([0, T ];D(A2)),
A2F(t) = F ′(t)− auI(t)− Z3(t) for all t ∈ [0, T ] (see [4]) and
F ′(t) =
∫ t
0
T2(t− s)(auI ′(s) + Z ′3(s)) ds+ T2(t)(auI(0) + Z3(0)) .
Then we have
‖φ(t)‖D(A2) ≤ ‖φ0‖D(A2) + ‖F(t)‖2 + ‖A2(F(t)‖2
≤ ‖φ0‖D(A2) + a‖uI(t)− T2(t)uI(0)‖2 + ‖Z3(t)− T2(t)Z3(0)‖2
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+
∫ t
0
(
a‖uI(s)‖2 + ‖Z3(s)‖2 + a‖(uI ′(s)‖2 + ‖Z ′3(s)‖2
)
ds
≤ ‖φ0‖D(A2) + aT
(
2 sup
[0,T ]
‖uI ′(s)‖2 + sup
[0,T ]
‖uI(s)‖2
)
+2a‖u(0)‖2 + 2‖Z3(0)‖2 + 2‖Z3‖W 11(0,T );L2(A)) ≤ K1 ,
whence the first inequality for φ in BMK follows.
Moreover, let 0 < t1 < t2 < T and let ∆
hχ(t) := χ(t + h) − χ(t); using the
equation in (3.14) we can write∫ t2
t1
∫
Ii
(
(∆hφi)t∆
hφi −Di(∆hφi)xx∆hφi
)
dxdt =
∫ t2
t1
∫
Ii
(
ai∆
huIi∆
hφi − bi(∆hφi)2 +∆hZ3∆hφ
)
dxdt ;
then we have
(3.16)
∑
i∈M
(∫
Ii
(∆hφi(t2))
2
2
dx+
∫ t2
t1
∫
Ii
Di(∆
hφix)
2 dxdt
)
≤
∑
ν∈N
∑
i∈Mν
∫ t2
t1
δiνDi(∆
hφix)(∆
hφi)(Nν , t)dt
+
∑
j∈J
∫ t2
t1
ηjDi(j)(∆
hφi(j)x)(∆
hφi(j))(ej , t)dt
+
∑
i∈M
∫
Ii
(∆hφi(t1))
2
2
dx +
∑
i∈M
∫ t2
t1
∫
Ii
(
(ai∆
huIi )
2 + (∆hZ3i)
2
2bi
)
dxdt .
Since the first and the second terms on the right hand side are non positive and
uI , φ ∈ C1([0, T ];L2(A)) and Z3 ∈ H1(0, T );L2(A)), the above inequality implies
that φ ∈ H1((0, T );H1(A)); moreover, for h→ 0 and then t1 → 0, t2 → T , we have∑
i∈M
∫ T
0
∫
Ii
Diφi
2
xt dxdt ≤
1
2
(‖φ0‖D(A2) + a‖u0‖2 + ‖Z3(0)‖2)2
+
1
2b
(
Ta2 sup
[0,T ]
‖uI ′(t)‖22 + ‖Z3‖2H1((0,T );L2(A))
)
,
so that φ satisfies the last condition in (3.13).
Now we consider the problem (3.15) and we set F (t) := FφUI (t). We know that
Z ∈ W 1,1((0, T );X) and, from Lemma 3.1, F ∈ W 1,1((0, T );X), then there exists
a unique solution U ∈ given by
U(t) = T1(t)U0 +
∫ t
0
T1(t− s)(F (s) + Z(s))ds
see [4]; moreover, using Lemma 3.1 and choosing T ≤ (2L1K)−1, we obtain the
following inequality
‖U(t)‖X ≤ ‖U0‖X +
∫ t
0
‖F (s) + Z(s)‖Xds
≤ ‖U0‖X + TL1K sup
[0,T ]
‖UI(t)‖X + ‖Z‖L1((0,T );X) ≤M ;
11
then we can argue as we did before for φ, using [4] and Lemma 3.1, to obtain
(3.17)
‖U ′(t)‖X ≤ ‖A1U0‖X + ‖F (0) + Z(0)‖X +
∫ t
0
‖F ′(s) + Z ′(s)‖Xds
≤ ‖A1U0‖X + (‖φx(0)‖∞ + ‖Φx(0)‖∞ + β)‖U0‖X + ‖Z(0)‖X
+
√
TL2K
(
sup
[0,T ]
‖uI(t)‖Y +
√
T sup
[0,T ]
‖UI′(t)‖X
)
+ ‖Z‖W 1,1((0,T );X)
which implies, choosing T sufficiently small and setting λ := min
i∈M
λi,
sup
[0,T ]
‖U ′(t)‖X ≤ M
2
+
√
TL2K

(1 + 1 + L1K
λ
+
√
T
)
M +
sup
[0,T ]
‖Z(t)‖X
λ

 ≤M .
Finally, using Lemma 3.1,
sup
[0,T ]
‖A1U(t)‖X ≤ sup
[0,T ]
‖U ′(t)‖X+sup
[0,T ]
‖F (t)+Z(t)‖X ≤ (1+L1K)M+sup
[0,T ]
‖Z(t)‖X .
The above computations show that (U , φ) = G(UI , φI) ∈ BMK if T is small
enough.
Now we are going to prove that G is a contraction mapping on BMK , for small
values of T .
Let
(UI , φI) = (uI , wI , φI) , (U I , φI) = (uI , wI , φI) ∈ BMK ,
(U , φ) = G(UI , φI) , (U , φ) = G(U I , φI) ,
F (t) = F
φU
I (t) , F (t) = FφUI (t) ;
Then we have, arguing as for the previous estimates for φ,
sup
[0,T ]
‖φ(t)− φ(t)‖D(A2) ≤ Ta
(
2 sup
[0,T ]
‖UI ′(t)− UI ′(t)‖X + sup
[0,T ]
‖UI(t)− UI(t)‖X
)
;
using (3.16)
1
2
sup
[0,T ]
‖φ′(t)− φ′(t)‖22 +D
∫ T
0
‖φxt(t)− φxt(t)‖22dt ≤
Ta2
2b
sup
[0,T ]
‖UI ′(t)−UI ′(t)‖2X ,
Then, using , Lemma 3.1,
sup
[0,T ]
‖U(t)− U(t)‖X ≤ sup
[0,T ]
∥∥∥∥
∫ t
0
T1(t− s)(F (s)− F (s)) ds
∥∥∥∥
X
≤ TL1K sup
[0,T ]
‖UI(t)− UI(t)‖X
+T cS
λ
(
(λ+ 1+ L1K)M + sup
[0,T ]
‖Z(t)‖X
)
sup
[0,T ]
‖φx(t)− φx(t)‖2 ,
where cS is a Sobolev constant; moreover, arguing as in (3.17) and using (3.12)
sup
[0,T ]
‖U ′(t)− U ′(t)‖X ≤
∫ T
0
‖F ′(t)− F ′(t)‖Xdt ≤
√
TL2K‖UI − UI‖C([0,T ];Y )
+
√
T
cS
λ
(
(λ+ 1+ L1K)M + ‖Z‖C[0,T ];X)
) ‖φx − φx‖H1((0,T );L2)
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+T
(
L2K‖UI − UI‖C1[0,T ];X) +McS‖φ− φ‖C([0,T ];H2)
)
.
Finally, for t ≤ T ,
‖A1(U(t)) −A1(U(t))‖X ≤ ‖U ′(t)− U ′(t)‖X + ‖F (t)− F (t)‖X ≤ ‖U ′(t)− U ′(t)‖X
+L1KT ‖UI
′−UI ′‖C([0,T ];X)+cS
λ
(
(λ + 1 + L1K)M + ‖Z‖C([0,T ];X)
) ‖φx(t)−φx(t)‖2.
Hence, if T is sufficiently small, then G is a contraction mapping in BMK and
the unique fixed point (U , φ) ∈ BMK is the solution to problem (3.2)-(3.7). The
existence and uniqueness of local solutions for problem (2.1)-(2.7) follow from (3.1).

4. A priori estimates
In this section we assume the condition (2.8) . Moreover,we assume that there
exists a stationary solution (U(x), V (x),Ψ(x)) to problem (2.1),( 2.5), (2.6), veri-
fying the boundary conditions
(4.1) ηjλi(j)V (ej) =Wj , ηjDi(j)Ψi(j)(ej) + djΨi(j)(ej) = Pj , j ∈ J ;
we notice that, integrating the first equation in (2.1) and using the conservation of
the flux (2.10) at each inner node, it turns out to be necessary that
∑
j∈J
Wj = 0 .
We set
(4.2) µs =
∑
i∈M
∫
Ii
Ui(x)dx .
Let (u(x, t), v(x, t), ψ(x, t)) be the local solution in Theorem 3.1 to problem (2.1)-
(2.7); we denote with (u0(x), v0(x), ψ0(x)) the initial data, with µ(0) :=
∑
i∈M
∫
Ii
u0(x)dx
the initial mass and with W(t),P(t) the boundary data, so that, integrating the
first equation in (2.1), we have the following expression for the mass at the time t
µ(t) = µ(0)−
∑
j∈J
∫ t
0
Wj(s)ds .
Due to the assumption of existence of the stationary solution (U(x), V (x),Ψ(x)),
the triple
(u(x, t), v(x, t), ψ(x, t)) = (u(x, t)− U(x), v(x, t)− V (x), ψ(x, t)−Ψ(x))
is the local solution of the following problem
(4.3)

∂tui + λi∂xvi = 0 ,
∂tvi + λi∂xui = ui∂xψi − βivi + ui∂xΨi + Ui∂xψi , t ∈ [0, T ], x ∈ Ii, i ∈ M,
∂tψi = Di∂xxψi + aiui − biψi
u(x, 0) = u0(x) := u0(x) − U(x), v(x, 0) = v0(x) := v0(x)− V (x),
ψ(x, 0) = ψ0(x) := ψ0(x)−Ψ(x) ,
ηjλi(j)vi(j)(ej , t) =Wj(t) :=Wj(t)−Wj j ∈ J ,
ηjDi(j)ψi(j)x(ej , t) + djψi(j) = Pj(t) := Pj(t)− Pj , j ∈ J ,
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complemented with the transmission conditions (2.6) and (2.5). We set
(4.4) µ(t) :=
∑
i∈M
∫
Ii
ui(x, t)dx = µ(t)− µs .
We are going to prove some a priori estimates for the solution to the above problem,
assuming suitable conditions on the data. If the stationary solution and the data
in (4.3) are small in some suitable norms, then these estimates provide a global
existence result for problem (4.3). In this way, after the proof of the real existence
of stationary solutions in the next section, the results in the following propositions
will be the tools to prove the existence of global solution to problem (2.1)-(2.7).
We assume the following relations among the initial and boundary data of
(u, v, ψ) and the stationary solution:
(4.5) Wj −Wj ∈W 2,1((0,+∞)) , for all j ∈ J ,
(4.6) Pj ∈ H2((0, T )) for all T > 0 ,Pj − Pj ∈ H1((0,+∞)) , for all j ∈ J ,
(4.7) µ(t)− µs ∈ L2((0,+∞)) .
First we remark that the assumption (2.8) implies that the condition (2.6) can be
rewritten as follows
(4.8) uj(Nν , t) = ukν (Nν , t) +
∑
i∈Mν
γνijvi(Nν , t) for all j ∈ Mν , ν ∈ N ,
for suitable γνij (see the proof of Lemma 5.9 in [11]). This equality allow to prove
the following estimate for ‖ui(·, t)‖∞.
Set |A| :=
∑
i∈M
Li.
Proposition 4.1. Let (2.8) hold; let u, v ∈ C([0, T ];L2(A)) ∩ C1([0, T ];H1(A))
satisfying the conditions (2.6); then, for all i ∈ M, 0 ≤ t ≤ T ,
‖ui(·, t)‖∞ ≤ |µ(t)||A| + 2
∑
j∈M
(2‖ujx(·, t)‖1 + 3γ‖vj(·, t)‖∞) ,
where µ(t) =
∑
i∈M
ui(x, t)dx and γ = max{|γνij |} .
Proof. We consider two consecutive nodes, Nν and Nh, and let Il be the arc linking
them. For all x ∈ Il, t ∈ [0, T ]
ul(x, t) = ul(Nν , t) +
∫ x
Nν
uly (y, t)dy = ul(Nh, t) +
∫ x
Nh
uly (y, t)dy
(by Nν we mean 0 if Nν is the starting node of Il and we mean Ll otherwise); let
kν , kh the indexes relative to the nodes, Nν and Nh in condition (2.8), then, using
(4.8), we can write for all t ∈ [0, T ],
ukν (Nν , t) +
∑
j∈Mν
γνljvj(Nν , t) +
∫ x
Nν
uly (y, t)dy
= ukh(Nh, t) +
∑
j∈Mh
γhljvj(Nh, t) +
∫ x
Nh
uly(y, t)dy ;
then
ukν (Nν , t) = ukh(Nh, t)−
∑
j∈Mν
γνljvj(Nν , t) +
∑
j∈Mh
γhljvj(Nh, t) +
∫ Nν
Nh
uly(y, t)dy.
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Since each node of the network is connected with the node N1, the above relation
implies that, for all p ∈ N , we can express the value of ukp(Np, t) in the following
way
ukp(Np, t) = uk1(N1, t) + Γp(t) ,
where kp and k1 are the indexes in condition (2.8) relative toNp andN1 respectively,
and
(4.9) |Γp(t)| ≤
∑
j∈M
(2γ‖vj(t)‖∞ + ‖ujx(t)‖1) .
For all i ∈M1, thanks to condition (2.8)), we have, for all x ∈ Ii, t ∈ [0, T ],
ui(x, t) = uk1(N1, t) +
∑
j∈M1
γ1ijvj(N1, t) +
∫ x
N1
uix(y, t)dy,
and, thanks to the previous computations, a similar expression can be derived for
all i ∈Mp, for all p ∈ N :
ui(x, t) = uk1(N1, t) + Γp(t) +
∑
j∈Mp
γ
p
ijvj(Np, t) +
∫ x
Np
uix(y, t)dy for all x ∈ Ii.
Obviolusly, each ui has not a unique expression; in all cases, for all i ∈ M we can
write
(4.10) ui(x, t) = uk1(N1, t) + Γi(t) +
∫ x
Nq
uix(y, t)dy for all x ∈ Ii.
where Nq is one of the extreme points of Ii and Γi(t) is a suitable quantity verifying
(4.11) |Γi(t)| ≤
∑
j∈M
(‖ujx(t)‖1 + 3γ‖vj(t)‖∞) .
Integrating on Ii the equality (4.10), we obtain
Liuk1(N1, t) =
∫
Ii
ui(x, t)dx − LiΓi(t)−
∫
Ii
∫ x
Nq
uix(y, t)dy dtx ,
whence, summing for i ∈M and using (4.11), we infer that, for all t,
|uk1(N1, t)| ≤
|µ(t)|
|A| +
∑
i∈M
(3γ‖vi(t)‖∞ + 2‖uix(t)‖1) .
Now we use this inequality in (4.10) to obtain the claim.

Now we are going to obtain a priori estimates necessary to prove the uniform
(in time) boundedness of some norms of (u, v, ψ) when the data are small. Similar
results are proved in [11] in the case of homogeneous boundary conditions, when
ai
bi
does not change with i, and some of the proofs have minor differences from the
ones in that paper .
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Proposition 4.2. Let (2.8) hold and let (u, v, ψ) be the local solution to (4.3)-
(4.7),(2.5)- (2.7); then
∑
i∈M
(
sup
[0,T ]
‖ui(t)‖22 + sup
[0,T ]
‖vi(t)‖22 + 2βi
∫ T
0
‖vi(t)‖22dt
)
≤ 2cS
∑
j∈J
sup
[0,T ]
‖ui(j)(t)‖H1‖|Wj‖L1(0,+∞) +
∑
i∈M
(‖u0i‖22 + ‖v0i‖22)
+cS
∑
i∈M
sup
[0,T ]
‖ui(t)‖H1
∫ T
0
(‖ψix(t)‖22 + ‖vi(t)‖22) dt
+
∑
i∈M
‖Ui‖∞
∫ T
0
(‖ψix(t)‖22 + ‖vi(t)‖22) dt
+c1
(∑
i∈M
‖Ψix‖∞
)(∫ +∞
0
|µ(t)|2dt+
∫ T
0
(‖ux(t)‖22 + ‖v(t)‖2H1)dt
)
where cS are Sobolev constants and c1 is a suitable constant. depending on Sobolev’s
constants, on Li and on the quantity γ in Proposition 4.1 .
Proof. We multiply the first equation in (4.3) by ui, the second one by vi and we
sum them; after summing up for i ∈ M, we obtain the claim, taking into account
that from Proposition 4.1 we have∫ T
0
∫
Ii
u2i (x, t)dxdt ≤ c
∫ T
0
(|µ(t)|2 + ‖ux(t)‖22 + ‖v(t)‖2H1) dt
where c is a suitable constant depending on Li, γ and Sobolev constants, and that
the transmission conditions (2.6) imply condition (3.9) holding for u and v, hence
the sum of the terms at nodes is non positive . 
Proposition 4.3. Let (u, v, ψ) be the local solution to (4.3)-(4.7),(2.5)-(2.7); then
∑
i∈M
(
sup
[0,T ]
‖vix(t)‖22 + sup
[0,T ]
‖vit(t)‖22 + 2βi
∫ T
0
‖vit(t)‖22dt
)
≤
∑
i∈M
(‖v0ix‖22 + ‖vit(0)‖22)++2cS ∑
j∈J
sup
[0,T ]
‖ui(j)(t)‖H1‖|W ′′j ‖L1(0,+∞)
+2cS
∑
j∈M
(
‖W ′j‖L∞(0,+∞) sup
[0,T ]
‖ui(j)(t)‖H1 + |W ′j(0)|‖ui(j)(0)‖H1
)
+
∑
i∈M
(
cS sup
[0,T ]
‖ui(t)‖H1 + ‖Ui‖∞
)∫ T
0
(‖ψixt(t)‖22 + ‖vit(t)‖22) dt
+
(
cS sup
[0,T ]
‖ψx(t)‖H1 +
∑
i∈M
‖Ψix‖∞
)∫ T
0
(‖vit(t)‖22 + ‖vix(t)‖22) dt
where cS are Sobolev constants.
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Proof. We set ∆hf(x, t) = f(x, t+ h)− f(x, t); we have, for i ∈M,

(
∆huit + λi∆
hvix
)
∆hui = 0 ,(
∆hvit + λi∆
huix
)
∆hvi =
(
∆h(uiφix) + Ui∆
hψix +Ψix∆
hui − βi∆hvi
)
∆hvi .
Summing the above two equations and integrating over Ii×(δ, τ), for 0 < δ < τ < T ,
|h| ≤ min{δ, T − τ} we obtain
(4.12)
∫ τ
δ
∫
Ii
∂t
(
(∆hui)
2 + (∆hvi)
2
2
)
dx dt+
∫ τ
δ
∫
Ii
λi∂x
(
∆hvi∆
hui
)
dx dt
=
∫ τ
δ
∫
Ii
(
(∆h(uiψix) + Ψix∆
hui + Ui∆
hψx)∆
hvi − βi(∆hvi)2
)
dx dt .
Using condition (3.9) and the boundary conditions we can compute
−
∑
i∈M
∫ τ
δ
∫
Ii
λi∂x
(
∆hvi(x, t)∆
hui(x, t)
)
dxdt ≤ −
∑
j∈J
∫ τ
δ
∆hui(j)(ej , t)∆
hWj(t)dt
= −h
∑
j∈J
∫ 1
0
(∆hWj(τ)ui(j)(ej, τ + θh)−∆hWj(δ)ui(j)(ej , δ + θh))dθ
+h
∑
j∈J
∫ 1
0
∫ τ
δ
∆hW ′j(t)ui(j)(ej , t+ θh)dtdθ
so that, after dividing the equalities (4.12) by h2, summming them for i ∈ M and
letting first h and then δ go to zero, we obtain the claim. 
Proposition 4.4. Let (u, v, ψ) be the local solution to (4.3)-(4.7),(2.5)-(2.7); then
∑
i∈M
sup
[0,T ]
λi‖uix(t)‖22 ≤
∑
i∈M
2
λi
(
sup
[0,T ]
‖vit(t)‖22 + β2i sup
[0,T ]
‖vi(t)‖22
)
+
∑
i∈M
(cS sup
[0,T ]
‖ui(t)‖H1 + ‖U‖∞)
(
sup
[0,T ]
‖uix(t)‖22 + sup
[0,T ]
‖φix(t)‖22
)
+
∑
i∈M
‖Ψix‖∞ sup
[0,T ]
‖ui(t)‖2H1
where cS depends on Sobolev constants .
Proof. We multiply the second equation in (4.3) by uix, we integrate over Ii and
we sum for i ∈ M; using the Cauchy-Schwartz inequality we obtain the claim. 
Proposition 4.5. Let (2.8) hold and let (u, v, ψ) be the local solution to (4.3)-
(4.7),(2.5)-(2.7); then
∑
i∈M
λi
∫ T
0
‖uix(t)‖22 dt ≤
∑
i∈M
2
λi
∫ T
0
(‖vit(t)‖22 + β2i ‖vi(t)‖22) dt
+
∑
i∈M
(cS sup
[0,T ]
‖ui(t)‖H1 + ‖U‖∞)
∫ T
0
(‖uix(t)‖22 + ‖φix(t)‖22) dt
+c2
∑
i∈M
‖Ψix‖∞
(∫ +∞
0
|µ(t)|2dt+
∫ T
0
(‖uix(t)‖22 + ‖vi(t)‖2H1) dt
)
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where cS depends on Sobolev constants and c2 is a constant depending on Sobolev
constants, on Li and on γ .
Proof. We multiply the second equation (4.3) by uix, we integrate over Ii × (0, T )
and we sum for i ∈M; using the Cauchy-Schwartz inequality and Proposition 4.1,
we obtain the claim. 
Proposition 4.6. Let (u, v, ψ) be the local solution to (4.3)-(4.7),(2.5)-(2.7); then
∑
i∈M
λ2i
∫ T
0
‖vix(t)‖22 dt ≤ c3
∑
i∈M
(‖v0i‖22 + ‖u0i‖2H1 (1 + ‖φ0i‖2H1))
+
∑
j∈J
cS
(
‖ui(j)(0)‖H1 |Wj(0)| + ‖Wj‖L∞(0,+∞) sup
[0,T ]
‖ui(j)(t)‖H1
)
+cS
∑
j∈J
sup
[0,T ]
‖ui(j)(t)‖H1‖W ′j‖L1(0,+∞) + c4
∑
i∈M
(
sup
[0,T ]
‖vit(t)‖22 +
∫ T
0
‖vit(t)‖22dt
)
+
1
2
∑
i∈M
(
cS sup
[0,T ]
‖ui(t)‖H1 + ‖U‖∞
)∫ T
0
(‖vi(t)‖22 + ‖ψixt(t)‖22) dt
+
1
2
cS
∑
i∈M
(
sup
[0,T ]
‖φix(t)‖H1 + ‖Ψx‖∞
)∫ T
0
‖vi(t)‖2H1 dt
where cS are Sobolev constants, and c3, c4, c5 are positive constants depending on
λi, βi, σij , and on Sobolev constants.
Proof. Using the same notations as in the proof of Proposition 4.3, by the second
equation in (4.3) we obtain, for 0 < δ < τ < T , |h| ≤ min{δ, T − τ},
∫ τ
δ
∫
Ii
(
(vi∆
hvi)t − vit∆hvi − λivix∆hui + λi
(
vi∆
hui
)
x
)
dx dt
=
∫ τ
δ
∫
Ii
vi
(
∆h(uiφix) + ∆
huΨix + Ui∆
hφix − βi∆hvi
)
dx dt .
Using the boundary conditions in (4.3) and (2.6) we can write
(4.13)∑
i∈M
1
h
∫ τ
δ
∫
Ii
(−λivix∆hui + βivi∆hvi) dx dt
=
1
h
∑
i∈M
∫
Ii
(−vi(τ)∆hvi(τ) dx+ vi(δ)∆hvi(δ)) dx− 1
h
∫ τ
δ
∑
j∈J
Wj∆hui(j)(ej)dt
+
1
h
∑
i∈M
∫ τ
δ
∫
Ii
(
vit∆
hvi + vi
(
∆h(uiφix) + Ψix∆
hui + U∆
hφix)
))
dx dt
− 1
h
∫ τ
δ
∑
ν∈N
∑
i,j∈Mν
σij
2
(uj(Nν)− ui(Nν))∆h (uj(Nν)− ui(Nν)) dt.
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In order to treat the terms at the inner nodes, as in [11], we set H(t) = uj(N, t)−
ui(N, t), and we have
lim
h→0
1
h
∫ τ
δ
H(t)∆hH(t) dt =
1
2
(
H2(τ)−H2(δ)) .
As regard to the terms at the boundary nodes, we argue as in the proof of Propo-
sition 4.3. Then we obtain the claim letting h and then δ go to zero and τ go to T
in (4.13). 
Proposition 4.7. Let (u, v, ψ) be the local solution to (4.3)-(4.7),(2.5)-(2.7); then
∑
i∈M
sup
[0,T ]
(
‖ψit(t)‖22 +
∫ T
0
(
bi‖ψit(t)‖22 + 2Di‖ψitx(t)‖22
)
dt
)
≤ c6
∑
i∈M
(‖ψ0i‖2H2 + ‖u0i‖22)+ ∑
i∈M
a2i
bi
∫ T
0
‖uit(t)‖22 dt
+cS
∑
j∈J
‖P ′j‖L2(0,+∞)


(∫ T
0
‖ψi(j)t(t)‖22dt
) 1
2
+
(∫ T
0
‖ψi(j)tx(t)‖22dt
) 1
2


where c6 depends on Di, bi, ai and cS depends on Sobolev constants.
Proof. From the third equation in (4.3), using (3.10), and the boundary conditions
in (4.3), we obtain, for 0 < δ < τ < T∑
i∈M
(∫
Ii
(∆hψi(τ))
2dx+ 2
∫ τ
δ
∫
Ii
(
bi(∆
hψi)
2 +Di(∆
hψix)
2
)
dxdt
)
≤
∑
i∈M
(∫
Ii
(∆hψi(δ))
2dx+ 2ai
∫ τ
δ
∫
Ii
∆hui∆
hψidxdt
)
+2
∑
j∈J
∫ τ
δ
∆hPj∆hψi(j)(ej)dt.
Since∑
j∈J
∫ τ
δ
∆hPj(t)∆hψi(j)(ej , t)dt
≤
∑
j∈J
√
2cS‖∆hPj‖L2(0,+∞)
(∫ τ
δ
(‖∆hψi(j)(t)‖22 + ‖∆hψi(j)x(t)‖22) dt
) 1
2
,
as in the previous proof we can conclude dividing by h2, letting h go to zero and
then δ go to zero and τ go to T . 
Proposition 4.8. Let (u, v, ψ) be the local solution to (4.3)-(4.7),(2.5)-(2.7); then
∑
i∈M
(
D2i
bi
sup
[0,T ]
‖ψixx(t)‖22 + 2Di sup
[0,T ]
‖ψix(t)‖22
)
≤
∑
i∈M
(
2
bi
sup
[0,T ]
‖ψit(t)‖22 +
2a2i
bi
sup
[0,T ]
‖ui(t)‖22
)
+2cS
∑
j∈J
sup
[0,T ]
‖ψi(j)(t)‖H1‖Pj‖L∞(0,+∞);
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moreover, if (2.8) holds,
∑
i∈M
∫ T
0
(
D2i
bi
‖ψixx(t)‖22 + 2Di‖ψix(t)‖22
)
dt ≤
∑
i∈M
∫ T
0
2
bi
sup
[0,T ]
‖ψit(t)‖22dt
+c7
∑
i∈M
∫ T
0
(
µ(t)2 + ‖uix(t)‖22 + ‖vi(t)‖2H1
)
dt+ c8
∑
i∈M
‖Pj‖L2(0,+∞)‖µ(t)‖L2(0,+∞)
+c9
∑
j∈M
‖Pj‖L2(0,+∞)
(∫ T
0
(‖ψx(t)‖2H1 + ‖ψt(t)‖22 + ‖ux(t)‖22 + ‖v(t)‖2H1) dt
) 1
2
where c7, c8, c9 are positive constants depending on γ, Li, ai, bi, Di and Sobolev con-
stants.
Proof. The first inequality can be achievd multiplying the third equation in (4.3)
by Di
bi
ψixx, integrating on Ii, summing for i ∈ M and using the Cauchy-Schwartz
inequality and (3.10). Integrating over Ii × (0, T ) and using Proposition 4.1 we
obtain the second inequality . 
Now we introduce the functional
F 2T (u, v, ψ) := sup
t∈[0,T ]
‖u(t)‖2H1 + sup
t∈[0,T ]
‖v(t)‖2H1 + sup
t∈[0,T ]
‖ψ(t)‖2H2
+
∫ T
0
(‖u(t)‖2H1 + ‖v(t)‖2H1 + ‖vt(t)‖22 + ‖ψ(t)‖2H2 + ‖ψt(t)‖22 + ‖ψxt(t)‖22) dt .
The a priori estimates in the previous propositions allows to prove the following
theorem.
Theorem 4.1. Let (2.8) hold. Let (U(x), V (x),Ψ(x)) be a stationary solution to
problem (2.1), (2.5), (2.6), (4.1), (4.2) and let (u, v, ψ) be the solution to problem
(4.3)-(4.7), (2.7). There exists ǫ0 > 0 such that, if
‖U‖∞ + ‖Ψx‖∞ ≤ ǫ0 ,
then, if the quantities
‖P‖H1(0,+∞), ‖W‖W 2,1(0,+∞), ‖µ‖L2(0,+∞), ‖u0‖H1 , ‖v0‖H1 , ‖ψ0‖H2
are suitably small, then FT (u, v, φ) is bounded, uniformly in T ,
u, v ∈ C([0,+∞);H1(A)) ∩ C1([0,+∞);L2(A))
ψ ∈ C([0,+∞);H2(A)) ∩ C1([0,+∞);L2(A)) ∩H1((0,+∞);H1(A))
and, for all i ∈M,
lim
t→+∞
∑
i∈M
‖ui(·, t)‖C(Ii), limt→+∞
∑
i∈M
‖vi(·, t)‖C(Ii) , limt→+∞
∑
i∈M
‖ψi(·, t)‖C1(Ii) = 0 .
Proof. Using the estimates proved in Propositions 4.1-4.8, it is easy to prove the
following inequality
(4.14) F 2T (u, v, φ) ≤ C0 + C2F 2T (u, v, ψ) + C3F 3T (u, v, ψ),
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where
C0 = c0
(
‖u0‖2H1
(
1 + ‖ψ0‖2H2
)
+ ‖ψ0‖2H2 + ‖v0‖2H1 + (‖Ψx‖∞ + 1) ‖µ‖2L2(0,+∞)
+‖P‖L2(0,+∞)‖µ‖L2(0,+∞) + 1
2δ
(
‖W‖2W 2,1(0,+∞) + ‖P‖2H1(0,+∞)
))
,
C2 = c2
(
‖U‖∞ + ‖Ψx‖∞ + δ
2
)
,
C3 = C3(cS , βi, λi, bi, ai, Di, Li, γ, σij) > 0,
ci > 0 depend on cS , βi, λi, bi, ai, Di, Li, γ and δ is any positive quantity.
If we choose ‖U‖∞, ‖Ψx‖∞, δ in such a way that C2 < 1, and we choose C0
small enough, if in addition F0(u, v, ψ) <
2(1− C2)
3C3
, then the inequality (4.14)
implies that FT (u, v, ψ) remains uniformly bounded for all T > 0; then the so-
lution is globally defined. Moreover the set {u(t), v(t), ψ(t)}t∈[0,+∞) is uniformly
bounded in (H1(A))2×H2(A); thus, if we call Es the set of accumulation points of
{u(t), v(t), ψ(t)}t≥s in (C(A))2×C1(A), then Es is not empty and E := ∩s≥0Es 6=
∅. Let vˆ(x) be such that, for a sequence tn → +∞,
lim
n→+∞
∑
i∈M
‖vi(·, tn)− vˆi(·)‖C(Ii) = 0 .
If we set ωi(t) := ‖vi(t, ·)‖L2(Ii) then the estimates obtained for the functions
vi imply that ωi ∈ H1((0,+∞)) and, as a consequence, lim
t→+∞
ωi(t) = 0. As
lim
n→+∞
‖vi(·, tn)‖2 = ‖vˆi(·)‖2, we obtain ‖vˆ‖2 = 0. The same argument can be
applied to the functions ui and ψi. 
5. Stationary solutions on acyclic networks
In this section we study the real existence of stationary solutions to problem
(2.1)-(2.8). Concening the uniqueness, we can notice that the results of the previ-
ous section imply that two stationary solutions with the same mass and the same
boundary data , which are small in H1 ×H1 ×H2 norm, have to coincide.
In this section we restrict our attenction to acyclic graphs and we approach the
study of existence of stationary solutions (U(x), V (x),Ψ(x)) with mass
(5.1) µs =
∑
i∈M
∫
Ii
Ui(x) dx,
and boundary data
(5.2) ηjλi(j)Vi(j)(ej) =Wj , ηj∂xΨi(j)(ej) + djΨi(j)(ej) = Pj , j ∈ J ,
assuming conditions (2.8) and some suitable smallness conditions on |µs|, |Wj | and
|Pj | .
Of course, for all i ∈ M, Vi(x) is a constant function, Vi(x) = Vi; moreover, we
recall that a set of boundary data {Wj}j∈J is compatible with the transmission
conditions only if
∑
j∈J
Wj = 0 (see previous section). These facts holds true for
general networks.
In the case of acyclic network, a set of admissible boundary values {Wj}j∈J
determines univokely the costant value of each function Vi on the internal arc Ii.
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Actually, let consider an internal arc Iι and its starting node Nη and the sets
(5.3)
Q = {ν ∈ N : Nν is linked to Nη by a path not covering Iι} ,
J ′ = {j ∈ J : ej is linked to Nη by a path not covering Iι} ;
at each inner node the conservation of the flux (2.10) holds, then
∑
ν∈Q∪{η}
(∑
i∈Iν
λiVi(Nν)−
∑
i∈Oν
λiVi(Nν)
)
= 0 .
Since Vi(x) is constant on Ii for all i ∈ M, using the first condition in (5.2), the
above equality reduces to
(5.4) λιVι(x) = −
∑
j∈J ′
Wj .
Hence, a stationary solution to problem (2.1)-(2.6) satisfying (5.1) is a triple
(U(x), V (x),Ψ(x)) where V is determined by the boundary conditions and the
functions U and Ψ solve the following problem.
Find Ci, i = 1, ...m, and Ψ ∈ H2(A) such that
(5.5)


−Di∂xxΨi(x) + biΨi(x) = aiUi(x) x ∈ Ii , i ∈ M ,
Ui(x) = exp
(
Ψi(x)
λi
)(
Ci − βi
λi
Vi
∫ x
0
exp
(
−Ψi(s)
λi
)
ds
)
,
ηjDi(j)∂xΨi(j)(ej) + djΨi(j)(ej) = Pj , j ∈ J ,
δiνDi∂xΨi(Nν) =
∑
j∈Mν
ανij(Ψj(Nν)−Ψi(Nν)) , i ∈Mν , ν ∈ N ,
−δiνλiVi =
∑
j∈Mν
σνij(Uj(Nν)− Ui(Nν)) , i ∈Mν , ν ∈ N ,
∑
i∈M
∫
Ii
Ui(x)dx = µs .
We are going to prove existence of solutions to problem (5.5) using a fixed point
technique; we need some preliminary results.
Given fi ∈ H2(Ii), for i ∈M, we introduce the functions
E
f
i (x) = exp
(
fi(x)
λi
)
, J
f
i (x) =
βi
λi
∫ x
0
exp
(
−fi(s)
λi
)
ds .
Lemma 5.1. Let G an acyclic graph and let (2.8) hold. Given a function f ∈
H2(A) and real values µs and Vi, i ∈M, there exists a unique Cf = (Cf1 , Cf2 , ..., Cfm)
such that the functions
Ufi (x) = exp
(
fi(x)
λi
)(
C
f
i −
βi
λi
Vi
∫ x
0
exp
(
−fi(s)
λi
)
ds
)
satisfy
(5.6) − δiνλiVi =
∑
j∈Mν
σνij(Ufj (Nν)− Ufi (Nν)) , ν ∈ N , i ∈Mν ,
(5.7)
∑
i∈M
∫
Ii
Ufi (x)dx = µs .
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Proof. The conditions (5.6) can be rewritten as (4.8). Using such relations at the
node N1, for i ∈M1 we can express the coeffcients Cfi as linear combination of the
values Vi and C
f
k1
, where k1 is the index in (2.8),
C
f
i = (E
f
i (N1))
−1

Efk1 (N1)
(
C
f
k1
− Vk1Jfk1(N1)
)
+
∑
j∈M1
γ1ijVj

+ ViJfi (N1) .
Setting
Q
f
iν = E
f
kν
(Nν)E
f
i (Nν)
−1 ,
O
f
iν = E
f
i (Nν)
−1

−VkνEfkν (Nν)Jfkν (Nν) + ∑
j∈Mν
γ1ijVj

+ ViJfi (Nν)
we have
C
f
i = Q
f
i1C
f
k1
+Ofi1 , i ∈M1 ;
now, if Nν and N1 are two consecutive nodes, linked by the arc Il, arguing as before
we infer that the coefficients Cfkν and C
f
k1
have to satisfy the following relation
C
f
l = Q
f
lνC
f
kν
+Oflν = Q
f
l1C
f
k1
+Ofl1 ,
which expresses Cfkν in terms of C
f
k1
; so, for all i ∈ Mν , we have the expression
C
f
i = Q
f
iνC
f
kν
+Ofiν =
Q
f
l1Q
f
iν
Q
f
lν
C
f
k1
+Qfiν
O
f
l1 −Oflν
Q
f
lν
+Ofiν .
Since there are no cycles in the network, iterating this procedure we can write
univokely all the coeffcients Cfi , i ∈M in terms of Cfk1 ,
(5.8) Cfi = Q˜
f
i C
f
k1
+ O˜fi , i ∈ M ,
where Q˜fi and O˜
f
i are suitable quantities depending on the function f and on the
values Vi. In other words, system (5.6) has∞1 solutions given by (5.8), for Ck1 ∈ R.
In order to determine Cfk1 we use condition (5.7):
C
f
k1
=
(∑
i∈M
Q˜
f
i
∫
Ii
E
f
i (x)dx
)−1(
µs −
∑
i∈M
∫
Ii
(
O˜
f
i − ViJfi (x)
)
E
f
i (x)dx
)
.

Now, given f ∈ H2(A) we consider the problem
(5.9)


−Di∂xxΨi(x) + biΨi(x) = aiUfi (x) , for all i ∈ M ,
ηj∂xΨi(j)(ej) + djΨi(j)(ej) = Pj , j ∈ J ,
δiνDi∂xΨi(Nν) =
∑
j∈Mν
ανij(Ψj(Nν)−Ψi(Nν)) , ν ∈ N ,
which has a unique solution (see the proof of Proposition 3.1).
We set Θ :=
∑
j∈J
|Pj |+ µsmax{ai}i∈M; then the following estimates hold .
Lemma 5.2. Let G be an acyclic graph. Let Ufi (x) ≥ 0 and let Ψ ∈ H2(A) be the
solution to problem (5.9). Then there exist two positive constants K1,K2, depending
on the parameters bi, Di, Li, dj ( i ∈M, j ∈ J ), such that
(5.10) ‖Ψ‖∞ ≤ K1Θ , ‖Ψx‖∞ ≤ K2Θ .
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Proof. We multiply the first equation in (5.9) by Ψi, we integrate on the interval
Ii and we sum for i ∈M ; using (3.10) to treat the terms evaluated at the internal
nodes, we obtain∑
i∈M
∫
Ii
(
DiΨi
2
x + biΨ
2
)
dx ≤
∑
j∈J
(
PjΨi(j)(ej)− djΨ2i(j)(ej)
)
+
∑
i∈M
ai
∫
Ii
Ufi |Ψi|dx
≤

∑
j∈J
|Pj |+ µsmax{ai}i∈M

∑
i∈M
cSi ‖Ψi‖H1 ,
where cSi are Sobolev constants. This yields the first inequality in the claim.
In order to obtain the second inequality, first we notice that, if ej is an external
node and Ii(j) is the corresponding external arc, then the following inequality holds
|Di(j)∂xΨi(j)(x)| ≤
∫
Ii(j)
Di(j)|∂yyΨi(j)(y)| dy + |Pj − djΨ(ej)| .
Then we consider an internal arc Iι and its starting node Nη, the sets Q, J ′ as in
(5.3) and
S = {i ∈M : Iι is incident with Nν for some ν ∈ Q} ;
at each node the conservation of the flux (2.9) holds, then
∑
ν∈Q∪{η}
(∑
i∈Iν
DiΨx(Nν)−
∑
i∈Oν
DiΨx(Nν)
)
= 0 .
Then, for all x ∈ Iι, using the above equality and the boundary conditions (2.4),
we have
DιΨιx(x) =
∑
i∈S
∫
Ii
DiΨiyy(y) dy +
∫
Iι
DιΨιyy(y) dy −
∑
j∈J ′
(Pj − djΨ(ej)) .
Then , for all l ∈ M,
Dl|Ψlx(x)| ≤
∑
j∈J
|Pj − djΨ(ej)|+
∑
i∈M
∫
Ii
|biΨi(y)− aiUfi (y)|dy
and using the first inequality in (5.10) we obtain
max
i∈M
‖Ψix‖∞ ≤
Θ
min{Di}i∈M

1 +K1

∑
i∈M
biLi +
∑
j∈J
dj



 .

The previous results give the tools to prove the following theorem of existence
for stationary solutions under smallness conditions for some data; in particular we
remark that the condition on
∑
i∈M
|Vi| is a condition on Wj , j ∈ J , thanks to (5.4).
Theorem 5.1. Let G be an acyclic graph and let ( 2.8) hold. Let
∑
j∈J
Wj = 0;
there exists ǫ > 0 and δ = δ(Θ) > 0, increasing with Θ, such that, if δ
∑
i∈M
|Vi| ≤
µs and 0 ≤ µs +
∑
i∈M
|Vi| < ǫ , then problem (2.1), (5.2), (2.5), (2.6) has a
stationary solution (U(x), V (x),Ψ(x)) ∈ (C∞(A))2×C∞(A) satisfying (5.1), which
is the unique one with non-negative U(x).
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Proof. If a stationary solution (U(x), V (x),Ψ(x)) exists then Vi are univokely de-
termined by the boundary data Wj , j ∈ J ; moreover U,Ψ satisfy (5.5) and Ui(x)
are univokely determined by Ψi(x) and the values Vi, σij and µs (Lemma 5.1). We
remark that, if the solution verifies the properties in the claim, then the estimates
in Lemma 5.2 hold for Ψ.
Let G be the operator defined in D(A2) (see (3.8)) such that, if Ψ
I ∈ D(A2)
then Ψ = G(ΨI) is the solution of problem (5.9) where f = ΨI and UΨI is the
function in Lemma 5.1. We consider G on the set
BΘ := {Ψ ∈ D(A2) : ‖Ψ‖∞ ≤ K1Θ , ‖Ψx‖∞ ≤ K2Θ } ,
where K1,K2 are the constants in Lemma 5.2, equipped with the distance d gen-
erated by norm of H2(A); (BΘ, d) is a complete metric space.
Using the expression of Cfi given in the proof of Lemma 5.1 and setting
ΛΨ
I
1 :=
∑
j∈M
∫
Ij
(
O˜Ψ
I
j − VjJΨ
I
j (x)
)
EΨ
I
j (x)dx , Λ
ΨI
2 :=
∑
j∈M
Q˜Ψ
I
j
∫
Ij
EΨ
I
j (x)dx ,
we can write
(5.11) UΨIi (x) = EΨ
I
i (x)
Q˜Ψ
I
i (µs − ΛΨ
I
1 ) + (O˜i − ViJi(x))ΛΨ
I
2
ΛΨ
I
2
.
It is readily seen that there exist some positive quantities qΘi , increasing in Θ, and
some positive quantities q−Θi , decreasing in Θ, depending also on the parameters
of the problem, such that, for all f ∈ BΘ,
(5.12) 0 < q−Θ1 ≤ Efi (x) ≤ qΘ1 , 0 ≤ Jfi (x) ≤ qΘ2 , ∀x ∈ Ii , ∀i ∈ M ,
(5.13) 0 < q−Θ3 ≤ Q˜fi ≤ qΘ3 , |O˜fi | ≤ qΘ4
∑
j∈M
|Vj | , ∀i ∈M ,
(5.14) 0 < q−Θ5 ≤ Λf2 ≤ qΘ5 , |Λf1 | ≤ qΘ6
∑
j∈M
|Vj | .
Hence, fixed µs ≥ 0 and Pj , j ∈ J , it is possible to find a quantity δ = δ(Θ) such
that, if δ
∑
i∈M
|Vi| ≤ µs then UΨIi (x) ≥ 0 for all i ∈ M. This fact allows us to use
Lemma 5.2 and infer that Ψ ∈ BΘ.
Now we are going to prove that, if µs +
∑
i∈M
|Vi| is small then G is a contraction
mapping in BΘ. We consider Ψ
I ,Ψ
I ∈ BΘ and the corresponding Ψ = G(ΨI) and
Ψ = G(Ψ
I
); using the equation satisfied by Ψ and Ψ and (3.10), we infer that
(5.15)
∑
i∈M
‖Ψi −Ψi‖2H2 ≤ K3
∑
i∈M
‖UΨIi − UΨ
I
i ‖22 ,
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where K3 is a suitable constant depending on ai, bi, Di; moreover, we have
(5.16)
∣∣∣UΨIi (x) − UΨIi (x)∣∣∣ ≤ ∣∣∣EΨI (x) − EΨI (x)∣∣∣
qΘ3 µs + (q
Θ
3 q
Θ
6 + q
Θ
4 + q
Θ
2 q
Θ
5 )
∑
j∈M
|Vj |
q−Θ5
+
qΘ1
(q−Θ5 )
2

µs + qΘ6 ∑
j∈M
|Vi|

(qΘ5 ∣∣∣Q˜ΨI − Q˜ΨI ∣∣∣+ qΘ3 ∣∣∣ΛΨI2 − ΛΨI2 ∣∣∣)
+qΘ1
(
qθ3q
Θ
5
(q−Θ5 )
2
.
∣∣∣ΛΨI1 − ΛΨI1 ∣∣∣+ ∣∣∣O˜ΨI − O˜ΨI ∣∣∣+ |Vi| ∣∣∣JΨIi (x)− JΨIi (x)∣∣∣
)
.
It is easily seen that, for suitable positive quantities qΘi , depending on Θ and
on the parameters of the problem, increasing with Θ, for any ΨI ,Ψ
I ∈ BΘ the
following inequalities hold∣∣∣EΨIi (x) − EΨIi (x)∣∣∣ ≤ qΘ7 |ΨIi (x) −ΨIi (x)| , ∣∣∣JΨIi (x)− JΨIi (x)∣∣∣ ≤ qΘ8 ‖ΨIi −ΨIi ‖∞ ,
∣∣∣Q˜ΨIi − Q˜ΨIi ∣∣∣ ≤ qΘ9 ∑
j∈M
‖ΨIj−Ψ
I
j‖∞ ,
∣∣∣O˜ΨIi − O˜ΨIi ∣∣∣ ≤ qΘ10 ∑
j∈M
|Vj |
∑
j∈M
‖ΨIj−Ψ
I
j‖∞,
∣∣∣ΛΨI1 − ΛΨI1 ∣∣∣ ≤ qΘ11

∑
j∈M
|Vj |

∑
i∈M
‖ΨIi −Ψ
I
i ‖∞ ,
∣∣∣ΛΨI2 − ΛΨI2 ∣∣∣ ≤ qΘ12 ∑
i∈M
‖ΨIi −Ψ
I
i ‖∞;
they can be used in (5.16) so that (5.15) implies
∑
i∈M
‖Ψi −Ψ‖H2 ≤ qΘ

µs + ∑
j∈M
|Vj |

∑
i∈M
‖ΨIi −Ψ
I
i ‖H1 ,
where qΘ is a quantity increasing with Θ, depending also on the parameters of the
problem; hence, for µs +
∑
j∈M
|Vj | small enough, G is a contraction mapping on
BΘ. Let Ψ be the unique fixed point of G in BΘ and let U = UΨ; then (Ψ, U) is
a solution to Problem (5.5) and it is the unique one verifying U ≥ 0. Regularity
properties follow by the equations in (5.5). 
Remark 5.1. If Wj = 0 for j ∈ J then Vi = 0 for i ∈ M and Ui(Nν) = Uj(Nν)
for i, j ∈ Mν , for all ν ∈ N ; in particular, if µs ≥ 0 then Ci ≥ 0 for all i ∈ M,
i.e. U(x) ≥ 0. In this case the stationary solution of the previous theorem is the
unique stationary solution with mass µs.
When the quantity
∑
i∈M
|Vi| is not small enough respect to µs we do not have
informations about the sign of Ui(x); however, if the boundary data, µs and the
parameters of the problem satisfy some relations, a stationary solution with mass
µs exists.
First, if we set a := max{ai}i∈M, as in Lemma 5.2 we prove that if Ψ ∈ H2(A)
is the solution to problem (5.9), then there exist two positive constants K1,K2,
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depending on the parameters bi, Di, Li, dj (i ∈ M, j ∈ J ), such that
(5.17) ‖Ψ‖∞ ≤ K1(a‖Uf‖1 +
∑
j∈J
|Pi|) , ‖Ψx‖∞ ≤ K2(a‖Uf‖1 +
∑
j∈J
|Pi|) .
Moreover, let β, λ be as in Section 3 and γ as in Lemma 4.1, and let
Ω := |µs|+ 2|A|
(
2β
λ
|A|+ 3γ
)∑
i∈M
|Vi| ;
if (U(x), V,Ψ(x)) is a stationary solution, using Proposition 4.1 and (5.17), we
obtain
‖U‖1 ≤ Ω +
4|A| sup
i∈M
‖Ψix‖∞
λ
‖U‖1 ≤ Ω+ 4|A|K2
λ

a‖U‖1 +∑
j∈J
|Pj |

 ‖U‖1 .
Then, if
(5.18) 1− 4|A|K2
λ
∑
j∈J
|Pj | > 0 , Ω < λ
16|A|K2a

1− 4|A|K2
λ
∑
j∈J
|Pj |


2
,
setting
µ± :=
λ
8|A|K2a

1− 4|A|K2λ
∑
j∈J
|Pj | ±
√√√√√

1− 4|A|K2
λ
∑
j∈J
|Pj |


2
− 16|A|ΩK2a
λ

 ,
we can conclude that µ± > 0 and , if a stationary solution (U, V,Ψ) exists, then
‖U‖1 ≤ µ− or ‖U‖1 ≥ µ+.
So, under suitable smallness conditons for the data and |µs|, we are able to prove
the existence of a stationary solution verifying ‖U‖1 ≤ µ−.
Theorem 5.2. Let G be an acyclic network and let (2.8) hold. Let
∑
j∈J
Wj = 0
and let (5.18) hold; there exists ǫ > 0 such that, if |µs|+
∑
i∈M
|Vi| < ǫ, then problem
(2.1),(5.2),(2.5),(2.6) has a stationary solution (U(x), V (x),Ψ(x)) ∈ (C∞(A))2 ×
C∞(A) satisfying (5.1), which is the unique one verifying ‖U‖1 ≤ µ−.
Proof. We proceed as in the proof of Theorem 5.1: we set Θ1 := aµ
− +
∑
j∈J
|Pi|
and we consider the map G defined there, on the set
BΘ1 := {Ψ ∈ D(A2) : ‖Ψ‖∞ ≤ K1Θ1 , ‖Ψx‖∞ ≤ K2Θ1 }
equipped with the distance d generated by norm of H2(A); (BΘ1 , d) is a complete
metric space.
Fixed ΨI ∈ BΘ1 , UΨ
I
is still given by (5.11) and the relations(5.12)-(5.14) hold,
where the quantities qi here depend on Θ1.
Thanks to (5.17), we can prove that Ψ = G(ΨI) ∈ BΘ1 if we show that ‖UΨ
I‖1 ≤
µ−; this inequality can be achieved arguing as in the computations performed before
the claim of this theorem, taking into account that
λiUΨIix = UΨ
I
i Ψ
I
i x − βiVi for all i ∈M.
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The last part of the proof is equal to the one of Theorem 5.1, using the quantity
Θ1 in place of Θ, since, for Ψ
I ,Ψ
I ∈ BΘ1 the following inequality holds
∑
i∈M
‖Ψi −Ψ‖H2 ≤ qΘ1

|µs|+ ∑
j∈M
|Vj |

∑
i∈M
‖ΨIi −Ψ
I
i ‖H1 ,
where qΘ1 depends on Θ1, βi, λi, Li, γ
ν
ij , increases with Θ1 . Let Ψ be the unique
fixed point of G in BΘ1 and let U = UΨ; then (Ψ, U) is the unique solution to
Problem (5.5) such that ‖U‖1 ≤ µ− and the claim is proved. 
6. Global solutions
Here we use the results of Sections 4 and 5 to prove the existence of global
solutions to problem (2.1)-(2.7). First we assume that G is an acyclic graph, so
that the existence of some stationary solutions holds.
Let µs ≥ 0, let the assumptions of Theorem 5.1 hold and let (U(x), V,Ψ(x))
be the stationary solution; due to (5.10) we can control the size of the quantity
‖U‖∞ + ‖Ψx‖∞ by means of the size of aµs +
∑
j∈J
|Pj |, in order to satisfy the
hypothesis in Theorem 4.1. So, such theorem yields the following one.
We set µ(t) :=
∑
i∈M
∫
Ii
u0i(x)dx −
∑
j∈J
∫ t
0
Wj(s)ds.
Theorem 6.1. Let G be an acyclic graph and let (2.8) hold. Let the assumptions
of Theorem 5.1 hold and let (U(x), V,Ψ(x)) be the stationary solution to problem
(2.1), (2.5),(2.6), (5.1), (5.2) verifying U(x) ≥ 0. Then if the quantities
aµs +
∑
j∈J
|Pj | , ‖u0 − U‖H1 , ‖v0 − V ‖H1 , ‖ψ0 −Ψ‖H2 ,
‖P(·)− P‖H1(0,+∞), ‖W(·)−W‖W 1,2(0,+∞), ‖µ(·)− µs‖L2(0,+∞)
are suitably small, then the problem (2.1)-(2.7) has a global solution (u, v, ψ) such
that
u, v ∈ C([0,+∞);H1(A)) ∩ C1([0,+∞);L2(A))
ψ ∈ C([0,+∞);H2(A)) ∩ C1([0,+∞);L2(A)) ∩H1((0,+∞);H1(A)) .
Moreover, for i ∈M,
lim
t→+∞
∑
i∈M
‖ui(·, t)− U(·)‖C(Ii) = 0 , limt→+∞
∑
i∈M
‖vi(·, t)− V (·)‖C(Ii) = 0 ,
lim
t→+∞
∑
i∈M
‖ψi(·, t)−Ψ(·)‖C1(Ii) = 0 .
On the other hand, if the assumptions of Theorem 5.2 hold, then the hypothesis
in Theorem 4.1 can be satisfied by controlling the size of aµ−+
∑
j∈J
|Pj |; then, sim-
ilarly to the above result, we obtain the existence of global solutions corresponding
to data which are small perturbations of the stationary solution of Theorem 5.2,
assuming that aµ− +
∑
j∈J
|Pj | is suitably small.
In the cases of general networks, we notice that for any {Pj}j∈J , it easy to
prove the existence of the stationary solution (U(x), V (x),Ψ(x)) = (0, 0,Ψ0(x)),
where Ψ0 is the unique solution to problem (5.9) with Uf = 0. If
∑
j∈J
|Pj | is small
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enough , then (0, 0,Ψ0(x)) is the unique stationary solution to problem (2.1),(2.5)
-(2.8),(5.1) with µs = 0, satisfying the boundary conditions
(6.1) V (ej) = 0 , ηj∂xΨ(ej) + djψ(ej) = Pj , j ∈ J .
Moreover, if some particular relations among the parameters of the problem hold,
then there exist stationary solutions constant on the whole network: if we assume
that
(6.2)


ai
bi
= r for all i ∈ M,
if Pj = 0 then dj = 0 , j ∈ J ,
if Pj 6= 0 then dj 6= 0 and Pj
dj
= r
µs
|A| , j ∈ J ,
then, for any µs ∈ R the triple
(
µs
|A| , 0, r
µs
|A|
)
is a stationary solution to (2.1),(2.5)
-(2.8),(5.1) satisfying the boundary conditions (6.1).
Finally, Theorem 4.1 yields that the results of Theorem 6.1 hold for general net-
works with (U(x), V,Ψ(x)) = (0, 0,Ψ0(x)) and µs,Wj = 0, and with (U(x), V,Ψ(x)) =(
µs
|A| , 0, r
µs
|A|
)
, Wj = 0 and conditions (6.2) .
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