ABSTRACT Recently, researchers mainly focus on three categories of models in the field of Information Retrieval (IR), namely vector-space models, probabilistic models, and statistical language models. The existing studies have always developed IR models through refining or combining these traditional models. However, some new frameworks (e.g., digital signal processing (DSP)-based IR framework) have not been well-developed. In our research, we propose a new DSP-based IR Framework (DSPF) introducing the theories from the field of the DSP and present two corresponding DSP-based IR models, denoted as DSPF-BM25 and DSPF-DLM, which incorporate the term weighting schemes from two well-performed probabilistic IR models, the BM25, and the Dirichlet Language Model (DLM). In particular, first, we consider each query term as a spectrum with Gaussian form. Second, instead of transforming the signals from the time domain to frequency domain, we directly represent the query terms in the frequency domain. It is much more controllable and precise to adjust the values of the parameters for getting better performance of our proposed models. To testify the effectiveness of our proposed models, we conduct extensive experiments on seven standard datasets. The results show that in most cases our proposed models outperform the strong baselines in terms of MAP.
I. INTRODUCTION
The research in information retrieval (IR) field can be dated back to the 1950's [1] . The ultimate goal of the IR system is to select and rank the relevant documents from the massive datasets based on the information need of the users. During these years, there are mainly three categories of models which have been well studied: vector-space models, probabilistic models and statistical language models. The vector space models originated from the theory of algebra [2] , which consider documents and queries as vectors in the N-dimensional space [3] , [4] . They judge the degree of relevance between a document and a query through calculating the similarity of their corresponding vectors. The traditional probabilistic
The associate editor coordinating the review of this manuscript and approving it for publication was Igor Bisio. models originated from the probability theory. They view the relevance between each document and query as random event [5] and estimate the relevance between queries and documents through calculating the probability. The probabilistic model BM25, motivated by the 2-Poisson probabilistic retrieval model, has been proven to be quite effective in practice [6] - [8] . In addition, the statistical language modeling approaches have also been applied to information retrieval [9] - [11] . The basic idea is to compute the conditional probability P(Q|D), i.e. the probability of generating a query Q when a document D has been given. As a typical probability model, the Dirichlet Language Model (DLM) obtained great success in IR [12] .
From the overall development of IR models, we could find out the similarities of these existing traditional models: they always introduce the theories from other disciplines or fields. VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ Specifically, the queries and the documents in IR field are all corresponded to other concepts in other fields. However, with the developing of these three major categories of models during these decades, researchers mainly focus on boosting the performance of IR models through refining or combining these existing traditional models, while have not paid enough attention to the frameworks which introduce theories from other fields (e.g., the field of digital signal processing (DSP)).
In this paper, we propose a new DSP-based framework that incorporates the knowledge from the DSP field and the term weighting schemes from two classic probabilistic IR models BM25 and DLM from a new perspective. The most related study to us is that of [13] , [14] , who proposed a new IR framework introducing the theories from the DSP field and showed good potential of the DSP-based frameworks. Costa et al. [13] presented a novel DSP-based IR framework named Least Spectral Power Ranking (LSPR), which introduces the term weighting scheme from the vector space model(VSM) and the theories from DSP field into IR field. In this framework, each query is considered as a set of sinusoidal signals in time domain and then the signals are transformed from time domain into frequency domain by Discrete Fourier Transform (DFT). Each document is transformed into a set of band-stop filters with triangular form. The retrieving process is considered as filtering process. Besides, similar with their previous study, Costa et al. [14] further presented and implemented another DSP-based model based on the same framework. This model incorporates the term weighting scheme from the classic probabilistic model BM25 into their DSP-based framework. This model has been testified on two datasets and the results showed that their proposed model is comparable with the strong baseline model BM25.
From the overview of the models, we conclude that these existing DSP-based models could be further developed in such aspects: (1) firstly, in the existing studies of DSP-based IR models, the signals need to be transformed from time domain to frequency domain. Since the models rank the documents according to the results of filtering in frequency domain but the parameter values of the models are set and adjusted in time domain, it is difficult to predict the nature(e.g., the bandwidth) of the signals in frequency domain after transforming. This process is complicated and it is difficult to adjust the parameter values for achieving effective models, which largely limits the performance of their models. (2) secondly, in these studies, each query is considered as a set of sinusoidal signals. Due to the special nature of the sinusoidal signal, the signal will be turned into a single spectral line after being transformed from time domain to frequency domain. However, the ultimate goal of IR system is to differentiate the documents according to their relevance to the queries. A single spectral line is too narrow to reflect the difference between documents when the documents are being filtered. So the spectrum leakage are utilized to disperse the energy of the original spectral line to make more spectral lines around the original one while keeping the total amount of energy unchanged. However, the effect generated by the spectrum leakage cannot be guaranteed, which leads to failure in some cases. (3) Third, the researchers only considered incorporating the term weighting scheme from the vector space model and the BM25 into the DSP-based IR framework, while it has not been studied that how to introduce the term weighting schemes from other categories of IR models.
To address these problems, we propose a new DSP-based IR Framework (DSPF), which introduces the knowledge from the field of DSP from a new perspective.
Specifically, first, we consider each query as a set of Spectra with Gaussian form and each document as a set of bandstop filters with triangular form. The reason we represent each query term as spectrum with only Gaussian form is that the Gaussian kernel function is a very classic kernel function and has been widely used in previous studies. There are other kernel functions(e.g., Cosine kernel, Quartic kernel and Triweight kernel) that could be introduced. However, since these kernel functions have very similar natures (e.g., symmetry, parity and monotonicity), we introduce one of the most representative kernels (i.e., the Gaussian kernel) in our study. Besides, in our study, we consider each query term occurring in the document only as a band-stop filter. However, it will make no difference to the final result to apply either a bandstop or a band-pass filter. When a band-stop filter is applied, the documents will be ranked by increasing energy of the final spectra because the more related between the queries and documents, the more energy of the original spectrum will be filtered. When a band-pass filter is applied, the documents will be ranked by decreasing energy of the final spectra because the more related between the queries and documents, the less energy of the original spectrum will be filtered. Therefore, it will not have an affect on the ranking of the documents.
Second, instead of transforming the signals from time domain to frequency domain, more directly we consider the signal representation only in frequency domain. It is much more controllable and precise to adjust the values of the parameter for getting effective IR models.
The main contributions of this paper can be summarized as follows. To the best of our knowledge, it is the first study to integrate the language modeling approach into a DSP-based IR framework. 4) A series of experimental results show the great advantages of our proposed models. To be specific, our models outperform the strong baselines in most cases in terms of MAP. The rest of the paper is organized as follows. In section II, we review the related work to our proposed models. Then, we show the models whose term weighting schemes are introduced into our proposed models in details in section III. In section IV, we introduce our proposed framework and models in details. After that, we set up our experimental environment on seven TREC datasets in section V. In section VI, we compare our proposed models with some strong baseline models in terms of varied metrics to testify our proposed models. Finally, we conclude the paper with a discussion of our findings and suggest some future research directions in section VII.
II. RELATED WORK
There are a large number of good studies in IR field [15] - [25] . The most related work fall into two categories: classical or non-classical models.
A. CLASSICAL IR MODELS
There are three key categories of traditional IR models: vector space models, probabilistic models and statistical language models.
The vector space models(VSM) consider documents and queries as vectors in the N-dimensional space [2] - [4] . The degree of relevance between a document and a query is judged through calculating the similarity of their corresponding vectors. Some well-known models should be mentioned here [26] - [28] . Specifically, Paik et al. proposed a novel and effective vector space model, denoted as MATF (Multi Aspect Term Frequency) [29] .
The traditional probabilistic models originated from the probability theory. They view the terms and documents as random variables [5] and estimate the relevance between queries and documents through calculating the probability. It should be mentioned here that some of the most important work during these years [30] - [41] . To be specific, the BM25 plays an important role in the studies of probabilistic models [6] and it has been proven to be quite effective in practice [7] , [8] .
The statistical language models are attractive and promising [9] - [11] , [42] - [44] . This kind of models judge the relevance between a document and a query through calculating the probability of a query generated by a document.
Ponte et al. represented and demonstrated a novel and statistical language modeling approach which is theoretically motivated [16] , [43] . Zhai and Lafferty [44] studied the problem of language model smoothing in the context of ad-hoc retrieval, focusing on the smoothing of document language models. Berger and Lafferty [10] proposed a new probabilistic approach to information retrieval based upon the ideas and methods of statistical machine translation. As a well-known statistical language model, Dirichlet Language Model (DLM) performs well [44] .
B. NON-CLASSICAL IR MODELS
As mentioned above, all the classic frameworks in IR field are all proposed initially through introducing the theories and concepts from the other fields. Besides the widely studied models like vector-space models, probabilistic models and statistical language models, there are also some other IR models proposed from distinct perspectives. Shi et al. [45] proposed IR model from physical perspective. It is a gravitation-based IR model (GBM) which inspired by Newton's theory gravitation. The concepts like queries, documents, etc in IR field are all mapped to concepts like mass, distance, radius, attractive force, etc in physics. Similarly, Rijsbergen [46] presented the model through incorporating the concepts of quantum mechanics (QM). Melucci and van Rijsbergen [47] provided a survey about the ideas that introduce the knowledge from the field of quantum mechanics (QM) into IR systems. Especially, Park et al. [48] proposed a spectral-based information retrieval framework by utilizing the Discrete Wavelet Transform.
To our study, there are two most related work that should be discussed in details here. Costa and Melucci [13] developed a new framework called Least Spectral Power Ranking (LSPR) which is based on Discrete Fourier Transform (DFT). The LSPR framework was based on Vector Space Model (VSM), which provided the conceptual devices for designing and implementing an innovative class of retrieval systems. In this model, each query is considered as a set of sinusoidal signals in time domain and then the signals are transformed into frequency domain through Discrete Fourier Transform (DFT). Each document is transformed into a set of band-stop filters with triangular form. The retrieving process is considered as filtering process. Furthermore, similar with their previous work, Costa et al. [14] presented and implemented another kind of LSPR model which was based on classic probabilistic model BM25. To evaluate the effectiveness of the model, they conducted experiments on two datasets and the results show that their proposed model is comparable with the state-of-theart model BM25.
Although the existing DSP-based models have shown great potential, there are several major problems to be solved. First, in the existing DSP-based IR models, the signals need to be transformed from time domain to frequency domain, but the parameters of signal representation are set in time domain. However, these models rank the documents according to the filtering results in frequency domain. Therefore, the nature (e.g., the bandwidth) of the spectra in frequency domain cannot be easily controlled, which negatively influence the performance of the models. Second, in these studies, each query is considered as a set of sinusoidal signals which need to be transformed to frequency domain. After transforming, each sinusoidal signal is turned into single spectral line because of the special nature of the sinusoidal signal. A signal spectral line is too narrow to reflect the difference between documents when the documents are being filtered. It means that these models fail to differentiate the documents according to their relevance to the queries. The solution is utilizing the spectrum leakage to disperse the energy of the original spectral line to make more spectral lines around the original one while keeping the total amount of energy unchanged. However, the effect generated by the spectrum leakage cannot be guaranteed, which leads to failure of the models in some cases. Third, the existing DSP-based models have introduced the term weighting schemes from the vectorspace models and the BM25, while the DSP-based models which incorporate term weighting schemes from language modeling approaches have not been proposed.
In this paper, we propose a new DSP-based IR framework and two corresponding models which respectively introduce the term weighting schemes from the BM25 model and the Dirichlet language model(DLM) from a new perspective. To be specific, firstly, we consider the queries as a set of spectra with Gaussian form directly in frequency domain. By this method, we do not need to transform signals from time domain to frequency domain and make the spectral leakage. Besides, we are able to adjust the values of the parameters more precisely and conveniently to achieve well-performed models.
III. PRELIMINARIES
In this section, we first introduce the classic probabilistic model BM25 in Section III-A and the Dirichlet Language Model in Section III-B. Then we introduce the LSPR model proposed by [13] , [14] in Section III-C because this model is the most related one to ours.
A. BM25
In BM25 [6] , the weight of a query term in a document is decided by two factors, the frequency of a term within a query and the frequency of a term within a document. The weighting formula is as follows:
where w (q i , d) is the weight of a query term q i in the document d. The variants of this formula can be divided into two categories as follows: -The first category of variants is query-independent. In this category, N is the number of indexed documents in the collection. Parameters k 1 and k 3 are tuning constants whose values are related to the specific dataset and the nature of queries. The Parameter K equals to
, where dl is the document length, avdl is the average document length and the parameter b is the turning parameter used to balance the impact of document length.
-The second category of variants is related to the queries.
In this category, n(q i ) is the number of documents containing a specific query term. tf (q i , d) is withindocument TF, which means the term frequency of a specific query term in a document. qtf (q i ) is withinquery TF, which means the term frequency of a specific query term in a query.
B. DLM
Dirichlet Language model (DLM) is known as one of the most widely studied and effective state-of-the-art probabilistic language models [44] , [49] . In the DLM, the score of each document is calculated by
where
|C| is the collection language model, cf (q i ) is the frequency of each specific query term q i over the collection, C represents the collection, |C| is the total number of terms in each specific dataset, and P(q i |D) is the document language model. In order to solve the zero probability problem, DLM smooths P(q i |D) by
where µ is the Dirichlet smoothing parameter, tf (q i , D) is the frequency of term q i in the document, D represents the document, |D| is the total number of terms in the document.
C. LSPR
The LSPR which based on Digital Signal Processing is the most related model to our proposed models [14] . For the knowledge of Digital Signal Processing, the readers could consult [50] - [52] . In this model, each query is considered as a set of sinusoidal signals in time domain and each document is considered as a set of band-stop filters with triangular form in frequency domain. The process of retrieving is considered as the process of filtering. Since modern digital computers are not able to process continuous or infinite signals, the signals are sampled with an interval T in each period of a signal. Then the discrete signals are transformed into frequency domain by Discrete Fourier Transform (DFT). Specifically, each term within the query is considered as a discrete time sinusoidal signal A i sin(2π f i nT ), in which A i is the amplitude of the signal that equals to the weight of a query term in BM25: log N −n(q i )+0.5 n(q i )+0. 5 . f i , the frequency of each signal, is set for distinguishing different terms within a query. So each query could be considered as a set of discrete sinusoidal signals in time domain and it could be wrote as follows:
where |Q| is the number of the distinct terms within each query, N is the total number of samples of all the sinusoidal signals corresponding to all terms within a query and n is the serial number of each sample. After being transformed from time domain to frequency domain, each sinusoidal signal is turned into a single spectral line. It means that all the energy of each signal is concentrated in each spectral line. Since a spectral line is too narrow to reflect the difference between documents, each sinusoidal signal needs to be further processed to guarantee that the spectral leakage will generate in frequency domain after being transformed. The spectral leakage can disperse the energy of the original single spectral line for generating more spectral lines around the original one while keeping the total amount of energy unchanged [53] . By the spectral leakage, the other spectral lines around the central position will decrease gradually in amplitude when moving away from the original central spectral line.
Each term of the given query in a document is considered as a band-stop filter with triangular form and the documents are considered as a set of band-stop filters. The central position of the filter is set in accordance with the central position of the signal spectrum. The filter with triangular form is even symmetric and the width of each side is called the amplitude of the filter. The amplitude is set as follows:
where IDF i corresponds with the weight of each query term in BM25: log
n(q i )+0.5 , and max q i IDF j is the maximum weight of the terms within a given query. For optimizing the hyper-parameters, which adjusts the width of each filter, ranges from 1 to 200 with an interval of 1. TF i is defined as TF i /B, in which TF i is the term frequency of t i in a document, and B is defined as follows:
where b is a hyper-parameter, dl is the length of a document, and the avdl is the average document length in a collection. While the signals and filters have been given, the signals will be filtered and the documents will be ranked according to the results. Specifically, the documents will be ranked by increasing energy of the final spectra because the more related between a query and a document, the more energy of the original spectra will be filtered.
IV. OUR PROPOSED FRAMEWORK
In this section, we introduce our proposed DSPF framework in details. Then we introduce the two corresponding models DSPF-BM25 and DSPF-DLM respectively in Section IV-A and Section IV-B.
The LSPR model considers the signal representation in time domain and the signals are finally transformed into frequency domain through DFT. During this process, the signals need to be further processed to guarantee that the spectral leakage will generate in frequency domain after being transformed, which is critical importance to the effectiveness of the model. This process is complicated and this model adjusts the values of the parameters in an indirect way.
As we know, in the field of digital signal processing, frequency domain is always considered as the domain in which we can observe and study the filtering process more simply and feasibly. A signal could be represented not only in time domain, but also in frequency domain. The DFT can make the one-to-one correspondence of the signal representation in time and frequency domain. So when we present the form of a signal in frequency domain, the form in time domain is determined with it. Besides, since the final aim of our research is to achieve effective IR models instead of to present a complete DSP system, the key point is to utilize the DSP theories to boost our IR models. Therefore, it is unnecessary to show the transforming process of the signals between the two fields. We present the signals that corresponds to the queries in frequency domain directly. By this method, we could adjust the values of parameters more precisely and effectively.
A. DSPF-BM25
Based on our proposed framework, we present our first DSP-based IR model, denoted as DSPF-BM25, which introduces the term weighting scheme from the very effective probabilistic model BM25. In DSPF-BM25, each term within a query is considered as a spectrum with Gaussian form in frequency domain: A i e − (f j −f i ) 2 2l 2 , in which i is the serial number of each term within each query and f i is the frequency of the central position of each spectrum, j is the serial number of each spectral line in the spectrum, l is the hyper-parameter controlling the width of each spectrum, A i is the height of the spectrum at the central position and it corresponds with the weight of a query term in BM25: log N −n(q i )+0.5 n(q i )+0.5 . So the each query could be considered as a set of spectra with Gaussian form. Based on the assumption, we can obtain the spectra of the query in Figure 1 (Although each spectrum is actually symmetric in the frequency domain, we consider only half of the spectrum because it is easier to understand and it does not affect the ranking of documents at all). As we seen in Figure1, the central position of each spectrum varies. The bandwidth of each spectrum is 300Hz. Therefore, each query could be wrote as follows:
where |Q| is the total number of distinct terms within each query; M is the number of spectral lines in the spectra. VOLUME 7, 2019 FIGURE 1. The spectra corresponding to a given query.
FIGURE 2.
The spectrum of a query term occurring in a document.
Same with the setting in LSPR model, each query term occurring in the document is considered as a band-stop filter with triangular form and the document is considered as a set of band-stop filters. The central position of each filter is set in accordance with the central position of each spectrum. The filter with triangular form is even symmetric and the width of each half of the filter is defined as the amplitude of the filter. Based on the assumption, we can obtain the spectrum of the filter corresponding to a query term occurring in a document in Figure 2 . Additionally, the amplitude is set as follows:
in which the hyper-parameter s adjusts the width of each filter; IDF i corresponds with the weight of a query term in BM25 and LSPR model: log
n(q i )+0.5 ; TF i , the weight of a term occurring in a document, is the same as that in BM25:
where K is the same with that in BM25:
As we depict in figure 3 , the centers of the signal spectrum and the filter spectrum are at the same position. After being filtered, the spectrum is depicted in figure 4 . After all the terms in the query have been traversed, the DSPF-BM25 ranks the documents by increasing energy of the spectra because the more related between the given queries and documents, the more energy of the original spectra will be filtered.
B. DSPF-DLM
Based on our proposed framework, we present our second DSP-based IR model, denoted as DSPF-DLM, which introduces the term weighting scheme from the well-performed The spectra corresponding to a term within a query and this query term within a document.
FIGURE 4.
The spectra corresponding to a query after being filtered.
probabilistic language approach called Dirichlet Language model(DLM). Similar with DSPF-BM25, each term within a query is considered as a spectrum with Gaussian form in frequency domain:
, in which i is the serial number of each query term and the f i = 300i is the frequency of the central position of each spectrum, j is the serial number of each spectral line in the whole spectra in frequency domain, l is a hyper-parameter controlling the width of each spectrum, A i is the height of the spectrum at the central position and it corresponds with the weight of a query term in DLM. Each query could be considered as a set of spectra with Gaussian form. Based on the assumption, the spectra corresponds to the query which has the same form with that in Figure 1 . Therefore, each query could also be wrote as follows:
where |Q| is the number of the distinct terms in each query, A i equals log |C| cf (q i ) , in which C represents the collection, |C| is the total number of the terms in the collection and cf (q i ) is the total number of each query term over the collection, M is the number of spectral lines in the spectrum. Same with the setting in DSPF-BM25, each query term occurring in a document is considered as a band-stop filter with triangular form and each document is considered as a set of band-stop filters. The central position of the filter is set in accordance with the central position of the signal spectrum. The filter with triangular form is even symmetric and the width of each half of the filter is defined as the amplitude of the filter. Based on the assumption, we can obtain the spectrum of the filter which has the same form with that in Figure 2 . Additionally, the amplitude is set as follows:
where the hyper-parameter s adjusts the width of each fil-
, which are the same with those in DLM.
Same with that in DSPF-BM25, the centers of the signal spectrum and the filter spectrum are at the same position as we depict in figure 3 . The result of the filtering also can be depicted by figure 4 . After all the terms in the query have been traversed, DSPF-DLM ranks the documents by increasing energy of the spectra because the more related between the given queries and documents, the more energy of the original spectrum will be filtered.
V. EXPERIMENTAL SETTINGS
In this section, firstly, we introduce the datasets and the evaluation metrics that we use in our experiments in section V-A. Then we present the parameter settings in Section V-B.
A. DATASETS AND EVALUATION METRICS 1) DATASETS
To justify our proposed model DSPF-BM25 and DSPF-DLM, we conduct a series of experiments on 7 standard collections which are diverse in size and genre [54] , [55] . The AP90 collection contains articles published by Association Press from the year of 1990. The AP88-89 collection contains articles which published by Association Press from the year of 1988 to 1989. The Disk 4&5 collection contains newswire articles from various resources, such as Financial Times (FT), Association Press (AP), Wall Street Journal (WSJ), etc.. This collection is always considered as high-quality text data with little noise. The WT2G collection is a 2G size crawl of Web documents, which is used in the TREC8 Web track. The WT10G collection, which contains 10 Gigabytes of uncompressed data, is a medium size crawl of Web documents. This collection was used in the TREC9 and 10 Web tracks. The TREC8 and Robust04 are the news collections same with Disk4&5 but supplemented by different set of queries 
TABLE 3.
Comparison between DSPF-DLM and baselines with parameter µ = 1400, µ = 1600 and µ = 2000. The best result obtained on each dataset is in bold. Stars (''*'') denote that our models perform significantly better than corresponding baselines statistically (Wilcoxon matched-pairs signed-ranks test with p < 0.05). The percentages below are the percentage improvement of proposed models over baselines.
with each other. The details of each collection is presented in Table 1 .
2) EVALUATION MEASURES
In the process of indexing and querying, queries without judgments are removed. For all test collections used, each term is stemmed by using Porters English stemmer [56] , and standard English stop words are removed [57] . Each topic contains three topic fields, namely title, description and narrative and we only use the title topic field that contains very few keywords related to the topic. In our experiments, the Mean Average Precision (MAP) of the top 1000 documents returned is the main metric for testifying the effectiveness of our proposed model. It is a standard metric for binary relevance assessment and is also the official metric in the corresponding TREC evaluations. Besides, to emphasize the top retrieved documents, the P@10 and P@20 are also used as evaluation measures for reference to testify our proposed model. All statistical tests are based on Wilcoxon matched-pairs signedrank test.
B. PARAMETER SETTINGS
As we mentioned before, LSPR is a DSP-based model which introduces the term weighting scheme from BM25. Our proposed DSPF-BM25 is based on LSPR and BM25, so we regard BM25 and LSPR as the baselines of DSPF-BM25 in our experiments. Similarly, since our proposed DSPF-DLM is based on DLM, we regard the DLM as the baseline of DSPF-DLM in our experiments.
In the BM25 and the LSPR, parameters k 1 , k 3 are set to 1.2 and 8 respectively, which are the recommended setting in [58] . Parameter b is set to be 0.35 firstly, which is recommended in [59] . Then it is set to be 0.40 and 0.75 respectively because with these values of parameter b, BM25 and LSPR could achieve generally good performance in our experiments. For fair comparisons, we use the same parameter settings for both of the baselines and our proposed DSPF-BM25. In LSPR, the value of s which adjusts the width of each filter is swept from 1 to 200 with an internal of 1. In our proposed model DSPF-BM25, the value of s which adjusts the width of each filter in our model is swept from 1 to 45 with an interval of 1. In DSPF-BM25, the value of parameter l that controls the width of Gaussian function is swept from 10 to 1000 with an interval of 10.
In DLM, the value of parameter µ is respectively set to be 1400, 1600, 2000 because the DLM gets generally good performance in our experiments with those values of µ. For fair comparisons, we use the same parameter settings in our proposed model DSPF-DLM. In DSPF-DLM, the value of s which adjusts the width of the filter in our model is swept from 1 to 18 with an interval of 1, and the value of parameter l which controls the width of Gaussian function is swept from 10 to 1000 with an interval of 10.
VI. EXPERIMENTAL RESULTS
We report our experimental results and conduct extensive analysis in this section. In particular, we first investigate the effectiveness of our DSPF model in section VI-A. Then, we investigate the parameter sensitivity in section VI-B. For both DSPF-BM25 and DSPF-DLM, we present the results with three typical parameter values to make the experimental results more reliable. 
A. EFFECTIVENESS OF DSPF
To investigate the effectiveness of our proposed models DSPF-BM25 and DSPF-DLM, we compare the performance of our proposed models with that of their baselines. The detailed results are reported in table 2 and table 3 respectively. The best results of these models on different datasets and in different metrics are remarked bold. Table 2 shows that our proposed model DSPF-BM25 performs better than the DSP-based model LSPR on all the datasets and in all the metrics. The experimental results in MAP over seven datasets with different values of parameter b are presented in Figure 5 . We notice that our proposed DSPF-BM25 model outperforms BM25 and LSPR over all seven datasets in term of MAP, which indicates the effectiveness of our model. Specifically, on the dataset WT10G, the DSP-based model LSPR does not perform well and stably in terms of all the metrics when b changes. On the dataset WT10G, DSPF-BM25 obtains improvements of about 30% over the LSPR model when b equals 0.35 and 0.40, and especially obtains more obvious improvements of about 100% in terms of all the metrics when b equals 0.75. Besides, DSPF-BM25 shows overall good performance and stability when b changes. It further shows the robustness of our proposed DSPF-BM25. This model can overcome the disadvantages of LSPR effectively and has a very obvious advantage compared with LSPR in almost all the cases. In addition, we can notice that our DSPF-BM25 performs better than BM25 on all the datasets in terms of MAP with different b-values and are comparable with BM25 in terms of P@10 and P@20, which shows the great advantage of DSPF-BM25 which introduces the term weighting scheme from BM25 into our framework by this method. From the results of our proposed DSPF-BM25 with different b-values, we recommend b = 0.35 to be a reliable setting in DSPF-BM25.
1) EFFECTIVENESS OF DSPF-BM25

2) EFFECTIVENESS OF DSPF-DLM
Similarly, we first compare our proposed DSPF-DLM with DLM in terms of MAP. Experimental results with different values of parameter µ are presented in Figure 6 . We can notice that our proposed DSPF-DLM performs better than DLM on most of the datasets in terms of MAP. From Table 3 , we find DSPF-DLM is generally comparable with DLM in terms of P@10 and P@20. These results show the effectiveness of our proposed DSPF-DLM model. From the results of our proposed model DSPF-DLM with different µ-values, we recommend µ = 1400 because it is a reliable setting in DSPF-DLM. 
B. PARAMETER SENSITIVITY
There are two hyper-parameters l and s in our proposed models DSPF-BM25 and DSPF-DLM. The parameter l adjusts the width of the Gaussian function and the parameter s adjusts the width of the filter. We need to estimate and suggest comparably good values or ranges of the parameters to guarantee the robustness of our proposed models.
For DSPF-BM25, figure 7 plots the variation trend of MAP when l-value ranges from 100 to 1000 with an interval of 100. For DSPF-DLM, figure 9 plots the variation trend of MAP when l-value ranges from 100 to 1000 with an interval of 100. For better studying the variation trend of the MAP when l-value changes, we set s-value to constant 16 and set µ-value to 1400, 1600 and 2000 respectively. Figure 10 plots that the variation of MAP when s-value ranges from 2 to 16 with an interval of 2. For better studying the variation trend of the MAP when s-value changes, we set l-value to constant 1000 and set µ-value to be 1400, 1600 and 2000 respectively. From figure 9 , we can see that MAP generally increases with the increasing of l-value. Generally the performance becomes more stable when l-value is larger than 500 when dataset varies. Since DSPF-DLM performs relatively well when l-value locates between 900 and 1000, we recommend a l-value between 900 and 1000. From figure 10, we can see that the MAP of DSPF-DLM generally increases with the increasing of s. MAP increases more dramatically in the range of [2, 6] and increases mildly after that range. DSPF-DLM performs relatively well when s-value locates between 12 and 16. we recommend an s-value between 12 and 16 because MAP is relatively high and stable when s-value locates in this range.
VII. CONCLUSIONS AND FUTURE WORK
In this paper, we propose a new IR framework based on digital signal processing and present two corresponding models, denoted as DSPF-BM25 and DSPF-DLM. In our models, firstly, we use a set of spectra with Gaussian form to represent each query and use a set of band-stop filters to represent each document. Secondly, instead of transforming the signals from time domain to frequency domain, we directly consider the query as a set of spectra in frequency domain. By this method, it is more controllable and precise to adjust the parameters for better performance of our proposed models. The retrieving process corresponds to the filtering process and documents are ranked according to how much energy of signals has been filtered by filters. The more the energy are filtered, the higher the documents are ranked. We conduct extensive experiments to testify the effectiveness of our proposed models. The results show that in most cases our proposed models outperform the strong baselines in terms of MAP and are comparable with the strong baselines in term of P@10 and P@20. Furthermore, through testing the sensitivity of the parameters, we recommend the ranges of parameter values to guarantee the robustness of our proposed models.
There are several future research directions worthy to be explored. First, there are two hyper-parameters in our proposed models DSPF-BM25 and DSPF-DLM. Although we recommend the ranges of the parameter value, it is a little complicated to adjust two parameters independently. Since one of the hyper-parameters is utilized to control the width of spectrum and the other is utilized to control the width of the filter, there should be a relationship between the two parameters and the relationship should be further explored to simplify the parameter setting. Second, in this paper, we only consider each query term as the spectrum with Gaussian form, we will try to use spectra with other forms to represent each query term. Third, the query term occurring in a document corresponds to a classic band-stop filter. The adaptive filter in the field of modern digital signal processing could be adopted to optimize the filter for further boosting the DSP-based IR models. 
