Abstract. We state, discuss, provide evidence for, and prove in special cases the conjecture that the probability that a random tiling by rhombi of a hexagon with side lengths 2n+a, 2n+b, 2n+c, 2n+a, 2n+b, 2n+c contains the (horizontal) rhombus with coordinates (2n + x, 2n + y) is equal to
Introduction and statement of the conjecture
Let a, b and c be positive integers, and consider a hexagon with side lengths a, b, c, a, b, c whose angles are 120
• (see Figure 1 .a for an example). The subject of our interest is the enumeration of tilings of this hexagon by rhombi (cf. Figure 1 .b; here, and in the sequel, by a rhombus we always mean a rhombus with side lengths 1 and angles of 60
• and 120
• ). As is well-known, the total number of rhombus tilings of a hexagon with side lengths a, b, c, a, b, c equals
(This follows from MacMahon's enumeration [14, Sec. 429 , q → 1; proof in Sec. 494] of all plane partitions contained in an a × b × c box, as these are in bijection with rhombus tilings of a hexagon with side lengths a, b, c, a, b, c, as explained e.g. in [4] .) The problem that we are going to address in this paper is the problem of enumerating rhombus tilings of a hexagon which contain a given fixed rhombus. Since the total number of rhombus tilings of a given hexagon is known, thanks to MacMahon's formula, we may ask equivalently the question of what the probability is that a rhombus tiling of a hexagon that is chosen uniformly at random (to be precise, it is the tiling which is chosen at random, while the hexagon is given) contains a given fixed rhombus. (For example, we may ask what the probability is that a randomly chosen rhombus tiling of the hexagon with side lengths 3, 5, 4, 3, 5, 4, shown in Figure 4 , contains the shaded rhombus. At this point the thick lines are without relevance.)
Figure 2.
If this question is asked for an "infinite" hexagon, i.e., if we imagine the 2-dimensional plane being covered by a triangular grid (each triangle being an equilateral triangle; see Figure 2 ; at this point shades in the figure should be ignored), and ask the question of what the probability is that a particular rhombus formed out of two adjacent triangles (for example the shaded rhombus in Figure 2 ) is contained in a randomly chosen rhombus tiling of the plane (that is compatible with the triangular grid, of course), then there is a simple argument which shows that this probability is 1/3: Let us concentrate on one of the two adjacent triangles out of which our fixed rhombus is formed. (In Figure 3 we have enlarged the chosen rhombus. It is composed out of the triangles labelled 0 and 1. We are going to concentrate on the triangle labelled 0.) This triangle is adjacent to exactly three other triangles. (In Figure 3 these are the triangles labelled 1, 2 and 3.) In a rhombus tiling this triangle must be combined with exactly one of these to form a rhombus in the tiling. Hence, the probability that a random tiling will combine the triangle with the particular one to obtain the fixed rhombus is 1/3. For a (finite) hexagon however, we must expect a very different behaviour, resulting from the boundary of the hexagon. The probability that a particular rhombus is contained in a random tiling will heavily depend on where the rhombus is located in the hexagon. (This is for example reflected in the asymptotic result of Cohn, Larsen and Propp [3, Theorem 1] .) In particular, we must expect that the probability will usually be different from 1/3.
Rather surprisingly, John 1 [11, bottom of p. 198] and Propp [17, 18, Problem 1] made the empirical observation that in a hexagon with side lengths 2n − 1, 2n − 1, 2n, 2n − 1, 2n − 1, 2n the probability that the central rhombus is contained in a random tiling is exactly 1/3, the same being apparently true in a hexagon with side lengths 2n, 2n, 2n − 1, 2n, 2n, 2n − 1. These facts were proved by Ciucu and the author [2, Cor. 3] and, independently, by Helfgott and Gessel [9, Theorem 17] . In fact, more generally, 1 In fact, in [11] the problem of finding the probability that, given a hexagonal graph, a chosen fixed edge is contained in a randomly chosen perfect matching of the graph is dealt with. The motivation to consider this problem is that such hexagonal graphs serve as models for benzenoid hydrocarbon molecules. The above probability is called Pauling's bond order. It measures how stable a carboncarbon bond (corresponding to the fixed edge) in a benzenoid hydrocarbon molecule is.
It is well-known that this problem is equivalent to our tiling problem. The link is a bijection between rhombus tilings of a fixed subregion of the infinite triangular grid (such as our hexagons) and perfect matchings of the hexagonal graph which is, roughly speaking, the dual graph of the subregion (see e.g. [12] ; "roughly speaking" refers to the little detail that the vertex corresponding to the outer face is ignored in the dual graph construction).
in both papers the probability that in a hexagon with side lengths N, N, M, N, N, M, N ≡ M mod 2, the central rhombus is contained in a random tiling is expressed in terms of a single sum, from which the 1/3-result follows on simplification of the sum. These results were generalized in two directions. On the one hand, Fulmek and the author [6] found a single sum expression for this probability for any rhombus on the (horizontal) symmetry axis of the hexagon. On the other hand, Fischer [5] gave a single sum expression for the probability that the central rhombus is contained in a random tiling of a hexagon with arbitrary side lengths (i.e., with side lengths a, b, c, a, b, c). Some further single sum expressions for probabilities of "near-central" rhombi to be contained in a random tiling of a hexagon with sides N, N, M, N, N, M have been derived in [5, Theorem 2] and [7] . Finally, in complete generality, Fischer [ The purpose of this paper is to report a curious manifestation of the fact that "in the limit" the probability that a particular rhombus is contained in a random tiling is 1/3. Roughly speaking, it seems that the probability equals 1/3 plus a "nice" expression.
To make this precise, we need to introduce a convention of how to describe the position of a rhombus in a given hexagon. First of all, without loss of generality, we may restrict our considerations to the case where the fixed rhombus is a horizontal rhombus (by which we mean a rhombus such as the shaded ones in Figures 2-4 ), which we shall do for the rest of the paper. (The other two types of rhombi are then covered via a rotation by 120
• , respectively by 240
• .) In order to describe the position of a rhombus in the hexagon, we introduce, following [5] , the following oblique angled coordinate system: Its origin is located in one of the two vertices where the sides of lengths b and c meet, and the axes are induced by those two sides (see Figure 4) . The units are chosen such that the grid points of the triangular grid are exactly the integer points in this coordinate system. (That is to say, the two triangles in Figure 4 with vertices in the origin form the unit 'square.') Thus, in this coordinate system, the bottom-most point of the shaded hexagon in Figure 4 has coordinates (5, 4) .
With this convention, we have the following conjecture. It extends an (ex)conjecture by Propp [17, 18, Problem 4] .
Conjecture. Let a, b, c, x and y be arbitrary integers. Then the probability that a randomly chosen rhombus tiling of a hexagon with side lengths 2n + a, 2n + b, 2n + c, 2n + a, 2n + b, 2n + c contains the (horizontal) rhombus with bottom-most vertex (2n + x, 2n + y) (in the oblique angled coordinate system) is equal to
for a suitable n 0 which depends on a, b, c, x and y, where f a,b,c,x,y (n) is a rational function in n. As is shown in Section 2, for any specific a, b, c, x, y the corresponding formula for f a,b,c,x,y (n) can be worked out completely automatically by the use of a computer (given that the Conjecture is true, of course). We have in fact produced a huge list of such formulas, of which we list a few selected instances below. As we explain in Section 3, any of these is (at least) a "near-theorem," in the sense that it could be proved automatically by the available multisum algorithms, provided there is enough computer memory available (and, thus, will at least be a theorem in the near future). Also in Section 3, we elaborate more precisely on which of these are just conjectural, and which of them are already theorems 3 . However, we do not know how to prove the Conjecture in general , that is, for generic values of a, b, c, x, and y (cf. Section 3 for a possible approach).
Here is the announced excerpt from our list of special instances of the Conjecture:
How are these conjectures and results discovered?
Point of departure for all these discoveries is an observation by Propp [17, 18, Problem 4] : He conjectured that the probability that a randomly chosen rhombus tiling of a hexagon with all side lengths equal to N contains the "near-central" rhombus (this is the rhombus with bottom-most vertex (N, N) in the oblique angled coordinate system) is equal to 1/3 plus a "nice" formula in N. 4 Should this observation be true, then the Mathematica program Rate 5 ("Rate!" is German for "Guess!"), respectively its Maple equivalent GUESS 6 , will find the formula, given enough initial terms of the sequence. Let us see how this works in the case that N is odd. For the generation of the probabilities, Propp used the programs vaxmaple 7 and vaxmacs 8 , which are based on the evaluation of determinants of large (if though sparse) matrices. However, since then triple sum formulas have been found by Fischer [5, Lemma 2] and Johansson [10, (4.37)], which allow to generate these probabilities much more efficiently. We choose to use Fischer's formula. We state it below.
Theorem. Let a, b and c be positive integers, and let (x, y) be an integer point such that 0 ≤ x ≤ b+a−1 and 1 ≤ y ≤ c+a−1. Then the probability that a randomly chosen rhombus tiling of a hexagon with side lengths a, b, c, a, b, c contains the (horizontal) rhombus with bottom-most vertex (x, y) (in the oblique angled coordinate system) is equal to
We now program this formula in Mathematica.
Mathematica 2.2 for DOS 387
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Commonly, by a "nice" formula one means an expression which is built by forming products and quotients of factorials. A strong indication that one encounters a sequence (a N ) N ≥0 for which a "nice" formula exists is that the prime factors in the prime factorization of a N do not grow rapidly as N becomes larger. (In fact, they should grow linearly.) 5 
Next we load Rate, and apply Rate's function Ratekurz to the sequence of numbers.
In (1 + 2 i1) (2 + 3 i1) (4 + 3 i1)
(1 + i1) (5 + 6 i1) (7 + 6 i1)
The program outputs a formula which generates the terms of the sequence that was given as an input. The formula is written as a function in i0, i.e., we must replace i0 by n. In more compact terms, the formula can be rewritten as
(It should be observed that this expression is exactly the one which features in (1.1).) At this point, this formula is of course just a conjecture. It has however been proved in [7, Corollary 7, (1.9) ].
Being adventurous, one tries the same thing for other choices of the parameters a, b, c, x and y. Very quickly one discovers, that a similar phenomenon seems to occur for any choice 2n + a, 2n + b, 2n + c for the side lengths and (2n + x, 2n + y) for the coordinates of the bottom-most point of the fixed rhombus, where a, b, c, x, and y are fixed integers. Although the (conjectural) expressions that one finds need not be "nice" anymore in the strict sense above, it is at worst polynomial factors in n that appear in addition. Moreover, one also realizes soon that division of such an expression by the expression in (2.2) apparently always results in a rational function in n, i.e., the Conjecture in Section 1 is discovered.
Let us see just one such example. We choose a hexagon with side lengths 2n + 2, 2n+1, 2n, 2n+2, 2n+1, 2n, and (2n+3, 2n−1) for the coordinates of the bottom-most point of the fixed rhombus. Then we obtain the following numbers for n = 1, 2, . . . , 15. The reader should note that we immediately divide the expression (2.2).
In [5] := Table[(F2[2n+2 By having a brief glance at this sequence, it seems that the first term is "alien," so let us better drop it. By the discussion above, this should be a sequence which is given by a rational function in n. Therefore is suffices to apply Rate's Rateint (which does just rational interpolation, in contrast to Ratekurz, which tries several other things, and which is therefore slower).
In [7] := Apply[Rateint,%] 2 3
35 + 60 i0 + 30 i0 + 4 i0
Again, the program outputs the formula as a function in i0. Since initially we dropped the first term of the sequence, we must now replace i0 by n − 1. 1 + 12 n + 18 n + 4 n
Hence, if the Conjecture in Section 1 is true, f 2,1,0,3,−1 (n) must be the expression given in the output Out [8] . (Thus, we have discovered Eq. (1.13).) Again, at this point, this is just a conjecture. The Equations (1.2)-(1.16) in Section 1 are all found in the same way.
Discussion: How to prove the conjecture?
A possible approach to prove the Conjecture in Section 1 is to start with the expression (2.1) (or with the alternative expression [10, (4.37)]), replace a by 2n + a, b by 2n + b, c by 2n + c, x by 2n + x, y by 2n + y, and by some manipulation (for example, by applying hypergeometric transformation and summation formulas) convert it into the form (2.2). Everybody who has some experience with manipulating binomial/hypergeometric sums will immediately realize that this is a formidable task. In particular, it seems a bit mysterious how one should be able to isolate "1/3" from the "rest." In any case, I do not know how to prove the Conjecture in this manner, nor in any other way.
On the other hand, as we explained in Section 2, for any specific values of a, b, c, x, and y, it is routine to find a conjectural expression for the rational function f a,b,c,x,y (n) (given that the Conjecture is true). In turn, once such an expression is available, it can (at least in principle) be verified completely automatically. For, what one has to prove is the equality of the expressions (2.1), with the above replacements, and (1.1), where f a,b,c,x,y (n) is the explicit rational function found by the computer. That is to say, one has to prove that a certain triple sum equals a closed form expression. Clearly, this can be done (again, at least in principle) by the available multisum algorithms 9 , by using the algorithm to find a recurrence in n for the expression (2.1), and subsequently checking that the expression (1.1), with the computer guess for f a,b,c,x,y (n), satisfies the same recurrence. Unfortunately, in any case that I tried, the computer ran out of memory.
However, as we already mentioned in the Introduction, in some cases formulas in form of single hypergeometric sums are available. If one is in such a case then one would proceed as in the above paragraph, but one would replace the multisum algorithm by Zeilberger's algorithm 10 (see [15, 16, 23, 24] ). The advantage is that, in contrast to the multisum algorithm, Zeilberger's algorithm is very efficient. At any rate, in any case that I looked at in connection with our problem, the Zeilberger algorithm was successful. That is to say, if I am allowed to somewhat overstate it, whenever one is in a case where a single sum formula is available, one has a theorem (i.e., Zeilberger's algorithm will prove that the empirical found rational function f a,b,c,x,y (n) does indeed satisfy the Conjecture for all values of n). 9 The first (theoretical) algorithm for proving multisum identities automatically was given by Wilf and Zeilberger [22] .
A considerable enhancement and speedup was accomplished by Wegschaider [21] , who combined the ideas of Wilf and Zeilberger with ideas of Verbaeten [20] .
Wegschaider's Mathematica implementation is available from http://www.risc.uni-linz.ac.at/research/combinat/risc/software. 10 
Thus, choosing a ′ = b ′ = 0 in (A), we see for example that the expression for f 0,0,1,0,0 (n) given in (1.11) is in fact a theorem. For, by Theorem 1, (1.3) in [5] with a = b = 2n, c = 2n + 1, the probability that a randomly chosen rhombus tiling of a hexagon with side lengths 2n, 2n, 2n + 1, 2n, 2n, 2n + 1 contains the (horizontal) rhombus with bottom-most vertex (2n, 2n) can be written in the form
Next we take it as an input for Zeilberger's algorithm (we are using Zeilberger's Maple implementation here): Outputs the recurrence operator, certificate and right hand side.
For example, "zeillim(binomial(n,k),k,n,N,0,1);" gives output of
which means that SUM(n):=2 ∧ n-1 satisfies the recurrence (N-2)SUM(n)=1, as certified by R(n,k):=k/(k-n-1) zeillim(2*n*(2*n+1)!/rf(2*n+1,4*n)*binomial(2*n,n)*binomial(3*n,n)* 2 ∧ (2*n-2)*rf(n+3/2,k)*rf(2*n+1,k)*rf(n+k+2,n-k-1)* rf(2*n+k+2,n-k-1)*rf(1/2,n-k-1)/(n-k-1)!,k,n,N,0,1); -1 + N, 1/6 (1 -2 n + 2 k) (-288 n -432 n k -912 n -1440 n k GAMMA(3 n) GAMMA(n + 1/2) 64 (36 n + 60 n + 29 n + 3)
(n + 1) Pi GAMMA(n) (6 n + 5) (6 n + 1) n GAMMA(6 n)
It tells us that the expression SUM(n) in (3.1) satisfies the recurrence
(The first term in the output, -1 + N, encodes the form of the left-hand side of (3.2), the third term gives the right-hand side. The middle term is the so-called certificate which provides a proof of the recurrence.) So it just remains to check that the expression (1.1) with f 0,0,1,0,0 (n) as in (1.11) satisfies the same recurrence and agrees with (3.1) for n = 1, which is of course a routine task. On the other hand, the expression for f 2,1,1,2,1 (n) given in (1.3) cannot be established in the same way by appealing to a special case of one of (A)-(H). Still, it is also a theorem, thanks to the following simple observation: suppose that we consider a hexagon with side lengths a, b, c, a, b, c, where a = b, and a rhombus on the horizontal symmetry axis of the hexagon. Let us imagine that this rhombus were the one in Figure 3 (consisting of the triangles labelled 0 and 1). Let us denote the probability that a randomly chosen tiling contains this rhombus by p. Since the rhombus is on the symmetry axis, the probability that a randomly chosen tiling contains the rhombus consisting of the triangles labelled 0 and 2 is equal to the probability that it contains the rhombus consisting of the triangles labelled 0 and 3. Let us denote this probability by q. Any tiling must contain exactly one of these three rhombi, hence we have p + q + q = p + 2q = 1. Therefore, whenever there is a single sum formula available for p, there is also one for q. To come back to our example, the rhombus whose bottom-most point has coordinates (2n + 2, 2n + 1) in a hexagon with side lengths 2n + 2, 2n + 1, 2n + 1, 2n + 2, 2n + 1, 2n + 1, can be seen as such a rhombus consisting of triangles labelled 0 and 3, where the bottom-most point of the rhombus consisting of the triangles labelled 0 and 1 has coordinates (2n + 1, 2n + 1). This puts us in Case (E), with a ′ = x ′ = −1, (to see this one has to replace n by n − 1 in the above coordinatization), and thus the claimed expression for f 2,1,1,2,1 (n) can be proved in the same manner as we proved the expression for f 0,0,1,0,0 (n) above.
Again, for the sake of completeness, we list the additional vectors (a, b, c, x, y) for which single sums are available for f a,b,c,x,y (n) by the above observation. Table 1 . Table 1 lists the special cases that we considered in (1.2)-(1.4), (1.6), (1.8), (1.10)-(1.12), for which proofs are available, together with an indication from which of the Cases (A)-(H), respectively (C')-(H'), these proofs come from. In particular, the expression for f 0,0,1,0,0 (n) in (1.11) (together with (1.1)) provides the formula for the values of Pauling's bond order in Tabelle 2 of [11] for higher naphtalenes N(p) of odd order p = 2n − 1, and the expression for f 1,1,0,1,0 (n) in (1.8) (together with (1.1)) provides the formula for the values of Pauling's bond order in Tabelle 3 of [11] for higher pyrenes P (p) of odd order p = 2n − 1. The values in Tabelle 1 of [11] for higher benzenes B(p) are expressed by (1.1) with a = b = c = x = y = 0 and a = b = c = x = y = 1, respectively, with the expression for f 0,0,0,0,0 (n) given in (1.10) and the one for f 1,1,1,1,1 (n) given in (1.4). (The latter formulas have already been stated in [7, Cor. 7, (1.8) and (1.9)]. In fact, Corollary 7 of [7] contains some more evaluations of this kind.)
Coming back to the original goal, a proof of the Conjecture for arbitrary a, b, c, x and y, it may seem that it should be at least possible to achieve this in the Cases (A)-(H) and (C')-(H'), where single sum formulas are available. For, for each specific choice of a, b, c, x and y out of one of these cases, an identity of the form "single sum = closed form" has to be proved. So one would try to follow the strategy that was suggested in complete generality at the beginning of this section: apply some manipulations (using hypergeometric transformation and summation formulas, for example) until the desired expression is obtained. This task is much less daunting here, since we are dealing now with a single sum, not with a triple sum. Moreover, as it turns out, the sums that occur are very familiar objects in hypergeometric theory (we refer the reader to [1, 19, 8] for information on this theory), they turn out to be balanced 4 F 3 -series, respectively verywell-poised 7 F 6 -series. (For example, the series in (3.1) is a balanced 4 F 3 -series.) For these series there are a lot of summation and transformation formulas known. However, and this is somehow mysterious, I was not able to establish any of the theorems that I presented here in this classical manner (i.e., without the use of Zeilberger's algorithm), not to mention a general theorem for an infinite family of parameters. As already said at the beginning of this section, the biggest stumbling block in such an attempt is the question of how one would be able to isolate "1/3" from the "rest." So, potentially, there is a hierarchy of interesting hypergeometric identities lurking behind the scene which has not yet been discovered.
