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Abstract
In this article, we consider the following eigenvalue problems
−u+ u = λ(f (u)+ h(x)) in Ω, u > 0 in Ω, u ∈ H 10 (Ω), (∗)λ
where λ > 0, N  2 and Ω ⊂ RN is the upper semi-strip domain with a hole in RN . Under some suitable
conditions on f and h, we show that there exists a positive constant λ∗ such that Eq. (∗)λ has at least two
solutions if λ ∈ (0, λ∗), a unique positive solution if λ = λ∗, and no positive solution if λ > λ∗. We also
obtain some further properties of the positive solutions of (∗)λ.
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1. Introduction
Throughout this article, let N  2, 2∗ = 2N
N−2 for N  3, 2∗ = ∞ for N = 2, q0 be a given
constant such that q0 > N/2 if N  4 and q0 = 2 if N = 2,3, and (y, z) be the generic point of
R
N with y ∈ RN−1, z ∈ R. Denote by BN(x0;R) the N -ball, S the strip domain, S+ the upper
semi-strip domain, Ω the upper semi-strip domain with a hole as follows:
BN(x0;R) =
{
x ∈RN ∣∣ |x − x0| <R},
S= {(y, z) ∣∣ |y| < r0},
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+ = {(y, z) ∈ S ∣∣ z > 0}∪BN(0; r0),
Ω = S+ \D, where D  S+ is a smooth bounded domain in RN,
where r0 is a fixed positive constant and R is a positive constant.
Consider the following eigenvalue problems:{−u+ u = λ(f (u)+ h(x)) in Θ,
u in H 10 (Θ), u > 0 in Θ,
(1.1)λ
where λ > 0, Θ is a smooth domain in RN , h ∈ H−1(Θ), and the nonlinear function f satisfies
the following conditions:
(f1) f ∈ C1([0,+∞),R+), f (0) = 0 and f (ξ) ≡ 0 if ξ < 0;
(f2) limξ→0 ξ−1f (ξ) = 0;
(f3) lim|ξ |→∞ f (ξ)ξp = 0 for some 1 <p < 2∗ − 1;
(f4) for some 1/p  θ < 1 such that
θξf ′(ξ) f (ξ) > 0 for ξ > 0;
(f5) f ∈ C2(0,+∞) and f ′′(ξ) 0 for ξ > 0.
Associated with (1.1)λ, we consider the energy functional I (u) in H 10 (Θ),
I (u) = 1
2
∫
Θ
(|∇u|2 + u2)dx − λ∫
Θ
F
(
u+
)
dx − λ
∫
Θ
hudx,
where F(ξ) = ∫ ξ0 f (τ) dτ . It is well known that the critical points of I are the positive solutions
of (1.1)λ.
First, we consider that the eigenvalue problems of homogeneous (1.1)λ (i.e., h(x) ≡ 0). By
the Rellich compactness theorem, it is easy to obtain a solution of (1.1)λ in a bounded domain.
For general unbounded domain Θ , because of the lack of compactness, the existence of solutions
of (1.1)λ in Θ is very difficult and unclear. The breakthrough was made by Esteban and Lions [5].
They asserted that (1.1)λ does not admit any nontrivial solution in Esteban–Lions domain, where
the definition of Esteban–Lions domain is: For a proper unbounded domain Θ in RN , there exists
χ ∈RN , ‖χ‖ = 1 such that n(x) ·χ  0 and n(x) ·χ ≡ 0 on ∂Θ , where n(x) is the unit outward
normal vector to ∂Θ at the point x. A typical example is the upper semi-strip S+.
Thus, perturb (1.1)λ to obtain the existence of solutions in Esteban–Lions domain is of great
interest to research. In this paper, we study the eigenvalue problems of nonhomogeneous (1.1)λ
(i.e., h(x) ≡ 0) in Θ = Ω or Θ = S+. Now, we also assume that h satisfies the following condi-
tion:
(h1) h(x) 0, h(x) ≡ 0, h(x) ∈ L2(Θ)∩Lq0(Θ).
Now, we state our main results:
Theorem 1.1. Let Θ be a smooth domain in RN . If (f1)–(f5) and (h1) hold, then there exists
a positive constant λ∗ < +∞ such that
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ing with respect to λ;
(ii) (1.1)λ possesses a unique positive solution uλ∗ ;
(iii) there are no solutions of (1.1)λ for λ > λ∗.
Furthermore, uλ is uniformly bounded in L∞(Θ) ∩ H 10 (Θ) for all λ ∈ (0, λ∗] and uλ → 0
in L∞(Θ)∩H 10 (Θ) as λ → 0+.
Theorem 1.2. Let Θ = Ω or Θ = S+. If (f1)–(f5) and (h1) hold, then (1.1)λ possesses at least
two solutions uλ, Uλ and uλ < Uλ for all λ ∈ (0, λ∗), where uλ is the unique minimal solution
of (1.1)λ and Uλ is the second solution of (1.1)λ constructed in Section 5. Furthermore, Uλ is
unbounded in L∞(Ω)∩H 10 (Ω), that is limλ→0+ ‖Uλ‖ = limλ→0+ ‖Uλ‖∞ = ∞.
This paper is organized as follows. In Section 2, we give some notations and preliminary
results. In Section 3, we establish two lemmas for the regularity and asymptotic behaviors of the
solution of (1.1)λ. In Section 4, we use the standard barrier method to prove that for any smooth
domain Θ , there exists a positive constant λ∗ such that (1.1)λ in Θ , λ ∈ (0, λ∗], has a unique
minimal solution uλ and we obtain some properties about the minimal solutions {uλ}0<λλ∗ . In
Section 5, we use variational methods to establish the existence of a second solution Uλ of (1.1)λ
in the upper semi-strip domain with a hole or in the upper semi-strip domain, λ ∈ (0, λ∗), and we
also analysis the behavior of the second solutions {Uλ}0<λ<λ∗ .
2. Preliminaries
In this paper, we denote by C and Ci (i = 1,2, . . .) the universal constants, unless otherwise
specified. We set
‖u‖ =
(∫
Θ
(|∇u|2 + u2)dx)1/2,
‖u‖q =
(∫
Θ
|u|q dx
)1/q
, 1 q < ∞,
‖u‖∞ = sup
x∈Θ
∣∣u(x)∣∣.
First, we give some properties of f .
Lemma 2.1. If (f1)–(f5) hold, then
(i) let ν = 1 + θ−1 ∈ (2,p + 1], we have that ξf (ξ) νF (ξ) for ξ > 0;
(ii) ξ−1/θf (ξ) is monotone nondecreasing for ξ > 0 and ξ−1f (ξ) is strictly monotone increas-
ing if ξ > 0;
(iii) for any ξ1, ξ2 ∈ (0,+∞), we have
f (ξ1 + ξ2) f (ξ1)+ f (ξ2) and f (ξ1 + ξ2) ≡ f (ξ1)+ f (ξ2);
(iv) there exists a constant C0 > 0 such that |f (ξ)|C0(|ξ | + |ξ |p) for all ξ ∈R.
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Now, we introduce the following elliptic equation on S:{−u+ u = λf (u) in S,
u ∈ H 10 (S), N  2.
(2.1)λ
Associated with (2.1)λ, we consider the energy functional I∞ defined by
I∞(u) = 1
2
∫
S
(|∇u|2 + u2)dx − λ∫
S
F
(
u+
)
dx, u ∈ H 10 (S).
If (f1)–(f4) hold, using results of Esteban [4] and Lions [10], we know that (2.1)λ has a ground
state solution (x) > 0 in S such that
S∞ = I∞() = sup
t0
I∞(t), (2.2)
and by Hsu [9, Lemma 3.6], for any ε > 0 with 0 < ε < 1 +μ1, there exist constants C, Cε > 0
such that{
(y, z)Cεϕ(y) exp
(−√1 +μ1 − ε|z|),
(y, z)Cϕ(y) exp
(−√1 +μ1|z|), for all x = (y, z) ∈ S, (2.3)
where ϕ is the first positive eigenfunction of the Dirichlet problem −ϕ = μ1ϕ in BN−1(0; r0).
3. Asymptotic behavior of solutions
In this section, we present two asymptotic behavior of each solution of (1.1)λ in a smooth
domain Θ .
Lemma 3.1. Let u ∈ H 10 (Θ) is a weak solution of (1.1)λ in Θ . If (f1)–(f3) and (h1) hold, then
we have
(i) u ∈ Lq(Θ) for q ∈ [2,∞);
(ii) u ∈ C0,α(Θ)∩W 2,q0(Θ) for some q0 >N/2 and α = 2 − Nq0 − [2 − Nq0 ] such that
‖u‖∞  ‖u‖C0,α(Θ)  C1‖u‖W 2,q0 (Θ)  λC2
(‖u‖q0 + ‖u‖ppq0 + ‖h‖q0),
where C1 and C2 are some positive constants depending on q0;
(iii) lim|x|→∞ u(x) = 0 if Θ is a smooth unbounded domain.
Proof. (i) See Hsu [8] for the proof.
(ii) Since u ∈ H 10 (Θ) is a weak solution of (1.1)λ in Θ , by part (i) and (h1), λ(f (u) + h) ∈
Lq0(Θ) for some q0 > N/2. By Gilbarg and Trudinger [6, Theorem 9.15 and Lemma 9.17], the
Dirichlet problem{−v + v = λ(f (u)+ h(x)) in Θ,
v ∈ W 1,q0(Θ)∩H 1(Θ),0 0
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‖v‖W 2,q0 (Θ)  Cq0
∥∥λ(f (u)+ h)∥∥
q0
.
Thus, u and v satisfy weakly{
−v + v = λ(f (u)+ h(x)) in Θ,
−u+ u = λ(f (u)+ h(x)) in Θ.
By part (iv) of Lemma 2.1 and Gilbarg and Trudinger [6, Corollary 8.2], we have that u = v ∈
W 2,q0(Θ)∩W 1,q00 (Θ)∩H 10 (Θ) and
‖u‖W 2,q0 (Θ)  Cq0
∥∥λ(f (u)+ h)∥∥
q0
 λCq0
(‖u‖q0 + ‖u‖ppq0 + ‖h‖q0).
Let α = 2 − N
q0
− [2 − N
q0
]. Since q0 > N/2 and by Brezis [3, p. 168], we have u ∈ C0,α(Θ)
and
‖u‖∞  ‖u‖C0,α(Θ)  λCq0‖u‖W 2,q0 (Θ)  λCq0
(‖u‖q0 + ‖u‖ppq0 + ‖h‖q0).
(iii) Since u ∈ H 10 (Θ) is a weak solution of (1.1)λ, by part (ii), u ∈ C0,α(Θ)∩W 2,q0(Θ). For
each R > 0, apply Brezis [3, p. 168] to obtain
‖u‖L∞(Θ\BR)  Cq0‖u‖W 2,q0 (Θ\BR),
where BR = {x ∈ RN | |x| < R}. Since ‖u‖W 2,q0 (Θ\BR) = o(1) as R → ∞, we have
lim|x|→∞ u(x) = 0. 
Remark 3.2. In case Θ = Ω, we have that every positive solution u of Eq. (1.1)λ has the same
asymptotic behavior as in Lemma 3.1. Moreover, we can deduce that limz→∞ u(y, z) = 0 uni-
formly in y, where (y, z) ∈ Ω .
Lemma 3.3. Let u ∈ H 10 (Ω) be a positive solution of Eq. (1.1)λ in Ω and ϕ be the first positive
eigenfunction of the Dirichlet problem −ϕ = μ1ϕ in BN−1(0; r0), then for any ε > 0 with
0 < ε < 1 +μ1, there exists a constant C > 0 such that
u(y, z) Cϕ(y) exp
(−√1 +μ1|z|) for all y ∈ BN−1(0; r0), z ρ0, (3.1)
where ρ0 = 2 max{sup(y,z)∈D z,1}.
Proof. Let
Ψ (y, z) = ϕ(y) exp(−√1 +μ1|z|) for x = (y, z) ∈ Ω.
It is very easy to show that
−Ψ (x)+Ψ (x) = 0 for x ∈ Ω.
From the proof of Hsu [7, Proposition 3.4], we can deduce that u(x)ϕ−1(y) > 0 for x ∈ Uρ0 and
u(x)ϕ−1(y) ∈ C1(Uρ0), where Uρ0 = {x = (y, z): y ∈ BN−1(0; r0), z ρ0}. If we set
α1 = sup
y∈BN−1(0;r0), z=ρ0
(
u(x)Ψ−1(x)
)
,
then α1 > 0 and
α1Ψ (x) u(x) for y ∈ BN−1(0; r0), z = ρ0.
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(Φ1 − u)(x)− (Φ1 − u)(x) = λ
(
f (u)+ h) 0.
Therefore, by means of the strong maximum principle implies that u(x)−Φ1(x) 0 for x ∈ Uρ0 .
This completes the proof of Lemma 3.3. 
4. Existence of minimal solution
In this section, by the barrier method, we prove that there exists some λ∗ > 0 such that for
λ ∈ (0, λ∗], (1.1)λ has a unique minimal positive solution uλ and we also give some properties
of uλ. By the Rellich compactness theorem, we can easily to deduce that all results of this section
hold for any smooth bounded domain Θ . Hence, without loss of generality, we may assume that
Θ is a smooth unbounded domain.
Lemma 4.1. If h ∈ H−1(Θ), h(x)  0, h(x) ≡ 0 in Θ and (f1)–(f4) hold, then there exists a
constant λ0 > 0 such that (1.1)λ possesses a positive minimal solution uλ for all λ ∈ (0, λ0).
Proof. Let C1 denote the Sobolev embedding constant defined by
‖u‖p+1  C1‖u‖ for all u ∈ H 10 (Θ).
We set
λ0 = 1
C0 +C0Cp+1 + ‖h‖H−1(Θ)
> 0,
where C0 is the same constant as in part (iv) of Lemma 2.1.
For given λ ∈ (0, λ0), let u1 be the solution of the problem
−u1 + u1 = λh(x) in Θ , u1 ∈ H 10 (Θ), u1  0 in Θ,
and let uk, k = 2,3, . . . , be the solution of
−uk + uk = λ
(
f (uk−1)+ h(x)
)
in Θ, uk ∈ H 10 (Θ), uk  0 in Θ. (4.1)
The existence of uk, k = 1,2, . . . , follows from the Lax–Milgram theorem. We show next that
{uk}∞k=1 satisfies the following principles:
(i) 0 < uk−1(x) < uk(x) in Θ for all k = 1,2, . . . ;
(ii) uk < u for any positive solution u of (1.1)λ for all k = 1,2, . . . ;
(iii) ‖uk‖ 1 for all k = 1,2, . . . .
To show (i), we notice that −(uk − uk−1)+ (uk − uk−1) 0 in the weak sense, i.e.,∫
Θ
∇(uk − uk−1) · ∇udx +
∫
Θ
(uk − uk−1)udx  0,
for all u ∈ C∞0 (Θ), u 0. This follows from the conditions (f1), (f4) and the definition of uk .
Since h(x) 0, h(x) ≡ 0 in Θ and the conditions (f1), (f4) hold, we may apply the generalized
strong maximum principle (see Gilbarg and Trudinger [6]) to deduce that uk > uk−1 in Θ for all
k = 1,2, . . . .
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−u+ u = λ(f (u)+ h(x)) 0 in Θ,
and, therefore, −(u − u1) + (u − u1)  0 in Θ . As above, this implies that u > u1 in Θ . By
(f1) and (f4), we have
−u2 + u2 = λ
(
f (u1)+ h(x)
)
 λ
(
f (u)+ h(x))= −u+ u in Θ.
Hence u > u2, and (ii) follows by induction on k.
To prove (iii), by the definition of λ0 and u1, we get
‖u1‖2 = λ
∫
Θ
u1hdx  λ0‖h‖H−1(Θ)‖u1‖ ‖u1‖,
this implies that ‖u1‖ 1. By the definition of λ0 and u2, by the Hölder inequality, the Sobolev
inequality and part (iv) of Lemma 2.1, we obtain
‖u2‖2 = λ
∫
Θ
f (u1)u2 dx + λ
∫
Θ
hu2 dx
 λ0C0
∫
Θ
(
u1u2 + up1 u2
)
dx + λ0‖h‖H−1(Θ)‖u2‖
 λ0C0
(‖u1‖‖u2‖ + ‖u1‖pp+1‖u2‖p+1)+ λ0‖h‖H−1(Θ)‖u2‖
 λ0
(
C0 +C0Cp+11 + ‖h‖H−1(Θ)
)‖u2‖
= ‖u2‖.
Hence ‖u2‖ 1, and (iii) follows by induction on k.
Using the property (iii), there exist a subsequence {uk} and uλ ∈ H 10 (Θ) such that
uk ⇀ uλ weakly in H 10 (Θ),
uk → uλ almost everywhere in Θ,
uk(x) uλ(x) for almost everywhere x in Θ and for all k = 1,2, . . . .
By the property (ii), (4.1) and (f1)–(f4), we can conclude that uλ is a positive solution of (1.1)λ
and uλ  u for any positive solution u of (1.1)λ. Therefore, uλ is a minimal solution of (1.1)λ
for all λ ∈ (0, λ0). 
By the standard barrier method, we prove the following theorem.
Theorem 4.2. If h ∈ H−1(Θ), h(x)  0, h(x) ≡ 0 in Θ and (f1)–(f4) hold, then there exists
λ∗ > 0 such that
(i) for any λ ∈ (0, λ∗), (1.1)λ has a minimal positive solution uλ and uλ is strictly increasing
in λ;
(ii) if λ > λ∗, (1.1)λ has no positive solution.
Proof. Set Qλ = {0 < λ < +∞ | (1.1)λ is solvable}, by Lemma 4.1, we have Qλ is nonempty.
Denoting λ∗ = supQλ > 0, we claim that (1.1)λ has at least one solution for all λ ∈ (0, λ∗). In
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λ′ < λ∗ such that (1.1)λ′ has a solution uλ′ > 0, i.e.,
−uλ′ + uλ′ = λ′
(
f (uλ′)+ h
)
 λ
(
f (uλ′)+ h
)
.
Then uλ′ is a supersolution of (1.1)λ. From h  0 and h ≡ 0, it is easy to see that 0 is a sub-
solution of (1.1)λ. By the standard barrier method, there exists a solution uλ > 0 of (1.1)λ such
that 0 uλ  uλ′ . Since 0 is not a solution of (1.1)λ and λ′ > λ, the maximum principle implies
that 0 < uλ < uλ′ . Again using a result of Amann [2, Theorem 9.4], we can choose a minimal
positive solution uλ of (1.1)λ. This completes the proof of Theorem 4.2. 
Denote by A = {(λ,u) | u solves problem (1.1)λ}, the set of solutions of (1.1)λ, λ ∈ (0, λ∗].
For each (λ,u) ∈ A, let σλ(u) denote the number defined by
σλ(u) = inf
{∫
Ω
(|∇v|2 + v2)dx ∣∣∣∣ v ∈ H 10 (Θ),
∫
Θ
f ′(u)v2 dx = 1
}
,
which is the smallest eigenvalue of the following problem:{
−v + v2 = σλ(u)f ′(u)v in Θ,
v > 0, v ∈ H 10 (Θ).
(4.2)
In what follows of this section, we always assume that the conditions (f1)–(f5) and (h1) hold.
By part (iii) of Lemma 3.1, we have A ⊂ L∞(Ω)∩H 10 (Ω).
Lemma 4.3. Let uλ be a minimal solution of (1.1)λ, then we have that
(i) σλ(uλ) is achieved;
(ii) σλ(uλ) > λ and is strictly decreasing in λ, λ ∈ (0, λ∗);
(iii) λ∗ < +∞ and (1.1)λ∗ has a minimal positive solution uλ∗ .
Proof. (i) Indeed, by the definition of σλ(uλ), we know that 0 < σλ(uλ) < +∞. Let {vk} ⊂
H 10 (Θ) be a minimizing sequence of σλ(uλ), i.e.,∫
Θ
f ′(uλ)v2k dx = 1 and
∫
Θ
(|∇vk|2 + v2k)dx → σλ(uλ) as k → ∞.
This implies that {vk} is bounded in H 10 (Θ), then there exist a subsequence, still denoted by {vk}
and some v0 ∈ H 10 (Θ) such that
vk ⇀ v0 weakly in H 10 (Θ),
vk → v0 almost everywhere in Θ.
Thus,∫ (|∇v0|2 + v20)dx  lim inf
∫ (|∇vk|2 + v2k)dx = σλ(uλ).Θ Θ
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follows that there exists a constant C > 0 such that∣∣f ′(uλ)∣∣ C for all x ∈ Θ.
Furthermore, for any ε > 0, there exists R > 0 such that for x ∈ Θ and |x|  R, f ′(uλ) < ε.
Then ∣∣∣∣
∫
Θ
f ′(uλ)|vk − v0|2 dx
∣∣∣∣
∫
BR∩Θ
f ′(uλ)|vk − v0|2 dx +
∫
Θ\BR
f ′(uλ)|vk − v0|2 dx
C
∫
BR∩Θ
|vk − v0|2 dx + ε
∫
Θ\BR
|vk − v0|2 dx.
It follows from the Sobolev embedding theorem that there exists k1, such that for k  k1,∫
BR∩Θ
|vk − v0|2 dx < ε.
Since {vk} is bounded in H 10 (Θ), this implies that there exists a constant C1 > 0 such that∫
Θ\BR
|vk − v0|2 dx C1.
Therefore, we conclude that for k  k1,∣∣∣∣
∫
Θ
f ′(uλ)|vk − v0|2 dx
∣∣∣∣Cε +C1ε.
Take ε → 0, we obtain that∫
Θ
f ′(uλ)v20 dx = 1.
Hence∫
Θ
(|∇v0|2 + v20)dx  σλ(uλ).
This implies that v0 achieves σλ(uλ). Clearly, |v0| also achieves σλ(uλ). By (4.2) and the maxi-
mum principle, we may assume v0 > 0 in Θ.
(ii) We now prove σλ(uλ) > λ. Setting λ′ > λ > 0 and λ′ ∈ (0, λ∗), by Theorem 4.2,
(1.1)λ′ has a positive solution uλ′ . Since uλ is a minimal positive solution of (1.1)λ, then uλ′ > uλ
as λ′ > λ. By virtue of (1.1)λ′ and (1.1)λ, we see that
−(uλ′ − uλ)+ (uλ′ − uλ) = λ′f (uλ′)− λf (uλ)+ (λ′ − λ)h.
Applying the Taylor expansion and noting that λ′ > λ, h(x) 0 and f ′′(ξ) 0, f (ξ) > 0 for all
ξ > 0, we get
−(uλ′ − uλ)+ (uλ′ − uλ) (λ′ − λ)f (uλ)+ λ′f ′(uλ)(uλ′ − uλ)
> λf ′(uλ)(uλ′ − uλ). (4.3)
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σλ(uλ)
∫
Θ
f ′(uλ)(uλ′ − uλ)v0 dx > λ
∫
Θ
f ′(uλ)(uλ′ − uλ)v0 dx.
Hence σλ(uλ) > λ. Now let vλ be a minimizer of σλ(uλ), then∫
Θ
f ′(uλ′)v2λ dx >
∫
Θ
f ′(uλ)v2λ dx = 1,
and there is t , with 0 < t < 1 such that∫
Θ
f ′(u
λ
′ )(tvλ)
2 dx = 1.
Therefore,
σ
λ
′ (u
λ
′ ) t2‖vλ‖2 < ‖vλ‖2 = σλ(uλ), (4.4)
showing that σλ(uλ) is strictly decreasing in λ, for λ ∈ (0, λ∗).
(iii) We show next that λ∗ < +∞. Let λ0 ∈ (0, λ∗) be fixed. For any λ  λ0, we have
σλ(uλ) > λ and by (4.4), then
σλ0(uλ0) σλ(uλ) > λ
for all λ ∈ [λ0, λ∗). Thus λ∗ < +∞.
By (4.2) and σλ(uλ) > λ, we have∫
Θ
(|∇uλ|2 + |uλ|2)dx >
∫
Θ
λf ′(uλ)u2λ dx, (4.5)
and also we have∫
Θ
(|∇uλ|2 + |uλ|2)dx −
∫
Θ
λf (uλ)uλ dx −
∫
Θ
λh(x)uλ dx = 0.
By condition (f4) and (4.5), we obtain that∫
Θ
(|∇uλ|2 + |uλ|2)dx =
∫
Θ
λf (uλ)uλ dx +
∫
Θ
λh(x)uλ dx
 θ
∫
Θ
λf ′(uλ)u2λ dx + λ‖h‖H−1(Θ)‖uλ‖
 θ‖uλ‖2 + λ‖h‖H−1(Θ)‖uλ‖.
This implies that
‖uλ‖ λ1 − θ ‖h‖H−1(Θ) (4.6)
for all λ ∈ (0, λ∗). By part (i) of Theorem 4.2, the solution uλ is strictly increasing with respect
to λ; we may suppose that
uλ ⇀ uλ∗ weakly in H 10 (Θ) as λ → λ∗,
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⎪⎪⎪⎪⎩
∫
Θ
(∇uλ · ∇ϕ + uλϕ)dx →
∫
Θ
(∇uλ∗ · ∇ϕ + uλ∗ϕ)dx,
λ
∫
Θ
(
f (uλ)+ h
)
ϕ dx → λ∗
∫
Θ
(
f (uλ∗)+ h
)
ϕ dx,
as λ → λ∗,
for all ϕ ∈ H 10 (Θ). Hence, uλ∗ is a minimal positive solution of (1.1)λ∗ . This completes the proof
of Lemma 4.3. 
Lemma 4.4. Let u be a solution and uλ be a minimal solution of (1.1)λ for λ ∈ (0, λ∗). Then
σλ(u) > λ if and only if u = uλ.
Proof. Now, let ψ  0 and ψ ∈ H 10 (Θ). Since u and uλ are the solutions of (1.1)λ, then∫
Θ
∇ψ · ∇(uλ − u)dx +
∫
Θ
ψ(uλ − u)dx
= λ
∫
Θ
(
f (uλ)− f (u)
)
ψ dx = λ
∫
Θ
( uλ∫
u
f ′(t) dt
)
ψ dx
 λ
∫
Θ
f ′(u)(uλ − u)ψ dx. (4.7)
Let ψ = (u− uλ)+  0 and ψ ∈ H 10 (Θ). If ψ ≡ 0, then (4.7) implies
−
∫
Θ
(|∇ψ |2 +ψ2)dx −λ∫
Θ
f ′(u)ψ2 dx
and, therefore, the definition of σλ(u) implies∫
Θ
(|∇ψ |2 +ψ2)dx  λ∫
Θ
f ′(u)ψ2 dx < σλ(u)
∫
Θ
f ′(u)ψ2 dx

∫
Θ
(|∇ψ |2 +ψ2)dx,
which is impossible. Hence ψ ≡ 0, and u = uλ in Θ . On the other hand, by Lemma 4.3, we also
have that σλ(uλ) > λ. This completes the proof of Lemma 4.4. 
Remark 4.5. By Theorem 4.2, Lemmas 4.3 and 4.4, we obtain that (1.1)λ possesses a unique
minimal solution uλ for all λ ∈ (0, λ∗).
Lemma 4.6. Let uλ be the minimal solution of Eq. (1.1)λ for λ ∈ [0, λ∗] and σλ(uλ) > λ. Then
for any g(x) ∈ H−1(Θ), problem
−w +w = λf ′(uλ)w + g(x), w ∈ H 10 (Θ), (4.8)λ
has a solution.
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Φ(w) = 1
2
∫
Θ
(|∇w|2 +w2)dx − 1
2
λ
∫
Θ
f ′(uλ)w2 dx −
∫
Θ
g(x)w dx,
where w ∈ H 10 (Θ). From the Hölder inequality and the Young’s inequality, we have, for any
 > 0, that
Φ(w) 1
2
(
1 − λσλ(uλ)−1
)‖w‖2 − 1
2
‖w‖2 − C
2
‖g‖2
H−1(Θ)
−C‖g‖2
H−1(Θ) (4.9)
if we choose  small.
Now, let {wk} ⊂ H 10 (Θ) be the minimizing sequence of variational problem
d = inf{Φ(w) ∣∣w ∈ H 10 (Θ)}.
From (4.9) and σλ(uλ) > λ, we can also deduce that {wk} is bounded in H 10 (Θ), if we choose 
small. So we may suppose that
wk ⇀w weakly in H 10 (Θ) as k → ∞,
wk → w almost everywhere in Θ as k → ∞.
By Fatou’s lemma,
‖w‖2  lim inf‖wk‖2.
By part (iii) of Lemma 3.1, we have that uλ(x) → 0 as |x| → ∞, the conditions (f1)–(f5) and
the weak convergence imply∫
Θ
gwk dx →
∫
Θ
gwdx,
∫
Θ
f ′(uλ)w2k dx →
∫
Θ
f ′(uλ)w2 dx as k → ∞.
Therefore,
Φ(w) lim
n→∞Φ(wk) = d,
and hence Φ(w) = d which gives that w is a solution of (4.8)λ. 
Lemma 4.7. Let uλ∗ be a minimal solution of (1.1)λ∗ , then σλ∗(uλ∗) = λ∗ and (1.1)λ∗ possesses
a unique positive solution uλ∗ .
Proof. Define F :R×H 10 (Θ) → H−1(Θ) by
F(λ,u) = u− u+ λ(f (u)+ h(x)).
Since σλ(uλ) > λ for λ ∈ (0, λ∗), so σλ∗(uλ∗)  λ∗. If σλ∗(uλ∗) > λ∗, the equation Fu(λ∗,
uλ∗)φ = 0 has no nontrivial solution. From Lemma 4.6, Fu maps R × H 10 (Θ) onto H−1(Θ).
Applying the implicit function theorem to F , we can find a neighborhood (λ∗ − δ,λ∗ + δ) of
λ∗ such that (1.1)λ possesses a solution uλ if λ ∈ (λ∗ − δ,λ∗ + δ). This is contradictory to the
definition of λ∗. Hence, we obtain that σλ∗(uλ∗) = λ∗.
Next, we are going to prove that (1.1)λ∗ has only a unique positive solution uλ∗ . In fact,
suppose (1.1)λ∗ has another solution Uλ∗  uλ∗ . Set w = Uλ∗ − uλ∗ ; we have
−w +w = λ∗[f (w + uλ∗)− f (uλ∗)], w > 0 in Θ. (4.10)
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−φ + φ = λ∗f ′(uλ∗)φ, φ ∈ H 10 (Θ), (4.11)
possesses a positive solution φ1.
Multiplying (4.10) by φ1 and (4.11) by w, integrating and subtracting we deduce that
0 =
∫
Θ
λ∗
[
f (w + uλ∗)− f (uλ∗)− f ′(uλ∗)w
]
φ1 dx
= 1
2
∫
Θ
λ∗f ′′(ξλ∗)w2φ1 dx,
where ξλ∗ ∈ (uλ∗ , uλ∗ +w). Thus w ≡ 0. 
Proposition 4.8. Let uλ be the unique minimal solution of (1.1)λ, then uλ is uniformly bounded
in L∞(Θ)∩H 10 (Θ) for all λ ∈ (0, λ∗], and
uλ → 0 in L∞(Θ)∩H 10 (Θ) as λ → 0+.
Proof. By (4.6), we have that
‖uλ‖ λ1 − θ ‖h‖H−1(Θ)
for all λ ∈ (0, λ∗), and uλ is strictly increasing with respect to λ, we can easily deduce that uλ is
uniformly bounded in L∞(Θ)∩H 10 (Θ) for λ ∈ (0, λ∗] and uλ → 0 in H 10 (Θ) as λ → 0+.
By part (ii) of Lemma 3.1 and uλ is uniformly bounded in L∞(Θ)∩H 10 (Θ), we have that uλ
is uniformly bounded in Lq0(Θ) for all q0 ∈ [2,∞), and
‖uλ‖∞  λC1
(‖uλ‖q0 + ‖uλ‖ppq0 + ‖h‖q0)
 λC2,
where C1 and C2 are independent of λ, and λ ∈ (0, λ∗]. Hence, we obtain that uλ → 0 in L∞(Θ)
as λ → 0+. 
Proof of Theorem 1.1. Theorem 1.1 now follows from Theorem 4.2, Remark 4.5, Lemma 4.7
and Proposition 4.8. 
5. Existence of second solution
In this section, we will use the mountain pass theorem to prove that (1.1)λ, λ ∈ (0, λ∗), pos-
sesses another positive solution for Θ = Ω or Θ = S+. When λ ∈ (0, λ∗), we have known that
(1.1)λ has a minimal positive solution uλ by Theorem 1.1, then we need only to prove that (1.1)λ
has another positive solution in the form of Uλ = uλ + v, where v is a solution of the following
equation{−v + v = λ(f (uλ + v)− f (uλ)) in Ω,
v > 0 in Ω, v ∈ H 1(Ω). (5.1)0
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J (v) = 1
2
∫
Ω
(|∇v|2 + v2)dx − λ∫
Ω
(
F
(
uλ + v+
)− F(uλ)− f (uλ)v+)dx.
Using the monotonicity of f and the maximum principle, we know that the nontrivial critical
points of energy functional J are the positive solutions of (5.1).
First, we give an inequality about concerning f and uλ.
Lemma 5.1. Under the conditions (f1), (f3) and (f5), then for any ε > 0, there exists Cε > 0
such that
f (uλ + s)− f (uλ)− f ′(uλ)s  εs +Cεsp, s  0,
where 1 <p < 2∗ − 1 and uλ is the minimal solution of (1.1)λ.
Proof. See Zhu and Zhou [12]. 
Lemma 5.2. Under the conditions (f1), (f3)–(f5), there exist ρ > 0 and γ > 0 such that
J (v)|Sρ  γ > 0,
where Sρ = {u ∈ H 10 (Ω) | ‖u‖ = ρ}.
Proof. By Lemma 4.3, it is easy to see that, for all v ∈ H 10 (Ω),∫
Ω
(|∇v|2 + v2)dx  σλ(uλ)
∫
Ω
f ′(uλ)v2 dx.
Again by Lemma 5.1 and Sobolev embedding, we obtain that
J (v) = 1
2
∫
Ω
(|∇v|2 + v2)dx − λ∫
Ω
(
F
(
uλ + v+
)− F(uλ)− f (uλ)v+)dx
= 1
2
‖v‖2 − λ
2
∫
Ω
f ′(uλ)
∣∣v+∣∣2 dx − λ∫
Ω
v+∫
0
(
f (uλ + s)− f (uλ)− f ′(uλ)s
)
ds dx
 1
2
‖v‖2 − λ
2
∫
Ω
f ′(uλ)
∣∣v+∣∣2 dx − 1
2
λε
∫
Ω
∣∣v+∣∣2 dx − λ
p + 1
∫
Ω
Cε
∣∣v+∣∣p+1 dx
 1
2
‖v‖2 − λ
2
σ(uλ)
−1‖v‖2 − 1
2
λε‖v‖2 −C1‖v‖p+1
= 1
2
σλ(uλ)
−1(σλ(uλ)− λ− λσλ(uλ)ε)‖v‖2 − λ
p + 1C1‖v‖
p+1.
Since σλ(uλ) > λ, we may choose ε > 0 small enough such that σλ(uλ)− λ − λσλ(uλ)ε > 0. If
we take ε = σλ(uλ)−λ2λσλ(uλ) , then
J (v) 1
4
σλ(uλ)
−1(σλ(uλ)− λ)‖v‖2 −C‖v‖p+1.
Hence, there exist ρ > 0 and γ > 0 such that J (v)|Sρ  γ > 0. 
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exists a subsequence (still denoted by {vk}) for which the following holds: there exist an inte-
ger l  0, sequence {xik} ⊆ RN of the form (0, zik) ∈ S, a solution v of (5.1) and solutions ui ,
1 i  l, of (2.1)λ, such that, for some subsequence {vk}, as k → ∞, we have
vk ⇀ v weakly in H 10 (Ω),
J (vk) → J (v)+
l∑
i=1
I∞
(
ui
)
,
vk −
(
v +
l∑
i=1
ui
(
x − xik
))→ 0 strongly in H 10 (Ω),
∣∣xik∣∣→ ∞, ∣∣xik − xjk ∣∣→ ∞, 1 i = j  l,
where we agree that in the case l = 0 the above holds without ui , xik .
Proof. This result can be derived from the arguments in [2] (see also [10,11]). Here we omit
it. 
Now, let δ be small enough, Dδ a δ-tubular neighborhood of D such that Dδ Ω . Let η :S→
[0,1] be a C∞ cut-off function such that 0 η 1 and
η(x) =
{
0, if x ∈ D ∪ (S \ S+),
1, if x ∈ (Ω \Dδ)∩ {x = (y, z) ∈ S | z r0}.
Let τ  0, eN = (0,0, . . . ,0,1) ∈RN and  be a ground state solution of (2.1)λ, denote
τ0 = 2 sup
x∈Dδ
|x| + 1,
U0 =
{
x = (y, z) ∈ S: 0 z τ0
}
,
τ (x) = (x − τeN),
ητ (x) = η(x + τeN).
Clearly, ητ ∈ H 10 (Ω).
Lemma 5.4. If (f1)–(f5) hold, then
(i) there exists t0 > 0 such that J (tητ ) < 0 for t  t0, τ  τ0;
(ii) there exists τ∗ > 0 such that the following inequality holds for τ  τ∗,
0 < sup
t0
J (tητ ) < I
∞() = S∞.
Proof. (i) By the definition of η and part (iii) of Lemma 2.1, we have
J (tητ ) = 12
∫ (∣∣∇(tητ )∣∣2 + (tητ )2)dx − λ
∫ tητ∫ (
f (uλ + s)− f (uλ)
)
ds dxΩ Ω 0
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2
2
∫
Ω
(∣∣∇(ητ )∣∣2 + (ητ )2)dx − λ
∫
Ω\Dδ
F (tτ ) dx.
Noting part (ii) of Lemma 2.1, we see that F(ξ)/(ν−1ξν) is monotone nondecreasing for ξ > 0,
where ν = 1 + θ−1 > 2. Thus, for any given constant C > 0, there is ξ0 > 0 such that
F(ξ) Cξν for all ξ  ξ0.
Let
Bτ =
{
(y, z)
∣∣ y ∈ BN−1(0; r0/2), |z − τ | < 1}.
By the definition of τ0, we have that Bτ Ω \ Dδ for all τ  τ0. This implies that there exists
t0  0, as t  t0, we have
F(tτ ) Ctνντ for all τ  τ0, x ∈ Bτ .
Therefore, as t  t0 and τ  τ0,
J (tητ )
t2
2
∫
Ω
(∣∣∇(ητ )∣∣2 + (ητ )2)dx − λCtν
∫
Bτ
ντ dx
 t
2
2
‖ητ‖2 − λCtν
∫
B0
wν dx.
Since ν > 2, we can choose t0 > 0 large enough such that (i) holds.
(ii) By part (i), J is continuous on H 10 (Ω), J (0) = 0 and Lemma 5.2, we know that there
exists t1 with 0 < t1 < t0 such that
sup
t0
J (tητ ) = sup
t1tt0
J (tητ ) for all τ  τ0.
For τ  τ0, t1  t  t0, by the conditions (f1)–(f4), (2.2) and (2.3), we have
J (tητ )
= t
2
2
∫
Ω
(∣∣∇(ητ )∣∣2 + (ητ )2)dx − λ
∫
Ω
F(tητ )dx
− λ
∫
Ω
tητ∫
0
(
f (uλ + s)− f (uλ)− f (s)
)
ds dx
 t
2
2
∫
S
(− +)(η2τ )dx + t22
∫
S
|∇ητ |2| |2 dx − λ
∫
S
F(tτ ) dx
+ λ
∫
S
tτ∫
tητ
f (s) ds dx − λ
∫
Ω
tητ∫
0
(
f (uλ + s)− f (uλ)− f (s)
)
ds dx
 S∞ + t
2
0
2
∫
U
|∇η|2|τ |2 dx + λ
∫
δ
tτ∫
0
f (s) ds dx0 D ∪{(y,z)∈S|zr0}
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∫
Ω
tητ∫
0
(
f (uλ + s)− f (uλ)− f (s)
)
ds dx
 S∞ +Cε exp
(−2√1 +μ1 − ετ)+ λC
∫
{(y,z)∈S|zτ0}
[
(tτ )
2
2
+ (tτ )
p+1
p + 1
]
dx
− λ
∫
Ω
tητ∫
0
(
f (uλ + s)− f (uλ)− f (s)
)
ds dx
 S∞ +Cε exp
(−2√1 +μ1 − ετ)− λ
∫
Ω
tητ∫
0
(
f (uλ + s)− f (uλ)− f (s)
)
ds dx,
where 0 < ε < 1 +μ1 and Cε is independent of τ.
It follows from the Taylor’s expansion that
f (uλ + s) = f (s)+ f ′(s)uλ + 12f
′′(ξ)u2λ, ξ ∈ (s, uλ + s).
From (f5) and the above formula, for t1  t  t0, we obtain that
tητ∫
0
(
f (uλ + s)− f (uλ)− f (s)
)
ds 
t1ητ∫
0
(
f ′(s)uλ − f (uλ)
)
ds
= [(t1τ)−1f (t1ητ )− ηu−1λ f (uλ)]t1τuλ.
Since τ > 0 in S, there exists γ1 > 0 such that
τ  γ1 in Bτ . (5.2)
By the definition of τ and uλ(x) → 0 as |x| → ∞, we see that for τ large enough,
t1τ  uλ in Bτ .
Then by part (ii) of Lemma 2.1 implies that there exist γ2 > 0 and τ1 > 0 such that, for τ  τ1,
(t1τ)
−1f (t1τ)− u−1λ f (uλ) > γ2 in Bτ . (5.3)
Now by Lemma 3.3, (5.2) and (5.3), for τ max(τ0, τ1) and t1  t  t0, we obtain that
∫
Bτ
tητ∫
0
(
f (uλ + s)− f (uλ)− f (s)
)
ds dx

∫
Bτ
[
(t1τ)
−1f (t1τ)− u−1λ f (uλ)
]
t1τuλ dx
 γ1γ2
∫
Bτ
t1uλ dx
C2 exp
(−√1 +μ1τ),
where C2 is independent of τ.
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J (tητ ) S∞ +Cε exp
(−2√1 +μ1 − ετ)− λC2 exp(−√1 +μ1τ),
for t ∈ [t1, t0] and τ max(τ0, τ1).
Now, let ε = 1+μ12 , then we can find some τ∗ large enough such that
Cε exp
(−√2(1 +μ1)τ)− λC2 exp(−√1 +μ1τ)< 0,
for all τ  τ∗ and we complete the proof. 
Theorem 5.5. If (f1)–(f5) hold, then (5.1) has a positive solution v if λ ∈ (0, λ∗). Therefore,
(1.1)λ possesses the second positive solution Uλ = uλ + v for all λ ∈ (0, λ∗).
Proof. Now, set
Γ = {p ∈ C([0,1],H 10 (Ω)) ∣∣ p(0) = 0, p(1) = t0ητ∗},
c = inf
p∈Γ maxs∈[0,1]
J
(
p(s)
)
.
By Lemmas 5.2 and 5.4, we have
0 < γ  c < S∞.
Applying the mountain pass theorem of Ambrosetti and Rabinowitz [1], there exists a (PS)c-
sequence {vk} such that
J (vk) → c,
J ′(vk) → 0 strongly in H−1(Ω).
By Proposition 5.3, there exist a sequence (still denoted by {vk}), an integer l  0, and a solu-
tion v of (5.1), solutions ui of (2.1)λ for 1 i  l such that
c = J (v)+
l∑
i=0
I∞
(
ui
)
.
By the strong maximum principle, to complete the proof, we only need to prove v ≡ 0 in Ω. In
fact, we have
c = J (v) γ > 0 if l = 0, S∞ > c J (v)+ S∞ if l  1.
This implies v ≡ 0 in Ω . Hence, we conclude that Uλ = uλ + v is the second positive solution
of (1.1)λ for all λ ∈ (0, λ∗). 
Proposition 5.6. For λ ∈ (0, λ∗), let Uλ be the second solution of (1.1)λ in Ω , then
(i) σλ(Uλ) < λ;
(ii) Uλ is unbounded in L∞(Ω)∩H 10 (Ω), and limλ→0+ ‖Uλ‖ = limλ→0+ ‖Uλ‖∞ = ∞.
Proof. (i) By Lemma 4.4, we get that σλ(Uλ)  λ for λ ∈ (0, λ∗). We claim that σλ(Uλ) = λ
cannot occur. We proceed by contradiction. Set w = Uλ − uλ; we have
−w +w = λ[f (Uλ)− f (Uλ −w)], w > 0 in Ω. (5.4)
T.-S. Hsu, H.-L. Lin / J. Math. Anal. Appl. 330 (2007) 1273–1292 1291By σλ(Uλ) = λ, we have that the problem
−φ + φ = λf ′(Uλ)φ, φ ∈ H 10 (Ω), (5.5)
possesses a positive solution φ1.
Multiplying (5.4) by φ1 and (5.5) by w, integrating and subtracting we deduce that
0 =
∫
Ω
λ
[
f (Uλ)− f (Uλ −w)− f ′(Uλ)w
]
φ1 dx
= −1
2
∫
Ω
λf ′′(ξλ)w2φ1 dx,
where ξλ ∈ (uλ,Uλ). Thus w ≡ 0, that is Uλ = uλ for λ ∈ (0, λ∗). This is a contradiction. Hence,
we have that σλ(Uλ) < λ for λ ∈ (0, λ∗).
(ii) First, we show that {Uλ | λ ∈ (0, λ0)} is unbounded in L∞(Ω) for any λ0 ∈ (0, λ∗). We
proceed by contradiction. Assume to the contrary that there exists c0 > 0 such that
‖Uλ‖∞  c0 < ∞ for all λ ∈ (0, λ0). (5.6)
Now, let ϕλ be a minimizer of σλ(Uλ) for λ ∈ (0, λ0), that is∫
Ω
f ′(Uλ)ϕ2λ = 1 and ‖ϕλ‖2 = σλ(Uλ). (5.7)
By condition (f1) and (5.6), there exists a constant M independent of λ, such that f ′(Uλ(x))M
for all λ ∈ (0, λ0) and x ∈ Ω . Hence, by (5.7) and σλ(Uλ) < λ for all λ ∈ (0, λ0), we obtain that
1 =
∫
Ω
f ′(Uλ)ϕ2λ M‖ϕλ‖2 = Mσλ(Uλ) <Mλ.
This is a contradiction for all λ < 1/M . Hence, for any λ0 ∈ (0, λ∗), we have that {Uλ | λ ∈
(0, λ0)} is unbounded in L∞(Ω). From this result, it is to see that limλ→0+ ‖Uλ‖∞ = ∞.
Now, we show that {Uλ | λ ∈ (0, λ0)} is unbounded in H 10 (Ω) for any λ0 ∈ (0, λ∗). If not,
then there exists a constant M independent of λ, such that
‖Uλ‖M for all λ ∈ (0, λ0). (5.8)
Since Uλ is a solution of (1.1)λ, and by the conditions (f2), (f3) and (5.8), we have that
‖Uλ‖2 =
∫
Ω
λf (Uλ)Uλ dx +
∫
Ω
λhUλ dx
 λC
(∫
Ω
U2λ dx +
∫
Ω
U
p+1
λ dx
)
+ λ‖h‖2‖Uλ‖2
 λC
(‖Uλ‖2 + ‖Uλ‖p+1)+ λ‖h‖2‖Uλ‖2,
 λC1,
where C1 is independent of λ.
Without loss of generality, we may assume that q0 = 2 if N = 2,3 and N2 < q0 < 2
∗
p−1 if
N  4. By part (ii) of Lemma 3.1, (5.8) and the Sobolev embedding theorem, we obtain that
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(‖Uλ‖ppq0 + ‖h‖q0)
 C1‖Uλ‖
1− 2
q0∞ ‖Uλ‖
2
q0
2 + λC2‖Uλ‖
p− 2∗
q0∞ ‖Uλ‖
2∗
q0
2∗ + λC2‖h‖q0
 C3‖Uλ‖
1− 2
q0∞ + λC4‖Uλ‖
1− 2∗−q0(p−1)
q0∞ + λC2‖h‖q0 .
This implies that
1 C3‖Uλ‖
− 2
q0∞ + λC4‖Uλ‖
− 2∗−q0(p−1)
q0∞ + λC2‖h‖q0‖Uλ‖−1∞ ,
where C2, C3 and C4 are constants independent of λ. Now, let λ → 0+ and by limλ→0+ ‖Uλ‖∞ =
+∞, then we obtain a contradiction. Hence, {Uλ: λ ∈ (0, λ∗)} is unbounded in H 10 (Ω) and
limλ→0+ ‖Uλ‖ = +∞. This completes the proof of Proposition 5.6. 
Proof of Theorem 1.2. From Theorems 1.1, 5.5 and Proposition 5.6, we can deduce that the
conclusion of Theorem 1.2 holds for Θ = Ω . With the same argument, we have that the results
of Theorem 1.2 also hold for Θ = S+. 
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