In this paper, we introduce the use of the multilevel fast multipole algorithm (MLFMA) in synergy with a multilevel nonoverlapping additive Schwarz domain decomposition (DD) preconditioner for the solution of large arrays of nanoparticles presenting multiscale and multiphysics features. The judicious selection of subdomains allows for the isolation of the different scale/physics subproblems, yielding an efficient and effective preconditioner for the surface integral equation matrix system. Furthermore, the MLFMA-method of moments is employed to take advantage of the repetition pattern inherent to these kinds of structures. Numerical experiments solving real-life plasmonic biosensors built up from complicated particle assemblies reveal a great improvement of convergence, testifying to the robustness and versatility of the DD approach.
Introduction
Surface integral equations (SIEs) derived from Maxwell's equations and discretized by the method of moments (MoM) [1] are commanding a growing attention for the full-wave resolution of optical problems in the context of photonic and plasmonic applications [2] - [16] . The appeal of SIE formulations lies partly in the fact that both the parameterization and the analysis are restricted to the 2-D boundary surfaces and interfaces of the 3-D material objects. This contrasts with the volumetric approaches (e.g., differential equation methods), where the number of unknowns and the analysis domain scale volumetrically. Consequently, application of SIE methods often requires much fewer unknowns to solve compared to volumetric approaches. Furthermore, they offer the best accuracy for modeling unbounded electromagnetic scattering problems, without the need for absorbing boundary conditions and being less sensitive to instabilities produced by rapid spatial variations of fields, as is usually the case in plasmonic structures. On the downside, SIE methods pose dense complex matrix systems, demanding the use of fast computational algorithms such as the multilevel fast multipole algorithm (MLFMA) [17] - [20] and other derived (more scalable) approaches [21] - [24] when it comes to solving real-life systems. One important application in plasmonics relates to the calculation of electrically large (but finite) periodic or aperiodic arrays of metallic nanoparticles supporting localized surface plasmon resonances (LSPRs) [25] . Examples include colloidal solutions, substrate films, nanostructured plasmonic supercrystals, etc., which constitute the base of many plasmonic-assisted biological sensors. Generally these systems rely on the high sensitivity of the LSPR to minute changes in their environment. Depending on the particular physical parameter under measurement, plasmonicassisted biosensors can be based on surface-enhanced Raman scattering (SERS) spectroscopy, surface-enhanced infrared absorption, fluorescence, or nanoscale refractive index variations [26] , [27] . A common particularity of all these systems is that they involve large repetitions, as the number of different nanoparticles is much smaller than the total number of elements in the array. To alleviate the inefficiency of straightforwardly applying MLFMA to such systems, a variation of this algorithm, namely MLFMA-MoM, was presented in [9] for the analysis of large arrays of nanoparticles embedded on a homogeneous surrounding medium. In using MLFMA-MoM, the repeated self-couplings through the inner regions are computed with MoM only once and successively recycled, whereas the cross-couplings through the surrounding medium are expedited via MLFMA in the framework of a global iterative scheme, preconditioned with the direct factorization of the recycled inner/outer MoM self-impedance matrix.
However, many real-life plasmonic biosensors go a step further and involve more complicated particle assemblies, including multiscale geometrical features and multiple materials with very different physical properties. The convergence of iterative solvers in this sort of multiscale/multiphysics systems is often slow or even stagnates due to the presence of high material contrasts, strong resonances and mutual couplings, and the lack of effective preconditioners. As a representative case, we consider here the hybrid colloidal nanocomposites proposed in [28] for use as multimodal nanoprobes applied to in vitro cell culture imaging. They are comprised of fluorescent polystyrene (PS) beads surrounded by arrays of plasmonic gold nanostars (GNSs), which are attached to the PS surfaces as shown in Fig. 1 . Such GNSs-coated PS beads have been reported as multifunctional optical biosensors: the arrays of GNSs provide very high SERS enhancements, while the PS beads are fluorescence biosensors, in addition to act as high water-stability plasmonic supports for the arrays of GNSs. The above-described system is multiscale, as it combines PS dielectric spheres of sizes in the order of micrometers, with very small plasmonic nanostars of only a few nanometers in wide and very tiny details, especially at the branches' apexes. Moreover, even though PS and GNSs are penetrable objects, and thus, both can be treated as regular homogeneous dielectrics entirely characterized by their permittivity (as they are non-magnetic), their electromagnetic response is very different, to the point that we can speak of a multiphysics problem. PS beads are low-contrast conventional dielectrics, while GNSs are high-contrast plasmonic nanoparticles, being their underlying physics in the antipodes of what might be expected for a dielectric in its traditional definition. In contrast with conventional dielectrics, the dynamic range of the electromagnetic fields in plasmonic systems can span several orders of magnitude, supporting very strong field variations (usually called hot spots) over a few nanometers at the tips, edges, or wedges of the nanoparticles. All these characteristics make the full-wave resolution of these systems very challenging and difficult to complete within a reasonable amount of time.
In this work, we introduce the use of MLFMA in synergy with a multilevel non-overlapping additive Schwarz domain decomposition (DD) preconditioner [29] , [30] for the solution of large arrays of nanoparticles exhibiting multiscale and multiphysics ingredients. DD methods have been proved to be very effective in solving electromagnetic applications using the finite element methods (FEMs) [31] - [37] . More recently, they have also been successfully applied in conjunction with SIE methods [38] - [44] . A loose qualitative interpretation of these methods is as follows: the entire problem is decomposed into several sub-domains. Then, the local sub-problems inside each sub-domain are solved separately, and the sub-domain solutions are coupled to one another in the framework of a global (outer) Krylov solver. By a judicious selection of the sub-domains, such that different scale/physics problems be isolated from each other, the DD method is an extraordinarily effective preconditioner for the SIE matrix system. In the particular case of the nanoparticle assemblies we are dealing with, we include the following additions: 1) Similarly to MLFMA-MoM, full advantage of the repetition pattern inherent to the array structures is taken for both the local solutions and the global iteration; 2) the preconditioner is recursively applied inside each sub-domain, resulting in a multilevel DD; and 3) the multilevel sub-domains are judiciously obtained by considering the natural splitting features of the nanoparticle assemblies, hence posing a naturally non-overlapping DD preconditioner. As will be shown in the following sections, with the above approach we are able to solve our target system in a few minutes using a modest workstation.
Background
Let us consider the problem of an assembly of different homogeneous or piecewise homogeneous penetrable objects embedded in a homogeneous medium. Based on Love's equivalence principle, this original problem can be replaced by equivalent electric (J) and magnetic (M) currents distributed over the boundary surfaces and interfaces of the objects. The total electromagnetic fields in both the inner and the outer region of a given boundary can be obtained as the superposition of the known incident fields and the unknown scattered fields, where the latter can be self-consistently obtained from the equivalent currents through the integro-differential Stratton-Chu representation formulas [45] , [46] and the 3-D electrodynamic homogeneous Green's function in each region. By imposing the boundary conditions for the fields (namely the continuity of the tangential components), a set of surface integral equations (SIEs) can be derived for the electric and the magnetic field inside each region.
Among the many possibilities of combining the derived SIEs, we adopt the procedure of [47] , which has proven to render stable and well-conditioned equations. Let us denote with S ij (or S ji ) the boundary between two homogeneous regions R i and R j . In each region the electric field integral equation (EFIE) and the magnetic field integral equation (MFIE) can be formulated in two alternative ways, depending on the method applied to project the fields onto the surfaces: namely, the tangential (T) and the twisted or normal (N) EFIE and MFIE. Combining these integral equations in region R l , with l = i , j, we can derive the two following combined field integral equations (CFIEs) on S ij :
where η l is the intrinsic impedance in region R l and, with a l , b l , c l , and d l , the appropriate complex combination coefficients in R l . Usually these equations are referred to as the electric current (J) CFIE, and the magnetic current (M) CFIE, as the electric current and the magnetic current are respectively well-tested in each one. The two regions defining the interface S ij (R i and R j ) are then combined together in both (1) and (2), resulting in two single integral equations for the two unknown functions J and M on the boundary S ij as follows:
The above equations are subsequently discretized by applying a Galerkin's MoM procedure [1] throughout a set of known basis/testing functions, posing a dense matrix system of linear equations that can be written as follows:
where Z is the impedance matrix, V is the known excitation vector and I is the unknown (solution) vector with the complex coefficients for the electric and the magnetic equivalent current expansions. For small problems, the above matrix system can be straightforwardly solved by matrix factorization. For large problems, however, it must be solved iteratively (e.g., Krylov subspace solver like GMRES [48] ), for which the matrix-vector product should be compressed with some fast algorithm (such as MLFMA). Here, rises the need for a proper DD preconditioner to enable or accelerate convergence rises in the case of multiscale or near resonant problems.
Domain Decomposition Solver
We propose the use of a multilevel non-overlapping additive Schwarz domain decomposition (DD) preconditioner for the solution of the matrix system in (5). Here, this system is posed by the application of the SIE-MoM methodology to the solution of large-scale nanoplasmonic assemblies with multiscale and multiphysics features. We start by applying a multilevel (recursive) partition of the geometry, according to the geometrical features and the physics of the different blocks and subsystems of the overall problem. The naturally splitting properties of the systems under study (assemblies of separated particles and nanoparticles) are exploited to avoid the introduction of artificial subdivisions and interfaces. This results in a multilevel DD of the objects' boundary surfaces into a collection of non-overlapping subdomains. The matrix equation in (5) can be then left-preconditioned throughout the solutions of the individual subdomains in the first level of the DD as follows:
where M (1) is the first level DD block diagonal preconditioner, which can be written as
with N (1) the number of subdomains in the first level of the DD. Each M i block is the inverse of the impedance matrix block Z i governing the local problem enclosed in subdomain i (denoted as Di ). The subdomain matrix Z i can be obtained as
where the rectangular restriction matrix R i that returns the sub-vector of unknowns corresponding to subdomain D i (I i = R i I ) has been introduced. R T i is the transpose prolongation matrix. With this notation, the first level DD block diagonal preconditioner can be built as
The rightmost matrix vector product (MVP) on the left-hand side of (6) (b = Z · I ) corresponds to the global (outer) MVP, coupling the different sub-domain solutions with one another. Meanwhile, the leftmost product by the matrix M (1) provides the preconditioner's individual subdomain solutions, which can be written as
Though formally written with the inverses of the subdomain matrices, the individual solutions imply solving the following independent subdomain matrix systems by the method deemed appropriate in each case:
At this point, in those subdomains where the user has opted again for an iterative solution of (10), the same divide-and-conquer strategy can be applied, by left-preconditioning the above systems throughout the solutions of the individual second level subdomains in which the first level parent domains D i are decomposed:
where M (2) i is the second level DD block diagonal preconditioner for the parent domain D i , which can be written as
with N (2) i the number of second level subdomains of D i . Each M ij block is the inverse of the impedance matrix block Z ij , corresponding to the boundary surfaces enclosed in the second level subdomain j of D i (which is denoted as D ij ). The corresponding second level subdomain matrix Z ij can be extracted as (13) where the rectangular restriction matrix R ij returns the sub-vector of unknowns corresponding to subdomain D ij (u ij = R ij u i ). With this notation, the second level DD block diagonal preconditioner can be built as M (2) 
As previously, the rightmost MVP in the left-hand side of (11), namely, b i = Z i · u i , is the coupling of the subdomains at the second level of the DD for the parent domain D i , while the left product by the matrix M (2) provides the individual preconditioning subdomain solutions for D i . These solutions can be written as u ij = M ij · b ij = Z −1 ij · b ij , with b ij = R ij · b i , and they involve solving the following subdomain matrix systems:
Again, the second level sub-problems in (15) can be solved by the method the user chooses. The preconditioner described above can be recursively nested until reaching the lowest (finest) level of the DD. The number of levels can be prescribed independently for each first-level domain according to its multiscale/multiphysics features.
Remarkably, the individual solutions for the different subdomains are completely independent, favoring the adoption of a multisolver strategy. We can choose the solver and preconditioner tailored to each subdomain attending to the size, geometry features and physics of the involved sub-problems. In this work we use GMRES accelerated via MLFMA-FFT for large subdomains, MoM factorization for small enough subdomains, and MLFMA-MoM for subdomains with significant repetitions. Whatever the solvers and preconditioners used inside the sub-domains are, MLFMA or MLFMA-MoM is applied to speed-up the calculation of the mutual couplings between sub-domains. In our implementation this is addressed using an independent multilevel octree decomposition of the geometry enclosed on each subdomain, instead of using a single global octree for the whole geometry. To avoid unnecessary memory footprint, each octree stores only information about the mutual couplings between the different sub-domains on its respective level. As for the self-couplings, they are obtained throughout the local octrees of the sub-domains at the children level. Besides increased efficiency, with this strategy the MLFMA parameters (group sizes, number of terms in the multipolar expansions, etc.) can be adapted to the mesh features and physics of each subdomain. The above operation is recursively repeated in ascending order from the finest levels of the DD to the coarsest, posing the required inter-subdomain coupling. Otherwise, in the case of sub-domains made of large nanoparticle arrays with significant repetitions, MLFMA-MoM is applied to exploit the repetition pattern. This avoids memory overlapping and computation repetitions by applying MoM for the self-coupling calculation throughout the internal regions (where the MoM matrix is calculated, factorized and stored only once for all the repeated particles) and MLFMA for the mutual couplings.
Numerical Examples
We consider the multimodal plasmonic-assisted biosensor of Fig. 1 . It is comprised of an array of 122 plasmonic GNSs assembled on the surface of a dielectric PS sphere. The sphere has a diameter of 492 nm and a refractive index of n = 1.57. The GNSs are assembled 6 nm apart from the sphere surface. All of them are identical, consisting of a spherical core with 35 nm in diameter and 12 sharp tips branching out from the core. The tip lengths range from 15.5 to 18.5 nm so that a certain degree of polydispersity is considered, and the tip apexes are 4 nm in diameter. Some aggregation between nanostars is produced, as can be seen in Fig. 1 , resulting in the formation of "islands", where a strong inter-particle coupling is expected. The background medium is water, with a refractive index of n = 1.33. As it is usual in SERS spectroscopy, the whole system is illuminated by a laser beam, which is modeled here as a plane wave polarized in the θ direction and impinging with incident angles θ = 0
• and ϕ = 0 • . The operating wavelength is 785 nm. The (plasmonic dispersive) electric permittivity of gold at this wavelength can be interpolated from the measured data in [49] , resulting in ε r = −22.855 − 1.4245j. The simulations are carried out in a workstation mounting four Intel Xeon E7-8867v3 microprocessors, each with 16 cores clocked at 2.50 GHz, giving 64 cores overall (no hyperthreading is used) and 1 TB of RAM.
We proceed with the solution of the above problem using a two-level non-overlapping additive Schwarz DD preconditioner in combination with MLFMA-MoM (2-level DD-MLFMA-MoM), as formulated in Section 3. To examine the efficiency of this procedure, we compare it with two additional approaches, namely a single-level DD-MLFMA-MoM, and the conventional MLFMA-MoM with near-field diagonal block preconditioner. Given the presence of LSPRs supporting very fast (subwavelength) field variations, a high surface mesh density is considered using 480 474 basis functions (960 948 unknowns for the electric and magnetic equivalent currents), with an edge size around 1/400 wavelengths for the GNSs, which is reduced to 1/50 wavelengths for the PS sphere. A relative error norm of 10 -7 is considered to halt the global Krylov iterative solver (GMRES without restart). The applied SIE formulation is JMCFIE.
The domain partition for the two-level DD-MLFMA-MoM solution is sketched in Fig. 2(a) . Considering the very different physical nature of the PS sphere and the array of GNSs (dielectric vs. plasmonic), these two subsystems are decoupled into two separated subdomains, D 1 and D 2 respectively. Subdomain D 1 is no further subdivided, while subdomain D 2 is partitioned at the second level of the DD into 122 subdomains (D 2,1 to D 2,122 ), such that each GNS is one subdomain. Based on this DD we apply different solvers to the different subdomains. Subdomains D 2,1 to D 2,122 are solved by direct MoM factorization, where the same impedance matrix block is recycled for the calculations of the 122 GNSs. Subdomain D 2 is solved through a Krylov subspace iterative algorithm accelerated via MLFMA-MoM. This involves the hierarchical decomposition of the local subdomain geometry (array of GNSs) through an octree partitioning algorithm with four levels and a group size starting at 0.025 λ 0 at the finest level. The number of terms for the multipolar expansions is set to 4, 5, 8, and 10, respectively. Another Krylov subspace iterative algorithm is used to solve subdomain D 1 (PS sphere). In this case MLFMA-FFT with diagonal preconditioning is applied, together with a three-level octree decomposition with group size of 0.15 λ 0 at the finest level and 8, 10, and 14 terms for the multipolar expansions. In all cases, we use GMRES (25) for the inner iterative solvers, with halting criteria of 10 -8 . As for the mutual-couplings between subdomains, we employ MLFMA-MoM. The partition of the entire geometry (which is required to couple the PS sphere and the array of GNSs) is done through a global octree algorithm, with a group size of 0.15 λ 0 at the finest level and three levels. The number of multipoles in successive levels is 8, 10, and 14. As noted in Section 3, the memory footprint is reduced by storing only information about the mutual couplings between the different subdomains at each level. The self-couplings are calculated throughout the local octrees of the subdomains at the children level. Furthermore, we exploit the repetitions in the array of GNSs by using MLFMA-MoM.
For the single-level DD-MLFMA-MoM solution, the subdomain partitioning scheme sketched in Fig. 2(b) is employed. The whole system is subdivided into 123 subdomains: one containing the PS sphere (D 1 ) and 122 for the GNSs (D 2 to D 123 ). Subdomain D 1 is solved by a Krylov subspace iterative algorithm and MLFMA-FFT. A three-level octree decomposition with group size of 0.15 λ 0 at the finest level and 8, 10, and 14 terms for the multipolar expansions is applied. Subdomains D 2 to D 123 are solved by direct MoM with repetition of the impedance matrix block. We employ MLFMA-MoM for the subdomain mutual couplings, with a global octree partitioning algorithm with group size of 0.15 λ 0 at the finest level and three levels. The number of multipoles in successive levels is 8, 10, and 14. Regarding the plain MLFMA-MoM solution, an octree with a group size of 0.025 λ 0 at the finest level, three levels, and 4, 5, and 7 terms for the multipolar expansions at each level. Fig. 3(a) shows the residual error for the preconditioned and the original (non-preconditioned) matrix system as a function of the number of iterations for the three considered solution procedures. A fast convergence is observed for the two-level DD-MLFMA-MoM, requiring only 16 outer Krylov iterations. In comparison, the single-level version of this algorithm requires 157 iterations to attain the same residual error of 10 -7 . The best convergence of the two-level DD approach is justified because it effectively deals with the different physics (dielectric vs. plasmonic) and the different scales of the PS and GNSs-array subsystems separately. In any case, the DD convergences contrast with the large number of iterations required by the plain MLFMA-MoM approach, which fails to reach the prescribed residual error within 500 iterations (posing a residual error of 10 -3 ). A more complete picture is obtained by observing the whole history of convergences separately for the different subdomains. The separated residual errors are collected in Fig. 3(b) for the PS sphere and the array of GNSs, and plotted together with the global residue for the complete structure (PS@GNSs). Looking at the curves corresponding to the single-level DD, we can observe that the global residual error is mainly dominated by the GNS array, whose error is around five times greater than the residual error in the PS sphere. Even though the GNSs are individually preconditioned, the strong mutual couplings between the aggregated nanostars pose a challenging convergence problem to the global Krylov solver, which must be additionally focused on the solution of the dielectric PS sphere and its coupling with the GNSs. In contrast, by including a second level of DD preconditioning, the complete GNS array is decoupled and solved separately, and the outer Krylov iterative system is equalized such that the whole span of its dynamic range is focused solely on the mutual couplings between the GNS array and the PS sphere. The benefits of this two-level approach become clear by looking at the corresponding curves in Fig. 3(b) . The GNS array residual error is no longer a concern, remaining below the residual error of the entire problem and yielding a fairly improved global convergence. It is important to note that the previous convergences are only a partial indicator of efficiency, as the cost per outer Krylov iteration strongly depends on the preconditioner applied in each case. In order to give a fairer indication of efficiency, taking into account the preconditioning overhead, Fig. 4 shows the convergence versus wall-clock time for the three considered solving procedures. The curves show that the great advantage gained in number of iterations using the two-level DD is reduced somewhat when considering the solving time as a measure of efficiency. However, a notable acceleration is still appreciated with respect to the single-level DD, reducing the solving time about half. This corroborates the superior performance and robustness of the DD approach. Furthermore, we must remark that the speed-ups observed above do not rely on the application of different parallelization strategies for the DD and the plain MLFMA-MoM approaches. It is well known that a major advantage of DD is that it is inherently parallel, allowing the highly scalable parallelization of solvers that scale poorly separately or even do not scale at all. Instead, we prefer to parallelize the inner subdomain solutions by using a highly scalable parallel implementation of MLFMA-FFT [24] . By doing so we do not depend on DD for efficient parallelization, and consequently the speed-ups observed result from the improvement of the spectral properties of the DD preconditioned system and the use of local octree partitions, which can be tailored to the physical features of the different subdomains in each case.
The results for this plasmonic assisted biosensor are shown in Fig. 5 . Fig. 5(a) and (b) show the equivalent electric and magnetic surface current distributions provided by the 2-level DD-MLFMAMoM. As expected, strong subwavelength magnitude variations at the tips of the plasmonic nanostars are observed. The variations of the induced current also reveal an important coupling between GNSs, as well as between the GNS array and the PS sphere. A comparison of the equivalent currents provided by the 2-level DD-MLFMA-MoM and the plain MLFMA-MoM is also shown in the insets of Fig. 4(b) . The comparison focused on a detail view of the magnetic current. Although in general the results compare well, it can be observed that the currents computed from MLFMA-MoM (residual error of 10 −3 ) show noticeable differences with the 2-level DD results (residual error of 10 -7 ), especially at some specific areas such as the star tip enclosed in the red ellipse. The SERS enhancement provided by the 2-level DD-MLFMA-MoM for the whole system (PS@GNSs) is shown in Fig. 5(c) for completeness.
To further assess the applicability of the method, two additional load densities have been considered for the PS@GNS system, namely, a low loading case with 77 attached nanostars and a high loading case with 248 nanostars, which are modeled using 625 878 and 1 899 144 unknowns respectively. Convergences of the residual errors for the preconditioned systems versus the number of Krylov iterations are depicted in Fig. 6 , where the previous (medium GNS loading) case is also shown for comparison. In all cases the fastest convergences are observed for the two-level DD-MLFMA-MoM algorithm, where only 15, 16, and 20 iterations are required to reach the prescribed residual error of 10 −7 for the low, medium, and high loading cases, respectively. The single-level DD algorithm also provides good convergences, especially for the simplest, low GNS loading example. Meanwhile, the plain MLFMA-MoM fails to converge for the medium and high loading systems (yielding residual errors above 10 −3 after 500 iterations), and it attains a residual error below 10
in 160 iterations for the low loading case. The complete set of data for the three systems, including number of iterations, wall-clock times, setup times, and peak RAM requirements, is included in Tables 1 and 2 . Looking at the values in those tables, a remarkable acceleration is observed for the DD solutions both in terms of number of iterations and solving time, which illustrates the efficiency, robustness, and flexibility of the proposed approach.
Conclusion
A multilevel DD-MLFMA-MoM approach is developed to enable or accelerate convergence in the solution of near resonant real-life plasmonic problems involving large assemblies of nanoparticles with multiscale/multiphysics ingredients. It provides an efficient and highly accurate treatment for the multiscale features of the geometry and for the combination of multiple materials with very different contrasts and physical properties, ranging from conventional dielectrics to plasmonics. The nonoverlapping domain decomposition exploits the naturally splitting properties of the systems and subsystems, yielding a hierarchical multilevel partition of the objects' boundary surfaces into a collection of non-overlapping subdomains. Each subdomain is modularly treated and the local solver and preconditioner are tailored to the specific size, geometrical features, and physics of the involved sub-problems. The accuracy, versatility and robustness of the proposed approach are justified through the solution of real-life multimodal plasmonic-assisted biosensors, comprised of fluorescent PS beads surrounded by arrays of plasmonic nanostars.
