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DWELL-TIME CONDITIONS FOR ROBUST STABILITY OF
IMPULSIVE SYSTEMS ∗
SERGEY DASHKOVSKIY † AND ANDRII MIRONCHENKO ‡
Abstract. We prove that impulsive systems, which possess an ISS Lyapunov function, are ISS
for impulse time sequences, which satisfy the fixed dwell-time condition.
If the ISS Lyapunov function is the exponential one, we provide stronger result, which guarantees
uniform ISS of the whole system over sequences of impulse times, which satisfy the generalized average
dwell-time condition.
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1. Introduction. In the modeling of the real phenomena often one has to con-
sider systems, which exhibit both continuous and discontinuous behavior. The general
framework for modeling of such phenomena is a hybrid systems theory [5]. Impulsive
systems are hybrid systems, in which the jumps occur only at certain moments of
time, which do not depend on the state of the system. The first monograph devoted
entirely to impulsive systems is [9]. Recent developments in this field one can find, in
particular, in [5].
We are interested in stability of the systems with respect to external inputs. The
central concept in this theory is a notion of input-to-state stability (ISS), introduced
by E. Sontag in [11], for a survey on related results see [10], [2].
Input-to-state stability of impulsive systems has been investigated in recent pa-
pers [7] (finite-dimensional systems) and [1] (time-delay systems). The stability of
interconnections of impulsive systems has been studied in [3]. The most interesting
case is when either continuous or discrete dynamics destabilizes the system. In this
case in order to achieve ISS of the system one has to impose restrictions on the density
of impulse times, which are called dwell-time conditions.
In [7] it was proved that impulsive systems, which possess an exponential ISS-
Lyapunov function are uniformly ISS over impulse time sequences, which satisfy so-
called average dwell-time (ADT) condition. In [1] a sufficient condition in terms
of Lyapunov-Razumikhin functions is provided, which ensures the uniform ISS of
impulsive time-delay systems over impulse time sequences, which satisfy fixed dwell-
time (FDT) condition (for the difference between ADT and FDT condition see [6]).
In both papers only exponential ISS-Lyapunov functions have been considered.
This imposes serious restrictions on the class of systems, to which the results can be
applied. Another restrictions arise in the study of interconnections of ISS impulsive
systems via small-gain theorems, which are an important tool for construction of ISS-
Lyapunov functions for the interconnected systems [8], [4]. Even if the ISS-Lyapunov
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functions for all subsystems are exponential, the ISS Lyapunov function of the inter-
connection may be non-exponential, if the gains are nonlinear. Hence for the most
cases there is no tool to check ISS of an interconnection of impulsive systems.
In this paper we prove, that existence of an ISS Lyapunov function (not necessarily
exponential) for an impulsive system implies the input-to-state stability of the system
over the impulsive sequences satisfying nonlinear FDT condition.
For the case, when the impulsive system possesses an exponential ISS-Lyapunov
function, we generalize the result from [7], by introducing the generalized average
dwell-time (gADT) condition and proving, that the impulsive system, which possesses
an exponential ISS Lyapunov function is uniformly ISS over impulse time sequences,
which satisfy the gADT condition. We argue, that generalized ADT condition pro-
vides in certain sense tight estimates of the class of impulsive time sequences, for
which the system is ISS.
The structure of the paper is as follows. In Section 2 we provide notation and
main definitions. In Section 3 the sufficient conditions for ISS of impulsive systems
via ISS Lyapunov functions are proved. Section 4 concludes the paper.
2. Preliminaries. Let T = {t1, t2, t3, . . .} be a monotonically increasing se-
quence of impulse times without finite accumulation points. Consider a system of the
form {
x˙(t) = f(x(t), u(t)), t ∈ [t0,∞)\T,
x(t) = g(x−(t), u−(t)), t ∈ T,
(2.1)
where f, g : Rn × Rm → Rn.
The first equation of (2.1) describes the continuous dynamics of the system, and
the second describes the jumps of a state at the impulse times.
We assume that u ∈ L∞([t0,∞),R
m) and that all inputs possess left limits of u at
all times and that they are right-continuous: for all t ≥ t0 it holds u
−(t) = lim
s→t−0
u(s).
We endow this space with the supremum norm, which we denote by ‖ · ‖∞.
We assume that f is locally Lipschitz w.r.t. the first argument in order to guar-
antee existence and uniqueness of solutions of the problem (2.1).
Note that from the assumptions on the inputs u it follows that x : [t0,∞)→ R
n
is absolutely continuous between the impulses, and x−(t) = lim
s→t−0
x(s) exists for all
t ≥ t0.
Equations (2.1) together with the sequence of impulse times T define an impulsive
system.
We need the following classes of functions
P := {γ : R+ → R+ | γ is continuous, γ(0) = 0 and γ(r) > 0 for r > 0}
K := {γ ∈ P | γ is strictly increasing}
K∞ := {γ ∈ K | γ is unbounded}
L :=
{
γ : R+ → R+ | γ is continuous and strictly decreasing with lim
t→∞
γ(t) = 0
}
KL := {β : R+ × R+ → R+ | β(·, t) ∈ K, ∀t ≥ 0, β(r, ·) ∈ L, ∀r > 0}
Denote the Euclidean norm in spaces Rk by | · | and N := {1, 2, 3, . . .}.
We are interested in stability of the system (2.1) w.r.t. external inputs. To this
end we use the following notion:
Definition 1. For a given sequence T of impulse times we call system (2.1)
input-to-state stable (ISS) if there exist β ∈ KL, γ ∈ K∞, such that for all initial
✐✐
“MTNS˙ImpSystems” — 2018/11/15 — 2:42 — page 3 — #3
✐
✐
✐
✐
✐
✐
3
conditions x0, for all inputs u, ∀t ≥ t0 it holds
|x(t)| ≤ max{β(|x0|, t− t0), γ(‖u‖∞)}. (2.2)
The impulsive system (2.1) is uniformly ISS over a given set S of admissible sequences
of impulse times if it is ISS for every sequence in S, with β and γ independent of the
choice of the sequence from the class S.
In the next section we are going to find the sufficient conditions for an impulsive
system (2.1) to be ISS.
3. ISS of an impulsive system. For analysis of ISS of impulsive systems we
exploit ISS-Lyapunov functions.
Definition 2. A smooth function V : Rn → R+ is called an ISS-Lyapunov
function for (2.1) if ∃ ψ1, ψ2 ∈ K∞, such that
ψ1(|x|) ≤ V (x) ≤ ψ2(|x|), x ∈ R
n (3.1)
holds and ∃χ ∈ K∞, α ∈ P and continuous function ϕ : R+ → R, ϕ(0) = 0 such that
∀x ∈ Rn, ∀u ∈ Rm it holds
V (x) ≥ χ(|u|)⇒
{
V˙ (x) = ∇V · f(x, u) ≤ −ϕ(V (x))
V (g(x, u)) ≤ α(V (x)).
(3.2)
If in addition ϕ(s) = cs and α(s) = e−ds for some c, d ∈ R, then V is called expo-
nential ISS-Lyapunov function with rate coefficients c, d. Note that our definition of
ISS-Lyapunov function is given in an implication form. The dissipation form is used,
e.g., in [7].
We provide Lyapunov type sufficient condition for the system (2.1) to be ISS.
The FDT condition (3.3) is taken from [9], where it was used to guarantee global
asymptotic stability of the system without inputs.
Assume, that x ≡ 0 is an equilibrium of an unforced system (2.1), that is f(0, 0) =
g(0, 0) = 0.
Define Sθ := {{ti}
∞
1 ⊂ [t0,∞) : ti+1 − ti ≥ θ, ∀i ∈ N}.
Theorem 1. Let V be an ISS-Lyapunov function for (2.1) and ϕ, α are as in the
Definition 2 and ϕ ∈ P. Let for some θ, δ > 0 and all a > 0 it holds
∫ α(a)
a
ds
ϕ(s)
≤ θ − δ. (3.3)
Then (2.1) is ISS for all impulse time sequences T ∈ Sθ.
Proof. Fix an arbitrary admissible input u, φ0 ∈ R
n and choose the sequence of
impulse times T = {ti}
∞
i=1, T ∈ Sθ.
Define a function α˜ : R+ → R+ by
α˜(x) := max{ max
0≤s≤χ(x)
α(s), χ(x)}, x ∈ R+.
Let us introduce the sets
I1 := {x ∈ R
n : V (x) ≤ χ(‖u‖∞)},
I2 := {x ∈ R
n : V (x) ≤ α˜(‖u‖∞)} ⊇ I1.
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For the sake of brevity we denote y(·) := V (x(·)).
At first take arbitrary ti, ti+1 ∈ T and assume that x(t) /∈ I1 for all t ∈ [ti, ti+1].
We are going to find an estimate of y on [ti, ti+1].
From x(t) /∈ I1 for all t ∈ [ti, ti+1] it follows, that y(t) ≥ χ(‖u‖∞) for t ∈ [ti, ti+1],
which by (3.2) implies
y˙(t) ≤ −ϕ(y(t)), t ∈ (ti, ti+1).
Integrating, we obtain ∫ t
ti
dy(τ)
ϕ(y(τ))
≤ −(t− ti), t ∈ (ti, ti+1). (3.4)
Fix any r > 0 and define F (q) =
∫ q
r
ds
ϕ(s) . Note that F : (0,∞) → R is a continuous
increasing function. Thus, it is invertible on (0,∞) and F−1 : R → (0,∞) is also an
increasing function.
Changing variables in (3.4), we can rewrite (3.4) as
F (y(t))− F (y(ti)) ≤ −(t− ti). (3.5)
Consequently, for t ∈ [ti, ti+1) it holds
y(t) ≤ F−1 (F (y(ti))− (t− ti)) . (3.6)
Taking in (3.5) limit when t→ ti+1 and recalling that ti+1 − ti ≥ θ, we obtain
F (y−(ti+1))− F (y(ti)) ≤ −θ. (3.7)
Now we estimate
F (y(ti+1))−F (y(ti)) ≤
(
F (α(y−(ti+1)))− F (y
−(ti+1))
)
+
(
F (y−(ti+1))− F (y(ti))
)
.
From (3.3) and (3.7) we obtain
F (y(ti+1))− F (y(ti)) ≤ (θ − δ)− θ = −δ.
From this inequality we have
y(ti+1) ≤ F
−1(F (y(ti))− δ). (3.8)
In particular, y(t) < y(ti), t ∈ (ti, ti+1].
Define function β˜ by:
β˜(r, 0) = max{r, α(r)}, β˜(r, ti − t0) = ζ ◦ . . . ◦ ζ︸ ︷︷ ︸
i times
(β˜(r, 0)),
where ζ(r) = F−1(F (r) − δ).
For t ∈ [ti, ti+1) define β˜(r, · − t0) as a continuous decreasing function, such that
β˜(r, t− t0) ≥ F
−1(F (y(t))− (t− ti)),
where y(·) is a trajectory, corresponding to y(ti) = β˜(r, ti − t0). By construction, for
all t ≥ t0 it holds
y(t) ≤ β˜(y0, t− t0).
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and β˜ is continuous, increasing w.r.t. the first argument and decreasing w.r.t. the
second. We are going to prove, that for all r ≥ 0 β˜(r, t) → 0 as soon as t → ∞. To
prove this it is enough to prove, that z(ti) := β˜(r, ti − t0)→ 0, when i→∞.
Let it be false, then for some r > 0 ∃ lim
i→∞
z(ti) = b 6= 0. Define c = minb≤s≤z(0) ϕ(s)
and observe by the middle-value theorem that
δ ≤ F (z(ti))− F (z(ti+1)) =
∫ z(ti)
z(ti+1)
ds
ϕ(s)
≤
1
c
(z(ti)− z(ti+1)).
Hence z(ti) − z(ti+1) ≥ cδ, and the sequence z(ti) does not converge, which leads to
a contradiction.
Function β˜ satisfies all properties of KL-functions, apart from continuity w.r.t.
the first argument. But then we can always majorize it by another KL-function,
therefore to keep the notation simpler we assume, that β˜ ∈ KL. Hence
V (x(t)) ≤ β˜(V (φ0), t− t0), ∀t : x(t) /∈ I1.
Let t∗ := min{t : x(t) ∈ I1}. From (3.1) we obtain
|x(t)| ≤ β(|φ0|, t− t0), t ≤ t
∗, (3.9)
where β(r, t) = ψ−11 (β˜(ψ2(r), t)).
Now let us prove, that x(t) ∈ I2 for all t ≥ t
∗.
At first note that a trajectory can leave I1 only by a jump. If ‖u‖∞ = 0, then I1
is invariant under continuous dynamics, because x ≡ 0 is an equilibrium of (2.1). Let
‖u‖∞ > 0 and let for some t > t
∗ we have x(t) ∈ ∂I1, i.e. y(t) = χ(‖u‖∞). Then
according to the inequality (3.2) it holds y˙(t) ≤ −ϕ(y(t)) < 0 and thus y(·) cannot
leave I1 at time t.
Now let for some tk ∈ T , tk ≥ t
∗ it holds x(tk) /∈ I1 and for some ε > 0 x(t) ∈ I1
for all t ∈ (tk − ε, tk). Then x(tk) ∈ I2 by construction of the set I2.
But we have proved, that y(t) < y(tk) as long as t > tk and x(t) /∈ I1. Conse-
quently, x(t) ∈ I2 for all t > t
∗.
Thus, for t > t∗ it holds V (x(t)) ≤ α˜(‖u‖∞) or equivalently
|x(t)| ≤ ψ−1(α˜(‖u‖∞)) := γ˜(‖u‖∞).
Function γ˜ is positive definite and nondecreasing, thus, it may be always majorized
by the K-function γ. Recalling (3.9) we obtain that (2.2) holds ∀t ≥ t0.
Remark 1. Note, that if the discrete dynamics does not destabilize the system,
i.e. α(a) ≤ a for all a 6= 0, then the integral in the right hand side of (3.3) is
non-positive for all a 6= 0, and so the dwell-time condition (3.3) always holds, which
means, that the system is ISS for all impulse time sequences.
3.1. Example. We illustrate the application of our theorem on an academical
example. Let T be an impulse time sequence. Consider the system Σ, defined by
{
x˙ = −x3 + u, t /∈ T
x(t) = x−(t) + (x−(t))3 + u−(t), t ∈ T.
(3.10)
Consider a function V : R→ R+, defined by V (x) = |x|. We are going to prove, that
V is an ISS Lyapunov function of the system (3.10).
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The Lyapunov gain χ we choose by χ(r) =
(
r
a
) 1
3 , r ∈ R+, for some a ∈ (0, 1).
Condition |x| ≥ χ(|u|) implies
V˙ (x) ≤ −(1− a)(V (x))3,
V (g(x, u)) ≤ V (x) + (1 + a)(V (x))3.
Let us compute the integral in the left hand side of (3.3):
I(y, a) =
∫ y+(1+a)y3
y
dx
(1− a)x3
=
1 + a
2(1− a)
2 + (1 + a)y2
(1 + (1 + a)y2)2
≤
1 + a
(1 − a)
.
For every ε > 0 there exist aε such that I(y, a) ≤ 1 + 2ε.
Thus, for arbitrary ε > 0 we can choose θ := 1 + ε. Note, that the smaller θ we
take, the larger are the gains. This demonstrates the trade-off between the size of
gains and the density of allowable impulse times.
3.2. Sufficient condition for exponential ISS-Lyapunov functions. The-
orem 1 can be used, in particular, for the systems, which possess exponential ISS-
Lyapunov functions, but for this particular class of systems stronger result can be
proved.
For a given sequence of impulse times denote by N(t, s) the number of jumps
within time-span (s, t].
Theorem 2. Let V be an exponential ISS-Lyapunov function for (2.1) with
corresponding coefficients c ∈ R, d 6= 0. For arbitrary function h : R+ → (0,∞), for
which there exist g ∈ L: h(x) ≤ g(x) for all x ∈ R+ consider the class S[h] of impulse
time-sequences, satisfying the generalized average dwell-time (gADT) condition:
− dN(t, s)− c(t− s) ≤ lnh(t− s), ∀t ≥ s ≥ t0. (3.11)
Then the system (2.1) is uniformly ISS over S[h].
Proof. Pick any h as in the statement of the theorem. Fix arbitrary input u, state
φ0, initial time t0 and choose the increasing sequence of impulse times T = {ti}
∞
i=1 ∈
S[h].
Due to the right-continuity of x(·) the time-span [t0,∞) can be decomposed into
subspans as [t0,∞) = ∪
∞
i=0[t
∗
i , t
∗
i+1), so that ∀k ∈ N ∪ {0} the following inequalities
hold
V (x(t)) ≥ χ(‖u‖∞) for t ∈ [t
∗
2k, t
∗
2k+1), (3.12)
V (x(t)) < χ(‖u‖∞) for t ∈ [t
∗
2k+1, t
∗
2k+2). (3.13)
Let us estimate V (x(t)) on the time-interval Ik = (t
∗
2k, t
∗
2k+1] for arbitrary k ∈
N∪ {0}. Within timespan Ik there are rk := N(t
∗
2k, t
∗
2k+1) jumps at times t
k
1 , . . . , t
k
rk
.
To simplify notation, we denote also tk0 := t
∗
2k.
For t ∈ (tki , t
k
i+1], i = 0, . . . , rk we have V (x(t)) ≥ χ(‖u‖∞), thus from (3.2) we
obtain
V˙ (x(t)) ≤ −cV (x(t)),
and so
V (x−(tki+1)) ≤ e
−c(tk
i+1−t
k
i
)V (x(tki )).
✐✐
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At the impulse time t = tki+1 we know from (3.2) that
V (x(tki+1)) ≤ e
−dV (x−(tki+1))
and consequently
V (x(tki+1)) ≤ e
−d−c(tk
i+1−t
k
i
)V (x(tki )).
For all t ∈ Ik we have the following inequality
V (x(t)) ≤ e−d·N(t,t
∗
2k)−c(t−t
∗
2k)V (x(t∗2k)).
Dwell-time condition (3.11) implies
V (x(t)) ≤ h(t− t∗2k)V (x(t
∗
2k)). (3.14)
Take t∗ := inf{t ≥ t0 : V (x(t)) ≤ χ(‖u‖∞)}. Let us bound the trajectory on
[t0, t
∗] by KL-function.
According to (3.14) on [t0, t
∗] it holds
V (x(t)) ≤ h(t− t0)V (x(φ0)). (3.15)
According to assumptions of the theorem, ∃g ∈ L: h(x) ≤ g(x) for all x ∈ R+.
Using (3.1), we obtain that ∀t ∈ [t0, t
∗] it holds
|x(t)| ≤ ψ−11 (g(t− t0)ψ2(|φ0|)) =: β(|φ0|, t− t0).
On the other hand, on the arbitrary interval of the form [t∗2k+1, t
∗
2k+2), k ∈ N∪{0}
we have already the bound on V (x(t)) by (3.13). Since t∗2k+2 can be an impulse time,
we have an estimate
V (x(t∗2k+2)) ≤ max{1, e
−d}χ(‖u‖∞).
From the properties of h it follows, that ∃Cλ = supx≥0{h(x)} < ∞. Hence for
arbitrary t > t∗ we obtain with the help of (3.14) an estimate
V (x(t)) ≤ Cλmax{1, e
−d}χ(‖u‖∞).
Hence we obtain (2.2) for all t ≥ t0, where γ(r) = ψ
−1
1 (Cλmax{1, e
−d}χ(r)).
This proves, that the system (2.1) is ISS. The uniformity is clear since the functions
β and γ do not depend on the impulse time sequence.
Remark 2. The Theorem 2 generalizes Theorem 1 from [7], where this result for
constant functions h ≡ eµ has been proved.
The condition (3.11) is tight, i.e., if for some sequence T the function N(·, ·) does
not satisfy the condition (3.11) for every function h from the statement of the Theorem
2, then there exists a certain system (2.1) which is not ISS w.r.t. the impulse time
sequence T . This one can see from the simple example. Consider{
x˙ = −cx,
x(t) = e−dx−(t)
with initial condition x(0) = x0. Its solution for arbitrary time sequence T is given
by
x(t) = e−dN(t,t0)−c(t−t0)x0.
If T does not satisfy the gADT condition, then e−dN(t,t0)−c(t−t0) cannot be estimated
from above by L-function, and consequently, the system under consideration is not
GAS.
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4. Conclusion. In this paper we have proved two Lyapunov-type sufficient con-
ditions, which ensure ISS of an impulsive system. The first theorem states that exis-
tence of an ISS-Lyapunov function implies ISS of an impulsive system for the impulse
time sequences which satisfy the nonlinear fixed dwell-time condition. The other one
states, that existence of an exponential ISS-Lyapunov function implies uniform ISS
of an impulsive system for the impulse time sequences which satisfy a generalized
average dwell-time condition.
One of the possible directions for a future research is to prove Lyapunov small-gain
theorems for ISS of interconnections of impulsive systems, which subsystems possess
either exponential or non-exponential ISS-Lyapunov functions.
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