Automated cell detection and localization from microscopy images are significant tasks in biomedical research and clinical practice. In this paper, we design a new cell detection and localization algorithm that combines deep convolutional neural network (CNN) and compressed sensing (CS) or sparse coding (SC) for end-to-end training. We also derive, for the first time, a backpropagation rule, which is applicable to train any algorithm that implements a sparse code recovery layer. The key innovation behind our algorithm is that the cell detection task is structured as a point object detection task in computer vision, where the cell centers (i.e., point objects) occupy only a tiny fraction of the total number of pixels in an image. Thus, we can apply compressed sensing (or equivalently SC) to compactly represent a variable number of cells in a projected space. Subsequently, CNN regresses this compressed vector from the input microscopy image. The SC/CS recovery algorithm (L 1 optimization) can then recover sparse cell locations from the output of CNN. We train this entire processing pipeline end-to-end and demonstrate that end-to-end training improves accuracy over a training paradigm that treats CNN and CS-recovery layers separately. We have validated our algorithm on five benchmark datasets with excellent results.
I. INTRODUCTION
D ETECTION and localization of certain types of cells or nuclei from microscopy images are of significant importance to clinical practice, medical and biomedical research, as well as computer vision. For example, in the context of breast cancer, the percentage of proliferating (e.g. Ki-67 positive) tumor cells is utilized to establish the prognosis of the disease [1] . In order to calculate this percentage, pathologists visually identify positive from negative tumor cells, which are admixed with normal cells under the microscope in a process that is slow and poorly reproducible. Thus, computerized image analysis would be a significant advance. Fig. 1 shows a microscopy image with human annotated target cells. Cell detection is a benchmark task for computer vision, as evidenced by several competitions organized by medical imaging societies [2] - [5] . However, automated cell detection and localization have several challenges. First, the target cells are admixed with similar appearing non-target cells leading to numerous false positives. Second, target cells may appear very sparsely (in tens), moderately densely (in hundreds) or very densely (in thousands) in a high resolution microscopy image [1] . Third, there is significant variation in the staining intensity of the target and background in microscopy images.
Despite recent major improvements in pattern recognition such factors remain significant challenges in the design of commercial software for automated cell detection. The greatest advances in the field of visual recognition, as evidenced by their success in recent cell detection challenges, have been the implementation of deep learning and convolutional neural networks [3] , [5] . In general, these methods fall into two categories as shown in Fig. 2(a) and (b) . An example of the first category published in 2018 [6] predicts a density function on the pixel space, where the peaks of the density correspond to the cell centers. An example of the second category published in 2016 [7] , applies an explicit space discretization mechanism on the output pixel space to detect cell locations. The space discretization may be combined with state-of-the-art object detection techniques, such as faster RCNN [8] or YOLO [9] . We argue that the existing methods have some limitations. Density prediction methods, during their training, measure deviation of the output density from a ground truth density in their training process, and become [6] ; (b) Example space discretization architecture [7] ; (c) CNNCS scheme [1] .
excessively sensitive to the smoothing method used in creating the ground truth density from the point (cell center) annotations. If cells are densely present, peaks in the density function tend to merge thereby underestimating the cell locations. Furthermore, sparse cell locations create an imbalance in the cost function between positive and negative pixel locations.
Explicit space discretization-based methods, which partition the output pixel space, are better at dealing with images sparse in target cells, because originally these methods were created to detect and localize objects such as cars, people, etc. that appear sparsely in a natural scene. However, these methods suffer from a loss of resolution, especially when cells are densely present in an image. Furthermore, they are vulnerable to the class imbalance problem resulting in false positives and a need to be combined with a cascaded classifier layer to filter out false positives [7] .
Since the existing methods for automated cell detection suffer from discretization of the output space and the class imbalance issue, we argue that a fundamentally new algorithm is required to deal with the point object detection required for cell detection and localization in microscopy images. In this work, the novel technique that we use for cell (point object) detection and localization is compression instead of discretization. A schematic in Fig. 2 (c) explains our approach. We refer to our method as CNNCS (convolutional neural net + compressed sensing) [1] . In CNNCS, the CNN predicts a fixed length vector from an input microscopy image. Then, a sparse reconstruction layer (compressed sensing (CS)/sparse coding(SC)) recovers the sparse cell locations. We illustrate that CNNCS can be trained end-to-end. Due to CS, sparse cell locations can be projected to a fixed length vector and as a result there is no space discretization in CNNCS, unlike previous methods. Also, the loss function in CNNCS is a combination of L 2 and L 1 loss for regression, as opposed to classification loss and hence mitigates the class imbalance issues to some extent. We further note that integral encoding schemes, such as Radon transform [10] can be used along with CNNCS to boost detection accuracy.
To the best of our knowledge, this is the first work that derives a backpropagation rule for a CS/SC layer in computing science research. This backpropagation is independent of the CS/SC reconstruction/recovery algorithm. Thus, our derivation opens up new opportunities to utilize differentiable and learnable SC/CS within a larger end-to-end learning program. Previous differentiable SC used recurrent neural networks to approximate two specific iterative L 1 recovery algorithms [11] , unlike a general version of the backpropagation we derive in this paper.
Our previous work [1] , [12] introduced CNNCS, the concept of combining CNN with CS for cell detection. The framework presented here extends this by introducing endto-end training and a derivation of backpropagation across the CS/SC layer. Our contributions are as follows:
• This is the first attempt to combine CNN with CS in an end-to-end (referred as ECNNCS), or, equivalently, in a differentiable fashion to solve cell detection and localization. • By using CS in our computation, we do not discretize the pixel space, instead we compress it. • ECNNCS mitigates the class imbalance issue by converting a classification task into a regression task. • ECNNCS achieves excellent results on the benchmark cell detection datasets when compared with the state-ofthe-art methods. • Lastly, we derive a general backpropagation rule across a compressed sensing/sparse coding layer that is independent of the algorithm used in the layer.
II. BACKGROUND AND RELATED WORK

A. Cell Detection and Localization
In the last few decades, different cell recognition methods have been proposed [13] . Traditional computer vision based cell detection systems have adopted classical image processing techniques, such as intensity thresholding, feature detection, morphological filtering, region accumulation, and deformable model fitting. Laplacian-of-Gaussian (LoG) [14] operator was a popular choice for blob detection; Gabor filter or Local Binary Pattern (LBP) [15] that recognized textural properties had been used for cell detection [16] .
In comparison to the traditional machine learning approaches, where "Hand-crafted feature representation" follows a classier, the recent application of deep neural networks in computer vision tasks has achieved better performance on benchmark vision datasets [3] . The most compelling advantage of deep learning is that it has evolved from fixed feature design strategies towards automated learning of problem-specific features directly from training data [17] . By providing massive amounts of training images and problem-specific labels, users do not have to go into an elaborate procedure for the extraction of features. Thus, stateof-the-art methods in detection and localization today include deep learning techniques.
Soon after Fully Convolutional Network (FCN) [18] was proposed for semantic segmentation, Xie et al. [19] presented a FCN-based framework for cell counting, where their FCN was responsible for predicting a spatial density map of target cells, and the number of cells could be estimated by an integration over the learned density map. A convolutional autoencoder architecture [6] has subsequently been introduced for cell density map prediction. Chen et al. [7] used an object detector for candidate region selection, and then another CNN for further discrimination between target cells and background.
Cireşan et al. [20] proposed a mitosis detection method by CNN-based prediction followed by ad-hoc post processing. As the winner of ICPR 2012 mitosis detection competition, they used deep max-pooling convolutional neural networks to detect mitosis in breast histology images [20] . The networks were trained to classify each pixel using a patch centered on the pixel as a context. Then post processing was applied to the network output. Albarqouni et al. [21] used expectation maximization within a deep learning framework in an endto-end fashion for mitosis detection. Their work presents a new concept for learning from crowd sourcing that handles data aggregation directly as part of the learning process of the convolutional neural network (CNN) via an additional crowd-sourcing layer.
B. Compressed Sensing-Based Output Encoding
Compressed sensing or compressive sensing (CS) [22] - [24] and sparse coding (SC) [25] have emerged as new frameworks for signal acquisition and reconstruction, with rich theoretical results and significant practical applications, such as MRI scan time reduction [26] and economical camera design [27] .
In CS/SC, a sparse signal a is sensed by a limited number of linear observations x:
where D is a m × n sensing matrix, with typically m n. CS theory [22] , [23] states that given x and D, a convex optimization can recover a, provided the sensing matrix D satisfies a restricted isometry property (RIP) and m ≥ C m klog(n), where C m is a small constant greater than one and k is the maximum number of non-zero elements in a. Given D and x, the recovery of a typically relies on a convex optimization with a penalty expressed by L 1 norm as follows:
where λ is a non-negative weight balancing the two terms in the cost function (2) . Various algorithms exist today that can optimize (2) . Examples include orthogonal matching pursuit (OMP) [28] and dual augmented Lagrangian (DAL) [29] . Cell centroids, or some transforms (e.g., Radon transform [10] ) of those, appear sparsely in an image or a matrix. Thus, we apply CS-based encoding of the cell locations that compresses a sparse vector a into a much smaller denser vector x with a sensing matrix D. Such transformations are known as output encoding [12] , which can sometimes generate more accurate predictions. Successful examples of output encoding include error corrections [30] and redundancy in the output representation [31] .
The steps for CS-based output encoding are as follows. First, a sparse label a is projected to a short and dense vector x. Then, a machine learner regresses x. Finally, a recovery algorithm, such as OMP or DAL, is applied to recover a using minimization (2) .
CS-based output encoding has a rather modest presence in the literature, where it was applied with linear and non-linear machine learners. It started with the work of Hsu et al. [32] that proved a generalization bound for such methods. The generalization prediction error is bound by two factors. How well the machine learner has predicted; and how well the recovery algorithm has worked.
More recently, non-linear predictors such as a Bayesian learner [33] , decision trees [34] or CNN [1] , [12] were used. Our work, presented in this paper, expands on our previous endeavors [1] , [12] and is more comprehensive.
Here we present a novel end-to-end framework for cell (point object) detection with CS-based output encoding. The end-to-end framework is a natural extension as it has become ubiquitous in the deep learning community. Also, given the generalization bound [32] , optimization of both the prediction and recovery simultaneously in an end-to-end fashion should prove superior.
III. PROPOSED METHOD
A. Cell Location Encoding
Our proposed method relies on encoding cell center locations into a dense code that a CNN predicts from an input image. We use a form of encoding that we refer to as encoding by Radon transform [10] followed by a random projection [12] . Radon transform is often seen as a mapping from Cartesian rectangular coordinates to polar coordinates. In medical imaging, it is widely used in tomography for the reconstruction of an image from the projections associated with cross-sectional scans of an object [10] .
Referring to the encoding method shown in Fig. 3 , let B denote the binary (0/1) ground truth cell location matrix with size h × w. In the first step of the encoding method, B is converted to another sparse matrix A by Radon transform. Radon transform projects B along a radial line oriented at a specific angle. Here we use r angles uniformly varying in the range of [0, 179] degrees. The transform results in matrix A with size n × r , with n = √ h 2 + w 2 . In the second step of the encoding method, we use random projection, which is a basic operation in the theory of compressed sensing [24] . By matrix multiplication between a m × n sensing matrix D with the sparse matrix A, random projection creates X = DB a m × r dense matrix ( Fig. 3) . A CNN is then used to regress the dense matrix X from an image. Fig. 4 shows end-to-end CNNCS. The input image goes through an observation layer composed of a CNN that outputs a dense vectorx, which is compared to the ground-truth dense vector x = Da by L 2 norm. D is the m × n random Gaussian projection matrix (each element is independently and identically distributed zero mean Gaussian with variance 1/m) and a is the ground-truth sparse vector. Here, a is a column of the Radon transform matrix A. Similarly, a column of dense matrix X is denoted by x. The predicted dense vectorx is fed to a reconstruction layer that reconstructs a sparse vectorâ, which is compared to a by L 1 norm. Thus, the cost function for End-to-End CNNCS is a mixture of L 2 and L 1 norms:
B. End-to-End CNNCS
where α is a hyper parameter that balances dense code errors and sparse code errors. To optimize the weights in the observation layers and the reconstruction layers jointly, we train the whole model according to the overall loss (3) using gradient descent during backpropagation. Our backpropagation rule is independent of the algorithm for the forward pass in the reconstruction layer. In fact, such an algorithm can also be non-differentiable in nature. We chose ISTA [11] for all our experiments here, because the algorithm is image batch friendly and can be extended readily from a sparse vector a to a sparse matrix A. Our derived backpropagation rule assumes that the reconstruction layer solves the following optimization:
Suppose δâ and δx denote the partial derivatives of L 1 norm in the loss function (3) with respect toâ andx, respectively. Then the following backpropagation rule relates δâ and δx (see Appendix for derivation):
where p = i :â i = 0 is the set of indices indicating non-zero components ofâ. D(:, p) indicates the columns of In order to update the projection/sensing matrix D, if δ D denotes the partial derivative of the L 1 norm term in the loss (3) with respect to D, then, the following backpropagation rule can be derived (see Appendix):
and δ D(:, q) = 0,
where q = i :â i = 0 is the set of indices indicating zero-elements ofâ. Based on (5), (6), (7) , and (3) the system is able to backpropagate the error signal (x − x) + αδx to the CNN and optimize D. The aforementioned rules (5), (6) may not be numerically stable or efficient for batch training mode, as they involve different matrices to be inverted for different images. We derived an approximate, numerically stable, and efficient backpropagation for batch training (see Appendix):
and
Experiments reported in the additional materials show that approximate backpropagation is stable and statistically significantly correlated with exact backpropagation results.
C. Proposed Computation Scheme for Cell Detection
This section describes the processing pipeline of the proposed cell detection (Fig. 5 ). An RGB image patch, I, is fed to a CNN that outputs a dense matrixX , which is in turn fed into the ISTA algorithm. The ISTA module recovers a sparse matrixÂ. The matrixÂ is fed to the inverse Radon transform, which outputs a sparse cell location matrixB. The inverse Radon transform is outside of the end-to-end training in our current work. We plan to include it in the end-to-end training in a future endeavor. In the previous section the ISTA algorithm and backpropagation was explained with respect to vectorsx andâ. Note that both ISTA and backpropagation apply to matricesX andÂ. For matrices, the backpropagation rules (8) and (9) take the following forms, respectively:
where denotes element-wise multiplication between two matrices and M denotes a binary (0/1) matrix with each element encoding whether or not the corresponding element ofÂ is non-zero. δÂ denotes the partial derivative of the loss function with respect toÂ.
IV. EXPERIMENTS
A. Details of Architecture
We utilize a deep residual network (ResNet) [35] where its 152-layer model is used to predict the cell location signalx using loss function (3). This is referred as the "observation layers" in Fig. 4 and 5. We perform fine-tuning on the weights in the fully-connected layer of the ResNet.
Following multi-task learning (MTL) [36] , in the L 2 loss function (3) two labels are provided: label = {x, βc}, where x is the compressed vector, c is the sum of the entries of x, and β is a hyper parameter. Then, L 2 loss is applied between label and the output of CNN.
In the subsequent text, "CNNCS" refers to a model that uses a fixed Gaussian random projection matrix D that does not change during training. CNNCS model uses only the L 2 norm in the loss function (3). "ECNNCS" refers to the endto-end CNNCS using backpropagation (10) and (11).
B. Datasets and Evaluation Criteria
To evaluate CNNCS, ECNNCS and other methods, we utilize five datasets: ICPR 2012 [4] & ICPR 2014 [5] mitosis detection contest datasets, AMIDA 2013 [2] & AMIDA 2016 [3] mitosis detection contest datasets, and a cell-dense dataset Nuclei [37] . Table I summarizes these five  datasets. For evaluation, we adopt the criteria of the ICPR 2012 mitosis detection contest [4] , which is also adopted in several other cell detection contests. A detection would be counted as a true positive (T P) if the distance between the predicted centroid and ground truth cell centroid is less than ρ. Otherwise, Table II , where ECN-NCS gets the best performance followed by CNNCS as a close second. CasNN-average [7] performed the best among participating teams and achieved a F 1 -score=0.788. Reference [7] proposes a fast mitosis detection cascaded convolutional neural network, which is composed of a FCN for coarse retrieval and a CNN for fine discrimination. This cascaded networks mechanism worked relatively well because of the hyperchromacity of the mitosis -by selecting only the "darkest" nuclei in the images as candidates, a large number of the non-mitoses are rejected. However, the coarse retrieval model of [7] missed considerable numbers of true positives. On the other hand, the CasNN-average is not end-to-end trainable and has to create a ground truth density map by smoothing binary annotation, which struggle when cells are dense. In comparison, the ECNNCS yielded a F 1 -score=0.8690 as shown in Table II. In the second experiment, we use the ICPR 2014 mitosis detection dataset [5] , which is a follow-up and an extension of the ICPR 2012 contest. Compared to the contest in 2012, the ICPR 2014 contest contains many more images and the detection task is more challenging.
We randomly divide the training images into a training set (910 images) and a validation set (226 images). After random grid search for hyper parameters, the best performance of ECNNCS is achieved when m = 103, r = 90, β = 0.24, λ = 0.39, α = 1.52. On the test set of the ICPR 2014 dataset, CNNCS [12] achieved the highest F 1 -score among all the participating teams (see Table III ). We performed new experiments on the validation set with CNNCS, ECNNCS and Faster RCNN (see Table IV ). We note a similar trend for this dataset where ECNNCS yielded the highest score and the Faster RCNN generated significant false positives. Also, Tables III and IV illustrate that the performance gap for the CNNCS method on the validation and the test set is insignificant and thus, ECNNCS is expected to yield similar performances on the test set, ground truth for which is not publicly available. Our third experiment was performed on the AMIDA-2013 mitosis detection dataset. We select 377 whole-slide images from the training set, and validate on the remaining 70 training images. The image patch size was set to 200 × 200 as input to the CNN. Table V shows these results. The best performing method in the contest was IDSIA [20] , which adopted multi column max-pooling convolutional neural networks for pixel-wise classification. According to [2] , the majority of the participating teams (including IDSIA [20] ) followed a two-step object detection approach. The first step identified candidate objects that were then classified in the second step as mitosis or non-mitosis. However, the two-step mechanism suffers from error accumulation, where each component is trained independently. Benefiting from end-to-end learning, ECNNCS shows a superior performance compared to CNNCS and IDSIA. ECNNCS achieves its best performance F 1 -score=0.6775 when m = 118, r = 75, β = 0.32, λ = 0.43, α = 1.40. The fourth experiment is on the AMIDA-2016 mitosis detection dataset. We use 470 and 117 images for training and validation, respectively. The best performance of ECNNCS is achieved when m = 118, r = 84, β = 0.20, λ = 0.33, α = 1.57. Table VI illustrates F 1 -scores. In addition to the F 1 -scores, Table VII shows precision and recall numbers for the proposed methods and Faster RCNN. The neural network architectures applied in AMIDA-2016 vary from relative "shallow" networks with only a few convolutional layers (Contextvision) to deep residual neural networks (Lunit and IBM). Lunit was the winner of the contest and achieved F 1 -score=0.652. Similar to Lunit, we adopt residual neural networks (ResNet) as the architecture of our ECNNCS's observation layers. However, ResNet in ECNNCS acts as a regression model instead of a classifier and is designed to predict a compressed signal that carries the cell location information. Existing methods (including Lunit) perform detection in image pixel space, while we propose to perform detection by compression (encoding) + regression + location reconstruction (decoding) + inverse Radon transform. ECNNCS achieved a high F 1 -score=0.7482 on the validation set.
2) Cell Detection on Dense Dataset: To further evaluate the proposed method, the fifth experiment is made with nuclei dataset [37] , which contains many more cells per image compared to the previous four datasets (see the average cell count in Table I ). We compare ECNNCS, CasNN [7] , FCN-based detector [6] , Le.detect [40] , and faster-RCNN [8] . There is a threshold ρ during method evaluation. In this experiment, a stricter criterion is adopted, where ρ equals to 5 pixels instead of 10 pixels as adopted for other datasets. Table VIII reports detection accuracies of these methods. The best performance of ECNNCS on Nuclei dataset is achieved when m = 115, r = 216, β = 0.29, λ = 0.35, α = 2.49. ECNNCS yields the highest F 1 -score, because, we believe a high cell density poses great challenges to other methods. "FCN-based" and "CasNN" methods create ground truth density maps by smoothing a cell centroid image that is extremely sensitive to high cell density, since neighboring peaks in the density map tend to merge. The region proposal network (RPN) in "Faster-RCNN" suffers from a loss of resolution especially when cells are densely present in an image.
Next, we explore accuracy of cell detection with respect to varying cell density. We rank samples from AMIDA-2016
and Nuclei according to the number of target cells, resulting in 14080 images of size 200-by-200. We divide all the test samples into 33 groups, whose average cell densities increase gradually from extremely sparse to extremely dense. For example: images in the first test sample group have only 1 cell; images in the 15th group contain 40.8 cells on average. Fig. 6 presents the F1-scores of the five cell detection methods on the 33 test sample groups. The trend is clear. As the cell density increases the accuracy gap between ECN-NCS and other methods increases, supporting our claim that compression is better than space-discretization for cell (point object) detection. Fig. 7 illustrates the detection results of ECNNCS and three other cell detectors (CasNN [7] , FCN-based [6] and Le.detect [40] ). The ground truth information, including the encoded cell location signal for every test sample, is also provided. This figure presents how the four methods work on both cell-sparse test samples (1st -3rd rows) and cell-dense test samples (4th -6th rows). Among the six examples, rows 3 and 5 are two examples that are difficult for all the methods. Our codes are available on https://github.com/yaoxuexa/End2EndGitHub.
V. CONCLUSIONS
We have presented an end-to-end training method for cell detection from microscopy images using a convolutional neural network and compressed sensing (sparse coding). Experiments support our premises that (1) an end-to-end training paradigm is more powerful than a non-end-to-end counterpart, and (2) compression is more promising than space discretization, which all methods to date use for cell detection. This is the first proposed method that derives a practical and algorithm-independent backpropagation rule for compressed sensing/sparse coding. This backpropagation rule can be used beyond the presented application. We also plan to apply CNN and CS to more general and extended object detection.
APPENDIX BACKPROPAGATION FOR RECONSTRUCTION LAYER
A reconstruction layer for CS/SP finds a vector a according to the following minimization: arg min
where D ∈ R m×n , a ∈ R n×1 , x ∈ R m×1 . Thus, according to (12) , x and a are input and output for the reconstruction layer, respectively. D is a parameter in this layer. For the minimization problem (12) , there is no known closed form solution. Thus, to derive backpropagation for the reconstruction layer, we replace the L 1 norm by a smooth, convex approximation f (a) = n i=1 a 2 i + 2 , where is a small number. The minimization (12) becomes: arg min
The necessary and sufficient condition minimizing (13) is
A. Derivation of Partial Derivative δx Differentiating equation (14) with respect to x, we get
where H and J a x are the Hessian and the Jacobian, respectively. So, we have:
where δx and δa are partial derivatives of the neural network loss function with respect to x and a, respectively. Let p = {i : a i = 0} and q = {i : a i = 0}. Further, let A (:, p) denote the columns of A, whose indices belong to the set p. Similarly, A(q, p) denotes the sub-matrix of A, where row and column indices belong to the sets q and p, respectively. With these notations, we rewrite (15) as:
where, we used Schur complement in (17) and noted that H is a diagonal matrix. I p and I q are identity matrices of order | p| and |q|, respectively. U is defined as:
Note that λH ( p, p) → 0. Further, λH (q, q) is a diagonal matrix with diagonal entries tending to infinity. This property is common for any reasonable L 1 norm approximation. For example, the second derivative of f i (a i ) = a 2 i + 2 is
i a 2 i + 2 3/2 . So, the second derivative satisfies: f i (a i ) → ∞, when → 0, and a i = 0; and f i (a i ) → 0 when → 0, and a i = 0. Therefore, we have:
Combining these results, we get:
Note that for a random Gaussian matrix D, D T D( p, p) = D T ( p, :)D(:, p) is called a Wishart matrix and assuming m ≥ | p|, it is invertible [41] . Using these results in (17), we get:
Using (21) in (16), we finally obtain:
where δa( p) denotes a vector comprising of only those elements of δa, the indices for which belong to set p.
B. Derivation of Partial Derivative δD
Let us partition the m × n projection matrix as: D m×n = D 1 D 2 . . . D n , where D i is a m × 1 column vector. With these notations, equation (14) can be written as:
where f (a i ) denotes the i th component of ∇ f. Differentiating (23) with respect to D i , we obtain:
where f (a i ) is the i th diagonal entry of H. Differentiating (23) with respect to D k , where k = i, we obtain:
Interchanging indices i and k in (25), we obtain:
Combining (24) and (26), we obtain: ∂a ∂ D i D T D + λH = − D 1 a i D 2 a i . . . Da + D i a i − x . . . D n a i , i = 1, 2, . . . , n.
Here, ∂a ∂ D i is defined as:
So, we obtain:
Now using the chain rule, we get: 
C. Efficient Backpropagation for Batch Training
Backpropagation rules (22) and (32) are not computationally efficient for batch training, where a number of images are fed to the system at the same time. The source of the computational inefficiency is the dependency of the matrix inversion [D T D( p, p)] −1 on the set of indices p, which is different for different sparse codes a. This observation led us to develop an approximate, batch friendly gradient computation.
For a random matrix D m×n with entries drawn independently from a zero mean Gaussian with variance 1/m, the matrix [D T D( p, p)] −1 follows an inverse Wishart distribution with mean proportional to an identity matrix [41] . Thus, using a first order approximation (i.e., representing a random variable with its mean), we replace [D T D( p, p)] −1 with an identity matrix in (22) and (32) and obtain approximate, numerically stable, computationally efficient and batch friendly backpropagation rules: 
