The fundamental problem of computer vision is caused by the translation of a three-dimensional world onto one or more two-dimensional planes. As a result, methods for extracting regions of interest (ROIs) have certain limitations that cannot be overcome with traditional techniques that only utilize a single projection of the image. For example, while it is dif cult to distinguished two overlapping, homogeneous regions with a single intensity or color image, depth information can usually easily be used to separate the regions. In this paper we present an extension to an existing saliency-based ROI extraction method. By adding depth information to the existing method many previously dif cult scenarios can now be handled. Experimental However, it is clear that top-down attention is a complex process, whereas bottom-up attention is far more consistent, simpler, and more well-de ned.
The disparity ∆(x) of a pixel position x in the left scanline that matches the pixel y in the right scanline is de nes as the difference x − y, while the disparities of the pixels in an occlusion are assigned the farther of the two bounding regions. Approaches to the stereo correspondence problem construct the so called disparity map, which is also often called the depth map or the depth estimation since it describes the discrete estimation of third spatial dimension.
In (Birch eld and Tomasi, 1999) , the authors proposed fast and effective algorithm for depth estimation from stereo images. Unlike other similar approaches, such as (Cox et al., 1996) (Geiger et al., 1995) (Intille and Bobick, 186) , the approach of Birch eld and Tomasi achieves optimal performance mainly by avoiding subpixel resolution with a measure that is insensitive to image sampling. The depth estimation phase of our method relies on this computational approach. Details of Birch eld-Tomasi algorithm can be found in (Birch eld and Tomasi, 1999) , while (Birch eld and Tomasi, 1998) contains a detailed description of the proposed measure. (Itti et al., 1998) 
Overview
The proposed solution to ROI extraction from stereo images is summarized in a block diagram within Fig ) and label them according to their respective depths in the real scene. δ is the quantized depth, with δ ∈ {a, . . . , n} and r is an ROI at a depth δ.
In the example shown in Figure 2 , the objects Under normal conditions depth images are relatively ef cient in discriminating objects at the frontal planes of the scene but they generally do not have sufcient resolution to capture at objects in the background or even common objects on a distant plane.
On the other hand, a saliency-based ROI identi cation algorithm can capture such objects, but they do not account for relative object depth within the scene.
The objective is to combine the information provided by both salient regions and depth cues to improve ROI extraction.
In gure 2, a purely saliency-driven ROI extraction algorithm tends to identify both light-orange objects as a single region. However, using depth information, it is possible to divide this region, discriminating the two objects. Another bene t of this approach is the possibility of extracting objects such as the watch in the background of Figure 2 . While algorithms for depth estimation are not able to discriminate the watch plane from the wall plane (their depth is too similar), a saliency-driven ROI extraction can segment that object. Using only depth images the watch would not be captured.
COMPONENTS
The following section presents a detailed description of the system components from the block diagram depicted in Figure 2 .
Depth images
The disparity maps generated by the Birch eld- 
Nonlinear quantization
An n-level (L 1 , . . . , L n ) quantization is obtained and applied to the disparity map according to Equation 1.
Level L 1 identi es the depth closest to the cameras and level L n denotes the depth farthest depth from camera (the background). 
where r is the number of ROIs in the depth δ, with r ≥ 0 5 EXPERIMENTAL RESULTS
Method
In order to illustrate the performance of our algorithm four different experiments with different settings were performed. The four different settings are depicted in Figures 3, 4 , 5, and 6. The stereo images used in our experiments were captured in laboratory environment with two aligned identical cameras xed on a professional stereo stand. The stereo image pairs along with the experimental results are currently posted at http://mlab.fau.edu/stereo/roi3d.zip.
In our experiments, a 3-level (L 1 , L 2 , L 3 ) quantization was used, according to Equation 6, while the threshold values were obtained empirically.
The method was implemented using MAT-LAB code and we employed an implementation of Birch eld-Tomasi depth estimation by
John Abd-El-Malek that presently can be found at http://vision.stanford.edu/∼birch/p2p/.
The maximum disparity for our set of stereo images was set to ∆ = 30. Figure 3 shows the easiest case in which two nonoccluding salient objects in the foreground and two xed salient objects in the background are properly segmented. Figure 4 shows the case where two distracting salient objects in the background are also segmented properly thanks to the disparity information that allows the boundary between those distracters and the foreground objects to be determined. It can be observed that while the 2D ROI extraction fails to discriminate between two foreground objects and fails to identify background objects as such, our proposed algorithm successfully discriminates between the two foreground ROIs and identi es all background ROIs.
Discussion

CONCLUSIONS
Object and region segmentation from 2D data is not always a straightforward task. In particular, it can be impossible to segment occluded object because of the depth information that is lost. In this work we extended a previously proposed method for 2D region of interest extraction with depth information. A disparity map was generated from two views using the method proposed by Birch eld-Tomasi (Bircheld and Tomasi, 1999) . Using this depth information we were able to differentiate occluding regions of in-
terest. Our experiments demonstrate the promise of this approach but stress the need for nonlinear quantization thresholds of the disparity map for successful results. We are continuing work on this approach by creating a method of automatically determining these quantization thresholds and extending it to a variety of applications. We are currently obtaining quantitative results to further validate our method. 
