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Electron-vibron coupling in quantum dots can lead to a strong suppression of the average current in the
sequential tunneling regime. This effect is known as Franck-Condon blockade and can be traced back to an
overlap integral between vibron states with different electron numbers which becomes exponentially small for
large electron-vibron coupling strength. Here, we investigate the effect of a time-dependent drive on this phe-
nomenon, in particular the effect of an oscillatory gate voltage acting on the electronic dot level. We employ
two different approaches: perturbation theory based on nonequilibrium Keldysh Green’s functions and a master
equation in Born-Markov approximation. In both cases, we find that the drive can lift the blockade by exciting
vibrons. As a consequence, the relative change in average current grows exponentially with the drive strength.
I. INTRODUCTION
The field of nanoscale electronics has seen rapid advances
in recent years: experimental techniques have improved to the
point that the range of realizable electronic components now
extends down to the single-molecule scale.1–4 Novel fabrica-
tion methods afford an increasing amount of precision with re-
gard to the properties of such elements, in particular the con-
ductive behavior. An ultimate goal of this effort is to scale
down electronic components such as wires, transistors, and
rectifiers to the atomic scale, thus potentially extending the
lifetime of Moore’s law. Moreover, the physics of nanoscale
conductors is not limited to electronic effects. Already at the
nanoscale the quantized mechanical degrees of freedom of,
e.g., a molecule become important. However, it remains dif-
ficult to exploit the mechanical properties of such molecules
to control transport through the molecule. Interestingly, the
situation is different at the mesoscale, where the interplay be-
tween the electronic and mechanical degrees of freedom can
be engineered in a fashion that allows for the incorporation of
mesoscopic constituents into a wide variety of setups.5–8
Suspended carbon nanotubes (CNTs) which are free to vi-
brate comprise exactly such mesoscopic electromechanical
systems.6 CNTs are superb mechanical oscillators due to (i)
their high Q-factors and stiffness,9,10 (ii) high vibrational fre-
quencies in the GHz range,11 and (iii) large electron-phonon
coupling.12 Besides these mechanical properties, the elec-
tronic and transport properties of CNTs can also be tuned
depending on the setup. For instance, electronic back gates
allow for a controlled shaping of the nanotube’s electrostatic
potential which can be used to confine single electrons on the
CNT, thus creating a quantum dot on the nanotube. Transport
through CNT quantum dots has extensively been studied the-
oretically and experimentally.13,14 Nanoelectromechanics is a
growing field of research with various experiments investigat-
ing the interplay between the mechanical and the quantized
electronic degree of freedom in suspended CNTs.12,15–17
A general feature of interacting systems composed of elec-
trons and quantized mechanical vibrations (“vibrons”) is the
suppression of conductance, in certain parameter regimes, for
strong coupling between the two degrees of freedom. This
effect, commonly referred to as Franck-Condon blockade,18
results from the atomic constituents of the system accommo-
dating for the presence of a number of electrons by means of
displacement, thus forming composite electron-vibron parti-
cles termed polarons. Electronic transport through the sys-
tem requires the electron number to change and hence the po-
larons to be broken up, which is energetically disfavored if the
electron-vibron coupling that holds them together is strong.
This effect has been observed in single-molecule junctions19
as well as in CNT systems,12 adding to the variety of ways
in which material structure can influence conductance. In ad-
dition, it has also been shown that the coupling between the
mechanical and electronic degrees of freedom can be tailored
to some extent.20
In this paper we examine the effect of time-dependent driv-
ing on the Franck-Condon blockade by periodically modulat-
ing the electronic level energy using a time-dependent gate
voltage. More specifically, we study a system composed of a
suspended CNT on which a quantum dot is defined by means
of back gates. This quantum dot is considered weakly cou-
pled to a pair of metallic leads in the regime of sequential
tunneling. Moreover, electrons on the dot interact strongly
with the vibrational degree of freedom of the CNT. Our goal
is to investigate the consequences of periodically modulating
the electronic level. Most importantly, we find that driving
the system results in a strong increase in the time-averaged
current in a way which is reminiscent of a transistor.
The paper is organized as follows: In Sec. II we present the
model used to describe a CNT quantum dot, taking into ac-
count a periodic modulation of the electronic level and strong
coupling of charge to vibrations. In Sec. III we derive the
steady-state current through the system using the Keldysh
nonequilibrium Green’s function formalism. Taking an alter-
native approach, we set up a master equation for the electronic
dynamics in Sec. IV, leading to a prediction for the current,
which we compare to the results presented in Sec. III. Finally,
we summarize in Sec. V and conclude by discussing possible
applications.
2FIG. 1. Schematics of the setup: Suspended CNT connected to
source (S) and drain (D) electrodes, on top of gate electrodes used
to create a quantum dot (Vg) and to provide a drive voltage (Vac).
II. MODEL
We consider a quantum dot consisting of a single electronic
level weakly tunnel-coupled to a pair of metallic leads. Such
a quantum dot may be realized on a suspended CNT using
electronic back gates to confine an electron in a specific sec-
tion of the nanotube.6,9–12,15–17,20 The vibrations of the CNT
can be strongly coupled to the charge degree of freedom of
the electron and thus have a great influence on its conductive
properties.12,20,21 Additionally, a back gate can be used to ap-
ply an ac voltage, thus modulating the dot energy level.22 We
show a schematic representation of the setup in Fig. 1.
This setup can be described by the Anderson-Holstein
Hamiltonian,H = Hdot +Hlead +Htun, where
Hdot = Ωa†a + d†d + λ(a† + a)d†d + f (t)d†d,
Hlead =
∑
α=L,R
∑
k
ωk,αc
†
k,αck,α,
Htun = g
∑
α=L,R
[
dψ†α(x = 0) + h.c.
]
, (1)
denote the dot, lead, and tunneling Hamiltonians, respectively.
While in principle a CNT admits several different types of
vibron modes, the coupling to the charge sector is strongest
for breathing and longitudinal stretching modes.23 In our anal-
ysis, we restrict the model for the quantum dot to a single
electronic level at energy  and a single vibron mode of fre-
quency Ω, setting ~ = 1 throughout. In addition, we include
the gate-induced drive as a time-dependent contribution f (t)
to the electronic level energy. The mechanical vibration of the
nanotube modulates the dot level energy, which is quantified
by the coupling strength λ. The leads α ∈ {L,R} are mod-
eled as fermionic reservoirs with single-particle energies ωk,α,
described by fermionic operators ck,α obeying the canonical
anticommutation relations {ck,α, c†k′,β} = δk,k′δα,β. Finally,Htun
describes local electron tunneling into and out of the leads us-
ing the Fourier transform ψα(x) = L−1/2
∑
k eikxck,α, where L
is the length of the lead. An illustration of the different terms
ofH is shown in Fig. 2.
In the absence of electron-vibron coupling, the dot features
a single resonance at energy . Electron-vibron coupling leads
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FIG. 2. Illustration of the Hamiltonian from Eq. (1). Electron-vibron
coupling corresponds to a shift of the vibron rest position depending
on the electron number n = d†d. This shift leads to an exponentially
small overlap between the oscillator’s ground state wave functions
for n = 0 and n = 1. However, driving [ f (t)] causes transitions to
excited states (dashed arrows) for which the overlap is significantly
larger. Changes in electron number occur by tunneling into either of
the leads at chemical potentials µL and µR, respectively, with tunnel-
ing amplitude g.
to the emergence of side-peaks at energies  + nΩ with n ∈ Z.
In the following, we focus on the limit of sequential tunneling.
This is the dominant transport process for small g and poten-
tial differences V = µL−µR, where µα is the chemical potential
of lead α, such that only a single resonance lies within the bias
window.
The electron-vibron coupling term can be removed by ap-
plying the polaron transformation24 given byU = exp[λ(a† −
a)d†d/Ω], leading to
UHU−1 = Ωa†a + ˜d†d + f (t)d†d
+
∑
α=L,R
∑
k
ωk,αc
†
k,αck,α + g
∑
α=L,R
[
X†dψ†α(x = 0) + h.c.
]
, (2)
where the electron level energy  is renormalized to ˜ =
−λ2/Ω and the electron-vibron coupling is moved to an expo-
nential factor multiplying the tunneling term, X = e−λ(a†−a)/Ω.
This leaves us with an expression consisting of a quadratic
HamiltonianH0 and a weak perturbationH1,
H0 = Ωa†a + ˜d†d + f (t)d†d +
∑
α
∑
k
ωk,αc
†
k,αck,α
HI = g
∑
α
[
X†dψ†α(x = 0) + h.c.
]
, (3)
which lends itself to a variety of approaches that are perturba-
tive in the tunneling amplitude g, but still permit potentially
large values of the electron-vibron coupling λ  Ω.
A great deal of insight into similar models has already
been obtained. Specifically, the undriven [ f (t) = 0] variant
of the system has been examined with regard to its transport
properties.18,25–28 The most striking finding in this context is
3that of Franck-Condon blockade: strong electron-vibron in-
teraction leads to formation of a composite state, called a po-
laron, which can be thought of as being made up of an electron
and a “cloud” of vibrational excitations surrounding it. If the
electron is to tunnel out of the quantum dot, this state has to be
broken up, at an energy cost which strongly increases with the
coupling, leading to an exponential suppression of tunneling.
In the following, we will investigate in detail the novel ef-
fects that arise by periodically modulating the electronic level
energy. We will first show that due to the strong electron-
vibron coupling, this type of drive can be mapped to a drive
of the vibron. Moreover, we will demonstrate that it has a
strong influence on electronic transport and that, in particular,
the Franck-Condon blockade can be lifted. It is worth point-
ing out that a small ac drive voltage applied to the gate can
lead to an exponentially strong change of the average current.
The physical interpretation of this process is as follows.
Due to the electron-vibron coupling, a time-dependent gate
voltage has the same effect as driving the vibron, so the vibron
will populate an excited state. Importantly, the overlap inte-
gral between excited vibron states for different fermion num-
bers contains Franck-Condon factors which are exponentially
larger than those of the vibron ground states. This makes it
possible to lift the Franck-Condon blockade, and hence in-
creases the average current.
Hence, the relative change in average current I(A)/I(0),
where A is the amplitude of the ac gate voltage, is close to
an exponential function of A. This makes the I − V character-
istic reminiscent of that of a transistor, albeit now for ac gate
voltages: in our system, a dc bias current can be controlled
by a small ac gate voltage. Note that the frequency of the ac
gate voltage needs to be close to the vibron frequency, since
the effect rests on the excitation of vibron.
III. POLARON TUNNELING APPROXIMATION
In the following, we use a Keldysh Green’s function ap-
proach to analyze the influence of the gate voltage on the
conductance of the system. The most important measurable
quantity in this context is the steady-state current 〈I〉. In the
following, we work with the current through the right lead,
noting that it is identical to the one through the left lead up to
a displacement current introduced by the time dependence of
the drive. However, since this current oscillates on a timescale
given by the inverse drive frequency, much faster than the tun-
neling rates to and from the dot, we can safely neglect it on
average. Thus 〈I〉 is given by the expectation value of the op-
erator
I = −e d
dt
∑
k
c†k,Rck,R = ie
∑
k
c†k,Rck,R,H

= −ieg
[
d†(t)X(t)ψR(t) − ψ†R(t)X†(t)d(t)
]
, (4)
where e is the negative electron charge. It will prove expedi-
ent to move the time dependence into the perturbative part of
the Hamiltonian, which can be accomplished by applying the
unitary transformation given by V(t) = exp [id†d ∫ tt0 ds f (s)].
This reduces the quadratic Hamiltonian to H¯0 = ˜d†d+ Ωa†a,
and changes the polaron operator to
X¯(t) ≡ V(t)X(t)V−1(t) = e− λΩ [a†eiΩt−ae−iΩt+iF(t)], (5)
with F(t) = Ω
λ
∫ t
t0
ds f (t) denoting the integrated drive, where
the initial time t0 always cancels in the following and can
hence be chosen arbitrarily. The transformed coupling Hamil-
tonian then reads
H¯I = g
∑
α
[
X¯†dψ†α(x = 0) + h.c.
]
. (6)
It bears pointing out that as a result of the transformation V
the drive has thus been moved onto the vibrational part of the
Hamiltonian, lending substance to the intuition that the cou-
pling between electrons and vibrons leads to the possibility of
driving the vibrons by driving the electrons.
In the following, we focus on a resonant harmonic drive,
f (t) = A cos(Ωt). The Keldysh Green’s function formalism
together with perturbation theory in the lead coupling g can
be employed to calculate the mean steady-state current29 from
the retarded Green’s function DR,
〈I〉 = − i e
pi
Γ
4
∫
dω
[
fL(ω) − fR(ω)] [D+−(ω) − D−+(ω)] ,
(7)
where the coupling g and the lead density of states ν are
absorbed into the tunneling rate Γ = 2piνg2. We used the
wide-band approximation, so the density of states is constant,
ν = 1/(2pivF) with Fermi velocity vF. Hence, to obtain the
average current we need to calculate the Keldysh dot Green’s
function
D(t, t′) = −i
〈
TCd†(t)X¯(t)X¯†(t′)d(t′)e−i
∫ t
t′ dsH¯I(s)
〉
0
, (8)
with components Di j(t, t′), where the indices i, j = +,− de-
note the forward and backward branches of the Keldysh con-
tour running from −∞ to∞ and back again, respectively. The
symbol TC indicates path-ordering along the Keldysh contour.
The expectation value in Eq. (8) is taken with respect to the
Hamiltonian H¯0 of the non-interacting system. We note that
the presence of the vibrational operators X¯ in this expression
is a consequence of the polaron transform dressing the elec-
tron. As the non-interacting Hamiltonian is not quadratic in
X¯, X¯†, Wick’s theorem does not hold for these operators, so
the calculation of the terms making up the Green’s function in
Eq. (8) seems rather daunting.
Drawing upon Ref. [30], we hence employ the following
approximation: the dwell time of the electron on the quan-
tum dot (which can be estimated as the inverse of the bare
tunneling rate Γ) is large compared to the timescale of the po-
laron which is associated with the inverse of the energy shift
 − ˜ = λ2/Ω. In this limit, the polaron will relax in the time
between two tunneling processes. The diagrammatic form of
this polaron-tunneling approximation (PTA) is given in Fig. 3,
and it has been used before to calculate transport properties of
strongly coupled electron-vibron systems.30–32 The purpose of
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FIG. 3. Top: Generic diagram in the perturbation expansion of the
full dot propagator, with Λ2n denoting the 2n-correlator of X¯ oper-
ators, bare dot propagator Gdot, and lead propagator Gleads. Bottom:
Polaron tunneling approximation of the same diagram. The vibron
cloud is assumed to de-excite between electron tunneling processes,
leaving only correlators of second order in the vibron sector, i.e. the
top diagram reduces to the bottom one.
this approximation is to avoid having to explicitly expand the
exponential from Eq. (8) in powers of the tunneling amplitude
g. Instead, the 2n-th order vibrational correction to the bare
dot Green’s function Gdot(t − t′) = −i〈TCd(t)d†(t′)〉 is seen to
be caused by a series of tunneling processes to and from the
leads, where the lead Green’s function is given by
Gleads(ω) = i2piν
(
nL + nR − 12 nL + nR
nL + nR − 1 nL + nR − 12
)
, (9)
where nL = nF(ω−eV/2) and nR = nF(ω+eV/2) are the Fermi
functions of the left and right lead, respectively. Here, we also
made use of the wide band-limit of the lead distributions, as
detailed in App. A. Each tunneling process involves the me-
chanical degree of freedom, giving rise to vibron excitations
described by the set of correlators
Λ2n(t1, t
′
1 . . . , tn, t
′
n) =
〈
TC
∏
1≤ j≤n
X¯(t j )X¯
†(t′j)
〉
. (10)
The PTA replaces these by products of the quadratic correla-
tors Λ(t, t′) = 〈TC X¯(t)X¯†(t′)〉 connecting only two consecutive
tunneling events into and out of the quantum dot. These corre-
lators consist of a drive-independent factor and one which ex-
plicitly incorporates the drive, i.e., Λ(t, t′) = Λ0(t−t′)Λdr(t, t′),
with
Λ0(t − t′) = −ie− λ
2
Ω2
e λ
2
Ω2
e−iΩ|t−t′ | e
λ2
Ω2
eiΩ(t−t′)
e
λ2
Ω2
e−iΩ(t−t′ ) e
λ2
Ω2
eiΩ|t−t′ |
 (11)
in Keldysh space, and the driven component
Λdr(t, t′) = e−i
∫ t
t′ ds f (s). (12)
Since the timescale of the vibrons is fast compared to the tun-
neling, we average the driven part over one drive period, lead-
ing to (see App. A)
Λdr(t − t′) = J0
(
2A sin Ω(t − t′)/2
Ω
)
, (13)
where J0 denotes the Bessel function of the first kind. This
expression only depends on the relative time coordinate t −
t′, meaning that the problem becomes readily amenable to
Fourier transformation. This leaves us with the leading-order
correction in frequency space to the dot propagator,
Di j0 (ω) =
∫ ∞
−∞
dteiωtGi jdot(t)Λ
i j(t). (14)
At this point, the simplified structure of the diagrams in
Fig. 3 allows us perform a partial resummation and thus retain
all orders in the coupling strength g without requiring access
to higher-order vibrational correlators. Indeed, incrementing
the order in the tunneling is equivalent to appending a single
copy each of the polaron-dot and lead propagators to the dia-
gram. In terms of Green’s functions, this is equivalent to the
frequency-space Dyson equation for the vibron-dressed dot
electron propagator,
D−1(ω) = D−10 (ω) − Σleads(ω). (15)
with the self-energy Σleads = g2Gleads. This relation gives
rise to the full PTA dot Green’s function D(ω), as docu-
mented in App. A. The steady-state current from Eq. (7) can
now be obtained by integrating over the spectral function
−i [D−+(ω) − D+−(ω)], which is shown in Fig. 4. The plot
features tunnel-broadened resonances at all integer multiples
of the vibron frequency. The appearance of peak heights being
independent of peak order is an artifact caused by the PTA;31
only the zeroth-order peak is reliable in that regard. Further-
more, the electron-vibron coupling causes additional broad-
ening of the peaks, which grows larger as a function of peak
order. The ac drive causes the peak widths to increase strongly
as a function of the drive amplitude, as illustrated in Fig. 4.
With the Green’s function in Eq. (15) we can calculate the
steady-state current through the quantum dot
〈I〉 = − e
pi
Γ
4
∫ eV/2
−eV/2
dω
2Γ
detD−1(ω)
, (16)
with V denoting the finite bias voltage between left and right
lead, where we take the limit of zero temperature in the
leads, Tel = 0. The determinant detD−1(ω) entails taking
the sum over all vibron resonances, modified by the drive.
The sequential-tunneling regime is characterized by the fact
that only a single such resonance lies within the bias win-
dow, i.e., the vibron frequency is much larger than the bias
eV . Moreover, the width of the resonances is proportional
to the square of the tunneling amplitude and suppressed by
the Franck-Condon factor, i.e., the resonance width is small
compared to the bias window, see Fig. 4. Taken together, this
allows us to consider only a single resonance as integrand,
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FIG. 4. Zeroth-order peak (centered around ω = ˜) of the PTA spec-
tral function −i [D+−(ω) − D−+(ω)] for different values of the drive
amplitude A. Stronger drive leads to a significant broadening of the
peaks. Inset: PTA Spectral function, with peaks at every integer
multiple of the vibron frequency. Peak width is suppressed by the
Franck-Condon factor e−λ
2/Ω2 , but increases proportionally to Γ and
as a function of frequency. The latter is a result of higher favorability
of transitions involving large excitations of the vibron mode.
and to expand the limits of integration in Eq. (16) to infinity,
resulting in the analytic expression for the current
〈I〉 = 2eΓe− λ
2
Ω2
∑
p∈N
Λ
(−p)
dr
1
p!
(
λ2
Ω2
)p
, (17)
where Λ(−p)dr denotes the (−p)th Fourier coefficient of the drive
component in Λ,
Λ
(n)
dr =
∑
m≥|n|
(−1)m−n
m!m!
( A
2Ω
)2m ( 2m
m + n
)
. (18)
For details we refer to App. A.
As shown in Fig. 5, the current increases almost exponen-
tially as a function of the drive amplitude A, indicating that
the Franck-Condon blockade can be lifted through a periodic
modulation of the gate voltage. It is to be noted that the devi-
ation from an exponential behavior grows larger as the drive
becomes stronger, which might point towards a progressive
failure of the PTA. Nonetheless, the above results provide sub-
stantial evidence that a CNT quantum dot in the sequential-
tunneling regime with strong electron-vibron coupling can be
turned into a tunable conductor by means of a time-dependent
gate voltage.
IV. BORN-MARKOV ANALYSIS
In this section we make use of an alternative approach to
the setup under consideration, thus supplementing the result
of the Green’s function calculation. In particular, we aim to
obtain an estimate of the validity the PTA, whose compati-
bility with a time-dependent driving of the electronic level
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FIG. 5. Current (logarithmic scale) through the resonantly driven
dot, scaled by I0 = e−λ
2/Ω2 Γ, as a function of driving amplitude A for
different choices of strong electron-vibron coupling λ. Drive lifts the
blockade in an almost exponential fashion, with stronger response
for larger coupling.
energy is still untested. For the purposes of the following
discussion, it suffices to take into account a single lead, and
instead of a steady-state current, study the tunneling rates into
this lead, which in the limit of sequential tunneling is pro-
portional to the conductance.18 The comparability of the latter
two quantities is a feature of the sequential-tunneling regime,
where the current is made up of consecutive, non-overlapping
single-electron tunneling transitions.
The system being weakly coupled to a metallic lead with
intractably many degrees of freedom allows us to perform a
partial trace over the lead degrees of freedom of the model.
This well-established approach treats the quantum dot as an
open quantum system and the lead as an electron reservoir.33
The weak coupling Hamiltonian HI then takes the role of a
perturbative system-bath interaction. To second order in this
interaction, the evolution of the system’s density matrix ρS(t)
is governed by the quantum master equation
ρ˙S(t) = −
∫ ∞
0
ds trB[HI(t), [HI(t − s), ρS(t) ⊗ ρB]], (19)
where the time-dependence of the Hamiltonian is understood
with respect to the quadratic Hamiltonian Ωa†a+[˜+ f (t)]d†d,
and ρB denotes the bath density matrix. In order to obtain the
above expression, we have performed a Born-Markov approx-
imation. Specifically, the total density matrix is presumed to
factor into a system and a bath component, and the bath de-
grees of freedom are taken to relax much faster than those
of the system. At this point, an additional simplification
presents itself as a consequence of the configuration of our
quantum dot: in the Coulomb blockade and sequential tun-
neling regimes not only the lead excitations, but also the vi-
brations have fast dynamics compared to the electron on the
quantum dot. This means that after the polaron transform the
non-perturbative part of the Hamiltonian no longer couples
the charge and vibrational degrees of freedom. Hence we can
extend the bath to also include the vibron, leaving only the
6electron in the system.34,35 This leads to the bath density ma-
trix composed of the vibrons and the lead ρB = ρvib ⊗ ρlead.
Note that the separation of time scales between electron and
vibron relaxation is similar to the reasoning used to motivate
the PTA in the previous section. Nevertheless, the two ap-
proximations correspond to different partial resummations of
a perturbation series and should not be expected to coincide
quantitatively.
The Born-Markov approximation often gives rise to a mas-
ter equation of Lindblad form, meaning that a set of coeffi-
cients hµ and system operators Cµ can be found such that
ρ˙S =
∑
µ
hµ
(
CµρSC†µ −
1
2
{
ρS,C†µCµ
})
, (20)
which is the most general master equation ensuring the posi-
tivity of the density matrix and preserving its trace. As in our
case the vibron degree of freedom is traced over, the Lind-
blad operators Cµ will be simple functions of the electronic
creation and annihilation operators.
However, the presence of the driving term f (t)d†d casts
doubts upon the validity of the approximations leading to this
form: in particular, driving the system with a frequency com-
parable to Ω, as is realistic in the CNT setup, is in conflict with
the assumption of separation of time scales, now that the bath
includes the vibron. Therefore, we propose the following al-
ternative path to incorporate driving: in a fashion reminiscent
of the transformationV from the previous section, the driving
term can be moved onto the vibron sector, where it then can
be taken into account by modifying the vibron density ma-
trix in the master equation (19). Assuming equilibrium Fermi
distributions nF(ω) in the lead, the master equation then reads
ρ˙S(t) = −g2
∫ ∞
0
ds
∫
dω[〈
X˜(t)X˜†(t − s)
〉
nF(ω)dd†ei(−˜+ω)sρS(t)
+
〈
X˜†(t)X˜(t − s)
〉
(1 − nF(ω)) d†de−i(−˜+ω)sρS(t)
−
〈
X˜†(t − s)X˜(t)
〉
dρS(t)d† (1 − nF (ω)) ei(−˜+ω)s
−
〈
X˜(t − s)X˜†(t)
〉
d†ρS(t)dnF(ω)e−i(−˜+ω)s
]
+ h.c. (21)
where the expectation values are taken with respect to the vi-
bron density matrix ρvib, which we use below to take into ac-
count the drive. Moreover, X˜(t) = exp
[ − λ
Ω
(
a†eiΩt − ae−iΩt
) ]
denotes the exponential vibron operator. We again assume the
lead to be at zero temperature, Tel = 0. In the following, we
explore different choices for ρvib, and study the resulting elec-
tron tunneling rates to which they lead.
A. Vibron in the ground state
To begin with, we assume an unoccupied vibron state and
thus ρ(0)vib = |0〉 〈0|, corresponding to the absence of driving and
zero temperature. In this case, the traces in Eq. (21) are read-
ily performed. Comparing to the master equation in Lindblad
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FIG. 6. Dot electron tunneling rate into the lead, as a function of
electron-vibron coupling λ, represented by the Lindblad coefficient
h(n)out for different vibron Fock states n, including the ground state
n = 0 [Eq. (22)]. In the latter case, the rate decreases exponentially
for higher electron-vibron coupling, exemplifying Franck-Condon
blockade. Higher vibron numbers lead to an intermediate regime
of less pronounced decrease. In addition, n manifests itself as the
number of local maxima superimposed over the decaying curve.
form Eq. (20) leads to the Lindblad operators C(0)in = c
† and
C(0)out = c with coefficients
h(0)in =
Γ
2
e−
λ2
Ω2
∑
n≥0
(
λ2/Ω2
)n
n!
nF(˜ + nΩ),
h(0)out =
Γ
2
e−
λ2
Ω2
∑
n≥0
(
λ2/Ω2
)n
n!
(1 − nF(˜ − nΩ)) . (22)
Here Jn denotes the nth Bessel function of the first kind, and
Γ is defined as before. Due to the specific form of the Lind-
blad operators, the coefficients h(0)in and h
(0)
out are proportional
to the electron tunneling rates. Specifically, the respective ap-
pearances of nF and 1 − nF indicate that h(0)out governs the case
of tunneling into the lead, whereas h(0)in describes tunneling in
the other direction. The resulting dependence of the decay
rates on the coupling strength is shown in Fig. 6, illustrating
the Franck-Condon blockade in the strong-coupling regime.
More quantitatively, we note that the factor e−λ2/Ω2 matches
the Franck-Condon blockade strength obtained from a classi-
cal rate equation.18
B. Vibron in a Fock state
Next, we consider the situation where the vibron is prepared
in a number state, resulting in the density matrix ρ(n)vib = |n〉 〈n|.
We can obtain Lindblad coefficients h(n)in and h
(n)
out for any ini-
tial occupation number n. The expressions are given in App. B
since they are too lengthy to be shown here. In Fig. 6 we show
the decay rates as functions of the electron-vibron coupling
λ/Ω. In contrast to the case of no initial vibrons, Eq. (22),
70 1 2 3 4 5 6 7 8
vibron number n
0
10
20
30
40
lo
g
 h
(n
)
o
u
t
(λ
)/
I 0
λ= 3. 3Ω
λ= 5. 0Ω
λ= 6. 7Ω
λ= 8. 3Ω
FIG. 7. Tunneling rate (logarithmic scale) as a function of the vibron
number n for different coupling strengths λ > Ω. Increasing n leads
to faster tunneling, with the growth in tunneling rate highest in the
strong-coupling regime, showing near-exponential lifting of Franck-
Condon blockade.
we observe that a number of local maxima is superimposed
onto the graphs, implying that the presence of vibrons eases
the tunneling of an electron out of the dot. For coupling
strengths beyond this non-monotonous region, a more pro-
nounced increase of tunneling as a function of n is observed
(see Fig. 7), which becomes progressively closer to exponen-
tial as the coupling is made larger, implying that the conduc-
tive properties of the dot can be exponentially activated by ex-
citing vibrons. Once more, this result is in full agreement with
the rate-equation treatment from Ref. [18], where the electron
tunneling rates where found to be determined by the matrix
elements
Mq→q
′
1→0 =
(
λ
ω
)q−q′
e−
λ2
2ω2
√
q′!
q!
L(q−q
′)
q′
(
λ2
ω2
)
, (23)
of transitions with initial and final vibron numbers q and q′ ≤
q, respectively. Here Lαn (x) denote the generalized Laguerre
polynomials. Since our approach does not resolve individual
vibron transitions, the present results match
∑q
q′=0 |Mq→q
′
1→0 |2,
i.e., the sum of rates for all processes which either do not in-
volve or de-excite vibrons.
C. Vibron in a coherent state
Finally, we move towards a vibron density matrix that is
closer to the driven system we have in mind. A resonant
drive of the electron level with amplitude A can be mapped
to a vibron drive given by iA′(a† e− iΩdrt −a eiΩdrt), where A′ =
AΩ/(2λ). If we in addition introduce a vibron damping rate
γ to prevent divergences that might arise from driving a part
of the bath, this generates the coherent vibron state36 |δ〉 with
δ ∝ iA′/(Ωdr−Ω+ iγ). Therefore, we consider the vibron den-
sity matrix ρ(δ)vib = |δ〉 〈δ|. For this case, we obtain the Lindblad
coefficients
h(δ)in =
Γ
2
e−
λ2
Ω2 e−i2
λ
Ω
(sin(Ωt) Re δ−cos(Ωt) Im δ)
×
∑
m,l∈Z
ei(m+l)Ωt
∑
n≥0
(
λ2/Ω2
)n
n!
ilJm
(
2
λ
Ω
Re δ
)
× Jl
(
−2 λ
Ω
Im δ
)
nF(˜ + (m + l + n)Ω),
h(δ)out =
Γ
2
e−
λ2
Ω2 e−i2
λ
Ω
(sin(Ωt) Re δ−cos(Ωt) Im δ)
×
∑
m,l∈Z
ei(m+l)Ωt
∑
n≥0
(
λ2/Ω2
)n
n!
ilJm
(
2
λ
Ω
Re δ
)
× Jl
(
−2 λ
Ω
Im δ
)
(1 − nF(˜ + (m + l − n)Ω)) . (24)
Most strikingly, these tunneling rates are time dependent, re-
flecting the fact that coherent states are not eigenstates of the
quadratic Hamiltonian H0. The influence of the drive on the
decay rates can now be examined by varying the coherent state
parameter δ. Specifically, the coherent state displacement δ is
proportional to the drive amplitude A′, meaning it can be used
as a measure of drive strength. Moreover, the squared abso-
lute value |δ|2 is proportional to the average number of vibrons
in the coherent state, which establishes a link to the Fock state
situation discussed previously.
In case of resonant driving, the real part Re δ dominates and
its magnitude is directly proportional to the drive amplitude.
However, the off-resonant situation can be studied in the same
fashion by allowing for an imaginary part in δ. There it turns
out that detuning between drive and vibron mode reduces the
electron tunneling rate, which is in line with the intuition that
the conductance is primarily affected by the number of vibrons
present on the dot.
In order to make a comparison to the results obtained pre-
viously, we proceed to examine the average of h(δ)out over one
drive period, which is analogous to the averaging performed
to obtain Eq. (11) in Sec. III. The outcome of this procedure
is shown in Fig. 8.
Comparing the rates for different values of the drive am-
plitude uncovers three different regimes: (i) a weak-coupling
regime, where increasing the driving strength decreases the
tunneling rates, (ii) an intermediate regime showing a moder-
ate increase of the tunneling rates for an increased drive, and
(iii) a strong-coupling regime which features an almost ex-
ponential rise in tunneling rates as the driving strength is in-
creased. The weak-coupling behavior is mainly an electronic
effect: the favored tunneling transition here is the one that
does not involve any vibrations. If the drive amplitude is less
than the energy gap between dot and lead, there is little effect,
but if it is significantly larger, the dot will spend a sizable part
of the drive period below the lead; in this position, tunneling
is energetically suppressed. For larger drive amplitudes, the
portion of a drive period spent below the lead approaches 1/2,
just like the resulting tunneling amplitude. For stronger cou-
pling, the converse is true: driving the system makes it more
conductive by activating the vibron-assisted tunneling chan-
nels. The intermediate regime is less extended here than in
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FIG. 8. Dependence of the electron tunneling rate from the dot (at
energy ˜ = Ω/2) into the lead (at zero energy) on the electron vibron
coupling, obtained in the Lindblad formalism with a coherent vibron
state. In general, the rate decreases strongly as a function of electron-
vibron coupling, exemplifying Franck-Condon blockade. Two dif-
ferent regimes are apparent in the graphs: for weak electron-vibron
coupling, the tunneling rate decreases with increasing drive ampli-
tude A as a consequence of the oscillating dot energy dipping below
the lead energy for increasing amounts of time. This decrease satu-
rates for large drive, since then the level spends about half of a drive
period below the lead energy. For stronger coupling, an increase in
tunneling rates with A can be observed, the relative magnitude of
which is moderate for 1 . λ/Ω . 3, but becomes more substantial as
the coupling is increased beyond that regime, see Fig. 9.
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FIG. 9. Tunneling rate (logarithmic scale) as a function of the drive
amplitude A, scaled by the inverse vibron damping γ, for different
coupling strengths λ > Ω. Increasing A leads to faster tunneling, with
the growth in tunneling rate highest in the strong-coupling regime,
exhibiting an exponential response over wide ranges of A.
the case of vibrons in a Fock state, since |δ|2, and hence the
expected vibron number associated with the coherent state,
decreases as λ−2. Lastly, the strong-coupling regime features
the weakest currents, but also the strongest relative increase of
h(δ)out as a function of the driving strength, see Fig. 9, since con-
duction there involves the vibrations substantially, similarly to
the Fock state case. This results in a current response that is
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FIG. 10. Drive dependence (logarithmic scale) of the current through
the resonantly driven quantum dot for the case of strong coupling,
λ = 6.6Ω, as derived in the Green’s function and master equation
formalisms, respectively. Both cases show a slightly subexponential
response to driving, where the deviations from exponential behavior
are more pronounced in the Green’s function results. There, drive
is parametrized by the amplitude A, and in the master equation ap-
proach by the rescaling of A by the vibron damping rate.
almost perfectly exponential.
The strong-coupling results admit a comparison to the find-
ings of section III, where we also derived a relation between
the steady-state current and the applied drive strength. In
Fig. 10 we compare the current obtained by both methods.
We see satisfactory agreement between the two approaches
in that, starting from the value of the Franck-Condon fac-
tor e−λ2/Ω2 in the undriven situation, both currents increase
roughly exponentially as the drive is turned on. In both cases,
further increase of the drive eventually shows a slight atten-
uation of current growth, resulting in deviations from an ex-
ponential characteristic. This leads us to conjecture that these
deviations are of a physical nature and not just shortcomings
of the specific method used.
V. CONCLUSION
We studied the nonequilibrium behavior of a quantum dot
with strong interaction between electronic and vibrational de-
grees of freedom, coupled to a pair of metallic leads in the
sequential-tunneling regime. Using Keldysh Green’s func-
tions and a partial resummation of diagrams, we obtained the
prediction that a periodically modulated gate voltage can be
employed to change the transport properties of the system.
Specifically, such a form of ac drive gives rise to an increase
in steady-state current, lifting the Franck-Condon blockade.
This finding turned out to be generally in line with the out-
come of a master equation analysis of the electronic dynamics
of system: both approaches show a strong current response to
the gate voltage, which is close to exponential in the strongly
interacting, weakly driven limit. The compatibility of these
two results also supports the validity of the polaron-tunneling
approximation used in the Green’s function treatment in the
9presence of drive.
The results established here imply a transistor-like behavior
of the CNT quantum dot, i.e., a conductance between a pair
of leads that can be strongly activated by a gate voltage. The
back gates that could be used to supply such a driving gate
voltage are already part of some experimentally realized se-
tups, in which they also have been used to modify the electron-
vibron interaction and the coupling between quantum dot and
leads. Hence, this points towards a variety of arrangements
employing CNTs as electronic components of adjustable con-
ductance, since both the coupling strengths and the drive pa-
rameters are in the range of experimental feasibility.
Challenges, however, are posed by the fact that the over-
all currents are still rather small, in spite of the exponential
increase. It would therefore be worthwhile to study the in-
termediate regime where the electron-vibron coupling is not
much larger than the frequency of the vibron mode. There,
the conductivity is less strongly suppressed due to the Franck-
Condon blockade, albeit at the price of more significant devi-
ations from exponential response.
A further modification could be realized by incorporating
the quantum dot into a setup related to circuit quantum elec-
trodynamics (cQED),37,38 thus replacing the drive from the
gate voltage with one generated by a microwave cavity. Even
more, cQED setups would also allow for replacing the clas-
sical drive (i.e. a microwave cavity with a large number of
photons) by a quantum drive. In such configurations, mea-
surements of the current flowing through the CNT quantum
dot could be used to as a detection mechanism for cavity pho-
tons. Our finding that the conductance of the electromechan-
ical component is strongly actuated by drive suggests an ar-
rangement of this kind as a possible high-precision measure-
ment device.
ACKNOWLEDGMENTS
SW acknowledges financial support by the Marie Curie
ITN cQOM and the ERC OPTOMECH. PH and TLS
are supported by the National Research Fund Luxembourg
(ATTRACT 7556175). AN holds a University Research Fel-
lowship from the Royal Society and acknowledges support
from the Winton Programme for the Physics of Sustainabil-
ity.
Appendix A: Details on the Keldysh Green’s function approach
Below, we document the steps leading to the renormalized dot Green’s function D(ω) which is used to obtain the current
through the driven quantum dot in the Keldysh formalism. The starting point is the polaron-transformed dot Green’s function
without renormalization due to tunneling. Using the same notation for the vibrational operator X¯ as in the main text, this Green’s
function reads
D0(t, t′) = 〈d†(t)X¯(t)X¯†(t′)d(t′)〉0 . (A1)
Since the expectation value is taken with respect to the ground state of the quadratic Hamiltonian H¯0 = Ωa†a + ˜d†d, it factors
into vibrational and electronic degrees of freedom, where the electronic component can immediately be written as
Gdot(t − t′) = −ie−i˜(t−t′)
(−nd + Θ(t − t′) −nd
1 − nd −nd + Θ(t′ − t)
)
, (A2)
with the Heaviside step function Θ, and initial dot occupation probability nd. For the vibron part, we find one of the Keldysh
components to be
Λ+−(t, t′) = 〈X¯(t)X¯†(t′)〉0 =
〈
e−
λ
Ω [a†eiΩt−ae−iΩt+iF(t)]e
λ
Ω
[
a†eiΩt′−ae−iΩt′+iF(t′)
]〉
0
= e−
λ2
Ω2 e
λ2
Ω2
e−iΩ(t−t′) e−i
∫ t
t′ ds f (s), (A3)
and analogous results for the others. Here the two exponentials on the left describe the undriven case, in particular the Franck-
Condon blockade, and the drive is captured by the remaining factor, which depends on both the initial and final times t and t′.
Since we want to capture the steady-state current through the system, we perform an average over one drive period. For the case
of resonant driving, this rests upon the vibron timescale being much shorter than the measurement time. Thus we introduce the
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respective average and relative times T = (t + t′)/2 and τ = t − t′, and proceed,
2pi
Ω
∫ pi
Ω
− pi
Ω
dT 〈X¯(T + τ/2)X¯†(T − τ/2)〉0 = e−
λ2
Ω2 e−
λ2
Ω2
e−iΩτ 2pi
Ω
∫ pi
Ω
− pi
Ω
dTe−i
∫ T+τ/2
T−τ/2 ds f (s)
=e−
λ2
Ω2 e
λ2
Ω2
e−iΩτ 2pi
Ω
∫ pi
Ω
− pi
Ω
dTe−
iA
Ω
[sin Ω(T+τ/2)−sin Ω(T−τ/2)]
=e−
λ2
Ω2 e
λ2
Ω2
e−iΩτ 2pi
Ω
∫ pi
Ω
− pi
Ω
dT
∑
n∈Z
inJn
(
−2A sin Ωτ/2
Ω
)
einΩT
=e−
λ2
Ω2 (1−e−iΩτ)J0
(
2A sin Ωτ/2
Ω
)
, (A4)
where f (t) = A cos(Ωt) denotes resonant drive.
The bare dot Green’s function D0 is connected to the full PTA Green’s function D via the frequency-space Dyson equation
D−1(ω) = D−10 (ω) − Σleads(ω), (A5)
which has us perform the Fourier transform of D0. For the vibron degree of freedom, we note that the undriven part of the result
in Eq. (A4) can be immediately expanded into harmonics of Ω, whereas for the driven part, we can use the series expansion of
the zeroth Bessel function, J0(x) =
∑
m∈N
(−1)m
m!m!
(
x
2
)2m
, to calculate the nth Fourier coefficient,
Λ
(n)
dr = J0
(
2A sin Ωt/2
Ω
)(n)
=
Ω
2pi
∑
m≥0
(−1)m
m!m!
A2m
(i2Ω)2m
m∑
k=0
(
2m
k
) ∫ pi
Ω
− pi
Ω
dte−i(m−k)Ωte−inΩt(−1)2m−k
=
∑
m≥|n|
(−1)m−n
m!m!
( A
2Ω
)2m ( 2m
m + n
)
. (A6)
The dot Green’s function is then transformed by convolving the above expression with the undriven vibron and bare electron
parts,
D0(ω) =F
[
−ie−i˜te− λ
2
Ω2 J0
(
2A sin(Ωt/2)
Ω
) Θ(t)e λ
2
Ω2
e−iΩ|t| 0
0 +Θ(−t)e λ
2
Ω2
e−iΩ|t|

 (ω)
= − i2pie− λ
2
Ω2 F
∑
n∈N
Λ
(n)
dr e
inΩt
∑
k∈N
1
k!
(
λ2
Ω2
)k
eikΩt
(
Θ(t) 0
0 Θ(−t)
)]
(ω − ˜)
= − i2pie− λ
2
Ω2
∑
n,k∈N
Λ
(n)
dr
1
k!
(
λ2
Ω2
)k 
∫ ∞
0 dte
i(kΩ+nΩ+ω−˜)t 0
0
∫ 0
−∞ dte
i(kΩ+nΩ+ω−˜)t

=2pie−
λ2
Ω2 lim
η→0
∑
n,k∈N
Λ
(n)
dr
1
k!
(
λ2
Ω2
)k  1kΩ+nΩ+ω−˜+iη 00 − 1kΩ+nΩ+ω−˜−iη
 , (A7)
where F denotes Fourier transform between time and frequency domains, and the cutoff η → 0+ serves to keep the integrals
finite. We dropped the delta functions on the off-diagonal of the Fourier-transformed bare dot electron Green’s function because
those will not contribute when we invert the matrix in the next step.
Similarly to the bare dot electron Green’s function, the lead Green’s function takes shape as
Gleads(ω) =
∑
k
i2pinF(ωk)δ(−ωk + ω) + 1−ωk+ω+iη i2pinF(ωk)δ(−ωk + ω)i2pi(nF(ωk) − 1)δ(−ωk + ω) i2pinF(ωk)δ(−ωk + ω) − 1−ωk+ω−iη
 , (A8)
for each of the two leads, where nF again denotes the lead Fermi distribution. Taking the wide-flat-band limit of the lead
distribution, we substitute
∑
k →
∫
dk
2pi →
∫
dEν(E) ≈ ν ∫ dE, which renders the integration trivial and leaves us us with
Gleads(ω) = i2piν
(
nL + nR − 12 nL + nR
nL + nR − 1 nL + nR − 12
)
. (A9)
In the polaron tunneling approximation, this Green’s function gives rise to the self-energy Σleads = g2Gleads.
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Now we are in position to use Eq. (A5) to calculate the PTA dot Green’s function,
D(ω) =
(
D0(ω)−1 − Σleads(ω)
)−1
=
1
detD−1(ω)

−
[
2pie−
λ2
Ω2
∑
n∈Z,k∈N Λ
(n)
dr
1
k!
(
λ2
Ω2
)k
1
kΩ+nΩ+ω−˜
]−1
− iΓ
(
nL + nR − 12
)
iΓ(nL + nR)
iΓ(nL + nR − 1)
[
2pie−
λ2
Ω2
∑
n∈Z,k∈N Λ
(n)
dr
1
k!
(
λ2
Ω2
)k
1
kΩ+nΩ+ω−˜
]−1
− iΓ
(
nL + nR − 12
)
 (A10)
with the determinant of the inverse Green’s function matrix given by
detD−1(ω) = −
2pie− λ2Ω2 ∑
n∈Z,k∈N
Λ
(n)
dr
1
k!
(
λ2
Ω2
)k 1
kΩ + nΩ + ω − ˜
−2 − Γ24 . (A11)
The sum in this expression runs over all resonances of the vibron mode, where each resonance peak is in turn dressed by drive-
induced contributions of the other ones. The resonances are Poisson-weighted in the case of no drive (A = 0), and the weakly
driven case, where Λ(n) is strongly localized around n = 0, may be seen as a perturbed version of this.
The analysis in the main text is concerned with the drive dependence of D(ω) around the lowest resonance, which is obtained
from the above result by taking n = −k.
Appendix B: Details on the tunneling rates for Fock vibron state
Here, we provide the Lindblad coefficient for the situation of a vibron prepared in a Fock state, with density matrix ρ(n)vib =|n〉 〈n|. In order to cast the master equation Eq. (21) into Lindblad form, we calculate the vibron trace
〈n| X†(t)X(t − s) |n〉 = e− λ
2
Ω2
∑
m≥0
(λ2/Ω2)m
m!
n∑
k=0
(
n
k
)
(−2λ2/Ω2)k
k!
k∑
l=0
(
k
l
)
(−1)k−l
2k−l
k−l∑
p=0
(
k − l
p
)
eiΩs(2p−k+l−m), (B1)
which gives rise to the Lindblad coefficients
h(n)in =
Γ
2
e−
λ2
Ω2
∑
m≥0
(λ2/Ω2)m
m!
n∑
k=0
(
n
k
)
(−2λ2/Ω2)k
k!
k∑
l=0
(
k
l
)
(−1)k−l
2k−l
k−l∑
p=0
(
k − l
p
)
nF(˜ − (2p − k + l − m)Ω),
h(n)out =
Γ
2
e−
λ2
Ω2
∑
m≥0
(λ2/Ω2)m
m!
n∑
k=0
(
n
k
)
(−2λ2/Ω2)k
k!
k∑
l=0
(
k
l
)
(−1)k−l
2k−l
k−l∑
p=0
(
k − l
p
)
(1 − nF(˜ − (2p − k + l + m)Ω)) . (B2)
The rates resulting from these coefficients are visualized in Fig. 6 of the main text.
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