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Abstract
We show an upper bound for the order of a digraph (or a mixed graph) whose Hermitian
adjacency matrix has an eigenspace of prescribed codimension. This generalizes the so-called
absolute bound for (simple) graphs first shown by Delsarte, Goethals, and Seidel (1977) and
extended by Bell and Rowlinson (2003).
1 Introduction
Although it is likely that almost all graphs have simple eigenvalues only [20], many interesting highly
structured graphs (such as strongly regular and distance-regular graphs) have eigenvalues of large
multiplicities relative to the number of vertices. It is then natural to ask whether the multiplicity of
an eigenvalue can be bounded above. In 1977, Delsarte, Goethals, and Seidel obtained the following
result regarding this question as a by-product of the theory of spherical codes and designs [5].
Theorem 1.1. A regular (simple) graph on n vertices, whose (0, 1)-adjacency matrix has the
smallest eigenvalue < −1 of multiplicity n− d, satisfies
n ≤ 1
2
d(d+ 1)− 1 = 1
2
(d− 1)(d+ 2).
This bound is sharp. Namely, recall that a strongly regular graph Γ can be defined as a
connected k-regular graph with precisely three distinct eigenvalues. Then k is the eigenvalue of
multiplicity 1, and if m1 ≥ m2 denote the multiplicities of the two other eigenvalues, then the order
n of Γ satisfies
n ≤ 1
2
m2(m2 + 3),
which is called the absolute bound for strongly regular graphs [12, 19]. It is easily seen that
the absolute bound follows from the one given by Theorem 1.1. A strongly regular graph that
attains the absolute bound is said to be extremal. In fact, an extremal strongly regular graph is
a pentagon, a complete multipartite graph or a so-called Smith graph. The only known examples
of extremal Smith graphs are the Schla¨fli graph, the McLaughlin graph and their complements.
Bell and Rowlinson [2, Theorem 3.1] (see also [16]) generalized Theorem 1.1 as follows.
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Theorem 1.2. A k-regular (simple) graph on n vertices, whose (0, 1)-adjacency matrix has eigen-
value λ /∈ {0,−1, k} of multiplicity n− d, d > 2, satisfies
n ≤ 1
2
d(d+ 1)− 1, (1.1)
and equality holds if and only if the graph is an extremal strongly regular graph, with λ as its
eigenvalue of greatest multiplicity.
The goal of the present paper is to prove analogues of the above mentioned results for digraphs.
A digraph (a directed or mixed graph) ∆ consists of a finite set V of vertices together with a
subset E ⊆ V × V of ordered pairs of elements of V called arcs or directed edges. If (x, y) ∈ E,
then we write x → y. If both x → y and y → x, then the pair {x, y} forms a digon of ∆, which
may be thought of as an undirected edge, and we write x ∼ y in this case.
Let ∆ = (V,E) be a digraph with n vertices. For a complex number α /∈ R with absolute value
1, we consider the Hermitian adjacency matrix H = Hα(∆) ∈ CV×V of ∆ with entries given
by:
(H)xy =


1 if x ∼ y,
α if x→ y,
α if y → x,
0 otherwise,
where α denotes the conjugate of α.
The notion of the Hermitian adjacency matrix (with α = i) was introduced by Liu and Li
[10] and independently by Guo and Mohar [6]. Recently Mohar [11] introduced another type
of Hermitian adjacency matrices, which coincides with ours (see also [9]) in the important case
α = 1+i
√
3
2 , i.e., the primitive sixth root of unity.
Since H is a Hermitian matrix, the eigenvalues of H are all real, and their algebraic and
geometric multiplicities coincide. Let λm11 , λ
m2
2 , . . . , λ
ms
s denote the spectrum of H where mi is the
multiplicity of the eigenvalue λi, and λ1 > λ2 > · · · > λs, and write di = n−mi. The eigenvalues
interlacing property, which is useful in the study of simple graphs [7], also holds for eigenvalues of
H and those of its principal submatrices. On the other hand, as Guo and Mohar notice [6], the
eigenvalues of H may behave differently (with respect to the digraph structure) compared with the
eigenvalues of (0, 1)-adjacency matrices of simple graphs. For example, some digraph invariants
such as diameter, minimum degree, and number of connected components cannot be bounded by
the spectrum of H.
Recall that an eigenvalue λ is said to be non-main if its eigenspace is contained in 〈1〉⊥, where
1 is the all-one vector, otherwise we call λ the main eigenvalue. (In particular, if a simple graph is
regular with valency k, then all its eigenvalues but k are non-main.) With this notation, our main
result reads as follows.
Theorem 1.3. Let ∆ be a digraph on n vertices and λm11 , λ
m2
2 , . . . , λ
ms
s denote the spectrum of the
Hermitian adjacency matrix H = Hα(∆), where λ1 > λ2 > · · · > λs. Assume that an eigenvalue
λi /∈ {0,−1} has multiplicity mi = n− di with di ≥ 2.
(i) If i ∈ {1, 2, . . . , s} and λi is non-main, then
n ≤
{
3di(di+1)
2 − 1 if α 6= −1±i
√
3
2 ,
di(di+5)
2 if α =
−1±i√3
2 .
2
(ii) If i ∈ {1, s}, then
n ≤
{
di(3di+5)
2 − 1 if λi is main,
(di−1)(3di+2)
2 − 1 if λi is non-main.
To put this result in a more general context, we observe that the codimension d of the λ-
eigenspace equals the rank of H − λI. Let N(d, L) denote the maximum size of a square matrix of
rank at most d, whose off-diagonal entries belong to a set L. Many important applications of linear
algebra to combinatorics reduce to bounding the size of a matrix with few distinct entries and a
given rank, i.e., N(d, L). Recently Bukh [4] obtained some general asymptotic results regarding
this problem, in particular, he showed that
N(d, L) ≤
(
d+ |L|
|L|
)
∼ d
|L|
|L|! +O(d
|L|−1). (1.2)
It is observed in [4] that using the application-specific structure of a matrix may improve upon
the upper bound (1.2). For example, if λmin 6= 0 is the least eigenvalue with multiplicity m of
the (0, 1)-adjacency matrix A, then −1
λmin
A + I is positive semidefinite of rank d = n −m. Thus it
can be seen as the Gram matrix of a set of n unit vectors in Rd with two distinct inner products,
i.e., a spherical 2-distance set. In order to bound n, Delsarte, Goethals and Seidel [5] used some
elements of the theory of harmonic analysis on spheres. (A bit worse bound can be shown by a
much simpler argument of Koornwinder [8].) Nevertheless, the bound from Theorems 1.1 and 1.2
is asymptotically just slightly better than the one in (1.2).
The same phenomenon happens when A is a symmetric (0,±1)-matrix, i.e., the adjacency
matrix of a signed graph, see a recent result in [15]. It is then remarkable that the bounds in
Theorem 1.3 significantly improve on the one in (1.2).
The proofs of the above-mentioned results are all variations of the polynomial method. Blokhuis
[3] showed that the idea of harmonic analysis on spheres generalizes to an arbitrary (not necessarily
positive-definite) inner product space, which provides a tool to generalize Theorem 1.1 to any
eigenvalue of A. However, this gives a result weaker than that in Theorem 1.2. Bell and Rowlinson
[2] used another variation of the polynomial method combined with the so-called star complement
technique, which allows to analyze the structure of a graph with equality in Theorem 1.2.
In our work we use both approaches. The proof of part (ii) of Theorem 1.3 in Section 3.3
is based on the harmonic analysis of codes of the complex unit sphere, which was developed by
Roy and Suda [18], see Section 3. In Section 2.1, we observe that the theory of star complements
in simple graphs can be extended to that of the Hermitian adjacency matrices of digraphs. This
provides us a tool to prove Theorem 1.3(i), see Section 2.2. It is interesting that these approaches
give different bounds unlike the case of (0, 1)-adjacency matrices.
We have only partial results regarding tightness of the bounds in Theorem 1.3. This and some
other open questions are briefly discussed in Section 4.
2 Star complements
2.1 Star complements in Hermitian matrices
Let Γ = (V,E) be a simple graph. The eigenvalues of Γ are the eigenvalues of its (0, 1)-adjacency
matrix. Let Γ have an eigenvalue λ of multiplicity m. A star set for λ in Γ is a subset X of
3
V such that |X| = m and λ is not an eigenvalue of the graph induced on V \ X. If this is the
case, the induced subgraph on V \X is called a star complement for λ in Γ. Star sets and star
complements exist for any eigenvalue of any graph. We refer the reader to [17] for more results on
star complements and their applications.
The notion of star sets and star complements in simple graphs can be straightforwardly extended
to those in the more general setting of Hermitian matrices, in particular, Hermitian adjacency
matrices of digraphs. We only show the following two results, which are essential for proving
Theorem 1.3, while the comprehensive theory of star sets and star complements in digraphs can be
elaborated elsewhere.
Let V be a finite set with n elements, and H ∈ CV×V be a Hermitian matrix with an eigenvalue
λ of multiplicity m. We define a star set for λ in H to be a subset X ⊆ V such that |X| = m
and λ is not an eigenvalue of the principal submatrix of H corresponding to X (i.e., with the rows
and columns in X). If X is a star set for λ in H, then we call V \X a star complement for λ in
H. When H is the Hermitian adjacency matrix of a digraph ∆, by eigenvalues, star sets and star
complements of ∆ we mean those of H, respectively.
Lemma 2.1. Let H have an eigenvalue λ of multiplicity m. Then there exists a set X ⊆ V such
that |X| = m and λ is not an eigenvalue of the principal submatrix of H corresponding to V \X,
i.e., X is a star set for λ in H, and V \X is a star complement for λ in H.
Proof. Since λI −H has rank n−m, it has a principal submatrix λI −C of order and rank n−m
so that C has no eigenvalue λ.
Theorem 2.2. Let X be an m-element subset of V , and write H partitioned as follows:(
HX B
∗
B C
)
,
where HX is the principal submatrix of H corresponding to X. Then X is a star set for an
eigenvalue λ in H if and only if λ is not an eigenvalue of C and
λI −HX = B∗(λI − C)−1B, (2.1)
in which case the λ-eigenspace of H consists of the vectors(
x
(λI − C)−1Bx
)
(x ∈ Cm). (2.2)
Proof. Let X be a star set for λ. By definition, λ is not an eigenvalue of C. We have
λI −H =
(
λI −HX −B∗
−B λI − C
)
,
where, by assumption, λI −H and λI − C are of rank n −m. Therefore, there exists a matrix L
such that (
λI −HX −B∗
)
= L
(−B λI − C) ,
whence λI − HX = −LB and −B∗ = L(λI − C), and Eq. (2.1) follows. The rest of the proof
follows from direct calculations.
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In what follows, let V = {1, 2, . . . , n}, λ be an eigenvalue of H of multiplicity m and write
d = n −m. By Lemma 2.1, there exists a star set X for λ in H. Without loss of generality, we
assume that X = {1, 2, . . . ,m}. Following [2], we extend the notation of Theorem 2.2 as follows:
• define
〈x,y〉 := x∗(λI − C)−1y (x,y ∈ Cd), (2.3)
• denote the columns of B by bu, where u ∈ {1, 2, . . . ,m},
• and define S := (B | C − λI) with columns su, u ∈ {1, 2, . . . , n},
so that, in particular, su = bu for u ∈ {1, 2, . . . ,m}. Then
λI −H = S∗(λI − C)−1S. (2.4)
Let E(λ) denote the λ-eigenspace of H, and E(λ)⊥ its orthogonal complement in Cn.
Lemma 2.3. Let w ∈ E(λ)⊥, and write w = (p | q)⊤ = (w1, . . . , wn)⊤, where p = (w1, . . . , wm)⊤,
and q = (wm+1, . . . , wn)
⊤. Then, for u ∈ {1, 2, . . . , n}, we have
〈su,q〉 = −wu.
Proof. Let {e1, . . . , em} be the standard basis of Cm, and let {em+1, . . . , en} be the standard basis
of Cd. Since w ∈ E(λ)⊥, Theorem 2.2 implies that, for u ∈ {1, 2, . . . ,m},
(p∗ | q∗)
(
eu
(λI − C)−1bu
)
= 0,
which shows 〈q, su〉 = −w∗u and so 〈su,q〉 = −wu.
For u ∈ {m+ 1, . . . , n}, we have
〈su,q〉 = e⊤u (C − λI)(λI − C)−1q = −e⊤u q = −wu,
which completes the proof.
2.2 The proof of Theorem 1.3(i)
Let ∆ be a digraph with Hermitian adjacency matrix H = Hα(∆). Following the notation from
Section 2.1, assume that ∆ satisfies the condition of Theorem 1.3 and λ is one of its non-main
eigenvalues. By Eqs. (2.3), (2.4), for all vertices u, v of ∆, we have:
〈su, sv〉 =


λ if u = v,
−1 if u ∼ v,
−α if u→ v,
−α if u← v,
0 otherwise,
(2.5)
and note that 〈su, sv〉 = 〈sv , su〉∗.
Theorem 1.3(i) follows from Theorems 2.6 and 2.8 proven in the following two sections.
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2.2.1 Case α 6= −1±i
√
3
2
Assume that α 6= −1±i
√
3
2 . Then α
2 + α2 − α− α 6= 0. Define functions F1, . . . , Fn as follows:
Fu(x) = a〈su,x〉2 + 〈su,x〉〈su,x〉∗ + a〈su,x〉∗ (u ∈ {1, 2, . . . , n}, x ∈ Cd)
where a = α+α−2
α2+α2−α−α and observe that
Fu(sv) =


a(λ2 + λ) + λ2 if u = v,
1 if u ∼ v,
α if u→ v,
α if u← v,
0 otherwise.
(2.6)
Lemma 2.4. F1, F2, . . . , Fn are linearly independent if λ /∈ {0,−1}.
Proof. On the contrary, suppose that for some coefficients βu ∈ C
n∑
u=1
βuFu(x) = 0 (2.7)
holds for all x ∈ Cd. For v ∈ {1, . . . , n}, taking x = sv, by Eq. (2.6) we obtain
βv(a(λ
2 + λ) + λ2) +
∑
u: u∼v
βu + α ·
∑
u′: u′→v
βu′ + α ·
∑
u′′: u′′←v
βu′′ = 0,
which shows that (a(λ2 + λ) + λ2)I +H)b = 0, where b = (β1, β2, . . . , βn)
⊤.
Note that a 6= 0 and a 6= −12 by |α| = 1. It then follows by Eq. (2.7) that
n∑
u=1
βu
4a+ 2
(
Fu(x+ y)− Fu(x− y) + a− 1−a
(
Fu(2y) − 4Fu(y)
))
= 0 (2.8)
for all x,y ∈ Cd. Observe that
Fu(x+ y)− Fu(x− y) = 4a〈su,x〉〈su,y〉+ 2
(〈su,x〉〈su,y〉∗ + 〈su,x〉∗〈su,y〉) + 2a〈su,y〉∗,
so that taking x = 1 and y = sv with 〈su,x〉 = −1 by Lemma 2.3 and 1 ∈ E(λ)⊥, as λ is a non-main
eigenvalue, we obtain
Fu(x+ y)− Fu(x− y) = −4a〈su, sv〉 − 2
(〈su, sv〉∗ + 〈su, sv〉)+ 2a〈su, sv〉∗
= (−4a− 2)〈su, sv〉+ (2a− 2)〈su, sv〉∗.
Further, we have
Fu(2y) − 4Fu(y) =
(
4a〈su,y〉2 + 4〈su,y〉〈su,y〉∗ + 2a〈su,y〉∗
)
− 4(a〈su,y〉2 + 〈su,y〉〈su,y〉∗ + a〈su,y〉∗)
=− 2a〈su,y〉∗ = −2a〈su, sv〉∗.
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All together this gives
1
4a+ 2
(
Fu(x+ y)− Fu(x− y) + a− 1−a
(
Fu(2y) − 4Fu(y)
))
= −〈su, sv〉
=


−λ if u = v,
1 if u ∼ v,
α if u→ v,
α if u← v,
0 otherwise,
which by Eq. (2.8) implies that (−λI +H)b = 0, and thus
((a(λ2 + λ) + λ2)I +H)b = (−λI +H)b = 0,
so either a(λ2 + λ) + λ2 = −λ, i.e., λ ∈ {0,−1} by α 6= −1 and a 6= −1, which is impossible, or
βu = 0 for all u, which shows the lemma.
Theorem 2.5. n ≤ 3d(d+1)2 holds.
Proof. F1, F2, . . . , Fn lie in the space of polynomials in xkxℓ, xkx
∗
ℓ and xk for x ∈ Cd, which has
dimension d+
(
d
2
)
+ d2 + d = 3d(d + 1)/2. By Lemma 2.4, we obtain n ≤ 3d(d+1)2 .
Theorem 2.6. With the above notation, n ≤ 3d(d+1)2 − 1 holds provided that d ≥ 2.
Proof. Define a function F as follows:
F (x) = a〈1,x〉2 + 〈1,x〉〈1,x〉∗ + a〈1,x〉∗ (x ∈ Cd),
and we claim that F,F1, . . . , Fn are linearly independent. Assume on the contrary that F is written
as a linear combination of F1, . . . , Fn, so that
F (x) =
n∑
u=1
βuFu(x) (2.9)
holds for all x ∈ Cd. Taking x = sv, we have
1 =
∑
u
βuFu(sv)
= (a(λ2 + λ) + λ2)βv +
∑
u: u∼v
βu + α ·
∑
u′: u′→v
βu′ + α ·
∑
u′′: u′′←v
βu′′ ,
which gives 1 = ((a(λ2 + λ) + λ2)I +H)b where b = (β1, . . . , βn)
⊤. By Eq. (2.9), we can consider
the following equation as in (2.8):
1
4a+ 2
(
F (x+ y)− F (x− y) + a− 1−a
(
F (2y) − 4F (y)))
=
n∑
u=1
βu
4a+ 2
(
Fu(x+ y)− Fu(x− y) + a− 1−a
(
Fu(2y) − 4Fu(y)
))
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for all x,y ∈ Cd. Taking x = 1,y = sv , we have
1
4a+ 2
(
(−4a− 4)〈1,1〉 − 4a+ 2) = − n∑
u=1
βu〈su, sv〉,
that is,
1
4a+ 2
(
(−4a− 4)〈1,1〉 − 4a+ 2)1 = (−λI +H)b.
Therefore we have
(a+ 1)(λ2 + λ)b =
1
4a+ 2
(
(4a+ 4)〈1,1〉 + 8a)1,
which implies b = β1, i.e., βu = β for all u for some scalar β 6= 0 since a 6= −1 and λ 6∈ {0,−1}.
Note that β ∈ R as 〈1,1〉, a, λ ∈ R. Using Eq. (2.9), we then proceed in the following steps.
(1) By evaluating 12
(
F (2x)− 2F (x)) = β2 ∑nu=1 (Fu(2x) − 2Fu(x)), we have
a〈1,x〉2 + 〈1,x〉〈1,x〉∗ = β
n∑
u=1
(
a〈su,x〉2 + 〈su,x〉〈su,x〉∗
)
.
Put F ′(x) = a〈1,x〉2 + 〈1,x〉〈1,x〉∗ and F ′u(x) = a〈su,x〉2 + 〈su,x〉〈su,x〉∗.
(2) Next consider 12
(
F ′(x+ y)− F ′(x− y)) = β2 ∑nu=1 (F ′u(x+ y)− F ′u(x− y)) to obtain
G(x,y) = β
n∑
u=1
Gu(x,y),
where we denote
G(x,y) = 2a〈1,x〉〈1,y〉 + 〈1,x〉〈1,y〉∗ + 〈1,y〉〈1,x〉∗ ,
Gu(x,y) = 2a〈su,x〉〈su,y〉+ 〈su,x〉〈su,y〉∗ + 〈su,y〉〈su,x〉∗.
(3) Finally, evaluating 12
(
G(x,y) + iG(x, iy)
)
= β2
∑n
u=1
(
Gu(x,y) + iGu(x, iy)
)
yields
〈1,x〉〈1,y〉∗ = β
n∑
u=1
〈su,x〉〈su,y〉∗.
We then have
β2
∣∣ n∑
u=1
〈su,x〉〈su,y〉∗
∣∣2 = β2( n∑
u=1
〈su,x〉〈su,y〉∗
)( n∑
u=1
〈su,x〉〈su,y〉∗
)∗
= 〈1,x〉〈1,x〉∗〈1,y〉〈1,y〉∗
=
(
β
n∑
u=1
〈su,x〉〈su,x〉∗
)(
β
n∑
u=1
〈su,y〉〈su,y〉∗
)
,
which implies that the Cauchy-Schwarz inequality is attained. Thus for any x,y ∈ Cd, there exists
γ = γ(x,y) such that 〈su,x〉 = γ〈su,y〉 for all u ∈ {1, 2, . . . , n}. Then 〈su,x − γy〉 = 0 for all u.
Thus s∗u(λI − C)−1(x− γy) = 0, from which it follows that
(C − λI)(λI − C)−1(x− γy) = 0.
Therefore x = γy for all x,y ∈ Cd, which is true only when d = 1. This proves the claim and then
n+ 1 ≤ 3d(d+1)2 holds.
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2.2.2 Case α = −1±i
√
3
2
Assume that α = −1±
√−3
2 . Define functions F1, . . . , Fn as follows:
Fu(x) = 〈su,x〉2 − 〈su,x〉+ 〈su,x〉∗ (u ∈ {1, 2, . . . , n}, x ∈ Cd).
Observe that
Fu(sv) =


λ2 if u = v,
1 if u ∼ v,
α if u→ v,
α if u← v,
0 otherwise.
(2.10)
Lemma 2.7. F1, F2, . . . , Fn are linearly independent if λ /∈ {0,−1}.
Proof. On the contrary, suppose that
n∑
u=1
βuFu(x) = 0 (2.11)
for all x ∈ Cd and some coefficients βu ∈ C. For v ∈ {1, . . . , n}, taking x = sv, by Eq. (2.10) we
obtain
βvλ
2 +
∑
u: u∼v
βu + α ·
∑
u′: u′→v
βu′ + α ·
∑
u′′: u′′←v
βu′′ = 0,
which shows that (λ2I +H)b = 0, where b = (β1, β2, . . . , βn)
⊤.
Further, by Eq. (2.11) it follows that
1
4
n∑
u=1
βu
(
Fu(x+ y)− Fu(x− y)
)
= 0 (2.12)
for all x,y ∈ Cd, and observe that
Fu(x+ y)− Fu(x− y) = 4〈su,x〉〈su,y〉.
Taking x = 1 and y = sv with 〈su,1〉 = −1 by Lemma 2.3 and 1 ∈ E(λ)⊥, as λ is a non-main
eigenvalue, we obtain
Fu(1+ sv)− Fu(1− sv) = −4〈su, sv〉,
which implies (−λI +H)b = 0 by Eq. (2.12). Thus, (λ2I +H)b = (−λI +H)b = 0, and either
λ2 + λ = 0, i.e., λ ∈ {0,−1}, which is impossible, or βu = 0 for all u, which shows the lemma.
Theorem 2.8. n ≤ d(d+5)2 holds.
Proof. F1, F2, . . . , Fn lie in the space of polynomials in xkxℓ, xk and x
∗
k for x ∈ Cd, which has
dimension
(
d+1
2
)
+ d+ d = d(d+ 5)/2. By Lemma 2.7, we obtain n ≤ d(d+5)2 .
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3 Harmonic analysis on the complex unit sphere
3.1 Spherical codes
We briefly review the theory of complex spherical designs and codes [18] and commutative associa-
tion schemes [1]. Let the complex Euclidean space Cd be equipped with the standard inner product
x∗y for x,y ∈ Cd. Let Ω(d) denote the complex unit sphere in Cd. A complex spherical code
is a finite non-empty subset in Ω(d). For a complex spherical code X in Ω(d), define A(X) to be
A(X) = {x∗y | x,y ∈ X,x 6= y},
and the cardinality of A(X) is said to be the degree of X.
Let N denote the set of nonnegative integers. A finite subset S of N2 is a lower set if the
following condition is satisfied: if (k, ℓ) ∈ S then so is (i, j) for any 0 ≤ i ≤ k and 0 ≤ j ≤ ℓ. A
finite set X in Ω(d) is an S-code if there exists a polynomial F (x) = ∑(k,l)∈S ak,lxkx¯l with real
coefficients such that F (α) = 0 for any α ∈ A(X) and F (1) > 0.
We denote by Homd(k, l) the vector space generated by all homogeneous polynomials of degree
k in variables {z1, . . . , zd} and of degree l in variables {z¯1, . . . , z¯d}. The unitary group U(d) acts on
Homd(k, l), which yields the irreducible decomposition of Homd(k, l) as follows:
Homd(k, l) =
min(k,l)⊕
m=0
Harmd(k −m, l −m),
where Harmd(k, l) ≤ Homd(k, l) is the kernel of the Laplace operator
d∑
i=1
∂2
∂zi∂zi
. Set mdk,l as
mdk,l = dim(Harmd(k, l)) =
(
d+ k − 1
d− 1
)(
d+ l − 1
d− 1
)
−
(
d+ k − 2
d− 1
)(
d+ l − 2
d− 1
)
. (3.1)
An upper bound on the size of an S-code is given by the following theorem.
Theorem 3.1 ([18, Theorem 4.2 (ii)]). An S-code X in Ω(d), d ≥ 2, satisfies
|X| ≤
∑
(k,l)∈S
mdk,l.
An S-code is tight if equality holds in Theorem 3.1. Tight codes are related to complex spherical
designs. For a finite lower set T , a finite subset X of Ω(d) is a complex spherical T -design if,
for every polynomial f ∈ Homd(k, l) such that (k, l) ∈ T , one has
1
|X|
∑
z∈X
f(z) =
∫
Ω(d)
f(z)dz, (3.2)
where dz is the unique invariant Haar measure on Ω(d) normalized so that
∫
Ω(d) dz = 1. As stated
in the following theorem, tight S-codes are complex spherical S ∗ S-designs, where
S ∗ S := {(k + l′, k′ + l) | (k, l), (k′, l′) ∈ S}.
Note that an S ∗S-design X satisfies that |X| ≥∑(k,l)∈S mdk,l, and X is tight if the equality is
attained.
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Theorem 3.2 ([18, Theorem 5.4]). Let X be a finite set in Ω(d) and S be a lower set. Then the
following are equivalent:
(1) X is a tight S-code.
(2) X is a tight S ∗ S-design.
(3) X is an S-code and an S ∗ S-design.
Further, define an inner product for polynomials f and g on Ω(d) as follows:
〈f, g〉 :=
∫
Ω(d)
f(z)g(z) dz,
with respect to which Harmd(k, l) becomes orthogonal to Harmd(k
′, l′) whenever (k, l) 6= (k′, l′).
For each (k, l) ∈ N2, fix an orthonormal basis {e1, . . . , emd
k,l
} for the space Harmd(k, l).
For a complex spherical code X in Ω(d), we define the characteristic matrix Hk,l with rows
indexed by X, columns indexed by {1, 2, . . . ,mdk,l}, and entries given by
(Hk,l)x,i = ei(x)
for x ∈ X and i ∈ {1, 2, . . . ,mdk,l}.
For each (k, l) ∈ N2, we define the Jacobi polynomial gdk,l as follows:
gdk,l(x) :=
mdk,l(d− 2)!k!l!
(d+ k − 2)!(d + l − 2)!
min{k,l}∑
r=0
(−1)r (d+ k + l − r − 2)!
r!(k − r)!(l − r)! x
k−rxl−r. (3.3)
The essential property of the Jacobi polynomials is the following theorem, known as Koorn-
winder’s addition theorem.
Theorem 3.3. Let {e1, . . . , emd
k,l
} be an orthonormal basis for the space Harmd(k, l). Then
md
k,l∑
i=1
ei(x)ei(y) = g
d
k,l(x
∗y),
for any x,y ∈ Ω(d).
Let X be a complex S-code with A(X) = {α1, . . . , αs}, and set α0 = 1. For 0 ≤ i ≤ s, define
the binary relation Ri as the set of pairs (x,y) ∈ X ×X such that x∗y = αi. Tight codes have a
structure of commutative association schemes provided that s = |S| − 1.
Theorem 3.4 ([18, Theorem 6.1]). Let X be a tight S-code with degree s = |S| − 1 for a lower
set S. Then X with the binary relations defined as above is a commutative association scheme.
Moreover, its primitive idempotents are 1|X|Hk,lH
∗
k,l, (k, l) ∈ S.
We review the theory of association schemes in the next section.
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3.2 Association schemes
Let X be a finite set and let Ri be a nonempty binary relation on X for i ∈ {0, 1, . . . , s}. The
adjacency matrix Ai of relation Ri is defined to be the (0, 1)-matrix with rows and columns
indexed by X such that (Ai)xy = 1 if (x, y) ∈ Ri and (Ai)xy = 0 otherwise. A pair (X, {Ri}si=0)
is a commutative association scheme, or simply an association scheme if the following five
conditions hold:
(1) A0 is the identity matrix.
(2)
∑s
i=0Ai = J , where J is the all-one matrix.
(3) A⊤i = Ai′ for some i
′ ∈ {0, 1, . . . , s}.
(4) AiAj =
∑s
k=0 p
k
i,jAk for i, j ∈ {0, 1, . . . , s} (note that pki,j ∈ N).
(5) AiAj = AjAi for any i, j.
The matrix algebra A generated by all A0, A1, . . . , As over C is called the Bose-Mesner al-
gebra of the association scheme. Since the Bose-Mesner algebra is semisimple and commutative
[1], it has a unique set of primitive idempotents, which is denoted by {E0 := 1|X|J,E1, . . . , Es}, see
[1, Theorem 3.1]. Since {E⊤0 , E⊤1 , . . . , E⊤s } also forms the set of primitive idempotents, for each
i ∈ {0, 1, . . . , s}, we define iˆ by the equality Eiˆ = E⊤i . Note that 0ˆ = 0.
Both sets of matrices {A0, A1, . . . , As} and {E0, E1, . . . , Es} are bases for the Bose-Mesner
algebra. Therefore there exist change of basis matrices P and Q defined as follows:
Ai =
s∑
j=0
PjiEj , Ej =
1
|X|
s∑
i=0
QijAi.
Then we have P = 1|X|Q
−1. We call P and Q the (first) eigenmatrix and the second eigenma-
trix of the association scheme, respectively. For each i ∈ {0, 1, . . . , s}, ki := Pi0 and mi := Qi0 are
called the i-th valency and multiplicity, respectively.
3.3 The proof of Theorem 1.3(ii)
Lemma 3.5. Assume that d ≥ 2. Let X be a subset in the complex unit sphere in Cd with n = |X|.
Assume there exist real numbers a, b, x, y with a 6= b and y 6= 0 such that
{x+ iy, x− iy} ⊆ A(X) ⊆ {a, b, x + iy, x− iy}.
(1) If |A(X)| = 2, then |X| ≤ 2d+ 1.
(2) If |A(X)| = 3, then |X| ≤ d2 + 2d.
(3) If |A(X)| = 4, then |X| ≤ 12d(3d + 5)− 1 holds.
Proof. (1) and (2) are shown in [13] and [14], respectively.
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(3) First we show that n ≤ d(3d+5)2 . Let S := {(0, 0), (1, 0), (2, 0), (0, 1), (1, 1)}. Define the
polynomial F (z) in z and z¯ by F (z) =
∑
(k,l)∈S ak,lgk,l(z), (see Eq. (3.3)) where
a0,0 = y
2(2abd+ 1) + (a− x)(x− b),
a1,0 = x(a− x)(x− b)− y2(a+ b+ x),
a0,1 = x(a− x)(b− x)− y2(a+ b− x),
a1,1 =
(a− x)(x− b) + y2
d+ 1
,
a2,0 =
2
(
(a− x)(b− x) + y2)
d+ 1
.
Then F (α) = 0 for any α ∈ A(X) and F (1) = 2(1 − a)(1 − b)dy2 > 1 by a < 1 and b < 1, and
F (z) ∈ Span{1, z, z¯, z2, zz¯}. Therefore X is an S-code, and by Theorem 3.1, one has
n = |X| ≤
∑
(k,l)∈S
mdk,l =
d(3d+ 5)
2
. (3.4)
Next we show there are no complex codes attaining the upper bound (3.4). Assume on the
contrary that there exists such a subset X. The subset X carries a structure of commutative
association scheme by Theorem 3.4 as follows. Let
α0 = 1, α1 = a, α2 = b, α3 = x+ iy, α4 = x− iy,
and define
Ri = {(x,y) | x,y ∈ X,x∗y = αi}
for i = 0, 1, . . . , 4. Then a pair (X, {Ri}4i=0) forms a commutative association scheme with the
second eigenmatrix Q given as
Q =


1 g1,0(α0) g0,1(α0) g1,1(α0) g2,0(α0)
1 g1,0(α1) g0,1(α1) g1,1(α1) g2,0(α1)
1 g1,0(α2) g0,1(α2) g1,1(α2) g2,0(α2)
1 g1,0(α3) g0,1(α3) g1,1(α3) g2,0(α3)
1 g1,0(α4) g0,1(α4) g1,1(α4) g2,0(α4)

 .
Since g1,0(αi) = g0,1(αi) for any i and g1,1(1) 6= g1,0(1) 6= g2,0(1), E⊤1 = E2 holds. Thus,
E⊤3 = E3 and E
⊤
4 = E4 hold, which implies in particular that the column corresponding to E4 have
only real numbers. Here these entries are
g2,0(α1) =
1
2
a2,
g2,0(α2) =
1
2
b2,
g2,0(α3) =
1
2
(x+ iy)2 =
1
2
(x2 − y2 + 2ixy),
g2,0(α4) =
1
2
(x− iy)2 = 1
2
(x2 − y2 − 2ixy),
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therefore by y 6= 0, it follows that x = 0. Now the second eigenmatrix Q is of the form:
Q =


1 d d d2 − 1 12d(d+ 1)
1 ad ad (d+ 1)
(
a2d− 1) 12a2d(d+ 1)
1 bd bd (d+ 1)
(
b2d− 1) 12b2d(d+ 1)
1 idy −idy (d+ 1) (dy2 − 1) −12d(d+ 1)y2
1 −idy idy (d+ 1) (dy2 − 1) −12d(d+ 1)y2

 .
By QP = |X|I, we have that the row sums other than the first row are all equal to 0, which
gives:
1
2
d
(
3a2(d+ 1) + 4a− 2) = 0,
1
2
d
(
3b2(d+ 1) + 4b− 2) = 0,
1
2
d
(
(d+ 1)y2 − 2) = 0.
By a 6= b, we obtain (a, b) = (−2±
√
6d+10
3(d+1) ,
−2∓√6d+10
3(d+1) ) and y = ±
√
2√
d+1
, namely (α1, α2) =
(−2±
√
6d+10
3(d+1) ,
−2∓√6d+10
3(d+1) ) and α3 = −α4 = ±i
√
2√
d+1
. Now we may assume, by suitably changing the
ordering of the rows and columns, that
Q =


1 d d d2 − 1 12d(d+ 1)
1
d(
√
6d+10−2)
3(d+1)
d(
√
6d+10−2)
3(d+1) −
d(3d+4
√
6d+10+4)+9
9(d+1)
d(
√
6d+10−2)2
18(d+1)
1 −d(
√
6d+10+2)
3(d+1) −
d(
√
6d+10+2)
3(d+1)
d(−3d+4
√
6d+10−4)−9
9(d+1)
d(
√
6d+10+2)
2
18(d+1)
1 i
√
2d√
d+1
− i
√
2d√
d+1
d− 1 −d
1 − i
√
2d√
d+1
i
√
2d√
d+1
d− 1 −d


. (3.5)
Calculating the first eigenmatrix by P = |X|Q−1, we obtain
k1 =
1
16
(
(3d− 5)
√
6d+ 10 + 9d2 + 12d − 13
)
,
which implies that 6d+10 = 4m2 for some positive integer m ≥ 3 by d ≥ 2. Substituting d = 2m2−53
into (3.5) gives
Q =


1 13
(
2m2 − 5) 13 (2m2 − 5) 49 (m4 − 5m2 + 4) 19 (m2 − 1) (2m2 − 5)
1 2m
2−5
3(m+1)
2m2−5
3(m+1) −
2(m−1)(m2+6m+8)
9(m+1)
(m−1)(2m2−5)
9(m+1)
1 5−2m
2
3(m−1)
5−2m2
3(m−1) −
2(m+1)(m2−6m+8)
9(m−1)
(m+1)(2m2−5)
9(m−1)
1
i(2m2−5)√
3
√
m2−1 −
i(2m2−5)√
3
√
m2−1
2
3
(
m2 − 4) 13 (5− 2m2)
1 − i(2m
2−5)√
3
√
m2−1
i(2m2−5)√
3
√
m2−1
2
3
(
m2 − 4) 13 (5− 2m2)


.
Then it is routinely calculated that
32p111 =
(m− 2)(m+ 1)3(3m− 4)
(m− 1) = 3m
4 + 2m3 − 11m2 − 14m+ 8
m− 1 ,
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and since 8
m−1 must be an integer, it follows that m = 3, 5, 9. If m = 5, 9, then p
1
1,1 =
891
16 ,
20125
32
respectively, a contradiction. If m = 3, then p21,1 =
25
4 , a contradiction. Therefore there are no
complex codes attaining (3.4).
Lemma 3.6. Let X be a subset in the complex unit sphere in C1 with n = |X|. Assume there exist
real numbers a, b, x, y with a 6= b and y 6= 0 such that A(X) ⊆ {a, b, x + iy, x − iy}. Then n ≤ 4
holds. Equality holds if and only if X = {±1,±i} up to rotating.
Proof. By rotating X, we may assume that 1 ∈ X. Then X = A(X) ∪ {1} holds. Since there
are exactly two real numbers 1,−1 on the unit sphere in C, we have A(X) ⊆ {−1, x + iy, x− iy}.
Therefore |X| ≤ 4. Equality holds if and only if x = 0 and y = ±1, that is X = {±1,±i}.
Now we apply these results to digraphs. To do so, we need the concept of main angles. Let
∆ be a digraph with n vertices. Let H = Hα(∆) be a Hermitian adjacency matrix of ∆. Let Pi
be the orthogonal projection matrix onto the eigenspace corresponding to the eigenvalue λi. Then
P ∗i = Pi,
∑s
i=1 Pi = I and PiPj = δijPi, where δij denotes the Kronecker delta. Define βi by
βi :=
1√
n
√
(Pi · 1)∗(Pi · 1).
We call βi the main angle of λi. By the definition of main angles, we have
s∑
i=1
β2i = 1. (3.6)
Lemma 3.7 ([13]). Let H be a Hermitian matrix of size n with s distinct eigenvalues λ1 > · · · > λs.
Let βi be the main angle of λi. Then, for a real number a, one has
PH+aJ (x) = PH(x)
(
1 + a
s∑
i=1
nβ2i
λi − x
)
,
where PM is the characteristic polynomial of a matrix M .
Lemma 3.8 ([13]). Let H be a Hermitian matrix of size n, and M = H + aJ , where a is a real
number. Let τ1 < τ2 < · · · < τr be the distinct main eigenvalues of H, and βi the main angle of τi.
Let µ1 < µ2 < · · · < µs be the distinct main eigenvalues of M . Then r = s holds, and
r∏
i=1
(µi − x) =
r∏
i=1
(τi − x)(1 + a
r∑
j=1
nβ2j
τj − x). (3.7)
Moreover, if a > 0, then τ1 < µ1 < τ2 < · · · < τr < µr, and if a < 0, then µ1 < τ1 < µ2 < · · · <
µr < τr.
Lemma 3.9 ([13]). Let H be a Hermitian adjacency matrix of order n with s distinct eigenvalues
λ1 > · · · > λs of respective multiplicities m1,m2, . . . ,ms. Set di = n − mi for i ∈ {1, 2, . . . , s}.
Then:
(1) Let cs = −1/(
∑s−1
j=1
nβ2j
λj−λs ). If λs is non-main, then rank(H + csJ − λsI) = ds − 1 and
I − 1
λs
H − cs
λs
J is positive semidefinite.
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(2) Let c1 = −1/(
∑s
j=2
nβ2j
λj−λs ). If λ1 is non-main, then rank(λ1I − H − c1J) = d1 − 1 and
I − 1
λ1
H − c1
λ1
J is positive semidefinite.
(3) Let cs−1 = −1/(
∑s−2
j=1
nβ2j
λj−λs−1 +
nβ2s
λs−λs−1 ). If λs is main, λs−1 is non-main, λs−1 < 0, ms = 1,
and cs−1 < 0, then rank(H + cs−1J − λs−1I) = ds−1 − 1 and I − 1λs−1H −
cs−1
λs−1
J is positive
semidefinite.
(4) Let c2 = −1/( nβ
2
s
λ1−λ2 +
∑s
j=3
nβ2j
λj−λ2 ). If λ1 is main, λ2 is non-main, λ2 > 0 m1 = 1, and
c2 < 0, then rank(λ2I −H − c2J) = d2 − 1 and I − 1λ2H −
c2
λ2
J is positive semidefinite.
Proof. Let λi1 > · · · > λit be the main eigenvalues of H and set [s] = {1, 2, . . . , s}, N = {i1, . . . , it}.
Then, by Lemma 3.7,
PH+aJ (x) =
∏
j∈[s]\N
(λj − x)mj

∏
j∈N
(λj − x)mj + a
∑
i∈N
nβ2i
∏
j∈N
(λj − x)mj−δi,j

 ,
and set the polynomial
f(x, a) =
∏
j∈N
(λj − x)mj + a
∑
i∈N
nβ2i
∏
j∈N
(λj − x)mj−δi,j .
(1) Take a = cs. It is easy to see that f(λs, cs) = 0, which implies that H+csJ has an eigenvalue
λs with multiplicity ms + 1. By Lemma 3.8, we have that the least eigenvalue of H + csJ is λs.
Thus H+csJ−λsI is positive semidefinite, which shows that I− 1λsH− csλsJ is positive semidefinite
because λs < 0. (2) can be proven in the same manner.
(3) Take a = cs−1. It is easy to see that f(λs−1, cs−1) = 0, which implies that H + cs−1J has an
eigenvalue λs−1 with multiplicity ms−1 + 1. By Lemma 3.8 and the assumption that cs−1 < 0, we
have that the least eigenvalue of H+cs−1J is λs−1. Thus H+cs−1J−λs−1I is positive semidefinite,
which shows that I − 1
λs−1
H − cs−1
λs−1
J is positive semidefinite because λs−1 < 0. (4) can be proven
in the same manner.
The following theorem shows part (ii) of Theorem 1.3.
Theorem 3.10. With the notation as in Lemma 3.9, the following holds.
(1) For i ∈ {1, s}, if λi 6∈ {−1, 0}, then n ≤ di(3di+5)2 − 1 holds.
(2) For i ∈ {1, s}, if λi is non-main and λi 6∈ {−1, 0}, then n ≤ (di−1)(3di+2)2 − 1 holds.
(3) If λ1 is main, λ2 > 0 is non-main, and
∑s
j=1,j 6=2
nβ2j
λj−λ2 < 0, then n ≤
(d2−1)(3d2+2)
2 − 1 holds.
(4) If λs is main, λs−1 < 0 is non-main, λs−1 6= −1, and
∑s
j=1,j 6=s−1
nβ2j
λj−λs−1 < 0, then n ≤
(ds−1−1)(3ds−1+2)
2 − 1 holds.
Proof. (1) Note that λ1 6= 0, λs 6= 0. When i = 1, the matrix λ1I − H is a positive semidefinite
Hermitian matrix of rank d1. Similarly, when i = s, the matrix H − λsI is a positive semidefinite
Hermitian matrix of rank ds. In both cases, we regard G := I− 1λiH as the Gram matrix of a finite
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set X in the complex unit in Cd. Then the inner products between two distinct points in X are
the off-diagonal entries of G, so they are in{
0,− 1
λi
,
α
λi
,
α
λi
}
,
and by Lemma 3.5, we have n ≤ d(3d+5)2 − 1.
For (2), take j = i. For (3), take j = 2. For (4), take j = s − 1. In each case, I − 1
λj
H − cj
λj
J
is positive semidefinite. We now regard G = I − 1
λj+cj
H +
cj
λj+cj
(J − I) as the Gram matrix of a
finite set X in the complex unit in Cd−1. Then the inner products between two distinct points in
X are the off-diagonal entries of G, so they are in{−1 + ci
λj + cj
,
−α+ ci
λj + cj
,
−α+ ci
λj + cj
}
.
By Lemma 3.5, we have n ≤ (d−1)(3d+2)2 − 1.
Corollary 3.11. With the above notation, assume that H has an eigenvector 1 with eigenvalue k.
(1) n ≤ d1(3d1+5)2 − 1, and if λ1 is non-main, then n ≤ (d1−1)(3d1+2)2 − 1 holds.
(2) n ≤ (ds−1)(3ds+2)2 − 1 holds.
4 Concluding remarks
It follows from Theorem 1.2 that a graph attaining equality in Eq. (1.1) is extremal strongly regular
(see also [15] for its signed analogue). It would be interesting to see whether graphs (if exist)
attaining equality in the bounds in Theorem 1.3 possess any remarkable combinatorial properties.
But we expect this to be a difficult question to answer because there are several different bounds
(unlike the case of (0, 1)-adjacency matrices). In particular, it is not clear why the case α = −1±i
√
3
2
is somewhat special so that the bound in Theorem 2.8 is better than that in Theorem 2.5. However,
we could not improve the former one by −1 as in Theorem 2.6.
Note that [2, Theorem 2.3] extends the bound from Theorem 1.2 to all eigenvalues distinct
from {0,−1}. Its proof relies on the existence of the Perron-Frobenius eigenvector with all positive
coordinates. Since Hermitian matrices do not have this property in general, it is not clear how
to generalize the star complement technique in Section 2.2 to main eigenvalues. Accordingly, in
this situation Theorem 1.3 does not give a bound in di when i /∈ {1, s}. However, one can use the
following version of [4, Lemma 10], which may give a better bound (than that in (1.2)) when L
contains conjugate elements. To apply Lemma 4.1, one should follow the proof of [4, Proposition 1].
Lemma 4.1. Suppose that M = (mij) is a matrix over C. Let f = f(z, z¯) =
∑
k,ℓ∈S aklz
kz¯ℓ, where
S is a set of pairs of nonnegative integers, be a two-variate polynomial in z and z¯, where z¯ is the
complex conjugate of z. Define f [M ] to be the matrix obtained from M by applying f to each entry,
i.e., with entries given by (f [M ])ij = f(mij,mij). Then
rank(f [M ]) ≤
∑
(k,ℓ)∈S
(
rank(M) + k − 1
k
)(
rank(M) + ℓ− 1
ℓ
)
.
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Proof. Let r = rank(M) and v1, . . . , vn be the columns of M , and assume that v1, . . . , vr span the
column space of M . For nonnegative integers a, b, define
Va,b = span{ve11 · · · verr v1f1 · · · vrfr | ei, fj ∈ Z, ei, fj ≥ 0, e1 + · · ·+ er = a, f1 + · · ·+ fr = b},
where vk stands for the coordinate-wise power of v.
Note that dimVa,b =
(
r+a−1
a
)(
r+b−1
b
)
. Let V be the span of all Vk,ℓ with (k, ℓ) ∈ S. Since
vi =
∑r
j=1 αijvj for some scalar αij , it follows that the coordinate-wise product of v
a
i and vi
b,
which is given by
vai vi
b =
∑
j1,...,ja,j
′
1
,...,j′
b
a∏
x=1
b∏
y=1
αijxαij′yvjxvj′y ,
belongs to Va,b. Hence each column of f [M ] lies in V . Thus
rank(f [M ]) ≤ dimV =
∑
(k,ℓ)∈S
dimVk,ℓ =
∑
(k,ℓ)∈S
(
r + k − 1
k
)(
r + ℓ− 1
ℓ
)
,
and the lemma follows.
Acknowledgements
Alexander Gavrilyuk is supported by Basic Science Research Program through the National Re-
search Foundation of Korea (NRF) funded by the Ministry of Education (grant number NRF-
2018R1D1A1B07047427). Sho Suda is supported by JSPS KAKENHI Grant Number 18K03395.
References
[1] E. Bannai and T. Ito. Algebraic combinatorics I: Association schemes. The Benja-
min/Cummings Publishing Co., Inc., 1984.
[2] F. Bell and P. Rowlinson. On the multiplicities of graph eigenvalues. Bull. London Math. Soc.,
35(3):401–408, 2003. doi:10.1112/S0024609303002030.
[3] A. Blokhuis. Few-distance sets, 1983. doi:10.6100/IR53747.
[4] B. Bukh. Ranks of matrices with few distinct entries. Israel J. Math., 222(1):165–200, 2017.
doi:10.1007/s11856-017-1586-8.
[5] P. Delsarte, J.-M. Goethals, and J. J. Seidel. Spherical codes and designs. Geom. Dedicata,
6(3):363–388, 1977. doi:10.1007/bf03187604.
[6] K. Guo and B. Mohar. Hermitian adjacency matrix of digraphs and mixed graphs. J. Graph
Theory, 85(1):217–248, 2016. doi:10.1002/jgt.22057.
[7] W. Haemers. Interlacing eigenvalues and graphs. Linear Algebra Appl., 226-228:593–616, 1995.
doi:10.1016/0024-3795(95)00199-2.
[8] T. Koornwinder. A note on the absolute bound for systems of lines. Indagationes Mathematicae
(Proceedings), 79(2):152–153, 1976. doi:10.1016/1385-7258(76)90060-3.
18
[9] S. Kubota, E. Segawa, and T. Taniguchi. Quantum walks defined by digraphs and generalized
Hermitian adjacency matrices, 2019. https://arxiv.org/abs/1910.12536.
[10] J. Liu and X. Li. Hermitian-adjacency matrices and Hermitian energies of mixed graphs.
Linear Algebra Appl., 466(1):182–207, 2015. doi:10.1016/j.laa.2014.10.028.
[11] B. Mohar. A new kind of Hermitian matrices for digraphs. Linear Algebra Appl., 584(1):343–
352, 2020. doi:10.1016/j.laa.2019.09.024.
[12] A. Neumaier. New inequalities for the parameters of an association scheme. Combinatorial
Theory, Proc., Lecture Notes in Math., 885:365–367, 1981. Springer-Verlag, Calcutta.
[13] H. Nozaki and S. Suda. Complex spherical codes with two inner products. European J.
Combin., 51:511–518, 2016. doi:10.1016/j.ejc.2015.07.016.
[14] H. Nozaki and S. Suda. Complex spherical codes with three inner products. Discrete Comput.
Geom., 60(2):294–317, 2018. doi:10.1007/s00454-018-0017-x.
[15] F. Ramezani, P. Rowlinson, and Z. Stanic. On eigenvalue multiplicity in signed graphs, 2019.
https://arxiv.org/abs/1911.01113.
[16] P. Rowlinson. Co-cliques and star complements in extremal strongly regular graphs. Linear
Algebra Appl., 421(1):157–162, 2007. doi:10.1016/j.laa.2006.04.002.
[17] P. Rowlinson and B. Tayfeh-Rezaie. Star complements in regular graphs: Old and new results.
Linear Algebra Appl., 432(9):2230–2242, 2010. doi:10.1016/j.laa.2009.04.022.
[18] A. Roy and S. Suda. Complex spherical designs and codes. J. Combin. Designs, 22(3):105–148,
2014. doi:10.1002/jcd.21379.
[19] J. Seidel. Strongly regular graphs. Surveys in Combinatorics, British Combinatorial Con-
ference, London Math. Soc. Lecture Note, 38:157–180, 1979. Cambridge University Press,
Cambridge.
[20] T. Tao and V. Vu. Random matrices have simple spectrum. Combinatorica, 37(3):539–553,
2017. doi:10.1007/s00493-016-3363-4.
19
