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Abstract. Lesion detection is an important problem within medical
imaging analysis. Most previous work focuses on detecting and segment-
ing a specialized category of lesions (e.g., lung nodules). However, in clin-
ical practice, radiologists are responsible for finding all possible types of
anomalies. The task of universal lesion detection (ULD) was proposed
to address this challenge by detecting a large variety of lesions from the
whole body. There are multiple heterogeneously labeled datasets with
varying label completeness: DeepLesion, the largest dataset of 32,735 an-
notated lesions of various types, but with even more missing annotation
instances; and several fully-labeled single-type lesion datasets, such as
LUNA for lung nodules and LiTS for liver tumors. In this work, we pro-
pose a novel framework to leverage all these datasets together to improve
the performance of ULD. First, we learn a multi-head multi-task lesion
detector using all datasets and generate lesion proposals on DeepLe-
sion. Second, missing annotations in DeepLesion are retrieved by a new
method of embedding matching that exploits clinical prior knowledge.
Last, we discover suspicious but unannotated lesions using knowledge
transfer from single-type lesion detectors. In this way, reliable positive
and negative regions are obtained from partially-labeled and unlabeled
images, which are effectively utilized to train ULD. To assess the clini-
cally realistic protocol of 3D volumetric ULD, we fully annotated 1071
CT sub-volumes in DeepLesion. Our method outperforms the current
state-of-the-art approach by 29% in the metric of average sensitivity.
Keywords: Universal lesion detection; Incomplete labels; Heterogeneously
labeled datasets; Multi-task learning; Embedding matching
1 Introduction
At the core of oncology imaging for diagnosis of potential cancers, radiologists
are responsible to find and report all possible abnormal findings (e.g., tumors,
lymph nodes, and other lesions). It is not only time-consuming to scan through
a 3D medical image, human readers may also miss some abnormal findings.
This spurs research on automated lesion detection to decrease reading time and
improve accuracy [22,32]. Existing work commonly focus on lesions of specific
types and organs. For example, lung nodules [20,48,10,7], liver tumors [39,18,3],
and lymph nodes [5,31,23,34] have been extensively studied. However, in clinical
scenarios, a CT scan may contain multiple types of lesions in different organs.
ar
X
iv
:2
00
5.
13
75
3v
1 
 [c
s.C
V]
  2
8 M
ay
 20
20
2 K. Yan et al.
For instance, metastasis (e.g., lung cancer) can spread to regional lymph nodes
and other body parts (e.g., liver, bone, adrenal, etc.). To help radiologists find
all of them, a universal lesion detection (ULD) algorithm, which can identify a
variety of lesions in the whole body, is ideal. Designing a model for each organ
/ lesion type is inefficient and less scalable, significantly increasing inference
time and model size. For rare lesion types with fewer training data, single-type
models have higher risks of overfitting. More importantly, given the wide range of
lesion types, a group of single-type models will still miss some infrequent types.
Hence, a ULD system that covers all kinds of lesions is of great clinical value,
approaching to address radiologists’ daily workflows and real needs.
To learn an effective ULD system, a comprehensive and diverse dataset of
lesion images is required. The conventional data curation paradigm demands
experienced radiologists to relabel all lesions, thus is difficult to acquire. Most
manually-labeled lesion datasets [33,4,1] are relatively small (∼1K lesions) and
contain specific single lesion types. To tackle this problem, the DeepLesion
dataset [46,45] was collected by mining lesions directly from the picture archiv-
ing and communication system (PACS), which stores the RECIST [11] markers
already annotated by radiologists during their daily work. DeepLesion includes
over 32K lesions on various body parts in computed tomography (CT) scans. The
ULD task accuracy has been constantly improving [38,42,49,19,39,44] upon the
release of dataset [45]. Along with its large scale and ease of collection, DeepLe-
sion also has a limitation: not all lesions in every image were annotated. This is
because radiologists generally mark only representative lesions in each scan [11]
in their routine work. This missing annotation or incomplete label problem can
also be found in other object detection datasets [27,40], which will cause incor-
rect training signals (some negative proposals are actually positive), resulting
in lower detection accuracy. In medical images, the appearance of lesions and
non-lesions can be quite similar, making it difficult to mine missing annotations
and ensure that they are true lesions.
Several public, fully-labeled, and single-type lesion datasets [33,4,1] exist and
provide annotations of specific lesion types. For example, the LiTS dataset [4]
contains primary and secondary liver tumors in 201 CT scans. While DeepLe-
sion [45] is large, universal, but partially-labeled, these datasets [33,4,1] are small,
specialized, but fully-labeled. This heterogeneity of dataset labels poses chal-
lenges in leveraging multi-source datasets in ULD.
In this paper, we propose to alleviate the missing annotation problem and
leverage multiple datasets to improve ULD accuracy. Our framework is shown
in Fig. 1. First, we design a lesion detector with several head branches to fo-
cus on lesions of different organs. It is trained on multiple lesion datasets in a
multi-task fashion, which can handle the heterogeneous label problem. Given a
test image, it can predict several groups of lesion proposals matching the se-
mantics of each dataset in [45,33,4,1]. It is named “multi-expert lesion detector”
(MELD) since each group of proposal is predicted by an “expert” learned from
one dataset. Then, we employ MELD on the partially-labeled and unlabeled
slices in DeepLesion to generate lesion proposals.
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Fig. 1. Overview of the proposed universal lesion detection (ULD) framework. First,
we train a multi-expert lesion detector (MELD) using all universal and single-type
datasets. Then, we apply MELD on all partially-labeled and unlabeled training images
to generate universal and single-type proposals. Next, missing annotation matching
(MAM) and negative region mining (NRM) are performed to find positive and negative
regions from training images, which are then used to finetune MELD.
The key components of our framework are two novel algorithms to mine miss-
ing positive and reliable negative regions. In the missing annotation matching
(MAM) algorithm, a lesion embedding [43] is extracted for each proposal which
describes its body part, type, and attributes. By comparing the embedding of
each proposal and each annotated lesion within each patient’s multiple CT scans,
we can find unannotated lesions that are similar to existing annotations. In the
negative region mining (NRM) algorithm, we obtain suspicious lesions from the
proposals of the single-type experts in MELD. Because these proposals can be
noisy, we do not treat them as lesions, but consider the rest part of the image
as reliable negative region without lesions. These positive and negative regions
are then used to finetune MELD. We employ three single-type datasets in our
framework, namely LUNA (LUng Nodule Analysis) [33], LiTS (Liver Tumor
Segmentation Benchmark) [4], and NIH-LN (NIH Lymph Node) [1]. Notice that
it is not our goal to achieve new state-of-the-art results on these specialized
datasets. Fig. 2 exhibits exemplar lesions from the four datasets. In our experi-
ments, 27K missing annotations and 150K suspicious lesions were found in 233K
partially-labeled and unlabeled slices. For evaluation, we manually annotated all
lesions in 1K sub-volumes in DeepLesion as the test set1. The original test set
in DeepLesion was annotated on selected key slices. It is different from clinical
practice where 3D volumetric data are used. Besides, the key-slice test set was
not fully annotated, leading to inaccurate performance evaluation. In the fully-
labeled volumetric test set, our method outperforms the current state-of-the-art
method on DeepLesion by 29% (average sensitivity from 32.4% to 41.8%).
1
These annotations will be made publicly available. We were unable to annotate full volumes as
images in DeepLesion were released in sub-volumes containing 7∼220 consecutive slices.
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Fig. 2. Exemplar lesions from DeepLesion (first row), LUNA (second row 1–3), LiTS
(4–6), and NIH-LN (7–9). DeepLesion has an overlap with the single-type datasets
(first row 1–3), but it also includes many clinically significant lesion types that are not
covered by other datasets (first row 4–9), demonstrating the value a ULD system.
The main contributions of this paper are fourfold. 1) The heterogeneous
dataset fusion problem in lesion detection are tackled for the first time via our
simple yet effective MELD network; 2) We propose two novel methods, i.e. miss-
ing annotation matching (MAM) and negative region mining (NRM), to allevi-
ate the missing annotation problem, enabling us to leverage partially-labeled
and unlabeled images in training successfully; 3) MELD and NRM can trans-
fer meaningful knowledge from single-type datasets to universal lesion detection
models; and 4) ULD accuracy on DeepLesion [45] is significantly improved upon
previous state-of-the-art work [44].
2 Related Work
Universal lesion detection:ULD has been improved using 3D context [42,44,39],
attention mechanism [38,49,19,39], multi-task learning [44,38], and hard nega-
tive mining [37]. 3D context information in neighboring slices is important for
detection, as lesions may be less distinguishable in just one 2D axial slice. Vol-
umetric attention [39] exploited 3D information with multi-slice image inputs
and a 2.5D network and obtained top results on the LiTS dataset. In [49,19,39],
attention mechanisms were applied to emphasize important regions and channels
in feature maps. MVP-Net [19] learned to encode position (body part) informa-
tion in an attention module. The multi-task universal lesion analysis network
(MULAN) [44] achieved the state-of-the-art accuracy on DeepLesion with a 3D
feature fusion strategy and the Mask R-CNN [13] architecture. It jointly learned
lesion detection, segmentation, and tagging with a proposed score refinement
layer to improve detection with 171 lesion tags. However, it did not handle the
missing annotations and the variation of lesions in different organs, neither did
it leverage multiple datasets. ULDor [37] mined hard negative proposals with
a trained detector to retrain the model, but the mined negatives may actually
contain positives because of missing annotations. Inspired by [44,39], we build
MELD based on 2.5D Mask R-CNN.
Learning with incomplete labels: In detection, knowledge distillation [14]
can help to find missing annotations. The basic idea is to use the prediction of one
model to train another. Predictions from multiple transformations of unlabeled
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data were merged to generate new training annotations in [29]. Dong et al. [9]
progressively generated pseudo-boxes from old models to train new ones. Prior
knowledge can also help to infer missing annotations. Wu et al. [40] argued that
a proposal with a small overlap with an existing box is less likely to be a missing
annotation. Niitani et al. [27] introduced part-aware sampling that assumes an
object (car) must contain its parts (tire). Jin et al. [16] mined hard negative
and positive proposals from unlabeled videos based on the prior that object
proposals should be continuous across frames. In our framework, we leverage
embedding matching and knowledge from multiple specialized datasets to find
missing annotations and reliable negative regions.
Multi-task and multi-dataset learning: Our problem is related to multi-
task learning [28] where different tasks are learned jointly, which has been proved
beneficial in medical imaging [41,12,44]. Because of the difficulty in data annota-
tion of medical images, it is sometimes required to learn from multiple datasets
labeled by different institutes using varying criterion [36]. Zhou et al. [47] and
Dmitriev et al. [8] studied how to learn multi-organ segmentation from single-
organ datasets, incorporating priors on organ sizes and dataset-conditioned fea-
tures, respectively. Cohen et al. [6] observed that the same class label had differ-
ent distribution (concept shift) between multiple chest X-ray datasets and simply
training with all datasets is not optimal. The relation and corporation of mul-
tiple datasets for lesion detection has not been inspected. The domain-attentive
universal detector [38] used a domain attention module to learn DeepLesion as
well as 10 other object detection datasets. Yet, it did not exploit the semantic re-
lation between datasets. Our framework leverages the synergy of lesion datasets
both to learn better features and to use their semantic overlaps.
3 Method
As shown in Fig. 1, we first train a multi-expert lesion detector (MELD) to
generate proposals, and then perform missing annotation matching (MAM) and
negative region mining (NRM) to find missing positive and reliable negative
regions to finetune MELD. Knowledge from single-type datasets is transferred
to the universal detector in two ways. First, single-type datasets are jointly
trained in MELD to help it learn better feature representation for ULD; Second,
in NRM, the single-type experts of MELD help to mine suspicious lesions.
3.1 Multi-Expert Lesion Detector (MELD) for Heterogeneously
Labeled Datasets
We propose MELD based on an improved Mask R-CNN [13] architecture. Its
overall framework is displayed in Fig. 3. The input of the network is 9 consecutive
axial CT slices and the outputs are the detected 2D lesion proposals in the
central slice and their segmentation masks. In lesion detection, 3D context in
neighboring slices is important, so we use a 2.5D DenseNet backbone plus the
feature pyramid network (FPN) [21] similar to [44]. From the backbone feature, a
6 K. Yan et al.
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Fig. 3. Framework of the multi-expert lesion detector (MELD). MELD jointly learns
multiple lesion datasets in a multi-task fashion. Each dataset d has its own RPN, de-
tection scores, and bounding-box regression head. MELD also has several classification
heads, each focusing on lesions in different organs.
region proposal network (RPN) [30] predicts initial lesion proposals and forwards
them to the classification, bounding-box regression, and mask heads [13].
In ULD, one challenge is that lesions in different organs have very distinct ap-
pearances, while lesions and non-lesions in the same organ can look similar. We
propose a divide-and-conquer strategy to alleviate this problem. Existing ULD
algorithms treat all kinds of lesions as one class and use a binary classifier to
distinguish them from non-lesions. In contrast, MELD has multiple classification
heads focusing on lesions of different organs. Lymph node, lung, and liver are the
most common organs in DeepLesion [43], so we build three heads for these three
organs and another whole-body head which learns all lesions. When training,
every proposal goes through all heads to obtain detection scores s0, . . . , s3 and
cross-entropy losses L0, . . . , L3. At the same time, we learn a gating head to pre-
dict organ weights wi ∈ [0, 1], i = 0, . . . , 3, representing how much the proposal
belongs to organ i. w0 should be always 1 as it corresponds to the whole-body
head. The overall loss is L = Σ3i=0wiLi. When testing, the detection scores are
fused by the organ weights and then normalized, i.e.,
s =
(
Σ3i=0wisi
)
/
(
Σ3i=0wi
)
. (1)
To train the gating head, we take advantage of the lesion annotation network
(LesaNet) [43]. LesaNet was trained on labels mined from radiological reports of
DeepLesion. We use it to predict the organ of lesions in DeepLesion, then adopt
the predicted scores (0 ∼ 1) as soft targets to supervise the gating head. This
organ stratification strategy allows each classification head to learn organ-specific
parameters to model the subtle difference between lesions and non-lesions of the
organ. We find it improves the ULD accuracy.
Next, we further extend the above network to jointly learn multiple datasets.
In our problem, the datasets are heterogeneously labeled. The definition of le-
sion in different datasets is overlapping but not identical. Single-type datasets
lack annotations of other types. For instance, enlarged lymph nodes often exist
but were not annotated in LUNA and LiTS. In addition, since the datasets’
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Fig. 4. Examples of matched lesions in DeepLesion. In each sub-plot, the lesion on the
left is an existing annotation; the right one is a matched missing annotation in another
study/series/slice of the same patient. Their embedding distance is also shown.
patient population and collection criteria are all different, there exists a con-
cept shift [6,28]. For example, the distribution of liver tumors in DeepLesion
and LiTS may slightly vary. This issue was also found in multiple Chest X-ray
datasets [6]. Therefore, combining them is not straightforward and it is better
to treat different datasets as different learning tasks.
In MELD, we make the datasets share the same network backbone and fully
connected layers in the classification heads. Each head splits in the last layer and
outputs 4 detection scores to match each dataset’s semantics. When a training
sample comes from dataset d, only the d’th detection score in each classification
head will be learned. Additionally, each dataset has its own RPN and bounding-
box regression layer [38], see Fig. 3. Wang et al. [38] introduced a domain at-
tention module to learn features from different image domains. Our datasets are
from the same image domain (CT scans), so it is feasible to simply make them
share features. Experiments show that this multi-task strategy improves the ac-
curacy on all datasets. Given a test image, MELD can efficiently predict several
groups of lesion proposals matching the semantics of each dataset.
3.2 Missing Annotation Matching (MAM)
In clinical practice, each patient generally undergo multiple CT scans (studies)
at different time points to monitor their disease progress [11,45]. Each study
typically contains multiple image volumes (series) that are scanned at the same
time point but differ in reconstruction filters, contrast phases, etc. One lesion
instance exists across multiple studies and series, but radiologists often do not
mark them all in their daily work [46]. Besides, a large lesion spans in multiple
slices in a volume, but radiologists generally mark it only on the slice where it
has the largest cross-sectional size [11], known as the key slice. These clinical
prior knowledge gives us a chance to find those missing annotations that belong
to the same lesion instance with existing annotations but were not marked by
radiologists.
First, we train MELD using the existing annotations on key slices in the
training set of DeepLesion. Then, we apply the network on all slices in the
training set. After sampling a slice every 5mm, we obtained 1,429K proposals
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from 233K partially-labeled and unlabeled slices, a large extension compared to
the 22K key slices. The next step is to establish correspondence between the
proposals and existing annotations. We leverage the lesion embedding generated
by LesaNet [43], which encodes the body part, type, and attributes of lesions and
have proved its efficacy in lesion retrieval. The distance of two embeddings should
be small if they are from the same lesion instance. Hence, within each patient,
we compute the L2 distance between every annotation and every proposal and
keep those pairs whose distance is smaller than a threshold θ.
Fig. 4 illustrates three pairs of matched lesions. We found the mined lesions
are mostly the same instances with existing ones, but sometimes they are actually
different instances with similar semantic attributes, e.g., two liver metastatic
tumors. Note that the mined lesions have similar but not identical appearance
with existing ones, since they have different time point, reconstruction kernel,
slice position, etc., see Fig. 4. Therefore, the mined ones can still provide valuable
new information when they are used in training. They are only used in training
the classification heads but not the bounding-box regression head, since they are
detected proposals and the box may be inaccurate.
3.3 Negative Region Mining (NRM)
Besides positive samples, negative samples are also important when training a
detector. They are sampled from the background region of training images. If
the background region contains missing annotations, the algorithm will learn
from wrong supervision signals and degrade in accuracy [27,40]. In our problem,
the MAM strategy cannot find all missing annotations because some of them do
not belong to the same instance with any existing annotation. One idea is to
treat all universal proposals of MELD as missing annotations. However, there
may actually be many false positives (FPs) in the proposals.
Our solution is to explore the semantic overlap between datasets and seek
help from the single-type datasets. Recall that MELD is an ensemble of four
dataset experts, namely the DeepLesion expert and three single-type experts:
LUNA, LiTS, and NIH-LN. For each slice in the training set of DeepLesion, it
can output four groups of proposals. Compared to the universal proposals from
the DeepLesion expert, the single-type proposals generally have fewer FPs in
their specialties. This is because each single-type expert only needs to learn to
detect a single lesion type, which is a much simpler task. Also, their training
datasets are fully-labeled. For each proposal from the three single-type experts,
if its detection score is higher than a threshold σ and it does not overlap with
existing or mined annotations, we regard the proposal as a suspicious lesion.
Then, we can either treat the suspicious lesions as positive samples or ignore
them (do not sample them as either positive or negative) during finetuning. It is
found that ignoring them achieved better accuracy, which prevents the FPs in
these suspicious proposals from polluting the positive sample set. We also note
that the suspicious lesions only include lung nodules, liver tumors, and LNs due
to the single-type datasets used. Adding more single-type datasets will help to
mine more suspicious lesions.
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Apart from the existing annotations, the mined missing annotations, and the
suspicious lesions, the rest part of an image in DeepLesion is treated as reliable
negative region, as depicted in Fig. 1. Previous ULD algorithms [49,38,19,44]
were all limited to the 22K labeled training slices. It will bias the algorithms
toward lesion-rich body parts and cause many FPs in under-represented body
parts. With MAM and NRM, we can exploit the massive unlabeled slices and
improve performance on the whole body. We anticipate the proposed methods to
also be useful in other large-scale but partially-labeled datasets such as OpenIm-
age [17,27], where the missing annotations may be mined using embedding-based
matching and with the help of other specialized object datasets.
4 Experimental Details
4.1 Data
To date, DeepLesion [45] is the largest dataset for universal lesion detection,
containing 32,735 lesions annotated on 32,120 axial CT slices from 10,594 studies
of 4,427 patients. It was mined from the National Institutes of Health Clinical
Center based on marks annotated by radiologists during their routine work to
measure significant image findings [11]. Thus, it closely reflects clinical needs.
The LUNA (LUng Nodule Analysis) dataset [33] consists of 1,186 lung nodules
annotated in 888 CT scans. LiTS (LIver Tumor Segmentation Benchmark) [4]
includes 201 CT scans with 0 to 75 liver tumors annotated per scan. We used
131 scans of them with released annotations. NIH-Lymph Node (NIH-LN) [1]
contains 388 mediastinal LNs in 90 CT scans and 595 abdominal LNs in 86 scans.
Without loss of generality, we chose these three single-type datasets for joint
learning with DeepLesion. Single-type datasets of other organs can be added in
the future. More dataset details will be described in the supplementary material.
For DeepLesion, we used the official data split which has 70%, 15%, 15% for
training, validation, and test, respectively. The official test set includes only key
slices and may contain missing annotations, which will bias the accuracy. We
invited a board-certified radiologist to further fully annotate 1071 sub-volumes
chosen from the test set of DeepLesion using the same RECIST criterion [11] as
in DeepLesion. We call the official test set “key-slice test set” and the new one
“volumetric test set”. In the latter set, there are 1,642 original annotations and
2,023 manually added ones. For LUNA, LiTS, and NIH-LN, we randomly used
80% of each dataset for joint training with DeepLesion, and left 20% for valida-
tion. Image preprocessing and data augmentation steps are the same with [44],
which will be described in detail in the supplementary material.
4.2 Implementation
The proposed framework was implemented in PyTorch based on the maskrcnn-
benchmark project [26]. The backbone of MELD is DenseNet-121 [15] initialized
with an ImageNet pretrained model. The gating head has two FC-512 (fully-
connected layers with 512 neurons), one FC-3 (3 organs), and a sigmoid function.
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A classification head consists of two FC-1024 followed by an FC-4 (4 datasets).
We use lung, liver, and LN as organ experts since they are the most common
organs in DeepLesion [43]. These layers were randomly initialized. Each mini-
batch had 4 samples, where each sample consisted of 9 axial CT slices for 3D
feature fusion [44]. We used Rectified Adam (RAdam) [24] to train MELD for
8 epochs and set the base learning rate to 0.0001, then reduced it by a factor
of 10 after the 4th and 6th epochs. For single-type datasets, we used all slices
that contain lesions and the same number of randomly sampled negative slices
(without lesions) to train in each epoch. It took MELD 35ms to process a slice
during inference on a Quadro RTX 6000 GPU.
For MAM, we empirically set the distance threshold θ = 0.15. 27K missing
annotations were mined from the training set of DeepLesion, in addition to the
23K existing annotations. We randomly checked 100 of them and found 90% are
true lesions. For NRM, we set the detection score threshold σ = 0.5. An average
of 0.45 suspicious lesions were detected per slice. We then finetuned MELD from
an intermediate checkpoint in the 4th epoch with RAdam for 4 epochs using the
same learning rate schedule (10−5 to 10−6). In each finetuning epoch, we kept
the original 22K key slices and randomly selected 10K unlabeled slices to add
into the training set. MAM and NRM were used to mine missing annotations
and reliable negative region in these 32K slices.
4.3 Metrics
The free-response receiver operating characteristic (FROC) curve is the standard
metric in lesion detection [33,45,34]. Sensitivities at different number of FPs per
image are calculated to show the recall at different precision levels. We evaluate
the ULD accuracy on the fully-annotated volumetric test set of DeepLesion.
Following the LUNA challenge [33], sensitivities at 1/8, 1/4, 1/2, 1, 2, 4, 8 FPs per
sub-volume are computed. Note that our 2.5D framework outputs 2D detections
per slice, while this metric is for 3D detections. Thus, we designed a simple
heuristic approach to stack 2D boxes to 3D ones if the intersection over union
(IoU) of two 2D boxes in consecutive slices is greater than 0.5. If any 2D cross-
section of a stacked 3D box has an IoU > 0.5 with a 2D ground-truth box, the
3D box is counted as a TP. To compare with prior work, we also calculated the
sensitivities at 0.5, 1, 2, and 4 FPs per key slice on the key-slice test set.
5 Results and Discussion
In this section, we evaluate the effectiveness of our proposed algorithms: multi-
expert lesion detector (MELD), missing annotation matching (MAM), and neg-
ative region mining (NRM). Our baseline method is the previous state of the art
on DeepLesion, MULAN [44]. In Table 1, we can find that MELD outperformed
the baseline by 1.7% in average sensitivity at different FP levels. Adding MAM
and NRM both significantly boosted the accuracy. This means that the miss-
ing annotations play a critical role in the detector’s performance. MAM added
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Table 1. Results with different components of the proposed framework . Sensitivity
(%) at different FPs per sub-volume on the volumetric test set of DeepLesion is shown.
Method FP@0.125 0.25 0.5 1 2 4 8 Average
Baseline [44] 7.6 12.6 20.7 30.6 42.1 51.8 61.2 32.4
MELD 7.7 13.5 21.3 32.3 43.7 54.8 65.2 34.1
MELD+MAM 12.9 20.8 29.2 39.0 49.6 58.7 67.0 39.6
MELD+NRM 13.5 20.2 29.5 38.8 49.4 58.5 67.3 39.6
MELD+MAM+NRM 16.0 22.8 32.0 41.7 51.3 60.3 68.3 41.8
Table 2. Organ-stratified results with different single-type datasets used. In each row,
we use certain datasets in NRM, then compute the detection accuracy of lesions in dif-
ferent organs. Bold results indicate the best accuracy for each organ (column). Average
sensitivity at FP=0.125∼8 per sub-volume on DeepLesion is shown.
Single-type dataset Lung Liver Lymph node Overall
LUNA (lung nodules) 35.5 31.7 31.7 39.4
LiTS (liver tumors) 34.6 39.1 33.8 40.1
NIH-LN (lymph nodes) 34.0 31.8 33.0 39.6
All 35.1 38.9 35.3 41.8
matched lesions to the positive sample set to make the algorithm learn more
about the appearance of different lesions. NRM removed suspicious lesions from
the negative sample set to reduce its noise, so that the algorithm can learn the
appearance of normal tissues better. Finally, MELD with both MAM and NRM
achieved the best result, a relative improvement of 29% compared to the base-
line. We also explored to add different single-type datasets to mine suspicious
lesions in NRM. Table 2 listed the detection accuracy of lesions in different or-
gans. We can see that adding a dataset is generally beneficial for lesions in the
corresponding organ, confirming the effectiveness of our algorithm to transfer
knowledge from single-type datasets.
The influence of different parameter values is studied in Fig. 5. In MAM, if
the distance threshold θ is too small, fewer missing annotations will be matched,
providing less new information; If it is too large, the matched missing annota-
tions may be noisy. Sub-plot (b) shows that adding unlabeled training images is
helpful. With MAM and NRM, the accuracy was already improved on the origi-
nal training set with no added slices (from MELD’s 34.1% in Table 1 to 39.4%).
With more unlabeled slices added, MAM and NRM can find positive and nega-
tive samples that bring new information, especially for under-represented body
parts in the original training set. The accuracy reached the best when the number
of added slices is about half of the size of the original training set.
The joint training strategy in MELD can improve the baseline not only on
DeepLesion, but also on single-type datasets, especially when the number of
training samples is small. Note that it is not our goal to compare with best al-
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Fig. 5. Parameter study of the proposed algorithms. Average sensitivity at
FP=0.125∼8 per sub-volume on DeepLesion is shown. In (b), the x-axis is the ratio
between the number of added slices and the original training size (22K key slices).
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Fig. 6. Comparison of the baseline [44] and MELD with different proportions of train-
ing data in the single-type datasets. On LUNA, we report the average sensitivity at
1/8 ∼ 8 FPs per volume [33]. On LiTS and NIH-LN which have ground-truth masks,
we report the Dice score.
gorithms specially designed for each single-type dataset. We combined DeepLe-
sion with a proportion of training volumes from all single-type datasets to train
MELD. For comparison, we trained the baseline [44] with one single-type dataset
each time of the same training size. Evaluation was made on the validation set
(20% of each dataset). Fig. 6 shows that MELD always outperformed the base-
line on the three single-type datasets. MELD’s superiority is more evident when
the number of training data is getting smaller. This is because DeepLesion con-
tains lesions in a variety of organs, so it can help the single-type datasets learn
effective features in the network backbone and organ heads. It is especially useful
in medical image analysis where training data is often limited. It also indicates
that the network has the capacity to learn different lesion types in multiple
datasets at the same time. Among the three single-type datasets, lung nodules
have relatively distinct appearance (Fig. 2), thus are easier to learn. Besides,
LUNA has the more training data, so the superiority of MELD is smaller. Some
liver tumors have clear separation with normal tissues, while others can be sub-
tle, making it a harder task. Lymph nodes exist throughout the body and are
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Table 3. Comparison with previous studies. Sensitivity (%) at different FPs per slice
on the key-slice test set of DeepLesion is shown.
Method FP@0.5 1 2 4 Average
ULDor [37] 52.9 64.8 74.8 84.4 69.2
Domain-attentive universal detector [38] - - - 87.3 -
Volumetric attention [39] 69.1 77.9 83.8 87.5 79.6
MVP-Net [19] 73.8 81.8 87.6 91.3 83.6
MULAN (without tags) [44] 76.1 82.5 87.5 90.9 84.3
MULAN (with 171 tags) [44] 76.1 83.7 88.8 92.3 85.2
MELD (proposed) 77.8 84.8 89.0 91.8 85.9
MELD+MAM+NRM (proposed) 78.6 85.5 89.6 92.5 86.6
Table 4. Different strategies to combine multiple datasets. Average sensitivity (%) at
FP=0.125∼8 per sub-volume on the volumetric test set of DeepLesion is shown.
Method Average sensitivity
Single dataset (Baseline [44]) 32.4
Dataset concatenation 34.5
Dataset concatenation (positive only) 33.1
Multi-task learning 35.1
Proposed (suspicious lesions as positive) 40.7
Proposed (suspicious lesions as ignore) 41.8
sometimes hard to be discriminated from the surrounding vessels, muscles, and
other organs, leading to the lowest accuracy.
5.1 Comparison with Other Methods
Previous works were evaluated on the partially-labeled key-slice test set. We use
the same criterion and compare with other methods in Table 3. MELD outper-
formed the previous state-of-the-art method, MULAN, either without or with
the extra training information of 171 lesion tags [44]. MAM and NRM further
boosted the accuracy and demonstrated that the mined missing annotations and
reliable negative regions are helpful.
Different strategies to combine multiple lesion datasets are compared in Ta-
ble 4. The baseline [44] is trained using a single dataset (DeepLesion). A straight-
forward way to incorporate the single-type datasets is to directly concatenate
them with DeepLesion and treat them as one task. Another method is to only
sample positive regions from them to avoid the influence of unannotated lesions
of other types. These two methods combine multiple datasets in the data level
and slightly improved the baseline. Because the datasets have heterogeneous la-
bels, a better solution is to use multi-task learning and treat each dataset as a
task and let them learn shared features. We proposed negative region mining
to leverage single-type datasets in a novel way: using them to mine suspicious
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Fig. 7. Comparison of the baseline [44] (top row) and our proposed method (bottom
row) on the volumetric test set of DeepLesion. Green and red boxes indicate TPs and
FPs, respectively. Numbers above boxes are detection scores.
lesions in a universal dataset, which is similar to knowledge distillation [14]. We
also find that treating the mined lesions as ignore is better than regarding them
as true lesions, possibly because they contain some noise and concept shift.
5.2 Qualitative Results
Qualitative comparison of the baseline [44] and the proposed method is shown in
Fig. 7. The baseline mistakenly detected vessels in the lung and liver, diaphragm,
and bowels because of their similar appearance with lesions. These FPs have been
reduced notably by our MELD+MAM+NRM. From Table 1 we can find that
the baseline achieved 50% recall at 4 FPs per sub-volume while the proposed
method achieved it at 2 FPs. On the other hand, the scores of TPs also increased
in our method. This is because MAM added more positive samples and NRM
excluded many missing annotations when finetuning MELD. Without the wrong
negative training signals, true lesions can be learned more confidently.
6 Conclusion
In this paper, we proposed a framework to mine positive and negative regions
from a partially-labeled dataset for lesion detection. A multi-expert lesion detec-
tor with organ stratification was proposed to generate lesion proposals. Medical
knowledge was leveraged to find missing annotations with an embedding match-
ing approach. Multiple single-type datasets were utilized to mine suspicious le-
sions and generate reliable negative regions, so as to transfer their knowledge
to the universal lesion detection model. As a result, our framework provides a
powerful means to exploit multi-source, heterogeneously and imperfectly labeled
data, significantly pushing forward universal lesion detection performance.
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7 Appendix
7.1 More Details on Datasets
Table 5. Statistics of the four lesion datasets used in our work.
Name Lesion types Organs # 3D
Volumes
# 2D
Slices
#
Lesions
Fully-
annotated?
DeepLesion [45] Various Whole
body
10,594
sub-
volumes
928K 32,735 No
LUNA (LUng Nod-
ule Analysis) [33]
Lung nodule Lung 888 226K 1,186 Yes
LiTS (LIver Tu-
mor Segmentation
Benchmark) [4]
Liver tumor Liver 130 85K 908 Yes
NIH-LN (NIH-
Lymph Node) [1]
Mediastinal
and abdominal
lymph nodes
Lymph
node
176 134K 983 Yes
The four lesion datasets used in our work are summarized in Table 5.
Fig. 8 shows the statistics of major organs of lesions in DeepLesion [45].
Based on the lesion tags provided by [43], we analyzed 17,705 lesions with body
part tags. Lymph node (LN), lung, and liver are the most common organs, which
are covered by the organ heads in our multi-expert lesion detector (MELD) and
our chosen single-type lesion datasets [33,4,1]. Note that it is easy to extend our
proposed MELD and negative region mining (NRM) to more organs heads and
more lesion datasets (e.g., tumors in kidney [2], pancreas, colon [35], etc.).
To observe the distribution of the four datasets, we calculated the 256D lesion
embeddings from LesaNet [43] and visualize them using t-SNE [25]. From Fig. 9,
we can find the single-type datasets lie within subspaces of DeepLesion. NIH-LN
is more scattered as lymph nodes exist throughout the body and have diverse
contextual appearance.
7.2 More Details on Preprocessing
The image preprocessing and data augmentation steps in our experiments are de-
scribed in this section. We tried to build a unified lesion detection/segmentation
framework for various datasets, and used the same workflow for all input images.
First, we normalized the orientations of x, y, and z-axes of all datasets to the
same direction. Then, we rescaled the 12-bit CT intensity range to floating-point
numbers in [0,255] using a single windowing (-1024–3071 HU) that covers the
intensity ranges of the lung, soft tissue, and bone. Every axial slice was resized
so that each pixel corresponds to 0.8mm. We interpolated in the z-axis to make
the slice intervals of all volumes to be 2mm. The black borders in images were
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lymph node - 29.78 %
lung - 22.01 %
liver - 11.51 %
kidney - 5.72 %
bone - 2.90 %
adrenal gland - 2.41 %
pancreas - 2.41 %
spleen - 1.31 %
others - 21.95 %
Fig. 8. Statistics of major organs of lesions in DeepLesion [43].
60 40 20 0 20 40 60
60
40
20
0
20
40
60
DeepLesion
LUNA
LiTS
NIH-Lymph Node
Fig. 9. Scatter map of embeddings [43] of lesions in DeepLesion [45], LUNA [33],
LiTS [4], and NIH-LN [1] computed by t-SNE.
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clipped for computation efficiency. When training, we did data augmentation by
randomly resizing each slice with a ratio of 0.8∼1.2 and randomly shifting the
image and annotation by -8∼8 pixels in x and y axes.
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