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Abstract
The zero-divisor graph Γ(R) of an associative ring R is the graph whose vertices are all nonzero
zero-divisors (one-sided and two-sided) of R, and two distinct vertices x and y are joined by an edge iff
either xy = 0 or yx = 0.
In the present paper, we study some properties of ring varieties where every finite ring is uniquely
determined by its zero-divisor graph.
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1 Introduction
Throughout this paper, any ring R is associative (not necessarily commutative).
The zero-divisor graph Γ(R) of a ring R is the graph whose vertices are all nonzero zero-divisors (one-
sided and two-sided) of R, and two distinct vertices x and y are joined by an edge iff either xy = 0 or yx = 0
[10].
The notion of the zero-divisor graph of a commutative ring was introduced by I.Beck in [3]. In this
paper, all elements of a ring are vertices of the graph. In [2], D.F.Anderson and P.S.Livingston introduced
the zero-divisor graph whose vertices are nonzero zero-divisors of a ring. In [2], the authors studied the
interplay between the ring-theoretic properties of a commutative ring R with unity and the graph-theory
properties of Γ(R). For a noncommutative ring the definition of zero-divisor graph was intoduced in [10].
The question of when Γ(R) ∼= Γ(S) implies that R ∼= S is very interesting. For finite reduced rings and
finite local rings this question has been investigated in [1]. (We note that ring R is called reduced if R has
no nonzero nilpotent elements.) In this paper, we study varieties of rings, where Γ(R) ∼= Γ(S) implies R ∼= S
for all finite rings R,S. Note that some results concerning such varieties have been proved in [6].
Firstly, we fix some notations. Let Z be the set of integers, N the set of natural numbers, Z[x] the
polynomial ring over Z. For each prime number p by GF (pn) we denote the Galois field with pn elements.
For each number n let Zn be the residue-class ring modulo n. The symbol J(R) denotes the Jacobson radical
of a ring R. We define a finite ring R with unity to be an local ring if the factor-ring R/J(R) is a field.
For each prime number p let
N0,pn =
〈
a; a2 = 0, pna = 0
〉
; Np2 =
〈
a; a2 = pa, p2a = 0
〉
;
Np,p =



 0 a b0 0 a
0 0 0

 ; a, b ∈ GF (p)

 ;
Ap =
(
GF (p) GF (p)
0 0
)
; A0p =
(
GF (p) 0
GF (p) 0
)
.
Let the additive group of a ring R be a direct sum of its nonzero subgroups Ai, i = 1, . . . , n and n ≥ 2,
i.e. R = A1
.
+ . . .
.
+ An. If Ai is ideal of R for all i, then we say that the ring R is decomposable and write
R = A1 ⊕ . . .⊕An. A ring R is called subdirectly irreducible if the intersection of all its nonzero ideals is
a nonzero ideal of R [5]. It is known that every ring is a subdirect sum of subdirectly irreducible rings [5].
The ring of n × n matrices over a ring R is denoted by Mn(R). For all elements x, y of a ring R we put
[x, y] = xy − yx.
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For every set X = {x1, x2, . . .} let Z 〈X〉 = Z 〈x1, x2, . . .〉 be the free associative ring freely generated by
the set X . For every f(x1, . . . , xd) ∈ Z 〈X〉 the number
min{deg(h) | all nonzero monomials h of f }
is called the lower degree of the polynomial f(x1, . . . , xd). We say that an polynomial f(x1, . . . , xd) is
essentially depending on x1, x2, . . . , xd if f(0, x2, . . . , xd) = . . . = = f(x1, . . . , xd−1, 0) = 0.
Let M be a variety of associative rings. We denote by T (M) the T -ideal of all polynomial identities of
M. For a set {fi |i ∈ I } ⊆ Z 〈X〉 by {fi | i ∈ I}
T denote the smallest T -ideal containing all fi. Also, let
T (R) be the T -ideal of all polynomial identities satisfied by a ring R.
For all varieties M and N by M ∨ N denote the union of these varieties. Note that T (M ∨N) =
T (M) ∩ T (N) . Put Lp1,...,ps = var N0,p1 ∨ . . . ∨ var N0,ps , where p1, . . . , ps are prime numbers such that
pi 6= pj for i 6= j.
A finite ring R is called critical, if it does not belong to the variety generated by all its proper subrings
and factor-rings [7]. We say that a variety M is Cross if the following conditions hold: (i) all rings of M are
locally finite; (ii) the set of all critical rings in M is finite; (iii) T (M) has a finite basis. By [7], a variety of
associative rings is Cross if and only if it is generated by a finite associative ring.
In this article, Kn will denote the complete graph on n vertices.
The aim of this paper is to prove the following theorems.
Theorem 1.1. Suppose M is a variety of associative rings such that xy + f(x, y) ∈ T (M), where the lower
degree of f(x, y) is greater then 2. Then Γ(R) ∼= Γ(S) implies R ∼= S for all finite rings R,S ∈ M if and
only if M ⊆ Lp1,...,ps ∨ var Zp where p, p1, . . . , ps are prime numbers and (pi, p) 6= (3, 2) for i ≤ s.
Theorem 1.2. Let M be a variety of associative rings such that Zp ∈M for some prime number p. Suppose
Γ(R) ∼= Γ(S) implies R ∼= S for all finite rings R,S ∈M. Then any subdirectly irreducible finite ring A ∈ M
satisfies one of the following conditions:
(1) A ∼= Zp;
(2) A is a nilpotent ring and q2A = (0) for some prime number q.
Theorem 1.3. Let M be a variety of associative rings such that Z2 ∈ M and Γ(R) ∼= Γ(S) implies R ∼= S
for all finite rings R,S ∈M. Then any subdirectly irreducible finite ring A ∈M of order 2t (t > 0) satisfies
one of the following conditions:
(1) A ∼= Z2;
(2) A is a nilpotent commutative ring and 2x = 0, x2 = 0 for each x ∈ A.
Note that Theorem 1.2 strengthens the main result of [6].
2 The auxiliary results
To prove the main theorems, we need several supplementary results. Propositions 2.1–2.5 were proved in [6].
These statements will be used in what follows.
By Tarski’s theorem (see [11]), any nontrivial variety of rings contains either var Zp, or var N0,p, where
p is some prime number. The question of when Γ(R) ∼= Γ(S) implies R ∼= S for all finite rings R,S in var Zp
(var N0,p) is interesting. The following proposition answers this question.
Proposition 2.1. Suppose M is either var Zp, or var N0,p, where p is some prime number. Then Γ(R) ∼=
Γ(S) implies R ∼= S for all finite rings R,S ∈M (see [6]).
Proposition 2.2. Let M be a variety of rings such that Γ(R) ∼= Γ(S) implies R ∼= S for all finite rings
R,S ∈ M. Then the following conditions hold:
(1) if Zp ∈M for some prime number p, then M does not contain any field with the exception of Zp;
(2) either xt ∈ T (M), where t > 0, or Zp ∈ M for some prime number p;
(3) if a local ring R is in M, then it is a field;
(4) if n ≥ 2, then N0,pn /∈M for each prime number p (see [6]).
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Proposition 2.3. Let p1, . . . , ps be prime numbers such that pi 6= pj for i 6= j. Then Γ(R) ∼= Γ(S) implies
R ∼= S for all finite rings R,S ∈ Lp1,...,ps (see [6]).
Corollary 2.1. Let R be a finite ring. Then Γ(R) = K2 iff R is isomorphic to one of the following rings:
N0,3,Z9,Z3[x]/(x
2),Z2 ⊕ Z2 (see [6]).
Proposition 2.4. Suppose M = Lp1,...,ps ∨ var Zp, where p, p1, . . . , ps are prime numbers such that pi 6= pj
for i 6= j (p may be equal to pi for some i). Then Γ(R) ∼= Γ(S) implies R ∼= S for all finite rings R,S ∈ M
iff (pi, p) 6= (3, 2) for i ≤ s (see [6]).
Proposition 2.5. For every prime number p
Γ
(
Np2
)
= Γ (Np,p) = Γ (Ap) = Γ
(
A0p
)
= Γ (N0,p ⊕ Zp)
(see [6]).
Corollary 2.2. Suppose M is a variety of rings such that Γ(R) ∼= Γ(S) implies R ∼= S for all finite rings
R,S ∈ M. Then Ap, A
0
p /∈ M for each prime number p (see [6]).
Corollary 2.3. Suppose M is a variety of rings such that Γ(R) ∼= Γ(S) implies R ∼= S for all finite rings
R,S ∈ M. If Zp ∈ M for some prime number p, then Np,p /∈M (see [6]).
Corollary 2.4. Suppose M is a variety of rings such that Γ(R) ∼= Γ(S) implies R ∼= S for all finite rings
R,S ∈ M. Then Nq2 /∈M for each odd prime number q (see [6]).
Before proving the main results, let us prove a number of supplementary results.
Proposition 2.6. Suppose M is a variety of rings such that Γ(R) ∼= Γ(S) implies R ∼= S for all finite rings
R,S ∈ M. Then mx, dx + x2g(x) ∈ T (M), where m ∈ N, g(x) ∈ Z[x], either d = 1, or d = q1q2 . . . ql, and
q1, q2, . . . , ql are mutually different prime divisors of m.
Proof. By Proposition 2.2(4) we have N0,4 /∈M. Note that T (N0,4) = {4x, xy}
T . Therefore T (M) 6⊆ {xy}T .
It means that T (M) contains a polynomial f(x) = = kx+x2ϕ(x), where k is some nonzero integer and ϕ(x)
is some polynomial in Z[x]. Let f(x) = kx+x2ϕ(x) = kx+a2x
2+a3x
3+ . . .+asx
s, where a2, a3, . . . , as ∈ Z,
s ≥ 2. Then
2sf(x)− f(2x) =
= (2s − 2)kx+ (2s − 22)a2x
2 + (2s − 23)a3x
3 + . . .+ (2s − 2s−1)as−1x
s−1 = 0.
Repeating the argument, we see that
(2s − 2)(2s−1 − 2) . . . (22 − 2)kx ∈ T (M).
Thus the variety M satisfies the identities mx = 0 and kx + x2ϕ(x) = 0, where m = (2s − 2)(2s−1 − 2)
. . . (22 − 2)k. We may assume that k ≥ 1. Let m = qβ11 q
β2
2 . . . q
βt
t , where q1, q2, . . . , qt are prime numbers such
that qi 6= qj for i 6= j. By Proposition 2.2(4), we have N0,q2i /∈ M for i ≤ t. Therefore T (M) 6⊆ T (N0,q2i ) =
{q2i x, xy}
T , i ≤ t. This implies that for every i ≤ t there exists a polynomial αix+x
2ψi(x) in T (M) such that
αi ∈ Z and q
2
i is not a divisor of αi. Let d be the greatest common divisor of the numbers α1, α2, . . . , αt,m.
We see that either d = 1, or d = qi1qi2 . . . qil , where q1, q2, . . . , ql are mutually different prime divisors of m.
If d = 1, then the proof is straightforward. Now let d = qi1qi2 . . . qil 6= 1. Note that qiµ 6= qiν for µ 6= ν.
Further there exist integers v1, v2, . . . , vt, v such that
α1v1 + α2v2 + . . .+ αtvt +mv = d.
Multiplying the identities
α1x+ x
2ψ1(x) = 0, . . . , αtx+ x
2ψt(x) = 0,mx = 0
by v1, v2, . . . , vt, v respectively and summing them, we obtain dx+ x
2g(x) ∈ T (M) for some g(x) ∈ Z[x].
Finally, notice that every prime divisor of d is a divisor of m. This completes the proof.
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Proposition 2.7. Suppose M is a variety of rings such that Γ(R) ∼= Γ(S) implies R ∼= S for all finite rings
R,S ∈ M. Then T (M) contains an identity of the form mx, where m = qβ11 q
β2
2 . . . q
βt
t , βi ≤ 3 for all i ≤ t,
and q1, q2, . . . , qt are prime numbers such that qi 6= qj for i 6= j.
Proof. From Proposition 2.6, T (M) contains an identity of the form mx for some integer m. Let F be the
one-generated free ring in M. Suppose m = qβ11 q
β2
2 . . . q
βt
t , where q1, q2, . . . , qt are prime numbers such that
qi 6= qj for i 6= j. Therefore F = = ⊕
t
i=1Ai, where Ai is a ideal of F and q
βi
i Ai = (0) for i ≤ t.
We shall show that βi ≤ 3 for each i. Assume the contrary. Then we can assume without loss of generality
that β1 ≥ 4. Since 2
[
β1
2
]
+ 2 ≥ β1, we have
(
q
[ β1
2
]+1
1 A1
)2
= q
2[ β1
2
]+2
1 A
2
1 = (0).
If the abelian group 〈q
[ β1
2
]+1
1 A1,+〉 contains a element of additive order q
δ
1 for some δ ≥ 2, then the ring A1
has a subring S such that S ∼= N0,q2
1
. This contradicts Proposition 2.2(4). Hence q1
(
q
[ β1
2
]+1
1 A1
)
= (0) and[
β1
2
]
+ 2 ≥ β1. If β1 = 2a + 1 for some natural number a, then we get a + 2 ≥ 2a + 1. Hence a ≤ 1 and
β1 ≤ 3. Now assume that β1 = 2a for some natural number a. Therefore (q
a
1A1)
2
= (0). As before, it can
be shown that q1 (q
a
1A1) = (0). Thus a+ 1 ≥ β1, i.e. a ≤ 1 and β1 ≤ 2. So we have proved that β1 ≤ 3. This
contradiction concludes the proof.
Proposition 2.8. Suppose M is a variety of rings such that Γ(R) ∼= Γ(S) implies R ∼= S for all finite rings
R,S ∈ M. For any finite ring R ∈ M there exist prime numbers q1, q2, . . . , qt such that q
2
1q
2
2 . . . q
2
tR = (0)
and qi 6= qj for i 6= j.
Proof. It follows from Propositions 2.6 and 2.7 that T (M) contains the polynomials qβ11 q
β2
2 . . . q
βt
t x and
qi1qi2 . . . qilx+ x
2g(x), where g(x) ∈ Z[x], q1, q2, . . . , qt are prime numbers, qi 6= qj for i 6= j, and βi ≤ 3 for
each i. Therefore q31q
3
2 . . . q
3
tR = (0). We see that R = ⊕
t
i=1Ri, where q
3
iRi = (0) for all i ≤ t. Now let us
prove that q21R1 = (0).
Assume that q1 /∈ {qi1 , qi2 , . . . , qil}. In this case, there exist integers a, b such that q
3
1a+qi1qi2 . . . qilb = 1.
Hence R1 satisfies the identity
q31ax+ qi1qi2 . . . qilbx+ bx
2g(x) = x+ x2h(x) = 0.
Thus R1 ∼= Zq1 ⊕ . . .⊕ Zq1 and q1R1 = (0) (see [5]).
Now assume that q1 ∈ {qi1 , qi2 , . . . , qil}. In the same way, it can be proved that R1 satisfies a identity
f1(x) = q1x+ x
2g1(x) = 0, where g1(x) ∈ Z[x]. For any nilpotent element a ∈ R1 it follows that
0 = f1(q1a) = q
2
1a+ q
2
1a
2g2(a) = q
2
1a(1 + ag2(a)),
where g2(a) = g1(q1a). Since the element a is nilpotent, we get q
2
1a = 0. So for the case R1 = J(R1), we have
q21R1 = (0). Now we can assume that R1 6= J(R1). In this case, there exists a nonzero idempotent e ∈ R1
such that e+ J(R) is a unity in the factor-ring R1/J(R1) (see [4, p. 80, 94]). Therefore
R1 = eR1e
.
+ eR1(1− e)
.
+ (1− e)R1e
.
+ (1− e)R1(1 − e)
(see [4, p. 32]). Also, note that eR1(1− e)
.
+ (1− e)R1e
.
+ (1− e)R1(1− e) ⊆ J(R1) and q
2
1J(R1) = (0). We
shall show that q21e = 0. By Wilson’s theorem (see [12]), it follows that eR1e = Q
.
+ N, where Q is a direct
sum of matrix rings over Galois rings, N is a (Q,Q)-bimodule such that N ⊆ J(R1). Let Q = ⊕
m
i=1Mki(Si),
where Si is a Galois ring for all i ≤ m. Assume that k1 ≥ 2. In this case, the variety M contains the ring Aq1 .
This contradicts Corollary 2.2. Therefore k1 = 1. Similarly, it can be proved that k2 = . . . = km = 1. This
means that Q = ⊕mi=1Si. It is known that every Galois ring is local. From Proposition 2.2(3), we have that
Si is a field for each i. Thus q1Q = (0). It implies that q1e = 0. So q
2
1R1 = (0). In the same way, we can
prove that q2iRi = (0) for i ≥ 2. It shows that q
2
1q
2
2 . . . q
2
tR = (0). This completes the proof.
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3 The proofs of main results
Now we are in a position to prove our main theorems.
The proof of Theorem 1.1.
Suppose M ⊆ Lp1,...,ps ∨ var Zp and (pi, p) 6= (3, 2) for each i ≥ 1. From Proposition 2.4, Γ(R)
∼= Γ(S)
implies R ∼= S for all finite rings R,S ∈ M. Moreover, x(1 − xp−1)y ∈ T (M), i.e. M satisfies the identity
xy − xpy = 0.
Conversely, suppose Γ(R) ∼= Γ(S) implies R ∼= S for all finite rings R,S ∈M and xy + f(x, y) ∈ T (M),
where the lower degree of f(x, y) is greater then 2. By Proposition 2.6, we have that T (M) contains a
polynomials mx, q1q2 . . . qlx + x
2g(x), where m ∈ N, g(x) ∈ Z[x], q1, q2, . . . , ql are prime numbers such that
qi 6= qj for i 6= j. From Lvov’s theorem (see [7]), M is a Cross variety. Therefore it is generated by its critical
rings.
Consider a critical ringR ∈ M. From Propositions 2.6 and 2.8, the ringR satisfies a identities q1q2 . . . qlx+
x2g(x) and q2x = 0, where g(x) ∈ Z[x], q, q1, q2, . . . , ql are prime numbers such that qi 6= qj for i 6= j. Hence
for some h(x) ∈ Z[x] either x + x2h(x) ∈ T (R), or qx + x2h(x) ∈ T (R). In the first case, we have R ∼= Zq
(see [5]). Now we can assume that the ring R satisfies the identity qx + x2h(x) = 0. Let us consider the
following cases.
Case 1: R = J(R). In this case, from the identity xy+f(x, y) = 0, we get R2 = (0). Since qx+x2h(x) = 0
is a identity of R, we have qx = 0 for each x ∈ R. Thus R ∈ var N0,q.
Case 2: J(R) = (0). From the Wedderburn – Artin theorem (see [4, p. 80]) and Corollary 2.2, it follows
that R ∼= Zq. Thus R ∈ var Zq.
Case 3: (0) 6= J(R) 6= R. As above (see Case 1), we have qJ(R) = (0). Let e2 = e be an idempotent of the
ring R such that e+J(R) is a unity in the factor-ring R/J(R). As before (see the proof of Proposition 2.8), we
have qe = 0. So the ring R is a Zq - algebra. It means that R is isomorphic to one of the following algebras:(
GF (q1) GF (q2)
0 0
)
,
(
GF (q1) 0
GF (q2) 0
)
,
{(
a b
0 σ(a)
)
; a, b ∈ GF (qn)
}
,
(
GF (q1) GF (q3)
0 GF (q2)
)
, where
GF (q1) ⊆ GF (q3), GF (q2) ⊆ GF (q3) and σ is an automorphism of the field GF (q
n) such that σ 6= 1. Hence
M contains either Aq (A
0
q) or a local ring. This contradicts Proposition 2.2(3) and Corollary 2.2. Thus
Case 3 is impossible.
Theorem 1.1 is proved.
The proof of Theorem 1.2.
Let M be a variety of rings such that the following conditions hold: (i) Γ(R1) ∼= Γ(R2) implies R1 ∼= R2
for all finite rings R1, R2 ∈ M; (ii) Zp ∈ M for some prime number p. Consider a subdirectly irreducible
finite ring R in M. From Theorem of [6], we have either R ∼= Zp, or R = J(R). If R = J(R), then, from
Proposition 2.8, it follows that q2R = (0) for some prime number q.
The theorem is proved. 
The proof of Theorem 1.3.
Let M be a variety of associative rings such that the following conditions hold: (i) Z2 ∈M; (ii) Γ(R1) ∼=
Γ(R2) implies R1 ∼= R2 for all finite rings R1, R2 ∈ M. Suppose R ∈ M is a subdirectly irreducible finite
nonzero ring of order 2t. From Theorem 1.2, it follows that either R ∼= Z2, or R
n = (0) and p2R = (0) for
some numbers n > 1 and p (p is prime). If R ∼= Z2, then the proof is trivial. Assume that R
n = (0) and
p2R = (0). Since |R| = 2t, we have p = 2 and 4R = (0).
We shall show that N4 /∈ M. Assume the contrary. Then N4 ∈ M. Therefore N0,2 ⊕ Z2 ∈ M.
From Proposition 2.5, we have Γ(N4) = Γ(N0,2 ⊕ Z2). By assumption, Γ(R1) ∼= Γ(R2) implies R1 ∼= R2
for all finite rings R1, R2 ∈ M. So we have a contradiction. Hence N4 /∈ M. This yields that there
exists a polynomial f(x1, . . . , xd) such that f(x1, . . . , xd) is essentially depending on x1, x2, . . . , xd and
f(x1, . . . , xd) ∈ T (M) \ T (N4). We note that T (N4) = {xyz, 4x, 2xy, 2x + x
2}T . Therefore d ≤ 2. Let us
consider two cases.
Case 1: d = 2.
We can assume that the polynomial f(x, y) has a form
f(x, y) = xy + α[x, y] + 2ψ(x, y) + ϕ(x, y),
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where α ∈ Z, ψ(x, y), ϕ(x, y) ∈ Z 〈x, y〉 and the lower degree of ϕ(x, y) is greater then 2. Substituting y for
x in f(x, y), we obtain f(x, x) = x2 +2βx2+ x3ϕ1(x) for some ϕ1(x) ∈ Z[x]. Clearly, x
2+2βx2+ x3ϕ1(x) ∈
T (M). So the ring R satisfies the identities 4x = 0 and (1+2β)x2+x3ϕ1(x) = 0. Further, there exist integers
u, v such that (1 + 2β)u + 4v = 1. Therefore the ring R satisfies x2 = x3ϕ2(x) for some ϕ2(x) ∈ Z[x]. Since
Rn = (0), x2 = 0 for each x ∈ R. From proposition 2.6, it follows that T (M) contains a polynomial of the
form
q1q2 . . . qsx+ x
2g(x),
where g(x) ∈ Z[x], q1, q2, . . . , qs are prime numbers, and q1 6= qj for i 6= j. Assume that the numbers
q1, q2, . . . , qs are odd. In this case, there exist integers q, t such that (q1q2 . . . qs)q + 4t = 1. Since the ring R
satisfies q1q2 . . . qsx+ x
2g(x) = 0 and 4x = 0, the T -ideal T (R) contains a polynomial x− x2g1(x) for some
g1(x) ∈ Z[x]. It is clear that R = (0). We have a contradiction. Thus qi = 2 for some i. As above, it can
proved that R satisfies 2x + x2g2(x) = 0 for some g2(x) ∈ Z[x]. Since x
2 = 0 for every element x ∈ R, the
polynomial 2x belongs to T (R). Since x2 = 0 for each x ∈ R, it is easily shown that the ring R satisfies the
identity xy+ yx = 0. We know that a = −a for each a ∈ R. Therefore xy− yx = 0 for all x, y ∈ R, i.e. R is
commutative. So R satisfies x2 = 0, xy = yx, x1 . . . xn = 0, and 2x = 0.
Case 2: d = 1.
In this case, we can assume that the polynomial f(x, y) has a form
f(x) = αx + βx2 + x3f1(x),
where α, β ∈ Z and f1(x) ∈ Z[x]. Assume that α is odd. In this case, the ring R satisfies x = x
2h(x) for
some h(x) ∈ Z[x]. Since R is a nilpotent ring, we see that R = (0). We have a contradiction. Therefore α is
even. Let α = 2m for some m ∈ N. Hence
f(x) = 2mx+ βx2 + x3f1(x) = γx
2 +m(x2 + 2x) + x3f1(x), (1)
where γ = β −m. Clearly, f(x) ∈ T (N4) whenever γ is even. Since f(x) 6∈ T (N4), it follows that γ is odd.
Hence there exist integers a, b such that γa+ 4b = 1. Combining the identities 4x = 0 and (1), we see that
the ring R satisfies
x2 +m1(x
2 + 2x) + x3µ(x) = 0, (2)
where m1 ∈ Z and µ(x) ∈ Z[x].
Assume that m1 is even. Then we have
0 = 2x2 + 2m1(x
2 + 2x) + 2x3µ(x) = 2x2(1 + xµ(x)),
because 4x = 0 for each x ∈ R. Since R is nilpotent, 2x2 = 0 is a identity of R. From (2), it follows that
x2 + x3µ(x) = 0 also is a identity of R. Hence x2 = 0 for each x ∈ R. As above, using Proposition 2.6, we
can proved that R satisfies a identity 2x + x2g2(x) = 0 for some g2(x) ∈ Z[x]. This implies that 2x = 0 for
any x ∈ R. So we have proved that R satisfies x2 = 0, xy = −yx = yx, x1 . . . xn = 0, and 2x = 0 whenever
m1 is even.
Now assume that m1 is odd. Let m = 2q + 1, where q ∈ N. In this case, T (R) contains the identity
x2 + (2q + 1)(x2 + 2x) + x3µ(x) = 0.
This identity can be represented in the form
2(q + 1)x2 + 2x+ x3µ(x) = 0
since 4x = 0 for each x ∈ R. Hence,
2x = −x3µ(x)(1 + q1x)
−1 (3)
for each x ∈ R, where q1 = q+1. By Corollary 2.3, we have N2,2 6∈M. Consequenly there exists a polynomial
F (x1, . . . , xw) ∈ T (M) \T (N2,2) essentially depending on x1, . . . , xw. Obviously, w ≤ 2. Assume that w = 2.
In this case, F (x, y) can be represented in the form
F (x, y) = xy + α[x, y] + 2Φ(x, y) + Ψ(x, y),
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where Φ(x, y),Ψ(x, y) ∈ Z 〈x, y〉 and the lower degree of Ψ(x, y) is greater then 2. From (3), it follows that
2Φ(x, y) = −Φ(x, y)3µ(Φ(x, y))(1 + q1Φ(x, y))
−1.
In other words, the lower degree of 2Φ(x, y) is greater then 2. Thus F (x, y) can be represented in the form
F (x, y) = xy + α[x, y] + Ψ′(x, y),
where Ψ′(x, y) ∈ Z 〈x, y〉 and the lower degree of Ψ′(x, y) is greater then 2. Substituting y for x in the
identity F (x, y) = 0, we obtain a identity x2 = x3ω(x) for some ω(x) ∈ Z[x]. Since R is nilpotent, x2 = 0
for every x ∈ R. From (3), we get the identity 2x = 0. So R satisfies x2 = 0, xy = yx, x1 . . . xn = 0, 2x = 0
whenever w = 2. Now let us consider the case w = 1. The polynomial F (x, y) can be represented in the form
F (x) = αx + βx2 + 2λ(x) + x3p(x),
where λ(x), p(x) ∈ Z[x], α, β ∈ {0, 1}, and one of the numbers α, β is not equal to zero. If α = 1 then R
satisfies some identity of the form
(1 + 2k)x+ x2λ′(x) = 0,
where λ′(x) ∈ Z[x]. This means that R = (0). We have a contradiction. Therefore α = 0 and β = 1. Hence,
F (x) = x2 + 2λ(x) + x3p(x).
Multiplying F (x) by 2, we get the identity
2x2(1 + xp(x)) = 0.
We see that 2x2 = 0. Let λ(x) = a1x+a2x
2+. . .+aNx
N , whereN, a1, . . . , an are some integers. Consequently,
x2 + 2a1x+ x
3p(x) = 0
is a identity of R. If a1 is even then R satisfies x
2 + x3p(x) = 0. In this case, x2 = 0, xy = yx, x1 . . . xn = 0,
2x = 0 are identities of R. Now assume that a1 is odd. Then
x2 + 2x+ x3p(x) = 0
for each x ∈ R. From the identity (3), it follows that R satisfies some identity of the form x2 + x3p1(x) = 0.
Thus x2 = 0, xy = yx, x1 . . . xn = 0, 2x = 0 are identities of R.
This completes the proof of Theorem 1.3.
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