Runoff prediction in ungauged catchments has been a challenging topic over recent decades. Much research have been conducted including the intensive studies of the PUB (Prediction in Ungauged Basins) Decade of the International Association for Hydrological Science. Great progress has been made in the field of regionalization study of hydrological models; however, there is no clear conclusion yet about the applicability of various methods in different regions and for different models. This study made a comprehensive assessment of the strengths and limitations of existing regionalization methods in predicting ungauged stream flows in the high latitudes, large climate and geographically diverse, seasonally snow-covered mountainous catchments of Norway. The regionalization methods were evaluated using the water balance model -WASMOD (Water And Snow balance MODeling system) on 118 independent catchments in Norway, and the results show that: (1) distance-based similarity approaches (spatial proximity, physical similarity) performed better than regression-based approaches; (2) one of the combination approaches (combining spatial proximity and physical similarity methods) could slightly improve the simulation; and (3) classifying the catchments into homogeneous groups did not improve the simulations in ungauged catchments in our study region. This study contributes to the theoretical understanding and development of regionalization methods.
INTRODUCTION
Runoff prediction plays an important role in engineering design and water resources management (Parajka et al. ) . For regions with availability of stream flow data, runoff is commonly predicted using a hydrological model calibrated using observed input and stream flow data. However, hydrological models cannot directly work in regions where observed runoff data are unavailable for model cali- Regionalization methods can be divided into distancebased (spatial proximity, physical similarity) and regressionbased approaches, according to He et al. () . At the same time, Kriging is a geostatistical interpolation method and has been applied in many regionalization studies (e.g. Not only is there no consistent conclusion that can be drawn on the preference of regionalization methods, but also there are fewer regionalization studies that have been carried out for catchments at high latitudes and these studies usually used only one regionalization method (e.g. Beldring et al. 
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MATERIAL AND METHODS
Study area
In this study, a set of 118 independent catchments are selected in Norway, which is located in northern Europe 
Hydrological model
Numerous models have been developed in past decades.
Few of these are applicable across scales and in ungauged basins because model structures, and/or model parameters are highly correlated, resulting in parameter-identifiability problems and poor performance in regionalization studies.
These considerations justify the use of simple conceptual models, with few parameters that are physically relevant and statistically independent, in regionalization studies. In this study, we use the monthly hydrological model 1 Precipitation seasonality indices: the ratio between the three consecutive wettest and driest months for each watershed. 2 Temperature seasonality indices: the mean temperature of the hottest month minus the mean temperature of the coldest month in C. 3 Aridity indices: the ratio between annual mean precipitation and potential evapotranspiration for each watershed (Budyko 1974; Arora 2002) . 4 Climate seasonality indices: δP À δE p R , δP is half of amplitude of precipitation, δE p is half of amplitude of potential evaporation and R is aridity indices (Ross 2003) . 5 Soil infiltration capacity is measured by the 'suitability for infiltration' based on soil types and geology, which is classified as 'Most suited', 'Medium suited', etc. Infiltration rate is a function of water content and soil properties (Elliot 2010) .
WASMOD presented by Xu (). This model is well suited
for hydrological regionalization studies for several reasons.
First, it has six parameters in total including the snow module, which is usually sufficient for reliably reproducing discharge in humid regions. Second, the model parameters are typically independent and statistically significant after calibration (Xu ) . This feature is very important for parameter regionalization, which is negatively influenced by parameter equifinality and interdependences (Seibert ; The principal equations of the model are shown in Table 2 . The parameters a 1 and a 2 are two threshold temperature parameters with a 1 ! a 2 . Snow melting begins when air temperature is higher than a 2 , snowfall stops when air temperature is higher than a 1 . Both snowfall and snow melting are allowed to take place when temperature is between a 1 and a 2 due to the lumping of time and space. Parameter a 3 is used to convert long-term average monthly potential evapotranspiration to actual values of monthly potential evapotranspiration.
It can be eliminated from the model if potential evapotranspiration data are available or calculated using other methods. Parameter a 4 determines the value of actual evapotranspiration that is an increasing function of potential evapotranspiration and available water. Parameter a 5 controls the proportion of runoff that appears as 'base flow', a 6 is a non-negative parameter related to topography and soil conditions (Xu ) . Previous studies (e.g. Xu a, ) and a preliminary parameter sensitivity analysis performed in this study show that Parameter a 3 is relatively stable and it has been set to 0.005 in this regionalization study. Therefore, we only have five parameters in WASMOD with model parameter ranges given in Table 3 .
Model calibration and assessment criteria
The model parameters are calibrated by minimizing the sum of squared errors (sse) between simulated and observed discharge:
where Q sim:i is the simulated monthly runoff, Q obs:i is the observed data and the sum runs over all n time-steps.
The calibration was performed in two steps. First, we used a Monte Carlo method for finding a global minimum of the objective function. We sampled the parameter values within ranges given in Table 3 . Then, we used a local search algorithm (Lagarias et al. ) to refine the results obtained by the Monte Carlo method.
To evaluate the performance of the model and regionalization methods, we used the square root transformed Nash-Sutcliffe Efficiency (NSE sqrt ) as the evaluation 
Total computed runoff
Water balance equation
where:
is the active rainfall; pt and ct are monthly precipitation and air temperature, respectively; epm and cm are long-term monthly average potential evapotranspiration and air temperature, respectively; a i ¼ (1, 2, . . . , 6) are model parameters with a1 ! a2, 0 a4 1, a5 ! 0 and a6 ! 0.
criterion. Unlike NSE, which gives more weight to peak flow errors, NSE sqrt emphasizes the overall agreement between observed and simulated streamflow (Seiller et al. ;
Peña-Arancibia et al. ). to August 2014, respectively. First, we calibrated the model using the runoff data from the first period and evaluated the model results using the data from the second period.
Afterwards, we swapped the calibration and evaluation periods and performed the same analysis. For each period, we used the first 36 months as the warm-up for the model since the initial states were unknown.
Description of regionalization methods
For distance-based approaches, the model parameter set is directly transferred from the donor to the target catchment. To find the geographic neighbors, we use the Euclidean distance D td between the donor and target catchments: 
where D td i is the distance from the donor catchment i to the target catchment, and n stands for the total number of donor catchments.
Physical similarity approach
Physical similarity methods are based on catchment attributes such as mean elevation, forest cover types and soil types (e.g. . In this study, we used the similarity index from Burn & Boorman (), which is calculated using the following formula:
where CD is the catchment descriptor, d denotes the donor catchment, t denotes the target catchment, k is the total number of catchment descriptors and ΔCD i is the range of i th catchment descriptor.
For the case of more than one donor catchment, as in the case of the spatial proximity method, we combine the model parameters or model output by using either (a) the arithmetic mean or (b) the inverse similarity weighted (ISW) method (Heng & Suetsugi ) , which is similar to IDW but uses the physical similarity index instead of the distance between the target and donor catchment:
where SI td i is the physical similarity between donor catchment i and the target catchment, and n stands for the total number of donor catchments. In this study, we applied four combination methods. The first two methods (Inte-AVE and Phys-IDW) are the same as described above. Furthermore, we included two additional methods: (1) Spat-ISW approach, in which we first used the spatial distance to select the donor catchments and then used the inverse physical similarity between the donor and target catchments as the weight to transfer information from several donor catchments; and (2) Comb-ISW approach, in which we first used physical similarity indices to select donor catchments and then used the inversed similarity as the weight to transfer information from several donor catchments.
Combination methods
Spatial
Kriging
In this study, we used ordinary Kriging in comparison with other methods. Ordinary Kriging is based on the theory of regionalized variables (Matheron ) and assumes that the process consists of a trend component and a spatially correlated random component (Vormoor et al. ) . The Kriging estimator is:
where O t is runoff in the ungauged target catchment, O di is the model output value from i th gauged donor catchment, and w i is the interpolation weight estimated by the variogram model at every ungauged site (for more details, see Vormoor et al. () ). Differently to distance-based similarity methods, we only use Kriging to interpolate the output option for target catchment.
Regression methods
The regression method is one of the most popular regionalization methods (Xu a, ; Young ; Oudin et al. Table 1 .
We classify the catchments in this study using the KMean clustering method, which is a non-hierarchical clustering method. For this classification method, the first step is to calculate the centroids for each cluster; then, calculate the distance between points and centroids, which aims to assign the points to the closest cluster. This assignment is dynamic in that all points can change the cluster after being assigned to it, and this process is repeated until all points are assigned to a cluster (Carvalho et al. ) . In our study, we used the ArcGIS grouping analysis 
Regional model parameter set method
This method uses the catchment classification presented above. Within each group a regional model parameter set was determined by the following steps:
(1) Set an objective function, which is used to select the best performing parameter set for the group. In this study, the objective function is:
where n is the total number of catchments in each group; i th catchment's calibrated model parameter set is applied to other catchments and the simulation result is NSE sqrt i .
(2) Calculate result of each parameter set OBJ i .
(3) Select the i th parameter set as the regional (group) model parameter set, which produced the maximum
This method is different from other regionalization methods as all ungauged catchments will apply the same model parameter set within one group. It is based on catchment classification and applies a regional parameter set for ungauged catchments. This method is denoted in this study as reg-MP for grouped climate regions.
Summary of experiments performed in this study
Regionalization methods tested in our study are summarized in Table 4 . They collectively cover a wide range of methods • At the climate regional level (hereafter called the regional level), the donor catchment pool is reduced from the countrywide selection to different climate regions. We repeat all the regionalization methods applied globally into each regional group. These results are denoted as regional regionalization methods.
RESULTS AND DISCUSSION
Model cross-validation results
The model calibration and validation results for the splitsample test are shown in Figure 2 . When tuning the model parameters using runoff data from the second period (2006) (2007) (2008) (2009) (2010) (2011) (2012) (2013) (2014) , the median value of NSE sqrt is equal to 0.86 for the calibration and 0.81 for the validation period; while using the first period (1997) (1998) (1999) (2000) (2001) (2002) (2003) (2004) (2005) (2006) for optimizing the model, the NSE sqrt value decreases to 0.83 for the calibration period and to 0.80 for the validation period. Overall, the model shows slightly better results when using data from the second instead of the first period for calibration. The reason that the calibration of the second period is better than that of the first period might be because the data quality in the second period is better than in the first period, since more stations are available in interpolating the grid precipitation data in the second period. In the following sections, we use the calibrated model parameters from the second period to test different regionalization methods.
Assessment of regionalization methods at the global level
Relationship between model performance and number of donor catchments Figure 3 shows the model performance for different number of donor catchments for the spatial proximity and physical similarity methods, both for the parameter and output averaging options. For the spatial proximity method, the model performance increases quickly with the number of donor catchments for the output averaging option. For the parameter averaging option, the performance increases from one to four donor catchments followed by a decrease between four and eight donors. For the physical similarity method, the output averaging option shows the highest performance when using six donor catchments, whereas nine donor catchments produces the best model results for the parameter averaging option. However, the difference in performance for varying the number of donor catchments is small, shifting within a range of 0.02 for the physical similarity method.
In order to compare two options in one method, it is preferable to select the same number of donor catchments.
However, since both input data and model structure are affected by uncertainty (e.g. Liu & Gupta ; Oudin et al.
)
, and considering the balance of performance and uncertainty, we selected four and three donor catchments for spatial and physical similarity methods, respectively. 
Comparison of the parameter and output averaging option
The two options used in regionalization methods performed Figure 4 gives the comparison of parameter and output averaging options using the arithmetic mean and IDW. For both spatial proximity and physical similarity methods, the output option shows better results than the parameter option. The difference in median NSE sqrt value using the arithmetic mean and IDW of model outputs or parameters is small, in particular for the physical similarity method. The most robust results, in terms of minimum NSE sqrt value, are given by output averaging using IDW.
This result is consistent with many previous studies (e.g. The results for all regionalization approaches examined at the global level are shown in Figure 5 and Table 5 . For spatial proximity and physical similarity, we choose the optimal results given by the analysis presented above.
For the distance-based similarity methods, the performance increases when going from one to multiple donor catchments, in particular for spatial proximity (the median For the difference in performance between Phys-ISW and Comb-ISW, which is due to the inclusion of geographical distance in the Comb-ISW method, we can conclude that the geographic distance plays a major role in regionalization. This may be one of the reasons why spatial proximity methods perform well in our case.
Summarizing our results at the global level, the best performance is obtained by applying the combination methodthe Comb-ISW method -followed by a group of distancebased similarity methods and Kriging, while the regression methods showed the worst performance. Note that even though we can identify the method that performed best for each catchment from Figure 6 , the average NSE sqrt difference between spatial proximity and physical similarity methods is just about 0.06. This is possibly related to the low stream gauge network density in our study, as it is not easy to decide which approach is the most appropriate when the stream gauge network density is lower than 60 stations per 100,000 km 2 (Oudin et al.
).
Catchment classification Figure 7 displays the result of the catchment classification based on climate indices. The climate of catchments belonging to groups 3 and 4 is characterized by larger precipitation amounts and higher temperatures (see Figure 1 and Table 6 ).
Those watersheds are mainly located in the western parts of southern Norway. Catchments in group 5 are exclusively situated on higher elevations in southern Norway on the The best performing method differs among the five groups. For group 1 catchments, the regional Spat-AVE approach produces the highest median NSE sqrt value and combination approaches are on average better than other methods. For group 2 catchments, the global Phys-AVE approach is the best and physical similarity approaches
give similar simulations to combination approaches. The global Inte-AVE approach performs the best in group 3 and most global approaches perform equally as well as regional ones. For group 4 catchments, apart from regression methods, the other methods all perform well and the best performing approach is Comb-ISW. The Kriging method performs robustly well for all groups; the regional model parameter method performs better than regression methods for most groups.
Generally, the distance-based similarity approaches perform much better than regression approaches in all groups.
In addition, the PCA regression approach produces acceptable results (median NSE sqrt value is higher than 0.58). The study results show that the best regionalization approach in Norway is the combination approach (Comb-ISW), being slightly better than Kriging and other distance-based similarity approaches. The worst approach is stepwise regression.
In this study, only the Comb-ISW approach showed better simulation and the other three combination approaches showed similar performances to classical single approaches. All the distance-based similarity approaches perform well in most humid regions in Norway. 
