Computing response functions by following the time evolution of superoperators in Liouville space (whose vectors are ordinary Hilbert space operators) offers an attractive alternative to the diagrammatic perturbative expansion of many-body equilibrium and nonequilibrium Green functions. The bookkeeping of time ordering is naturally maintained in real (physical) time, allowing the formulation of Wick's theorem for superoperators, giving a factorization of higher order response functions in terms of two fundamental Green's functions. Backward propagations and the analytic continuations using artificial times (Keldysh loops and Matsubara contours) are avoided.
I. INTRODUCTION
An important ingredient in many-body theories is the ability to factorize averages of products of a large number of operators into products of averages of pairs. This Wick theorem is common to the broad arsenal of techniques used for the treatment of quantum and classical systems alike. Quantized fields are used e.g. in Green function perturbation theory of many identical bosons or fermions; 1, 2, 3, 4, 5, 6, 7 Time Dependent Hartree-Fock (TDHF) and
Time Dependent Density Functional (TDDFT) equations of motion of many electron systems 8 and the Hartree-Fock Bogoliubov equations for superconductors and Bose Einstein condensates 9 . Classical fields are considered in mode coupling theories of nonlinear hydrodynamics of fluids and glasses 10, 11 ; cumulant (1/N) expansions for short range interactions in fluids, and Gaussian models of spin Hamiltonians 12, 13, 14, 15, 16, 17, 18 .
Green function perturbation theory forms the basis for the powerful Feynman diagrammatic techniques widely used in the description of many-particle systems 1, 2, 3, 4, 5, 6, 7, 8, 9 . This formalism is based on expressing quantities of interest as time-ordered expansions. Equilibrium and non equilibrium Green function techniques 5, 7, 19 employ various types of contours which, in effect, transform the computation to a time ordered form in some artificial (unphysical) time variable along the contour 20, 21, 22 .
The primary goal of this article is to demonstrate that the description is greatly simplified by employing superoperator algebra and computing response functions using the density matrix in Liouville space 23, 24, 25, 26 . One of the rewards of working in the higher dimensional
Liouville space is that we only need consider time ordered quantities in real (physical) time and Wick's theorem therefore assumes a particularly compact form; no special contours or analytic continuations are necessary. The Hilbert space description requires a sequence of forward/backward propagations as opposed to the all-forward representation of response functions in Liouville space 27, 28, 29, 30, 31 . The superoperator approach provides a unifying framework applicable to quantum and classical systems, with and without second quantization. It thus connects field theories with classical mode coupling theories of fluctuating hydrodynamics. Semiclassical approximations are developed directly for nonlinear response functions (i.e., specific combinations of correlation functions) rather than for individual correlation functions, which do not have a natural classical limit and their semiclassical approximations are thus ill defined. Recent interest in multidimensional Raman techniques gen-erated considerable activity in modelling multitime correlation functions 32, 33, 34, 35, 36, 37, 38, 39, 40 .
The mode coupling simulation of correlation functions using Langevin equations poses many problems 13, 33 . These difficulties disappear by modelling the entire response where the classical limit is uniquely and unambiguously recovered. The present formalism shows how nonlinear response functions may be expressed in terms of lower order response of collective variables 25, 26, 41 .
In Section II we discuss two strategies for simulating response functions. The first, based on the wavefunction in Hilbert space, does not maintain a full bookkeeping of time ordering whereas the second, based on the density matrix in Liouville space does 42, 43, 44 . A detailed comparison is made of the physical insight and the numerical effort required in both pictures.
These results form the basis for developing the many-body Green function perturbation theory in Section III. Using a generalized superoperator generating functional, we obtain a time ordered perturbation theory of elementary Liouville space operators, and derive Wick's theorem for Boson field superoperators in Section IV. These results are used in Section V to derive a semiclassical expansion for response functions which in the classical limit recovers mode coupling theory. The extension to Fermion fields is made in Section VI and our results are summarized and discussed in Section VII.
Wick's theorem is based on a perturbative expansion around a quadratic Hamiltonian and is thus limited to physical situations when this is a good reference for the actual dynamics. It is given for Boson fields in Section IV using a closed expression for a generating functional, and for Fermion fields in Section VI. In Section V we explore it in coordinate space without using second quantization. Section II introduces the notation and reviews previous results. The superoperator algebra of Section III was used earlier for specific applications (time dependent Hartree-Fock, fifth Raman spectroscopy). 24, 25, 26, 53 This section recasts these earlier results in a more general and compact notation that sets the stage for the subsequent sections.
II. LIOUVILLE VS. HILBERT SPACE DESCRIPTION OF QUANTUM NONLIN-EAR RESPONSE

Partially Time Ordered, Wavefunction Based Expansion of Response Functions
We consider a material system with Hamiltonian H, coupled to an external driving field E(τ ) by the interaction
where A is a general dynamical variable. For clarity we assume a scalar field; Extension to vector fields is straightforward by introducing tensor notation. The total Hamiltonian H T (τ ) is given by
We shall be interested in the expectation value of an operator B of the driven system at time t. For a system described by a wavefunction | ψ j (t) this is given by S(t) ≡ ψ j (t)|B|ψ j (t) . A perturbative calculation of | ψ j (t) then gives to n'th order in the field
Here |ψ
denotes the wavefunction to m'th order in H int . If the system is initially in a mixed state (e.g. Canonical distribution) where state |j is occupied with probability P j , we need to average Eq. (3) over that ensemble
Time dependent perturbation theory gives for the linear response
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Here |ψ j ≡ |ψ j (0) and U(τ ) is the retarded evolution operator in Hilbert Space which propagates the wavefunction forward in time
whereas the advanced Green function
is responsible for backward propagation. θ(τ ) denotes the Heavyside function (0 for τ < 0, 1 for τ > 0).
For the third order response which describes many of the most common nonlinear spectroscopies 23 , we obtain
where
and we have defined τ 4 ≡ t and τ ij ≡ τ i − τ j . These equations represent a time loop of forward and backward propagations 45 . Eq. (9) may be alternatively recast using correlation
where we denote operators in the Heisenberg picture by (ˆ)
The time variables of R c in Eq. (8) are fully time ordered (τ 1 ≤ τ 2 ≤ τ 3 ≤ t). However, this is not the case for R a and R b . By breaking the integrations into various segments we can maintain full time ordering, and recast Eq. (8) using a response function. This will be done next through the density matrix expansion.
Time-Ordered Expansion: Response Functions
Rather than using a wavefunction, the state of the system can be described by its density matrix, defined as
Eqs. (3) and (4) can be alternatively recast in the form
is the density matrix expanded to the n'th order in H int . The expectation value of B to n'th order in the field is obtained by computing the density matrix to n'th order. This gives
Here R (n) is the n'th order response function
which can be alternatively recast as
Note that the time variables τ j in Eq. (8) are not time-ordered. In contrast, the complete time ordering in Eq. (15) makes the density matrix description most intuitive and directly connected to experiment 23 .
In the density matrix formulation we maintain a simultaneous bookkeeping of the interactions with the ket and with the bra. This is why Eq. The quantum nonlinear response function R (n) is given by a combination of (n + 1) order correlation functions. Response functions provide a natural link between theory and experiment 46 . R (n) is a purely material quantity which contains all the necessary information for describing n'th order response. It is independent of the details of a particular measurement, (e.g. temporal sequences of pulses as well as their frequencies and wavevectors). 
The third order response is similarly given by
Unlike Eq. (8), Eq. (15) allows us to define a response function since it is fully time ordered.
Note that R 4 = R c , and
Eqs. (18) and (19) can be calculated by either expanding the correlation functions in eigenstates or using wavepackets in the coordinate representation. Semiclassically it is pos-
may thus be computed as an average given by a sum over trajectories moving forward and backward in time as given by the various U and U † factors, respectively. Coherent states provide an over complete basis set 62 . Powerful semiclassical approximations were developed for carrying out this propagation 27, 28, 29, 30, 31, 47 .
In Eqs. (19) and (20) we used the density matrix to derive formal expressions for the response functions, but for the actual calculation we went back to the wavefunction in Hilbert space. Since quantum mechanics is usually described in terms of wavefunctions, wavepacket and semiclassical descriptions are normally developed for wavefunctions. It is possible however to construct an alternative forward propagating wavepacket picture by staying with the density matrix in Liouville space all the way. To that end we represent the time dependent density matrix as
The first equality is the common representation where we treat ρ(t) as an operator in Hilbert space. In the second equation we consider ρ(t) as a vector in Liouville space. We further introduce the Liouville Space evolution operator
where LA ≡ [H, A], is the Liouville operator.
We shall denote superoperators by a subscript ν = L, R where the operators A L and A R act on the ket (left) and bra (right) of the density matrix (A L B ≡ AB and A R B ≡ BA) 48 .
We further define the equilibrium distribution function
Adopting this notation for Eq. (17) yields for the linear response
and for the third order response
Note that since the density matrix needs only to be propagated forward, Eqs. (25) only contain the forward propagator G(t) and not its Hermitian conjugate G † (t), which describes backward
propagation. This is in contrast with the Hilbert space expression (Eq. (20)) which contains both U(τ ) and U † (τ ).
Similar to the wavefunction picture, the response functions may be computed by sums over states or by semiclassical wavepackets
Each term (Liouville space path) in Eq. (25) can be recast in the form
where ρ (n) j (t) is a density matrix generating function for path j which can be computed using two forward moving trajectories representing the simultaneous evolution of the ket and the bra 28, 53 . In the wavefunction representation we act on the ket only. Propagating the bra forward is equivalent to propagating the ket backward. By keeping track of both bra and ket simultaneously we can enjoy the physically appealing all-forward evolution. Since the various Liouville space pathways are complex quantities, they interfere when added. This interference may result in dramatic effects.
A systematic approach for computing the response functions will be developed in the next section.
III. SUPEROPERATOR ALGEBRA AND THE TIME ORDERED PERTURBA-
TIVE EXPANSION OF RESPONSE FUNCTIONS
In Eqs. (24) and (25) we introduced the indices L and R to denote the action of a superoperator from the left or the right. In the following manipulations, in particular for the sake of developing a semiclassical picture, it will be useful to define their symmetric
Recasting these definitions in Hilbert space using ordinary operators we get A + X ≡ Hereafter we shall consider operators that depend parametrically on time. This time dependence can be either in the Heisenberg pictureÂ ν (τ ) (Eq. (30)) or in the interaction pictureÃ ν (τ ) (Eq. (40)). By introducing a time ordering operator T for superoperators in
Liouville space, we can freely commute various operators without worrying about commutations. T takes any product of superoperators and reorders them in ascending times from right to left. More precisely we define
T orders all superoperators such that time decreases from left to right: The latest operator appears in the far left and so forth. This is the natural time ordering which follows chronologically the various interactions with the density matrix 34 . The precise order in which superoperators appear next to a T operator is immaterial since at the end the order will be fixed anyhow by T . For example, T before an exponent means that each term in the Taylor expansion of this exponent should be time-ordered.
We next introduce the Heisenberg picture for superoperators whose time evolution is governed by the Liouville operator
Eq. (30) is the Liouville space analogue of Eq. (11) . The expectation value of B
may now be represented in a form
The operatorB + (t) corresponds to the observation time, whereasÂ − (τ j ) represent various interactions with the external field at time τ , and · · · denotes averaging with respect to the equilibrium density matrix ρ eq .
By expanding the exponent in the r.h.s. of Eq. (33) in powers of E(τ ), we obtain for the response functions.
Eq. (35) 
and introduce the Heisenberg and interaction pictures. We define the Liouville operators
The total (Heisenberg) time evolution operator with respect to L will be denotedĜ(τ 2 , τ 1 ).
We can then writeĜ
whereG is the time evolution operator in the interaction picturẽ
Throughout this paper we use a hat (ˆ) to denote operators in the Heisenberg picture (Eq. (30)) and a tilde (˜) for operators in the interaction picture, i.e.
The equilibrium density matrix of the interacting system can be generated from the density matrix of the noninteracting system (ρ 0 ) by an adiabatic switching of the coupling
For isolated system at zero temperature, Eq. (41) Note that in the wavefunction (Gell-mann-Low) formulation of adiabatic switching, the wavefunction acquires a singular phase which must be cancelled by a denominator given by the closed loop S matrix; the Liouville space expression is simpler since the phase never shows up. A remarkable point is that Eq. (41) holds as well at finite temperatures provided the system is coupled to a bath at constant temperature. This is a thermodynamic adiabatic switching where the populations of adiabatic states change and equilibrate with the bath at all times 50, 64, 65 . It is distinct from the adiabatic switching of an isolated quantum system where the populations of adiabatic states do not change 66 .
At finite temperatures we start with a grand canonical distribution
Where β = (k B T ) −1 (k B is a Boltzmann constant); µ is a chemical potential, N is the number operator of particles, and Eq. (41) generates the distribution.
We now have all the ingredients required for computing the response. Let us start with the linear response function
The lastG † (τ 2 , 0) can be neglected since it does not affect the trace. Alsõ
which gives
The time ordering operator allows us to express Eq. (47) in the compact form
where we define averaging with respect to the density matrix ρ 0 of the noninteracting system
Eq. (48) can be immediately generalized for the response to arbitrary order
Expanding Eq. (50) to n'th order in the external field gives
where we recall that
The Taylor expansion of the exponent in the r.h.s of Eq. (51) finally gives
Eq. (53) Note that simple time ordering in Liouville space is a more complex operation when recast in Hilbert space. This is the essence of why using superoperators makes the bookkeeping straightforward. To demonstrate that, let us take R (2) (we use the Heisenberg picture but the argument holds as well in the interaction picture, where we should simply replace all (ˆ) by (˜)).
We need to apply the superoperators in a time ordered fashion (in Liouville space) i.e., first
, thenÂ − (τ 2 ) and finallyB + (τ 3 ). Separating all possible actions for the left and the right we get
In Hilbert space (r.h.s of Eq. We choose our reference to be a quadratic Hamiltonian given by a bilinear combination of elementary field operators.
or using creation/annihilation operators
and ϕ s is a single particle basis set. For Bosons, these operators satisfy the commutation
and
For Fermions, Eq. (59) should be replaced by an anticommutator. Our elementary set of operators is thus the set a s , a † s or the field operators ψ(x), ψ † (x). The following arguments hold for Fermions as well, however the derivation is simpler for Boson fields with ECA. We shall therefore focus on Bosons first, and the extension to Fermion fields will be presented in Section VI.
We will denote the elementary operators as Q j and introduce the corresponding superoperators Q jν ν = L, R, +, −. We first note that the superoperator corresponding to any function of Q j can be expressed in terms of Q j+ and Q j− , i.e.,
For example
Using these rules (and additional useful relations given in Appendix A) we can expand B + (τ ), A − (τ ) and V − (τ ) in a Taylor series in Q j+ and Q j− , converting the time ordered product of superoperators in Eq. (53) into a time ordered product of elementary operators.
We thus need to calculate
where ν 1,..., ν N = ± and j m runs over the various operators. The number N of operators in such products that enter the computation of R (n) is greater than n + 1, N ≥ n + 1. To compute W we define a superoperator generating functional
The reasons are (i)
Time ordered correlation functions of superoperators can be obtained from the generating functional by functional derivatives
Since the Hamiltonian is quadratic, the generating functional may be computed exactly using the second order cumulant expansion. This gives
where we have introduced the two fundamental Liouville space Green functions.
Using Eq. (28) we can recast these Green functions in Hilbert space
Theh −1 factor in G +− was introduced for making the classical limit more transparent (see next section); since with this factor G +− has a well defined classical limit. Note that since the trace of a commutator vanishes identically, in a time ordered product the superoperator to the far left must be a "+". The Green functions G −− and G −+ thus vanish identically and we only have two fundamental Green functions G ++ and G +− . Note also that G ++ (τ ) is finite for positive and negative τ whereas G +− (τ ) vanishes for τ < 0. Eq (68) is an extremely compact expression which can readily be used to compute response functions to arbitrary order.
The two fundamental Green functions can be expressed in terms of the matrix of spectral densities C ij (ω) defined as the Fourier transform of G +−23,41,52,67 :
We then have
The Wick theorem for superoperators then follows from Eqs. (67) and (68) and can now be stated as follows:
Here j a ν a . . . j q ν q is a permutation of j 1 ν 1 . . . The terms contributing to R (n) (Eq. (53)) will generally have a (i/h) n+p factor where p is the order in V − . This factor must be cancelled ash → 0 to ensure a well defined classical limit. This is guaranteed since by Wick's theorem we will have n + p G +− terms, each carrying anh factor. In the classical limit we set coth(hω/2k B T ) ∼ = 2k B T /hω. We then see from (Eq. 72) that the two Green functions are simply connected by the classical fluctuation relation.
G +− is independent onh. The factorh coth(hω/2k B T ) =h/ tanh(hω/2k B T ) is analytic inh and can be expanded in a Taylor series, thus yielding a semiclassical expansion of the response. To obtain the classical limit we need to keeph in the generating functional, perform theh expansion (since response functions are generally analytic inh) and only then send h → 0. Setting this limit at the right step is essential for developing a proper semiclassical expansion. Classical response functions may not be computed using classical trajectories alone: The response depends on the vicinity of a trajectory. One needs to run a few closely lying trajectories that interfere. Formally this can be recast using stability matrices which carry the information on how a perturbation of a trajectory at a given time effects it at a later time. The repeated computation of the stability matrix greatly complicates purely classical simulations 34, 37 . The semiclassical expansion circumvents these calculations in a very profound way. Corrections to the trajectory to low order inh carry the necessary information. Combining several semiclassical trajectories 47 allows them to interfere and the leading order inh (h n for R n ) survives and gives the classical response. This allows us to avoid computing stability matrices which is required when the classical limit is considered from the outset. 
where P j (Q j ) is the momentum (coordinate) operator of the j'th primary mode, Ω j and M j are its frequency and reduced mass respectively and V (Q) is the anharmonic part of the potential. The primary modes interact with a large number of harmonic (bath) coordinates which induce relaxation and dephasing. Low-frequency bath degrees of freedom q and their coupling to the primary modes are described by the Hamiltonian H B and the material Hamiltonian is given by 23, 26 
We assume a harmonic bath linearly coupled to the primary coordinates Q j .
where p α (q α ) are momentum (coordinate) operators of bath oscillators.
This model gives the following Brownian oscillator form for the spectral density
M, Ω and E are diagonal matrices and their matrix elements are
is the odd part of the spectral density, which is related to the even part γ ij (Σ ij ) is the imaginary (real) parts of a self energy operator representing relaxation (level shift).
Equations (68) and (67), together with (72), (73) and (79) 
where ν n ≡ 2πn/hβ are the Matsubara frequencies,
i . The expansion of nonlinear response functions using collective coordinates have been discussed in detail 23, 41, 53, 54 and recently employed in mode coupling theory 13, 15 .
All nonlinear response functions of the linearly driven harmonic oscillator vanish identically due to interference among Liouville space paths 23 . The simplest model that shows a finite nonlinear response is a nonlinearly driven Harmonic oscillator where the operator A is a nonlinear function of the coordinate. This model has been studied both quantum mechanically and classically 38 . Its response can be alternatively computed by following the dynamics of the Gaussian wavepackets in the complete (system and bath) phase space, since the system-bath Hamiltonian H B is harmonic in the full phase space {P, Q, p α , q α } 12,13,32,33,55 .
We next discuss the connection between our results and a fully classical computation of the response. In classical mechanics the density matrix assumes the form of an ordinary distribution function in phase space. This can be obtained from the quantum density matrix by switching to the Wigner representation 56 .
where d is the number of degrees of freedom. The Wigner representation offers a transparent and simple semiclassical picture that interpolates between the quantum and classical regimes. 53, 57 . Alternatively, the classical response can be recast using stability matrices which carry the relevant dynamical information on the vicinity of a given trajectory. The connection between the quantum and classical 2 n -fold interference is more transparent by keeping the left/right or the +/− pathways rather than working in phase space. We keeph alive during the semiclassical calculation and send it to zero only at the end.
In the fully classical phase space approach, we take the two separate (left and right) paths Classical correlation functions thus carry less information than their quantum counterparts.
Classically, it suffices to calculate
mechanically, each of the n! permutations of the time arguments is distinct and carries additional information. The stability matrices provide the extra information required for computing the response functions from classical correlation functions.
Since classical correlation functions do not carry enough information for computing nonlinear response functions, it is not possible to simulate and interpret the response in terms of standard equilibrium fluctuations; additional nonequilibrium information 59 is necessary.
Correlation functions are equilibrium objects and can be computed using sums over unperturbed trajectories; response functions can be obtained either as equilibrium averages (stability matrices) or recast in terms of 2 n closely lying nonequilibrium trajectories perturbed at various points in time. Quantum corrections to classical response functions may be represented in terms of classical response functions of higher orders 53 .
Finally we note that an alternative semiclassicalh expansion of the response is possible even when the temperature is low compared with the material frequencies, and the system is highly quantum, provided anharmonicities are weak 24, 25 . The leading terms in the expansion can be obtained by solving classical equations of motion. This is done by hiding theh in the coth factor in Eq. (72) by recasting it in the form coth(ω/2ω T ) where ω T = k B T /h is the thermal frequency, and redefining G ++ by multiplying it byh. The response is then analytic inh (as long as we forget about theh dependence of ω T ). Semiclassical approximations ordinarily hold when the temperature is high compared to all relevant vibrational frequencies.
This points to a much less obvious, low-temperature weak anharmonicity regime, where the response of the system behaves almost classically even though its temperature is very low.
VI. WICK'S THEOREM FOR FERMION SUPEROPERATORS
One reason why the handling of Boson operators and fields is simpler compared to Fermions is that superoperators corresponding to elementary Boson operators are also elementary i.e., their commutators are also numbers. To see that let us consider the commutation rules of superoperators by acting with commutators on an arbitrary operator F .
[ 
Since the commutator of elementary operators is a number, Eq. (85) gives Life is more complicated for Fermions. To see that let us consider the anti-commutation rules for Fermi elementary superoperators. The density matrix provides a practical way for performing ensemble averagings and developing reduced descriptions where bath degrees of freedom are traced out from the outset.
Since it represents the state of the system by a matrix rather than a vector, an N point grid for p and q in a semiclassical picture will require N 2 points for the wavefunction and The damping of off diagonal elements of the density matrix resulting from phase (as opposed to amplitude) fluctuations is called pure dephasing or phase relaxation (also known as decoherence). Dephasing processes can only be visualized in Liouville space by following simultaneously the evolution of the bra and of the ket and maintaining the bookkeeping of their joint state. Dephasing processes directly affect all spectroscopic observables since they control the coherence which is the window through which the system is observed. Different pathways representing distinct sequences of populations and coherences, are naturally separated in Liouville space.
APPENDIX A: SOME USEFUL RELATIONS FOR SUPEROPERATOR ALGE-
BRA IN LIOUVILLE SPACE
A Liouville space operator A α is labelled by a Greek subscript where α = L, R, +, −. It is defined by its action on X, an ordinary (Hilbert space) operator. We write a general matrix element (A α X) ij ≡ κℓ (A α ) ij,κℓ X κℓ (A1)
A α is thus a tetradic operator with four indices. Since A L X ≡ AX and A R X ≡ XA we obtain using Eq. (A1) (A L ) ij,κℓ = A iκ δ jℓ (A2) (A R ) ij,κℓ = A ℓj δ iκ (A3)
Note that the order of the jℓ indices in Eq. (A3) has been reversed.
Since A + ≡ A − ).
In the following a is a complex number
δ(a − A L )δ(a − A R ) = δ(A + − a)δ(A − ).
