Let & be the set of rational functions which map the upper half plane into the upper half plane and the real line into the extended real line. A function in & is the upper half plane equivalent of a finite Blaschke product on the unit disk and is sometimes referred to as a rational Cayley inner function. Let a lf , α Λ and b u ••-,&» be real numbers with a x < b 1 < a 2 < b 2 < < a n < b n and let A be the set of points P = (A l9 , 6J, , [a n , 6J. We note that it is always possible to map points to points, that is, there is a ψ in & with ψ{a,) = A i and ψφi) -B ύ for i = 1, , n. However, this function ψ may have a pole in some (a jf b ό ) and so ψ(ί a s> &il) 2 R. The motivation for this research is the following question due to J. Rovnjak (verbal communication) : Is it always possible to map intervals to intervals? In terms of the notation above, the question is whether A contains every point P = (A ίf , A n , B ly , B n ) with A t < B t for ί -1, , n. The answer to this question will be shown to be in the negative. For example, we will show that if n ^ 2, if [A i9 Bi\a[a i9 , n. The main result of this paper describes the set A, the closure of A, and the boundary of A in terms of functions in & with degree less than n and in terms of certain ideal points. This theorem is stated in §1 and three corollaries are established. The theorem is proved in §2 and some further observations are made in §3. We also include in §3 an elementary proof of the assertion mentioned above that it is always possible to map points to points; more general results can be found in [1; Article II] .
We would like to point out that the analysis in this paper is similar in certain respects to that of the moment space of a Tchebycheff system as developed in [3] . In particular, the use of the dual cone and the identification of the dual cone with a cone of nonnegative functions are themes in [3] . However, the results here are not consequences of the analysis in [3] . 1* The main theorem* Let U = R\\j7=i [α*, &*] and let ^ be the set of nonnegative purely atomic measures μ on U7U{°°} such that the support of μ is a finite set. If (μ, c) is in ^ x JB, then the function φ given by
is in & and, conversely, any function φ in & is of form (1) for some pair (μ, c) in ^ x JB; see [2, Chapter II] . In equation (1) and elsewhere in this paper, we adopt the following convention: if / is a continuous function on U with \im x^oo f{x)
Thus, the expression for φ in (1) can be rewritten as
where <p is given by (1) . Since the derivative of φ is given by (2) the function <£> is nondecreasing on each interval [a i9 6J and therefore φ([a if bj) = [9(α<), 9>(δi)]. These remarks show that the set A is precisely the range of Γ. The degree of a rational function φ is the maximum of the degrees of the polynomials p and q where ψ = p/q and p and q have no common zero. It is elementary to show that the degree of the function φ in (1) is equal to the number of points in the support of μ. We denote this integer by %μ.
We define an ideal point over the interval \a h bj] to be a point / of the form / = (A lf -, A nf B l9 , B n ) where A t = B, = 0 for i Φ j and A s ^ 0 ^ J5 5 . For an ideal point / we write X(I) = 1 if I ^ 0 and Z(JΓ) = 0 if I = 0.
The following theorem describes the set Λ, the closure of ^ and the boundary of A in terms of those points of the form Γ(μ 9 c) with $μ ^ n -1 and in terms of ideal points. Proof. Under these assumptions, the point P is of the form Γ(0, c) + Σ?=i Ii where I ό Φ 0 for each j and the corollary follows immediately from the theorem. k(l + 5J) Direct computation using the definition of Γ shows that Γ(μ k , 0) -> I as & -> oo and this proves the result. PROPOSITION 
// P is in the closure of A, then there is a point P in the boundary of A and an ideal point I over [a l9 6J such that
, B n ), let J be the ideal point ( -1, 0, 0, , 0) , and let W be the set of nonnegative real numbers x such that P -xJ is in the closure of A. If x is in W and if 0 <Ξ y ^ x f then P -yJ = P -xJ + (x -y)J. Since (a; -j/)/ is in the closure of A by Proposition 1 and A is a convex cone, it follows that y is in W. Also, any number greater than B x -A x is not in W; and W is evidently closed. Thus, the set W is of the form [0, x] for a nonnegative number 5?. Let P = P -xJ and put / = xJ. Then P is in the boundary of A t I is an ideal point over [a l9 δj, and P = P + 7, as desired.
In the proof of the following proposition and elsewhere in this paper, the following notation will be useful. Let F lf -,F n and GΊ, m , G~n be the continuous functions on U defined by F t (t) (
Proof, Let (μ 0 , c 0 ) in ^f x R be chosen so that Γ(μ 0 , c 0 ) = P and #μ 0 ^ #i" for any
μ Q ). For this, suppose to the contrary that there is a nonzero function / in LTi(μ 0 ) such that \f(t)Hi(t)dμ o (t) -O
There is then a λ in .B such that the measure dv{t) = (1 -Xf(t))dμ o (t) satisfies v ^ 0 and #i^ < #μ 0 . Let c' = c + λJ^W/ω^oW and let />, c') =P'= {A[, , Ai, Si, , 5;). Then it follows from (4) that
Al -B[= \F t (t)dv(t) -[G^dvit) t) -A, -B %
for i = 1, , n and similarly 5J -A +1 -B % -A ί+1 for i -1, n -1. Furthermore, by (4) ; -c r + J -c + λ J^W/W^oW + \F,{t)dv{t)
From the definition of μ 0 , it follows that #/« 0 ^ #v, a contradiction. Thus, the functions 1^, •• ,fl 2 n-i span L) t (μ 0 ) and therefore #j« 0 ^ 2w -1. 
X* -x)~2dμ(t) .
Elementary calculus shows for any x in [a u 6J and for all t in R
Combining (7) with (8) gives (5). Now let r = (α x + &i)/2. Since the function 9> in (1) is nondecreasing on [a lf &J, it follows that I φ(r) I ^ ikί and therefore
φ(r) -((1 + tr)/(t -r)dμ{t)
where K = sup{|(l + ίr)/(ί -r)\: t in [/}. This completes the proof. Let X be the closure of U in the one point compactification of the real line. Thus,
and a function / on X is continuous if it is continuous in the usual sense at every finite point and if
In the following, we consider measures μ fc in ^£ and a measure μ with μ k ->μ weak star. By this we mean that μ is a measure on X and that \f(t)dμ k (t)-> \f(t)dμ k {t) for every continuous function / 
Proof
Let Γ{μ h9 c k ) = (A*, -, A*, Bf, • , B*) and let P = (A lf , A n , B u -, B ft ). First we must prove that μ is in .^C Since %μ k <: 2^ -1, it follows that %μ<L2m,-\. It remains to show that ( α< ) = 0 = μφi) for i = 1, , n. We prove that μ(a ± ) = 0; a slight alteration of the argument proves that μ(a t ) -0 = ^(δj for each i. Let α = a, and set JP(ί) = F x (t) = (1 + ία)(ί -α)"
1 . Since F'(ί) = -
2 , the function -F is strictly increasing and unbounded on the interval (-oo f a).
Given ε>0 choose se(-oo ? a) so that The dual cone for A is the set Λ* of points Q in R 2n such that Q X^O for each X in A. The following result is routine and establishes a useful criterion for a point in the closure of A to be in the boundary of A.
LEMMA 6. Let P be a point in the closure of A. Then P is in the boundary of A if and only if there is a Q in A* with Q P = 0.
As in [3] , the dual cone for A corresponds to a cone of nonnegative functions. This correspondence is made explicit in the following remarks and in Proposition 7.
For appoint Q -(u ί9 •-,u n 
, define a rational function Q by the equation (9 ) Q
(t) = ±{uJFJit) + v&M) = tUi-^ + Vi« =i i=ί\ t -at t -b
Observe that Q is continuous at oo y that Equation (13) is an immediate consequence of (4), (9), and (11).
If w(ί) = Π?=i(< -<*,)(« -60 and p(t) = w(t)Q(t), then p is a real polynomial with degree equal to or less than 2n, p(i)/w(i) is pure imaginary, and p(a % ) = u t (l + aΐ)w'(a t )

Conversely, if p is a real polynomial with degree less than or equal to 2n, p(i)lw(ϊ) is pure imaginary and if Q = (% lf , % Λ , v^ , v n ) is defined by (9), then p{t) is equal to w(t)Q(t). (To see this, note that p(t) -w(t)Q(t) vanishes at a 5 and 6^-for 1 ^ j ^ n and so is a real constant multiple 7 of w(t). However, p(ϊ)/w(i)
-
MAPPING INTERVALS TO INTERVALS
PROPOSITION 7. Let Q be a point in R 2n . Then Q is in A* if and only if Q(t) ^ 0 for t in U and Q(i) = 0. In this case, the point Q = (u l9
, u n , v u , v n ) has the property that u t ^ 0 <; v t for i = 1, ---,n.
Proof. Suppose that Q is in Λ*. By (13), ciQii) = Q Γ(0, c) ^ 0 for each c in R and therefore Q(i) = 0. For t in U, let ^ be the unit point mass at £. Then by (13), Q(t) = Q Γ(d t , 0)^0 and thus one direction of the proposition is proved. For the reverse assertion, assume that Q(i) = 0 and Q(t) ^ 0 for t in U. It follows by continuity at oo that Q(co) ^ 0. Hence, the point Q is in A* by (13). To show that u 3 ^ 0 <L %, let E d be the vector in R 2n with all zero entries except for a -1 in the jth slot and let F d be vector in R 2n with all zero entries except for a 1 in the (n + j)th slot. By Proposition 1, the vectors Έ 5 and F, are in the closure of A, Hence, 0 <Ξ QΈ ό and O^Q-Fj.
These inequalities imply that u ά ^ 0 ^ v ά and this completes the proof of the proposition. PROPOSITION 
If P = Γ(μ, c) + Σ? =1 Jy where I β is an ideal point over [a jΊ b d ] and if P is in the boundary of A, then %μ +
Proof. By Lemma 6, there is a point Q = (u l9
, u n9 v ί9 -,jv n ) in A* such that Q P = 0. Let p be the polynomial p(t) = w(t)Q(t) where w(t) -Π?=i(ί ~ ^i)(ί ~ &i) The proposition is proved by counting certain zeros of p. Equation (13) shows that Q-P\
Q(t)dμ(t) + Σl^iQΊj
Since each term on the right is nonnegative and the sum is zero, each term must be equal to zero. Thus, (i) (oo)Q(oo) = 0, (ii)f Q(t)dμ(t) = 0, and (iii) Suppose for the moment that μ(°°) = 0 and set fc = #μ. Then (ii) implies that p has at least k zeros on [7. Since p(t) ^ 0 for £ in U, each of these zeros is of even order. Thus, the polynomial p has at least 2k zeros counting multiplicities on U. It follows from Proposition 7 that p(i) = 0 = p( -i) and therefore the polynomial p has at least 2m + 2Λ; + 2 zeros. However, the degree of p is equal to or less than 2n. Hence 2m + 2k + 2 <: 2w and thus m + & + 1 ^ w.
This proves the proposition for the case j«(oo) = 0.
Assume now that /£(<*>) > 0. In this case, (ii) implies that p has at least k -1 zeros on U and, as before, each of these zeros has even order. Thus, the number of zeros on U counting multiplicities is at least 2k -2. As before, p(i) = 0 = p( -i) and thus p has at least 2m + 2k zeros. Since /<<*>)> 0, (i) implies that Q(°°) = 0. We conclude that the degree of p is less than 2n. However, since p(t) ^> 0 for large |ί|, the degree of p is even. Thus, the degree of p is equal to or less than 2n -2. It follows that 2m + 2k <£ 2n -2 or m + k + 1 <; n, as before. Proof, Let a^, , % be the points of support of μ in U, let <^i, •••, a m be the subscripts of the nonzero I/s, and define a polynomial j > by the equation
Define Q -(u lf , u n , v lf , v w ) by (12). Since p(i) = 0, the remarks preceeding Proposition 7 imply that p(t) = w(t)Q(t). It follows that Q is in yl* by Proposition 7 and properties (i)-(iv) are straightforward consequences of the construction of Q.
We turn now to the proof of the theorem. By Proposition 1 and the fact that A is a convex cone, every point of form (3) is in the closure of Λ. To prove the reverse assertion, suppose that P is in the closure of A. By Proposition 2, there is a point P in the boundary of A and an ideal point I over [a lf δj with P = P + /. Since P is in the boundary of A, there is a sequence of points (μ k , c k ) proves that P is of form (3) and in fact that P can be represented in form (3) with the additional properties asserted in the theorem. If the point P of form (3) is in the boundary of A, then Proposition 8 implies that %μ + Σ ΉJ ϊ) ^ n ~ l The reverse assertion is immediate from Lemma 6 and Proposition 9.
We prove next the uniqueness assertion of the theorem. Suppose that P is in the boundary of A. (13), and from (ii) of Proposition 9, we deduce that the finite points in the support of μ' lie in the support of μ. Hence, %μ* ^ %μ + 1. Let φ be defined by (1) with respect to the pair (μ 9 c) and let ψ be defined by (1) Since sc is in the support of v, the measures μ and v are different. This proves the nonuniqueness of the representation in (3) for points P in the interior of A.
It remains to prove the assertion about points in both A and the boundary of A. We have already shown that if P= Γ(μ, c) with §μ ^ n -1, then P is in the boundary of A and it is evidently in A. Suppose, on the other hand, that the point P is in A and in the boundary of A. Since P is in A, P = Γ(μ, c) for some (μ, c) in ^^ x R. Since P is in the boundary of Λ, P = Γ(//, c') + Σ?=i /,• with #// + Σ/=i^(^ ) = w ~™ l B 11 * the uniqueness assertion implies that μ ~ μ\ c = d', and I,-= 0 for each j. Hence, %μ<,n-1 and this completes the proof of the theorem. We now prove the assertion in the introduction that it is always possible to map points to points. ? It is evident that q(l) = 1, a careful study of Proposition 10 shows that g(2) = 2, and Proposition 3 asserts that q(n) ^ 2n -1. The following proposition shows that q(n) ^ 2n -2.
PROPOSITION 12. Tfce? e is powί P in A such that %μ ^ 2n -2 7* every pair (μ 9 c) in ^€ X i2 ^iί/t Γ(μ, c) = P.
To prove this proposition, we first establish the following lemma.
