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Abstract 
Power flow computing and optimal power flow computing are the most used tools within the power systems field. Matrices are 
very often used for these kinds of analyses. Usually, sparse matrices are involved within the power systems field.  Special techniques 
for sparse matrices' storing and processing are applied to reduce the computing time and used memory. The sparse character of the 
matrices is altered once the mathematical model corresponding to the large-scale power system is solved with different numerical 
methods. New non-zero elements appear (replacing the old ones initially equal to zero). Thus, the computing time increases and 
also the necessary memory. Methods have to be developed for the optimal ordering of the power system buses. Within the paper, 
the authors will present several of our own developed methods to solve this problem, in a tutorial manner, followed by examples. 
These methods were presented to the students, who were asked to apply them to several case studies. The teacher analyzed their 
attention span and degree of concentration. For the examples stage, students were involved within the teaching process. Following 
this, they were requested to solve different case studies in small teams. The overall results were analyzed. 
© 2015 The Authors. Published by Elsevier Ltd. 
Peer-review under responsibility of Academic World Education and Research Center. 
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1. Introduction 
Special techniques are used for sparse matrices' storing and processing in the case of large scale, complex, power 
systems' mathematical models. These techniques are used to reduce the computing time and the necessary amount 
of memory used. The sparse character of the matrices is altered once the mathematical model corresponding to the 
large-scale power system is solved by applying different numerical methods. New non-zero elements will appear 
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(replacing the old ones, which were initially equal to zero) (Kilyeni, 2013;Thangaraj, 2008). To prove this, the 
example of power flow computing in the case of large-scale power systems was examined. The mathematical model 
refers to a large-scale non-linear equation system, solved using Newton type methods. In the case of these methods, 
the major drawback was reflected by the fact that the equation system was (entirely or partially) solved at each 
(or different) computing steps, requesting increased computing effort: 
  J Δx f  (1) 
where: J – Jacobian matrix; 'x – variables' array (corrections for voltage values and angles); f – free terms array 
(current values). 
Generally speaking, we are dealing with an equation system having the following form: 
  A x b  (2) 
where:  
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This type of system was solved using numerical methods, such as matrix factorization, triangularization, etc. The 
fact that the sparse character of the matrices was altered is best exemplified using the triangularization method. This 
method is applied during n computing steps (n being the matrix order). For a specific computing step, k, the 
following tasks were involved (the upper index refers to the computing step) (Kilyeni, 2014): 
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The sparse character of the matrix was not altered if the k line of the matrix was processed. Those elements that 
had been equal to zero at the previous step did not change. Processing the following lines of the matrix may lead to 
situations when the zero elements become different to zero, if the following conditions are fulfilled: 1 0kija
  , 
1 0kika
 z , 0kkja z . As a sketch, these situations are presented as follows: 
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2.  Case study 
The 9 bus power system is considered (Figure 1). It has a number of 10 network elements (Kilyeni, 2013). Thus, n 
= 9 and l = 10. Its associated system matrix is presented in Figure 2 (Kilyeni, Barbulescu, Simo, 2013). 
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The symbolic structure of the coefficient matrix highlights 10 non-diagonal elements, different to zero in the 
superior (inferior) triangle, corresponding to the physical links between the power system buses. The symbolic 
triangularization of the coefficient matrix, presented in Figure 3, highlights the way that non-diagonal elements, 
different to zero from the inferior triangle, were cancelled. Also, it highlights how new non-diagonal elements, 
different to zero, appeared in the superior triangle and, temporarily, appeared in the inferior one. 
  
Fig. 1. Power system one-line diagram Fig. 2. Symbolic structure of the coefficient matrix 
The digit that was written in the right lower side of the matrix element indicated the triangularization-computing 
step during which it appeared and the one in the upper right side indicated when it was cancelled. 
x X – diagonal element; 
x O – non-diagonal element, different to zero; 
x     – additional non-diagonal element, different to zero, appearing within the triangularization process; 
x / – cancellation of the non-diagonal element, different to zero, within the triangularization process. 
The 1st triangularization step may affect only the 4th line of the matrix. The only non-diagonal element, which is 
different to zero is [1, 4]. The [4, 1] matrix element was cancelled and no additional elements were introduced. The 
sparse character was not altered if the matrix elements had one single link cancelled. 
 
 
Fig. 3. Symbolic triangularization of the coefficient matrix 
The same situation is available for the 2nd and 3rd triangularization steps, because one single non-diagonal 
element different to zero exists. Thus, the [6, 2] and [7, 3] matrix elements were cancelled.  
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The 4th triangularization step may lead to changes for the 5, 6 and 8 matrix lines. Once the matrix line is 
processed, a new element, different to zero, appeared on the [5, 8] position. In the case of the 6th line processing, a 
new different to zero element appeared on the [6, 8] position. In the case of 8th line processing, two new different to 
zero elements appeared on the [8, 5] and [8, 6] positions, etc. Finally, 14 non-diagonal elements appeared in the 
superior triangle (four additional elements compared with the initial situation). The sparse character of the matrix 
altered depending on the processing order for the equations and variables or, in other words, it depends on the power 
system of the bus order. Thus, we are dealing with optimal buses ordering techniques. 
These algorithms have to achieve the following conditions: 
x to request computing effort which is as small as possible; 
x to lead to the best results, very close to the optimal solution. 
These two conditions are contradictory. Thus, a reasonable compromise has to be performed. To achieve this 
goal, three methods have been developed by the authors: 
x method 1 – "static" or quasi-optimal; 
x method 2 – "semi-dynamic" or quasi-optimal; 
x method 3 – "dynamic" or optimal. 
3. Optimal buses ordering techniques  
3.1. Method 1 
This is a static method, its algorithm is as follows: 
x  the power system buses are ordered according to the number of links (non-diagonal elements, which are 
initially different to zero): 
 the buses have 1 link: 1, 2, 3; 
 the buses have 2 links: 8, 9; 
 the buses have 3 links: 5, 6, 7; 
 the buses have 4 links: 4; 
x if several buses with the same number of links exist, their order is arbitrary. 
It is a very simple method, which is entirely static (Figure 4). 
 
Fig. 4. Symbolic triangularization of the coefficient matrix using method 1 
This highlights that the new order of the buses is as follows: 1, 2, 3, 8, 9, 5, 6, 7, 4. According to the power 
system buses' order, the matrix is reorganized. In the following, it is symbolically triangularized. Finally, 13 non-
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diagonal, different to zero elements appear in the superior triangle (three additional elements, compared with the 
initial situation).  
3.2. Method 2 
This is a "semi-dynamic" and quasi-optimal method (Figure 5). It takes into account the previous computing 
steps' effect, but the current step effect is not considered; n computing steps are involved. Its algorithm is as follows: 
x the bus having the smallest number of links (non-diagonal elements different to zero) is considered for 
processing at the current computing step. The triangularization process is performed; 
x if several buses with the same number of links exist, their order is arbitrary. 
The triangularization mechanism may be described as follows: 
x the 1st, 2nd and 3rd computing steps are similar to the 1st method, due to the fact that buses 1, 2 and 3 have one 
single link (with other buses). Thus, during the triangularization process no additional elements are introduced; 
 
 
 
Fig. 5. Symbolic triangularization of the coefficient matrix using method 2 
x 4th computing step: buses 4 and 5 have each three links. Buses 6, 7, 8, 9 have two links – bus 6 was chosen to 
be cancelled; 
x 5th computing step: it highlighted that all the unprocessed buses (4, 5, 7, 8, 9) had two links – bus 4 was chosen 
to be cancelled; 
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x 6th computing step: it highlighted that all the unprocessed buses (5, 7, 8, 9) had two links – bus 5 was chosen to 
be cancelled; 
x once the 6th computing step had been performed, we highlighted that the unprocessed part from the matrix was 
"full". Thus, the problem of sparse character preservation could not be discussed further. For computing steps 
7, 8 and 9, buses 7, 8 and 9 were chosen. 
Finally, the following bus order was obtained: 1, 2, 3, 6, 4, 5, 7, 8, 9. Twelve non-diagonal, different to zero, 
elements were obtained within the superior triangle. 
3.3. Method 3 
The dynamic programming technique was used within this method. It was applied during the n computing step (n 
being the matrix order). For a specific computing step, the algorithm is described as follows: 
x the bus that introduced the smallest number of additional non-diagonal, different to zero elements, by its 
triangularization, was considered. The symbolic triangularization corresponding relations were applied; 
x if there were several buses that fulfilled the optimal condition, their order was arbitrary.  
The mechanism of the method may be observed in Figure 5: 
x The computing steps 1, 2 and 3 were similar to the ones presented in Method 1. Buses 1, 2 and 3 had one 
single link, thus they did not introduce any additional non-diagonal, different to zero elements; 
x 4th computing step: 4 and 5 buses cancellation would introduce each one two non-diagonal, different to zero 
elements. Cancellation of bus 6 did not introduce any new element. Thus, bus 6 was chosen to be cancelled; 
x 5th computing step: highlighted that the cancellation of any of the unprocessed buses (4, 5, 7, 8 and 9) would 
introduce one additional non-diagonal, different to zero element, thus, bus 4 was chosen to be cancelled; 
x 6th computing step: highlighted that the cancellation of any of the unprocessed buses (5, 7, 8 and 9) would 
introduce one additional non-diagonal, different to zero element, thus, bus 5 was chosen to be cancelled; 
x once the 6th computing step had been performed, it highlighted that the unprocessed part from the matrix was 
"full". Thus, we were not able to further discuss the problem of sparse character preservation. For computing 
steps 7, 8 and 9, buses 7, 8 and 9 were chosen to be cancelled. 
Finally, a similar bus order to method 2 was obtained.  
4. Conclusions 
Methods for optimal power system bus ordering are very useful when used within the power-engineering field. 
Within the applicative lectures, the students had to apply all the presented methods for another case study. Once the 
application was finished, students were able to perform comparisons between the presented methods. They 
highlighted the strengths and weaknesses of each method. Method one was very simple, it has a static character.  
Method three required increased computing time and effort. At each computing step the triangularization 
mechanism had to be simulated for all the unprocessed buses (to see which one introduced the smallest number of 
new additional elements). 
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