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Abstract  
Vision-based hand gesture recognition methods commonly use a single feature of hand gesture for classification. 
There are some problems as follows: recognition inaccuracy, system instability and ambiguous recognition results. 
This paper proposes a hand gesture recognition method based on multi-feature fusion and template matching. The 
method detects hand-shaped contour region and obtains the maximum contour according to skin color feature, by 
extracting angle count, skin color angle, and non-skin color angle in combination with Hu invariant moments features 
of the largest hand-shaped region for sample training. Euclidean distance template matching technique is applied for 
hand gesture classification and recognition. Experiments show that the method is effective for extracting features 
of different hand gestures and real-time recognition of ten kinds of hand gestures. 
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1.  Introduction 
Hand gesture recognition provides a natural, intuitive and suitable way for human behavior 
communication between human and computers, allowing users to be more convenient and have 
realistic feeling while operating. Hand gesture recognition has been widely used in human-computer 
interaction, virtual reality and so on. Hand gesture recognition technology is mainly divided into two 
categories:  data gloves-based method and computer vision-based method. The former relies on hardware 
devices, and obtains information of hand joints through sensors to receive hand gesture classification. The 
latter uses video image processing and pattern recognition for hand gesture recognition and interaction. 
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According to the features of static or dynamic, hand gesture recognition can be divided into static hand 
gesture recognition and dynamic hand gesture recognition. The former extracts the features of a single 
image for classification, while the latter uses the movement relationship between successive images to 
determine hand gestures, such as the use of movement direction of feature points or changing into the 
problem of identifying path. There are many algorithms used for static hand gesture recognition. Cui, et al 
[1] applied the maximum differential characteristic to the classification of hand gesture by splitting MDF 
(the most discriminating feature) space; their algorithm can be adapted to the occasion with a complex 
background. Queck [2] introduced an inductive learning system, which can extract rules from the 
expression of DNF (disjunctive normal form), and the recognition rate was up to 94%; The elastic curve 
matching method was used [3], less demanding on segmentation, and the recognition rate can reach to 
85% in a complex background condition. These algorithms are more complex, computationally intensive, 
costly in time, but for practical hand gesture recognition system, hand gesture recognition algorithm 
should be simple in calculation, fast and be able to meet the real-time requirements. In contrast, MTM 
(Model Template Matching) method is one of the static hand gesture recognition methods, which has its 
own advantages in saving calculation time. 
2.  Multi-feature fusion 
The selection of hand gesture features directly determines the quality of the results of the static hand 
gesture recognition. The features of existing hand gesture fall into two categories: the model based on 
three-dimensional hand gesture and the apparent-based model [4]. The model features based on three-
dimensional hand gesture require estimating many more parameter values, the computational complexity 
is high and a lot of approximate calculation of the parameters is not reliable. So there is some certain 
restriction on the application subject [5]. The methods based on the apparent model directly use of image 
apparent features for hand gestures identification. It doesn't need recover the information of hand gesture 
in three dimensions, greatly affected by factors such as angle and finger to cover, identifiable less kinds of 
hand gestures [6]. Palm or finger detection is the key part [7]. This paper brings forth a hand gesture 
recognition technology for human-computer interaction; limited hand gestures types can meet the 
requirements. It is important to consider the natural and real-time, so here we use apparent-based 
approach. Formerly most of hand gesture recognition selected single hand gesture feature to achieve hand 
gesture recognition and classification. But the single feature always has some limitations. Based on the 
multi-feature fusion method, it improves recognition results by extracting angle count, skin color angle, 
non-skin color angle in combination with Hu invariant moments features of the largest hand-shaped 
region for sample training and the target image recognition. 
2.1.  Hu invariant moments 
Invariant moment theory is an important element in pattern recognition and computer vision. Common 
region-based invariant moment theory was first proposed by M. K. Hu in 1962 [8], including the 
definition of continuous function moments and the basic nature of the moment, which was given a 
specific translation, rotation, scaling invariance of seven invariant moment expression. Since the proposal 
of Hu invariant moments, they have been applied to the image, character recognition and industrial 
quality control and many other fields. Here is the definition of Hu moments of digital image. 
Let f (x, y) is a digital image; the (p +q) order moment is defined as 
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The (p +q) order central moment is defined as 
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Seven invariant moments constituted by the linear combination of the second and third order central 
moments, the specific expression is as follow 
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Moment features have the following physical meaning: the low-order moments describe the overall 
characteristics of the image, the zero-order moment reflects the target area, the first order moment reflects 
the target center of mass, second moment reflects the length of principal, auxiliary axis and 
the orientation angle of principal axis, higher moments describe the details of the image: as distortion and 
the kurtosis distribution of the target. 
The seven invariant moments are fit for description the overall shape of the target, so there is a wide 
range of applications in the edge extraction, image matching and object recognition. The calculation of 
Hu's seven invariant moments is different and the included information content is not the same. Useful 
information in the image is generally concentrated on a relatively small amount of computation low order 
moments. However, high order moments have high computing capacity, and contain some of the details 
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which are susceptible to noise interference, the differences between the high orders moments are not easy 
to be distinguished for each target. 
2.2. Angle count, skin color angle, non-skin color angle 
The position of fingers and their ends reflects the feature of a hand gesture in the hand gesture images. 
In this paper, we use the related angle value of fingers and their ends in hand gesture images as features. 
After skin color detection, we can obtain the rectangle region of hand-shaped contour, and find the 
centroid of the region and radius R by calculating. Taking ninth radius as r, we calculate angle count, skin 
color angle, and non-skin color angle five times. The calculation of the radius of each layer is taken as 4r, 
5r, 6r, 7r, 8r. The angle count, skin color angle and non-skin color angle of the hand gesture images are 
apparent static hand gesture features. As shown in Figure 1, radii are 4r, 5r, 6r, 7r, 8r, R. Taking a radius 
of 6r for example, we call the angle of circle and the skin color region intersection as skin color angle like
α ; the angle of circle and the non-skin color region intersection as non-skin color angle likeβ . 
We ignore the particular small angle when calculating hand gesture angle. Angle count is the number of 
times every from the skin color angle to the non-skin color angle and once from the non-skin color angle 
to the skin color angle. Angle count, skin color angle and non-skin color angle can represent different 
hand gestures. 
       
Fig.1. Angle count, skin color angle and non-skin color angle principle figure 
3. Template matching 
Euclidean distance is a commonly used definition of distance. It is the real distance between two points 
in the m-dimensional space. In 2D and 3D space, Euclidean distance is the distance between two points, 
extended to n-dimensional space, Euclidean distance is defined as:  
∑ −= 2)( yixid , i = 1, 2… n. 
For a hand gesture image, an image can be viewed as a matrix of pixel values can also be extended 
to be viewed as a vector, such as an N×N pixel image can be viewed as a vector of length N2, so that each 
pixel is a point located on the N2-dimensional space. The basic idea of Euclidean distance classifier for 
image recognition is the same no matter how specific forms of sub-space, as follows: Let Ωk, Ω, 
respectively, for the feature vectors of the training images and the images to be identified, then the 
Euclidean distance between two images is defined as 2kd Ω−Ω= , when d is less than a certain threshold 
θ, indicating that this image has been identified as the k-th kind hand gesture. 
4. Implementation of hand gesture recognition 
For the experiments, we implement the recognition system with color correction for captured hand 
gestures image from camera, histogram equalization processing, skin color detection, extraction of the 
largest hand-shaped contour, calculating hand gesture features of angle count, skin color angle, non-skin 
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color angle and Hu invariant moments, comparing the eigenvalue to the feature value of hand gesture in 
the training set, and using Euclidean distance as a comparison scale. So the key of this method is to find 
the multi-feature expressions of hand gestures which are simple and can effectively represent all kinds of 
hand gestures. Hand gesture recognition module figure is as follows: 
Generating. ylm file
Camera capturing 
images
Pretreatment
Multi-feature 
extraction
Cascade
Classification Recognition results
The establishment of 
the sample library
Image preprocessing
Features extraction
Training 
results Output
1 Hu moments
2 angle count
3 skin color 
angle
4 non-skin 
color angle
4 kind
features
Training Recognition
 
Fig.2. Hand gesture recognition module figure 
4.1. Image preprocessing 
We use color detection to obtain the hand region images. In order to remove the impact of the arm, 
images are transformed from RGB space into HSV space for skin color detection. Because of H (hue) are 
greatly different from the palm and arm, the use of this transformation can effectively locate the hand 
shaped region excluding the impact of the palm in HSV space. After skin detection, next extraction of the 
contour of the hand gesture region, we can obtain the maximum contour of the hand shaped area by 
comparing to ensure the integrity of the hand gesture in contour when hand gesture recognition. 
4.2. Multiple hand gesture features Extraction 
We compute center point, radius and the angle of the connection points on the edge in the obtained 
contour area, and then select the feature vector. Our experiments break the limitation of using a 
single feature value to hand gesture recognition with multi-feature fusion method for hand gesture 
recognition. In the selection of features, we calculate and extract angle count, skin color angle, non-skin 
color angle and Hu invariant moments features of the hand gesture images. Multiple features fusion can 
play a variety of coordinated and complementary role, making the features analysis data of the hand 
gesture images more comprehensive, more differential between the feature values of different hand 
gestures. 
4.3. Template matching with multi-level Euclidean distances 
After extracting these multi-features of each frame test image, Euclidean distance is calculated for 
each type hand gesture of the sample dataset. In our experiments, the value of each feature is 
matched by Euclidean distance with multi-feature fusion method. At first matching the angle count of 
hand gesture images, through the threshold filter, which may initially select possible types of hand 
gestures and exclude types of features value differently; the next matching skin color angle values, non-
skin color angle values, through threshold selection in the same way, and further narrow the selection 
belongs to a kind hand gesture; finally, we choose one from obtained results through the above three 
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categories by matching the Hu invariant moments feature, thereby determine the final classification of the 
hand gesture image. 
5. Experimental results and analysis 
In order to achieve software scalability, and be ease to upgrade and maintenance, we use the platform 
of Microsoft Visual Studio2008 and Intel's OpenCV2.0 open source library for software development of 
hand gesture recognition system, using USB camera for images acquisition. We define ten modes in the 
sample library. Each mode 100 shots include different angles, different distances, different backgrounds 
and different levels of brightness images, and a total of 1000 hand gesture images, in which two samples 
of different backgrounds, as shown in Table 1. The PC used for experiments system property are Intel 
Core2 Quad CPU 2.83GHz, 3.5 G memories. The sample library average training time is 15 minutes 12 
seconds on the system. 
Table 1. The ten hand gesture pattern samples of different backgrounds 
Mode Definition Solid background 
Complex 
background Mode Definition
Solid 
background 
Complex 
background 
1 one   
6 six 
  
2 two 
  
7 seven 
  
3 three 
  
8 eight 
  
4 four 
  
9 nine 
  
5 five 
  
10 ten 
  
Variety of types of sample library ensures that the experimental system can recognize hand gesture 
image under different conditions. There is a low demand for the experimental environment of the 
recognition system. The recognition speed of the hand gesture recognition system can reach 15fps, 
successful real-time identification, with high sensitivity. The recognition results of hand gestures one, two, 
three, five, eight, ten are shown in Figure3 of solid and complex backgrounds: 
      
      
           （a）                   (b)                      (c)                      (d)                      (e)                      (f) 
Fig.3.(a) one; (b) two; (c) three; (d) five; (e) eight; (f) ten 
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We made a total of 30 group experiments, and gather statistics of experimental results. The average 
recognition rate for each hand gesture is as follows: 
Table 2. Ten kind number hand gestures recognition rates 
hand gesture name one two three four five six seven eight nine ten 
recognition rate 90% 90% 93.3% 96.7% 96.7% 86.7% 86.7% 93.3% 83.3% 93.3%
We can see from Table 2, the recognition rates of hand gestures three, four, five, eight, ten are high, 
while recognition rates of hand gestures six, seven, nine are relatively low. The main reason is the 
apparent features of hand gestures six, seven, nine is not obvious, and hand gestures six, seven, and ten 
have similar in some ways, so that the system can not obtain the distinct feature value. The recognition 
results are affected to some certain extent by the angle of the camera capture. We can also see that there is 
the same recognition rate in a complex background and a solid background. In other words, the different 
backgrounds have no effect on the recognition results. The system can be applied to different background 
conditions. 
6. Conclusions 
This paper proposed a multi-feature fusion-based hand gesture recognition method which solves 
problems of low rate of recognition accuracy, system instability and multiple recognition results when 
using a single hand gesture feature for recognition. The method can also achieve real-time hand gesture 
recognition. The use of angle count, skin color angle, non-skin color angle  and Hu invariant moments 
features are easy to understand, and can effectively characterize the different hand gesture patterns. 
Experiments prove that the recognition method of cascade template matching using the Euclidean 
distance classification is accurate.  
References:  
[1] Y. Cui, D. Swets and J. Weng , Learning 2 based Hand Sign Recognition using SHOS LIF 2M, Proceedings of 5th 
International Conference on Computer Vision , pp. 631–636 , Boston , 1995. 
[2] Queck , K. H. , Mysliwie , T. , and Zhao , M. : Finger mouse : A free-hand pointing inter face , in Proc. Of Internet 
Workshop on Automatic Face and Gesture Recognition, Zurich, Switzerland, pp. 372–377, June 1995. 
[3]Jochen Triesch, Christoph vonder Malsburg , A System for Person-Independent Hand Posture Recognition against Complex 
Backgrounds , IEEE Transaction on Pattern Analysis and Machine Intelligence , Vol . 23, No. 12, pp. 1449–1453, Dec. 2001. 
[4] PAVLOVIC V, SHARMA R, HUANG T S. Visual interpretation of hand gestures for human-computer interaction：a 
review [J]. IEEE Transaction on Pattern Analysis and Machine Intelligence, 1997, 19(7):677–695. 
[5] ZHU Yuanxin, XU Guangyou, HUANG Yu. Apearance-based dynamic hand gesture recognition from image sequences with 
complex background [J]. Journal of Software, 2001, 11(1): 54–61. 
[6] GU Lizhong. Appearance-based hand gesture recognition and study on human-robot interaction [D]. Doctoral Dissertation. 
Shanghai: Shanghai Jiaotong University, 2008. 
[7] FANG Yikai, CHENG Jian, WANG Kongqiao, et al. A hand gesture recognition method with fast scale-space feature 
detection [J]. Journal of Image and Graphics, 2009, 14(2): 214–220. 
[8]Hu MK．Visual Pattern Recognition by Moment Invariants[J]．IRE Trans．Information theory，1962，IT(8)：179–
187． 
