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Résumé
Nous étudions la possibilité de recouvrir certains graphes par des chaînes Hamiltoniennes. Nous
appliquons les résultats obtenus au cas particulier du graphe divisoriel pour obtenir des réponses
nouvelles à un problème posé par P. Erdös.
© 2005 Elsevier Ltd. All rights reserved.
Abstract
We study the possibility of covering some graphs with Hamiltonian chains. The results are applied
to the particular case of the divisorial graph to give some new answers to a question asked by P. Erdös.
© 2005 Elsevier Ltd. All rights reserved.
1. Introduction
Si G est un graphe simple, on appelle chaîne élémentaire de G toute suite sans répétition
(a1, a2, . . . , an) (n = 0) de sommets de G telle que, pour chaque k dans {1, 2, . . . , n − 1},
{ak, ak+1} soit une arête de G. Le support de cette chaîne est l’ensemble {a1, . . . , an}, et
on dira que la chaîne va de a1 à an . On dit que cette chaîne est Hamiltonienne lorsque
son support est exactement l’ensemble des sommets du graphe, on dit que c’est un cycle
Hamiltonien si en outre {an, a1} est une arête.
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On appelle recouvrement Hamiltonien de G toute famille de chaînes élémentaires de G
dont les supports sont deux à deux disjoints et recouvrent l’ensemble des sommets de G.
L’indice de Hamilton de G, noté H (G) est alors le nombre minimum de chaînes présentes
dans un recouvrement Hamiltonien de G.
Un exemple intéressant de graphe simple est le graphe divisoriel D dont les sommets
sont les entiers n  1 et {p, q} est une arête lorsque p et q sont distincts et comparables
pour la relation de divisibilité (i.e. p divise q ou q divise p). On s’intéresse également,
pour x ∈ R au sous-graphe D(x) obtenu en ne retenant que les sommets n tels que n  x .
Paul Erdös posait en 1993 le problème de l’étude du comportement de l’indice de
Hamilton F(x) = H (D(x)) lorsque x tend vers +∞. On pourra consulter les résultats
obtenus sur ce problème dans [2] et [4], en particulier l’encadrement x/6  F(x) < x/4
pour x suffisamment grand. Cet article a été motivé par la preuve de l’existence d’une
limite C pour F(x)/x lorsque x tend vers +∞.
Nous allons en fait placer l’étude dans le contexte plus général suivant.
Étant donné un ensemble X on considère le monoïde additif M = N(X) formé par les
fonctions à support fini de X vers N. C’est un monoïde commutatif libre admettant une
base (ex)x∈X définie par ex(y) = 0 si y = x et ex (x) = 1. Pour a ∈ M , on a donc
a =∑ a(x)ex .
On note G le graphe dont l’ensemble des sommets est l’ensemble M et les arêtes sont
les {a, b} tels que b − a ou a − b appartient à M (a = b). Nous dirons que l’origine d’une
telle arête est a (resp. b) lorsque b − a ∈ M (resp. a − b ∈ M).
Nous considérons un morphisme α de M dans R+ défini par la famille des α(ex ) = αx .
Pour a ∈ M , on a donc α(a) = ∑ a(x)αx . On fait en outre l’hypothèse que α tend vers
l’infini au sens suivant:
∀m ∈ ]0; +∞[ {a ∈ M; α(a)  m} est fini, (1)
ce qui équivaut à
∀m ∈ ]0; +∞[ {x ∈ X; αx  m} est fini. (2)
Remarquons que, lorsque X est un ensemble fini, cette condition est toujours réalisée;
lorsque X est infini, cette condition implique que X est dénombrable.
On définit alors, pour t ∈ R, le graphe G(t) comme le sous-graphe de G dont les
sommets sont les a ∈ M qui vérifient α(a)  t (l’hypothèse (1) assure que ce graphe est
fini) et on introduit les fonctions ν et f suivantes:
– ν(t) est le nombre de sommets de G(t);
– f (t) est l’indice de Hamilton de G(t).
L’objet de cet article est d’étudier le comportement de f (t) lorsque t tend vers +∞ et,
en particulier, de le comparer à celui de ν(t).
On remarquera que, quitte à faire un changement d’indices, on peut toujours supposer
que X est l’ensemble Sn = {1, 2, . . . , n} si X est fini et X est l’ensemble S∞ = N \ {0} si
X est infini. En outre, on peut alors supposer que la famille α est croissante. Nous ferons
toujours ces hypothèses dans la suite.
Dans le cas X = S∞ et αn = ln pn où p1, p2, . . . est la suite croissante des nombres
premiers, l’application a → ∏ pa(n)n fournit une bijection de N(X) sur S∞ et les arêtes de
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G sont envoyées sur les parties {p, q} formées de deux entiers non nuls distincts tels que
a/b ou b/a est entier. Le graphe G est ainsi isomorphe au graphe divisoriel D. Par ailleurs
la condition α(a) =∑ a(n) ln pn  t équivaut à∏ pa(n)n  et et donc G(t) est isomorphe
à D(et ). On a par conséquent ν(t) = [et ] et f (t) = F(et ).
Après la présentation de généralités dans la Section 2, la Section 3 est consacrée au cas
X fini. Le résultat fondamental est qu’alors, pour t suffisamment grand, le graphe G(t)
admet un cycle Hamiltonien et donc f (t) = 1.
La Section 4 étudie le cas X infini et on montre que, dans certains bons cas, f (t)/ν(t)
a une limite fini lorsque t tend vers +∞. Il en est en particulier ainsi dans le cas
correspondant au problème posé par Erdös.
Enfin, la Section 5 fournit quelques renseignements plus précis concernant le cas du
graphe divisoriel.
2. Remarques et outils de base
2.1. Remarques sur les fonctions utilisées
L’image α(M) du monoïde M est le sous monoïde de (R,+) engendré par les α(ex ) =
αx pour x ∈ X . La propriété (1) assure que α(M) est localement fini, c’est-à-dire que tout
segment rencontre α(M) suivant un ensemble fini.
Si a et b sont des éléments consécutifs de α(M) il est clair que G(t) ne change pas
lorsque t varie dans [a; b[. On en déduit que les fonctions ν et f sont constantes sur de
tels intervalles. Comme elles sont évidemment nulles pour t < 0, on peut donc les écrire
comme combinaisons linéaires localement finies des fonctions Hb (b ∈ α(M)), où Hb est
la fonction indicatrice de [b; +∞[.
2.2. Décomposition du monoïde M
Pour p ∈ N introduisons le sous-monoïde Mp de M engendré par les ex pour x  p et
son supplémentaire M ′p engendré par les ex pour x > p. Pour t ∈ R, nous noterons G p(t)
(resp. G′p(t)) le sous-graphe de G(t) obtenu en ne retenant que les sommets qui sont dans
Mp (resp. M ′p).
Notons alors ν′p(t) le nombre de sommets de G′p(t) (remarquons que M ′0 = M ,
G′0(t) = G(t) et ν′0 = ν).
En supposant p + 1 ∈ X , l’ensemble M ′p(t) est la réunion disjointe des ensembles
U = {a ∈ M ′p(t); a(p + 1) = 0} et V = {a ∈ M ′p(t); a(p + 1)  1}. Le premier est
clairement M ′p+1(t) tandis que le second est formé par les b+ep+1 pour b ∈ M ′p(t−αp+1).
On en déduit
ν′p(t) = ν′p+1(t) + ν′p(t − αp+1). (3)
En particulier, on a ν′p+1(t) = ν′p(t) − ν′p(t − αp+1) et, de ν′0 = ν, on tire
immédiatement, par récurrence sur p, que tous les ν′p(t) sont des combinaisons linéaires
finies de ν(t − b) pour certains b ∈ α(M).
La relation précédente prouve aussi
ν′p(t) =
∑
ν′p+1(t − kαp+1),
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la somme étant étendue aux k ∈ N, mais on peut se limiter à k  t
αp+1 . En utilisant le fait
que ν′p+1 est évidemment croissante, on en tire, pour t  0,
1
αp+1
∫ t
0
ν′p+1(u) du  ν′p(t) 
1
αp+1
∫ t
0
ν′p+1(u) du + ν′p+1(t).
En particulier, lorsque X = Sn , M ′n est réduit à {0} et, pour t  0, ν′n(t) = 1. On
en déduit immédiatement par intégrations successives que ν(t) = ν′0(t) est à croissance
polynomiale en t , plus précisément, pour t tendant vers l’infini, ν(t) est équivalent
à t n
n!∏αp .
Par contre, si X est infini, il est clair que ν(t)  ν′p(t) tend vers +∞ plus vite que tout
polynôme.
2.3. Familles régulières
Dans la suite nous allons donner des estimations de la fonction f à l’aide de
combinaisons linéaires de translatées de la fonction ν. Afin d’en étudier le comportement à
l’infini, nous serons donc intéressés par le comportement de ν(t−u)
ν(t) lorsque t → +∞ avec
u > 0 fixé. Il est facile de montrer l’existence de familles α pour lesquelles cette quantité
n’a pas de limite (plus précisément on peut avoir une limite inférieure nulle et une limite
supérieure égale à 1). Nous dirons que la famille α est régulière si ce rapport a une limite
ϕ(u) pour tout u. Il est intéressant de remarquer qu’alors ϕ est une fonction décroissante à
valeurs dans [0; 1]. En outre elle vérifie évidemment ϕ(u + v) = ϕ(u)ϕ(v). On en conclut
que, ou bien ϕ est toujours nulle, ou bien il existe λ  0 tel que ϕ(u) = e−λu . Nous
distinguerons en fait trois types de familles régulières:
type I: lorsque ϕ est toujours nulle, autrement dit ν(t − u) est un o(ν(t));
type II (avec paramètre λ): lorsque ϕ(u) = e−λu avec λ > 0;
type III: lorsque ϕ vaut toujours 1, autrement dit ν(t − u) est toujours équivalent à ν(t).
Remarque. Nous avons vu ν′p+1(t) = ν′p(t) − ν′p(t − αp+1). Lorsque α est de type II
avec paramètre λ, compte tenu de ν′0 = ν on conclut immédiatement que
ν ′p(t)
ν(t) tend vers
Cp =∏k p(1 − e−λαk ).
Exemples. 1. Lorsque X est fini, ν(t) est équivalent à un polynôme, le couple est donc
régulier de type III.
2. Lorsque X = S∞ et αn = ln pn , nous avons vu que G(t) est isomorphe au graphe
divisoriel D(et ). Il s’ensuit que ν(t) est alors la partie entière de et . La famille des ln pn
est donc régulière de type II, avec paramètre 1.
On trouvera dans [1] des conditions suffisantes sur la suite des αn pour assurer ν(t) ∼
Cet et donc le fait que la suite est régulière de type II avec paramètre 1.
3. Lorsque X = {3, 4, 5, . . .} et αn = ln(ln n) on peut montrer que ln ν(t) est équivalent
à l’infini à et . On en déduit aisément que, pour u > 0, ν(t − u) est un o(ν(t)); la famille
des ln(ln n) est donc régulière de type I.
4. Lorsque X = S∞ et αn = n, ν(t) est le nombre de solutions de α1+2α2+3α3+· · · 
t . particulier, pour n ∈ N, ν(n) − ν(n − 1) est le nombre p(n) de partitions de l’entier n.
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Une célèbre formule de Hardy et Ramanujan (cf. [3]) affirme qu’à l’infini, p(n) équivaut à
eπ
√
2n/3
4n
√
3
. Par intégration on en déduit qu’à l’infini, ν(t) est équivalent à eπ
√
2t/3
2π
√
2t
. Il en résulte
que la famille des n est régulière de type III.
Nous allons alors prouver
Théorème 2.3.1. Si la famille α est régulière, alors f (t)
ν(t) a une limite lorsque t tend vers
l’infini.
3. Le casX fini
Nous supposons X = Sn . Pour t > 0, nous noterons G∗(t) le sous-graphe de G(t)
obtenu en enlevant le sommet nul O = (0, 0, . . . , 0).
Théorème 3.0.2. Avec les données et notations précédentes, il existe un réel A (dépendant
uniquement de α) tel que, si t  A, le graphe G(t) admet un cycle Hamiltonien.
Cet énoncé est en fait une conséquence de l’énoncé plus précis suivant:
Théorème 3.0.3. Avec les données et notations précédentes, il existe une réel A
(dépendant uniquement de α) tel que, si t  A, le graphe G∗(t) admet une chaîne
Hamiltonienne allant de e1 à en si n  2, ou à 2e1 si n = 1.
Il est clair que le Théorème 3.0.3 implique le Théorème 3.0.2 puisque, le sommet O
étant relié à tout autre par une arête, toute chaîne Hamiltonienne pour G∗(t) fournit un
cycle Hamiltonien pour G(t) en ajoutant O à une extrémité.
La preuve du Théorème 3.0.3 va se faire par récurrence sur n.
Le cas n = 1 est évident puisque alors G∗(t) est un graphe complet et toute suite de
sommets sans répétition est une chaîne élémentaire. On pourra donc trouver une chaîne
Hamiltonienne convenable pourvu que e1 et 2e1 soient des sommets de G∗(t), c’est-à-dire
pourvu que t  2α1. Le théorème est donc prouvé si n = 1 avec A = 2α1.
Pour terminer la preuve par récurrence nous allons considérer comme en 2.2 que
le monoïde M = NSn est la somme directe des sous-monoïdes Mn−1 engendré
par e1, e2, . . . , en−1 et M ′n−1 engendré par en . Cela permet d’introduire Gn−1(t)
(resp. G∗n−1(t)) le sous-graphe de G(t) (resp. G∗(t)) obtenu en ne conservant que les
sommets qui sont dans Mn−1. L’hypothèse de récurrence assure l’existence d’un réel A′ tel
que, pour v  A′, le graphe G∗n−1(v) admette une chaîne Hamiltonienne allant de a = e1
à b = en−1 si n  3 et b = 2e1 si n = 2.
Fixons alors t réel positif. L’ensemble des sommets de G(t) est la réunion disjointe des
Ek = {u + ken ; u ∈ Mn−1, α(u) + kαn  t} pour kαn  t . Posons E∗k = Ek \ {ken} ;
le sous-graphe de G(t) obtenu en ne conservant que les sommets qui sont dans E∗k est
clairement isomorphe (par la translation de ken) à G∗n−1(t − kαn). En particulier, si
t − kαn  A′, on peut décrire ses sommets par une chaîne Hamiltonienne Ck allant de
a + ken à b + ken .
Notons k0 la partie entière de t−A
′
αn
. Pour k  k0, on vient donc de définir des chaînes
élémentaires Ck qui peuvent se concaténer en les parcourant dans le sens normal si k est
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pair et dans le sens opposé si k est impair. On obtient ainsi une chaîne élémentaire
C = [a, . . . , b, b + en, . . . , a + en, a + 2en, . . . , . . . , c + k0en]
avec c = a ou b suivant la parité de k0.
L’ensemble des sommets de G∗(t) est alors la réunion disjointe de l’ensemble W des
sommets décrits par C , de l’ensemble V des ken pour 1  k  k0 et de l’ensemble U des
u ∈ M tels que α(u)  t et u  (k0 + 1)en. Remarquons que, pour tout u de U et k  k0,
(ken, u) est une arête de G.
On peut alors décrire les éléments de U à l’aide d’une succession de chaînes
élémentaires à supports disjoints C ′1, C ′2, . . . , C ′N , quitte à prendre des chaînes réduites
à un seul sommet. Supposons en outre k0  N + 1, on peut compléter la chaîne C en lui
recollant les chaînes C ′i à l’aide d’éléments de V de la façon suivante:
[C,Γ , C ′N , Nen , C ′N−1, (N − 1)en, C ′N−2, . . . , 2en, C ′1, en],
où Γ est la chaîne formée par les ken pour N + 1  k  k0 pris dans n’importe quel ordre.
On a obtenu une chaîne élémentaire qui a les propriétés désirées.
Tout revient donc à assurer k0  N + 1. Cependant, les éléments de U peuvent s’écrire
(k0+1)en +v avec v ∈ M et α(v)  t −(k0+1)αn . Par définition de k0 on a k0+1 > t−A′αn ,
d’où t − (k0 + 1)αn < A′, par suite le sous-graphe de G obtenu en ne retenant que les
sommets qui appartiennent à U est isomorphe (par translation de (k0 + 1)en) à un sous-
graphe de G(A′). Il n’y a donc qu’un nombre fini de graphes possibles ce qui permet de
majorer N par un N0 indépendant de t .
L’existence d’une chaîne élémentaire convenable est donc acquise si k0  N0 + 1. Vu
la définition de k0, cela est assuré si t−A
′
αn
 N0 + 1, c’est-à-dire t  (N0 + 1)αn + A′.
Le théorème est établi avec A = (N0 + 1)αn + A′.
Corollaire 3.0.4. Lorsque X est fini, il existe A tel que f (t) = 1 pour t  A. En
particulier, le rapport f (t)
ν(t) tend vers 0 lorsque t tend vers l’infini.
Remarques. En fait nous avons observé que, pour n = 1, le graphe G(t) est complet,
toute suite de sommets sans répétition est une chaîne élémentaire. Un tel graphe est donc
Hamiltonien, par suite f (t) = 1 pour t  0 et donc f = H0.
De même, si n = 2, avec les notations de la démonstration précédente les sommets
de chaque Ek peuvent être décrits par la chaîne élémentaire Ck formée par les pe1 + ke2
pour p pris dans l’ordre croissant. On décrit alors les sommets de G(t) en concaténant les
chaînes Ck pour k pris dans l’ordre décroissant. On a donc encore f (t) = 1 pour t  0 et
par suite f = H0.
Pour n quelconque (fini), les seuls points de saut possibles pour la fonction f sont les
α(a) qui sont inférieurs à A. Il y en a qu’un nombre fini, cela permet donc d’écrire f
comme une combinaison linéaire (finie) de fonctions indicatrices Ha:
f (t) =
∑
λk Hak (t)
avec
∑
λk = 1, puisque f (t) = 1 pour t suffisamment grand.
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4. Le casX infini
Nous supposons donc X = S∞ = {1, 2, . . .} et α croissante. La considération de
chaînes réduites à un singleton prouve immédiatement la majoration f (t)  ν(t).
4.1. Une première minoration
Proposition 4.1.1. Pour tout t ∈ R on a
f (t)  ν(t) − ν(t − α1) − ν(t − β),
avec β = min(2α1, α2).
Démonstration. Pour toute chaîne élémentaire C notons S(C) l’ensemble des sommets
qu’elle décrit et A(C) l’ensemble des arêtes entre deux sommets consécutifs. En notant
#E le cardinal d’un ensemble E , on a clairement
#S(C) = #A(C) + 1.
Alors, pour un recouvrement Hamiltonien C1, . . . , CN de G(t), les ensembles de
sommets S(Ck) sont disjoints et recouvrent l’ensemble des sommets de G(t), par suite∑
#S(Ck) = ν(t). De même les ensembles d’arêtes A(Ck) sont disjoints, par suite, si A
est la réunion des A(Ck), on a ν(t) = ∑ #S(Ck) = ∑ #A(Ck) + N = #A + N . On en
déduit
N = ν(t) − #A. (4)
Il s’agit de minorer f (t) c’est-à-dire de minorer N indépendamment du recouvrement
Hamiltonien considéré. Tout revient donc à majorer #A. Pour cela introduisons
l’application σ de A dans l’ensemble de sommets de G qui à toute arête de A associe
son origine. On a évidemment #A = ∑ #σ−1(a), pour a parcourant les sommets de G.
Nous devons donc majorer #σ−1(a).
Remarquons que, dans une chaîne élémentaire, un sommet est l’origine d’au plus deux
arêtes, par suite #σ−1(a)  2.
Si #σ−1(a)  1, il existe une arête {a, b} qui apparaît dans une chaîne du recouvrement.
Alors b−a n’est pas nulle, il existe k tel que b−a  ek et donc α(b)−α(a)  αk  α1, d’où
α(a)  α(b) − α1. Comme b est un sommet de G(t) on a α(b)  t et donc α(a)  t − α1.
Si #σ−1(a)  2, on peut reprendre le raisonnement précédent en exigeant b = a + e1.
Alors b − a est supérieur à un ek pour k  2 ou à 2e1. On a donc α(b) − α(a)  αk  α2
ou α(b)−α(a)  2α1. De toute façon on a α(b)−α(a)  min(2α1, α2) = β et, raisonnant
comme précédemment, on conclut α(a)  t − β.
Ainsi, nous avons prouvé la majoration #σ−1(a)  2 pour α(a)  t − β, #σ−1(a)  1
pour t − β < α(a)  t − α1 et #σ−1(a) = 0 pour α(a) > t − α1. On en déduit
#A =
∑
#σ−1(a)  2ν(t − β) + (ν(t − α1) − ν(t − β)) = ν(t − β) + ν(t − α1).
Compte tenu de la relation (4) on obtient donc que N est toujours minoré par ν(t) −
ν(t − α1) − ν(t − β) et donc:
f (t)  ν(t) − ν(t − α1) − ν(t − β).
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De cette minoration on tire immédiatement la proposition suivante qui prouve le
Théorème 2.3.1 dans le cas du type I.
Proposition 4.1.2. Si la famille α est régulière de type I, f (t) est équivalent à ν(t) lorsque
t tend vers l’infini.
En effet, on a l’encadrement
ν(t) − ν(t − α1) − ν(t − β)  f (t)  ν(t),
et, la famille α étant régulière de type I, ν(t − α1) ainsi que ν(t − β) sont négligeables
devant ν(t).
4.2. Une majoration
Pour p ∈ S∞ reprenons la décomposition de M en somme directe de Mp engendré
par les ex pour x  p et M ′p engendré par les ex pour x > p (cf. 2.2). Notons π la
projection de M sur M ′p et introduisons les graphes partiels Γp(t) obtenus à partir de G(t)
en enlevant les arêtes {a, b} pour lesquelles π(a) = π(b). Cette opération déconnecte les
graphes G(t), plus précisément Γp(t) se décompose en composantes connexes Γp,u(t), où
Γp,u(t) est obtenu à partir de G(t) en ne retenant que les sommets a tels que π(a) = u, u
parcourant M ′p .
Il est clair que l’indice de Hamilton de G(t) est majoré par celui de Γp(t) et que celui-ci
est la somme des indices de Hamilton des différentes composantes connexes Γp,u(t).
Observons alors qu’un sommet de Γp,u(t) s’écrit u + v avec v ∈ Mp et α(v + u) =
α(u) + α(v)  t . Il s’ensuit que le graphe Γp,u(t) est isomorphe à G p(t − α(u)) (cf. 2.2).
Si l’on note f p(t) l’indice de Hamilton de G p(t) et ϕp(t) celui de Γp(t), on a donc:
f (t)  ϕp(t) =
∑
u∈M ′p
f p(t − α(u)). (5)
En particulier, pour p = 1 ou 2, nous avons observé f1(t) = f2(t) = 1 pour t  0.
Pour de telles valeurs de p on a donc
f (t) 
∑
u∈M ′p
H0(t − α(u)) = ν′p(t).
Compte tenu de la relation (3), on a
ν′1(t) = ν(t) − ν(t − α1) et ν′2(t) = ν′1(t) − ν′1(t − α2),
on obtient donc
f (t)  ν′1(t) = ν(t) − ν(t − α1). (6)
et même
f (t)  ν′2(t) = ν(t) − ν(t − α1) − ν(t − α2) + ν(t − α1 − α2). (7)
De ces majorations on tire immédiatement la proposition suivante qui prouve le
Théorème 2.3.1 dans le cas du type III.
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Proposition 4.2.1. Si la famille α est régulière de type III, f (t) est négligeable devant ν(t)
lorsque t tend vers l’infini.
En effet, puisque α est régulière de type III, ν(t) et ν(t − α1) sont équivalents, par suite
ν(t) − ν(t − α1) est négligeable devant ν(t). Il en va donc de même pour f (t) d’après la
première majoration.
4.3. Le cas du type II
Nous avons observé que, pour p ∈ S∞, f (t) était majoré par ϕp(t) = ∑u∈M ′p f p(t −
α(u)). Nous allons tout d’abord prouver l’analogue du Théorème 2.3.1 en remplaçant f
par ϕp.
Proposition 4.3.1. Si la famille α est régulière de type II, avec paramètre λ, lorsque t tend
vers l’infini, ϕp(t)
ν(t) tend vers λCp
∫
R
f p(x)e−λx dx, avec Cp =∏k p(1 − e−λαk ).
Démonstration. Si g est une fonction de R dansR nulle sur ]−∞, 0[, on peut définir une
fonction g˜ par g˜(t) =∑u∈M ′p g(t − α(u)). En particulier, on a ϕp = f˜ p .
Lorsque g = Ha est la fonction indicatrice de [a,+∞[, on a H˜a(t) = ∑u∈M ′p Ha(t −
α(u)) = ν′p(t − a). Par ailleurs nous avons vu que, lorsque t tend vers l’infini, ν
′
p(t)
ν(t) tend
vers Cp =∏k p(1−e−λαk ). On en déduit que H˜a(t)ν(t) = ν ′p(t−a)ν(t−a) × ν(t−a)ν(t) tend vers Cpe−λa .
Un calcul immédiat montre que cette limite peut aussi s’écrire λCp
∫
R
Ha(x)e−λx dx .
Par linéarité on en déduit que, si g est une combinaison linéaire finie de fonctions Ha,
on a
g˜(t)
ν(t)
tend vers λCp
∫
R
g(x)e−λx dx
lorsque t tend vers l’infini.
Le cas g = f p fournit le résultat annoncé.
Pour obtenir le Théorème 2.3.1 à partir de cette proposition il suffit alors de prouver
que, lorsque p tend vers l’infini, la suite des fonctions ϕp(t)
ν(t) tend vers la fonction
f (t)
ν(t)
uniformément sur R+.
Remarquons alors qu’à partir d’un recouvrement Hamiltonien de G(t) on peut obtenir
un recouvrement Hamiltonien de Γp(t) en enlevant toutes les arêtes {a, b} qui apparaissent
dans ce recouvrement et vérifient π(a) = π(b). Pour une telle arête il existe donc k > p
tel que a(k) < b(k), par suite α(a)  α(b) − αk  t − αp+1. En particulier les origines
des arêtes enlevées sont au plus au nombre de ν(t − αp+1). Comme, dans une chaîne
élémentaire, un sommet est l’origine d’au plus deux arêtes, on conclut que le nombre
d’arêtes enlevées est majoré par 2ν(t − αp+1). En utilisant la formule (4) on conclut que,
dans l’opération précédente, le nombre de chaînes augmente d’au plus 2ν(t − αp+1). On
en déduit
ϕp(t) = H (Γp(t))  H (G(t)) + 2ν(t − αp+1) = f (t) + 2ν(t − αp+1).
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On a donc 0  ϕp(t)
ν(t) − f (t)ν(t) 
2ν(t−αp+1)
ν(t) . Le Théorème 2.3.1 est donc une conséquence
du lemme suivant.
Si la famille α est régulière de type I ou II, lorsque k tend vers l’infini, le rapport ν(t−αk)
ν(t)
tend vers 0 uniformément par rapport à t variant dans [0,+∞[.
En effet, puisque α est régulière de type I ou II, on peut choisir u suffisamment grand
pour avoir limt→+∞ ν(t−u)ν(t) <
1
2 ; il existe alors T tel que t  T ⇒ ν(t −u)  ν(t)2 . Comme
ν(t − u) ne prend qu’un nombre fini de valeurs pour t < T , il existe a tel que, pour tout t ,
ν(t − u)  ν(t)2 + a. Par une récurrence immédiate on en tire, pour tout p ∈ N et tout t ,
ν(t − pu)  ν(t)2p + 2a(1 − 12p ) et donc ν(t − pu)  ν(t)2p + 2a.
On peut même écrire cette majoration ν(t − pu)  ν(t)2p + 2aν(t)ν(pu) , puisque, pour t < pu,
ν(t − pu) = 0 et, pour t  pu, ν(t)  ν(pu).
On en conclut, pour t  0, ν(t−pu)
ν(t) 
1
2p + 2aν(pu) .
En notant alors pk la partie entière de αku , on a t − αk  t − pku, par suite, pour t  0,
ν(t−αk)
ν(t) 
ν(t−pku)
ν(t) 
1
2pk + 2aν(pku) , et le majorant, indépendant de t tend vers 0 lorsque k
tend vers +∞, le lemme en découle et, par suite le théorème.
5. Le cas du graphe divisoriel
Comme nous l’avons observé le graphe divisoriel D est isomorphe à G lorsque X = S∞
et αk = ln pk , où pk est le k-ième nombre premier dans l’ordre croissant.
On a alors ν(t) = [et ] et F(x) = H (D(x)) = f (ln(x)).
Il s’ensuit que α est alors régulière de type II avec paramètre 1, par suite, il existe une
constante C telle que f (t) soit équivalent à Cν(t) lorsque t tend vers l’infini. Autrement
dit F(x) est équivalent à Cx lorsque x tend vers l’infini.
La minoration de la Proposition 4.1.1 s’écrit dans ce cas f (t)  [et ] − [et−ln 2] −
[et−ln 3], d’où
F(x)  [x] − [x/2] − [x/3]  x/6,
c’est le résultat de [4].
La majoration (7) s’écrit dans ce cas f (t)  [et ] − [et−ln 2] − [et−ln 3] + [et−ln 6], d’où
F(x)  [x] − [x/2] − [x/3] + [x/6].
Cet encadrement prouve 1/6  C  1/3.
En fait, en reprenant la preuve de la minoration 4.1.1, il est possible d’expliciter des
parties sur lesquelles la somme des #σ−1(a) est strictement inférieure à la majoration
donnée. On peut alors améliorer la minoration de f , donc de F pour obtenir par exemple
F(x)  [x] − [x/2] − [x/3] + [x/6] + [x/36] − [x/42] − 1.
Par suite C  43/252 ∼ 0, 1706.
De même, la majoration (7) provient, à partir de (5), de la connaissance de f p lorsque
p = 1 ou 2; en fait, on peut expliciter la valeur de f p pour de plus grandes valeurs de p et
améliorer ainsi la majoration de f et donc de F .
Plus précisément, en prenant l’analogue multiplicatif de ce que l’on a fait, on introduit
les fonctions Fp(x) = f p(ln x) et φp(x) = ϕp(ln x). On a donc F  φp et, par un
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changement de variables, la Proposition 4.3.1 assure:
C  Cp
∫
R
Fp(u)
du
u2
avec Cp =
∏
k p
(
1 − 1
pk
)
.
On prouve alors F4 = H1 + H5 − H6 + H7 − H12. Comme C4 = 835 , on en tire
C  835 (1 + 15 − 16 + 17 − 112 ) = 3061225 ∼ 0, 2498.
C’est la majoration obtenue par E. Saias dans [4].
En calculant F5 et certaines valeurs particulières de F6 et F7, je suis arrivé à la
majoration C  94 468 124412 747 335 ∼ 0.2289.
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