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Abstract—We consider the multicast transmission of a real-
time Internet of Things (IoT) system, where a server transmits
time-stamped status updates to multiple IoT devices. We apply
a recently proposed metric, named age of information (AoI),
to capture the timeliness of the information delivery. The AoI
is defined as the time elapsed since the generation of the
most recently received status update. Different from the existing
studies that considered either multicast transmission without
hard deadlines or unicast transmission with hard deadlines,
we enforce a hard deadline for the service time of multicast
transmission. This is important for many emerging multicast IoT
applications, where the outdated status updates are useless for
IoT devices. Specifically, the transmission of a status update is
terminated when either the hard deadline expires or a sufficient
number of IoT devices successfully receive the status update.
We first calculate the distributions of the service time for all
possible reception outcomes at IoT devices, and then derive a
closed-form expression of the average AoI. Simulations validate
the performance analysis, which reveals that: 1) the multicast
transmission with hard deadlines achieves a lower average AoI
than that without hard deadlines; and 2) there exists an optimal
value of the hard deadline that minimizes the average AoI.
I. INTRODUCTION
Internet of Things (IoT) provides ubiquitous wireless con-
nectivity and automated information delivery for massive
devices that have the capabilities of monitoring, processing,
and communication [1]. Many emerging IoT applications,
including environment monitoring, smart metering, and au-
tonomous transportation, require timely information delivery,
i.e., the statuses observed at the receivers are always fresh.
The conventional performance metrics (e.g., throughput and
delay) cannot adequately capture the information freshness.
Fortunately, the information freshness can be well character-
ized by a recently proposed performance metric termed as Age
of Information (AoI) [2]. The AoI at a receiver is defined as the
time difference between the current time and the generation
time of the most recently received status update.
The analysis and optimization of the AoI performance for
various systems have recently attracted considerable attention
[3]–[9]. Relying on queueing theory, the authors in [3] ana-
lyzed the average AoI for different queueing models. Results
in [3] showed that minimizing the AoI is different from
minimizing the delay, because the delay does not capture the
inter-delivery time of status updates. This seminal analysis was
further extended in [4] and [5] to show that the average AoI
can be decreased by reducing the buffer size and increasing the
server number, respectively. With heterogeneous service time
distributions, the authors in [6] derived the average AoI for an
M/G/1 queueing system. The authors in [7] proposed age-
minimal scheduling schemes that jointly optimize the status
sampling and updating for IoT networks. The authors in [8]
studied the minimum AoI with non-uniform status packet sizes
in IoT networks. Besides, the tradeoff between AoI and energy
efficiency of IoT monitoring systems was characterized in [9],
where a limited number of retransmissions are allowed for
each status update. We note that these studies mainly focused
on the status update systems with unicast transmission.
Multicast transmission can simultaneously serve multiple
receivers that are interested in the same information. The
timely delivery of these popular information requested by
multiple IoT devices is critical for many emerging IoT ap-
plications. For example, in a connected vehicular network,
the status update of an autonomous vehicle, especially the
safety warning message, needs to be timely disseminated to
the nearby vehicles and pedestrians. In a smart parking lot,
a server continuously collects the occupancy information of
all parking spaces and reports the locations of the vacant
parking spaces to the nearby drivers. The authors in [10], [11]
derived the average AoI of a multicast system, where a status
update is dropped as soon as it has been successfully received
by a certain number of receivers. The tradeoff between the
energy efficiency and the average AoI in multicast systems
was studied in [12], where a scheduling strategy based on the
optimal stopping theories was proposed. In [13], the authors
studied the average AoI in a two-hop multicast network. In
addition, the authors in [14] proposed several scheduling poli-
cies to minimize the average AoI for broadcast transmission
over unreliable channels. However, the aforementioned studies
on multicast transmission did not take into account the hard
deadline. This is crucial for many real-time IoT applications,
where the outdated status updates have little value to be
delivered. It has been demonstrated in [15], [16] that the
packet deadline has a significant impact on the average AoI
for unicast transmission. Specifically, the authors in [15], [16]
derived the closed-form expressions of the average AoI for
M/M/1 and M/G/1 queueing systems, respectively, where
the waiting time of each packet is subject to a hard deadline
but the service time can be arbitrary large. Motivated by the
aforementioned emerging applications and existing studies,
we are interested in studying the average AoI of multicast
transmission with hard deadlines, which remains unexplored
to the best of our knowledge.
In this paper, we analyze the average AoI of a real-time IoT
system, where a server multicasts information to multiple IoT
devices. Different from the existing studies that considered
either multicast transmission without hard deadlines [10] or
unicast transmission with hard deadlines [15], we enforce a
hard deadline for the service time of multicast transmission.
Once a status update is generated, it is time-stamped and trans-
mitted by the server. The server terminates the transmission
of a status update if either the deadline expires or a sufficient
number of IoT devices successfully receive the status update.
It is worth noting that the instantaneous AoI evolution is more
complicated for multicast transmission with hard deadlines
than that for the existing studies [11], [15]. This is because,
the instantaneous AoI evolution in this paper depends on both
the reception outcomes of multiple IoT devices and the hard
deadline, whereas that in the existing studies only depends on
one of these important factors. We explicitly show that the
average AoI depends on the service time of multiple devices,
the hard deadline, and the total number of IoT devices. The
main contributions of this paper are summarized as follows.
• We derive the probability density functions (PDFs) of the
service time by using order statistics for all possible re-
ception outcomes at the receiving IoT devices, and obtain
the first and second moments of the inter-generation time
of two consecutive status updates.
• We derive the closed-form expression of the average AoI
for multicast transmission with hard deadlines, which
includes multicast transmission without hard deadlines,
broadcast transmission with hard deadlines, and unicast
transmission with hard deadlines as special cases.
• Simulations validate the theoretical analysis, which illus-
trates the impact of various parameters on the average
AoI. Results also reveal that the average AoI of multi-
cast transmission with hard deadlines is lower than that
without hard deadlines, and the deadline can be further
optimized to minimize the average AoI.
The rest of this paper is organized as follows. In Section
II, we describe the system model and the AoI evolution. The
average AoI of multicast transmission with hard deadlines is
analyzed in Section III. The numerical results are presented
in Section IV. Finally, Section V concludes this paper.
II. SYSTEM MODEL
Consider a real-time IoT system consisting of a single
server transmitting multicast information to N IoT devices.
We denote the sets of status updates and IoT devices as
J = {1, . . . , j, . . .} and N = {1, . . . , n, . . . , N}, respectively.
The status updates are generated by the server and there is
no random status update arrival. Each status update is time-
stamped and transmitted by the server once it is generated.
The time required to successfully deliver status update j to IoT
device n is denoted as Tn, j . We follow [10], [11] and assume
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Fig. 1: Age evolution of device n over time. The time instances that device
n successfully receive status updates are marked by •.
that {Tn, j } are independent and identically distributed (i.i.d.)
shifted exponential random variables with rate λs and positive
constant shift c. Hence, the PDF of Tn, j is fT (t) = λse
−λs (t−c),
where t > c. A status update is considered to be served when
it is successfully received by at least K IoT devices, where
K ≤ N . Once a device successfully receives a status update, it
sends an acknowledgement (ACK) packet back to the server
via an error-free and delay-free control channel. In addition,
we consider that each status update subjects to a hard deadline,
which is denoted as TD. Specifically, if a status update is not
successfully received by K intended devices when the deadline
expires, then this status update is considered to be useless
to the IoT devices and immediately dropped by the server.
The server terminates the transmission of the current status
update (e.g., j) if it is either served or dropped, and meanwhile
generates and time-stamps a new status update (e.g., j + 1).
The instantaneous AoI of device n at time t is defined as
∆n(t) = t − un(t), where un(t) denotes the generation time of
the most recently received status update at device n as of time
t. We depict the evolution of the instantaneous AoI at device n
over time as the sawtooth pattern in Fig. 1. As can be observed,
the instantaneous AoI increases linearly with time t and drops
to a smaller value once a new status update containing fresher
information is received.
To better describe the AoI evolution, we present the follow-
ing definitions. We denote tj as the time instant that the server
generates status update j ∈ J . We define XF
n, j
= tj+1 − tj as
the inter-generation time of two consecutive status updates j
and j + 1 if status update j fails to be received by device n.
Similarly, we define XS
n, j
= tj+1 − tj as the inter-generation
time of two consecutive status updates j and j + 1 if status
update j is successfully received by device n. Due to the hard
deadline (i.e., TD) and the randomness of service time Tn, j , it
is possible that some status updates cannot be successfully
received by device n. Thus, we further denote t ′n,q as the
termination time of the (q − 1)-th status update that has been
successfully received by device n. As shown in Fig. 1, t ′n,q = tj
implies that the ( j − 1)-th status update transmitted by the
server is the (q − 1)-th status update successfully received by
device n, where j ≥ q. Note that we use j and q to index
the status updates transmitted by the server and successfully
received by the IoT device, respectively.
As {Tn, j, n ∈ N, j ∈ J} are i.i.d., the evolution processes
of the instantaneous AoI for all IoT devices are statistically
identical and hence each device ends up having the same
average AoI. This allows us to focus on analyzing the average
AoI of any device. We denote Q(T ) = max{q |t ′n,q ≤ T } as the
number of status updates that have been successfully received
by device n as of time T . As in [3], the average AoI of device
n is given by
∆¯n = lim
T→∞
1
T
∫ T
0
∆n(t) dt
= lim
T→∞
Q(T )
T
1
Q(T )
Q(T)∑
q=1
An,q =
E[An,q]
E[Yn,q]
,
(1)
where
Q(T)
T
is the steady-state rate of the update delivery, An,q
is the area of the shaded polygon under the sawtooth curve
in Fig. 1, and Yn,q = t
′
n,q+1
− t ′n,q denotes the time duration
starting from the termination time of the (q − 1)-th update to
that of the q-th update at device n. Based on Fig. 1, we have
An,q = (X
S
n, j−1 +W)Tˆn,q + (2X
S
n, j−1 +W)
W
2
+
1
2
(
XSn, j+M−1
)2
,
(2)
where Tˆn,q denotes the service time of the q-th status update
successfully delivered to device n, M is the number of status
updates transmitted by the server during
[
t ′n,q, t
′
n,q+1
)
, andW =∑ j+M−2
i=j
XF
n,i
. As {XF
n, j
, j ∈ J} are i.i.d., we denote E[XF
n, j
] =
E[XFn ]. As X
S
n, j−1
, Tˆn,q , and X
F
n, j
are independent of each other,
the expectation of An,q can be expressed as
E[An,q] = E[X
S
n, j−1]E[Tˆn,q] + E[W]E[Tˆn,q]
+ E[XSn, j−1]E[W] +
1
2
E
[
W2
]
+
1
2
E
[(
XSn, j+M−1
)2]
.
(3)
As XS
n, j−1
and XS
n, j+M−1
are identically distributed, we denote
E
[
XS
n, j−1
]
= E
[
XS
n, j+M−1
]
= E
[
XSn
]
and rewrite (3) as
E[An,q] =
1
2
E
[
W2
]
+
(
E
[
Tˆn,q
]
+ E
[
XSn
])
E[W]
+ E
[
XSn
]
E
[
Tˆn,q
]
+
1
2
E
[(
XSn
)2]
.
(4)
The time duration of the shaded polygon can also be written
as Yn,q = W + X
S
n, j+M−1
, and hence its expectation is
E[Yn,q] = E[W] + E
[
XSn
]
. (5)
By substituting (4) and (5) into (1), we have
∆¯n =
E[An,q]
E[Yn,q]
=
E
[
W2
]
+ 2
(
E
[
Tˆn,q
]
+ E
[
XSn
] )
E[W]
2E[W] + 2E
[
XSn
]
+
2E
[
XSn
]
E
[
Tˆn,q
]
+ E
[ (
XSn
)2]
2E[W] + 2E
[
XSn
] .
(6)
To obtain the closed-form expression of the average AoI,
we calculate all the expectation terms in (6) in Section III.
III. ANALYSIS OF AVERAGE AOI
In this section, we calculate the expressions of E
[
XFn
]
,
E
[ (
XFn
)2]
, E
[
XSn
]
, E
[ (
XSn
)2]
, E[W], E[W2], and E[Tˆn,q],
based on which we derive the average AoI given in (6).
A. First and Second Moments of Inter-Generation Time XFn
We first calculate the expectation of the inter-generation
time of two consecutive status updates when the former status
update is not successfully received by device n, i.e., E[XFn ].
Recall that the server terminates the transmission of a status
update when one of the following two events occurs: 1) Event
I - The deadline of the status update expires; 2) Event II - At
least K devices successfully receive the status update ahead
of device n. Thus, device n fails to receive the status update
if Tn, j > min{TD,TN (K)}, where TN (K) is defined as the time
duration that K devices have successfully received the status
update and it is the K-th smallest variable in set {Tn, j, n ∈ N}.
Based on order statistics [17], the PDF of TN (K) is given by
fTN (K)(t) = K
(
N
K
)
(FT (t))
K−1 (1 − FT (t))
N−K fT (t), (7)
where FT (t) = 1 − e
−λs (t−c) with t > c is the cumulative
distribution function (CDF) of Tn, j .
We denote the case that device n fails to receive the status
update as CF. When Tn, j > min{TD,TN (K)}, due to the
randomness of service times, XFn behaves differently for the
following two cases: (1) CF,1 - Event II occurs earlier than
Event I (i.e., TN (K) < TD); (2) CF,2 - Event I occurs earlier
than Event II (i.e., TD < TN (K)). When Case CF,1 occurs,
the instantaneous AoI of device n increases by TN (K) (i.e.,
XFn = TN (K)). On the other hand, when Case CF,2 occurs, the
instantaneous AoI of device n increases by TD (i.e., X
F
n = TD).
Thus, the expectation of inter-generation time XFn is given by
E
[
XFn
]
= P
(
CF,1
)
E
[
TN (K)
CF,1] + P (CF,2) TD, (8)
where P(CF,1) and P(CF,2) denote the probabilities that Cases
CF,1 and CF,2 occur when device n fails to receive the status
update, respectively, with P(CF,1) + P(CF,2) = 1. Similarly, the
second moment of inter-generation time XFn is given by
E
[(
XFn
)2]
= P
(
CF,1
)
E[T2N (K)|CF,1] + P
(
CF,2
)
T2
D
. (9)
To calculate (8) and (9), we first analyze the first and
second moments of conditional TN (K), i.e., E
[
TN (K)
CF,1 ]
and E
[
T2
N
(K)
CF,1 ] , in the following proposition.
Proposition 1. The first and second moments of the time
duration that K devices successfully receive a status update
(i.e., TN (K)) conditioning on the occurrence of Case CF,1 are
E
[
TN (K)
CF,1 ] = 1
1 −ZK
K−1∑
j=0
BK, j
λsU
2
K, j
[
1 + cλsUK, j
− (1 + TDλsUK, j)VK, j
]
,
(10)
E
[
T2N (K)
CF,1 ] = 1
1 −ZK
K−1∑
j=0
BK, j
λ2sU
3
K, j
[
(1 + cλsUK, j )
2
+ 1 −
(
(1 + TDλsUK, j )
2
+ 1
)
VK, j
]
,
(11)
where BK, j = K
(
N
K
) (
K−1
j
)
(−1)j , UK, j = N − K + 1 + j, VK, j =
e−λsUK, j (TD−c), and ZK = P(TD < TN (K)) =
∑K−1
i=0 BK,i
VK, i
UK, i
.
Proof. See Appendix A. 
The occurrence probability of Case CF,2 is given in the
following proposition.
Proposition 2. The probability that Case CF,2 occurs can be
expressed as
P(CF,2) =
(N − K)ZK + N
∑K
h=1Zh
Ne−λs (TD−c) + (N − K) −
∑N
h=K+1
Zh
, (12)
Proof. See Appendix B. 
By definition, we have P(CF,1) = 1−P(CF,2). By substituting
(10) – (12) into (8) and (9), we obtain E
[
XFn
]
and E
[ (
XFn
)2]
.
B. First and Second Moments of Inter-Generation Time XSn
In this subsection, we derive the first and second moments
of the inter-generation time of two consecutive status updates
when the former status update is successfully received by
device n, i.e., E
[
XSn
]
and E
[ (
XSn
)2]
.
Note that device n successfully receives status update j if
Tn, j ≤ min{TD,TN (K)}. We denote the case that device n
successfully receives the status update as CS. We observe that
XSn behaves differently for the following two cases: (1) CS,1 -
Event II occurs earlier than Event I (i.e., TN (K) < TD); (2) CS,2
- Event I occurs earlier than Event II (i.e., TD < TN (K)). When
Case CS,1 occurs, the instantaneous AoI of device n increases
by TN (K) (i.e., X
S
n = TN (K)). When Case CS,2 occurs, the
instantaneous AoI of device n increases by TD (i.e., X
S
n = TD).
The first and second moments of E[XSn ] are given by
E[XSn ] = P(CS,1)E[TN (K)|CS,1] + P(CS,2)TD, (13)
E
[(
XSn
)2]
= P(CS,1)E[T
2
N (K)|CS,1] + P(CS,2)T
2
D
, (14)
where P
(
CS,1
)
and P
(
CS,2
)
denote the probabilities of the
occurrence of Cases CS,1 and CS,2 when device n success-
fully receives the status update, respectively, with P
(
CS,1
)
+
P
(
CS,2
)
= 1. To obtain E[XSn ] and E
[ (
XSn
)2]
, we need
to calculate P
(
CS,1
)
, E[TN (K)|CS,1], and E[T
2
N
(K)|CS,1]. The
following proposition gives the first and second moments of
TN (K) conditioning on the occurrence of Case CS,1.
Proposition 3. The first and second moments of the time
that K IoT devices successfully receive a status update (i.e.,
TN (K)) conditioning on the occurrence of Case CS,1 are given
by E[TN (K)|CS,1] = E
[
TN (K)
CF,1 ] and E[T2N (K)|CS,1] =
E
[
T2
N
(K)
CF,1 ] , respectively, where E [TN (K) CF,1 ] and
E
[
T2
N
(K)
CF,1 ] are given in Proposition 1.
Proof. The proof can be readily obtained by following the
steps as in Appendix A. Due to space limitation, the detailed
proof is omitted. 
By definition, the occurrence probability of Case CS,1 can
be calculated by
P(CS,1) =
K(1 −ZK )
NP(CS)
, (15)
where P(CS) denotes the probability that device n successfully
receives the status update and can be calculated by P(CS) =
P(Tn, j < min{TD,TN (K)}) =
1
N
∑K
h=1 (1 −Zh).
By substituting the derived expressions of P(CS,1),
E[TN (K)|CS,1], and E[T
2
N
(K)|CS,1] into (13) and (14), we
obtain E
[
XSn
]
and E
[ (
XSn
)2]
.
C. First and Second Moments of W
Recall that W is the summation of M − 1 consecutive
inter-generation time XF
n, j
, i.e., W =
∑j+M−2
i=j
XF
n,i
. As the
probability that device n successfully receives each status
update is the same, M is a geometric random variable. As
a result, the probability mass function (PMF) of M is given
by P(M = m) = (1 − P(CS))
m−1
P(CS), m ≥ 1. Obviously, we
have E[M] = 1
P(CS)
and E[M2] =
2−P(CS)
(P(CS))2
. As M and XFn are
independent, the first moment of W can be calculated by
E[W] = (E[M] − 1)E[XFn ]. (16)
To derive the expression of E[W2], we first calculate the
variance of W as follows
Var[W] = Var [E[W |M]] + E [Var[W |M]]
=
(
E
[
XFn
] )2
Var[M] + Var[XFn ] (E[M] − 1) , (17)
where Var
[
XFn
]
= E
[ (
XFn
)2]
−
(
E
[
XFn
] )2
. Based on (16) and
(17), we obtain E[W2] = (E[W])2 + Var[W].
D. First Moment of Service Time Tˆn,q
Recall that Tˆn,q is the service time of the q-th status
update successfully delivered to device n. Conditioning on the
occurrence of Case CS, the CDF of the service time is
FT |CS (t) = P(Tn, j < t |CS)
=
∑K
h=1
(
1 −Zh −
∑h−1
j=0 Bh, j
e
−λs (t−c)Uh, j −VK, j
Uh, j
)
NP(CS)
,
(18)
where Uh, j , VK, j , Bh, j , and Zh are defined in Proposition 1.
Based on (18), the expectation of Tˆn,q can be calculated by
E[Tˆn,q] =
∫ TD
c
t d FT |CS (t)
=
K∑
h=1
h−1∑
j=0
Bh, j
cλsUh, j + 1 − e
−λsUh, jTD(λsUh, jTD + 1)
NP(CS)λsU
2
h, j
,
(19)
where P(CS) =
1
N
∑K
h=1 (1 − Zh).
E. Average AoI
Finally, by substituting (13), (14), (16), and (19) into (6), we
obtain the average AoI of the multicast transmission with hard
deadlines. It is worth pointing out that the results presented
in this paper are general and can be easily extended to the
scenarios for broadcast transmission with hard deadlines by
replacing K with N , for multicast transmission without hard
deadlines by setting TD = ∞, and for unicast transmission with
hard deadlines by setting N = K = 1.
IV. PERFORMANCE EVALUATION AND DISCUSSIONS
In this section, we present the simulation and numerical
results of the considered multicast transmission with hard
deadlines. Unless specified otherwise, we set the total number
of IoT devices N = 10, the number of IoT devices required to
successfully receive each status update K = 7, and c = 0.1.
Fig. 2 shows the impact of hard deadline TD on the average
AoI for different values of average service rate λs. The simula-
tion results match well with the theoretical results, which val-
idates the performance analysis presented in Section III. With
the variation of deadline TD, the average AoI first decreases
to a minimum value and then increases to a saturation value.
Specifically, when λs = 1/3 and deadline TD is small, the
probability that each device can successfully receive a status
update within a transmission interval (i.e., min{TN (K),TD}) is
small. As such, it takes each IoT device many transmission
intervals to successfully receive a status update. Note that
the average AoI is proportional to the average number of
transmission intervals required to successfully receive a status
update and the average length of transmission intervals. Hence,
the average AoI of the considered system is large when
the deadline is small (e.g., 0.2). By increasing the value of
deadline TD to 0.9, the average AoI declines quickly until
reaching its minimum value. This is due to the fact that the
probability of successful status update reception within each
transmission interval increases. By further increasing the value
of deadline TD, the average length of transmission intervals
increases and it starts to play a more important role in the AoI
evolution than the average number of transmission intervals
required to successfully a status update, leading to the increase
of the average AoI. When deadline TD is sufficiently large,
the average AoI reaches a saturation value. The saturation
value corresponds to the average AoI of multicast transmission
without hard deadlines and is plotted with dashed lines in
Fig. 2. In addition, the average AoI decreases with the value
of λs. This is because the average service time affects the
average length of transmission intervals. Moreover, we can
also observe that the value of deadline TD that minimizes the
average AoI becomes larger as the value of λs decreases.
Fig. 3 illustrates the impact of K on the average AoI of the
considered system for different values of λs when TD = 3.
When K is small (e.g., K = 1), the probability that a specific
device is one of the first K devices that successfully receive the
status update is low, and hence the average AoI is relatively
large. When λs = 1/2, by increasing the value of K to 3,
the probability of successful status update reception increases,
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Fig. 2: Average AoI versus deadline TD for different values of λs when K = 7,
N = 10, and c = 0.1.
1 2 3 4 5 6 7 8 9 10
1.5
2
2.5
3
3.5
4
4.5
Fig. 3: Average AoI versus number of IoT devices required to successfully
receive each status update for different values of λs when TD = 3, N = 10,
and c = 0.1.
which reduces the number of transmission intervals that are
required to successfully receive a status update and in turn
reduces the average AoI. By further increasing the value of K ,
the average length of transmission intervals increases as more
devices are required to successfully receive each status update.
As the average length of transmission intervals increasingly
dominates the AoI evolution when K ≥ 4, the average AoI
increases. Therefore, with the variation of K , there exists a
value of K that balances the tradeoff between these two effects
and minimizes the average AoI. Similarly, we can observe that
the average AoI increases as the value of λs decreases.
V. CONCLUSIONS
In this paper, we studied the average AoI of multicast trans-
mission with hard deadlines in IoT systems. We characterized
the instantaneous AoI evolution and derived the first and sec-
ond moments of the inter-generation time of two consecutive
status updates for both successful and unsuccessful reception
cases. We also derived the first and second moments of the
time duration within which all the status updates transmitted
by the server are not successfully received by a specific device.
Based on these derived expressions, we obtained the closed-
form expression of the average AoI. Simulations validated
the theoretical analysis and illustrated the impact of system
parameters on the average AoI. Results showed that the hard
deadline has a significant impact on the average AoI of
multicast transmission and there exists an optimal value of
the hard deadline that minimizes the average AoI.
APPENDIX
A. Proof of Proposition 1
When Case CF,1 occurs, we have TN (K) < TD and
Tn, j > min{TD,TN (K)}, which can be simplified as TN (K) <
min{TD,Tn, j }. As a result, the CDF of the time that K IoT
devices successfully receive a status update conditioning on
the occurrence of Case CF,1 can be expressed as
FTN (K) |CF,1 (t) = P
(
TN (K) < t |CF,1
)
=
P
(
TN (K) < t,TN (K) < min{TD,Tn, j }
)
P(TN (K) < min{TD,Tn, j })
.
(20)
The numerator of (20) can be calculated as
P
(
TN (K) < t,TN (K) < min{TD,Tn, j }
)
=
N − K
N
©­«1 − ZK −
K−1∑
j=0
BK, j
e−λs (t−c)UK, j − VK, j
UK, j
ª®¬ , (21)
where VK, j , BK, j , UK, j , and ZK are defined in Proposition 1.
On the other hand, the denominator of (20) is given by
P
(
TN (K) < min{TD,Tn, j }
)
=
N − K
N
(1 −ZK ) . (22)
By substituting (21) and (22) into (20), we obtain the
conditional CDF of TN (K), i.e., FTN (K) |CF,1 (t), as follows
FTN (K) |CF,1 (t)= 1 −
1
1 − ZK
K−1∑
j=0
BK, j
e−λs (t−c)UK, j − VK, j
UK, j
. (23)
As a result, the conditional first and second moments of
TN (K), denoted as E
[
TN (K)
CF,1 ] and E [TN (K)2 CF,1 ] , can
be written as
E
[
TN (K)
CF,1 ] = ∫ TD
c
t fTN (K) |CF,1 (t)dt
=
∑K−1
j=0
BK, j
λsU
2
K, j
[
1 + cλsUK, j − (1 + TDλsUK, j )VK, j
]
1 −ZK
,
(24)
E
[
T2N (K)
CF,1 ] = ∫ TD
c
t2 fTN (K) |CF,1 (t)dt
=
1
1 −ZK
K−1∑
j=0
BK, j
λ2sU
3
K, j
[
(1 + cλsUK, j )
2
−
(
(1 + TDλsUK, j)
2
+ 1
)
VK, j
]
,
(25)
where ZK , BK, j , UK, j , and VK, j are given in Proposition 1,
and fTN (K) |CF,1 (t) is the first derivative of FTN (K) |CF,1 (t) and
denotes the conditional PDF of TN (K).
B. Proof of Proposition 2
The occurrence probability of Case CF,2 is given by
P(CF,2) =
P
(
TD < min{TN (K),Tn, j }
)
P
(
Tn, j > min{TD,TN (K)}
) , (26)
where the denominator P
(
Tn, j > min{TD,TN (K)}
)
=
P
(
Tn, j > TD
)
+P
(
Tn, j > TN (K)
)
−P
(
Tn, j > TD,Tn, j > TN (K)
)
.
By definition, we have P
(
Tn, j > TD
)
= e
−λs (TD−c) and
P
(
Tn, j > TN (K)
)
=
N−K
N
. Besides, the probability that the
Tn, j is greater than both TD and TN (K) is given by
P
(
Tn, j > TD,Tn, j > TN (K)
)
=
N∑
h=K+1
P
(
Tn, j > TD,Tn, j = TN (h)
)
=
1
N
N∑
h=K+1
Zh,
(27)
where Zh is defined in Proposition 1. On the other hand, the
numerator of (26) can be calculated by
P
(
TD < min{TN (K),Tn, j }
)
=
N − K
N
ZK +
K∑
h=1
Zh . (28)
By substituting (27) and (28) into (26), we obtain P
(
CF,2
)
.
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