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ON THE EFFICIENT GLOBAL DYNAMICS OF NEWTON’S
METHOD FOR COMPLEX POLYNOMIALS
DIERK SCHLEICHER
Abstract. We investigate Newton’s method as a root finder for complex poly-
nomials of arbitrary degree. While polynomial root finding continues to be one
of the fundamental tasks of computing, with essential use in all areas of theo-
retical mathematics, numerics, computer graphics and physics, known methods
have either excellent theoretical complexity but cannot be used in practice, or
are practically efficient but are a lacking a successful theory behind them.
In this manuscript we investigate the theoretical complexity of Newton’s
method for finding all roots of polynomials of given degree and show that it
is near-optimal for the known set of starting points that find all roots. This
theoretical result is complemented by a recent implementation of Newton’s
method that finds all roots of various polynomials of degree more than a mil-
lion, significantly faster than our upper bounds on the complexity indicate,
and often much faster than established fast root finders. In some experiments,
it was possible to find all roots using Newton’s method even with complexity
O(d log d) for degrees exceeding 100 million. Newton’s method thus stands out
as a method that has merits both from the theoretical and from the practical
point of view.
Our study is based on the known explicit set of universal starting points,
for each degree d, that are guaranteed to find all roots of polynomials of degree
d (appropriately normalized). We show that this set contains d points that
converge very quickly to the d roots: the expected total number of Newton iter-
ations required to find all d roots with precision ε is O(d3 log3 d+d log | log ε|),
which can be further improved to O(d2 log4 d+ d log | log ε|); in the worst case
allowing near-multiple roots, the complexity is O(d4 log2 d + d3 log2 d| log ε|).
The arithmetic complexity for all these estimates is the same as the number
of Newton iterations steps, up to a factor of log2 d.
1. Introduction
Finding roots of polynomials is one of the oldest problems in mathematics, and
it is of significant interest today, in all areas of theoretical mathematics as well
as in applications such as computer algebra and computer geometry; especially in
statistical physics and dynamical systems, there is a natural need to find all roots
of polynomials of very high degrees. Surprisingly, theory and practice are not as
well understood as one might expect.
There are root-finding algorithms with near-optimal theoretical complexity, no-
tably by Pan [P2], but with constants so big that they cannot be used in prac-
tice. Then there are known and established practical implementations, notably
MPSolve 3.0 by Bini and Robol [BR], based on iteration in several variables (the
Aberth-Ehrlich method), but they are lacking theory and have neither a proof of
convergence in general nor an estimate on their speed of convergence — but they
work well in practice. Eigenvalue methods perform well (see for instance [BBEGG])
especially for moderate degrees.
1
ar
X
iv
:1
10
8.
57
73
v3
  [
ma
th.
DS
]  
8 O
ct 
20
16
2 DIERK SCHLEICHER
Newton’s root-finding method is as old as analysis, and it is known to be a
very efficient method for locally finding approximate roots of smooth equations
such as polynomials: once a reasonable approximation to a simple root is known,
every iteration of the Newton method doubles the number of valid digits. However,
Newton’s method has a reputation as being difficult to understand as a global
dynamical system due to its “chaotic” nature.
In this paper we lay the foundations for establishing Newton’s method as a root
finder that is supported by theory and that works well in practice. It is known from
[HSS] that for every degree d there is a small universal set Sd of starting points that
finds all roots of all complex polynomials of degree d (appropriately normalized)
when Newton’s method is started at these points; we have |Sd| = 1.11d log2 d. In
this paper (with a later refinement in [BAS]), we show that there is a subset of d of
these points that together only need O(d2 log4 d+d log | log ε|) Newton iterations to
find all roots with precision ε at least in the absence of near-multiple roots (if there
are near-multiple roots, then all the isolated roots are found with this speed; the
others are found too but with complexity O(d3 log2 d(d+| log ε|) ). These complexity
bounds are near-optimal (up to logarithmic factors in d) for methods that start the
Newton iteration at uniform distance from the disk containing all roots.
Our theoretical estimates are complemented by practical experiments [SSt, SSt2]
that show that Newton’s method routinely finds all roots of complex polynomials
of degrees up to 134 million, and under certain conditions even significantly faster
than the established root finder MPSolve 3.0.
Newton’s method as a global root finder of polynomials is an iterated rational
map and thus indeed “chaotic” on its Julia set; however, methods from holomorphic
dynamics may be brought to bear to control the dynamics. Here are some of the
challenges that Newton’s method faces even in the case of a polynomial p in a single
complex variable:
• orbits of the Newton map that get close to zeroes of the derivative p′ will,
under the Newton dynamics, jump near ∞ and will take a long time until
they can get close to roots (if ever);
• there may be open sets in C in which the Newton dynamics does not con-
verge to any root of p (even for as simple polynomials as p(z) = z3−2z+2);
• the boundary of the attracting basins of the various roots may have positive
measure, so that the set of “bad” starting points has positive measure;
• even if almost all starting points in C converge to some root of p, it is not
clear to find starting points for all roots: it is conceivable that some roots
can be found only from small sets of starting points (we do not want to use
deflation: it is numerically unstable unless the roots are found in a certain
order, and it may destroy specific forms of the polynomial that are easy to
evaluate);
• finally, even if all roots are found, one needs efficient estimates on the
required number of iterations.
This manuscript addresses all these issues: we specify, for arbitrary polynomials in
a single complex variable, a universal set of starting points (depending only on the
degree and some normalization) from which all roots of all polynomials of given
degree are found, and so that the required number of iterations (or arithmetic
complexity) is small: it is O(d4) in the worst case, and O(d3) or even O(d2) on
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average (up to factors of log d). More precisely, we will prove the following theorem
(the first half of which is not new, but required to state the main result):
Theorem 1 (Newton efficiency).
For every degree d ≥ 2, let Pd be the set of complex polynomials of degree d,
normalized so that all roots are in the complex unit disk D. Then there is an
explicit and finite universal set Sd consisting of 3.33 d log2 d(1 + o(1)) points in C
with the following property:
• for every p ∈ Pd, written as p(z) = c
∏
j(z − αj), there are d points
z(1), . . . , z(d) ∈ Sd with N◦np (z(j))→ αj as n→∞.
Given ε > 0, let nj ∈ N be so that |N◦np (z(j)) − αj | < ε for all n ≥ nj. Then the
required number of iterations is bounded as follows.
• Worst-case complexity: we always have∑
j
nj ∈ O
(
d4 log2 d+ d3 log2 d| log ε|) .
• Average complexity: if the roots αj of p are all simple and have mutual
distance at least d−k for some k ∈ N, then
(1)
∑
j
nj ∈ O
(
d3(log2 d)(log d+ k) + d log | log ε|) .
In particular, if the roots are randomly distributed in D, or the coefficients
are chosen randomly (subject to the condition that the roots are in D), then
the expected number of iterations is O
(
d3 log3 d+ d log | log ε|).
In [BAS], we refine these results so that for randomly distributed roots in D,
one can expect
∑
j nj ∈ O(d2 log4 d + d log | log ε|) (and similar bounds hold if the
coefficients are distributed randomly, subject to the restriction that all roots are in
D). Our current results builds upon earlier work [Sch2] that established convergence
in polynomial time, but with a rather sub-optimal exponent.
This result measures the complexity in terms of Newton iterations. Of course,
each Newton iteration requires arithmetic complexity d (at least the d coefficients
of p have to be processed, unless the polynomial is given in special form), but
the evaluation of a given polynomial p of degree d at d different points simultane-
ously is possible (at least when the polynomial is evaluated in terms of coefficients)
with arithmetic complexity O(d log2 d) using Fast Fourier Transform methods [MB],
[AHU, Section 8.5]. Therefore, the arithmetic complexity differs from the complex-
ity in terms of Newton iterations only by a factor of log2 d.
Note on parallelization. A parallel computer, or a multi-core computer, can take
advantage of the inherent parallel structure of the independent Newton iterations, so
the algorithm is almost ideally parallelizable. On the other hand, as just mentioned,
if polynomials are given in coefficient form, then a single core computer (in classical
von Neumann architecture) can compute d independent orbits almost as fast as a
single orbit.
Polynomial Root-Finding. There is an enormous literature on polynomial root-
finding; see for instance they surveys by McNamee and Pan[McN1, McN2, MP]
and the references therein. Newton’s method has been considered difficult to ana-
lyze: for instance, Pan [P1] writes “Theoretically, the weak point of these algorithms
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is their heuristic character. . . . Moreover, in spite of intensive effort of many re-
searchers, convergence of these algorithms has been proved only in the cases where
the initial point is already close to a zero or where another similar condition is
satisfied.” In [GLSY], it is discussed how to discover how the roots are located in
the form of clusters, and the difficulty is expressed as “Then, in the case of a cluster
with positive diameter, when arriving close to the cluster, it is well known that the
[Newton] iteration may behave in a chaotic way.”
The purpose of our work is to control this “chaotic” dynamics and to show that
the classical simple and stable (and elegant) Newton method is far more efficient
than anticipated.
Newton’s Method in Practice. We performed a number of tests on polynomials of
large degrees up to 227 > 134 ·106 jointly with Robin Stoll [SSt, SSt2]. In these first
set of tests, our method found all roots completely and easily, requiring between 3d2
and 6d2 iterations to find all roots. For one of these polynomials, there is a sample
implementation of MPSolve 3.0, and here on the same computer our algorithm was
significantly faster (by orders of magnitude; in part due to the fact that our method
allows us to take advantage of the special form of polynomials). More details on
practical experiments can be found in [SSt]. Additional substantial improvements
implemented afterwards made it possible, based on the theory developed in this
manuscript, to find all roots of certain degree 220 polynomials in about two minutes
on a standard PC, and the complexity seems to scale for particular polynomials
like O(d log d) even for degrees up to many millions [SSt2]. We demonstrate this in
Section 8.
One issue that we do not discuss in this paper is to turn the Newton method
into an explicit algorithm, including precise stopping criteria and a declaration on
the multiplicities of the roots found. This can be done based on our methods; it is
more of a technical, rather than a conceptual issue. For details, see [MMS].
Notation. Throughout this text, we will fix a polynomial p ∈ Pd of degree d ≥ 2,
and we write p(z) = c
∏
j(z − αj) and Np(z) = z − p(z)/p′(z). The coefficient
c cancels for Newton’s method and will be omitted. Each root αj has its basin
Uˆj ⊂ C: this is the set of points that converge to αj under iteration of Np. The
immediate basin Uj is the connected component of Uˆj containing the root αj . As
long as we focus attention on a single root, we call it α and its immediate basin U .
It is well known that U is simply connected and unbounded [Pr] (see also [Sh, HSS]).
Denote by dU the distance with respect to the unique hyperbolic metric on U with
constant curvature −1. Let Dr(a) := {z ∈ C : |z−a| < r} for a ∈ C and r > 0, and
let D := D1(0) be the complex unit disk. Finally, log always denotes the natural
logarithm; sometimes we use the dyadic logarithm and denote it log2.
Overview of the arguments and structure of the paper. The first new ingredient in
this paper is the concept of “R-central orbits”: these are orbits under Newton’s
method that stay in the disk DR(0), so we can maintain control. We will show
how to find starting points of Newton’s method that are in immediate basins and
that have R-central orbits. In order to estimate the possible number of iterations,
the fundamental idea is the area used per iteration step. We partition DR(0) into
domains Sk so that for z ∈ Sk, the nearest root has distance approximately 2−k from
z. This will imply that |z −Np(z)| ≥ ` := 2−k/d. We will have orbits (zn) in the
immediate basin U of α for which the hyperbolic distance dU (zn, zn+1) = O(log d).
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Roughly speaking, Euclidean distance bounded below by ` and hyperbolic distance
bounded above by log d means that zn and zn+1 can be connected by a hyperbolic
geodesic segment γ ⊂ U that has Euclidean distance at least `/ log d from the
boundary, so this curve “uses up” an area of approximately |An,k(`)| ≥ `2/ log d =
4−k/d2 log d (length times width of the neighborhood of the curve). But Sk is
contained in the union of d disks of radius 2−k and with total area at most pid4−k,
so there is room for no more than (d4−k)/(4−k/d2 log d) = d3 log d iterations in
each Sk (always up to bounded factors). In the worst case, when there are multiple
or near-multiple roots, we will show that we need to consider k ≤ O(d), hence a
total of O(d4 log d) iterations is required. If the roots are well separated from each
other, for instance if they are randomly distributed, it turns out that k ≤ log d will
usually suffice until the domain of quadratic convergence is reached where log | log ε|
further iterations yield precision ε, so we need O(d3 log2 d + log | log ε|) iterations.
All these count the number of iterations required to find a single root. But since all
roots are competing for the area, the number of iterations to find all roots satisfies
the same bounds (except that the small log | log ε| term acquires a factor d).
Of course, all these estimates have to be made precise, and we have to make
sure that the domains of area do no overlap, which will introduce additional factors
of log d. The paper is structured as follows. In Section 2 we introduce R-central
orbits and show how to find them. In Section 3, we construct an explicit finite set
of starting points that contains, for each root, at least one R-central orbit (zn) with
dU (zn, zn+1) = O(log d) as required. In Section 4 we estimate the area needed per
single iteration step. In Section 5, we estimate the area needed for each orbit: the
main point is to make sure that the pieces of area assigned to each orbit point are
disjoint; this will introduce another factor log d.
It remains to discuss when to stop the Newton iteration. If the roots are well-
separated from each other, then the iteration reaches the domain of quadratic con-
vergence, and the necessary stopping criterion will be given in Section 6. We then
bring all arguments together and describe the required number of iterations for
“good” starting points. The worst case of roots that are not well separated, or
possibly even multiple, is treated in Section 7.
In a brief final Section 8, we report some numerical experiments, obtained jointly
with Robin Stoll, that show that for certain polynomials of degrees many millions all
roots can be found by Newton’s method with guaranteed success and in a matter of
only a few hours on standard PC computers using standard arithmetic. This section
supports our claim that Newton’s method stands out as a root finding method that
combines good theory with remarkable practical usefulness.
In Appendix A, we prove a general lemma on the area of certain neighborhoods
of hyperbolic geodesics in Riemann domains; a major concern is to make sure that
these neighborhoods do not overlap.
Note that in general we are not interested in optimizing constant factors. At a
number of places, we specify explicit constants when it is easy to do so, rather than
referring to unspecified values. It is certainly possible to improve most constants
significantly, but we want to make clear that all of them have very feasible values.
Acknowledgements. I would like to thank especially Todor Bilarev, John Hub-
bard, Malte Lackmann, Robin Stoll, and Michael Thon for many helpful discussions;
I am also grateful to Magnus Aspenberg, Walter Bergweiler, Edward Crane, Bjo¨rn
Gustafsson, Curt McMullen, Mary Rees, Marcel Oliver, Steffen Rohde, Michael
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Figure 1. The dynamical plane of a Newton map (of a polynomial
of degree 6). The basin boundaries are black, one immediate basin
U with three channels is shaded, and a fundamental annulus for
the Newton dynamics is shown. (Picture from [HSS].)
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2. Channels and R-Central Orbits
After a brief review of the geometry of immediate basins outside of D, our main
goal in this section is to give a condition on orbits that always stay within a certain
Euclidean disk around the origin; such orbits will be called “R-central”.
Consider the immediate basin U of a root α (see Figure 1); as mentioned above,
it is simply connected. The geometry of these basins outside of D has been studied
in [HSS, Section 3]; in particular, U is unbounded. A channel of U is an unbounded
connected component of U \D, and an access to ∞ of U is a homotopy class (with
endpoints fixed) of curves in U ∪ {∞} connecting α to ∞. Every access to ∞ is
fixed by Np, and so is every channel: if B is a channel of U , then Np(B) \ D = B.
Each channel contains one access to ∞, and each access to ∞ defines one channel
through which it runs to ∞.
Every channel has an associated modulus: the quotient of B by the dynamics
of Np is a conformal annulus A := B/(Np) with some modulus µ = µ(A) =: µ(B).
One of the main results in [HSS] is that each root of a polynomial of degree d
has a finite positive number of channels, and at least one of them has modulus
µ ≥ pi/ log d [HSS, Propositions 6 and 7].
On the set B, we will use three different hyperbolic metrics (all with constant
curvature −1): dB is the hyperbolic metric on B, while dU is the hyperbolic metric
on U restricted to B. Finally, the quotient annulus A = B/(Np) has a hyperbolic
metric, and the infinitesimal metric on A lifts to an infinitesimal metric on B,
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called dA. (Only for dB is B a complete metric space; for dA and dU , certain
boundary points can be reached in finite distance.) Asymptotically near ∞, all
three metrics coincide: it is a general principle that if U0 is a hyperbolic Riemann
surface and U2 ⊂ U1 ⊂ U0 are open subsets, then restricted to U2 the hyperbolic
metrics of U0 and U1 differ little if U0 \ U1 is far away from U2 (with respect to
the hyperbolic metric of U0); see for instance [MR, Proposition 3.4]. This implies
that on all of B we have dB > dA > dU : the map Np is an isometry on A and a
contraction on U , hence dA > dU (for a point z ∈ B, there is a zn ∈ B near ∞
with N◦np (zn) = z, and asymptotic equality of metrics near zn implies the claimed
inequality). Similarly, there exists a branch N−1p : B → B; this branch contracts
dB (inclusion of hyperbolic domains) and preserves dA, hence dB > dA (for z ∈ B,
there is a point zn := (N
−1
p )
◦n near ∞ for this given branch of N−1p , and the claim
follows similarly as above).
For all z ∈ B with Np(z) ∈ B, we have dA(z,Np(z)) ≥ pi/µ (the core curve in A
has hyperbolic length pi/µ, and every simply closed curve in A is at least as long
as the core curve).
Our goal in this section is to prove an existence criterion for orbits that, once
they reach D ∩ U , will never leave DR(0) for a certain radius R > 0. It is easy to
check that if |z| ≥ 1, then |Np(z)| < |z| (this follows from [HSS, Lemma 3] as cited
above), so all orbits outside of D move towards D, and control can be lost only for
orbit points in D (especially near poles of Np).
Definition 2 (R-central orbits).
An orbit (zn) will be called R-central if |zn| ≤ 1 implies |zn′ | ≤ R for all n′ ≥ n.
In view of the remark just above, for an orbit to be R-central it is sufficient to
show that |zn| ≤ 1 implies |zn+1| ≤ R.
To locate R-central orbits, we need the following definition.
Definition 3 (Central subannulus and central channel).
Let B be a channel of an immediate basin U , let A := B/(Np) be the quotient
annulus, and let µ := modA be its modulus (so that the core curve of A has length
pi/µ). We define the central subannulus of A as the set of points z ∈ A with
injectivity radius less than 2pi/µ. Let the central subchannel of B be the preimage
in B (under the quotient map) of the central subannulus: this is the set of points
z ∈ B with dA(z,Np(z)) < 2pi/µ.
Lemma 4 (Central subchannel).
If A has modulus µ, then the central subannulus of A is a parallel subannulus of A
with modulus greater than 2µ/3.
Proof. Setting h = µ/2, the quotient annulus A is conformally equivalent to the
horizontal strip {z ∈ C : |Im z| < h} modulo z ∼ z+1. The infinitesimal hyperbolic
metric on the strip is given by
ds =
pi|dz|
2h cos(pi|y|/2h) ,
so the length of the simple closed geodesic in A is pi/µ, and the parallel subannulus
is the set of points x+iy for which |y| satisfies a certain upper bound. In particular,
if cos(pi|y|/2h) > 1/2, then the injectivity radius is less than 2pi/µ (the horizontal
curves of Euclidean length 1 at imaginary part y have hyperbolic lengths less than
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2pi/µ, and the corresponding geodesics are shorter than this, but longer than pi/µ).
The condition cos(pi|y|/2h) > 1/2 is satisfied if |y| < 2h/3, so the central subannulus
has modulus greater than 2µ/3. 
We can now state the main result of this section.
Theorem 5 (Large central subchannels have R-central orbits).
Let again U be the immediate basin of a root α and let B ⊂ U be a channel of U
with largest modulus. Then all points in the central subchannel of B have R-central
orbits, for a value of R that will be specified in Proposition 8.
The idea of the proof is simple: if z0 is in the central subchannel of B, then for its
orbit (zn) we have the estimate dU (zn, Np(zn)) ≤ dU (z0, Np(z0)) < dA(z0, Np(z0)) <
2pi/µ. If |zn| ≤ 1, then the bound dU (zn, Np(zn)) implies an upper bound on
|Np(zn)| and thus makes the orbit R-central. We believe that R = 2 works for
all but a few low values of deg p, but to prove this would require more control on
the possible shapes of the channels than we can currently provide. The estimate
that follow in this section are relatively weak because they have to account for all
possible shapes of channels.
We start by stating a simple and well-known worst-case estimate of hyperbolic
distances in a hyperbolic domain.
Lemma 6 (Standard bound on hyperbolic arc length).
Let V be a Riemann domain and p, q ∈ V . If a ∈ ∂V with s = |p− a|, then
dV (p, q) ≥ 1
2
∫ |p−q|
0
dt
s+ t
=
1
2
log
(
1 +
|p− q|
s
)
.(2)
Proof. Infinitesimal hyperbolic distance in V is at least half infinitesimal Euclidean
distance, divided by Euclidean distance to ∂V , denoted dist(·, ∂V ). If γ : [0, |p −
q|]→ V is a smooth curve parametrized by Euclidean arc length, then its hyperbolic
length in V is at least
1
2
∫ |p−q|
0
dt
dist(γ(t), ∂V )
≥ 1
2
∫ |p−q|
0
dt
dist(γ(0), ∂V ) + t
.
In particular, if γ : [0, T ]→ V is the hyperbolic geodesic connecting p to q, parametrized
by Euclidean arc length T ≥ |p− q|, then its restriction to [0, |p− q|] has hyperbolic
length as least as in (2). 
Lemma 7 (Hyperbolic distance across fundamental domain).
Let U be an immediate basin and B ⊂ U be a channel of modulus µ. Then all
w, w˜ ∈ B with |w|(d− 1)/d > |w˜| > 5 satisfy dU (w, w˜) > 2/5(µ+ pi).
This result is rather weaker than expected: one would expect approximately
dU (w, w˜) ≥ pi/µ (and perhaps a simpler proof), but channels may have complicated
geometry; and while some intermediate estimate become less elegant, the final result
will be affected only marginally.
Proof. By [HSS, Lemma 3], we have |Np(w)−w(d−1)/d)| < 1/d whenever |w| > 1.
Let w′ := Np(w); we have dB(w,w′) > dA(w,w′) ≥ pi/µ and |w − w′| < (|w| +
1)/d. If all points on [w,w′] had Euclidean distance to ∂V at least 2µ(|w|+ 1)/pid,
then the standard estimate on hyperbolic distance would imply dB(w,w
′) ≤ 2|w−
w′|/(2µ(|w|+1)/pid) < pi/µ, a contradiction. Therefore, there are points a ∈ ∂B and
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w′′ ∈ [w,w′] (the straight line segment from w to w′) with |a−w′′| < 2µ(|w|+1)/pid.
This implies
|a− w| ≤ |a− w′′|+ |w − w′| < (2µ/pi + 1)(|w|+ 1)/d .
The point a ∈ ∂B is either on ∂U or on ∂B ∩ U ; the latter implies |a| = 1.
Suppose first that a ∈ ∂U . Then by Lemma 6
dU (w, w˜) ≥ 1
2
log
(
1 +
|w − w˜|
(2µ/pi + 1)(|w|+ 1)/d
)
>
1
2
log
(
1 +
|w|/d
(2µ/pi + 1)(|w|+ 1)/d
)
>
1
2
log
(
1 +
5
6(2µ/pi + 1)
)
>
5
6(2µ/pi+1)
2(1 + 56(2µ/pi+1) )
=
5pi
24µ+ 22pi
>
2
5(µ+ pi)
.
Now we discuss the case that a ∈ ∂B ∩ U , i.e. |a| = 1 and |w| − 1 ≤ |a − w| <
(2µ/pi + 1)(|w|+ 1)/d, hence
(3) µ >
pi
2
(
d
|w| − 1
|w|+ 1 − 1
)
>
pi
2
(
4d− 6
6
)
=
pi(2d− 3)
6
or d < 3(µ/pi) + 3/2. In this case, there is certainly a point a′ ∈ ∂U with |w−a′| <
|w|+ 1 (some point a′ ∈ D) and we get
dU (w, w˜) ≥ 1
2
log
(
1 +
|w − w˜|
|w|+ 1
)
>
1
2
log
(
1 +
|w|/d
|w|+ 1
)
≥ 1
2
log (1 + 5/6d) >
5/6d
2(1 + 5/6d)
=
5
12d+ 10
>
5
36µ/pi + 28
=
5pi
36µ+ 28pi
>
2
5(µ+ pi)
,
so the claimed inequality holds in both cases. 
Proposition 8 (Existence criterion for R-central orbits).
Suppose all channels of an immediate basin U have modulus at most µ with µ ≥
pi/ log d, and z ∈ U has dU (z,Np(z)) ≤ 2pi/µ. Then the orbit of z is R-central for
R ≤ 5(d/(d − 1))d5pi(log d+1)e, and the same holds for all points on the hyperbolic
geodesic in U connecting z to Np(z).
Proof. Any two points w, w˜ ∈ U with |w|(d − 1)/d > |w˜| > 5 have dU (w, w˜) >
2/5(µ + pi) by Lemma 7, so going in U from radius r ≥ 5 to radius r(d/(d − 1))k
(for some k ≥ 1) one needs to traverse at least k disjoint concentric annuli with
boundary radii differing by a factor of d/(d − 1) and hence one needs to traverse
at least k complete fundamental domains, and the hyperbolic distance is at least
2k/5(µ+ pi). In particular for k = d5pi(log d+ 1)e the required hyperbolic distance
is at least⌈
5pi(log d+ 1)
⌉ · 2
5(µ+ pi)
≥ 2pi log d+ 1
µ+ pi
>
2pi
µ
> dU (z,Np(z)) ,
which exceeds the available hyperbolic distance along the orbit of z, so this orbit
is indeed R-central.
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Now consider any z′ on the hyperbolic geodesic in U connecting z to Np(z).
Then
dU (z
′, Np(z′)) ≤ dU (z′, Np(z)) + dU (Np(z), Np(z′))
≤ dU (z′, Np(z)) + dU (z, z′) = dU (z,Np(z)) < 2pi/µ
and the arguments given above also apply to z′. 
Remark. This result provides an upper bound for R that is uniform in d: we have
R ≤ 5(d/(d−1))d5pi(log d+1)e < 5ed5pi(log d+1)e/d. More precisely, we have R < 50 for
d > 30, and R < 10 for d > 133. Ultimately, the precise value of R is not of too
large importance as it will enter our estimates only logarithmically: the number of
iterations scales with M ∈ N such that 2M − 1 ≥ R (see Proposition 19); we can
use M = 5 for d ≥ 41 and M = 3 for d ≥ 316. Presumably, R ≤ 3 and M = 2 work
for all but very few values small of d.
Proof of Theorem 5. Let µ be the modulus of B. If z is in the central subchannel
of B, then dU (z,Np(z)) < dA(z,Np(z)) < 2pi/µ. By Proposition 8, the orbit of z is
R-central. 
3. Good Starting Points
In this section, we construct a finite set of starting points Sd depending only on
the degree d (and the normalization of p) so that for each root α of p, one of the
points z ∈ Sd is in the immediate basin Uα and satisfies dU (z,Np(z)) ≤ 2 log d, and
so that the orbit of z is R-central for R as in Proposition 8.
All we need to do is specify a finite set of starting points that will intersect,
for every root, the central subchannel of the channels with largest modulus. Since
every root has a channel with modulus at least pi/ log d, it is sufficient to specify
a finite set of starting points that intersects all subchannels of all channels with
moduli at least 2pi/3 log d. This can be accomplished by the methods in [HSS],
so we can now construct an explicit point grid (in that paper, we used .2663 log d
concentric circles that each contain 8.33d log d points; here we use (3/2) as many
circles because we want to hit the channel within the central subchannel with (2/3)
the modulus).
Definition 9 (Efficient grid of starting points).
For each degree d, we construct a circular grid Sd of starting points as follows (as
sketched in Figure 2). For ν = 1, 2, . . . , s = d0.4 log de, set
rν := (1 +
√
2)
(
d− 1
d
)(ν−1/2)/2s
and for each circle around 0 of radius rν , choose d8.33d log de equidistant points
(independently for all the circles).
Theorem 10 (Efficient grid of starting points).
For each degree d, the set Sd contains 3.33d log2 d(1 + o(1)) points, and it has the
following universal property. If p is any complex polynomial of degree d, normalized
so that all its roots are in D, then there are d points in Sd that converge to the d
roots of p, so that for each root, one of these points is in the central subchannel of
a channel with largest modulus. The corresponding orbits are all R-central for a
uniform value of R (as in Proposition 8). More precisely, if µ is the largest modulus
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r = 1
rs
s circles
r0 = 1 +
√
2
D
Figure 2. Schematic sketch of the required starting points: they
are equidistributed on s = d0.4 log de concentric circles around the
unit disk that contains all roots.
of all channels of a root α with immediate basin U , then the corresponding orbit
converging to α satisfies dU (z,Np(z)) < 2pi/µ < 2 log d.
Proof. The annulus
V :=
{
z ∈ C : (1 +
√
2)
√
(d− 1)/d < |z| < (1 +
√
2)
}
is contained in a fundamental domain of the Newton dynamics by [HSS, Lemma 10].
For ν = 1, 2, . . . , s = d0.4 log de, subdivide B into s subannuli
Vν =
{
z ∈ C : (1 +
√
2)
(
d− 1
d
)ν/2s
< |z| < (1 +
√
2)
(
d− 1
d
)(ν−1)/2s}
.
Since V is contained in a fundamental domain of the dynamics, each subchannel
of any root with modulus µ intersects V in a quadrilateral of modulus at least µ,
and by the Gro¨tzsch inequality, it intersects at least one Vν in a quadrilateral with
modulus at least sµ. Each root has a channel with modulus at least pi/ log d, so
the central subchannel has modulus at least 2pi/3 log d, and this central subchannel
intersects some Vν in a quadrilateral with modulus at least 2spi/3 log d > 0.2663pi,
independent of d. In [HSS, Section 6], it is shown that d8.3254d log de equidis-
tributed points on each of these circles will find all quadrilaterals connecting the
boundaries of the Bν with modulus at least 0.2663pi, as in our case.
Therefore, the grid Sd intersects all central subchannels of all largest channels,
and the claim follows. 
Remark. The number of starting points of O(d log2 d) from [HSS] has been further
reduced to O(d(log log d)2) in [BLS], by using a probabilistic set of starting points.
This approach could also be used in our case.
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Now we have a good set of starting points leading to R-central orbits. We proceed
to estimate the number of required iterations.
4. Area per Iteration Step
In this section, we show that every iteration step “uses up” a certain area in the
plane; since R-central orbits remain within some disk DR(0), this will provide an
upper bound on the possible number of iterations.
Consider some point z ∈ U , set τ := dU (z,Np(z)), and let γ : [0, T ]→ U be the
hyperbolic geodesic connecting z to Np(z), parametrized by Euclidean arc length.
For t ∈ [0, T ], let η(t) be the Euclidean distance from γ(t) to ∂U , and let X(t) be
the Euclidean straight line segment of length η(t) (not containing the endpoints)
with center at γ(t) and perpendicular to γ at γ(t), so that γ(t) disconnects X(t)
into two open segments of length η(t)/2; see Figure 3. All the segments X(t) are
disjoint (Proposition 25 in the appendix).
For k ∈ N, let Xk(t) be the restriction of X(t) to lengths at most 2−k+1 (i.e.,
Xk is the perpendicular line segment to γ(t) centered at γ(t) and extending in both
directions for a length of min(η(t)/2, 2−k) ). Let Ak :=
⋃
t∈[0,T ]Xk(t) be the subset
of U covered by the Xk(t) for t ∈ [0, T ], and for ` ≤ T let Ak(`) :=
⋃
t∈[0,`]Xk(t)
be the analogous set for t ∈ [0, `]. This set of course depends on z, so a more
explicit description of this set would be Ak(`, z). We denote the Euclidean area
of Ak(`) by |Ak(`)|. Of course, Ak(`) ⊂ Ak−1(`), and the limit as k → −∞ is
A−∞(`) =
⋃
t∈[0,`]X(t).
 
⌘(t)
X(t)
U
1
Figure 3. A line segment X(t) perpendicular to the geodesic γ;
in both directions from the point γ(t), it extends to a length of
η(t)/2, where η(t) is the distance from γ(t) to ∂U . (Based on a
picture from [HSS].)
Lemma 11 (Area per iteration step).
We have |Ak(`)| ≥ `2/(2τ + 2k−1`). Similarly, the set
⋃
t∈[0,`]X(t) has Euclidean
area at least `2/2τ .
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Proof. The hyperbolic length of γ between z and Np(z) satisfies
τ ≥ 1
2
∫ T
0
dt
η(t)
≥ 1
2
∫ `
0
dt
η(t)
.
This implies∫ `
0
dt
min (η(t), 2−k+1)
≤
∫ `
0
dt
η(t)
+
∫ `
0
dt
2−k+1
≤ 2τ + 2k−1` .
Since all Xk(t) are disjoint, an exercise in elementary differential geometry shows
that
|Ak(`)| =
∫ `
0
2 min
(
η(t)/2, 2−k
)
dt =
∫ `
0
min
(
η(t), 2−k+1
)
dt .
The Cauchy-Schwarz inequality for the functions
√
min (η(t), 2−k+1) and 1/
√
min (η(t), 2−k+1)
implies
|Ak(`)| =
∫ `
0
min
(
η(t), 2−k+1
)
dt ≥ `
2∫ `
0
1
min (η(t), 2−k+1)
dt
≥ `
2
2τ + 2k−1`
.
The computation for
⋃
t∈[0,`]X(t) is even simpler, replacing the min by η(t). 
Define the following subsets of C, for k ∈ Z:
S∗k :=
{
z ∈ C : min
j
|z − αj | ≤ 2−k
}
and
Sk :=
{
z ∈ C : min
j
|z − αj | ∈
(
2−(k+1), 2−k
]}
= S∗k \ S∗k+1 .
Every S∗k the union of closed disks of radius 2
−k around all the roots, and for every
M ∈ Z the disk D2M−1(0) is partitioned by the Sk for k ≥ −M (appropriately
restricted).
Lemma 12 (Distance from Ak(`) to roots).
If z ∈ S∗k and |z −Np(z)| ≥ `, then each point in Ak(`) has Euclidean distance at
most 2−k+1 + ` from a root of p.
Proof. Since z ∈ S∗k , the point z has distance at most 2−k from a root; then in Ak(`)
we consider only a segment of length ` on the geodesic from z to Np(z), and each
point in Ak(`) has distance at most 2
−k from a point on this geodesic segment. 
5. Area Along an Orbit
In this section, we investigate how much area is “used up” along an orbit (zn):
this involves discussing when the area used for different iteration steps is disjoint,
and determining a geometric condition on the hyperbolic displacement in each
Newton step before the orbit enters the domain of quadratic convergence near a
root; this condition is used for estimating how many iterations the orbit can spend
within each Sk.
We continue to consider the immediate basin U of some root α; in this section, we
will assume this root is simple. Let ϕ : U → D be a Riemann map with ϕ(α) = 0;
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then f := ϕ ◦ Np ◦ ϕ−1 : D → D is holomorphic with f(0) = 0 = f ′(0). Hence
f(w)/w2 is still holomorphic and sends D to itself, and it follows that |ϕ(Np(z))| =
|f(w)| ≤ |w|2 = |ϕ(z)|2 < |ϕ(z)|.
Smale [Sm] has the concept of “approximate zero”: that is a point sufficiently
near a simple root from which the convergence is quadratic. We begin with a lemma
that gives useful dynamic consequences both for the case when a finite orbit point is
(not yet) an approximate root (part (1)) and when it (part (2)): for us, a practical
criterion is whether or not |ϕ(z)| < e1/2 − 1.
Consider the orbit zn = N
◦n
p (z0) for a point z0 ∈ U and let τ := dU (z0, z1); then
dU (zn, zn+1) ≤ τ for all n. (Eventually, we will use τ = O(log d).)
Lemma 13 (Hyperbolic distance to root and Newton dynamics).
(1) If n′ > n so that |ϕ(zn)| > |ϕ(zn′)| ≥ e1/2 − 1 ≈ 0.649, then
dU (zn, zn′) ≥ dD(|ϕ(zn)|, |ϕ(zn′ |) > (n′ − n)/2 ;
(2) if |ϕ(zn)| < 1/2, then |zn′ − α| < ε for all n′ > n+ log2 | log2 ε− 5|, and
(3) if |ϕ(zn)| < e1/2 − 1, then |zn′ − α| < ε for all n′ > n+ 1 + log2 | log2 ε− 5|.
Proof. If |w| ≥ e1/2 − 1, then
dD(|w|, |f(w)|) >
∣∣∣log(1− |w|)− log(1− |f(w)|)∣∣∣
≥ ∣∣log(1− |w|)− log(1− |w|2)∣∣ = log(1 + |w|) ≥ 1/2
(in the first inequality, we used the fact that the hyperbolic distance in D exceeds
the hyperbolic distance in the smallest left half plane containing D). Therefore, if
|ϕ(z)| ≥ e1/2 − 1, then
dU (z,Np(z)) = dD(ϕ(z), ϕ(Np(z))
= dD(ϕ(z), f(ϕ(z)) ≥ dD(|ϕ(z)|, |f(ϕ(z)|) ≥ 1/2 .
Recall that |ϕ(zn)| > |ϕ(zn+1)| > · · · > |ϕ(z′n)|; as long as all these absolute values
are e1/2− 1 or greater, every subsequent iteration adds hyperbolic distance at least
1/2:
dU (zn, z
′
n) = dD(ϕ(zn), ϕ(zn′) ≥ dD(|ϕ(zn)|, |ϕ(zn′ |)
=
n′−1∑
k=n
dD(|ϕ(zn)|, |ϕ(zn′ |) ≥ (n′ − n)/2
and the first claim follows.
If |ϕ(z)| = |w| < 1/2, then |ϕ(N◦mp (z))| = |f◦m(w)| ≤ 2−2
m
. By the Koebe
1/4-theorem, |(ϕ−1)|′(0) < 8 (there are roots other than α in D, so not all of D can
be in U). By the Koebe distortion theorem, |N◦mp (z)− α| < 32 · 2−2
m
, and this is
less than ε provided m > log2 | log2(ε/32)| = log2 | log2 ε− 5|.
Finally, if |ϕ(z)| < e1/2 − 1, then |ϕ(Np(z))| ≤ (e1/2 − 1)2 < 1/2. 
Define sets An,k(`) := Ak(`, zn): these are the sets Ak(`) based at the points zn,
as defined at the beginning of Section 4.
Lemma 14 (Disjointness of areas).
The sets An,k(`) and An′,k′(`) are disjoint if n
′ − n > 2τ + 4 log 3 and |ϕ(zn′)| ≥
e1/2 − 1.
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Proof. Since An,k(`) ⊂ An,k−1(`) ⊂ An,−∞(`), it is sufficient to consider only the
case An,−∞(`), i.e. with perpendicular segments X(t) of length η(t) independent of
k.
If n′ > n + 2τ + 4 log 3, then dU (zn, zn′) ≥ dD(|ϕ(zn)|, |ϕ(zn′)) > τ + 2 log 3 by
Lemma 13. Since |ϕ(zn′+1)| < |ϕ(zn′)| and the disk D|ϕ(zn′ )|(0) ⊂ D is geodesically
convex [J], the entire geodesic segment from ϕ(zn′) to ϕ(zn′+1) has distance at least
τ +2 log 3 from ϕ(zn). Since the geodesic segment connecting ϕ(zn) to ϕ(zn+1) has
hyperbolic length at most τ , all points on this geodesic segment have distance at
least 2 log 3 from all points on the geodesic segment connecting ϕ(zn′) to ϕ(zn′+1).
The same holds for the analogous geodesic segments in U .
Essentially by definition, each point on X(t) has hyperbolic distance from its
midpoint γ(t) of less than log 3 (if V ⊂ C is a Riemann domain and Dr(a) ⊂ V ,
then all points in Dr/2(a) have hyperbolic distance in V of at most log 3). The
claim follows. 
Proposition 15 (Number of points in S∗k).
For every k and every ` > 0, the set S∗k contains at most
(4) pid(2−k+1 + `)2(2τ + 2k−1`)d2τ + 4 log 3e`−2
orbit points zn with |zn − zn+1| ≥ ` and |ϕ(zn)| ≥ e1/2 − 1.
Proof. If zn ∈ S∗k and |zn − zn+1| ≥ `, then each point in An,k(`) has Euclidean
distance at most 2−k+1 + ` from some root by Lemma 12, so An,k(`) is contained
in a set of total area at most pid(2−k+1 + `)2. Each An,k(`) has area at least
`2/(2τ + 2k−1`) by Lemma 11, and by Lemma 14 the sets An,k(`) and An′,k(`) are
disjoint if n′ − n > 2τ + 4 log 3 and |ϕ(zn)| ≥ e1/2 − 1. Therefore, there can be at
most
pid(2−k+1 + `)2d2τ + 4 log 3e
`2/(2τ + 2k−1`)
=
pid(2−k+1 + `)2(2τ + 2k−1`)d2τ + 4 log 3e
`2
such points, for any choice of `. 
Remark. The sets An,k(`) are contained in U , so in the end the various orbits in
the different immediate basins Uα for different roots α will compete for the area.
The last result can thus be sharpened as follows. For a root α, let
Uα,k(`) := {z ∈ Uα : |z − αj | < 2−k+1 + ` for some root αj}
(this is the 2−k + `-neighborhood of S∗k restricted to Uα). Then the set S
∗
k contains
at most
(5) |Uα,k(`)| · (2τ + 2k−1`)d2τ + 4 log 3e`−2
points on the orbit (zn) ⊂ Uα with |zn − zn+1| ≥ ` and |ϕ(zn)| ≥ e1/2 − 1, and of
course we have
(6)
∑
j
|Uαj ,k(`)| ≤ pid(2−k+1 + `)2 .
Lemma 16 (Newton displacement and nearest root).
For any z ∈ C, the nearest root α satisfies |z − α| ≤ d|z −Np(z)|.
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Proof. This is easy and well known:
(7) z −Np(z) = 1
p′(z)/p(z)
=
1∑
αj
1
z−αj
,
hence
1
|z −Np(z)| ≤
∑
αj
1
|z − αj | ≤ d
1
infαj |z − αj |
. 
Corollary 17 (Number of points in Sk).
For any k, the set Sk contains at most
(8) pi(4d+ 1)2(2τd+ 1/4)d2τ + 4 log 3e ∈ O(d3τ2)
points on any orbit (zn) ⊂ U with |ϕ(zn)| > e1/2 − 1.
Proof. If zn ∈ Sk, then |zn−zn+1| > 1/d2k+1 by Lemma 16, so we use ` = 1/d2k+1
in Proposition 15 and obtain the estimate
pid34k+1
(
2−k+1 +
2−k−1
d
)2(
2τ +
1
4d
)
d2τ + 4 log 3e
= pi(4d+ 1)2(2τd+ 1/4)d2τ + 4 log 3e
as claimed. 
Remark. As before (see (5)), the different roots have to compete for the total area
available, and the set Sk can contain at most
(9) |Uα,k(1/d2k+1)| · (2τ + 1/4d)d2τ + 4 log 3ed24k+1
points on the orbit (zn) ⊂ Uα with |ϕ(zn)| > e1/2 − 1.
6. Uniformly Separated Roots
Now that we have good bounds on how many iterations any of our selected orbits
can spend within each Sk, we have to discuss the possible values of k. Any disk
DR(0) is partitioned by Sk ∩DR(0) for k ≥ − log2(R + 1), and we gave an upper
bound for R, hence a lower bound for k, in Proposition 8. We also need an upper
bound for k, that is a “stopping criterion” when the orbit is sufficiently close to a
root.
We will need two kinds of stopping criteria: a worst-case estimate that applies
especially when there are multiple or near-multiple roots, and a better estimate
in case the roots are reasonably well separated from each other, so the orbit is
already an approximate root. We first investigate well-separated roots: we say
that the roots are δ-separated if they are all simple and have mutual distance at
least δ. If roots are randomly distributed in D, with high probability they will be
δ-separated with δ = O(1/d) (see the remark at the end of this section). Multiple
or near-multiple roots will be treated in Section 7.
Lemma 18 (Stopping criterion).
(1) If |z−α| < |z−α′|/2d for all roots α′ 6= α, then the Newton orbit of z converges
to α.
(2) If even |z − α| < |z − α′|/(4d+ 3) for all α′ 6= α, then |N◦n(z)− α| < ε for
all n > log2 | log2 ε− 5|.
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Proof. (1) We may rescale coordinates by an automorphism of C so that z = 0 and
α = 1. By hypothesis, we have |z − α| = 1 and |z − αj | > 2d for all αj 6= α. As
in the proof of Lemma 16, this implies |∑αj 6=α 1/(z − αj)| < (d − 1)/2d < 1/2,
so
∑
αj
1/(z − αj) ∈ D1/2(−1), the open disk of radius 1/2 around −1. Thus
z−Np(z) = (
∑
αj
1/(z−αj))−1 ∈ D2/3(−4/3) (the image of a circle under z 7→ 1/z
is a circle that in this case is real symmetric, and it is easy to compute the points
where it intersects the real line). Therefore Np(z) ∈ D2/3(4/3) and |Np(z) − α| <
1 = |z − α|, so by induction the orbit of z converges to α.
(2) If |z−α| < |z−α′|/(4d+3), then again we choose coordinates with α = 1 and
z = 0, so all |α′| > 4d+3. All z′ ∈ D2(1) have |z′−α| < 2 < |z′−α′|/2d, so D2(1) is
contained in the (rescaled) immediate basin of α and we have dU (z, α) < dD(1/2, 0),
hence |ϕ(z)| < 1/2. The claim thus follows from Lemma 13 (2). 
We would like to point out that the following result does not require that all
roots are δ-separated, but only that we have some root α that has distance at least
δ from all other roots (which may be multiple or clustered).
Proposition 19 (Number of iterations on orbit, δ-separated case).
Suppose α is a simple root and |α′ − α| > δ for all roots α′ 6= α. If (zn) is an
R-central orbit in U with |z0| ≤ R ≤ 2M − 1 and dU (z0, z1) ≤ τ , then we have
|zN − α| < ε for all N at least
pi(4d+ 1)2(2τd+ 1/4)d2τ + 4 log 3edlog2(4d+ 4)/δ +M + 1e
+ log2 | log2 ε− 5|
= (64pid3τ2(log2 d+ | log2 δ|) + log2 log ε)(1 + o(1))
∈ O (d3τ2(log d+ | log δ|) + log | log ε|) .
Proof. If |z−α| < δ/(4d+4), then all roots α′ 6= α satisfy |z−α′| > δ−δ/(4d+4) =
(4d + 3)δ/(4d + 4), so the orbit of z satisfies the hypothesis of Lemma 18 (2) and
will be ε-close to α after at most log2 | log2 ε− 5| iterations.
Therefore, choose K ∈ N with 2−K ≤ δ/(4d + 4), i.e., K = dlog2((4d + 4)/δ)e.
We only have to consider the number of iterations that the orbit stays in Sk with
k ≤ K. Since the orbit is contained within D2M−1 by hypothesis, we have k ≥ −M ,
so we need to consider k ∈ {−M,−M + 1, . . . ,K}.
By Corollary 17, any orbit (zn) with dU (z0, z1) < τ has at most pi(4d+1)
2(2τd+
1/4)d2τ + 6e points within each Sk, so the total number of iterations required for
the orbit zn is at most
pi(4d+ 1)2(2τd+ 1/4)d2τ + 6edlog2((4d+ 4)/δ) +M + 1e+ log2 | log2 ε− 5| .

Note that here and elsewhere when we give asymptotic complexity results in
O-notation we always have explicit constants, and these are small (so we are not
hiding gigantic constants behind this notation).
Remark. Again, the d roots have to compete for the available area within D. If
all roots are simple and δ-separated, and there are d orbits, one in each immediate
basin, that satisfy the hypotheses of Proposition 19, then the combined number of
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iterations required to reach ε-precision for all d roots is at most
pi(4d+ 1)2
(
2τd+
1
4
)
d2τ + 4 log 3e
⌈
log2
(
4d+ 4
δ
)
+M + 1
⌉
+d log2 | log2 ε− 5|
∈ O (d3τ2(log d+ | log δ|+M) + d log | log ε|) ;
this is almost the same bound as for a single orbit (each area element can be used
for only one root), except that the estimate log2 | log2 ε − 5| (which takes care of
approximate roots and does not involve area) applies for each root separately.
Theorem 20 (Efficient grid of starting points).
For each degree d, the set Sd has the following universal property. If p is a complex
polynomial of degree d, normalized so that all its roots are in D, and so that all roots
are simple and have mutual distance at least δ, then the universal starting point set
Sd contains d points that converge to the d roots of p and so that the combined
number of iterations required to reach ε-precision is at most
pi(4d+ 1)2(4d log d+ 1/4)d4 log d+ 4 log 3e×
×dlog2((4d+ 4)/δ) +M + 1e+ d log2 | log2 ε− 5|
=
(
256pid3 log2 d(log d+ | log δ|) + d log2 log ε
)
(1 + o(1))
∈ O (d3 log2 d(log d+ | log δ|) + d log | log ε|)
where M is such that 2M − 1 ≥ R from Proposition 8. If not all roots are δ-
separated, then a subset of these d points finds all those roots that are δ-separated
from all other roots with ε-precision in the given number of iterations.
Recall from the remark after Proposition 8 that R satisfies an explicit bound
for every d, and is universally bounded for all d. In particular, we can use M = 5
for d ≥ 41 and M = 3 for d ≥ 316, and for all but very low values of d the term
log2((4d+ 4)/δ) +M + 1 is dominated by the term log2(4d+ 4).
Proof. For each root αi, there is a point z
(i) ∈ Sd in the central subchannel of the
largest channel of αi, and its orbit is R-central and satisfies dU (z
(i), Np(z
(i))) ≤ τ <
2 log d (Theorem 10). The claim thus follows from Proposition 19 and the remark
thereafter. 
Remark (Expected mutual distance between roots). The results in this section
were under the assumption that all (or at least some) roots were δ-separated for
some δ > 0. If d roots are placed independently and randomly into D (with respect
to planar Lebesgue measure), then the mutual distance between any two roots is
easily seen to be at least O(1/d). Theorem 10 thus applies and yields, for fixed δ,
a number of iterations of at most O(d3 log3 d+ d log | log ε|).
If not the locations of the roots are chosen randomly, but for instance the coef-
ficients, then the roots may no longer be equidistributed with respect to area; they
tend to distribute uniformly along a circle [ET], and the expected mutual distance
is at least O(1/d2). In any case, the relation between coefficients and roots is alge-
braic, so the expected mutual distance δ between roots is bounded by a power law
in d, say δ ≥ 1/dβ with some β ≥ 1, but since our estimates only involve log |δ|,
this still becomes only a constant factor β in the number of iterations.
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Remark (Further improvements). The greatest loss in our estimates is in the
most basic of our estimates, in Lemma 16: if |z − Np(z)| < s, then |z − α| < ds
for some root α. This bound is sharp only if all roots form a single multiple root,
and then indeed the distance to the root is multiplied by (d− 1)/d in each Newton
iteration. If the roots are randomly distributed, then the bound is much better, and
this leads to significant improvements. Refining our methods in this direction, the
following is shown in [BAS]: If the d roots are distributed independently in D and
randomly with respect to Lebesgue measure of D, then the number of iterations for
the same grid Sd as before is at most O(d2 log4 d+d log | log ε|), with high probability.
This improves our bound by a factor of d/ log d and it is optimal except for some
powers of log: if we have d starting points outside of D at radius r0 > e, then the
simple estimate ((d− 1)/d)d ≈ 1/e implies that each of them takes approximately
d iterations to move from any radius r to radius r/e, so the d points together need
O(d2) iterations even to get close to D (and if r0 = eβ with β ∈ [0, 1], then only
a constant factor β is gained). Our universal set of starting points requires us to
place the starting points uniformly outside of D, and under this assumption the
number of iterations is essentially best possible. This remark also applies when the
roots are randomly distributed along a circle, for instance when the coefficients are
independently randomly distributed.
As mentioned in the introduction, the expectations of efficient root finding are
verified in practice [SSt]: all d roots of various polynomials of degrees up to 220 >
106 have been found in between 3d2 and 6d2 iterations by a program based on the
theory described here.
7. Non-Uniformly Separated Roots
If the roots are not uniformly δ-separated, then they may be multiple, and
the local rate of convergence may be linear rather than quadratic. For practical
purposes, multiple roots are the same as simple roots at a distance smaller than the
required precision ε. Our previous estimate on the required number of iterations
scales with δ essentially as O(d3| log δ|): this is of course unbounded, but diverges
slowly as δ → 0; for random distributions of roots (for instance with respect to
Lebesgue measure of the plane) the expected value is finite and of moderate size.
However, there are of course important polynomials with multiple or near-
multiple roots. Thus we will now provide a uniform bound on the required number
of iterations for all polynomials in Pd. We will assume that all roots are simple,
but since we do not assume a lower bound on their mutual distance, the estimates
hold for multiple roots as well, by continuity. The point grid that we will use is the
same as before.
The issue of “clusters of roots” is relevant from many points of view: from
a distance, such clusters look like multiple roots (resulting in slowing down the
Newton dynamics), and only near such a cluster does the dynamics begin to see
the roots separately (in fact, sufficiently far outside any disk containing all roots
of a degree d polynomial, the roots look like a single root of multiplicity d, which
explains the linear convergence with the factor (d−1)/d near∞). For a systematic
study of clusters of roots, as well as further references on this topic, see [GLSY]
(however, in this reference the assumption is made that the number of roots within
any cluster is known ahead of time).
Our estimates will be based on the following stopping criterion.
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Lemma 21 (Worst-case stopping criterion).
If z ∈ Uα, the immediate basin of a root α, then |z − α| < fd|z −Np(z)|, where
fd =
d2(d− 1)
2(2d− 1)
(
2d
d
)
< d24d−1
depends only on d and satisfies log2 fd < 2(d− 1) + 2 log2 d.
Proof. This result is proved in [Sch1, Lemma 5], using an iterated “cluster of roots”
argument. 
The difficulty in this result is the following: if |z−Np(z)| < ε/d, then z is ε-close
to some root α′ by Lemma 16; but even if z ∈ Uα, this does not mean that α′ = α.
Stopping the iteration at z and declaring z as an approximation to a nearby root,
which is necessarily α′, runs the danger that z was the only root guaranteed to
find α, and the algorithm might miss α altogether. The iterated cluster of roots
argument in [Sch1] argues that either α′ = α, or some other roots α′′ must be
reasonably close to z (with constants depending on d). Then either α′′ = α, or a
further root α′′′ must be close, etc. In order to assure that z is indeed ε-close to
the “correct” root α, in the (unlikely) iterated worst case we are led to the factor
fd in Lemma 21.
The following result is the “worst-case” version of Proposition 19.
Proposition 22 (Number of iterations on orbit, worst case).
If (zn) is an R-central orbit in U with dU (z0, z1) ≤ τ and |z0| ≤ R ≤ 2M − 1, then
|zN − α| < ε provided N is at least
pi(4d+ 1)2(2τd+ 1/4)d2τ + 4 log 3e
(
2(d− 1) + log2 d− log2(ε) +M + 1
)
+ log2 | log2 ε− 5|+ 1
=
(
128pid4τ2 + 64pid3τ2| log2 ε|
)
(1 + o(1)) + log2 | log2 ε|
∈ O (d4τ2 + d3 τ2(| log ε|) + log | log ε|) .
Proof. We iterate the orbit (zn) while |zn− zn+1| ≥ ε/fd and |ϕ(zn)| ≥ e1/2− 1. If
at some time |zn − zn+1| < ε/fd, then we can stop by Lemma 21, and if |ϕ(zN )| <
e1/2 − 1, then Lemma 13 (2) applies and only log2 | log2 ε − 5| further iterates are
required until ε-precision is reached.
We now estimate how many iterates are necessary until |zN − zN+1| < ε/fd; we
may suppose that along the way, we always have |ϕ(zn)| > e1/2 − 1.
We will use Corollary 17 for k = −M, 0, 1, 2, . . . ,K, where K is the least integer
such that 1/d2K+1 ≤ ε/fd, i.e., K = dlog2(fd/2dε)e < 2(d−1)+log2 d−log2(2ε)+1.
The number of orbit points in Sk is at most pi(4d + 1)
2(2τd + 1/4)d2τ + 4 log 3e.
For the final value k = K, the total number of points in S∗K with |zn − zn+1| ≥
ε/fd ≥ 1/d2K+1 satisfies the same bound (Proposition 15). Moreover, we have
D2M−1(0) ⊂ S−M ∪ S−M+1 ∪ · · · ∪ SK−2 ∪ · · · ∪ SK−1 ∪ S∗K , so the total number of
iterations with |zn− zn+1| > ε/fd is at most K +M + 1 times the number for each
Sk, and by hypothesis the orbit never leaves the disk DR(0) ⊂ D2M−1(0). 
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Theorem 23 (Worst case number of iterations).
For each degree d, the set Sd constructed in Definition 9 has the following universal
property. If p is any complex polynomial, normalized so that all its roots are in D,
and with simple or multiple roots at arbitrary mutual distances, then there are d
points in Sd that converge to the d roots of p, and so that the combined number of
iterations required to reach ε-precision is at most
pi(4d+ 1)2(2τd+ 1/4)d2τ + 4 log 3e
(
2(d− 1) + log2 d− log2(ε) +M + 1
)
+ d log2 | log ε− 5|+ 1
=
(
512pid4 log2 d+ 256pid3 log2 d| log ε|) (1 + o(1))
∈ O (d4 log2 d+ d3 log2 d| log ε|) .
Proof. It suffices to prove this for the case that all roots are simple; the case of
multiple roots follows by continuity. The set Sd intersects the central subannulus
of the channel with largest modulus of each root in at least one point, so the
corresponding orbits are R-central and all their orbit points z satisfy d(z,Np(z)) <
τ := 2 log d.
By Proposition 22, each of these points needs at most
pi(4d+ 1)2(2τd+ 1/4)d2τ + 4 log 3e
(
2(d− 1) + log2 d− log2(2ε) +M + 2
)
+ log2 | log2 ε− 5|+ 1
iterations to be ε-close to the corresponding root. Since all roots again have to
compete for the area within D, the total number of iterations combined to get ε-
close to all d roots, for one starting point per root, satisfies the same bound, except
that a factor d comes in in the part of the estimate where the roots do not compete
for area, and this is the term with log2 | log2 ε| (which is subordinate to the d | log ε|
term). This proves the claim. 
Remark. We believe that this result in the worst case can be improved at least
by a factor of d: the factor fd in Lemma 21 is exponential in d, and the worst
case leading to this estimate seems very unrealistic. Even though fd enters only
logarithmically, log fd still contributes a factor of d. If fd could be replaced by a
polynomial in d, this would gain a factor of d/ log d. (However, the complexity in
ε really is | log ε|, rather than log | log ε|, in the presence of multiple roots because
Newton’s method at multiple roots converges only linearly, not quadratically).
8. Some Numerical Experiments
In this section we briefly report on some numerical experiments performed jointly
with Robin Stoll. We mentioned earlier one set of experiments, strictly based on
the theory described here, that manages to find all roots of various polynomials
of degree up to a million with complexity between 3d2 and 6d2, confirming our
estimates in practice.
All these are worst case bounds, and the optimality of the results in this man-
uscript is based on these worst case assumptions. Here we present the results of a
“more optimistic” implementation of Newton’s method. We investigate two fam-
ilies of polynomials of degrees 2n with n ≤ 27, i.e. of degrees up to 134 million.
These polynomials were chosen so that they and their derivatives can be evaluated
efficiently by recursion (our focus is on root finding, not on polynomial evaluations):
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for a given quadratic polynomial q, we find the periodic points of period n; these
are roots of the polynomial q◦n(z)− z (where q◦n denotes again the n-th iterate).
Our two families of polynomials correspond to periodic points of q2(z) = z
2+2 and
qi(z) = z
2 + i.
It turns out that for both families (and numerous others), it is quite possible
to find all roots for degrees many millions, and with a guarantee that all roots
were indeed found. No issues about large computing precision were encountered
(all our polynomials have simple roots). Moreover, the required number of Newton
iterations scales with d log2 d or even d log d, and roughly the same applies to the
computing time (on a PC computer of about 2012). The overall outcome is listed
in Tables 1 and 2. The details of these and further experiments are reported in
[SSt, SSt2]. We show them here in order to support our claim that Newton’s method
is a root finding method that has both good theory (as developed in this text and
its subsequent improvements in [BAS]) and that works remarkably well in practice.
In particular, for both families of polynomials all roots could verifiably be found
on a standard PC for degree 134 million in hours, or a few days, of computing
time (on a single core computer; multiple cores would reduce the time almost
linearly). Even for these extremely large degrees, no special arithmetic was required,
nor did the software have to be adapted. It seems that the limiting factor for
the computations are still not numerical issues but RAM memory constraints (for
degree 227 the output file alone required about 9 Gigabytes of memory); quite
possibly the limit can be pushed substantially further by optimizing the software.
It is a noteworthy and perhaps amusing fact that for q◦n2 (z) − z the constant
coefficient has magnitude greater than 22
n
, far greater than can be stored using
any standard arithmetic (for n = 27 this quantity has more than 40 million decimal
digits!, while all roots are clustered within a disk of radius 2 and are thus very
close to each other) — but this caused no problem for the computations at all (our
iterative evaluation of the polynomials does not require the coefficients).
Appendix A. Geometry of Hyperbolic Geodesics
In this appendix, we will prove the claim that the line segments X(t) as in-
troduced in Section 4 are disjoint. We will repeatedly use Ahlfors’ theorem that
every Euclidean disk D ⊂ U is convex with respect to hyperbolic geodesics in U
[J]. Hence for every geodesic γ the set γ ∩D is connected.
Lemma 24 (Euclidean curvature radius).
For every t0 ∈ R, the Euclidean curvature radius of γ at γ(t0) is at least η(t0)/2.
Proof. Let R ∈ (0,∞) be the Euclidean curvature radius of γ at γ(t0) (if R = ∞,
then we have nothing to show). If R < η(t0)/2, then let C be a circle of radius
between R and η(t0)/2 and tangent to γ at γ(t0), and so that for t 6= t0 sufficiently
close to t, the point γ(t) is in the disk bounded by C; call this disk D. But then γ(t0)
disconnects γ∩U in contradiction to Ahlfors’ theorem that disks are hyperbolically
convex. 
Remark. This bound might well be sharp. (Bjo¨rn Gustafsson [GS, Corollary 8.6]
observed that it is sharp for domains U ⊂ C that may contain the point at ∞, and
Edward Crane observed that it is not far from being sharp for domains U = C\R−0 ).
Recall that for a Riemann domain U ⊂ C and a hyperbolic geodesic γ : R → U
parametrized by Euclidean arc length, we defined η(t) as the Euclidean distance
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Periodic points of z2 + 2.
period degree iterations iterations computing
d log2 d time (secs)
12 4 096 756 d 2.52 1
13 8 192 798 d 2.27 3
14 16 384 1053 d 2.58 7
15 32 768 1220 d 2.61 16
16 65 536 1399 d 2.63 37
17 131 072 1585 d 2.64 87
18 262 144 1786 d 2.65 201
19 524 288 1988 d 2.65 462
20 1 048 576 2210 d 2.65 1 058
21 2 097 152 2437 d 2.66 2 407
22 4 194 304 2678 d 2.66 5 453
23 8 388 608 2945 d 2.67 18 520
24 16 777 216 3204 d 2.67 32 401
25 33 554 432 3457 d 2.66 34 500
26 67 108 864 3738 d 2.66 76 698
27 134 217 728 4044 d 2.67 320 567 (89 hours 3 min)
Table 1. Finding periodic points of q2(z) = z
2 + 2. The first
columns show period n and degree d = 2n of q◦n2 (z) − z. The
third column shows the number of Newton iterations required to
find all d roots. The next column shows that the number of iter-
ations seems to converge to 2.67 d log2 d. The final column shows
the computing time on a standard PC computer from about 2012
(single core): this time seems to scale with d log2 d as well (with
some variations).
Periodic points of qi(z) = z
2 + i.
period degree iterations iterations iterations computing time
d log2 d d log d (secs)
12 4 096 318 d 1.06 26.50 1
13 8 192 351 d 1.00 27.00 1
14 16 384 385 d 0.94 27.50 3
15 32 768 418 d 0.89 27.87 7
16 65 536 451 d 0.85 28.19 15
17 131 072 485 d 0.81 28.53 33
18 262 144 518 d 0.77 28.78 71
19 524 288 551 d 0.73 29.00 153
20 1 048 576 585 d 0.70 29.25 332
21 2 097 152 618 d 0.67 29.43 716
22 4 194 304 652 d 0.65 29.64 1 541
23 8 388 608 685 d 0.62 29.78 3 309
24 16 777 216 718 d 0.60 29.92 7 091
25 33 554 432 752 d 0.58 30.08 15 139
26 67 108 864 785 d 0.56 30.19 32 325
27 134 217 728 818 d 0.54 30.30 69 302 (19 h 15 min)
Table 2. The same experiment for periodic points of qi(z) = z
2+
i. This time, the number of Newton iterations seems to scale with
d log d for degrees up to and exceeding 134 million.
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of γ(t) to ∂U , and X(t) as the straight line segment (without endpoints) of length
η(t) with center at γ(t) that intersects γ at γ(t) in a right angle.
Proposition 25. All X(t) are disjoint.
Proof. (0) Suppose X(t0) and X(t1) intersect; without loss of generality, suppose
that η(t0) ≥ η(t1) and t1 > t0. Let D0 be the open disk centered at γ(t0) and
with radius η(t0), and let C1 and C2 be the two circles of radius η(t0)/2 tangent to
γ′(t0); then both circles are tangent (from the inside) to ∂D0, and X(t0) is exactly
the open straight line segment connecting their centers. Let D1 and D2 be the
two open disks bounded by C1 and C2, and let ` be the straight line through their
centers. Without loss of generality, we may assume that X(t0) and X(t1) intersect
within D1.
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γ0(t1) is smaller than that of the circle, then the distance from γ(t1) to
` in the direction of X(t1) is even greater. Therefore, X(t0) and X(t1)
cannot intersect.
D0
D
D1
D2
E
X(t1)
X(t0)
γ`
Figure 1. Illustration of the proof of Proposition 2.
The two disks D1 and D2 are tangent to γ(t) at t = t0,
the set E is the convex hull of D1 and D2. Within E,
the curve γ is a single graph over the horizontal direc-
tion. The disk D (marked by a thin boundary circle) is
a vertical translate of D1 so that γ(t1) ∈ ∂D. The fact
that γ must leave D at γ(t1) forces the slope of γ at t1
to be no larger than the slope of ∂D at that point, and
this tilts X(t1) so that its distance to ` is greater than
the radius of D1.
3. Area per Iteration Step
Let Xβn,k be the restriction of X
β
n to lengths at most 2
−k (i.e., Xβn,k
is the perpendicular line segment to γ(t) of length 2min(βηn(t), 2
−k),
centered at γ(t)). For ` ≤ Tn, let Aβn,k(`) be the area covered by the
Xβn,k along the restriction γn : [0, `]→ C.
Lemma 3 (Area Per Iteration Step).
We have Aβn,k(`) ≥ β`2/(τ + 2k−1`).
Figure 4. Illustration f the proof of Proposition 25. The wo
disks D1 and D2 are tangent to γ(t) at t = t0, the set E is the
convex hull of D1 and D2. Within E, the curve γ is a single
graph over the horizontal direction. The disk D (marked by a thin
boundary circle) is vertical transl e of D1 so that γ(t1) ∈ ∂D.
The fact that γ must leave D at γ(t1) f rces the slope of γ t t1
to be no larger than the slope of ∂D at that point, and this tilts
X(t1) so that its distance to ` is greater than the radius of D1.
(1) First observe that the geodesic γ is disjoint from D1 and D2: if there is some
point γ(t2) ∈ D1, say, then consider the disk D′1 ⊂ D1 so at ∂D′1∩∂D1 = {γ(t0)}
and γ(t2) ∈ ∂D′1. Then D
′
1 ⊂ U and the radius of D′1 is smaller than the radius of
D1, and hence smaller than the radius of curvature of γ at γ(t0) by Lemma 24, so
γ(t) is not in D
′
1 for t near t0, except that γ(t0) ∈ ∂D′1. But γ(t2) ∈ ∂D′1, and this
contradicts Ahlfors’ hyperbolic disks theorem.
(2) Let E be the convex hull of D1 ∪ D2. We claim that γ ∩ E is connected.
Indeed, suppose γ(t2) 6∈ E, but γ(t3) ∈ E, with t0 < t2 < t3, say. Then there is a
disk D′ with radius η(t0)/2 and with center on X(t0), and so that γ(t3) ∈ D′; it
satisfies D
′ ⊂ U . But since γ(t0) ∈ D′, it follows that γ ∩ D′ is not connected, a
contradiction.
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(3) Our next claim is that along γ ∩ E, no tangent vector is perpendicular to
γ′(t0); this means that, if we call the direction of the tangent vector γ′(t0) “horizon-
tal”, then γ∩E is a graph over the horizontal direction. For a proof by contradiction,
suppose there is a t2 > t0, say, with γ(t2) ∈ E and γ′(t2) perpendicular to γ′(t0).
Let D′1 and D
′
2 be the two disks with centers on ` and with radii η(t0)/2 and so
that γ(t2) ∈ ∂D′1 ∩ ∂D′2. Since γ(t2) 6∈ D1 ∪D2, it follows that γ(t0) ∈ D′1 ∩D′2,
and hence that D′i ⊂ E for i = 1, 2. One of the two disks D′1 and D′2 thus has
the property that γ(t2 + ε) ∈ D′i for small ε > 0, but not for small ε < 0. Since
γ(t0) ∈ D′i and t0 < t2 − ε < t2, this contradicts Ahlfors’ theorem once again.
(4) Now consider the point γ(t1) and let D be the unique disk of radius η(t0)/2
with center on ` and so that γ(t1) ∈ ∂D (this leaves two choices, and we take the
disk with center closest to the center of D1). Since γ(t1) 6∈ D1, the center of D
is strictly between the centers of D1 and D2, and hence γ(t0) ∈ D. By Ahlfors’
theorem again, we have γ([t0, t1]) ⊂ D, and γ(t) 6∈ D for t > t1.
Since γ must leave D in the direction of increasing t, the tangent vector γ′(t1)
must either be parallel to the tangent vector of ∂D at γ(t1), or its slope must be
smaller. If they are parallel, then the distance from γ(t1) to ` along X(t1) is exactly
η(t0)/2 (the radius of D), while the length of X(t1) is η(t1)/2 ≤ η(t0)/2 (from the
center point γ(t1) in both directions), so X(t1) cannot intersect X(t0). If the slope
of γ′(t1) is smaller than that of the circle, then the distance from γ(t1) to ` in the
direction of X(t1) is even greater. Therefore, X(t0) and X(t1) cannot intersect. 
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