What determines the activity and lethality of militant groups? To answer this question, a two-step count method disentangles activity and lethality in terms of ideology, capacity, and environmental factors. A first step assesses the determinants of group activity, measured by the number of incidents in which a group was involved. The second step considers the number of fatalities, conditional on the number of incidents.
Introduction

Militant groups
1 have various adverse effects on society. According to Gassebner et al. (2008 , politicians' reelection probabilities and the stability of government cabinets decline in the wake of a militant attack. These same authors show that the effects grow more intense with a greater number of casualties. In relation to traditional economic outcomes, Abadie and Gardeazabal (2003) show that increased levels of activity by ETA, a Basque group, lower regional production in the Basque country; the effect intensifies when ETA activity is particularly high. Similarly, in a comparative study of 187 countries, Llussá and Tavares (2011) show that private consumption and investments decrease in the wake of militant group attacks, especially when more fatalities are associated with the attacks. Without an extensive survey of extant literature, two stylized facts can be derived from a brief review. First, militant group incidents exert negative effects on various economic, political, and societal outcomes. Second, these negative effects are aggravated when the number of fatalities incurred in the course of the incidents increases.
These findings beg a key question: What determines the lethality and activity of militant groups? The determinants of militant group activity on a national level often are well understood (for a survey, see Gassebner and Luechinger 2011) , but analyses of the activity and lethality of individual groups are inconclusive. Empirical literature focused on individual groups usually considers only a handful of related groups (e.g., Paserman 2006, 2008) -with the notable exception of Asal and Rethemeyer's (2008a) investigation regarding which organizational characteristics best predict the number of fatalities that militant groups actually amassed between 1998 and 2005. They find that ideological factors, such as religion, are very strong determinants of lethality, as are capacity factors, such as group size, but environmental factors, such as economic development, matter only marginally. 2 However, their analysis does not differentiate between lethality and activity; groups with a high fatality count may be very active groups but not necessarily highly lethal groups. Consider the examples of ETA and Jaish-e-Mohammed, a Pakistani group. The lethality count for the former reached 52, and that for the latter was 49 between 1998 and 2005. Yet the ETA reached this number of fatalities during the course of 174 incidents, whereas Jaish-eMohammed attained it in only 15 events. Thus, it may be difficult to argue that they are both equally lethal.
Instead, this article seeks to define which organizational characteristics can predict lethality and which are more effective predictors of activity. To this end, I start by classifying militant groups' strategy choices, in terms of ideology, capacity, and environment, in accordance with extant literature. The database for assessing the separate predictors integrates the Big Allied and Dangerous (BAAD) data set constructed by Asal and Rethemeyer (2008a) and the Global Terrorism Database (GTD 2011) . The BAAD contains an elaborate array of militant group characteristics; the GTD contains data about the number of incidents and the number of fatalities during each incident. 3 Therefore, this combined database supports an empirical analysis of the predictors of militant group activity and lethality, using a two-step count methodology: first analyze the determinants of group activity using the number of incidents, then analyze the determinants of group lethality using the number of fatalities, conditional on the number of incidents.
Militant group activity and lethality both are driven by similar factors. However, each factor is a stronger driver of either activity or lethality. For example, ideological factors (e.g., religion) exert a particularly strong effect on lethality but are relatively less strong 2 In a related study, Asal and Rethemeyer (2008b) study the characteristics of militant groups that do not kill. 3 The Appendix reveals that Asal and Rethemeyer's (2008a) main findings can be replicated well using the fatality data from the GTD instead of the BAAD. In addition, because the GTD is updated yearly, it is possible to extend their results, up to 2011.
determinants of activity. A capacity factor such as organizational size affects both lethality and activity positively, yet its impact on activity is twice as great as its impact on lethality. In contrast, economic development, as an indicator of the environment, has a positive impact on activity but a negative one on lethality. The degree of democratization does not affect activity but reveals a non-monotonic impact on lethality.
This research thus contributes to growing literature on the determinants of behaviors of individual militant groups; the results are broadly in line with prior research into militant group activity (e.g., Asal and Rethemeyer 2008a; Piazza 2009 ). However, unlike prior analyses, this investigation teases out the factors that determine whether groups are associated with many fatalities because they engage in many attacks and which factors determine whether groups are truly lethal, in the sense that they cause many fatalities per attack. This differentiation highlights that, for instance, the positive impact of group size on lethality documented by Asal and Rethemeyer (2008a) actually is a positive impact on activity; lethality is much less affected by group size. Finally, this article helps shed light on the complex relationship between the level of democratization and militant group activity (Horowitz and Potter 2013) by highlighting that groups from countries with intermediate levels of democratization are significantly more lethal than groups from either very autocratic or very democratic countries.
Accordingly, this study identifies the types of militant groups that cause the most negative impacts on economic, political, and societal outcomes. By understanding which groups are likely to cause many incidents and/or fatalities, states can better develop counterterrorism strategies to address the most disruptive groups first, which in turn should significantly mitigate the negative impact of militant groups on regional production, private investments, or political stability.
The next section provides a brief overview of literature dealing with the activity and lethality of militant groups. Section 3 describes the data and methods. Section 4 represents the core of the analysis, namely, the two-step procedure used to sequentially analyze the determinants of activity and then lethality. Section 5 concludes and provides directions for future research. As noted previously, the Appendix contains a replication of Asal and Rethemeyer's (2008a) analysis, using the fatality data from GTD instead of BAAD.
Activity versus Lethality: Background
A militant group's choice of strategy represents the outcome of the actions it takes to maximize its objectives. These objectives depend on the group's ideology, though its ability to reach its objectives is constrained by its capacities and the environment in which it operates (Crenshaw 1988) . 4 That is, a group's characteristics reflect its ideology, capacity, and environment; the following sections briefly review how each characteristic might affect a group's lethality and activity. The data sources are detailed in Section 3; Table 1 lists the covariates and summary statistics.
Ideology
The varying ideologies of militant groups suggest five categories, captured using dummy variables. Hoffman (1999) argues that in their desire to maximize their standing with a higher being, religious groups show almost no restraint in their use of violence. Simon and Benjamin (2001) claim that leftist and ethnonationalist show more restraint, because their strategies tend to be premeditated to avoid alienating the general population. Asal and Rethemeyer (2008a) qualify the sharp distinction between religious and other ideologies by suggesting that the choice of strategy depends on whether the group sees the general population as potential converts, such that the impact of ideology on strategy choice may be ambiguous. However, in their empirical analysis, they find that groups that combine ethnonationalist with religious ideology are the most lethal, followed by purely religious groups. Leftist and pure ethnonationalist groups are hardly more lethal than the reference group.
Capacity
The ability of militant groups to pursue a strategy that would maximize their objective depends on their capacities. In contrast with traditional economic agents, militant groups own largely unobserved capacities; there are no periodic reports of their holdings or assets, let alone an overview of the capacities of its leading members. The assessment of the capacity of militant groups thus relies on indirect measures of their strength: the size of the group (0 = fewer than 100 members, 1 = 100 to 1000 members, 2 = 1000 to 10,000, and 3 = more than 10,000 members), the number of groups with which the group is allied, the age of the group 5 To avoid double counting, these groups do not enter the religious or ethnonationalist categories.
(in years divided by ten), whether the group is state sponsored, and whether it controls territory.
For each capacity factor, it is possible to argue that it makes the group stronger, yet it is not clear a priori what impact this strength has on the activity and lethality of militant groups. Stronger groups might benefit because they seemingly could cause havoc if they so chose, but they do not necessarily need to invoke the costs associated with such a strategy.
Alternatively, strong groups might engage in many small incidents with few fatalities, to keep the public aware of their presence. If these strong groups choose to act though, they likely are very effective. These contradicting theoretical predictions are reflected in empirical literature, such that group size and group allies appear to have positive impacts on fatalities, but state sponsorship is associated with fewer fatalities (Asal and Rethemeyer 2008a; Horowitz and Potter 2013).
Environment
In addition to individual capacities, the environment in which a group operates may constrain its ability to execute its strategy. To capture the influence of the environment, this study uses two home country characteristics: the level of democratization and the level of economic development. The former is measured by the POLITY2 indicator, which ranges from -10 (strongly autocratic) to 10 (strongly democratic). The latter is measured by energy consumption per capita (in thousands of metric coal-ton equivalents), a commonly used measure of development.
Both indicators consistently have been linked to militant group activity in countrylevel studies (Gassebner and Luechinger 2011) . Theoretically, a stronger democratic environment should give aggrieved groups more possibilities to express their views nonviolently. However, very autocratic regimes have less restraint in prosecuting militant groups. The relationship between democratization (i.e., civil liberties) and militant-group activity thus may be non-monotonic (Wilson and Piazza 2013) . Finally, the economic environment should affect militant groups' activities by creating (or destroying) outside options for potential members. A weak economic environment also might reduce the government's ability to combat militant groups. Both environmental indicators are set to their beginning-of-sample values for this study.
Synthesis
Overall, no clear-cut empirical or theoretical predictions emerge regarding how ideology, capacity, and environment affect the activity and lethality of militant groups. The following sections therefore present the empirical analysis of these factors, which serves to gauge which covariates determine group activity versus group lethality. The covariates in the analysis are listed in Table 1 ; the next section details their data sources. The covariates used for the current investigation are meant to be representative but not exhaustive indicators for each of the categories.
Data and Methods
Overlap between BAAD and GTD
The database for assessing the separate predictors integrates the Big Allied and Dangerous (BAAD) data set constructed by Asal and Rethemeyer (2008a) Whereas there are 395 militant groups in the BAAD data set, the combined BAAD and GTD data produce a data set with 235 groups. 6 This decline is substantial but less critical, considering that the typical organization excluded is small (i.e., 1.14 mean fatalities compared with 51.93 in the full sample). In addition, one-third (54 of the 160 excluded) are so-called Greek gas guys-groups that typically perform one or two non-lethal arson attacks and then are never heard of again. The two biggest groups missing from the combined sample are Maras Salvatruchas and Tawhid Islamic Brigades with 28 and 34 fatalities, respectively. The former is generally being seen as a street gang and not a militant group. The latter is most likely absorbed being in the larger Tawhid and Jihad group (which is included in the sample) in the GTD. Other smaller organizations drop out for similar reasons.
In light of substantial literature highlighting the discrepancies among various terrorism-related data sources (e.g., Enders et al. 2011) , it is pertinent to note that the fatality counts between the GTD and BAAD differ, yet their correlation is 0.81. 7 The dependent variables and the covariates used for the empirical analysis appear in Table 1 , along with their sample statistics and sources.
For this study, the main advantage of the GTD database is that it records all militant group activity, regardless of whether it resulted in a fatality. Table 2 contains some preliminary evidence that this distinction is not irrelevant, based on rankings of the most active organizations that indicate the number of incidents in which they were involved or the number of fatalities they caused between 1998 and 2005. An organization such as ETA, though very active, was not particularly lethal. In contrast, Al Qa'ida was not particularly active but was exceptionally lethal. Overall, the correlation between the number of incidents (activity) and the number of deadly victims (lethality) is only 0.63.
While the BAAD database was constructed using data from 1998 to 2005, the GTD database is updated annually. Hence, I am able to perform the various analyses for the short period covered in BAAD as well as the extended period up to 2011.
Correlates of War and Polity IV
In addition to the dependent and independent variables taken from the BAAD and GTD, this analysis relies on the 2010 release of Polity IV (Marshall and Jaggers 2003) and the fourth release of the Correlates of War (Singer 1988; Singer et al. 1972 ) data sets. The POLITY2 score indicates the degree of democratization in the home country of the militant group, ranging from -10 (strongly autocratic) to 10 (strongly democratic), so it serves as a good indicator of the political climate of the home country. The Correlates of War data set provides total energy consumption (thousands of coal ton equivalents) and total population size information, which are combined to form a measure of energy consumption per capita to capture the degree of development in the home country.
Empirical Methods
The empirical analysis relies on a count model of the number of incidents and number of fatalities that a militant group caused between 1998 and 2005 or between 1998 and 2011.
Count models have been a mainstay in political economy research ever since King (1988) argued that alternative modeling methods lead to biased, inconsistent, and inefficient results.
A count model assumes that the data generating process does not follow a normal distribution and that a count can never be negative. The data generating process is better captured by a Poisson distribution; a regression based on this distribution outperforms any other empirical model. Ignoring the underlying data generating process and using ordinary least squares, albeit in logarithmic form, would lead to inconsistent predictions, such as negative event counts.
The Poisson regression model relies on the restrictive assumption that the conditional mean and variance of the dependent variable are equal, yet a class of generalized count models (e.g., Trivedi 2005, 2009 ) also can handle overdispersion (i.e., when the variance is greater than the mean). The present analysis therefore uses a count model based on the negative binomial distribution, which estimates the conditional mean and variance separately. 8 In addition, the estimation sample contains multiple militant groups from the same country, so standard errors are clustered on the country level.
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Count models are attractive in that they can be used to analyze processes in two steps.
In this study for example, it is possible to analyze the number of incidents that occur, and then, conditional on the number of incidents, assess how many fatalities ensued, using the number of incidents as a so-called offset. Effectively, the offset includes the number of firststep events as an explanatory variable but forces its coefficient to equal 1. If a group was not involved in any incidents, it automatically is excluded from the second step. Therefore, the two-step procedure differentiates between groups that did not have any fatalities because they did not engage in any incidents and groups that had no fatalities because no one was killed during incidents they initiated.
For the first step of the analysis, where I study the number of incidents I use the number of years a group was active during the sample period as the offset variable. After all, groups that where active for more years are more likely to have engaged in more incidents.
This variable is also taken from the BAAD database. As the BAAD database has not been updated, including this offset necessitates the assumption that groups active between 1998 and 2005 remained active until 2011. This assumption does not materially affect the empirical results as dropping the offset does not alter the inference drawn from the remaining covariates.
10 8 Formal tests of overdispersion indicate that the negative binomial regression model outperforms the Poisson regression model. This is indicated by the fact that the natural logarithm of the dispersion parameter Alpha exhibited in the various estimation tables always differs significantly from zero. 9 All findings for this study are robust to the exclusion of either FARC (most active group) or Al Qa'ida (most lethal group). There are 54 clusters and a cross-check of the sensitivity of the results to the use of classical standard errors instead of clustered standard errors did not lead to any changes in the conclusions. The difference between classical and robust standard errors in various specifications generally is very small, so the "canaries are still alive" (King and Roberts 2012) . These results are available on request. 10 These results are available on request.
From the outset it is important to clarify that the difference between the determinants of activity and lethality found in the empirical analysis below is not because some groups did not engage in any incidents and, hence, were automatically dropped from the lethality specification. Focusing only on groups that engaged in at least one attack during the sample period does not change the conclusions.
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In the exposition of the empirical results, I present the estimated model with all covariates included at once. Selectively excluding covariates from the estimation specification may lead to endogeneity problems due to omitted variable bias, so the results presented next offer the preferred specification. 
Activity versus Lethality: Empirics
The empirical results are presented in Table 3 . In the first column we predict the number of incidents that a militant group was involved in and in the second column we predict the number of victims a militant group generated conditional on its number of incidents. In the third and fourth column we repeat the same exercise but for the extended period up to 2011. The interpretation of the results is relatively straightforward: a positive sign on an estimated coefficient indicates a positive effect, a negative sign a negative effect; the larger the absolute value of the coefficient, the larger the impact on the dependent variable. 13 The main finding indicates that though similar variables drive both activity and lethality, their respective impacts differ substantively.
Ideology
Across ideological groups, the ethnonationalist and leftist classifications had no effect on activity but a positive impact on lethality, of roughly equal sizes. In contrast, religious 11 Not shown but available on request. 12 None of the covariates can credibly be seen as an outcome of the other covariates, so the problem of bad controls appears negligible (Angrist and Pischke 2008) . 13 Formally, the coefficients indicate the logarithm of the ratio of expected counts between successive values of the covariate while keeping the other covariates constant. To interpret the practical significance of the results one could take an exponential transformation of the observed coefficients. However, as that is a monotonic transformation we base our discussion on the raw values of the coefficients.
ideology is a significant predictor of activity and lethality, but its impact on lethality is more than twice as large as its impact on activity, which suggests that religious groups do not necessarily strike more often than others, but when they strike, they tend to be much more lethal. 14 A similar pattern arises for groups that are both ethnonationalist and religious. By comparing the third and fourth with the first and second columns in Table 3 , it is clear that the conclusions regarding ideological factors hold for the extended period too.
Capacity
For the capacity-related factors, larger groups tend to engage in more attacks, which may be simply a mechanical relationship (i.e., bigger groups engage in more incidents because they can mobilize more members). However, the impact of size on lethality is much smaller than its impact on activity. Hence, larger groups may be substantially more active, but they are not much more lethal than small groups. This finding qualifies previous findings of a positive relationship between size and lethality (Asal and Rethemeyer 2008a) ; such results might be due to larger groups' greater activity, not necessarily their lethality. The discrepancy in these findings exists because earlier analyses did not differentiate groups who caused many fatalities by engaging in many attacks and those that caused many fatalities because the relatively fewer attacks in which they engaged were very lethal.
The age of groups does not seem to have an impact on either the activity or the lethality of the groups. That is, the negative impact of organizational age on activity found for the sample from 1998 to 2005 is not robust to the extension of the sample up to 2011.
Organizations that are well connected tend to engage in more attacks, but these attacks are not more lethal. Similar to size, these findings qualify conclusions by Asal and Rethemeyer (2008a) , who find a positive relationship between the number of organizational connections and militant groups' lethality. Their finding might be attributed to higher activity of militant groups; it likely does not imply higher lethality.
14 As noted before, this finding is robust to the exclusion of Al Qa'ida, the most lethal group in the sample.
Groups with territorial control are more active and more lethal, and the impact is greater for the latter than the former measure. This ordering reverses for the extended period of observation though. Finally, groups that receive sponsorship from states are not more lethal or more active than groups that do not rely on state support.
The varying results for the capacity indicators reconfirm that capacity does not have a singular or clear-cut impact on the strategy of militant groups. Some capacity indicators, such as size and connectedness, enhance activity and lethality, but state support has no impact. In addition, each indicator seems to affect activity and lethality to varying extents. Size, in particular, has a much stronger impact on activity than on lethality.
Environment
Energy consumption per capita, as an indicator of economic development, has opposing impacts on activity and lethality. Although groups from more advanced countries tend to be associated with more attacks, the attacks themselves are less lethal than those by groups from less advanced countries. Therefore, groups from richer countries use relatively more violence but are restrictive in the number of fatalities they cause. The opposite effect may also reflect richer countries' better capacities to deal with the threat of militant groups.
Finally, regarding the role of democratization, this study uncovers no effect, in line with findings by Horowitz and Potter (2013) and Asal and Rethemeyer (2008a) . However, a more precise outcome emerges from an analysis that features a non-monotonic relationship, acknowledging that very autocratic regimes can deter militant groups through suppression, while very strong democracies deter them by giving the aggrieved an alternative channel to express their views. In Table 4 , instead of including democratization as a continuous variable, three separate dummy variables indicate the different levels of democratization: very autocratic (POLITY values from -10 to -5), intermediate regimes (-5 to 5), and very democratic (5 to 10). 15 The adjusted estimation results show that democratization does not matter for activity but has a non-monotonic impact on the lethality of militant groups. Groups from countries with intermediate levels of democratization are significantly more lethal than groups from either very autocratic or very democratic countries. This pattern corroborates the recent findings of Wilson and Piazza (2013) , who suggest that the relationship between the strategy of militant groups of democratization of the home country is more complex than usually considered.
Conclusions and Directions for Research
This article reports an investigation of the determinants of the lethality and activity of militant groups active between 1998 and 2005 and for an extended period to 2011. The two-step procedure began by investigating the determinants of a group's activity according to the covariates of the number of incidents in which it was involved. Conditional on the number of incidents, the analysis also determined the covariates to predict each group's lethality by focusing on the number of fatalities accrued through its incidents.
A primary finding reveals that militant group activity and lethality are driven by similar covariates, though each covariate is a stronger driver of either activity or lethality. For example, religious ideology, as a measure of group objectives, predicts group lethality much more powerfully than group activity. Size, as a proxy for group capacity, instead offers a much stronger predictor of group activity than of group lethality. Per-capita energy consumption, as a measure of the environment, is even a positive predictor of group activity but a negative predictor of group lethality.
These results are broadly in line with prior studies (e.g., Asal and Rethemeyer 2008a; Piazza 2009 ). However, in contrast with prior work, this study differentiates between determinants of activity and lethality and thereby is able to highlight that a previously 15 Each of these groups is politically meaningful but also large enough to overcome the problems due to small sample sizes (i.e., 45, 27, and 157, respectively).
reported positive impact of group size on lethality (Asal and Rethemeyer 2008a) actually is a positive impact on activity; lethality is much less affected by group size. This study also helps reveal the complex relationship between the level of democratization and militant group activity (Wilson and Piazza 2013) .
This article highlights which types of groups cause negative impacts on various economic, political, and societal outcomes, including private investments (Llussá and Tavares 2011), regional production (Abadie and Gardeazabal 2003) , and political stability . Understanding which groups are most likely to cause many incidents and/or fatalities facilitates a counterterrorism strategy that seeks to deal with the most disruptive groups first, to significantly mitigate the negative impacts of militant groups on society.
Other questions also might be addressed through the combination of the GTD with the BAAD data set applied herein. For example, researchers could extend Enders et al.'s (2011) methods to investigate the determinants of national versus transnational terrorism. Because the GTD provides such a detailed account of target choice, another research path might consider the organizational drivers that lead groups to pursue weak versus strong targets (Abrahms and Mierau 2013) or conventional versus non-conventional tactics (Bueno de Mesquita 2013). The GTD also records which weapons were used in each attack, so the combined database could elucidate which groups are most likely to engage in a campaign that employs chemical, biological, or nuclear weapons (Asal et al. 2012) . Such analyses might help determine which characteristics lead groups to engage in strategies of violence, with negative effects for an array of economic, political, and societal outcomes.
The current study is mainly empirical in nature; ongoing research into the activity and lethality of militant groups therefore should seek a better understanding of the theoretical mechanisms that underlie the empirical results provided here. This promising area of research might offer insightful theoretical explanations.
Appendix: Replication of Asal and Rethemeyer's (2008a) Study
The core analysis undertaken by Asal and Rethemeyer (AR) relied on the second release of the COW database and the first release of the BAAD data. Therefore, this replication starts with the original specification, using updated versions of the two databases. The sample is limited to the 235 organizations that appear in both the BAAD and the GTD. After substituting the fatality data from the BAAD for fatality data from the GTD, it is possible to extend the original analysis to 2011, because the GTD is updated yearly.
The replication results in Table A1 confirm the results of AR, in that column 1 lists largely the same results obtained from their data. The updates of the COW data led to a notable difference from the original results though, in that energy use per capita is negatively significant, which implies that militant groups from richer countries tend to be less lethal.
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Column 2 offers similar results when the estimation sample includes only those groups that appear in both BAAD and the GTD. Column 3 provides nearly the same results for fatality data provided by the GTD instead of the fatality data that AR used. Finally, Column 4 extends the data set to include fatalities until 2011; again, most of AR's conclusions remain applicable.
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The impact of state sponsorship is the only substantive conclusion that changes with the use of fatality data from the GTD instead of the BAAD. The original analysis by AR indicated a negative impact of state sponsorship on lethality; the current replication indicates a positive impact. However, according to the main results of the current study (see Table 3 ), state sponsorship becomes an irrelevant determinant of both activity and lethality with the more elaborate two-step count method. Table 3 but the POLITY2 score is now measured using three categories instead of a continuous scale. */**/*** Statistical significance at the 10%/5%/1% level. (2008, p. 444) , Column 2 reestimates the model for the militant groups that are both in the GTD and the BAAD data sets, Column 3 re-estimates Column 2 based on the fatality count in the GTD, and column 4 extends the time frame of column 3 to 2011. Alpha is the estimated dispersion parameter, if it is unequal to 0 the negative binomial regression outperforms the Poisson regression. */**/*** Statistical significance at the 10%/5%/1% level.
