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Classical and quantum physics provide fundamentally different predictions about experiments
with separate observers that do not communicate, a phenomenon known as quantum nonlocality.
This insight is a key element of our present understanding of quantum physics, and also enables
a number of information processing protocols with security beyond what is classically attainable.
Relaxing the pivotal assumption of no communication leads to new insights into the nature quantum
correlations, and may enable new applications where security can be established under less strict
assumptions. Here, we study such relaxations where different forms of communication are allowed.
We consider communication of inputs, outputs, and of a message between the parties. Using several
measures, we study how much communication is required for classical models to reproduce quantum
or general no-signalling correlations, as well as how quantum models can be augmented with classical
communication to reproduce no-signalling correlations.
I. INTRODUCTION
As realised by Bell [1], classical and quantum physics
provide fundamentally different predictions about experi-
ments with separate observers that do not communicate.
Measurements on entangled quantum states shared be-
tween the parties can display correlations which are not
captured by any classical description. That is, any de-
scription in which observations are described in terms of
causal relations between classical random variables and
which stipulates that the actions of one party cannot in-
fluence the local observations of other, separate parties.
Such local causal descriptions imply restrictions on the
experimental data – the famous Bell inequalities – which
can be violated if the data is obtained via local measure-
ments by each observer on shared, entangled quantum
states. This phenomenon is known as quantum nonlocal-
ity, or simply nonlocality.
Today, nonlocality forms a cornerstone of our under-
standing of quantum theory [2], and at the same time is
the enabling resource for a number of information pro-
cessing protocols. Nonlocality was demonstrated defini-
tively in several recent experiments [3–5]. This paves the
way for applications in ultra-secure cryptographic proto-
cols [6], communication complexity [7], randomness cer-
tification [8, 9], and amplification [10].
The assumption of no communication is crucial for
nonlocality. Clearly, if arbitrary communication is al-
lowed between the parties, any correlations can be ex-
plained classically, and there is no nonlocality. In the
context of applications, under the assumption of no com-
munication, the observation of nonlocality certifies the
non-classical nature of the data, which is an important
step for establishing security. Given this importance, it is
natural to ask how robust nonlocality is to relaxations of
this assumption. How much communication is required
to restore a classical explanation? Because of the many
possible scenarios with varying numbers of observers and
forms of communication, this question has a very rich
structure and can be tackled from many different com-
plementary perspectives.
Since entanglement is a prerequisite for nonlocality,
one approach is to understand how much communica-
tion is needed to simulate all possible correlations arising
from given entangled states. With two parties, Toner
and Bacon proved that, somewhat unexpectedly, a single
bit of classical communication is enough to simulate all
correlations obtained by dichotomic, projective measure-
ments on a maximally entangled state of qubits [11]. For
maximally entangled states of arbitrary dimension, two
bits of communication are sufficient [12] and necessary
[13] to reproduce all correlations from dichotomic mea-
surements. Multipartite generalizations are also known,
for example for the Greenberger-Horne-Zeilinger states
[14, 15].
Another approach is to focus on correlations arising
from a specific number of measurements with a fixed
number of outcomes, corresponding to a particular set
of Bell inequalities. Simulating the correlations in such
a fixed Bell scenario is less demanding than the simula-
tion of all possible correlations from an entangled state.
Several complementary avenues have been pursued. One
can derive Bell inequalities where a given amount of com-
munication is allowed between the parties [16, 17]. Al-
ternatively, given nonlocal correlations, one may obtain
the minimal average communication necessary to repro-
duce them via classical resources [18]. These results con-
sider that one or more parties communicate information
about their measurement choices via a message of limited
dimension (smaller than the number of measurements,
otherwise the problem is trivial [16]). Other communica-
tion scenarios are also possible, as noted recently [19–21],
where for instance the measurement outcomes are com-
municated. Furthermore, instead of average communica-
tion, different figures of merit may in some cases be more
appropriate. For example, measures of causal influence
[20, 22] or the message entropy [23].
In this paper, our aim is to further develop the frame-
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2work for the study of Bell scenarios with communication.
In particular, we consider four different scenarios: (i) di-
rect causal influence from the measurement choice (in-
put) of one party on the outcome (output) of another,
(ii) direct causal influence from the output of one party
on the output of another, (iii) communication of infor-
mation about the inputs via a message, and (iv) quantum
correlations augmented with limited communication. We
focus on bipartite settings with two observers.
For scenario (i), we extend the results of [20] for the
minimum amount of causal influence required to simulate
given nonlocal correlations. For scenario (ii), we prove
that whenever the number of outputs for one party is at
least as large as the number of inputs, communication of
the outputs is enough to simulate all non-signalling cor-
relations with uniform marginals. We further show that
this is not generally true for non-uniform marginals. For
settings where the number of outputs is smaller than the
number of inputs, we conjecture a general class of Bell in-
equalities which can be violated by quantum mechanics.
In scenario (iii), we obtain a new family of Bell inequali-
ties valid for an arbitrary number of inputs and varying
amounts of communication. Considering fixed numbers
of inputs and outputs, we also compute the minimum
communication entropy required to achieve a given vio-
lation of certain Bell inequalities. Finally, in scenario (iv)
we show how quantum correlations augmented with lim-
ited communication can be used to simulate no-signalling
postquantum correlations.
The paper is organized as follows. In Sec. II we de-
scribe the scenarios we consider and the concepts and
tools used in the rest of the paper. In Secs. III, IV, V,
and VI we analyse scenarios (i), (ii), (iii) and (iv) in de-
tail, respectively. Finally, in Sec. VII we conclude with a
summary and discussion of our results and point out open
questions that we believe deserve further investigation.
II. SCENARIOS, CONCEPTS AND TOOLS
In the following we define the notation and mathemat-
ical tools that we will use, and give a precise description
of the causal models corresponding to the scenarios we
will study. The basic framework we will need is Bayesian
networks and their graphical representation in terms of
directed acyclic graphs (DAGs) [24]. We also define the
notions of classical, quantum and no-signalling correla-
tions, and define measures of relaxations of locality.
A. Causal models and correlations
We focus on bipartite Bell scenarios where two spa-
tially separated parties, Alice and Bob, receive inputs
x, y respectively, and produce outputs a, b. This corre-
sponds e.g. to a situation where Alice and Bob perform
measurements on a shared physical system (such as a
quantum state) with measurement settings x, y and get
FIG. 1. DAGs for the causal models considered in the text.
(a) Local-hidden-variable model for a bipartite Bell scenario.
(b) Communication of one party’s input to the other party
(scenario (i) in the text, CPD). (c) Communication of one
party’s output to the other party (scenario (ii), COD). (d)
Model with a message from one party to the other, possi-
bly containing information about the input (scenario (iii),
MCPD). The amount of communication can be measured by
the entropy of the message.
outcomes a, b. The data from the experiment is encoded
in the conditional probability distribution p(a, b|x, y).
One can attempt to explain a given experiment in
terms of a classical causal model. To do so, random vari-
ables are associated to each of the observed quantities
(A with a etc.). In addition, to explain correlations in
the observed data, common causes in the form of addi-
tional, unobserved variables affecting the observed quan-
tities may be introduced. Fig. 1(a) shows a causal model
for a bipartite Bell scenario without communication in
which correlations in the outputs A, B are mediated by
an unobserved variable Λ. Not all p(a, b|x, y) will be com-
patible with a given model. For example, Fig. 1(a) is
a local hidden variable (LHV) model, and implies that
p(a, b|x, y) must be local.
In general, a causal model can be represented by a
directed acyclic graph (DAG), where each of the nodes
represent random variables and the directed edges con-
necting them signify causal influence. Given a DAG with
variables (V1, . . . , Vn), any probability distribution com-
patible with this DAG can be decomposed as
p(v1, . . . , vn) =
n∏
i=1
p(vi|pai), (1)
where pai stands for the set of graph-theoretical parents
of (nodes with an edge pointing to) the i-th node. De-
composition (1) is equivalent to each variable being inde-
3pendent of all its non-descendants given its parents [24].
Each variable Vi can further be taken to be a determinis-
tic function of its parents and some auxiliary, local noise
term Ui. We then have that vi = fi(pai, ui).
For the LHV model Fig. 1(a), the condition (1) implies
that p(λ, x, y, a, b) = p(λ)p(x)p(y)p(a|x, λ)p(b|y, λ), from
which it follows that
p(a, b|x, y) =
∑
λ
p(λ)p(a|x, λ)p(b|y, λ). (2)
This decomposition is the usual way in which the bi-
partite LHV model is defined. It can be understood
to follow from the assumptions of realism, stating that
measurement outcomes have well-defined values even if
the measurement is not performed, and local causal-
ity, meaning that the local observations of Alice (the
marginal distribution) cannot have a direct causal de-
pendence on any actions or measurement results of Bob
(that is, p(a|x, y, b, λ) = p(a|x, λ)) and vice versa [25].
Bell observed, that measurements on quantum entan-
gled states may be incompatible with any LHV model.
Imposing the same causal structure as in Fig. 1(a) but
replacing the classical variable Λ by a quantum state ρ,
the conditional probabilities are given by the Born rule
p(a, b|x, y) = tr (ρ (Mxa ⊗Myb )) , (3)
where Mxa and M
y
b are measurement operators. For cer-
tain entangled ρ and appropriate measurements, (3) does
not admit any decomposition of the form (2).
Both local (2) and quantum (3) correlations respect no
signalling, which can be defined formally as the condition
p(a|x) =
∑
b
p(a, b|x, y) ∀ y
p(b|y) =
∑
a
p(a, b|x, y) ∀x.
(4)
As pointed out by Popescu and Rohrlich [26], and also
studied by Tsirelson [27], there are no-signalling distri-
butions that have no quantum realisation. Denoting the
sets of distributions p(a, b|x, y) which admit a classical
LHV model (2), a quantum realisation (3), or respect
no-signalling (4) by C, Q, and NS respectively, since any
LHV model can be formulated using a separable quantum
state, and since any quantum realisation respects no sig-
nalling, we then have the strict inclusions C ( Q ( NS.
The main aim of this paper is to investigate how to simu-
late one set of correlations with another by allowing some
communication. Specifically, how much communication
do we have to add to the set of classical correlations C in
order to reproduce points in Q or NS? We also touch
upon the question of how much communication must be
added to Q to simulate NS.
Before moving on, we note that, for finite numbers of
inputs and outputs, C and C augmented by communi-
cation are polytopes, which facilitates testing whether a
given distribution belongs to the sets. To be specific,
consider the LHV model Fig. 1(a) with na, nb inputs for
Alice and Bob, and oa, ob outputs (i.e. x can take na val-
ues etc.). Without loss of generality, a can be taken to be
a deterministic function of x and λ, that is, a = fa(x, λ),
and similarly b = fb(b, λ). Since there are o
na
a functions
mapping x→ a and onbb functions y → b, it is then suffi-
cient to consider onaa o
nb
b values for λ. Each value of λ la-
bels a choice of fa, fb, i.e. a deterministic strategy for the
outputs given the inputs. A distribution is compatible
with the LHV model if and only if it can be decomposed
in terms of these deterministic strategies. Collecting the
probabilities p(a, b|x, y) into a vector ~p, the probabilities
p(Λ = λ) into a vector ~q, and defining a matrix T with
elements δa,fa(x,λ)δb,fb(y,λ), the decomposition becomes
~p = T~q. (5)
Checking the existence of such a decomposition for a
given ~p can be cast as a simple linear program [20, 28].
Alternatively, one can explicitly derive all the corre-
sponding linear constraints. These define a convex poly-
tope with finitely many extremal points corresponding
to the deterministic strategies [29, 30]. The facets of the
polytope are the Bell inequalities.
The no-signalling constraints (4) are also linear and
NS is also a convex polytope. The quantum set Q, on
the other hand, is not a polytope and in general decid-
ing if a given point lies in Q is a much harder problem,
with the best known method consisting of a hierarchy of
semi-definite programs [31]. This is a very active area of
research [32–39] but not the focus of the present paper.
B. Causal models for relaxations of locality
The DAG representation of causal models provides a
straightforward way to devise new scenarios where the
assumption of local causality is explicitly relaxed. The
basic rule consists in allowing arrows from one party to
the other in such a way that no causal loops are gener-
ated. All the causal models that we consider here are
shown in Fig. 1. We can identify three fundamentally
different classes of locality relaxations.
In the first class, the input of one party has some direct
causal influence over the outcomes of the other, as in
Fig. 1(b). This DAG implies the decomposition
p(a, b|x, y) =
∑
λ
p(λ)p(a|x, λ)p(b|x, y, λ). (6)
Following the nomenclature in the literature [21], we will
refer to this sort of models as causal parameter-dependent
(CPD) models. Within this class, we can define one-
way CPD models, corresponding to Fig. 1(b) and the
equivalent with the roles of the parties reversed, and
two-way CPD models, corresponding to Fig. 1(b) with
an additional arrow from Y to A. In the one-way mod-
els, p(b|x, y, λ) 6= p(b|y, λ) or p(a|x, y, λ) 6= p(a|x, λ) but
4not both simultaneously. In the two-way model, causal
parameter independence is broken on both sides.
In the second class of models, the output of one party
has some direct causal influence over the output of the
other, as in Fig. 1(c). This implies
p(a, b|x, y) =
∑
λ
p(λ)p(a|x, λ)p(b|a, y, λ). (7)
We will refer to this class as causal outcome-dependent
(COD) models [21]. Notice that in this case, we can only
define a one-way class, as a two-way class where A→ B
and B → A would define a cycle in the graph where the
variable A or B it is its own cause and therefore cannot
be assigned any causal interpretation. However, in order
to maintain the symmetry between the two parties we
can allow the convex mixture of A → B and B → A,
leading to
p(a, b|x, y) =
∑
λ
p(λ)p(a|x, λ)p(b|a, y, λ)
+
∑
µ
p(µ)p(a|b, x, µ)p(b|y, µ),
(8)
where
∑
λ p(λ) +
∑
µ p(µ) = 1.
In the third class we consider, causal parameter inde-
pendence is relaxed via an intermediate variable repre-
senting a message, as in Fig. 1(d). We will refer to this
model as message causal parameter dependent (MCPD).
Again, both one-way and two-way classes are possible.
Considering e.g. the one-way class M → B, we have
p(a, b|x, y) =
∑
λ,m
p(λ)p(m|x, λ)p(a|x, λ)p(b|m, y, λ), (9)
This class of models allows additional control over what
information is transmitted between the parties, for ex-
ample by bounding the size of the message.
We remark that other classes of causal models are pos-
sible. For models with a message, we could consider
the cases where the message is a function of the out-
put (a message-outcome-dependent model) or of both
the input and output (a message-parameter/outcome-
dependent model). We will refrain from a more detailed
analysis of these scenarios for two main reasons. First,
as we will see, COD models are in many cases already in-
sufficient to reproduce quantum or general no-signalling
correlations. Thus, there is not much reason to consider
the intermediate situation where only partial information
about the outcome is communicated via a message. Sec-
ond, for all the cases we have considered, allowing the
message to depend on both the output and input does
not provide any advantage over the case where it only
depends on the input.
In each model Fig. 1(b)-(d), locality relaxation is
achieved via a new causal link (with respect to Fig. 1(a))
influencing one of the outputs. In principle one could
also consider new causal links influencing the inputs,
e.g. X → Y or A→ Y . However, since we are interested
in simulating no-signalling distributions obtained by lo-
cal measurements on a joint system, p(x, y) = p(x)p(y)
and thus a link of the type X → Y would be irrele-
vant. A link of the type A → Y means that Y can
be correlated with the unobserved variable Λ, implying
some degree of measurement dependence. Measurement-
dependent models are interesting and have also received
lots of attention as a possible way to simulate nonlocal
correlations [20, 40, 41]. However, we will not consider
them here.
C. Quantifying locality relaxations
In the following we introduce measures of the locality
relaxations for the models in Fig. 1.
Direct causal influence.– We start by considering the
CPD model. Though it defines a valid model when the
strength of the causal link X → B is arbitrary, it is
trivial in the sense that the decomposition (6) can re-
produce all no-signalling distributions [16]. To simulate
a distribution in NS via this model one proceed as fol-
lows. Alice and Bob share a distribution p(λ) such that
p(a|x) = ∑λ p(λ)p(a|x, λ) where p(a|x, λ) is determin-
istic. By knowing x and λ, Bob then unambiguously
identifies a. Since any no-signalling distribution can be
rewritten as p(a, b|x, y) = p(b|x, y, a)p(a|x) it can then be
simulated since Bob can locally generate p(b|x, y, a).
The CPD model becomes non-trivial when the strength
of the link X → B is limited. One natural way to de-
fine this strength, widely employed in the field of causal
inference [22, 24], is via the concept of intervention. An
intervention is the act of forcing a given variable Vi to
take on a specific value v′i. We denote it by do(v
′
i). This
erases the original mechanism fi(pai) defining the value
of the random variable and introduces a new mechanism
which sets vi to v
′
i while keeping all other functions fj
for j 6= i unchanged. This changes the decomposition (1)
to [42]
p(v1, . . . , vn|do(v′i)) =
{ ∏n
j 6=i p(vj |paj) if vi = v′i,
0 otherwise.
(10)
With the help of interventions, in [20] the direct causal
influence CX→B from X to B for the model in Fig. 1(b)
was defined as
CX→B = sup
b,y,x,x′
∑
λ
p(λ)|p(b|do(x), y, λ)−p(b|do(x′), y, λ)|.
(11)
It is the maximum shift in the distribution of B caused by
interventions inX, averaged over the unobserved variable
Λ. Similarly, one can define CA→B for the COD model
in Fig. 1(d). This measure is strictly larger than zero for
any underlying causal influence, as opposed to variations
of it, such as the widely used average causal effect that
can be null even in the presence of causal influences [22].
Communication entropy.– For the MCPD model, we
will focus on the average communication needed to sim-
5ulate a given distribution (other measures can be con-
sidered and we refer the reader to [18] for a detailed
discussion). We can categorize each of the determinis-
tic strategies in (9) according to the total number of bits
required for the messages. For example, a strategy such
that p(m|x, λ) = δm,0 requires 0 bits of information while
p(m|x, λ) = δm,x (with x = 0, . . . , na−1) requires a mes-
sage with log2 na bits. Given ~p compatible with (9), the
average communication C(~p) required is given by
C(~p) =
∑
λ
p(λ)mλ, (12)
where mλ is the number of bits required by the fixed
strategy λ.
Another option is the Shannon entropy of the message
[23], which is closely related to, but different from, the
average communication and which, to our knowledge, has
not yet been considered. Given a distribution ~p that can
be simulated by the model (9), the entropy of the message
is given by H(M) = −∑m p(m) log2 p(m).
The computation of each of the measures above can
be formulated in terms of linear programs. For the min-
imisation of the measures CA→B , and CX→B for given
observed data, or a given Bell inequality violation, this
was shown in [20] (and accompanying supplementary in-
formation). The minimisation problem for the commu-
nication entropy was discussed in the supplementary in-
formation of [23]. The observed distribution p(a, b|x, y)
implies restrictions on the distribution p(m) of the mes-
sage, again defining a polytope. Because of convexity of
the entropy, it is only necessary to consider the extremal
points of this polytope, which considerably reduces the
computational complexity. The general method for find-
ing the polytope is given in [23] and requires running a
sequence of linear programs.
Finally, we note that rather than computing the min-
imal relaxation of locality (according to some measure)
required to simulate a given distribution, we may be in-
terested in fixing a certain communication scenario and
derive the corresponding Bell inequalities [16, 17, 20].
As detailed above, the CPD model can simulate all no-
signalling correlations and thus no Bell inequalities in
this scenario will be violated without signalling. The sit-
uation, however, is different for the COD and MCPD
models.
III. COMMUNICATION OF INPUTS
In the supplementary information of [20], it was shown
that for the CPD model Fig. 1(b) with two inputs and
two outputs per party, one has
min CX→B = max [ICHSH , 0] (13)
where
ICHSH =p(00|00) + p(00|01) + p(00|10) (14)
−p(00|11)− pA(0|0)− pB(0|0) ≤ 0,
FIG. 2. The value of min CX→B as function of the I3322 value.
The black dashed curve is for the case where the full probabil-
ity distribution (16) is taken into account. The red solid curve
is for the case where only the value of I3322, non-signalling,
and normalization constraints are imposed. As opposed to
the CHSH scenario, fixing the I3322 value gives only a lower
bound on the minimum causal influence required to explain
given nonlocal correlations.
is an equivalent form of the famous Clauser-Horne-
Shimony-Holt (CHSH) Bell inequality [43].
Given this causal interpretation of the CHSH inequal-
ity, one can wonder whether similar results hold for other
Bell inequalities, e.g. the inequality I3322 for a scenario
with three inputs and two outputs per party given by [44]
I3322 = p(00|00) + p(00|01) + p(00|02) + p(00|10)
+ p(00|11)− p(00|12) + p(00|20)− p(00|21)
− 2pA(0|0)− pA(0|1)− pB(0|0) ≤ 0. (15)
It turns out, as we now show, that the I3322 inequal-
ity only provides a lower bound on the value of CX→B
required for simulating nonlocal distributions. This is
illustrated in Fig. 2. We consider the particular distribu-
tion
p(a, b|x, y) = vpPR + (1− v)pW, (16)
where
pPR (a, b|x, y) =
 1/2 if a+ b = 1 mod 2, x+ y = 3,1/2 if a+ b = 0 mod 2, x+ y 6= 3,0 otherwise,
(17)
corresponds to a generalization of the Popescu-Rohrlich
(PR) box [26] and maximally violates the I3322-inequality
(achieving I3322 = 1), and
pW (a, b|x, y) = 1/4 (18)
denotes the uniform distribution (for which I3322 = −1).
The distribution (16) gives I3322 = 2v − 1. We numer-
ically see that, taking into account the full probability
distribution,
CX→B = max [0, (2v − 1)/2] = max [0, I3322/2] . (19)
6However, if we instead only impose a fixed value of I3322
(plus no-signalling and normalization constraints) we get
min CX→B =
 0 I3322 ≤ 0,(2/5) ∗ I3322 0 ≤ I3322 ≤ 0.714,(1/4) ∗ (3I3322 − 1) 0.714 ≤ I3322 ≤ 1.
(20)
This shows that the requirements to simulate different
distributions achieving the same value of I3322 may be
quite different. Moreover, this result highlights another
nice aspect of the framework of [20]. Unlike the results
in [40, 45–50], it can take into account the full proba-
bility distribution, not just the value of a specific Bell
inequality.
IV. COMMUNICATION OF OUTPUTS
Similarly to the case of communication of inputs, for
communication of outputs as in Fig. 1(c), it has been
proven that [20]
min CA→B = max [0, ICHSH ] . (21)
This implies that such a model (where one party commu-
nicates the output) is capable of simulating any nonlocal
distribution in the CHSH scenario.
Interestingly however, in a scenario with three inputs
and two outputs per party, COD models are not enough
to reproduce nonlocal correlations [20]. One of the in-
equalities characterizing the model (7), corresponding to
Fig. 1(c), is given by
IA→B =〈A0B0〉 − 〈A0B2〉 − 〈A1B1〉 (22)
+〈A1B2〉 − 〈A2B0〉+ 〈A2B1〉 ≤ 4,
where
〈AxBy〉
∑
a,b
(−1)a+bp(a, b|x, y). (23)
This inequality is invariant under party permutations,
meaning that the same inequality remains valid if we re-
place A→ B by B → A or consider convex combinations
of the two. The inequality (22) can be violated by local
measurements on quantum states. This shows that re-
laxing some of the assumptions in Bell’s theorem is not
necessarily enough to causally explain quantum correla-
tions, a result that has recently been put to experimental
test [21].
A. Generalization to more inputs
We note that, because of the locality relaxation, not
all inequalities that are equivalent in an LHV scenario
will also be equivalent for COD models. In particular, in
an LHV scenario, inequality (22) is equivalent (up to re-
labellings of parties, inputs, and outputs) to the chained
Bell inequality proposed in [51] which, in its canonical
form, is given by
IChained =〈A0B0〉 − 〈A0B2〉+ 〈A1B0〉 (24)
+〈A1B1〉+ 〈A2B1〉+ 〈A2B2〉 ≤ 4,
However, this canonical form does not define a valid in-
equality for Fig. 1(c). In fact, the COD model A → B
can violate (24) up to its algebraic maximum, using the
following strategy. Alice uses a protocol where if x = 1, 2
she outputs a = 0 and if x = 0 she outputs a = 1.
Bob uses a protocol where if a = 0 then b = 0, if
a = 1 and y = 0 then b = 1 and if a = 1 and y = 2
then b = 0. This way we get 6 for the left-hand-side of
(24).
In order to turn (24) into (22) we need to apply the
following transformations: A0 → −A0, A2 → −A2,
B1 → −B1, B0 ↔ B2. With this relabelling, any proto-
col of the type above will cease to work, and the inequal-
ity becomes valid for the COD model. For a qualitative
understanding of the reason, consider that Alice applies
the strategy above on her side. Bob can still make the
term 〈A0B0〉−〈A0B2〉+ 〈A1B2〉−〈A2B0〉 equal to 4 but
now, because the variable a cannot distinguish between
x = 1 and x = 2, the term −〈A1B1〉+〈A2B1〉 will always
be equal to 0. Roughly speaking, the symmetry transfor-
mations cannot be matched by the arrow A→ B.
Since the chained Bell inequality (24) can be defined
for an arbitrary number of inputs, these results naturally
lead to the question whether some of its symmetries de-
fine valid inequalities for the COD model Fig. 1(c) with
any number of inputs. In order to tackle this question,
for varying numbers of inputs we have generated all the
symmetries of the chained inequality as well as all the
vertices of the polytope corresponding to Fig. 1(c) (the
deterministic strategies). Evaluating the inequalities over
all vertices, we check whether they can be violated by the
COD model. For even numbers of inputs (up to 8), we
find that all symmetries can be violated. However, for
3,5,7, and 9 inputs, we find that the following inequality
can be made valid for the COD model
[a1 − b1] + [b1 − a2] + [a2 − b2] + · · ·+ [an − bn]
+[bn − a1 − 1] ≥ 1. (25)
Here, we follow the notation of [2] where [ax − by] =∑1
j=0 jp(a − b = jmod 2|x, y), and a, b ∈ {0, 1} and
x, y ∈ {1, . . . , n}. For the inequality to hold for the COD
model, Alice’s outputs must be relabelled for every sec-
ond input. That is a = 0 ↔ a = 1 for even x. With
this relabelling, we conjecture that (25) holds for any
odd number of inputs. Since this inequalities can be vi-
olated by local measurements on entangled states, this
generalizes the result in [20] and shows that COD mod-
els are insufficient to reproduce quantum correlations for
a larger number of inputs as well.
Notice that we have restricted our attention to the case
of binary outcomes. Understanding the validity of gen-
eralizations of the chained inequality for more outcomes
[52] is another interesting open question.
7B. More outputs than inputs
As noted above, communication of the input (see
Fig. 1(b)) is sufficient to reproduce any no-signalling dis-
tribution. When the number of outputs of Alice is equal
to or larger than the number of inputs, one might then in-
tuitively expect that the COD model Fig. 1(c) can also re-
produce any no-signalling distribution, because the out-
put space is large enough to encode Alice’s input and thus
communicate it to Bob. However, if a given distribution
must reproduced, Alice’s output cannot be chosen com-
pletely freely, and thus it is not a priory clear whether
this intuition holds. In the following we prove that it
holds for a restricted class of scenarios, and demonstrate
that it is, however, not generally valid.
1. Uniform marginals
We first consider scenarios with n inputs and o outputs
for Alice, and distributions with uniform marginals, that
is p(a|x) = 1/o for all a and x. If o ≥ n, then there
exist injective functions from the set of inputs to the set
of outputs. We let λ label all such injective functions fλ.
There are o!/(o − n)! of them. Since Alice’s marginal is
uniform, we can then write
1
o
= p(a|x) = (o− n)!
o!
∑
λ
δa,fλ(x). (26)
One can see that the equality holds because, for fixed x
and a, there are (o− 1)!/(o−n)! injective functions such
that fλ(x) = a. The distribution can now be simulated
as follows. Alice and Bob share λ which is uniformly
random. Alice outputs a = fλ(x) and communicates a
to Bob. From the pair (a, λ), the input x is uniquely
determined and hence known to Bob. Bob now outputs
b according to p(b|a, x, y) = p(a, b|x, y)/p(a|x), which he
can do locally (note that any local randomness needed
by Bob can be absorbed in λ). The resulting statistics
correctly reproduces p(a, b|x, y) as desired.
Next, we note that the argument can also be adapted
to the case where certain values of a never occur (for
any x). If the number of outcomes that do occur k is
still large enough, k ≥ n, and the distribution is uniform
on the outcomes that do occur, then we can replace 1/o
above by 1/k and restrict λ to injective functions from x
into the set of outcomes with non-zero probability.
Finally, we note that, for the model Fig. 1(c) to repro-
duce all no-signalling distributions in a given scenario,
it is necessary and sufficient that it can reproduce each
of the vertices of the no-signalling polytope. Since the
model allows for shared randomness, any convex combi-
nation of reproducible distributions is also reproducible.
Any local vertex can be trivially reproduced, so it is suf-
ficient to look at the nonlocal vertices.
In [53], the authors identify all the nonlocal no-
signalling vertices for bipartite scenarios with binary in-
puts and any number of outputs. These are exactly of
x\y 0 1
a\b 0 1 2 0 1
0
0 0 0 0 0 0
1 0 0 0 0 0
2 0 1
2
1
2
1
2
1
2
1
0 0 0 0 0 0
1 0 0 1
2
0 1
2
2 0 1
2
0 1
2
0
2
0 0 0 0 0 0
1 0 0 1
2
1
2
0
2 0 1
2
0 0 1
2
TABLE I. A no-signalling vertex of the scenario [(333)(32)]
which cannot be reproduced by the model Fig. 1(d). The
table entries are p(a, b|x, y).
the form where some outputs never occur independent of
x (but at least two do) and Alice’s marginal is uniform
on outputs with non-zero probability (see [53] Eq. (12)).
Hence, it follows that the COD model Fig. 1(c) repro-
duces all no-signalling distributions in these scenarios.
2. Non-uniform marginals
For non-uniform marginals it is not generally possible
to reconstruct all no-signalling distributions, even when
the output space is larger than the input space and all
outputs occur with non-zero probability.
This can be seen because the no-signalling polytope
of a scenario with at least as many outputs as inputs
may contain vertices that are effectively lifted from lower
scenarios with less inputs than outputs and which cannot
be reproduced by the COD model. Such vertices will
have an output from Alice which never occurs (so that
the effective number of outputs is less than the number of
inputs). However, by mixing them with uniform noise,
one can construct distributions where all outputs have
non-zero probability but which are still not reproducible
within the model.
We give an explicit example for the sce-
nario [(333)(32)] (using the standard notation
[(oA1 , . . . , o
A
nA)(o
B
1 , . . . , o
B
nB )], where there o
A
i , o
B
i
are the number of outcomes for each input of Alice and
Bob respectively). Using the polytope software PORTA,
we find all the vertices of the no-signalling polytope
in this scenario, and using linear programming we can
then check for each vertex if it can be reproduced by the
model Fig. 1(d). Table I shows a vertex which cannot be
reproduced. We see that the outcome ’0’ for Alice never
occurs. One can check that, ignoring this outcome, the
vertex is also valid for the scenario [(222)(32)] where
indeed we would not expect it to be reproducible.
More interestingly, we also find that the vertex remains
impossible to reproduce when mixed with noise. Denot-
ing the vertex in Table I pvtx and the uniform distribution
pid(a, b|x, y) = 1/(oAx oBy ), we find that the distribution
(1− )pvtx + pid cannot be reproduced for any  . 0.39.
8Thus it is not sufficient in general to have at least as
many outputs as inputs to reproduce all no-signalling
distributions. For a number of scenarios though, all the
no-signalling vertices can be reproduced by the model
Fig. 1(c). In particular, we have tested that this is the
case for the scenarios [(2 2)(3 3)], [(2 2)(2 2 2)], [(3 2)(2
2 2)], [(2 2)(3 3 3)], and [(3 2)(3 3 3)].
V. COMMUNICATION OF A MESSAGE
Here we consider scenarios with communication of a
message as in Fig. 1(d), where the amount of communi-
cation may be limited.
A. New inequalities
In Ref. [16], all the Bell inequalities constraining the
scenario with binary inputs and outputs, and at most
one bit of communication, were derived. In Ref. [17] this
was generalised to allow three inputs for one of the par-
ties. These results relied on the computational character-
ization of the associated polytopes. However, given the
exponential increase in complexity with the number of
inputs, this is not viable for more complicated scenarios.
In order to circumvent this problem and get constraints
also for the case of three inputs for both parties, Ref. [16]
considered the set of Bell inequalities with full correlators
only. That is, instead of considering the full probabil-
ity distribution p(a, b|x, y) one restricts attention to con-
straints on the level of 〈AxBy〉 =
∑
a,b(−1)a+bp(a, b|x, y)
(where a, b ∈ {0, 1}). In this case, one gets two inequiv-
alent classes of inequalities, one of them given by∑
x,y=0,1,2
Mx,y 〈AxBy〉 ≤ 1, (27)
with the coefficients Mx,y defined by the matrix
M =
1
6
 1 1 11 1 −1
1 −1 0
 . (28)
This inequality cannot be violated by quantum mechan-
ics but the left-hand side of it can reach the value of
8 for general non-signalling correlations. Unfortunately,
however, even considering such simplifications one can-
not move beyond the known cases in this computational
approach. Instead, we sketch an analytical derivation for
the generalization of (27).
We start considering the generalization for the case of
n inputs and binary message. In this case, the analogue
of (27) holds with
Mn2 =
1
3 + n(n− 1)/2

1 1 · · · 1 1 1
1 1 · · · 1 1 -1
1 1 · · · 1 -1 0
...
...
...
. . .
...
...
1 -1 0 · · · 0 0
 . (29)
Note that the maximum algebraic value we can achieve
in each row equals n for the first and second rows and
n− i for each i’th remaining row.
The reason for the factor 13+n(n−1)/2 is simple. There
are n possible inputs but we can send a message with
two symbols only. Let’s say we send m = 0 if x = 0 and
m = 1 otherwise. In this case, Bob knows whenever x = 0
but nothing else. If he receives the message m = 0 he
generates outcomes such that he is maximally correlated
with Alice, that is, 〈A0Bj〉 = 1 (the first row in the
matrix). But if m = 1 he does not know Alice’s input.
The best he can do is to maximize one of the rows in
the matrix (it does not matter which one). For example,
he can generate the maximum score for the second row.
Thus, with a two-symbol message he can score 2n in the
first two rows. In the remaining rows he uses the same
strategy as in the second row and thus scores
∑n−3
i=0 (n−
i− 3). So in total he scores 3 +n(n− 1)/2 which lead us
to the bound.
The same idea holds if we consider a message with
more symbols. For general message dimension d we can
get perfect score in the first d rows. In the remaining
rows we score
∑n−d−1
i=0 (n − i − d − 1) and the bound
in this case is given by (n(n − 1) + d + d2)/2. That is,
the general inequality for n inputs and a message with d
symbols is given by the analogue of (27) holds with
Mnd =
1
(n(n− 1) + d+ d2)/2

1 1 · · · 1 1 1
1 1 · · · 1 1 -1
1 1 · · · 1 -1 0
...
...
...
. . .
...
...
1 -1 0 · · · 0 0
 .
(30)
B. Quantifying the entropy of the message
Rather than deriving inequalities for the scenario
Fig. 1(d), we now ask how much communication is re-
quired to reproduce a given value of a known Bell inequal-
ity for the LHV scenario Fig. 1(a). Specifically, we quan-
tify the minimal entropy H(m) of the message required
for this model to explain the observations. In Ref. [20]
this question was addressed in the simplest case of binary
inputs and outputs, and a binary message. It was found
that the minimum Shannon entropy of the message was
exactly equal to the binary entropy of the CHSH viola-
tion, minH(m) = max[h(ICHSH), 0] (for an appropriate
formulation of CHSH). The derivation of this result was
particular to a binary message and could not easily be
extended. Here, we adopt methods from Ref. [23], which
allow us to treat larger message alphabets as well as more
inputs and outputs. We recover the result for the CHSH
scenario, and treat scenarios with more inputs and out-
puts as well.
Specifically, we test scenarios with 2 inputs, 2 outputs,
with 3 inputs, 2 outputs, and with 2 inputs, 3 ouputs,
9FIG. 3. Minimal message entropy vs. Bell parameter value. Blue, solid curves are computed by minimising the entropy via
linear programming, for message dimensions d = 2, 3, 4. Black, dashed curves are analytical functions of the Bell parameter.
The message dimension required to reach different regions are indicated. (a) CHSH. The dashed curve is h(ICHSH). (b) I3322.
The dashed curve is h(I3322) for I3322 ≤ 2/3 and (2/3)h(3I3322/2− 1) + h(1/3) for I3322 > 2/3. (c) I2233. The dashed curve is
h(3I2233/4).
corresponding to the Bell inequalities CHSH, I3322, and
I2233 respectively [44]. In each case for message dimen-
sions up to d = 4. We use the following form of the
inequalities, and we impose no-signalling
ICHSH =− p(00|00) + p(00|01) + p(00|10)
− p(00|11)− p(01|00)− p(10|00) ≤ 0, (31)
I3322 =− 2p(00|00) + p(00|02) + p(00|10)
+ p(00|11)− p(00|12) + p(00|20)
− p(00|21)− p(01|00)− 2p(10|00)
− p(10|01) ≤ 0, (32)
I2233 =− p(00|00)− p(01|00) + p(01|01)
+ p(01|10)− p(01|11)− p(02|00)
− p(10|00) + p(10|01) + p(10|10)
− p(10|11)− 2p(11|00) + p(11|01)
+ p(11|10)− p(11|11)− p(12|00)
− p(20|00)− p(21|00) ≤ 0. (33)
The results are shown in Fig. 3. We plot the minimal
message entropy vs. the Bell parameter value. For CHSH
we find that
minH(m) = h(ICHSH) (34)
for any dimension of the message (d = 2, 3, 4).
For I3322 we find that for a violation up to I3322 = 2/3,
which can be reached with d = 2 one has
minH(m) = h(I3322/2), (35)
while in the region from 2/3 to 1 (the no-signalling
bound), which can be reached with d = 3, one has a
different relation
minH(m) =
2
3
h(
3
2
I3322 − 1) + h(1
3
). (36)
In the region reachable by d = 2, increasing the message
dimension to 3 or 4 brings no advantage. Similarly, in
the region reachable by d = 3, increasing to 4 brings no
advantage.
For I2233 a maximal violation of I2233 = 2/3, which is
the no-signalling bound, can be reached for d = 2, 3, 4.
We find the relation
minH(m) = h(
3
4
I2233). (37)
Again, increasing the message dimension beyond 2 brings
no advantage.
VI. AUGMENTING QUANTUM MECHANICS
WITH COMMUNICATION
In the previous sections we have considered how com-
munication can be used to simulate nonlocal correlations
via classical models. A related question is how commu-
nication can be used together with quantum correlations
in order to achieve even stronger correlations, a scenario
that can be analyzed from two complementary perspec-
tives.
First, from a causal perspective, Bell’s theorem can be
understood as comparing the classical and quantum de-
scriptions when imposing a given causal structure on an
experiment. In the usual Bell scenario, because there is
no communication between the parties (enforced e.g. by
space-like separation), all their correlations must be me-
diated by a common source (a classical hidden variable
or an entangled quantum state). In this new scenario,
again we are interested in comparing classical and quan-
tum resources, the difference being that now we augment
the underlying (classical or quantum) causal models with
some limited amount of communication.
Second, it is interesting to understand how much com-
munication we have to add to quantum correlations
in order to be able to reproduce general no-signalling
(postquantum) correlations.
We discuss a particular case of this general question,
focusing on a scenario with three inputs and binary out-
puts. In this case, we have seen that classical models with
one bit of communication are bounded by the inequality
given by
〈A0B0〉+ 〈A0B1〉+ 〈A0B2〉+ 〈A1B0〉 (38)
+ 〈A1B1〉 − 〈A1B2〉+ 〈A2B0〉 − 〈A2B1〉 ≤ 6
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Quantum correlations (obtained by local measurements
and no communication) are bounded by the same in-
equality. However, more general no-signalling correla-
tions can violate the inequality, showing that, at least
for classical models, one bit of communication is not
enough to simulate all nonlocal correlations in this sce-
nario. However, as we show next, if we augment quantum
correlations with (limited) communication, then inequal-
ity (38) can also be violated by proper local measure-
ments on a entangled state.
The protocol proceed as follows. Alice and Bob share a
maximally entangled state |Ψ+〉 = (|00〉+ |11〉)/√2) and
Alice performs local measurements given by A0 = A1 =
Z, A2 = X (where X and Z are the Pauli operators). If
Alice receives x = 0, she sends a message m = 0, if x = 1
or x = 2 she sendsm = 1. If we assume that all the inputs
are equally likely, the message has less than one bit of in-
formation, since H(m) ≈ 0.92. Notice that (38) includes
the terms 〈A1B0〉+ 〈A1B1〉+ 〈A2B0〉−〈A2B1〉−〈A1B2〉
corresponding to the CHSH operator plus one extra
term (−〈A1B2〉). If Bob receives m = 1, he measures
B0 = (Z + X)/
√
2, B1 = (Z − X)/
√
2 and B2 = −Z
achieving 2
√
2 + 1 for this combination of 5 terms. For
m = 0, Bob measures B0 = B1 = B2 = Z achieving
the maximal possible value of 3 for the remaining terms
〈A0B0〉+ 〈A0B1〉+ 〈A0B2〉 appearing in (38). This way,
with less than one bit of communication we achieve the
value of 4 + 2
√
2, violating the inequality.
VII. DISCUSSION AND OUTLOOK
In this paper we have studied Bell scenarios where the
locality assumption is relaxed to allow for some amount
of communication. We have considered sets of correla-
tions C, Q, and NS which can be obtained from classical
causal models, quantum causal models, and general no-
signalling models respectively, and we have asked how
much communication one needs to add to C in order to
reproduce points in Q or NS? Focusing on bipartite sce-
narios, we have considered communication of inputs, of
outputs, and of a message, and have derived several gen-
eralizations of previous results and analysed new models
and measures of locality relaxations.
For communication of inputs, we demonstrated that in
general, fixing a given Bell inequality value provides only
a lower bound on the minimal causal influence required
to simulate no-signalling correlations.
For communication of outputs, we identified a fam-
ily of inequalities bounding the set of classical correla-
tions simulatable with communication for varying num-
ber of inputs. We further considered scenarios with at
least as many outputs as inputs. For two inputs and
two outputs, all no-signalling correlations can be simu-
lated. One might think this could be a general feature
since with more outputs than inputs it is in principle
possible to encode the inputs in the outputs, and we
know that (unrestricted) communication of the inputs
enable simulation of all no-signalling correlations. We
have demonstrated that this intuition holds true in the
case where the marginals are uniform. However, perhaps
surprisingly, we also have found that it does not gen-
erally hold for non-uniform marginals. We note that a
non-loophole-free experimental test with communication
of outcomes was recently implemented [21]. New inequal-
ities in this setting (with more inputs and outputs) could
potentially lead to relaxed detection efficiency thresholds
for loophole-free tests. Further insight in this setting
may also lead to stronger cryptographic protocols where
an eavesdropper would be allowed some access to the
parties outcomes.
For communication of a message, we identified another
family of full-correlator inequalities for arbitrary number
of inputs bounding the set of classical correlations sim-
ulatable with a binary message. We also found simple
relations between the minimal message entropy required
for simulation, the the values of the CHSH, I3322, and
I2233 Bell inequalities.
Finally, we introduced a new kind of scenario, asking
how much communication must be added to Q to sim-
ulate NS. That is, augmenting quantum correlations
with classical communication. We believe that this kind
of scenarios are interesting for several reasons. Bell sce-
narios with some sort of communication play an impor-
tant role in communication complexity problems [7] and
this scenario may lead to useful generalizations. Com-
munication also plays an important role in information-
theoretic principles for quantum correlations, such as the
celebrated information causality [33]. Thus, understand-
ing how much communication we have to add to quantum
mechanics in order to achieve stronger, post-quantum
correlations could lead to new insights into the nature
of quantum correlations themselves.
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