Abstract. We consider two independent lattice harmonic crystals in dimension d ≥ 3 constrained to live in the upper half plane and to lie one above the other in a large region. We identify the leading order asymptotics of this model, both from the point of view of probability estimates and of pathwise behavior: this gives a rather complete picture of the phenomenon via a detailed analysis of the underlying entropy-energy competition. From the technical viewpoint, with respect to earlier work on sharp constants for harmonic entropic repulsion, this model is lacking certain monotonicity properties and the main tool that allows to overcome this difficulty is the comparison with suitable rough substrate models.
It is well know that under these conditions the walk is transient and the Green function is finite. Let us recall (notationally) different expressions of the Green function:
where we introduce the notation P x (E x ) for the law (the expectation) of X when X 0 = x. Moreover ∆ Q = Q − 1l. Given Q, we introduce an alternative to the Euclidean norm on R d : for r ∈ R d
We associate to Q the symmetric d × d matrix M Q defined by requiring |r| 2 Q = (r, M Q r) for every r. Of course, M Q is invertible.
We work with two independent harmonic crystals: ϕ = {ϕ x } x and ψ = {ψ x } x . The covariance of ϕ will be denoted by G 1 (·, ·) and it is proportional to the Green function of a random walk 1 with transition probability Q 1 . The quantities referring to ψ will have instead the subscript 2. We may choose to represent (ϕ, ψ) on Ω = R d × R d : R is equipped with the standard Euclidean topology, Ω is equipped with the product topology and the σ-algebra that we choose for R and Ω, unless otherwise stated, is the Borel one, denoted as B(R) and B(Ω). On (Ω, B(Ω)) the probability measure will be simply denoted by P (E for the expectation). In particular P = P 1 ⊗ P 2 .
We define the event The equivalence between the two formulas for the capacity in (1.5) can be found for example in [3] and for the existence of the limit in (1.7) we refer to [12] . Set moreover G i = G i (0, 0).
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Normally it would be of course more natural to define the i-capacity of D without the χ −1 i factor. We made the choice of introducing this factor in order to keep several formulas, starting already with (1.8) just below, uniform with analogous formulas appearing in related works and because the i-capacity, as we define it, appears naturally in evaluating the lowest energy cost for translating ϕ or ψ in D N .
Theorem 1.1. The following two results hold:
(1) The Laplace asymptotics of the probability of P(Ω + N ) is identified:
(2) For every α, α, β and β such that α < √ 4G 1 < α and β < 4(G 1 + G 2 ) < β and for every ε > 0 we have
(1.9)
1.3. About the results and the strategy of the proof. We have already remarked the importance of monotonicity properties of the field and the fact that results are for now mostly restricted to the harmonic crystal. The first of these properties is due to the fact that the covariance of the harmonic field is pointwise positive, so the field is positively correlated or, in statistical mechanics language, it satisfies the Fortuin-Kasteleyn-Ginibre (FKG) property. Moreover both mean and covariance have a random walk representation that allows more comparison arguments (and, of course, sharp estimates). For the moment there exists no general technique to get sharp constants for more general models and, as a matter of fact, very interesting cases, like the case of the membrane fields [9, A.12] , are out of reach for the moment (see [11] for some estimates in a broad Gaussian class).
The model we present enjoys some monotonicities, but not all the ones that would allow a direct application of the ideas developed up to now. If we concentrate on probability estimates, cf. part 1 of Theorem 1.1, the most serious obstacles appear in proving the lower bound. This is a specificity of our model, for which random walk representation tools are still applicable, and one should not be lead to think that it is a typical situation.
In order to explain the strategy of the proof let us recall that a measure µ on R A , A ⊆ Z d , stochastically dominates another measureμ, defined on the same space, if for every non decreasing bounded measurable function f on the partially ordered set R A we have f dµ ≥ f dμ (notation: µ μ). We say moreover that µ satisfies the FKG property if f g dµ ≥ f dµ · g dµ, g a non decreasing function too. Of course the notion of monotonicity of an event E is simply the monotonicity of its indicator function 1 E .
Harmonic crystals enjoy the FKG properties, but Ω + N , as well as other events associated to the lower bounds arguments that yield sharp results in the cases solved up to now, is not a monotonic event. We overcome this difficulty by writing P(Ω [5] ). Conditioning on ϕ leads to a single interface repulsion problem, but this time the hard wall is the fixed configuration ϕ, typical with respect to P 1 (·|ϕ x ≥ 0 for x ∈ D N ) acting on the random field ψ. This is what we call a rough substrate repulsion problem: the model enjoys all the monotonicity properties we desire, but it lacks translation invariance and it adds the problem of understanding the effect of rare large excursions of the substrate ϕ, a strongly correlated field in entropic repulsion, on the field ψ. It turns out that combining on one side the precise estimates available on P 1 (dϕ|ϕ x ≥ 0 for x ∈ D N ) ( [5] , [8] ), Brascamp-Lieb inequalities [6] and the rough substrate estimates of [1] , one obtains the optimal lower bound. This a priori is not obvious: notice in particular that [1] deals with the case of a substrate modeled by independent random variables.
One way of understanding why such a procedure yields optimal results is hidden in the pathwise behavior of P(·|Ω + N ), that is part 2 of Theorem 1.1. This pathwise behavior is at first somewhat surprising and it can be informally read as follows:
• There is no push down effect of ψ on ϕ: ϕ is repelled to the same (in the sense of leading asymptotic) height as when ψ is absent; • We could replace the field ϕ with Gaussian independent random variables of variance G 1 centered around √ 4G 1 log N and the pathwise behavior, in the sense of the result in part 2 of Theorem 1.1, would be unchanged.
Notice that the role of the two underlying walks is somewhat downscaled: while in the probability estimates the asymptotics of the walks are still relevant, the pathwise behavior turns out to be rather universal, since it depends only on the variances.
Still about pathwise estimates, we stress that in Section 4 we prove estimates on the conditioned field which go beyond what we report in part 2 of Theorem 1.1. In general however we have tried to present concise arguments and we did not try to get results that are uniform in x, except for the upper bound on ϕ, see Proposition 4.2, where the statement is a direct consequence of known results. We stress that getting a uniform estimate on ψ analogous to the one for ϕ would yield automatically the extension of the results to the case of three interfaces and, by iteration, any finite number. We believe that such a result can be extracted by combining the ideas of [5] , of [8] and of what we present here, but it does not appear to be straightforward.
1.4.
More preliminaries, notations and organization of the paper. We will repeatedly use the following entropy inequality: if P and P are two probability measures, P P , and E is a positive P -probability event then if we set H( P |P ) = E[log(d P /dP )] by Jensen's inequality we have (see e.g. [5] or [9, A.3 
By F ϕ , respectively F ψ , we denote the σ-algebra generated by the field ϕ, respectively ψ. When an event E is in F ϕ or in F ψ , then we will commit frequent abuse of notation by considering it at the same time as a subset of
Abuse of notation will also be committed in systematically not distinguishing between random and numerical variables.
The plan of the paper is straightforward: in Section 2 we prove the lower bound corresponding to part 1 of Theorem 1.1, while the upper bound may be found in Section 3. The proof of part 2 is instead in Section 4, split in four propositions.
Probability lower bounds
In this section we prove the lower bound for the limit in part 1 of Theorem 1.1. The proof consists of two parts:
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(1) First (Lemma 2.1) we exploit the sharp results available for P 
4G 1 log N : the Brascamp-Lieb inequality provides a sharp concentration of the measure and gives a good upper bound on the number of points in which the field is above √ a log N , a > 4G 1 . In short, this step identifies a set E N ⊂ Ω whose probability is close to 1 for N large and for which we have suitable upper bounds on high level (O( √ log N )) excursions of ϕ. (2) Then, in Proposition 2.2, we obtain the desired lower bound on P(Ω + N ) by separating the problem into estimating from below P(Ω + 1,N ), a problem already solved in [5] , and P 2 (ψ x ≥ ϕ x for every x ∈ D N ) for ϕ ∈ E N . This last term is clearly an entropic repulsion problem in presence of an inhomogenous wall or, in other words, in presence of a random quenched substrate: we dealt with this kind of estimate in [1, Proposition 2.1] and there are only minor modifications in this case: since a priori it may not be clear to everybody that the problem is the same and since the notations are necessarily rather different we choose to detail these steps. 
Upper bound on the high excursions of P
Proof. Let us recall the following two results:
This result is proven in [8, Lemma 3.3] for the basic case of Q 1 (x, y) = 1/2d if |y − x| = 1. The generalization to the finite range case considered here is a lengthy book-keeping exercise that we leave to the interested reader. Here we will make use only of the upper bound on E
is the (unique) median of ϕ x when the latter is distributed according to P 
and by [10, Remark 2.3] we know that mean and median of log-concave perturbations of Gaussian measures cannot be too far from each other:
By combining the results we just stated and an elementary upper bound on the tail of a Gaussian random variable we directly obtain that for every η > 0 we can find N 0 such that if N ≥ N 0 6) for N sufficiently large. We now apply the Markov inequality and the proof is complete.
2.2. The lower bound via quenched estimates. We are now ready to prove the lower bound for the limit in part 1 of Theorem 1.1.
Proposition 2.2.
lim inf
Proof. We define an auxiliary field ϕ as a function of ϕ. Fix a large integer k and define θ = √
and
Let us introduce the set E N ∈ F ϕ specified by the following three conditions:
By Lemma 2.1 we can choose c = c(D) so that P + 1,N (E N ) tends to 1 as N tends to infinity. From now on we choose N such that P
Let us simplify a bit the notation by setting
it is enough to show that for every ϕ ∈ E N we have lim inf
Note that, by the FKG inequality, we have that
where
and σ x = 0 otherwise. Then by direct computation one shows that
By the definition of θ and (2.9) we have that for N and k sufficiently large
(2.14)
Moreover by using the FKG inequality we obtain that for N sufficiently large
and therefore by applying the entropy inequality (1.10) we obtain
for sufficiently large N , which shows that T 1 = 0.
We are left with evaluating
and by the entropy inequality (1.10) we have
First of all by direct evaluation and FKG we have
One checks directly that if
and 
It is then easy to see that (2.19) and (2.22) are satisfied if
Therefore under this hypothesis on α the estimate (2.21) holds.
Let us consider H 2 : observe that
and therefore
It is easy to see that C N converges for N → ∞ to α 2 χ
We show now that lim N →∞ R N = 0 if (2.23) holds. Observe in fact that
where (1)). We use now the following consequence of Jensen inequality (Y a random variable, E a positive probability event, t > 0)
to obtain with t = N d−2 that
This shows that under the hypothesis (2.23) on α
The thesis is obtained by optimizing the choices of f and α, by the definition of the capacity (1.5) and using the fact that θ and η can be taken arbitrarily small.
Probability upper bounds
Proposition 3.1.
Proof. Let us choose an even natural number L larger than 2R, recall that R is larger than the ranges of the random walks, and for y ∈ 2LZ d let us set
2) and Λ c is the set of y ∈ 2LZ d such that B(y) ⊂ D N . Set also Λ = ∪ y∈Λc B(y). We denote by F ϕ,ψ A
the σ-algebra generated by ϕ x and ψ x , x ∈ A. We have that
in which we used the Markov property of the fields ϕ and ψ.
L (z) is the probability that the Q i -random walk leaving at y hits B(y) at z and M (i) 
For what follows η will be chosen smaller than 1/4.
where r is an arbitrary element in I. Then for N sufficiently large and suitable choices of positive constants c and c we have that
which is negligible (recall that we want to prove (3.1)) if α < 4G 1,L . In an analogous way, one proves that one may choose c > 0 such that
which is negligible if
Let us then assume that α < 4G 1,L and β < 4(G 1,L + G 2,L ). We may therefore replace the event Ω 
for at least (1 − 4η)|C r | sites y ∈ C r , and M
(1)
Therefore it suffices to find an upper bound on the probability that (3.9) and (3.10) happen together. Two observations are in order: first it suffices to treat the probability of (3.9) independently of (3.10) (ϕ and ψ are independent!) and, secondly, this two problems are effectively only one problem (a Gaussian computation), that has been already treated in detail in [9, §3.6 ], see also [1] and [5] . We sum up the net result: if we set for f ∈ L ∞ (D; [0, ∞)) .5)) and the proof of Proposition 3.1 is complete.
Repulsion phenomena
In this section we prove part 2 of Theorem 1.1, along with some further (and sharper) estimates. We will use the compact notation P 2) and observe that
From part 1 of Theorem 1.1 we know that
and N sufficiently large. On the other hand, since a < √ 4G 1 , there exists > 0 such that 5) for N sufficiently large. This result is a statement involving ϕ alone and, while not explicitely stated, it has been already established in [5, Section 4] , see [9, Prop. 3 .2] for a more explicit and concise treatment. We remark also that, strictly speaking, the needed argument is also included in this work, but in the slightly more involved context of proving a lower bound for ψ (see footnote in the proof of Proposition 4.3). By inserting (4.4) and (4.5) into (4.3), we see P + N (A N ) vanishes as N tends to infinity and the proof is complete. 6) and for all δ > 0 and b > √ 4G 1 ,
Proposition 4.2. We have that
Proof. Here we simply observe that for every ψ such that ψ x ≥ 0 and every increasing event B ∈ F ψ
The term on the left is in fact equal to follows from (4.6) by using Brascamp-Lieb inequalities, cf. [8] , [9] and [10] .
Lower bounds for ψ.

Proposition 4.3. For all δ > 0 and a <
Proof. The thesis is proven once we show that
since it suffices to repeat a finite number of times, proportional to L d , the same estimate by shifting the L-subgrid and the corresponding set of centers. Call B N the event whose P + N -probability is evaluated in (4.10): in view of the lower bound on the probability of Ω + N (cf. part 1 of Theorem 1.1), it suffices to show that for every a < √
for a sufficiently large C. We are going to prove (4.11) with C = +∞ 1 . The next step is to remark that 12) and proceed with an estimate that is just a rough version of the first part of the proof of Proposition 3.1: for any fixed positive η, α and β, define
(4.13)
1 With reference to formula (4.5), the explicit estimates that we exhibit show that the probability in (4.10), as well as the one in (4.11), are bounded above by exp(−N d−2+ ) for some > 0 and N sufficiently large.
Let us observe that
and, on E η,α , if α < 4G 1,L for some positive constants c and
(4.15)
Analogously one shows that
In view of (4.11), we are left with estimating P(
, for α and β in the range that we have just chosen. We observe then that, by definition of E η,α and of F η,β ,
. Now we choose η < δ/2 (recall that δ is fixed) and α and β sufficiently close respectively to 4G 1 and 4(G 1 + G 2 ) so that ε := √ α + √ β − a > 0 (of course, to do this we have to choose L sufficiently large). With these choices we obtain Since {ψ y − M (2) y (ψ)} y∈Λc are Gaussian IID variables we have that for some c > 0 
Proof. As for the arguments in Section 2, this proof relies on estimates for the rough substrate model that arises when one conditions with respect to F ϕ . More precisely we will make use of
that holds for every measurable u :
To avoid possible misunderstanding due to abuse of notation, we stress that in (4.20) ϕ on both sides is a numerical variable, while ψ is a random variable. Therefore the ψ-marginal of P + N (·|F ϕ )(ϕ) is a repulsion model for the field ψ constrained above the fixed rough substrate ϕ.
In evaluating E 
where T α is a short-cut notation for T σ , σ ∈ R d and σ x = α for every x, so that
The proof of (4.21) may be found for example in [9, Appendix B]. We observe moreover that, by using equation (2.27) with
Let us now consider the case ϕ ∈ E N and choose α = ( 
We prove claim (4.24) by exploiting the tools developped in the Proof of Proposition 2.2. We have
where (2) . Of course the fact that T 2 , defined in (2.12), is equal to zero implies also that lim N →∞ T 2 (N ) = 0. To get to the same conclusion for T 1 (N ) we apply the FKG inequality:
+ , we get the following lower bound:
This term is negligible if
for all k ≤ k and this is true whenever |η − δ| > θ, that is for θ sufficiently small, which is achieved by choosing k sufficiently large. Therefore (4.24) is proven.
In view of (4. 
where we have chosen K > √ 4G 2 + δ (and N sufficiently large). Therefore
We are left with focusing on ϕ ∈ Ω j , j = 1, 2, . . .: the estimate is technically almost identical to the case of Ω 0 . It is a matter of using again (4.22) and (4.23): this time we choose α = (K + j + √ 4G 2 + δ) √ log N and we obtain
We have spelled out these steps to stress that the estimate is not asymptotic in N : it holds for N ≥ N 0 and N 0 is independent of j. We finally have
(3K + j)P By (2.6) (applying the Markov inequality) we obtain that P 
