Abstract. This paper gives a quantum algorithm to search in an set S for a k-tuple satisfying some predefined relation, with the promise that some components of a desired k-tuple are in some subsets of S. In particular when k = 2, we show a tight bound of the quantum query complexity for the Claw Finding problem, improving previous upper and lower bounds by Buhrman, Durr, Heiligman, Hoyer, Magniez, Santha and de Wolf [7] . We also consider the distributed scenario, where two parties each holds an n-element set, and they want to decide whether the two sets share a common element. We show a family of protocols s.t. q(P ) 3/2 · c(P ) = O(n 2 log n), where q(P ) and c(P ) are the number of quantum queries and the number of communication qubits that the protocol P makes, respectively. This implies that we can pay more for quantum queries to save on quantum communication, and vice versa. To our knowledge, it is the first result about the tradeoff between the two resources.
Introduction
Recently Ambainis [5] proposed a novel algorithm for k-Element Distinctness, which is to decide whether there are k equal elements in a given set A of size N . As later pointed out by Magniez, Santha and Szegedy in [13] and by Childs and Eisenberg in [9] , Ambainis's algorithm actually gives an O(N k/k+1 ) algorithm for the general k-Subset Finding problem, defined as follows. This generalizes Grover's search [11] , which can be viewed as the special case of k = 1. We can also define the Unique k-Subset Finding problem, which is the same as k-Subset Finding except that it is promised that there is at most one solution set {i 1 , ..., i k }. As pointed out in [13] , by a standard random reduction, we can solve k-Subset Finding with the same complexity as the Unique k-Subset Finding. Therefore, in what follows we mostly study the unique version of the problems.
A lot of recent research in quantum computing is focused on the query models, where the input is accessed by querying an oracle, and the goal is to minimize the number of the queries made to compute the function. There are mainly two variants of query models. A commonly used one, sometimes called functionevaluation query model, is as follows. A query for the input x = x 1 ...x N is represented as |i, b, z → |i, (b + x i ) mod M, z
where i is the index of the variable that we are currently interested in, b is the value (before the query) in the place where the answer is held, and z is a work state not involved in the current query processing. The other query model is the comparison model, where a query is
with b ∈ {0, 1} and λ φ being the truth-value of the formula φ (throughout the paper). A quantum query computation is a series of operations
where each U i is a unitary operator independent of the input x and O is a query as specified above. We use Q F 2 (f ) and Q C 2 (f ) to denote the double side bounded error quantum query complexity of f in the function-evaluation model and the comparison model, respectively. For further details on quantum query model, we refer readers to [4, 8] as two surveys.
Ambainis [5] showed that Q
In this paper, we consider two related problems. The first one is to consider what if we know some information about the solution in advance. For example, when k = 2, suppose that the unique solution is (i 1 , i 2 ) and we know in advance that i 1 is in some subset of [N ] . Does this information help our search? To be more precise, consider the following problems.
, with the promise that there exists at most one pair of (x j1 , x j2 ) ∈ R s.t. j 1 ∈ J 1 , j 2 ∈ J 2 and j 1 = j 2 . Output the unique pair if it exists, and reject otherwise.
Claw Finding: The above problem with the restrictions that R is the Equality relation and
The best previous result for the Claw Finding is given by Buhrman, Durr, Heiligman, Hoyer, Magniez, Santha and de Wolf [7] :
where without loss of generality, they assume m ≥ n. In this paper, we improve it to the following (almost) tight bounds.
Theorem 1.
For both Unique (m, n) 2-Subset Finding and Claw Finding, we have Q
The proof for the upper bound uses a generalization of Ambainis' quantum walk algorithm [5] . The main difference is that we maintain two sets of registers instead of just one set. The lower bound is shown by a reduction to the Ω((n/r) 1/3 ) lower bound for r-Collision by Shi [2] . We also consider the promised version of the k-Subset Finding problem for general k, and a similar upper bound is given.
The second problem we study is another natural scenario for k-Subset Finding: distributed search. Suppose that Alice has input x 1 , ..., x n and Bob has y 1 , ..., y n . Alice can access her input x 1 , ..., x n only by quantum queries as in (1) , and she cannot access Bob's input y 1 , ..., y n . Symmetric rules apply to Bob. They want to search for the unique pair of (x i , y j ) in some given relation R, by come communications 1 . In other words, the model is the same as the one used to study quantum communication complexity (see [10] ) except that the two parties access their respective inputs by quantum queries (1). So there are two natural resources to consider. One is the number of queries, and the other is the number of qubits in the communication. The former is about quantum query complexity as studied above, and the latter is about quantum communication complexity, introduced by Yao [16] and extensively studied since then (see [10] for a survey). As far as we know, all previous work considers one of these two problems 2 . For example, Ambainis [5] and the first part of this paper consider the quantum query complexity; Buhrman, Cleve and Wigderson [6] show an O( √ n log n) upper bound of quantum communication complexity of Disj, later improved by Hoyer and de Wolf to O( √ nc log * n ) [12] and finally to O( √ n) by Aaronson and Ambainis [1] , matching the Ω( √ n) lower bound shown by Razborov [15] . Since query and communication are both well-studied resources, it is natural to study both of them simultaneously, and see how they interact with each other.
We can use a protocol similar to the one shown by Buhrman, Cleve and Wigderson [6] , but it makes Θ(n) queries, which is higher than the optimal Θ(n 2/3 ) value. We can also have a protocol achieving the optimal quantum query complexity, but the number of communication qubits is asymptotically more than the optimal Θ( √ n) value. So it seems to exist a tradeoff between the quantum query computation and the quantum communication. This paper gives one tradeoff result as follows. For a protocol P computing function f , denote by q(P ) the number of quantum queries and by c(P ) the number of communication qubits.
there exists a protocol P with q(P ) = q 0 and c(P ) = O(
).
In other words, we have a family of protocols with q(P ) 3/2 · c(P ) = O(n 2 log n). This implies that we can pay more for quantum queries to save on quantum communication, and vice versa.
The Quantum Query Complexity of Promised Subset Finding

Review of Ambainis' Search and the Generic Algorithm
We first review Ambainis' search algorithm for Unique k-Element Distinctness [5] . The working state is a superposition of basis in the form of |S, x S , i . Here S is a r-size subset of [N ], x S contains the variable values x j 's for all j ∈ S, and i is an index not in S. An basic tool used in the algorithm is a subroutine called Quantum Walk as follows. 
|S, xS, i → |S, xS
(−1 + 2 N−r )|i + 2 N−r j∈A−S−{i} |j 2. |S, xS, i → |S ∪ {i}, x S∪{i} , i by one query.
|S, xS, i → |S, xS (−1 +
where |ψ j,l is the uniform superposition of states {|S, x S , i : |S| = r, i ∈ A − S, j = |S ∩ I|, l = λ i∈I } (with λ φ = 1 if φ is true, and 0 otherwise). Then first, one step of Quantum Walk mapsH toH itself. Second, the operation of Quantum Walk, when restricted onH, has 2k + 1 eigenvalues, one of which is 1 and the corresponding eigenvalue is the starting state |ψ start . The other 2k eigenvalues are in the form of e ±θ1i , ..., e ±θ k i , where
Though the original k is supposed to be at least 2, we observe that the above fact also holds for case k = 1. This will be used in our proof of Theorem 1. Using the following key lemma, Ambainis gave Algorithm 2 for Unique k-Element Distinctness.
Lemma 1 (Ambainis [5] 
Step 3 (with high probability). If such I does not exist, the state after Step 2 is still |ψ start , and thus the algorithm rejects in Step 3.
By letting r = N k/k+1 , we have an algorithm using O(N k/k+1 ) queries in the function-evaluation model. In comparison model, the upper bound can be achieved with a log factor added [5] . Basically, we keep the set |S sorted during the computation. So both in the set up phase (Step 1) and in the update phase (Step 2(b)), adding a log factor is enough.
Proof of Theorem 1
We prove Theorem 1 in this section. For the upper bounds, we give Algorithm 3, which refines Ambainis' Algorithm 2 by maintaining two sets of registers instead of one set.
The following theorem actually shows the upper bound of Theorem 1 in the function-evaluation model. 
Theorem 3. Algorithm 3 outputs the desired results correctly in the functionevaluation model, and we can pick r 1 , r 2 to make number of queries be
there is at most one (xj 1 , xj 2 ) ∈ R with j1 ∈ J1, j2 ∈ J2 and j1 = j2. Output: The unique pair (j1, j2) if it exists; otherwise reject. Proof. Correctness: First, if there is no desired pair, then the algorithm actually does nothing, so the state after Step 2 is still |ψ start . Thus in Step 3, we cannot find the desired pair after the measurement, and we will reject.
Set up the initial state
On the other side, if there is the pair, we shall use Lemma 1 to show that we can find it. Suppose (j 1 , j 2 ) ∈ J 1 × J 2 is the desired pair. First, defineH 1 as in (6), with |ψ j,l being the uniform superposition of states {|S 1 , x S1 , i 1 :
Note that it is exactly the "k = 1" case of (6), so W 1 , the operator of Quantum Walk on S 1 in J 1 , when restricted onH 1 , has 3 eigenvalues. One of the eigenvalues is 1, and the corresponding eigenvector is
The other two eigenvalues are e ±iθ1 , and θ 1 = (2+o (1) Therefore, W has 9 eigenvalues {e
It is easy to check that one of eigenvalues is 1, and the corresponding eigenvector is |ψ start,1 ⊗ |ψ start,2 , which is exactly the |ψ start in Algorithm 3. All the other 8 eigenvalues are in the form of e ±iθ , for some θ It is easy to verify that the number of queries used is O(r 1 +r 2 + mn r1r2 ( Next we prove the lower bound part in Theorem 1. Note that since ClawFinding is a special case of (m, n) 2-Subset Finding, it is enough to show the lower bound for Q 2 (Claw-Finding).
Proof. It is sufficient to prove the lower bound of Ω((mn) 1/3 ). We will show it by a reduction to the 2-Collision problem, which is to distinguish whether a function f : [N ] → [N ] is one-to-one or two-to-one. This problem is shown by Aaronson, Shi [2] and Ambainis [3] 
On the other hand, if f is two-to-one, then by a standard probability calculation we know that with constant probability there will be i 1 ∈ S 1 and i 2 ∈ S 2 such that f (i 1 ) = f (i 2 ). Therefore, whether f is two-to-one or one-to-one is, up to a constant probability, equivalent to whether there are i 1 ∈ S 1 and i 2 ∈ S 2 such that f (i 1 ) = f (i 2 ), which can be decided with o((mn) 1/3 ) = o(N 1/3 ) queries, by our assumption. This contradicts to the Ω(N 1/3 ) lower bound of 2-Collision [2, 3] 
We make a few remarks about Claw-Finding problem in the comparison model in Theorem 1 to end the subsection. The upper bound of Q C 2 (ClawFinding) is got in the same way we described at the end of Section 2.1, with only a log n factor added. As to the lower bound, since we can use 2 queries in the function-evaluation model to simulate 1 query in comparison model, we have always Q
is also a lower bound for Q C 2 (f ) up to a factor of 2.
The General Case
We can use the same technique to give a generic algorithm for a general promised subset finding problem. 
Tradeoff Between Quantum Query and Communication
In this section we prove Theorem 3 by giving a family of protocols achieving the tradeoff result. Note that in Algorithm 3, both the preparation of the initial state |ψ start in Step 1 and the Quantum Walks in Step 2(b) can be done distributively. So it naturally induces a communication protocol as follows.
for other problems. It will be especially interesting if the algorithm can attack problems which are not given as a promised ones. For example, can the ideas of this paper be used to improve the O(n 1.3 ) upper bound [13] for Triangle?
