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Non annulation des fonctions L des formes
modulaires de Hilbert en le point central
Denis Trotabas
Abstract
Birch and Swinnerton-Dyer conjecture allows for sharp estimates on
the rank of certain abelian varieties defined over Q. in the case of the ja-
cobian of the modular curves, this problem is equivalent to the estimation
of the order of vanishing at 1/2 of L-functions of classical modular forms,
and was treated, without assuming the Riemann hypothesis, by Kowalski,
Michel and VanderKam. The purpose of this paper is to extend this ap-
proach in the case of an arbitrary totally real field, which necessitates an
appeal of Jacquet-Langlands’ theory and the adelization of the problem.
To show that the L-function (resp. its derivative) of a positive density of
forms does not vanish at 1/2, we follow Selberg’s method of mollified mo-
ments (Iwaniec, Sarnak, Kowalski, Michel and VanderKam among others
applied it successfully in the case of classical modular forms). We gener-
alize the Petersson formula, and use it to estimate the first two harmonic
moments, this then allows us to match the same unconditional densities
as the ones proved over Q by Kowalski, Michel and VanderKam. In this
setting, there is an additional term, coming from old forms, to control.
Finally we convert our estimates for the harmonic moments into ones for
the natural moments.
MSC: 11F41, 11M41, 11F70.
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1 Introduction et re´sultats
Soit F/Q une extension finie de degre´ d, totalement re´elle, d’anneau d’en-
tiers OF , et soit q un ide´al premier de OF . Les repre´sentations automorphes cus-
pidales de caracte`re central trivial de GL2(AF ) sont les facteurs irre´ductibles
de l’action de GL2(AF ) sur L
2
0(GL2(F )Z(AF )\GL2(AF )). On notera (π, Vπ)
ou simplement π un tel constituant, et on sait que l’on a une factorisation :
π ∼= ⊗̂vπv, v parcourant l’ensemble de toutes les places de F , chaque πv e´tant
une repre´sentation irre´ductible de GL2(Fv) uniquement de´termine´e par cet iso-
morphisme. En se´parant les places infinies et finies, on e´crit : π ∼= π∞ ⊗ πf ,
et on dit que π est une forme modulaire de Hilbert de poids k s’il existe
k = (kj)j ∈ 2Nd≥1 tel que
π∞ ∼=
d⊗
j=1
D(kj − 1),
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produit de se´ries discre`tes de caracte`re central trivial, et de parame`tres kj − 1.
Pour F = Q, cela e´quivaut aux formes modulaires classiques (cf [G]), et il est
ne´cessaire dans le cas d’un corps de nombres ge´ne´ral de travailler ade´liquement.
Soit L(s, πf ) =
∑
λπ(n)N(n)
−s (avec la convention qu’une telle somme ne
porte que sur les ide´aux non nuls de OF ) la fonction L finie de π, convergente
pour ℜ(s) > 1, qπ le conducteur de π (c’est un ide´al de OF ).
Soit
Λ(s, π) := N(qπ)
s/2L(s, π) = N(qπ)
s/2L(s, π∞)L(s, πf )
la fonction L comple´te´e (i.e. tenant compte des places archime´diennes), qui se
prolonge analytiquement au plan complexe, et satisfait a` l’e´quation fonction-
nelle :
Λ(s, π) = επΛ(1− s, π)(1)
pour επ ∈ {−1, 1} (car π ∼= πˇ).
Les valeurs L(1/2, πf) sont lie´es a` des proble`mes arithme´tico-ge´ome´triques
(cf. la conjecture de Birch et Swinnerton-Dyer), et on s’inte´resse ici a` leur non
annulation. Plus pre´cise´ment, si k ∈ Nd≥1 est fixe´, on conside`re Πkq l’ensemble
(fini) des formes modulaires de Hilbert de poids k et de conducteur q, dont on
note le cardinal |Πkq |, et on montre inconditionnellement les
The´ore`me 1 Pour k ≥ 2 pair, et q parcourant les ide´aux premiers de OF ,
lim inf
N(q)→∞
|{π ∈ Πkq ;L(1/2, π) 6= 0}|
|Πkq |
≥ 1
4
.
The´ore`me 2 Pour k ≥ 2 pair, et q parcourant les ide´aux premiers de OF ,
lim inf
N(q)→∞
|{π ∈ Πkq ; επ = −1 et L′(1/2, πf) 6= 0}|
|Πkq |
≥ 7
16
.
Selon la terminologie de Kowalski et Michel [KM2], on dit qu’on a une densite´
naturelle positive de formes dont la fonction L (resp. la de´rive´e de la fonction
L) ne s’annule pas en 1/2.
Remarque 1 : si επ = −1, alors Λ(1/2, π) = 0 d’apre`s l’e´quation fonctionnelle.
Comme on a asymptotiquement une meˆme proportion entre les formes de signe
1 et −1, le re´sultat prouve´ se re´e´crit :
lim inf
N(q)→∞
|{π ∈ Πkq |L(1/2, π) 6= 0}|
|{π ∈ Πkq |επ = +1}|
≥ 1
2
.
Le travail de Iwaniec, Luo et Sarnak [ILS], dans le cadre des formes modu-
laires classiques, permet d’atteindre une proportion de 9/16, sous l’hypothe`se
de Riemann (GRH). De meˆme, le re´sultat pour la de´rive´e s’e´crit :
lim inf
N(q)→∞
|{π ∈ Πkq |επ = −1 et L′(1/2, πf) 6= 0}|
|{π ∈ Πkq |επ = −1}|
≥ 7
8
et [ILS] ont atteint, sous (GRH), 15/16. Kowalski, Michel et VanderKam [KMV]
ont montre´ (sur Q) que cette meilleure pre´cision pour les de´rive´es n’est pas un
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hasard. On conjecture en fait que les proportions ci-dessus sont 1, mais cela n’est
pas atteignable avec les techniques d’analyse harmonique utilise´es ici, dans [IS],
[KMV] et [Va1].
Dans ce travail, on prouve d’abord qu’il y a une densite´ harmonique positive
de telles formes :
The´ore`me 3 Pour k ≥ 2 pair, et q parcourant les ide´aux premiers de OF ,
lim inf
N(q)→∞
h∑
π∈Πk
q
1Λ(1/2,π) 6=0 ≥
1
4
.
avec la notation : 1Λ(1/2,π) 6=0 vaut 1 si Λ(1/2, π) 6= 0, 0 sinon.
Le symbole
∑h
indique que l’on ponde`re la somme par des coefficients,
introduits plus tard, provenant de l’extension de la formule de Petersson a` Πkq
(cf. section 6, de´finition 6).
La me´thode suivie ici est celle des moments amollis, initie´e par Selberg, et
l’amollisseur choisi a e´te´ introduit par Iwaniec et Sarnak [IS], ge´ne´ralise´ par
[KMV] : par l’ine´galite´ de Cauchy-Schwarz, on peut en effet e´crire (tous les
nombres sont re´els) :
h∑
π∈Πk
q
1Λ(1/2,π) 6=0 ≥
(∑h
π∈Πk
q
Λ(1/2, π)
)2∑h
π∈Πk
q
Λ(1/2, π)2
.
Malheureusement, l’expression de droite tend vers 0 quandN(q) tend vers l’infini
(elle est d’ordre log(N(q))−1), ce qui a sugge´re´ d’e´crire :
h∑
π∈Πk
q
1Λ(1/2,π) 6=0 ≥
(∑h
π∈Πk
q
Λ(1/2, π)M(π)
)2∑h
π∈Πk
q
Λ(1/2, π)2M(π)2
.
Si la suite de nombres
{
M(π)
}
π∈Πk
q
est bien choisie, on peut espe´rer stabiliser
le quotient, et obtenir une densite´ positive : on nomme alors cette suite un
« amollisseur ». [IS], puis [KMV] ont trouve´, sur Q, une famille d’amollisseurs
optimaux pour ce proble`me, parmi ceux de la forme :
M(π) =
∑
N(m)≤M
λπ(m)Pm
avec M = N(q)∆/2, pour ∆ dans ]0, 1[. Ici, ce meˆme type d’amollisseurs est
efficace, et en suivant [KMV], on prouve :
Proposition 1 Soit P un polynoˆme tel que P (0) = P ′(0) = 0, ∆ ∈]0, 1[ tel que
M = N(q)∆/2 /∈ N, et
M(π) =
∑
N(m)≤M
µ(m)P
(
log(M/N(m))
log(M)
)
ψ(m)N(m)1/2
λπ(m)
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Quand N(q)→∞, parmi les ide´aux premiers de OF , k ≥ 2 pair, on a :
(2) M1(q) :=
h∑
π∈Πk
q
Λ(1/2, π)M(π)
=
ζF (2)Γ
(
k
2
)
(2π)
k
2 ress=1(ζF )
× 2N(q)
1/4
∆ log(N(q))
(
P ′(1) +O
(
1
log(N(q))
))
(3) M2(q) :=
h∑
π∈Πk
q
Λ(1/2, π)2M(π)2
=
ζF (2)
2Γ
(
k
2
)2
(2π)kress=1(ζF )2
× 8N(q)
1/2
log(N(q))2
(‖P ′′‖2L2(0,1)
∆3
+
P ′(1)2
∆2
+O
(
1
log(N(q))
))
.
Ce re´sultat entraˆıne le the´ore`me 3 de fac¸on e´vidente (voir section 9). Remar-
quons les constantes (impliquant la ge´ome´trie de F ) intervenant dans l’asymp-
totique des deux moments amollis (a` comparer avec [KMV], propositions 4.1 et
5.1). Il est assez e´tonnant que la proportion des formes, elle, n’en soit pas af-
fecte´e, et qu’ainsi on puisse atteindre les meˆmes bornes que surQ – les meilleures
connues inconditionnellement.
Les deux expressionsM1(q) et M2(q) sont les deux premiers moments amol-
lis, et le terme principal des membres de droite proviennent de la « diagonale »de
la formule de Petersson. Un effort important doit eˆtre fait pour montrer que le
terme des sommes de Kloosterman a une contribution ne´gligeable : c’est ici que
le choix de l’amollisseur (i.e. celui de [KMV]) s’ave`re crucial, puisqu’il permet
d’e´viter une contribution « hors-diagonale », qui e´tait pre´sente lors d’un tra-
vail ante´rieur de Kowalski et Michel [KM1]. Outre les difficulte´s techniques de´ja`
pre´sentes surQ, il faut ge´rer les unite´s de F , qui ont tendance a` faire diverger les
sommes. De plus, nous ne supposons pas que OF est principal, ce qui ne´cessite
l’intervention de la the´orie ade´lique. Enfin, meˆme pour k = 2, il peut exister des
formes non ramifie´es, et par conse´quent un terme supple´mentaire a` ge´rer : c’est
un phe´nome`ne absent dans [KMV], mais une adaptation de la diagonalisation
des formes anciennes selon [ILS] nous permet de le controˆler.
Un corollaire de l’e´tude du second moment est le re´sultat de grand crible
suivant :
The´ore`me 4 Soit {xn} une suite de nombres complexes, q un ide´al quelconque
de OF . On pose :
‖xX‖2 :=
( ∑
N(n)≤X
|xn|2
)1/2
On a alors l’estimation :
h∑
π∈Πk
q
∣∣∣ ∑
N(n)≤X
λπ(n)xn
∣∣∣2 ≪F (1 + X
N(q)
)
‖xX‖22.(4)
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Cette estimation ge´ne´ralise l’ine´galite´ de grand crible classique pour les
formes modulaires sur Q, ainsi que celle de [Luo1], ou` il est suppose´ que F
a un groupe de classes e´troit trivial. La preuve est donne´e en section 9.
La de´marche donne´e ci-dessus vaut aussi pour l’e´tude de la non-annulation en
moyenne harmonique de la de´rive´e , et permet de montrer le re´sultat escompte´ :
The´ore`me 5 Soit k ≥ 2 pair. Quand q parcourt l’ensemble des ide´aux maxi-
maux de OF , on a :
lim inf
N(q)→∞
h∑
π∈Πk
q
1επ=−1,L′(1/2,πf ) 6=0 ≥
7
16
.(5)
Enfin, pour achever la preuve des the´ore`mes 1 et 2, on doit faire une e´tude
de la fonction L du carre´ syme´trique, et adapter l’e´tude des moments : c’est ce
qu’on appelle le passage de la moyenne harmonique a` la moyenne naturelle.
Remerciements : Ce travail correspond pour l’essentiel a` ma the`se, dirige´e par
Philippe Michel, qui fut un excellent directeur, patient, passionne´ et motivant.
C’est lui qui m’a fait de´couvrir la the´orie analytique des formes automorphes, et
guide´ dans le labyrinthe de De´dale. Si ce qui suit a de l’inte´reˆt, c’est l`ui qu’il le
doit. Je remercie A.Venkatesh et E.Kowalski pour avoir rapporte´ ma the`se. En
particulier, c’est Emmanuel Kowalski qui m’a encourage´ a` re´diger entie`rement
la preuve dans ce contexte du the´ore`me de densite´ ze´ro, et qui a corrige´ de
nombreuses fautes.
Organisation de ce travail
La section 2 fixe les notations utilise´es de fac¸on re´currente dans le texte. La
section 3 de´finit les espaces des formes modulaires de Hilbert, la 4 rappelle les
fondements de la the´orie automorphe – et la de´finition automorphe des formes de
Hilbert. Le cœur du travail commence en 5, ou` l’on prouve la formule de Peters-
son ne´cessaire, que l’on utilise lors de toutes les sections ulte´rieures pour e´tudier
les divers moments harmoniques, l’ine´galie´ de grand crible en 9, jusqu’a` la sec-
tion 11 ou` l’on traite les moments naturels. L’appendice final contient re´sultats
techniques concernant les formes anciennes surtout, et le carre´ syme´trique : il
s’agit de montrer que les termes issus de la formule de Petersson, parame´tre´s
par les formes anciennes, n’ont pas de contribution asymptotique.
2 Notations et rappels
Dans toute la suite, on notera F une extension totalement re´elle de Q, de
degre´ d, d’anneau d’entiers OF . On de´signera par q un ide´al maximal, sauf dans
la section 5, plus ge´ne´rale. On notera usuellement AF l’anneau des ade`les de F .
Les places de F seront note´es v, Fv de´signant le comple´te´ de F en v, et OFv
ou Ov l’anneau local des entiers quand v 6 |∞. L’e´criture F∞ est ici pour Rd,
et F×∞ = (R
×)d (respectivement : F×>0∞ = F
×+
∞ = (R
×
+)
d). NF/Q de´signe la
norme, TrF/Q la trace, et N = |NF/Q| (prolonge´e aux ide´aux fractionnaires).
La notation ̟v (ou e´ventuellement ̟p si v est la valuation associe´e a` l’ide´al
maximal p) de´signe une uniformisante de l’anneau Ov. Si a =
∏
pnp(a) est un
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ide´al fractionnaire, on notera id(a) l’ide`le fini (̟
np(a)
p )p (s’il est besoin valant 1
aux places infinies). C’est cet ide`le que l’on dit correspondre a` a.
On note aussi |X | le cardinal de l’ensemble fini X .
2.1 Ge´ome´trie de F
• On note DF la diffe´rente de F : cet ide´al de OF a pour norme |dF |, ou` dF
est le discriminant de F . La norme d’un ide´al a est e´gale a` : N(a) := [OF : a],
de´finition que l’on peut prolonger par multiplicativite´ au groupe des ide´aux
fractionnaires de F , note´ I (F ).
Les d plongements de F dans R seront note´s ξ 7→ ξ(j) pour j = 1, . . . , d. Si ξ
ve´rifie : ξ(j) > 0 pour tout j, on notera ξ ≫ 0 (on dit alors que ξ est totalement
positif), et pour tout sous-ensemble X de F , on pose :
X+ = X≫0 :=
{
x ∈ X ;x≫ 0
}
.
• L’ensemble F×≫0 est le sous-groupe de I (F ) forme´ des ide´aux principaux
admettant un ge´ne´rateur totalement positif . Le groupe des classes e´troit est le
quotient :
C ℓ+(F ) := I (F )/F×≫0
Ce groupe admet la repre´sentation ade´lique :
C ℓ+(F ) = A×F /F
×F×+∞ Ô×F
avec ÔF =
∏
v<∞OFv . C’est donc un groupe fini, de cardinal h+F , et on choi-
sit une fois pour toutes un syste`me de repre´sentants
{
a
}
dans IF : ce choix
est ine´le´gant, mais reste ne´cessaire dans la mesure ou` il permet de traduire le
proble`me pose´ en terme d’analyse harmonique sur des espaces syme´triques re´els
(proble`me de « l’ade´lisation »). De plus, la formule de Petersson pour un corps
ge´ne´ral (i.e. dont le groupe des classes e´troit n’est pas trivial) s’exprime avec
des sommes de termes de´pendant de ce choix, bien qu’invariante globalement.
Techniquement, cela permet aussi de remplacer des sommes sur des ide´aux par
des sommes sur des entiers, et d’utiliser le lemme suivant (cf [Luo1] page 131),
conse´quence du the´ore`me de Dirichlet sur les unite´s de F :
Lemme 1 Soit F un corps de nombres totalement re´el. Il existe des constantes
C1, C2 ne de´pendant que de F telles que
(6) ∀ξ ∈ F, ∃ε ∈ O×+F , ∀j ∈
{
1, . . . , d
}
:
C1|N(ξ)|1/d ≤ |(εξ)(j)| ≤ C2|N(ξ)|1/d.
• Etant donne´ a et b deux ide´aux fractionnaires, on notera :
a ∼ b⇔ a et b ont meˆme image dans IF ⇔ ∃ξ ∈ F×>0; ab−1 = ξOF
et lorsque tel est le cas on notera [ab−1] le choix d’un ξ satisfaisant a` la relation
pre´ce´dente.
• Nous noterons ζF la fonction de zeˆta de Dedekind du corps F . Cette se´rie de
7
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Dirichlet permet de construire des fonctions arithme´tiques, comme par exemple :
∗µ la ge´ne´ralisation de la fonction de Mo¨bius, de´finie par la relation :
µ(n) =
{
(−1)r si n est produit de r ide´aux premiers distincts
0 sinon.
On ve´rifie aise´ment l’identite´ :
ζ−1F (s) =
∑
n⊂OF
µ(n)N(n)−s, ∀ℜ(s) > 1
∗ τ , de´finie par τ(n) := |{d ⊂ OF |nd−1 ⊂ OF}|, donne le nombre de diviseurs,
et ve´rifie toujours l’estimation, pour tout ε > 0 :
τ(n)≪ε N(n)ε
Elle peut se voir comme les coefficients de la se´rie ζ2F .
On utilisera aussi la fonction arithme´tique ψ
ψ(n) :=
∏
p|n
(1 +N(p)−1).
Dans le produit, p de´signe un ide´al maximal. Son introduction dans l’amollisseur
M(π) permet de calculer explicitement les termes principaux des premiers et
deuxie`me moments. On se servira implicitement de l’estimation
|{n ⊂ OF |N(n) = n}| ≪ε nε, ∀ε > 0
pour la convergence de certaines sommes.
Enfin, nous noterons ζ
(q)
F la fonction ζF×(1−N(q)−s), c’est-a`-dire la fonction
ζ a` laquelle on a oˆte´ le facteur en q.
2.2 Sommes de Kloosterman
Par commodite´, on rappelle ici la de´finition donne´e par Venkatesh dans [V1]
(de´finition 2) des sommes de Kloosterman.
Soient a, b deux ide´aux fractionnaires de F , tels que b ⊂ a. On note (a/b)×
l’ensemble des x ∈ a/b engendrant a/b en tant queOF -module. Pour un tel x, on
note x¯ l’unique e´le´ment y ∈ (a−1/ba−2)× tel que xy ≡ 1 mod ba−1. Cela e´tant
pose´, soient a1, a2 deux ide´aux fractionnaires, et c un ide´al tel que c
2 ∼ a1a2.
Soient aussi α1 ∈ a−11 D−1F , α2 ∈ a−12 D−1F et c ∈ c−1q, q e´tant un ide´al fixe´ de
OF . On pose
(7) KS(α1, a1;α2, a2; c, c) =
∑
x∈(a1c−1/a1c)×
exp
(
2iπTrF/Q
(
α1x+ α2x¯
c
))
Nous les renormaliserons en 6, et donnerons alors la borne de Weil qu’elles
satisfont.
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2.3 Rappels sur les groupes
De fac¸on ge´ne´rale, si G est un groupe alge´brique sur Z, et R un anneau
quelconque, G(R) de´signe le groupe des points de G a` valeurs dans R. Si R est
topologique, G(R) peut eˆtre muni d’une topologie « forte », issue de celle de
R. En particulier, G(F∞) de´signe bien suˆr G(R)
d et G+(F∞) sa composante
neutre. Nous travaillerons avec G = GL2, et aurons besoin de certains de ses
sous-groupes : pour R un anneau (e´ventuellement topologique), on notera :
Z(R) :=
{(
z 0
0 z
)
; z ∈ R×
}
N(R) :=
{( 1 x
0 1
)
;x ∈ R
}
A(R) :=
{(
a 0
0 1
)
; a ∈ R×
}
P (R) :=
{( a b
0 d
)
; a, d ∈ R×, b ∈ R
}
Le sous-groupes SL2(R), (S)O2(R) interviendront avec R = F∞. On pourra
noter Z∞ le centre de GL2(F∞), et Z
+
∞
∼= F×+∞ sa composante neutre. Dans le
cas ou` F est un corps de nombres, certains groupes compacts sont utiles : pour
v|∞, on a de´ja` vu le sous-groupe compact maximal Kv = SO2(Fv) de GL+2 (Fv),
et en faisant le produit sur toutes les places infinies on noteK∞ = SO2(F∞) celui
de GL+2 (F∞). En v finie, le compact maximal de GL2(Fv) est Kv = GL2(OFv ).
D’autres sous-groupes compacts dans le cas non-archime´dien sont importants :
si qv ⊂ OFv est un ide´al, on notera
K0(qv) =
{( a b
c d
)
∈ GL2(OFv ), cv ∈ qv
}
.
Ces sous-groupes locaux engendrent des sous-groupes compacts de GL2(AF ).
Soit q ⊂ OF un ide´al :
Kf :=
∏
v<∞
GL2(OFv )
K0(q) :=
{
g ∈ Kf ; ∀v 6 |∞, gv ∈ K0(qOFv )
}
K := K∞Kf
L’importance de ces groupes re´side notamment dans la de´composition d’Iwa-
sawa :
Proposition 2 Soit F totalement re´el, et v une place de F . L’application :
Z(Fv)×N(Fv)×A(Fv)×Kv −→ GL2(Fv)
(z, n, a, k) 7−→ znak
• est surjective, et sa restriction a` Z+(Fv) × N(Fv) × A(Fv) × Kv induit un
home´omorphisme si v|∞.
• est surjective si v 6 |∞. De plus, si (p0, k0) ∈ P (Fv) × Kv a pour image g ∈
GL2(Fv), toutes les de´compositions d’Iwasawa de g sont donne´es par {(p0k−1, kk0), k ∈
P ∩Kv}.
9
D. Trotabas
Pour v|∞, v 6 |∞, v = ∞, on notera pour gv ∈ GL2(Fv) une de´composition
d’Iwasawa :
gv = z(gv)n(gv)a(gv)k(gv)
On notera aussi que pour v|∞ ou v =∞, on a aussi une de´composition d’Iwa-
sawa pour GL+2 (Fv) :
Z+∞ ×N(Fv)×A+(Fv)×Kv
On pourra utiliser l’isomorphisme exceptionnel SO2(R) ∼= R/2πZ en notant
k ∈ SO2(R) :
k =
(
cos θ sin θ
− sin θ cos θ
)
.
2.4 Mesures de Haar sur les corps locaux
Soit F un corps de nombres, que nous supposerons totalement re´el pour
raccourcir notre propos.
Dans ce cas, pour toute place archime´dienne v, Fv = R, et on munit R de
la mesure de Lebesgue dx (qui est la mesure Haar normalise´e dans ce cas). La
mesure de Haar de R× est d×x = dx|x| , et c’est aussi celle de R
×
+.
Pour v finie, on utilise les mesures normalise´es de Tate (voir la the`se de Tate
dans [CF] pour plus de de´tails) : si p est un ide´al maximal correspondant a` v,
on note np(DF ) la p-valuation de la diffe´rente globale (ou locale), et on choisit
pour mesure de Haar normalise´e celle qui ve´rifie vol(Ov) = N(p)−np(DF )/2, la
notant dx. La mesure dx|x|v est bien une mesure de Haar multiplicative, mais on
note d×x la mesure normalise´e de telle sorte que vol×(O×v ) = 1.
On peut alors mettre sur les groupes ade´liques AF et A
×
F les mesures limite
inductive (bien de´finies car on a pris la peine d’assurer vol(Ov) = 1 p.p.(v) et
vol×(O×v ) = 1 p.p.(v)). Ces mesures sont caracte´rise´es par leur valeur sur une
base de la topologie : on pose mes(
∏
v∈S Uv×
∏
v/∈S Ov) =
∏
v∈S mesv(Uv) (avec
S ensemble de places fini, Uv ouvert dans Fv) dans le cas de la mesure additive
par exemple, et on fait pareillement pour la mesure multiplicative. On aura juste
besoin en fait de savoir que vol(AF /F ) = 1 pour la mesure additive, soit encore
vol(F∞/OF ) = |dF |1/2.
La de´composition d’Iwasawa permet e´galement de normaliser la mesure de
Haar de GL2. En fait, remarquant que Z(Fv) ∼= F×v , N(Fv) ∼= Fv, A(Fv) ∼= F×v ,
on peut montrer que
dµGL2(Fv)(g) := d
×zdx
d×a
|a|v dµKv
en notant
g =
(
z 0
0 z
)(
1 x
0 1
)(
y 0
0 1
)
kv
avec kv ∈ Kv. On normalise dµKv pour en faire une mesure de probabilite´. Voir
la preuve dans [Bu], proposition 2.1.5.
La mesure de Haar de GL2(R) induit celle de GL
+
2 (R) (on inte`gre sur
Z(R)+, N(R), A(R)+) ; celle du quotient Z(R)+\GL+2 (R) est parame´tre´e par
dxd
×a
|a|v
dµKv .
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On de´duit de ces mesures locales une mesure de Haar normalise´e sur GL2(AF )
de´termine´e par les valeurs mes
(∏
v∈S Uv ×
∏
v/∈S GL2(Ov)
)
:=
∏
v∈S mesv(Uv).
C’est dans un but global que l’on normalise les mesures locales.
2.5 Notations des fonctions
F e´tant de degre´ d, on aura a` travailler avec des fonctions de´finies sur Rd.
On notera en caracte`res gras les vecteurs. Si n ∈ N, n = (n, . . . , n) ∈ Nd.
Ainsi, si ϕ = ⊗jϕj : Cd −→ C, et z = (z1, . . . , zd), on note :
ϕ(z) =
d∏
j=1
ϕj(zj).
De meˆme, si f : C −→ C est complexe, f(z) de´signe le nombre :
d∏
j=1
f(zj)
en particulier : 2z = 2
P
j zj , Γ(k − 1) =
∏
j Γ(kj − 1) , 21 = 2d 6= 21. Cela
permet d’e´tendre la norme a` Cd par : N(z) := |z1|.
Si, pour ν ∈ R, fν de´signe une fonction a` valeurs dans C, alors pour ν =
(ν1, . . . , νd) ∈ Rd et z ∈ Cd :
fν(z) =
d∏
j=1
fνj (zj).
Par exemple, pour k ∈ Nd, x ∈ Rd, on pose
Jk−1(x) :=
d∏
j=1
Jkj−1(xj).
Par respect de ces conventions, nous noterons un e´le´ment du corps F ξ (et non
ξ) quand il sera vu comme le vecteur (ξ(j))1≤j≤d.
3 Formes modulaires de Hilbert
Supposons que F est un corps totalement re´el, de degre´ d sur Q. Soit Hd
le produit de d copies du demi-plan de Poincare´. On de´finit une action de
GL+2 (F ) = {γ ∈ GL2(F ); detγ ≫ 0} sur Hd de la manie`re suivante :
∀z = (zj)1≤j≤d ∈ Hd, ∀γ ∈ GL+2 (F ), γ.z = (γ(j).zj)1≤j≤d(8)
avec, si γ =
(
a b
c d
)
et 1 ≤ j ≤ d :
γ(j).zj =
a(j)zj + b
(j)
c(j)zj + d(j)
(9)
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Par conse´quent, pour tout sous-groupe Γ ⊂ GL+2 (F ) on a l’action induite Γ 	
H
d. En particulier, les sous-groupes de congruence suivants, ou` a, b de´signent
des ide´aux fractionnaires, sont centraux dans la the´orie :
Γ0(a, b) =
{( a b
c d
)
∈ GL+2 (F ); a, b ∈ OF , c ∈ ab−1, b ∈ b, ad− bc ∈ O×+F
}
Formes modulaires de Hilbert classiques
Soit k ∈ Nd un entier pair, Γ = Γ0(a, b). Soit f : Hd −→ C une fonction holo-
morphe (a` plusieurs variables). Pour tout γ ∈ GL+2 (F ), on de´finit une nouvelle
fonction f |γ :
f |γ(z) =
(
(detγ)−
1
2 (cz + d)
)−k
f(γ.z)(10)
Rappelons que d’apre`s nos conventions, avec γ =
(
a b
c d
)
, cela s’e´crit aussi :
f |γ(z) =
d∏
j=1
(
(detγ(j))−
1
2 (c(j)zj + d
(j))
)−kj × f ((γ(j).zj)1≤j≤d)
De´finition 1 On appelle forme modulaire classique de poids k, pour le groupe
de congruence Γ, toute fonction holomorphe f : Hd −→ C telle que :
f |γ = f, ∀γ ∈ Γ(11)
Le principe de Koechler donne alors l’holomorphie en les pointes, sous la seule
hypothe`se que [F : Q] > 1. Une forme modulaire de Hilbert classique admet un
de´veloppement en se´rie de Fourier :
f(z) =
∑
ξ∈b⋆
ξ≥0
c(ξ, f) exp(2iπTr(ξz))
et l’on note Sk(Γ) l’espace des formes modulaires cuspidales classiques, dont
le coefficient de Fourier constant cγ(0, f) est nul pour chaque γ ∈ GL2(F ). La
fonction L que l’on peut de´finir a` partir des formes classiques est une somme de
Dirichlet indexe´e par les ide´aux fractionnaires principaux de F : pour l’e´tude de
proble`mes ge´ome´triques – comme les fonctions zeˆta des varie´te´s, il est ne´cessaire
de les ade´liser, afin d’avoir des sommes sur les ide´aux quelconques.
Pour cela, commenc¸ons par le the´ore`me d’approximation forte :
The´ore`me d’approximation forte pour SL2 :
Pour tout corps totalement re´el F , SL2(F )SL2(F∞) est dense dans SL2(AF ).
Une version ge´ne´rale de ce the´ore`me est prouve´e dans le livre de Platonov-
Rapinchuk (th.7.12). On l’utilise seulement pour SL2, pour lequel [Ga] donne
une preuve e´le´mentaire (appendice A.3).
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Proposition 3 (Approximation forte pour GL2) Soit {a} le syste`me de la
section 2.1, et id(a) un ide`le fini correspondant a` a
GL2(AF ) =
∐
a∈C ℓ+(F )
GL2(F )GL
+
2 (F∞)
(
id(a) 0
0 1
)
K0(q).
Preuve : On utilise d’abord le fait que (cf 2.1)
A
×
F =
∐
a∈C ℓ+(F )
F×F×+∞ id(a)Ô×F .
Le the´ore`me d’approximation forte assure que SL2(F )SL2(F∞) est dense dans
SL2(AF ). En e´crivant detd = ξy∞id(a)uf selon la de´composition ci-dessus, on
en de´duit donc qu’il existe deux suites γn ∈ SL2(F ), g∞,n ∈ SL2(F∞) telles que :
γng∞,n −−−→n→∞
(
ξ−1 0
0 1
)
g
(
y−1∞ 0
0 1
)(
u−1f 0
0 1
)(
id(a)−1 0
0 1
)
et donc
∐
aGL2(F )GL
+
2 (F∞)
(
id(a) 0
0 1
){(
u 0
0 1
)
;u ∈ Ô×F
}
est dense dans
GL2(AF ). Comme K0(q) est ouvert, ve´rifiant :
det
{(
u 0
0 1
)
;u ∈ Ô×F
}
= det(K0(q))
cela ache`ve la preuve. 
Soit :
Γ0(q, a) := GL
+
2 (F ) ∩
(
id(a) 0
0 1
)
K0(q)
(
id(a)−1 0
0 1
)
ou encore :
Γ0(q, a) =
{(
a b
c d
)
∈ GL2(F )| a, d ∈ OF , c ∈ qa−1, b ∈ a, ad− bc ∈ O×+F
}
Le the´ore`me d’approximation forte induit un home´omorphisme :
GL2(F )Z
+
∞\GL2(AF )/K0(q) ∼=
∐
a∈C ℓ(F )
Z+∞Γ0(q, a)\GL+2 (F∞).(12)
Notations : Soit ∆ le Laplacien de GL+2 (R), de´fini avec les coordonne´es d’Iwa-
sawa par :
∆ = −y2
(
∂2
∂x2
+
∂2
∂y2
)
+ y
∂2
∂x∂θ
∆ de´finit sur l’espace des fonctions lisses C∞(GL+2 (F∞)) d ope´rateurs {∆j}1≤j≤d
par :
∀g∞,∆jϕ(g∞) = ∆[h 7→ ϕ(g1, . . . , h︸︷︷︸
place j
, . . . , gd, )]|h=gj .
Soit∆ = (∆1, . . . ,∆d), et pour λ ∈ Rd+, ϕ ∈ C∞(GL+2 (F∞)), on pose∆ϕ = λϕ
si, pour tout j dans {1, . . . , d} :
∀g∞ ∈ GL+2 (F∞),∆jϕ(g∞) = λjϕ(g∞).
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Pour k∞ ∈ K∞, e(kk∞) de´signe exp(ikθ) si k∞ =
(
cosθ sinθ
− sinθ cosθ
)
(avec les
notations vectorielles de la section pre´ce´dente).
On peut maintenant de´finir un premier espace de formes ade´liques : c’est un
espace auxiliaire, qui sera utile pour prouver la formule des traces de Petersson,
car il permet une indexation pratique.
(13) Skq :=
{
ϕ : GL2(AF )→ C borne´e ;ϕ(γz∞gk∞kf ) = e(kk∞)ϕ(g)
∀(γ, z∞, g, k∞, kf ) ∈ GL2(F )× Z+∞ ×GL2(AF )× SO2(R)d ×K0(q);
∆ϕ =
k
2
(
1−
k
2
)
ϕ et
∫
F\AF
ϕ(n(x)g)dx = 0 ∀g ∈ GL2(AF )
}
L’espace Skq est muni du produit scalaire :
〈ϕ, ψ〉Sk
q
:=
∫
GL2(F )Z
+
∞\GL2(AF )/K0(q)
ϕ(g)ψ(g)dg
Un corollaire de l’approximation forte pour GL2 est ce que l’on appelle
« l’ade´lisation des formes modulaires » :
Corollaire 1 On a un isomorphisme
Skq −→
⊕
a∈C ℓ+(F )
Sk(Γ0(q, a))
ϕ 7−→
{
z = x+ iy 7→ y−k/2ϕ
((
y x
0 1
)(
id(a) 0
0 1
))}
a∈C ℓ+(F )
Remarque 2 En munissant l’espace ⊕iHi, somme directe d’espaces de Hilbert
Hi, du produit scalaire 〈
∑
i xi,
∑
i yi〉Hi =
∑
i 〈xi, yi〉, l’isomorphisme ci-dessus
est une isome´trie.
On a sur Skq une action ρ non triviale de C ℓ+(F ), quotient de l’action du
centre :
ρ(b)ϕ(g) = ϕ
((
id(b) 0
0 id(b)
)
g
)
et par conse´quent on a la de´composition :
Skq =
⊕
χ∈Ĉℓ+(F )
Skq [χ](14)
Ĉℓ+(F ) de´signant le dual du groupe fini commutatif Cℓ+(F ).
De´finition 2 L’espace des formes modulaires de Hilbert ade´liques
L’espace des formes modulaires de Hilbert de poids k ∈ Nd, de niveau q est
de´fini par :
(15) Hkq =
{
ϕ : GL2(AF )→ C borne´e ;ϕ(γzgk∞kf ) = ϕ(g)e(kk∞)
∀(γ, z, g, k∞, kf ) ∈ GL2(F )× Z(AF )×GL2(AF )× SO2(R)d ×K0(q);
∆ϕ =
k
2
(
1−
k
2
)
ϕ et
∫
F\AF
ϕ(n(x)g)dx = 0 ∀g ∈ GL2(AF )
}
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Cet espace est nul si k /∈ 2Zd≥1. On a une injection e´vidente Hkq →֒ Skq (et meˆme
Hkq = Skq [1]).
L’espace Hkq admet une structure hermitienne, avec le produit scalaire :
〈ϕ, ψ〉Hk
q
=
∫
GL2(F )Z(AF )\GL2(AF )/K0(q)
ϕ(g)ψ(g)dg
et on peut remarquer de`s a` pre´sent, ce sera utile dans la suite, que pour toute
forme ϕ :
||ϕ||2Hk
q
= [Kf : K0(q)]
∫
GL2(F )Z(AF )\GL2(AF )
|ϕ(g)|2dg
avec [Kf : K0(q)] = N(q) + 1 si q premier.
4 Representations automorphes de GL2
4.1 Formes automorphes pour GL2
Soit AF l’anneau des ade`les de F , ω un caracte`re multliplicatif de A
×
F /F
×.
On se place dans GL2(AF ), et on utilisera les notations de la section 2.3. Outre
les excellentes re´fe´rences usuelles [G], [Bu] sur les formes automorphes, les notes
de Godement [Go], moins populaires, m’ont e´te´ d’une grande utilite´, pour tout
ce qui regarde les fonctions L, ainsi que le livre re´cent de Bushnell et Henniart
[BH].
On ne rede´finira pas l’espace des formes automorphes du groupe GL2 note´
A(GL2(F )\GL2(AF )) (cf [Bu], chapitre 3) : ce sont des fonctions a` croissance
mode´re´e, finies (pour l’action par translation de Kf et du centre de l’alge`bre
enveloppante Z(U(gl(2)
C
))). Le sous-espace des formes paraboliques, de´fini par
A0(GL2(F )\GL2(AF )) = {ϕ ∈ A(GL2(F )\GL2(AF ));
∫
F\AF
ϕ(n(x)g)dx = 0}
est constitue´ de fonctions a` de´croissance rapide ; on appelle repre´sentation auto-
morphe (resp. parabolique) irre´ductible un sous-espace irre´ductible de A (resp.
A0). Il se trouve que A0(ω), sous-espace de A0 sur lequel Z(AF ) agit selon ω,
est somme directe (alge´brique) de repre´sentations automorphes.
Soit (π, Vπ) une repre´sentation automorphe irre´ductible de GL2(AF ). Elle
se factorise sous la forme d’un produit tensoriel restreint :
π ∼=
⊗
v
πv(16)
πv e´tant une repre´sentation admissible de GL2(Fv) si v finie (respectivement un
(gl2(R),O2(R))-module si v infinie), sa restriction a` Z(AF ) induit un caracte`re
de A×F /F
×, note´ ωπ, dit caracte`re central de π, dont chaque composante locale
(ωπ)v est le caracte`re central ωπv de πv. La repre´sentation automorphe (π, Vπ)
admet un mode`le de Whittaker (cf. [Bu], chapitre 3.3), pour tout choix d’un
caracte`re additif ψ = ⊗ψv, qui se factorise aussi :
W(π, ψ) ∼=
⊗
v
W(πv, ψv)
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avec la compatibilite´ importante : si ϕ = ⊗ϕv dans (16), alors l’e´le´ment de
Whittaker correspondant Wϕ ve´rifie : Wϕ(g) =
∏
vWϕv(gv). De plus, on a
par unicite´ du mode`le de Whittaker la relation :
Wϕ(g) =
∫
F\AF
ϕ(n(x)g)ψ(x)dx.
Dans ces factorisations, presque toute πv est non ramifie´e, i.e. admet un vec-
teur fixe par GL2(OFv ), et on sait alors que ce vecteur est unique (a` homothe´ties
pre`s). Si πv est ramifie´e, l’admisibilite´ de πv assure quand meˆme l’existence d’un
entier n(πv) minimal tel que :{
x ∈ Vv|∀k ∈ K0(̟n(πv)v ) πv(k)x = ωπv(k)x
}
6= {0}
et un re´sultat ce´le`bre de Casselman dit que cet espace est unidimensionnel (pour
v finie). Ici on a pose´ :
∀k =
(
a b
c d
)
∈ K0(̟n(πv)v ), ωπv(k) := ωπv(d).
Si v correspond a` l’ide´al maximal p on note n(πv) = n(πp) et l’ide´al qπ =∏
pn(πp) est nomme´ conducteur de π. L’ide´al local ̟
n(πv)
v Ov est appele´ conduc-
teur de πv ou conducteur en v de π.
Le point important est que les vecteurs (presqu’)invariants du the´ore`me de Cas-
selman, dits vecteurs spe´ciaux ou essentiels, ont pour transforme´e de Mellin
les facteurs locaux L(s, πv) de la fonction L de π (voir [P1]), et permettent de
traduire des e´nonce´s concernant des fonctions L dans le langage de l’analyse
harmonique (cf section 5). En re´sume´ :
Proposition 4 Pour toute place v finie, on note W 0v l’unique e´le´ment spe´cial
du mode`le de Whittaker local tel que W 0v (1) = 1. Si ψv est non ramifie´, W
0
v
ve´rifie alors :
L(s, πv) =
∫
F×v
W 0v
(( a 0
0 1
))
|a|s−1/2v d×a(17)
(avec convergence pour ℜ(s) > 0).
Modulo des adaptations techniques, on peut montrer une telle e´galite´ dans le cas
archime´dien aussi (meˆme re´fe´rence). D’ailleurs, la fonction note´e W 0∞ au de´but
de la section 5 est pre´cise´ment, dans le cas des se´ries discre`tes de GL2(F∞), cet
e´le´ment spe´cial.
Supposons, ce qui sera notre cas dans la suite, que l’on parte d’une repre´sentation
globale parabolique π dont le caracte`re central est trivial, et dont le conducteur
est sans facteur carre´ : on peut alors donner la forme des fonctions L locales.
Le re´sultat suivant re´sume la situation (cf. [Go] pour les preuves) :
Proposition 5 Soit v ↔ p une place finie de F , avec ces hypothe`ses
• si πv est non-ramifie´e, alors πv est une se´rie principale et on peut e´crire
L(s, πv) = (1− απ,1(p)N(p)−s)−1(1− απ,2(p)N(p)−s)−1
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On a l’e´quation fonctionnelle locale :
L(s, πv) = L(1− s, πv)
• si πv est ramifie´e de conducteur ̟vOv, alors πv est une repre´sentation spe´ciale
et on peut e´crire :
L(s, πv) = (1− απ(p)N(p)−s)−1
On a l’e´quation fonctionnelle :
L(s, πv) = επvN(p)
1
2−sL(1− s, πv)
avec επv = −N(p)1/2απ(p) ∈ {1,−1}.
Remarque 3 : Si k est un entier positif, et π
R
une repre´sentation irre´ductible
de GL2(R), isomorphe a` une se´rie discre`te D(k) de caracte`re central trivial,
alors :
L(s, π
R
) = (2π)−(s+
k
2 )Γ
(
s+
k
2
)
.
L’e´quation fonctionnelle est dans ce cas :
L(s, π
R
) = ik+1L(1− s, π
R
)
Ces re´sultats donnent une description comple`te des fonctions L d’une cer-
taine classe de repre´sentations automorphes : celle des formes modulaires de
Hilbert de conducteur sans facteurs carre´s (voir ci-dessous la justification de la
confusion entre formes et repre´sentations, qui sera exploite´e en 6 dans un cas
simple).
De´finition 3 Soit k ∈ 2Nd. Une forme modulaire de Hilbert de poids k est une
repre´sentation automorphe parabolique π de caracte`re central trivial telle que
π∞ ∼= D(k − 1) =
⊗
1≤j≤dD(kj − 1).
Notation : On note Πkq l’ensemble des formes (repre´sentations) modulaires de
Hilbert de poids k (re´fe´rant au parame`tre a` l’infini), de conducteur q.
Une premie`re chose a` pre´ciser est le lien entre formes (fonctions) auto-
morphes, et les repre´sentations, pour justifier la « confusion » entre les deux.
En effet Hkq se de´compose a` l’aide des Πkq : pour π dans cette famille, e´crivons
(π, Vπ)
K∞K0(q) =
{
ϕ ∈ (π, Vπ)|ϕ(gk∞kf ) = ϕ(g)e(kk∞),
∀(g, k∞, kf ) ∈ GL2(AF )×K∞ ×K0(q)
}
Cet ensemble est unidimensionnel si qπ = q, engendre´ par un vecteur spe´cial
global ϕπ = ⊗vϕ0v, produit des vecteurs spe´ciaux locaux. Si qπ 6= q, on sait
calculer sa dimension (graˆce a` Casselman). Ceci donne donc :
Hkq =
⊕
r|q
⊕
π∈Πk
r
(π, Vπ)
K∞×K0(q)(18)
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On appelle espace des formes nouvelles l’espace
⊕
π∈Πk
q
Cϕπ , et l’espaces des
formes anciennes est
⊕
r|q
r 6=q
⊕
π∈Πk
r
(π, Vπ)
K∞×K0(q).
Revenant aux fonctions L, posons L(s, π∞) = (2π)
−(s+k−12 )Γ
(
s+ k−12
)
. On
pose donc :
L(s, π) =
∏
v
L(s, πv) = L(s, π∞)L(s, πf ).(19)
produit eule´rien convergent pour ℜ(s) > 1, et la partie finie est une se´rie de
Dirichlet, une fois le produit de´veloppe´, convergente pour ℜ(s) > 1 de la forme :
L(s, πf ) =
∑
n⊂OF
λπ(n)N(n)
−s
indexe´e par les ide´aux non nuls de OF . Cette fonction admet un prolongement
analytique. L’e´quation fonctionnelle de L(s, π) est le produit des e´quations lo-
cales, soit dans le cas ou` le conducteur global qπ = q est premier :
N(qπ)
s
2L(s, π) = επN(qπ)
1−s
2 L(1− s, π)(20)
avec επ = −ikλπ(q)N(q)1/2 ∈ {1,−1} (il n’y a de se´rie discre`te de parame`tre
k − 1 que si k est un entier pair).
Vu l’e´quation fonctionnelle, on pose Λ(s, π) = N(qπ)
s/2L(s, π). Nous aurons
besoin des valeurs Λ(1/2, π) et Λ(1/2, π)2, qui sont en dehors de la zone de
convergence de (17).
Proposition 6 Soit π une forme modulaire de poids k, conducteur q (quel-
conque). On a :
Λ(1/2, π) = (1 + επ)N(q)
1/4
∑
n⊂OF
λπ(n)√
N(n)
F (N(n)/N(q)1/2)(21)
avec :
F (y) =
1
2iπ
∫
(3/2)
y−sL
(
s+
1
2
, π∞
)
ds
s
(22)
Λ(1/2, π)2 = 2N(q)1/2
∑
n⊂OF
λπ(n)√
N(n)
τ(n)G(N(n)/N(q))(23)
avec :
G(y) =
1
2iπ
∫
(3/2)
y−sζ
(q)
F (1 + 2s)L
(
s+
1
2
, π∞
)2
ds
s
.(24)
Pour ce faire, on pose pour π ∈ Πkq :
I(π) =
∫
(3/2)
Λ(s+ 1/2, π)
ds
s
.
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L’equation fonctionnelle (1) assure que :
(1 + επ)I(π) = Λ(1/2, π)
puis, en de´veloppant I(π) en se´rie, on trouve bien :
Λ(1/2, π) = (1 + επ)N(q)
1/4
∑
n⊂OF
λπ(n)√
N(n)
F (N(n)/N(q)1/2).(25)
L’autre e´galite´ se montre de la meˆme manie`re. Ces sommes sont absolument
convergentes.
4.2 Repre´sentations et fonctions de Bessel
Dans cette section, π de´signe une repre´sentation unitaire irre´ductible de
GL2(R), que nous supposerons de caracte`re central trivial pour simplifier. Soit
ψ un caracte`re additif de R.
Les se´ries de Poincare´ que nous de´finirons dans la section 5 sont produites
a` partir d’e´le´ments particuliers du mode`le de Whittaker W(π, ψ), et lors du
calcul du produit scalaire apparaissent des inte´grales d’« entrelacement ». Dans
la proposition suivante, Jπ,ψ de´signe la fonction de Bessel associe´e (cf [CPS],
[Sou]), et ω =
(
0 −1
1 0
)
.
Proposition 7 Soit π une repre´sentation unitaire irre´ductible de PGL2(R).
Pour b ∈ R×, on pose :
E :
W(π, ψ) −→ W(π, ψ)
W 7−→
[
g 7→
∫
N(R)
ψ(−n)W
(( b 0
0 1
)
ωng
)
dn
]
L’inte´grale de´finissant E est convergente, et on a :
∀g ∈ PGL2(R), E (W )(g) = 1|m|Jπ,ψ(b)W (g)(26)
si ψ = exp(2imπ.).
C’est ce re´sultat, e´crit sous une autre forme, qui est au cœur de la proposition
9.4 de [BM], et par conse´quent de la formule de Kuznetsov. Dans notre situa-
tion, en section 5, on pourrait conclure plus e´le´mentairement (pour F = Q, la
formule de Petersson se passe de celui-ci), mais il est important de remarquer
qu’il est central dans toutes les formes « difficiles »des formules de traces de
Petersson/Kuznetsov.
Nous serons dans le cas ou` π ∼= D(k − 1), auquel cas [CPS] donne, pour
ψ(x) = exp(2iπmx) :
∀x > 0, Jπ,ψ(x) = (−1)k/22π|m|
√
xJk−1(4π|m|
√
x)(27)
Jν e´tant la fonction de Bessel classique, dont la forme la plus utilise´e par la
suite sera (cf [Luo1]) :
Jν(x) =
∫
(σ)
Γ
(
ν−s
2
)
Γ
(
ν+s
2 + 1
)(x
2
)s
ds, si 0 < σ < ℜ(ν).(28)
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5 La formule de Petersson
Soient k ∈ 2Nd un vecteur pair, q un ide´al quelconque de OF . Soit Πkq la
famille des formes modulaires de Hilbert de conducteur q, de caracte`re central
trivial.
Pour g ∈ GL2(AF ), on note g = g∞gf la factorisation en places infinies et finies,
et on e´crira parfois g∞ = (g1, . . . , gd) les composantes infinies (bien suˆr, si v est
une place, gv de´note la composante en v de g).
Toute cette section est adapte´e du travail de Venkatesh ([V1], section 6), qui a
e´tendu la formule de Kuznetsov dans ce contexte ade´lique. Le lecteur est invite´
a` se re´fe´rer a` cet article, dont nous suivons les notations.
5.1 Analyse harmonique re´elle
Sur les espaces Sk(Z+∞Γ0(q, a)\GL+2 (F∞)), on dispose de l’analyse de Fourier
classique. Plus pre´cise´ment, soit ψ∞ le quasi-caracte`re additif de C
d de´fini par :
∀z ∈ Cd, ψ∞(z) = exp(2iπz) = exp(2iπ
d∑
j=1
zj)
Comme un e´le´ment g de GL+2 (F∞) admet une unique repre´sentation
g = z(g)n(g)a(g)k(g) =
(
z 0
0 z
)(
1 x
0 1
)(
y 0
0 1
)
k∞(29)
avec z ∈ F×>0∞ , x ∈ F∞, y ∈ F×>0∞ , k∞ ∈ K∞ (de´composition d’Iwasawa), on
peut de´finir :
(30) W 0∞(g) = y
k/2ψ∞(k(x+ iy))e(kk∞)
=
d∏
j=1
y
kj/2
j exp(2iπ
d∑
j=1
kj(xj + iyj)) exp(ikθ)
La notation est cohe´rente (avec (17)), car cet e´le´ment est pre´cise´ment le vecteur
nouveau du mode`le de Whittaker des se´ries discre`tes
⊗
j D(kj −1) de GL2(F∞)
(restreint a` GL+2 (F∞)).
La the´orie de Fourier classique permet d’e´crire, pour g ∈ GL+2 (F∞), ϕa ∈
Sk(Z+∞Γ0(q, a)\GL+2 (F∞)), sous forme de se´rie normalement convergente :
ϕa(g) =
∑
α∈a−1D−1F
α≫0
c(α, ϕa)W
0
∞
((
α 0
0 1
)
g
)
(31)
5.2 Se´ries de Poincare´
On va de´finir sur Skq des fonctions, ge´ne´ralisant les se´ries de Poincare´ clas-
siques (sur les espaces de formes modulaires), comme l’a fait Venkatesh dans le
contexte des formes de Maass.
Soient a et b deux ide´aux fractionnaires. On se donne aussi α (resp. α′) un
e´le´ment non nul de a−1D−1F (resp. (ab
2)−1D−1F ). On notera ΓN(q, a) = N(F∞)∩
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Γ0(q, a), ZΓ = Z
+
∞∩Γ0(q, a). Pour g∞ ∈ GL+2 (F∞), on pose, avec les coordonne´es
d’Iwasawa :
Wα∞(g∞) := y
k/2ψ∞(α(x+ iy))e(kk∞)(32)
Ce qui revient au meˆme :
Wα∞(g∞) = j(g∞)
−kψ∞(αg∞.i)(33)
Sur l’espace Sk(Z+∞Γ0(q, a)\GL+2 (F∞)), on peut de´finir la se´rie convergente :
Pαa (g∞) =
∑
γ∈ZΓΓN (q,a)\Γ0(q,a)
Wα∞(γg∞)
La convergence de cette se´rie est bien connue (cf [Ga]), ainsi que ses proprie´te´s
de modularite´, graˆce a` la dernie`re e´criture de Wα∞.
De´finition 4 Avec ces notations, on de´finit pour tout couple (α, a) une se´rie
de Poincare´ encore note´e Pαa ∈ Skq par :{ (
Pαa
)
b
= 0 si b 6= a(
Pαa
)
b
= Pαa si b = a
les composantes e´tant celles de l’isomorphisme (14).
On obtient traditionnellement la formule de Petersson en calculant de deux
fac¸ons diffe´rentes le produit scalaire de deux se´ries de Poincare´. Il sera crucial
plus tard de disposer d’une formule du type «
∑
π λπ(n)λπ(m) »avec m et n quel-
conques (et pas force´ment dans la meˆme classe) : pour cela, il faut permuter les
composantes connexes de GL2(F )Z
+
∞\GL2(AF )/K0(q), et donc user de l’action
naturelle a` droite de GL2(AF ) sur Skq , note´e ρ. On pose :
ρ(b)Pα
′
ab2(g) := P
α′
ab2
(
g
(
id(b) 0
0 id(b)
))
, ∀g ∈ GL2(AF )
Puisqu’on peut e´crire, par le principe de l’approximation forte :(
id(b) 0
0 id(b)
)(
id(a) 0
0 1
)
g∞ = γ
−1
(
id(ab2) 0
0 1
)
g′∞kf
avec γ ∈ GL2(F ), kf ∈ K0(q) et g∞, g′∞ ∈ GL+2 (F∞), il vient d’une part :
γ ∈ Γ(a → ab2) := GL+2 (F ) ∩
(
id(ab2) 0
0 1
)
K0(q)
(
id(ab)−1 0
0 id(b)−1
)
,
d’autre part, en notant γa→ab2 la composante infinie d’un tel γ :
ρ(b)Pα
′
ab2
(
g∞
(
id(a) 0
0 1
))
= Pα
′
ab2
(
γa→ab2g∞
(
id(ab2) 0
0 1
))
ρ(b)Pα
′
ab2
(
g∞
(
id(a′) 0
0 1
))
= 0 si a′ 6= a
On peut donc re´e´crire :
ρ(b)Pα
′
ab2
(
g∞
(
id(a) 0
0 1
))
=
∑
γ∈ZΓΓN (q,ab2)\Γ0(q,ab2)
Wα
′
∞ (γγa→ab2g∞)
=
∑
γ∈ZΓΓN (q,ab2)\Γ(a→ab2)
Wα
′
∞ (γg∞)
En suivant [V1], on peut e´noncer :
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Lemme 2 On a les proprie´te´s suivantes :
• On a explicitement :
(34) Γ(a→ ab2) =
{( a b
c d
)
∈ GL+2 (F ) | a ∈ b, b ∈ ab, c ∈ qa−1b−1,
d ∈ b−1, ad− bc ∈ O×+F
}
• De plus l’application
(
a b
c d
)
∈ Γ(a → ab2) → (c, a, ad − bc) induit une
bijection de ΓN (q, ab
2)\Γ(a → ab2)/ΓN (q, a) sur l’ensemble
{
(c, x, ε) | c ∈
qa−1b−1, ε ∈ O×+F , x ∈ b, x engendre b/ab2(c)
}
.
• Enfin, si on note B+(F ) =
{(
a b
0 d
)
∈ GL+2 (F )
}
alors ΓN (q, ab
2)\Γ(a→
ab2)∩B+(F ) est non vide si et seulement si b est principal, et admet le syste`me
de repre´sentants
{(
[b]ε 0
0 [b]−1
)
, ε ∈ O×+F
}
, [b] e´tant un ge´ne´rateur fixe´ de
b.
Nous renvoyons a` [V1] pour la preuve.
5.3 La formule de Petersson pour Skq
Nous allons maintenant e´valuer le produit scalaire
〈
Pαa , P
α′
ab2
〉
Sk
q
, ceci avec
les meˆmes notations que pre´ce´demment. Comme pour la formule de Kuznetsov,
on fait ce calcul de deux fac¸ons : l’une, directe, utilise la parame´trisation du
dernier lemme, avec la proprie´te´ d’« entrelacement »du lemme 7 (dont l’inter-
vention est moralement justifie´e par la de´finition des se´ries de Poincare´, via des
e´le´ments spe´ciaux des mode`les de Whittaker aux places infinies) ; l’autre vient
de la de´composition spectrale de l’espace Skq , qui ici est techniquement facile a`
ge´rer, car cet espace est de dimension finie.
• Calcul direct du produit scalaire :
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On doit donc calculer :〈
Pαa , ρ(b)P
α′
ab2
〉
Sk
q
=
∫
Z+∞GL2(F )\GL2(AF )/K0(q)
Pαa (g)P
α′
ab2
(
g
(
id(b) 0
0 id(b)
))
dg
=
∑
a∈Cℓ+(F )
∫
Z+∞Γ0(q,a)\GL
+
2 (F∞)
(
Pαa
)
a
(g)
(
ρ(b)Pα
′
ab2
)
a
(g)dg
=
∫
Z+∞Γ0(q,a)\GL
+
2 (F∞)
Pαa
(
g
(
id(a) 0
0 1
))
Pα
′
ab2
(
γa→ab2g
(
id(ab2) 0
0 1
))
dg
=
∫
Z+∞Γ0(q,a)\GL
+
2 (F∞)
( ∑
γ∈ZΓΓN (q,a)\Γ0(q,a)
Wα∞(γg)
)(
Pα
′
ab2
)
ab2
(γa→ab2g)dg
=
∫
Z+∞ΓN (q,a)\GL
+
2 (F∞)
Wα∞(g)
( ∑
γ∈ZΓΓN (q,ab2)\Γ0(q,ab2)
Wα
′
∞ (γγa→ab2g)
)
dg
=
∫
Z+∞ΓN (q,a)\GL
+
2 (F∞)
Wα∞(g)
( ∑
γ∈ZΓΓN (q,ab2)\Γ(a→ab2)
Wα
′
∞ (γg)
)
dg.
On peut donc e´crire :
〈
Pαa , P
α′
ab2
〉
= I1 + I2, avec :
(35)
I1 =
∫
Z+∞ΓN (q,a)\GL
+
2 (F∞)
Wα∞(g)
( ∑
γ∈ZΓΓN (q,ab2)\(Γ(a→ab2)∩B+(F ))
Wα
′
∞ (γg)
)
dg
(36) I2 =
∫
Z+∞ΓN (q,a)\GL
+
2 (F∞)
Wα∞(g)
( ∑
γ∈ZΓΓN (q,ab
2)\Γ(a→ab2)
γ /∈B+(F )
Wα
′
∞ (γg)
)
dg.
Calculons d’abord I1 : Par le lemme 2, on peut e´crire, en se rappelant que
l’ensemble d’indices n’est pas vide que si b est principal :
I1 =
∑
ε∈O×+F
∫
Z+∞ΓN (q,a)\GL
+
2 (F∞)
Wα∞(g)W
α′
∞
(( ε[b] 0
0 [b]−1
)
g
)
dg
=
∑
ε∈O×+F
∫
F×+∞
d×y
y
Wα∞
((
y 0
0 1
))
Wα
′
∞
((
εy[b]2 0
0 1
))
×
∫
ΓN (q,a)\N(F∞)
Wα∞(n(x))W
α′
∞ (n(ε[b]
2x))dx
cette dernie`re ligne e´tant obtenue avec les coordonne´es d’Iwasawa. L’inte´grale
interne vaut :∫
a\F∞
Wα∞
((
1 x
0 1
))
Wα
′
∞
((
1 xε[b]2
0 1
))
dx = vol(a\F∞)1α=ε[b]2α′ .
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En l’inse´rant dans le calcul, et en utilisant la valeur explicite de Wα∞, il vient :
(37)
I1 = vol(a\F∞)
∑
ε∈O×+F
([b]ε)k/21α=ε[b]2α′
∫
F×+∞
dy
y
yk−1e−2παy−2πα
′ε[b]2y
=
Γ(k − 1)
(4π)k−1
vol(a\F∞) N(b)
(αα′)
k−1
2
1αα′−1[b]−2∈O×+F
.
Pre´cisons que vol(a\F∞) de´signe le volume de a\F∞ pour la mesure de Lebesgue
de F∞ = R
d, a, plonge´ diagonalement, e´tant un re´seau.
Maintenant, I2 :
I2 =
∫
Z+∞ΓN (q,a)\GL
+
2 (F∞)
∑
γ∈ZΓΓN (q,ab2)\
(
Γ(a→ab2)\B+(F )
)Wα∞(g)Wα′∞ (γg)dg
=
∫
Z+∞\GL
+
2 (F∞)
∑
γ∈ZΓΓN (q,ab2)\
(
Γ(a→ab2)\B+(F )
)
/ΓN (q,a)
Wα∞(g)W
α′
∞ (γg)dg
=
∑
γ∈ZΓΓN (q,ab2)\
(
Γ(a→ab2)\B+(F )
)
/ΓN (q,a)
∫
Z+∞\GL
+
2 (F∞)
Wα∞(g)W
α′
∞ (γg)dg
apre`s interversion de somme et inte´grale, justifie´e a posteriori par les calculs a`
venir.
Prenons un syste`me de repre´sentants γ, et e´crivons leur de´composition de Bru-
hat :
γ =
(
a b
c d
)
=
(
1 a/c
0 1
)(
0 1
−1 0
)(
c 0
0 (ad− bc)c−1
)(
1 d/c
0 1
)
le´gitime, car c 6= 0, par hypothe`se sur l’ensemble d’indices. En notant n1(γ),
n2(γ) les composantes unipotentes, ω pour l’e´le´ment de Weyl, et aγ pour la
composante centrale, on a donc :
I2 =
∑
γ
∫
Z+∞\GL
+
2 (F∞)
Wα∞(g)W
α′
∞
(
n1(γ)ωa(γ)n2(γ)g
)
dg
=
∑
γ
Wα∞(n2(γ))W
α′
∞ (n1(γ))
∫
Z+∞\GL
+
2 (F∞)
Wα∞(g)W
α′
∞
(
ωa(γ)g
)
dg
avec Wα∞(n2(γ)) = ψ∞(
αd
c
), et Wα
′
∞ (n1(γ)) = ψ∞(
α′a
c
). On utilise alors la
description explicite d’un ensemble de repre´sentants donne´e par le lemme 2 et
cela donne :
I2 =
1
2
∑
c∈a−1b−1q\{0}
∑
ε∈O×+F /O
×2
F
KS(εα, a;α′, ab2; c, ab)×
∫
Z+∞\GL
+
2 (F∞)
Wα∞(g)W
α′
∞
(
ω
(
c2ε−1 0
0 1
)
g
)
dg
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ou` l’on a note´ la somme de Kloosterman comme Venkatesh (voir section 2.2) :
(38) KS(εα, a;α′, ab2; c, ab) =
∑
x∈(b−1/a(c))×
exp
(
2iπTrF/Q
(
εαx+ α′x¯
c
))
Remarquer qu’il faut e´changer les roˆles de d et a pour appliquer le lemme 2
de parame´trisation : comme a parcourt (b/ab2(c))×, d de´crit (b−1/a(c))×. Le
facteur 12 apparaˆıt car l’ensemble d’indices ici n’est pas exactement l’ensemble
des doubles classes e´tudie´ au lemme 2 : il y a un quotient supple´mentaire par
ZΓ, et une invariance par multiplication par −1. On a donc :
I2 =
1
2
∑
c∈a−1b−1q\{0}
ε∈O×+F /O
×2
F
KS(εα, a;α′, ab2; c, ab)
∫
F×+∞
d×y
y
Wα∞
((
y 0
0 1
))
×
∫
F∞
ψ(−αx)Wα′∞
(
ω
(
c2ε−1 0
0 1
)(
1 x
0 1
)(
y 0
0 1
))
dx
=
1
2
∑
c∈a−1b−1q\{0}
ε∈O×+F /O
×2
F
KS(εα, a;α′, ab2; c, ab)
∫
F×+∞
d×y
y
Wα∞
((
y 0
0 1
))
×
N(α′)
N(α)
∫
F∞
ψ∞(α
′x)Wα
′
∞
((
εα
α′c2
0
0 1
)
ω
(
1 x
0 1
)(
αy
α′
0
0 1
))
dx.
L’inte´grale interne est calculable graˆce au lemme 7, et pre´cise´ment, on a :
(39)
∫
F∞
ψ∞(−α′x)Wα
′
∞
((
εα
α′c2
0
0 1
)
ω
(
1 x
0 1
)(
αy
α′
0
0 1
))
dx
= N(α′)−1JD(k−1),ψ∞(α′.)
( εα
α′c2
)
Wα
′
∞
((
αy
α′
0
0 1
))
avec :
JD(k−1),ψ∞(α′.)(z) = (2π)
d(−1)k/2N(α′)|z|1/2Jk−1(4π|α′|
√
z).(40)
En conse´quence, en se rappelant que α, α′ sont totalement positifs :
I2 =
1
2
∑
c∈a−1b−1q\{0}
ε∈O×+F /O
×2
F
KS(εα, a;α′, ab2; c, ab)
N(c)
×
√
N(αα′)
N(α′)
(−1)k/2(2π)d×
Jk−1
(
4π
√
εαα′
|c|
)∫
F×+∞
d×y
y
Wα∞
((
y 0
0 1
))
Wα
′
∞
((
αy
α′ 0
0 1
))
=
1
2
∑
c∈a−1b−1q\{0}
ε∈O×+F /O
×2
F
KS(εα, a;α′, ab2; c, ab)
N(c)
×
√
N(αα′)
N(α′)
(−1)k/2(2π)d×
Jk−1
(
4π
√
εαα′
|c|
)( α
α′
)k/2 ∫
F×+∞
d×y
y
∣∣∣∣Wα∞(( y 00 1
))∣∣∣∣2
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=
1
2
∑
c∈a−1b−1q\{0}
ε∈O×+F /O
×2
F
KS(εα, a;α′, ab2; c, ab)
N(c)
×
√
N(αα′)
N(α′)
(−1)k/2(2π)d×
Jk−1
(
4π
√
εαα′
|c|
)( α
α′
)k/2
× Γ(k − 1)
(4πα)k−1
soit, apre`s simplification :
(41) I2 =
Γ(k − 1)(−1)k/2(2π)d
2(4π
√
αα′)k−1
×
∑
c∈a−1b−1q\{0}
ε∈O×+F /O
×2
F
KS(εα, a;α′, ab2; c, ab)
N(c)
Jk−1
(
4π
√
εαα′
|c|
)
.
• Calcul spectral :
Soit {φ} une base orthonorme´e quelconque (finie) de Skq . On supposera cette
base adapte´e a` la de´composition (14), c’est-a`-dire re´union de bases orthonorme´es
de chacune des composantes isotypiques de (14). On peut e´crire :
〈
Pαa , ρ(b)P
α′
ab2
〉
Sk
q
=
∑
φ
〈
Pαa , φ
〉
Sk
q
〈
ρ(b)Pα
′
ab2
, φ
〉
Sk
q
.
On a :
〈
Pαa , φ
〉
Sk
q
=
∫
Z+∞GL2(F )\GL2(AF )/K0(q)
Pαa (g)φ(g)dg
=
∫
Z+∞Γ0(q,a)\GL
+
2 (F∞)
Pαa (g)φ
(
g
(
id(a) 0
0 1
))
dg
=
∫
Z+∞ΓN (q,a)\GL
+
2 (F∞)
Wα∞(g)φ
(
g
(
id(a) 0
0 1
))
dg.
Rappelons maintenant que
φ
(
g
(
id(a) 0
0 1
))
= φa(g) =
∑
ξ∈a−1D−1F
ξ≫0
c(ξ, a, φ)W 0∞
((
ξ 0
0 1
)
g
)
.
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Il vient donc :〈
Pαa , φ
〉
Sk
q
=
∫
F×+∞
d×y
y
Wα∞
((
y 0
0 1
))
×∫
a\F∞
ψ∞(−αx)φa
((
1 x
0 1
)(
y 0
0 1
))
=
∫
F×+∞
d×y
y
Wα∞
((
y 0
0 1
))
×
c(α, a, φ)
αk/2
vol(a\F∞)Γ(k − 1)
(4π)k−1
W 0∞
((
αy 0
0 1
))
soit finalement :〈
Pαa , φ
〉
Sk
q
=
c(α, a, φ)
αk/2−1
× vol(a\F∞)× Γ(k − 1)
(4π)k−1
.(42)
De la meˆme manie`re,〈
ρ(b)Pα
′
ab2 , φ
〉
Sk
q
=
∫
Z+∞GL2(F )\GL2(AF )/K0(q)
Pα
′
ab2
(
g
(
id(b) 0
0 id(b)
))
φ(g)dg
= ωφ(b
−1)
∫
Z+∞GL2(F )\GL2(AF )/K0(q)
Pα
′
ab2
(g)φ(g)dg
car on a choisi la base {φ} de telle sorte que l’action du centre soit un twist par
un Gro¨ssencharakter. Donc :〈
ρ(b)Pα
′
ab2 , φ
〉
Sk
q
= ωφ(b
−1)
∫
Z+∞Γ0(q,ab2)\GL
+
2 (F∞)
Pα
′
ab2
(g)φ
(
g
(
id(ab2) 0
0 1
))
dg
= ωφ(b
−1)× c(α
′, ab2, φ)
α′
k/2−1
× vol(ab2\F∞)× Γ(k − 1)
(4π)k−1
ceci par les meˆmes calculs que pre´ce´demment.
• Bilan
Avec les normalisations des mesures de Haar choisies (vol(AF /F ) = 1), on a
vol(OF \F∞) = |dF |1/2
et par conse´quent, pour deux ide´aux fractionnaires a et b :
vol(a\F∞) = N(a)|dF |1/2, vol(ab2\F∞) = N(ab2)|dF |1/2.
Pour ϕ ∈ Skq et g ∈ GL+2 (F∞), on e´crit comme pre´ce´demment :
ϕ
(
g
(
id(a) 0
0 1
))
=
∑
α∈a−1D−1F
α≫0
c(α, a, ϕ)W 0∞
((
α 0
0 1
)
g
)
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et posons pour alle´ger :
λ(α, a, ϕ) = c(α, a, ϕ)N(αaDF )
1/2.(43)
Nous avons donc de´montre´ :
Proposition 8 (Formule de Petersson pour Skq ) Soit k ∈ 2Nd≥1 et {φ}
une base orthonorme´e adapte´e de Skq . Soient a, b des ide´aux fractionnaires de
F et α ∈ a−1D−1F (respectivement α′ ∈ (ab2)−1D−1F ). On a alors la relation :
(44)
∑
φ
Γ(k − 1)
(4π)k−1|dF |1/2
ωφ(b)λ(α, a, φ)λ(α′, ab2, φ) = 1αa=α′ab2
+
(−1)k/2(2π)d
2|dF |1/2
∑
c∈a−1b−1q\{0}
ε∈O×+F /O
×2
F
KS(εα, a;α′, ab2; c, ab)
N(cab)
Jk−1
(
4π
√
εαα′
|c|
)
.
5.4 La formule de Petersson pour Hkq
On va pouvoir maintenant e´noncer le re´sultat principal de cette partie, a`
savoir la formule de Petersson pour l’espace Hkq . Pour cela, soit {ϕ} une base
orthogonale de Hkq . Notons d’abord que :
(45) ||ϕ||2Hk
q
=
∫
Z(AF )GL2(F )\GL2(AF )/K0(q)
|ϕ(g)|2dg
=
1
h+F
∫
Z+∞GL2(F )\GL2(AF )/K0(q)
|ϕ(g)|2dg = 1
h+F
||ϕ||2Sk
q
.
Puis, {ϕ} est une base orthogonale de Skq [1] dans la de´composition (14). Soient
maintenant n,m deux ide´aux fractionnaires de F , et α ∈ n−1D−1F (resp. β ∈
m−1D−1F ). On veut calculer :
∑
ϕ
Γ(k − 1)
(4π)k−1|dF |1/2||ϕ||2Hk
q
λ(α, n, ϕ)λ(β,m, ϕ)
= h+F
∑
ϕ
Γ(k − 1)
(4π)k−1|dF |1/2||ϕ||2Sk
q
λ(α, n, ϕ)λ(β,m, ϕ).
Or, en prenant {φ} une base orthonorme´e de Skq comme pre´ce´demment :
(46)
∑
ϕ
Γ(k − 1)
(4π)k−1|dF |1/2||ϕ||2Sk
q
λ(α, n, ϕ)λ(β,m, ϕ)
=
1
h+F
∑
b∈Cℓ+(F )
∑
φ
Γ(k − 1)
(4π)k−1|dF |1/2
λ(α, n, φ)λ(β,m, φ)ωφ(b)
=
1
h+F
∑
b
2
=mn−1
∑
φ
Γ(k − 1)
(4π)k−1|dF |1/2λ(α, n, φ)λ(β,m, φ)ωφ(b).
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En effet, soit Ĉℓ+(F )(2) le groupe des caracte`res χ de Cℓ+(F ) tels que χ(a2) = 1,
quel que soit a. Si {φ} est une base orthonorme´e de Skq , alors {φ ⊗ χ}, χ fixe´,
en est une autre. Donc :∑
b
∑
χ∈Ĉℓ+(F )(2)
∑
φ
Γ(k − 1)
(4π)k−1|dF |1/2λ(α, n, φ ⊗ χ)λ(β,m, φ ⊗ χ)ωφ⊗χ(b)
=
∑
b
∑
φ
Γ(k − 1)
(4π)k−1|dF |1/2
λ(α, n, φ)λ(β,m, φ)ωφ(b)
∑
χ∈Ĉℓ+(F )(2)
χ(nm−1)
=
∑
b
∑
φ
Γ(k − 1)
(4π)k−1|dF |1/2λ(α, n, φ)λ(β,m, φ)ωφ(b)1mn
−1∈Cℓ+(F )2 × |Ĉℓ+(F )(2)|
= |Ĉℓ+(F )(2)|
∑
b
∑
φ
Γ(k − 1)
(4π)k−1|dF |1/2λ(α, n, φ)λ(β
′, na2, φ)ωφ(b)
= |Ĉℓ+(F )(2)|
∑
b
∑
φ
Γ(k − 1)
(4π)k−1|dF |1/2λ(α, n, φ)λ(β
′, na2, φ)ωφ(a)ωφ(ba
−1)
= |Ĉℓ+(F )(2)|
∑
φ
Γ(k − 1)
(4π)k−1|dF |1/2λ(α, n, φ)λ(β
′, na2, φ)ωφ(a)
∑
b
ωφ(ba
−1)
=
∑
b
2
=mn−1
∑
χ∈Ĉℓ+(F )(2)
∑
φ
Γ(k − 1)
(4π)k−1|dF |1/2λ(α, n, φ ⊗ χ)λ(β,m, φ ⊗ χ)ωφ⊗χ(b)
=
∑
b
2
=mn−1
|Ĉℓ+(F )(2)|
∑
φ
Γ(k − 1)
(4π)k−1|dF |1/2λ(α, n, φ)λ(β,m, φ)ωφ(b)
(46) e´tant maintenant justifie´e, on la re´e´crit, en notant [mn−1b−2] un ge´ne´rateur
totalement positif de cet ide´al :
(47)
∑
ϕ
Γ(k − 1)
(4π)k−1|dF |1/2||ϕ||2Sk
q
λ(α, n, ϕ)λ(β,m, ϕ)
=
1
h+F
∑
b
2
=mn−1
∑
φ
Γ(k − 1)
(4π)k−1|dF |1/2
λ(α, n, φ)λ(β[mn−1b−2], nb−2, φ)ωφ(b)
on applique maintenant la formule de Petersson pour Skq , et il vient apre`s
re´indexation (on remplace la somme sur b par une somme sur c = nb), qui
donne :∑
ϕ
Γ(k − 1)
(4π)k−1|dF |1/2||ϕ||2Sk
q
λ(α, n, ϕ)λ(β,m, ϕ) = 1αn=βm
+
(−1)k/2(2π)d
2|dF |1/2h+F
∑
c2=mn
c∈c−1q\{0}
ε∈O×+F /O
×2
F
KS(εα, n;β[mnc−2],m; c, c)
N(cc)
Jk−1
(
4π
√
εαα′[ mn
c−2
]
|c|
)
et, en prenant la norme de Hkq , on a prouve´ :
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The´ore`me 6 (Formule de Petersson) Soit q un ide´al quelconque de OF ,
k ∈ 2Nd≥1. Soit {ϕ} une base orthogonale de Hkq , m, n des ide´aux fractionnaires,
α ∈ n−1D−1F (respectivement β ∈ m−1D−1F ). Soient {λ(ξ, a, ϕ)} les coefficients
tels que pour tout g ∈ GL+2 (F∞) :
ϕ
(
g
(
id(a) 0
0 1
))
=
∑
ξ∈a−1D−1F
ξ≫0
λ(ξ, a, ϕ)
N(ξaDF )1/2
W 0∞
((
ξ 0
0 1
)
g
)
On a alors la relation :∑
ϕ
Γ(k − 1)
(4π)k−1|dF |1/2||ϕ||2Hk
q
λ(α, n, ϕ)λ(β,m, ϕ) = 1αn=βm
+
C
|dF |1/2
∑
c2=mn
c∈c−1q\{0}
ε∈O×+F /O
×2
F
KS(εα, n;β[mnc−2],m; c, c)
N(cc)
Jk−1
(
4π
√
εαα′[mnc−2]
|c|
)
avec C = (−1)
k/2(2π)d
2 .
Remarque 4 Dans la formule de Petersson, les sommes sur c et ε sont des
sommes finies, tenant compte du fait que le corps F n’a pas force´ment un groupe
des classes e´troit trivial. Si cela est le cas, on retrouve alors le re´sultat de [Luo1].
Remarque 5 On a travaille´ par simplicite´ avec des formes de caracte`re central
trivial. Il est clair cependant que l’on peut adapter les calculs pre´ce´dents a`
des formes dont le caracte`re central est arithme´tique, i.e. trivial sur les places
infinies, comme l’a d’ailleurs fait [V1]. La formule est la meˆme, a` ceci pre`s qu’il
faut remplacer les sommes de Kloosterman « KS »par « KSχ », sommes de
Kloosterman twiste´es.
6 Lien avec les fonctions L
Nous allons ici expliquer comment utiliser la formule de Petersson quand
on manipule des fonctions L. Ce qui est dit ici est bien connu, mais il est plus
prudent de l’expliciter, compte tenu des maintes normalisations de la litte´rature.
Soit π une repre´sentation parabolique de GL2, sur F . On a vu, dans la section
2, que π ∼=⊗πv, et que dans chaque mode`le de Whittaker localW(πv, ψv) , on
peut trouver un unique e´le´ment spe´cial W 0v tel que
L(s, πv) =
∫
F×v
W 0v
((
a 0
0 1
))
|a|s−1/2d×a
a` condition que ψv soit pris non ramifie´. Or, travaillant avec l’analyse harmo-
nique, on est conduit a` choisir comme caracte`re additif global ψ = ψ
Q
◦TrF/Q,
qui est ramifie´ en les places divisant la diffe´rente. Cependant, avec ce choix,
prenons W 0v l’unique e´le´ment spe´cial (i.e. invariant par K0(qv)) tel que
W 0v
((
̟−dvv 0
0 1
))
= 1
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ou` dv est de´termine´ comme suit : on e´crit DF =
∏
p p
dp , et si v est la place finie
correspondant a` p, on pose dv = dp. Cet e´le´ment ve´rifie alors :∫
F×v
W 0v
((
a 0
0 1
))
|a|s−1/2v d×a = |̟v|dv(1/2−s)L(s, πv)
et donc l’e´le´mentWπ de W(π, ψ), de´fini par Wπ =W 0∞⊗ (
⊗
W 0v ) =W
0
∞⊗W 0π
satisfait a` : ∫
A
×
F
Wπ
((
a 0
0 1
))
|a|s−1/2d×a = |dF |s−1/2L(s, π)
et en notant Af les ade`les finis :∫
A
×
f
W 0π
((
a 0
0 1
))
|a|s−1/2d×a = |dF |s−1/2L(s, πf )
en de´veloppant l’inte´grale de gauche, et en e´crivant
L(s, πf ) =
∑
n⊂OF
λπ(n)N(n)
−s
on obtient la relation :
λπ(n) = N(n)
1/2W 0π
((
id(nD−1F ) 0
0 1
))
(48)
et par conse´quent, si ϕπ est l’e´le´ment spe´cial global de l’espace de π correspon-
dant a` Wπ , et α ∈ n−1 :
λπ(αn) = λ(α, nD
−1
F , ϕπ)(49)
On a vu en 4 le de´composition de Hkq a` l’aide des Πkq . Dans le cas ou` q est
un ide´al maximal (cas dans lequel on se placera dans les sections ulte´rieures),
on a donc la de´composition plus simple :
Hkq =
⊕
π∈Πk
q
Cϕπ ⊕
⊕
π∈Πk
OF
(π, Vπ)
K∞K0(q)
L’espace des formes anciennes peut eˆtre nul ( si F = Q, et k ≤ 10 par exemple),
mais si π est non ramifie´e, alors l’espace (π, Vπ)
K∞K0(q) est de dimension deux.
Dans ce qui va suivre, la contribution des formes anciennes est ne´gligeable,
et on a pre´fe´re´ indiquer dans un appendice pourquoi (il s’agit de trouver une
base orthogonale « adapte´e »des formes anciennes, et d’e´valuer leur contri-
bution) : la raison principale vient du fait que si ϕ est non ramifie´e, alors
||ϕ||2Hk
q
= (N(q)+1)||ϕ||2
Hk
OF
, et cela fait baisser d’un facteur N(q) cette contri-
bution.
Venons-en maintenant a` la formule de Petersson. D’abord, on normalise les
sommes de Kloosterman :
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De´finition 5 Soient m, n des ide´aux fractionnaires de F , c tel que c2 ∼ mn, et
α ∈ n−1, β ∈ m−1. On pose :
Kℓ(α, n;β,m; c, c) = KS(α, nD−1F ;β[mnc−2],mD−1F ; c, c)(50)
On a alors la borne de Weil :
|Kℓ(α, n;β,m; c, c)| ≪F N
(
(α)n, (β)m, (c)c
)1/2
τ
(
(c)c
)
N(cc)1/2(51)
Dans la de´finition, on a note´ (a, b, c) le p.g.c.d. des ide´aux a, b, c. La borne de
Weil est e´nonce´e dans [V1], section 2.6.
On peut e´noncer la forme « pratique »de la formule de Petersson :
De´finition 6 Soit {xπ}π∈Πk
q
une suite de nombres complexes. Soit ωπ le poids
ωπ =
Γ(k − 1)
(4π)k−1|dF |1/2||ϕπ ||2Hk
q
(52)
On note alors :
h∑
π∈Πk
q
xπ :=
∑
π∈Πk
q
ωπxπ(53)
Proposition 9 Soit q un ide´al quelconque de OF , k ∈ 2Nd≥1. Soient m, n des
ide´aux fractionnaires, α ∈ n−1 (respectivement β ∈ m−1).
(54)
h∑
π∈Πk
q
λπ(αn)λπ(βm) + (Formes Anciennes) = 1αn=βm
+
C
|dF |1/2
∑
c2=mn
c∈c−1q\{0}
ε∈O×+F /O
×2
F
Kℓ(εα, n;β,m; c, c)
N(cc)
Jk−1
(
4π
√
εαβ[mnc−2]
|c|
)
avec
(Formes Anciennes) =
∑
ϕ
Γ(k − 1)
(4π)k−1|dF |1/2||ϕ||2Hk
q
λ(α, nD−1F , ϕ)λ(β,mD
−1
F , ϕ)
{ϕ} parcourant une base orthogonale des formes anciennes, et
C =
(−1)k/2(2π)d
2
.(55)
Remarque 6 Les coefficients λπ(n) sont re´els, dans le cas e´tudie´ : c’est pour
cela que la conjugaison complexe n’apparaˆıt pas dans la partie des formes nou-
velles.
La formule de Petersson, ainsi qu’une e´tude des termes provenant des formes
anciennes, permet de voir que :
lim
N(q)→∞
h∑
π∈Πk
q
1 = 1.
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Pour une suite {xϕ}, indexe´e par une base orthogonale de Hkq , on posera
h∑
ϕ
xϕ :=
∑
ϕ
Γ(k − 1)
(4π)k−1|dF |1/2||ϕ||2Hk
q
xϕ.
La formule de Petersson est valable pour un conducteur quelconque. Cepen-
dant, on ne saura e´valuer le terme venant des formes anciennes que dans le
cas d’un ide´al premier : cette difficulte´ est pre´visible car la de´composition (18)
de´pend de la complexite´ arithme´tique du conducteur.
7 Le premier moment
Dans cette partie, nous allons prouver l’estimation (2), rappelons la :
M1(q) :=
h∑
π∈Πk
q
Λ(1/2, π)M(π)
=
ζF (2)Γ
(
k
2
)
(2π)
k
2 ress=1(ζF )
× 2N(q)
1/4
∆ log(N(q))
(
P ′(1) +O
(
1
log(N(q))
))
.
Rappelons d’abord que l’on prend pour amollisseur :
M(π) =
∑
N(m)≤M
µ(m)P
(
log(M/N(m))
log(M)
)
ψ(m)N(m)1/2
λπ(m)
ou` M = N(q)∆/2, ∆ ∈]0, 1[, P est un polynoˆme tel que P (0) = P ′(0) = 0.
La repre´sentation π parcourt l’ensemble des formes modulaires de Hilbert de
poids k, de conducteur l’ide´al premier q, et de caracte`re central trivial. Il s’agit
donc d’obtenir une asymptotique quand N(q) tend vers l’infini, avec ∆ fixe.
Nous supposerons e´galement dans cette partie et la suivante que M n’est
pas un entier : cette hypothe`se, non restrictive, permet d’utiliser une e´criture
inte´grale de P . En effet, Kowalski, Michel et VanderKam [KMV] associent a`
P (X) =
∑
k
akX
k
la fraction rationnelle
P̂M (X) =
∑
k
akk!(X log(M))
−k
de telle sorte que pour M non entier, et P s’annulant en 0 :
P
(
log(M/N(m))
log(M)
)
1N(m)<M =
1
2iπ
∫
(1)
M s
N(m)s
P̂M (s)
ds
s
.(56)
Rappelons (voir (21)) que Λ(1/2, π) est donne´ par :
Λ(1/2, π) = (1 + επ)N(q)
1/4
∑
n⊂OF
λπ(n)√
N(n)
F (N(n)/N(q)1/2)
33
D. Trotabas
avec :
F (y) =
1
2iπ
∫
(3/2)
y−sL
(
s+
1
2
, π∞
)
ds
s
et la valeur explicite du signe de l’e´quation fonctionnelle :
επ = −ikN(q)1/2λπ(q).(57)
Afin de gagner en lisibilite´, nous userons de la notation condense´e suivante :
Fn :=
F (N(n)/N(q)1/2)
N(n)1/2
(58)
Pm :=
µ(m)P
(
log(M/N(m))
log(M)
)
ψ(m)N(m)1/2
.(59)
On conside`re donc
M1(q) =
h∑
π∈Πk
q
Λ(1/2, π)M(π).
En de´veloppant l’expression de M(π), on voit que M1(q) est donne´e par :
M1(q) = N(q)
1/4
∑
n⊂OF
∑
N(m)≤M
FnPm
h∑
π∈Πk
q
(
1−N(q)1/2λπ(q)
)
λπ(n)λπ(m)
= N(q)1/4
∑
n⊂OF
N(m)≤M
FnPm
h∑
π∈Πk
q
λπ(n)λπ(m)
−N(q)3/4
∑
n⊂OF
N(m)≤M
FnPm
h∑
π∈Πk
q
λπ(nq)λπ(m) = A+B.
Pour utiliser la formule de Petersson, on choisit un syste`me de repre´sentants de
Cℓ+(F ), comme a` la section 2, note´ {a¯} (resp. {b¯}). On effectue donc le chan-
gement de variables n = νa,m = ξb, et ν (resp. ξ) parcourt (a−1)≫0 mod O×+F
(resp. (b−1)≫0 mod O×+F ) :
(60) A = N(q)1/4
∑
a¯,b¯
∑
ν∈(a−1)≫0/O×+F
∑
ξ∈(b−1)≫0/O×+F
N(ξ)≤MN(b)−1
FνaPξb
h∑
π∈Πk
q
λπ(νa)λπ(ξb)
(61)
B = −N(q)3/4
∑
a¯,b¯
∑
ν∈(a−1)≫0/O×+F
∑
ξ∈(b−1)≫0/O×+F
N(ξ)≤MN(b)−1
FνaPξb
h∑
π∈Πk
q
λπ(νaq)λπ(ξb).
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On peut maintenant appliquer la formule de Petersson (proposition 9) :
(62) A = N(q)1/4
∑
a¯,b¯
∑
ν∈(a−1)≫0/O×+F
∑
ξ∈(b−1)≫0/O×+F
N(ξ)≤MN(b)−1
FνaPξb×
{
1νa=ξb +
C
|dF |1/2
∑
c2=ab
c∈c−1q\{0}
ε∈O×+F /O
×2
F
Kℓ(εν, a; ξ, b; c, c)
N(cc)
Jk−1
(
4π
√
ενξ[abc−2]
|c|
)
+ (Formes Anciennes)
}
(63) B = −N(q)3/4
∑
a¯,b¯
∑
ν∈(a−1)≫0/O×+F
∑
ξ∈(b−1)≫0/O×+F
N(ξ)≤MN(b)−1
FνaPξb×
{
1νaq=ξb +
C
|dF |1/2
∑
c2=ab
c∈c−1q\{0}
ε∈O×+F /O
×2
F
Kℓ(εν, aq; ξ, b; c, c)
N(cc)
Jk−1
(
4π
√
ενξ[aqbc−2]
|c|
)
+ (Formes Anciennes)
}
.
On revient a` M1(q) = A + B en regroupant les termes diagonaux, ceux en
sommes de Kloosterman, et ceux venant des formes anciennes. On e´crit donc :
M1(q) =M
diag
1 (q) +M
Kloost
1 (q) +M1(q,Formes Anciennes).
La de´marche sera donc la suivante : on e´tudie le terme diagonal, et en donne
une asymptotique qui est celle de (2) ; on montre que le terme venant des sommes
de Kloosterman est ne´gligeable. Enfin, il faut estimerM1(q,Formes Anciennes) :
ce sera explique´ dans l’appendice.
• Le terme diagonal
En appliquant la formule de Petersson a` M1(q), les termes diagonaux ont la
forme : 1νa=ξb et 1νaq=ξb. Le dernier est nul, car N(ξb) ≤M < N(q)1/2. Il n’y
a donc qu’une diagonale, et l’on peut re´indexer avec des sommes d’ide´aux, en
posant m = νa = ξb :
Mdiag1 (q) = N(q)
1/4
∑
N(m)≤M
µ(m)F (N(m)/N(q)1/2)P
(
log(M/N(m))
log(M)
)
ψ(m)N(m)
=
N(q)1/4
(2iπ)2
∫∫
(3),(1)
∑
m⊂OF
µ(m)
ψ(m)N(m)1+s+t
N(q)s/2M tL
(
s+
1
2
, π∞
)
P̂M (t)
ds
s
dt
t
en utilisant les expressions inte´grales de P et F donne´es pre´ce´demment.
Il faut noter que la se´rie t 7→∑m µ(m)ψ(m)N(m)1+t+s se prolonge analytiquement au
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voisinage de ℜ(t+ s) = 0. En effet, pour ℜ(t+ s) > 0, on a :
∑
m⊂OF
µ(m)
ψ(m)N(m)1+t+s
=
∏
p
(
1− N(p)
−(1+t+s)
1 +N(p)−1
)
= ζF (1 + t+ s)
−1×
∏
p
(
1 +N(p)−1 −N(p)−(1+t+s)
(1 +N(p)−1)(1−N(p)−(1+t+s))
)
et un de´veloppement limite´ assure que le produit de droite converge pour ℜ(s+
t) > −1. Notons D1(s, t) ce prolongement holomorphe.
Pour aller plus loin, nous devons effectuer des changements de droite d’inte´gration :
Kowalski, Michel et VamderKam ont exploite´ cette technique avec beaucoup
d’efficacite´ dans [KMV]. Le lecteur est invite´ en cas de besoin a` se re´fe´rer a` la
section 2.5 ou` en est rappele´ le principe.
On change d’abord de droite d’inte´gration en s, ce qui donne :
N(q)1/4
2iπ
∫
(1)
ress=0
(
N(q)s/2L
(
s+
1
2
, π∞
)
D1(s, t)s
−1
)
M tP̂M (t)
dt
t
+
N(q)1/4
(2iπ)2
∫∫
(−1),(1)
D1(s, t)N(q)
s/2M tL
(
s+
1
2
, π∞
)
P̂M (t)
ds
s
dt
t
.
Le second terme est en O (N(q)1/4−δ) pour un δ > 0, puisque |N(q)s/2M t| =
N(q)
−1+∆
2 . On continue avec le premier :
Mdiag1 (q) =
N(q)1/4L
(
1
2 , π∞
)
2iπ
∫
(1)
D1(0, t)M
tP̂M (t)
dt
t
+ O(N(q)1/4−δ).
De la meˆme manie`re on change de ligne d’inte´gration en t. On e´crit donc :
Mdiag1 (q) = N(q)
1/4L
(
1
2
, π∞
)
rest=0
(
D1(0, t)M
tP̂M (t)t
−1
)
+
N(q)1/4L
(
1
2 , π∞
)
2iπ
∫
(−1/4)
D1(0, t)M
tP̂M (t)
dt
t
+O(N(q)1/4−δ).
La` encore, le terme inte´gral est un O(N(q)1/4−δ) ; il faut e´valuer le re´sidu. Pour
cela, on de´veloppe en se´rie entie`re M t, P̂M (t), et on remarque que :∑
m⊂OF
µ(m)
ψ(m)N(m)1+t
∼
t→0
ζF (1 + t)
−1
∏
p
(
1
1 +N(p)−2
)
∼
t→0
ζF (2)t
rest=1(ζF )
.
Ceci montre que l’on peut e´crire :
D1(0, t) =
∑
ℓ≥1
αℓt
ℓ.
La contribution d’un facteur ℓ ≥ 1 au re´sidu est de la forme :∑
k−j+ℓ=0
log(M)k
k!
ajj!
log(M)j
αℓ = O(log(M)−ℓ)
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ainsi, seul le premier terme (ℓ = 1) contribue. On fait le calcul, et on trouve :
(64) Mdiag1 (q) =
N(q)1/4L
(
1
2 , π∞
)
ζF (2)
res1(ζF )
∑
k−j=−1
log(M)k
k!
ajj!
log(M)j
+O(N(q)1/4/ log(M)2) +O(N(q)1/4−δ)
=
N(q)1/4L
(
1
2 , π∞
)
ζF (2)
res1(ζF ) log(M)
(
P ′(1) +O
(
1/ log(N(q))
))
.
• Le terme en sommes de Kloosterman
Nous allons montrer que la contribution des termes venant des sommes de Kloos-
terman est ne´gligeable devant le terme diagonal. On posera donc :
MKloost1,a,b (q) = N(q)
1/4×
∑
ν∈(a−1)≫0/O×+F
∑
ξ∈(b−1)≫0/O×+F
N(ξ)≤MN(b)−1
F (N(νa)/N(q)1/2)
N(νa)1/2
·
µ(ξb)P
(
log(M/N(ξb))
log(M)
)
ψ(ξb)N(ξb)1/2
×
{
C
|dF |1/2
∑
c2=ab
c∈c−1q\{0}
ε∈O×+F /O
×2
F
Kℓ(εν, a; ξ, b; c, c)
N(cc)
Jk−1
(
4π
√
ενξ[abc−2]
|c|
)
+N(q)1/2
C
|dF |1/2
∑
c2=aqb
c∈c−1q\{0}
ε∈O×+F /O
×2
F
Kℓ(εν, aq; ξ, b; c, c)
N(cc)
Jk−1
(
4π
√
ενξ[abc−2]
|c|
)}
et on va montrer que MKloost1,a,b (q)≪ N(q)1/4−η, avec η > 0. Ceci montrera bien
que
MKloost1 (q) =
∑
a,b
MKloost1,a,b (q)≪ N(q)1/4−η.
De plus, les quelques sommes d’ensembles d’indices finis ne contribuant pas, on
fixe un repre´sentant c tel que c2 ∼ ab et on se rame`ne a` l’e´tude de :
Err(q) = N(q)1/4×
∑
ν∈(a−1)≫0/O×+F
∑
ξ∈(b−1)≫0/O×+F
N(ξ)≤MN(b)−1
F (N(νa)/N(q)1/2)
N(νa)1/2
·
µ(ξb)P
(
log(M/N(ξb))
log(M)
)
ψ(ξb)N(ξb)1/2
×
{
C
|dF |1/2
∑
c∈c−1q\{0}
Kℓ(ν, a; ξ, b; c, c)
N(c)
Jk−1
(
4π
√
νξ[abc−2]
|c|
)
+N(q)1/2
C
|dF |1/2
∑
c∈c−1q\{0}
Kℓ(εν, aq; ξ, b; c, c)
N(c)
Jk−1
(
4π
√
νξ[abc−2]
|c|
)}
.
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Pour majorer ce terme d’erreur, on e´crit d’abord :
Err(q) = N(q)1/4×
∑
ν∈(a−1)≫0/O×+F
∑
ξ∈(b−1)≫0/O×+F
N(ξ)≤MN(b)−1
F (N(νa)/N(q)1/2)
N(νa)1/2
·
µ(ξb)P
(
log(M/N(ξb))
log(M)
)
ψ(ξb)N(ξb)1/2
×
{
C
|dF |1/2
∑
c∈c−1q\{0}/O×+F
∑
η∈O×+F
Kℓ(ν, a; ξ, b; cη−1, c)
N(c)
Jk−1
(
4π
√
νξ[abc−2]η
|c|
)
+
CN(q)1/2
|dF |1/2
∑
c∈c−1q\{0}/O×+F
η∈O×+F
Kℓ(εν, aq; ξ, b; cη, c)
N(c)
Jk−1
(
4π
√
νξ[abc−2]η
|c|
)}
.
On choisit les repre´sentants c ∈ q/O×+F , ν ∈ a−1/O×+F et ξ ∈ b−1/O×+F
satisfaisant au lemme 1 de la section 2.1. Concre`tement, on peut supposer que
N(c)1/d ≪ c(j) ≪ N(c)1/d pour tout j, ainsi que pour ν et ξ.
On note aussi que l’on a l’estimation pour tout εj ≥ 0 :
Jkj−1(z)≪δ |z|1−εj(65)
et l’on inse`re cette repre´sentation dans l’expression de Err(q), en choisissant
pour chaque η ∈ O×+F : εj = 0 si |η(j)| ≤ 1, et εj = δ (δ > 0) si |η(j)| > 1. Ce
choix est fait, car on va utiliser le fait suivant, prouve´ dans [Luo1] page 136 :∑
η∈O×+F
∏
|η(j)|>1
|η(j)|−δ <∞.(66)
En utilisant la borne de Weil pour les sommes de Kloosterman, il vient donc :
Err(q)≪δ N(q)1/4×∑
ν∈(a−1)≫0/O×+F
∑
ξ∈(b−1)≫0/O×+F
N(ξ)≤MN(b)−1
|F (N(νa)/N(q)1/2)|
N(ν)δ/2
·
∣∣∣∣∣∣
µ(ξb)P
(
log(M/N(ξb))
log(M)
)
ψ(ξb)N(ξ)δ/2
∣∣∣∣∣∣×
( ∑
c∈q\{0}/O×+F
N(νa, ξb, cc)1/2
N(c)3/2−δ
+N(q)1/2
∑
c∈q\{0}/O×+F
N(νaq, ξb, cc)1/2
N(c)3/2−δ
)
≪δ N(q)1/4
∑
ν,ξ
N(ξ)≤MN(b)−1
|F (N(νa)/N(q)1/2)|
N(ν)δ/2
·
∣∣∣∣∣∣
µ(ξb)P
(
log(M/N(ξb))
log(M)
)
ψ(ξb)N(ξ)δ/2
∣∣∣∣∣∣×
(∑
c⊂q
N(νa, ξb, c)1/2
N(c)3/2−δ
+N(q)1/2
∑
c⊂q
N(νaq, ξb, c)1/2
N(c)3/2−δ
)
.
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Or (cf. Kowalski, the`se, lemme 9) :
(67)
∑
c⊂q
N(n,m, c)1/2
N(c)3/2−δ
≤ N(m, n, q)
1/2
N(q)3/2−δ
∑
a⊂OF
N(m, n, a)1/2
N(a)3/2−δ
≪ N(m, n, q)
1/2
N(q)3/2−δ
∑
d|(n,m)
N(d)1/2
N(d)3/2−δ
≪δ N(m, n, q)
1/2
N(q)3/2−δ
N(n,m)δ.
Cette dernie`re estimation donne :
Err(q)≪δ N(q)1/4
∑
ν∈a−1/O×+F
∑
ξ∈b−1/O×+F
N(ξ)≤MN(b)−1
|F (N(νa)/N(q)1/2)|
N(ν)δ/2
×
∣∣∣∣∣∣
µ(ξb)P
(
log(M/N(ξb))
log(M)
)
ψ(ξb)N(ξ)δ/2
∣∣∣∣∣∣N(νa, µb)δ
(N(νa, ξb, q)1/2
N(q)3/2−δ
+
N(νaq, ξb, q)1/2
N(q)1−δ
)
.
On a par hypothe`se N(ξb) ≤M donc
(νq, ξ, q) = (ν, ξ, q) = OF .
Un changement de droite d’inte´gration dans l’e´criture de F montre que :
F (y) ≪ 1 si y ≤ 1
F (y) ≪A y−A si y > 1.
Ceci donne :
Err(q)≪δ N(q)1/4 × N(q)
1/2+δ/4M1+δ/2
N(q)1−δ
≪δ N(q)1/4 ×N(q)
∆−1
2 +2δ
et ∆ e´tant fixe´ dans ]0, 1[, cela termine la preuve de l’estimation asymptotique
du premier moment.
8 Le deuxie`me moment
Cette partie est analogue a` la pre´ce´dente, et proce`dera de la meˆme fac¸on,
afin de prouver (3) :
M2(q) :=
h∑
π∈Πk
q
Λ(1/2, π)2M(π)2
=
ζF (2)
2Γ
(
k
2
)2
(2π)kress=1(ζF )2
× 8N(q)
1/2
log(N(q))2
(‖P ′′‖2L2(0,1)
∆3
+
P ′(1)2
∆2
+O
(
1
log(N(q))
))
.
On cherche donc un e´quivalent de l’expression :
M2(q) =
h∑
π∈Πk
q
Λ(1/2, π)2M(π)2
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avec (voir (23)) :
Λ(π, 1/2)2 = 2N(q)1/2
∑
n⊂OF
λπ(n)√
N(n)
τ(n)G(N(n)/N(q))
ou` :
G(y) =
1
2iπ
∫
(3/2)
y−sζ
(q)
F (1 + 2s)L
(
s+
1
2
, π∞
)2
ds
s
.
En de´veloppant, on arrive a` :
(68)
M2(q) = 2N(q)
1/2
∑
n⊂OF
∑
N(m1)≤M
N(m2)≤M
G(N(n)/N(q))τ(n)
N(n)1/2
·
µ(m1)P
(
log(M/N(m1))
log(M)
)
ψ(m1)N(m1)1/2
×
µ(m2)P
(
log(M/N(m2))
log(M)
)
ψ(m2)N(m2)1/2
h∑
π∈Πk
q
λπ(n)λπ(m1)λπ(m2).
La formule de Petersson donne une expression pour les formes biline´aires en
les coefficients des fonctions L. Pour l’appliquer, il faut transformer la forme
triline´aire ci-dessus, ce qui se fait en utilisant les proprie´te´s multiplicatives de
ces coefficients :
λπ(m1)λπ(m2) =
∑
d|(m1,m2)
λπ(m1m2d
−2)χq(d)
avec χq(d) = 0 si q|d, 1 sinon. Soit, apre`s un changement de variables (m1 ←
m1d
−1,m2 ← m2d−1) en notant qu’ici χq(d) = 1 (car N(d) ≤M < N(q)) :
(69) M2(q) = 2N(q)
1/2
∑
n⊂OF
∑
N(d)≤M
∑
N(m1)≤M/N(d)
N(m2)≤M/N(d)
G(N(n)/N(q))τ(n)
N(n)1/2
×
µ(dm1)P
(
log(M/N(dm1))
log(M)
)
ψ(dm1)N(dm1)1/2
·
µ(dm2)P
(
log(M/N(dm2))
log(M)
)
ψ(dm2)N(dm2)1/2
h∑
π∈Πk
q
λπ(n)λπ(m1m2).
Pareillement a` la pre´ce´dente section, on pose n = νa,m1 = ξ1b1,m2 = ξ2b2 :
a, b1, b2 parcourent un ensemble de repre´sentants du groupe restreint C ℓ
+(F ),
ν parcourt (a−1)≫0 mod O×+F , ξj de´crit (b−1j )≫0 mod O×+F et on applique la
formule de Petersson.
Il s’ensuit un terme diagonal, qui est dominant ; un terme en sommes de Kloos-
terman, qui est ne´gligeable ; un terme en les formes anciennes, qui l’est aussi
comme on le verra dans l’appendice.
Nous montrerons donc ici les deux premiers points.
On aura recours a` la notation :
Gn :=
G(N(n)/N(q))τ(n)
N(n)1/2
(70)
Pm :=
µ(m)P
(
log(M/N(m))
log(M)
)
ψ(m)N(m)1/2
.(71)
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• Le terme diagonal
Le terme diagonal s’e´crit :
(72) Mdiag2 (q) = 2N(q)
1/2
∑
a¯,b¯1,b¯2
∑
N(d)≤M
∑
ν∈(a−1)≫0/O×+F
Gνa×
∑
ξ1∈(b
−1
1 )
≫0/O×+F
N(ξ1b1)≤M/N(d)
∑
ξ2∈(b
−1
2 )
≫0/O×+F
N(ξ2b2)≤M/N(d)
Pξ1b1dPξ2b2d × 1νa=ξ1ξ2b1b2 .
On peut donc reparame´trer ces sommes par les ide´aux m1 = ξ1b1,m2 = ξ2b2 ce
qui donne :
(73)
Mdiag2 (q) = 2N(q)
1/2
∑
N(d)≤M
∑
N(m1)≤M/N(d)
∑
N(m2)≤M/N(d)
Gm1m2Pm1dPm2d
et donc, avec les expressions inte´grales des fonctionsG et P rappele´es pre´ce´demment :
(74) Mdiag2 (q) =
2N(q)1/2
(2iπ)3
∫∫∫
( 12 ),(
1
2 ),(
1
2 )
M t1+t2 P̂M (t1)P̂M (t2)×
N(q)sζ
(q)
F (1 + 2s)L
(
s+
1
2
, π∞
)2
D2(s, t1, t2)
ds
s
dt1
t1
dt2
t2
ou` l’on a pose´ pour s, t1, t2 de parties re´elles positives
D2(s, t1, t2) =
∑
d,m1,m2
µ(m1d)µ(m2d)τ(m1m2)
ψ(m1d)ψ(m2d)N(d)1+t1+t2N(m1)1+s+t1N(m2)1+s+t2
.
Pour simplifier l’exposition qui suit, re´sumons ici quelques faits a` propos de D2 :
Lemme 3 On a le de´veloppement eule´rien, convergent pour ℜ(t1+t2) > 0,ℜ(s+
t1) > 0,ℜ(s+ t2) > 0 :
D2(s, t1, t2) =∏
p
(
1+
N(p)−(1+t1+t2)
(1 +N(p)−1)2
−2N(p)
−(1+s+t1)
1 +N(p)−1
−2N(p)
−(1+s+t2)
1 +N(p)−1
+
3N(p)−(2+2s+t1+t2)
(1 +N(p)−1)2
)
De plus, on peut e´crire :
D2(s, t1, t2) =
ζF (1 + t1 + t2)
ζF (1 + s+ t1)2ζF (1 + s+ t2)2
η(s, t1, t2)(75)
ou` η est homolomorphe sur (au moins) {ℜ(t1+t2) > −1/2,ℜ(s+t1) > −1/2,ℜ(s+
t2) > −1/2}, et vaut en ze´ro :
η(0, 0, 0) = ζF (2)
2.(76)
La preuve est un calcul facile. L’expression de D2 permet de voir qu’elle est pro-
longeable me´romorphiquement sur un voisinage de ze´ro, ce qui permettra d’effec-
tuer des changements de ligne d’inte´gration comme dans la section pre´ce´dente.
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C’est dans le calcul explicite de η(0, 0, 0), ne´cessaire pour un e´quivalent expli-
cite du second moment, que l’introduction du terme ψ(m) dans la de´finition de
l’amollisseur est important, car il permet d’achever les calculs. Pour le ve´rifier,
on regarde le facteur en p du de´veloppement eule´rien de η, en prenant s = t1 =
t2 = 0 :
(
1 +
N(p)−1
(1 +N(p)−1)2
− 2N(p)
−1
1 +N(p)−1
− 2N(p)
−1
1 +N(p)−1
+
3N(p)−2
(1 +N(p)−1)2
)
×
1−N(p)−1
(1−N(p)−1)4 =
1−N(p)−1
(1 +N(p)−1)2
× 1
(1−N(p)−1)3 = (1 −N(p)
−2)−2.
En faisant le produit sur tous les ide´aux premiers p, on trouve bien η(0, 0, 0) =
ζF (2)
2. 
Revenant au second moment amolli, on change de droite d’inte´gration en s
de (12 ) a` (− 12 + δ) :
(77) Mdiag2 (q) =
2N(q)1/2
(2iπ)2
∫∫
( 12 ),(
1
2 )
M t1+t2 P̂M (t1)P̂M (t2)×
ress=0
(
s−1N(q)sζ
(q)
F (1 + 2s)L
(
s+
1
2
, π∞
)2
D2(s, t1, t2)
)dt1
t1
dt2
t2
+
2N(q)1/2
(2iπ)3
∫∫∫
(− 12+δ),(
1
2 ),(
1
2 )
M t1+t2 P̂M (t1)P̂M (t2)N(q)
sζ
(q)
F (1 + 2s)×
L
(
s+
1
2
, π∞
)2
D2(s, t1, t2)
ds
s
dt1
t1
dt2
t2
δ e´tant choisi tel que 0 < δ < 1−∆2 , auquel cas on a :
(78) Mdiag2 (q) =
2N(q)1/2
(2iπ)2
∫∫
( 12 ),(
1
2 )
M t1+t2 P̂M (t1)P̂M (t2)×
ress=0
(
s−1N(q)sζ
(q)
F (1 + 2s)L
(
s+
1
2
, π∞
)2
D2(s, t1, t2)
)dt1
t1
dt2
t2
+O(N(q)1/2−δ′ )
avec δ′ = 1−∆2 − δ > 0, note´ δ dans la suite.
Il faut donc calculer le terme constant du de´veloppement en se´rie entie`re (en
s) de N(q)sζ
(q)
F (1+2s)L
(
s+ 12 , π∞
)2
D2(s, t1, t2) ; en fait, on voit que ce terme
s’e´crit :
res1(ζ
(q)
F )
2
log(N(q))D2(0, t1, t2)L
(
1
2
, π∞
)2
+ res1(ζ
(q)
F )L
(
1
2
, π∞
)2
×
∂D2
∂s
(0, t1, t2) + . . .
ou` les autres termes n’ont pas de contribution au terme principal. On a donc :
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(79) Mdiag2 (q) =
2N(q)1/2
(2iπ)2
∫∫
( 12 ),(
1
2 )
dt1
t1
dt2
t2
M t1+t2 P̂M (t1)P̂M (t2)×
( res1(ζF )
2
log(N(q))L
(
1
2
, π∞
)2
D2(0, t1, t2) + res1(ζF )L
(
1
2
, π∞
)2
×
∂D2
∂s
(0, t1, t2)
)
+O(N(q)1/2−δ).
On peut donc e´crire :
Mdiag2 (q) =M21(q) +M22(q) +O(N(q)1/2−δ)
avec :
(80) M21(q) =
N(q)1/2 log(N(q))res1(ζF )L
(
1
2 , π∞
)2
(2iπ)2
×∫∫
( 12 ),(
1
2 )
M t1+t2 P̂M (t1)P̂M (t2)D2(0, t1, t2)
dt1
t1
dt2
t2
(81) M22(q) =
2N(q)1/2 res1(ζF )L
(
1
2 , π∞
)2
(2iπ)2
×∫∫
( 12 ),(
1
2 )
M t1+t2P̂M (t1)P̂M (t2)
∂D2
∂s
(0, t1, t2)
dt1
t1
dt2
t2
.
En de´plac¸ant les lignes d’inte´gration, on trouve donc (δ de´signe un re´el positif) :
(82) M21(q) = N(q)
1/2 log(N(q))res1(ζF )L
(
s+
1
2
, π∞
)2
×
res(t1,t2)=(0,0)
(
t−11 t
−1
2 M
t1+t2P̂M (t1)P̂M (t2)D2(0, t1, t2)
)
+O(N(q)1/2−δ)
et
(83) M22(q) = 2N(q)
1/2 res1(ζF )L
(
1
2
, π∞
)2
×
res(t1,t2)=(0,0)
(
t−11 t
−1
2 M
t1+t2P̂M (t1)P̂M (t2)
∂D2
∂s
(0, t1, t2)
)
+O(N(q)1/2−δ).
En se re´fe´rant au lemme pre´ce´dent, on note que dans le terme ∂D2∂s (0, t1, t2),
seul ζF (1+ t1+ t2)η(0, t1, t2)
∂
∂s (ζF (1+s+ t1)
−2ζF (1+s+ t2)
−2)|s=0 produit un
terme principal pour M22(q). De plus, il est facile de voir que pour trouver les
termes principaux deM21(q) etM22(q) on peut remplacer toutes les expressions
en ζF (1+x) par res(ζF )x
−1 : les autres termes du de´veloppement de ζF ont une
contribution infe´rieure d’une puissance en log(M) :
M21(q) = N(q)
1/2 log(N(q))res1(ζF )
−2L
(
1
2
, π∞
)2
×{
res(t1,t2)=(0,0)
(
M t1+t2P̂M (t1)P̂M (t2)η(0, 0, 0)
t1t2
t1 + t2
)
+O(log(M)−4)
}
+O(N(q)1/2−δ)
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et
M22(q) = 2N(q)
1/2 res1(ζF )
−2L
(
1
2
, π∞
)2
×{
res(t1,t2)=(0,0)
(
M t1+t2 P̂M (t1)P̂M (t2)η(0, 0, 0)
)
+O(log(M)−3)
}
+O(N(q)1/2−δ).
Enfin :
res(t1,t2)=(0,0)
(
M t1+t2P̂M (t1)P̂M (t2)
t1t2
t1 + t2
)
= rest2=0
{
M t2P̂M (t2)rest1=0
(
M t1P̂M (t1)
t1
1 + t1/t2
)}
= rest2=0
M t2P̂M (t2)rest1=0
M t1 P̂M (t1)∑
k≥0
(−t2)−ktk+11

= rest2=0
M t2P̂M (t2) ∑
ℓ+k+1−j=−1
log(M)ℓ
ℓ!
(−t2)−k ajj!
log(M)j

=
∑
ℓ+k+1−j=−1
log(M)ℓ−j+k−1
ajj!
ℓ!
(−1)k
∑
r−s=k−1
ass!
r!
en notant alors P (n) la n-ie`me de´rive´e de P , et
(n)P (X) =
∑
k
an+k
(n+ k)(n+ k − 1) . . . (k + 1)X
n+k
on a alors, en se re´fe´rant a` l’appendice de [KMV] ou` ces re´sidus sont calcule´s :
(84) res(t1,t2)=(0,0)
(
M t1+t2 P̂M (t1)P̂M (t2)
t1t2
t1 + t2
)
= log(M)−3
∑
k≥0
(−1)kP (k+2)(1)(k−1)P (1) = log(M)−3
∫ 1
0
P ′′(t)2dt.
On trouve plus facilement :
res(t1,t2)=(0,0)
(
M t1+t2P̂M (t1)P̂M (t2)
)
= log(M)−2P ′(1)2(85)
ce qui, tout compte fait, donne :
(86) Mdiag2 (q) = 8N(q)
1/2 res1(ζF )
−2L
(
1
2
, π∞
)2
ζF (2)
2×{ log(N(q))
8
log(M)−3
∫ 1
0
P ′′(t)2dt+
log(M)−2
4
P ′(1)2 +O(log(N(q))−3)
}
+O(N(q)1/2−δ)
qui est bien le terme annonce´ dans (2).
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• Le terme de Kloosterman
Comme dans la section 7, on peut e´crire la contribution des termes en sommes
de Kloosterman du deuxie`me moment sous la forme :
MKloost2 (q) =
∑
a,b1,b2
MKloost2,a,b1,b2(q)(87)
ou` a, b1, b2 de´signent une famille de repre´sentants de Cℓ
+(F ) telle que celle
choisie en section 2, et avec :
(88) MKloost2,a,b1,b2(q) = 2N(q)
1/2
∑
ν∈(a−1)≫0/O×+F
Gνa×
∑
N(d)≤M
∑
ξ1∈(b
−1
1 )
≫0/O×+F
N(ξ1b1)≤M/N(d)
∑
ξ2∈(b
−1
2 )
≫0/O×+F
N(ξ2b2)≤M/N(d)
Pξ1b1dPξ2b2d
∑
c2=ab1b2
c∈c−1q\{0}
ε∈O×+F /O
×2
F
Kℓ(εν, a; ξ1ξ2, b1b2; c, c)
N(cc)
Jk−1
(
4π
√
ενξ1ξ2[ab1b2c−2]
|c|
)
.
Fixons donc a, b1, b2 et c tel que c
2 ∼ ab1b2. La somme finie en ε n’a pas
d’incidence analytique ; on doit donc traiter :
(89) Err1(q) = N(q)
1/2
∑
ν∈(a−1)≫0/O×+F
Gνa×
∑
N(d)≤M
∑
ξ1∈(b
−1
1 )
≫0/O×+F
N(ξ1b1)≤M/N(d)
∑
ξ2∈(b
−1
2 )
≫0/O×+F
N(ξ2b2)≤M/N(d)
Pξ1b1dPξ2b2d
∑
c∈c−1q\{0}
Kℓ(ν, a; ξ1ξ2, b1b2; c, c)
N(c)
Jk−1
(
4π
√
νξ1ξ2[ab1b2c−2]
|c|
)
.
Bien entendu, on supposera que le syste`me ν, ξ1, ξ2 satisfait au lemme 1, et on
utilisera aussi (66) dans les meˆmes circonstances.
Dans un premier temps, on re´duit la somme en ν, graˆce a` l’estimation sui-
vante, qui se prouve comme dans [Va1], lemme 2.3 :
G(y)≪ exp(−Cy1/2d)(90)
pour y > 1, et C > 0 une constante.
On a alors, en utilisant la borne de Weil pour les sommes de Kloosterman,
comme le fait [Va2] dans le lemme 3.2 :
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(91) N(q)1/2
∑
N(νa)≥N(q)1+ε
∑
d
∑
ξ1,ξ2
G(N(ν)/N(q))τ(ν)
N(ν)1/2
Pξ1b1dPξ2b2d×
∑
c∈c−1q\{0}
Kℓ(ν, a; ξ1ξ2, b1b2; c, c)
N(c)
Jk−1
(
4π
√
νξ1ξ2[ab1b2c−2]
|c|
)
≪ε exp(−CN(q)ε)
pour tout ε > 0 fixe´, ce qui re´duit l’e´tude a` :
(92)
Err2(q) = N(q)
1/2
∑
N(νa)≤N(q)1+ε
∑
d
∑
ξ1,ξ2
G(N(ν)/N(q))τ(ν)
N(ν)1/2
Pξ1b1dPξ2b2d×
∑
η∈O×+F
∑
c∈c−1q\{0}/O×+F
Kℓ(ν, a; ξ1ξ2, b1b2; cη, c)
N(c)
Jk−1
(
4π
√
νξ1ξ2[ab1b2c−2]
|cη|
)
.
Pour e´tudier cette somme, on utilise l’expression inte´grale suivante :
(93) Jk−1(x) =
∫
(σ)
Γ
(
k−1−s
2
)
Γ
(
k−1+s
2 + 1
) (x
2
)s
ds
=
d∏
j=1
∫
(σj)
Γ
(
kj−1−sj
2
)
Γ
(
kj−1+sj
2 + 1
) (xj
2
)sj
dsj
ou` l’on choisit σj = 1 si |ηj | ≤ 1 et σj = 1+ δ sinon, avec δ > 0 , de sorte que la
somme sur η soit convergente (toujours graˆce a` [Luo1], page 136). Cela donne :
(94) Err2(q) = N(q)
1/2
∑
η∈O×+F
∫
(σ)
Γ
(
k−1−s
2
)
Γ
(
k−1+s
2 + 1
) (4π[ab1b2c−2]
η
)s
∑
ν∈(a−1)≫0/O×+F
N(ν)≤N(q)1+ε
Gνaν
s/2
∑
N(d)≤M
∑
ξ1∈(b
−1
1 )
≫0/O×+F
N(ξ1b1)≤M/N(d)
∑
ξ2∈(b
−1
2 )
≫0/O×+F
N(ξ2b2)≤M/N(d)
Pξ1b1dPξ2b2d(ξ1ξ2)
s/2
∑
c∈c−1q\{0}
Kℓ(ν, a; ξ1ξ2, b1b2; c, c)
N(c)cs/2
ds
s
.
Conside´rons l’expression interne, forme´e par les sommes en d, ν, ξ1, ξ2, c. En
ouvrant les sommes de Kloosterman, elle s’e´crit :
R(s) =
∑
c∈c−1q\{0}/O×+F
1
N(c)cs
∑
N(d)≤M
∑
x∈(aD−1F c
−1/aD−1F c)
×
∑
ν∈(a−1)≫0/O×+F
N(ν)≤N(q)1+ε
Gνa×
νs/2ψ∞
(xν
c
) ∑
ξ1∈(b
−1
1 )
≫0/O×+F
N(ξ1b1)≤M/N(d)
Pξ1b1dPξ2b2d(ξ1ξ2)
s/2ψ∞
(
x¯[ab1b2c
−2]ξ1ξ2
c
)
.
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Posons momentane´ment :
Xνa = Gνaν
s/2ψ∞
(xν
c
)
Yξ1,ξ2,b1,b2,d = Pξ1b1dPξ2b2d(ξ1ξ2)
s/2ψ∞
(
x¯[ab1b2c
−2]ξ1ξ2
c
)
.
L’ine´galite´ de Cauchy-Schwarz applique´e a` la somme en x donne :
R(s) ≤
∑
N(d)≤M
∑
c∈c−1q\{0}/O×+F
1
N(c)|c|ℜ(s)× ∑
x∈(aD−1F c
−1/aD−1F c)
×
∣∣∣ ∑
ν∈(a−1)≫0/O×+F
N(ν)≤N(q)1+ε
Xνa
∣∣∣2

1/2
×
 ∑
x∈(aD−1F c
−1/aD−1F c)
×
∣∣∣ ∑
ξ1∈(b
−1
1 )
≫0/O×+F
N(ξ1b1)≤M/N(d)
Yξ1,ξ2,b1,b2,d
∣∣∣2

1/2
.
On fait maintenant usage du grand crible additif suivant (cf. [IK], p.178, (7.30)
ou [Gal]) :
∑
d∈Zd/cZd
∣∣∣ ∑
n∈Zd
nj≤X
yne
(
d.n
c
) ∣∣∣2 ≪ (N(c) +Xd) ∑
n∈Zd
nj≤X
|yn|2.(95)
L’hypothe`se faite sur les choix de ν, ξ1, ξ2 (a` savoir que leurs composantes sont
borne´es par la norme, selon le lemme 1 de la section 2.1 ) permet de l’appliquer
ici et donne, en se souvenant que a, b1, b2, c ont e´te´ fixe´s au de´but :
∑
x∈(aD−1F c
−1/aD−1F c)
×
∣∣∣ ∑
ν∈(a−1)≫0/O×+F
N(ν)≤N(q)1+ε
Xνa
∣∣∣2 ≪
(N(c) +N(q)1+ε)
∑
N(ν)≤N(q)1+ε
|Gνaνℜ(s)|2
∑
x∈(aD−1F c
−1/aD−1F c)
×
∣∣∣ ∑
ξj∈(b
−1
j )
≫0/O×+F
N(ξjbj)≤M/N(d)
Yξ1,ξ2,b1,b2,d
∣∣∣2 ≪
∑
ξj∈(b
−1
j )
≫0/O×+F
N(ξjbj)≤M/N(d)
τ(ξ1ξ2)|Pξ1b1dPξ2b2d|2|ξ1ξ2|ℜ(s).
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En remplac¸ant Gνa et Pξjbj par leur valeur, il vient :
(96)
R(s)≪
∑
N(d)≤M
N(d)−1
∑
c∈c−1q\{0}/O×+F
(
N(c)cℜ(s)
)−1
(N(c) +N(q)1+ε)
1
2×
 ∑
ν∈(a−1)≫0/O×+F
N(ν)≤N(q)1+ε
|G(N(νa)/N(q))|2τ(νa)2|ν|ℜ(s)−1

1
2 (
N(c) +
(
M
N(d)
)2) 12
×
 ∑
ξj∈(b
−1
j )
≫0/O×+F
N(ξjbj)≤M/N(d)
τ(ξ1ξ2b1b2)P
(
log(M/N(db1ξ1))
log(M)
)2
P
(
log(M/N(db2ξ2))
log(M)
)2
|ξ1ξ2|ℜ(s)
ψ(dξ1b1)2ψ(db2ξ2)2|ξ1ξ2|

1
2
≪δ
∑
c∈q\{0}/O×+F
(
N(c)cℜ(s)
)−1
(N(c) +N(q)1+ε)1/2N(q)(1+ε)(1+dδ)/2×
(
N(c) +
(
M
N(d)
)2)1/2
M1+dδ ≪ N(q)−1−δN(q)(1/2+ε/2)(1+dδ)N(q)∆2 (1+dδ)
≪ N(q)−α
pour un α > 0 de´pendant de ∆, ε, δ, de`s que ε, δ sont choisis assez petits. Cette
dernie`re ine´galite´ implique que :
Err2(q)≪ N(q)1/2−α(97)
et ache`ve donc cette section.
9 Conclusion
9.1 Fin de la preuve du the´ore`me 3
Les estimations (2) et (3) e´tant maintenant prouve´es, on a donc, comme dit
en introduction :
lim inf
N(q)→∞
h∑
π∈Πk
q
1Λ(1/2,π) 6=0 ≥
∆P ′(1)2
2(||P ′′||L2(0,1) +∆P ′(1)2)
(98)
et ce pour tous ∆ ∈]0, 1[ tel que N(q)∆/2 /∈ N et P polynoˆme d’ordre au moins
deux en ze´ro. Ceci entraˆıne :
lim inf
N(q)→∞
h∑
π∈Πk
q
1Λ(1/2,π) 6=0 ≥ sup
P
P (0)=P ′(0)=0
1
2
(
1 +
R
1
0
P ′′(t)2dt
P ′(1)2
)(99)
or, d’apre`s l’ine´galite´ de Cauchy Schwarz :
P ′(1)2 =
(∫ 1
0
P ′′(t)dt
)2
≤
∫ 1
0
P ′′(t)2dt
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avec e´galite´ si et seulement si P ′′ est constante. Ceci donne donc l’ine´galite´
lim inf
N(q)→∞
h∑
π∈Πk
q
1Λ(1/2,π) 6=0 ≥
1
4
(100)
obtenue pour le polynoˆme optimal P (X) = X2.
9.2 L’ine´galite´ de grand crible
Venons-en maintenant au grand crible, dont la preuve suit le meˆme mode`le
que ce qui pre´ce`de. Soit x = {xn} une suite de nombres complexes, X un re´el
positif, et q un ide´al quelconque. On e´crit, par positivite´ :
(101)
h∑
π∈Πk
q
∣∣∣ ∑
n≤X
λπ(n)xn
∣∣∣2 ≤ h∑
ϕ
∣∣∣ ∑
a
ν∈(a×)≫0/O×+F
N(νa)≤X
λ(ν, a, ϕ)xνa
∣∣∣2 =
h∑
ϕ
∑
a,b
ν,µ
λ(ν, a, ϕ)λ(µ, b, ϕ)xν,axµb
ϕ parcourant une base orthogonale deHkq . Comme pre´ce´demment, {a, b} de´signent
une famille de repre´sentants du groupe des classes e´troit et on a pose´ n =
νa,m = µb, ν et µ satisfaisant au lemme 1. On applique la formule de Petersson
(the´ore`me 6) :
h∑
π∈Πk
q
∣∣∣ ∑
n≤X
λπ(n)xn
∣∣∣2 ≤ ∑
N(n)≤X
N(m)≤X
xnxm1n=m +
C
|dF |1/2×
∑
a¯,b¯
∑
ν∈(a−1)≫0/O×+F
µ∈(b−1)≫0/O×+F
N(νa),N(µb)≤X
∑
c,c,ε
Kℓ(ν, a;µ, b; c, c)
N(cc)
Jk−1
(
4π
√
εµν[abc−1]
|c|
)
xνaxµb.
Le premier terme est exactement ||xX ||22. On effectue le calcul du second terme
pour chaque valeur de a, b, c car il n’y en a qu’un nombre fini. D’autre part, les
difficulte´s e´tant similaires a` celles rencontre´es lors de l’estimation du deuxie`me
moment, on supposera que a = b = c = OF pour simplifier les notations. On
traite donc :
K(X) =
∑
ν∈O≫0F /O
×+
F
N(ν)≤X
∑
µ∈O≫0F /O
×+
F
N(µ)≤X
∑
c∈q\{0}
Kℓ(ν;µ; c)
N(c)
Jk−1
(
4π
√
εµν
|c|
)
xνxµ =
∑
c∈q\{0}/O×+F
∑
η∈O×+F
∫
ℜ(s)=σ
(4π)sΓ
(
k−1−s
2
)
|cη|sΓ
(
k+s+1
2
) ∑
ν,µ
Kℓ(ν;µ; cη)
N(c)
xνν
s/2xµµ
s/2ds
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en choisissantσ comme lors de (93), de sorte que la somme en η soit convergente,
et on ouvre les sommes de Kloosterman (la de´marche est la meˆme que celle qui
nous a permis de traiter le terme de Kloosterman du deuxie`me moment) :
|K(X)| =
∣∣∣ ∑
c∈q\{0}/O×+F
∫
ℜ(s)=σ
(4π)sΓ
(
k−1−s
2
)
N(c)|c|sΓ
(
k+s+1
2
)×
∑
x
∑
N(ν),N(µ)≤X
ψ∞
(xν
c
)
xνν
s/2ψ∞
(
xµ
c
)
xµµ
s/2ds
∣∣∣
≤
∑
c∈q\{0}/O×+F
∫
ℜ(s)=σ
(4π)σ |Γ
(
k−1−s
2
)
|
N(c)|c|σ|Γ
(
k+s+1
2
)
|
×
∑
x
∣∣∣ ∑
N(ν)≤X
ψ∞
(xν
c
)
xνν
s/2
∣∣∣2 ×∑
x
∣∣∣ ∑
N(µ)≤X
ψ∞
(
xµ
c
)
xµµ
s/2
∣∣∣2

1
2
ds
≪
∑
c∈q\{0}/O×+F
∫
ℜ(s)=σ
|Γ
(
k−1−s
2
)
|
N(c)|c|σ|Γ
(
k+s+1
2
)
|
(N(c) +X)
∑
N(ν)≤X
|xν |2νsds
≪F,σ X
σ
N(q)σ
(
1 +
X
N(q)
)
||xX ||22.
Avec le choix de σ pre´ce´dent, et si X ≤ N(q), on trouve bien :
h∑
ϕ
∣∣∣ ∑
a
ν∈(a×)≫0/O×+F
N(νa)≤X
λ(ν, a, ϕ)xνa
∣∣∣2 ≪F (1 + X
N(q)
)
||xX ||22.
Pour X > N(q), l’astuce de Iwaniec fonctionne aussi :
cela consiste en le choix d’un premier p tel que X ≤ N(qp), tout en ayant
N(pq) ≪ X . On utilise alors l’injection Hkq →֒ Hkqp (non isome´trique !) : par
cette injection, on a ||ϕ||2Hk
qp
= [K0(q) : K0(qp)].||ϕ||2Hk
q
avec
[K0(q) : K0(qp)] ≤ N(p) + 1
ce qui donne :
h∑
ϕ
∣∣∣ ∑
a
ν∈(a×)≫0/O×+F
N(νa)≤X
λ(ν, a, ϕ)xνa
∣∣∣2
≤ (N(p) + 1)
h∑
ϕ∈BO(Hk
pq
)
∣∣∣ ∑
a
ν∈(a×)≫0/O×+F
N(νa)≤X
λ(ν, a, ϕ)xνa
∣∣∣2
≪ (N(p) + 1)
(
1 +
X
N(qp)
)
||xX ||22 ≪
(
1 +
X
N(q)
)
||xX ||22.
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Remarque 7 : Nous avons en fait de´montre´ une ine´galite´ de grand crible pour
une base orthogonale de Hkq . La meˆme me´thode fonctionne dans le cas d’un
caracte`re central non trivial (avec la modification qui s’impose a` la formule de
Petersson). On peut e´tudier des ine´galite´s de grand crible, pour des familles de
repre´sentations plus ge´ne´rales, avec la formule de Kuznetsov. Typiquement, ces
ine´galite´s donnent des majorations fines du quatrie`me moment non amolli (cf
[Luo1]). En particulier, la me´thode pre´sente´e ici nous permet d’obtenir :
h∑
π∈Πk
q
L(1/2, π)4 ≪ (log(N(q))6
ce qui est le bon ordre de grandeur ; pour avoir un e´quivalent, il faudrait avoir
les moyens d’e´tudier des termes « non-diagonaux » (ce qui est a e´te´ fait pour
F = Q par Kowalski, Michel et VanderKam [KMV2], inspire´s par des travaux
de Duke, Friedlander et Iwaniec dans des proble`mes similaires).
10 Non-annulation de la de´rive´e
L’objet de cette partie est d’expliquer la preuve du the´ore`me 5, puisqu’on
expliquera dans la section suivante le passage de la moyenne harmonique a`
la moyenne naturelle pour la non-annulation des fonctions L. On a donc la
proposition suivante :
Proposition 10 Soit k ∈ 2Nd≥1. Quand q parcourt l’ensemble des ide´aux pre-
miers de OF , on a :
lim inf
N(q)→∞
h∑
π∈Πk
q
1επ=−1,L′(1/2,πf ) 6=0 ≥
7
16
.(102)
On rappelle que L(s, πf) de´signe la fonction L finie, se´rie de Dirichlet quand
ℜ(s) > 1, επ ∈ {1,−1} est le signe de l’e´quation fonctionnelle. En se souvenant
que Λ(s, π) = N(qπ)
s/2L(s, π∞)L(s, πf ) satisfait l’e´quation fonctionnelle (1),
on en de´duit que
{π ∈ Πkq , επ = −1 et L′(1/2, πf) 6= 0} = {π ∈ Πkq ,Λ′(1/2, π) 6= 0}.
Les valeurs spe´ciales Λ′(1/2, π) et Λ′(1/2, π)2 s’e´tablissent pareillement a` (21)
et (23). On trouve :
Lemme 4 Soit π une forme modulaire de poids k ∈ 2Nd≥1, conducteur q. On
a :
Λ′(1/2, π) =
(1 − επ)N(q)1/4
2iπ
×∑
n⊂OF
λπ(n)√
N(n)
∫
(1)
d
ds
(
N(q)s/2
N(n)s
L(s+ 1/2, π∞)
)
ds
s
Λ′(1/2, π)2 =
2N(q)1/2
2iπ
∑
n,m⊂OF
λπ(n)λπ(m)√
N(nm)
∫
(1)
d
ds
(
N(q)s/2
N(n)s
L(s+ 1/2, π∞)
)
×
d
ds
(
N(q)s/2
N(m)s
L(s+ 1/2, π∞)
)
ds
s
.
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On se donne un amollisseur {M(π)}π∈Πk
q
de la meˆme forme que lors des dernie`res
sections, et on e´tudie les moments amollis, pour k ∈ Nd pair fixe´ :
Proposition 11 Soit k ∈ 2Nd≥1. Pour q tendant vers l’infini parmi les ide´aux
premiers, ∆ ∈]0, 1[ fixe´ tel que M = N(q)∆/2 /∈ N, on a les asymptotiques :
(103) M1(q) :=
h∑
π∈Πk
q
Λ′(1/2, π)M(π)
=
ζF (2)L(1/2, π∞)N(q)
1/4
res1ζF
(
P (1) +
P ′(1)
∆
+O(log(N(q)−1)
)
(104) M2(q) :=
h∑
π∈Πk
q
Λ′(1/2, π)2M(π)2 =
2ζF (2)
2L(1/2, π∞)
2N(q)1/2
(res1ζF )2
×
(
1
3∆3
∫ 1
0
P ′′(t)2dt+
P ′(1)2
∆2
+
2
∆
P ′(1)P (1) + P (1)2 +O(log(N(q)−1)
)
.
La preuve est tre`s proche de l’article [KMV] modulo le passage aux sommes
d’ide´aux et le traitement des sommes de Kloosterman.
10.1 Le premier moment
Montrons l’estimation concernantM1(q). On e´crit donc :
(105) M1(q) = N(q)1/4
∑
n⊂OF
N(m)≤M
F (N(n)/N(q)1/2)√
N(n)
µ(m)P
(
log(M/m)
log(M)
)
ψ(m)
√
N(m)
×
h∑
π∈Πk
q
(1 − επ)λπ(n)λπ(m)
avec M = N(q)
∆
2 , ∆ ∈]0, 1[, et pour y > 0 :
F(y) := 1
2iπ
∫
(1)
d
ds
(
y−sL(s+ 1/2, π∞)
) ds
s
.(106)
Comme dans la section 7, ce terme se coupe en trois morceaux : un terme
diagonal, un terme en sommes de Kloosterman (qui se majore comme dans cette
section), et un terme en les formes anciennes (qui se traite comme dans l’ap-
pendice).
E´tudions donc le terme principal. Il s’e´crit :
(107) Mdiag1 (q) = N(q)1/4
∑
N(m)≤M
F (N(m)/N(q)1/2)µ(m)P ( log(M/m)log(M) )
ψ(m)N(m)
.
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Il est facile de ve´rifier que de l’expression de´finissant F seule contribue au terme
principal la partie ∫
(1)
log(y−1)y−sL (s+ 1/2, π∞)
ds
s
.
De plus, on emprunte a` [KMV] l’e´criture :
log(y−1) =
∫
C (δ)
y−z
dz
z2
C (δ) e´tant un cercle de centre l’origine, de rayon δ > 0 (petit). On a donc :
Mdiag1 (q) =
N(q)1/4
(2iπ)3
∫∫∫
(1)×(1)×C (δ)
N(q)
s+z
2 M tL(s+ 1/2, π∞)P̂M (t)×( ∑
m⊂OF
µ(m)
ψ(m)N(m)1+s+t+z
)
ds
s
dt
t
dz
z2
+O
(
N(q)1/4
log(N(q))
)
.
On peut e´crire∑
m
µ(m)
ψ(m)N(m)1+s+t+z
= ζF (1 + s+ t+ z)
−1η(s, t, z)
avec η de´finie sur ℜ(s+ t+z) ≥ −1 et η(0, 0, 0) = ζF (2). En changeant de droite
en s de (1) a` (−1/2), on a :
Mdiag1 (q) =
N(q)1/4L(1/2, π∞)
(2iπ)2
∫∫
(1)×C (δ)
N(q)
z
2M tP̂M (t)×
ζF (1 + t+ z)
−1η(0, t, z)
dt
t
dz
z2
+O
(
N(q)1/4
log(N(q))
)
+O(N(q)1/4−η)
pour η > 0 de´pendant de ∆ et δ. Si δ est choisi suffisamment petit, l’inte´grale
en z est le re´sidu en ze´ro :
Mdiag1 (q) =
N(q)1/4L(1/2, π∞)
(2iπ)
∫
(1)
M tP̂M (t)×
resz=0
(
N(q)
z
2
η(0, t, z)
ζF (1 + t+ z)
)
dt
t
+O
(
N(q)1/4 log(N(q))−1
)
.
Le re´sidu vaut :
log(N(q))
η(0, t, 0)
ζF (1 + t)
+
η′(O, t, 0)
ζF (1 + t)
− ζ
′
F (1 + t)
ζF (1 + t)2
η(0, t, 0)
et il est donc clair que le second terme est domine´ par le premier. Soit :
Mdiag1 (q) =
N(q)1/4 log(N(q))L(1/2, π∞)
(2iπ)
∫
(1)
M tP̂M (t)
η(0, t, 0)
ζF (1 + t)
dt
t
− N(q)
1/4L(1/2, π∞)
(2iπ)
∫
(1)
M tP̂M (t)
ζ′F (1 + t)
ζF (1 + t)2
η(0, t, 0)
dt
t
+O
(
N(q)1/4
log(N(q))
)
=
N(q)1/4ζF (2)L(1/2, π∞)
res1ζF
(
log(N(q))
log(M)
P ′(1) + P (1)
)
+O
(
N(q)1/4
log(N(q))
)
.
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10.2 Le deuxie`me moment
Montrons ici l’asymptotique de M2(q). On a pour π ∈ Πkq :
Λ′(1/2, π)2 =
2N(q)1/2
2iπ
∑
d,n
χq(d)
N(d)
λπ(n)√
N(n)
×
∑
n1n2=n
∫
(1)
d
ds
(
N(q)s/2
N(dn1)s
L(s+ 1/2, π∞)
)
d
ds
(
N(q)s/2
N(dn2)s
L(s+ 1/2, π∞)
)
ds
s
.
Ici χq(d) de´signe le caracte`re principal en q, qui vaut 1 si (q, d) = 1 et 0 si q|d.
Avec l’expression de M(π)2 de´ja` vue en section 8, on a :
M2(q) = 2N(q)1/2
∑
d,n
∑
N(e)≤M
N(m1)≤M/N(e)
N(m2)≤M/N(e)
χq(d)
N(d)N(n)1/2
×
∑
n1n2=n
∫
(1)
d
ds
(
N(q)s/2
N(dn1)s
L(s+ 1/2, π∞)
)
d
ds
(
N(q)s/2
N(dn2)s
L(s+ 1/2, π∞)
)
ds
s
µ(em1)P
(
log(M/N(em1))
log(M)
)
ψ(em1)N(em1)1/2
µ(em2)P
(
log(M/N(em2))
log(M)
)
ψ(em2)N(em2)1/2
h∑
π∈Πk
q
λπ(n)λπ(m1m2).
On pose m = m1m2 pour appliquer la formule de Petersson, dont il sort un
terme diagonal que nous allons traiter, et les termes en sommes de Kloosterman
et en les formes anciennes que nous laisserons de coˆte´ pour les meˆmes raisons
que ci-dessus.
De l’inte´grale intervenant dans le de´veloppement de Λ′(1/2, π)2, nous ne
gardons que la partie qui contribue au terme principal, soit :
Mdiag2 (q) = 2N(q)1/2
∑
d,e,m
χq(d)
N(d)N(e)N(m)
∫
(1)
N(q)s
N(d2m)s
L(s+ 1/2, π∞)
2 ds
s∑
n1n2=m
log
(
N(q)1/2
N(m1d)
)
log
(
N(q)1/2
N(m2d)
)
×
∑
m1m2=m
µ(em1)µ(em2)P
(
log(M/N(em1))
log(M)
)
P
(
log(M/N(em2))
log(M)
)
ψ(em1)ψ(em2)
et donc, avec les e´critures inte´grales idoines :
2N(q)1/2
(2iπ)5
∫
( 12 )×(
1
2 )×(
1
2 )×C (δ)×C (δ)
N(q)s+
z1+z2
2 M t1+t2L(s+ 1/2, π∞)
2P̂M (t1)
P̂M (t2)
∑
d,e,m
χq(d)
N(d)1+2s+z1+z2
1
N(e)1+t1+t2N(m)1+s
( ∑
n1n2=m
1
N(n1)z1N(n2)z2
)
( ∑
m1m2=m
µ(m1e)
ψ(em1)N(m1)t1
µ(m2e)
ψ(em2)N(m2)t2
)
dsdt1dt2dz1dz2
st1t2z21z
2
2
.
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La somme de Dirichlet multiple portant sur les ide´aux entiers de OF peut se
factoriser simplement, et un calcul donne :
(108)
∑
d,e,m
χq(d)
N(d)1+2s+z1+z2
1
N(e)1+t1+t2N(m)1+s
×( ∑
m1m2=m
µ(m1e)
ψ(em1)N(m1)t1
µ(m2e)
ψ(em2)N(m2)t2
)
×
( ∑
n1n2=m
1
N(n1)z1N(n2)z2
)
=
ζ
(q)
F (1 + 2s+ z1 + z2)ζF (1 + t1 + t2)∏
i,j ζF (1 + s+ zi + tj)
η(s, t1, t2, z1, z2)
les valeurs de i, j e´tant toutes les combinaisons possibles de 1, 2, et η se prolon-
geant analytiquement sur un voisinage de ze´ro avec
η(0, 0, 0, 0, 0) = ζF (2)
2.
On change d’abord la droite d’inte´gration de s de ℜ(s) = 1/2 en ℜ(s) = −1/2
ce qui donne :
Mdiag2 (q) =
2L(1/2, π∞)
2N(q)1/2
(2iπ)4
∫
( 12 )×(
1
2 )×C (δ)×C (δ)
N(q)
z1+z2
2 M t1+t2×
P̂M (t1)P̂M (t2)
ζF (1 + t1 + t2)ζ
(q)
F (1 + z1 + z2)∏
i,j ζF (1 + zi + tj)
η(0, t1, t2, z1, z2)
dt1dt2dz1dz2
t1t2z21z
2
2
+O(N(q)1/2−δ).
Ici comme pre´ce´demment C (δ) est un cercle de petit rayon δ > 0 : on peut alors
calculer les inte´grales en z1, z2, car il n’y a que des re´sidus en 0. On doit donc
calculer :
F (t1, t2) := res(z1,z2)=(0,0)
(
N(q)
z1+z2
2
z21z
2
2
× ζF (1 + z1 + z2)∏
i,j ζF (1 + zi + tj)
)
.
D’abord, le re´sidu en z1 = 0 vaut :
(109)
log(N(q))
2
ζF (1 + z2)∏
j ζF (1 + tj)
+
ζ′F (1 + z2)∏
j ζF (1 + tj)
− ζF (1 + z2)ζ
′
F (1 + t1)ζF (1 + t2) + ζ
′
F (1 + t2)ζF (1 + t1)∏
j ζF (1 + tj)
2
.
Ce qui donne
F (t1, t2) =
log(N(q))
2
∏
j ζF (1 + tj)
× resz2=0
(
N(q)
z2
2 ζF (1 + z2)
z22
∏
j ζF (1 + z2 + tj)
)
+
1∏
j ζF (1 + tj)
× resz2=0
(
N(q)
z2
2 ζ′F (1 + z2)
z22
∏
j ζF (1 + z2 + tj)
)
− ζ
′
F (1 + t1)ζF (1 + t2) + ζ
′
F (1 + t2)ζF (1 + t1)∏
j ζF (1 + tj)
2
×
resz2=0
(
N(q)
z2
2 ζF (1 + z2)
z22
∏
j ζF (1 + z2 + tj)
)
.
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Les re´sidus en z2 sont pe´nibles a` calculer ; cependant une observation simple per-
met d’e´vacuer un bon nombre de termes ne participant pas au terme principal.
E´crivons les de´veloppements en se´rie entie`re N(q)z/2 =
∑
k≥0 akz
k,
∏
j ζF (1 +
tj + z)
−1 =
∑
ℓ≥0 bℓ(t1, t2)z
ℓ, et ζF (1 + z) =
∑
m≥−1 cmz
m et regardons par
exemple :
resz=0
(
N(q)
z
2 ζF (1 + z)
z2
∏
j ζF (1 + tj + z)
)
= c−1(a2b0 + a1b1 + a0b2) + c0(a1b0 + a0b1)
+ c1a0b0.
Le terme ak vaut 2
−k log(N(q))k, en arrangeant les termes en : b0(c−1a2+c0a1+
c1a0) + b1 × . . ., on voit que seul le terme produit par c−1 contribue. Ainsi, on
peut remplacer ζF (1+z) (resp. ζ
′
F (1+z)) par res1(ζF )z
−1 (resp. −res1(ζF )z−2).
A` cause de l’estimation∫
(1)
M tP̂M (t)t
n dt
t
∼ (log(M))−n
on peut aussi remplacer ζF (1+t1+t2) par res1(ζF )(t1+t2)
−1 (resp. ζF (1+tj+z2)
par res1(ζF )(tj + z2)
−1 et ζF (1 + tj) par res1(ζF )t
−1
j ). Cela se re´sume par la
relation :
Mdiag2 (q) =
2L(1/2, π∞)
2N(q)1/2
(2iπ)2res1(ζF )2
∫
( 12 )×(
1
2 )
M t1+t2 P̂M (t1)P̂M (t2)
t1 + t2
×
η(0, t1, t2, 0, 0)
{
log(N(q))t1t2
2
resz=0
(
N(q)
z
2 (z + t1)(z + t2)
z3
)
− t1t2resz=0
(
N(q)
z
2 (z + t1)(z + t2)
z4
)
+ (t1 + t2)resz=0
(
N(q)
z
2 (z + t1)(z + t2)
z3
)}
dt1dt2
t1t2
.
Tous calculs faits, cela donne (en re´unissant les premier et troisie`me termes) :
Mdiag2 (q) =
2L(1/2, π∞)
2N(q)1/2
(2iπ)2res1(ζF )2
∫
( 12 )×(
1
2 )
M t1+t2P̂M (t1)P̂M (t2)
t1 + t2
η(0, t1, t2, 0, 0){(
log(N(q))2
8
t1t2 +
log(N(q))
2
(t1 + t2) + 1
)(
log(N(q))
2
t1t2 + t1 + t2
)
−
(
log(N(q))3
8.3!
t1t2 +
log(N(q))2
22.2
(t1 + t2) +
log(N(q))
2
)
t1t2
}
dt1dt2
t1t2
+O
(
N(q)1/2
log(N(q))
)
.
Avec les valeurs des inte´grales ci-dessous de´ja` rencontre´es lors de la section 8 (n
56
Non annulation des fonctions L des formes modulaires de Hilbert
est un entier positif) :
1
(2iπ)2
∫∫
(1),(1)
M t1+t2 P̂M (t1)P̂M (t2)
t1t2
t1 + t2
dt1dt2 =
1
log(M)3
∫ 1
0
P ′′(u)2du
1
2iπ
∫
(1)
M tP̂M (t)t
n dt
t
= (log(M))−nP (n)(1)
on trouve, apre`s des calculs e´le´mentaires, l’expression
(110) Mdiag2 (q) =
2L(1/2, π∞)
2ζF (2)
2N(q)
1
2
res1(ζF )2
×(
1
3∆3
∫ 1
0
P ′′(u)2du+
1
∆2
P ′(1)2+
2
∆
P ′(1)P (1)+P (1)2
)
+O
(
N(q)1/2
log(N(q))
)
.
10.3 Optimisation
En faisant tendre ∆ vers 1, on trouve donc que
lim inf
N(q)→∞
h∑
π∈Πk
q
1Λ′(1/2,π) 6=0 ≥
(
P (1) + P ′(1)
)2
2
(
1
3
∫ 1
0 P
′′(t)2dt+ P ′(1)2 + 2P ′(1)P (1) + P (1)2
) .
Il s’agit d’optimiser cette fonction sur tous les polynoˆmes P satisfaisant a`
P (0) = P ′(0) = 0, ce qui est un exercice facile d’analyse fonctionnelle. D’abord,
l’existence d’une fonction maximisante est garantie par le
Lemme 5 Soit H un espace de Hilbert, L une forme line´aire continue et Q
une forme quadratique continue et de´finie-positive. Alors la fonction
ϕ :
H \ {0} −→ R
h 7−→ L (h)2
Q(h)+L (h)2
est borne´e et atteint ses bornes.
Preuve : Visiblement, 0 ≤ ϕ ≤ 1. On a ϕ(λh) = ϕ(h) pour tout λ non nul :
ainsi sup
H\{0}
ϕ = sup
S
ϕ avec S = {h ∈ H, ||h|| = 1}. Soit hn ∈ S une suite maxi-
misante (telle que ϕ(hn)→ supϕ). A` extraction pre`s, on peut supposer que hn
tend faiblement vers h, avec ||h|| ≤ 1. Par convexite´ Q(h) ≤ lim inf Q(hn), et
donc puisque L (hn)→ L (h), ϕ(h) ≥ limϕ(hn). 
On se place donc dans l’espace de Sobolev
H2(0, 1) = {f ∈ L2(0, 1), f ′, f ′′ ∈ L2(0, 1)}
muni de sa norme hilbertienne
‖f‖2 = ‖f‖2 + ‖f ′‖2 + ‖f ′′‖2
et soit
H = {f ∈ H2(0, 1), f(0) = f ′(0) = 0} ⊂ H2(0, 1)
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muni de la topologie induite. Le lemme pre´ce´dent s’applique avec L (f) =
f(1) + f ′(1) et Q(f) =
∫ 1
0
f ′′(t)2dt : il existe donc une f ∈ H maximisant
notre fonctionnelle. Calculons maintenant f : on va voir que c’est en fait un
polynoˆme.
Remarquons d’abord l’e´quivalence :
f maximise
L (.)2
Q(.) + L (.)2
⇐⇒ f minimise Q(.)
L (.)2
.
Puis, f doit annuler la diffr´entielle de Q(.)
L (.)2 , soit :
∀h ∈ H, (f(1) + f ′(1))2
∫ 1
0
f ′′h′′ − (f(1) + f ′(1))(h(1) + h′(1))
∫ 1
0
f ′′2 = 0
on doit avoir f(1) + f ′(1) 6= 0, sans quoi L (f) = 0, soit :
∀h ∈ H, (f(1) + f ′(1))
∫ 1
0
f ′′h′′ − (h(1) + h′(1))
∫ 1
0
f ′′2 = 0
une inte´gration par parties donne :
∀h ∈ H,
(
(f(1) + f ′(1))f ′′(1)−
∫ 1
0
f ′′2
)
h′(1)
=
∫ 1
0
(
(f(1) + f ′(1))f (3)(t) +
∫ 1
0
f ′′2
)
h′(t)dt
Il est bien connu qu’une telle e´galite´ ne peut qu’eˆtre triviale, i.e. qu’elle implique
les deux e´quations : {
(f(1) + f ′(1))f (3)(t) +
∫ 1
0 f
′′2 = 0
(f(1) + f ′(1))f ′′(1)− ∫ 1
0
f ′′2 = 0
La premie`re dit que f est un polynoˆme de degre´ 3, donc de la forme aX3 +X2
(par homoge´ne´ite´ de la fonctionnelle) et en ajoutant les deux e´galite´s, retirant
le cas f ′(1) + f(1) = 0 encore une fois, on trouve que a = −1/6 convient. Le
polynoˆme X2 −X3/6 est donc le polynoˆme optimal recherche´, pour lequel(
P (1) + P ′(1)
)2
2
(
1
3
∫ 1
0
P ′′(t)2dt+ P ′(1)2 + 2P ′(1)P (1) + P (1)2
) = 7
16
ce qui e´tait annonce´.
11 De la moyenne harmonique a` la moyenne na-
turelle
Le but de cette section est d’expliquer la preuve des the´ore`mes 1 et 2. Nous
ne traiterons que le premier, car le second est analogue. Il serait inte´ressant
de le de´duire directement du the´ore`me 3, mais cette approche ne´cessiterait des
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re´sultats de nature probabiliste encore inconnus : nous allons donc en fait re-
prendre l’e´tude des moments amollis, en incorporant dans l’amollisseur le poids
harmonique, ce qui a comme conse´quence de compliquer conside´rablement les
calculs (et c’est pour cela que l’on a commence´ par les moments harmoniques),
mais on s’apercevra que les modifications ne portent que sur des termes d’ordre
2, laissant ainsi les termes principaux inchange´s a` une constante absolue pre`s.
Cette section a e´te´ incorpore´e car c’est la non-annulation en moyenne natu-
relle qui inte´resse le plus les ge´ome`tres (pour toute e´tude du rang des varie´te´s
abe´liennes modulaires).
Avec les notations pre´ce´dentes, nous noterons les moments naturels amollis
pour i = 1, 2 (toujours pour q maximal) :
Mi(q) =
∑
π∈Πk
q
Λ(1/2, π)iM(π)i
|Πkq |
et donc
Mi(q) =
∑h
π∈Πk
q
ω−1π Λ(1/2, π)
iM(π)i∑h
π∈Πk
q
ω−1π
avec, on le rappelle, ωπ =
Γ(k−1)
(4π)k−1|dF |1/2||ϕπ||2
Hk
q
. Se souvenant que
||ϕπ ||2Hk
q
=
∫
Z(AF )GL2(F )\GL2(AF )/K0(q)
|ϕπ(g)|2dg
= (N(q) + 1)
∫
Z(AF )GL2(F )\GL2(AF )
|ϕπ(g)|2dg.
On a donc :
Mi(q) =
∑h
π∈Πk
q
||ϕπ ||2Λ(1/2, π)iM(π)i∑h
π∈Πk
q
||ϕπ ||2
On va donc chercher une expression de
||ϕπ||2 =
∫
Z(AF )GL2(F )\GL2(AF )
|ϕπ(g)|2dg
en termes des coefficients de Fourier de π : ceci est connu pour F = Q, c’est la
formule de Shimura.
Ce qui suit est divise´ en deux parties : la premie`re est de´voue´e a` des calculs
locaux pour le carre´ syme´trique et la convolution de Rankin-Selberg, ne´cessaires
aux e´nonce´ et preuve de la formule de Shimura. On en de´duit au passage une
estimation du nombre de formes de conducteur q (qui s’adapterait d’ailleurs pour
q sans facteurs carre´s). Ensuite, on revient a` notre proble`me sur les moments
naturels, et on y prouve les estimations ne´cessaires.
11.1 Le carre´ syme´trique et fonctions L de Rankin-Selberg
Nous supposons ici que F est totalement re´el, et q ide´al maximal ; cepen-
dant bon nombre des rappels qui suivent sont valables dans une plus grande
ge´ne´ralite´.
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Soit π1, π2 deux repre´sentations automorphes paraboliques, que nous suppose-
rons de caracte`re central trivial (la` encore parce que nous ne nous inte´ressons
qu’a` ce cas). Graˆce aux travaux de Jacquet (cf. le livre de Jacquet [J], et les
notes de Cogdell [C]), on sait de´finir la fonction L de Rankin-Selberg de π1, π2,
note´e L(s, π1 × π2), par un produit eule´rien convergent pour ℜ(s) > 1, et ad-
mettant un pole en s = 1 si et seulement si π1 ∼= πˇ2 (contragre´diente de π2).
Depuis peu, on sait graˆce a` Ramakrishnan [R] que cette fonction L est celle
d’une repre´sentation automorphe de GL(4), note´e π1 ⊠ π2.
Pour j ∈ {1, 2} et chaque place finie p notons απ,j(p) les parame`tres de
Langlands, i.e. tels que :
L(s, π) = (1− απ,1(p)N(p)−s)−1(1− απ,2(p)N(p)−s)−1
alors, en toute place non ramifie´e, on a :
L(s, π1 × π2) =
∏
i,j
(1− απ2,i(p)απ1,j(p)N(p)−s)−1
Une proprie´te´ importante de la convolution de Rankin-Selberg est d’avoir une
repre´sentation inte´grale a` l’aide de se´ries d’Eisenstein. Rappelons-en la de´finition
en laissant le lecteur consulter l’article [JZ] pour plus de de´tails.
Soit donc Φ = ⊗vΦv ∈ S(A2F ) une fonction de la classe de Schwartz (la partie
archime´dienne Φ∞ est une fonction de la classe de Schwartz au sens classique,
la partie finie Φf est localement constante, valant 1O2v en presque toute place).
On de´finit
f(g,Φ, s) = |det(g)|s
AF
∫
A
×
F
Φ ((0, t)g) |t|2sd×t
et la se´rie d’Eisentein correspondante, absolument convergente pour ℜ(s) > 1 :
E(g,Φ, s) =
∑
γ∈P (F )\GL2(F )
f(γg,Φ, s) = |detg|s
AF
∫
F×\A×F
∑
ξ∈F 2\{0}
Φ(ξtg)|t|2sd×t
E satisfait a` une e´quation fonctionnelle, et se prolonge me´romorphiquement a`
tout le plan complexe, mais ce qui est important pour nous c’est qu’elle admet
un poˆle en 1 et en 0, avec un re´sidu donne´ par :
ress=1E(g,Φ, s) =
Φˆ(0)
2
=
1
2
∫
A
2
F
Φ(x, y)dxdy.(111)
Ceci assure donc que pour toute forme automorphe parabolique ϕ
||ϕ||2 = 2
Φˆ(0)
ress=1
(∫
Z(AF )GL2(F )\GL2(AF )
|ϕ(g)|2E(g,Φ, s)dg
)
.(112)
D’autre part, quand ϕ est un vecteur spe´cial, l’inte´grale de droite est lie´e a`
la fonction L de Rankin-Selberg L(s, π × π) : ceci est re´sume´ dans les lemmes
suivants.
Lemme 6 Soient π1, π2 repre´sentations automorphes paraboliques de caracte`re
central trivial, et W(πj , ψ) leur mode`le de Whittaker. Pour j = 1, 2 soit ϕπj
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leur vecteur spe´cial (et Wπj leur fonction de Whittaker respective). On a alors,
pour ℜ(s) > 1 et ǫ :=
( −1 0
0 1
)
:
(113)
∫
Z(AF )GL2(F )\GL2(AF )
ϕπ1(g)ϕπ2(g)E(g,Φ, s)dg
=
∫
Z(AF )N(AF )\GL2(AF )
Wπ1(g)Wπ2 (ǫg) f(g,Φ, s)dg.
C’est ce qu’on nomme “me´thode” de Rankin-Selberg (ou unfolding). Cf [Bu],
proposition (3.8.2).
Lemme 7 Avec les meˆmes hypothe`ses, en supposant que le caracte`re additif
local ψv est non ramifie´ : si π1, π2 sont non ramifie´es en v, en prenant Φv = 1O2v
on a :∫
Z(Fv)N(Fv)\GL2(Fv)
Wπ1,v (gv)Wπ2,v (ǫgv)fv(gv,Φv, s)dgv = L(s, π1,v × π2,v).
Si v ↔ q et πv a pour conducteur qOv (auquel cas πv est spe´ciale), le choix
Φv = 1qOv×O×v donne :∫
Z(Fv)N(Fv)\GL2(Fv)
Wπv (gv)Wπv (ǫgv)fv(gv,Φv, s)dgv =
L(s, πv × πv)
N(q) + 1
.
Preuve : La preme`re e´galite´ est connue : voir par exemple [Bu], chapitre 3.8,
ou [Zh], proposition 2.5.1. Pour la seconde, on part de l’e´galite´ :∫
F×v
Wπv
((
a 0
0 1
))
Wπv
(( −a 0
0 1
))
|a|s−1d×a = L(s, πv × πv)
qui tient au fait que π a un conducteur en v d’exposant 1, et ψv non ramifie´ :
voir [P2]. On constate alors qu’avec le choix Φv = 1qOv×O×v , on a
fv
((
av 0
0 1
)
kv,Φv, s
)
:= |av|sv
∫
F×v
Φv
(
(0, tv)
(
av 0
0 1
)
kv
)
|tv|2sv d×tv
= |av|sv1K0(qOv)(kv)
En outre la de´composition d’Iwasawa GL2(Fv) = Z(Fv)N(Fv)A(Fv)GL2(Ov)
assure l’e´galite´ :∫
Z(Fv)N(Fv)\GL2(Fv)
W (gv)dgv =
∫
F×v ×GL2(Ov)
W
((
av 0
0 1
)
kv
)
d×av
|av|v dkv
pour toute fonction inte´grable W . On a donc :∫
Z(Fv)N(Fv)\GL2(Fv)
Wπv (gv)Wπv (ǫgv)fv(gv,Φv, s)dgv
=
∫
F×v ×GL2(Ov)
Wπv
((
a 0
0 1
)
kv
)
Wπv
(( −a 0
0 1
)
kv
)
×
|a|s1K0(qOv)(kv)
d×a
|av|v dkv = L(s, πv × πv)× vol(K0(qOv))
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et vol(K0(qOv)) = [GL2(Ov) : K0(qOv)]−1 = (N(q) + 1)−1. 
Remarque 8 : Il existe aussi aux places infinies une fonction Φ∞ qui a les
meˆmes proprie´te´s. Comme dans ce qui suit, le type a` l’infini est fixe´, la valeur
de cette fonction ne nous importe pas.
En conclusion, avec le choix global Φk,q = ⊗vΦv, nous avons montre´ pour
ℜ(s) > 1 :
|dF |s−1/2L(s, π × π)
N(q) + 1
=
∫
Z(AF )GL2(F )\GL2(AF )
ϕπ(g)
2E(g,Φk,q, s)dg
=
∫
Z(AF )N(AF )\GL2(AF )
Wπ(g)Wπ (ǫg) f(g,Φk,q, s)dg
=
∫
A
×
F×K
Wπ
((
a 0
0 1
)
k
)
Wπ
(( −a 0
0 1
)
k
)
|a|s1K0(q)(k)
d×a
|a| dk
=
∫
A
×
F
Wπ
((
a 0
0 1
))
Wπ
(( −a 0
0 1
))
|a|s d
×a
|a| (Wπ
((
a 0
0 1
))
∈ R)
=
∫
Z(AF )GL2(F )\GL2(AF )
|ϕπ(g)|2E(g,Φk,q, s)dg
(le facteur |dF |s−1/2 vient de ce que le caracte`re additif global est ramifie´ en la
diffe´rente), ce qui assure que :
Φ̂k,q(0)
2
||ϕπ ||2 = |dF |
1/2
N(q) + 1
ress=1{L(s, π × π)}.(114)
D’autre part, graˆce a` Gelbart-Jacquet [GJ], on sait qu’il existe une repre´sentation
automorphe sur GL3, note´e sym
2π, telle que
L(s, π × π) = L(s, 1)L(s, sym2π)
L(s, 1) e´tant la fonction zeˆta de Dedekind comple´te´e par les facteurs a` l’infini.
La formule de Shimura s’e´nonce ainsi, avec Φk,q la fonction de´crite ci-dessus :
Proposition 12 Soit π une forme modulaire de poids k ∈ 2Nd≥1 et conducteur
q, de caracte`re central trivial, ϕπ son vecteur nouveau. On a la relation :
||ϕπ||2 = 2|dF |
1/2
Φ̂k,q(0)(N(q) + 1)
L(1, sym2π)ress=1L(s, 1).(115)
Dans le cas d’une forme modulaire de Hilbert de poids k et conducteur q, la
fonction Φk,q = Φ∞ ⊗ Φf ne de´pend aux places archime´diennes que du poids
et aux places finies que du conducteur : cette fonction est donc la meˆme pour
toute forme π ∈ Πkq , et on note Φ∞ = Φk,Φf = Φq. En re´sume´, pour i = 1, 2 :
Mi(q) =
∑h
π∈Πk
q
L(1, sym2π)Λ(1/2, π)iM(π)i∑h
π∈Πk
q
L(1, sym2π)
.(116)
62
Non annulation des fonctions L des formes modulaires de Hilbert
De´crivons plus pre´cise´ment la fonction L du carre´ syme´trique d’une forme mo-
dulaire de Hilbert de poids k ∈ Nd et de conducteur qπ = q. On a L(s, sym2π) =
L(s, sym2π∞)L(s, sym
2πf ) avec
L(s, sym2π∞) = π
−3ds/2Γ
(
s+ 1
2
)d
Γ
(
s+ k
2
)
Γ
(
s+ k − 1
2
)
la partie finie est une se´rie de Dirichlet convergeant pour ℜ(s) > 1 :
L(s, sym2πf ) =
∑
n⊂OF
ρπ(n)N(n)
−s
avec
ρπ(n) =
∑
e2f=n
(e,q)=OF
λπ(f
2).
D’autre part, outre le produit eule´rien dont on ne se servira pas, on a une
e´quation fonctionnelle. En fait, Λ(s, sym2π) := N(qπ)
sL(s, sym2π) ve´rifie :
Λ(s, sym2π) = Λ(1− s, sym2π).
La valeur explicite de L(1, sym2π) se calcule par la meˆme me´thode que L(1/2, π).
L’e´quation fonctionnelle donne ici :
(117) 2iπL(1, sym2π) =
∑
n⊂OF
ρπ(n)
N(n)
∫
(δ)
(
N(q)
N(n)
)s
L(s+ 1, symπ∞)
ds
s
+
∑
n⊂OF
ρπ(n)
N(n)
∫
(δ)
(
N(q)
N(n)
)s
L(s+ 1, symπ∞)
ds
s+ 1
pour tout δ > 0 fixe´. Ceci permet de voir que L(1, sym2π)≪ε N(q)ε pour tout
ε > 0 (voir [Mi], page 26, (1.24) et [Mo], the´ore`me 4). On en de´duit une formule
asymptotique pour le nombre de repre´sentations modulaires de Hilbert de poids
k et conducteur q premier :
Proposition 13 Pour k ∈ 2Nd≥1 fixe´, quand N(q) tend vers l’infini parmi les
ide´aux maximaux de OF , on a :
h∑
π∈Πk
q
L(1, sym2π) −−−−−−→
N(q)→∞
ζF (2)L(1, sym
2π∞).(118)
Par conse´quent, Φk e´tant la partie archime´dienne de Φ (cf la remarque suivant
le lemme 7), ne de´pendant que de k :
|Πkq | ∼
N(q)→∞
2(4π)k−1|dF |2ress=1L(s, 1)L(1, sym2π∞)ζF (2)
Φ̂k(0)Γ(k − 1)
N(q).(119)
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Preuve : Admettant la premie`re assertion un instant, on e´crit :
|Πkq | =
∑
π∈Πk
q
ωπω
−1
π =
h∑
π∈Πk
q
ω−1π =
(4π)k−1|dF |1/2
Γ(k − 1)
h∑
π∈Πk
q
||ϕπ||2Hk
q
=
(4π)k−1|dF |1/2
Γ(k − 1)
h∑
π∈Πk
q
||ϕπ||2(N(q) + 1)
=
2(4π)k−1|dF |ress=1L(s, 1)
Γ(k − 1)Φ̂k,q(0)(N(q) + 1)
h∑
π∈Πk
q
L(1, sym2π)(N(q) + 1).
La valeur Φ̂k,q(0) se calcule aise´ment, puisque Φk,q = Φk ⊗
⊗
v<∞Φv :
(120) Φ̂k,q(0) =
∫
A
2
F
Φ(x, y)dxdy =
∫
F 2∞
Φk(x∞, y∞)dx∞dy∞×∏
v<∞
∫
F 2v
Φv(xv, yv)dxvdyv
si v 6= q,Φv = 1O2v soit Φ̂v(0) = vol(Ov)2 = |N(DFv )|−1 (avec la normalisation
de Tate).
Si v = q, Φv = 1qOv×O×v soit :
Φ̂v(0) =
∫
qOv×O
×
v
dxdy = N(DFv )
−1N(q)−1(1−N(q)−1).
Puisque |dF | =
∏
v<∞N(DFv ), on a bien :
|Πkq | ∼
2(4π)k−1|dF |2ress=1L(s, 1)
Γ(k − 1)Φ̂k(0)N(q)−1(1−N(q)−1)
lim
N(q)→∞
h∑
π∈Πk
q
L(1, sym2π).
Commenc¸ons donc a` prouver (118). Pour cela on utilise la formule (117) pour
L(1, sym2π), pour tout δ > 0 (petit) :
2iπ
h∑
π∈Πk
q
L(1, sym2π) =
∑
n⊂OF
h∑
π∈Πk
q
ρπ(n)
N(n)
∫
(δ)
(
N(q)
N(n)
)s
L(s+1, sym2π∞)
ds
s
+
∑
n⊂OF
h∑
π∈Πk
q
ρπ(n)
N(n)
∫
(δ)
(
N(q)
N(n)
)s
L(s+ 1, sym2π∞)
ds
s+ 1
=
∑
e,f⊂OF
h∑
π∈Πk
q
λπ(f
2)χq(e)
N(e2f)
∫
(δ)
(
N(q)
N(e2f)
)s
L(s+ 1, sym2π∞)
ds
s
+
∑
e,f⊂OF
h∑
π∈Πk
q
λπ(f
2)χq(e)
N(e2f)
∫
(δ)
(
N(q)
N(e2f)
)s
L(s+ 1, sym2π∞)
ds
s+ 1
.
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On rappelle que χq(e) = 0 si q|e, 1 sinon. Afin d’appliquer la formule de Pe-
tersson, on e´crit toujours f = ξa, a parcourant un ensemble de repre´sentants de
C ℓ+(F ), et ξ ∈ (a−1)≫0/O×+F . Comme a ne parcourant qu’un ensemble fini, on
peut conside´rer que a est fixe dans ce qui suit. La proposition 6 dit :
(121)
h∑
π∈Πk
q
λπ(ξ
2a2) = 1ξa=OF
+
C
|dF |1/2
∑
c2=a2
c∈c−1q\{0}
ε∈O×+F /O
×2
F
Kℓ(εξ2, a2; 1,OF ; c, c)
N(cc)
Jk−1
(
4π
√
εξ2[a2c−2]
|c|
)
−
h∑
ϕ
λ(ξ2, a2D−1F , ϕ)λ(1,D
−1
F , ϕ)
ou` ϕ parcourt dans la dernie`re somme une base orthonormale de formes an-
ciennes. ξa = OF ⇔ a = OF et ξ = 1. On incorpore cette dernie`re e´galite´ dans
chacun des deux blocs successifs donnant
∑h
π L(1, sym
2π), en respectant l’ordre
“terme diagonal-terme Kloosterman” :
2iπ
h∑
π∈Πk
q
L(1, sym2π) =
∑
e⊂OF
χq(e)
N(e2)
∫
(δ)
(
N(q)
N(e2)
)s
L(s+ 1, sym2π∞)
ds
s
+
C
|dF |1/2
∑
e⊂OF
a¯∈C ℓ+(F )
ξ∈(a−1)≫0
χq(e)
N(e2ξa)
∫
(δ)
(
N(q)
N(e2ξa)
)s
L(s+ 1, sym2π∞)
ds
s
×
∑
c2=a2
c∈c−1q\{0}
ε∈O×+F /O
×2
F
Kℓ(εξ2, a2; 1,OF ; c, c)
N(cc)
Jk−1
(
4π
√
εξ2[a2c−2]
|c|
)
+
∑
e⊂OF
χq(e)
N(e2)
∫
(δ)
(
N(q)
N(e2)
)s
L(s+ 1, sym2π∞)
ds
s+ 1
+
C
|dF |1/2
∑
e⊂OF
a¯∈C ℓ+(F )
ξ∈(a−1)≫0
χq(e)
N(e2ξa)
∫
(δ)
(
N(q)
N(e2ξa)
)s
L(s+ 1, sym2π∞)
ds
s+ 1
×
∑
c2=a2
c∈c−1q\{0}
ε∈O×+F /O
×2
F
Kℓ(εξ2, a2; 1,OF ; c, c)
N(cc)
Jk−1
(
4π
√
εξ2[a2c−2]
|c|
)
− (Formes Anciennes).
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• Une analyse semblable a` celle de [Va1], lemme 2.3 donne :∫
(δ)
y−sL(s+ 1, sym2π∞)
ds
s
≪ exp(−Cy1/3d)
(l’exposant 1/3d tient au nombre de facteurs Γ apparaissant dans L(s+1, sym2π∞)).
Ceci permet d’e´valuer les termes Kloosterman : on coupe la somme en e, ξ, a en
sommes sur N(eξa) ≤ N(q)1+η et N(eξa) ≥ N(q)1+η (η > 0 fixe´). Avec la borne
de Weil, et l’estimation de l’inte´grale, on a :
∑
N(eξa)≥N(q)1+η
χq(e)
N(e2ξa)
∫
(δ)
(
N(q)
N(e2ξa)
)s
L(s+ 1, sym2π∞)
ds
s
×
∑
c2=a2
c∈c−1q\{0}
ε∈O×+F /O
×2
F
Kℓ(εξ2, a2; 1,OF ; c, c)
N(cc)
Jk−1
(
4π
√
εξ2[a2c−2]
|c|
)
≪
∑
N(eξa)≥N(q)1+η
χq(e)
N(e2ξa)
exp
(
−C
(
N(e2ξa)
N(q)
)1/3d)
×
∑
c2=a2
c∈c−1q\{0}
ε∈O×+F /O
×2
F
τ(cc)
N(cc)1/2
Jk−1
(
4π
√
εξ2[a2c−2]
|c|
)
≪ exp(−CN(q)η/3d).
Pour la partie en N(eξa) ≤ N(q)1+η :
∑
N(eξa)≤N(q)1+η
χq(e)
N(e2ξa)
∫
(δ)
(
N(q)
N(e2ξa)
)s
L(s+ 1, sym2π∞)
ds
s
×
∑
c2=a2
c∈c−1q\{0}
ε∈O×+F /O
×2
F
Kℓ(εξ2, a2; 1,OF ; c, c)
N(cc)
Jk−1
(
4π
√
εξ2[a2c−2]
|c|
)
≪
∑
N(eξa)≤N(q)1+η
χq(e)
N(e2ξa)
∫
(δ)
(
N(q)
N(e2ξa)
)s
L(s+ 1, sym2π∞)
ds
s
×
∑
c2=a2
c∈c−1q\{0}
ε∈O×+F /O
×2
F
τ(cc)
N(cc)1/2
Jk−1
(
4π
√
εξ2[a2c−2]
|c|
)
≪
∑
N(eξa)≤N(q)1+η
χq(e)
N(e2ξa)
∫
(δ)
(
N(q)
N(e2ξa)
)s
L(s+ 1, sym2π∞)
ds
s
×
N(ξa)N(q)−3/2 ≪δ,η N(q)−1/2
la dernie`re majoration e´tant grossie`re. L’autre terme de Kloosterman se traite
mot pour mot de la meˆme manie`re.
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• Les termes diagonaux. D’abord :
∑
e⊂OF
χq(e)
N(e2)
∫
(δ)
(
N(q)
N(e2)
)s
L(s+ 1, sym2π∞)
ds
s
=
∫
(δ)
N(q)sζ
(q)
F (2 + 2s)L(s+ 1, sym
2π∞)
ds
s
= ress=0
(
N(q)sζ
(q)
F (2 + 2s)L(s+ 1, sym
2π∞)s
−1
)
+
∫
(−1/4)
N(q)sζ
(q)
F (2 + 2s)L(s+ 1, sym
2π∞)
ds
s
= ζ
(q)
F (2)L(1, sym
2π∞) +O(N(q)−1/4)
qui tend bien vers ζF (2)L(1, sym
2π∞). L’autre :
(122)
∑
e⊂OF
χq(e)
N(e2)
∫
(δ)
(
N(q)
N(e2)
)s
L(s+ 1, sym2π∞)
ds
s+ 1
=
∫
(δ)
N(q)sζ
(q)
F (2 + 2s)L(s+ 1, sym
2π∞)
ds
s+ 1
= ress=−1/2
(
N(q)sζ
(q)
F (2 + 2s)L(s+ 1, sym
2π∞)(s+ 1)
−1
)
+
∫
(−3/4)
N(q)sζ
(q)
F (2 + 2s)L(s+ 1, sym
2π∞)
ds
s+ 1
≪ N(q)−1/2.
• Le terme en les formes anciennes est traite´ en appendice pour plus de clarte´ :
voir la section 12.2. 
11.2 Les moments naturels
Comme on l’a montre´ dans la section pre´ce´dente, l’expression des deux pre-
miers moments est de la forme, pour i = 1, 2 :
Mi(q) =
∑h
π∈Πk
q
L(1, sym2π)Λ(1/2, π)iM(π)i∑h
π∈Πk
q
L(1, sym2π)
.
La limite du de´nominateur vient d’eˆtre calcule´e : Il reste donc l’e´tude des
nume´rateurs des moments, et pour prouver le the´ore`me 1 (et le the´ore`me 2 !),
on doit ge´ne´raliser les estimations (2) et (3), et c’est le contenu pre´visible de la
Proposition 14 Quand N(q) → ∞, parmi les ide´aux maximaux de OF , k ∈
2Nd≥1 fixe´, on a :
(123)
h∑
π∈Πk
q
L(1, sym2π)Λ(1/2, π)M(π)
=
P ′(1)ζF (2)
2L(1/2, π∞)L(1, sym
2π∞)
ress=1(ζF )
× 2N(q)
1/4
∆ log(N(q))
(
1+O
( 1
log(N(q))
))
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(124)
h∑
π∈Πk
q
L(1, sym2π)Λ(1/2, π)2M(π)2 =
ζF (2)
3L(1/2, π∞)
2L(1, sym2π∞)
ress=1(ζF )2
× 8N(q)
1/2
log(N(q))2
( ||P ′′||2L2(0,1)
∆3
+
P ′(1)2
∆2
+O
( 1
log(N(q))
))
.
L’ide´e, sugge´re´e par Iwaniec et Sarnak [IS] (et mise en œuvre par Kowalski et
Michel [KM2] pour F = Q), est la suivante : on incorpore L(1, sym2π) dans
l’amollisseur M(π), obtenant ainsi un nouvel amollisseur M˜(π). L’expression
de´ja` donne´e du carre´ syme´trique est en terme des coefficients de la fonction L
de π, et ainsi on obtient une e´criture permettant le recours a` la formule de Pe-
tersson. Une difficulte´ s’ajoute a` la complexite´ des termes produits : sans autre
argument, la se´rie de´finissant L(1, sym2π) est a priori de longueur N(q) et par
conse´quent le nouvel amollisseur est trop long (et les techniques utilise´es ne
permettent pas de montrer que le terme Kloosterman est ne´gligeable face a` la
diagonale). Kowalski et Michel ont re´solu cette difficulte´ : si la se´rie en question
est individuellement de longueur N(q), une se´rie de longueur N(q)ε (quel que
soit ε > 0) est suffisante en moyenne (sur π). Tant que ∆ + ε < 1, le terme
Kloosterman reste ne´gligeable, ainsi que la contribution des formes anciennes.
Pour re´aliser cela, on va suivre une de´marche de [Ro], qui passe par une e´tude
des ze´ros de Siegel de L(s, sym2πf ).
Soit η > 0 un re´el (petit) fixe´. On conside`re :
Πkq (η) = {π ∈ Πkq |L(s, sym2πf ) 6= 0, ∀ℜ(s) > 1− η, |ℑ(s)| ≤ log(N(q)3}.
Nous montrerons en appendice (section 12.3) que
|Πkq \Πkq (η)| ≪η N(q)bη
ce qui signifie qu’il y a tre`s peu de carre´s syme´triques dont la fonction L s’annule
pre`s de 1. Cette proprie´te´ a e´te´ prouve´e par Kowalski et Michel, dans un contexte
tre`s ge´ne´ral, pour des repre´sentations automorphes sur Q. La preuve repose sur
une ine´galite´ de grand crible ; on l’inclut par souci de comple´tude.
Pour α > 0 fixe´, on pose :
(125) Dα(sym
2πf ) =
1
2iπ
∫
(1)
L(s+ 1, sym2πf )Γ(s)N(q)
αsds
=
∑
n⊂OF
ρπ(n)
N(n)
exp
(
− N(n)
N(q)α
)
.
Soit C (η, q) le chemin polygonal reliant 1−i∞, 1−i log(N(q)2,− η2−i log(N(q))2,− η2+
i log(N(q))2, 1 + i log(N(q))2, 1 + i∞. Le the´ore`me des re´sidus assure que :
L(1, sym2πf ) = Dα(sym
2πf ) +
1
2iπ
∫
C (η,q)
L(s+ 1, sym2πf )N(q)
αsΓ(s)ds.
Il est alors clair que Dα(sym
2πf ) est de longueur N(q)
α : on a donc la se´rie
courte que l’on souhaitait. D’autre part, le lemme suivant assure que l’autre
terme n’affecte pas les moments :
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Lemme 8 Quand q parcourt les ide´aux maximaux de OF , k ∈ 2Nd≥1 fixe´, on a
pour tout ε > 0 et j ∈ {1, 2} :
(126)
h∑
π∈Πk
q
(∫
C (η,q)
L(s+ 1, sym2πf )N(q)
αsΓ(s)ds
)
Λ(1/2, π)jM(π)j
≪η,ε N(q)
j
4+ε−
ηα
2 .
Preuve : On e´crit
∑h
π∈Πk
q
=
∑h
π∈Πk
q
(η)+
∑h
π∈Πk
q
\Πk
q
(η), et on traite se´pare´ment
les deux termes :
• D’apre`s l’ine´galite´ de convexite´, Λ(1/2, π) ≪k,ε N(q) 12+ε (voir par exemple
[Mi], (1.22), et l’article de Venkatesh [V2] qui re´sout le proble`me de sous-
convexite´ dans ce cas – et bien d’autres ! ) et de fac¸on e´le´mentaire M(π) ≪P
M1/2. En outre, sur le contour C (η, q), L(s+ 1, sym2πf )≪k,ε N(q)ε pour tout
ε > 0. Soit :
(127)
h∑
π∈Πk
q
\Πk
q
(η)
(∫
C (η,q)
L(s+ 1, sym2πf )N(q)
αsΓ(s)ds
)
Λ(1/2, π)jM(π)j
≪ N(q)ε+α+j/2M j/2
h∑
π∈Πk
q
\Πk
q
(η)
1≪ N(q)ε+α+j/2+bη−1M j/2
et donc, pour η et α assez petits, l’ine´galite´ voulue est vraie (M = N(q)∆/2 avec
0 < ∆ < 1).
• Pour π ∈ Πkq (η), on a (cf [Ro], lemme 3) :∫
C (η,q)
L(s+ 1, sym2πf )N(q)
αsΓ(s)ds≪ N(q)ε−αη/2
donc par Cauchy-Schwarz :∣∣∣∣∣∣
h∑
π∈Πk
q
(η)
(∫
C (η,q)
L(s+ 1, sym2πf )N(q)
αsΓ(s)ds
)
Λ(1/2, π)M(π)
∣∣∣∣∣∣
≤ N(q)ε−αη/2
 h∑
π∈Πk
q
Λ(1/2, π)2M(π)2
1/2 ≪ N(q)ε−αη/2+1/4
la dernie`re majoration venant de l’estimation du second moment (3).
De meˆme :
∣∣∣∣∣∣
h∑
π∈Πk
q
(η)
(∫
C (η,q)
L(s+ 1, sym2πf )N(q)
αsΓ(s)ds
)
Λ(1/2, π)2M(π)2
∣∣∣∣∣∣
≪ N(q)ε−αη/2
h∑
π∈Πk
q
Λ(1/2, π)2M(π)2 ≪ N(q)ε−αη/2+1/2.
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Ceci ache`ve la preuve du lemme. 
Il reste donc a` e´tudier :
h∑
π∈Πk
q
Dα(sym
2πf )Λ(1/2, π)
jM(π)j
pour j = 1, 2, en espe´rant trouver les e´quivalents (123) et (124).
11.2.1 Le premier moment naturel
On montre ici
(128)
h∑
π∈Πk
q
Dα(sym
2πf )Λ(1/2, π)M(π)
=
P ′(1)ζF (2)
2L(1/2, π∞)
ress=1(ζF )
× 2N(q)
1/4
∆ log(N(q))
(
1 +O
( 1
log(N(q))
))
ce qui est bien, apre`s multiplication par L(1, sym2π∞), l’estimation (123) (en
effet, Dα(sym
2πf ) approxime la partie finie L(1, sym
2πf )). Pour cela, on pose
M˜(π) = Dα(sym
2πf )M(π)
La proprie´te´ de multiplicativite´ des coefficients λπ donne :
M˜(π) =
∑
(e,q)=1
N(m)≤M
f⊂OF
∑
d|(m,f2)
exp(−N(e2f)/N(q)α)
N(e2f)
µ(m)P
(
log(M/N(m))
log(M)
)
ψ(m)N(m)1/2
λπ(mf
2d−2)
ce qui se re´e´crit :
M˜(π) =
∑
d
∑
(e,q)=1
N(md)≤M
fd=⋄
exp(−N(e2)
√
N(fd)/N(q)α)
N(e)2
√
N(fd)
µ(md)P
(
log(M/N(md))
log(M)
)
ψ(md)N(md)1/2
λπ(mf)
la relation fd = ⋄ signifiant qu’il existe un ide´al a tel que fd = a2.
Avec la valeur de´ja` vue en section 7 (e´quation (21)) :
Λ(1/2, π) = (1 + επ)N(q)
1/4
∑
n⊂OF
λπ(n)√
N(n)
F (N(n)/N(q)1/2)
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on trouve donc :
h∑
π∈Πk
q
Dα(sym
2πf )Λ(1/2, π)M(π) =
N(q)1/4
∑
n⊂OF
∑
d
∑
(e,q)=1
N(md)≤M
fd=⋄
F (N(n)/N(q)1/2)√
N(n)
exp(−N(e2)
√
N(fd)/N(q)α)
N(e)2
√
N(fd)
×
µ(md)P
(
log(M/N(md))
log(M)
)
ψ(md)N(md)1/2
h∑
π∈Πk
q
(1 + επ)λπ(mf)λπ(n).
Comme dans la section 7, on utilise la relation
επ = −ikλπ(q)N(q)1/2
et on trouve :
(129)
h∑
π∈Πk
q
Dα(sym
2πf )Λ(1/2, π)M(π) =
N(q)1/4
∑
n⊂OF
∑
d
∑
(e,q)=1
N(md)≤M
fd=⋄
F (N(n)/N(q)1/2)√
N(n)
exp(−N(e2)
√
N(fd)/N(q)α)
N(e)2
√
N(fd)
×
µ(md)P
(
log(M/N(md))
log(M)
)
ψ(md)N(md)1/2
h∑
π∈Πk
q
λπ(mf)λπ(n)
− ikN(q)3/4
∑
n⊂OF
∑
d
∑
(e,q)=1
N(md)≤M
fd=⋄
F (N(n)/N(q)1/2)√
N(n)
×
exp(−N(e2)
√
N(fd)/N(q)α)
N(e)2
√
N(fd)
µ(md)P
(
log(M/N(md))
log(M)
)
ψ(md)N(md)1/2
h∑
π∈Πk
q
λπ(mf)λπ(nq).
Apre`s les parame´trisations habituelles des ide´aux m, f, n (cf. les sections
pre´ce´dentes), on applique la formule de Petersson, qui donne deux termes dia-
gonaux, deux termes Kloosterman, et deux termes en formes anciennes.
Il est imme´diat de voir que, pour peu que 2α + ∆ < 1, ce qu’il est loi-
sible de supposer, les termes Kloosterman et ceux venant des formes anciennes
se majorent comme on l’avait fait, en N(q)1/4−β, avec un β > 0, de´pendant
cette fois aussi de α ; cela re´sulte d’un calcul pe´nible, mais n’apportant rien
de nouveau, analogue au premier moment harmonique. En fait, la perturbation
engendre´e par le terme Dα(sym
2πf ) se maˆıtrise bien car c’est une se´rie courte,
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pre´cise´ment :
Dα(sym
2πf ) =
∑
(e,q)=1
f⊂OF
N(e2f)≤N(q)2α
exp(−N(e2f)/N(q)α)
N(e2f)
λπ(f
2)+O(exp(−N(q)α))
On s’inte´resse donc au terme diagonal qui a la forme D1 + D2 ; pour D1 la
diagonale est « n = mf », soit :
(130)
D1 = N(q)
1/4
∑
d
∑
(e,q)=1
N(md)≤M
fd=⋄
F (N(mf)/N(q)1/2)√
N(mf)
exp(−N(e2)
√
N(fd)/N(q)α)
N(e)2
√
N(fd)
×
µ(md)P
(
log(M/N(md))
log(M)
)
ψ(md)N(md)1/2
et pour D2, la diagonale est « nq = mf »soit q|f et n = mfq−1 :
(131) D2 = −ikN(q)3/4
∑
d
∑
(e,q)=1
N(md)≤M
fd=⋄
q|f
F (N(mf)/N(q)3/2)√
N(mfq−1)
×
exp(−N(e2)
√
N(fd)/N(q)α)
N(e)2
√
N(fd)
µ(md)P
(
log(M/N(md))
log(M)
)
ψ(md)N(md)1/2
mais comme q|f, en posant f = qf′, on voit que :∑
(e,q)=1
qf′d=⋄
exp(−N(e2)
√
N(qf′d)/N(q)α)
N(e)2
√
N(qf′)
≪ exp(−N(q)1/2−α)
d’ou` D2 ≪ N(q)A exp(−N(q)1/2−α) pour un A positif, et donc D2 ne contri-
buera pas.
Reste a` traiter D1, qui donnera le terme principal. Avec les expressions de
F, P et de l’exponentielle comme transforme´es de Mellin, on trouve :
D1 =
N(q)
1
4
(2iπ)3
∫∫∫
(1),(1),(1)
N(q)
s
2+αuM tL(s+
1
2
, π∞)P̂M (t)Γ(u)F (s, t, u)
ds
s
dt
t
du
avec
(132) F (s, t, u) =
∑
(e,q)=1
m,d
fd=⋄
µ(md)
ψ(md)N(m)1+s+tN(d)1+t+
u
2N(e)2+2uN(f)1+s+
u
2
.
Cette fonction posse`de les proprie´te´s habituelles :
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Lemme 9 Pour ℜ(s),ℜ(t),ℜ(u) > 0, on a le de´veloppement eule´rien :
F (s, t, u) = ζ
(q)
F (2+2u)ζF (2+2s+u)
∏
p
(
1− N(p)
−(1+s+t)
ψ(p)
− N(p)
−(2+s+t+u)
ψ(p)
)
.
On peut e´crire :
F (s, t, u) = ζ
(q)
F (2 + 2u)ζF (2 + 2s+ u)ζF (1 + s+ t)
−1η(s, t, u)
avec η fonction holomorphe sur {ℜ(s+t) > −1,ℜ(s+t+u) > −1}, et η(0, 0, 0) =
1.
Avec ce lemme, le calcul du terme principal deD1 suit la meˆme de´marche que
pour le premier moment harmonique. On change d’abord de ligne d’inte´gration
en s de ℜ(s) = 1 a` ℜ(s) = −1, donc tant que ∆ + 2α < 1 on a :
D1 =
N(q)
1
4L(1/2, π∞)
(2iπ)2
∫∫
(1),(1)
N(q)αuM tP̂M (t)Γ(u)F (0, t, u)
dt
t
du
+O(N(q)1/4+∆+2α−12 ).
Vu que F (0, t, u) = ζ
(q)
F (2 + 2u)ζF (2 + u)ζF (1 + t)
−1η(0, t, u), on fait le
changement de ligne en t de ℜ(t) = 1 a` ℜ(t) = −1/2, soit :
D1 =
N(q)1/4L
(
1
2 , π∞
)
P ′(1)
res1(ζF ) log(M)
×
1
2iπ
∫
(1)
Γ(u)N(q)αuζ
(q)
F (2 + 2u)ζF (2 + u)η(0, 0, u)du
(
1 +O
(
1/ log(N(q))
))
+
N(q)
1
4L(1/2, π∞)
(2iπ)2
∫∫
(−1/2),(1)
N(q)αuM tP̂M (t)Γ(u)F (0, t, u)
dt
t
du.
La toute dernie`re inte´grale est un O(N(q)1/4−∆/4+α). En outre, en changeant
la ligne en u de ℜ(u) = 1 en ℜ(u) = −1/2 :
1
2iπ
∫
(1)
Γ(u)N(q)αuζ
(q)
F (2 + 2u)ζF (2 + u)η(0, 0, u)du = ζF (2)
2 +O(N(q)−α/2).
Au final, ceci donne :
D1 =
N(q)1/4L
(
1
2 , π∞
)
ζF (2)
2P ′(1)
res1(ζF ) log(M)
×
(
1 +O
(
1/ log(N(q))
))
ce que nous voulions !
11.2.2 Le deuxie`me moment naturel
Pour achever cette section, il nous reste a` montrer :
(133)
h∑
π∈Πk
q
Dα(sym
2πf )Λ(1/2, π)
2M(π)2 =
ζF (2)
3L(1/2, π∞)
2
ress=1(ζF )2
× 8N(q)
1/2
log(N(q))2
( ||P ′′||2L2(0,1)
∆3
+
P ′(1)2
∆2
+O
( 1
log(N(q))
))
.
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Comme pre´ce´demment, on incorpore Dα(sym
2πf ) dans l’amollisseur, ce qui
donne :
(134) M˜2(π) := M(π)
2
Dα(sym
2πf ) =
∑
d⊂OF
∑
N(m1d)≤M
N(m2d)≤M
∑
f⊂OF
(e,q)=1
exp
(
−N(e2f)N(q)α
)
N(e2f)
×
µ(m1d)P
(
log(M/N(m1d))
log(M)
)
ψ(m1d)N(m1d)1/2
·
µ(m2d)P
(
log(M/N(m2d))
log(M)
)
ψ(m2d)N(m2d)1/2
λπ(f
2)λπ(m1m2).
Par commodite´, on pose m = m1m2 :
M˜2(π) =
∑
d⊂OF
∑
m⊂OF
∑
f⊂OF
(e,q)=1
λπ(f
2)λπ(m)
exp
(
−N(e2f)N(q)α
)
N(d)N(e2f)
×
1
N(m)1/2

∑
m1m2=m
N(m1d)≤M
N(m2d)≤M
µ(m1d)P
(
log(M/N(m1d))
log(M)
)
ψ(m1d)
·
µ(m2d)P
(
log(M/N(m2d))
log(M)
)
ψ(m2d)
 .
Puisque N(m) ≤M2 < N(q), m est premier avec q donc :
λπ(f
2)λπ(m) =
∑
D|(f2,m)
λπ(f
2mD−2)
donc, en faisant le changement de variables m← mD−1, f← f2D−1, il vient :
M˜2(π) =
∑
d⊂OF
∑
D⊂OF
∑
m⊂OF
∑
f⊂OF
fD=⋄
(e,q)=1
λπ(fm)
exp
(
−N(e)
2
√
N(fD)
N(q)α
)
N(d)N(D)N(e)2
√
N(f)
×
1√
N(m)

∑
m1m2=mD
N(m1d)≤M
N(m2d)≤M
µ(m1d)P
(
log(M/N(m1d))
log(M)
)
ψ(m1d)
·
µ(m2d)P
(
log(M/N(m2d))
log(M)
)
ψ(m2d)

ce qui est une forme utilisable en vue d’appliquer la formule des traces de Pe-
tersson :
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h∑
π∈Πk
q
Dα(sym
2πf )Λ(1/2, π)
2M(π)2 = 2N(q)1/2
∑
n,m
d,D
∑
f⊂OF
fD=⋄
(e,q)=1
G
(
N(n)
N(q)
)
√
N(n)
τ(n)×
1√
N(m)

∑
m1m2=mD
N(m1d)≤M
N(m2d)≤M
µ(m1d)P
(
log(M/N(m1d))
log(M)
)
ψ(m1d)
·
µ(m2d)P
(
log(M/N(m2d))
log(M)
)
ψ(m2d)

×
exp
(
−N(e)
2
√
N(fD)
N(q)α
)
N(d)N(D)N(e)2
√
N(f)
h∑
π∈Πk
q
λπ(n)λπ(fm).
Le terme en sommes de Kloosterman se traite comme lors du deuxie`me
moment harmonique, ainsi que celui issu des formes anciennes. La diagonale est
ici « n = mf » :
D(q) = 2N(q)1/2
∑
m
d,D
∑
f⊂OF
fD=⋄
(e,q)=1
G
(
N(mf)
N(q)
)
√
N(mf)
τ(mf) ·
exp
(
−N(e)
2
√
N(fD)
N(q)α
)
N(d)N(D)N(e)2
√
N(f)
×
1√
N(m)

∑
m1m2=mD
N(m1d)≤M
N(m2d)≤M
µ(m1d)P
(
log(M/N(m1d))
log(M)
)
ψ(m1d)
·
µ(m2d)P
(
log(M/N(m2d))
log(M)
)
ψ(m2d)
 .
La description inte´grale des fonctions intervenant implique :
(135) D(q) =
2N(q)1/2
(2iπ)4
∫∫∫∫
(1),(1),(1),(1)
N(q)s+αuM t1+t2L(s+ 1/2, π∞)
2×
ζ
(q)
F (1 + 2s)P̂M (t1)P̂M (t2)Γ(u)F (s, t1, t2, u)
ds
s
dt1
t1
dt2
t2
du
avec la fonction F , se´rie absolument convergente dans la re´gion {(s, t1, t2, u) ∈
C
4;ℜ(s),ℜ(t1),ℜ(t2),ℜ(u) > 1} valant alors :
(136)
∑
m
d,D
∑
f⊂OF
fD=⋄
(e,q)=1
τ(mf)
N(m)1+sN(f)1+s+
u
2N(e)2+2uN(d)1+t1+t2N(D)1+
u
2
×
( ∑
m1m2=mD
µ(m1d)µ(m2d)
ψ(m1d)ψ(m2d)
N(m1)
−t1N(m2)
−t2
)
.
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On ve´rifie que l’on a la factorisation en produit infini, convergent sur le meˆme
domaine :
F (s, t1, t2, u) =
∏
p
Fp(s, t1, t2, u)
avec :
Fp(s, t1, t2, u) =
∑
m,d,D≥0
(q,pe)=1
∑
f≥0
f+D pair
τ(pm+f )
( ∑
m1+m2
=m+D
µ(pm1+d)µ(pm2+d)
ψ(pm1+d)ψ(pm2+d)
×
N(p)−m1t1N(p)−m2t2
)
N(p)−e(2+2u)−m(1+s)−f(1+s+
u
2 )−d(1+t1+t2)−D(1+
u
2 ).
On peut calculer explicitement Fp. Les valeurs permises pour (d,m,D) sont
(0,0,0), (1,0,0), (0,1,0), (0,0,1), (0,1,1), (0,2,0), (0,0,2). C’est dans cet ordre que
l’on pre´sente les facteurs produits par ces conditions et la somme sur f , note´s
entre parenthe`ses ; le terme produit par la somme « libre »en e est tout a` gauche
(χq(p) vaut 1 si q 6= p, 0 sinon) :
Fp(s, t1, t2, u) = (1− χq(p)N(p)−2−2u)−1×{(
1
1−N(p)−2(1+s+u/2) +
2N(p)−2(1+s+u/2)
(1−N(p)−2(1+s+u/2))2
)
+
N(p)−(1+t1+t2)
ψ(p)2
(
1
1−N(p)−2(1+s+u/2) +
2N(p)−2(1+s+u/2)
(1 −N(p)−2(1+s+u/2))2
)
− N(p)
−(1+s+t1) +N(p)−(1+s+t2)
ψ(p)
×(
2
1−N(p)−2(1+s+u/2) +
2N(p)−2(1+s+u/2)
(1−N(p)−2(1+s+u/2))2
)
− N(p)
−(1+u/2+t1) +N(p)−(1+u/2+t2)
ψ(p)
×(
N(p)−(1+s+u/2)
1−N(p)−2(1+s+u/2) +
N(p)−(1+s+u/2)(1 +N(p)−2(1+s+u/2))
(1−N(p)−2(1+s+u/2))2
)
+
N(p)−(2+s+u/2+t1+t2)
ψ(p)2
×(
2N(p)−(1+s+u/2)
1−N(p)−2(1+s+u/2) +
N(p)−(1+s+u/2)(1 +N(p)−2(1+s+u/2))
(1−N(p)−2(1+s+u/2))2
)
+
N(p)−(2+s+u/2+t1+t2)
ψ(p)2
(
3
1−N(p)−2(1+s+u/2) +
2N(p)−2(1+s+u/2)
(1−N(p)−2(1+s+u/2))2
)
+
N(p)−(2+s+u/2+t1+t2)
ψ(p)2
(
1
1−N(p)−2(1+s+u/2) +
2N(p)−2(1+s+u/2)
(1−N(p)−2(1+s+u/2))2
)}
.
Il est clair que l’on peut mettre en facteur (1 − N(p)−2(1+s+u/2))−1. Les
termes d’ordre un sont N(p)−(1+t1+t2), −2N(p)−(1+s+t1) et −2N(p)−(1+s+t2).
Leur mise en facteur force´e permet d’e´largir le domaine de convergence :
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Lemme 10 On peut e´crire
F (s, t1, t2, u) =
ζ
(q)
F (2 + 2u)ζF (2 + 2s+ u)ζF (1 + t1 + t2)
ζF (1 + t1 + s)2ζF (1 + t2 + s)2
η(s, t1, t2, u)
la fonction η e´tant donne´e par un produit eule´rien convergent (au moins) sur le
domaine ℜ(s+u/2) > −1/2, ℜ(t1+ t2) > −1/2, ℜ(s+ t1) > −1/2, ℜ(s+ t2) >
−1/2, avec η(0, 0, 0, 0) = ζF (2).
Cette affirmation re´sulte d’un calcul e´le´mentaire. Elle permet d’effectuer les
changements de droite d’inte´gration ade´quats. On part donc de :
D(q) =
2N(q)1/2
(2iπ)4
∫∫∫∫
(1),(1),(1),(1)
N(q)s+αuM t1+t2L(s+ 1/2, π∞)
2×
ζ
(q)
F (1 + 2s)P̂M (t1)P̂M (t2)Γ(u)F (s, t1, t2, u)
ds
s
dt1
t1
dt2
t2
du.
On peut de´ja` de´placer toutes les lignes d’inte´gration jusqu’a` (1/2). Puis, on
change de ligne en s :
D(q) =
2N(q)1/2
(2iπ)3
∫∫∫
( 12 ),(
1
2 ),(
1
2 )
N(q)αuM t1+t2 P̂M (t1)P̂M (t2)Γ(u)×
ress=0
(
N(q)sL
(
1
2
, π∞
)
F (s, t1, t2, u)
)
dt1
t1
dt2
t2
du
+
2N(q)1/2
(2iπ)4
∫∫∫∫
(− 12 ),(
1
2 ),(
1
2 )
N(q)s+αuM t1+t2L(s+ 1/2, π∞)
2×
ζ
(q)
F (1 + 2s)P̂M (t1)P̂M (t2)Γ(u)F (s, t1, t2, u)
ds
s
dt1
t1
dt2
t2
du
le second terme est un O(N(q)1/2−δ) (pour un δ > 0), si on a pris la peine de
choisir α < 1−∆. Pour e´valuer le premier, on continue de proce´der comme a` la
section 8 : il faut calculer le re´sidu, ou du moins la partie participant au terme
dominant. Celui-ci s’e´crit :
res1(ζ
(q)
F )
2
log(N(q))F (0, t1, t2)L
(
1
2
, π∞
)2
+ res1(ζ
(q)
F )L
(
1
2
, π∞
)2
×
∂F
∂s
(0, t1, t2) + . . .
« . . . »de´signant des termes ayant un effet de second ordre. Plus pre´cise´ment, il
s’agit de :
(137)
res1(ζ
(q)
F )
2
log(N(q))
ζ
(q)
F (2 + 2u)ζF (2 + u)ζF (1 + t1 + t2)
ζF (1 + t1)2ζF (1 + t2)2
η(0, t1, t2, u)×
L
(
1
2
, π∞
)2
+ res1(ζ
(q)
F )L
(
1
2
, π∞
)2
ζ
(q)
F (2 + 2u)ζF (1 + t1 + t2)ζF (2 + u)×
η(0, t1, t2, u)
∂
∂s
(
ζF (1 + t1 + s)
−2ζF (1 + t2 + s)
−2
) |s=0.
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La se´paration des variables u et (t1, t2) permet de finir le calcul en s’appuyant
sur la section 8. On a en effet :
D(q) = D1(q) +D2(q) +O(N(q)1/2−η)
(η > 0) avec
D1(q) =
res1(ζ
(q)
F )N(q)
1/2 log((N(q))L
(
1
2 , π∞
)2
(2iπ)3
∫
( 12 )
N(q)αuΓ(u)×
ζ
(q)
F (2 + 2u)ζF (2 + u)
(∫∫
( 12 ),(
1
2 )
N(q)αuM t1+t2 P̂M (t1)P̂M (t2)×
ζF (1 + t1 + t2)
ζF (1 + t1)2ζF (1 + t2)2
η(0, t1, t2, u)
dt1
t1
dt2
t2
)
du
D2(q) =
2res1(ζ
(q)
F )N(q)
1/2L
(
1
2 , π∞
)2
(2iπ)3
∫
( 12 )
N(q)αuΓ(u)×
ζ
(q)
F (2 + 2u)ζF (2 + u)
(∫∫
( 12 ),(
1
2 )
N(q)αuM t1+t2 P̂M (t1)P̂M (t2)×
ζF (1 + t1 + t2)
∂
∂s
(
ζF (1 + t1)
−2ζF (1 + t2)
−2
) |s=0η(0, t1, t2, u)dt1
t1
dt2
t2
)
du.
Les inte´grales internes ont e´te´ calcule´es en section 8.
D1(q) =
N(q)1/2 log((N(q))L
(
1
2 , π∞
)2
(2iπ)res1(ζ
(q)
F )
2
∫
( 12 )
N(q)αuΓ(u)×
ζ
(q)
F (2+2u)ζF (2+u)η(0, 0, 0, u)du×
(
log(M)−3
∫ 1
0
P ′′(t)2dt+O(log(M)−4)
)
D2(q) =
2N(q)1/2L
(
1
2 , π∞
)2
(2iπ)res1(ζ
(q)
F )
2
∫
( 12 )
N(q)αuΓ(u)×
ζ
(q)
F (2 + 2u)ζF (2 + u)η(0, 0, 0, u)du×
(
log(M)−2P ′(1)2 +O(log(M)−3)) .
Il ne reste plus qu’a` calculer l’inte´grale en u :
(138)
1
2iπ
∫
( 12 )
N(q)αuΓ(u)ζ
(q)
F (2 + 2u)ζF (2 + u)η(0, 0, 0, u)du
= ress=0
(
N(q)αuΓ(u)ζ
(q)
F (2 + 2u)ζF (2 + u)η(0, 0, 0, u)
)
+
1
2iπ
∫
(− 12 )
N(q)αuΓ(u)ζ
(q)
F (2 + 2u)ζF (2 + u)η(0, 0, 0, u)du
= ζF (2)
3 +O(N(q)−α/2)
78
Non annulation des fonctions L des formes modulaires de Hilbert
et cela ache`ve le calcul.
Remarque 9 Nous n’avons fait les calculs des moments naturels que pour
Λ(1/2, π). Il est clair cependant que ceux-ci s’e´tendent au cas de la de´rive´e.
C’est ainsi que l’on conclut la preuve des the´ore`mes 1 et 2.
Remarque 10 Une approche probabiliste
Le lecteur aura remarque´ qu’en fait, nous n’avons pas de´duit les valeurs des
moments naturels de celles des moments harmoniques : nous avons refait les
calculs, et aurions pu meˆme les pre´senter directement (en perdant certainement
un peu de lisibilite´). Il est donc logique de se demander s’il existe une preuve
naturelle, donnant les moments naturels graˆce aux moments harmoniques.
Pour donner une ide´e de re´ponse, conside´rons l’ensemble fini Πkq , muni de
la probabilite´ (asymptotique)
∫
XdP =
∑
π∈Πk
q
ωπX(π). On peut conside´rer les
variables ale´atoires suivantes :
Xq :
Πkq −→ R
π 7−→ L(1/2, π)M(π)
et
Yq :
Πkq −→ R
π 7−→ L(1, sym2π) .
Les travaux de Royer (notamment [Ro]) montrent que Yq est faiblement conver-
gente (quand F = Q). Faisons l’hypothe`se que ce soit aussi le cas de Xq (nous
avons montre´ la convergence des deux premiers moments, donc cette hypothe`se
est raisonnable vis-a`-vis de ce qui pre´ce`de). On a envie de poser :
Conjecture : les limites de Xq et Yq sont inde´pendantes.
Supposons la conjecture vraie. On e´crit, en se rappelant de l’e´tude faite sur
le carre´ syme´trique :
(139)
∑
π∈Πk
q
L(1/2, π)M(π)
|Πkq |
=
∑h
π∈Πk
q
L(1, sym2π)L(1/2, π)M(π)∑h
π∈Πk
q
L(1, sym2π)
(1 + o(1))
=
∑h
π∈Πk
q
L(1, sym2π)
∑h
π∈Πk
q
L(1/2, π)M(π)∑h
π∈Πk
q
L(1, sym2π)
(1 + o(1))
=
h∑
π∈Πk
q
L(1/2, π)M(π)(1 + o(1)).
Notons que par l’e´tude des deux premiers moments amollis, que nous avons faite
« a` la main », nous avons montre´ que les variables Xq et Yq sont de´corre´le´es a`
l’infini, ce qui donne une raison de croire en la conjecture. Malheureusement, la
me´thode des moments semble limite´e, a` cause de la complexite´ des calculs d’une
part, mais aussi parce que d’autres termes dominants font leur apparition dans
les moments d’ordre supe´rieur a` trois, qui ne sont pas issus de la diagonale : c’est
de´ja` le cas du moment d’ordre quatre. Il faudrait donc une autre approche pour
espe´rer une preuve ge´ne´rale de la conjecture, qui devrait eˆtre formule´e dans un
cadre automorphe plus ge´ne´ral.
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12 Appendice
Nous allons ici expliquer le traitement des termes issus des formes anciennes,
laisse´s de coˆte´ lors des sections 7, 8 et 10. Cet appendice s’appuie essentielle-
ment sur l’article [ILS], qui construit dans un contexte plus ge´ne´ral, sur Q, une
base orthogonale des formes anciennes. Avec la famille d’amollisseurs utilise´e
ici, cette base particulie`re permet de majorer la contribution des formes an-
ciennes aux deux premiers moments amollis, et d’assurer qu’elles n’affectent pas
l’e´quivalent trouve´.
On suppose ici que q est premier (non nul) et k ∈ 2Zd≥1.
Rappelons que l’on a la de´composition suivante (cf (18)) :
Hkq =
⊕
π∈Πk
q
πK∞K0(q)
︸ ︷︷ ︸
Hk
q
(new)
⊕
⊕
π∈Πk
OF
πK∞K0(q)
︸ ︷︷ ︸
Hk
q
(old)
et on supposera dore´navant que Hkq (old) est non vide (i.e. qu’il existe des
formes non ramifie´es). Le the´ore`me de Casselman assure que pour toute π
non ramifie´e, dim
C
πK∞K0(q) = 2. Si ϕπ de´signe un vecteur nouveau, il fait
e´videmment partie de cet espace . Soit ̟q une uniformisante de la place q,
et notons aussi ̟q = id(q) l’ide`le valant ̟q a` la place q, 1 ailleurs : alors
ϕπ
(
g
(
̟−1q 0
0 1
))
est aussi K0(q)-invariant. Comme ces deux fonctions sont
line´airement inde´pendantes, elles forment une base de Hkq (old). Pour en de´duire
une base orthogonale, on a besoin du
Lemme 11 Soit X(q) = Z(AF )GL2(F )\GL2(AF )/K0(q). Soit π ∈ ΠkOF et ϕπ
un e´le´ment spe´cial de π. On a :
∫
X(q)
|ϕπ(g)|2dg =
∫
X(q)
∣∣∣∣ϕπ (g( ̟−1q 00 1
))∣∣∣∣2 dg
∫
X(q)
ϕπ(g)ϕπ
(
g
(
̟−1q 0
0 1
))
dg =
N(q)1/2λπ(q)
N(q) + 1
∫
X(q)
|ϕπ(g)|2dg.
Preuve : Montrons la deuxie`me e´galite´, la premie`re e´tant conse´quence e´vidente
du fait que dg est issue d’une mesure de Haar. On a d’une part, avec Kf =∏
v<∞GL2(OFv ) :
∫
Z(AF )GL2(F )\GL2(AF )/Kf
ϕπ(g)ϕπ
(
g
(
̟−1q 0
0 1
))
dg
=
∫
Z(AF )GL2(F )\GL2(AF )/K0(q)
[K : K0(q)]
−1ϕπ(g)ϕπ
(
g
(
̟−1q 0
0 1
))
dg
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d’autre part :∫
Z(AF )GL2(F )\GL2(AF )/Kf
ϕπ(g)ϕπ
(
g
(
̟−1q 0
0 1
))
dg
=
∫
Z(AF )GL2(F )\GL2(AF )/Kf
∫
Kf
ϕπ(gk
−1)ϕπ
(
g
(
̟−1q 0
0 1
))
dkdg
=
∫
Z(AF )GL2(F )\GL2(AF )/Kf
ϕπ(g)
∫
Kf
ϕπ
(
gk
(
̟−1q 0
0 1
))
dkdg
=
∫
Z(AF )GL2(F )\GL2(AF )/Kf
ϕπ(g)× 1
N(q) + 1
Tq(ϕπ)(g)dg
Tq de´signant l’ope´rateur de Hecke en q (tel que de´fini dans [G], (3.15) page 48) ;
on sait de plus (meˆme re´fe´rence, (4.16) page 72) que
Tq(ϕ) = N(q)
1/2λπ(q)
et ceci donne le re´sultat. 
Remarque 11 : ce lemme correspond au lemme 2.4 de [ILS], et en donne une
preuve ade´lique (dans un cas plus simple, auquel le lemme 2.4 pourrait se ra-
mener).
Maintenant que l’on a ge´ne´ralise´ ce dont on avait besoin, on peut, en suivant
[ILS], poser :
(140) ψπ(g) :=
(
N(q)
ρπ(q)
)1/2 ∑
cd=q
µ(c)λπ(c)
N(c)ψ(c)
N(d)−1/2ϕπ
(
g
(
id(d)−1 0
0 1
))
avec
ρπ(c) =
∏
p|c
(
1−N(p)
(
λπ(p)
N(p) + 1
)2)
.
Graˆce au lemme pre´ce´dent, {ϕπ, ψπ}π∈Πk
OF
forme une base orthogonale de
Hkq (old), telle que ||ϕπ ||Hkq = ||ψπ ||Hkq .
Soit L(s, sym2π) le carre´ syme´trique de π. On a un de´veloppement eule´rien
L(s, sym2π) =
∏
v L(s, sym
2πv) indexe´ par les places finies et infinies, et on
de´duit de l’expression des facteurs locaux que
(1 +N(q)−1)ρπ(q) = (1 −N(q)−2)−1L(1, sym2πq)−1
(cf [ILS] : (2.50) et section 3).
Les coefficients de Fourier de ψπ sont donc donne´s par :
(141) λ(1, nD−1F , ψπ) =
(
N(q)(1−N(q)−2)(1 +N(q)−1)L(1, sym2πq)
)1/2
×( −1
N(q) + 1
λπ(q)λπ(n) + λπ(nq
−1)1q|n
)
.
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12.1 La contribution des formes anciennes aux premiers
et deuxie`mes moments
La contribution des formes anciennes au premier moment s’e´crit :
(142)
M1(q, old) = N(q)
1/4
∑
n⊂OF
N(m)≤M
F (N(n)/N(q)1/2)
N(n)1/2
·
µ(m)P
(
log(M/N(m))
log(M)
)
ψ(m)N(m)1/2
×
h∑
f
λ(1, nD−1F , f)λ(1,mD
−1
F , f)
−N(q)3/4
∑
n⊂OF
N(m)≤M
F (N(n)/N(q)1/2)
N(n)1/2
·
µ(m)P
(
log(M/N(m))
log(M)
)
ψ(m)N(m)1/2
×
h∑
f
λ(1, nqD−1F , f)λ(1,mD
−1
F , f)
{f} de´signant la base orthogonale forme´e par {ϕπ, ψπ}π∈Πk
OF
, et
∑h
de´signant
la somme normalise´e pour le produit scalaire de Hkq .
La partie de cette somme forme´e en ne gardant que les termes en ϕπ est
facile a` traiter. En effet, on a
||ϕπ ||2Hk
q
= [Kf : K0(q)]||ϕπ||2Hk
OF
= (N(q) + 1)||ϕπ||2Hk
OF
(143)
on peut par exemple alors utiliser la formule de Petersson pour ΠkOF , puisqu’on
a la bonne normalisation harmonique, et on peut majorer la contribution des
termes en ϕπ M1(q, ϕπ) par :
M1(q, ϕπ)≪ N(q)
3/4N(q)1/4M1/2
N(q)
≪ N(q)1/4−η
avec η > 0.
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Reste a` traiter la contribution des ψπ, note´e M1(q, ψπ). On e´crit :
(144)
M1(q, ψπ) = N(q)
1/4
∑
n⊂OF
N(m)≤M
F (N(n)/N(q)1/2)
N(n)1/2
·
µ(m)P
(
log(M/N(m))
log(M)
)
ψ(m)N(m)1/2
×
h∑
π
λ(1, nD−1F , ψπ)λ(1,mD
−1
F , ψπ)
−N(q)3/4
∑
n⊂OF
N(m)≤M
F (N(n)/N(q)1/2)
N(n)1/2
·
µ(m)P
(
log(M/N(m))
log(M)
)
ψ(m)N(m)1/2
×
h∑
π
λ(1, nqD−1F , ψπ)λ(1,mD
−1
F , ψπ)
la somme en π portant bien entendu sur ΠkOF . On va traiter les deux termes
apparaissant dans cette expression se´pare´ment, en notant :
M1(q, ψπ) = A(q)−B(q)
dans l’expression pre´ce´dente. Notons pour commencer que, puisque N(m) ≤
M < N(q), on a
λ(1,mD−1F , ψπ) =
(
N(q)(1−N(q)−2)(1 +N(q)−1)L(1, sym2πq)
)1/2
×( −1
N(q) + 1
λπ(q)λπ(m)
)
en outre les termes (1−N(q)−2)(1+N(q)−1) n’influencent pas les expressions en
question, asymptotiquement en N(q), de sorte qu’on note toujours A(q), B(q)
les expressions simplifie´es suivantes :
(145) A(q) = N(q)1/4
∑
n⊂OF
N(m)≤M
F (N(n)/N(q)1/2)
N(n)1/2
·
µ(m)P
(
log(M/N(m))
log(M)
)
ψ(m)N(m)1/2
×
h∑
π
(
N(q)L(1, sym2πq)
)( −1
N(q) + 1
λπ(q)λπ(n) + λπ(nq
−1)1q|n
)
×( −1
N(q) + 1
λπ(q)λπ(m)
)
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(146) B(q) = N(q)3/4
∑
n⊂OF
N(m)≤M
F (N(n)/N(q)1/2)
N(n)1/2
·
µ(m)P
(
log(M/N(m))
log(M)
)
ψ(m)N(m)1/2
×
h∑
π
(
N(q)L(1, sym2πq)
)( −1
N(q) + 1
λπ(q)λπ(nq) + λπ(n)
)
×( −1
N(q) + 1
λπ(q)λπ(m)
)
.
Pour majorer ces expressions, on note d’abord que ||ψπ||2Hk
q
= ||ϕπ ||2Hk
q
=
(N(q)+1)||ψπ||2Hk
OF
; en outre, on a la factorisation suivante du facteur local du
carre´ syme´trique, en termes des parame`tres de Langlands de π :
L(1, sym2πq) = (1− απ,1(q)2N(q)−1)−1(1− απ,1(q)απ,2(q)N(q)−1)−1×
(1− απ,2(q)2N(q)−1)−1
et ceci implique que
L(1, sym2πq)≪ 1
Traitons d’abord le terme A(q) :
(147) A(q) = N(q)1/4
∑
n⊂OF
N(m)≤M
F (N(n)/N(q)1/2)
N(n)1/2
·
µ(m)P
(
log(M/N(m))
log(M)
)
ψ(m)N(m)1/2
×
∑
π
Γ(k − 1)N(q)L(1, sym2πq)
|dF |1/2(4π)k−1(N(q) + 1)||ϕπ ||2Hk
OF
×
( −1
N(q) + 1
λπ(q)λπ(n) + λπ(nq
−1)1q|n
)( −1
N(q) + 1
λπ(q)λπ(m)
)
soit, avec les estimations ci-dessus :
A(q)≪F N(q)1/4
∑
n⊂OF
N(m)≤M
∣∣∣∣∣∣F (N(n)/N(q)
1/2)
N(n)1/2
·
µ(m)P
(
log(M/N(m))
log(M)
)
ψ(m)N(m)1/2
∣∣∣∣∣∣×
∑
π
1
||ϕπ ||2Hk
OF
(
1
(N(q) + 1)2
λπ(q)
2|λπ(n)λπ(m)|
)
+N(q)1/4
∑
q|n
N(m)≤M
∣∣∣∣∣∣F (N(n)/N(q)
1/2)
N(n)1/2
·
µ(m)P
(
log(M/N(m))
log(M)
)
ψ(m)N(m)1/2
∣∣∣∣∣∣×
∑
π
1
||ϕπ||2Hk
OF
(
1
N(q) + 1
|λπ(q)λπ(nq−1)λπ(m)|
)
.
On re´indexe d’abord la deuxie`me somme en n en posant n′ = nq−1 : il apparaˆıt
alors un facteur F ((2π)dN(n′)N(q)) et en de´nominateur un facteur N(q)1/2. On
majore brutalement les coefficients λπ(·) par Ramanujan, soit :
λπ(n)≪ε N(n)ε
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(les bornes de Kim-Shahidi prouve´es dans [KS], λπ(n) ≪ε N(n)1/9+ε, suffisent
ici), en se rappelant qu’il n’y a qu’un nombre fini, inde´pendant de q, de formes
non ramifie´es :
A(q)≪F N(q)1/4
∑
n⊂OF
∣∣∣∣F (N(n)/N(q)1/2)N(n)εN(n)1/2
∣∣∣∣×
∑
N(m)≤M
∣∣∣∣∣∣
µ(m)P
(
log(M/N(m))
log(M)
)
N(m)ε
ψ(m)N(m)1/2
∣∣∣∣∣∣× N(q)
2ε
(N(q) + 1)2
+N(q)1/4
∑
n′⊂OF
∣∣∣∣F ((2π)dN(n′)N(q)1/2)N(n′)εN(n′q)1/2
∣∣∣∣×
∑
N(m)≤M
∣∣∣∣∣∣
µ(m)P
(
log(M/N(m))
log(M)
)
N(m)ε
ψ(m)N(m)1/2
∣∣∣∣∣∣× N(q)
ε
N(q) + 1
.
On utilise alors que F (y) ≪A y−A pour tout A > 0, quand y → ∞, et que
F (y)≪ 1 pour 0 < y < 1 :
(148) A(q)≪A N(q)1/4N(q)1/4+εM1/2+ε(N(q) + 1)−2
+N(q)1/4 × N(q)
−A
N(q)1/2
×M1/2+ε(1 +N(q))−1 ≪A,F N(q)−1
alors qu’on avait seulement besoin d’un majorant en N(q)1/4−η.
Pour B(q) on fait la meˆme chose (sauf que les bornes de Kim-Shahidi sont
ici insuffisantes) :
(149) B(q) = N(q)3/4
∑
n⊂OF
N(m)≤M
F (N(n)/N(q)1/2)
N(n)1/2
·
µ(m)P
(
log(M/N(m))
log(M)
)
ψ(m)N(m)1/2
×
∑
π
Γ(k − 1)N(q)L(1, sym2πq)
|dF |1/2(4π)k−1(N(q) + 1)||ϕπ||2Hk
OF
( −1
N(q) + 1
λπ(q)λπ(nq) + λπ(n)
)
×
( −1
N(q) + 1
λπ(q)λπ(m)
)
la meˆme proce´dure donne :
(150) B(q)≪F N(q)3/4N(q)1/4+4εM1/2+ε(N(q) + 1)−2
+N(q)3/4N(q)1/4+2εM1/2+ε(N(q) + 1)−1 ≪F N(q)∆/4
ce qui est bien une majoration en N(q)1/4−η, comme voulu.
L’e´tude de la contribution des formes anciennes au second moment se fait
selon les meˆmes lignes, et ne pre´sente pas de difficulte´ de nouvel ordre : nous
ne l’incluons donc pas au pre´sent travail. Il en va de meˆme pour la contribution
des formes anciennes dans les premier et second moments de la de´rive´e.
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12.2 La contribution des formes anciennes au nombre de
formes modulaires de Hilbert : fin de la proposition
13
Les parame`tres des sommes sont e ⊂ OF , a¯ ∈ C ℓ+(F ), ξ ∈ (a−1)≫0/O×+F (a
parcourt toujours un ensemble fini). Il s’agit de :
∑
e,a¯,ξ
h∑
ϕ
λ(ξ2, a2D−1F , ϕ)λ(1,D
−1
F , ϕ)χq(e)
N(e2ξa)
×
∫
(δ)
(
N(q)
N(e2ξa)
)s
L(s+ 1, sym2π∞)
ds
s
+
∑
e,a¯,ξ
h∑
ϕ
λ(ξ2, a2D−1F , ϕ)λ(1,D
−1
F , ϕ)χq(e)
N(e2ξa)
×
∫
(δ)
(
N(q)
N(e2ξa)
)s
L(s+ 1, sym2π∞)
ds
s+ 1
.
La base orthogonale des formes anciennes choisie est {ϕ} = {ϕπ, ψπ}π∈Πk
OF
. On
rappelle que
∑h
ϕ xϕ =
∑
ϕ ωϕxϕ avec
ωϕ =
Γ(k − 1)
(4π)k−1|dF |1/2||ϕ||2Hk
q
et ||ϕ||2Hk
q
= (N(q)+1)||ϕ||2. La contribution des formes {ϕπ}π∈Πk
OF
est imme´diate
(par exemple apre`s application de la formule de Peterson a` ΠkOF ) :
∑
e,a¯,ξ
h∑
π∈Πk
OF
λ(ξ2, a2D−1F , ϕπ)λ(1,D
−1
F , ϕπ)χq(e)
N(e2ξa)
×
∫
(δ)
(
N(q)
N(e2ξa)
)s
L(s+ 1, sym2π∞)
ds
s
+
∑
e,a¯,ξ
h∑
π∈Πk
OF
λ(ξ2, a2D−1F , ϕπ)λ(1,D
−1
F , ϕπ)χq(e)
N(e2ξa)
×
∫
(δ)
(
N(q)
N(e2ξa)
)s
L(s+ 1, sym2π∞)
ds
s+ 1
≪δ N(q)−1+δ.
En ce qui concerne la contribution des ψπ, on a :
λ(ξ2, aD−1F , ψπ) =
√
N(q)L(1, sym2πq)
( −1
N(q) + 1
λπ(ξa) + λπ(ξaq
−1)1q|ξa
)
λ(1,D−1F , ψπ) = −
√
N(q)L(1, sym2πq)
λπ(q)
N(q) + 1
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et donc :
∑
e,a¯,ξ
h∑
π∈Πk
OF
λ(ξ2, a2D−1F , ψπ)λ(1,D
−1
F , ψπ)χq(e)
N(e2ξa)
×
∫
(δ)
(
N(q)
N(e2ξa)
)s
L(s+ 1, sym2π∞)
ds
s
+
∑
e,a¯,ξ
h∑
π∈Πk
OF
λ(ξ2, a2D−1F , ψπ)λ(1,D
−1
F , ψπ)χq(e)
N(e2ξa)
×
∫
(δ)
(
N(q)
N(e2ξa)
)s
L(s+ 1, sym2π∞)
ds
s+ 1
=
∑
e,a¯,ξ
χq(e)
N(e2ξa)
∫
(δ)
(
N(q)
N(e2ξa)
)s
L(s+ 1, sym2π∞)
ds
s
×
∑
π∈Πk
OF
Γ(k − 1)N(q)L(1, sym2πq)
(4π)k−1|dF |1/2(N(q) + 1)||ψπ||2
( −λπ(ξa)
N(q) + 1
+ λπ(ξaq
−1)1q|ξa
)
λπ(q)
N(q) + 1
+
∑
e,a¯,ξ
χq(e)
N(e2ξa)
∫
(δ)
(
N(q)
N(e2ξa)
)s
L(s+ 1, sym2π∞)
ds
s+ 1
×
∑
π∈Πk
OF
Γ(k − 1)N(q)L(1, sym2πq)
(4π)k−1|dF |1/2(N(q) + 1)||ψπ||2
( −λπ(ξa)
N(q) + 1
+ λπ(ξaq
−1)1q|ξa
)
λπ(q)
N(q) + 1
.
On termine en utilisant la borne (grossie`re, mais suffisante)
λπ(n)≪ N(n)1/4
conse´quence en fait de la formule de Petersson, la majoration L(1, sym2πq)≪ 1
et donc la contribution des ψπ est domine´e par :
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∑
e,a¯,ξ
χq(e)
N(e2ξa)
∫
(δ)
(
N(q)
N(e2ξa)
)s
L(s+ 1, sym2π∞)
ds
s
×
∑
π∈Πk
OF
Γ(k − 1)N(q)L(1, sym2πq)
(4π)k−1|dF |1/2(N(q) + 1)||ψπ||2×(
N(ξa)1/2N(q)1/4
N(q) + 1
+N(ξa)1/2N(q)−1/41q|ξa
)
N(q)1/4
N(q) + 1
+
∑
e,a¯,ξ
χq(e)
N(e2ξa)
∫
(δ)
(
N(q)
N(e2ξa)
)s
L(s+ 1, sym2π∞)
ds
s+ 1
×
∑
π∈Πk
OF
Γ(k − 1)N(q)L(1, sym2πq)
(4π)k−1|dF |1/2(N(q) + 1)||ψπ||2×(
N(ξa)1/2N(q)1/4
N(q) + 1
+N(ξa)1/2N(q)−1/41q|ξa
)
N(q)1/4
N(q) + 1
≪ N(q)−1
∑
e,a¯,ξ
χq(e)
N(e2)N(ξa)1/2
∫
(δ)
(
N(q)
N(e2ξa)
)s
L(s+1, sym2π∞)(
ds
s
+
ds
s+ 1
).
En de´plac¸ant la ligne d’inte´gration de (δ) en (1/2 + δ), pout δ > 0, de sorte a`
ce que la somme en ξ, a soit absolument convergente, on trouve
∑
e,a¯,ξ
χq(e)
N(e2)N(ξa)1/2
∫
(1/2+δ)
(
N(q)
N(e2ξa)
)s
L(s+ 1, sym2π∞)(
ds
s
+
ds
s+ 1
)
≪ N(q) 12+δ
et donc une contribution ne´gligeable. Ainsi s’ache`ve la preuve de la proposition
13.
12.3 Un the´ore`me de densite´
Soit η > 0 un re´el (petit) fixe´, T > 0,
R(η, T ) = {s ∈ C; 1− η < ℜ(s) < 1, |ℑ(s)| ≤ T }(151)
et :
Πkq (η, T ) = {π ∈ Πkq ; L(s, sym2πf ) 6= 0, ∀s ∈ R(η, T )}.(152)
Le but de cette courte section est d’e´tablir une borne du type :
|Πkq \Πkq (η, T )| ≪η TDN(q)bη.(153)
D, b > 0 e´tant des re´els que l’on ne cherchera pas a` optimiser.
Ce type de majorations est appele´ « the´ore`me de densite´ », et le travail de
Kowalski et Michel [KM3] sur ce proble`me (quand le niveau varie, commme c’est
notre cas) montre que des familles tre`s ge´ne´rales de formes automorphes sur Q
satisfont a` celles-ci ; ce qui suit est inspire´ de leur preuve, a` ceci pre`s que nous
88
Non annulation des fonctions L des formes modulaires de Hilbert
e´vitons d’utiliser la borne de Ramanujan, comme Luo [Luo2] dans son the´ore`me
de densite´ sur le carre´ syme´trique (quand les parame`tres a` l’infini varient) : il
est d’ailleurs pre´cise´ dans [KM3] que les bornes
λπ(n)≪ N(n)δ
pour δ ∈]0, 1/4[ uniforme en π , suffisent – ce qui pour GL2 est connu. En outre,
l’article [LW] de Lau et Wu donne une simplification de la preuve de Luo dans
le contexte des puissances syme´triques, quand le poids varie, inspire´e de [KM3].
Soit donc π une forme modulaire de Hilbert, de poids k et de conducteur
q – pour le moment quelconque. Soit sym2π le carre´ syme´trique de π, et pour
ℜ(s) > 1 :
L(s, sym2πf ) =
∑
n⊂OF
ρπ(n)N(n)
−s
sa fonction L finie, qui se prolonge en une fonction analytique sur le plan com-
plexe.
On aura besoin d’un amollisseur, approximant la valeur de L(s, sym2πf )
−1 ;
la valeur explicite :
L(s, sym2πf )
−1 =
∑
n⊂OF
ρ−π (n)N(n)
−s
avec – quand le conducteur q de π est sans facteurs carre´s :
ρ−π (n
′n′′) = ρ−π (n
′)ρ−π (n
′′)
pour n′, n′′ ⊂ OF , n′|q∞ et (n′′, q) = 1 et :
ρ−π (n) =
 µ(n)N(n)
−1 si n|q∞
µ(abc)µ(b)λπ(a
2b2) si n = ab2c3 et (a, b, c) = (n, q) = 1
0 sinon
peut eˆtre utilise´e pour de´finir l’amollisseur ne´cessaire– Luo le fait avec succe`s.
On utilise alors la formule de Petersson pour e´tablir une ine´galite´ de grand crible
pour le carre´ syme´trique ; cependant elle a l’inconve´nient de ge´ne´rer des calculs
complique´s. Nous allons donc contourner cette difficulte´, selon [LW], inspire´s
par [KM3].
La fonction L du carre´ syme´trique admet le de´vloppement eule´rien :
L(s, sym2πf ) =
∏
p
L(s, sym2πp)
avec
L(s, sym2πp) =
∏
1≤j≤2
(1 − απ(p)2−2jN(p)−s)−1 = (1− ρπ(p)N(p)−s + . . .)−1
quand π est non ramifie´e en p, et (απ(p), απ(p)
−1) sont les parame`tres de Lan-
glands en p. Quand π est ramifie´e en p, on peut quand meˆme e´crire sous forme
d’inverse d’un polynoˆme de degre´ au plus 3 en N(p)−s :
L(s, sym2πp) = (1− ρπ(p)N(p)−s + · · · )−1
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Par exemple, quand le conducteur q de π est sans facteur carre´, et que p|q on
a :
L(s, sym2πp) = (1−N(p)−1N(p)−s)−1
Notons qu’avec les bornes de Kim-Shahidi (|απ(p)| ≤ N(p) 19 ) , le facteur :
(1− ρπ(p)N(p)−s)
ne s’annule pas quand ℜ(s) ≥ 34 et N(p) ≥ 7, ce qui permet d’e´crire, avec n0
produit des ide´aux maximaux de norme moindre que 7, et ℜ(s) > 1 :
L(s, sym2πf )
−1 = Gπ(s)
∑
(n,n0)=OF
µ(n)ρπ(n)N(n)
−s
avec :
Gπ(s) =
∏
N(p)<7
L(s, sym2πp)
−1×
∏
N(p)≥7
(
(1−ρπ(p)N(p)−s)−1×L(s, sym2πp)−1
)
qui converge absolument, car pour N(p) ≥ 7, le terme ge´ne´ral du produit
eule´rien est 1 + O
(
N(p)
2
9−2s
)
– et uniforme´ment par rapport a` π – dans le
domaine ℜ(s) > 34 ; de plus on a :
Gπ(s)≪ 1
dans cette meˆme re´gion. En fait cela est vrai dans un domaine plus grand, mais
le the´ore`me de densite´ n’est non-trivial que pour s proche de 1 de toute fac¸on.
On de´finit alors un amollisseur MXπ (s) :
MXπ (s) := Gπ(s)
∑
(n,n0)=OF
N(n)≤X
µ(n)ρπ(n)N(n)
−s(154)
Notons tout de suite la relation :
1−L(s, sym2πf )MXπ (s) = L(s, sym2πf ) ·Gπ(s)
∑
(n,n0)=OF
N(n)≥X
µ(n)ρπ(n)N(n)
−s
Soient Y > 0, σ > 0, on a :
exp(−1/Y ) = 1
2iπ
∫
(σ)
Γ(w)Y wdw
soit, pour tout ρ ∈ C tel que ℜ(ρ+ σ) ≥ 3/4 :
exp(−1/y) = 1
2iπ
∫
(σ)
(
1− L(ρ+ w, sym2πf )MXπ (ρ+ w)
)
Γ(w)Y wdw
+
1
2iπ
∫
(σ)
L(ρ+ w, sym2πf )M
X
π (ρ+ w)Γ(w)Y
wdw
Choisissons σ = σ1 = 1 − ℜ(ρ) + ε1 supposons que ρ ∈ R(η, T ) est un ze´ro
de L(., sym2πf ) – que l’on devrait noter ρ = ρπ, car on fait un tel choix pour
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chaque forme π quand il existe. On peut alors de´placer la ligne d’inte´gration
de la deuxie`me inte´grale de (σ) a` (σ2) avec σ2 = 3/4 − ℜ(ρ) < 0 de`s que
η < 1/4 ; comme L(ρ+ w, sym2πf ) s’annule en w = 0, le changement de droite
d’inte´gration n’introduit pas de nouveau terme, soit :
exp(−1/Y ) = 1
2iπ
∫
(σ1)
(
1− L(ρ+ w, sym2πf )MXπ (ρ+ w)
)
Γ(w)Y wdw
+
1
2iπ
∫
(σ2)
L(ρ+ w, sym2πf )M
X
π (ρ+ w)Γ(w)Y
wdw
On e´crit
X = N(q)A , Y = N(q)B ,
les valeurs de A,B > 0 seront fixe´es plus loin ; mais de´ja` on peut dire qu’a` cause
de la croissance polynoˆmiale de MXπ et L(., sym
2πf ) (bornes de convexite´), et
de la de´croissance exponentielle de la fonction Γ :∫
|ℑ(w)|≥log(N(q))2
L(ρ+ w, sym2πf )M
X
π (ρ+ w)Γ(w)Y
wdw
≪ TDN(q)C exp(− log(N(q))2)
pour un certain D,C > 0, et de meˆme pour la premie`re inte´grale. On en de´duit
donc, avec ρ un tel ze´ro de L(., sym2πf ) et I(q) = [− log(N(q))2, log(N(q))2] :
1≪ TD
∣∣∣∣∣
∫
I(q)
(
1− L(ρ+ σ1 + it, sym2πf )MXπ (ρ+ σ1 + it)
)
Γ(σ1 + it)Y
σ1+itdt
∣∣∣∣∣
+ TD
∣∣∣∣∣
∫
I(q)
L(ρ+ σ2 + it, sym
2πf )M
X
π (ρ+ σ2 + it)Γ(σ2 + it)Y
σ2+itdt
∣∣∣∣∣
≪ TDY 2η log(N(q))2
∫
I(q)
∣∣∣1− L(ρ+ σ1 + it, sym2πf )MXπ (ρ+ σ1 + it)∣∣∣2dt
+ TDY η−1/4
∫
I(q)
∣∣∣L(ρ+ σ2 + it, sym2πf )MXπ (ρ+ σ2 + it)∣∣∣dt
On en de´duit donc, par positivite´, en assignant n’importe quelle valeur a` ρ
pour les π n’ayant pas un ze´ro dans R(η, T ) :
(155) Πkq (η, T )≪
TDY 2η log(N(q))2
∫
I(q)
∑
π∈Πk
q
∣∣∣1− L(ρ+ σ1 + it, sym2πf )MXπ (ρ+ σ1 + it)∣∣∣2dt
+ TDY η−1/4
∫
I(q)
∑
π∈Πk
q
∣∣∣L(ρ+ σ2 + it, sym2πf )MXπ (ρ+ σ2 + it)∣∣∣dt
= I(1) + I(2)
• La deuxie`me inte´grale I(2) est la plus facile a` estimer : en effet,
MXπ (ρ+ σ2 + it)≪
∑
N(n)≤X
N(n)1/9−3/4 ≪ X1/2
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et l’ine´galite´ de convexite´ donne pour ℜ(s) = 3/4 :
L(s, sym2πf )≪ |s|AN(q)1/4+ε.
On en de´duit :
I(2)≪ε TDY η−1/4X1/2N(q)1/4+ε(156)
• En ce qui concerne I(1), on rappelle que :
∣∣∣1− L(ρ+ σ1 + it, sym2πf )MXπ (ρ+ σ1 + it)∣∣∣2
= |L(ρ+σ1+it, sym2πf )|2·|Gπ(ρ+σ1+it)|2
∣∣∣ ∑
(n,n0)=OF
N(n)≥X
µ(n)ρπ(n)N(n)
−ρ−σ1−it
∣∣∣2
Avec la borne L(1, sym2πf )≪ε N(q)ε, on en de´duit :
∣∣∣1− L(ρ+ σ1 + it, sym2πf )MXπ (ρ+ σ1 + it)∣∣∣2
≪ε N(q)ε
∣∣∣ ∑
(n,n0)=OF
X≤N(n)≤exp(log(N(q))2)
µ(n)ρπ(n)N(n)
−ρ−σ1−it
∣∣∣2 +N(q)ε−1
ce qui donne :
I(1)≪ε TDY 2ηN(q)ε×∫
I(q)
∑
π∈Πk
q
∣∣∣ ∑
(n,n0)=OF
X≤N(n)≤exp(log(N(q))2)
µ(n)ρπ(n)N(n)
−ρ−σ1−it
∣∣∣2dt
C’est ainsi qu’une ine´galite´ de grand crible nous permet d’achever la preuve.
Essentiellement, l’article de Duke-Kowalski [DK] permet de traiter les familles
finies de formes automorphes F sur GL(n)/Q, dont le conducteur analytique
tend vers l’infini quand |F| tend vers l’infini, sous Ramanujan (en fait sous Hδ :
« |αi,π(p)| ≪ N(p)1/4−δ » pour n’importe quel δ > 0). Le cas du carre´ syme´trique
pose le le´ger proble`me de multiplicite´, re´solu dans l’appendice de [DK] par Ra-
makrishnan par des arguments galoisiens, puis purement automorphes dans [R],
ce qui permet d’e´tendre le re´sultat a` toutes les familles de formes sur GL(2),
holomorphes ou de Maass.
En d’autres termes, on doit trouver une majoration de∑
π∈Πk
q
∣∣∣ ∑
(n,n0)=OF
N≤N(n)≤2N
ρπ(n)xn
∣∣∣2
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meilleure que la triviale |Πkq |T
∑
N≤N(n)≤2N
|xn|2. Parce qu’un ope´rateur a la
meˆme norme hilbertienne que son adjoint, on peut majorer de fac¸on e´quivalente :∑
(n,n0)=OF
N≤N(n)≤2N
∣∣∣ ∑
π∈Πk
q
ρπ(n)xπ
∣∣∣2.
En de´veloppant le carre´, on est conduit a` :∑
π∈Πk
q
∑
π′∈Πk
q
xπxπ′
∑
(n,n0)=OF
N≤N(n)≤2N
ρπ(n)ρπ′(n)
Soit Φ une fonction lisse, a` support contenu dans [N − 1, 2N +1], de sorte que :∑
(n,n0)=OF
N≤N(n)≤2N
ρπ(n)ρπ′(n) =
∑
(n,n0)=OF
N≤N(n)≤2N
ρπ(n)ρπ′(n)Φ(n)
=
1
2iπ
∫
(2)
Φ˜(s)
∑
(n,n0)=OF
ρπ(n)ρπ′(n)N(n)
−sds.
La somme interne est presque une fonction L de Rankin-Selberg – modulo
les places ramifie´es. Plus pre´cise´ment, pour ℜ(s) > 1 :
∑
(n,n0)=OF
ρπ(n)ρπ′(n)N(n)
−s = H(s, sym2π ⊗ sym2π′)L(s, sym2π ⊗ sym2π′)
H(s, sym2π ⊗ sym2π′) e´tant un produit eule´rien fini, portant sur les places de
ramifications de π, π′. Les bornes de Kim-Shahidi (c’est ici qu’intervient l’hy-
pothe`se Hδ) assurent que
– La fonction s 7→ H(s, sym2π ⊗ sym2π′) converge sur le demi-plan ℜ(s) ≥
1/2.
– On a la majoration uniformeH(s, sym2π⊗sym2π′)≪ε N(qsym2π⊗sym2π′)ε.
En d’autres termes : H(·, ·) est ignorable ! Bushnell et Henniart ont donne´ une
majoration utile du conducteur de paires :
N(qπ⊗π′)≪ N(qπ)2N(qπ′)2
on a donc :
(157)
∑
(n,n0)=OF
N≤N(n)≤2N
ρπ(n)ρπ′(n)
= Φ˜(1)H(1, sym2π ⊗ sym2π′)ress=1
(
L(s, sym2π ⊗ sym2π′)
)
+
1
2iπ
∫
(1/2)
Φ˜(s)H(s, sym2π ⊗ sym2π′)L(s, sym2π ⊗ sym2π′)ds
≪ N(q)εΦ˜(1)ress=1
(
L(s, sym2π ⊗ sym2π′)
)
+N(q)ε
∫
(1/2)
|Φ˜(s)| · |L(s, sym2π ⊗ sym2π′)|ds
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La the´orie de Rankin-Selberg dit que, e´tant donne´ deux formes cuspidales
Π,Π′, L(s,Π⊗Π′) a un poˆle en 1+ it si et seulement si Π′ ∼= Π∨⊗ |det|it. Dans
le cas pre´sent, L(s, sym2π ⊗ sym2π′) ne peut avoir un poˆle qu’en s = 1, et ceci
si et seulement si sym2π′ ∼= (sym2π)∨.
Le travail de Ramakrishnan ([R], Theorem 4.1.2, Corollary 4.1.3) nous en-
seigne que cela implique :
– (π′)∨ ∼= π ⊗ χ, pour χ caracte`re ide´lique unitaire (quadratique si les ca-
racte`res centraux de π, π′ co¨ıncident).
– de plus, si les conducteurs de π, π′ sont sans facteurs carre´s, on a meˆme
(π′)∨ ∼= π.
Puisque la famille de formes qui nous inte´resse est de conducteur l’ide´al
premier q, c’est le second cas qui s’applique ; il est cependant clair que l’on peut
compter les caracte`res quadratiques satisfaisant a` la premie`re condition, quel
que soit le niveau n.
On arrive donc a` :
(158)
∑
(n,n0)=OF
N≤N(n)≤2N
∣∣∣ ∑
π∈Πk
q
ρπ(n)xπ
∣∣∣2
≪ε N(q)εΦ˜(1)
∑
π∈Πk
q
ress=1
(
L(s, sym2π ⊗ sym2π)
)
|xπ |2
+N(q)ε
∫ +∞
−∞
∣∣∣Φ˜(1
2
+ it
)∣∣∣ ∑
π,π′∈Πk
q
∣∣∣L(1
2
+ it, sym2π ⊗ sym2π′
)∣∣∣xπxπ′dt
≪ N(q)ε
(
N
∑
π
|xπ |2 +N1/2N(q)
∑
π,π′
xπxπ′
)
par l’ine´galite´ de convexite´ sur les fonctions L de Rankin-Selberg :
L
(1
2
+ it,Π⊗Π′
)
≪ε N(qπ⊗π′)1/4+ε.
Enfin, l’ine´galite´ de Cauchy-Schwarz donne :
∑
(n,n0)=OF
N≤N(n)≤2N
∣∣∣ ∑
π∈Πk
q
ρπ(n)xπ
∣∣∣2 ≪ε N(q)ε(N +N1/2N(q)2)∑
π
|xπ |2.
De fac¸on e´quivalente, on a montre´ l’ine´galite´ de grand crible :∑
π∈Πk
q
∣∣∣ ∑
(n,n0)=OF
N≤N(n)≤2N
ρπ(n)xn
∣∣∣2 ≪ε N(q)ε(N +N1/2N(q)2) ∑
N≤n≤2N
|xn|2.
Revenons maintenant a` la majoration de l’inte´grale I(1). La norme de l’ide´al
n varie entre X = N(q)A et exp(log(N(q))2) ; il faut d’abord de´couper cet
intervalle en intervalles dyadiques disjoints, en nombre moindre que log(N(q)2),
soit :
[X, exp(log(N(q))2)] =
⊔
N dyadique
[N, 2N ]
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puis, en majorant brutalement :∑
π∈Πk
q
∣∣∣ ∑
X≤N(n)≤exp(log(N(q))2)
µ(n)ρπ(n)N(n)
−ρ−σ1−it
∣∣∣2
≤
∑
π∈Πk
q
log(N(q)2) sup
N
∣∣∣ ∑
N≤N(n)≤2N
µ(n)ρπ(n)N(n)
−ρ−σ1−it
∣∣∣2
On se « de´barrasse » ainsi du terme en exp(log(N(q))2) en appliquant l’ine´galite´
de grand crible :
I(1)≪ε TDY 2ηN(q)ε×∫
I(q)
∑
π∈Πk
q
∣∣∣ ∑
(n,n0)=OF
X≤N(n)≤exp(log(N(q))2)
µ(n)ρπ(n)N(n)
−ρ−σ1−it
∣∣∣2dt
≪ε TDY 2ηN(q)εvol(I(q)) sup
N≥X
{(
N +N1/2N(q)
) ∑
N(n)≥N
µ(n)2N(n)−2−2ε1
}
≪ TDY 2η
pour peu qu’on choisisse ε < ε1 (ε1 e´tant choisi, on le rappelle, tel que
σ1 = 1−ℜ(ρ) + ε1 donne la ligne d’inte´gration de la premie`re inte´grale).
Ayant a` disposition de´sormais des estimations pour les deux inte´grales ma-
jorant le cardinal de Πkq (η, T ), on peut donc conclure que
Πkq (η, T )≪ TD
(
Y η−1/4X1/2N(q)1/4+ε + Y 2η
)
.
Reste a` choisir X = N(q)A , Y = N(q)B. Tout ce dont on a besoin est de
maintenir :
(η − 1
4
)B +
A
2
+
1
4
+ ε < 0
ce qui est clairement possible, pour B assez grand, tant que η < η0 < 1/4 – et
en fait, en utilisant Ramanujan, il on a seulement besoin que η0 < 1/2. Cela
ache`ve donc la preuve du the´ore`me de densite´ (153).
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