Rational filters are extended to multichannel signal processing and applied to the image interpolation problem. The proposed nonlinear interpolator exhibits desirable properties, such as, edge and details preservation. In this approach the pixels of the color image are considered as 3-component vectors in the color space. Therefore, the inherent correlation which exists between the different color components is not ignored; thus, leading to better image quality than those obtained by component-wise processing.
INTRODUCTION
Handling large or high resolution images can be a serious problem in multimedia applications which require browsing or retrieval of images from the internet or image and video databases. Therefore, decimation techniques are often used to reduce image sizes; thus, reducing the amount of information transmitted through the communication channels and the local storage requirements, while trying to preserve as much as possible the image quality. At the receiver end, the high resolution image is restored from its decimated version by interpolation. These problems are further aggravated in the case of color images which usually require larger storage capacity and processing time. Moreover, the multichannel nature of color images makes their processing more delicate. This is due to the inherent correlation which exists between the different channels. That is why vector processing is preferred over separable processing of the signal channels.
A number of linear and especially nonlinear techniques have been proposed in the literature to deal with color images to achieve various tasks, such as restoration, noise filtering and interpolation. Among the nonlinear methods, one can mention the Vector median filter' and the Vector directional filter." Another class of nonlinear filters which has been widely studied for signal and image processing is that of Volterra systems, see for instance,3 and particularly its subclass, Polynomial filters and in turn its subclass Quadratic filters.'0 Rational filters, as the name indicates, consist of ratios of two polynomials and were introduced by Leung and Haykin4 based on the work of Walsh'2 for signal detection and estimation and was later applied by Ramponi8 for image enhancement, smoothing and interpolation.
In the following, we propose a new class of vector rational filters, extending the class of rational filters to deal with color images. Specifically, we propose a vector rational interpolator and show that this new operator gives better performance than its scalar counterpart, applied component-wise, presented by Ramponi.8 Moreover, this new approach yields better interpolated images than those obtained with a number of techniques in the literature.
The proposed filters can be used to interpolate color images downsampled by rectangular or quincunx type decimation, see Fi.g 1 . The rectangular decimation is a simple scheme, where each pixel in the downsampled image represents a n x rn rectangular region in the original image. The quincunx decimation is a more complicated scheme; nevertheless, it is used in many applications such as interlaced-to-progressive conversion and sub-band coding. Quincunx sampling can be roughly divided into line and field quincunx sampling. In this article we focus on where x1 , X2, . .. , Xm are the scalar inputs to the filter and y is the filter output, ao, b0, and b2 are filter parameters. Similarly to a polynomial function, a rational function is a universal approximator. However, it can achieve a desired level of accuracy with a lower complexity and possesses better extrapolation capabilities. Moreover, it has been demonstrated that a linear adaptive algorithm can be devised for determining the parameters of this structure. 4 The major obstacle for these functions, is their complexity if a high order is used, many parameters will be required and this will cause slow convergence. Therefore, simple rational functions are used in the algorithms proposed in this paper.
Rational y:=pb+(1-ji)c, (2) where, Figure 2 . The one-dimensional rational interpolator mask.
a, b, c, and d are the input pixels from the row or column of the image and k is a parameter which controls the nonlinearity of the filter, and its sensitivity to the presence of edges. Even though, the proposed filter is fairly simple, it outperforms linear and the cubic convolution14 interpolators. This operator was shown to be very efficient for interpolating one-dimensional signals. It preserves step edges and sharp transitions while being very simple and inexpensive computationally.
Lately, Ramponi et al.7 proposed a two-dimensional interpolator for gray scale images downsampled using rectangular or quincunx decimation schemes, see Fig. 1 . The output y of this filter is given by:
where the filter coefficients are given by w = 8+k(a)2 ' E {a, b, c, d} and k is some constant.
The idea behind this operator is to compute the interpolated pixel as a weighted mean of its neighborhood, using weights which privilege the averaging of similar pixels. The similarity between image pixels was estimated using the pixel differences. The above interpolator was shown to reconstruct sharp edges accurately without ringing In the following Section we focus on the interpolation capabilities of a new class of rational functions (RF) applied to color images.
VECTOR RATIONAL FUNCTIONS
A straight forward application of a rational function to multichannel signal processing can be done by applying the scalar rational function to each color component separately. This is called marginal processing which is not a desirable way of processing multichannel signals if the channels present some degree of correlation. This is especially the case for natural color images, where generally a strong interchannel correlation exists between the color bands. Therefore, a better alternative to marginal processing, is to extend rational functions in a way that allows them to process color images by considering each pixel as a 3-component vector in the RGB or any other color space.
By examining the expression of the two-dimensional scalar interpolator, Eq. (4) one can see that the denominator is a normalizing factor (i.e. the sum of the weights is equal to one) so that the filter will correspond to the identity operator in fiat regions; while, the numerator is a weighted sum of the horizontal and vertical neighboring input pixel pairs. The weights are nonlinear functions of the input pixel values, and they are edge sensitive since they are computed based on a gradient like operation.
The computed differences should give an indication of the presence of edges in that direction "edge sensing factor". This is why the weights penalize pixel pairs with a large gray scale difference by reducing the contribution of their average to the output. On the other hand, pixels with similar magnitudes will have large weights and therefore the contribution of their average is enforced. So near a sharp transition, only one pair of pixels will have a large weight and therefore its contribution to the output will be very important, thus smoothing of the transition is not allowed. On the other hand, in fiat areas all the surrounding pixels contribute to the output equally. In this way sharper edges can be obtained and smooth flat regions are not altered.
The problem of detecting the presence of transitions in a signal can be expressed as a problem of grouping or classification of the pixels inside the processing window into different groups using a similarity measure. For the case of scalar signals, the difference between the pixel values is a good measure of similarity. For multichannel signals the problem of detecting transitions in the signal is a more complex one. Some measures can be used however, such as the Euclidean distance and the vector direction used in vector directional filters." In the following we will use the L2 norm to extend the rational interpolator to multichannel signal processing.
Let us define the general structure of the Vector Rational Filter (VRF). The generalization of the scalar rational filter definition to vector and scalar signals alike is given by Def.3.1. Definition 3.1. Let x1 , x2, . .., x be in i-entries input vectors (1 1) to the Vector Rational Filter specified by the parameters ao,bo,a and b3. Due to the fast increasing complexity of rational filters, we shall restrict our study to a fairly simple vector rational filter to interpolate color images. The input/output of this interpolator is given in equation (6) .
Using the same notation as in Section 2, we can compute the output y of the VRF as the weighted sum of the input vectors:
-Wab(a+b)+Wbc(b+C)+Wcd(C+d)+Wda(d+a)+Wac(a+C)+Wbd(b+d) In equation (6), we used pairs of pixels in four directions, see Fig.1 , to compute the weights which would give a better estimation of the presence of edges along these direction. In equation (6) , the weights are defined as descending functions of the increasing mapping f, and therefore the larger the value of f(u, v) for a given pair of vectors (u, v) the smaller their contribution to the filter output. This function f computes some local statistics of the vectors inside the filter window, which may be the distances, the angles between the vectors, or a combination of We used the Euclidean distance as the local statistics for the computation of the weights:
1+kxflu VIa'
a = 2, and p = 2 were used in our algorithm. The angles between the input vectors can be more important in ot applications and thus it can be used to compute the filter weights:
where G(x, y) being the angle between the directions of the two vectors x, y.
Interpolation Algorithms
Based on the vector rational filter introduced in the previous section, we propose two algorithms for the interpolation of multichannel signals and apply them to color images. The first allows the interpolation of images downsampled using the quincunx decimation scheme in just one step, while the second interpolates images which have been downsampled using the rectangular decimation. The second algorithm operates in two steps.
Algorithm 1.
This algorithm interpolates color images downsampled using the line quincunx decimation scheme, see Fig.1 . The interpolation is done in a single step, using a 3 x 3 window. Given the four input vectors a, b, c and d shown in Fig. 1 b) we compute the central pixel according to equation (6) , with the weights being functions of the L2 norm wuv = 1+k*IIu-vIj ' for u, V E {a, b, c, d} Algorithm 2.
Here we present the vector rational interpolation scheme for rectangular decimated color images, with a decimation factor of four.
. Step 1. Given the input pixels, a, b, c and d shown in Fig. 1 a) ; we use equation 6 to compute the central pixel y.
.
Step 2. We use the Algorithm 1 to interpolate the obtained image after Step 1, which is a quincunx decimated image.
The weights in both steps are computed using L2 norm and a =2 in equation 6.
EXPERIMENTAL RESULTS
To assess the performance of our interpolators, color image Lena originally of size 480x512 is decimated in two different ways:
-Rectangular decimation with a factor of 1/16, see Fig.1 a) (factor 1/4 is used here for illustration).
-Quincunx decimation with a factor 1/2, see Fig.1 b) . For the case of rectangular decimation, the full size image is reconstructed using the scalar (SRF) ,the vector rational interpolators (VRF) , the nearest neighbor (NN) , bilinear (BL), cubic convolution (CC) and the vector median hybrid filters (VFMH). While, for the quincuncx decimation we compared our algorithm to the NN, BL, VFMH and the FIR-Median Hybrid filters (FMH9). 13 The MAE and MSE criteria are used to compare quantitatively the performance of our scheme with those of linear techniques and the class of vector median hybrid filters (VFMH) proposed by Nicos et al. in Ref.
2, see Tablel, 2. Even though these measures are not the best in estimating how good an interpolation scheme is, they can give an idea about the relative performance of the filters. The interpolated images are presented for visual comparison, since its in many cases the best qualitative measure of performance for image processing algorithms.
Tablel , 2 show that our algorithms outperform all the other filters in most cases. The VRF performs better than the SRF, this could be explained by the interchannel correlation which is not taken into consideration by the scalar filter.
By comparing the presented images, Fig.4 and Fig.3 one can see that the pixel replication of the NN is the worst of all, it creates a clear blocking effect. The CC has better performance but the details of the image are clearly smoothed. The aliasing effects, jagged lines, are apparent in the bilinear interpolated image. All the nonlinear methods performed remarkably better than the linear ones. Their output images present sharper edges and more details. Although the difference is small between the output of the nonlinear filters, those of our proposed algorithms are constantly better than the others.
The FMH9 filter is applied as a post correction filter, on the image interpolated using the four points median filter with a 3 x 3 plus shape mask. The image is filtered with an anti-aliasing filter prior to downsampling. The use of the AAL filter may explain the larger MAE and MSE in the case of the FMH9. 
CONCLUSIONS
Rational functions are extended to vector rational filters to process multichannel signals. These vector filters are applied in this paper to the problem of color image interpolation. Simulation results show that the interpolated images exhibit sharp non-jagged edges. The new interpolators outperform the linear techniques as well as the class of VFMH filters. Both, quincunx and rectangular decimation schemes can be interpolated using almost the same algorithm; therefore, the hardware implementation of these filters should be quite simple. Moreover, they are inexpensive computationally which would make them very appropriate for real-time applications. Current work is focusing on different formulations of the weights, and on selecting the nonlinearity factor k based on the local statistics of the image.
