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Abstract
Jake P. Stengel
DEVELOPMENT OF SOFTWARE TOOLS FOR EFFICIENT AND SUSTAINABLE
PROCESS DEVELOPMENT AND IMPROVEMENT
2021-2022
Thesis Advisor: Kirti M. Yenkie, Ph.D.
Master of Science in Chemical Engineering

Infrastructure is a key component in the well-being of our society that leads to its
growth, development, and productive operations. A well-built infrastructure allows the
community to be more competitive and promotes economic advancement. In 2021, the
ASCE (American Society of Civil Engineers) ranked the American infrastructure as
substandard, with an overall grade of C-. The overall ranking suffers when key
infrastructure categories are not maintained according to the needs of the population.
Therefore, there is a need to consider alternative methods to improve our infrastructure
and make it more sustainable to enhance the overall grade.
One of the challenges with creating sustainable infrastructure is the vast amount of
information that needs to be collected and analyzed. Oftentimes, engineers are faced with
the time-consuming problem of evaluating the environmental impacts of their
infrastructure while trying to meet economic targets. This creates a daunting problem
requiring the engineer to have in-depth knowledge of a variety of topics such as
environmental metrics, harmful emissions, chemical interactions, and economics. To this
end, this work focuses on developing software tools for efficient process development to
give engineers and operators additional resources to improve our national infrastructure.
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Chapter 1
Introduction
With rapid technological advancements around the globe many nations compete
to be global leaders by investing large sums of the national budget into defense, research,
and development projects. While these expenses are necessary to stay competitive across
the globe, the capital is siphoned off from other areas which are still in dire need of
funding. One such area which is neglected is the physical infrastructure of the nation. In
the United States alone the research and development budget is estimated to at least
double the budgets of different infrastructure sectors such as drinking water networks or
school networks in a five-year timeframe [1]. The projected budget increase can be seen
in Table 1.

Table 1
Budget Projections for Different Categories in Billions of US Dollars [1]
Sections of the United States’
Budget
Modernizing wastewater,
stormwater and drinking water
systems
Modernizing schools and early
learning facilities
Advancements in R&D /
Technological Advancements

2022

2023

Year
2024
2025

2026

2027

10,645 16,980 20,505 22,200 22,655 12,790
3,740

8,588

5,560

17,550 27,070 33,630 37,908 31,076

1

15,414 17,400 17,400 13,660

Ever since the first infrastructure report card was generated by the American
Society of Civil Engineers (ASCE), the overall infrastructure score of the United States
never went above a C- which demonstrates a substandard infrastructure that is being used
ever since 1998 and has been deteriorating over time [2]. Thus, the combined factors of
deficit in the infrastructure budget as well as their below average condition is a serious
concern. The overall score suffers when major infrastructure categories such as
wastewater, transit, energy, or hazardous waste are uncared for, leading to a slow
deterioration of the community. To date there are 18 major infrastructure sub-divisions
within the United States and the score of 17 of these categories can be seen in Figure 1.
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Figure 1
Score Breakdown for each Infrastructure Category on a Scale of F to A [2]

Category Score on Scale of A to F

Infrastructure Ratings
B
BC+
C
CD+
D
DF

Infrastructure Categories
Note. This Figure does not Include the Broadband Category Since it has no Rating

As seen from Figure 1, 57% of the categories fall below the average rating of C- ,
while only 12% meet the standard rating of B set by the ASCE [2]. Therefore, the main
concern is that the subpar infrastructure continues to have negative impacts on the social
and economic growth of the nation [3], [4].
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Another aspect to consider, is the affect poor infrastructure has on the surrounding
environment since, below standard systems can have a large impact on the sustainability
of its surroundings [5]. One such area which is affected is the air quality and air pollution
levels. In the roadway sector, inefficient and old highways lead to longer travel times and
higher volumes of traffic. With higher volumes of traffic, the roadway become congested,
lowering the travel speed, and increasing vehicle emissions and pollutant concentrations
[6]. Therefore, during this process, vehicles emit up to four times the amount of normal
greenhouse gases increasing pollution levels [6]. Another affected area is land and water
pollution. Currently, the wastewater sector is comprised of a system of old assets, most of
which were installed in the 1970s. Old wastewater assets have a higher chance of
breaking, leading to higher chances of pollutants being directly discharged into the
surrounding land or waterways. The hazardous waste sector is another great example to
show the impact on sustainability. Currently, the American hazardous waste sector is
making considerable advancements to try and treat the growing amounts of hazardous
waste in the United States. Unfortunately, these advances are not sufficient to treat the
growing waste trend, leaving considerable amounts of waste untreated which has the
potential to slowly leak out into the environment, contaminating the surrounding areas
[7], [8]. One solution to these environmental concerns is to build and correctly maintain
green infrastructure [9]. Green infrastructure is a concept which has been around since
the early 2000s and is defined as an interconnected network of natural areas, vegetation,
and waterways to conserve and sustain the natural ecosystem [10]–[12]. Currently green
infrastructure is being globally recognized as an essential component and standard in the
4

infrastructure industry due to the multifunctionality of the infrastructure [13]. Green
infrastructure can either replace or complement existing infrastructure while also
functioning as a way to reduce environmental impacts [14]. While green infrastructure
does provide good environmental benefits, it is usually more costly than the typical grey
infrastructure [15]. Therefore, due to these economic concerns, the large-scale installation
of green infrastructure creates a financial burden on the US and all its citizens.
Based on the most current infrastructure report card, the United states needs to
allocate nearly $6 trillion between the years of 2021 and 2029 to earn an overall grade of
B [2]. To date, the projected budget is $3.3 trillion leaving a funding gap of
approximately $2.7 trillion [2]. This funding gap is the second largest in ASCE records
since 2001, only being smaller than the funding gap in 2013, as depicted in Figure 2
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Figure 2
Funding Gap Trend Reported by the ASCE in Accessible ASCE Report Cards [2]

Total Investment Needs (USD in
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In 2011, the ASCE published a series of economic reports called the “Failure to
Act”, which analyzed the effects of infrastructure underfunding on the American
economy [16], [17]. While this did provide good insights into the economic effects the
infrastructure had, it also vastly increased the funding gap projections for the 2013 ASCE
report card. Afterwards, the ASCE revisited the findings in 2016 and made the results
more accurate to reflect the current conditions of America’s infrastructure [18]. Since the
corrections, the funding gap has continued to grow steadily reaching the current $2.6
billion it is evaluated at today [19]. If this funding gap continues to be untreated the lives
of every American will be affected. With the current condition of the infrastructure, many
systems have become unreliable and the costs to distribute goods and provide services
6

have also increased substantially. If this trend continues, it can result in a gross domestic
product (GDP) loss of nearly $10 trillion, which the American people would need to pay
for [19]. To address this funding gap, many different infrastructure sectors have been
looking for ways to optimize their budget spending so as to fix their systems within the
limited resources available.
Unfortunately for those in the infrastructure industry, the care and maintenance of
physical asset systems is not a simple process [20]. While the operations of a single
system may be straightforward, the interdependencies on other systems may not be
directly evident [20]. For example, when rehabilitating a wastewater asset, the process is
interconnected with many other departments outside of the wastewater sector such as
transportation, electric utilities, and broadband. Since many wastewater assets run under
roads or other means of transit, it forces the utility company to tear up roads to access the
asset. In addition, the utilities authority needs to account for the physical infrastructure of
the broadband and energy sectors which are often build next to the roadways and transit
systems. Therefore, without accounting for the interruption in service, the simple act of
rehabilitating a single wastewater asset can create a myriad of other problems in other
sectors such as roadways, rail, transit, broadband and energy. As a result, since the 1990s
many public infrastructure sectors have started using a practice called asset management
to be systematic in the maintenance, repairs, and operations of their physical assets [21].
An Asset Management Plan (AMP) is defined as “the systematic activities and practices
through which an organization optimally and sustainably manages its assets or asset
systems” [22]. While this practice has shown that it can save companies millions of
7

dollars in operation and maintenance costs, it is still not enough to close the growing
funding gap in the United States [23]–[25]. Therefore, many companies in the
infrastructure industry are looking for more resources to add to asset management plans
to help manage the infrastructure proactively on a limited budget.
To this end, this work focused on generating more advanced asset management
strategies along with giving the industry more resources to improve the American
infrastructure. To tackle the problem head on, we present the two key infrastructure
categories: (i) wastewater and (ii) hazardous waste. Across all infrastructure sectors, the
novel approaches to asset management strategies plan to incorporate different types of
computational tools to strengthen the existing practices. From using computational
techniques such as fuzzy logic, artificial intelligence, optimization, there are many new
approaches which are giving better tools to the infrastructure industry [26]–[28]. In
addition, computational models are proven to be much more efficient and time-saving for
building asset management models [27]. To build off of this work, this project explored
two different methods. The first method was to apply machine learning (ML) algorithms
to strengthen existing AMP for wastewater management utilities. Through the use of ML,
the new AMP was more robust and saved time for operators and engineers in the
wastewater sector. These ML applications finally helped in designing a software tool for
managing, monitoring, and suggesting corrective actions for the utility company
overseeing the wastewater distribution network. The second method focused on
providing a key resource to hazardous waste industry in an effort to minimize the
enormous amount of waste generated every year. Due to the lack of availability in waste
8

handling techniques, the private sector relies on the existing hazardous waste
infrastructure to dispose of a large portion of waste solvents. By using optimization
techniques, outside resources can be developed to help the industrial and chemicals sector
minimize their waste generation, which in turn will help them to deal with large amounts
of waste that would have been stockpiled over time [29], [30]. Therefore, through the use
of computational modeling, machine learning and optimization methods we were able to
suggest advanced and economically favorable options to the associated waste
management industry.
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Chapter 2
Development of Novel Wastewater Asset Management Tool
Background
The last major mass modernization to the United States’ wastewater sector followed the
passing of the Clean Water Act (CWA) in the 1970s. As an extension of the Federal Water
Pollution Control Act, the CWA defined the basic pollutant discharge quality standards for
surface waters [31]. Between the years of 1970 to 1980, federal funding was granted to public
wastewater treatment plants to modernize their Wastewater Distribution Networks (WWDN) and
meet regulations set by the CWA [32]. Five decades later, many public WWDN have not seen
any substantial upgrades, modifications, or repairs unless a WWDN asset were to fail. Since the
average lifespan of a WWDN asset is roughly 50 to 75 years, many assets in the WWDN are
reaching their end-of-life, resulting in a rise of asset failures [33], [34]. Failing WWDN assets
present damaging consequences to the local environment, therefore utility companies are forced
to divert large amounts of capital and manpower to fix the failing assets. If left unattended failing
assets can result in surface erosion, negative health impacts, structural damages, reduction

in ecosystem quality, and pollution of local receiving waters [35]. With the American
population growth rate of approximately 1% every year, these WWDN are vastly
outdated, undersized, and at high risks of failure [36]. In 2017 alone, there were over
240,000 asset failures, resulting in Americans spending around $3 billion in urgent
repairs [37], [38]. These outdated assets create a very complex problem for utility
companies as they try to maximize the already small budget attempting to fix all the
WWDN assets before they have a chance to fail.
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With a lack of investment from the United states government, many utility companies
cannot allocate the necessary funds to update their WWDN to satisfy the growing
population demands [39], [40]. In the absence of funds, the average condition of all
WWDN assets in America is fairly poor. The ASCE has consistently given the
wastewater sector a low rating of D+ from 2013 to 2021, reflecting the lack of funding.
Since many assets were installed during the CWA era, the cost to bring the score to
acceptable levels is rising exponentially.
Figure 3 shows the exponential rise in the capital needed to bring the current
infrastructure to an acceptable level of a B.
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Figure 3
Capital Investment Needs for American Wastewater System [2], [38], [41], [42]

Capital Investment Needed
Total Needs of Wastewater Sector (billions)
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Note. Funding Gap Values are Inside the Top Column and the Total Funding Needed is
Above Each Column

While Figure 3 shows how the wastewater sector was improving between 2009 and
2017, in 2021 the projected total needs grew immensely due to the age of the assets.
Coupling the asset age and their trend towards increasing failures, operation and
maintenance costs continue to steadily increase to accommodate for the full-scale
replacement of old assets. Therefore, the drastic increase in 2021 can be contributed to
12

increasing operational and maintenance costs, a prolonged trend of underinvestment in
wastewater infrastructure, and WWDN outliving their expected lifespan [2]. As a result,
many wastewater utility companies have observed an increase in rehabilitation expenses
and are unable to acquire the sufficient funds to reduce the deficit in funding.
Consequently, to mitigate the effects of failing assets many wastewater treatment
facilities have developed AMP to manage the limited budget and modernize the WWDN.
There are many different forms of AMP in the wastewater sector spanning from plans
to increase asset knowledge to capital improvement plans [35]. Even though the United
States Environmental Protection Agency (US EPA) had set guidelines regarding the
features of an asset management plan, there is no clear framework to devise a customized
plan that suits the needs of a specific facility. As a result, all the asset management plans
used in the United States are variations of the guidelines set by the US EPA with limited
similarities. The largest commonality between these plans is the approach a company
takes when dealing with asset failures. This approach could involve reactionary repair
methods to fix an already failed asset rather than being proactive in the rehabilitation of
the WWDN [43]. Due to the frequency of asset failures, many engineers have difficulty
in forecasting these potential failures. They follow a wait-watch-act approach for assets
rather than proactively trying to predict failures and perform necessary maintenance.
Unfortunately, this reactive approach to WWDN maintenance is generally more
expensive than proactive techniques [43]. Realizing this, many companies have started
experimenting with different techniques to enhance or rebuild their existing asset
management plans.
13

Currently, most wastewater infrastructure is typically underground and not easily
accessible, making basic optical inspection often impossible [44]. Therefore, alternative
methods are needed to inspect the condition of WWDN assets. Some common inspection
methods include using ultrasonic tools, eddy current tools, magnetic fields, and pipeline
integrity gauges (PIG) [44], [45]. Most of these methods use dynamic scans of the
pipelines and send information about damages back to the utility company. The issue
with many of these tools are their cost intensiveness. When looking at the PIG, the
average cost to use this tool is ~$35,000 per mile of inspected pipeline [45]. The United
States wastewater infrastructure is comprised of roughly 80,000 miles of public sewers,
and to inspect the whole network would cost around $28 billion. With the limited budget
the country cannot afford to inspect all pipelines, thus creating a problem for many utility
companies. As a result, many wastewater treatment plants opt to use a reactive approach
to asset management, rather than costly proactive plans and tools [43], [46].
To this end, proactive AMP need to be more economical and adaptable. Even with the
limited availability of long-term data, the wastewater sector is looking for a method
which can help mitigate the problems for the environment, economy, and society.
Currently, one such method at the forefront of data prediction and analysis is Machine
Learning (ML). In recent studies, ML paired with asset data and good asset management
practices have shown positive results in the wastewater sector for failure prediction [47].
The objective of this research was to develop an algorithm which can be used with
limited data to form a failure prediction model for the WWDN. With less data needed,
the utility company can minimize the use of costly inspection methods and divert money
14

to modernizing the WWDN. Therefore, by pairing ML with good asset management
practices, negative environmental and economic consequences can be negated.
Wastewater Utility Partnership
In order to apply this concept, our research team at Rowan University partnered
with a local utility company, The Atlantic County Utilities Authority (ACUA). Located
in southern New Jersey, the company serves 14 municipalities in Atlantic County. The
treatment facility has the capacity to treat 40 million gallons of wastewater a day. The
ACUA provided data on their WWDN which includes over 60 miles of assets with about
295 pipelines and 250 manholes. In recent years, inefficiencies in the AMP have led to
some consequential asset failures. One recent group of failures is linked to one pipeline
asset under Bader Airfield [48]. Servicing three municipalities, this pipeline leads directly
to the treatment plant and is an important part of the WWDN. Since 2017, this asset has
been involved in three large failures due to unforeseen events [48, p. 20]. In the most
recent failure, thousands of galled of raw sewage was leaking out into the nearby bay
causing a severe environmental problem for the company. These unforeseen failures
resulted in expensive measures to swiftly replace and repair the pipeline. To mitigate
these events from repeating the ACUA partnered with our research team to develop a
more robust asset management model. Through this partnership, we can see the direct
results of the implementation of the new AMP that will lead to continuous improvement
by regular consultations and timely feedback from industrial partners.

15

Methodology
Common Place Asset Management Strategies
As mentioned before, the US EPA defined a cyclical process for developing AMP
to maximize the efficiency of physical infrastructure. Figure 4 shows the six main process
steps to devising an AMP.

Figure 4
EPA Designed Process for the Development of an AMP with Human Bias [49]

16

Following the process in Figure 4, a generic approach to asset management is
presented that attempts to address asset failures and maximizes the effectiveness within a
given budget. By using the following steps, any wastewater utility company can develop
a generic AMP for their WWDN:
1. Develop a list of all WWDN assets which need to be monitored
2. Send engineers into the field to assess performance and failure modes for each
asset
3. Have the same engineers develop the life cycle and determine the operation and
maintenance costs for each asset
4. Identify the minimum acceptable flowrates to keep a constant service level for the
WWDN
5. Identify areas in the WWDN which pose the most threat of failure and allocate the
necessary funds to minimize risk and operation costs
6. Culminate all information from previous steps to develop an AMP which assists
in making judgements about asset planning and rehabilitation
To make the AMP adaptable, when any new information is available for the WWDN it is
fed into the first step and the cycle repeats. This allows for the AMP to adjust to new data
and new environmental conditions that may not have been present in the first iteration of
the cycle
While these steps do develop a general AMP for a utility authority to follow,
there are two major flaws: AMP disconnections to day-to-day operations and the human
17

error introduced in steps two and three. Often times when an AMP is developed, there is
a disconnection between those who develop the plan and those who execute it every day
[50]. This can lead to inefficiencies in the plan and unreasonable time frames for some
projects. In addition, two key steps of the AMP are heavily dependent on the experience
of the engineer or technician building the life cycle and costing models. While engineers
with more experience can provide better estimates for the AMP, they still serve as a
source of bias since many technicians will not be able to accurately predict unknown
failure modes. The resulting AMP ends up being more rigid than the engineers expect,
unable to adapt to new situations and accurately predict failure modes, life cycles, or
costs. With all these flaws together, the AMP is not as effective as the utility company
hopes and results in WWDN failures. These failures disrupt the other steps in the plan
and the utility company needs to act accordingly. For example, when a failure occurs the
company needs to reevaluate step five because the company has less capital to spend after
fixing the asset. With less capital, the authority cannot spend the necessary funds to
inspect the WWDN and falls further behind in the projects determined by the AMP.
Therefore, these errors need to be addressed before an AMP can be used effectively in the
wastewater treatment facility.
To minimize the impact of the bias in steps two and three, the failure modes and
life cycle will be assessed using mathematical relationships rather than relying solely on
the knowledge of the engineers and technicians. Currently, ML is at the forefront in the
wastewater utility company at predicting failure modes based on data-driven models[51]–
[53]. ML does well at identifying the patterns in dataset which are not apparent to the
18

average person, yet ML models still contain bias [51]. However, the bias in a ML model
is very different from the human bias seen in steps two and three. Human bias generally
comes from personal experience and knowledge, while the ML model bias comes from
the dataset. If the dataset is skewed in any direction, this will have an impact on the
overall effectiveness and accuracy of the ML model. As a result, the ML model is only as
reliable as the dataset it is trained on [51]. The adaptability of ML models is one other
key advantage over human made models. ML can incorporate new datasets and develop
new models quickly. Therefore, as the model gets more accurate datasets, the model can
make better predictions of WWDN failures for the future, which is a difficult and timeconsuming task for human made models. As a result, ML allows for a model to adapt,
learn, and make better predictions about WWDN breaks, as well as identify high risk
areas in the WWDN before failure. Using ML as the basis for a failure prediction model,
a framework can be developed for a new and improved asset management tool.
Framework for Predictive AMP Tool
Designing a predictive AMP tool is a complex task as the program must organize
and preprocess the raw data, make a ML model, and then display the information in a
user-friendly way. Therefore, the development process of the tool was divided into
distinct phases to follow the chronological order of developing the asset management
application. Phase 1 did general organization of the data which made an easily accessible
dataset for phase 2. After the data is organized, the best ML algorithm was researched to
obtain the optimal predictive model. The ideal ML algorithm was Random Forest
Classification (RFC) which was applied to the dataset and formed two predictive models
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for the asset management plan. To make the ranking of assets easier, both models were
combined into one decision variable. Additional analyses were conducted to identify key
factors in this decision variable, and to rank all WWDN assets. Lastly, all the information
was put together in the back-end code of the graphical user interface (GUI). This GUI
allowed for those in utility company engineers to not need any programming knowledge
for the use of predictive models and provides a comprehensive AM tool. The generalized
framework for developing the predictive AM tool is seen in Figure 5.

20

Figure 5
Framework for the Development of a Generalized AMP Tool for Use in the Wastewater
Sector

Input

• List of wastewater asset physical properties and measurements

Phase 1

• Data organization, analysis, & classification

Phase 2

• Algorithm testing & model selection
• Machine learning classification model fomulation of:
• Risk probability (RP): value of 1-5
• Failure impact (FI): value of 1-5

Phase 3

• Calculation of overall preventative measurement number (OPMN)
• OPMN = RP x FI
• Value of 1-25
• Identiy key factors for asset management plan
• Asset ranking based on OPMN

Phase 4

• Development of asset managment tool

Output

• Comprehensive application for asset management

As seen in Figure 5 there were three main variables to consider, Risk Probability
(RP), Failure impact (FI) and the Overall Preventative Measurement Number (OPMN);
mimicking good asset management practices for use in the wastewater sector [54]. The
RP was the predictive probability that an asset will fail due to its physical properties,
limitations, and deterioration with time. The FI was the impact an asset will have on the
surrounding environment in case of an asset failure. ML predicted both RP and FI, on a
range from 1 to 5, using correlations between datapoints or factors such as pipe length,
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serviceable population density, pipe material. The product of the RP and FI was the
OPMN, which was scored from 1 to 25 and acts as the decision variable for the AMP. By
taking the product of the RP and FI, all the factors which contribute to both ML models
were combined into one variable, allowing for easier analysis and asset ranking. The
possible combinations of both RP and FI can be seen in Figure 6.

Figure 6
Possible OPMN Scores Based on the Categorical Ratings of RP and FI [54]

With the OPMN distribution seen in Figure 6, the values could be broken into
three generic categories of good, medium, or high-risk assets. Once all assets were
organized into these three categories the utility company could act on all high-risk assets
by manipulating the factor which contributes the most to the OPMN. This risk breakdown
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was the foundation of the AMP for the tool which identified and targeted the key factors
to bring the OPMN to acceptable levels.
Phase 1: Data Preprocessing
While many utility companies had an inventory of their assets, this list is not
ready to be directly integrated into a programming environment. Therefore, before Phase
2 could be accomplished, the data organization in Phase 1 was a crucial step to make
certain all the data was properly read in the next phases. For systematic database
management, the software MySQL® was chosen to manage the dataset. MySQL® was a
database management system allowing for easy data storage and organization for the
AMP tool [55], [56]. Using this software, any missing, incorrect, or impractical data were
easily identified and preprocessed to match the requirements of phase 2. With assistance
from the programming environment, PythonTM, any data that could be corrected is fixed.
This data included any information that is misspelled or is a wrong data type. Try and
except clauses were used to find this kind of data within the dataset and adjust it to the
correct value. In addition, any impractical or incorrect data which detracted from the
model were removed to assure that the training set is reliable for Phase 2. After data
preprocessing step, the only missing datapoints were the ones that need to be calculated.
There were certain values such as wastewater flowrates and population densities which
vary frequently and should be recalculated for model accuracy. Through the connection
between MySQL® and PythonTM, these factors could easily be calculated regularly
ensuring that all the data is updated. MySQL® allowed for the storage of long-term data
that could be updated regularly. This data could be imported into python where flowrate
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and population density averages were calculated by averaging all the datapoints. Now
that all the data was updated in Phase 1, ML could be used to predict the RP and FI in
Phase 2.
Phase 2: Algorithm Testing and Model Selection
ML is defined as “the field of study that gives computers the ability to learn from
available data without being explicitly programed”[57]. This gives machines a very
powerful way to handle datasets and is used in many different industries. ML learning
allowed machines to examine a list of independent factors and find mathematical
correlations that could determine the relationship between these factors and the
dependent variable. Therefore, due to the wide applicability of ML there were many
different approaches to solve multiple types of problems [57]. Each approach has its
advantages and disadvantages; hence it is important to choose the right approach to get
the best results. To align with the data from the ACUA we wanted a model which would
classify the results into categories based on the independent factors. To this end, many
different analysis tools were implemented to find the most accurate predictive model.
Some of the methods which were tested were Bayesian inference, ML regression, and
ML classification models. In the case of the Bayesian inference and ML regression
models, these algorithms were not as accurate as ML classification models. The objective
of the predictive model was to categorize assets into a whole integer score of either
1,2,3,4 or 5. With the Bayesian inference and ML regression models, many assets were
being evaluated in between categories and have values in the middle of the whole integer
scores. Therefore, these models would evaluate some assets to have a score of 2.5 rather
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than categorizing the asset as a 2 or a 3. Since these models would produce values outside
of the 5 categories, the accuracies would drop significantly while ML classification
models were significantly higher. Therefore, we decided to focus on finding the best ML
classification model for the predictive tool by examining the advantages and
disadvantages of conventional methods. The list of advantages and disadvantages of
common ML classification methods are found in Table 2.
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Table 2
Common ML Methods and Algorithms Considered for the AM Tool
Machine Learning

Advantages

Disadvantages

Source

Method
Artificial Neural

•

Network (ANN)
•

Support Vector

•

Machine Learning
•
(SVM)
•
Random Forest

•

Classification

•

(RFC)
•

•

Good for dealing
with complex data
sets.
Good for dealing
with non-linearity in
data.

•

Good for dealing
with complex data
sets.
Good for dealing
with non-linearity in
data.
Good for small to
large data sets.
Low computational
power.
High predictive
performance for
smaller data sets.
Able to handle
numerical
categorical and
survival data.
Able to handle highdimensionally
problems.

•

•

•

•
•

Requires a very
large data set that
utility companies
usually do not
have.
Black boxalgorithm.

[58], [59]

Black boxalgorithm.
High
Computational
Power required.

[58], [59]

Inherited
instability.
No confidence
interval (need
complementary
techniques to
predict
confidence
interval).

[59], [60]

Using the information obtained in Table 2, the well-known RFC from the library
ScikitLearn, was the ML algorithm which was used for the prediction model in a Python
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coding environment [61], [62]. The WWDN dataset was relatively small in the world of
machine learning with only a few hundred data points. RFC typically performed better
with small datasets as compared to other counterparts such as Support Vector Machines
or Artificial Neural Networks [58]–[60]. In addition, since RFC was a classification
algorithm it formed predictive levels of either 1, 2, 3, 4 or 5. Since we only want to work
with whole integers the classification algorithm coincided with the goal of Phase 2.
Because of these factors, RFC was chosen as the optimal ML algorithm for the AMP
predictive model. With the algorithm chosen, the predictive models for RP and FI were
developed.
To develop the predictive models the dependent and independent variables needed
to be identified first. The dependent variables were the numerical categorical score of the
RP or FI, and the independent variables were the factors organized in Phase 1. Different
combinations of factors were examined for both models to determine the highest
accuracy. By testing multiple models, the factor importance was examined to determine
which one was the most influential in the prediction model. After finding the best factor
combination, both predictive models were formed, and each asset was classified on a
scale of 1 to 5. The meaning of each category can be found in Table 3.
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Table 3
Categorical Meanings for Both RP and FI Where a Value of 5 Denotes the Worst Score
Possible and 1 Denotes the Best Score Possible
Category

RP

FI

1

Little to no chance of asset
failure in near future

Little to no impact on surround
environment in event of asset failure

2

minor chance of asset failure in
near future

minor impact on surround environment
in event of asset failure

3

moderate chance of asset
failure in near future

moderate impact on surround
environment in event of asset failure

4

major chance of asset failure in major impact on surround environment in
near future
event of asset failure

5

high chance of asset failure in
near future

extreme impact on surround environment
in event of asset failure

Once each asset was categorized according to the table, the factor importance was
identified for the best factor combination. This factor importance included a percentage
breakdown of how much each factor influenced the score of either RP or FI. This showed
which factor dominates the decisions made by the RFC model, therefore by manipulating
this factor value the score of the variable could change drastically. With all the necessary
data completed, the asset information could be put into Phase 3 to determine the OPMN
and identify the most influential factor.
Phase 3: OPMN Calculation and Classification
To eliminate the complexity of examining two models for decision making, the
results of the two models were multiplied together to make one variable, the OPMN. By
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multiplying the two factors RP and FI, the range changed from 1 to 5 to 1 to 25, with a
score of 25 representing an asset with a high chance of failure and extreme impact on the
environment. The breakdown of the OPMN categories can be seen in the Figure 7.

Figure 7
Breakdown of the OPMN into Three Groups Acceptable, Tolerable, and Unacceptable
Risk; Which Were Derived from the Categorical Scores of the RP and FI [54]

As seen from Figure 7, the OPMN values between 15 to 25 were regarded as
unacceptable risks, values between 8 and 12 were tolerable risks, and the values between
1 and 6 were acceptable risks [54]. By using these three categories all the assets could be
classified as unacceptable, tolerable, or acceptable risk and the utility authorities could
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act accordingly. Now that all the assets were classified into risk categories, the OPMN
could be examined to identify the factor with the highest impact.
To decide the factor with highest impact two approaches were taken: (i) a nonweighted average, and (ii) weighted average approach. For the first approach, an average
of the feature importance for both RP and FI were taken. By averaging the scores
together, this gives a good overall representation of how each factor influenced the whole
WWDN. Unfortunately, this approach did not do well at showing the factor importance
in individual assets since the non-weighted average did not take RP and FI scores into
account. However, in the second approach the scores were considered when the factor
importance was averaged. The equation to calculate the OPMN importance of an
individual asset is given by Equation 1.

𝐼𝑚𝑝𝑜𝑟𝑡𝑎𝑛𝑐𝑒𝑂𝑃𝑀𝑁

𝑅𝑃 𝑆𝑐𝑜𝑟𝑒
𝐹𝐼 𝑆𝑐𝑜𝑟𝑒
) ∗ 𝐼𝑚𝑝𝑜𝑟𝑡𝑎𝑛𝑐𝑒𝑅𝑃 + (
) ∗ 𝐼𝑚𝑝𝑜𝑟𝑡𝑎𝑛𝑐𝑒𝐹𝐼
5
5
=
(1)
2
(

This approach gave a better representation of individual assets and what factors
influence their scores significantly. Therefore, by coupling these two approaches
representative models could be developed for both the WWDN as a whole and for
individual assets.
Phase 4: AMP Software Tool Development
To eliminate the need for programming knowledge, Phase 4 built a GUI to make
the models readily available within a user-friendly application. Since all the ML models
and simulations were coded in PythonTM, the GUI was developed using the Tkinter
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library. This GUI allowed for the user to access all the information from the predictive
model without the need to code. In addition, the tool allowed the user to modify the
model so it could adapt quickly to new circumstances. Once completed, the GUI serves
as the AMP software tool to help the utilities authority manage their WWDNs.
Machine Learning Results
Establishing the Base Model
With help from the ACUA, a set of key variables were determined for both the
base RP and FI models. These variables were individual pipeline factors which were
believed to have a significant impact on the RP and FI scores, based on expert opinions
from the ACUA. The list of important factors are as follows:
1. Years Since Last Inspection: the number of years that had passed since the
pipeline had been rehabilitated or inspected.
2. Flow Designation: The distinguishing factor between flow by gravity and flow by
force. A pipeline which was after a pumpstation was designated to be flow by
force.
3. Pipe Size: the pipe diameter in inches.
4. Population Density: the average amount of people per square mile of the town a
pipeline primarily serviced and was located in.
5. Remaining Life: The projected remaining life of the pipeline in years.
6. Segment Length: the length of the pipe segment in feet.
7. Pipe Material Type: the material which the pipe was comprised of.
8. Original Installation: The year the pipeline was originally installed.
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9. Average Flow: the average flow of the pipeline, averaged over a three-year
period.
10. Pipe Placement in WWDN: A designation which showed how far downstream the
pipeline was in relation to the WWDN. The closer the pipeline was to the
wastewater treatment plant the higher the value was.
With all the factors defined, combinations could be made to try and achieve the highest
predictive accuracy. All the base model factor combinations for both models can be seen
in Table 4.
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Table 4
Factors for Both Variable ML Models

Pipeline Factors Considered
Risk Probability

Failure Impact

Years Since Last Inspection

Years Since Last Inspection

Flow Designation

Flow Designation

Pipe Size (in)

Pipe Size (in)

Population Density

Population Density

Remaining Life

Average Flow

Segment Length (ft)

Pipe Placement in WWDN

Pipe Material Type
Original Installation

As the table indicates, the same factor could be used in either model. However, to
run the model more parameters needed to be specified, which were the training set
percentage and the number of simulated trees. The original values for both parameters
were set to 50% and 40 trees respectively. With the factors and parameters specified, the
RFC could make mathematical correlations and a predictive model was developed. The
resulting material correlations between the factors were represented as factor importance
which denoted how important a factor was in deciding the score. The corresponding
factor importance both models are shown in Figure 8 and Figure 9.
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Figure 8
Factor Importance for Risk Probability Denoting how much Influence Each Factor has
on the ML Model; RP Accuracy = 97.5%

Risk Probability Factor Importance
Original Installation
3%

Material Type; 6%
Population Density
7%

Years Since Last
Inspection
34%

Pipe Size (in)
9%
Flow Designation
11%

Segment Length (ft)
15%
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Remaining Life
15%

Figure 9
Factor Importance for Failure Impact Denoting how much Influence Each Factor has on
the ML Model; FI Accuracy = 95.0%

Failure Impact Factor Importance
Pipe Placement in
WWDN
9%

Flow
Designation
10%

Years Since Last
Inspection
25%

Population Density
14%
Pipe Size (in)
22%
Average Flow
20%

As seen from Figure 8 and Figure 9, the RP model was comprised of 8 factors and
the FI model contains 6 factors with accuracies of 97.5% and 95.0% respectively. Since
both models have accuracies greater than 95% these ML models represent the ACUA
system very well. To examine the factor importance on the OPMN the importance was
combined with the weighted and non-weighted approach. By taking the average and then
applying Equation 1 to the models the results in Table 5 were obtained.
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Table 5
Factor Importance Breakdown for RP, FI, and the OPMN in a Weighted and NonWeighted Approach

Factor
Years Since Last
Inspection
Remaining Life
Segment Length (ft)
Pipe Size (in)
Flow Designation
Pipe Material Type
Population Density
Original Installation
Average Flow
Up/Down Stream
Orientation

Risk
Probability

Failure
Impact

Non-weighted
OPMN

Weighted
OPMN

34%

25%

29%

33%

15%
15%
9%
11%
6%
7%
3%
0%

0%
0%
22%
10%
0%
14%
0%
20%

7%
7%
15%
11%
3%
11%
2%
10%

12%
12%
11%
11%
5%
8%
3%
3%

0%

9%

4%

1%

Risk Probability Score
Failure Impact Score

5
1

As seen from Table 5, the highest contributing factor in both OPMN approaches
was the “Years Since Last Inspection”. Upon further inspection, there was a trend
showing that the longer an asset goes without inspection the higher the RP and FI scores
tend to be. Therefore, one of the most crucial aspects of the AMP for the ACUA will be
an inspection schedule targeting assets with high scores. By forming this inspection
schedule, the ACUA could bring the OPMN levels to tolerable levels of risk and then
focus on modernizing the rest of the system to be at low risk. In the case of the nonweighted approach, the other top factors were the Pipe Size (in), Flow Designation, and
Population Density in that order. By inspecting the decision trees in the RFC, key
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correlations were identified for these three factors. The correlations showed that larger
diameters, force main pipelines, and highly populated areas all increased the score of the
OPMN. Therefore, by using these correlations, inspections could be prioritized around
these three influential factors to try and reduce the overall OPMN score.
When looking at the two approaches for the OPMN, the one example in Table 5
shows how drastically the OPMN factor importance could vary when incorporating the
RP and FI scores. While the “Years Since Last Inspection” remains as the top factor in all
RP and FI combinations, the subsequent dominating factors varied in each combination.
If the RP score was significantly higher the importance from the RP model will dominate
the OPMN importance and vice versa for FI. Therefore, while the non-weighted OPMN
gave a good representation of the WWDN as a whole, some individual assets can be
significantly different which was accounted for in the weighted approach. Hence, the
weighted OPMN average became a great tool for the ACUA in the AMP software tool to
analyze individual assets rather than the whole WWDN.
Sensitivity Analysis
While the model accuracies were both above 90%, two separate sensitivity
analyses were conducted to generate higher accuracies and make a better predictive
model. The first sensitivity varied RFC parameters to generate the highest possible
accuracy for the base model. The two parameters which were varied were the as train set
percentage and number of simulated trees in the random forest. The training set
percentage was varied between 30% and 80% while the number of simulated trees was
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varied between 12 and 64 trees. This generated over 2,700 possible combinations to find
the best variation for both models.

Figure 10
Heatmap of the Accuracies in the Base RP Model Configuration, Varying the Number of
Simulated Trees and Training Set Percentages
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Figure 11
Heatmap of the Accuracies in the Base FI Model Configuration, Varying the Number of
Simulated Trees and Training Set Percentages

As seen in Figure 10 and Figure 11, every combination in both models produced
an accuracy equal to or greater than 90%. When looking at the varied parameters, the
number of simulated trees had minor variations on the overall accuracy. There were some
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improvements as more trees were simulated but these improvements were minor.
Therefore, seeing how the number of simulated trees only varied the accuracy of about
2% at a given training percentage, a range between 20 and 30 trees was set for both
models. This range reduced computational power as it reduced the number of trees that
needed to be generated for the predictive model while keeping the accuracy consistent.
The training set however showed the most variation in the accuracy. As seen in the
figure, the training set could vary the accuracy by nearly 10% in the FI model. The
training set was very important because this represented the number of pipelines which
needed to be inspected to generate a ML model. Therefore, by looking at the charts, the
ACUA could have a ML model which was 90% accurate by only inspecting a minimum
of 30% of their pipelines. By using this sensitivity analysis, the company could severely
reduce the costs of inspection by only inspecting key pipelines in their WWDN.
However, to make sure the model encompassed all failure possibilities and prevented
overfitting, the desired training set range was chosen to be between 60% and 70%.
Overfitting was when the model was trained on one specific example, which does not
apply to the whole data population [63]. For example, overfitting can occur when the
training dataset only contains pipelines which have a diameter of 18 inches. If the model
was then tested against pipelines of other diameter sizes, the accuracy would drop
tremendously because that was data the model had never seen before. The most effective
way to mitigate overfitting was to make sure the training dataset encompassed as many
possibilities and truly represented the whole population of the dataset [63]. Therefore, for
the base model the optimal set up for both models were chosen to be 68% and 27 trees for
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the train set percentage and number of simulated trees respectively. This optimal set up
increased the accuracy of the RP model to 99.6% however the FI model remained the
same at 95%.
The second sensitivity analysis varied the factors that were used in both models to
find the best possible combination of factors, while minimizing the use of factors that can
bias the model. In this analysis we tried to take out factors such as the “Years Since Last
Inspection” and the “Remaining Life”. While “Years Since Last Inspection” was the most
influential factor, this had the potential to incorrectly describe the RP and FI scores and
create a bias towards inspections. In addition, the “Remaining Life” is an estimate of how
long a pipeline will last, which has the potential to introduce human bias into the ML
model. Depending on the experience of the engineer the “Remaining Life” can be very
accurate or not accurate at all. Therefore, to remove a large portion of the uncertainty in
the ML model, a new model was developed. In addition, segment length was added to the
FI model since there was a significant improvement in the accuracy when added. Once
these changes were done, the first sensitivity analysis was preformed again to determine
how the accuracy had changed. Figure 12 and Figure 13 show the corresponding
sensitivity analyses that were performed on the new RP and FI models without “Years
Since Last Inspection” and the “Remaining Life”.
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Figure 12
Heatmap of the Accuracies in the New RP Model Configuration, Varying the Number of
Simulated Trees and Training Set Percentages
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Figure 13
Heatmap of the Accuracies in the New FI Model Configuration, Varying the Number of
Simulated Trees and Training Set Percentages

As seen in Figure 12, the new RP model accuracies saw a drop of nearly 8% when
the training set percentage was low but only dropped about 3% when the training set
percentage was greater than 55%. Figure 13, showed that the new FI model accuracies
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displayed the same trend but only dropped by 4%. When using the optimal set up
determined by the first sensitivity analysis, the accuracies of the RP and FI models were
96.1% and 92.9% respectively and the feature importance for both models are given in
Figure 14 and Figure 15.

Figure 14
Factor Importance for Risk Probability Denoting how much Influence Each Factor has
on the New ML Model; RP Accuracy = 96.1%

Risk Probability Factor Importance
Flow Designation
8%

Original
Installation
10%
Segment Length (ft)
33%

Material Type
11%

Population Density
15%

Pipe Size (in)
23%
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Figure 15
Factor Importance for Failure Impact Denoting how much Influence Each Factor has on
the New ML Model; FI Accuracy = 92.9%

Failure Impact Factor Importance
Flow Designation
7%
Pipe Placement in WWDN
8%

Segment Length (ft)
30%

Population Density
11%

Average Flow
19%
Pipe Size (in)
25%

Even though there was a reduction in the accuracies these new models give the
ACUA a new model which is still very accurate. These new models only used factors
which could be easily obtained and were not determined through human judgement.
Therefore, these two models did not have the bias of the two factors which were in the
original base model.
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AMP Software Tool
With the ML model finalized an AMP tool could be built around the existing
software in Python. The main concern with building the predictive model was that the
user needs in-depth knowledge of a programming language to manipulate the necessary
parameters and variables to make the model effective. By building the GUI around the
predictive ML model, the need for programming knowledge disappeared and if done
correctly, provided an easy-to-use interface for those in the wastewater sector, especially
the ACUA. To this end a GUI was developed around the predictive model to give the
ACUA easy access to the model. The GUI was broken into three main sections: high risk
pipelines, pipeline database, and model development sections. The first section shows the
pipelines which pose the most risk to the ACUA and the WWDN. Figure 16 shows the
user interface of the first section.
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Figure 16
High Risk Pipelines Section in the GUI Showing the Pipeline Assets Which Pose the Most
Risk to the WWDN in Sequential Order

This tab gave the ACUA actionable data to work on. The section ranked all the
pipelines from worst to best in a sequential order and showed the ACUA what pipelines
were at high risk. In addition, this tab allowed the user to generate an excel report which
gives a detailed overview of the WWDN of the ACUA. The next section functioned as
the main way for users to view and manipulate the data in the WWDN. Figure 17 shows
the next section of the GUI which was the pipeline database.
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Figure 17
Pipeline Database Section Displaying all Information About Induvial Assets in the
WWDN and the Weighted OPMN Approach

Along with giving the user the availability to search and filter the data this tab
served as a hub of information on the WWDN. In the lower right corner of the GUI, there
was a pie chart which performed a weighted OPMN analysis of the asset which was
selected from the database. Therefore, this tab allowed for the user to see how each asset
reacts to all the information which was in the database. In addition to seeing all of the
data there was a tool in the upper right-hand corner which allows the user to use the
model to predict how changes affected the scores of the asset. Once activated another
GUI will be displayed on the screen which can be seen in Figure 18.
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Figure 18
Asset Score Predictor Tool to Determine the RP and FI of any Theoretical Pipeline

This powerful tool allowed for the user to predict the scores of any theoretical
asset in the WWDN. With the current emphasis on WWDN modernization, the ACUA
could use this tool to see what changes to the asset will reduce the score the most and
then act on those changes. By using the predictive model, the ACUA would never need to
guess if the asset score improved and have concrete analytical proof that shows if the
asset was better. To allow for the predictive model to grow and be flexible, the last
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section of the GUI was developed to allow the user to modify the predictive model. Both
Figure 19 and Figure 20 show the information which was contained in the model
development sections.

Figure 19
Model Development Section Showing ML Model Feature Importance in Current and
Experimental Models

Figure 19 shows how the user could manipulate the factors used in the model to
develop new predictive models. On the left side, the user could see the model which was
currently being used to acquire all the RP and FI scores. The right side allowed for the
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user to add or subtract factors at will and see how the manipulation changes the model
itself. Figure 19 shows the display for the breakdown of the factor importance while
Figure 20 shows the accuracy of the model.

Figure 20
Model Development Section Showing ML Model Confusion Matrixes in Current and
Experimental Models

To allow the user to see how the model was preforming, confusion matrixes were
used to give an in-depth overview of the accuracy. When reading these, the green
diagonal represents values which the model predicted correctly while everything outside
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the diagonal decreased the accuracy of the model. Therefore, the user wanted to minimize
the points which fall outside the green diagonal by finding the optimal combination of
factors that represented the score well. With all of this information together this allowed
the ACUA to examine and act on high-risk areas in the WWDN. In addition, the ACUA
was able to update the model if new conditions make the predictive model less accurate.
Therefore, by utilizing the AMP tool the ACUA could maximize the limited budget that
was allocated to them.
Summary and Projections
With this tool the ACUA could vastly cut down on unnecessary inspections on
pipelines that were already predicted to be in low risk. Even if the ACUA was to do a full
inspection of their WWDN, they only needed to inspect 68% of the whole network to get
a reasonable ML model. In addition, by only inspecting 68% of the network the company
can save thousands of dollars. By inspecting 68% of the 60 miles of infrastructure assets
the cost of inspection would go from $2.1 million to $1.435 million using the PIG
method evaluated at ~$35,000 per mile. Therefore, the company would save
approximately $665,000 which can be allocated to other resources such as modernization
of pipelines. On average, pipeline rehabilitation costs about $25 per inch in diameter per
foot of pipe. This price can be as low as $6 or as high as $60 for different rehabilitation
methods [64]. The average size of an ACUA asset was approximately 1100ft in length
and 27inch in diameter. With using the average rehabilitation cost, the average ACUA
pipeline costs approximately $756,000 for full asset rehabilitation. However, by using
more cost-effective techniques this cost can be reduced to $400,000 or even $175,000.
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Therefore, the ACUA could use the savings from the AMP tool to repair a few pipelines
in their first year to begin the modernization process of the WWDN. In addition, by
providing an effective inspection schedule, money that would be spent on unnecessary
inspections could be allocated to WWDN modernization. Through seeing the effect that
the tool had on one utility authority; it was easy to see how this AMP tool could save the
country millions of dollars which would be spent in inefficient practices. In addition, this
tool would systematically target the assets which were in the unacceptable risk area. By
targeting these assets, the overall WWDN rating will steadily improve achieving the goal
of modernization in the Wastewater sector.
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Chapter 3
Predicting Pathways for Minimization of Hazardous Waste Via a Computational
Software
Background
Currently the industries and facilities generating hazardous wastes are under
scrutiny and surveillance, as their waste amounts have been increasing and there is no
proper methods of disposal or recovery available to manage them. While the United
States currently manages around 35 million tons of hazardous materials a year, there is
only enough capacity to continue treatment through the year 2044 [2] Essentially, even if
the hazardous waste generation is to remain constant, there is only enough resources on
earth that can mitigate the effects of these wastes and properly manage them until the
year 2044. However, with the growing population there is an increased demand for
goods, services, medicines which ultimately translates to industries and facilities
producing more products and in turn releasing more hazardous waste. To monitor this
waste the US EPA has been recording the releases of harmful chemicals since 1988.
After monitoring these releases the information is stored in the Toxic Release Inventory
(TRI) which keeps track of all kinds of releases of every chemical in the United States
[65], [66]. Using TRI, key industries releasing hazardous wastes can be identified and
more guidance and awareness resources can be created for these facilities so they can
minimize their hazardous wastes, switch to greener chemicals and processes, etc. Figure
21 shows how much waste each type of industry contributed in the year 2020.
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Figure 21
Waste Breakdown of Total Releases by Industry in 2020 [66]
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Out of the total 3 billion pounds of hazardous material generated in 2020, the top
three waste generating industries are the Metal Mining, Chemicals, and Primary Metals
industries. Using this information, the types of hazardous waste need to be categorized to
develop a method which can help these waste producing industries. TRI is used again to
examine the Top 10 chemical releases over the course of 10 years which is seen in Figure
22.

55

Figure 22
Trend of the Top 10 Waste Chemicals Released in the United States Over a 10-Year
Period [65]
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As seen in Figure 22, the top ten chemicals belong to two distinct categories: (i)
Metals or (ii) Process byproducts. The Process byproducts are comprised of chemicals
which are used as a reaction medium within a manufacturing process and are discarded
afterwards because these chemicals do not meet the purity specifications required for
reusing them [67]–[69]. By looking at the undesirable trends and increase in wastes,
considerable efforts have been made to decrease the metal waste, where some compounds
have seen up to a 40% decline in waste generation from 2010 to 2020. However, for the
Process byproducts, this is not the case. With the exception of sulfuric acid, majority of
the chemicals in this category have not seen a decline with time as observed in the metal
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waste category. Figure 23 shows the trend for all Process byproduct materials from the
top ten chemicals shown in Figure 22.

Figure 23
Trend of the Top 5 Waste Process Byproducts in the United States Over a 10-Year Period
[65]
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In the case of the process byproducts, these hazardous materials generation has
either remained steady or has increased over time. This is happening because the waste
minimization methods cannot keep pace with the increase in demand of products to meet
the growing population.
One major group of chemicals which contribute to the growing waste trend are
solvents. Solvents are defined as a liquid which can either break the lattice structure of
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solid reactants, dissolve gaseous or liquid reactants, or exert considerable influence over
reaction rates [70]. Solvents are used in nearly every industry playing a key role in many
different processes [70]. In the top ten waste chemicals in the United States, there are 3
solvents: ammonia, methanol, and sulfuric acid. These three solvents contribute to nearly
15% of the total wastes in the top 10 chemicals generated in the United States. Therefore,
developing a new method for solvent waste handling can vastly decrease the overall
hazardous materials production. While the metal category does generate significantly
more waste than solvents, the general trend shows a great reduction in metal wastes. In
addition, many alternative methods for metal waste handling are very difficult to
accomplish where some metals can cause negative economic and environmental issues
when handled in alternative technologies [71], [72]. Therefore, with current technology
limitations, finding alternative methods for metals is far more difficult than for solvents
and beyond the scope of work accomplished in this thesis.
For solvent waste handling there are three widely used options for industries
producing these wastes: on-site releases, off-site releases, and incineration. Each method
does have some negative effects on the environment and require economic expenditures
but are widely used since these options are easily accessible and have been prevalent for
a long time. For on-site releases, a production facility can release the waste directly into
land, air, or water. If injected into the land or a water body it must be discharged below
the lowest level of the available source of drinking water [73], [74]. If dispersed into the
air, the facility must abide by strict regulations about allowable chemical concentrations
in those air emissions. For off-site release, the chemicals are often sold to a third party to
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dispose of the chemicals or use them at their facility in low-end processes. In industries
with purity concerns, the solvents are often sold to other facilities where there are less
purity regulations [75]. The last method, incineration, is very effective in the disposal of
most materials. While a constant feed flow needs to be used for maximum efficiency,
incineration can thermally decompose nearly 100% of volatile organic compounds and
can recover thermal energy to be used for other equipment within the process [76]–[78].
While being efficient, incineration is not environmentally friendly as it can release
harmful chemicals and pollutants into the atmosphere [79], [80]. By not having the room
to correctly dispose of these materials in a safe way, the industries generating hazardous
wastes need a different waste handling method that could be cost-effective as well as
environmentally friendly. One method which is being rigorously researched is solvent
recovery, since this can improve the sustainability and greenness of chemical processes
[79]. In addition, solvent recovery poses economic benefits since fresh solvent will not
need to be purchased in such high quantities anymore as much of these recovered
solvents can be reused. While many unique recovery methods have been researched there
is still no standard method that can be implemented [81]–[83].
To this end, solvent recovery can be a viable method for those in industry to
reduce the total amount of hazardous waste released into the environment. Thus,
American industries could focus on improving their infrastructure to handle wastes more
efficiently. However, solvent recovery is a very complex method since it requires
engineers to design a whole new system to implement into their facility. In addition, the
engineer needs to collect, process, and analyze large amounts of information to get a
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feasible recovery option which can be very time consuming. Due to the fast-paced nature
of design projects, many engineers do not have the time to analyze all available options
within the limited timeframe. Therefore, by designing a practical solvent recovery
optimization framework this can give the engineers the time they need to correctly
analyze solvent recovery options which can reduce emissions, and provide economic
benefits [84]–[86]. To provide a user-friendly experience a GUI is developed that will
eliminate the need of high-level programming knowledge by the plant engineers and
operators. By building this GUI around the solvent recovery framework, industries can
start to explore and implement new solvent waste handling, recovery, and recycling
methods
Methodology
Design Process for Building a Solvent Recovery Tool
Designing a solvent recovery tool was a very intricate problem consisting of many
moving parts. The main hurdle was making an algorithm which could analyze and solve
any given waste stream generated by a solvent-consuming industry. Therefore, as Figure
24 depicts, the design process was broken down into three phases: (i) Data Collection, (ii)
Computational Algorithm, and (iii) Application Design which ensured the creation of a
robust tool for widespread use in industries.
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Figure 24
Framework for Solvent Recovery Tool Design Process

For phase 1, all relevant data for the algorithm was collected. This included two
sets of information: (i) solvent list and (ii) separation technologies. To ensure any waste
stream could be processed by the tool, a comprehensive chemical database needed to be
developed. This database stored all relevant physical and chemical properties which were
required to solve the computation algorithm. To give industry a wide range of technology
options, a robust selection of separation technologies was needed. By finding
mathematical equations in typical engineering books and research articles, a wide array
of technology models were developed, initially in the form of mathematical equations
which were then coded in a computation program. With these two sets of information
completed, we were able to correctly develop the computational algorithm which
optimized the technology selection. Each technology was modeled in the coding
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environment General Algebraic Modeling System (GAMS) and modeled as a mixedinteger nonlinear programming (MINLP) problem. However, this process required highlevel programming skills, as this algorithm communicated between multiple software. To
make the process user-friendly, a GUI was developed using MATLAB App Designer. By
using this interface, a simple, easy to use tool could be developed for industry.
Phase 1: Data Collection
For the first phase, data was systematically acquired for many chemicals. To
ensure that the database encompassed all harmful chemicals in the United States, the TRI
database served as the foundation of chemicals [65]. Afterwards, the Design Institute for
Physical Properties (DIPPR) was used to acquire physical and chemical properties for
each chemical obtained from TRI [87]. Properties which did not rely on temperature such
as molecular weight, boiling point, and melting point were recorded if available. If a
property was dependent on temperature the relation was recorded at room temperature.
With this data collected, information on separation technologies was acquired. With
engineering textbooks and research articles, each technology was allocated to a
separation stage depending on the type of separation it could accomplish [88]–[94].
Information was acquired to correctly model the mass, energy, and design equations for
each individual technology. The different types of separation technologies which were
researched are found in Table 6.

62

Table 6
Researched Separation Technologies with Driving Forces and Important Considerations

Technology

Precipitation
(PRC)
Sedimentation
(SDM) or
Decantation
(DCT)
centrifugation
(CNF)

distillation (DST)

membranes

pervaporation
(PVP)

liquid−liquid
extraction (LLE)
aqueous twophase extraction
(ATPE)

Principle/ Driving
Specifications and Important
force
Conditions
Physical Separation
antisolvent availability and
charge solubility
requirements, temperature,
pH change
density gradient,
settling velocity

size, density, tank depth,
residence time

size, density, angular speed,
the ratio of centrifugal to
gravitational force and
settling distance
High-Temperature Separation
relative volatility >1.05, heat
relative volatility
of vaporization, and energy
requirements
Membrane Processes
particle/molecular
pore size, mol. wt. cutoff,
size/permeability,
average flux, pressure
sorption/diffusion
gradient, types of membranes
pressure
− MF, UF, NF, and RO
heat of vaporization, chemical
sorption/diffusion,
potential gradient, pressure
partial pressure
gradient, average flux,
membrane selectivity
Liquid−Liquid Extraction
partition coefficient, the
selective partitioning
solubility of solutes, low
of solutes
solubility of the added solvent
in water
settling velocity
centrifugal force

partitioning of
solute, bioselectivity

solubility, composition of two
phases, molecular weight
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Literature
Sources

[92], [95]

[92], [96]

[92], [97], [98]

[92], [94], [99],
[100]

[92], [93], [101],
[102]

[92], [103], [104]

[92], [94], [96],
[105]–[107]

[108]–[112]

Due to the differences in driving forces, some technologies specialized in certain
separations. Because of this, some technologies performed some separations better than
others. Therefore, the technologies were grouped together based on the separations tasks.
These groups became the different technology stages in the computational algorithm.
Figure 25 shows some of the technology stage divisions that were developed for the
algorithm.

Figure 25
Separation Stages and Technologies in the Optimization Algorithm

The four stages in the algorithm were as follows: (i) Solid Removal, (ii)
Recovery, (iii) Purification, and (iv) Refinement. The solid removal stage removed any
solids from the waste stream if present. The recovery stage did the major separations
which retained most of the solvent. The last two stages were there to reach any purity
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regulations the industry needed. If any stage was not needed it could be bypassed
completely, thus contributed no cost to the model. In addition, if a technology could work
in multiple stages, it could be repeated multiple times. With all the stages, technology
models, and chemical properties defined an optimization algorithm could be developed to
synthesize pathways for the recovery of solvents from process wastes.
Phase 2: Computational Algorithm
Annualized Economic Evaluation. The optimization models consisted of three
subparts: material, design, and cost analyses. The material analysis showed what material
was recovered from the waste stream while the design analysis displayed all parameters
to correctly model the separation technology. The cost analysis provided insights into the
recovery option and showed how much the new technology pathway would cost if the
industry were to construct and operate it. Within this cost analysis there were six major
categories: capital, labor, utilities, consumables, overhead and materials cost. The capital
cost was annualized over the assumed plant life of 25 years, and a Capital Recovery
Factor (CRF) of 0.11 was used to calculate the capital cost. The process was modeled as a
continuous operation with a standard 330 working days a year. This standardized
operating time allowed for the other time dependent costs to be calculated. For labor
costs, the workers’ wage was estimated to be $30/hour. The utilities considered in the
calculation were the electricity, steam, or cooling water needed by the optimal solution.
Any materials that were consumed and require replacement contribute to the consumable
cost. Overhead costs were related to the labor costs and were any costs associated with
project management. Lastly, if any raw materials were added to the process, these costs
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were accounted for in the materials costs. With all of these costs modeled, the optimal
technology pathway was found by minimizing the summation of these six categories.
Algorithm Construction. Due to the complexity of designing a solvent recovery
process a superstructure approach was taken. The superstructure approach compared all
options in a stage simultaneously and optimized over each of the four stages. This
allowed the algorithm to compare all technology combinations seamlessly as compared to
modeling each pathway directly [88]–[91], [113], [114]. To show the complexity of the
superstructure approach, Figure 26 shows the completed solvent recovery superstructure.
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Figure 26
Superstructure Diagram Depicting all Possible Technology Pathways

Note. SDM= Sedimentation, ADS= Adsorption, PRC= Precipitation, CNF=
Centrifugation, DST= Distillation, ATPE= Aqueous Two-Phase Evaporation, PVP=
Pervaporation, MF= Microfiltration, UF= Ultrafiltration, NF= Nanofiltration
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Each row in Figure 26 represented the four stages in the algorithm while each box
in the row represented a technology model. The red lines represented the bypasses, which
could skip the corresponding stage if not needed. The black circles represented mixers
where purity and recovery specifications could be set for the components in the waste
stream. The white circles replicated the incoming process stream so that all technologies
in the stage had an identical process feed stream.
With the superstructure set, each technology was modeled in GAMS as a MINLP
problem. MINLP was an optimization problem which employed a combination of
continuous, linear, nonlinear, and binary variables to calculate the optimal solution [91],
[115]. The combination of all the different technology models introduced continuous,
linear, and nonlinear equations in the optimization problem, requiring the use of MINLP.
The binary variables selected the optimal technology for each stage. These binary
variables denoted whether a technology was active (1) or inactive (0). Each stage could
only have one active technology at a time during the optimization process. Therefore, the
algorithm simultaneously activated and deactivated each technology finding the best
combinations of technologies across all four stages with the optimal cost which satisfied
the recovery and purity requirements.
Algorithm’s Selective Process. With the superstructure defined, a selective
process needs to be developed so the algorithm did not choose multiple technologies per
stage. This was accomplished with an equation consisting of binary variables which were
68

assigned to each stage. The equation which was assigned to each stage was seen in
Equation 2.

∑ 𝑦𝑖 = 1 ∀ 𝑦𝑖 ∈ {0,1},

𝑖 ∈ {𝐷𝑆𝑇, 𝑃𝑉𝑃, 𝑀𝐹, 𝑒𝑡𝑐. }

(2)

By utilizing this equation, only one technology would be chosen in each stage.
The y in Equation 2 represented the binary variable which was either 0 or 1. The 𝑖
represented the technologies which were used in the stage for which the algorithm was
solving the system of equations for optimal cost. Therefore, if the tool was optimizing
over stage 1, 𝑖 consists of sedimentation, adsorption, precipitation, and centrifugation.
This allowed only one technology to be chosen for each stage in the optimization
algorithm, which was necessary for the superstructure approach taken in this research.
This forced the algorithm to select the best combination of technologies, which resulted
in an optimal solvent recovery pathway.
Phase 3: Application Design
To use the algorithm to its full extent, in-depth knowledge about Excel, GAMS,
and databases were needed. To alleviate the burden on the user, a GUI was developed
which did all the backend calculations and modifications automatically. The basis of this
GUI was built using MATLAB app designer due to the ease of communication between
MATLAB, Excel, GAMS, and the database engine. Since the GUI was built in
MATLAB, this allowed us to program back-end calculations making the algorithm very
easy to use. The GUI had three main sections focused on the economic evaluation of the
optimal recovery pathway. These sections allowed for the user to model the waste stream
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in such a way which could be correctly interpreted by the algorithm at the backend. By
using these three sections, a user could judge whether a solvent waste handling and
recovery method was viable or not for their process waste stream.
Software Tool
Example Case Study: Ethyl Benzoate (EB) Recovery
With the algorithm completed, MATLAB app designer was used to make a userfriendly application. To correctly demonstrate the functions of the application, an
example case study served as the foundation for all input parameters in the tool. This case
study was a derived from a recycling process of a thermoplastic polymer polyethylene
terephthalate (PET). Figure 27 depicts the patented two-stage closed-loop recycling
process that used organic solvents to recycle post-consumer PET waste [116]. The
proposed process consisted of two steps: (1) a dye removal and (2) polymer recovery.
PET waste was first subjected to a dye removal by dissolution through a solvent such as
EB at 120oC. The solvent at this temperature could swell the polymer and dissolve traces
of dye. The second step of the process used EB at 180oC to dissolve the swelled PET
fully. Any material remaining in the solid phase was removed as a contamination in the
filtration step. Both steps used significant amounts of EB to complete the recycling
process, which required a ratio of 22.78 g of EB: 1 g of PET. This ratio allowed us to
start constructing a case study aimed at EB solvent recovery. Besides the EB and PET
there were trace amounts of other chemicals such as polymer additives and acetaldehyde
in the mixture. These specifications in Table 7 allowed us to construct a waste stream
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from the PET recycling process, so we could use our tool to find the best way to find a
solvent recovery process.

Table 7
Waste Input Specifications for Example Case Study on Ethyl Benzoate Recovery

Components

Mass (kg/hr)

Inlet Mass Fraction

Output Requirements

Polyethylene
Terephthalate
Ethyl Benzoate

100

4.20%

Removal: >95%

2278

95.75%

Purity: >99%

Additives

0.5

0.02%

Removal: >95%

Acetaldehyde

0.5

0.02%

Removal: >95%
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Figure 27
Closed-Loop Recycling Process of Post-Consumer Polyethylene Terephthalate (PET)
Waste Using Ethyl Benzoate [116]

PET packaging waste
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Application Interface
Using the input specifications from Table 7, we had all the necessary information to use
this the solvent recovery interface. This application was broken into three sections: user
inputs, technology specifications, and outputs. Figure 28 shows the user inputs section of
the solvent recovery tool for the ethyl benzoate case study.
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Figure 28
User Inputs Section of Solvent Recovery Software Tool with Inputs from the Example
Case Study

The user inputs section could be divided into two types of inputs: chemical inputs
and recovery constraints. The chemical inputs required the user to define all the waste
stream chemicals. The user could look up the different chemicals in the database by
typing the chemical name in the chemical “database search field”. If present, a “yes”
would populate in the text box next to the entry field. If the chemical was not in the
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database, the field would populate with “no” and the user would need to fill in the
corresponding data on the lefthand side of the table. For the recovery constraint section,
the user would need to specify the constraints of the system. The system constraints
consisted of purity and recovery constraints for each chemical. The user would need to
choose either constraint and give a value between 0 and 1. After those constraints were
filled out, the user would only need to input the mass fraction, and the continuous
flowrate. Once completed, the user has all the information they needed to run the
algorithm. When the “generate solution” button was clicked, the application compiled all
the necessary information for the user inputs and gave an economic evaluation.
To reduce the number of needed inputs by the user, default values were given for
technology parameters. However, while these were standard values for each parameter,
they could vary from facility to facility. Therefore, the second section “technology
specifications” allowed for a user to modify the default technology parameters for each
technology in all stages. Figure 29 shows the user interface for the technology
specification tab in the tool.
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Figure 29
Technology Specifications Section of Solvent Recovery Software Tool

All the values seen in Figure 29 were variables which were in the technology
model equations. For example, a simple sample set of equations for the membrane
technology were given in Equation 3 and Equation 4.
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𝜉𝑘 ,𝑖 =

𝜁𝑖 𝑄𝑐𝑖 = [

𝑀𝐽𝑟𝑖 ,𝑘
; ∀𝑘 ∈ 𝐾𝑗
𝑀𝐽𝑖𝑛𝑖 ,𝑘

(

∑
𝑘∈𝐾𝑗 ,𝑗∈𝐽𝑖𝑛𝑈𝐹

𝑀𝑗,𝑘
1
)] (1 −
)
𝜌𝑘
𝐶𝐹𝑖

(3)

(4)

Both equations were comprised of parameters and variables. The parameters were
values which were taken from the user input tab or the technology specifications tab,
while the variables were calculated from other equations. For both equations, the
parameters were 𝜉𝑘 ,𝑈𝐹 , 𝑀𝑗,𝑘 , 𝜁𝑈𝐹 , and 𝜌𝑘 . All these values needed to be given for the
model to calculate and generate an answer. Some of these values were given by the user
in the input tab such as 𝑀𝑗,𝑘 , and 𝜌𝑘 . The rest of the parameters were assigned default
values to allow for the user to get a simple economic analysis. By using the technology
specifications tab, the user could modify these values to their liking and get answers
which represented their system better. However, if the user wanted a simple answer this
tab could be bypassed completely, and the user could go to the outputs tab.
Once the user clicked the “generate solution” button on the inputs tab, the
information from the inputs tab and the technology specifications tab was sent to GAMS
to optimize a solvent recovery option for the given waste stream. Afterwards, the user
was brought to the outputs tab which gave a breakdown of the economic analysis for the
optimal solvent recovery option. Figure 30 shows the interface for the outputs tab.
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Figure 30
Economic Outputs Section of Solvent Recovery Software Tool

In the outputs tab there were three different reports: stage, component, and cost
breakdown report. The stage report displayed the optimal technology selections at each
stage and reported a stage cost breakdown. This comparison allowed for the user to see
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what stage or technology takes precedent in the solvent recovery method. Alternatively, if
the user had a spare technology which was similar to the suggested optimal solution, this
breakdown showed different methods in which that the technology can be used. The
component breakdown gave an analysis of the purified waste stream. The analysis
showed the purity of each component in the purified stream along with how much the
process was able to recover. With this information the user could calculate how much
solvent they can recycle back into the process, which would minimize the waste and the
need to purchase large quantities of new solvent. Using these figures, the user could
calculate how much the facility was saving on raw material costs and compare it to the
total cost breakdown of the next report. In the total cost breakdown, the entire cost was
broken down into the 6 cost categories: capital, labor, utilities, consumables, overhead
and materials cost if applicable to the optimal pathway. By comparing the total cost to the
savings from the recovered materials, the user could form an economic assessment of the
optimal pathway and determine whether to proceed with more detailed process modeling.
Summary and Projections
The solvent recovery tool provided facilities with a great resource to explore
alternative methods of waste handling. By using optimization methods, a solvent
recovery superstructure was developed which made the waste handling method more
accessible. Simultaneous optimization of multiple technology pathways allowed for the
algorithm to evaluate all options more efficiently than other process modeling software.
When the algorithm was paired with a GUI, a tool was made which allows a user to
effectively obtain solvent recovery processes. This algorithm alone had shown that
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solvent recovery could save companies millions of dollars when solvent recovery options
were compared to common disposal methods such as incineration [117]. Therefore, this
tool provided companies with a better economic and environmentally friendly option,
which lead to less waste going into America’s hazardous waste infrastructure. Currently,
America’s hazardous waste was comprised of about 65% metals, 16% solvents, and 19%
of other harmful substances [65]. By using this tool, the private sector could substantially
decrease the solvent waste generated. If solvent recovery becomes widespread, this
amounts to 484 million pounds of hazardous materials being recycled rather than being
sent to hazardous waste facilities. Other than providing a much greener alternative to
standard disposal methods this vastly reduces the amount of material being sent to
hazardous waste facilities. By reducing waste production infrastructure needs to handle,
the hazardous waste sector could adjust their plans to modernize their infrastructure.
Most importantly, this allowed the infrastructure to deal with the large amounts of
hazardous material already in their facilities while the private sector was given an
environmentally friendly and feasible solvent recovery method.
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Chapter 4
Conclusions and Future Work
Summary and Conclusions
This research developed two software tools to aid in the rehabilitation of
America’s infrastructure as well as the mitigation of process wastes. The first software
tool was aimed at providing better resources for the wastewater community to improve
the condition of WWDN. The wastewater sector had seen a rise in asset failures over the
past few decades. The last widescale modernization happened when the CWA was
enacted in 1972. Therefore, 50 years later many in the wastewater community worried
about asset condition and the effectiveness of AMP to combat the trend of asset failures.
Therefore, the software that was developed strengthened the AMP to predict asset
failures and take corrective actions before an asset failure occurs. The tool took in the
WWDN asset data, analyses, and then provided corrective actions. These corrective
actions aimed to prevent asset failures and decrease the overall probability of asset
failures. With these corrective actions the United States could potentially save millions in
operating and maintenance costs. Subsequently, the utility authorities could allocate more
capital to rehabilitating the WWDN and bring the risk down to acceptable levels.
The second software tool was geared towards reducing the waste generation by
the private sector. Handling of process wastes, especially hazardous waste, were not
properly planned and in most cases the existing methods were insufficient in disposing
these chemicals safely. Currently, the chemical industries sector did not have enough
space or time to correctly manage all of the waste which America was generating.
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Solvents were one of the largest groups of chemicals which contributed to the large
quantities of waste generation. Therefore, better methods were needed to handle and
reduce the waste so that the hazardous waste infrastructure could start to modernize. To
minimize the solvent waste in America, a software tool for solvent-consuming industries
was developed aimed at recycling their waste. With this tool, users could find optimal
solvent recovery methods for their solvent waste. This provided not only a greener
solution to normal waste handling methods but also had some positive economic benefits.
Future Work in Wastewater Asset Management
The work focused on in this thesis centered around developing better AMP. With
better AMP in place more utility companies will be rehabilitating their WWDN to
mitigate risk. However, rehabilitating assets pose another problem to the industry since
rehabilitation planning is a difficult task to accomplish. With a lack of reliable long-term
performance data, and the myriad of different replacement technologies, there is a great
deal of uncertainty in the selection of appropriate rehabilitation methods [118], [119]. To
combat the uncertainty, more work is being conducted on constructing an optimization
model to find the best rehabilitation methods for individual assets in the WWDN. The
optimization can compare the potential risk to the economic cost of rehabilitation. By
doing this, the best rehabilitation method will be a technique that keeps the potential risk
low while minimizing the cost of rehabilitation. Pairing this process with the AMP will
let the utility companies know when to repair the pipeline and how they should restore it.
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Future Work in Solvent Waste Reduction
The work done so far has developed a theoretical tool for industry to use. As this
tool gets more exposure in the future, the tool will need to adapt to be more appliable in
industry. More users generate more productive feedback which will help the tool grow
into a robust software that anyone in industry can use. Currently, more technology
models are being explored to broaden the technology list, providing more options for the
user. By expanding the list, more pathways are possible which can lead to more optimal
results economically or environmentally.
In addition, more work is being done on the assessment of the environmental
impact. Currently, many engineers in industry worry about the environmental impact that
processes have and how to reduce it. Therefore, to show the true environmental benefits
of solvent recovery, an environmental assessment needs to be conducted on the optimal
pathway along with conventional disposal methods. This assessment can encompass a
cradle-to-grave process evaluation comparing the standard carbon footprints to other
methods like incineration. This approach can provide a life-cycle assessment (LCA)
along with other common metrics used in the private sector. With this evaluation,
engineers can truly see the environmental benefits of solvent recovery before even doing
detailed process design.
Lastly, while solvents are a large portion of the total waste generated in the
United States, there are many other groups of chemicals and compounds which have
large amounts of waste. One such group is polymers. Many waste handlers do not recycle
polymers due to the difficultly in developing a recycling process. While polymers are
83

very different than solvents, the difficulties found in the two recycling methods are
similar to one another. With recent developments in polymer recycling, the solvent
recovery algorithm is being adapted to polymers using polymer recycling technologies
instead of solvent separation methods. If completed, this can provide waste handlers with
a very valuable tool to optimize polymer recovery pathways.
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Appendix A
Summary on Previous Green Engineering Optimization Work
Table A.1
Overview of Existing Green Engineering Methods from Previous Work
Reference

Feature
A general framework for assessing ecological and economic impacts

[120]

for chemical process design in the early stages.

A method to quantify, evaluate, and analyze the environmental
[81]

impact of a given chemical process.

Implemented a cradle-to-gate life cycle analysis during process
[121]
design and retrofit applications to assess environmental impact,
technical, risk, safety, and economics associated with the process.
Incorporated multi-objective optimization into early process
[122]

development through screening for the best technology that can
perform the desired function at a minimized cost without increasing
environmental impact.
A software toolbox that combines the capability of Aspen Plus®,

[123]

SimaPro, and Ecosolvent® life cycle assessment databases to aid in
implementing green engineering approaches and reducing
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environmental impacts. Simultaneous comparison of technology
options was not implemented.
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Appendix B
Model Equations for Technologies Used in Superstructure
List of information applicable to all technologies
B.1 Indices and Sets
i ∈ I – technologies (used as subscript to variables)
{ADS – Adsorption,
ATPE – Aqueous Two-Phase Extraction,
BYP – Bypass,
CNF – Centrifugation,
DST – Distillation,
DRY – Dryer,
FLT – Filtration,
INCN – Incineration,
MF – Microfiltration,
MIX – Mixer,
NF – Nanofiltration,
PVP – Pervaporation,
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PRC –Precipitation,
SDM – Sedimentation,
SPL – splitter,
UF – Ultrafiltration}
𝑗 ∈ 𝑱 – stream (used as subscript to variables)
{1, 2, 3, 4 …}
𝑘 ∈ 𝑲 – components (used as subscript to variables)
Nstg ∈ Nstg – Stage numbers (used to subscript stagewise costs)
{1,2,3,4}
B.2 Subsets
Subsets for Technologies
ICST – technologies with costs
{ADS, ATPE, CNF, DST, DRY, FLT, INCN, MF, NF, PVP, PRC, SDM, UF}
IMEM – technologies with membranes
{FLT, MF, NF, PVP, UF}
INCST – technologies with no cost
{BYP, MIX, SPL}
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ICONS – technologies with consumables
{ADS, ATPE, FLT, MF, NF, PVP, UF}
IRMC – technologies raw material costs
{PRC}
ICF – technologies with concentration factor
{CNF, FLT, MF, NF, PVP, SDM, UF}
Subsets for Components
JbpATPE – bottom phase of ATPE
JdaDRY – dry air inlet stream to DRY
JliqCNF – stream containing no solids leaving CNF
Jini – inlet streams of technology i
Jouti – outlet streams of technology i
JpolyATPE – polymer feed stream to ATPE
JsaltATPE – salt feed stream to ATPE
JsldCNF – stream containing solids leaving CNF
JtpATPE – top phase of ATPE
Ki – components k in technology i
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Kj – components k in stream j
KJP – components in process streams
B.3 General Parameters
𝜌𝑘 (kg/m3) = Density of component k
πfeed ($/kg biomass) = Entering feed cost in terms of per kg waste
πRepi ($/unit) = Replacement cost of consumables per unit capacity in technology i
λstm (kJ/kg) = Latent heat of steam
λvap,k (kJ/kg) = Heat of vaporization of component k
𝛼𝑘 = Relative volatility of component k for technology i
μ (N-s/m2) = viscosity of fluid
ηstage = stage efficiency
θiR (hr) – residence time in technology i
θiRep (h/year) = Replacement time for consumables in technology i
τann (h/annum) = (330 days x 24 h/day = 7920 hours)
C0i ($/capacity) = Cost of a technology with standard capacity
Cp (KJ/kg-℃) = Specific heat of component k
Dp,SDM = particle diameter in sedimentation unit
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g (m/s2) = gravitational constant
nc = cost scaling index (2/3 rule)
Nlabri (#/h) = # of laborers required for technology i per hour
𝑀𝑊𝑘 = Molecular weight of component k
Q0i (m3 or m2 or m3/h) = Standard capacity of a technology for costing, labor and power
required
pi = geometric constant
Tamb (°C) = ambient temperature

𝑇𝑐𝑤𝑖 (℃) = Cooling water temperature in (25)
𝑇𝑐𝑤𝑜 (℃) = Cooling water temperature out (30)
𝑐𝑝𝑤 (KJ/Kg*C) = heat capacity of water (4.18)
Tsat (°C) = saturation temp
B.4 Evaluated Parameters
SORi (m/s) = surface overflow rate id sedimentation
Ui (m/s) = settling velocity of technology i
B.5 General Variables
Bi = volume ratio of equipment i
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Cc,i ($) = Purchase cost of unit i

𝐶Fi (m3/m3) = Concentration factor for technologies 𝑖 ∈ 𝑰𝑪𝑭
Cpurk ($/h) = Purchase cost of added components (k ∈ KADD)
Di (m) = diameter of technology unit i
Li (m) = length of technology unit i
LiqDST = liquid molar flowrate in distillation column
Mj,k (kg/h) = Mass flowrate of component k in stream j
N = actual number of stages
Nmin = minimum number of stages
q = quality of mixture (for distillation, entering feed quality)

𝑄c (m3 or m2 or m3/h) = Costing variable for technologies 𝑖 ∈ 𝑰CST
QCDST = cooling requirement for distillation unit
QHDST = heat duty for distillation unit
QsDST = heat required to bring the feed to saturation

𝑃Wi (kW/h) = Power required for technologies 𝑖 ∈ 𝑰CST
Rmin = minimum reflux ratio
R = actual reflux ratio
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Uv = Underwood variable
VapDST = vapor molar flowrate in distillation column

𝑊sp𝑖 (kW/h) = Power required by technology i per hour
Xmj,k = mole fraction of component k in stream j
Notes:
-

The ‘uppercase italic Latin fonts (not colored)’ are for variables (values
determined through the solution of the optimization problem)
The uppercase Latin font and lowercase Greek fonts in red are the specified input
parameters
The parameter or variable to be evaluated is always on the L.H.S of the equation

B.6 Evaluated Costing Variables
𝐶𝑐𝑁𝑠𝑡𝑔 ($)– Purchase cost of each technology in stage Nstg
𝑁𝑙𝑏𝑟𝑁𝑠𝑡𝑔 – Number of laborers of each technology in stage Nstg
𝑃𝑊𝑁𝑠𝑡𝑔 ($/hr) – Power requirement of each technology in stage Nstg
𝑀𝑠𝑡𝑚𝑁𝑠𝑡𝑔 ($/hr) – Mass of steam requirement of each technology in stage Nstg
𝐶𝑅𝑀𝑁𝑠𝑡𝑔 ($/hr) – Raw material cost of each technology in stage Nstg
𝐶𝑆𝐶𝑁𝑠𝑡𝑔 ($/hr) – Consumable costs of each technology in stage Nstg
int = interest rate for Capital Recovery Factor, estimated to be 10%
PL = plant life expectancy, value is estimated to be 25 years
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B.7 General Equations
Component balances:

∑ 𝑀𝑗 ,𝑘 = ∑ 𝑀𝑗 ,𝑘
𝑗∈𝑗𝑖𝑛𝑖

𝑗∈𝑗𝑜𝑢𝑡𝑖

Cost of technology 𝑖 (𝑄𝑐𝑖 ):
𝐶𝑐𝑖
𝑄𝑐𝑖 𝑛𝑐
( )=(
)
𝐶0𝑖
𝑄0𝑖
Labor requirements of technology 𝑖 (𝑁𝑙𝑏𝑖 ):
𝑁𝑙𝑏𝑖 𝑄0𝑖 = 𝑁𝑙𝑎𝑏𝑟𝑖 𝑄𝑐𝑖
Capital Recovery Factor (CRF):

𝐶𝑅𝐹 =

𝑖𝑛𝑡(1 + 𝑖𝑛𝑡)𝑃𝐿
0.1(1 + 0.1)25
=
≈ 0.11
(1 + 𝑖𝑛𝑡)𝑃𝐿 − 1 (1 + 0.1)25 − 1

Annualized Capital Cost (𝐶𝐶𝐴𝐶):

𝐶𝐶𝐴𝐶 =

(1.66 ∗ 𝐶𝑅𝐹 ∗ 𝐵𝑀𝐶 ∗ ∑𝑁𝑠𝑡𝑔 𝐶𝑐𝑁𝑠𝑡𝑔 )
106

Labor Cost (𝐶𝐶𝐿𝐵):

𝐶𝐶𝐿𝐵 =

(𝐶𝑙𝑏𝑟 ∗ 𝑇𝑎𝑛𝑛 ∗ ∑𝑁𝑠𝑡𝑔 𝑁𝑙𝑏𝑟𝑁𝑠𝑡𝑔 )
106

Utility Cost (𝐶𝐶𝑈𝐶):
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𝐶𝐶𝑈𝐶 =

((∑𝑁𝑠𝑡𝑔 𝑃𝑊𝑁𝑠𝑡𝑔 ∗ 𝐶𝑒𝑙𝑒𝑐 + ∑𝑁𝑠𝑡𝑔 𝑀𝑠𝑡𝑚𝑁𝑠𝑡𝑔 ∗ 𝐶𝑠𝑡𝑚 ) ∗ 𝑇𝑎𝑛𝑛)
106

Raw Material Costs (𝐶𝐶𝑅𝑀):

𝐶𝐶𝑅𝑀 =

(𝑇𝑎𝑛𝑛 ∗ ∑𝑁𝑠𝑡𝑔 𝐶𝑅𝑀𝑁𝑠𝑡𝑔 )
106

Consumable Cost (𝐶𝐶𝑆𝐶):

𝐶𝐶𝑆𝐶 =

(𝑇𝑎𝑛𝑛 ∗ ∑𝑁𝑠𝑡𝑔 𝐶𝑆𝐶𝑁𝑠𝑡𝑔 )
𝑅𝑒𝑝𝑡𝑖𝑚𝑒 ∗ 106

Other Cost (𝐶𝐶𝑂𝐶):
𝐶𝐶𝑂𝐶 = 2.78 ∗ 𝐶𝐶𝐿𝐵
Total Cost (𝐶𝐶𝑇𝐶):
𝐶𝐶𝑇𝐶 = 𝐶𝐶𝐴𝐶 + 𝐶𝐶𝑈𝐶 + 𝐶𝐶𝑀𝐶 + 𝐶𝐶𝑂𝐶 + 𝐶𝐶𝐿𝐵
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B.8 Adsorption (ADS)

Feed

Adsorption
Adsorbent

Solvent Stream

Unit Specific Parameters & Terms:
Bpk – binding percentage of component k
EBCT (s) – empty-bed contact time
ε – void fraction
ρac (kg/m3) – density of activated carbon
bth (m/m)– bed to height ratio
Unit Specific Model Equations:
Mass Adsorbed (𝑚𝑎 ):
107

𝑚𝑎 = ∑ 𝑀𝑓𝑒𝑒𝑑,𝑘 𝐵𝑝𝑘
𝑘∈𝐾𝑗

Bed Volume (𝑉𝑏 ):

𝑉𝑏 = 𝐸𝐵𝐶𝑇 ∑
𝑘∈𝐾𝑗

𝑀𝑓𝑒𝑒𝑑,𝑘
𝜌𝑘

Mass of Activated Carbon (𝑀𝐴𝐶 ):
𝑀𝐴𝐶 = (1 − 𝜀) 𝑉𝑏 𝜌𝐴𝐶
Actual Capacity (𝑄𝑐𝐴𝐷𝑆 ):

𝑄𝑐𝐴𝐷𝑆 =

𝑉𝑏
𝑏𝑡ℎ

Consumable costs
𝑅𝐸𝑃
𝐶𝑆𝐶𝐴𝐷𝑆 = 𝜋𝐴𝐷𝑆
∗ 𝑄𝐶𝐴𝐷𝑆

Power Required (𝑃𝑊𝐴𝐷𝑆 ):
𝑃𝑊𝐴𝐷𝑆 = 𝑊𝑠𝑝𝐴𝐷𝑆 𝑄𝑐𝐴𝐷𝑆
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B.9 Aqueous Two-Phase Extraction (ATPE)

Solvent & Polymer
Polymer

Aqueous Two-Phase

Feed
Salt

Extraction
Salt & Water & Solids

Unit Specific Parameters & Terms:
Ψk-k’- solubility of component k in component k’
κPk- partition coefficient of component k
Unit Specific Model Equations:
Solubility Equations:
𝑀𝑏𝑝𝐴𝑇𝑃𝐸 ,𝑝𝑜𝑙𝑦 = 𝜓𝑝𝑜𝑙𝑦−𝑏𝑝 𝑀𝑏𝑝𝐴𝑇𝑃𝐸 ,𝑠𝑎𝑙𝑡
𝑀𝑡𝑝𝐴𝑇𝑃𝐸 ,𝑠𝑎𝑙𝑡 = 𝜓𝑠𝑎𝑙𝑡−𝑡𝑝 𝑀𝑡𝑝𝐴𝑇𝑃𝐸 ,𝑝𝑜𝑙𝑦
Extraction Factor (𝐸𝐹𝐴𝑇𝑃𝐸 ):

𝐸𝐹𝐴𝑇𝑃𝐸 =

𝜅𝑃𝑘 𝑀𝑝𝑜𝑙𝑦𝐴𝑇𝑃𝐸 ,𝑘
𝑀𝑠𝑎𝑙𝑡𝐴𝑇𝑃𝐸 ,𝑘

Number Actual of Extraction Stages (NAE):
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𝑀𝑓𝑒𝑒𝑑𝐴𝑇𝑃𝐸 ,𝑘 − 𝑀𝑡𝑜𝑝𝐴𝑇𝑃𝐸 ,𝑘
𝐸𝐹 − 1
( 𝑁𝐴𝐸+1
)=
𝐸𝐹
−1
𝑀𝑓𝑒𝑒𝑑𝐴𝑇𝑃𝐸 ,𝑘
Size of Unit (𝑄𝑐,𝐴𝑇𝑃𝐸 ):

𝑄𝑐𝐴𝑇𝑃𝐸 = ∑
𝑘∈𝐾𝑗

𝑀𝑓𝑒𝑒𝑑,𝑘
𝑀𝑝𝑜𝑙𝑦,𝑘
𝑀𝑠𝑎𝑙𝑡,𝑘
+ ∑
+ ∑
𝜌𝑘
𝜌𝑘
𝜌𝑘
𝑘∈𝐾𝑗

𝑘∈𝐾𝑗

Power Required (𝑃𝑊𝐴𝑇𝑃𝐸 ):
𝑃𝑊𝐴𝑇𝑃𝐸 = 𝑊𝑠𝑝𝐴𝑇𝑃𝐸 𝑄𝑐𝐴𝑇𝑃𝐸
Cooling Duty (𝑀𝑐𝑤,𝐴𝑇𝑃𝐸 ):

𝑀𝑐𝑤,𝐴𝑇𝑃𝐸 =

3600 𝑃𝑊𝐴𝑇𝑃𝐸
𝑐𝑝 (𝑇𝐶𝑊𝑜 − 𝑇𝐶𝑊𝑖 )

B.10 Centrifugation (CNF)

Feed

Liquid
Centrifugation

Solid
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Unit Specific Parameters & Terms:
𝜂𝑤𝑎𝑡𝑒𝑟 (kg/kg) – efficiency of centrifugation on water
𝜂𝑠𝑜𝑙𝑣𝑒𝑛𝑡 (kg/kg) – efficiency of centrifugation on solvent
𝑈𝐶𝑁𝐹 (m/hr) – sigma factor
Unit Specific Model Equations:
Efficiency Equations:

𝜂𝑤𝑎𝑡𝑒𝑟 =

𝜂𝑠𝑜𝑙𝑣𝑒𝑛𝑡 =

𝑀𝑠𝑙𝑑𝐶𝑁𝐹 ,𝑊𝑇𝑅
𝑀𝑓𝑒𝑒𝑑𝐶𝑁𝐹 ,𝑊𝑇𝑅
𝑀𝑙𝑖𝑞𝐶𝑁𝐹 ,𝑠𝑜𝑙𝑣𝑒𝑛𝑡
𝑀𝑓𝑒𝑒𝑑𝐶𝑁𝐹 ,𝑠𝑜𝑙𝑣𝑒𝑛𝑡

Concentration Factor (𝐶𝐹𝐶𝑁𝐹 ):

𝐶𝐹𝐶𝑁𝐹

𝑀
∑𝑘∈𝐾𝑗 ( 𝑓𝑒𝑒𝑑,𝑘 )
𝜌𝑘
=
𝑀𝑙𝑖𝑞,𝑘
∑𝑘∈𝐾𝑗 (
)
𝜌𝑘

2 ≤ 𝐶𝐹𝐶𝑁𝐹 ≤ 20
Sigma Factor Equation, Solving for Unit Size (𝑄𝑐𝐶𝑁𝐹 ):

𝑀𝑓𝑒𝑒𝑑,𝑘
)]
𝑄𝑐𝐶𝑁𝐹 𝑈𝐶𝑁𝐹 = [ ∑ (
𝜌𝑘
𝑘∈𝐾𝑗

Power Required (𝑃𝑊𝐶𝑁𝐹 ):
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𝑀𝑓𝑒𝑒𝑑,𝑘
)]
𝑃𝑊𝐶𝑁𝐹 = 𝑊𝑠𝑝𝐶𝑁𝐹 [ ∑ (
𝜌𝑘
𝑘∈𝐾𝑗

Power Dissipation to Heat it About 40%, Therefore Cooling Duty is Required (𝑀𝑐𝑤𝐶𝑁𝐹 ):
𝑀𝑐𝑤𝐶𝑁𝐹 𝑐𝑝𝑤 (𝑇𝐶𝑊𝑜 − 𝑇𝐶𝑊𝑖 ) = 0.4𝑃𝑊

B.11 Distillation (DST)

Condenser
Top
Product

Refulx
Feed

Distillation
Vapor

Bottom
Product
Reboiler

Unit Specific Parameters & Terms:
𝐻𝑠𝑡𝑎𝑔𝑒 (m) – height of stage
HK – heavy key (Bottom Product)
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LK – light key (Top Product)
LiqDST – liquid molar flowrate in distillation column
ηstage - stage efficiency
q – quality of mixture
T- mean boiling point of the two compounds in Kelvin
t2- boiling point in °C of heavy key
t1- boiling point °C of light key
Tamb (°C) – ambient temperature
Tsat (°C) – saturation temperature
𝑢𝑣𝑎𝑝 (m/s) – vapor linear velocity
VapDST – vapor molar flowrate in distillation column
Xmj,k – mole fraction of component k in stream j
λstm (kJ/kg) – latent heat of steam
λvap,k (kJ/kg) – heat of vaporization of component k
Unit Specific Parameter Equations:
Relative Volatility Estimation (𝛼𝑘 ):

log(𝛼𝑘 ) =

𝑡2 − 𝑡1
(3.99 + 0.001939𝑇)
𝑇

Unit Specific Model Equations:
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Molar Flow Rates in DST (𝐹𝑗,𝑘 ):

𝐹𝑗,𝑘 =

𝑀𝑗,𝑘
𝑀𝑊𝑘

Molar Component Balance in DST:

∑ 𝐹𝑗,𝑘 = ∑ 𝐹𝑗,𝑘
𝑗∈𝑓𝑒𝑒𝑑𝑖

𝑗∈𝑜𝑢𝑡𝑖

Mole Fractions in DST:

𝑋𝑚𝑗,𝑘 =

𝐹𝑗,𝑘
∑𝑘∈𝐾𝐷𝑆𝑇 𝐹𝑗,𝑘

Constraints on Recover, Used to Calculate Minimum Number of Stages (𝑁𝑚𝑖𝑛 ):
𝑋𝑚𝐽𝑡𝑜𝑝

𝐷𝑆𝑇 ,𝑘

𝑤ℎ𝑒𝑛(𝛼𝑘 < 𝛼𝐻𝐾 ) = 0

𝑁𝑚𝑖𝑛 log(𝛼𝑘 ) = 𝑙𝑜𝑔 [

𝑋𝑚𝑡𝑜𝑝
𝑋𝑚𝑡𝑜𝑝

𝐷𝑆𝑇 ,𝐿𝐾

𝐷𝑆𝑇 ,𝐻𝐾

∗

𝑋𝑚𝑏𝑜𝑡

𝐷𝑆𝑇 ,𝐻𝐾

𝑋𝑚𝑏𝑜𝑡

]

𝐷𝑆𝑇 ,𝐿𝐾

Underwood’s Variable (𝑈𝑣 ):

(1 − 𝑞) =

𝛼𝑘 𝑋𝑚𝑗,𝑘

∑
𝑘∈𝐾𝐷𝑆𝑇 ,𝑗∈𝑓𝑒𝑒𝑑𝐷𝑆𝑇

𝛼𝑘 − 𝑈𝑣

Assume Feed is a Saturated Liquid, Making the Quality of the Mixture=1 (q=1):

0=

∑
𝑘∈𝐾𝐷𝑆𝑇 ,𝑗∈𝑓𝑒𝑒𝑑𝐷𝑆𝑇
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𝛼𝑘 𝑋𝑚𝑗,𝑘
𝛼𝑘 − 𝑈𝑣

Minimum Reflux Ratio (𝑅𝑚𝑖𝑛 ):

𝑅𝑚𝑖𝑛 =

𝛼𝑘 𝑋𝑚𝑗,𝑘

∑
𝑘∈𝐾𝐷𝑆𝑇 ,𝑗∈𝑡𝑜𝑝𝐷𝑆𝑇

𝛼𝑘 − 𝑈𝑣

−1

Reflux Ratio (𝑅):
𝑅 = 1.3𝑅𝑚𝑖𝑛 (𝑎𝑠𝑠𝑢𝑚𝑝𝑡𝑖𝑜𝑛)
Number of Stages (𝑁):
0.6𝑁 = 𝑁𝑚𝑖𝑛
Number of Actual Stages (𝑁𝑎𝑐𝑡 ):

𝑁𝑎𝑐𝑡 =

𝑁
𝜂𝑠𝑡𝑎𝑔𝑒

Height of Column (𝐻𝐷𝑆𝑇 ):
𝐻𝐷𝑆𝑇 = 𝐻𝑠𝑡𝑎𝑔𝑒 𝑁𝑎𝑐𝑡
Liquid and Vapor Flowrates (𝐿𝑖𝑞𝐷𝑆𝑇 , 𝑉𝑎𝑝𝐷𝑆𝑇 ):
𝐿𝑖𝑞𝐷𝑆𝑇 = 𝑅

∑

𝑀𝑗,𝑘

𝑘∈𝐾𝐷𝑆𝑇 ,𝑗∈𝑡𝑜𝑝𝐷𝑆𝑇

𝑉𝑎𝑝𝐷𝑆𝑇 = 𝐿𝑖𝑞𝐷𝑆𝑇 + 𝑅

∑
𝑘∈𝐾𝐷𝑆𝑇 ,𝑗∈𝑡𝑜𝑝

Column Diameter (𝐷𝐷𝑆𝑇 ):
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𝑀𝑗,𝑘
𝐷𝑆𝑇

𝐷𝐷𝑆𝑇 = √

4𝑉𝑎𝑝𝐷𝑆𝑇
𝜋𝑢𝑣𝑎𝑝

Costing Variable of Column (𝑄𝑐𝐷𝑆𝑇 ):
𝑄𝑐𝐷𝑆𝑇 =

𝜋 2
𝐷 𝐻
4 𝐷𝑆𝑇

Calculating Energy Requirements of Initial Heating of Feed to Reach Saturation (𝐸𝑆𝐷𝑆𝑇 ):
𝐸𝑆𝐷𝑆𝑇 =

𝑀𝑗,𝑘 𝐶𝑝𝑘 (𝑇𝑠𝑎𝑡 − 𝑇𝑎𝑚𝑏 )

∑
𝑘∈𝐾𝐷𝑆𝑇 ,𝑗∈𝑓𝑒𝑒𝑑𝐷𝑆𝑇

Heat Duty Required by Reboiler (𝐸𝐻𝐷𝑆𝑇 ):
𝐸𝐻𝐷𝑆𝑇 = (1 + 𝑅)

𝐹 𝑗,𝑘 𝑀𝑊𝑘 𝜆𝑣𝑎𝑝
𝑘

∑
𝑘∈𝐾𝐷𝑆𝑇 ,𝑗∈𝑡𝑜𝑝𝐷𝑆𝑇

Cooling Duty Required by Condenser (𝐸𝐶𝐷𝑆𝑇 ):
𝐸𝐶𝐷𝑆𝑇 = 𝑅

∑

𝐹 𝑗,𝑘 𝑀𝑊𝑘 𝜆𝑣𝑎𝑝
𝑘

𝑘∈𝐾𝐷𝑆𝑇 ,𝑗∈𝑡𝑜𝑝𝐷𝑆𝑇

Mass of Steam Required (𝑀𝑠𝑡𝑚𝐷𝑆𝑇 ):
𝑀𝑠𝑡𝑚𝐷𝑆𝑇 𝜆𝑠𝑡𝑚 = 𝐸𝑆𝐷𝑆𝑇 + 𝐸𝐻𝐷𝑆𝑇
Mass of Cooling Water Required (𝑀𝑐𝑤𝐷𝑆𝑇 ):
𝑀𝑐𝑤𝐷𝑆𝑇 𝐶𝑝𝑤 (𝑇𝑐𝑤𝑜𝑢𝑡 − 𝑇𝑐𝑤𝑖𝑛 ) = 𝐸𝐶𝐷𝑆𝑇
Variable Bounds:
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𝑁𝑚𝑖𝑛 ≥ 𝑦𝐷𝑆𝑇
𝑅𝑚𝑖𝑛 ≥ 1.01𝑦𝐷𝑆𝑇
B.12 Dryer (DRY)

Air

Dryer

Wet Solid

Dry Air

Dry Solid

Unit Specific Parameters & Terms:
vair(m/s) = velocity of air flow in the dryer
𝑀𝐽𝑑𝑎,𝑘 (kg/hr) – mass flowrate of dry air flowing into the dryer
𝐵𝐷𝑅𝑌 (m/m) = length to diameter ratio of dryer
Unit Specific Model Equations:
Moisture Content in Stream j (𝑋𝑗 ):

𝑋𝑗 =

𝑀𝑗,𝑊𝑡𝑟
𝑀𝑗,𝑘

Diameter of the Drum (𝐷𝐷𝑅𝑌 ):

𝐷𝐷𝑅𝑌 =

𝑀𝐽𝑑𝑎,𝑘
√𝑣𝑎𝑖𝑟 𝜋 ∗ 900𝜌𝑎𝑖𝑟

150 ≤ 𝑀𝐽𝑑𝑎,𝑘
117

Length of Drum (𝐿𝐷𝑅𝑌 ):
𝐿𝐷𝑅𝑌 = 𝐵𝐷𝑅𝑌 ∗ 𝐷𝐷𝑅𝑌
4 ≤ 𝐵𝐷𝑅𝑌 ≤ 15
Sizing Equation Solving for Volume of Dryer (𝑄𝑐,𝐷𝑅𝑌 ):

𝑄𝑐,𝐷𝑅𝑌 =

𝜋 2
𝐷 𝐿
4 𝐷𝑅𝑌 𝐷𝑅𝑌

Power Required (𝑃𝑊𝐷𝑅𝑌 ):

𝑃𝑊𝐷𝑅𝑌 =

3.19995𝑀𝐽𝑑𝑎𝐷𝑅𝑌 ,𝑘
𝑀𝑊𝑎𝑖𝑟
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B.13 Membrane Models (FLT, MF, NF, UF)
Permeate
Membrane

Retentate

Feed

Membrane models include:
Filtration – FLT
Microfiltration – MF
Nanofiltration – NF
Ultrafiltration – UF
Unit Specific Parameters & Terms:
MEM – subset of technologies which use the filtration model (FLT, MF, UF, NF)
𝜉𝑘,𝐹𝐿𝑇 (kg/kg) – retention factor for each component k in filter MEM
𝜁𝐹𝐿𝑇 (m3/m2 hr) – average flux across membrane
𝑅𝐸𝑃
𝜋𝑀𝐸𝑀
($/unit) - replacement cost of consumables per unit capacity in membrane

technologies
Unit Specific Model Equations:
Retention Factor:
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𝜉𝑘,𝐹𝐿𝑇 =

𝑀𝑟𝑒𝑡𝑀𝐸𝑀 ,𝑘
𝑀𝑓𝑒𝑒𝑑𝑀𝐸𝑀 ,𝑘

Concentration Factor (𝐶𝐹𝑀𝐸𝑀 ):

𝐶𝐹𝑀𝐸𝑀

𝑀𝑓𝑒𝑒𝑑,𝑘
)
𝜌𝑘
=
𝑀
∑𝑘∈𝐾𝑗 ( 𝑟𝑒𝑡,𝑘 )
𝜌𝑘
∑𝑘∈𝐾𝑗 (

𝑙𝑜𝑤𝑒𝑟 𝑏𝑜𝑢𝑛𝑑 ≤ 𝐶𝐹𝑀𝐸𝑀 ≤ 𝑢𝑝𝑝𝑒𝑟 𝑏𝑜𝑢𝑛𝑑
Table B.1
Lower and Upper Bounds on Concentration Factor for Membrane Units
Technology

Lower bound

Upper Bound

FLT

2

30

MF

1

100

NF

0.0001

40

UF

1.01

35

Flux Balance, Solving for Unit Size (𝑄𝐶𝑀𝐸𝑀 ):

𝜁𝑀𝐸𝑀 𝑄𝐶𝑀𝐸𝑀 = [ ∑ (
𝑘∈𝐾𝑗

𝑀𝑓𝑒𝑒𝑑,𝑘
1
) ] (1 −
)
𝜌𝑘
𝐶𝐹𝑀𝐸𝑀

Consumable Costs for Membrane Unit MEM (𝐶𝑆𝐶𝑀𝐸𝑀 ):
𝑅𝐸𝑃
𝐶𝑆𝐶𝑀𝐸𝑀 = 𝜋𝑀𝐸𝑀
∗ 𝑄𝐶𝑀𝐸𝑀
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Power Required (𝑃𝑊𝑀𝐸𝑀 ):
𝑃𝑊𝑀𝐸𝑀 = 𝑊𝑠𝑝𝑀𝐸𝑀 𝑄𝑐𝑀𝐸𝑀
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B.14 Incineration (INCN)

Emissions

Waste Feed

Air/ O2 Feed
Incinerator

Unit Specific Parameters & Terms:
𝑀𝑤𝑎𝑠𝑡𝑒 (kg/hr) – waste feed to the incinerator unit
C (# of carbon atoms/#atoms in mixture) – the ratio of carbon atoms to all other atoms in
mixture
H (# of Hydrogen atoms/#atoms in mixture) – the ratio of Hydrogen atoms to all other
atoms in mixture
O (# of Oxygen atoms/#atoms in mixture) – the ratio of Oxygen atoms to all other atoms
in mixture
S (# of Sulfur atoms/#atoms in mixture) – the ratio of Sulfur atoms to all other atoms in
mixture
𝑁𝐸𝑓𝑢𝑒𝑙 (MJ/kg) – net energy of fuel oil = 38.9
𝜔 (kg/kg) – ratio of air to waste feed in the incineration unit = 4.35
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𝑒𝑓𝑓𝐼𝑁𝐶𝑁 – Incineration Efficiency of energy production (spans between 30-40%)
𝐶𝑓𝑢𝑒𝑙 ($/kg) – Cost of fuel [=] $0.81/kg
𝐶𝑜𝑛𝑣𝑇 (s/hr) – time conversion factor for unit consistency [=] 3600
𝐶𝑜𝑛𝑣𝐸 (MJ/kWh) – energy conversion for unit consistency [=]3.6
𝐶𝑎𝑖𝑟 ($/m3) – cost of air [=] 0.0004
Unit Specific Model Equations:
Setting the Costing Capacity:
𝑄𝑐𝑖 = 𝑀𝑤𝑎𝑠𝑡𝑒
Heating Value of Waste Stream (𝐻𝑉𝑤𝑎𝑠𝑡𝑒 ):
𝑂
𝐻𝑉𝑤𝑎𝑠𝑡𝑒 = 14.544 ∗ 𝐶 + 62.208 (𝐻 − ) + 4.050 ∗ 𝑆 [=] 𝑀𝐽/𝑘𝑔
8
Required Mass of Fuel Needed for Incinerating Waste (𝑚𝑓𝑢𝑒𝑙 ):
𝑀𝑓𝑢𝑒𝑙 ∗ 𝑁𝐸𝑓𝑢𝑒𝑙 = 𝐻𝑉𝑤𝑎𝑠𝑡𝑒 ∗ 𝑄𝑐𝑖 [=] 𝑀𝐽/𝑠
Air Feed Requirement Based on Waste Feed (𝑚𝑎𝑖𝑟 ):
𝑀𝑎𝑖𝑟 = 𝜔 ∗ 𝑂 ∗ 𝑄𝑐𝑖 [=] 𝑘𝑔/ℎ𝑟
Energy Consumed During Process (𝐸𝑐𝑜𝑛 ):
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𝐸𝑐𝑜𝑛 = 𝐻𝑉𝑤𝑎𝑠𝑡𝑒 ∗ 𝑄𝑐𝑖 [=] 𝑀𝐽/𝑠
Energy Produced During Process (𝐸𝑝𝑟𝑜𝑑 ):
𝐸𝑝𝑟𝑜𝑑 = 𝑒𝑓𝑓𝐼𝑁𝐶𝑁 ∗ 𝐸𝑐𝑜𝑛 [=] 𝑀𝐽/𝑠
Net Energy of Process (𝐸𝑛𝑒𝑡 ):
𝐸𝑛𝑒𝑡 = 𝐸𝑝𝑟𝑜𝑑 − 𝐸𝑐𝑜𝑛 [=] 𝑀𝐽/𝑠
Annual Fuel Consumption for a Year During Incineration (𝐶𝑆𝐶𝐼𝑁𝐶𝑁 ):
𝐶𝑆𝐶𝐼𝑁𝐶𝑁 = 𝑀𝑓𝑢𝑒𝑙 ∗ 𝐶𝑓𝑢𝑒𝑙 ∗ 𝑇𝑎𝑛𝑛 [=] $/𝑦𝑟
Annual Utility Costs from Energy (𝐸𝑐𝑜𝑠𝑡 ):
𝐸𝑛𝑒𝑡 ∗ 𝐶𝑜𝑛𝑣𝑇
) ∗ 𝐶𝑒𝑙𝑒𝑐 ∗ 𝑇𝑎𝑛𝑛 [=] $/𝑦𝑟
𝐶𝐶𝑈𝐶𝐼𝑁𝐶𝑁 = (
𝐶𝑜𝑛𝑣𝐸
Annual air cost (hydraulics and pneumatics):

𝐴𝐶𝐼𝑁𝐶𝑁 = 𝐶𝑎𝑖𝑟 ∗ (

𝑀𝑎𝑖𝑟
$
) ∗ 𝑇𝑎𝑛𝑛 [=]
𝜌𝑎
𝑦𝑟

Capital cost:

𝐶𝑐,𝐼𝑁𝐶𝑁

𝑄𝑐,𝐼𝑁𝐶𝑁 𝑛𝑐
) [=] $/𝑦𝑟
= 𝐶0𝐼𝑁𝐶𝑁 ∗ (
𝑄0𝐼𝑁𝐶𝑁

Number of laborers:
𝑁𝑙𝑏𝑖 𝑄0𝑖 = 𝑁𝑙𝑎𝑏𝑟𝑖 𝑄𝑐𝑖
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𝑁𝑙𝑎𝑏𝑟𝐼𝑁𝐶𝑁 = 0.1
Annual cost of labor:
𝑁𝑙𝑏𝑟𝐼𝑁𝐶𝑁 = 𝑁𝑙𝑏𝐼𝑁𝐶𝑁 ∗ 𝐶𝑙𝑏𝑟 ∗ 𝑇𝑎𝑛𝑛 [=] $/𝑦𝑟
Total annual cost (objective to be minimized):
𝐶𝐶𝑇𝐶𝐼𝑁𝐶𝑁 = 𝐶𝑆𝐶𝐼𝑁𝐶𝑁 + 𝐶𝐶𝑈𝐶𝐼𝑁𝐶𝑁 + 𝐴𝐶𝐼𝑁𝐶𝑁 + 𝐶𝑐,𝐼𝑁𝐶𝑁 + 𝑁𝑙𝑏𝑟𝐼𝑁𝐶𝑁
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B.16 Precipitation (PRC)
Anti-Solvent Feed

Feed

Precipitation

Liquid

Solid

Unit Specific Parameters & Terms:
𝜏 (h or s) – residence time
𝑀𝐴𝑆−𝑓𝑒𝑒𝑑,𝐴𝑛𝑠𝑙 (kg/hr) – mass of anti-solvent added for precipitation in stream j
𝜋𝐴𝑛𝑠𝑙 ($/kg) – unit price of anti-solvent
𝜑 (kg/kg) – anti-solvent to feed ratio for the addition of flocculants and enzyme
Unit Specific Model Equations:
Mass of Anti-Solvent Added for Precipitation (𝑀𝑗,𝐴𝑛𝑠𝑙 ):

𝑀𝐴𝑆−𝑓𝑒𝑒𝑑,𝐴𝑛𝑠𝑙 = 𝜑 ∑
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𝑘∈𝐾

𝑀𝑓𝑒𝑒𝑑,𝑘

Consumable Costs for Precipitation Unit (𝐶𝑆𝐶𝑃𝑅𝐶 ):
𝑅𝐸𝑃
𝐶𝑆𝐶𝑃𝑅𝐶 = 𝜋𝑃𝑅𝐶
𝑀𝐴𝑆−𝑓𝑒𝑒𝑑,𝐴𝑛𝑠𝑙

Solving for Unit Size (𝑄𝑐𝑝𝑟𝑐 ):

𝑄𝑐𝑝𝑟𝑐 = [∑

𝑀𝑓𝑒𝑒𝑑,𝑘
]𝜏
𝜌𝑘
𝑘∈𝐾𝑗

Power Required (𝑃𝑊𝑝𝑟𝑐 ):
𝑃𝑊𝑝𝑟𝑐 = 𝑊𝑠𝑝𝑝𝑟𝑐 𝑄𝑐𝑝𝑟𝑐

127

B.15 Pervaporation (PVP)

Feed

Retentate
Pervaporation
Membrane

Vapor Permeate

Condenser

Vacuum Pull

Liquid Permeate

Unit Specific Parameters & Terms:
𝜉𝑘,𝑃𝑉𝑃 (kg/kg) – retention factor for each component k in PVP unit
𝜁𝐹𝐿𝑇 (m3/m2 hr) – average flux across membrane
λstm (KJ/kg) – latent heat of steam
λvap,k (KJ/kg) – heat of vaporization of component k
Unit Specific Model Equations:
Retention Factor:

𝜉𝑘,𝑃𝑉𝑃 =

𝑀𝑟𝑒𝑡,𝑘
𝑀𝑓𝑒𝑒𝑑,𝑘

128

Concentration Factor (𝐶𝐹𝑃𝑉𝑃 ):

𝐶𝐹𝑃𝑉𝑃

𝑀𝑓𝑒𝑒𝑑,𝑘
)
𝜌𝑘
=
𝑀
∑𝑘∈𝐾𝑗 ( 𝑟𝑒𝑡,𝑘 )
𝜌𝑘
∑𝑘∈𝐾𝑗 (

1.01 ≤ 𝐶𝐹𝑃𝑉𝑃 ≤ 35
Flux Balance, Solving for Unit Size (𝑄𝐶𝑃𝑉𝑃 ):

𝜁𝑃𝑉𝑃 𝑄𝐶𝑃𝑉𝑃 = [ ∑ (
𝑘∈𝐾𝑗

𝑀𝑓𝑒𝑒𝑑,𝑘
1
) ] (1 −
)
𝜌𝑘
𝐶𝐹𝑃𝑉𝑃

Consumable Costs for Membrane Unit MEM (𝐶𝑆𝐶𝑃𝑉𝑃 ):
𝑅𝐸𝑃
𝐶𝑆𝐶𝑃𝑉𝑃 = 𝜋𝑃𝑉𝑃
∗ 𝑄𝐶𝑃𝑉𝑃

Power Required (𝑃𝑊𝑃𝑉𝑃 ):
𝑃𝑊𝑃𝑉𝑃 = 𝑊𝑠𝑝𝑃𝑉𝑃 𝑄𝑐𝑃𝑉𝑃
Mass of Steam Required for Vaporization (𝑀𝑠𝑡𝑚𝑃𝑉𝑃 ):
𝑀𝑠𝑡𝑚𝑃𝑉𝑃 𝜆𝑠𝑡𝑚 =

∑
𝑘∈𝐾𝑗 ,𝑗∈𝑝𝑒𝑟𝑚𝑃𝑉𝑃
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𝑀𝑗,𝑘 𝜆𝑣𝑎𝑝
𝑘

B.17 Sedimentation (SDM)

Feed

Light Liquid
Sedimentation

Solid / Heavy Liquid

Unit Specific Parameters & Terms:
ηSDM (−) – efficiency of removal in typical sedimentation unit
Dp (m) – particle diameter
ρs (kg/m3) – density of densest solid in mixture
ρl (kg/m3) – density of liquid with highest mass fraction
μ (N-s/m2) – viscosity of fluid
𝑀𝐿𝐿𝑆𝐷𝑀 ,𝑆𝑜𝑙 (kg/hr) – mass flowrate of the light liquid phase for the solvent component
𝑀𝐻𝐿𝑆𝐷𝑀 ,𝑆𝑙𝑑 (kg/hr) – mass flowrate of the heavy liquid phase for the solid component
Unit Specific Parameter Equations:
Settling Velocity (US, SDM) [m/s]:
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𝑔𝐷𝑝2 (𝜌𝑠 − 𝜌𝐿 )
=
18𝜇

𝑈𝑆,𝑆𝐷𝑀

Unit Specific Model Equations:
Efficiency Equations:

𝜂𝑆𝐷𝑀 =

𝑀𝐿𝐿𝑆𝐷𝑀 ,𝑆𝑜𝑙
𝑀𝑓𝑒𝑒𝑑𝑆𝐷𝑀 ,𝑆𝑜𝑙

𝜂𝑆𝐷𝑀 =

𝑀𝐻𝐿𝑆𝐷𝑀 ,𝑆𝑙𝑑
𝑀𝑓𝑒𝑒𝑑𝑆𝐷𝑀 ,𝑆𝑙𝑑

Volume Concentration Factor (𝐶𝐹𝑆𝐷𝑀 ):

𝐶𝐹𝑃𝑉𝑃

𝑀𝑓𝑒𝑒𝑑,𝑘
)
𝜌𝑘
=
𝑀
∑𝑘∈𝐾𝑗 ( 𝐿𝐿,𝑘 )
𝜌𝑘
∑𝑘∈𝐾𝑗 (

1.01 ≤ 𝐶𝐹𝑆𝐷𝑀 ≤ 15
Surface Overflow Rate (𝑆𝑂𝑅𝑆𝐷𝑀 ):

𝑆𝑂𝑅𝑆𝐷𝑀 =

𝑈𝑆,𝑆𝐷𝑀
𝜂𝑆𝐷𝑀

Area of Sedimentation Tank (𝑄𝑐𝑆𝐷𝑀 ):

𝑄𝑐𝑆𝐷𝑀

𝑀
∑𝑘∈𝐾𝑗𝑗∈𝐽𝑖𝑛𝑆𝐷𝑀 ( 𝑗,𝑘 )
𝜌𝑘
=
𝑆𝑂𝑅𝑆𝐷𝑀
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B.18 Degree of Freedom Analysis for all Technologies in Superstructure
Table B.2
Degree of Freedom Analysis for Individual Technologies
Unit operation

Variables

Equations

Degrees of Freedom

Adsorption

13

12

1

Aqueous Two-Phase Extraction

18

13

5

Centrifuge

16

14

2

Distillation

14

12

2

Dryer

12

9

3

Filtration

12

11

1

Microfiltration

12

11

1

Nanofiltration

12

11

1

Ultrafiltration

12

11

1

Pervaporation

13

12

1

Precipitation

11

10

1

Sedimentation

14

11

3
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Appendix C
Model Specifications and Input Data for all Technologies
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Table C.1
Standard Capacity, Costs, Scaling Factors, Labor Requirements for all Technologies

Technology
(Costing capacity)
ADS (volume of bed)

Standard
capacity
(units)
32 m3

Base costs
(million $)

Scaling
exponent (n)

0.03

0.67

Laborers
required
(#/hr)
0.1

Power required Consumable Costs
(kWh)
($/unit)
N/A

24($/kg)
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ATPE (volumetric
flowrate)

185 m3/hr

0.362

0.67

1

0.5

2.6 ($/kg) a

CNF (Sigma factor)

60000 m2

0.66

0.67

1

19.2

N/A

DST (Volume)

22.58 m3

0.082

0.67

1

N/A

N/A

DRY (Volume)

106 m3

0.024

0.67

0.5

N/A

N/A

FLT(Area)

80 m2

0.039

0.67

0.5

0.1

100 ($/m2) c

MF (Area)

80 m

2

0.75

0.67

1

0.1

736 ($/m2) c

NF (Area)

80 m

2

1.2

0.67

1

0.1

1000 ($/m2) c

UF (Area)

80 m

2

0.938

0.67

1

0.2

874 ($/m2) c

INCN (Mass flowrate)

100000 kg/hr

.967

0.67

0.1

~b

N/A

PVP (Area)

80 m

0.0261

0.67

1

0.33

1000 ($/m2) c

PRC (volumetric
flowrate)

40 (m3/hr)

0.474

0.67

1

0.1

0.3 ($/kg)

2

SDM (Area)

2500 m2

1.128

0.67

0.1

N/A

N/A

a. This cost is the consumable cost associated with adding in the hexane and salt into the aqueous two-phase extraction unit.
The unit cost of hexane is $2/kg, and the unit cost of sodium chloride salt is $0.6/kg
b. This value dependent on the composition of the incoming stream. Different compounds have different heat of combustions,
which will cause variation in the power required.
c. The replacement time for all filter consumables in assumed to be 2000 hours.
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Table C.2
Utility and Labor Costs from SuperPro Designer v8.5
Utility

Parameter Identifier

Cost per unit ($/unit)

Electricity

𝐶𝑒𝑙𝑒𝑐

$0.1/kWH

Cooling Water

𝐶𝑐𝑤𝑡𝑟

$5E-5/kg

Steam

𝐶𝑠𝑡𝑚

$0.012/kg

Labor

𝐶𝑙𝑏𝑟

$30/laborer*hr
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Appendix D
Parameter Values for Technology Models for Example Case Study
D.1 Components used for Example Case Study
PET – Polyethylene Terephthalate
EB – Ethyl Benzoate
ADD - Additives
ACT - Acetaldehyde
D.2 Adsorption (ADS)
empty-bed contact time (EBCT) – 0.0167 hr
void fraction (ε) – 0.4 (assume spherical particles)
density of activated carbon (ρac) - 4 kg/m3
bed to height ratio (bth) - 0.5 (m/m)
Replacement cost of consumables per unit capacity in technology (𝜋𝑖𝑅𝐸𝑃 ) – can be found
in appendix C, Table C1
Component Dependent Parameters
Binding percentage of component k (Bpk) - values given in table (unitless)
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Table D.1
Binding Percentages for all Components in Example Case Study
Component

PET

EB

ADD

ACT

ADS1

0.01

0.01

0.9

0.01

ADS2

0.01

0.8

0.9

0.9

D.3 Aqueous Two-Phase Extraction (ATPE)
Residence time (θiR): 2 hr
Component Dependent Parameters
solubility of component k in component k’ (Ψk-k’) - values given in table (unitless)
Table D.2
Solubility Component for all Components in Example Case Study
Component

PET

EB

ADD

ACT

ATPE

0.7

0.8

0.1

0.1

partition coefficient of component k (κPk) - values given in table (unitless)
Table D.3
Partition coefficient for all Components in Example Case Study
Component

PET

EB

ADD

ACT

ATPE

0.01

0.1

0.9

0.9
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D.4 Centrifugation (CNF)
efficiency of centrifugation on water (𝜂𝑤𝑎𝑡𝑒𝑟 ) – 0.7 kg/kg
efficiency of centrifugation on solvent (𝜂𝑠𝑜𝑙𝑣𝑒𝑛𝑡 ) – 0.7 kg/kg
D.5 Distillation (DST)
Height of stage (𝐻𝑠𝑡𝑎𝑔𝑒 ) – 1.5 m
stage efficiency (ηstage) – 0.8
quality of mixture (q) – 1 (assumed saturated feed)
ambient temperature (Tamb) – 20 °C
saturation temperature (Tsat) – 250 °C
Vapor linear velocity (𝑢𝑣𝑎𝑝 ) – 10,800 m/hr
Latent heat of steam (λstm) – 2115.68 kJ/kg
Component Dependent Parameters
mean boiling point of the two key compounds in Kelvin (T) – 592.85 K
boiling point °C of Light Key (t1) – 213.4 °C
boiling point in °C of Heavy Key (t2) - 300 °C
Heat of vaporization of component k (λvap,k) - values given in table (kJ/kg)
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Table D.4
Heat of Vaporization for all Components in Example Case Study
Component

PET

EB

ADD

ACT

DST

366.27

114

N/A

582.4

D.6 Dryer (DRY)
velocity of air flow in the dryer (vair) – 1.2 m/s
Density of air (𝜌𝑎𝑖𝑟 ) – 1.225 kg/m3
D.7 Membrane Models (FLT, MF, NF, UF)
Replacement cost of consumables per unit capacity in technology (𝜋𝑖𝑅𝐸𝑃 ) – can be found
in appendix C, Table C1
Average flux across membrane (𝜁𝐹𝐿𝑇 ) - values given in table (m3/m2 hr)
Table D.5
Average Flux for all Membranes
Technology

FLT

MF

NF

UF

Values

0.2

0.0856

0.2

0.0856

Component Dependent Parameters
Retention factor for each component k in filter MEM (𝜉𝑘,𝐹𝐿𝑇 ) - values given in table
(kg/kg)
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Table D.6
Retention Factor for all Components in Example Case Study
Component

PET

EB

ADD

ACT

FLT

0.01

0.01

0.9

0.01

MF1

0.01

0.8

0.95

0.95

MF2

0.01

0.8

0.95

0.95

NF

0.01

0.97

0.5

0.5

UF1

0.01

0.97

0.95

0.95

UF2

0.01

0.97

0.95

0.95

D.8 Incineration (INCN)
waste feed to the incinerator unit (𝑀𝑤𝑎𝑠𝑡𝑒 ) – specified by user in kg/hr
net energy of fuel oil (𝑁𝐸𝑓𝑢𝑒𝑙 ) - 38.9 MJ/kg
ratio of air to waste feed in the incineration unit (𝜔) - 4.35 kg/kg
Incineration Efficiency of energy production (𝑒𝑓𝑓𝐼𝑁𝐶𝑁 ) - 30%
Cost of fuel (𝐶𝑓𝑢𝑒𝑙 ) - 0.81 $/kg
time conversion factor for unit consistency (𝐶𝑜𝑛𝑣𝑇 ) – 3600 s/hr
energy conversion for unit consistency (𝐶𝑜𝑛𝑣𝐸 ) - 3.6 MJ/kWh
cost of air (𝐶𝑎𝑖𝑟 ) - 0.0004 $/m3
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D.9 Pervaporation (PVP)
Replacement cost of consumables per unit capacity in technology (𝜋𝑖𝑅𝐸𝑃 ) – can be found
in appendix C, Table C1
Average flux across membrane (𝜁𝐹𝐿𝑇 ) - 0.055 (m3/m2 hr)
Latent heat of steam (λstm) – 2115.68 kJ/kg
Component Dependent Parameters
Retention factor for each component k in filter MEM (𝜉𝑘,𝑃𝑉𝑃 ) - values given in table
(kg/kg)
Table D.7
Retention Factor for all Components in Pervaporation Units in Example Case Study
Component

PET

EB

ADD

ACT

PVP1

0.01

0.7

0.95

0.95

PVP2

0.01

0.7

0.95

0.95

PVP3

0.01

0.7

0.95

0.95

D.10 Precipitation (PRC)
Residence Time (𝜏) - 6 hr
Replacement cost of consumables per unit capacity in technology (𝜋𝑖𝑅𝐸𝑃 ) – can be found
in appendix C, Table C1
Anti-solvent to feed ratio for the addition of flocculants and enzyme (𝜑) – 2 (kg/kg)
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D.11 Sedimentation (SDM)
efficiency of removal in typical sedimentation unit (ηSDM) – 0.70 (kg/kg)
particle diameter (Dp) – 0.005 m
Component Dependent Parameters
density of densest solid in mixture (ρs) - 1400 (kg/m3)
density of liquid with highest mass fraction (ρl) - 1340 (kg/m3)
viscosity of fluid (μ) – 8.9E-4 (N-s/m2)
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