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\Quem le^ deixa de viver.
Fazei agora por que o facais.
Deixai de viver, e lede.
O que e a vida? "
\Poesia", Fernando Pessoa
Introduccion 1
Captulo 1 Introduccion
\Para empezar con las maquinas que aprenden: un sistema organizado
puede denirse como aquel que transforma un cierto mensaje de entrada
en uno de salida, de acuerdo con algun principio de transformacion. Si
tal principio esta sujeto a cierto criterio de validez de funcionamiento, y
si el metodo de transformacion se ajusta a n de que tienda a mejorar
el funcionamiento del sistema de acuerdo con ese criterio, se dice que el
sistema aprende."
N. Wiener
1.1 Aprendizaje animal y automatico
No es habitual comenzar un libro sobre el tipo de aprendizaje que puede realizar una maquina,
al que se llamara aqu aprendizaje automatico, estudiando los procesos de aprendizaje que son
observables en la naturaleza, aunque existen algunos precedentes (por ejemplo, [GALL91] y
[PEAR87]). La razon es que si se quiere buscar un marco cognitivo para explicar el fenomeno
del aprendizaje, parece razonable referirse a aquellas conductas observables en los animales
{y que son identicables como aprendizaje{ que pueden ayudar a explicar de manera mas
completa un proceso tan complejo como el que nos ocupa.
No basta solo con intentar explicar que y como se aprende en terminos de procesos generales
tales como asociaciones, abstraccion de prototipos, pruebas de hipotesis, induccion, razo-
namiento analogico, asimilacion, generalizacion o diferenciacion. Hay razones para armar
que existe cierto sesgo en las estructuras cognitivas que se emplean en cada una de las tareas
mencionadas y que dicho sesgo depende directamente de caractersticas especcas del dominio
donde algo ha ser aprendido.
1.1.1 Aprendizaje animal
Cuando los organismos se ajustan o adaptan al conjunto de estmulos que provienen del
entorno, es decir, reciben informacion y la almacenan con el n de reutilizarla en situaciones o
patrones de estmulos semejantes, se puede decir que aprenden. En particular nos referimos a
los animales ya que, desde el punto de vista del aprendizaje, y a diferencia de las plantas, son
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moviles y activos. De hecho, se puede armar que los animales son maquinas que presentan
una conducta predatoria y tienen que moverse para localizar su alimento y conseguirlo o, al
menos, estan dotados de organos especializados para ello, como es el caso de muchos seres
marinos que no se mueven pero son capaces de ltrar el agua que absorben para alimentarse.
Este enfasis en el movimiento de los animales es fundamental para explicar la existencia de
diferentes tipos de aprendizaje. Es posible imaginar dos situaciones muy diferentes:
 El animal se mueve de manera aleatoria; en este caso el mismomovimiento debe acercarle
al medio en el cual pueda proveerse de todo lo necesario para su subsistencia (agua,
oxgeno, comida, etc) y asegurar su desarrollo y la supervivencia de una proporcion
signicativa de los seres de su especie.
 Si un movimiento aleatorio no es suciente debe existir un movimiento dirigido para
lo que debe haber organos especiales de deteccion de objetos en el entorno y guiar al
animal hacia ellos, de forma directa o indirecta. La mayor precision de estos movimientos
depende de la evolucion causada por la presion generada por la competencia con otras
especies por unos recursos acotados en un determinado habitat ecologico.
Una parte signicativa de la conducta de muchos animales parece estar fuertemente arraigada
e inuenciada por la experiencia, de tal forma que puede ser descrita como innata, instintiva
o, simplemente, no aprendida. Es decir, muchos animales estan de alguna forma programados
de manera innata y, cuando perciben alteraciones en su entorno y cambian sus patrones de
conducta { como resultado de esta percepcion { se puede decir que aprenden. Desde este punto
de vista, el aprendizaje
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puede ser denido como la organizacion (o reorganizacion) de la propia
conducta (ante una situacion o un patron de estmulos) como resultado de una experiencia
individual. La denicion anterior indica un mnimo de caractersticas que un fenomeno debe
presentar para poder ser clasicado como un ejemplo de aprendizaje y evitar en la medida de lo
posible la confusion que puede causar intentar denirlo a partir de la manera en que el proceso
de aprendizaje se ha realizado. Esta denicion permanece inmutable aun en caso de necesitar
explicar este proceso en situaciones en las que la conducta se ve continuamente modicada
por la adquisicion de nuevos conocimientos. Algunos autores han sugerido la necesidad de
explicar el aprendizaje animal en terminos conductistas y despues en terminos cognitivos, si
es posible.
Frecuentemente en la literatura, se considera al aprendizaje como un proceso adaptativo,
es decir, que se maniesta mediante cambios suaves, incrementales. Se considerara aqu la
adaptatividad del aprendizaje como la medida de ajuste de una conducta. Ademas, se asume
que lo aprendido permanece en memoria durante perodos relativamente largos, de manera
que asegura la observabilidad de la conducta aprendida (como algo relativamente estable).
Lo que un animal puede aprender no depende solamente de su capacidad para ello, ya que exis-
ten muchas otras restricciones y limitaciones que moldean esta capacidad (e.g. las limitaciones
en sus sistemas sensoriales). As, dadas estas limitaciones, un animal esta mas predispuesto a
reaccionar a un tipo de estmulos que a otros, puede aprender mas de estos que de aquellos.
Aun mas, todos los estmulos a los que un individuo responde en un cierto contexto pueden
no ser efectivos para producir una conducta de aprendizaje en otros contextos.
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Las formas de denir el aprendizaje e interpretar las conductas observadas dependen fundamentalmente
de la manera de considerar la naturaleza del aprendiz.
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Como consecuencia, el aprendizaje debe considerarse como una de las caractersticas mas
apreciables en un sistema.
1.1.2 Tipos de aprendizaje animal
Resulta casi imposible dividir los diversos tipos de aprendizaje en categoras mutuamente
exclusivas, que puedan ser denidas exactamente y cubran todo el espectro del aprendizaje
animal. Aqu no se pretende ser exhaustivo y tan solo se busca dar una vision de conjunto del
estado del arte.
Habituacion Es un tipo de aprendizaje que consiste en una respuesta que decae ante un
conjunto de estmulos repetidos (o contnuos) no asociados a ningun tipo de recompensa
o refuerzo. La habituacion se puede caracterizar como asociada a un estmulo especco
y su relativa permanencia la distingue de manifestaciones temporales como la fatiga o
la adaptacion sensorial (e.g. la adaptacion a los espacios con poca luz o a los muy rui-
dosos). La habituacion implica una tendencia a borrar todo tipo de respuesta ante un
estmulo que no tiene importancia para la supervivencia. A pesar de ser el tipo mas sim-
ple de aprendizaje resulta muy efectivo, especialmente en los organismos mas simples,
ya que sirve como ltro a conjuntos de estmulos que no son relevantes evitando la in-
necesaria especializacion de algun organo. No obstante, la habituacion como mecanismo
de aprendizaje esta presente en todos los tipos de organismos, independientemente de su
complejidad. Sin embargo, los mecanismos que subyacen en el proceso de habituacion
se vuelven mas elaborados cuando los organismos devienen mas complejos.
Aprendizaje asociativo Frecuentemente en los entornos en los que los animales se mueven,
un evento permite precedir, con cierta conanza, la ocurrencia (o no ocurrencia) de otro.
La aparicion de ciertos rasgos en el paisaje puede indicar el cambio de estacion, el cambio
de comportamiento de algunos individuos de especie puede anunciar la temporada de
celo, o la ingestion de alguna planta (o animal) puede causar alguna enfermedad (o
producir consecuencias benecas). Un animal que conoce esas relaciones puede sacar
provecho anticipandose a esos eventos y as comportarse apropiadamente. Pero, >como
se adquiere ese conocimiento?
A pesar de que el concepto de asociacion {la conexion entre un estmulo y una respuesta
que no ha existido antes en la conducta de un organismo{ tiene una larga historia que
puede ser trazada facilmente, y a pesar de que en la decada de 1880 ya se aplicaba este
concepto en los estudios experimentales sobre al aprendizaje humano, los estudios psi-
cologicos modernos del aprendizaje animal asociativo no comenzaron hasta el nal del
siglo XIX. En ese momento un grupo de psicologos rusos comenzo a dar las primeras expli-
caciones sobre como las conductas adquiridas, y, probablemente, tambien las heredadas,
pueden ser modicadas y adaptadas mediante su asociacion a un nuevo estmulo durante
el proceso de entrenamiento (aprendizaje).
Condicionamiento Los estudios de I. Pavlov sobre la digestion, usando perros, le
convirtieron en el investigador ruso mas inuyente en el nal del siglo pasado y sus
experimentos dieron lugar a la formulacion de la teora del reejo condicionado, o
condicionamiento clasico.
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Esencialmente, la nocion de condicionamiento clasico denota el proceso mediante
el cual un animal adquiere la capacidad de responder a un estmulo determinado
con la misma accion reeja con que respondera a otro estmulo condicionante (re-
fuerzo o recompensa) cuando ambos estmulos se presentan concurrentemente (o
sobrepuestos en una secuencia) un cierto numero de veces.
Aprendizaje mediante prueba y error Este tipo de aprendizaje se identico al ob-
servar la conducta de ciertos animales que obtienen recompensas (i.e. comida)
despues de realizar con exito ciertas tareas como p.e. gatos intentando escapar de
una caja tras presionar alguna palanca, ratas lanzadas en medio de una ba~nera
que han de identicar alguna marca para nadar hacia sitios secos, etc. En esas
situaciones los animales permanecen siempre activos y su atencion se ja primero
aqu y luego alla probando todas las posibilidades imaginables hasta que de manera
mas o menos accidental resuelve con exito la tarea y obtiene la recompensa. Esto
a pesar de no existir una relacion entre las acciones realizadas y la superacion de la
prueba. El aprendizaje mediante prueba y error requiere entonces la existencia del
refuerzo (o recompensa) para animar la seleccion de la respuesta adecuada de entre
una variedad de conductas en una situacion determinada, hasta que nalmente se
establece una relacion entre el estmulo o situacion y una respuesta correcta para
obtener una recompensa.
En este caso el refuerzo esta precedido por el estmulo y la respuesta requerida, lo
que no ocurre forzosamente en el condicionamiento clasico. A este tipo de apren-
dizaje se le ha dado muchos otros nombres, tales como condicionamiento operante,
condicionamiento instrumental, etc.
Aprendizaje latente El aprendizaje latente es un tipo de aprendizaje asociativo que
tiene lugar en ausencia de recompensa. Un experimento clasico es el realizado con
ratas que son dejadas en libertad en un laberinto durante varios das sin ningun
tipo de recompensa. Cuando su aprendizaje es comparado con otro grupo que
no ha estado en el laberinto y comienza a ser recompensado inmediatamente, los
resultados del primer grupo son sorprendentes: aprenden mas rapidamente y con
menos errores que el segundo grupo. De aqu se desprende que el primer grupo
aprendio algo durante su estancia en el laberinto que permanece latente hasta que
es necesitado.
Imitacion La imitacion ha sido frecuentemente considerada como una evidencia de la exis-
tencia de conductas altamente reexivas, a pesar de que diversos fenomenos son includos
bajo la etiqueta de imitacion.
Uno de los tipos de imitacion mas comunes es el denominado facilitacion social (social
facilitation) que describe un patron de conducta ya existente en el repertorio de un
individuo, ya que este realiza cuando la misma conducta es realizada por otros miembros
de su especie. Por ejemplo, en los humanos, bostezar.
Pero la verdadera imitacion, que implica copiar una conducta, accion o expresion nueva
o que resulta imposible de aprender si no es copiada de otro individuo, se presenta
especialmente en los humanos y en algunos chimpances y monos. En particular, uno
puede imaginar como un ejemplo de este tipo de aprendizaje el que ocurre cuando un
individuo es entrenado para realizar un salto con pertiga. En otros animales, como
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los felinos y otros cazadores, el aprendizaje de como matar certeramente una presa es
realizado mediante la imitacion de los padres y reforzado mediante los juegos
2
.
Si bien, tal como se ha denido, la imitacion
3
signica una copia consciente de una
conducta, accion o expresion realizada por otro individuo, tambien esta asociada a un
intento de obtener un provecho de la experiencia de otro.
Impronta La impronta
4
es un ejemplo ilustrativo de la manera en que un rango especco de
estmulos es capaz de elicitar una respuesta pudiendo ser limitado y renado mediante
la experiencia.
A pesar de que la impronta no es diferente a otras formas de aprendizaje, tiene sin em-
bargo algunas propiedades que la hacen diferente. Es un proceso mediante el cual un
neonato
5
muy dependiente de los padres, para obtener comida y calor, tiene que man-
tener contacto visual con ellos y puede, de forma accidental, desarrollar una preferencia
por cualquier cosa (animal u objeto) diferente de su especie. Esta preferencia se muestra
siguiendo la conducta del objeto elegido. A pesar de ser un fenomeno que eminentemente
se presenta en las aves, tambien puede llegar a ocurrir en los mamferos, pero en estos
su incidencia es menor debido al mayor desarrollo de otros sentidos, especialmente el
olfato.
Una de las caractersticas mas relevantes de la impronta es que su duracion se restringe
al llamado perodo sensitivo, que es relativamente corto, quizas unas pocas horas
6
. En
situaciones experimentales se ha logrado modicar la duracion de este perodo, que
aparece tan pronto como se han desarrollado lo suciente las habilidades motoras para
seguir un objeto (los polluelos son atrados preferentemente por objetos moviles). Sin
embargo, en laboratorio, se han modicado estas preferencias mediante el refuerzo ade-
cuado.
Resumiendo, parece ser que la impronta consiste, a grandes trazos, en desarrollar una fa-
miliaridad hacia los objetos moviles. Las recompensas, tales como comida o contacto con
el objeto o modelo en movimiento, no son necesarias. La impronta es una herramienta
valiosa para la comprension de la genesis de los aspectos perceptuales de la conducta,
pues lo aprendido durante el perodo sensitivo puede revelarse en otros contextos
7
. Esto
parece indicar una relacion entre la impronta y el desarrollo de la percepcion. Una vez
creada la familiaridad, va la impronta, ante la ausencia de objetos el ave muestra una
conducta de busqueda.
Un aspecto que con frecuencia no se ha considerado sucientemente para diferenciar las habi-
lidades de aprendizaje entre individuos es que el efecto de refuerzo que causan la comida, el
agua, etc., no es una propiedad intrnseca del estmulo sino del propio animal. Esto es, cada
individuo de una especie asigna un valor a dichos estmulos en funcion de su utilidad para la
2
No se insistira aqu en la importancia que tienen los juegos en el desarrollo de algunos animales y lantima
relacion de estos con el aprendizaje.
3
Un caso aparte es el caso de la reproducion de canciones (notas) por las aves mediante la imitacion.
4
Se ha escogido el termino impronta para traducir el termino ingles imprinting que, a su vez es la traduccion
de la voz alemana Pragung. La primera referencia escrita sobre este fenomeno se debe a Plinio el Viejo.
5
Particularmente aquellas aves que recien nacidas abandonan el nido tras romper el huevo.
6
En algunas especies de patos y pollos este perodo es efectivo de 13 a 16 horas despues de romper el
cascaron.
7
Los investigadores estan interesados en el impacto de la impronta en el desarrollo de las actitudes sociales,
sexuales y paternales en la vida adulta del individuo.
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supervivencia. En particular, la capacidad de adaptacion de estos valores puede ser observada
en los animales en cautividad, que parecen moverse bajo el estmulo de la novedad que les
causa su entorno. La exploracion se ha mostrado como una de las conductas mas graticantes
para los individuos y que mas inuye en el aprendizaje. Esta conducta tiende a cesar cuando
no aparecen nuevos cambios (estmulos externos) en el entorno. Esto sugiere que la conducta
de exploracion, que un estmulo novedoso elicita, termina como resultado de ciertos cambios
internos interpretables como que el estmulo ha perdido su novedad.
1.1.3 Aprendizaje automatico
El aprendizaje se reere, como se ha visto, a un amplio espectro de situaciones en las cuales el
aprendiz incrementa su conocimiento o sus habilidades para cumplir una tarea. El aprendizaje
aplica inferencias a determinada informacion para construir una representacion apropiada de
algun aspecto relevante de la realidad o de algun proceso.
Una metafora habitual en el area del aprendizaje automatico { dentro de la Inteligencia Ar-
ticial { es considerar la resolucion de problemas
8
como un tipo de aprendizaje que consiste
{ una vez resuelto un tipo de problema { en ser capaz de reconocer la situacion problematica
y reaccionar usando la estrategia aprendida. Actualmente la mayor distincion que se puede
trazar entre un animal y un mecanismo de resolucion de problemas es que ciertos animales son
capaces de mejorar su actuacion, en un amplio conjunto de tareas, como resultado de haber
solucionado un cierto problema.
Se asume, en este enfoque, que un agente autonomo
9
debe tener la capacidad de realizar una
misma tarea de varias maneras, si es posible, y dependiendo de las circunstancias. Debe ser
capaz de tomar decisiones sobre cual es el curso mas apropiado que debe seguir la resolucion
de un problema y modicar estas decisiones cuando las condiciones as lo requieran. Por esto,
uno de los objetivos centrales de este area es construir sistemas (agentes) que sean capaces de
adaptarse { dinamicamente y sin un entrenamiento previo { a situaciones nuevas y aprender
como resultado de resolver el problema (o problemas) que estas situaciones presentan.
El aprendizaje automatico, tambien llamado aprendizaje articial [PLAZ92], es un area de
interes muy desarrollada en la IA. En otras areas anes como la biologa [DAWK89], la
psicologa y la losofa tambien se ha investigado la naturaleza de la habilidad de aprender
referida a sistemas biologicos y al hombre en particular.
Comprender el aprendizaje {por ejemplo, el proceso de aprendizaje humano { de manera
que permita reproducir aspectos de dicha conducta utilizando un ordenador es una meta
muy ambiciosa. Aun cuando algunos investigadores han explorado tambien esta posibilidad
utilizando como modelo otros animales, los resultados son todava pobres.
Como ya se ha visto, aprendizaje es un termino muy general que denota la forma, o formas,
en la cual un animal (o una maquina) aumenta su conocimiento y mejora sus capacidades de
actuacion (performance) en un entorno. De esta manera, el proceso de aprendizaje puede ser
visto como un generador de cambios en el sistema que aprende { que por otra parte ocurren
lentamente, adaptativamente { y que pueden ser revocados o ampliados. Estos cambios se
8
Esta metafora tan rica se debe a H.Simon [SIMO89]
9
Se utiliza el termino agente autonomo para indicar un individuo, un programa, un artefacto, un robot, etc
que este bajo observacion cuando realiza una tarea cognitiva identicable. En nuestro caso, aprender.
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reeren no solo a la mejora de las capacidades y habilidades para realizar tareas sino que
tambien implican modicaciones en la representacion de hechos conocidos.
En este contexto, se dice que un sistema que aprende de forma automatizada (o aprendiz)
es un artefacto (o un conjunto de algoritmos) que, para resolver problemas, toma decisiones
basadas en la experiencia acumulada { en los casos resueltos anteriormente { para mejorar su
actuacion. Estos sistemas deben ser capaces de trabajar con un rango muy amplio de tipos de
datos de entrada, que pueden incluir datos incompletos, inciertos, ruido, inconsistencias, etc.
Nuestra primera caracterizacion del proceso de aprendizaje automatico es:
Aprendizaje = Seleccion + Adaptacion
Visto as, el aprendizaje automatico es un proceso que tiene lugar en dos fases. Una en la que
el sistema elige (selecciona) las caractersticas mas relevantes de un objeto (o un evento), las
compara con otras conocidas { si existen { a traves de algun proceso de cotejamiento (Pattern
Matching
10
) y, cuando las diferencias son signicativas, adapta su modelo de aquel objeto
(o evento) segun el resultado del cotejamiento. La importancia del aprendizaje, como se ha
dicho, reside en que sus resultados habitualmente se traducen en mejoras en la calidad de
actuacion del sistema. Un sistema articial que aprende puede emplear tecnicas muy diversas
para aprovechar la capacidad de computo de un ordenador, sin importar su relacion con los
procesos cognitivos humanos. Estas tecnicas incluyen metodos matematicos muy sosticados
(ver el captulo 2, dedicado al aprendizaje inductivo), metodos de busqueda en grandes bases
de datos, etc., que requieren la creacion (o modicacion) de estructuras de representacion del
conocimiento adecuadas para agilizar la identicacion de los hechos relevantes.
Una de las motivaciones mas importantes en el dise~no y construccion de sistemas de apren-
dizaje automatico reside en el hecho de que en muchos dominios la experiencia es escasa,
y la codicacion del conocimiento que la describe es limitada, fragmentaria y, por lo tanto,
incompleta o casi inexistente. Ademas, dotar a un agente de todo el conocimiento necesario
es una tarea muy compleja, costosa, que toma mucho tiempo y en la cual la eliminacion de
los posibles errores introducidos es difcil y requiere una atencion especializada. En el caso
de los humanos son necesarios 5 o 6 a~nos para aprender las habilidades motoras basicas y los
rudimentos del lenguaje, y entre 12 a 20 a~nos para manipular conceptos complejos, aprender
un ocio, las convenciones culturales e historicas, etc. Ademas, el aprendizaje en los humanos
es personalizado.
Una lnea de investigacion importante es aquella que explora la calidad de lo aprendido en
funcion de aquello que el aprendiz sabe: como lo que es sabido por el agente puede conducir,
va inferencia [CUMM91], circumscripcion [NU
~
NE91a], etc., a la obtencion de nuevo cono-
cimiento. Otra de las motivaciones es el intento de aprovechar la capacidad de calculo de los
ordenadores como una ayuda a la toma de decisiones (decision-making). Si ademas el sistema
es capaz de aprender a partir de los casos tratados, como hace un humano, entonces el valor
de la herramienta aumenta considerablemente.
10
Pattern Matching tambien puede ser traducido como cotejamiento de esquemas.
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1.2 Rese~na historica
Una breve rese~na historica del desarrollo de las investigaciones sobre el aprendizaje automatico
en IA es la siguiente:
1. Entusiasmo inicial (1955-1965)
 Aprendizaje sin conocimiento de respaldo
 Neural Modelling
 Aprendizaje evolutivo
Entre los hitos mas signicativos de este perodo se hallan los perceptrones [MINS67],
[MINS69a], las nociones de autoorganizacion, autoestabilizacion y el cotejamiento de
patrones como herramientas basicas en los procesos de aprendizaje. Los sistemas desar-
rollados en esta epoca se caracterizan por la carencia, casi absoluta, de conocimiento de
respaldo o conocimiento inicial. El sistema ANALOGY [EVAN68], que sera estudiado
en el captulo 3, debe ser considerado como una transicion.
2. Etapa obscura (1965-1976)
 Adquisicion simbolica de conceptos [WINS70]
 Adquisicion del lenguaje
En la segunda epoca los problemas se trasladaron esencialmente a la obtencion de esque-
mas de representacion con el n de asegurar la correcta adquisicion de nuevos conocimien-
tos (i.e. saber cuales son los tems de conocimiento tras un proceso de aprendizaje).
Asociado a esta tendencia se dise~naron estructuras, llamadas jerarquas, para organizar
los conceptos (ver la seccion 2.5). Este tipo de aprendizaje consiste en la inferencia y
asimilacion de nuevo material compuesto de conceptos, leyes generales, procedimientos,
etc. Estos sistemas descansan sobre la existencia de un \profesor" humano que supervisa
el aprendizaje.
3. Renacimiento (1976-1986)
 Exploracion de diferentes estrategias
 Knowledge-intensive Learning
 Aplicaciones exitosas
En esta epoca se explora como combinar tecnicas simbolicas de aprendizaje para mejorar
la \calidad" de lo aprendido. Se explora con el uso de grandes cantidades de conocimiento
de respaldo. Aparecen las primeras aplicaciones \reales".
4. Desarrollo (1986-Actualidad)
 Aprendizaje conexionista [RUME86c]
 Sistemas multiestrategia
 Comparaciones experimentales
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 Expectativas de aplicaciones practicas relevantes
 Nouvelle AI
Una posible enumeracion de las areas de investigacion mas activas actualmente en este campo
es la siguiente:
 Modelos neurales y modelos cognitivos [ARBI91]
 Modelos computacionales teoricos [VALI84]
 Algoritmos de aprendizaje evolutivos [KOZA92]
 Sistemas autonomos
Un agente tiene la capacidad de aprender cuando de forma autonoma es capaz de realizar
nuevas tareas, adaptarse a los cambios de su entorno, o mejorar su actuacion en tareas ya
conocidas. La pregunta entonces no es saber si el aprendizaje automatico (o articial) es
posible o no, sino cuales son los metodos que efectivamente pueden conducir al aprendizaje
(i.e. >cuales son los procesos? >sobre que partes de las estructuras de conocimiento operan?
etc.).
1.2.1 Paradigmas del aprendizaje automatico
Segun el tipo de seleccion y adaptacion (transformacion) que un sistema realiza sobre la
informacion disponible es posible identicar varios paradigmas del aprendizaje automatico.
Esta clasicacion ha evolucionado rapidamente en la ultima decada.
 Aprendizaje deductivo
Este tipo de aprendizaje se realiza mediante un secuencia de inferencias deductivas
usando hechos o reglas conocidos. A partir de los hechos conocidos nuevos hechos o
nuevas relaciones son logicamente derivadas. En este tipo de sistemas la monotonicidad
de la teora denida por la base de conocimientos es importante.
 Aprendizaje analtico Los metodos usados en este tipo de aprendizaje intentan formu-
lar generalizaciones despues de analizar algunas instancias en terminos del conocimiento
del sistema. En contraste con las tecnicas empricas de aprendizaje { que normalmente
son metodos basados en las similitudes { el aprendizaje analtico requiere que se propor-
cione al sistema un amplio conocimiento del dominio. Este conocimiento es usado para
guiar las cadenas deductivas que se utilizan para resolver nuevos problemas. Por tanto,
estos metodos se centran en mejorar la eciencia del sistema, y no en obtener nuevas
descripciones de conceptos, como hace el aprendizaje inductivo (p.e. [MITC86]).
 Aprendizaje analogico Este tipo de aprendizaje, comentado en el captulo 3, intenta
emular algunas de las capacidades humanas mas sorprendentes: poder entender una
situacion por su parecido con situaciones anteriores conocidas, poder crear y entender
metaforas o resolver un problema notando su posible semejanza con otros vistos anterior-
mente adaptando (transformando) de forma conveniente la solucion que se encontro para
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esos problemas (p.e. [CUMM91], [WINS82], [CREI88], [EVAN68]). Este tipo de
sistemas requiere una gran cantidad de conocimiento. Algunos autores consideran que
el aprendizaje analogico es una especializacion del aprendizaje por explicacion que sera
discutido en 3.
 Aprendizaje inductivo
Es el paradigma mas estudiado dentro del aprendizaje automatico. Normalmente, estos
sistemas carecen de una teora del dominio, es decir, no conocen a priori los objetos
con los que tratan o su cantidad. Trata problemas como inducir la descripcion de un
concepto a partir de una serie de ejemplos y contraejemplos del mismo (i.e. [DIET81],
[MORE92]), o determinar una descripcion jerarquica o clasicacion de un grupo de
objetos (p.e. [B

EJA92]).
 Aprendizaje mediante descubrimiento El tipo de Descubrimiento es una forma
restringida de aprendizaje en la cual un agente adquiere conocimientos sin la ayuda de
un profesor. Este proceso ocurre cuando no existe ninguna \fuente" disponible que posea
el conocimiento que el agente busca [LENA84]. Un tipo particular de Descubrimiento
se lleva a cabo cuando un agente intenta agrupar objetos que supone del mismo conjunto.
 Algoritmos geneticos
Los algoritmos geneticos estan inspirados en las mutaciones y otros cambios que ocurren
en los organismos durante la reproduccion biologica de una generacion a la siguiente y en
el proceso de seleccion natural de Darwin. El problema principal que trata de resolver
es el descubrimiento de reglas y la dicultad mayor con que se encuentra es la asignacion
de credito a las mismas. Este ultimo punto consiste en valorar positiva o negativamente
las reglas segun lo utiles que sean al sistema. Esta valoracion sera la que determine
que regla aplicar para resolver un problema determinado (p.e. [HOLL92], [DAVI87]).
Este tipo de aprendizaje se trata en el captulo 7.
 Conexionismo Otra manera de concebir un sistema de aprendizaje automatico es el
denominado enfoque conexionista. En esta aproximacion el sistema es una red de nodos
interconectados, que tiene asociada una regla de propagacion de valores, y cuyos arcos
estan etiquetados con pesos. Ante un conjunto de ejemplos el sistema reacciona modif-
icando los pesos de los arcos. Se dice que el sistema aprende si adapta los pesos de las
conexiones de tal manera que le lleven a dar la salida correcta ante todas (o la mayora)
de las entradas que se le ofrezcan [ARBI91]. Ver el captulo 5.
Otra posible clasicacion de los metodos de aprendizaje explorados en IA, considerando el
tipo de estrategia y las ayudas que recibe un sistema de aprendizaje, es:
 supervisados
La suposicion fundamental de este tipo de metodo es que los ejemplos proporcionados
como entrada son necesarios para cumplir las metas del aprendizaje. Es como aprender
con un profesor. En este tipo de metodo se dan ejemplos y se especica de que concepto
lo son.
 no supervisados
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Son dise~nados para desarrollar nuevos conocimientos mediante el descubrimiento de re-
gularidades en los datos (data-driven). Estos metodos no estan dirigidos por las metas
(goal-driven).
 mediante refuerzos
Este metodo de aprendizaje esta a medio camino entre los dos anteriores. Al sistema se
le proponen problemas que debe solucionar. El aprendizaje se realiza unicamente con
una se~nal de refuerzo proporcionada por un profesor o por el entorno como indicador de
si se ha resuelto correctamente el problema.
La gura 1.1 muestra una clasicacion de los diferentes metodos de aprendizaje que puede
ser considerada como apta para explicar al mismo tiempo el desarrollo historico de la investi-
gacion en aprendizaje automatico y para comprender las interrelaciones que existen entre los
diferentes enfoques que han predominado en este area.
1.2.2 Medidas de actuacion
En los siguiente captulos se discutiran diferentes sistemas como ejemplos de los diferentes
paradigmas de aprendizaje, dise~nados en diversas etapas de la IA y, por consiguiente, con
diferentes concepciones arquitectonicas. Entonces, cabe preguntarse como se puede evaluar
la actuacion de un sistema para compararlo con otros. En este sentido hay pocos trabajos
realizados aunque existen algunos intentos de sistematizar conjuntos de pruebas (benchmarks)
que permitan desarrollar comparaciones [THRU91]. Las caracteristcas que se indican a
continuacion no son las unicas que pueden medirse pero dan una idea de la tendencia que se
sigue en la comunidad:
Generalidad Una de las medidas de actuacion de un sistema que aprende es la generalidad
o alcance del metodo. Esta da idea de cuan facil es adaptar el metodo a diferentes
aplicaciones en dominios diversos. El ideal de generalidad es un sistema que pueda
autoajustarse segun los requerimientos de la tarea o del entorno. En el otro extremo se
encuentran aquellos sistemas que solo se aplican a un unico dominio. El termino medio
es que los sistemas de aprendizaje trabajen aceptablemente bien en algunos dominios.
Eciencia La eciencia de un metodo puede ser medida como el coste temporal requerido
para construir las estructuras de representacion que permitan describir el objetivo (target
concept) a partir de unas estructuras de representacion iniciales.
Robustez Es la medida de la habilidad del sistema para trabajar con conjuntos de ejemplos
de entrenamiento que pueden contener ruido e informacion parcialmente equivocada. Un
sistema robusto tambien debe ser capaz de construir hipotesis que puedan ser modicadas
ante la llegada de nuevas evidencias
11
.
Ecacia Es una medida de la capacidad global del sistema y funcion de las medidas anteriores.
La idea es generar un cierto orden entre los sistemas que permita asertar que el sistema
X es mas ecaz que otro Y .
11
Esta caracterstica implica una cierta no monotona en las operaciones de inferencia.
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Figura 1.1: Clasicacion de los metodos de aprendizaje
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Otras medidas pueden estar relacionadas con la facilidad de implementacion, pero requieren
un conjunto de metricas asociadas propiamente a la correccion y complejidad del sistema y
los tipos abstractos de datos que se emplean y que, en cierta medida, hay que relacionar con
las caractersticas propias de las estructuras de representacion.
Otros autores preeren medidas operacionales
12
como la validez y la abstraccion que dependen
de la tarea que se tiene que realizar y el conocimiento de respaldo inicial. Tambien se ha
estudiado la utilidad en terminos de la ganancia de conocimientos y la eciencia del proceso.
La ganancia de conocimiento, medida como la diferencia del conocimiento actual y el inicial, es
relativamente facil de medir en algunos tipos de aprendizaje como por ejemplo en el inductivo
donde el conocimiento inicial es nulo, o casi nulo. Lo mismo ocurre en el caso del aprendizaje
analogico donde la restriccion y limitacion del dominio permiten conocer el estado inicial y
nal.
La eciencia del proceso de aprendizaje no siempre resulta facil de medir. Existen algunos
intentos aislados como los apuntados para PRODIGY [MINT89] donde se evaluan la aplicabil-
idad de las reglas aprendidas, la frecuencia de su aplicacion y la ganancia - en terminos de
eciencia - de su aplicacion. En el caso de metodos de aprendizaje SBL tambien existe algun
intento de comparacion, ver por ejemplo [MORE92]. Para el conceptual clustering existen al-
gunas medidas sobre la actuacion de los algoritmos [GENA89] y comparaciones entre diversos
algoritmos [B

EJA93], [ROUR94].
1.3 Estrategias elementales de aprendizaje
Si hacemos referencia a la gura 1.1 las estrategias de aprendizaje mas elementales son:
 Aprendizaje memorstico (Rote learning)
 Aprendizaje por instruccion (Direct instruction)
- Aprendizaje por imitacion (Learning by imitation)
- Aprendizaje ostensivo (Learning by being told)
Este tipo de metodos depende en gran medida de la calidad de las descripciones suministra-
das
13
. Como consecuencia, requieren tambien buenos metodos para la comparacion, total o
parcial, entre descripciones.
En el Aprendizaje memorstico es posible resaltar dos caractersticas importantes: a) la buena
organizacion al almacenar la informacion, y b) un acceso rapido a esta. La generalizacion en
este tipo de metodos es mas bien pobre o inexistente. Habitualmente se emplea como metodo
de inferencia la copia directa de los tems de la base de conocimiento y se les usa as, repitiendo
lo sabido. Un ejemplo tpico (en los humanos) de estos metodos es el aprendizaje de las tablas
de multiplicar.
Una estrategia de aprendizaje ligeramente mas compleja es aquella que se sigue cuando se
aprende por instruccion. Aqu la cantidad de inferencia necesaria es mayor, ya que se necesita
12
Tambien pueden ser consideradas como medidas cualitativas.
13
Por un profesor que se considera justo (fair) y no enga~na al aprendiz.
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transformar el conocimiento a una forma operacional (quiza un algoritmo) antes de integrarlo
en la base de conocimientos. Los humanos empleamos esta estrategia cuando un profesor
presenta un conjunto de hechos de una manera estructurada e indica la nalidad de cada uno
de ellos en un proceso sencillo. La mas comun, tambien llamada Aprendizaje ostensivo, es
aquella en la que el profesor se~nala, con el dedo ndice, un objeto y pronuncia una palabra
que lo nombra
14
. Es trabajo del aprendiz el asociar el nombre con el objeto (y no con el
dedo). El aprendizaje basado en ejemplos puede convertirse en una tarea compleja y merece
un tratamiento especial, ver 2.2.1.
1.4 Organizacion del texto
Este texto ha sido desarrollado en su mayor parte por miembros del grupo de Sistemas basados
en el conocimiento y Aprendizaje de la seccion de Inteligencia Articial del Departament de
Llenguatges i Sistemes Informatics de la Universitat Politecnica de Catalunya. Tambien han
colaborado en la elaboracion del mismo R.Gavalda, de la seccion de Informatica Teorica del
mismo departamento, B.Lopez (de la Universitat Rovira i Virgili) y E.Armengol, investigadora
del Institut d' Investigacio en Intel.ligencia Articial de Blanes, Girona. Su objetivo es servir
de texto de la asignatura Aprendizaje de la Ingeniera en Informatica, y como texto de consulta
en varias asignaturas del programa de doctorado en Inteligencia Articial del Departament de
Llenguatges i Sistemes Informatics.
La organizacion del texto es la siguiente. En este primer captulo se ha hecho un recorrido
historico del area y se han introducido los paradigmas dominantes en ella. A continuacion se
han comentado las estrategias elementales de aprendizaje.
El captulo 2 esta dedicado al aprendizaje inductivo. Empieza con una clasicacion de los
diferentes tipos de aprendizaje inductivo, y desarrolla en detalle varias de las subareas de este
campo. Concretamente, se describen y comparan los principales metodos de adquisicion de
conceptos (inducir la descripcion de un concepto a partir de ejemplos y contraejemplos del
mismo). Despues se desarrolla la teora de los arboles de decision, estructuras que sirven para
representar los procesos de decision involucrados en una clasicacion. Con estas estructuras
aparece el problema de la relevancia de los atributos: saber que caractersticas son o no im-
portantes en la descripcion de un concepto. A este problema tambien se le dedica una seccion.
Para acabar el captulo, se comentan los principales metodos en el area de la formacion de
conceptos. Este captulo esta basado parcialmente en las tesinas de A.Moreno y Ll. Belanche,
y en el trabajo de investigacion sobre metodos de aprendizaje no supervisado llevado a cabo
por J.Bejar.
En el captulo 3 se presentan los conceptos de razonamiento y aprendizaje por analoga, a partir
del trabajo exploratorio en el area llevado a cabo por J.M.Gimeno. Se describen diferentes
estrategias de analoga, como la transformacional y la derivacional, ilustrandolas con ejemplos
concretos de sistemas que utilizan estas tecnicas. Tambien se comenta un modelo que unica
las diferentes formas de analoga.
En el captulo 4 se desarrolla el aprendizaje deductivo, haciendo especial enfasis en EBL
(Explanation Based Learning, aprendizaje basado en explicaciones). E. Armengol describe
las caractersticas de este tipo de metodos, analiza sus problemas asociados y estudia diversos
14
Esta accion es tpica de una leccion cuando se aprende una lengua.
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sistemas desarrollados bajo este paradigma (STRIPS, EBG, SOAR, PRODIGY). El captulo
acaba con una comparacion con otros tipos de aprendizaje automatico.
En el captulo 5 Ll. Belanche comenta la vision conexionista del aprendizaje. Se describe
el modelo biologico en el que se inspira este paradigma, y se da una perspectiva historica
del campo. Tras dar las nociones basicas necesarias para la comprension del captulo se
explican modelos neuronales concretos como el perceptron, las redes de Hopeld o las memorias
asociativas bidireccionales, describiendo con profundidad los algoritmos necesarios en estos
modelos, como el algoritmo de backpropagation o el de counterpropagation.
M.Martn describe en el captulo 6 el aprendizaje por refuerzo. Este tipo de aprendizaje se
basa en un maestro que vaya dando respuestas (refuerzos) positivas o negativas a un sistema
segun el comportamiento que presente delante de un problema. Utilizando estos refuerzos, el
sistema debe acabar aprendiendo el comportamiento adecuado para cada situacion. Se da una
vision global de este tipo de aprendizaje, y se describen con detalle las dos famlias principales
de metodos: con refuerzo inmediato o con refuerzo retardado. Se explican los principales
algoritmos en este campo, como son el algoritmo lineal de premio-castigo, las diferencias
temporales o el q-learning.
En el captulo 7 se desarrolla la teora de los algoritmos geneticos por parte de J.M.Gimeno. Se
describe lo que es un algoritmo genetico y se razona el porque de su funcionamiento correcto
delante de determinados tipos de problemas. Tambien se comenta un sistema concreto que uti-
liza algoritmos geneticos (GABIL). Se acaba el captulo analizando los sistemas clasicadores
y el tema de la programacion genetica.
En el captulo 8, B. Lopez explica sistemas que utilizan razonamiento basado en casos. En
este tipo de aprendizaje los sistemas mantienen una base de conocimientos donde almacenan
casos que han resuelto previamente, y utilizan esta informacion para resolver los problemas
que se les planteen posteriormente.
Para acabar, en el captulo 9 R.Gavalda describe como se ha enfocado el tema del aprendizaje
automatico desde su vertiente teorica. Se dan las deniciones basicas para poder entender el
captulo y se describen los tres principales paradigmas en la teora del aprendizaje algortmico:
el aprendizaje mediante preguntas, el aprendizaje PAC y el aprendizaje con errores acotados.
Todos estos modelos se ilustran con algoritmos concretos de aprendizaje.
1.5 Resumen
El aprendizaje es un proceso cognitivo mediante el cual un agente adquiere conocimiento, o
aumenta la calidad y/o cantidad de su conocimiento, o mejora sus habilidades para realizar
una tarea. En algunos casos dicho conocimiento es posedo por otros agentes que pueden servir
como profesores.
Adquirir un concepto o una conducta motora o intelectual esta considerado como un caso
estandar de los procesos de aprendizaje, pero ni los conceptos ni las conductas aprendidas han
de ser justicadas por el agente para contar como aprendidas. En otras palabras, el agente
(o el proceso) no tiene que elaborar una explicacion del proceso ni presentar (o justicar) las
suposiciones (si hizo alguna) utilizadas en el proceso. Aun mas, tampoco debe (en muchos
casos) preocuparse por la veracidad (o utilidad) de lo aprendido.
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El aprendizaje puede ser entendido como una tarea orientada a la creacion y mantenimiento
de un modelo interno del mundo. En general, esta tarea tiene dimensiones gigantescas pero,
afortunadamente, existen variantes muy simples que pueden ser estudiadas facilmente. Entre
estas se pueden mencionar aquellas que ven al aprendizaje como un tipo especial de meca-
nismo de resolucion de problemas en el que las tareas de busqueda
15
(en un espacio) y de
representacion del conocimiento son muy relevantes.
En este proceso es posible identicar los siguientes componentes:
?
+
I
1
Y
j


7
/
y
z
i
q
~
BC
ENTORNO
ACTUADOR
BC DEL APRENDIZ
CONOCIMIENTO
DE RESPALDO
MEMORIA DE
TRABAJO
CONOCIMIENTO
ADQUIRIDO
EVALUADOR
APRENDIZ
Figura 1.2: Proceso general de aprendizaje
 El aprendiz (o agente), que realiza la tarea de aprender.
 La base de conocimientos, que contiene el material (conocimiento) necesario para
realizar una tarea determinada.
16
.
 El elemento de actuacion, aquello que actua sobre el dominio a partir del contenido
de la base de conocimientos del aprendizaje y del conocimiento de respaldo.
 El mecanismo de evaluacion, que permite conocer el nivel de actuacion del agente.
 El contexto (o entorno), de donde se obtienen las secuencias de entrenamiento.
 El conocimiento de respaldo contiene la representacion de lo que se sabe sobre los
objetos, sus relaciones, las acciones, sobre los eventos y sobretodo otros agentes. Tambien
puede incluir conocimiento, como heursticas de resolucion de problemas.
El agente (ver gura 1.2) debe disponer de al menos un algoritmo (o estrategia) de aprendizaje
y de alguna capacidad de computo. Ademas, si le es posible aumentar su conocimiento su
conducta y sus capacidades se veran ampliadas.
15
Este es caso de los metodos de aprendizaje explicados en la seccion 2.2
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Algunos autores preeren decir: la informacion necesaria. Aun cuando no siempre este disponible.
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La representacion del conocimiento por motivos de simplicidad esta relegada a un segundo
plano: se asume que el conocimento esta representado o que es obtenible del entorno. Pero
{ como se ha dicho { de la calidad del conocimiento disponible depende la calidad de lo
aprendido. En este sentido, dos aspectos a los que se enfoca cierta parte del esfuerzo de los
sistemas de aprendizaje automatico son:
1. Conocer el tipo de errores que pueden ocurrir en la estructura de representacion.
2. Como detectar, localizar y corregir dichos errores.
Aparte de las clasicaciones que se han dado (ver la gura 1.1), uno puede intentar clasicar
los metodos de aprendizaje segun la cantidad de conocimiento que poseen. Entre los llamados
weak{methods estan los algoritmos geneticos o las redes neuronales (ver el captulo 5). Estos
metodos se caracterizan por ser extremadamente mecanicos. En el lado de los llamados rich{
knowledge methods, se encuentran aquellos que se describen en el captulo 2, basados en
heursticas de busqueda y grandes cantidades de conocimiento de respaldo.
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Captulo 2 Aprendizaje inductivo
2.1 Denicion
El proceso de aprendizaje inductivo consiste en la adquisicion de nuevo conocimiento despues
de realizar inferencia inductiva (induccion) sobre los datos proporcionados por el entorno o
por un maestro. Este proceso se puede caracterizar ([NILS80], [MITC82], [MICH84a])
como una busqueda heurstica en un espacio de estados (ver gura 2.1), donde:
 Los estados son descripciones simbolicas de mayor o menor generalidad. El estado inicial
son los datos de entrada.
 Los operadores son reglas de inferencia, fundamentalmente reglas de generalizacion
(pasan de una descripcion simbolica a otra mas general) y reglas de especializacion
(transforman una descripcion en otra mas particular).
 El estado nal es una asercion con las siguientes propiedades:
- Implica los datos de entrada. Esta condicion garantiza que el resultado que se
obtiene procede de un proceso inductivo, y no de realizar deduccion sobre los datos
disponibles.
- Satisface el conocimiento de respaldo del problema. Por conocimiento de
respaldo (background knowledge) se entiende el conocimiento que tiene el programa
sobre el problema que esta tratando de solucionar. Esta condicion pide que la
induccion obtenida no viole ninguna de las reglas que hayan de cumplir los objetos
dentro del dominio que se este tratando. Por ejemplo, si se esta trabajando en el
dominio del mundo de los bloques, uno de los hechos que podra tener el programa
en su conocimiento de respaldo es que no es posible que haya ningun objeto encima
de un crculo.
- Maximiza el criterio de preferencia que se aplique para valorar la calidad de
las descripciones encontradas. Este criterio puede ser encontrar la descripcion mas
especca posible, o la mas simple, o la que contenga menos descriptores, etc.
Las reglas de generalizacion que se usan son de dos tipos ([MICH84a]):
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Figura 2.1: Induccion como busqueda
 Reglas de seleccion Son aquellas reglas en las que todos los descriptores que apare-
cen en la expresion generalizada ya estaban presentes en las descripciones iniciales del
concepto. Las mas habituales son:
- Supresion de conjuntandos
Consiste en eliminar un elemento dentro de una conjuncion, obteniendo de esta
forma una expresion mas general (a es mas general que a ^ b). P.e., es una genera-
lizacion pasar de \Hay un objeto pesado de color verde encima de la mesa" a \Hay
un objeto verde encima de la mesa".
- Adicion de disyuntandos
Consiste en a~nadir un elemento dentro de una disyuncion (a _ b es mas general
que a). P.e., se podra pasar de \Hay un objeto verde encima de la mesa" a \Hay
un objeto verde o azul encima de la mesa".
- Cerrar intervalos
Si se tienen dos descripciones de la misma clase que dieren en el valor de un solo
descriptor lineal, se pueden reemplazar por una unica descripcion en la cual la
referencia del descriptor sea el intervalo entre estos dos valores. Por ejemplo, si en
una descripcion se tiene \Hay un objeto de peso 2" y en otra \Hay un objeto de
peso 7", se pueden generalizar a \Hay un objeto con un peso entre 2 y 7".
- Cambio de constantes por variables
Consiste en substituir alguna de las constantes que aparezcan en la descripcion
de un concepto por una variable cuanticada universalmente, obteniendo as una
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Arbol de generalizacion del atributo forma
expresion mas general. Aplicando esta regla se podra pasar de \Este libro de
Ludlum es muy bueno" a \Todos los libros de Ludlum son muy buenos".
- Subir el arbol de generalizacion
Un atributo de tipo estructurado es aquel cuyo dominio se puede representar de
forma jerarquica (con el llamado arbol de generalizacion). Si hay varias descrip-
ciones en las que un atributo de tipo estructural tiene diferentes valores, se pueden
generalizar a una descripcion en la que ese atributo tenga como valor el nodo mas
bajo del arbol de generalizacion que sea antecesor de esos valores. Por ejemplo,
\Hay un objeto cuadrado" y \Hay un objeto rectangular" se pueden generalizar a
\Hay un polgono", si se tiene un arbol de generalizacion como el que aparece en
la gura 2.2.
 Reglas constructivasEstas reglas generan aserciones inductivas que contienen descrip-
tores que no existan en las descripciones originales. Las mas habituales son:
- Contar el numero de objetos que satisfacen una cierta condicion. P.e., en el
mundo de los bloques se podra incluir un nuevo descriptor unario (Numero-de-
objetos-azules x) que contara el numero de bloques de color azul dentro de la
escena tratada.
- Generar propiedades en una cadena de elementos (objetos al principio, al
nal, en una posicion determinada de la cadena). Por ejemplo, en el mundo de los
bloques se pueden generar descripciones en las que aparezca el predicado (CIMA
x) { que indica que x no tiene ningun objeto por encima { a partir de descripciones
en las que solo aparezca la relacion SOBRE, relacion binaria que indica que un
objeto esta sobre otro.
- Detectar dependencias entre descriptores. P.e., si hay dos atributos A1 y A2 de
tipo entero y son dependientes el uno del otro, se podran crear nuevos atributos
con valores como A1 + A2, A1 - A2, A1 * A2 o A1 / A2. Esta tecnica la utilizaba
p.e. el sistema Bacon ([LANG84]).
Una descripcion mas amplia de diferentes reglas de generalizacion inductiva, tanto selectivas
como constructivas, se puede encontrar en [MICH93].
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Se puede describir un proceso de aprendizaje inductivo como un metodo de busqueda (que
incluye operadores y estado inicial), una estrategia de control (que incluye una heurstica para
recortar el espacio de busqueda) y una funcion de maximizacion.
2.1.1 Tipos de aprendizaje inductivo
Se pueden distinguir [MICH84a] dos grandes tipos de aprendizaje inductivo:
 Adquisicion de conceptos Tambien se conoce como aprendizaje a partir de ejem-
plos. Se caracteriza porque hay un profesor que proporciona al programa la descripcion
de algunos objetos, ya clasicados en una o mas clases (conceptos). La hipotesis que se
induce puede ser vista como una regla de reconocimiento del concepto. Esto signica
que si un objeto satisface las condiciones de la regla entonces representa al concepto
dado.
Algunos problemas tratados en este tipo de aprendizaje son:
- Aprender la descripcion caracterstica de una clase de objetos, que especica
las propiedades comunes a todos los objetos conocidos de la clase (p.e. [WINS70],
[HAYE78]).
- Aprender la descripcion discriminante de una clase de objetos, que la distingue
de un numero limitado de clases diferentes (p.e. [MICH80b]).
- Inferir reglas de extrapolacion a partir de secuencias, capaces de predecir el
siguiente elemento de una secuencia dada (p.e. [DIET79]).
 Aprendizaje a partir de la observacion Tambien es conocido como generalizacion
descriptiva. Su objetivo es determinar una descripcion general que caracterize un
conjunto de observaciones.
Algunos ejemplos de este tipo de aprendizaje son:
- Formular una teora que caracterice un conjunto de elementos (p.e. [LENA84]).
- Descubrir regularidades en datos (p.e. [LANG84]).
- Determinar una descripcion taxonomica (clasicacion) de una coleccion de
objetos (p.e. [MART91], [B

EJA92]). Este proceso tambien es conocido como
conceptual clustering.
En el resto de este captulo se describen en detalle tecnicas utilizadas en algunos de estos
campos. Dentro del campo de la adquisicion de conceptos, se explican varios de los algoritmos
clasicos empleados para obtener la descripcion caracterstica de un concepto a partir de instan-
cias positivas (y a veces tambien negativas) del mismo. Estos algoritmos son los de Mitchell
(espacio de versiones), Winston, Hayes-Roth, Vere y Michalski. A continuacion se comentan
los arboles de decision, estructuras jerarquicas que permiten clasicar objetos a partir de los
valores de sus atributos y de su clase correspondiente de la forma mas eciente posible, uti-
lizando tecnicas de Teora de la Informacion. Finalmente, se describen las tecnicas basicas de
conceptual clustering, o clasicacion de objetos descritos a traves de pares (atributo, valor).
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Figura 2.3: Ejemplo usado para la comparacion de metodos
2.2 Metodos de adquisicion de conceptos
En las siguientes secciones se describen algunos de los metodos clasicos de adquisicion de
conceptos. Todos ellos intentan inducir la descripcion de una clase de objetos despues de
estudiar una serie de instancias positivas (y en algunos casos tambien negativas) de la clase.
2.2.1 Metodo Winston
El metodo que se va a comentar a continuacion fue desarrollado por Winston en la decada
de los 70 ([WINS70], [WINS75]), y es reconocido como la base para toda una rama del
aprendizaje automatico conocida como SBL (Similarity Based Learning, aprendizaje basado
en similitudes), y un clasico entre los metodos de aprendizaje. Este tipo de aprendizaje tiene
por objetivo que la maquina aprenda la descripcion de un concepto determinado despues de
haber visto una serie de ejemplos (y quizas tambien contraejemplos) del concepto objetivo.
Se trata, por tanto, de un aprendizaje supervisado, guiado por un maestro que va mostrando
a la maquina estos ejemplos y contraejemplos en el orden y forma mas convenientes.
Una de las aportaciones fundamentales de este trabajo es la introduccion de la nocion de los
cuasiejemplos (near-misses), que son una restriccion sobre el tipo de ejemplos (o instancias)
negativas que pueden ser suministradas al sistema. As, dada una secuencia de entrenamiento
compuesta de ejemplos positivos y negativos, estos ultimos solo pueden tener una diferencia
signicativa
1
con el concepto a aprender. Si este es el caso los ejemplos negativos son llamados
cuasiejemplos.
Los ejemplos negativos sirven, en general, para limitar la extension del concepto que se esta
aprendiendo. Si ademas se tiene la certeza de que la diferencia entre los ejemplos positivos y
1
En su ultimo trabajo Winston [WINS92] denomina este tipo de aprendizaje Learning by analyzing dif-
ferences.
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Figura 2.4: Descripcion a la Winston del primer ejemplo
los cuasiejemplos es unica, entonces el proceso de aprendizaje esta dirigido, de alguna manera,
a la busqueda de esta diferencia.
El programa de Winston trabajaba en el dominio de objetos triedricos como los bloques, es-
feras, piramides y objetos sencillos en general (el dominio de juguete de los bloques, ahora
ya clasico en la Inteligencia Articial). El primer problema que enfoco Winston fue como
representar las escenas, y decidio usar redes semanticas, argumentando que son lo suciente-
mente sencillas y exibles como para poder representar las escenas de forma adecuada. En
estas redes semanticas cada objeto se representa en relacion a otros objetos de la escena y a
conceptos conocidos por el programa (p.e. tama~no). Se representan de la misma forma las
relaciones entre objetos que las propiedades de los objetos. Como ejemplo, se puede ver en
la gura 2.4 como se representara la escena E1 de la gura 2.3. El nodo E1 representa toda
la escena. Este primer ejemplo esta formado por tres bloques (a, b y c). La descripcion del
ejemplo tiene dos partes:
 Parte estructural. En esta parte se describen las relaciones entre los objetos. En este
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Figura 2.6: Arco con dintel triangular
ejemplo, a esta sobre b y b esta sobre c; la relacion debajo se dene por simetra.
 Parte descriptiva. Aqu se explicitan las propiedades de los objetos, es decir, los
valores que tiene cada objeto en los atributos que se hayan considerado relevantes en el
dominio tratado. En la gura 2.4 se dice, p.e., que el objeto a es un diamante (forma)
liso (textura) mediano (tama~no).
Se ha de distinguir entre lo que es la descripcion de una escena y lo que es el modelo
del concepto. Un modelo es similar a una descripcion normal, en el sentido de que tiene
informacion sobre las diversas partes de una conguracion, pero contiene muchas mas cosas
porque ha de indicar que relaciones y propiedades han de cumplirse en cualquier ejemplo del
concepto involucrado. Por ejemplo, se puede describir la gura 2.5 diciendo que A es un
rectangulo que esta soportado por los bloques B y C. Con esta descripcion, ni la gura 2.6
ni la gura 2.7 seran reconocidas como arcos (en la gura 2.6 A no es un rectangulo, y en la
gura 2.7 A no esta soportado por B y C). En cambio, para cualquier humano la gura 2.6
sera un arco, ya que todos sabemos que la forma del dintel no es un aspecto importante en
la denicion de arco, mientras que s es basico el hecho de que haya un objeto soportado por
otros dos. Parece por tanto que una descripcion ha de indicar que relaciones son obligatorias
y cuales no son importantes antes de ser considerada como un modelo. Esto se puede lograr
usando redes semanticas empleando relaciones tales como soporta (support) y debe soportar
(must-support). El uso de este tipo de relaciones queda claro en la siguiente descripcion del
algoritmoW de Winston:
1. Tomar como modelo inicial la descripcion de la primera instancia positiva del concepto.
Llamar a esta descripcion la denicion del concepto.
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Figura 2.7: Ejemplo negativo de arco
2. Examinar la descripcion de otras instancias positivas conocidas del concepto. Generali-
zar la denicion del concepto para incluirlas.
3. Examinar las descripciones de los cuasiejemplos del concepto. Restringir (especializar)
la denicion del concepto para excluirlos.
 Los pasos 2 y 3 se van intercalando a medida que se van tratando ejemplos positivos y
negativos del concepto objetivo.
El sistema posee un mecanismo de cotejamiento que permite comparar dos redes semanticas
que son las respectivas descripciones estructurales del concepto y un ejemplo. Ademas, depen-
diendo de la informacion sobre el tipo de ejemplo (positivo o negativo), dirigira su busqueda
para intentar especializar el concepto con ejemplos negativos o a generalizarlo en otro caso.
Estas tareas se llevan a cabo sobre la parte estructural del concepto, as que solo pueden
realizarse mediante la modicacion de las etiquetas que unen los nodos. El resultado de estas
modicaciones es el modelo en evolucion del concepto que se esta aprendiendo. Con el n
de construir este modelo, Winston introduce dos heursticas que actuan sobre las etiquetas:
require-link (que exige que haya una determinada relacion en la descripcion) y forbid-link (que
prohibe que haya una determinada relacion en la descripcion). Su aplicacion es muy simple:
 Require-link: es una heurstica empleada cuando el modelo del concepto que esta siendo
aprendido (en evolucion) tiene una etiqueta k en un lugar donde un cuasiejemplo no.
Entonces en la red semantica que representa el concepto esa etiqueta se transforma en
debe (must).
 Forbid-link: esta heurstica se aplica cuando un cuasiemplo tiene una etiqueta i en un
lugar donde el modelo no. Entonces una etiqueta no-debe (must-not) se coloca en el
modelo actual del concepto.
Se pueden resumir los elementos que componen este sistema de aprendizaje como:
 Un lenguaje de representacion, casi siempre un sistema de frames
2
.
 Un mecanismo dirigido de cotejamiento de estructuras.
 Un proceso de generalizacion.
 Un proceso de especializacion.
2
Una red semantica cuyos nodos son frames.
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Figura 2.8: Cuasiejemplo de arco
As los cuasiejemplos restringen la extension del concepto, al hacer mas rgidas las condiciones
para que un objeto sea considerado como ejemplo de un concepto.
El algoritmo de especializacion contiene los siguientes pasos:
1. Cotejar el modelo actual del concepto con el cuasiejemplo suministrado. Establecer las
correspondencias existentes entre las partes, y localizar aquellas que no son iguales.
2. Determinar si existe una diferencia entre ambos:
2.1 Si existe una unica diferencia, determinar si el modelo actual del concepto o el
cuasiejemplo posee una etiqueta que el otro no tiene.
2.1.1 Si el modelo actual del concepto tiene una etiqueta que no existe en el cuasi-
ejemplo, usar la heurstica require-link. La interpretacion de esta accion es:
Exigir necesariamente la existencia de esta etiqueta para identicar cualquier
otra instancia positiva de este concepto. Por ejemplo, si se adopta la descripcion
de la instancia de la gura 2.5 como modelo inicial de arco, al mostrarle al al-
goritmo el cuasiejemplo que se puede ver en la gura 2.8 se da cuenta de la
necesidad de que el objeto A este soportado por el objeto B. Por lo tanto,
cambiara una relacion soporta por una relacion debe soportar.
2.1.2 Si el cuasiejemplo tiene una etiqueta que no esta en el modelo actual del
concepto, usar la heurstica forbid-link. La interpretacion de esta accion es:
Prohibir expresamente la existencia de esta etiqueta en los miembros de esta
clase. Siguiendo con el ejemplo de arco, si ahora el algoritmo encuentra el
cuasiejemplo de la gura 2.9, entonces se dara cuenta de que la relacion tocar
que cumplen los objetos B y C se ha de prohibir en el modelo del concepto,
luego en el aparecera una relacion no debe tocar.
2.2 Si no existe una unica diferencia, ignorar el ejemplo negativo, ya que no es un
cuasiejemplo. La interpretacion de esta accion es: Si existe mas de una diferencia
importante es difcil decidir sobre cual actuar o en que orden. Por ejemplo, si cuando
se tiene la descripcion de arco de la gura 2.3 se muestra al algoritmo la instancia
negativa de la gura 2.7, entonces no sabe que aspecto concreto es el que hace
que esa combinacion de bloques no sea un arco (porque falta el soporte izquierdo,
o porque falta el soporte derecho, o porque faltan ambos soportes ...), por lo que
la unica decision que puede tomar sin riesgo de equivocarse es ignorar el ejemplo
negativo presentado. Una posible alternativa consistira en ir construyendo un arbol
con las diferentes posibilidades. Al ir viendo posteriormente mas ejemplos positivos
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Figura 2.9: Otro cuasiejemplo de arco
y negativos, se deberan eliminar aquellas que llevaran a alguna contradiccion con
el modelo del concepto.
El paso 2.2 introduce una nueva cuestion: el orden de presentacion de los ejemplos. Del
orden, en este tipo de aprendizaje, depende de manera directa la calidad de lo aprendido; si
la secuencia no es la apropiada no se aprende el concepto. As, en este tipo de aprendizaje, la
participacion del profesor es determinante.
El proceso de generalizacion permite extender el rango de objetos (instancias) que son cubiertos
por el concepto que se esta aprendiendo. Winston propone dos estrategias para hacer operativa
esta accion. Estas estrategias son climb-tree (subir el arbol de generalizacion) y enlarge-set
(aumentar el conjunto de posibles valores de un atributo). En el algoritmo de generalizacion
que se presenta a continuacion se puede ver en que casos se aplican y cual es su efecto:
1. Cotejar el modelo actual del concepto y un ejemplo positivo.
2. Para cada diferencia determinar su tipo.
2.1 Si la diferencia consiste en que la etiqueta { perteneciente al modelo actual del
concepto { apunta a una clase distinta. Si la clase pertenece a algun arbol de gene-
ralizacion (a alguna jerarqua), el modelo actual del concepto evoluciona hacia una
generalizacion. Hay dos casos:
2.1.1 Si las clases son parte del mismo arbol de generalizacion usar climb-tree. Esta
estrategia tiene sentido cuando ambas representaciones son estructuralmente
equivalentes, ya que en ese caso las diferencias hay que buscarlas en los valores
de alguna propiedad. Si partiendo de la descripcion inicial de arco (gura 2.3)
se introduce el ejemplo positivo de la gura 2.6, entonces el algoritmo generaliza
la forma del dintel al primer antecesor de rectangulo y triangulo en el arbol de
generalizacion del atributo forma (ver gura 2.2), que es polgono.
2.1.2 Si la nueva etiqueta no esta en el arbol de generalizacion, eliminar la etiqueta.
Esta estrategia se aplica cuando falla la estrategia de climb-tree. El sentido
de esta eliminacion (de una etiqueta) es que con la informacion actual (el
conocimiento de respaldo actual) no es posible construir una abstraccion y,
entonces, quizas no es importante. Por ejemplo, si despues de ver el arco de
la gura 2.3 se muestra al algoritmo un ejemplo positivo de arco donde el
dintel tiene forma de pentagono { como este valor no aparece en el arbol de
generalizacion del atributo forma { el algoritmo considera que ese atributo no
es relevante y se puede eliminar.
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2.1.3 Aplicar enlarge-set. Esta estrategia funciona de la siguiente manera: su-
pongamos que en la descripcion inicial de arco, el dintel tiene color azul. Si
se encuentra otra instancia positiva de arco donde el dintel es blanco, y no
existe un arbol de generalizacion para el atributo color, entonces el algoritmo
de Winston modicara el modelo actual de arco para que el dintel pudiera ser
azul o blanco. De esta forma se esta generalizando el concepto porque se esta
ampliando el rango de posibles situaciones en las que se acepta una instancia
como arco.
2.2 Si la diferencia es que la etiqueta falta en el modelo actual del concepto o en el
ejemplo, entonces eliminar la etiqueta. Por ejemplo, si en el modelo de arco no se
encuentra el atributo color, entonces no se tiene este atributo en cuenta aunque
aparezca en ejemplos positivos del concepto vistos posteriormente.
2.3 Si la diferencia aparece en los valores asociados a una propiedad (o slot), entonces
hay que restringir el rango (close-interval). Por ejemplo, si en un cierto momento en
el modelo de arco esta denido el atributo color pero no tiene ningun valor asociado,
y se encuentra un ejemplo positivo donde este atributo tiene un valor determinado,
entonces el algoritmo incluira este valor concreto en el modelo del concepto.
2.4 En cualquier otro caso, ignorar la diferencia.
Este algoritmo permite estudiar algunas caractersticas importantes del proceso de cote-
jamiento entre dos ejemplos positivos. Como se asume que ambos ejemplos pertenecen a la
misma clase la busqueda de diferencias se dirige a encontrar formas que permitan identicarlos
como miembros de la misma clase. Esto implica exibilizar la denicion actual del concepto
para incluir la nueva instancia, representada por el ejemplo. Dicho de otra manera, primero
se estudia la estructura, y luego los atributos que calican a los elementos de la estructura.
La estrategia de enlarge-set esta concebida para permitir que el valor asociado a un atributo
pueda pertenecer a un conjunto enumerado. La estrategia de climb-tree asume la existencia de
una jerarqua que permite clasicar los objetos de un dominio como miembros de una clase.
Dicha estructura, si existe a priori ha sido provista por el profesor, sino ha de construirse.
Cuando es necesario realizar una generalizacion resulta indispensable tener conocimientos
sobre el dominio. A esta informacion se le llama conocimiento de respaldo.
En el aprendizaje a partir de las descripciones estructurales de una secuencia de objetos
es importante poder distinguir lo importante de lo incidental. Es decir, entre dos ejemplos
pueden existir varias diferencias pero si tenemos el conocimiento de respaldo adecuado es
posible decidir cual es la mas relevante y, en su caso, olvidar el resto. En general, en el
metodo propuesto por Winston esta tarea la realiza el profesor, mediante la eleccion de una
buena secuencia de ejemplos y cuasiejemplos, y de esta manera sesga el proceso.
Este sistema nos muestra algunas facetas importantes del proceso de aprendizaje que pueden
ser resumidas con varios principios basicos:
 Si existe cualquier duda sobre lo que hay que aprender, es mejor no aprender (2.1.2) y
(2.4).
 Cuando algo es una instancia positiva de un concepto y este no se le parece, entonces
crear una excepcion (principio de no alteracion). Los sistemas vivos y, por extension,
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Figura 2.10: Generalizacion a la Winston
los articiales, son conservadores, as que son reacios a cambiar totalmente un concepto
ya aprendido.
 El aprendizaje se realiza en pasos muy peque~nos, secuencialmente, renando las ideas.
Esta es la llamada ley de Martin
3
.
 El algoritmo funciona como una busqueda del tipo primero-en-profundidad (depth-rst).
Como se ha visto esta estrategia tiene el inconveniente de ser muy sensible al orden de
entrada de los ejemplos.
Para comparar el metodo de Winston con otros metodos de adquisicion de conceptos se
utilizara el ejemplo de la gura 2.3, tomado de [DIET81]. En ese artculo se contrastan los
metodos de adquisicion de conceptos de Buchanan ([BUCH78]), Hayes-Roth ([HAYE77]),
3
You can't learn anything unless you almost know it already. No puedes aprender algo a menos que casi lo
sepas antes de que te lo ense~nen.
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Figura 2.11: Otra generalizacion a la Winston
Vere ([VERE75]), Winston ([WINS75]) y Michalski ([DIET81]). Se empezara la com-
paracion viendo los resultados que obtiene Winston en el ejemplo de la gura 2.3, donde se
presentan tres instancias positivas de un concepto, y ningun contraejemplo.
En el metodo de Winston la generalizacion a que se llega depende del orden en que se le
presentan los ejemplos. En las guras 2.10 y 2.11 se pueden ver dos de las generalizaciones a
las que llega el programa de Winston a partir de las tres instancias positivas mostradas en la
gura 2.3.
La primera generalizacion se puede parafrasear de la siguiente forma: Hay un polgono de
tama~no medio, que no esta sombreado, sobre otro objeto que tiene tama~no y textura. Hay
tambien otro objeto con tama~no y textura. La segunda generalizacion es equivalente a decir:
Hay un objeto grande que no esta sombreado.
Un aspecto interesante de la primera generalizacion encontrada con el metodo de Winston
es que dice que hay un polgono de tama~no medio. La palabra polgono aparece porque
una de las reglas de generalizacion empleadas por Winston es la regla de subida por el arbol
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de generalizacion (climbing generalization tree rule, [MICH84a]). En este caso especco la
jerarqua de generalizacion se reere a los valores que puede tener el atributo forma, y solo
tendra un nivel, como se puede ver en la gura 2.2.
As, si en el nuevo ejemplo y en el modelo actual del concepto hay dos nodos que realizan la
misma funcion (representan al mismo objeto dentro del concepto, se podra decir) y tienen
valores diferentes en un atributo, estos valores especcos seran substitudos en la generaliza-
cion por el valor mas bajo en el arbol de generalizacion que sea antecesor de ambos valores.
En este caso, dados dos valores diferentes cualesquiera en el atributo forma siempre seran
substitudos por el unico antecesor que tienen, que es polgono.
2.2.2 Metodo Hayes-Roth
En el trabajo de Hayes-Roth y McDermott ([HAYE77], [HAYE78]) sobre aprendizaje induc-
tivo se intenta encontrar las generalizaciones conjuntivas mas especcas (en su nomenclatura
maximal abstractions o interferencematches) a partir de un conjunto de instancias posi-
tivas. La estructura que usan para representar tanto estas instancias como las generalizaciones
la llaman parameterized structural representations (PSRs). Las instancias del concepto
objetivo que se usan en esta seccion se describiran de la siguiente forma:
E1: {{caja:a}{circulo:b}{rombo:c}
{liso:a}{sombreado:b}{liso:c}
{grande:a}{medio:b}{medio:c}
{sobre:b, debajo:a}{sobre:c, debajo:b}}
E2: {{rectangulo:d}{circulo:e}{circulo:f}{cuadrado:g}
{grande:d}{pequeno:e}{pequeno:f}{medio:g}
{liso:d}{sombreado:e}{sombreado:f}{liso:g}
{sobre:g, debajo:d}{fuera:d, dentro:e}{fuera:d, dentro:f}}
E3: {{elipse:h}{rectangulo:i}{triangulo:j}
{liso:h}{sombreado:i}{liso:j}
{grande:h}{medio:i}{medio:j}
{sobre:i, debajo:h}{sobre:j, debajo:i}}
Cada uno de los componentes de esta representacion es un case frame, compuesto de case
labels (peque~no, crculo) y de parametros (a, b). Se asume que todos los case frames estan
conectados de forma conjuntiva. La generalizacion se hace de la siguiente manera: el primer
conjunto de generalizaciones conjuntivas, G
1
, se inicializa con el primer ejemplo de la entrada.
Dado un nuevo ejemplo y el conjunto de generalizaciones obtenido en el paso i-esimo G
i
, G
i+1
se obtiene haciendo un cotejamiento parcial (interference match) entre cada elemento de
G
i
y el ejemplo de entrenamiento actual. Este cotejamiento intenta encontrar la asociacion
uno-a-uno mas larga de parametros y case frames. Esto se hace en 2 pasos:
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COTEJAMIENTO PARCIAL
Figura 2.12: Parte del grafo de posibles vinculaciones de Hayes-Roth
1. Hacer el cotejamiento de los case frames E1 y E2 de todas las formas posibles para
obtener un conjunto M, cada elemento del cual sera un case frame y una lista de corres-
pondencias entre parametros que permite hacer matching con ambos case frames.
El conjunto M que se obtendra a partir de los 2 primeros ejemplos descritos anterior-
mente sera el siguiente:
M = {{circulo:((b/e)(b/f))},
{liso:((a/d)(a/g)(c/d)(c/g))},
{sombreado:((b/e)(b/f))}
{grande:((a/d))}
{medio: ((b/g)(c/g))}
{sobre,debajo: ((b/g a/d)(c/g b/d))}}
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2. Seleccionar un subconjunto de las correspondencias entre parametros de M de tal forma
que todos los parametros se puedan vincular de forma consistente. Esta seleccion se hace
con un recorrido en anchura del espacio de posibles vinculaciones, podando los nodos
que no sean prometedores.
Una vinculacion consistente signica no vincular un mismo parametro de una instancia con
varios parametros de otra instancia. Un trozo del grafo que se obtendra a partir de este
conjunto M se puede ver en la gura 2.12. Cada numero de ese grafo representa uno de los
nodos que se generaran en el proceso de generalizacion. El nodo 18 es una vinculacion que
lleva a una generalizacion conjuntiva. Concretamente vincula a a d (para obtener v1), b a e
(para obtener v2) y c a g (para obtener v3), produciendo la conjuncion:
{{circulo:v2}
{liso:v1}{sombreado:v2}{liso:v3}
{grande:v1}{medio:v3}}.
Esta conjuncion se interpretara como \Hay un crculo sombreado, un objeto grande no som-
breado y un objeto mediano que tampoco esta sombreado".
El algoritmo de Hayes-Roth encuentra las siguientes generalizaciones a partir de los 3 ejemplos
considerados en este captulo :
 ffsobre:v1, debajo:v2gfmedio:v1gfliso:v1gg
- Hay un objeto no sombreado de tama~no medio encima de otro objeto
 ffsobre:v1, debajo:v2gfmedio:v1gfgrande:v2gfliso:v2gg
- Hay un objeto de tama~no medio encima de un objeto grande que no esta sombreado
 ffmedio:v1gfliso:v1gfgrande:v3gfliso:v3gfsombreado:v2gg
- Hay un objeto no sombreado de tama~no medio, un objeto grande no sombreado y
un objeto sombreado
2.2.3 Metodo Vere
En su trabajo sobre aprendizaje inductivo ([VERE75]), Vere tambien intenta encontrar las
generalizaciones conjuntivas mas especcas (en su terminologamaximal conjunctive gen-
eralizations omaximal unifying generalizations) de un conjunto de instancias positivas
de un concepto. Cada ejemplo se representa como una conjuncion de literales, donde cada
literal es una lista de constantes (terminos) entre parentesis. Por ejemplo, las tres instancias
que se usan a lo largo de este captulo se representaran de la siguiente manera:
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EJ1: (caja a)(circulo b)(rombo c)
(grande a)(medio b)(medio c)
(liso a)(sombreado b)(liso c)
(sobre b a)(sobre c b)
EJ2: (circulo d)(circulo e)(rectangulo f)(cuadrado g)
(pequeno d)(pequeno e)(grande f)(medio g)
(sombreado d)(sombreado e)(liso f)(liso g)
(sobre g f)(dentro d f)(dentro e f)
EJ3: (elipse h)(rectangulo i)(triangulo j)
(grande h)(medio i)(pequeno j)
(liso h)(sombreado i)(liso j)
(sobre i h)(sobre j i)
Aunque se parezca a la manera de representar los ejemplos de Hayes-Roth con case frames es
bastante diferente, porque Vere trata todos los smbolos de igual manera. No le da semantica
alguna a esta representacion, no distingue entre nombres de propiedades (p.e. grande) y
objetos concretos como a o g. Este hecho llevara a una serie de problemas que se comentaran
posteriormente.
El algoritmo que utiliza para generalizar un par de ejemplos es el siguiente:
1. Creacion del conjuntoMP, que contiene todos los pares de literales que haganmatching.
Dos literales hacen matching si tienen el mismo numero de constantes y al menos un
termino comun en la misma posicion. En el ejemplo, si se consideran las 2 primeras
instancias y se sigue este proceso el conjunto resultante sera:
MP={((circulo b),(circulo d))
((circulo b),(circulo e))
((grande a),(grande f))
((medio b),(medio g))
((medio c),(medio g))
((liso a),(liso f))
((liso a),(liso g))
((sombreado b),(sombreado d))
((sombreado b),(sombreado e))
((liso c),(liso f))
((liso c),(liso g))
((sobre b a),(sobre g f))
((sobre c b),(sobre g f))}
2. Seleccion de todos los posibles subconjuntos de MP de forma que ningun literal de un
ejemplo este emparejado con mas de un literal en otro ejemplo. Cada uno de estos
36 Aprendizaje Automatico
subconjuntos formara una generalizacion de los ejemplos iniciales al nal del proceso.
En [DIET81] ya se hace notar que este paso puede ser muy costoso, ya que el espacio de
posibles subconjuntos de MP es muy grande (exponencial con el numero de elementos).
Con el conjunto MP que se acaba de mostrar existen cientos de subconjuntos posibles
que cumplen la propiedad pedida.
En este segundo paso se puede llegar a expresiones que no se podan alcanzar en ninguno
de los metodos que se han comentado hasta ahora. Por ejemplo, algunos de los subcon-
juntos posibles a partir del conjunto MP visto anteriormente seran:
S1 = {((medio b)(medio g))
((liso a)(liso g))}
S2 = {((liso a)(liso f))
((liso c)(liso f))}
Como se puede apreciar, se esta ligando, de alguna manera, dos objetos de un ejemplo
con un solo objeto del segundo ejemplo (a y b con g en el primer caso y a y c con f en el
segundo). Como se vera al nal del proceso, este hecho hace que en las generalizaciones
obtenidas por Vere haya vinculaciones de variables del tipo many-to-one, y no one-
to-one como se haban descrito hasta ahora. En la opinion de Dietterich y Michalski
(y de la mayora de los cientcos que se dedican al aprendizaje inductivo), normal-
mente este tipo de generalizaciones no tienen sentido, y su generacion incontrolada es
computacionalmente costosa.
3. Cada subconjunto de los obtenidos en el paso 2 se extiende a~nadiendole nuevos pares de
literales. Un nuevo par p se a~nade a un subconjunto S de MP si cada literal de p esta
relacionado con algun otro par q de S por una constante comun en la misma posicion.
Por ejemplo, si en un subconjunto S tenemos el par ((cuadrado b),(cuadrado d)), se
podra a~nadir el par ((sobre a b),(dentro e d)) porque el tercer elemento de (sobre a b)
es el segundo de (cuadrado b) y el tercer elemento de (dentro e d) es el segundo elemento
de (cuadrado d).
Si en el segundo paso el espacio de posibles subconjuntos era grande, en este tercer paso
todava lo es mas. En [DIET81] se comenta que en ninguno de los trabajos publicados
por Vere ([VERE75], [VERE77], [VERE78], [VERE80]) se describe claramente
como se efectuan los pasos 2 y 3 de este algoritmo de generalizacion, pero no debe ser
con una busqueda exhaustiva porque sera muy ineciente.
4. El conjunto resultante de pares se convierte en una conjuncion de literales, uniendo cada
par para que forme un literal. Los terminos que no hacen matching se transforman
en nuevos terminos, que pueden ser vistos formalmente como variables. Por ejemplo
((crculo a),(crculo c)) pasara a ser (crculo v1).
Esta forma de crear literales y el hecho de no distinguir predicados de constantes hara
que se puedan generar cosas extra~nas. Antes se ha visto que, en la fase de extension de
los pares de literales, se podan a~nadir cosas como ((sobre a b),(dentro e d)). Al hacer
ahora la generalizacion de este par para formar un literal, se obtendra un literal como
(v1 v2 v3), que no tiene demasiado sentido tampoco.
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En el ejemplo de la gura 2.3 que se esta considerando para ir comentado los diversos metodos
Vere obtiene muchas generalizaciones, algunas de las cuales son las siguientes:
 ( SOBRE v1 v2 ) ( MEDIO v1 ) ( GRANDE v2 ) ( LISO v2 ) ( LISO v3 )
( SOMBREADO v4 ) ( v5 v4 )
Hay un objeto de tama~no medio sobre un objeto grande no sombreado. Otro objeto no
esta sombreado. Hay un objeto sombreado.
 ( SOBRE v1 v2 ) ( LISO v1 ) ( MEDIO v1 ) ( v9 v1 ) ( v5 v3 v4 )
( SOMBREADO v3 ) ( v7 v3 ) ( v6 v3 ) ( LISO v4 ) ( GRANDE v4 ) ( v8
v4 )
Hay un objeto no sombreado de tama~no medio sobre otro objeto. Hay dos objetos
relacionados de alguna forma tal que uno es sombreado y el otro es grande y no esta
sombreado.
 ( SOBRE v1 v2 ) ( MEDIO v1 ) ( LISO v2 ) ( GRANDE v2 ) ( v5 v2 )
( SOMBREADO v3 ) ( v7 v3 ) ( LISO v4 ) ( v6 v4 )
Hay un objeto de tama~no medio sobre un objeto grande no sombreado. Hay un objeto
sombreado y hay un objeto no sombreado.
Como se puede apreciar a partir de estos resultados, la aparicion de literales como (v5 v4) o
de hasta 7 variables diferentes como en la ultima generalizacion lleva a bastante confusion,
pero si se eliminan los literales vacos (los que solo contienen variables), las generalizaciones
obtenidas son muy similares a las obtenidas con otros metodos.
2.2.4 Metodo Michalski-Dietterich
En esta seccion se va a comentar el metodo de determinacion de las generalizaciones conjuntivas
mas especcas descrito por Michalski y Dietterich en [DIET81]. Ellos describen los ejemplos
de entrada en el lenguaje V L
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, que es una extension de la logica de predicados de primer orden.
Cada ejemplo es una conjuncion de selectores, que normalmente contienen un descriptor de
predicados (con variables como argumentos) y una lista de los valores que el predicado puede
tener. Otra forma de los selectores son predicados n-arios entre corchetes, que se interpretan
de la forma habitual. Los tres ejemplos de la gura 2.3 se representaran de la siguiente forma:
E1: 9 v1,v2,v3 [ tama~no (v1) = grande ] [ tama~no (v2) = medio ] [ tama~no (v3)
= medio ] [ forma (v1) = caja ] [ forma (v2) = crculo ] [ forma (v3) = rombo ] [
textura (v1) = liso ] [ textura (v2) = sombreado ] [ textura (v3) = liso ] [ sobre
(v2,v1) ] [ sobre (v3,v2) ] E2: 9 v4,v5,v6,v7 [ tama~no (v4) = peque~no ] [ tama~no
(v5) = peque~no ] [ tama~no (v6) = grande ] [ tama~no (v7) = medio ] [ forma (v4)
= crculo ] [ forma (v5) = crculo ] [ forma (v6) = rectangulo ] [ forma (v7) =
cuadrado ] [ textura (v4) = sombreado ] [ textura (v5) = sombreado ] [ textura
(v6) = liso ] [ textura (v7) = liso ] [ dentro (v4,v6) ] [ dentro (v5,v6) ] [ sobre
(v7,v6) ] E3: 9 v8.v9.v10 [ tama~no (v8) = grande ] [ tama~no (v9) = medio ] [
tama~no (v10) = peque~no ] [ forma (v8) = elipse ] [ forma (v9) = rectangulo ] [
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forma (v10) = triangulo ] [ textura (v8) = liso ] [ textura (v9) = sombreado ] [
textura (v10) = liso ] [ sobre (v9,v8) ] [ sobre (v10,v9) ]
En este metodo se tratan de forma diferente los descriptores unarios (o descriptores de
atributos) y los no unarios (o descriptores estructurales). La idea es primero buscar
generalizaciones plausibles en el espacio estructural, y despues buscar en el espacio de atributos
para llenar los detalles de estas generalizaciones. Basicamente lo hacen as para reducir el
espacio de busqueda de las generalizaciones, al tener en cuenta al principio tan solo el aspecto
estructural de los ejemplos.
La parte de obtencion de las generalizaciones en el metodo que se esta examinando funciona
de la siguiente forma [DIET81]. El algoritmo hace una busqueda del tipo beam search
([RUBI77]) en el espacio estructural. Esta busqueda es una forma de buscar primero el mejor
(best-rst search) en la cual se mantiene un conjunto de las mejores descripciones candidatas
que se hayan obtenido hasta el momento.
Primero se eliminan todos los descriptores unarios de los ejemplos, quedandose de esta manera
solo con la parte estructural de los mismos. Se escoge un ejemplo de forma aleatoria y se toma
como B
0
, el conjunto inicial de generalizaciones. En cada paso, primero se eliminan de B
i
las
generalizaciones menos prometedoras. El criterio para evaluar las generalizaciones lo puede
dar el usuario, y el programa tambien tiene algunos criterios incorporados, como maximizar
el numero de ejemplos cubiertos por una generalizacion o maximizar el numero de selectores
en una generalizacion, por ejemplo.
Despues se comprueba si alguna de las generalizaciones de B
i
cubre todos los ejemplos. Si
es as, se pasan de B
i
al conjunto C, donde se almacenan las generalizaciones conjuntivas
candidatas.
Finalmente, B
i
se generaliza a B
i+1
cogiendo cada elemento de B
i
y generalizandolo de todas
las maneras posibles eliminando un selector. La busqueda naliza cuando el conjunto C llega a
un tama~no determinado. El conjunto C contiene generalizaciones conjuntivas de los ejemplos
de la entrada, algunas de las cuales son el maximo de especcas.
Una vez se ha construdo el conjunto de generalizaciones candidatas, cada una de ellas se ha de
completar encontrando valores para sus descriptores de atributos. Cada generalizacion se usa
para denir un espacio de atributos en el que se hace una beam search similar a la realizada
en el espacio estructural.
Entre todas las generalizaciones conjuntivas producidas por la primera fase del algoritmo
puede haber algunas que no sean lo mas especcas posibles. En [DIET81] se arma que en
la mayora de los casos estas generalizaciones se vuelven el maximo de especcas cuando se
llenan los atributos en la segunda fase del algoritmo.
Algunas de las generalizaciones obtenidas por este metodo usando los ejemplos de la gura
2.3 son las siguientes :
 9 v1,v2 [ sobre (v1,v2) ] [ tama~no (v1) = medio ] [ forma (v1) = polgono
] [ textura (v1) = liso ] [ tama~no (v2) = medio
W
grande ] [ forma (v2) =
rectangulo
W
crculo ]
Existen 2 objetos en cada ejemplo tal que uno es un polgono de tama~no medio no
sombreado que esta encima del otro, que es un crculo o un rectangulo de tama~no medio
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o grande.
 9 v1,v2 [ sobre (v1,v2) ] [ tama~no (v1) = medio ] [ forma (v1) = crculo
W
cuadrado
W
rectangulo ] [ tama~no (v2) = grande ] [ forma (v2) = caja
W
rectangulo
W
elipse ] [ textura (v2) = liso ]
Existen dos objetos tales que uno de ellos es un crculo, rectangulo o cuadrado de tama~no
medio que esta sobre el otro, que es una caja, rectangulo o elipse grande y no sombreado.
 9 v1,v2 [ sobre (v1,v2) ] [ tama~no (v1) = medio ] [ forma (v1) = polgono
] [ tama~no (v2) = medio
W
grande ] [ forma (v2) = rectangulo
W
elipse
W
crculo ]
Existen 2 objetos tales que uno de ellos es un polgono de tama~no medio que esta sobre
el otro, un rectangulo, elipse o crculo de tama~no medio o grande.
 9 v1 [ tama~no (v1) = peque~no
W
medio ] [ forma (v1) = crculo
W
rectangulo
] [ textura (v1) = sombreado ]
Existe un objeto, que es un crculo o rectangulo, sombreado y de tama~no medio o
peque~no.
Salta a la vista rapidamente que la principal diferencia de las generalizaciones obtenidas con
este metodo respecto a las de otros metodos reside en las descripciones disyuntivas que ob-
tiene (p.e. objetos que son rectangulos, elipses o crculos). Puede haber casos en que sean
interesantes estos tipos de descripciones, pero en este ejemplo tan sencillo ya se puede ver que
produce generalizaciones con interpretaciones un tanto articiales y difciles de seguir (p.e. un
rectangulo, elipse o crculo de tama~no medio o grande).
Tambien se han introducido algunas reglas de induccion constructivas en el sistema, con las
que se pueden obtener generalizaciones mas informativas, tales como la siguiente :
 [ numero de v's = 3,4 ] [ numero de v's con textura liso = 2 ]
9 v1,v2 [ cima (v1) ] [ sobre (v1,v2) ] [ tama~no (v1) = medio ] [ forma (v1)
= polgono ] [ textura (v1) = liso ] [ tama~no (v2) = medio,grande ] [ forma
(v2) = crculo,rectangulo ]
Hay 3 o 4 objetos en cada ejemplo. De ellos exactamente dos no son sombreados. El
objeto en posicion mas elevada es un polgono liso de tama~no medio, y esta sobre un
crculo o rectangulo de tama~no grande o medio.
Para cerrar esta seccion, se puede ver que resultados obtiene Michalski en un ejemplo que
muestra en [MICH80b]. En uno de los ejemplos de este artculo intenta encontrar una des-
cripcion de una serie de trenes, formados por una serie de vagones de los cuales interesan las
siguientes caractersticas:
 Longitud: hay vagones cortos y largos.
 Forma: forma que tiene el vagon (puede ser una elipse, un rectangulo abierto, un
rectangulo cerrado, etc.).
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Figura 2.13: Ejemplo de los trenes de Michalski
 Forma de la carga: un vagon puede transportar crculos, triangulos, cuadrados, etc.
 Numero de partes: numero de unidades de carga que lleva cada vagon. Puede ser 1,
2 o 3.
 Numero de ruedas: cada vagon tiene 2 o 3 ruedas.
En la gura 2.13 se pueden ver los trenes que usa Michalski en uno de sus ejemplos en
[MICH80b].
Las dos descripciones de este tipo de trenes que obtiene Michalski son las siguientes:
 9 vagon
1
[ longitud (vagon
1
) = corto ] [ forma (vagon
1
) = techo cerrado ]
Hay un vagon que es corto y tiene el techo cerrado.
 9 vagon
1
, vagon
2
, carga
1
, carga
2
[ delante (vagon
1
,vagon
2
) ] [ lleva (vagon
1
,carga
1
)
] [ lleva (vagon
2
,carga
2
) ] [ forma-carga (carga
1
) = triangulo ] [ forma-carga
(carga
2
) = polgono ]
Hay un vagon que lleva un triangulo, y el vagon que va detras suyo lleva un polgono.
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Aspecto Winston Hayes-Roth
Dominio Mundo bloques General
Lenguaje Redes semanticas PSR
Conceptos sintacticos Nodos y uniones Case frames, case labels,
parametros
Operadores AND, excepcion AND
Reglas de generalizacion Eliminar condicion Eliminar condicion
Constantes a variables Constantes a variables
Subir arbol de generalizacion
Formas disjuntivas No No
Inmunidad al ruido Muy baja Baja
Conocimiento del dominio Incorporado al programa No
Induccion constructiva Limitada No
Tabla 2.1: Resumen de los metodos de Winston y Hayes-Roth
2.2.5 Comparacion de los metodos
En general todos los metodos examinados dan resultados bastante parecidos. Todos ellos
encuentran en algun punto la dicultad de tener que averiguar que objetos de cada ejemplo
estan relacionados entre s. Ese es, obviamente, el punto clave en cualquier algoritmo de
adquisicion de conceptos (concept acquisition), que ha de calcular la descripcion de un
concepto a partir de las semejanzas entre los ejemplos que se le presentan.
Winston asume que las redes semanticas que tiene que comparar seran muy similares y, por
tanto, el algoritmo de cotejamiento no tendra que enfrentarse con multiples posibilidades.
Esta idea procede del uso de cuasiejemplos (near-misses), que se diferencian en tan solo
peque~nos detalles de los ejemplos positivos del concepto a aprender. Si Winston admitiese
contraejemplos cualesquiera el algoritmo de comparacion de redes semanticas sera mucho mas
costoso.
En el primer paso del algoritmo de Hayes-Roth se calculan todas las formas de correspondencia
posibles a partir de los case frames que denen los ejemplos del concepto (que incluyen tanto
relaciones entre objetos como propiedades de los mismos), pudiendo generarse por lo tanto
multiples combinaciones.
En el algoritmo de Vere se hace algo similar, ya que en el primer paso se construye un conjunto
con todos los pares de literales que compartan un termino en la misma posicion. Aqu ya
puede haber muchas posibilidades, pero en el siguiente paso normalmente se incrementa este
numero, ya que se estudian todos los posibles subconjuntos del conjunto de pares de literales.
Los literales tambien engloban tanto relaciones entre objetos como propiedades.
En el metodo de Michalski el aspecto mas interesante es que se busca la generalizacion en el
espacio estructural, sin tener en cuenta los atributos en una primera fase. Eso hace que se
reduzca el numero de posibilidades respecto a los metodos anteriores.
Se puede ver en las tablas 2.1 y 2.2 un resumen de la comparacion entre los metodos de
Winston, Hayes-Roth, Vere y Michalski, teniendo en cuenta los siguientes aspectos:
42 Aprendizaje Automatico
 Dominio de aplicacion del metodo.
 Lenguaje de representacion utilizado.
 Conceptos que maneja el algoritmo.
 Operadores permitidos en el lenguaje de representacion.
 Reglas de generalizacion conocidas por el algoritmo.
 Posibilidad de inclusion de informacion disyuntiva.
 Robustez delante de ruido en los datos de entrada.
 Conocimiento del dominio includo en el programa.
 Posibilidad de realizar induccion constructiva.
Aspecto Vere Michalski
Dominio General General
Lenguaje Predicados de primer Predicados de primer
orden sin cuanticadores orden ampliados
Conceptos sintacticos Literales, constantes Selectores, variables,
descriptores
Operadores AND AND, OR, OR interno
Reglas de generalizacion Eliminar condicion Eliminar condicion
Constantes a variables Constantes a variables
Subir arbol de generalizacion
Cerrar intervalos
Generalizacion por OR interno
Formas disjuntivas S S
Inmunidad al ruido Buena Muy buena
Conocimiento del dominio S S
Induccion constructiva No Algunas reglas generales
Tabla 2.2: Resumen de los metodos de Vere y Michalski
2.2.6 Espacio de versiones
Mitchell [MITC82] propuso un marco unicado para el aprendizaje de conceptos llamado
espacio de versiones. Este metodo supone que el proceso de aprendizaje de un concepto tiene
lugar en un espacio H denido entre dos conjuntos de hipotesis llamados G y S (ver gura
2.14). El conjunto G contiene los elementos mas generales de H. En S, por el contrario, se
acumulan los elementos mas especcos.
Una suposicion elemental de este metodo es que dado un conjunto de instancias positivas y
negativas es posible construir un espacio de versiones de formulas consistentes entre las cuales
se encuentra el concepto que se ha de aprender. Aqu el conjunto de formulas consistentes
puede ser denido como el conjunto de formulas completas, es decir, que reconocen todas las
Aprendizaje inductivo 43
NULL
S
G
EC
EV
. . . . . . .
Instancias
Figura 2.14: El espacio de versiones
instancias positivas, y coherentes, que no reconocen las negativas. La construccion de este
espacio se lleva a cabo mediante la generalizacion y especializacion del concepto C debida a la
presentacion de instancias positivas y negativas. Ademas cualquier descripcion consistente con
el concepto que puede aprenderse debe hacerse en terminos consistentes con H. El resultado
de este proceso es que hay un arbol de especializaciones y uno de generalizaciones, donde
cada nodo esta asociado a un modelo de concepto. Una interpretacion de estos nodos es la
siguiente:
1. Un nodo del arbol de generalizacion esta conectado a un modelo que cubre todos los
ejemplos positivos.
2. Un nodo del arbol de especializaciones est'a conectado a un modelo que no cubre ningun
contraejemplo.
El espacio de versiones permite mantener toda la informacion util extrada de un conjunto de
entrenamiento sin tener que guardar ninguno de los ejemplos. Ademas, este metodo permite
encontrar el estado exacto de la generalizacion en el cual un descriptor debe ser usado para
optimizar la eciencia de los operadores que le utilizan en la resolucion de un problema. Una
generalizacion, g, esta contenida en el espacio de versiones denido entre G y S, si y solo si:
 g es mas especca o igual que algun miembro de G, y
 g es mas general o igual que algun miembro de S
Se asume que el dominio esta descrito por una teora T
4
, que contiene el conocimiento de
4
Esta teora es el sesgo semantico asociado al dominio.
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respaldo (). El conjunto de los ejemplos positivos se dene como P
i
2 P. El conjunto de
ejemplos negativos se dene como N
i
2 N . I es el conjunto de descripciones de los ejemplos
positivos y negativos del concepto objetivo. Este conjunto esta naturalmente particionado as:
I = P [ N
F y S son formulas logicas, y  es la relacion \mas general que", tal que:
F  R () T;R ` F
Para denir el espacio de versiones de un concepto es necesario tener :
1. Un criterio de consistencia.
2. Uno o mas criterios para escoger la formula mas especca (INF ) y la mas general
(SUP ) entre las consistentes.
3. Una denicion de generalizacion.
4. Un conjunto de ejemplos positivos y negativos (training set).
Un posible criterio de consistencia es el siguiente: F es consistente con la teora T , el conjunto
de ejemplos positivos P y el de los negativos N si :
8i (T; P
i
` F )
8j (T;N
j
` :F )
La interpretacion de este criterio es que dados T;P;N se consideran consistentes todas aquellas
formulas que puedan ser deducidas de cada uno de los P
i
, pero ninguna de aquellas que se
puedan deducir de los N
j
, para cada P
i
.
Un posible criterio de seleccion sera el siguiente:
 Conjunto de formulas mas especcas
Sea R cualquier formula y sea S 2 fSg, el conjunto de formulas mas especcas.
Entonces si S es consistente, para todo R se cumple que:
8R[ R es consistente & T;R ` S] =)
[T ` [R () S]]
Intuitivamente esta formula indica que T;R ` S signica que R es mas especca que
S

. Como R es mas particular que una formula de fSg, entonces es una formula de fSg.
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Figura 2.15: Otra vision del espacio de versiones
 Conjunto de formulas mas generales
Sea R cualquier formula y sea G 2 fGg, el conjunto de las formulas mas generales. Si
G es consistente, para todo R se cumple que:
8R [R es consistente & T;G ` R] =)
[T ` [R() G]]
El resultado de estos criterios de seleccion asegura la existencia de dos conjuntos G y S tales
que:
fSg s 2 fSg es una generalizacion que es consistente
5
con
las instancias observadas y no hay ninguna que sea, al mismo tiempo, mas especca que
s y consistente con dichas instancias.
fGg g 2 fGg es una generalizacion que es consistente con las instancias observadas y no hay
otra que, al mismo tiempo, sea mas general que g y consistente con dichas instancias.
Mientras s y g no sean iguales la existencia de fSg asegura que existe una descripcion con-
juntiva del concepto a aprender (target concept). Este sistema no permite la existencia de
terminos negados en la descripcion de las instancias. En el caso de que existiesen habra que
modicar los criterios de seleccion.
5
Segun el criterio propuesto anteriormente una formula es consistente si cubre todas las instancias de P y
rechaza todas las de N . Algunos autores utilizan el termino admisible
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El espacio de versiones de un concepto C es el conjunto de formulas consistentes entre INF
y SUP . La nocion de espacio de versiones depende de como se hace el reconocimiento de
un ejemplo, es decir, de como se decide si una instancia es mas especca, equivalente o mas
general que una formula C. De aqu se desprende que dado el conjunto de entrenamiento I y
una teora T , si se emplean diferentes criterios de consistencia, se pueden obtener (aprender)
diferentes versiones del concepto C.
La idea que subyace al espacio de versiones es el mantenimiento de un conjunto de descrip-
ciones posibles del concepto C. Este conjunto esta naturalmente acotado por G y S (ver
gura 2.15), cuyos miembros mas signicativos son SUP e INF . Ademas, dependiendo de
la secuencia de ejemplos positivos y negativos, este conjunto de descripciones posibles puede
evolucionar hacia lo especco o hacia lo general. Por esto se puede considerar el aprendizaje
en el espacio de versiones como una busqueda guiada por los datos (data-driven).
Los ejemplos positivos recortan (prune) las descripciones generales, del conjunto G, y los
negativos hacen lo propio con las del conjunto S. Una aportacion de este metodo es el
tratamiento simetrico de los ejemplos positivos y negativos.
El conjunto S se calcula, de lo especco a lo general, empleando la estrategia de busqueda
primero-en-anchura (breadth-rst). Y el G con la misma estrategia pero esta vez de lo general
a las generalizaciones mas especcas. As la estrategia seguida en la construccion del espacio
de versiones puede ser considerada como una extension de la estrategia de busqueda primero-
en-anchura hacia una busqueda bidireccional. En la gura 2.14, EC representa el espacio de
conceptos y EV el espacio de versiones del concepto que se esta aprendiendo y que esta limitado
por G y S. En la gura parece como si S fuese mas grande que G, pero la interpretacion
correcta es que S es mas especco y, por tanto, tiene mas constantes instanciadas que G. Al
aumentar el numero de constantes en G, en el proceso de aprendizaje, este se parece cada vez
mas a S.
El algoritmo de Mitchell se conoce como el algoritmo de eliminacion de candidatos, y se basa
en la suposicion de que los lmites del espacio de representacion de las hipotesis plausibles
H son precisamente SUP 2 G e INF 2 S. Mitchell dene una hipotesis plausible del
concepto, como cualquier hipotesis que no ha sido desestimada por los datos (instancias). El
conjunto H contiene todas las hipotesis plausibles, es el espacio de versiones, y contiene todas
las descripciones del concepto C que son consistentes con las instancias positivas procesadas
hasta cierto momento.
A continuacion se describe el algoritmo de eliminacion de candidatos. Los parametros de en-
trada son fPg, fNg, fV Sg y fSg := ;. En fV Sg se acumulan las formulas validas y fGg.
Eliminacion de Candidatos
1. Si un nuevo ejemplo se a~nade a fPg, entonces fSg y fGg se actualizan de la siguiente
manera:
 A~nadir a fSg todos los elementos de fV Sg que cumplan las siguientes condiciones:
(a) Son especializaciones de un elemento de fGg.
(b) Son consistentes.
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(c) Ningun elemento de fV Sg es mas especco.
 Actualizar fGg
Eliminar de fGg todos los elementos de fGg que no son consistentes teniendo en
cuenta fPg.
2. Si un nuevo contraejemplo se a~nade a fNg, actualizar fSg y fGg
 Actualiza fSg
Eliminar todas aquellas formulas que no son consistentes
 Actualizar fGg
A~nadir en fGg todos los elementos de fV Sg tales que:
(a) Son generalizaciones de un elemento de fV Sg.
(b) Son consistentes.
(c) Ninguno es mas general en fV Sg.
Uno de los efectos mas importantes de este algoritmo es que, analizados algunos ejemplos
positivos, permite el rapido y certero reconocimiento de los ejemplos negativos.
En el siguiente ejemplo de aplicacion del algoritmo de eliminacion de candidatos para aprender
un concepto se podra apreciar facilmente su potencia. Suponga que se estudia el dominio
de los animales exoticos y se tiene una coleccion de frames que representan los ejemplos
positivos y negativos que seran empleados como conjunto de entrenamiento. Para facilitar la
comprension, el vocabulario de este dominio esta restringido a los atributos: Origen, Clase,
Alimentacion, Valor y Situacion y la extension de cada uno de estos esta denida como:
Vocabulario para el dominio de los Animales exoticos
Origen

A(frica) AM(erica) AS(ia) E(uropa) O(ceana)
Clase Mamfero Aves Pez Reptil
Alimentacion Carnvoro Hervboro Omnvoro Insectvoro Piscvoro
Valor Alto Normal Bajo
Situacion Peligro Normal Extinguido Desconocida
Si el concepto que se pretende aprender es, por ejemplo, \animal europeo valioso en peligro",
este puede ser representado como:
Origen : E
Clase : x
2
Alimentacion : x
3
Valor : Alto
Situacion : Peligro
Ahora bien si se considera el conjunto de entrenamiento mostrado en la gura 2.16 y se aplica
el algoritmo de eliminacion de candidatos se obtiene la siguiente secuencia de nodos para S y
G:
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 Si se toma el primer ejemplo, los conjuntos S y G resultantes son:
- G = fx
1
; x
2
; x
3
; x
4
; x
5
g
- S = f A, Mamfero, Carnvoro, Alto, Peligrog
 El segundo ejemplo es negativo, as que el efecto es especializar G de tal forma que
ningun ejemplo negativo sea cubierto por su denicion. Dado el criterio de especializa-
cion escogido, en la practica, la especializacion consiste en un cambio de variables por
constantes. Hay que recordar que el conjunto G debe ser especializado solamente con las
descripciones disponibles en el espacio de versiones actual. El resultado es el siguiente:
- G = f(x
1
; M; x
3
; x
4
; x
5
), (x
1
; x
2
; C; x
4
; x
5
), (x
1
; x
2
; x
3
; Alto; x
5
),
(x
1
; x
2
; x
3
; x
4
; P eligro)g.
- S = f A, Mamfero, Carnvoro, Alto, Peligro g
La interpretacion de este conjunto G es que los animales exoticos que cumplen
con la descripcion son los de la Clase Mamferos, o aquellos cuya Alimentacion
es de tipo Carnvoro, o su Valor Alto, o estan en Situacion de Peligro.
El conjunto S no resulta afectado por el ejemplo negativo. Hay que notar que la
variable x
1
se mantiene ya que en ambos ejemplos el valor es el mismo.
 Al considerar un nuevo ejemplo positivo el algoritmo realiza una generalizacion de S
cuyo resultado es cambiar constantes por variables. Ademas, hay que eliminar de G el
conjunto de descripciones que sean inconsistentes con el nuevo ejemplo positivo. As se
obtiene:
- G = f(x
1
, x
2
, x
3
, Alto, x
5
), (x
1
, x
2
, x
3
, x
4
, Peligro) g
- S = f (A, x
2
, x
3
, Alto, Peligro) g
 En este momento el espacio de candidatos, formado por S y G, puede ser descrito como el
conjunto de los animales exoticos africanos de alto valor y en peligro, (que se desprende
de S) o los animales exoticos de alto valor o los animales exoticos en peligro (que es la
lectura que se desprende de G). Con el siguiente ejemplo, que se podra identicar como
negativo facilmente ya que su Origen es Europa y no Africa, hay que especializar G
para evitar que incluya los animales exoticos europeos. El conjunto S no se modica. El
resultado es:
- G = f(A, x
2
, x
3
, Alto, x
5
), (A, x
2
, x
3
, x
4
, Peligro) g
Ejemplos positivos y negativos
Origen

Africa

Africa

Africa Europa

Africa
Clase Mamfero Reptil Reptil Mamfero Mamfero
Alimentacion Carnvoro Herbvoro Herbvoro Herbvoro Carnvoro
Valor Alto Bajo Alto Bajo Normal
Situacion Peligro Normal Peligro Peligro Peligro
Ejemplo +   +   +
Figura 2.16: Conjunto de entrenamiento
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 Los candidatos que cumplen con estas deniciones han de ser forzosamente animales
africanos. El ultimo ejemplo, que es positivo, afecta a los conjuntos S y G. En el primer
caso hay que eliminar aquellas descripciones que no incluyan al ejemplo positivo. En el
segundo hay que generalizar la denicion. As se tiene que:
- G = S = f (A, x
2
; x
3
; x
4
; Peligro) g
El algoritmo naliza cuando S y G convergen. Esto signica que no son necesarios mas ejemp-
los para aprender el concepto objetivo. Una de las caractersticas del algoritmo de eliminacion
de candidatos es que es muy conservador: a cada paso, la poda del espacio de versiones es la
mas peque~na. Es decir, que si cambiamos el orden de los ejemplos, incluyendo los positivos
primero, el sistema siempre dejara una puerta abierta a la posibilidad de incluir animales
exoticos de otros orgenes hasta la aparicion de ejemplos negativos (contraejemplos)
6
. Este
conservadurismo, como no, tiene asociados algunos inconvenientes, tales como el hecho de que
el algoritmo difcilmente converge ante conjuntos de entrenamiento esparsos. Es una tarea del
profesor construir el conjunto de entrenamiento de manera que quede correctamente especi-
cado. Otras caractersticas del algoritmo son:
 Se basa en una busqueda del tipo primero-en-anchura (breadth-rst) en el espacio de
versiones.
 El conjunto S solo contiene un elemento.
 La introduccion de ruido puede ocasionar que el concepto objetivo sea podado del espacio
de versiones
7
.
El algoritmo del espacio de versiones aqu descrito esta sesgado para aprender descripciones
conjuntivas de conceptos. As, en el ejemplo anterior es imposible aprender el concepto
animales exoticos europeos o africanos en peligro o extinguidos. Este problema
puede resolverse con otras versiones del algoritmo que permiten descripciones disyuntivas del
concepto buscado.
2.3 Induccion de arboles de decision
2.3.1

Arboles de decision
Un arbol de decision es una representacion posible de los procesos de decision involucrados
en tareas inductivas de clasicacion. Los atributos son utilizados para crear particiones de
conjuntos de ejemplos; los nodos del arbol corresponden a los nombres o identicadores de
los atributos, mientras que las ramas de un nodo representan los posibles valores del atributo
asociado al nodo. Las hojas son conjuntos ya clasicados de ejemplos.
La estrategia de construccion del arbol consiste en seleccionar {en cada momento{ aquel
atributo potencialmente mas util para la clasicacion, entendiendo como tal aquel que prometa
generar el mejor arbol a partir de este momento. Dos son los criterios de evaluacion de arboles
de decision:
6
Esta es una aplicacion evidente de la ley de Martin.
7
Un ejemplo tpico de ruido es la mala asignacion de una etiqueta a un ejemplo.
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Ai
Aj Ak
V(A i )
V(A j ) V(A k )
....
.... ....
Figura 2.17: Aspecto de un arbol de decision.
Coste: cuanto cuesta {en media{ llegar de la raz a una hoja. Depende de dos factores:
longitud del camino (es decir, numero de atributos consultados) y coste de cada consulta.
Bondad: capacidad de prediccion del arbol para discriminar un conjunto independiente de
ejemplos nuevos (se suele medir en porcentaje de acierto por clase)
8
.
Otro aspecto que se suele tener en cuenta es la legibilidad del arbol, aunque este criterio se
aplica tan solo en caso de \empate" entre los dos anteriores.
Se puede denir formalmente un arbol de decision como:
1. Un nodo hoja (o respuesta) etiquetado con un nombre de clase.
2. Un nodo interno (o de decision), etiquetado con un nombre de atributo, del que {por
cada valor del atributo{ parte una rama {conectada a otro arbol de decision{ etiquetada
con dicho valor.
As, las ramas representan las preguntas o decisiones sobre los valores del atributo del nodo
padre. De esta manera, un arbol de decision puede ser visto como un arbol y/o, donde la
profundidad marca la conjuncion y la anchura la disyuncion (gura 2.17).
2.3.2 El algoritmo ID3 basico
Este algoritmo fue desarrollado inicialmente por Quinlan [QUIN79], y pertenece a la familia
TDIDT
9
. Cada elemento o instancia de la secuencia de entrada presentada al algoritmo toma
la forma de una lista de pares atributo-valor, constituyendo una descripcion conjuntiva. Cada
instancia va asimismo acompa~nada de la clase a la que pertenece. El objetivo es construir un
8
Distngase entre clasicar (crear una particion de un conjunto) y discriminar (encontrar la clase de un
elemento).
9
Top-down induction of decision trees.
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arbol de decision que explique todas las instancias de la manera mas compacta posible, segun
los criterios rese~nados en el apartado anterior.
El algoritmo construye el arbol seleccionando en cada momento el mejor atributo segun una
cierta medida heurstica, con lo que puede ser visto como una busqueda hill-climbing sin
vuelta atras a traves de todos los posibles arboles. Sea X el conjunto inicial de instancias, A
el conjunto de atributos que las describen y C el de posibles clases, y denotemos por el operador
# la cardinalidad de un conjunto. A lo largo del texto, y situados en un nodo cualquiera,
denominaremosX al conjunto de instancias {subconjunto de X{ tal que sus valores coincidan
con los del camino que va de la raz a dicho nodo para los atributos involucrados. A ese
camino le llamaremos camino de discriminacion. Para el nodo raz, se tiene X = X . Dados
un atributo A 2 A, un elemento x 2 X y un valor v cualesquiera, denimos:
V (A) = fvalores posibles de Ag
A(x) = valor de x para A
A
 1
(X; v) = fx 2 XjA(x) = vg
P
C
(X) = particion de X en las clases de C
Part(X;A) = particion de X con arreglo a V (A)
El esquema basico de construccion del arbol es el siguiente:
fX: conjunto de instancias en curso ^ A conjunto de atributos que restan por usarg
funcion Id3 (X;A: conjunto) devuelve ad: arbol-de-decision
var arbol1, arbol2: arbol-de-decision;
si (9C8x 2 X : x 2 C)
10
entonces arbol1:= crear-arbol (C)
sino
si A 6= ; entonces
a
M
:= max fG(X; a)g
a2A
;
arbol1:= crear-arbol (a
M
);
para todo v 2 V (a
M
) hacer
arbol2:= Id3 (A
 1
(X; v),A n fa
M
g);
arbol1:= a~nadir-rama (arbol1, arbol2, v)
fpara todo
sino arbol1:= crear-arbol (clase-mayor(X))
fsi
fsi
devuelve arbol1
uncion Id3
fad es un arbol de decision que describe X usando Ag
donde G representa la funcion de seleccion, que tiene su valor maximo para aquel atributo
considerado por ella como el mejor para continuar la clasicacion. La llamada inicial sera: Id3
(X ;A). El algoritmo descrito utiliza las siguientes funciones auxiliares:
10
En otras palabras, si todas las instancias de X son de una misma clase C.
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clase-mayor(X) : devuelve la clase mayoritaria de los elementos de X.
crear-arbol(Y) : devuelve un arbol de decision consistente en un solo nodo etiquetado con
Y .
a~nadir-rama(X,Y,Z) : devuelve el arbol resultante de a~nadir a X una nueva rama etique-
tada con Z, y que va a parar al arbol Y . La substituye si ya exista.
Variando la funcion de seleccion se obtienen diferentes arboles. La propuesta originalmente
por Quinlan esta basada en el concepto de entropa de Shannon:
Dado X  X , se dene
I(P
C
(X)) =  
X
C2P
C
(X)
p(X;C) log
2
p(X;C)
donde
p(X;C) =
#(X \C)
#X
As, I(P
C
(X)) estima la aleatoriedad de la distribucion de las instancias deX sobre las clases de
C, siendo p(X;C) la probabilidad de que una cierta instancia de X pertenezca a C, denida
como la proporcion de elementos de X que tambien pertenecen a C. En otras palabras,
I(P
C
(X)) mide la cantidad de informacion necesaria para obtener la clase, de entre las de C,
de un elemento de X.
Asimismo, al particionar un conjunto de elementos X atendiendo a los valores de un determi-
nado atributo A, se puede obtener la informacion necesaria para discriminar un elemento de
X por un arbol con raz etiquetada con A, denotada por
E(X;A) =
X
x2Part(X;A)
#x
#X
I(P
C
(x))
donde, como ya se enuncio,
Part(X;A) = fA
 1
(X; v)g
v2V (A)
representa la particion de X en clases mediante los valores de A; la funcion E, a su vez,
estima la aleatoriedad con que las instancias estan distribuidas en las clases, consistiendo en
la media ponderada de la cantidad de informacion requerida por las particiones generadas por
los valores del atributo. Finalmente, la ganancia de informacion viene dada por
G(X;A) = I(P
C
(X))   E(X;A)
Observese que esta ultima formula equivale a seleccionar el atributo que minimice E(X;A),
ya que I(P
C
(X)) es igual para todos los atributos.
Veamos un ejemplo. En la tabla siguiente se describe un mini-dominio compuesto por los datos
de 8 personas, correspondientes a su altura, color del cabello y color de los ojos, distribuidas
en dos clases, C
+
y C
 
, y se busca el mejor arbol de decision que lo caracteriza.
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Clase Elemento Altura Cabello Ojos
1 bajo rubio azules
C
+
2 alto pelirrojo azules
3 alto rubio azules
4 alto rubio marrones
5 bajo casta~no azules
C
 
6 alto casta~no azules
7 alto casta~no marrones
8 bajo rubio marrones
As pues, C = fC
+
; C
 
g, X = f1; 2; 3; 4; 5; 7;8g y su particion en las dos clases existentes sera
P
C
(X ) = ff1; 2; 3g; f4; 5; 7;8gg. Por consiguiente,
I(P
C
(X )) =  3=8log
2
3=8  5=8log
2
5=8 = 0:954
Analicemos ahora los atributos:
E(X ; Altura) = 3=8I(P
C
(f1; 5; 8g)+ 5=8I(P
C
(f2; 3; 4; 6; 7g) = 0:951
Con
I(P
C
(f1; 5; 8g)) =  1=3log
2
1=3  2=3 log
2
2=3 = 0:918
I(P
C
(f2; 3; 4; 6;7g)) =  2=5log
2
2=5  3=5log
2
3=5 = 0:971
Finalmente, la ganancia generada por Altura sera:
G(X ; Altura) = 0:954  0:951 = 0:003
Similarmente,
E(X ; Cabello) = 0:454
E(X ; Ojos) = 0:347
Por tanto, se elegira como atributo raz Cabello. El proceso continuara ahora para generar
los 3 subarboles correspondientes a los 3 valores de Cabello, utilizando para ello los conjuntos
de instancias A
 1
(X ; casta~no), A
 1
(X ; pelirrojo) y A
 1
(X ; rubio), respectivamente. El
proceso completo se puede observar en las guras 2.18 y 2.19.
2.3.3 El algoritmo ID3 normalizado
El metodo anterior tiene el inconveniente de favorecer indirectamente aquellos atributos con
muchos valores, que no son necesariamente los mas utiles
11
.
Se ha propuesto (en [CEST86]) la binarizacion
12
de los atributos. De este modo se obtienen
arboles de decision binarios y se independiza el proceso del numero de valores de un atributo
11
El atributo altura referido a una persona puede tomar muchos valores diferentes pero sera inutil para
determinar, pongamos, el tipo de ocupacion que desempe~na.
12
Por ejemplo, si el atributo color del cabello toma como valores pelirrojo, rubio, casta~no, moreno, se
crearan 4 atributos binarios (unicos valores posibles s y no), denominados cabello pelirrojo, cabello
rubio, cabello casta~no y cabello moreno.
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-
-
-
+
-
-
+
+
CABELLO
bajo, castano, azules:
alto, castano, azules:
alto, castano, marrones:
alto, pelirrojo, azules:
bajo, rubio, azules:
alto, rubio, marrones:
alto, rubio, azules:
bajo, rubio, marrones:
castano pelirrojo
rubio
Figura 2.18: Paso segun los calculos del texto.
-
-
-
+
OJOS
+bajo, rubio, azules:
+alto, rubio, azules:
-alto, rubio, marrones:
-
bajo, rubio, marrones:
azules marrones
CABELLO
bajo, castano, azules:
alto, castano, azules:
alto, castano, marrones:
alto, pelirrojo, azules:
castano pelirrojo
rubio
Figura 2.19:

Arbol de decision nal generado por ID3.
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(que es siempre dos). Lo malo es que los arboles resultantes son poco ecientes, pues preguntan
varias veces por un mismo atributo y, ademas, son menos legibles.
Una alternativa la propuso el propio Quinlan [QUIN86], y consiste en normalizar la ganancia
G de su metodo por un factor que representa la cantidad de informacion {para un elemento
cualquiera{ necesaria para conocer el valor de un cierto atributo. Se dene
IV (X;A) =  
X
v2V (A)
p(X; v) log
2
p(X; v)
donde p(X; v) = probabilidad de que, dado un x 2 X; A(x) = v: La nueva ganancia G
N
se
dene como
G
N
(X;A) =
G(X;A)
IV (X;A)
:
La desventaja de este nuevo metodo recae en aquellos casos en los que el denominador es
anormalmente bajo con lo que {aun sin tener gran ganancia G{ el cociente se hace muy
grande
13
. Una solucion es aplicar G
N
solo a los atributos con una G por encima de la media.
2.3.4 El algoritmo RLM
Un acercamiento diferente lo constituye el propuesto por R. Lopez de Mantaras [LOPE91],
al que denominaremos algoritmo RLM. Consiste en escoger aquel atributo que provoque una
particion de X mas proxima a la correcta, entendiendo por particion correcta aquella en la
cual todos los elementos de cada subconjunto de la particion son de la misma clase de C, es
decir, la particion P
C
(X). Es necesaria, por consiguiente, una denicion de distancia entre
particiones. El siguiente proceso nos conducira a ella:
Sean P
A
(X) y P
B
(X) dos particiones de X. Su informacionmedia {que medira la aleatoriedad
de la distribucion de los elementos de X por entre las clases de P
A
(X) y P
B
(X){ vendra dada
por:
I(P
A
(X)) =  
X
a2P
A
(X)
p(X; a) log
2
p(X; a)
I(P
B
(X)) =  
X
b2P
B
(X)
p(X; b) log
2
p(X; b)
Considerando ahora la interseccion de ambas particiones obtenemos la expresion:
I(P
A
(X) \ P
B
(X)) =  
X
a2P
A
(X)
X
b2P
B
(X)
p(X; a \ b) log
2
p(X; a \ b):
Finalmente, la informacion condicionada de P
B
(X) dada P
A
(X) es
I(P
B
(X)=P
A
(X)) = I(P
B
(X) \ P
A
(X))   I(P
A
(X))
13
Esto ocurre {al ser IV (X;A) una medida de la concentracion media de los elementos de X en los valores
de A{ cuanto mas distribuido esta el atributo en sus valores.
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=  
X
a2P
A
(X)
X
b2P
B
(X)
p(X; a \ b) log
2
p(X; a \ b)
p(X; a)
:
Es facilmente demostrable entonces que la medida d(P
A
(X); P
B
(X)) = I(P
B
(X)=P
A
(X)) +
I(P
A
(X)=P
B
(X)) es una distancia. Si ahora dividimos la expresion anterior por I(P
A
(X) \
P
B
(X)) conseguiremos su normalizacion:
d
N
(P
A
(X); P
B
(X)) =
d(P
A
(X); P
B
(X))
I(P
A
(X) \ P
B
(X))
2 [0; 1]
que, obviamente, sigue siendo una distancia. As, este criterio elegira aquel atributo tal que
minimice la distancia entre la particion correcta y la generada por el atributo, pudiendose
denir la nueva ganancia {a la que denominaremos G
RLM
{ como:
G
RLM
(X;A) = d
N
(P
C
(X); Part(X;A)):
Es instructivo comparar esta medida con el criterio de Quinlan. La ganancia de informacion
al dividir respecto de un atributo A era G(X;A) = I(P
C
(X))   E(X;A), siendo I(P
C
(X))
precisamente la informacion media de la particion correcta de X.
Por otro lado,
E(X;A) =
X
x2Part(X;A)
#x
#X
I(P
C
(x))
y se demuestra
14
que E(X;A) = I(P
C
(X)=Part(X;A)).
Por tanto, G(X;A) = I(P
C
(X))   I(P
C
(X)=Part(X;A)) de donde, sumando y restando
I(Part(X;A)=P
C
(X)), obtenemos:
G(X;A) = I(Part(X;A)=P
C
(X)) + I(P
C
(X))
 I(P
C
(X)=Part(X;A))   I(Part(X;A)=P
C
(X))
= I(Part(X;A) \ P
C
(X))   [I(P
C
(X)=Part(X;A)) + I(Part(X;A)=P
C
(X))]
Dividiendo ahora por I(Part(X;A) \P
C
(X)):
G(X;A)
I(Part(X;A) \ P
C
(X))
= 1 
I(P
C
(X)=Part(X;A)) + I(Part(X;A)=P
C
(X))
I(Part(X;A) \P
C
(X))
= 1  d
N
(P
C
(X); Part(X;A))
Se demuestra tambien que IV (X;A) = I(Part(X;A)), con lo que 1 d
N
(P
C
(X); Part(X;A))
equivale a normalizar la ganancia de Quinlan G(X;A) por I(Part(X;A) \ P
C
(X)) en vez de
por I(Part(X;A)), que s es una normalizacion en [0; 1] y esta siempre denida, pudiendose
demostrar ademas que desaparece el sesgo favorable a los atributos con un numero elevado de
valores.
14
Se deja como ejercicio al lector.
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2.3.5 Algoritmos incrementales
Una de las limitaciones mas evidentes de los metodos expuestos hasta ahora es que todos ellos
operan de una sola vez, es decir, si dado un arbol ya construido se desea actualizarlo de manera
que se acomode a nuevos ejemplos, se debe construir este de nuevo. Esta manera de trabajar
es apropiada para tareas de aprendizaje en las que se tiene un conjunto jo de instancias, todas
ellas conocidas a priori. Cuando esto no ocurre, sera de desear que se pudiera revisar el arbol
y alterarlo {de la manera mas eciente posible{ para dar cabida al nuevo ejemplo. Ademas,
podra ser interesante observar como evoluciona el arbol a medida que se van proporcionando
instancias.
Los algoritmos ID4 e ID4R
Primera tentativa importante de construir un arbol de decision de manera incremental, este
algoritmo fue desarrollado por Schlimmer y Fisher [SCHL86] como una derivacion de ID3
aunque {como se vera{ existen conceptos aprendibles por ID3 que no lo son por ID4.
As, este metodo toma como parametros de entrada un arbol de decision y una instancia, y
devuelve un nuevo arbol adaptado a ella. Cada nodo mantiene informacion sobre el numero de
instancias en las clases para cada valor de cada atributo que pueda servir como decision en ese
nodo {es decir, que no haya aparecido antes en el camino a la raz{ de entre las instancias de X,
de cara a recalcular su funcion E correspondiente. Estos contadores se habran eventualmente
modicado con la introduccion de la nueva instancia. De esta manera, si el atributo de la raz
del subarbol que esta siendo considerado no es el que mantiene la E mas baja, se substituye
por el que la tenga, no habiendo necesidad de alterar los contadores asociados al nodo.
Ahora bien, cuando se produce esta substitucion, > que hacemos con los subarboles descen-
dientes del nodo? Lo unico claro es que estos arboles ya no son de utilidad. Existen dos
estrategias:
 Conformarse con expandir el nuevo atributo en sus valores (es decir, crear solo un nivel
mas).

Este es el algoritmo ID4 original.
 Continuar reconstruyendo hacia abajo hasta el nal, utilizando ID3. Esta version se
denomina ID4R.
Observese que un subarbol al que le ha sido cambiado (o creado, si antes era una hoja)
el atributo raz no tiene porque rehacerse por completo. En este caso, el nodo de decision
resultante queda al aire, sin renar. Este renamiento tendra lugar eventualmente con la
llegada de nuevas instancias que sigan el mismo camino. Esta divergencia entre ID4 y ID4R
provoca que el primero no sea equivalente a ID3 y el segundo s, donde por equivalencia
entendemos que los arboles resultantes sean identicos.
El problema de estos algoritmos es que ciertos conceptos {es decir, sus conjuntos de instancias{
pueden dar lugar a continuos descartes de subarboles, sin llegar a una estabilizacion nal de
la representacion del concepto, y no sean por ello aprendibles, ademas de degradar en demasa
el arbol. Esta situacion se suele dar cuando {en el momento de elegir nuevo atributo en un
nodo{ el ganador no sea claramente el mejor. Si haba varios con medidas E similares, es muy
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probable que haya un nuevo cambio de atributo pronto, con la llegada de una nueva instancia.
De todas maneras, son obviamente una mejora si la alternativa es construir cada vez el arbol
partiendo de cero, como haca ID3.
Los algoritmos ID5 e ID5R
Estos dos algoritmos son debidos a Utgo [UTGO90], y dieren de los dos anteriores en que, en
el momento de expandir un subarbol {debido a un cambio de atributo en su raz{ no descartan
los subarboles ya existentes, sino que los reestructuran convenientemente, aprovechando as
el trabajo realizado cuando se crearon. La ventaja de esta tecnica {denominada pull-up{ es
que recalcula la informacion (los contadores) de cada nodo aprovechando los ya existentes a
medida que reestructura cada subarbol. La tarea de pull-up es, pues, traer el atributo deseado
(el que tenga ahora una medidaE mas baja) a la raz del subarbol, manteniendo la consistencia
con las instancias ya presentadas. Denamos primero {por claridad{ la informacion que debe
contener un arbol de decision para aplicar estos algoritmos:
1. Si es un nodo hoja (de respuesta), un nombre de clase y el conjunto de instancias que
discrimina.
2. Si es un nodo de decision,
 Un nombre de atributo, con una rama hacia otro arbol de decision para cada valor
del atributo.
 Todos los posibles atributos de test (incluyendo el actual) en ese nodo, y contadores
del numero de instancias pertenecientes a cada clase para cada valor de dichos
atributos.
Como se ve, se necesita la misma que para los ID4(R), con el a~nadido de que las hojas deben
guardar las instancias que discriminan. La diferencia entre ID5 y ID5R es que este ultimo
{despues de reestructurar un subarbol para traer el atributo deseado a la raz{ continua la
reestructuracion recursivamente por sus subarboles, cosa que aquel no hace, lo que provoca
de nuevo que no sea equivalente a ID3, mientras que ID5R s lo es.
Veamos un esquema a modo de sntesis
15
de los cuatro algoritmos incrementales vistos hasta
ahora. Para una mejor comprension, piensese que lo que tienen en comun todos los metodos
es su objetivo: repasar el camino de discriminacion de la nueva instancia forzando que cada
nodo siga estando etiquetado con el atributo elegido por la funcion heurstica.
Denotemos:
x Nueva instancia a aprender
C
x
El camino completo de discriminacion de x
N Un nombre de nodo cualquiera del arbol
15
No se pretende aqu explicarlos en extremo detalle {pues escapa a la concepcion del libro{ sino que se ha
preferido remarcar sus principios basicos y, sobretodo, sus diferencias. Para el lector animoso se dan referencias
a todos los metodos descritos.
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A
N
El atributo asociado al nodo N
A
H
El nuevo atributo elegido en N al actualizar sus contadores
Siendo el esquema principal:
para todo nodo N 2 C
x
(de la raz a la hoja) hacer
Actualizar-contadores (N );
si A
N
6= A
H
entonces
Expandir N un nivel mediante A
H
(ID4)
Aplicar TDIDT
16
a N (ID4R)
Aplicar pull-up un nivel para substituir
A
N
por A
H
(ID5)
Aplicar pull-up recursivamente a todo el
subarbol cuya raz es N (ID5R)
fsi
fpara todo
El algoritmo de pull-up es sencillo, y por ello lo formalizaremos un poco mas que el esquema
anterior. Utilizaremos las funciones auxiliares:
raz(X) : devuelve el nodo raz del arbol X.
es-hoja(Y) : devuelve cierto si el nodo Y es una hoja y falso en caso contrario.
subarbol(Z,V) : devuelve el arbol correspondiente a la rama de Z etiquetada con V .
expandir(Z,A) : devuelve el arbol resultante de expandir Z un nivel usando A.
Veamos el algoritmo:
fS: Subarbol en curso ^ A: atributo a subirg
funcion Pull-up (S: arbol-de-decision; A: atributo)
devuelve T : arbol-de-decision
var T: arbol-de-decision;
si es-hoja (raz(S)) entonces T:= Expandir (S,A)
sino (* es un nodo de decision *)
si A = A
raiz(S)
entonces T:=S
sino
para todo v 2 V (A
raiz(S)
) hacer
S:= a~nadir-rama (S, Pull-up (subarbol(S,v),A), v)
fpara todo;
T:= Transponer (S)
fsi
fsi
devuelve T
16
Cualquier metodo es bueno: ID3, ID3 normalizado, RLM, etc. Por supuesto, si se utiliza RLM el arbol
resultante no sera equivalente a ID3.
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uncion Pull-up
fT es un subarbol consistente con S y con A como razg
La funcion Transponer (S), dado que todos los subarboles de S estan etiquetados con el
mismo atributo (el que ha sido subido a todos ellos), lo intercambia con el de la raz de S.
Existen metodos mas sosticados, como IDL, debido a W. van de Velde [VELD90], que usa
habilmente los tres operadores basicos en arboles de decision: expansion, poda
17
y trans-
posicion. El proceso en IDL se realiza en dos fases:
1. Primero, se utiliza la expansion al estilo ID3 para clasicar la nueva instancia. Hay que
notar que la medida de seleccion esta basada en la distancia entre particiones de RLM.
2. Una vez se tiene una hipotesis discriminatoria consistente, se inicia un proceso de revision
del camino de discriminacion de la instancia pero, esta vez, en sentido contrario al paso
anterior, es decir de la hoja a la raz. Aqu se utiliza el concepto de relevancia topologica:
el proceso usa transposicion para rehacer el camino de discriminacion podando siempre
que sea posible para as obtener uno substancialmente mas corto.
Sumario
Los algoritmos presentados representan una clara evolucion sobre el modelo original presentado
por Quinlan. Parte de estas mejoras han sido apuntadas o realizadas por el mismo. Se pueden
encontrar muchas comparaciones tanto teoricas (por lo menos, en lo que a coste se reere)
como empricas, en varios dominios ya clasicos en el area. Ciertos problemas son comunes
a todos ellos {como los presentes en los propios datos, que aqu se han supuesto ideales{ y
son tratados en otros apartados del libro, ya que conciernen a la formacion de conceptos en
general. Veamos una tabla a modo de resumen de los aqu expuestos:
Metodo Medida Objetivo Incremental Equiv. ID3 Operadores
ID3 Entropa Coste No S Expansion
Bondad
ID4 Entropa Equivalencia S No Expansion
con ID3 Poda
ID4R Entropa Equivalencia S S Expansion
con ID3 Poda
ID5 Entropa Equivalencia S No Expansion
con ID3 Poda
Transposicion
ID5R Entropa Equivalencia S S Expansion
con ID3 Poda
Transposicion
IDL Entropa Minimalidad S No Expansion
Topologa topologica Poda
Transposicion
17
La poda es la inversa de la expansion.
Aprendizaje inductivo 61
2.4 La relevancia de los atributos
La naturaleza de la clasicacion se ha estudiado ampliamente en el campo del aprendizaje,
especialmente aquellos procesos que pueden ser realizados automaticamente por una maquina.
Muchos sistemas expertos con exito de la primera generacion eran en la practica clasicadores.
Este tipo de sistemas usa un conjunto de reglas, representadas como arboles de decision,
para determinar la clase de una entrada dada en base a un conjunto de sus caractersticas.
En el acercamiento clasico, el experto humano es el responsable de decidir cuales son los
atributos relevantes para la clasicacion y posterior formacion de reglas. Las limitaciones
de este acercamiento, apuntadas por varios autores, (e.g. [HAYE84], [BAIM88], etc.), han
estimulado el desarrollo de sistemas que puedan tomar la responsabilidad de decidir si un
atributo es potencialmente util o no, usando metodos de inferencia inductiva para descubrir
los patrones o relaciones entre datos que puedan ser utiles en la formacion de reglas para
clasicaciones. En aprendizaje, varios son los metodos heursticos que se han desarrollado
para la evaluacion de atributos en terminos de su utilidad potencial (que se ha identicado
con su relevancia) de cara a decidir la clase a la que pertenece una entrada. La gran mayora
estan basados en la teora de la informacion clasica (e.g. [QUIN79], [QUIN86], [SCHL86],
[BAIM88], [LOPE91], etc.).
2.4.1 El problema de la relevancia
En este apartado se hace una caracterizacion del problema de la relevancia de un atributo, y
una denicion formal de relevancia y atributos no relevantes o atributos nought.
Sea U un universo y C = fC
1
; C
2
; : : : ; C
m
g una clasicacion (particion) de U . Asumase
que los elementos de U se pueden representar por la n-tupla (A
1
(u); : : : ; A
n
(u)) ordenada de
atributos (i.e. caractersticas mesurables) de los objectos en U , con rangos X
1
; X
2
; : : : ; X
n
;
respectivamente. Formalmente hablando, cada A
i
es una funcion con dominio U y rango X
i
.
Notese que, en general,
f(A
1
(u); : : : ; A
n
(u)) j u 2 Ug
es un subconjunto de
X
1
 : : :  X
n
pero no necesariamente igual.
Expresado intuitivamente, contra mas informacion proporciona un atributo a una clasicacion,
mas relevante es para la clasicacion. La manera natural de mesurar la informacion que un
atributo proporciona es por medio de su capacidad de discriminar los elementos de U . La rel-
evancia de un atributo no es una propiedad absoluta, sino que es relativa a una clasicacion o
interpretacion. Un atributo puede ser muy importante para una clasicacion pero irrelevante
en otra. Por ejemplo, el color de la piel de las personas no es importante para determinar
(discriminar) el tipo de enfermedad cardiovascular que puedan tener, pero s lo es para deter-
minar su clasicacion etnica. En la practica, el conjunto inicial de atributos potencialmente
utiles debe ser escogido por el experto.
Un atributo es relevante si tiene la capacidad de discriminar entre los elementos de U . Como
primera idea, podramos pensar que esta viene dada por el numero de elementos que el atributo
discrimina. Esto es, si la proporcion de elementos de U discriminada por un atributo A
i
es mas
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peque~na que la proporcion correspondiente a otro A
j
, entonces la relevancia de este ultimo ha
de ser superior a la del primero. Sin embargo, las cosas no son tan faciles, como muestra el
siguiente ejemplo.
Ejemplo
Sea U un universo que contenga los objetos o
1
; o
2
; : : : ; o
11
, clasicados en C
1
; C
2
; C
3
; C
4
por
los atributos A
1
; A
2
; A
3
, con un rango de valores de entre el conjunto f1; 2; 3; 4g.
Clase Objeto A
1
A
2
A
3
o
1
1 2 1
C
1
o
2
1 3 1
o
3
2 1 2
C
2
o
4
2 2 2
o
5
2 2 3
o
6
2 1 3
C
3
o
7
3 4 2
o
8
3 1 1
o
9
3 2 4
C
4
o
10
3 3 2
o
11
4 3 2
Cada entrada de la tabla de clasicacion especica el valor para el objeto dado por la la y el
atributo dado por la columna. Tambien se indica la clase a la que pertenece cada objeto.
Por s solo, el atributo A
1
discrimina tres elementos (o
1
; o
2
y o
11
), dos mas que A
2
y A
3
(los
cuales solamente discriminan o
7
y o
9
, respectivamente)
18
. No obstante, si observamos con un
poco mas de atencion veremos que A
2
y A
3
son mas relevantes para la clasicacion, ya que
el conjunto fA
2
; A
3
g es totalmente discriminante
19
, mientras que fA
1
; A
3
g y fA
1
; A
2
g no lo
son. El otro conjunto totalmente discriminante es, evidentemente, fA
1
; A
2
; A
3
g
20
.
As, no solo no hay suciente con el numero de objetos sino que esta estimacion es erronea. Por
consiguiente, la relevancia de un atributo depende no solamente en la proporcion de objetos
que discrimina, sino en como interactua con el resto de atributos. Cualquier denicion formal
de relevancia debe, por tanto, tener en cuenta ambos conceptos. Las deniciones siguientes
estan extradas de [BELA91] y [N

U
~
NE91b], y conforman un acercamiento teorico al problema
de la relevancia.
Denicion 2.1. El atributo A
i
es mas relevante que el A
j
si, y solo si, el mnimo numero
de atributos que se han de a~nadir a A
i
para obtener un conjunto totalmente discriminante,
18
Para encontrar que objetos discrimina un atributo, busquense aquellos para los cuales no existen otros
objetos con identico valor para ese atributo en clases diferentes.
19
Diremos que un conjunto de atributos es totalmente discriminante si los atributos que lo conforman son
sucientes para discriminar todos los elementos de U.
20
Ya que se toma como hipotesis que el conjunto inicial de atributos es suciente para clasicar todo el
universo.
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es menor que el numero de atributos requeridos para A
j
. Si este numero es el mismo para
ambos, concluiremos que son igualmente relevantes.
Esta denicion se puede expresar como:
Sea N = f1; 2; : : :; ng, y, por cada S  N , sea
A
S
= fA
s
j s 2 Sg;
S
i
= fS  N n fig j fA
i
g [A
S
es totalmente discriminanteg
S
j
= fS  N n fjg j fA
j
g [A
S
es totalmente discriminanteg
Entonces A
i
es mas relevante que A
j
si, y solo si,
minf#SjS 2 S
i
g < minf#SjS 2 S
j
g:
A
i
es igualmente relevante que A
j
si, y solo si,
minf#SjS 2 S
i
g = minf#SjS 2 S
j
g:
Esta denicion es generalizable de manera natural a conjuntos de atributos:
Denicion 2.2. Sean S
1
y S
2
dos subconjuntos de N , con
A
S
1
= fA
s
j s 2 S
1
g;
A
S
2
= fA
s
j s 2 S
2
g;
entonces:
S
S
1
= fS  (N n S
1
) j A
S
1
[A
S
es totalmente discriminanteg
S
S
2
= fS  (N n S
2
) j A
S
2
[A
S
es totalmente discriminanteg
A
S
1
es mas relevante que A
S
2
si, y solo si,
minf#SjS 2 S
S
1
g < minf#SjS 2 S
S
2
g:
Los conjuntos de atributos A
S
1
y A
S
2
tienen la misma relevancia si, y solo si,
minf#SjS 2 S
S
1
g = minf#SjS 2 S
S
2
g:
La idea intuitiva que subyace a la denicion es que dos conjuntos de atributos, independiente-
mente de su cardinalidad, son igualmente relevantes si tienen la misma capacidad de discrim-
inacion o, equivalentemente, si la cantidad de informacion que les falta para ser totalmente
discriminantes es la misma.
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Por tanto, para determinar si un conjunto dado de atributos es mas relevante que otro
tendramos que generar, como mnimo, todos los conjuntos totalmente discriminantes (de
relevancia maxima) que contengan alguno de los dos conjuntos dados. Pero este es un metodo
impractico e intratable desde el punto de vista de la complejidad. As, la solucion propuesta
ha sido establecer heursticas para evaluar la utilidad potencial de un atributo, de tal manera
que escogen, sucesivamente, aquellos que llevaran a obtener arboles de decision cercanos al
optimo. Las soluciones propuestas hasta ahora tienen varios elementos comunes, y su dis-
cusion cae fuera de este texto introductorio. Para un completo estudio de estas medidas y sus
caractersticas, vease [BELA91].
La denicion de relevancia para un conjunto dado de atributos A introduce una relacion de
equivalencia R en el conjunto potencia P(A), donde las clases de equivalencia estan formadas
por conjuntos igualmente relevantes. Junto con la anterior denicion, esto nos permite intro-
ducir un orden total, ; en el conjunto cociente de clases de equivalencia P(A)=R.
Denicion 2.3. Sean A
S
1
, A
S
2
dos conjuntos de atributos y [A
S
1
], [A
S
2
] sus clases de equiv-
alencia. Entonces:
[A
S
1
]  [A
S
2
]
si, y solo si,
minf#SjS 2 S
S
1
g  minf#SjS 2 S
S
2
g:
Notese que las clases [A] y [;] son, respectivamente, el maximo y el mnimo con respecto a
ese orden, i.e. [;]  [A
S
]  [A]; 8 A
S
 A: Otro punto importante es que si A
S
1
es mas
relevante que A
S
2
, entonces cualquier subconjunto de A
S
1
es mas relevante que cualquier otro
de A
S
2
. El problema, en la practica, es obtener el optimo representante de [A], que clasica
el conjunto original U con el mnimo esfuerzo. Este es el objetivo de las heursticas antes
mencionadas.
2.4.2 Los atributos nought
Se ha dicho ya que la relevancia de un conjunto de atributos no es inherente a ellos, sino que
depende de la clasicacion. Frecuentemente nos enfrentamos con situaciones en que un atributo
o, en general, un conjunto de atributos, no son inportantes para un proceso de clasicacion
dado (aunque podran serlo para otro), es decir, no tienen relevancia para una determinada
clasicacion. Esta relevancia nula sera referida como relevancia nought [S

ANC89]. A partir
de ahora, nos referiremos tambien a los atributos no relevantes como atributos nought. En
estos casos, estos atributos estan ya dados y no pueden ser ignorados. Lo que se pretende es
que no distorsionen la clasicacion considerando solo los no nought.
De acuerdo con la denicion de relevancia, los atributos nought son aquellos sin capacidad de
discriminacion. Por tanto, cualquier conjunto nought tiene relevancia nula y es un elemento
de [;], el conjunto vaco.
Denicion 2.4. Un conjunto de atributos A
n
es nought si, y solo si, [A
n
] = [;].
Notese que cualquier conjunto de atributos nought A
n
, a~nadido a un conjunto de atributos
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A
S
dado, no le altera la relevancia, es decir, la capacidad de discriminacion de la clase [A
S
]
es la misma que la de la clase [A
n
[A
S
]; 8 A
S
 A.
Sea A
n
un conjunto de atributos nought. Entonces [A
n
[A
S
] = [A
S
] ; 8 A
S
2 P(A)
Ahora bien, el hecho de que, al a~nadir un conjunto de atributos cualquiera a otro, resulte
un nuevo conjunto con la misma relevancia que el original no implica necesariamente que el
conjunto a~nadido sea nought. Esto se puede observar en el siguiente ejemplo:
Ejemplo
Sea U un universo que contenga los objetos o
1
; o
2
; : : : ; o
6
, clasicados en C
1
y C
2
por los
atributos A
1
; A
2
; A
3
y A
4
, con un rango de valores del conjunto fa; b; cg.
Clase Objeto A
1
A
2
A
3
A
4
o
1
a a a a
C
1
o
2
a a b a
o
3
c a c a
o
4
a b b c
C
2
o
5
b b b b
o
6
c a c b
Supongamos ahora que a~nadimos al conjunto fA
1
; A
2
g el conjunto fA
3
g. Si nos jamos en la
tabla, veremos que {entre otros{ tenemos los siguientes conjuntos totalmente discriminantes:
 fA
1
; A
4
g
 fA
2
; A
4
g
 fA
3
; A
4
g
 fA
1
; A
2
; A
3
g
 : : :
Entre los no totalmente discriminantes encontramos:
 fA
1
; A
2
g
 fA
2
; A
3
g
 fA
1
; A
3
g
 : : :
Por tanto, parece claro que el atributo A
3
no es nought, pues le falta menos |concretamente,
por ejemplo, el atributo A
4
| para ser totalmente discriminante que al conjunto vaco (que,
como mnimo, necesita que se le a~nadan dos atributos). No obstante, podemos ver que los
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conjuntos fA
1
; A
2
g y fA
1
; A
2
; A
3
g tienen la misma relevancia (y, por tanto, estan en la misma
clase de equivalencia, como hemos visto).
Por consiguiente, en cada caso, se trata de encontrar el conjunto de atributos que nos clasi-
quen el dominio con el mnimo esfuerzo. Para acabar de formalizar este concepto y, con el,
el estudio de la relevancia, estableceremos, nalmente, el siguiente criterio:
Denicion 2.5. El elemento de [A] de cardinalidad mnima es el optimal de [A] .
Siendo precisamente este el elemento a buscar por las medidas heursticas.
2.5 Aprendizaje por observacion y formacion de conceptos
La metodologa de la que se ocupa esta seccion constituye la estrategia de aprendizaje inductivo
mas difcil y ambiciosa de las vistas hasta ahora. En su planteamiento original no presupone
ningun conocimiento previo sobre lo que se quiere aprender. A diferencia de los algoritmos
de aprendizaje de la seccion anterior, en los que se induca la descripcion de un concepto
a partir de la presentacion de diferentes instancias de este, y en algunos casos tambien de
contraejemplos seleccionados, en este grupo de estrategias se parte de un conjunto de ejemplos
de los que se puede inducir un numero no preestablecido de conceptos. Tampoco existe un
maestro que conozca los conceptos a aprender a priori, por esta razon se denomina a este tipo
de aprendizaje no supervisado (Unsupervised Learning).
La creacion de una clasicacion de un conjunto de observaciones se puede tomar como la
primera aproximacion para desarrollar una teora sobre estas, por lo que es importante desar-
rollar tecnicas que ayuden a realizar de manera automatica estas labores. El objetivo de estas
tecnicas sera descubrir patrones comunes entre los datos, que permitan separar los ejemplos en
clases o jerarquas de clases. De estas se podran extraer caracterizaciones, o permitiran prede-
cir caractersticas, o deducir relaciones utiles, es lo que se denomina agrupacion (clustering).
Los metodos que vamos a describir, junto con el resto de mecanismos de aprendizaje inductivo,
permiten reducir el cuello de botella que supone la adquisicion y el renamiento de bases de
conocimiento para los sistemas basados en el conocimiento, transformandolos en herramientas
mas atractivas.
2.5.1 La componente psicologica
Todas estas tecnicas parten de las ideas y teoras que ha desarrollado la psicologa cognitiva
sobre como los humanos establecemos las deniciones de las cosas y como caracterizamos gru-
pos de objetos que consideramos que pertenecen a un mismo concepto [MEDI89], [LAKO87],
[SMIT81]. Vamos a resumir brevemente la evolucion de las teoras que han ido apareciendo
en psicologa para explicar como construmos categoras los humanos.
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La vision clasica
La vision clasica en psicologa sobre la categorizacion humana, se basa en que todas las ins-
tancias de una categora tienen una caracterstica fundamental en comun que determina la
pertenencia a esa categora. Por lo tanto, una categora quedara representada por una lista
de propiedades o caractersticas que individualmente son necesarias para la pertenencia de un
objeto a esta, y colectivamente son sucientes para determinar su pertenencia. Por ejemplo,
la categora numero primo quedara determinada por las propiedades \ser un numero natural"
y \solo ser divisible por s mismo y por la unidad". Si falla cualquiera de las dos propiedades
no se es numero primo, y el cumplir las dos determina serlo.
Muchos estudios han evidenciado la falta de solidez de esta vision de la categorizacion. Estos
son sus principales problemas:
1. Incapacidad para determinar las caractersticas que denen una categora. Tras varios
estudios se ha podido comprobar que muchos conceptos, a pesar de que la gente piense
que se pueden denir a partir de condiciones necesarias y sucientes, se escapan a una
observacion detallada. En estos ensayos, se intento en varias areas de la ciencia que
sus expertos dieran conjuntos de propiedades para varios conceptos de sus areas de
conocimiento, que cumplieran todas las instancias que quedaban englobadas en ellos, sin
conseguirlo.
2. Gradacion entre los ejemplos. Dado como se dene la categorizacion, al haber un
conjunto de propiedades que representan una categora, cualquier elemento de esta es
tan bueno como otro para tomarlo como ejemplo, ya que todos comparten las mismas
propiedades. No obstante, las investigaciones evidencian que existen ejemplos mejores
que otros dentro de las categoras
21
. Esto dene efectos de tipicalidad entre los ejemplos
de una categora.
3. Existencia de asignaciones ambiguas. Esta vision clasica de la categorizacion presupone
una forma no ambigua de determinar a que concepto pertenece cualquier ejemplo que se
nos presente, solo hace falta comprobar las caractersticas que los denen. Sin embargo,
hay ejemplos claros de situaciones en las que es difcil decidir
22
.
La vision probabilstica
Todos estos problemas han hecho evolucionar a las teoras psicologicas hacia un punto de
vista probabilstico de la estructura de las categoras. Esta vision considera la estructura de
las categoras como algo difuso y supone que estas se organizan a partir de un conjunto de
atributos correlacionados que son solo rasgos caractersticos, pero no propiedades que denen
la categora.
Esta vision de las categoras resuelve algunos de los problemas de la vision clasica. Ahora
existe una gradacion entre los ejemplos de una categora, ya que los miembros no tienen
porque cumplir todas las caractersticas, hay miembros mas tpicos y menos tpicos. Tambien
se pueden explicar los ejemplos a los que es difcil de asignar a una clase, pues pueden poseer
21
Todo el mundo estara de acuerdo en que una vaca ejemplica mejor a un mamfero que una ballena.
22
>Debera considerarse a un ordenador como un electrodomestico?
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caractersticas que pertenezcan a la clase, pero no las sucientes para permitir una asignacion
clara.
Este punto de vista supone que las categoras se organizan respecto a lo que se llama parecido
familiar (family resemblance).

Este se podra denir como un elemento ideal, que resume las
caractersticas de todos los objetos de la clase, al que usualmente se denomina prototipo. La
asignacion a una clase se decide en base a la similaridad de un ejemplo con el prototipo de la
clase. La base de esta teora se encuentra en la idea de que con el tiempo la gente abstrae de
los ejemplos que se van encontrando su tendencia central y se usa esta como representacion
del concepto.
Extendiendo el punto de vista anterior, otras teoras apuestan por una representacion de
las categoras mediante un grupo de ejemplos en lugar de un unico elemento que resuma
las propiedades de la clase. Las investigaciones realizadas sobre la comparacion de los dos
puntos de vista han dado como conclusion que la representacion como prototipos es adecuada
para representar una forma de asignacion mas inexperta, y que la basada en ejemplos sera
utilizada por sujetos con mayor experiencia. No obstante, las dos teoras se basan en el mismo
principio, la pertenencia a una clase se determina a traves de la similaridad de un ejemplo con
el prototipo o con el grupo de ejemplos.
La concepcion de similaridad en la que se basan estas dos teoras se fundamenta en cuatro
principios basicos:
1. La similaridad entre dos elementos es una funcion creciente de los atributos que com-
parten y decreciente de los que dieren.
2. Todos los atributos pueden ser tratados como independientes.
3. Todos los atributos que se usan pertenecen al mismo nivel de abstraccion.
4. Un concepto es mas o menos equivalente a su lista de propiedades.
Las investigaciones han hecho ver lo erroneo de estas suposiciones en la mayora de los casos
reales en lo que respecta a la similaridad y a la forma de tratar la informacion que caracteriza
a las categoras.
El primer problema de las teoras basadas en prototipos es que tratan a los conceptos de manera
independiente del contexto. Al extraer informacion unicamente de la tendencia central de la
clase, tampoco tienen en cuenta informacion que, como se ha evidenciado experimentalmente,
s usan las personas para categorizar, como el tama~no de la clase, la variabilidad de los ejemplos
o la correlacion entre los atributos. Tampoco son capaces de distinguir entre categoras mas
difciles y mas faciles de aprender, ya que tal como se modelizan las categoras, las que son
linealmente separables
23
deberan ser mas aprendibles que las que no, habiendose demostrado
experimentalmente que no es as.
Las teoras basadas en ejemplos salen mejor del paso, ya que guardan mas informacion que
las basadas en prototipos, manteniendo informacion sobre mas detalles y siendo mas sensibles
al contexto. Ademas son capaces de inferir informacion basandose en informacion parcial, ya
23
Se dice que dos clases son linealmente separables si existe una funcion lineal capaz de establecer la frontera
entre ellas.
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que los modelos basados en ejemplos intentan no descartar informacion que permita hacer
predicciones.
No obstante, el mayor problema de las teoras basadas en la vision probabilstica de la catego-
rizacion se encuentra en su concepcion de similaridad. A pesar de ser el concepto de similaridad
bastante intuitivo, implicamuchas mas cosas que una simple coincidencia de atributos. La im-
portancia de los atributos que describen a los ejemplos puede variar dependiendo del contexto
en que se encuentren, haciendo pesar a unos atributos mas que otros y estableciendo relaciones
entre ellos. Se rompe de esta manera la idea de que los atributos que forman las categoras
son independientes entre s. Tambien se ha de establecer de alguna manera cuales son los
atributos que se deben usar para categorizar un conjunto de ejemplos, ya que el numero de
ellos que se puede dar, si no se pone ninguna restriccion, puede ser virtualmente inacabable.
Por lo tanto, la categorizacion dependera de la denicion de que atributos son necesarios y
cual es la relacion que establece la importancia de cada uno y sera esto lo que determine como
se mide la similaridad entre los ejemplos.
Categorizacion basada en teoras
En las teoras mas recientes se ha desarrollado la idea, apoyada por la evidencia experimental,
de que las categoras se desarrollan en torno a teoras que se forma la gente sobre el mundo,
que apoyan la existencia de las diferentes categoras que usan. A partir de estas ideas, se busca
hallar una explicacion de como los humanos creamos categoras, objetivo que no se alcanzaba
con las anteriores visiones de la categorizacion.
La categorizacion dirigida por teoras es capaz de dar explicacion a la formacion de categoras
que son difcilmente asumibles bajo el punto de vista de la similaridad. Por ejemplo, una
categora formada por un cepillo de dientes, ropa interior y un pijama solo toma sentido si
decimos que hablamos de \cosas que llevar para pasar una noche en casa de un amigo".
Experimentos han demostrado que la nocion de similaridad no es algo absoluto y es muy
dependiente de los ejemplos y de las ideas que los relacionen. Por ejemplo, Medin y Shoben
[SHOB88] descubrieron que los terminos cabello blanco y cabello gris se tomaban como mas
similares que cabello gris y cabello oscuro, pero, en cambio, nubes blancas y nubes grises se
consideraban menos similares que nubes grises y nubes negras. Todo ello se explica porque
cabello blanco y cabello gris estan relacionados mediante la idea del envejecimiento, mientras
que las nubes blancas y las nubes grises no.
No obstante las teoras no son sucientes para explicar la categorizacion, aun es necesario
mantener la similaridad como herramienta, pero con una concepcion de ella radicalmente
distinta a la usada en la teora de prototipos. Para que la similaridad sea coherente con esta
nueva nocion de categorizacion ha de cumplir cuatro reglas:
1. Es necesario incluir en las descripciones atributos, relaciones, : : :
2. Las propiedades no suelen ser independientes, sino que estan interrelacionadas.
3. Las propiedades suelen hallarse en diferentes niveles de abstraccion.
4. Los conceptos son algo mas que una lista de propiedades.
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A~nadiendo esta nueva vision de la similaridad, se consigue adaptar la teora basada en pro-
totipos a una teora en la que la categorizacion esta guiada por concepciones y teoras y
que determina la pertenencia de los ejemplos mediante una exploracion mas profunda de sus
caractersticas.
2.5.2 Aproximaciones computacionales
Paralelamente a los estudios de los psicologos se han desarrollado algoritmos que en parte se
pueden encuadrar en algunas de las teoras que modelizan la caracterizacion humana de las
que se ha hablado. Estos algoritmos pertenecen a areas diferentes, pero mantienen el objetivo
comun de extraer agrupaciones a partir de ejemplos, de las que extraer informacion sobre la
estructura que subyace bajo los ejemplos y las relaciones que existen entre los atributos que
los describen.
La mayora de ellas parten de una representacion comun del conocimiento del que se pretende
extraer categoras utiles. Esta se suele basar en un conjunto de ejemplos descritos mediante
grupos de pares atributo{valor
24
. Sobre estas descripciones se denen los criterios que guan
el proceso de aprendizaje. Los tipos de atributos que se pueden utilizar son variados. Tres
destacan en la literatura [MICH84a]:
Descriptores categoricos o nominales: El valor de este tipo de descriptores consiste en
smbolos entre los que no existe ningun tipo de ordenacion o jerarqua, (e.g.: el color del
pelo de una persona: rubio, casta~no, pelirrojo).
Descriptores lineales o cuantitativos: Los valores corresponden a un conjunto totalmente
ordenado, incluyendo tanto valores discretos (e.g.: meses del a~no), como contnuos (e.g.:
peso).
Descriptores estructurados: Los valores de estos atributos forman una jerarqua que re-
presenta la relacion de generalidad entre los valores, por ejemplo ver gura 2.20.
Los valores de los atributos de cada ejemplo pueden mostrar diferentes estados, dependiendo
de la calidad de la informacion o de la relacion entre los diferentes atributos que los describen.
Son los siguientes:
Valores normales: Se reeren a los valores habituales de los atributos, son valores conocidos.
Valores perdidos (missing values): Se reeren a valores que se desconocen, por perdida o
error.
Valores irrelevantes (nought values): Valores que no son importantes para describir un
ejemplo en particular. Esto incluye informacion adicional de la relacion entre un atributo
y el resto de los del ejemplo.
24
Muchas crticas se han hecho sobre la limitacion de este tipo de representaciones. Actualmente se esta
incluyendo la posibilidad de trabajar con objetos compuestos descritos mediante la combinacion de relaciones
y atributos [THOM91].
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FORMA
PentágonoCuadradoTriángulo
Polígono
ElipseCircunferencia
Cónica
Figura 2.20: Ejemplo de atributo estructurado
Valores ilegales o prohibidos: Aparecen en atributos que estan relacionados con otros y
que dependiendo de los valores de estos ultimos pueden poseer un valor o no. Por
ejemplo, hablando de personas, la propiedad numero de partos estara relacionado con
el atributo sexo, que en el caso de tener el valor varon dejara sin sentido al primer
atributo.
Estos estados especiales de los valores de los atributos tienen diferentes tratamientos que
consiguen, en parte, incluir la informacion o falta de informacion que presenta el conjunto de
datos.
Dos son las areas en las que se han desarrollado estos algoritmos: la taxonoma numerica y el
aprendizaje automatico.
Las tecnicas de aprendizaje automatico pretenden ser una evolucion y una mejora de las
deciencias que aparecen en la taxonoma numerica. En las siguientes secciones se describen las
tecnicas aparecidas en las dos areas, centrando nuestra atencion en el aprendizaje automatico.
2.5.3 Taxonoma numerica
El primer area en el que se ha estudiado el analisis y extraccion de informacion a partir de
ejemplos ha sido la taxonoma numerica, en la que se han desarrollado multiples algoritmos
para la agrupacion de objetos en clases. De estas tecnicas han partido alguna de las ideas y
criterios que usan los algoritmos de aprendizaje no supervisado.
Los algoritmos que ha desarrollado la taxonoma se basan en la agrupacion de objetos si-
milares en una misma categora. Para la medicion de la similaridad entre objetos utilizan
funciones basadas en las descripciones de los objetos. Existen muchos tipos de distancias que
se pueden utilizar para estimar la similaridad o disimilaridad entre las descripciones de los
objetos [DUBE88], con variaciones segun el tipo de los atributos. De entre ellas se puede
destacar:
Metrica de Minkowski: Son metricas denidas sobre el espacio R
n
, usadas preferentemente
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para atributos lineales, cuya expresion general es:
d(i; k) = (
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Donde x
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son los valores del atributo j de las observaciones i y k. De estas
medidas las mas utilizadas son la eucldea (n=2) y la de hamming (n=1).
Distancia de Mahalanobis: Esta distancia tambien se dene sobre atributos lineales y tiene
la siguiente expresion:
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Donde ' es la matriz de covariancias entre los atributos, incorporando as en la medida
las correlaciones existentes entre los datos.
Distancia de 
2
: Esta pensada para variables categoricas. Para poder computarla hace falta
transformar cada columna de datos correspondiente a una variable categorica, en tantas
columnas como modalidades tenga. Para cada elemento se pone un 1 en la columna
correspondiente a la modalidad que tenga y 0 en el resto. Por lo tanto, si la propiedad
k posee c modalidades, esta se transforma en c propiedades binarias.
Siendo C el numero de modalidades de una propiedad, x
j
el numero de objetos que
poseen la modalidad j, y n el numero total de objetos, la distancia de 
2
para dos
individuos y una propiedad dada sera:
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Distancia del coseno: Se basa en las propiedades de vectores en un espacio eucldeo. Mide
el coseno del angulo de dos vectores en un espacio N -dimensional. Su expresion es la
siguiente, siendo N el numero de propiedades:
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Cuando todas las propiedades son binarias (toman el valor 0 o el 1) se le puede dar una
interpretacion no geometrica. Tomando el sumatorio del denominador como el numero
de atributos comunes entre las dos instancias y el denominador como la media geometrica
del numero de atributos que posee x
i
y x
k
, entonces la medida se podra interpretar como
la relacion de atributos comunes que poseen ambas instancias.
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Los algoritmos
A partir de estas medidas se denen algoritmos que construyen jerarquas a partir del conjunto
de ejemplos, metodos jerarquicos. Pueden usar estrategias Bottom{up, metodos aglomera-
tivos, o Top{down, metodos divisivos.
El algoritmo aglomerativo mas tpico consiste en ir creando una jerarqua calculando la simi-
laridad entre todos los objetos y agrupando a cada paso la pareja mas similar, creando con
esta un nuevo objeto y substituyendo los dos primeros objetos por el nuevo.
Los algoritmos divisivos realizan el paso inverso, parten del conjunto de objetos como una sola
clase y a cada paso deciden la particion de las clases que se tiene hasta que todas las clases se
componen de un unico elemento.
El resultado de ambos tipos de estrategias es el mismo, un arbol que indica el proceso de union
del conjunto de objetos desde una clase por objeto hasta una clase con todos los objetos. No
se obtienen descripciones, y es labor del analista de datos escoger el nivel del arbol que de
agrupaciones utiles.
Alternativos a estos metodos se han desarrollado algoritmos que unicamente particionan el
conjunto de datos, son los llamados metodos de optimizacion o particion.

Estos utilizan una
medida de calidad sobre las agrupaciones para guiar la busqueda de la particion que mejor se
adapte a los datos
25
. Las medidas mas frecuentes tratan de maximizar la similaridad entre los
objetos de cada agrupacion a la vez que minimizan la similaridad entre los grupos. En muchos
casos este tipo de medidas no se han mostrado sucientemente efectivas, por lo que algunos
algoritmos necesitan que el usuario explicite el numero de clases que se han de formar.
A pesar de la amplia utilizacion de estos algoritmos en estadstica para analisis de datos, se
han vertido muchas crticas sobre la efectividad y la correccion de estos metodos, sobre todo
cuando la labor consiste en extraer informacion que permita caracterizar los datos, o predecir
propiedades.
Su principal defecto son las medidas de similaridad utilizadas, pues la mayora estan demasiado
orientadas a datos numericos, presentando muchos problemas a la hora de analizar datos no
numericos. Ademas, esta funcion solo tiene signicado en la medida en que los atributos
que se han escogido son relevantes para la caracterizacion del conjunto de datos y de las
diferentes clases que se pretenden descubrir, teniendo todos ellos el mismo peso en el proceso
de determinar las clases. A esto hay que a~nadir que estas medidas no suelen incluir informacion
sobre el contexto que pudiera ser util para el proceso de clasicacion.
La mayora de los metodos solo dan informacion sobre la similaridad entre los objetos y no
ofrecen una caracterizacion o explicacion de las observaciones y las agrupaciones. Unido a
esto, estos metodos dejan la mayor parte del trabajo de busqueda de la mejor particion y de
analisis de los resultados al usuario.
Como se vera a continuacion los algoritmos y metodologas desarrolladas en el area del aprendi-
zaje automatico intentan facilitar el tratamiento de valores no numericos (bastante frecuentes
en los dominios de aplicacion de la Inteligencia Articial) y tratan de incluir parte de la labor
de busqueda en el espacio de posibles particiones que realiza el usuario.
25
Hay 2
n
maneras posibles de particionar un conjunto de datos.
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2.5.4 Tecnicas de aprendizaje automatico
En la Inteligencia Articial el aprendizaje no supervisado se ha intentado ver desde un punto de
vista menos numerico, adoptando las ideas surgidas de la psicologa cognitiva y construyendo
modelos computacionales de como los humanos categorizamos y construmos conceptos a partir
de grupos de objetos.
El origen de estos metodos parte tambien del deseo de intentar resolver los problemas que
aparecen del uso de los algoritmos de taxonoma numerica, por lo que algunos de los algorit-
mos que se han desarrollado utilizan las ideas de estos metodos, pero introduciendo mejoras
respecto a la informacion que se utiliza para la agrupacion de los objetos, los criterios que
permiten decidir la formacion y la coherencia de una clase y la caracterizacion y la explicacion
de los resultados. Tambien se ha intentado incorporar en los algoritmos parte de la labor de
busqueda y analisis que los metodos de taxonoma numerica dejaban en manos del usuario.
El punto de partida de todos estos metodos es tambien un conjunto de datos caracterizados
mediante pares atributo-valor al que se le puede a~nadir informacion relevante sobre el dominio
de clasicacion como restricciones, propiedades de los atributos (relaciones causa-efecto, corre-
laciones, : : :) y criterios para evaluar la calidad de las agrupaciones resultantes. Se ha tenido
presente tambien que los dominios sobre los que se habra de trabajar no tienen que estar
compuestos unicamente por datos numericos.
El resultado puede ser un conjunto o una jerarqua de clases caracterizadas mediante los
atributos mas relevantes
26
de entre los usados para describirlas y los valores que toman. El
tipo de descripcion vara dependiendo de los metodos. Los hay que dan como resultado una
conjuncion de atributos necesarios y sucientes para la pertenencia a cada clase adoptando
la vision clasica de la caracterizacion. Otros adoptan la vision probabilstica, dando como
resultado un conjunto de caractersticas sucientes que con cierta probabilidad se deben poseer
para pertenecer a una clase.
En algunos metodos se busca la posibilidad de poder predecir con la maxima exactitud los
atributos de los objetos de una clase conociendo la clase a la que pertenecen, en otros se busca
que la caracterizacion permita clasicar futuras instancias en vistas a utilizar esta caracteri-
zacion como base de conocimiento.
Los metodos de aprendizaje no supervisado se han dividido en dos grupos teniendo en cuenta
si la adquisicion se realiza de forma incremental o no. Ambas metodologas tienen sus ventajas
e inconvenientes. A la variante no incremental se la ha denominado agrupacion conceptual
(conceptual clustering), a la incremental formacion de conceptos (concept formation). A
continuacion se describira en detalle cada una de las dos, junto a los principales sistemas a los
que han dado lugar.
2.5.5 Agrupacion conceptual
El termino agrupacion conceptual se debe a Michalski [MICH80a].

El lo dene como:
\Agrupar objetos en clases conceptualmente simples basadas en los valores de
los atributos tomando en consideracion todo conocimiento acerca de las relaciones
26
Otro problema no menos importante es el de decidir que informacion es la mas relevante.
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Figura 2.21: Grupo de objetos
semanticas entre los atributos de los objetos o cualquier concepto global que pueda
ser usado para caracterizar las clases que se forman." [MICH84b][MICH86]
Por lo tanto, el rasgo distintivo de la agrupacion conceptual es intentar introducir la mayor
cantidad de conocimiento sobre el contexto en el se quiere realizar el aprendizaje que pueda
ser util.
El origen de estos metodos parte de la constatacion de la falta de contexto de las tpicas
medidas de similaridad.

Estas solo tienen en cuenta a la hora de contrastar dos objetos los
valores de sus atributos, no teniendo en consideracion los conceptos que pueden ayudar a
describirlos.
Las caractersticas que permiten describir a un grupo de objetos como pertenecientes a una
categora no se encuentran unicamente en el contraste de las propiedades que poseen cada par
de objetos. Por lo tanto, hace falta mas informacion para llegar a construir categoras
27
.
La agrupacion conceptual pretende asignar los objetos a clases no en base a una distancia
entre ellos, sino a su pertenencia a cierto concepto que les da sentido, es lo que se denomina
pertenecia conceptual (concept membership). Debido a esto, las tareas de division y de clasi-
cacion de los objetos no son independientes entre s. Una division en clases de un grupo de
objetos solo sera buena si y solo si existe una buena interpretacion de las clases.
Las funciones a que dan lugar todas estas ideas pasan de ser funciones que toman como
parametro unicamente los dos objetos a comparar (f(A;B)) a ser funciones de estos dos obje-
tos, de los objetos con los que estan relacionados, los que denominaremos entorno (E) y de un
conjunto de conceptos disponibles para describirlos C (f(A;B;E;C))
28
. La generacion de este
tipo de funciones se ha llevado a cabo desde muchos puntos de vista diferentes que van desde
las funciones de la Teora de la Informacion pasando por las aproximaciones probabilsticas
hasta las propias funciones de similaridad utilizadas en los metodos estadsticos incluyendo
informacion sobre el dominio dentro de su calculo.
27
Michalski arma que las medidas de similaridad son incapaces por s solas de captar las propiedades de
forma (Gestalt) de los grupos de objetos.
28
Michalski denomina a esta funcion cohesion conceptual (Conceptual cohesiveness).
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En el ejemplo de la gura 2.21 se puede observar que una medida de similaridad tpica, que no
tuviera en cuenta ninguna informacion adicional, agrupara a los objetos A y B en la misma
clase, y que una medida como la descrita en el punto anterior que incluyera los conceptos de
las guras geometricas no lo hara.
Para ilustrar estas ideas se estudiaran tres modelos muy diferentes entre s en lo que respecta
a las suposiciones basicas de las que parten, las restricciones que plantean y a los resultados
que desean obtener. El primero de ellos (CLUSTER) se basa en la creacion de categoras
descritas en base a propiedades sucientes y necesarias utilizando una funcion a optimizar sobre
las descripciones que se van creando. El segundo (WITT) basa su algoritmo en funciones
tomadas de la Teora de la Informacion favoreciendo clases con descripciones menos rgidas,
mas acorde con las tendencias de la psicologa cognitiva incluyendo operadores que permiten
modicar dinamicamente las clases obtenidas. La tercera aproximacion (AUTOCLASS)
se basa en la aplicacion del teorema de Bayes y las funciones de distribucion que presentan
los atributos que describen los datos. Las categorias que se obtienen no son disjuntas y las
observaciones tienen un grado de pertenencia a cada una de ellas.
CLUSTER
Esta metodologa es realmente toda una generacion de herramientas que han ido dejando atras
restricciones y suposiciones, ampliando el ambito de trabajo hasta adoptar todas las ideas de
la agrupacion conceptual.
La primera herramienta de esta familia que se puede incluir dentro de la agrupacion conceptual
es CLUSTER/2
29
, cuyo resultado es jerarquas de clases formadas por conceptos disjuntos,
descritos a partir de conjunciones de atributos. Esto supone una restriccion al tipo de con-
ceptos que se pueden adquirir. Este tipo de agrupacion conceptual se denomina agrupacion
conceptual conjuntiva (Conjunctive Conceptual Clustering). Las caracterizaciones estan
formadas por condiciones sucientes y necesarias para la pertenencia a las diferentes clases.
Como ya se ha visto (ver 2.5.1), esta restriccion limitara mucho el tipo de dominios en los que
se puede trabajar.
La descripcion de las observaciones se realiza mediante pares atributo-valor como los comen-
tados en 2.5.2 y la funcion sintactica de distancia utilizada para evaluar la similaridad de las
clases se basa en la suma de las distancias individuales de los atributos que las describen. Esta
distancia se diferencia respecto a los diferentes tipos de atributos que se utilizan:
 Si los atributos son categoricos su diferencia es 0 si corresponden al mismo valor y 1 en
caso contrario.
 Si los atributos son lineales su distancia es el valor absoluto de la diferencia entre sus
valores normalizada por el rango de valores del atributo.
 Si los atributos son estructurados dependera de los niveles de la jerarqua. La distancia
entre los valores de las hojas de esta dependera de si son categoricos o lineales.
La descripcion de las clases se basa en conjunciones de condiciones logicas. Cada condicion
29
Esta version es la sucesora de CLUSTER/PAF.
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es denominada sentencia relacional (relational statement) o selector, y esta compuesta por un
atributo, un operador relacional y uno o varios valores.
En el caso de los atributos categoricos los operadores relacionales se reducen a la igualdad (=)
y desigualdad ( 6=) y se pueden expresar disyunciones de valores, como por ejemplo:
color = verde _ amarillo
forma 6= cuadrada_ rectangular
En el caso de los atributos cuantitativos los operadores se amplian con , >, <,  y el operador
de rango ::, como por ejemplo:
altura > 1:5
temperatura = 15::25
La conjuncion de selectores es denominada complejo logico (logical complex (`-complex)).
Una observacion o satisface un complejo logico cuando cumple todos sus selectores, y a todas
las observaciones que cumplen un `-complejo se las denomina un conjunto de complejo (set
complex (s-complex)). Al conjunto de complejos que cubren a una serie de observaciones se
los denomina estrella (star). Se dene tambien una medida de calidad sobre los complejos
denominada dispersion (sparseness) que mide la relacion entre la generalidad de un complejo
(los objetos diferentes que puede describir) y el numero de observaciones que realmente la
cumplen.
El algoritmo utilizado por CLUSTER/2 se basa en la optimizacion de los s-complejos y estre-
llas respecto al numero de observaciones que los cumplen. Esta optimizacion es llevada a cabo
mediante una serie de operadores que permiten la creacion de s-complejos a partir de obser-
vaciones, la union de complejos para generar complejos que cubran la union de observaciones,
y la generalizacion y especializacion de complejos.
Los criterios que se siguen para esta optimizacion se basan en una funcion de evaluacion que
mide la calidad de las agrupaciones obtenidas. El mayor problema consiste en decidir que
parametros se utilizan para medirla.
Esta claro que las descripciones que se obtengan tienen que ser simples para poder darles una
interpretacion clara, pero esto puede entrar en contradiccion con la necesidad de que los datos
queden cubiertos adecuadamente por las descripciones ya que estas pueden necesitar cierta
complejidad para hacelo con precision.
Nos encontramos con el mismo problema que en taxonoma numerica al intentar minimizar
la similaridad entre los objetos de una clase y maximizar la disimilaridad entre las diferentes
clases. La optimalidad de las clases obtenidas, por lo tanto, debe ser un equilibrio entre la
simplicidad de las caracterizaciones que se extraen y la adecuacion de estas a las observaciones.
En CLUSTER/2 se han ampliado las medidas que se utilizan para medir la optimalidad de la
clasicacion que se va calculando, y su combinacion es utilizada como criterio a maximizar.
Estas medidas son:
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 La adecuacion de las agrupaciones a las observaciones.
 La simplicidad de las descripciones de las agrupaciones.
 La distancia entre las agrupaciones.
 La capacidad de discriminacion.
 La reduccion de dimensiones.
Para medir la adecuacion de las observaciones a las descripciones se utiliza la medida de
dispersion entre los complejos comentada anteriormente. La simplicidad de las descripciones
se calcula como el numero total de selectores que hay en todas las descripciones. Para hallar
la distancia entre las agrupaciones suma el numero de complejos que hay en las diferentes
descripciones que no intersectan entre s, favoreciendo de esta manera las agrupaciones con
mayor numero de propiedades diferentes. La capacidad de discriminacion se calcula como
el numero de atributos que toman valores diferentes en todas las clases. La reduccion de
dimensiones se mide como el numero mnimo de atributos necesarios para distinguir entre las
diferentes clases.
El algoritmo se basa en la optimizacion de una funcion que combina todos estos criterios.
Cada uno tiene un peso que indica su importancia a la hora de evaluar una clasicacion.
Estos pesos vienen indicados en la que se denomina funcion de evaluacion lexicograca
con tolerancias (Lexicographical Evaluation Functional with tolerances (LEF)).

Esta se
dene como una lista de pares criterio-tolerancia, en la que en cada par se indica el grado de
cumplimiento que deben observar las clasicaciones respecto cada criterio. Dado un conjunto
de clasicaciones que compiten, se escogera la clasicacion que cumpla todos los criterios a la
vez.
El algoritmo utilizado para construir una clasicacion a partir de un conjunto de datos consta
de dos partes. Un primer paso que construye las clases bases que particiona de manera optima,
segun la funcion de evaluacion (LEF), a partir del conjunto de observaciones y un segundo
paso que construye una jerarqua a partir de estas clases base.
El algoritmo basico para particionar las observaciones iniciales es el siguiente:
Partimos de:
 Un conjunto de observaciones (O).
 El numero de clases que se quiere obtener (k).
 El criterio de evaluacion (LEF).
Algoritmo:
1. Se determina un conjunto inicial de k semillas iniciales del conjunto O que se pueden
escoger al azar o segun algun criterio predeterminado.
2. Se genera una estrella para cada una de las semillas. Es decir, un conjunto de `-complejos
que incluyen a cada semilla sin incluir al resto.
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3. Se modican las estrellas para que sean disjuntas entre s, haciendo mas especcos los
complejos que las forman de manera que no haya intersecciones entre ellos.
4. En este momento se tiene una posible particion de los objetos representada por k estrellas
disjuntas. Si es el primer paso del algoritmo esta particion se guarda, si no lo es se
aplica la funcion de evaluacion (LEF) para ver si la mejora respecto a alguna de las
mejores particiones previas. En el caso de que varias particiones satisfagan la funcion
de evaluacion se retienen todas. El algoritmo terminara en este punto si despues de un
numero predeterminado de pasos no aparece ninguna particion que mejore a la que es
optima en este momento.
5. Si no se ha llegado al optimo se seleccionan nuevas semillas, una para cada clase. Se
utilizan dos criterios, o o se escoge el objeto dentro de una clase mas cercano a su centro
geometrico, o el mas alejado. La primera estrategia se elige siempre que esto incremente
la calidad de la particion, cuando esto deja de suceder se eligen los objetos mas alejados.
A partir de aqu se repite el algoritmo desde el paso 2.
El resultado del algoritmo
30
son k `-complejos que cubren todas las observaciones de manera
disjunta y que maximizan los criterios de la funcion LEF.
La generacion de la jerarqua se realiza aplicando recursivamente el algoritmo de generacion
de clases a cada una de las clases obtenidas inicialmente hasta que cierto criterio determina
que el numero de niveles es suciente. La jeraqua es creada por lo tanto de las clases mas
generales a las mas especcas (top-down).
El sucesor de CLUSTER/2 es CLUSTER/S [MICH86]. En este se amplia la potencia expresiva
de la representacion de las observaciones pasando de una representacion atributo-valor a una
basada en el calculo de predicados de primer orden (CP
1
) que es denominada Calculo de
Predicados con Anotaciones (Annotated predicate calculus (APC)). Esto le permite hacer
descripciones de objetos estructurados (compuestos por partes).
El APC incluye al calculo de predicados anotaciones en cada predicado, variable y funcion
indicando, entre otras informaciones, su tipo y los atributos que estan relacionados con el.

Esto
ampla la capacidad expresiva de los `-complejos que se utilizaban en CLUSTER/2, dando
ademas la capacidad de realizar deducciones entre atributos.
En esta mejora se hace enfasis en el conocimiento de respaldo (Background Knowledge) que es
necesario incluir para conseguir una mejor clasicacion. Ademas de la funcion de evaluacion
(LEF) ya utilizada, se incluye nuevo conocimiento que consiste en una red de objetivos de
clasicacion, reglas de inferencia y heursticas para deducir nuevos descriptores mas generales
a partir de los que se utilizan en la descripcion de los objetos, deniciones de los dominios
de valores de los atributos y sus tipos. A esta red se la denomina red de dependencia de
objetivos (Goal Dependency Network (GDN)).
A la hora de realizar una clasicacion se incluye comodato de entrada un objetivo que junto con
la informacion de las anotaciones y la GDN es utilizado para guiar al algoritmo de clasicacion
y que permite deducir a partir de los atributos existentes nuevos atributos que permiten
mejorar la clasicacion y ayuda a decidir cuales son los atributos mas utiles.
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La parte del algoritmo que supone mayor coste es la generacion de las estrellas disjuntas a partir de las
semillas, tiene coste exponencial. Se puede consultar [MICH84b] para conocer las heursticas aplicadas para
reducir este coste.
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WITT
La propuesta de la metodologa anterior caera dentro de la vision clasica de la categorizacion
desde el punto de vista de la psicologa cognitiva, pero ya se ha visto que suponer que las
categoras deben estar representadas por condiciones necesarias y sucientes es algo demasiado
restrictivo y que realmente la categorizacion humana esta muy lejos de ser as.
Este metodo se fundamenta en cuatro resultados de la psicologa cognitiva para apoyar sus
hipotesis:
 Las categoras tienden a poseer miembros que no se describen por caractersticas su-
cientes y necesarias. Es lo que se denota como polimora.
 Las categoras tienen una distribucion entre sus miembros (ver 2).
 Las categoras pueden ser representadas mediante las intercorrelaciones y relaciones entre
los atributos que las describen. El descubrir y utilizar estas relaciones puede ser impor-
tante para comprender la estructura de cada categora y comprender su naturaleza.
 Las categoras surgen de su contraste con las demas. Cada categora tiene sentido por
lo que la diferencia de las que conviven con ella en el mismo contexto.
La representacion de las observaciones en WITT
31
[HANS86] [HANS90] se realiza en forma
de pares atributo-valor con la variante de que una observacion puede tener mas de un valor
para un atributo, y se limita unicamente a atributos categoricos.
Adicional a la descripcion habitual de las observaciones, el sistema a~nade a la representacion las
correlaciones entre pares de atributos en la forma de tablas de contingencia.

Estas guardan la
coincidencia de aparicion entre cada pareja de valores de todos los atributos utilizados. Puede
verse un ejemplo en la gura 2.22.
Debido a esta representacion, la correlacion entre los atributos de los objetos y de las clases
tendra una gran importancia a la hora de la categorizacion.
Como metodologa base para la contruccion de categoras, WITT utiliza una funcion de teora
de la informacion para contrastar las clases, tratando de maximizar la similaridad dentro de
cada clase y minimizar la similaridad entre clases. A esta medida se la denomina cohesion.
La expresion de esta funcion para una categora es:
C
c
=
W
c
O
c
Donde W
c
es la cohesion intra-clase (de los objetos de la clase) y O
c
representa la cohesion
media de la clase c con el resto de clases existentes. Se puede interpretar esta medida como el
contraste entre la media de la distancia de los objetos en el interior de una clase respecto a la
media de la distancia de esa clase con el resto. Esta distancia tiene en cuenta la correlacion
entre los atributos de los objetos, en contraste con la tpica medida eucldea, que asume la
independencia entre ellos.
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Su nombre se debe al losofo Wittgenstein que estudio ampliamente la esencia de la categorizacion.
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Figura 2.22: Representacion de las observaciones en WITT
La cohesion intra-clase (W
c
) es calculada como la media de las variancias de las coocurrencias
de todos los posibles pares atributo-valor para una categora:
W
c
=
P
N 1
i=1
P
N
j=i+1
D
ij
N  (N   1)=2
donde N es el numero de atributos y D
ij
es la distribucion de coocurrencias asociada a la
tabla de contingencia de los atributos i y j, que queda denida como:
D
ij
=
P
i
v
m=1
P
j
v
n=1
f
mn
log(f
mn
)
(
P
i
v
m=1
P
j
v
n=1
f
mn
)(log(
P
i
v
m=1
P
j
v
n=1
f
mn
))
donde f
mn
es la frecuencia con la que el valor m del atributo i y el valor n del atributo j
coocurren, y i
v
y j
v
son el numero de modalidades de los atributos i y j. El realizar este
calculo supone la suma de los valores de todas las tablas de contingencia almacenadas.
El calculo del numerador de la funcion de cohesion (o
c
) requiere medir la cohesion de una clase
con el resto de clases. Para ello denimos la cohesion entre dos clases c y k como:
B
ck
=
1
W
c
+W
k
  2W
c[k
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Figura 2.23: Relacion entre las medidas W
c
y O
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Esta expresion mide la variancia de las coocurrencias entre la union de las dos categoras
respecto a la de las dos por separado. De esta manera podemos calcular la variancia total
respecto a todas las categoras como:
O
c
=
P
L
k=1(k 6=c)
B
ck
L   1
donde L es el numero de categoras. En la gura 2.23 se ilustra gracamente el efecto de estas
dos medidas W
c
y O
c
respecto a la dispersion de los objetos y la distancia entre las clases.
El algoritmo de categorizacion de WITT utilizara esta medida para guiar la formacion de sus
clases.
El algoritmo en s consta de dos fases, una primera en la que genera un conjunto inicial de
clases, y una fase de renamiento en la que se aplican tres operadores diferentes sobre el
conjunto inicial y las observaciones, a~nadiendolas a las existentes, creando nuevas clases o
fusionando clases entre s.
La primera fase se basa unicamente en las distancias entre las observaciones, y no utiliza la
funcion de evaluacion de categoras que se ha explicado. Los pasos que sigue son los siguientes:
1. Se calcula la distancia entre todos los objetos y se guarda la menor de todas (D), cal-
culando el valor P
1
como F D, donde F es un parametro escogido por el usuario que
indicara la generalidad de los grupos que se han de formar. Cuanto mayor sea el valor
de F las agrupaciones iniciales que conseguiremos tendran mas clases y menos objetos.
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2. Se selecciona el par de objetos mas cercanos del conjunto de observaciones.
(a) Si su distancia es mayor que el parametro P
1
el proceso para.
(b) Sino, se combinan los objetos para formar una clase y se reemplazan los objetos
utilizados por esta.
3. Se calcula la distancia entre este nuevo objeto y el resto, y se continua en el paso 2.
El parametro del usuario F es crucial en lo que respecta a las categoras iniciales que se
obtendran.
Una vez obtenido un conjunto de clases se pasa a una fase de renamiento en la que entra en
juego la medida de calidad de las categoras que hemos explicado. Para la ejecucion de este
algoritmo son necesarios dos parametros de usuario adicionales que llamaremos P
2
y P
3
que
se utilizaran para controlar la inclusion de un objeto a una clase existente, el primero, y para
la creacion de nuevas clases y la fusion de clases ya existentes, el segundo.
El algoritmo de renamiento es el siguiente:
1. Se calcula el valor de la funcion de cohesion C entre cada combinacion de pares de
objetos no clasicados y de clases existentes.
2. Se selecciona el par instancia-categora que tiene el mejor valor para esta funcion (C).
3. Si el valor de C es superior a P
2
se a~nade el objeto a la categora y se vuelve al paso 1.
4. Si no existe tal par, se vuelve a invocar al algoritmo de generacion de clases con los
objetos que quedan por clasicar para crear nuevas clases.
(a) Para cada nueva categora creada c se calcula el valor de la funcion W
i[c
para cada
categora i ya existente, y si este es siempre menor que el parametro P
3
se la a~nade
al conjunto de categoras.
(b) Si al menos se ha a~nadido una categora se pasa al paso 1.
5. Si no se ha consegido a~nadir nuevas categoras se calcula el valor de W
i[j
para todos los
pares de categoras existentes y se selecciona el par con mejor valor.
6. Si este valor es mayor que P
3
se unen las dos categoras y se continua en el paso 1, sino
se para el algoritmo.
El que durante la agregacion de objetos a categoras ningun par supere el parametro P
2
se interpreta como que las categoras creadas hasta ese momento son inadecuadas y que se
necesitan nuevas clases para complementar las existentes.
Esto se arregla utilizando de nuevo el algoritmo de creacion de clases que se uso al principio.
Para que una nueva categora sea a~nadida al conjunto debe asegurarse que no ocupe el area
de otra ya existente. Para ello se calcula el valor de cohesion intraclase de las posibles nuevas
categoras con su union con cada una de las categoras existentes (W
c[j
). Si no supera el
parametro de usuario P
3
, signica que no ocupa ninguno de los espacios cubiertos por las
categoras ya existentes.
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Si no se consigue ninguna categora nueva signica que las existentes ya cubren todo el espacio
de observaciones, por lo que se considera la union entre ellas. Para ello calcula tambien la
cohesion intraclase de todas las posibles uniones (W
i[j
). Si alguno de estos valores supera el
parametro P
3
signica que son dos categoras que intersectan y son candidatas a unirse. Si no
pasa es que ninguna de las categoras se superponen por lo que no tiene sentido formar mas
categoras.
Los parametros P
2
y P
3
son los que determinan la forma de las clases que se obtendran al
nal de la ejecucion del algoritmo. Si el cociente entre P
2
y P
3
es grande, las categoras que
se formen tenderan a presentar caracterizaciones con condiciones sucientes y necesarias. A
medida que disminuye este cociente, esta restriccion se relaja, obteniendose categoras que
muestran diferentes grados de polimora.
Estos parametros tambien controlan la aplicacion de los diferentes operadores utilizados para
la construccion de las categoras (insercion, creacion y union). WITT se basa en el principio
de que la reorganizacion (creacion y union de categoras) es un fenomeno poco frecuente en
la categorizacion humana, por lo tanto hay que favorecer a los operadores mas sencillos. Este
principio esta en la lnea de las ideas expresadas por la psicologa cognitiva, en constraste
con otros metodos que se estudiaran mas adelante que dan igual peso al uso de todos los
operadores.
Es importante hacer notar que al contrario que en la metodologa presentada por CLUSTER
aqu no se determina a priori el numero de clases que se han de crear, sino que surgen de manera
natural de los datos que se clasican, aunque dependen en gran medida de los parametros P
2
y P
3
.
AUTOCLASS
Los fundamentos teoricos de los que parte este sistema se basan ([DUDA73]) en la teora ba-
yesiana, aprovechandose del extenso trabajo que se ha realizado en teora de la probabilidad.
El uso de esta tecnica tiene ventajas sobre los metodos anteriores:
 El numero de clases se determina automaticamente. El numero de clases surge
a partir del uso del conocimiento a priori de la distribucion de los atributos. La proba-
bilidad a priori da preferencia a mas clases mas sencillas y la probabilidad a posteriori
que se va obteniendo preere menos clases mas complejas. El balance entre estas da el
numero de clases mas adecuado a los datos.
 Los objetos no se asignan a clases de manera unica. La clasicacion que se
obtiene no es de clases disjuntas, hay una probabilidad de pertenencia asociada a cada
objeto para cada clase. Esto esta mas acorde con la existencia de asignaciones ambiguas
de objetos a clases y la gradacion de pertenencia a una clase constatada por la psicologa
cognitiva.
 Se pueden mezclar datos descritos a la vez por atributos cuantitativos y
cualitativos. Muchos metodos solo admiten uno de los dos tipos de atributos o hacen
transformaciones de uno a otro, con la perdida de informacion que eso supone.
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Los autores de AUTOCLASS[CHEE88] marcan como ventaja adicional que todos los atri-
butos son valorados por igual. Esta ventaja es bastante irreal desde el punto de vista de
la clasicacion humana, dado que las personas tienden a jar su atencion en los atributos mas
relevantes ya que no podemos manejar las relaciones entre una gran cantidad de atributos.
Las evidencias de la psicologa cognitiva son abrumadoras respecto a la selectividad en los
atributos a la hora de decidir la asignacion de una observacion a una categora. No obstante
se marca como una ventaja sobre la clasicacion humana el poder tomar en cuenta toda la
informacion disponible.
El algoritmo de clasicacion se basa en el teorema de Bayes para la combinacion de probabi-
lidades. Dado un conjunto de observaciones O y una hipotesis H, la probabilidad de que la
hipotesis explique los datos p(OjH) (probabilidad a posteriori de la hipotesis dados los datos)
es proporcional a la probabilidad de observar los datos si la hipotesis fuera cierta p(OjH) (la
verosimilitud (likelihood) de los datos) por la probabilidad de la hipotesis independientemente
de los datos p(H) (su probabilidad a priori). La probabilidad a priori de los datos p(O) es
una constante que puede ser obviada, ya que para los calculos que necesitamos hacer solo nos
interesa el valor relativo entre las diferentes probabilidades. Su formula habitual es:
p(HjO) =
p(H)  p(OjH)
p(O)
Para el proposito de la clasicacion se toma como hipotesis H el numero de clases y los
descriptores que existen en las observaciones. Por lo tanto, el objetivo es encontrar una
particion que maximize la probabilidad p(HjO).
Las restricciones que se imponen para la aplicacion del metodo son las siguientes:
 Los datos han de ser independientes entre s, es decir, no deben proceder de una serie
temporal.
 Las distribuciones de los atributos se han de poder aproximar por distribuciones normales
de probabilidad.
 Los valores de los atributos para una misma observacion han de ser independientes entre
s.
Estas suposiciones pueden ser bastante fuertes en algunos dominios, lo que restringe el ambito
de aplicabilidad del metodo.
La base teorica del algoritmo de clasicacion, de manera sucinta, se describe a continuacion.
Cada observacion del conjunto debe pertenecer a alguna de las J posibles clases existentes
por lo que posee una distribucion de probabilidad para cada clase p(x
i
jx
i
2 C
j
;
 !

j
) que da la
distribucion de probabilidad de los atributos de cada dato si pertenecieran a la clase j. La
distribucion de los atributos de una clase
 !

j
se describe a partir de su media 
j
y variancia

2
j
, bajo la suposicion de que sigue una distribucion normal.
A la probabilidad de que un objeto cualquiera pertenezca a la clase j se la denomina proba-
bilidad de clase (
j
). La probabilidad de que un objeto pertenezca a un conjunto de clases es
la suma de las probabilidades de que pertenezca a cada una de ellas por separado.
86 Aprendizaje Automatico
p(x
i
j
 !
 ;
 !
 ; J) =
J
X
j=1

j
 p(x
i
jx
i
2 C
j
;
 !

j
)
Bajo la suposicion de que las observaciones son independientes entre s, la verosimilitud (like-
lihood) del conjunto total de datos sera el producto de las probabilidades de cada objeto.
p(
 !
x j
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 ; J)
Para unos parametros de clasicacion dados se puede calcular la probabilidad de que un objeto
i pertenezca a una clase j aplicando el teorema de Bayes como:
p(x
i
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i
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La clasicacion que se obtiene asigna una probabilidad de pertenencia para cada objeto a cada
una de las clases existentes.
El problema de clasicacion se divide en dos partes, estimar los parametros
 !
 y
 !
 y deter-
minar el numero de clases J optimo.
Para ambos casos se sigue un proceso de busqueda y optimizacion de las funciones de proba-
bilidad a posteriori que maximizan la probabilidad de pertenencia de los objetos a las clases,
utilizando heursticas que evitan que en el proceso de busqueda se caiga en maximos locales.
En el caso particular del numero de clases se puede comenzar la busqueda con un numero de
clases superior al esperado. Si las probabilidades de pertenencia de objetos a las clases 
j
no
son signicativas se puede reducir el numero, sino se intenta con un numero de clases mayor.
Para conocer mas detalles sobre como se estiman los diferentes parametros se puede consultar
[CHEE88].
Lo que diferencia a este metodo de los metodos estadsticos es la eleccion de las probabilidades
a priori de los parametros que hay que estimar sobre las clases. Se supone mas logico asignar
distribuciones sencillas a falta de mayor informacion. Ademas esto permite poder determinar
el numero de clases necesarias.
2.5.6 Formacion de conceptos
La formacion de conceptos (concept formation) busca el mismo objetivo que la agrupacion
conceptual, obtener una clasicacion de un conjunto de observaciones y una caracterizacion
de las clases obtenidas que permita identicar los diferentes grupos. Estas tecnicas ademas
ponen especial enfasis en la construccion de una jerarqua que permita relacionar los conceptos.
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La diferencia fundamental con los metodos anteriores esta en el planteamiento del aprendizaje
como una tarea incremental. Se pretende simular el comportamiento de un agente que va
adquiriendo su conocimiento a partir de ir acumulando la experiencia de las observaciones que
le van llegando.

Esta es la causa por la que todos los metodos de formacion de conceptos plantean su estrategia
de manera que cada nueva observacion se situa en la jerarqua de conceptos que se va cons-
truyendo de forma que complemente el conocimiento que se tena hasta ese momento. Las
modicaciones que son necesarias en la estructura jerarquica se guan a traves de funciones
que optimizan ciertos criterios sobre lo que se va aprendiendo.
Los algoritmos de formacion de conceptos, por lo tanto, realizan una busqueda en un espacio de
jerarquas de conceptos con un metodo de ascenso (hill-climbing). La diferencia fundamental
con los metodos clasicos de busqueda por ascenso
32
es que, al contrario que en estos, el objetivo
al que se debe llegar mediante la funcion heurstica de evaluacion no se mantiene constante.
La adquisicion de nuevo conocimiento va cambiando el entorno global y por lo tanto lo que se
debe aprender. Otra diferencia es que estos metodos limitan su memoria a una unica solucion
en curso, no tratan diferentes alternativas desde las que llegar a la solucion.
El precio que se ha de pagar por la incrementalidad es la sensibilidad de todos estos metodos
al orden de entrada de las observaciones [FISH92] y al ruido que pueden presentar sus descrip-
ciones. Para reducir estos efectos se ha propuesto proveer de operadores capaces de modicar
la jerarqua de conceptos en el momento en que las nuevas observaciones permitan detectar
errores en lo aprendido. Esto permitira poder hacer una busqueda bidireccional produciendo
el efecto de una vuelta atras (Backtracking) pero sin el coste en espacio que esto requerira.
De todas formas el efecto de estos operadores aun es limitado.
La evolucion de los metodos de formacion de conceptos ha ido dejando un conjunto de metodos
que intentan plasmar todas estas ideas. En los siguientes apartados se describiran los sistemas
que mas han destacado.
EPAM
EPAM [FEIG61][FEIG84] se puede considerar como uno de los primeros modelos de formacion
de conceptos. Pretenda servir como modelo del aprendizaje humano en las tareas de memo-
rizacion verbal, utilizandose para explicar una serie de fenomenos en el aprendizaje observados
por los psicologos.
La representacion de conocimiento en EPAM se realiza a partir de pares atributo-valor donde
cada componente puede a su vez tener una lista de descriptores, por lo que se permite la
descripcion de objetos compuestos por partes.
El algoritmo de aprendizaje es capaz de construir a partir de las observaciones un arbol de
decision al estilo de ID3[QUIN86] donde cada nodo no terminal de la jerarqua corresponde
a un test sobre un atributo, y de el parten ramas que corresponden a diferentes valores del
atributo. A diferencia de los arboles de decision no se asume que se conozcan todos los valores
de un atributo, por ello en todos los nodos no terminales hay una rama especial etiquetada
como otros para los nuevos valores que puedan aparecer. En los nodos terminales se guarda
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Figura 2.24: Jerarqua construda por EPAM
una lista con los valores de los atributos que se espera que tomen las observaciones clasicadas
en ese punto. En la gura 2.24 se puede ver un ejemplo de una jerarqua de conceptos.
El algoritmo de aprendizaje funciona comprobando los diferentes tests que se encuentran en
los nodos de la jerarqua comenzando por la raz hasta llegar a un nodo terminal. El proceso
es el siguiente:
 Si el nodo sobre el que se esta es no terminal, se comprueba el valor de la observacion
sobre el atributo que marca el nodo.
- Si existe una rama en el nodo con el valor del objeto, se aplica el proceso recursi-
vamente desde el nodo al que apunta esa rama.
- Si no hay tal rama se sigue por la etiquetada como otros y se aplica recursivamente
el proceso desde ese nodo.
 Si el nodo sobre el que se esta es terminal:
- Si la observacion coincide con el concepto almacenado en el nodo se realiza un
proceso de familiarizacion. Este proceso consiste en a~nadir al nodo uno de los
atributos que posee la observacion y no posee este.
- Si alguno de los atributos de la observacion no coincide con el nodo se realiza un
proceso de discriminacion. La diferencia puede deberse a dos causas:
1. Puede que la observacion haya sido clasicada pasando por alguna rama eti-
quetada como otros. Si es as se detecta la rama y se a~nade una nueva que
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contemple el valor de la observacion, aumentando de esta manera la anchura
del arbol.
2. Si la diferencia esta en el nodo terminal y no en los atributos del camino que
llevaron hasta el, se crea un nuevo nodo decision que contemple los dos valores
diferentes para el atributo en cuestion. Se construye una rama para el valor
del nodo y otra para la observacion y se crea un nodo terminal para cada uno.
De esta manera se aumenta la profundidad del arbol.
En la gura 2.25 se puede ver un ejemplo de este proceso. Se introducen tres instancias sobre
la jerarqua de la gura 2.24, contemplando los tres diferentes casos que pueden aparecer en el
algoritmo. Las instancias que se introducen son: Un cuadrado negro y peque~no, que da lugar
a una familiarizacion, un cuadrado grande y blanco que da lugar a una discriminacion y un
crculo blanco y peque~no que da lugar al segundo tipo de discriminacion que puede darse.
La importancia de este metodo radica en la inuencia que tuvo sobre los metodos que se
desarrollaron a continuacion. Fue el primero en introducir el uso de una jerarqua de conceptos
y en integrar en un algoritmo incremental las tareas de clasicacion y aprendizaje. Ademas,
introduce los operadores de familiarizacion y discriminacion para el proceso de la construccion
de la jerarqua de conceptos.
UNIMEM y CYRUS
UNIMEM [LEBO87] y CYRUS [KOLO83] son la siguiente generacion de sistemas de formacion
de conceptos. Adoptan las ideas de EPAM en cuanto a construccion de una jerarqua y en
la introduccion incremental de las instancias. La principal diferencia es que en ambos casos
cada nivel de la jerarqua se distingue del siguiente a traves de un conjunto de atributos a
diferencia de EPAM, en el que cada nivel se diferenciaba solo por un atributo.
Estos sistemas estaban ideados para crear ndices para la recuperacion eciente de informacion
y se encuadran dentro del area de memorias basadas en generalizacion (generalization-based
memory). La representacion del conocimiento que utilizan es la habitual de pares atributo-
valor, pero a diferencia con el metodo anterior se admiten valores tanto categoricos como
lineales.
La jerarqua que se construye tiene asociada una descripcion en cada nodo, en lugar de solo en
los nodos terminales como en EPAM. Esta descripcion consiste en una lista de pares atributo-
valor donde cada par tiene asociado un numero
33
que representa la conanza (condence)
en el atributo. Ademas de este valor, se incluye para cada atributo el numero de veces que
aparece en los nodos de la jerarqua, utilizando este valor como una medida de la predecibilidad
(predictiveness) del atributo. En la gura 2.26 se puede ver un ejemplo de jerarqua construda
por estos metodos.
El algoritmo de UNIMEM clasica las instancias partiendo de la raz de la jerarqua com-
parando con cada uno de los nodos no terminales hasta conseguir integrarlas. El metodo es
el siguiente:
33
En UNIMEM este es solamente un numero entero calculado de forma ad hoc, en CYRUS representa una
probabilidad.
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Figura 2.26: Jerarqua construda por UNIMEM
 Dado un nodo se comparan los atributos de este con los de la instancia. Para calcular
el parecido entre la instancia y los nodos se utiliza una funcion de distancia, y se usa un
parametro determinado por el usuario para poner el lmite en el numero de atributos en
que estos deben ser parecidos. Con este metodo es posible que se clasique la instancia
en varias ramas diferentes.
 Tanto si se coincide con los descendientes como si no, los valores de conanza y predeci-
bilidad son modicados teniendo en cuenta la instancia.
- Si existen descendientes que coinciden con la instancia se sigue por el camino de
los nodos que mas se parezcan y que coincidan con los valores de la instancia.
- Si ningun descendiente llega al lmite de similaridad se examinan las instancias
almacenadas bajo ese nodo.
 Si alguna de estas comparte sucientes valores con la nueva instancia, depen-
diendo de otro parametro de usuario, se crea un nuevo nodo generalizando
las instancias parecidas y se almacenan estas instancias bajo el nuevo nodo.
Cuando esto pasa, el algoritmo incrementa la predecibilidad de los atributos
que aparecen en este nuevo nodo.
 Si no hay ninguna instancia sucientemente similar, se almacena la nueva ins-
tancia bajo el nodo en curso.
Con este algoritmo, una instancia puede ser clasicada en varias categoras, por lo que se
produce un solapamiento (overlapping) entre las distintas clases. Esto puede ser una ventaja
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para algunos dominios, permite mantener a la vez varias categoras que pueden ser utiles
en cierto momento y que con la incorporacion de nuevas instancias pueden ir desapareciendo
dejando solo las mejores, ayudando as en la busqueda dentro del espacio de posibles jerarquas.
A~nadidos al algoritmo, hay ciertos parametros especicados por el usuario que ayudan a
dirigir la busqueda modicando los atributos que hay en los nodos. El valor de conanza
de los atributos es aumentado o disminudo dependiendo de si las instancias coinciden o no
con cada uno de ellos. Si este supera cierto parametro, el atributo correspondiente es jado,
y nuevas instancias no lo modicaran, dando a su valor como seguro. Si este es menor que
otro parametro, se le hace desaparecer de la descripcion del nodo. Si la predecibilidad de
un atributo de un nodo se hace muy alta se elimina el atributo de los descendientes de ese
nodo, haciendo as que se reduzca la frecuencia con que un concepto es usado para guiar la
clasicacion. Por ultimo, si el numero de atributos que hay en la descripcion de un nodo es
menor que otro parametro, este es eliminado, ya que sera un nodo demasiado general y poco
util para clasicar instancias.
Las principales ventajas que presentan estos metodos respecto a su predecesor (EPAM) son
varias. La primera es el incorporar una descripcion a cada uno de los nodos de la jerarqua
en lugar de solo a los nodos terminales. Otra mas es el introducir mas de un atributo como
elemento de decision entre cada uno de los niveles de esta. Se introducen tambien medidas de
como cada uno de los atributos es util para clasicar las instancias, modicando dinamicamente
el peso que tiene cada uno de ellos. A pesar de estos avances, aun se presentan muchos proble-
mas, como la gran cantidad de parametros que debe usar el usuario para guiar la aplicacion
de los diferentes operadores que se usan para modicar la jerarqua y guiar el aprendizaje.
COBWEB
COBWEB [FISH87] es fruto de las ideas de UNIMEM y CYRUS y de las ideas de la psicologa
cognitiva acerca del nivel basico (basic level) [SMIT81] de categorizacion.
Ciertos estudios psicologicos sobre categorizacion humana han llegado a descubrir que a la hora
de formar conceptos se preere un nivel de generalizacion respecto a otros. En este nivel es
mas facil la prediccion de las caractersticas generales de los miembros y la labor de identicar
instancias de diferentes categoras. Se han hecho experimentos en los que, por ejemplo, dada
una instancia particular de una paloma, la gente tarda menos en vericar que es un pajaro de
lo que tarda en vericar que es un animal o una paloma.
De entre las multiples medidas que se han desarrollado para descubrir el nivel basico [MURP82]
[JONE83], COBWEB ha adoptado la medida desarrollada por [GLUC85] denominada utilidad
de categora (category utility (CU)) para desarrollar su algoritmo. Esta medida es utilizada
para guiar el proceso de aprendizaje ya que debera ser maximizada por las categoras que se
encuentran en el nivel basico. Esta funcion da mayor valor a las clases que presentan una alta
similaridad entre sus miembros y una baja similaridad con el resto de clases. Es una funcion
que mantiene un balance entre predecibilidad (predictiveness) y previsibilidad (predictability)
(lo que se denominaba en UNIMEM y CYRUS conanza).
La predecibilidad es la probabilidad de que una observacion pertenezca a una clase dado el
valor de un atributo, la previsibilidad es la probabilidad de que una observacion tenga un valor
en un atributo dado que pertenece a cierta clase. Los atributos predecibles son aquellos que
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son practicamente exclusivos de una clase y por lo tanto diferenciadores. Es interesante que
el numero de estos atributos en una clase sea alto ya que maximiza la diferencia entre clases.
Los atributos previsibles son los que comparten muchos miembros de una clase. El favorecer
la existencia de muchos atributos previsibles maximiza la similaridad entre los miembros de
una clase.
Dado que los atributos no siempre pueden ser predecibles y previsibles a la vez la utilidad de
categora intenta maximizar el equilibrio entre las dos propiedades. Para medir la predecibil-
idad de un conjunto de clases se usa la formula:
K
X
k=1
P (C
k
)
I
X
i=1
J
X
j=1
P (A
i
= V
ij
jC
k
)
2
donde K es el numero de clases, I el de atributos y J el de valores. P (C
k
) es la probabilidad
de que exista la clase C
k
y P (A
i
= V
ij
jC
k
) es la probabilidad condicional de el valor V
ij
dada
la pertenencia a la clase. Para medir la previsibilidad se usa la formula:
I
X
i=1
J
X
j=1
P (A
i
= V
ij
)
2
donde P (A
i
= V
ij
) es la probabilidad de un valor particular en el conjunto de datos. La
utilidad de categora (CU) para un conjunto de clases fC
1
; C
2
; : : :C
K
g se calcula como la
diferencia de estos dos valores normalizada por el numero de clases:
CU (fC
1
; C
2
; : : :C
K
g) =
P
K
k=1
P (C
k
)
P
I
i=1
P
J
j=1
P (A
i
= V
ij
jC
k
)
2
 
P
I
i=1
P
J
j=1
P (A
i
= V
ij
)
2
K
La representacion del conocimiento utilizada es la tpica de atributo-valor, solo que no se
admiten mas que atributos categoricos. El resultado del algoritmo es una jerarqua en la que
en cada nodo se guardan los valores de las probabilidades de cada uno de los valores de los
atributos que se clasican bajo ese nodo y la probabilidad de la clase que representa el nodo.
En la gura 2.27 se puede ver un ejemplo de esta jerarqua.
El algoritmo de COBWEB va incluyendo instancias en la jerarqua descendiendo a traves del
arbol guiandose por la medida de utilidad de categora para decidir el descendiente por el que
ha de continuar o el operador que debe aplicar al arbol para incorporar el nuevo conocimiento.
Se pueden aplicar cuatro operadores diferentes: Incorporar a una clase (Incorporate), crear
una nueva clase (New class), unir dos clases existentes (Merge) o dividir una clase en sus
descendientes (Split). El algoritmo es el siguiente:
 Actualizar las probabilidades del nodo en curso segun los valores de la observacion
 Si el nodo es terminal, el resultado es incorporar el nodo modicado, nalizando el
algoritmo.
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Figura 2.27: Jerarqua construda por COBWEB
 Si el nodo no es terminal se evaluan las siguientes posibilidades segun la funcion CU,
se escoge la mejor y se llama recursivamente a la funcion con el nodo en el que se haya
decidido incorporar la observacion.
1. Se clasica la observacion en cada descendiente del nodo en curso y se identica
el que maximize la funcion CU.

Ese sera el nodo en el que se incorporara la
observacion. (Incorporate)
2. Se calcula la funcion CU a~nadiendo una nueva clase que contenga unicamente la
observacion. (New class)
3. Se une el mejor par de clases y se incorpora la observacion a esta clase. Se escogera
esta opcion si se mejora la funcion CU del nodo en curso. (Merge)
4. Se particiona la mejor clase y se a~naden sus descendientes, calculando el resultado
de la funcion CU al a~nadir la observacion a cada una de las clases incorporadas,
dejandola en la mejor. (Split)
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Figura 2.28: Efecto de los operadores de union y particion
Los operadores de union y particion se incorporan para evitar la sensibilidad al orden de
entrada de los objetos, permitiendo la reorganizacion del arbol en el momento en que se
detecten errores en la jerarqua formada.

Estos permiten un movimiento bidireccional en la
exploracion en el posible espacio de jerarquas. En la gura 2.28 se puede observar el efecto
de estos dos operadores.
El principales avance que incorpora COBWEB en su metodologa es la utilizacion de una
descripcion probabilstica de las clases, ademas de fundamentar la creacion de su jerarqua en
una medida que esta orientada hacia la busqueda del nivel basico de categorizacion. Ademas,
dene los cuatro operadores necesarios para la construccion de la jerarqua y fundamenta la
eleccion de cada uno de ellos en la medida que utiliza.
A partir de COBWEB han surgido otros algoritmos que complementan y amplan su capaci-
dad. CLASSIT [GENA89] cambia la representacion del conocimiento dando la posibilidad
de utilizar atributos cuantitativos unicamente
34
. Para ello se tuvo que modicar la funcion
34
Esto es debido a que CLASSIT fue dise~nado para ser usado en el dominio del reconocimiento de imagenes.
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de utilidad de categora, transformando la probabilidad del valor de un atributo. Se toma
como suposicion que la distribucion de los valores sigue una distribucion normal por lo que la
transformacion es la siguiente:
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clases.
El algoritmo usado por CLASSIT es identico al de COBWEB, pero ahora los nodos que se
generan en el arbol guardan la media y la desviacion estandar de los atributos. Ademas, a la
estrategia normal se le a~naden dos parametros de usuario que controlan la busqueda y mejo-
ran el rendimiento respecto a COBWEB, uno denominado corte (cuto) y otro denominado
agudeza (acuity).
El parametro corte evita que una observacion sea clasicada en un nivel del arbol demasiado
profundo. En un punto del algoritmo, y dependiendo del valor del parametro, se puede decidir
que ya no merece la pena seguir adelante para asignar la observacion, dejandola en el nodo
actual. De esta manera se controla tambien la profundidad del arbol que se genera. Esto hace
que se descarte la informacion especca de la instancia. Con este parametro se consiguen
dos efectos. El primero es disminuir el problema de sobredescripcion (overtting) de los datos
que se puede presentar en dominios donde las instancias presentan ruido con la consiguiente
ganancia de rendimiento. Por otra parte, el guardar toda la informacion de las instancias en
el arbol puede llevar a tener que tratar estructuras de datos demasiado grandes para hacer
aplicable la metodologa a dominios reales.
El parametro agudeza se utiliza para evitar el problema de los nodos en los que hay una unica
instancia, y que hacen que el inverso de la desviacion estandar de los atributos sea innito.
Con este valor se indica a partir de cuando se debe tomar en cuenta el valor de la desviacion
estandar para ser tenida en cuenta. Este factor se puede tomar como el factor umbral de
reaccion que se utiliza en psicologa. Con el valor de este parametro se consigue controlar el
factor de ramicacion del arbol al afectar a la funcion de evaluacion y por lo tanto se controla
la anchura del arbol.
Otros ejemplos de algoritmos inspirados en COBWEB aplicados a otros dominios son LABY-
RINTH [THOM91] aplicado al aprendizaje de objetos estructurados (formados por partes)
al estilo de los algoritmos supervisados que se han visto en este captulo y BRIDGER, una
variante especca para problemas de dise~no.
LA promera herramienta que combina los dos tipos de atributos es COBWEB/3 [THOM93].
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2.6 Resumen
El aprendizaje inductivo se ocupa de todos aquellos procesos en los que se adquiere nuevo
conocimiento despues de realizar inferencia inductiva sobre los datos de entrada. La vision
clasica de este tipo de aprendizaje es la busqueda en un espacio de estados ([MITC82]), que
se va recorriendo con la ayuda de operadores de especializacion y generalizacion.
Los dos tipos basicos de aprendizaje inductivo son la adquisicion de conceptos (o apren-
dizaje a partir de ejemplos) y la generalizacion descriptiva (o aprendizaje a partir de la
observacion).
Dentro de la adquisicion de conceptos, en este captulo se trata el aprendizaje de descripciones
a partir de ejemplos. Se han detallado los metodos mas clasicos, como son los de Winston
([WINS70]), Hayes-Roth y McDermott ([HAYE77]), Vere ([VERE75]) y Michalski y Di-
etterich ([DIET81]). Todos estos metodos inducen la descripcion de un concepto a partir de
la presentacion de ejemplos positivos (y a veces tambien negativos) de los mismos. Se cierra
este tema con la presentacion de un algoritmo que hace una busqueda bidireccional guiada
por los ejemplos positivos y negativos, el espacio de versiones de Mitchell ([MITC82]).
A continuacion se explican los arboles de decision, estructuras que modelizan los procesos
de decision involucrados en tareas de decision. Se muestran varios algoritmos clasicos para
construir estos arboles, como son el ID3, el ID3 normalizado (ambos propuestos por Quinlan) y
el RLM (de Ramon Lopez de Mantaras). dentro de los algoritmos incrementales se encuentran
el ID4(R) (de Schlimmer y Fisher), el ID5(R) (de Utgo). Este tema esta muy relacionado
con el estudio de la relevancia de los atributos, tambien tratado en este captulo.
En el campo de la generalizacion descriptiva, se explica extensamente el tema de la formacion
de conceptos. Se muestran las aproximaciones computacionales al aprendizaje por obser-
vacion, y se explica como se aplican dentro del aprendizaje automatico. Se describen sistemas
como CLUSTER, WITT, AUTOCLASS, EPAM, UNIMEM, CYRUS y COBWEB.
2.7 Ejercicios
1. >Cuales son, segun lo explicado en 2.2.1, las dos fases mas importantes en el aprendizaje?
Identique y explique en que consisten estas fases en el algoritmo de Winston \Learning
from structural descriptions".
2. Suponga que dispone del algoritmoW de aprendizaje de Winston.
(a) Dise~nar un frame para representar (con no menos de 5 atributos) objetos que
pertenecen al mundo de los bloques. Denir los prototipos de algunas de las clases
mas usuales.
(b) Dise~nar un conjunto de entrenamiento para aprender el concepto Torre
35
. El
numero mnimo de objetos por ejemplo es tres. Los elementos deben pertenecer al
mundo de los bloques. Asuma que todos los ejemplos estan colocados sobre una
mesa M . Describa las relaciones entre objetos.
35
El ultimo objeto es una piramide
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(c) Aprende el concepto realizando las generalizaciones y especializaciones oportunas.
Explicar cada paso.
3. Ilustre con ejemplos signicativos el concepto de cuasiejemplo near-miss.
(a) Cuando se utiliza para especializar un concepto, y
(b) Cuando se emplea para generalizar.
4. Ilustre a partir de ejemplos distintos a los empleados en el ejercicio anterior las heursticas
forbid-link , require-link y, nalmente, climb-tree.
5. >Explique la fase de generalizacion en el algoritmo de eliminacion de candidatos en el
espacio de versiones.
6. Dada la base de ejemplos :
objeto gris mamfero grande vegetariano salvaje tipo
elefante si si si si si +
elefante si si si no si +
raton si si no no si  
jirafa no si si si si  
dinosaurio si no si no si  
elefante si si si si no +
(a) Generar una representacion tipo frame.
(b) Generar una representacion en formulas logicas de primer orden.
(c) Obtenga los conjuntos E y G de formulas mas especcas que se pueden obtener
de  usando el espacio de versiones. Dibuje la parte util del espacio de versiones.
(d) Intente, si es posible, generalizar las formulas conjuntivas obtenidas en (b).
7. Dada la base de ejemplos :
objeto pas marca color decada tipo ejemplo
000 Alemania Audi Azul 1980 Deportivo +
001 Japon Honda Azul 1980 Economico  
002 Japon Toyota Rojo 1970 Deportivo +
003 Japon Azul Toyota 1990 Economico  
004 USA Chrysler Rojo 1980 Economico  
005 Japon Honda Blanco 1980 Economico  
006 GB Rover Rojo 1990 Deportivo +
007 GB Rover Rojo 1990 Familiar  
008 USA Ford Rojo 1980 Deportivo +
(a) Use los ejemplos para aprender el conjunto mas general y el mas especco posible.
Dibuje el espacio util de versiones.
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(b) Se puede aprender el concepto coche economico, que es lo que hay que cambiar.
8. Si se usa el ejemplo denido en la gura 2.16 y se cambia el orden de los ejemplos
colocando los tres positivos primero y luego los dos negativos.
(a) >Como cambia el espacio de versiones?
(b) Discuta el resultado nal de la aplicacion
9. Discuta las diferencias metodologicas entre el espacio de versiones y el aprendizaje a la
Winston.
10. Implementar en LISP las medidas heursticas G, G
N
y RLM , y probarlas con el ejemplo
desarrollado en el texto.
11. Utilizando el trabajo del apartado anterior, desarrollar en LISP un algoritmo de creacion
de arboles de decision estilo ID3.
12. Demostrar, para el metodo RLM , las igualdades
(a) IV (X;A) = I(Part(X;A))
(b) E(X;A) = I(P
C
(X)=Part(X;A))
13. Un problema clasico es el de deteccion de paridad par de tres variables booleanas. Se
necesita un arbol de tres niveles, siendo cualquiera de las tres variables igualmente
buena (o mala) como raz. Encontrar un orden jo y repetido de presentacion de las
ocho instancias posibles tal que haga que el concepto no sea aprendible utilizando ID4.
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Captulo 3 Analoga
\Si el Cielo y la Tierra duran desde siempre
es porque no viven para s mismos.
Eso es lo que los hace durar eternamente.
Por eso el Sabio excluye su persona
y siempre se halla en el primer lugar.
Se despoja de s mismo
y por eso permanece.
Porque no busca su provecho
es que logra su provecho."
\Tao Te King", Lao Tse
3.1 Introduccion
La analoga es una estrategia de pensamiento que permite explotar la experiencia acumulada
(conocimiento de respaldo) al resolver problemas para intentar tratar problemas actuales. El
proceso de analoga esta basado en la siguiente suposicion:
Si dos situaciones son similares en algun aspecto entonces pueden serlo en otro.
La utilidad de tal estrategia es evidente y de hecho se utiliza corrientemente en la vida diaria.
Un ejemplo puede extraerse de los libros de fsica en los cuales aparece el esquema mostrado
en la gura 3.1.
En este caso la base de la analoga es incuestionable, ya que si alguien conoce bien el fun-
cionamiento de un circuito RLC, le sera muy facil de entender el de las leyes globales del
comportamiento del sistema de fuerzas pues, como muestran las ecuaciones diferenciales que
los describen, ambos sistemas son analogos. En este caso la analoga ha servido para trasladar
conocimiento de un dominio bien conocido a otro.
Sin embargo, existen muchos ejemplos de falsas analogas; quiza una de los mas conocidas es
la que se empleo, en la antiguedad, para tratar de construir objetos que permitiesen volar al
intentar imitar el vuelo de los pajaros. Los aviones tienen una forma semejante a la de las
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Figura 3.1: Analoga mecanica de un circuito RLC
aves pero no mueven las alas, como se intento
1
durante mucho tiempo.
En el presente captulo se presentaran algunos de los modelos que han sido denidos en el
campo de la Inteligencia Articial para desarrollar sistemas capaces de llevar a cabo un razon-
amiento (y, posteriormente, un aprendizaje) basado en analogas. En seccion 3.2 se denen los
conceptos basicos del razonamiento analogico; en la seccion 3.3 se presenta el modelo uni-
cado de analoga, denido por Kedar-Cabelli, que pretende servir de marco comun a todos
los sistemas analogicos; en la seccion 3.4 se presenta el modelo de inferencia analogica util
(implementado en el sistema NLAG), haciendo especial enfasis en sus aspectos mas teoricos; las
seccion 3.5 introduce el esquema de analoga transformacional, denido por Carbonell, el
cual da paso, en la seccion 3.6, a su extension natural conocida con el nombre de analoga
derivacional.
3.2 Deniciones previas
En esta seccion se deniran algunos conceptos basicos para comprender como funcionan los
procesos analogicos tanto de razonamiento como de aprendizaje.
En el vocabulario del razonamiento analogico, los dos conceptos mas importantes que existen
son:
1
La historia nos revela que solo Dedalo y su hijo

Icaro lograron volar con alas moviles.
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Figura 3.2: Un esquema general de razonamiento analogico
Problema base (o base): Es el referente de la analoga, es decir, el problema, ya resuelto
en el pasado, tal que su solucion servira de base para resolver el nuevo problema. En
caso de hacer analoga entre dominio diferentes, se llama dominio base a aquel en el
cual esta denido el referente. Tambien se denomina conocimiento base, a toda la
informacion disponible sobre el problema base y su dominio.
Problema objetivo (u objetivo): Es el nuevo problema a resolver utilizando informacion
referente a uno o mas problemas base. De forma analoga al problema base, tambien se
habla de dominio objetivo como aquel een el que esta planteado el problema objetivo,
y de conocimiento objetivo como el necesario para resolver el problema objetivo y
que se obtiene por transformacion de parte del conocimiento base.
En la gura 3.2 se muestra un esquema general de razonamiento por analoga. En ella 
representa una inferencia conocida en el dominio de base entre los hechos A y B (usualmente
denominada relacion de causalidad). La relacion entre A y A', denotada por , representa
la similitud entre ambos hechos (pertenecientes a los dominios de base y objetivo, respec-
tivamente). El razonamiento analogico consiste en la inferencia, denotada por 
0
, que se
obtiene por transformacion de . La conclusion B' que se obtiene tambien guarda una relacion
de similitud (
0
) con la conclusion B del dominio de base.
Veamos un ejemplo que, aunque muy simple, servira para aclarar los elementos que aparecen
en el esquema general. Concretamente se trata de considerar la posible analoga entre el
movimiento del agua de un ro y la corriente electrica: por un lado sabemos que el agua
se mueve desde los lugares altos hacia los bajos (); ademas, el ujo de agua es similar a
la corriente electrica, de forma que podemos establecer una relacion () entre la altura y el
potencial electrico; por tanto, como conclusion podemos derivar (
0
) que la corriente electrica
uye desde el potencial alto hacia el bajo.
3.3 Modelo unicado de analoga
El problema de analoga ha sido abordado de formas muy diversas. Para intentar dar una
vision unicada de los componentes basicos de un sistema que realize analogas, se describira
el modelo propuesto por Kedar-Cabelli (keda88), que intenta ser lo mas general posible.
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Antes de empezar a exponer los componentes del modelo, se ha de establecer el tipo de
problema que pretende resolverse. El problema tipo sera de la forma:
Dada como entrada una situacion objetivo, dar como resultado una repre-
sentacion aumentada de la misma en la que consten las inferencias analogicas
obtenidas de una situacion base.
Los componentes o fases del sistema que deba resolver el problema propuesto y su descripcion
y proposito son:
Recuperacion Dada la situacion objetivo, el sistema ha de ser capaz de recuperar un caso
base potencialmente analogo y poner en correspondencia las partes correspondientes de
ambos.
Elaboracion Dadas la base y el conocimiento que hay disponible sobre ella, derivar atributos,
relaciones o cadenas causales adicionales que puedan ser utilizados posteriormente sobre
la situacion objetivo.
Mapeo Dada la descripcion aumentada del caso base, mapear los atributos seleccionados
sobre el objetivo, evidentemente con posibles modicaciones.
Justicacion Dados los atributos mapeados sobre la situacion objetivo, justicar que son en
efecto validos.
Aprendizaje El aprendizaje llevado a cabo como resultado del razonamiento analogico de las
fases anteriores consiste en guardar la representacion aumentada de la situacion objetivo,
en la creacion de reglas generales motivadas por la analoga o en el renamiento de las
mismas a partir de mas razonamientos sobre la misma o diferentes situaciones base.
El orden de las diferentes fases puede variar de un sistema a otro (dependiendo de la tarea a
resolver), pero un sistema capaz de resolver el problema propuesto debera realizar todas ellas.
Para ejemplicar las fases descritas anteriormente, en la gura 3.3 se representa, desde el punto
de vista de este modelo, una inferencia analogica bien conocida: \el atomo de hidrogeno es
semejante al sistema solar".
3.4 El modelo de Greiner
Greiner denio un modelo de analoga basado en la abstraccion denominado NLAG, cuyo obje-
tivo es doble: por un lado denir un modelo formal y claro de proceso analogico; y por otro,
describir un algoritmo que use dicho modelo. De ningun modo se pretenda formalizar el uso
que la gente realiza de las analogas.
Para ello se dene el operador de inferencia analogica util, denotado por j, el cual toma
tres operandos: Th es una teora, A  B es una posible analoga (suposicion) , y PT es el
problema a resolver. El resultado de dicha inferencia es la proposicion '(A); es decir:
Th; A  B j
PT
'(A)
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Sol núcleo
planeta electrón
causa causa
atrae gira atrae gira
Base: sistema solar Objetivo: átomo
JUSTIFICACIÓN
masivo
ELABORACIÓN
caliente luminoso
RECUPERACIÓN
MAPEO
Figura 3.3: Componentes del modelo unicado
donde se satisfacen las siguientes propiedades:
Novedad: Th 6j= '(A)
Consistencia: Th 6j= :'(A)
Fundamentacion: Th j= '(B)

Util: Th ['(A) j= PT
Para justicar dichas propiedades deniremos, primeramente, que se entiende por aprendi-
zaje; particularizaremos dicha denicion al caso del aprendizaje por analoga; y, nal-
mente, deniremos formalmente el concepto de analoga util.
Aprendizaje: Durante toda la presentacion, se asumira que el conocimiento de que disponemos,
la teora Th, es un conjunto de proposiciones (que incluye hechos, reglas, restricciones,
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etc.) nito y consistente, referente a los dos dominios que constituyen la analoga. Con
este conocimiento es posible resolver un conjunto bien denido de problemas, a saber,
aquellos que pertenezcan a la clausura deductiva de Th. O, a la inversa, ningun sistema
deductivo sera capaz de resolver un problema  tal que Th 6j= .
Consideraremos un paso de aprendizaje como una expansion de las proposiciones
de la clausura deductiva de Th; es decir, aumentaremos Th con una proposicion ,
para formar la nueva teora Th
0
consistente en Th [ . Para conseguir que la clausura
deductiva de Th
0
sea mayor que la de Th es necesario que Th 6j= ; y, para no caer en
teoras inconsistentes, es necesario tambien que Th 6j= :.
Estas dos restricciones son las propiedades de novedad y consistencia requeridas para
'(A).
Aprendizaje por analoga: Para denir el aprendizaje por analoga en relacion con el con-
cepto de aprendizaje denido en el apartado anterior, simplemente se ha de considerar
como se obtiene la proposicion .
Para ello se utiliza el segundo parametro del operador j, es de decir, la \pista" de que
A  B. Un paso de aprendizaje se calica como analogico si la nueva proposicion  es
sobre el dominio objetivo y, por ello, la denotamos como '(A). A ' se la conoce con el
nombre de formula analogica.
La inferencia analogica utiliza la base de la analoga para dotar de cierta credibilidad a
la proposicion '(A), insistiendo en que la formula analogica sea cierta en el dominio de
base; es decir, se requiere que Th j= '(B).
Analoga util: Por ultimo, se ha de insistir que no vale cualquier formula analogica, sino
solamente aquellas que nos permitan resolver el problema PT . Es decir, se requiere
que la analoga, ademas de ser correcta, sea util. Por ello se ha impuesto la restriccion
Th [ '(A) j= PT .
Es necesario destacar que esta ultima condicion solamente puede ser determinada a
posteriori: la unica forma de saber si una formula analogica es o no util, es a~nadirla a
la teora Th y probarla.
Para ilustrar el funcionamiento del modelo de Greiner, desarrollaremos un ejemplo de ra-
zonamiento analogico que, como el mostrado anteriormente, hace referencia al campo de la
Fsica.
El problema consiste en resolver un problema sencillo de hidraulica: dada la conexion en Y de
la gura 3.4, determinar el ujo de agua en Q
c
(por ello denotaremos nuestro problema como
Q
c
=?).
El conocimiento, Th
CF
, del que disponemos consiste en nociones basicas sobre el ujo del
agua y sobre la corriente electrica. Dicho conocimiento no permite solucionar el problema, es
decir, se cumple que Th
CF
6j= Q
c
=?.
Ademas se dispone de la suposicion analogica de que:
El ujo de agua (en hidraulica) es similar al de la corriente (en electricidad).
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Figura 3.4: Un sencillo problema de hidraulica.
que, en nuestra notacion, corresponde a F lujo  Corriente.
El hecho relevante de la teora disponible sobre el dominio de base (electricidad), consiste en
que esta cumple la Primera Ley de Kircho: la corriente entrante en una conexion debe ser
exactamente igual a la corriente saliente de la misma. Denotemos por K
1
(Corriente) a dicha
ley, que se encuentra en la teora Th
CF
, y por R
K1C
a su clausura deductiva. Dicha ley es la
formula analogica '.
Aplicando la suposicion analogica, se obtiene la analoga, que aun no sabemos si es de utilidad,
K
1
(F lujo), es decir, la ley: el ujo entrante en una conexion debe ser exactamente igual al
ujo saliente de la misma.
Si a~nadimos K
1
(F lujo) a la teora Th
CF
la resolucion del problema es inmediata.
En resumen, y utilizando la misma notacion que en la presentacion del modelo de Greiner, se
tiene que
Th
CF
; F lujo  Corriente j
Q
c
=?
'(F lujo)
que cumple las propiedades
Novedad: Th
CF
6j= '(F lujo)
Consistencia: Th
CF
6j= :'(F lujo)
Fundamentacion: Th
CF
j= '(Corriente)

Util: Th
CF
[ '(F lujo) j= Q
c
=?
3.4.1 Las complejidades de la inferencia analogica util
El ejemplo mostrado en la seccion anterior es demasiado simple para mostrar las complejidades
que conlleva el razonamiento por analoga. En la presente seccion, a partir de un ejemplo
ligeramente mas complejo, mostraremos las dicultades inherentes a un proceso de este tipo.
El ejemplo de la gura 3.5 muestra un problema similar al planteado en la gura 3.4. Supong-
amos la misma teora Th
CF
(que tampoco permite resolver el problema), la misma suposicion
analogica F lujo  Corriente, pero ahora el problema esta planteado de forma diferente:
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Figura 3.5: Un problema mas complicado de hidraulica.
dadas las conexiones mostradas en la gura 3.5, las caractersticas C
a
y C
b
de los tubos, y el
ujo de entrada Q
0
, determinar el ujo Q
a
a traves del tubo P
a
.
En este caso, la interpretacion de suposicion analogica consiste en que tanto las leyes de Ohm
como las de Kircho deben ser transferidas al dominio hidraulico. As pues NLAG debe
conjeturar que:
Primera ley de Kircho: El ujo entrante en una conexion debe ser igual al saliente, ya
que la corriente obedece dicha ley.
Segunda ley de Kircho: Existe una cantidad similar a la diferencia de potencial aso-
ciada a las conexiones en un sistema de tubos cuya suma en un circuito cerrado debe
ser igual a cer; denominaremos diferencia de presion a esta cantidad en el dominio
hidraulico.
Ley de Ohm: La diferencia de potencial (diferencia de presion) en los extremos de un
dispositivo resistor (tubo) es proporcional a la corriente (ujo) entrante en el, segun
la constante de proporcionalidad denominada resistencia del dispositivo (caracterstica
del tubo).
Ley de conservacion: No se pierde corriente (ujo) al atravesar un dispositivo resistor
(tubo).
La formula analogica resultante es:
'
RKK
(t; c; r; l) ()
8
>
>
<
>
:
K
1
(t) = 8 j
P
p:Conn(p;j)
t(j; p) = 0
K
2
(c) = 8 l 2 loop
P
<i;j>2l
c(i; j; [x]) = 0
Ohm(t; c; r; l) = 8 l l(d)) c(j
1
d
; j
2
d
; [d]) = t(j
1
d
; d)  r(d)
Cons(t; l) = 8 d l(d)) t(j
1
d
; d) + t(j
2
d
; d) = 0
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Las instanciaciones de dicha formula en los dominios de la base (electricidad) y del problema
(hidraulica) son:
'
RKK
(Corriente; Potencial; Resistencia; Resistor)
'
RKK
(F lujo; Presion; Tubo; Caracter

stica)
La solucion del problema, una vez a~nadida la instanciacion de la formula analogica en el
dominio del problema a la teora inicial (Th
CF
) es:
F lujo(J
1
; P
a
) + F lujo(J
1
; P
b
) = Q
0
 Primera ley de Kircho
Presion(J
1
; J
2
; [P
a
]) = Presion(J
1
; J
2
; [P
b
])  Segunda ley de Kircho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1
; J
2
; [P
a
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1
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a
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a
 Ley de Ohm
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2
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b
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1
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b
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 Ley de Ohm
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a
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Uno de los principales problemas que ha de resolver el sistema NLAG consiste en, a partir
de la suposicion analogica, decidir las correspondencias existentes entre los objetos de los
diferentes dominios. Por ejemplo, NLAG puede elegir como constante de proporcionalidad en
la ley de Ohm el coste del tubo o el area de una seccion longitudinal del mismo, entre otras.
Ademas tambien podra intentar utilizar conceptos como capacitancia o inductancia en el
dominio hidraulico.
El principal problema consiste en que la armacion \el ujo es similar a la corriente", solamente
signica que el ujo satisface alguna de las propiedades conocidas de la corriente; no indica
ni cual, ni como debe de ser extendida de un dominio a otro.
3.4.2 El algoritmo de inferencia analogica util
El algoritmo de inferencia analogica util del sistema NLAG consta de los siguientes pasos:
Buscar nucleo: El concepto base se substituye lexicamente en el problema objetivo, y un
proceso de encadenamiento hacia atras busca reglas en la teora inicial que contribuyan
a resolver el problema. El resultado es un conjunto (nucleo) de hechos necesarios para
resolver el problema.
Instanciar base: Utilizando un procedimiento de busqueda en anchura, y a partir de los
hechos del nucleo, encontrar una formula tal que instanciada en el dominio de base,
permita resolver el problema
2
.
Instanciar objetivo: Encontrar una instanciacion de la formula en el dominio objetivo, en
la cual el concepto objetivo substituya al concepto de base.
Vericar: A~nadir a la teora inicial la formula instanciada en el dominio objetivo e inten-
tar resolver el problema. Comprobar las condiciones de consistencia y utilidad de la
conjetura.
2
Es decir, que cumpla la propiedad de fundamentacion.
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ON = ON
RO = NY
RO + ON = NY + ON
RO + ON = ON + NY
RN = OY
O
N
R
Y
Figura 3.6: Problema original
Aprobacion: Pedir al usuario aprobacion de las conjeturas propuestas.
3.5 Analoga transformacional
Carbonell [CARB83a] introdujo en el mundo de la resolucion de problemas la nocion de
analoga transformacional. La aportacion de este sistema es que se considera que existe un
espacio (T-espacio) en el cual la solucion (conocida) puede ser transformada, usando unos
operadores (T{operadores), hasta convertirla en la solucion de un nuevo problema.
Se puede decir que este planteamiento para resolver problemas \no mira como se resuelve un
problema, sino que la solucion sea equivalente". Y este es uno de sus puntos mas debiles.
Por ejemplo, se puede querer construir una prueba para mostrar que los segmentos RN y OY
(ver gura 3.6) son iguales, a partir del hecho de que RO y NY lo son.
Para ello, en el dominio de los segmentos, se utilizaran operadores de demostracion como el
de concatenacion de segmentos, aditividad de longitudes, etc.
Ahora bien, si se tiene el problema de mostrar la equivalencia de dos angulos, mostrado en la
gura 3.7, es facil observar que la aplicacion estricta del mismo conjunto de operadores, en el
mismo orden, es una solucion analogica. Se ha encontrado una analoga entre los segmentos
de una lnea y los angulos.
La idea del modelo de analoga transformacional consiste en, aplicando algunos T{operadores,
como por ejemplo substitucion de parametros, de operadores similares, reordenacion, etc.,
transformar la solucion dada en el problema de los segmentos para obtener la del problema
de angulos.
3.5.1 El espacio de busqueda de las transformaciones
Los modelos tradicionales de resolucion de problemas, normalmente, no aprovechan infor-
macion alguna sobre las soluciones obtenidas para problemas similares. Uno de los metodos
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CAD = CAD
BAC = DAE
BAC + CAD = DAE + CAD
BAC + CAD = CAD + DAE
BAD = CAE
Figura 3.7: Problema resuelto
clasicos es el conocido como analisismedios{nes (means{ends analysis). El modelo de ana-
loga transformacional consiste, basicamente, en la adaptacion de la estrategia de analisis
medios{nes para poder aprovechar informacion del pasado. Por ello, antes de describir este
modelo de analoga, enunciaremos los principios basicos de dicha estrategia de resolucion.
En la estrategia medios{nes ([NEWE72]), se dispone de la siguiente informacion (englobada
en lo que se conoce con el nombre de espacio del problema):
 El conjunto de estados posibles.
 El estado inicial.
 El estado nal.
 El conjunto de operadores (y sus precondiciones) que permiten transformar un estado
en otro.
 Una funcion de diferencias que computa las diferencias existentes entre dos estados
dados.
 Una tabla de diferencias que, dada una diferencia, devuelve el operador, o los oper-
adores, que permiten, mediante su aplicacion, eliminarla.
 El conjunto de restricciones globales que deben ser satisfechas para que la solucion sea
aceptada como valida.
La resolucion, por analisis medios{nes, en este espacio consiste en:
1. Comparar el estado actual y el nal mediante la funcion de diferencias.
2. Elegir un operador, a partir de la informacion de la tabla de diferencias, que elimine
alguna de las diferencias encontradas
3
.
3
Es por ello, que este metodo de resolucion de problemas tambien se conoce con el nombre de reduccion
de diferencias.
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3. Si en el estado actual es posible aplicar dicho operador, aplicarlo y obtener el nuevo
estado actual. Si no, debido a que alguna de sus precondiciones no se cumple en el
estado actual, guardar el estado actual y aplicar la estrategia de resolucion al problema
de satisfacer dichas restricciones.
4. Cuando un subproblema es resuelto, restablecer el ultimo estado guardado y proseguir
el trabajo en el problema original.
Como se ha indicado previamente, esta estrategia permite resolver tanto el problema de base
como el problema objetivo, pero no utiliza en ningun momento informacion obtenida en la
resolucion del primero para resolver el segundo. Es razonable pensar, y de hecho en el caso
humano es muy corriente, que informacion obtenida en la resolucion de problemas previos sea
de alguna utilidad en la resolucion de un problema similar
4
.
Para ver las posibles relaciones existentes entre dos resoluciones de problemas similares, de-
beremos tener en cuenta la comparacion entre:
 Los estados iniciales tanto del problema actual como de los problemas utilizados como
base.
 Los estados nales tanto del problema actual como de los problemas utilizados como
base.
 Las restricciones que, sobre la solucion, existan en ambos casos.
 La proporcion de precondiciones de los operadores utilizados en la resolucion de los
precedentes que se satisfacen en la nueva situacion (estado inicial del nuevo problema a
resolver). Esta medida se conoce con el nombre de aplicabilidad del precedente.
Para generalizar la estrategia de medios nes, Carbonell propone un esquema consistente en
dos fases diferenciadas:
1. Busqueda de los precedentes.
2. Transformacion de la solucion.
En la primera fase, como medida de similitud entre problemas, Carbonell propone la uti-
lizacion de la propia funcion de diferencias utilizada por el algoritmo clasico. Dicha funcion
solamente permite calcular diferencias entre estados pero, segun Carbonell, es generalizable
para comparar las restricciones que, sobre la solucion, se tengan en ambos casos.
La segunda fase es la mas compleja y consiste en adaptar la secuencia de operadores en
que consiste la solucion del caso precedente en una que resuelva el nuevo problema y que,
obviamente, cumpla las restricciones existentes en el mismo. La idea consiste en resolver
dicha transformacion mediante el esquema de analisis medios{nes, no en el espacio del
problema, sino en el espacio de soluciones tambien llamado espacio de transformacion
o T{espacio. Las componentes del nuevo espacio son:
4
De hecho, es por ello que los profesores insistimos tanto en la necesidad de hacer problemas antes de acudir
al examen.
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Figura 3.8: La analoga como proceso de busqueda
Estados: Soluciones (secuencias de operadores) de los problemas planteados en el espacio
original (el de problemas). El estado inicial es la resolucion del problema precedente
y el objetivo consiste en encontrar una solucion que resuelva el nuevo problema. Los
estados intermedios en el proceso de busqueda no es necesario que se correspondan
con soluciones correctas en el espacio inicial, es decir, las secuencias de operadores que
representan pueden no ser ejecutables debido a violar una o mas de sus precondiciones.
Operadores: Los operadores, denominados T{operadores, son metodos de modicacion de
soluciones (permutacion, insercion, eliminacion, etc. sobre la secuencia de operadores en
el espacio original).
Funcion de diferencias: Las diferencias a reducir en el nuevo espacio de busqueda son las
calculadas por la metrica de similitud utilizada en la primera fase. Es decir, el
progreso hacia la solucion viene determinado por transiciones en el T{espacio hacia
soluciones de problemas cada vez mas parecidos al problema a resolver.
En resumen, en el espacio de transformaciones, el estado inicial es la solucion base, el
estado objetivo es la solucion del nuevo problema, y los operadores modican secuencias de
operadores en el espacio original. La busqueda en este espacio puede realizarse perfectamente
con el metodo clasico de analisis medios{nes.
Debido a ello, podemos decir que el modelo de analoga transformacional resuelve el problema
de analoga mediante un proceso de busqueda, como indica la gura 3.8.
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3.5.2 La arquitectura de la analoga transformacional
Para llevar a cabo el procedimiento indicado anteriormente, un sistema que utilice el modelo
de analoga transformacional debe tener una arquitectura similiar a la mostrada en la gura
3.9, el funcionamiento de la cual sigue los siguientes pasos:
1. Se busca en la memoria uno o varios problemas que, de una forma u otra, se correspondan
parcialmente con la descripcion del problema actual.
2. Obtener la solucion de cada uno de los problemas que utilizaremos como referente.
3. Transformar dichas soluciones por un proceso incremental de modicaciones de las mis-
mas, reduciendo las diferencias entre lo que la solucion obtena y aquello que el problema
actual requiere. Este proceso, como ya se ha indicado, se realiza por un procedimiento
de analisis medios{nes en el espacio de soluciones (T{espacio).
4. Si el proceso de transformacion es inviable, por ejemplo debido a diferencias irreducibles
entre el problema actual y el que se utiliza como precedente, seleccionar un nuevo can-
didato a precedente y volver al punto anterior, o abandonar el procedimiento de analoga.
Solución a
un nuevo problema
Solución a un
Problema
Resuelto
Previamente
Mapping
parcial
Nuevo Problema
Derivación
Transformación
Problema conocido
Figura 3.9: Proceso de analoga transformacional
3.5.3 El sistema ARIES
ARIES es una implementacion del metodo de analoga transformacional. Las entradas del
sistema incluyen:
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 El espacio de problemas original.
 Una metrica de similitud utilizada para calcular el grado de semejanza entre el problema
objetivo y los problemas base.
 El espacio de transformacion y los T{operadores posibles.
 Los posibles problemas (y sus soluciones) a utilizar como precedentes.
La metrica de similitud depende la comparacion entre estados iniciales, estados nales, re-
stricciones a las soluciones y medida de aplicabilidad. Formalmente:
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Son las soluciones de ambos problemas.
En ARIES el T{espacio de busqueda esta formado por secuencias de aplicaciones de operadores
en el espacio original. Por ello, cada T{operador tiene por objetivo modicar una secuencia
de operadores. Ejemplos de los operadores mas comunes son:
Insercion general: Inserta un nuevo operador en la secuencia solucion.
Eliminacion: Elimina un operador de la secuencia solucion.
Expansion: Expande la resolucion de un nuevo subproblema dentro de la secuencia de la
solucion. Este T{operador es util cuando un operador de la solucion base no es direc-
tamente aplicable al nuevo problema. Se resuelve la precondicion (subproblema), y la
secuencia que la establece se coloca en la secuencia solucion.
Substitucion equivalente: Substituir un operador en la solucion original por otro, u otros,
que reduzca las mismas diferencias. Puede ser de utilidad en situaciones en las que, o
bien la precondicion de un operador en la solucion original no puede ser satisfecha, o
bien si la presencia de un determinado operador en la solucion original viola alguna de
las restricciones impuestas en el nuevo problema.
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Concatenacion de prejo: Aplicar el procedimiento de busqueda para encontrar una se-
cuencia de operadores que permitan pasar del estado inicial del problema actual al
inicial del problema de base. Si se encuentra dicha secuencia, colocarla como prejo de
la solucon al problema inicial.
Mezcla de secuencias: Mezclar las secuencias de operadores de dos soluciones base comple-
mentarias encontradas en el proceso de busqueda de precedentes. La secuencia resultante
diferira de una solucion al nuevo problema por la interseccion de las diferencias entre
cada uno de los precedentes y el nuevo problema a resolver. En caso de que dicha
interseccion sea nula, ya obtenemos una solucion al problema a resolver.
Reordenacion de operadores: Reordenar los operadores existentes en la solucion actual.
En algunos casos esto basta para resolver alguna de las precondiciones violadas por esta.
Substitucion de parametros: Substituir los parametros de los operadores de la ssolucion
precedente por objetos que se hallen en la descripcion del nuevo problema a resolver.
Uno de los principales problemas de ARIES es el de la organizacion de la memoria de casos
precedentes. Una forma es, mediante tecnicas de agrupacion conceptual, tener organizada
la memoria en clases de soluciones, donde la clasicacion se realiza mediante la metrica de
diferencias descrita anteriormente.
La aproximacion del modelo de analoga transformacional, y por tanto del sistema ARIES,
presentaba muchos problemas, pues la busqueda en el espacio de las transformaciones es
mucho mas compleja que la busqueda en el espacio original del problema. Ademas, en ningun
momento se utiliza informacion respecto de como fue obtenida una solucion precedente. Por
todo ello, Carbonell [CARB86] introdujo la nocion de analoga derivacional.
3.6 Analoga derivacional
En esta nueva aproximacion se describe la solucion analogica de un problema como la meta
de una tarea jerarquica que almacena informacion
5
detallada de la solucion: es la llamada in-
formacion derivacional. Ademas, el plan generado se descompone en subplanes - que indican
metas intermedias y pueden ser tambien descompuestas - lo que permite trazar el curso de la
solucion. As, se puede decir que la solucion es incremental en el sentido de que a cada paso de
la solucion se resuelve un nuevo problema. El sistema incluso es capaz de emplear trazas de
problemas resueltos previamente. Si se a~naden a la gura 3.9 { que representa el proceso de
analoga transformacional { mas problemas resueltos previamente y mas derivaciones entonces
se tiene un mecanismo de analoga derivacional. Esto signica que el sistema ha de almace-
nar toda la informacion generada en cada paso, pero que da especial importancia a aquella
generada por los operadores instanciados sin analizar las razones de esa eleccion.
En la gura 3.10 se muestra como se construye la traza de un proceso de analoga derivacional.
As, dado un problema objetivo (target problem), el sistema intenta primero recuperar un plan,
si existe, en cuyo caso, si resuelve el problema, termina. En otro caso ha de Elaborar una
5
Esta informacion incluye subplanes, subobjetivos, alternativas, operadores, caminos que fallan asociados
a una explicacion, etc.
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Figura 3.10: Traza derivacional
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solucion e intenta Descomponer el problema en subproblemas, que en principio son mas faciles
de resolver.
Existe un mecanismo para Seleccionar un subproblema: si, al tratar el subproblema escogido
se falla al intentar resolverlo, se almacena la secuencia y, si existe, se le asocia una explicacion.
En el caso de que la solucion progrese positivamente se almacena la secuencia de Operadores
hasta llegar a la solucion. Luego se construye una Justificacion para cada nodo.
La eleccion de un operador esta relacionada con la informacion derivacional presente, as que,
cuando una rama falla, el sistema intenta buscar en otras fuentes.
Una de las aplicaciones mas notables de este tipo de sistemas es el de buscar nuevas soluciones
a problemas ya resueltos para intentar optimizar las antiguas. La analoga derivacional puede
ser vista como un sistema de inferencia que puede ser aplicado como un metodo operativo de
razonamiento a partir de experimentos. Un aspecto relevante es la nocion de Justificacion
no solo para facilitar la reconstruccion de una solucion sino porque permite evaluar lo \apren-
dido"
6
. Ademas resulta una herramienta poderosa de adquisicion incremental de experiencias.
3.7 Resumen
En el presente captulo se han presentado los conceptos de razonamiento y aprendizaje por
analoga, y se han descrito diversos sistemas que hacen uso de ellos.
Dichos sistemas enfocan el uso de analogas desde muy diversos puntos de vista que van
desde la generalizacion de los procesos de deduccion a partir de la ampliacion de los axiomas
de una teora inicial, como en el caso del sistema NLAG (seccion 3.4), hasta la modicacion
de estrategias de busqueda para poder incluir informacion de las resoluciones de problemas
anteriores (secciones 3.5 y 3.6). Por ello tambien se ha presentado un modelo que pretende
unicar a todos ellos (seccion 3.3).
Es necesario remarcar que la construccion de sistemas que exploten todas las capacidades
que el uso de la analoga permite es tema de frontera en la investigacion actual tanto en el
desarrollo de sitemas capaces de hacer uso de ello, como en el del estudio teorico de los procesos
inductivos subyacentes.
Entre los aspectos por desarrollar, cabe destacar:
 Encontrar las estructuras de representacion que permitan, de forma comoda, detectar
las posibles analogas existentes entre situaciones de dominios distintos.
 Metodos de organizacion de la memoria de casos predentes.
 Denir reglas heursticas que, de entre todas las analogas posibles, permitan escoger
aquellas que, con cierta seguridad, conduzcan a razonamientos validos.
 Denir claramente el concepto de similitud entre casos.
La analoga es un tipo de herramienta que hace patente el valor de la memoria, no solo como
recipiente, sino como un agente activo en el aprendizaje y la resolucion de problemas.
6
Una vez mas cabe destacar que un agente debe ser capaz de reconocer las situaciones que conducen a un
fracaso rapidamente y poder explicar el porque.
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3.8 Ejercicios
1. Aplica el modelo NLAG al caso de la analoga mecanica de un circuito RLC mostrada en
la gura 3.1.
2. Relacionar las fases del modelo unicado de analog

ia (seccion 3.3) y las propiedades del
operador j del modelo de greiner (seccion 3.4).
3. Explica las principales semejanzas y diferencias entre la analoga y el razonamiento
basado en casos (captulo 8).
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Captulo 4 Aprendizaje basado en explicaciones
4.1 Introduccion
Hasta los a~nos 80, los metodos de aprendizaje automatico mas utilizados eran los inductivos
o empricos. Estos metodos se basan en la observacion de muchos ejemplos y contraejemplos
de un concepto para poder obtener una descripcion general de ese concepto (ver 2.2). No
obstante, los metodos inductivos tienen inconvenientes, uno de los cuales es que no preservan
la veracidad y s la falsedad. Esto signica que solo podemos estar seguros de que si algo era
falso antes de generalizar seguira siendolo despues. Por el contrario, no hay la seguridad de
que la generalizacion realizada sea cierta, puesto que, en general, solo puede ser justicada
por un numero nito de ejemplos.
Para solucionar este problema, empezaron a estudiarse los metodos deductivos o analticos.
La idea es usar la deduccion logica de manera que la solucion obtenida para un problema este
plenamente justicada y pueda ser generalizada. Para ello se necesita una gran cantidad de
conocimiento del dominio y es suciente un solo ejemplo de entrada para generalizar correc-
tamente. As, a partir del ejemplo y usando la teora del dominio conocida, se obtiene de
forma deductiva la descripcion de un nuevo concepto. De este modo puede asegurarse que las
generalizaciones son correctas puesto que los metodos deductivos preservan la veracidad.
Actualmente, hablar de metodos deductivos de aprendizaje es sinonimo del aprendizaje basado
en explicaciones o Explanation-based Learning (EBL). EBL es un termino que aparecio en
los a~nos 80 ([DEJO86], [SILV83], [MITC83], [CARB83b]) como intento de etiquetar
algunos metodos de aprendizaje usados en sistemas ya existentes como STRIPS ([FIKE72]),
HACKER ([SUSS75]) o el jugador de poker de Waterman ([WATE70]). As, podemos decir
que el EBL es la convergencia de cuatro lneas de investigacion:
Generalizacion Justicada. Dado un cierto conocimiento del dominio y un conjunto de
ejemplos positivos y negativos, buscar un concepto que incluya los positivos y excluya
los negativos. Este nuevo concepto debe ser una consecuencia logica del conocimiento
del dominio y de los ejemplos [RUSS86].
Chunking. Es la compilacion de una secuencia de reglas u operadores en un solo macroope-
rador que tenga el mismo efecto que la secuencia original [ROSE86]. Como se vera en
la seccion 4.5.3, SOAR es una arquitectura que utiliza chunking.
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Operacionalizacion. Consiste en convertir en operacional una expresion que no lo es. En-
tendemos por operacional una expresion escrita en terminos de acciones que pueden ser
ejecutadas directamente por el sistema [MOST83].
Analoga Justicada. Dado conocimiento del dominio, un ejemplo X y un concepto objetivo
Y, se trata de buscar una caracterstica F tal que si F(X) es cierta, se inera de forma
deductiva que F(Y) es cierta [DAVI86].
As pues, a partir de ahora hablaremos del EBL como paradigma de los metodos de aprendi-
zaje deductivos. A lo largo de este captulo se describiran los metodos EBL primero de forma
intuitiva y despues mas formalmente realizando un analisis a nivel de conocimientos. Tanto
en esta descripcion como en los ejemplos de sistemas que usan EBL (seccion 4.5) se supone
que la teora del dominio es completa y consistente y que, por lo tanto, el EBL no presenta
ningun problema. Como se vera en la seccion 4.4 si la teora del dominio no cumple estas
condiciones pueden aparecer algunos problemas.
4.2 Descripcion intuitiva del EBL
Supongamos que nos muestran un automovil azul de una determinada marca y nos dicen
que es un medio de transporte terrestre. Si despues nos muestran un automovil rojo y de
distinta marca sabremos identicarlo igualmente como un medio de transporte terrestre. Esto
es debido a que sabemos abstraer cual es la informacion relevante de un ejemplo, de manera
que no daremos importancia al color o a la marca de un automovil sino, en este caso, a su
funcion. De la misma manera, reconoceramos como medio de transporte terrestre un autocar
o un tren aunque pocas cosas tienen en comun. Los metodos EBL intentan modelizar este
tipo de aprendizaje mediante el cual con un solo ejemplo de un concepto somos capaces de
reconocer un objeto de la misma clase.
Supongamos ahora que estamos aprendiendo a integrar. Sabemos las reglas de integracion, la
tabla de integrales inmediatas y los metodos que podemos usar para resolverlas. Al principio,
cuando nos dan una integral para resolver, vamos probando metodos hasta encontrar uno
que nos de la solucion de forma sencilla. Esto es, si decidimos aplicar un metodo y este nos
lleva a una expresion mas complicada, lo descartamos y probamos con otro. A medida que
aumentamos nuestra experiencia en la resolucion de integrales sabremos \a simple vista" cual
es el metodo mas apropiado para obtener la solucion. Un metodo EBL puede asociarse a un
sistema de resolucion de problemas de manera que nos permitira aprender reglas de control
que mejoraran su eciencia.
Observese que en los dos casos mencionados anteriormente se posee una cierta experiencia o
conocimiento del dominio (sobre vehculos o sobre integracion) que va mejorando a medida
que se resuelven nuevos problemas. De esta manera podemos reconocer que un objeto es o no
un medio de transporte aunque no hayamos visto nunca ninguno igual o podemos reconocer
ciertas caractersticas de la funcion a integrar que nos permitan elegir el metodo mas apropiado.
Resumiendo, el principal objetivo de un metodoEBL es mejorar la teora del dominio existente
a partir de un solo ejemplo de entrada. Para ello necesita tener inicialmente una teora
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Figura 4.1: Entradas y salidas de un metodo EBL
del dominio completa que le permita demostrar de forma deductiva que nuevos conceptos
pertenecen a la misma clase o bien que permita deducir nuevas reglas de control de manera
que puedan resolverse problemas de forma mas eciente. Es importante destacar que un
metodo EBL, a diferencia de los metodos inductivos, nunca incorpora nuevo conocimiento,
sino que va obteniendo la clausura deductiva de la informacion inicialmente existente (vease
la seccion 4.6).
4.3 Descripcion formal del EBL
Una vez introducido de manera intuitiva el tipo de aprendizaje que se pretende capturar con
los metodos EBL, vamos a dar una descripcion formal. Para ello se deniran primero los
conceptos utilizados y despues se realizara una descripcion de los metodos EBL. Se evitara
dar detalles de implementacion para concentrar la explicacion solo en las tareas que deben
realizarse y el conocimiento necesario para ello. En [ARME93] puede encontrarse mas in-
formacion sobre la metodologa seguida para realizar este analisis as como una descripcion
detallada a nivel de conocimientos de sistemas representativos que realizan EBL, algunos de
los cuales estudiaremos en la seccion 4.5.
4.3.1 Deniciones
Dados una teora del dominio , un concepto objetivo y un ejemplo, los metodos EBL tratan
de mejorar la teora del dominio (gura 4.1). Vamos a denir cada uno de estos conceptos.
Teora del dominio o conocimiento de respaldo. Es informacion especca del dominio
particular sobre el que trata nuestra aplicacion (mecanica, integracion, medicina, biolo-
ga, etc). Supondremos que dicha teora es completa y consistente, es decir, que contiene
toda la informacion necesaria para deducir nuevas cosas sobre el dominio y que no
contiene informacion incorrecta.
Concepto objetivo. El metodo EBL debe determinar una denicion efectiva y operacional
de este concepto. Entendemos por efectiva que permita llegar a la solucion mas rapidamente
y por operacional que pueda ser utilizada por el sistema. Dependiendo de la aplicacion,
este concepto objetivo puede ser una clasicacion, un teorema a demostrar, un plan para
conseguir un objetivo o una regla de control para la resolucion de un cierto problema.
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Figura 4.2: Descomposicion de un metodo EBL
Ejemplo. Es una instancia positiva del concepto objetivo. Este ejemplo permite descubrir
que caractersticas del problema pueden ser mas relevantes en el futuro.
Nueva teora del dominio. Esta teora es la misma que la que se tena inicialmente, pero
mejorada con el resultado de la resolucion del nuevo problema. As por ejemplo, puede
contener una nueva denicion operacional de un concepto ya conocido o una nueva regla
de control.
4.3.2 Componentes de los metodos EBL
Los metodos EBL tienen dos pasos basicos. El primero de ellos es la construccion de una
explicacion que justica porque el ejemplo es una instancia positiva del concepto objetivo.
El segundo paso consiste en generalizar esa explicacion de manera que en el futuro pueda
ser aplicada a situaciones similares. Analizando estos dos pasos a nivel de conocimientos
encontramos las tareas de la gura 4.2. Vamos a describir ahora cada una de estas tareas
ilustrandolas con el desarrollo de un ejemplo cuyas entradas pueden verse en la gura 4.3.
Resolucion del problema.
La tarea de resolucion de problemas debe ser capaz de encontrar el concepto objetivo ayudan-
dose para ello de la teora del dominio y del ejemplo. El resultado es una traza que contiene
toda la informacion que se ha ido activando en el curso de la resolucion del problema. As pues,
la traza contiene, ademas del camino hacia la solucion, todos aquellos caminos que o no se
han intentado o que se han intentado y han fracasado. El metodo aplicado para la resolucion
del problema puede ser cualquier metodo de busqueda (en profundidad, en anchura, etc) y,
por lo tanto, es independiente del dominio. En nuestro ejemplo se trata de encontrar una
denicion operacional del concepto tigre encadenando las reglas de la teora del dominio de
la gura 4.3. Usaremos un algoritmo en profundidad para intentar demostrar que el ejemplo
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TIGRE(x)R1)
R2)
R3)
R4)
R5)
R6)
R7)
R8)
Concepto objetivo: TIGRE
Figura 4.3: Entradas del ejemplo del tigre
de entrada es una instancia positiva de tigre. La traza representando esta demostracion puede
verse en la gura 4.4.
Analisis de la traza.
El analisis de la traza es el primer paso que permitira la construccion de una explicacion.
Una explicacion es aquella parte de la traza que contiene informacion que se preve util en
un futuro para la resolucion de nuevos problemas. Para este analisis se usan dos criterios:
el de operacionalidad y el de relevancia. Todos los metodos EBL tienen de forma implcita
o explcita un criterio de operacionalidad mediante el cual se indica cuales son las acciones
directamente ejecutables por el sistema. El criterio de relevancia es el que permite decidir
que informacion puede ser util en el futuro. El mas utilizado es aquel que considera relevante
la informacion que forma parte del camino que lleva a la solucion, aunque hay otros. En la
Evaluacion Parcial Perezosa o Lazy Partial Evaluation ([CLAR92]), por ejemplo, el arbol
de la traza se expande en anchura utilizando el algoritmo en anchura de manera que cuando
encuentra la solucion pueden haber quedado nodos sin expandir. Interesa tener constancia de
los nodos no expandidos totalmente de manera que en el futuro no tenga que recalcularse todo
el camino sino que pueda aprovecharse lo ya calculado. As pues, en este caso la informacion
relevante sera aquella que no forme parte de un camino fracasado. En nuestro ejemplo se
considera relevante aquella informacion que pertenece al camino que lleva a la solucion y que
contiene solo predicados operacionales (subrayado en la gura 4.4). En este caso el criterio
de operacionalidad requiere que la expresion nal este descrita en terminos de los predicados
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RAYADO(Bengala)
TIGRE(Bengala)
Figura 4.4: Traza de la resolucion del problema.
usados para describir el ejemplo de entrada (CORREDOR, RAYADO, etc).
Filtrado.
La tarea de ltrado es la que construye la explicacion separando la informacion marcada como
relevante de la que no lo es. As, para nuestro ejemplo, la explicacion es la de la gura 4.5
que contiene solo la informacion que forma parte del camino que lleva a la solucion habiendo
rechazado la restante.
Generalizacion de la explicacion.
Normalmente, la generalizacion consiste en substituir constantes por variables o estructuras
variables de manera que la explicacion siga siendo valida. La mayora de sistemas usan metodos
basados en este criterio aunque pueden tener ciertas peculiaridades, como por ejemplo SOAR
(vease seccion 4.5.3). El metodo mas utilizado es el algoritmo de regresion de objetivos prop-
uesto por Waldinger ([WALD77]) y Nilsson ([NILS80]).
Formalmente, se dice que regresionar una formula F a traves de una regla R es un mecanismo
para determinar las condiciones necesarias y sucientes bajo las cuales puede usarse la regla
R para inferir F. La aplicacion de este algoritmo a nuestro ejemplo da la generalizacion de la
gura 4.6. Dicha generalizacion se ha obtenido variabilizando primero la raz de la explicacion,
en este caso TIGRE(Bengala) y propagando la substitucion de Bengala por X a los hijos. Los
hijos son las condiciones de todas las reglas que permiten deducir TIGRE y que, en este caso, solo
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Figura 4.5: Explicacion del ejemplo del tigre.
hay una. En caso de haber mas de una regla, como pasa para deducir CARNIVORO o MAMIFERO,
se utilizan las reglas R5 y R4 y R6, R7 y R8 respectivamente para variabilizar propagando
la substitucion a todas ellas. As, se van obteniendo todas las sustituciones correspondientes
a todos los predicados includos en la explicacion. Nuestro ejemplo es sencillo puesto que
la substitucion es siempre la misma (Bengala por X). No obstante, esto no tiene porque ser
as. En [MITC86] puede encontrarse un ejemplo en el cual no todas las constantes pueden
variabilizarse.
Construccion de nueva informacion.
Una vez generalizada la explicacion, esta debe ser operacionalizada, es decir, traducida al
formato adecuado para que pueda ser usada en el futuro. Dicho formato pueden ser reglas
de dominio o de control. Las reglas de dominio expresan nuevas deniciones de conceptos
y las reglas de control expresan nuevas heursticas que permitiran resolver el problema mas
ecientemente en el futuro. Normalmente, la parte izquierda de la nueva regla seran las hojas
del arbol de explicacion generalizado, mientras que la parte derecha sera la raz (concepto ob-
jetivo). Se obtiene una regla para cada una de las posibles combinaciones de reglas aplicables.
As, en nuestro caso a partir del arbol de la gura 4.6 se podran construir las siguientes reglas:
NR1) si RAYADO(x) y DIENTES(x) y PELUDO(x) y TIENE-RABO(x) entonces TIGRE(x)
NR2) si RAYADO(x) y DIENTES(x) y DA-LECHE(x) y TIENE-RABO(x) entonces TI-
GRE(x)
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Figura 4.6: Explicacion generalizada con el algoritmo de regresion de objetivos.
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NR3) si RAYADO(x) y DIENTES(x) y SANGRE-CALIENTE(x) y TIENE-RABO(x) en-
tonces TIGRE(x)
NR4) si RAYADO(x) y COME-CARNE(x) y TIENE-RABO(x) entonces TIGRE(x)
NR5) si RAYADO(x) y CORREDOR(x) entonces TIGRE(x)
La regla NR1 ha sido obtenida usando el camino del arbol generalizado que lleva de la raz
a las hojas pasando por R1, R3, R5 y R6. La segunda regla se ha obtenido del mismo modo
pero con la regla R7 en lugar de la R6 y as sucesivamente. No obstante, y para mejorar la
eciencia del sistema, hay metodos que solo construyen una regla (como el EBG de Mitchell),
mientras que otros, como la Evaluacion Parcial Perezosa, puede crear algunas reglas que no
son totalmente operacionales debido a que corresponden a informacion de la traza que no ha
sido completamente expandida.
Incorporacion de nueva informacion.
El objetivo de esta tarea es hacer que las nuevas reglas creadas queden disponibles de manera
que puedan utilizarse para la resolucion de nuevos problemas. En la mayora de sistemas la
nueva informacion es a~nadida a la ya existente. As, en el ejemplo, las cinco reglas obtenidas
se a~nadiran a la teora del dominio, con lo cual se tendran seis deniciones de TIGRE. Este
ejemplo hace evidente que la contnua incorporacion de reglas (en el mejor de los casos una
por cada problema resuelto), puede degradar la teora del dominio de manera que puede
ser difcil encontrar la regla adecuada. En algunos casos, las reglas construdas pueden ser
inaplicables o aplicables a situaciones extra~nas demasiado especcas que raramente se daran.
Esta problematica (ya mencionada en el captulo 1) se denomina utilidad del conocimiento
aprendido. En la seccion 4.4.1 se hablara en detalle de ella.
4.4 Problemas del EBL
Como ya se ha dicho, los metodos EBL son de gran ayuda para mejorar la eciencia de
la resolucion de problemas, suponiendo siempre que hay una teora del dominio completa
y consistente. No obstante, cuando se quiere trabajar sobre dominios reales, por sencillos
que estos sean, aparecen ciertos problemas. Basicamente, estos problemas pueden agruparse
en dos clases. La primera de ellas es la que Ellman [ELLM89] llama Reformulacion de la
Teora y que consiste en garantizar que la informacion aprendida es realmente mas util. La
segunda clase de problemas comprende la Revision de la Teora, es decir problemas que son
consecuencia del contenido de la teora del dominio disponible. Vamos a analizar cada una de
estas clases.
4.4.1 Reformulacion de la Teora
El aprendizaje EBL permite reformular la teora en el sentido de que se incorporan nuevas
deniciones o reglas de control a la teora existente. Sin embargo, la incorporacion sistematica
de la informacion aprendida puede plantear dos problemas. El primero es que es posible
incorporar a la teora algo que quiza nunca mas sera util en el futuro pero que, en cambio,
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aumenta mucho su tama~no. El segundo problema es que, en general, las reglas aprendidas
son mas complejas que las iniciales de manera que el coste de cotejar las condiciones para
comprobar si una regla es aplicable puede ser mayor. Intuitivamente esto puede ser explicado
de la siguiente manera.
El ciclo de control de la resolucion de problemas es: buscar reglas aplicables, en caso de que
haya mas de una regla aplicable escoger una entre ellas y aplicarla. Este ciclo debe repetirse
hasta encontrar la solucion deseada y puede ser bastante costoso. Con el aprendizaje EBL se
pretende reducir al maximo, y si es posible a una sola, las veces que tenga que ejecutarse este
ciclo. Volviendo al ejemplo desarrollado en la seccion 4.3.2, se ha visto que para demostrar
que Bengala es un tigre ha hecho falta aplicar 7 reglas (algunas de ellas sin exito). Gracias
a las deniciones aprendidas, para un ejemplo de entrada parecido, bastara aplicar la nueva
regla NR1 para obtener directamente la solucion, de manera que el ciclo se habra ejecutado
una sola vez. En el mismo ejemplo se ha visto que se han generado cinco nuevas reglas a partir
de un solo ejemplo de entrada. Esto ya da idea de que si siempre se incorpora toda la nueva
informacion aprendida, encontrar cual es la regla apropiada de entre todas las existentes no
sera una tarea sencilla puesto que signica recorrer todas las reglas de la teora hasta encontrar
una que sea aplicable. As pues, es claro que el EBL no garantiza mas eciencia en la resolucion
del problema puesto que el conocimiento de control tiene un coste oculto (el de cotejar). Para
producir una mejora real de la eciencia, un metodo EBL debe generar conocimiento de control
efectivo, es decir, que produzca mas benecios que costes evitando que, en algunos casos, sea
mas rapido usar la teora del dominio inicial (aunque para ello se tuviera que ejecutar varias
veces el ciclo de control) que buscar la regla adecuada de entre las muchas que la teora puede
contener.
As, formalmente, el problema de la degradacion de la teora aparece basicamente por los tres
motivos siguientes:
Baja frecuencia de aplicacion. Una descripcion aprendida puede ser util cuando es apli-
cable, pero puede serlo muy raramente por ser demasiado especca. El coste de compro-
bar repetidamente su aplicabilidad puede no compensar su eciencia aunque el tiempo
de comprobacion sea peque~no.
Alto coste de cotejar las reglas. Una descripcion aprendida puede ser util cuando se a-
plica y serlo frecuentemente pero el coste de determinar su aplicabilidad puede resultar
demasiado alto como para ser ventajoso.
Bajo benecio. Muchas veces el hecho de crear una nueva regla no mejora en mucho la
eciencia de la teora inicial. Supongamos que se crea una regla que permite encontrar
un camino para ir de A a B salvando obstaculos. Esta regla no producira demasiado
benecio si el coste de salvar un obstaculo es peque~no o bien si hay pocos obstaculos que
salvar.
De todo lo visto hasta ahora, es facil deducir que se tendra que llegar a un compromiso entre
incorporar siempre la informacion y no incorporarla nunca. Este problema puede atacarse de
varias maneras. Una puede ser estimando, antes de generalizar, si determinada informacion se
preve util y si vale la pena su generalizacion. As, si un objetivo es solicitado a menudo, sera
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interesante generalizar el camino que lleva a el. Otra forma, como hace el sistema PRODIGY,
es generalizar siempre pero evaluar si dicha generalizacion sera util en el futuro. (Ver seccion
4.5.4). SOAR generaliza y guarda siempre la nueva informacion pero antes reordena las
condiciones de una regla de manera que las mas restrictivas se evaluen primero (seccion 4.5.3).
De esta manera muchas veces no hara falta evaluar la condicion entera. PRODIGY tambien
trata este problema usando el proceso de compresion que se analiza en la seccion 4.5.4
4.4.2 Revision de la Teora
El problema de la revision de la teora aparece especialmente cuando se trabaja con dominios
reales en los cuales es difcil especicar absolutamente todo el conocimiento. En estos casos es
corriente que la teora sea incompleta, incorrecta, inconsistente o intratable, pudiendose dar
mas de uno de estos casos a la vez. Vamos a estudiar cada uno de estos problemas y algunas
de las soluciones propuestas.
Teora Incompleta
Supongamos que en una teora se tiene que las hojas de los arboles son verdes y que el ejemplo
de entrada es una hoja amarilla. El sistema no sabra explicar este ejemplo porque le faltara
una regla del tipo \si las hojas son amarillas es que es oto~no". Este es el problema de la teora
incompleta y se da cuando la teora no puede explicar algun ejemplo por no disponer de toda
la informacion necesaria. La solucion propuesta es intentar explicar al maximo el ejemplo
e identicar y conjeturar nuevas reglas que completaran la explicacion. Estas explicaciones
parciales son mas efectivas cuanto menos le falta a la teora para ser completa o si un maestro
le selecciona adecuadamente los ejemplos de entrada de manera que vaya aprendiendo la
informacion que le falta. Hay varias tecnicas para completar una explicacion. Una de ellas es
la propuesta por Wilkins [WILK88] en el sistema ODYSSEUS. En dicho sistema se intenta
construir una explicacion para cada ejemplo de entrada. Cuando no puede encontrar una
explicacion se presenta entonces una oportunidad para aprender ya que tratara de conjeturar
modicaciones de la teora. Si una de estas conjeturas le produce un buen resultado entonces
sera a~nadida a la teora.
Observese que la teora se completa a~nadiendo informacion pero en ningun caso se borra o
modica la ya existente con lo cual debe suponerse implcitamente que la teora inicial, aunque
incompleta, era correcta. Cabe destacar tambien que la nueva informacion se obtiene de forma
no deductiva con lo cual no se puede asegurar que la nueva sea una teora correcta.
Teora Incorrecta
Se dice que la teora es incorrecta cuando el sistema comete algun fallo de prediccion. En
este caso primero hay que identicar la causa del fallo y despues intentar modicar conve-
nientemente la teora. En general, para identicar la parte de la teora causante del fallo se
utiliza un algoritmo de asignacion de culpa. Muchas veces se dispone de reglas especcas del
dominio de manera que para cada tipo de error se da una manera de solucionarlo puesto que
es capaz de identicar sus posibles causas.
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Teora Inconsistente
Se dice que la teora es inconsistente cuando el sistema llega a predicciones contradictorias.
La inconsistencia puede ser debida a la teora, pero tambien puede tener su origen en incon-
sistencias entre la teora y las observaciones. Los metodos para solucionar este problema son
parecidos a los usados para detectar incorrecciones. Un ejemplo tpico de teora inconsistente
que es amplio objeto de estudio son las llamadas teoras promiscuas. No vamos a estudiar aqu
estas teoras, simplemente diremos que son aquellas capaces de dar una explicacion plausible
para cualquier situacion. Pueden encontrarse ejemplos en [LEBO86] y [RIES83].
Teora Intratable
La teora es intratable cuando para dar una prediccion se necesitan mas recursos de los que
se dispone. Un ejemplo de teora intratable es el juego de ajedrez. Si para cada jugada
se examinasen todas las posibilidades de movimiento el juego sera interminable y ademas
agotara todos los recursos computacionales de espacio y tiempo. Las teoras intratables se
comportan como si fueran incompletas o incorrectas puesto que pueden no dar solucion o dar
una solucion erronea. Normalmente este problema se resuelve usando heursticas que permiten
restringir el espacio de busqueda (piensese en el ajedrez) aunque entonces se corre el peligro
de convertir la teora en inconsistente.
As pues, para implementar un metodoEBL que funcione sobre un dominio real deben tenerse
en cuenta estos problemas que no siempre son solucionables de manera facil. Actualmente se
tiende a la integracion de metodos inductivos y deductivos de manera que puedan comple-
mentarse. As, un metodo deductivo asegurara la correccion de la generalizacion y permitira
encontrar de manera dinamica las caractersticas relevantes mientras que un metodo inductivo
puede solventar la falta de una teora del dominio completa.
4.5 Ejemplos de sistemas que usan EBL
En esta seccion analizaremos cuatro de los sistemas considerados como los mas representativos
de los que utilizan EBL. Con su estudio pretendemos dar una vision de las aplicaciones que
puede tener el EBL. Como se vera, aunque estos sistemas comparten las ideas fundamentales
(demostrar que el ejemplo es una instancia positiva del objetivo, extraer la informacion rele-
vante, generalizarla y operacionalizarla), las implementaciones son muy distintas y no siempre
faciles de describir. No pretendemos dar una vision exhaustiva del funcionamiento de estos
sistemas sino simplemente mostrar como las ideas del EBL pueden ser aplicadas a diversos
campos. As, primero se estudiara STRIPS que es un planicador y, aunque es un sistema
ya antiguo, tiene interes por ser el precursor del EBL. Despues se analizara la Generalizacion
basada en Explicaciones de Mitchell a partir de la cual surgio la nomenclatura del EBL como
paradigma de los metodos deductivos. Finalmente se estudiaran las arquitecturas SOAR y
PRODIGY como ejemplo de aprendizaje de reglas de control. El estudio de los sistemas men-
cionados se realizara describiendo para cada uno de ellos los mismos componentes descritos
para el EBL (g 4.2). Asimismo, dichos componentes seran ilustrados con el desarrollo de un
ejemplo para cada sistema.
Aprendizaje basado en explicaciones 133
4.5.1 STRIPS
STRIPS ([FIKE72]) es un planicador que genera y recuerda planes que le permiten con-
seguir un determinado objetivo. Se considera el precursor del EBL porque, una vez generado
un plan, intenta explicar porque cumple el objetivo. Las entradas de STRIPS son: un estado
inicial, un estado objetivo que hay que alcanzar y un conjunto de operadores que permiten
cambiar de estado. Para describir los estados se utilizan formulas del calculo de predicados.
Los operadores estan compuestos por: una precondicion que describe las condiciones de apli-
cabilidad del operador y dos listas especicando sus efectos. Una es la lista llamada a~nadir
que contiene los hechos que se a~naden a un estado como consecuencia de la aplicacion del
operador. La otra lista se llama borrar y contiene los hechos que dejan de ser ciertos y que,
por lo tanto, deben borrarse del estado en curso. Podemos ver un ejemplo de estas entradas
en la gura 4.7 ([FIKE72]). En el curso de la resolucion del problema se construye un plan
que permite alcanzar el estado objetivo. Despues este plan sera convertido en un macrooper-
ador cuya precondicion describira las condiciones sucientes bajo las cuales puede alcanzarse
el estado objetivo desde el estado inicial.
El proceso seguido por STRIPS puede considerarse como chunking puesto que obtiene macro-
operadores, pero tambien puede verse como la reformulacion de conceptos no operacionales
puesto que se trata de obtener una descripcion operacional de las condiciones de aplicacion de
un plan que consigue un determinado objetivo.
Vamos ahora a analizar los componentes de STRIPS.
Resolucion del problema
El objetivo de la resolucion de problemas en STRIPS es obtener un plan que permita conseguir
el estado objetivo deseado desde el estado inicial. Este plan es una cadena de operadores que
permiten pasar de un estado a otro hasta llegar al estado objetivo. Cada objetivo puede ser
descompuesto en subobjetivos que pueden ser alcanzados por separado aplicando los opera-
dores disponibles a los estados. Un operador es aplicable a un estado solo si su precondicion
se satisface en dicho estado. El algoritmo seguido para la resolucion del problema consta de
los siguientes pasos:
1. Seleccionar un subobjetivo e intentar demostrar que es cierto en el estado en curso. Si
es cierto ir al paso 4, en caso contrario continuar.
2. Considerar como aplicable un operador cuya lista a~nadir contenga alguna clausula que
permita concluir la demostracion del paso 1.
3. La instanciacion de la precondicion del operador seleccionado sera el nuevo subobjetivo.
Ir al paso 1.
4. Si el subobjetivo conseguido es el objetivo inicial el proceso acaba, en caso contrario debe
crearse un nuevo estado aplicando el operador cuya precondicion es el subobjetivo que
se ha establecido. Ir al paso 1.
El resultado obtenido del algoritmo anterior es una lista de operadores instanciados corres-
pondientes a las acciones necesarias para alcanzar el estado objetivo. Veamoslo con un
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En-habitacion(c, h2)
Lista a~nadir: En-habitacion(Robot, h2)
En-Habitacion(c, *)
Lista borrar: En-habitacion(Robot, *)
y Conecta(p, h1, h2)
Precondicion: En-habitacion(c, h1) y En-habitacion(Robot, h1)
a traves de la puerta p
El robot traslada el objeto b de la habitacion h1 a la h2
TRASLADAR(c, p, h1, h2)
Lista a~nadir: En-habitacion(Robot, h2)
para cualquier *)
(se borran todas las formulas En-habitacion(robot, *)
Lista borrar: En-habitacion(Robot, *)
Precondicion: En-habitacion(Robot, h1) y Conecta(p, h1, h2)
El robot pasa a traves de la puerta p de la habitacion h1 a la h2
ATRAVESAR(p, h1, h2)
Operadores disponibles:
Estado objetivo: Caja(x) y En-habitacion(x, H1)
Si Conecta(x, y, z) entonces Conecta(x, z, y)
En-habitacion(C1, H2)
Caja(C1)
Conecta(P2, H2, H3)
Conecta(P1, H1, H2)
Estado inicial: En-habitacion(Robot, H1)
H3
P2
C1
H2
P1
Robot
H1
Figura 4.7: Ejemplo de entradas al sistema STRIPS.
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En-habitacion(Robot, H1) y Conecta(P1, H1, H2)
ATRAVESAR(P1, H1, H2)
TRASLADAR(C1, P1, H2, H1)
En-habitacion(Robot, H2) y En-habitacion(C1, H2) y Conecta(P1, H2, H1)
En-habitacion(Robot, H1) y En-habitacion(C1, H1)
?
?
Figura 4.8: Plan obtenido por STRIPS.
ejemplo. Supongamos la situacion de la gura 4.7 cuyo objetivo es conseguir Caja(x) y
En-habitacion(x, H1). Al instanciar x en el estado inicial obtenemos Caja(C1) y En-ha-
bitacion(C1, H1). Dado que Caja(C1) es cierto en el estado inicial, nuestro subobjetivo es
conseguir En-habitacion(C1, H1). Segun el paso 2 del algoritmo anterior, debe buscarse un
operador que tenga en su lista a~nadir una clausula del tipo En-habitacion(x, h). Dicho
operador es TRASLADAR(c, p, h1, h2) y al instanciar c por C1 y h2 por H1 su precondicion
queda como sigue:
En-habitacion(C1, h1) y En-habitacion(Robot, h1) y Conecta(p, h1, H1)
Dado que no se ha conseguido el objetivo inicial, se debe volver al paso 1 para escoger un
nuevo subobjetivo. Si se toma En-habitacion(C1, h1) y se sustituye h1 por H2, se obtiene
que se cumple en el estado inicial, con lo cual quedan los siguientes dos subobjetivos:
En-habitacion(Robot, H2) y Conecta(p, H2, H1)
As, nuestro nuevo subobjetivo es conseguir ahora En-habitacion(Robot, H2). Un operador
aplicable es ATRAVESAR(p, h1, h2) con lo que su precondicion instanciada es la siguiente:
En-habitacion(Robot, h1) y Conecta(p, h1, H2)
El nuevo subobjetivo ahora es En-habitacion(Robot, h1). Si se sustituye h1 por H1 vemos
que es cierto en el modelo inicial con lo cual el subobjetivo se cumple y solo nos queda compro-
bar que Conecta(p, H1, H2). Si se sustituye p por P1 vemos que tambien este subobjetivo
se cumple. Todo este proceso puede resumirse en el plan de la gura 4.8, es decir, primero se
aplica el operador ATRAVESAR al estado inicial y al estado resultante se le aplica el operador
TRASLADAR.
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210
3
2
1
En-habitacion(C1, H1)
En-habitacion(Robot, H1)
TRASLADAR(C1, P1, H2, H1)
*En-habitacion(Robot, H2)
ATRAVESAR(P1, H1, H2)
*En-habitacion(C1, H2)
Caja(C1)
Conecta(P2, H2, H3)
*Conecta(P1, H1, H2)
En-habitacion(C1, H2)
Caja(C1)
Conecta(P2, H2, H3)
*Conecta(P1, H1, H2)
*En-habitacion(Robot, H1)
Figura 4.9: Tabla triangular correspondiente al plan obtenido por STRIPS.
Analisis de la traza
Una vez se ha encontrado un plan se construye la llamada tabla triangular (g 4.9) que describe
la estructura del plan del robot en un formato que le sera util para generalizar las secuencias
de operadores. Veamos como se construye dicha tabla. Para una secuencia de N operadores
(dos en nuestro caso), habra de 1 a N+1 las y de 0 a N columnas. El operador i-esimo
se coloca en la posicion (i, i) de la tabla. En la posicion (i, 0) deben ponerse los hechos del
modelo inicial que eran ciertos antes de la aplicacion del operador i. En la posicion (N+1, 0) se
colocan los hechos del modelo inicial que siguen siendo ciertos despues de a~nadir el operador.
Las posiciones (i, j) restantes contienen los hechos a~nadidos por el operador i-esimo que eran
ciertos antes de aplicarse el operador j-esimo. En cada celda de la columna i, la N+1, hay
que poner los hechos a~nadidos por el operador i-esimo que quedan ciertos en el modelo nal.
Marcaremos con un asterisco los hechos de la la j usados en la prueba de las precondiciones
del operador j-esimo. La tabla triangular es util porque muestra como las precondiciones del
operador dependen de los efectos del modelo inicial del mundo. Cualquier hecho marcado con
un asterisco indica esta dependencia. As, por ejemplo, en la tabla de la gura 4.9 el hecho
En-Habitacion(Robot, H2) de la columna 1 la 2 indica que la precondicion de TRASLADAR
depende de un hecho a~nadido por el operador ATRAVESAR. Igualmente, la presencia de los
hechos marcados en la columna 0, la 2, indica que la precondicion de TRASLADAR depende de
hechos del modelo inicial.
Generalizacion de la informacion
Para generalizar solo se tienen en cuenta aquellas clausulas marcadas con un asterisco puesto
que son las que se utilizan en las precondiciones para demostrar que un operador es aplica-
ble. La generalizacion se hace en dos pasos. El primer paso consiste en substituir todas las
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En-habitacion(C1, x17)
En-habitacion(Robot, x17)
TRASLADAR(x14, x15, x16, x17)
*En-habitacion(Robot, x13)
ATRAVESAR(x11, x12, x13)
*En-habitacion(x6, x7)
*Conecta(x8, x9, x10)
*Conecta(x3, x4, x5)
*En-habitacion(x1, x2)
Figura 4.10: Tabla triangular sobregeneralizada.
constantes de la columna cero por variables (todas las variables deben ser distintas aunque
pertenezcan a distintas ocurrencias de la misma constante). Las restantes columnas se vari-
abilizan segun la variabilizacion del operador. Aplicando este paso a la tabla triangular de la
gura 4.9 obtenemos la de la gura 4.10 que esta sobregeneralizada puesto que sera aplicable
a cualquier situacion. As, pues, el segundo paso consiste en restringir la tabla para lo cual se
usan dos criterios. El primero de ellos consiste en mantener las dependencias entre operadores
de manera que el operador i-esimo a~nadira una clausula soportando el operador j-esimo en
la tabla generalizada si y solo si la misma dependencia existe entre los operadores i y j en
la tabla original. El segundo criterio requiere que las precondiciones de los operadores en
la tabla generalizada puedan demostrarse usando las mismas demostraciones que las que se
usan para vericar las precondiciones en el plan original. Aplicando este segundo paso a la
tabla de la gura 4.10 se obtiene el plan general representado en la tabla de la gura 4.11.
En dicho plan vemos que el objeto a mover de una habitacion a otra se ha generalizado de
una caja a cualquier objeto. Las habitaciones inicial y nal eran la misma en el plan original
mientras que al generalizar son distintas. STRIPS tambien ha generalizado las condiciones
de aplicabilidad de la secuencia de operadores. Las clausulas marcadas en la columna cero
de la tabla generalizada indican las condiciones generalizadas bajo las cuales la secuencia de
operadores es aplicable.
Construccion de nueva informacion
El siguiente paso consiste en crear un macrooperador a partir de la tabla triangular genera-
lizada de la gura 4.11. Este macrooperador tendra el mismo efecto en un solo paso que
la aplicacion de la secuencia de operadores encontrada en la resolucion del problema (g.
4.8). Su precondicion seran las clausulas de la columna cero marcadas con un asterisco.
No obstante, STRIPS no construye fsicamente este macrooperador sino que guarda la tabla
triangular generalizada. As, una vez comprueba que se cumple la precondicion, los operadores
que forman el macrooperador son aplicados uno a uno.
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En-habitacion(x6, x9)
En-habitacion(Robot, x9)
TRASLADAR(x6, x8, x5, x9)
*En-habitacion(Robot, x5)
ATRAVESAR(x3, x2, x5)
*En-habitacion(x6, x5)
*Conecta(x8, x9, x5)
*Conecta(x3, x2, x5)
*En-habitacion(Robot, x2)
Figura 4.11: Otra tabla triangular generalizada.
4.5.2 EBG de Mitchell
La generalizacion basada en explicaciones o Explanation-based Generalization (EBG) es un
formalismo propuesto por Mitchell y sus colaboradores en 1986 [MITC86]. Este formalismo
es un intento de agrupar elementos esenciales de sistemas ya existentes. El propio Mitchell
describe el EBG como un metodo independiente del dominio que usa conocimiento del dominio
para guiar la generalizacion. Esto es, los mecanismos de resolucion de problemas y de gene-
ralizacion, como se vera, son independientes del dominio mientras que las entradas al sistema
forzosamente deben contener informacion del dominio. El objetivo del EBG es aprender
nuevas descripciones operacionales de conceptos. Para ello necesita la siguiente informacion
de entrada:
Concepto objetivo: Descripcion no operacional del concepto a aprender.
Ejemplo: Instancia positiva del concepto objetivo.
Teora del dominio: Conjunto de reglas y hechos usados para explicar como el ejemplo
satisface el concepto objetivo.
Criterio de operacionalidad: Predicados sobre las deniciones de conceptos que especi-
can como debe expresarse el concepto objetivo.
El resultado es una nueva teora del dominio a la que se habra incorporado la nueva denicion
operacional obtenida. Esta nueva descripcion es la generalizacion del ejemplo de manera que
es una condicion suciente para el objetivo que ademas satisface el criterio de operacionalidad.
As, dados un concepto objetivo y un ejemplo, el EBG debe demostrar primero que el ejemplo
es una instancia positiva del concepto objetivo usando para ello la teora del dominio. La traza
obtenida contiene todos los caminos intentados y que han fracasado y un solo camino hacia la
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solucion. Este camino hacia la solucion es el que constituye la explicacion que posteriormente
debe ser generalizada. El metodo de generalizacion utilizado es una modicacion del algoritmo
de regresion de objetivos consistente en usar solo las reglas que han servido para demostrar el
ejemplo de manera que la generalizacion es una condicion suciente bajo la que una regla R
puede ser usada para inferir una formula F. A partir de la generalizacion obtenida se construye
una sola regla operacional que sera incorporada a la teora del dominio existente. La diferencia
de funcionamiento entre el EBG y los metodos EBL en general reside solo en la generalizacion.
Esta diferencia es importante puesto que es lo que hace que a partir del EBG se obtenga
una sola regla operacional nueva y no varias como ocurre en el EBL. Describiremos el EBG
desarrollando el mismo ejemplo que en la seccion 4.3.2, de esta manera podremos compararlos.
As, dadas las entradas de la gura 4.3 al resolver el problema obtenemos la traza de la gura
4.4. Al analizar dicha traza obtenemos la explicacion de la gura 4.5. Vamos a continuar la
descripcion del EBG de Mitchell a partir de la tarea de generalizacion de la explicacion.
Generalizacion de la explicacion
Para generalizar la explicacion se sigue el mismo procedimiento que el explicado en general
para los metodos EBL. La diferencia es que aqu solo se utilizan las reglas que han contribudo
a alcanzar la solucion. As, para generalizar TIGRE(Bengala), se usa la explicacion (gura
4.5) y se substituye Bengala por x. Esta substitucion se propaga usando la regla R1 de la
teora. El siguiente predicado a generalizar es FELINO(Bengala). En la teora hay dos reglas
(R2 y R3) que concluyen FELINO(x), pero en la demostracion del ejemplo se ha utilizado
R3, por lo tanto es esta la que se utiliza para generalizar la explicacion. Para generalizar
CARNIVORO y MAMIFERO se usan las reglas R5 y R7 respectivamente que son las que se
han empleado para demostrar el ejemplo. As en la gura 4.12 podemos ver como queda la
generalizacion de la explicacion en el caso del EBG (Comparense las guras 4.6 y 4.12).
Construccion de nueva informacion
La nueva informacion se construye de la misma manera explicada para los metodos EBL. Es
decir, las hojas del arbol de explicacion generalizado que cumplen el criterio de operacionali-
dad, constituiran las condiciones de la nueva regla, cuya accion sera la raz del arbol. En este
caso, se obtiene una unica regla que es la siguiente:
SI: RAYADO(x) y DIENTES (x) y DA-LECHE(x) y TIENE-RABO(x)
ENTONCES: TIGRE(X)
4.5.3 SOAR
SOAR ([LAIR86a]) es una arquitectura que combina aprendizaje y resolucion de problemas.
La unidad organizativa fundamental de SOAR es el espacio de problemas y su paradigma
central es la busqueda. La arquitectura de SOAR tiene cinco componentes basicos:
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Bengala/x
?
?
?
TIGRE(Bengala)
TIGRE(x)
Bengala/x
RAYADO(x) FELINO(x)
FELINO(Bengala)
CARNIVORO(x)
FELINO(x)
TIENE-RABO(x)
CARNIVORO(Bengala)
CARNIVORO(x)
DIENTES(x) MAMIFERO(x)
?
?
?
Bengala/x
Bengala/x
MAMIFERO(Bengala)
MAMIFERO(x)
DA-LECHE(x)
?
?
Figura 4.12: Explicacion generada con el algoritmo de regresion de objetivos modicado.
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 Una memoria de reglas de produccion que contiene la experiencia acumulada por el
sistema en la resolucion de problemas
 Una memoria de trabajo que contiene la informacion relacionada con el problema que se
esta intentando resolver
 Un gestor de la memoria de trabajo que le permite borrar objetos de la memoria de
trabajo
 Un procedimiento de decision que le permite resolver conictos
 Un mecanismo de chunking que le permite aprender.
La memoria de trabajo se compone de tres tipos de objetos: 1) una pila de contextos que
especican la jerarqua de objetivos activos, espacio de problemas, estados y operadores; 2)
objetos tales como objetivos y estados; y 3) preferencias que codican el conocimiento de
control.
El objetivo principal de SOAR es resolver problemas y el metodo utilizado para ello es la
subobjetivacion universal (universal subgoaling). As, para conseguir un objetivo, entendiendo
como tal un conjunto de estados deseado, se realiza una busqueda en un espacio de problemas.
El funcionamiento de SOAR es similar a un ciclo de resolucion de problemas general, es
decir, primero busca los operadores que pueden ser aplicables al estado en curso y despues
escoge entre ellos. SOAR puede trabajar en varios espacios de problemas y, por tanto, para
decidir los operadores aplicables a un determinado estado, debe saber primero en que contextos
buscarlos. Un contexto es un objeto que se compone de cuatro tems: un objetivo, un espacio
de problemas, un estado y un operador. As, un contexto determina cuando y donde puede
ser aplicable un operador para conseguir un determinado objetivo. Ademas, un contexto
puede vincularse a contextos previos formando una jerarqua de objetivos y subobjetivos. Las
componentes de cada contexto son anotaciones con informacion adicional llamadas aumentos.
La jerarqua de contextos y sus aumentos asociados constituyen la memoria de trabajo de
SOAR. La resolucion de conictos de la resolucion de problemas general se ha substitudo en
SOAR por un ciclo de control compuesto por dos fases, una de elaboracion y otra de decision.
En la fase de elaboracion se activan en paralelo los operadores aplicables. En la fase de decision
se examinan los resultados de los operadores aplicados en la fase de elaboracion y se escoge la
mejor opcion para un tem del contexto basandose en ellos y en la semantica de las relaciones
de preferencia. A partir de la opcion elegida se construye una preferencia que sera aplicable en
una situacion similar. Cuando en esta fase de decision no ha sido posible decidir cual es el mejor
operador aplicable, o bien ninguno de los encontrados ha sido considerado adecuado, entonces
se produce un impasse. Un impasse signica que el sistema no tiene suciente informacion
por lo que es una oportunidad para aprender nuevo conocimiento de control (preferencias) de
manera que en una futura situacion similar ese impasse pueda evitarse. Existen los siguientes
cuatro tipos de impasses:
De vnculo (tie impasse): Se produce cuando hay varios operadores posibles y hay poco
conocimiento para discriminarlos.
Conicto: Hay varias opciones conictivas en el sentido de que pueden llevar a estados con-
tradictorios.
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Sin cambio: Se mantiene sin cambio el valor del tem sobre el que se ha producido el impas.
Rechazo: La opcion en curso es rechazada y no hay ninguna opcion mas ya que se han
probado todas las existentes.
El EBL se realiza al generalizar las situaciones en las que se puede usar una preferencia
determinada.
Simplicando mucho su funcionamiento, podramos decir que SOAR realiza el ciclo de con-
trol de la gura 4.2 para cada subobjetivo alcanzado. La nueva informacion construda son
preferencias que le permiten evitar impasses con todo lo que ello signica (activacion paralela
de todos los operadores aplicables). Dada la complejidad de la arquitectura, no daremos mas
detalles sobre ella. Si se desea mas informacion ver [LAIR86a] o [LAIR86b]. Vamos ahora
a describir sus componentes.
Resolucion del problema
Los metodos de resolucion de problemas usados se basan en la subobjetivacion universal y
en el metodo debil universal ([LAIR86b]). La subobjetivacion universal es una tecnica para
hacer todas las decisiones de control de manera uniforme. El metodo debil permite al sistema
representar las funciones basicas de resolucion de problemas. La estrategia de aprendizaje de
SOAR se basa en la tecnica de chunking de secuencias de reglas de produccion desarrollada
por Rosenbloom y Newell. Los autores de SOAR han dado las hipotesis de que el chunking
es el metodo de aprendizaje universal y de que las tecnicas de chunking son especialmente
potentes cuando se combinan con los metodos de subobjetivacion y debiles.
La resolucion de problemas es la tarea mas importante de SOAR y dentro de ella se realiza
el EBL. Nuestro objetivo es describir el EBL por lo que vamos a simplicar al maximo
la explicacion de la tarea de resolucion de problemas que, como ya hemos dicho, se realiza
utilizando un ciclo elaboracion-decision.
Las entradas son la descripcion de un estado inicial y del estado objetivo a conseguir. Vamos
a ilustrar el funcionamiento de la resolucion de problemas en SOAR intentando resolver el
problema del puzzle (el mismo que puede encontrarse en [LAIR86a]) cuyas entradas son las
de la gura 4.13. Vamos a suponer que hay cuatro operadores que describen el movimiento
de la casilla en blanco: ARRIBA, ABAJO, IZQUIERDA y DERECHA. Aunque aqu para
simplicar no hablaremos del espacio de problemas, hay que tener en cuenta que cada estado
esta asociado a un espacio de problemas, por lo que lo primero que habra que hacer sera
buscar un espacio de problemas adecuado en el que se pudiera conseguir el estado objetivo
deseado.
Una vez en el estado inicial, en la fase de elaboracion se descubre que podemos aplicar tres
operadores de manera que la casilla en blanco puede moverse hacia arriba, a la izquierda o a
la derecha. No hay ninguna preferencia de cual es mejor por lo tanto se activan los tres en
paralelo obteniendose tres estados distintos. En la fase de decision se considera que un estado
es mejor que otro si tiene mayor numero de chas colocadas en su posicion correcta respecto del
estado objetivo. En nuestro caso, esto ocurre cuando se utiliza el operador ARRIBA. En este
momento es cuando se creara una preferencia con lo cual pasaramos a las tareas de analisis y
generalizacion para encontrar la informacion relevante y generalizarla. Una vez hecho esto se
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ESTADO OBJETIVOESTADO INICIAL
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Figura 4.13: Ejemplo de funcionamiento de SOAR. Entradas.
aplicara el operador ARRIBA al estado inicial y, a partir del estado resultante, deberamos
encontrar un nuevo operador aplicable y as sucesivamente hasta llegar al estado objetivo con
lo que se obtiene la traza de la gura 4.14. Los nodos de cada nivel se activan en paralelo
y para el operador elegido en cada nivel (subobjetivo) se crea una preferencia. Podemos
observar que en el nivel 3 podemos escoger dos operadores, IZQUIERDA y ARRIBA, y la fase
de decision no tiene suciente conocimiento para discriminar entre ellos con lo cual se produce
un impas. En este caso, y dado que a priori ambos estados son igualmente buenos, elige de
forma aleatoria el siguiente operador a aplicar. De esta manera se van expandiendo los nodos
hasta llegar al estado objetivo.
Analisis de la traza
Una vez conseguido un objetivo, la tarea de analisis debe identicar la informacion relacionada
solo con ese subobjetivo con la que se construira la explicacion a generalizar. La informacion
relevante que nos servira para construir un nuevo macrooperador son aquellos elementos de
la memoria de trabajo que se han referenciado o creado durante la consecucion de un subob-
jetivo. As, las condiciones del nuevo macrooperador seran los elementos de la memoria de
trabajo existentes antes del establecimiento del subobjetivo y que se han referenciado durante
el proceso de consecucion del subobjetivo. Las acciones seran los elementos que se han creado
durante el proceso y que se utilizaran para el siguiente subobjetivo. No daremos aqu ningun
ejemplo puesto que habra que tener en cuenta como ha quedado la pila de contextos, todos
los impasses generados y todos los elementos creados y esto complicara innecesariamente la
descripcion de la tarea. Para mas detalles ver [LAIR86a] o [LAIR86b].
Generalizacion de la explicacion
La generalizacion consiste en substituir constantes por variables pero imponiendo tres condi-
ciones: 1) el mismo identicador debe ser substitudo siempre por la misma variable, 2)
distintos identicadores deben ser substitudos por variables distintas y 3) distintas variables
siempre corresponden a distintos identicadores. Estas tres condiciones producen una nueva
regla que no esta sobregeneralizada sino al contrario, normalmente esta demasiado especial-
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Operadores Aplicables
Ab: ABAJO
A: ARRIBA
I: IZQUIERDA
D: DERECHA
Figura 4.14: Ejemplo de funcionamiento de SOAR. Traza.
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izada. Este proceso sera equivalente al realizado por STRIPS puesto que se obtendra una
regla de control que nos describira situaciones en las que se puede aplicar un determinado
operador. En nuestro ejemplo, se obtendran preferencias del tipo \siempre que se quiera
mover el espacio en blanco de una casilla i a otra j es conveniente usar el operador OP" o bien
macrooperadores que indicaran los movimientos a seguir.
Construccion de nueva informacion
A partir de la explicacion generalizada debemos construir un macrooperador el cual es op-
timizado antes de incorporarlo a la memoria de producciones. Con el nuevo macrooperador
se obtiene nuevo conocimiento de control creando nuevas reglas de produccion (preferencias)
que le ayudan a tomar decisiones mas facilmente. Las nuevas reglas permiten a SOAR tomar
decisiones directamente a traves de la fase de elaboracion y de decision descritas anteriormente
de manera que se producen menos impasses evitando as la necesidad de subobjetivacion.
Optimizacion de la nueva informacion
La optimizacion consta de dos fases. En la primera se elimina informacion equivalente y du-
plicada y en la segunda se reorganizan las condiciones del macrooperador de manera que se
reduzca el coste de cotejarlas. El macrooperador que puede construirse como resultado de
la obtencion de un subobjetivo tendra muchos elementos comunes con los macrooperadores
asociados a estados anteriores al que se ha producido el impas del que ha salido el subobjetivo
en curso. De hecho, muchas veces la diferencia son los nombres de las variables y que el nuevo
macrooperador tiene algunas condiciones mas. As, en la primera fase de la optimizacion se
borran las condiciones ya existentes en macrooperadores anteriores. En la segunda fase debe-
mos reducir su coste de cotejamiento reorganizando las condiciones del nuevo macrooperador.
Dado que cada condicion del macrooperador actua como una consulta y que retorna todos
los elementos de la memoria de trabajo comparables con la condicion, si primero se hacen las
consultas mas restrictivas y que, por tanto, tienen mas probabilidad de fallar, puede que no
sea necesario explorar todas las condiciones obteniendo as mas eciencia.
4.5.4 PRODIGY
PRODIGY ([MINT88]) es una arquitectura integrada que intenta unicar resolucion de
problemas, planicacion y multiples metodos de aprendizaje (EBL, analoga derivacional,
abstraccion de planes y experimentacion). El nucleo central de PRODIGY es un resolvedor
de problemas general cuyo comportamiento esta determinado por el conocimiento del dominio
(objetivos, relaciones, operadores y reglas de inferencia) y por el conocimiento de control para
dirigir la busqueda. Se entiende por conocimiento de control aquella informacion que permite
reducir la busqueda modicando la estrategia usada por defecto (en el caso de PRODIGY,
la busqueda es en profundidad). En PRODIGY hay varios tipos de conocimiento de con-
trol: reglas, funciones de evaluacion heursticas, planes abstractos, soluciones de problemas
analogos (en una librera) y macrooperadores. El modulo EBL de PRODIGY analiza la traza
de resolucion del problema para extraer la informacion relevante a partir de la que construira
una explicacion. A partir de esta explicacion se obtendra una regla de control que sera poste-
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riormente simplicada y cuya utilidad sera evaluada. En funcion de la utilidad estimada sera
incorporada o no al conocimiento existente.
Para resolver problemas en un dominio particular, PRODIGY necesita la especicacion de
este dominio en forma de un conjunto de operadores y de reglas de inferencia. Un operador
se compone de una precondicion que determina las condiciones bajo las que es aplicable y
de una lista de los efectos que produce su aplicacion sobre el estado en curso. Las reglas
de inferencia tienen la misma especicacion que los operadores, es decir, una precondicion
que debe ser cierta para que la regla sea aplicable y una lista de los efectos que produce
su aplicacion. La diferencia entre los operadores y las reglas de inferencia estriba en que los
operadores corresponden a acciones externas que permiten pasar de un estado a otro, mientras
que las reglas de inferencia incrementan el conocimiento explcito del estado en curso puesto
que a~naden formulas a la descripcion del estado pero no pueden borrar. PRODIGY separa
el conocimiento del dominio que especica los operadores y reglas de dominio disponibles,
del conocimiento de control que describe como resolver problemas en el dominio. El EBL
en PRODIGY ha sido dise~nado para evitar los problemas de degradacion mencionados en la
seccion 4.4.1, intentando que el conocimiento de control aprendido sea efectivo y util. Para ello
tiene especicados declarativamente los siguientes cuatro conceptos objetivo (target concept),
cada uno de los cuales existe para nodos, objetivos, operadores y vnculos (instanciaciones):

Exito. Una decision de control tiene exito si lleva a la solucion.
Fracaso. Una decision falla si no hay ninguna solucion consistente con la decision.

Unica alternativa. Si los demas candidatos han fallado.
Interferencia de objetivos. Si todas las soluciones consistentes con esta decision borran
una condicion que tendra que volver a conseguirse.
PRODIGY puede crear tres tipos de reglas de control (seleccion, rechazo o preferencia), cada
una de las cuales esta relacionada con un tipo de concepto objetivo (ver gura 4.15). Gracias a
estos conceptos objetivo, PRODIGY puede no solo explicar porque un camino ha tenido exito
sino tambien porque ha fallado o porque tiene ciertas propiedades como que es mas corto que
otro.
Una vez introducidos todos los elementos necesarios, vamos ahora a describir las componentes
de PRODIGY.
Resolucion del problema
Dado un estado objetivo, un estado inicial, una teora del dominio y una teora de control,
PRODIGY debe obtener una plan para conseguir el estado objetivo a partir del estado inicial.
La solucion es una secuencia de operadores instanciados que, aplicados al estado inicial, nos
dan el estado objetivo. El metodo de resolucion de problemas construye un arbol de busqueda
a partir de un nodo que contiene el estado inicial y el objetivo que se quiere conseguir. Este
arbol es expandido en un ciclo que se compone de dos fases:
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Preferencia
Seleccion
Rechazo
Preferencia
Interferencia de objetivos

Unica alternativa

Exito
Fracaso
REGLA CONTROLCONCEPTOS OBJETIVO
Figura 4.15: Conceptos objetivo de PRODIGY y reglas de control asociadas.
Fase de decision. En esta fase deben tomarse cuatro tipos de decisiones. La primera es
cual es el siguiente nodo a expandir (por defecto se hace en profundidad). Cada nodo
es un conjunto de objetivos y un estado describiendo el mundo, por lo que la siguiente
decision es cual de los objetivos del nuevo nodo hay que alcanzar. Una vez seleccionado
un objetivo debemos seleccionar un operador aplicable. Finalmente deben decidirse los
vnculos de los parametros de los operadores (instanciaciones).
Fase de expansion. Si el operador obtenido en la fase anterior ha podido instanciarse com-
pletamente entonces se aplica al estado en curso. En caso contrario se crea un nuevo
nodo cuyos objetivos seran los mismos que los del padre a los cuales se habran a~nadido
las precondiciones no instanciadas.
Este ciclo se acaba cuando se crea un nodo que satisface el estado objetivo. Para tomar una
decision de control dado un conjunto de candidatos (nodos, objetivos, operadores o vnculos,
segun la decision), primero se aplican las reglas de seleccion obteniendose as un subconjunto
de operadores (si no hay reglas de seleccion se obtienen todos los operadores aplicables). Des-
pues se aplican las reglas de rechazo que eliminan algunos de los candidatos. Finalmente
se aplican las reglas de preferencia. En caso de fallar el operador seleccionado, se vuelve
atras hasta el punto de decision anterior y se escoge el siguiente candidato preferido y as
sucesivamente hasta agotar la lista de candidatos o hasta encontrar uno que funcione. Las
reglas de control se aplican en la fase de decision ayudando a incrementar la eciencia de la
resolucion, mejorar la calidad de la solucion encontrada y dirigir la resolucion hacia caminos
que de otra manera quiza no seran explorados. Veamos la resolucion del problema con un
ejemplo que es la simplicacion del descrito en [MINT90]. Supongamos que tenemos el
dominio de las maquinas que permiten dar forma a objetos (gura 4.16) y tenemos en el estado
inicial un objeto A que no esta pulido, esta frio y tiene forma oblonga. Nuestro objetivo es
conseguir que tenga forma cilndrica y que este pulido. El primer paso es crear un nodo, que
sera la raz del arbol de busqueda y que contiene los estados inicial y objetivo (vease gura
4.17). Para expandir el arbol debemos decidir que subobjetivo queremos alcanzar primero.
Dado que no tenemos reglas de control, escogemos primero el hacer que el objeto A adquiera
forma cilndrica. La aplicacion del operador LAMINAR nos hace cambiar el estado con lo que
A tendra forma cilndrica y estara caliente. El siguiente subobjetivo sera ahora pulirlo. Para
ello primero debemos cogerlo (precondicion del operador PULIR) pero como no sabemos si
puede cogerse, crearemos un nuevo nodo (el numero 3) que tendra como subobjetivo coger
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(a~nadir (condiciones-superfcie obj rugoso))
(a~nadir (forma obj cilndrica))
(borrar (pintado obj))
(borrar (condiciones-superfcie obj condiciones))
efectos: (borrar (forma obj forma1))
(forma obj forma1)
precondiciones: (es-un-objeto obj)
operador: TORNEAR (obj forma)
(a~nadir (forma obj cilndrica))
(a~nadir (temperatura obj caliente))
(borrar (pintado obj))
(borrar (condiciones-superfcie obj condiciones))
(borrar (temperatura obj temp))
efectos: (borrar (forma obj forma1))
precondiciones: (es-un-objeto obj)
operador: LAMINAR (obj)
(a~nadir (condiciones-superfcie (obj pulido)))
efectos: (borrar (condiciones-supercie obj cond))
(forma obj rectangular))
(o (se-puede-coger obj pulidora)
precondiciones: (es-un-objeto obj)
operador: PULIR (obj)
efectos: (a~nadir (se-puede-coger obj maquina))
(temperatura obj fro)
precondiciones: (puede-coger maquina)
parametros: obj maquina
regla de inferencia: SE-PUEDE-COGER
Figura 4.16: Ejemplo de representacion de operadores y reglas de inferencia en PRODIGY.
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Figura 4.17: Traza producida por PRODIGY al resolver un problema.
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el objeto. Vemos en la precondicion de COGER que el objeto debe estar fro para poder
cogerlo, cosa que no se cumple en el estado en curso, por lo tanto falla. Debemos volver al
ultimo punto de decision (el nodo numero 2) y reconsiderar la decision correspondiente. Para
ello debemos hacer que la forma del objeto sea rectangular pero esto no se cumple puesto
que A es cilndrico y hacerlo rectangular deshara el primer subobjetivo conseguido. Esto nos
lleva a reconsiderar la primera decision, es decir, en lugar de intentar alcanzar el subobjetivo
cilndrico usando el operador LAMINAR, intentaremos conseguirlo usando TORNEAR con lo
cual el objeto queda fro y se puede pulir. As, el plan primero es hacerlo cilndrico usando el
torno y despues pulirlo con la pulidora. La traza obtenida en la resolucion del problema es la
de la gura 4.17.
Analisis de la traza
La traza formada por el arbol de busqueda es analizada intentando extraer nodos que puedan
usarse como ejemplos de entrenamiento. Dado que puede haber varios ejemplos de entre-
namiento para un mismo concepto objetivo, estos tienen unas listas de especicacion que
contienen heursticas de seleccion que se usan para escoger los ejemplos mas prometedores
para producir reglas de control. Estas heursticas de seleccion son independientes del dominio
y especcas para cada tipo de concepto objetivo. Una vez seleccionada la informacion re-
levante, debe construirse la explicacion usando la teora del dominio. El arbol de busqueda
puede ser muy grande con lo cual se tardara mucho en explorarlo entero. Es por esto que se
ponen restricciones de tiempo se manera que solo se analiza una parte. Analicemos ahora la
traza producida en nuestro ejemplo. El nodo 4 es un ejemplo del concepto objetivo fracaso y
el 9 de exito. El nodo 4 ha fallado debido a que la temperatura de A no es fra. Propagando
al nodo 3 vemos que esto hace que no se cumpla el objetivo de coger A. En el nodo 5, en
cambio, el fracaso se ha producido porque no se cumple que A tenga forma rectangular. As,
el fracaso del nodo 2 se produce porque el objeto A ni esta fro ni es rectangular. Todo esto
nos lleva al fracaso del operador aplicado sobre el nodo 1 debido a que la forma que consigue
es incompatible con el siguiente objetivo. Este fracaso lleva a la construccion de una regla de
rechazo como la siguiente:
SI: (NODO-ACTUAL nodo) y
(OBJETIVO-ACTUAL nodo (FORMA objeto forma)) y
(OPERADOR-CANDIDATO nodo LAMINAR) y
(OBJETIVO-ADJUNTO nodo (PULIR objeto))
ENTONCES: (Rechazar operador LAMINAR)
De la misma forma se procedira a partir del nodo 9 para conseguir en este caso una regla de
preferencia.
Generalizacion de la explicacion
Para generalizar la explicacion, PRODIGY usa dos tipos de axiomas: los de la arquitectura y
los del dominio. Los axiomas de la arquitectura contienen deniciones de conceptos en terminos
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de esquemas de dominio mas primitivos que sirven como teora en la resolucion del problema.
Los axiomas del dominio describen conceptos en terminos de efectos y precondiciones de ope-
radores, reglas de inferencia y reglas de control del dominio. Todos los axiomas se representan
como reglas. Tambien se utilizan dos tipos de conceptos: los primitivos y los denidos. Los
conceptos primitivos son aquellos directamente observables o de mundo cerrado y pueden ser
a~nadidos o borrados por los operadores. Los conceptos denidos son inferidos bajo demanda
usando reglas de inferencia y representan abstracciones utiles en el dominio permitiendo que
las precondiciones de los operadores se expresen mas concisamente. El algoritmo utilizado se
denomina Especializacion basada en explicaciones o Explanation-based Specialization (EBS)
que, como su nombre indica, no generaliza la explicacion sino que la especializa en el sen-
tido de que todos los conceptos denidos son reescritos en funcion de conceptos primitivos. El
algoritmo EBS (gura 4.18) recupera axiomas que implican el concepto y recursivamente espe-
cializa los conceptos no primitivos. Dado que puede haber varios axiomas disponibles, existen
unas funciones de discriminacion que le permiten decidir cual de ellos es el mas apropiado.
El resultado es una descripcion plenamente especializada del concepto.
en el axioma y simplicar
2.3 Substituir la descripcion especializada del subconcepto
para evitar conictos de nombres
2.2 Renombrar las variables en la descripcion especializada
2.1 Especializar el subconcepto
especializados hacer:
Mientras haya subconceptos en el axioma que no hayan sido
Cada formula atomica no negada del axioma es un subconcepto.
recuperar un axioma consistente con el ejemplo.
2. Llamar a la funcion discriminante asociada al concepto para
retorna tal como esta.
1. Si el concepto es primitivo (ningun axioma lo implica) se
Para especializarlo hacemos:
Un concepto esta representado por una formula atomica.
Figura 4.18: Algoritmo EBS.
Optimizacion de la nueva informacion
Basicamente la optimizacion se realiza para reducir los costes de cotejar las reglas. Para ello
se utiliza un modulo de compresion que primero usa evaluacion parcial y transformaciones
logicas simples y despues, mediante un demostrador de teoremas que usa axiomas de sim-
plicacion dependientes del dominio, puede simplicar la descripcion aprendida. PRODIGY
intenta combinar las descripciones aprendidas que comparten el mismo concepto objetivo.
Este proceso de optimizacion puede verse como una busqueda a traves del espacio de formu-
laciones alternativas de una explicacion para encontrar la formulacion que sea mas eciente al
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cotejarla.
Construccion de nueva informacion
Cada concepto objetivo tiene en su especicacion una plantilla (template) que le permite
construir el tipo de regla de control asociada a el. As, la descripcion aprendida es insertada
en dicha plantilla.
Evaluacion de la utilidad de la nueva informacion
PRODIGY tiene una metrica de utilidad especca para evaluar las reglas de control y medir
la relacion entre busqueda y conocimiento. La utilidad de una regla se obtiene comparando el
coste de cotejar la regla con el coste de explorar la porcion del arbol de busqueda que no es
necesario considerar con ella. Cuando se aprende una regla a partir de un ejemplo, los costes
y benecios para esta regla pueden estimarse a partir del ejemplo y ser validados durante la
resolucion de problemas manteniendo estadsticas sobre su uso. Solo se guardan las reglas con
alta utilidad. Si en algun momento se estima utilidad negativa para una regla entonces sera
eliminada. Para la estimacion de la utilidad se usa la formula
Utilidad = (Ahorro * Frecuencia) - Coste-cotejo
donde Ahorro es el ahorro medio si se aplica la regla; Frecuencia representa las veces que la
regla es comprobada y aplicada y Coste-cotejo es el coste medio de cotejar la regla.
4.6 Comparacion con otros metodos de aprendizaje
Los metodos deductivos necesitan una teora del dominio completa y consistente para funcionar
bien. Esto signica que en dominios del mundo real muchas veces sera inaplicable (pensemos
por ejemplo en dominios medicos o legales donde no hay una teora del dominio bien denida).
Los metodos inductivos son a priori mejores candidatos para tratar con el mundo real pero
presentan varios inconvenientes. El primero es que los ejemplos de entrada deben ser su-
cientemente representativos como para asegurar un buen aprendizaje. Otro inconveniente es
que hay que dar las caractersticas relevantes de los conceptos, tarea no siempre facil de de-
cidir. Y otro es que las generalizaciones no estan justicadas. Todos estos inconvenientes son
salvados por los metodos deductivos ya que la informacion relevante es extrada del ejemplo
de entrada y si los ejemplos de entrada son escogidos el aprendizaje es mejor pero ello no es
imprescindible.
No obstante, los metodos EBL presentan un problema de fondo y es que hay autores que no
lo consideran como un metodo de aprendizaje puesto que no aprenden nuevo conocimiento
sino que explicitan conocimiento que ya tenan de forma implcita. Otros autores deenden
que s realiza aprendizaje en el sentido de que la respuesta del sistema puede ser distinta (y no
solo mas eciente) en funcion de la experiencia que haya ido incorporando. De hecho, muchas
veces para las personas, el hecho de explicitar conocimiento a partir de otro conocimiento
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puede no ser trivial. En cualquier caso, esta explicitacion de conocimiento implcito puede
darnos herramientas para mejorar la eciencia de un sistema de resolucion de problemas.
Otra limitacion del EBL es que solo pueden producirse reglas correctas segun la teora del
dominio e independientemente del contexto y muchas veces podra interesar aprender reglas
que, aunque no son logicamente correctas s lo son heursticamente. Las reglas heursticas
constituyen conjeturas plausibles que son utiles en algunos contextos pero no validas en otros.
Una diferencia interesante entre los metodos inductivos y deductivos es que en los metodos
inductivos se generaliza a partir de los ejemplos usando las caractersticas contenidas en estos
mientras que en los metodos deductivos lo que se generaliza son los caminos deductivos que
llevan a la solucion de un problema, de manera que se obtienen situaciones generales para las
que se puede aplicar la misma forma de solucionar el problema.
De lo dicho hasta el momento podemos concluir que para aplicaciones del mundo real sera bue-
no intentar integrar los aprendizajes inductivo y deductivo de manera que podamos aprovechar
las ventajas que nos da cada uno de ellos al mismo tiempo que evitamos algunos de los
respectivos problemas. En este sentido se ha abierto una nueva lnea de investigacion y ya
existen algunos sistemas como UNIMEM que integran EBL y SBL (aprendizaje basado en
similaridades o Similarity-based Learning) [LEBO86]. En general, la integracion de metodos
deductivos e inductivos puede permitir completar una teora mediante la utilizacion de casos
que el sistema haya resuelto anteriormente. Asimismo, a partir de los casos se puede obtener
una nueva teora del dominio.
4.7 Conclusiones
El aprendizaje deductivo tiene como paradigma basico el aprendizaje basado en explicaciones
o EBL. Este tipo de aprendizaje pretende capturar el tipo de aprendizaje humano mediante el
cual con un solo ejemplo de entrada y con gran cantidad de experiencia (teora) de un dominio
somos capaces de generalizar. El EBL tiene como entradas una teora del dominio completa,
un ejemplo y un concepto objetivo. El resultado es la mejora de la teora del dominio inicial
que normalmente consiste en la incorporacion de una nueva denicion operacional del concepto
objetivo, un plan mas eciente o una nueva heurstica. La ventaja de los metodos deductivos
frente a los inductivos es que las generalizaciones propuestas siempre son correctas. El principal
inconveniente es la gran cantidad de conocimiento de dominio que se necesita. Ademas, dicha
teora debe ser completa pues en caso contrario no se garantiza el comportamiento del sistema
en los nuevos problemas.
Las nuevas tendencias son la construccion de arquitecturas que integran aprendizaje deductivo
e inductivo. Con esta integracion se pretende completar una teora con la utilizacion de casos
ya resueltos.
4.8 Ejercicios
1. El EBL en general necesita tener como entradas un objetivo, un ejemplo y una teora
del dominio completa. En la Evaluacion parcial se sigue un metodo exhaustivo para la
resolucion del problema, esto es, los nodos de la traza se expanden utilizando todas las
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reglas posibles. As pues, en este caso no es necesario tener un ejemplo de entrada. >Por
que?.
2. A fn de evitar los inconvenientes de los metodos inductivos y deductivos, se ha propuesto
la integracion de ambos tipos de metodos. >En que forma puede ayudar la incorporacion
del EBL en un sistema de razonamiento basado en casos?. >En que forma un sistema de
razonamiento basado en casos puede ayudar a un sistema que utiliza EBL?. (En ambas
preguntas se supone que la teora del dominio no es completa).
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Captulo 5 Conexionismo
5.1 Introduccion
Bajo este ttulo generico se estudia un modelo de calculo que ha cobrado {de hecho, ha
recobrado{ gran auge en la ultima decada: las redes neuronales. Buena parte de este interes
proviene del lado de investigadores de campos ajenos a la Inteligencia Articial. Las razones
de esta popularidad hay que situarlas basicamente en el notable incremento de la capacidad
de computacion, en la posibilidad de crear chips neuronales, el advenimiento de maquinas
masivamente paralelas sobre las que realizar simulaciones realistas, el regusto amargo derivado
del abandono de los perceptrones y el consiguiente ansia de superarlo y, por ultimo, la relacion
existente con un campo que nunca ha dejado de estudiarse y que sigue siendo fascinante: los
sistemas no lineales. Por supuesto, no quisieramos dejar de se~nalar la razon quiza subyacente
a todas las anteriores: el resurgimiento del conexionismo en general como alternativa viable a
la IA clasica.
Ya desde sus inicios, y hasta mediada la decada de los 80, la inmensa mayora de los sistemas
de procesamiento de la informacion han estado {y siguen estando{ basados en un mismo
paradigma: la llamada computacion programada. La aproximacion clasica para resolver un
problema consiste en derivar un algoritmo o un conjunto de reglas (o ambos) que lo resuelva
para posteriormente realizarlo en un lenguaje de programacion.
Ahora bien, es este un metodo que se puede llevar a cabo solamente si se conoce de una
manera precisa y no ambigua el proceso a describir (esto es, si se conoce a priori un algoritmo
que lo resuelva). En caso contrario, la alternativa es intentar construir uno sobre la marcha,
modicandolo y adaptandolo segun sea su comportamiento, probablemente por el metodo
de prueba-y-error, lo que suele ser una tarea tremendamente costosa para la mayora de
aplicaciones no triviales.
Al otro enfoque se le conoce como computacion neuronal, neurocomputacion o, simplemente,
conexionismo. A diferencia del anterior, no necesita algoritmo especco alguno para la res-
olucion del problema y requiere muy poco software en comparacion con la complejidad de
aquel. No importa si los algoritmos y/o reglas no son conocidos (o lo son, pero muy caros de
realizar). Un precio a pagar, eso s, es su clara orientacion a campos esencialmente numericos
o de muy bajo nivel {su extension a problemas de mas \alto nivel" es objeto de intensa inves-
tigacion hoy por hoy{ , como el procesamiento de la se~nal, reconocimiento de formas, analisis
de datos, control de procesos, etc.
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De cara a precisar que tipo de sistemas se trata en este captulo, se ofrece la siguiente denicion
informal de un sistema conexionista:
Denicion 5.1. Neurocomputacion: disciplina que trata con sistemas de procesamiento
de la informacion adaptativos, paralelos y distribuidos, y que desarrollan sus capacidades de
procesamiento en respuesta a las se~nales provenientes de su entorno.
Las estructuras principales son las redes neuronales, aunque el espectro es bastante amplio,
valiendo la pena citar, entre otras:
 Las memorias asociativas
 Las memorias auto-adaptativas direccionables por contenido
 Los sistemas de enfriamiento simulado (simulated annealing)
 Los sistemas geneticos
 Los sistemas de aprendizaje difusos
 Los automatas aprendices
De entre ellas estudiaremos principalmente {junto con las propias redes{ las tres primeras,
mientras que los sistemas geneticos son tratados en el captulo 7. En cuanto a los sistemas
de aprendizaje difusos y su relacion con las redes, [KOSK92] es una buena referencia. Los
automatas aprendices caen ya fuera del proposito de este libro.
Segun la denicion anterior, las redes neuronales corresponderan a sistemas de neurocom-
putacion formados por elementos de proceso interconectados a traves de canales de transmision
unidireccionales llamados conexiones. Cada elemento o unidad de proceso tiene un numero
cualquiera de conexiones de entrada y una unica de salida (aunque puede conectarse a tantas
unidades como se quiera). La computacion realizada por cada elemento tambien es arbitraria,
con la unica restriccion de ser local a la unidad, esto es, debe depender solamente de los valores
de sus conexiones de entrada y, eventualmente, del valor almacenado en la memoria local de
la unidad.
5.2 El modelo biologico
Las redes neuronales estan claramente inspiradas en un modelo tomado del cerebro. Esto
quiere decir que se han intentado plasmar los aspectos esenciales de una neurona real a la
hora de dise~nar una neurona \articial". Ahora bien, la manera en que se organizan estas
neuronas es (casi) completamente desconocida con lo que los modelos articiales presentan
una distribucion (llamada arquitectura de la red) totalmente dise~nada ad hoc, sin ninguna
pretension de semejanza biologica. Ademas, la propia neurona articial suele ser un modelo
bastante simplicado {como se vera{ de la real. Por consiguiente, la pretension de que una red
neuronal pueda imitar el funcionamiento del cerebro no pasa de ah, si bien es cierto que, aun
con su simplicidad, ha conseguido grandes exitos en diversos campos concretos de aplicacion.
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Figura 5.1: Dibujo esquematico de una neurona real.
La neurona es el elemento basico del sistema nervioso humano: participa en el en un numero
aproximado de 10
11
, que comparten unas 10
15
conexiones. Lo que hace unicas a las celulas
del sistema nervioso {en comparacion con las de otros sistemas del cuerpo humano{ es su
capacidad de recepcion, proceso y transmision de se~nales electroqumicas a traves de ellas
mismas y de sus conexiones.
La mayora de las neuronas consisten en un cuerpo celular unido a un axon y a varias
dendritas (vease gura 5.1). Funcionalmente hablando, las se~nales llegan a las dendritas
procedentes de los axones de otras celulas a traves de puntos de conexion llamados sinapsis.
Una vez all, las se~nales recibidas pasan al cuerpo celular donde son combinadas con otras
se~nales (provenientes de otras dendritas de la celula). Si, en un cierto perodo de tiempo, el
resultado de esta combinacion excede un cierto valor lmite, la celula se activa, lo que se traduce
en un impulso de salida que recorre el axon y se propaga por las sinapsis correspondientes. De
esta manera, cada neurona recibe {va sus dendritas{ impulsos de cientos de otras neuronas
y enva su propio pulso {resultado de estos{ a cientos de otras mas. Es esta complejidad de
conexion {mas que el trabajo realizado por cada neurona{ la que posibilita la realizacion de
tareas como las que habitualmente son adscritas a los seres inteligentes.
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5.3 Perspectiva historica
Los inicios de la neurocomputacion en lo que a redes neuronales se reere se remontan a 1943,
donde los trabajos de Warren McCulloch y Walter Pitts [PITT43] mostraron como redes en
apariencia simples podan realizar cualquier funcion logica o aritmetica. Tambien {como no{
John von Neumann, junto con Norbert Wiener y Arthur Rosenblueth, [ROSE53] se intereso
por el tema, imaginando la posibilidad de construir ordenadores inspirados en arquitecturas
que semejaran el cerebro humano.
Clave en esta epoca fue el libro de Donald Hebb [HEBB49] The organization of behavior,
donde propone la idea {por otro lado, no nueva{ de estudiar las conexiones neuronales como
formas del condicionamiento clasico en psicologa. Su aportacion consistio en proponer, por
primera vez, una formula concreta de calculo del condicionamiento entre pares de neuronas,
juntamente con una explicacion cualitativa del proceso.
El primer neurocomputador construdo con exito se desarrollo entre 1957 y 1958 bajo la
direccion de Frank Rosenblatt, siendo aplicado principalmente al reconocimiento de patrones
[ROSE61] (como ejemplo tpico de la epoca, el reconocimiento de caracteres).
Las reglas de calculo seguan mejorandose, destacando la propuesta por Bernard Widrow y
Ted Ho que {conocida como la regla de Widrow-Ho [WIDR60]{ fue la base del algoritmo
de backpropagation (ver x5.8) y se sigue utilizando hoy en da.
Pero los problemas empezaron a aparecer mediados los 60, principalmente debido a la falta de
rigor en los experimentos, primando el empirismo por encima de la analtica (pareca que se
volva a los tiempos de los alquimistas). Todo esto, unido a que las grandes esperanzas deposi-
tadas en el paradigma (se especulaba ya con la idea de construir ordenadores de capacidades
similares a la del cerebro humano) pronto se vieron frustradas por la realidad, propiciaron la
tpica historia de \auge y cada" de las redes neuronales.
La guinda a este perodo la pusieron Minsky y Papert en su libroPerceptrons [MINS69b]. En
el, los autores dan una prueba formal de la incapacidad de un perceptron (maximo exponente
del calculo neuronal en aquel momento) de realizar la funcion logica \O exclusiva" (ni otras
varias).
El perodo de 1967 a 1982 corresponde a una investigacion latente, casi nula en los Esta-
dos Unidos y mas activa en Europa, Japon y la URSS. Investigadores clave como Anderson
[ANDE81] , Grossberg [GROS76] , Amari [AMAR67] , Willshaw [WILL69] , von der Malsburg
[MALS73] , Fukushima [FUKU75] , Hinton [HINT81] , y Kohonen [KOHO77] realizaron sus
primeros trabajos en esta epoca.
El resurgimiento {mediados los a~nos 80{ viene de la mano de dos factores: por un lado, la
DARPA (Defense Advanced Research Projects Agency) americana se intereso por los pocos
artculos que se escriban en aquel entonces, ayudando a formar grupos de trabajo. Por otro,
las contribuciones de John Hopeld, mediante un par de artculos ([HOPF82] y [HOPF83])
que tuvieron gran aceptacion y {mas importante si cabe{ mas distribucion hacia la comunidad
cientca en general, consiguiendo captar un buen numero de adeptos a la disciplina, que
rapidamente se pusieron a trabajar a su vez. Todo esto condujo a la serie de libros PDP
(Parallel Distributed Processing) que, editados por David Rumelhart y James McClelland,
canalizaron las experiencias obtenidas y centraron el tema ([RUME86a] y [RUME86b]). En
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1987 se celebro la primera conferencia de la \nueva era": la IEEE International Conference
on Neural Networks.
5.4 Nociones preliminares
Las redes neuronales son un tipo de arquitectura de ujo de datos.

Estas son a su vez arqui-
tecturas MIMD (Multiple-instruction Multiple-Data) sin memoria global o compartida donde
cada elemento opera solamente cuando tiene presente toda la informacion que le es necesaria.
Veamos primero una denicion mas formal:
Denicion 5.2. Un grafo dirigido es una estructura compuesta por un conjunto de puntos
(llamados nodos) y un conjunto de segmentos de lnea dirigidos (llamados arcos o aristas) que
los conectan.
Denicion 5.3. Una red neuronal es una estructura procesadora de la informacion, dis-
tribuida y paralela, que tiene la forma de un grafo dirigido donde, ademas:
1. los nodos se denominan elementos de proceso.
2. los arcos se denominan conexiones (caminos propagadores de la se~nal, instantaneos y
unidireccionales).
3. cada elemento puede tener tantas conexiones de entrada como se quiera, y solo una de
salida, aunque esta puede estar conectada a una o mas neuronas.
4. los elementos pueden tener memoria local.
5. cada elemento tiene una funcion de transferencia que, en su forma mas general, puede
expresarse como:
Conexiones entradaMemoria local  ! Conexion salida Memoria local
6. a la descripcion matematica de la red se le llama arquitectura.
Todas las redes neuronales se pueden dividir en niveles, donde cada uno puede tener su propia
arquitectura, funcion de transferencia o tipo de mecanismo de actualizacion. Este ultimo
termino se reere a la manera en que se actualizan todos los elementos de un mismo nivel,
existiendo dos metodos basicos:
 Continuo: se actualizan continuamente, de manera asncrona, y segun un orden prejado.
 Episodico: ha de existir una se~nal de sincrona, que provoca una actualizacion si-
multanea.
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Figura 5.2: Modelo basico de neurona articial.
5.4.1 El modelo basico
Aqu se examina una neurona articial mas de cerca (gura 5.2). En esencia, el modelo mas
simple es aquel al que se proporciona un vector de valores a traves de sus conexiones de
entrada (equivalentes a las dendritas), disponiendo estas de un peso asociado (equivalente a
la conexion sinaptica) y de una funcion de transferencia {la suma ponderada de las entradas
seguida de un corte mediante la comparacion con un cierto valor lmite{, correspondiente a la
combinacion realizada en el cuerpo celular y a la decision sobre si la neurona enviara un pulso
o no, respectivamente.

Esta ultima funcion {que suele ser mas general{ se denomina funcion
de activacion.
Sea n el numero de conexiones de entrada, ~x = (x
1
; x
2
; : : : ; x
n
) el vector de entrada y ~w =
(w
1
; w
2
; : : : ; w
n
) el vector de pesos de una neurona concreta. Entonces,
y
0
=
n
X
i=1
x
i
w
i
o bien {en notacion vectorial{ y
0
= ~x
t
~w, resultado al que se aplica la funcion de activacion
para producir la salida y de la neurona. La forma mas sencilla de esta funcion es una lineal
{cuyo unico proposito es un escalado{ del estilo:
y = y
0
+ 
donde  y  son constantes. Una funcion muy simple pero que da problemas (como se vera
mas adelante) es la funcion lindero, con L de nuevo constante prejada,
y =

1 si y
0
> L
0 si y
0
 L
As, cada w
i
representa la fuerza de la conexion sinaptica correspondiente, y
0
la combinacion
del cuerpo celular e y el recorrido por el axon.
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Figura 5.3: Funcion sigmoidal.
Una funcion de activacion muy utilizada es la sigmoide S (llamada as por su forma, ver gura
5.3), que proporciona siempre un valor entre cero y uno:
y = S(y
0
) =
1
1 + e
 y
0
:
La introduccion de esta funcion provoca (al igual que la funcion lindero) una ganancia (pen-
diente de la curva en un punto) no lineal, pero de tal manera que da ganancias muy bajas
para valores de y
0
muy negativos (es decir, cuando la neurona esta muy lejos de activarse),
pasando por un valor alto a excitacion cero (y
0
= 0), volviendo a valores bajos a medida que
y
0
aumenta en los positivos. La ventaja de esta funcion es que resuelve un tpico problema de
las redes neuronales, presente en la funcion lindero: la saturacion frente al ruido. La pregunta
es: > como puede una neurona tratar con valores muy peque~nos y muy grandes siempre con
la misma funcion de activacion? Las se~nales peque~nas (cercanas a cero en valor absoluto)
requieren gran ganancia si han de ser en algo signicativas, mientras que una secuencia de
neuronas conectadas en serie puede ir produciendo resultados muy altos que saturen la salida
de una neurona, ademas de amplicar enormemente el ruido, siempre presente. De esta ma-
nera, sin embargo, valores altos en valor absoluto tendran ganancias moderadas previniendo
la saturacion.
5.4.2 Redes monocapa
Como se vio anteriormente, la capacidad de computacion de las neuronas viene dada por
su uso masivo. La arquitectura mas simple es aquella formada por una sola capa, conjunto
usualmente alineado de neuronas con algun rasgo arquitectonico distintivo y uniforme para
todas ellas (gura 5.4).
Las entradas a la red no constituyen capa alguna ni realizan ningun tipo de computacion,
sino que son tomadas como simples distribuidoras del vector de entrada, mostradas por
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Figura 5.4: Red monocapa.
conveniencia
1
. La salida de la capa es un vector que, a su vez, constituye la salida nal
de la red. En este caso se tiene una matriz de pesos W de m las por n columnas, donde n es
el rango del vector de entrada y m el numero de neuronas de la capa. As, w
12
correspondera
al peso dado a la primera entrada de la segunda neurona. La salida ~y sera ahora
~y = F (W~x);
donde F es la funcion de activacion que se utilice e ~y; ~x vectores columna
2
.
5.4.3 Redes multicapa
La estructuracion en capas consecutivas incrementa notablemente el poder de las redes neu-
ronales. A este tipo de conguracion se le denomina en cascada, y a las capas para las cuales
no tenemos acceso directo a su salida se les llama ocultas (es decir, todas menos la ultima) y
se obtiene simplemente conectando la salida (vectorial) de una capa a la entrada (vectorial)
de la siguiente (vease gura 5.5). Notese que la conectividad no tiene porque ser total.
Las redes multicapa no a~naden capacidad computacional a menos que la funcion de activacion
de alguna de las capas sea no lineal. La demostracion intuitiva es sencilla: una capa viene
representada por su matriz de pesos asociada. As, siendo ~x el vector de entrada y W
1
;W
2
; : : :
las diferentes matrices, la salida de la primera capa sera W
1
~x. Si no hay funcion de activacion
no lineal, la salida de la segunda sera W
2
(W
1
~x), y as sucesivamente. Como el producto de
matrices es asociativo, la expresion anterior es equivalente a (W
2
W
1
)~x, lo cual indica que una
red bicapa sera equivalente a una monocapa con matriz de pesos W
1
W
2
. En las siguientes
secciones se estudiara mas en profundidad este resultado.
1
Aunque algunos autores la denominan capa de entrada.
2
A lo largo de todo el texto se utilizaran vectores columna.
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5.4.4 Entrenamiento de redes neuronales
Vistas hasta ahora, las redes no tendran gran interes si no fuera por su capacidad de aprender,
esto es, de modicar sus matrices de pesos de manera que la aplicacion de una entrada de como
resultado una cierta salida deseada, para un conjunto (potencialmente) innito de entradas
y salidas. El aprendizaje en s se lleva a cabo presentando secuencialmente a la red vectores
de entrada y ajustando los pesos segun una cierta regla de aprendizaje. Se espera que el
conjunto de pesos converja hacia unos valores estables que minimicen el error. Entre los tipos
de aprendizaje destacan tres grandes grupos:
Aprendizaje supervisado. Junto con cada vector de entrada, se suministra a la red el vector
de salida deseado, de manera que esta pueda corregir los pesos en base a su diferencia.
A cada par formado por un vector de entrada y su salida esperada se le denomina par
de entrenamiento. El proceso se repite hasta que el error para cada uno de los pares de
entrenamiento es aceptable bajo cierto criterio.
Aprendizaje no supervisado. Por diversas razones, entre las que se encuentran la \irrea-
lidad" {no siempre se tiene a mano el resultado deseado{ o su implausiblidad biologica, el
aprendizaje supervisado no es el unico utilizado. El metodo no supervisado es bastante
mas plausible psicologica y biologicamente. Ideado, entre otros, por Kohonen [KOHO88],
no necesita de la respuesta correcta para realizar las correciones en los pesos. En vez de
eso, se busca la consistencia entre entradas y salidas, esto es, entradas similares deben
tener salidas iguales o similares. Por tanto, el metodo agrupa las entradas en clases
segun criterios estadsticos. Lo que no se sabe {a diferencia del metodo supervisado{
es el aspecto que tendra cada salida hasta que esta no es calculada por la red, lo que
provoca las necesarias interpretaciones a posteriori hacia un formato mas comprensible.
A este metodo se le denomina tambien autoorganizacion.
Aprendizaje gradual o por refuerzo. En cierta manera, este tipo de aprendizaje esta a
caballo entre los dos anteriores, acercandose mas a uno o a otro dependiendo del criterio
utilizado en cada caso. En su forma mas general, consiste en proporcionar a la red {de
cuando en cuando{ una valoracion global de cuan bien (o mal) lo esta haciendo desde la
ultima valoracion.
Figura 5.5: Red multicapa.
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5.4.5 Algoritmos basicos de aprendizaje: asociadores lineales
Buena parte de las reglas de aprendizaje utilizadas hoy en da tiene su origen en la ya men-
cionada regla de Hebb.

Esta pertenece al tipo no supervisado, donde la conexion sinaptica
(el peso) es reforzado si las neuronas a ambos lados de la conexion estan activadas. Es decir,
caminos formados por neuronas que se activan en secuencia son ayudados a hacerlo. Clara-
mente es un premio al habito y al aprendizaje por repeticion. A partir de este momento,
se asume una actualizacion de tipo episodico, lo que lleva a considerar el tiempo de manera
discreta. Considerese un par de neuronas i; j de manera que la salida de i sea una de las
entradas de j. Sea entonces:
8
>
<
>
>
:
w
ij
(t) el peso entre la neurona i y la j en tiempo t
y
i
(t) =
P
n
k=1
w
ki
(t)y
k
(t);
la salida de la neurona i en tiempo t,
0 <   1 la razon de aprendizaje
As,
w
ij
(t+ 1) = w
ij
(t) + y
i
(t)y
j
(t);
donde los valores iniciales de los pesos son tomados como cero. Esto ense~na a la red a com-
portarse como un asociador de patrones, es decir, la presentacion de un patron de entrada o
estmulo da como respuesta otro patron, correspondiente al aprendido por la red.
Se dice que una red es un asociador lineal si su funcion de activacion lo es. Este tipo de redes
no utiliza, por tanto, funciones de corte o lindero ni sigmoidales. El caso mas frecuente es la
ausencia de funcion de activacion, esto es, el computo realizado es ya la salida de la neurona.
La regla de Hebb es un caso particular de asociador lineal. La forma general se puede expresar
de la manera siguiente:
w
ij
(t+ 1) = w
ij
(t) + r
ij
(t);
siendo r
ij
(t) la se~nal de refuerzo entre ambas neuronas. En el caso de aprendizaje hebbiano,
se tiene r
ij
(t) = y
i
(t)y
j
(t). El problema es que una neurona relega la responsabilidad de
activarse a otra precedente, que a su vez hara lo propio con sus neuronas de entrada, y as
sucesivamente.
Un desarrollo posterior lo constituye la regla de Widrow-Ho, tambien llamada regla delta,
r
ij
(t) = [y^
j
(t)   y
j
(t)] y
i
(t)
donde y^
j
(t) es un numero real
3
correspondiente a la salida deseada de la neurona j en tiempo
t.

Esta es la esencia de los asociadores de patrones: a medida que se suceden las presentaciones
de los pares de entrenamiento < ~p; ~q >, se espera que la red converja, esto es, para cada patron
~p la salida debera ser ~q; es, claramente, un proceso iterativo.
A pesar de su apariencia, hay dos diferencias fundamentales entre la regla de Hebb y la regla
delta, y merece la pena comentarlas:
1. La primera de ellas es efectivamente no supervisada. Sin embargo, un vistazo a la regla
delta permite ver que necesita de la salida esperada, por lo que es claramente una regla
3
Recuerdese que no hemos puesto limitacion alguna a la salida.
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de aprendizaje supervisado. Esto tiene, a su vez, una importante consecuencia: la regla
delta solo es adecuada para redes de una sola capa, pues desconoceramos a priori la
salida correcta para neuronas de capas intermedias. Esta situacion, en cambio, no se da
si utilizamos aprendizaje hebbiano tal y como lo hemos denido.
2. Una red muestra recuerdo perfecto (perfect recall) si responde de manera exacta a todos
los patrones aprendidos. En este sentido, la regla delta asegura recuerdo perfecto si los
patrones de entrada usados en el entrenamiento son linealmente independientes, mientras
que la regla de Hebb necesita para ello que formen un conjunto ortogonal. La regla delta
ortogonaliza este conjunto en caso que no lo fuera: es el llamado aprendizaje ortogonal.
En vez de como asociadores de patrones {a un patron de entrada le corresponde uno de salida{
una manera alternativa de utilizar las redes es la siguiente: dada una porcion de un patron
de entrada, se espera de la red que lo complete o reconstruya: es la base del direccionamiento
por contenido y de las memorias asociativas.

Esta es una tarea muy difcil para una clasica
computacion en serie, pues se tratara de generar todos los posibles patrones susceptibles de
estar asociados con la entrada e iterar sobre ellos para encontrar el mas parecido al original;
eso suponiendo que la informacion en el contenida {aun siendo parcial{ sea correcta. Para
realizar esta tarea mediante una red, piensese en una situacion en que cada elemento de proceso
esta conectado mutuamente de una manera excitatoria (peso asociado altamente positivo) con
todos los elementos relacionados con el
4
. As, la activacion de una o varias neuronas (por un
patron de entrada) provocara la del resto. Un problema tpico de estas redes es la activacion
masiva, debida a la propagacion de la actividad por la red. Se suele resolver con conexiones
inhibitorias (peso asociado altamente negativo) entre neuronas o grupos de ellas (y, por ende,
entre los conceptos que representan) mutuamente excluyentes. A esta tecnica se le llama
inhibicion lateral y forma la base del aprendizaje por competicion.
5.5 El perceptron
Una red monocapa donde cada neurona responde al modelo basico estudiado en el apartado
5.4.1 se conoce por el nombre de perceptron. La funcion de activacion es la lindero (gura
5.6). Los perceptrones se explican usualmente por razones historicas, pues han sido ya casi
completamente abandonados en aplicaciones practicas. En su momento signicaron un gran
avance [ROSE61] y, un poco despues, una fuerte desilusion al comprobarse sus limitaciones.
El desconocimiento por entonces de algoritmos de entrenamiento multicapa contribuyo a este
hecho. De todas maneras, son siempre un buen punto de partida para el estudio basico de las
redes neuronales.
Se estudiara {por ser mas didactica{ una neurona ligeramente diferente de la basica, donde la
funcion lindero ha sido modicada y donde se ha a~nadido una entrada extra. Se consideraran
perceptrones de una sola neurona
5
, con entradas y salida binarias. La formula que se utiliza
sera la siguiente, donde P es la salida del perceptron:
P =

1 si
P
n
0
x
i
w
i
 0
0 si
P
n
0
x
i
w
i
< 0
4
Por ejemplo, porque forman parte de la representacion de la misma propiedad: se trata de redes con el
conocimiento distribuido.
5
Por doble motivo: por simplicidad y porque as era el perceptron original.
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0 L
1
Figura 5.6: Funcion de corte o lindero.
Observese que se trata basicamente del modelo visto en 5.4.1, con dos puntos dignos de
mencion:
1. Es una funcion no lineal, debido al corte proporcionado por el lindero.
2. Se ha considerado un lindero igual a 0 y se ha a~nadido una entrada extra (x
0
) jada a la
constante 1. Esto proporciona un lindero entrenable, representado por el peso asociado
w
0
.
Ademas de la neurona, el perceptron dispone de cajas logicas que realizan una funcion logica
cualquiera de sus entradas, estando sus salidas conectadas a las entradas de la neurona. En
la gura 5.7 se aprecia un perceptron obteniendo las entradas de una parrilla bidimensional
|a la que se llamo, un poco ingenuamente, retina. Con referencia a las cajas logicas, es
conveniente notar que no pueden soportar un gran numero de entradas, pues su complejidad
se hara excesiva y poco acorde con la simplicidad del perceptron en s. Esta limitacion llevo
a clasicar los perceptrones segun ciertos criterios, entre los cuales estaban:
Orden: un perceptron de orden n no tiene ninguna caja logica de mas de n entradas.
Diametro: en el caso de entradas conectadas a una retina o plano, establece el diametro del
crculo en el que todas las entradas de una caja deben caer.
Gamba: nombre dado
6
a los perceptrones sin limitacion de orden en los que cada caja logica
es ella misma computada por un perceptron de orden 1.
Directo: perceptron sin cajas logicas, es decir, las entradas son directamente las de la neu-
rona.
La tarea del perceptron se puede observar en la gura 5.8. Al tratarse de una salida binaria, se
puede considerar esta como indicadora de dos posibles clases a la que pertenezca cada entrada,
la cual podemos ver como un punto en un espacio n-dimensional
7
.
6
No es una traduccion: es el nombre original.
7
Se puede dar una interpretacion a cada coordenada del vector, como altura, color, etc, aunque no es
necesaria para la discusion que nos ocupa.
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Figura 5.7: Un perceptron reconocedor de imagenes.
La gura 5.8 muestra una situacion en que los dos conjuntos de puntos (correspondientes a las
dos clases) pueden separarse por un hiperplano
8
. Las clases que presentan esta propiedad se
denominan separables linealmente. As pues, se trata de orientar el hiperplano {encontrando
valores adecuados de los pesos{ de manera que separe las dos clases, si es que tal cosa es
posible.
La manera de determinar dichos pesos {es decir, la regla de aprendizaje{ es la llamada regla del
perceptron, que pertenece al tipo supervisado. Cada presentacion de una entrada se acompa~na
de su salida (la clase) esperada C. As,
w
i
(t+ 1) = w
i
(t) + (C   P )x
i
Es decir, si se acierta la clase, nada se modica y, sino, se alterara cada peso con la suma o
la resta del valor de la entrada correspondiente x
i
, segun sea el signo de C   P . Los pesos
iniciales son iguales a 0. La explicacion de este proceder es muy intuitiva: si, por ejemplo, la
salida P del perceptron es 1 cuando debiera ser 0, una manera de rebajar el valor del sumatorio
es rebajar el de los pesos mediante sus valores de entrada correspondientes, y simetricamente
para el caso contrario. El proceso se repite hasta que se obtiene la respuesta correcta para
cada patron de entrada.
Veamos un ejemplo: seguiremos el proceso de un perceptron para aprender la funcion logica
\o". En la tabla siguiente se observa la evolucion de los pesos a medida que se van presentando
ejemplos a un perceptron directo de dos entradas (mas la correspondiente al lindero, x
0
).
8
En dos dimensiones un hiperplano es una lnea, en 3 un plano comun y en un espacio n-dimensional una
supercie plana de dimension n   1.
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x 1
x n
Clase 0
Clase 1
Figura 5.8: Separabilidad lineal.
El hiperplano w
0
+w
1
x
1
+w
2
x
2
+
: : :+w
n
x
n
= 0 debe separar com-
pletamente las dos nubes de pun-
tos, correspondientes a las dos
clases, 0 y 1.
x
0
x
1
x
2
C P w
0
w
1
w
2
- - - - - 0 0 0
1 0 0 0 0 0 0 0
1 0 1 1 0 1 0 1
1 1 0 1 1 1 0 1
1 1 1 1 1 1 0 1
1 0 0 0 1 0 0 1
1 0 1 1 1 0 0 1
1 1 0 1 0 1 1 1
1 1 1 1 1 1 1 1
1 0 0 0 1 0 1 1
Es este un proceso de convergencia iterativo, en el que el paralelismo viene dado por la
computacion simultanea de todas las cajas logicas. El mismo Rosenblatt demostro el lla-
mado Teorema de convergencia del perceptron: si las clases son linealmente separables, el
perceptron aprendera a separarlas a la perfeccion en un numero nito de entrenamientos, in-
dependientemente de los valores iniciales de los pesos, lo cual es un resultado francamente
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(0,0)
(0,1) (1,1)
(1,0)
y=0 y=1
y=0y=1
x 1
x 2
Figura 5.9: La funcion XOR no puede ser computada por un perceptron al no ser linealmente
separable.
alentador. El problema consiste en saber a priori si la clases son separables o no. Como ejem-
plo paradigmatico, considerese el problema de aprender la funcion logica XOR (\o" exclusiva),
dada por la tabla siguiente:
x
1
x
2
XOR
0 0 0
0 1 1
0 1 1
1 1 0
Un simple vistazo a la gura 5.9 muestra la imposibilidad de dibujar una lnea recta que deje
a un lado los puntos (0,0) y (1,1) y al otro los puntos (0,1) y (1,0).
Desgraciadamente, este no es un caso aislado: existen innidad de funciones no separables
linealmente. En general, una neurona con n entradas binarias puede aceptar 2
n
patrones
diferentes, pudiendo tener cada uno 2 posibles salidas, con lo que el numero total de funciones
de n variables es 2
2
n
. De ellas, como se muestra en la gura 5.10, solo unas pocas cumplen la
propiedad a medida que n aumenta.
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n 2
2
n
FLS
1 4 4
2 16 14
3 256 104
4 65 536 1 882
5 4.310
9
94 572
6 1.810
19
5 028 134
Figura 5.10: Numero de funciones linealmente separables (FLS).
En los a~nos 60, el caso concreto de la XOR fue suciente para dar al traste con las redes
monocapa, y se empezo a estudiar como a~nadir mas de manera que se ampliase la capacidad
de computo y se resolviese este problema. Por ejemplo, una red de dos capas es ya capaz de
separar puntos situados dentro y fuera de regiones convexas, sean abiertas o cerradas. Una
region es convexa si cualquier par de puntos de su interior puede ser unido por una recta sin
salir de la region.

Esta es cerrada si todos los puntos estan dentro de unos lmites, y abierta
si hay partes de la region sin lmite denido (por ejemplo, los puntos entre dos paralelas).
Vease para un mejor entendimiento la gura 5.11. Considerese ahora una red bicapa como la
de la gura 5.12, compuesta por tres neuronas, con los pesos especicados en ella. De esta
manera, la neurona de la segunda capa efectua una \y" logica, ya que se necesita un 1 en
ambas entradas para que de a su vez salida 1 (recuerdese la funcion de la entrada extra, cuyo
peso w
0
es el valor actual del lindero de la neurona de la segunda capa). As, y suponiendo
que una de las neuronas de la primera capa da como resultado un 1 para entradas situadas
por debajo de una cierta recta r
1
(y 0 en otro caso) y que la otra neurona tiene como salida
1 para puntos por encima de una recta r
2
(y 0 en otro caso), se tiene que la red distingue
entre puntos dentro y fuera de una region convexa (gura 5.13), con lo que puede computar
cualquiera de las 2
2
n
funciones de n entradas binarias.
Similarmente, y a base de a~nadir neuronas en la primera capa y aumentar el numero de
entradas de la neurona de la segunda (con 3 podramos distinguir triangulos) se puede llegar
a separar el interior y el exterior de cualquier polgono convexo. Por supuesto, la funcion
C  E  R  R  A  D  O  S A  B  I  E  R  T  O
Figura 5.11: Polgonos convexos abiertos y cerrados.
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realizada por esta neurona no tiene porque limitarse a la funcion \y". Otras funciones daran
lugar a comportamientos globales diferentes. En el caso de 2 lneas de entrada {segun se
aprecia en la gura 5.10{ pueden simularse 14 de las 16 posibles (todas menos la XOR y su
negado). Por otra parte, las entradas no tienen porque ser binarias. Si consideramos valores
continuos, el problema se reformula teniendo que distinguir entre regiones y no entre conjuntos
de puntos. Por tanto, para separar dos regiones A y B, todos los puntos de A deberan poderse
englobar en un polgono convexo que no contuviera ningun punto de B (o viceversa).
> Que ocurre si a~nadimos una capa mas? La respuesta es que se elimina la necesidad de
que los polgonos sean convexos. Para entenderlo, piensese que las entradas de la tercera
capa seran grupos de polgonos convexos que {pasados por el \turmix" de la funcion logica
correspondiente a la neurona de la tercera capa{ podran as ser combinados unos con otros.
Por ejemplo, si dicha funcion es una A_B, se obtendra el equivalente a una union, si A^:B,
un recorte, etcetera, obteniendo as supercies poligonales generales de cualquier precision
(dependera del numero de neuronas de la primera capa).
Como colofon a la discusion, veamos como se puede computar la funcion XOR, simplemente
con el uso de una neurona oculta. La gura 5.14 muestra una red bicapa (formada por tan solo
dos neuronas) con la convencion usual de los linderos como entradas extra jadas a 1. As, la
primera neurona se activara solamente si sus dos entradas son 1. Si no lo son, la segunda se
activara en cualquier caso y, si lo son, la activacion de la primera evita que se active. Notese
que, desde el punto de vista de la segunda neurona, esta tiene tres entradas, sin distincion
de si provienen de la entrada original o de otra neurona. El problema que quedo abierto en
aquel momento era el de como ajustar los pesos de redes de mas de una capa, problema cuya
solucion represento en gran parte el auge renovado del tema y sera estudiado en secciones
posteriores.
5.6 La regla Delta
Pasaremos ahora a analizar en detalle uno de los metodos de aprendizaje introducidos en la
seccion 5.4.5: la regla delta. De su apariencia se aprecia que se basa en la correccion del error
existente entre los patrones de entrada y los de salida. De hecho, lo que hace es asociar estos
patrones de una manera biunvoca. Al igual que los perceptrones {y a diferencia de la regla
de Hebb{ solo modica pesos cuando hay discordancia entre ellos. Dado que la regla delta
w 0 = -0.75x 1
x 2
r 1
r 2
y
w2 = 0.5
w1 = 0.5
Figura 5.12: Red bicapa que construye un polgono abierto mediante la interseccion de dos
rectas.
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r 1
r 2
x 1
x 2
Figura 5.13: Polgono abierto reconocido por la red bicapa.
solo puede realizar estas modicaciones si se conoce el patron de salida, simplicaremos la
notacion de manera que reeje que trabajamos sobre redes monocapa, como la de la gura
5.4.2. As, siendo y^
pj
y y
pj
las salida esperada y real de la neurona j para el patron p, y x
pi
la entrada i del patron p, el incremento del peso 
p
w
ij
valdra:

p
w
ij
= (y^
pj
  y
pj
)x
pi
=  
pj
x
pi
En otras palabras, se suma al peso una cantidad proporcional a la entrada. En el caso mas
comun de unidades lineales, esta regla minimiza los cuadrados de las diferencias de todos los
errores acumulados. Si llamamos E
p
al error de un patron y E
T
al error total, tendremos:
E
p
=
1
2
X
j
(y^
pj
  y
pj
)
2
E
T
=
X
p
E
p
;
siendo el valor 1=2 un factor de conveniencia. La regla realiza un descenso del gradiente {
yendo siempre por la mayor pendiente posible{ en la supercie generada por el espacio de
pesos, cuya altura en un punto dado es igual al error total para los pesos correspondientes a
ese punto. Calcularemos para mostrarlo el incremento del error para un patron dado respecto
un peso cualquiera, y demostraremos que es:
@E
p
@w
ij
=  
pj
x
pi
;
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x 1
x
2
+1
+1 +1
+1
-2
+1.5 +0.5
Figura 5.14: Reconocimiento de la funcion XOR.
es decir, proporcional a 
p
w
ij
. Usando la regla de la cadena:
@E
p
@w
ij
=
@E
p
@y
pj
@y
pj
@w
ij
(5:1)
Las derivadas parciales son sencillas de calcular:
@E
p
@y
pj
=  (y^
pj
  y
pj
) =  
pj
mientras que, al ser
y
pj
=
X
i
w
ij
x
pi
;
tendremos que
@y
pj
@w
ij
= x
pi
:
Por consiguiente, substituyendo en (5.1):
@E
p
@w
ij
=  
pj
x
pi
Finalmente,
@E
T
@w
ij
=
X
p
@E
p
@w
ij
=  
X
p

pj
x
pi
(5:2)
Como se puede ver, despues de una presentacion entera de todos los patrones, el incremento
total en un peso es proporcional a la derivada calculada en (5.2) y, por tanto, la regla delta
realiza un descenso del gradiente de E, que lleva a minimizar el error.
Comparemos este criterio con el del perceptron. Se establecio que este es capaz de un perfecto
recuerdo si y solo si los patrones de entrada eran separables linealmente. Ahora bien, si no
lo son, el perceptron generara un hiperplano que dara la salida correcta para ciertos casos, y
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la incorrecta para otros, dependiendo del orden de presentacion de los patrones, siendo por
tanto una mala eleccion. Ahora bien, la regla delta procura en todo momento minimizar el
error total con lo que, si bien no esta asegurada la convergencia
9
del metodo {y, por tanto, el
recuerdo perfecto{ s se comportara aceptablemente bien para todos los patrones presentados.
5.7 Funciones discriminantes lineales

Esta seccion esta adaptada de [DUDA73], y puede obviarse en una primera lectura. Dene los
conceptos basicos de las supercies de decision para dos categoras, establece los criterios que
llevan a la separabilidad lineal y los metodos de convergencia asociados, entre ellos la regla
del perceptron y la regla delta.
5.7.1 Categorizacion binaria
Se dice que una funcion discriminante (FD) es lineal respecto de un vector ~x si se puede
expresar como:
g(~x) = ~w
t
~x+ w
0
donde ~w es el vector de pesos y w
0
el peso utilizado como lindero. Un clasicador lineal en
dos categoras c
1
y c
2
realiza la siguiente funcion:

c
1
si g(~x) > 0
c
2
si g(~x) < 0
Que es equivalente a decir:

c
1
si ~w
t
~x >  w
0
c
2
si ~w
t
~x <  w
0
Si g(~x) = 0 la clase queda indenida. As, la ecuacion g(~x) > 0 dene la supercie de decision
que separa los puntos asignados a c
1
de los asignados a c
2
. Si g es lineal {como es nuestro
caso{ la supercie es un hiperplano. Entonces, si dos puntos ~x
1
, ~x
2
estan sobre el hiperplano,
se tiene:
~w
t
~x
1
+ w
0
= ~w
t
~x
2
+ w
0

~w
t
( ~x
1
  ~x
2
) = 0;
lo que equivale a decir que ~w es siempre un vector normal al hiperplano. Ademas, ~w apunta
hacia el lado positivo.
La FD g(~x) proporciona una manera algebraica de computar la distancia de ~x a un hiperplano
H. Para ver esto, expresemos primero ~x como:
~x = ~x
p
+ r
~w
k~wk
;
9
Se ha preferido en esta seccion hacer hincapie en los metodos en s mismos y no en su explicacion o
fundamentacion matematica. A esta se reserva la seccion 5.7.
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g>0
g=0g<0
____
g(x)
||w||
w0
____
||w||
w
x
Figura 5.15: La supercie lineal de decision g(~x) = ~w
t
~x+w
0
.
donde ~x
p
es la proyeccion normal de ~x en H y r es la distancia deseada, positiva si ~x cae en
el lado positivo y negativa en caso contrario. Siendo g(~x
p
) = 0, tenemos
10
:
g(~x) = ~w
t
(~x
p
+ r
~w
k~wk
) + w
0
= ~w
t
~x
p
+ ~w
t
r
~w
k~wk
+ w
0
= g(~x
p
) +
r~w
t
~w
k~wk
= rk~wk
) r =
g(~x)
k~wk
En particular, la distancia del origen a H es
w
0
k~wk
. Si w
0
> 0 el origen cae en la parte positiva
de H, y en la negativa si w
0
< 0. Si w
0
= 0, el hiperplano pasa por el origen (ver gura
5.15). En resumen, una FD lineal divide el espacio de entrada mediante un hiperplano {cuya
orientacion y posicion vienen dadas por ~w y w
0
, respectivamente{ y su valor g(~x) es positivo
si y solo si ~x esta en la parte positiva, siendo proporcional a la distancia (con signo) de ~x al
hiperplano.
Supongamos ahora que disponemos de un conjunto de ejemplos ~x
1
; : : : ; ~x
n
(donde unos perteneceran
10
Recuerdese que k~wk =
p
~w
t
~w.
176 Aprendizaje Automatico
a c
1
y otros a c
2
) y pretendemos utilizarlos para calcular el vector de pesos ~w de una FD lineal
del estilo g(~x) = ~w
t
~x, sin perdida de generalidad. Si tal vector existe, diremos que los ejemplos
son separables linealmente.
As, un ejemplo ~x
i
sera clasicado correctamente si g(~x
i
) > 0 y su clase era c
1
, o bien si
g(~x
i
) < 0 y su clase era c
2
. Podemos simplicar bastante esta expresion cambiando el signo de
todos los ejemplos pertenecientes a c
2
, de manera que nuestro objetivo sea siempre encontrar
aquel ~w tal que ~w
t
~x
i
> 0. Este vector es un punto en el espacio de pesos, donde cada ejemplo
~x
i
es una restriccion de este espacio.
Ademas, la ecuacion ~w
t
~x
i
= 0 dene un hiperplano que pasa por el origen del espacio de
pesos y tiene a ~x
i
como vector normal. As, el vector solucion {si existe{ debe estar en la cara
positiva de cada hiperplano y, por tanto, en la interseccion de n medios espacios, que dene
la region solucion. Por otro lado, este vector no es unico: cualquiera que caiga dentro sera
solucion. El ideal sera encontrar aquel mas \en el medio" de la region solucion. De todas
maneras, nos conformaremos con evitar que el proceso iterativo de busqueda nos lleve hacia
uno de los lmites de la region, problema que puede ser resuelto introduciendo un margen b
tal que
8i ~w
t
~x
i
 b > 0: (5:3)
5.7.2 Descenso de gradientes
El metodo que seguiremos para encontrar una solucion al conjunto de inecuaciones lineales
~w
t
~x
i
sera denir una funcion de criterio J(~w), que sea mnima si ~w es un vector solucion.
Esta manera de proceder tiene una ventaja: se reduce el problema al de minimizar una funcion
escalar, que normalmente puede resolverse mediante el metodo de descenso del gradiente. El
proceso es el siguiente:
1. Empezar con un vector de pesos arbitrario ~w
1
y computar el vector gradiente rJ(~w
1
).
2. El valor ~w
k+1
se obtiene moviendose cierta distancia desde ~w
k
en la direccion de descenso
mas pronunciada, es decir, a lo largo del negativo del gradiente:
~w
k+1
= ~w
k
  
k
rJ(~w
k
); (5:4)
donde 
k
es un factor de escala que establece el tama~no del paso.
Se espera as que ~w
k
tienda al vector solucion. El problema mas grave con el que nos habre-
mos de enfrentar sera la eleccion de 
k
. Si este es demasiado peque~no, la convergencia sera
innecesariamente lenta, mientras que si es demasiado grande el proceso de correccion puede ir
dando bandazos e incluso llegar a diverger.
5.7.3 La funcion de criterio del perceptron
Vayamos ahora a la construccion de una funcion de criterio para las desigualdades ~w
t
~x
i
. Si
denominamosM (~w) al conjunto de ejemplos mal clasicados por ~w, una funcion obvia puede
venir dada por:
J(~w) = #M (~w);
Conexionismo 177
x 1
x
2
x 3
x 1 + x 2
+ x
3
x 1 + x 2
1
2
Figura 5.16: Primer paso de busqueda.
donde el operador # denota la cardinalidad de un conjunto.

Esta es una mala funcion para
nuestros propositos, pues puede llegar a dar valores en exceso similares o constantes para
diferentes vectores. Una eleccion mejor es la funcion de criterio del perceptron:
J
P
(~w) =
X
~x2M(~w)
( ~w
t
~x); (5:5)
funcion que {al ser ~w
t
~x  0 para los ~x mal clasicados{ nunca es negativa, siendo igual a cero
en los siguientes casos:
1. Si ~w es un vector solucion, esto es, si M (~w) = ;.
2. Si ~w esta en el lmite de la region solucion.
Geometricamente, J
P
(~w) es proporcional a la suma de distancias de los ejemplos mal clasi-
cados al lmite de la region solucion. El componente j del gradiente de J
P
es @J
P
=@w
j
y, por
tanto, de (5.5) se obtiene:
rJ
P
(~w) =
X
~x2M(~w)
( ~x);
con lo que el algoritmo de descenso del gradiente (5.4) queda:
~w
k+1
= ~w
k
  
k
rJ
P
(~w
k
) = ~w
k
+ 
k
X
~x2M(~w
k
)
~x:
En otras palabras, para encontrar el vector solucion se va a~nadiendo cada vez una cantidad
proporcional a la suma de los ejemplos mal clasicados. Las guras 5.16 y 5.17 muestran
de manera intuitiva un sencillo ejemplo para dos dimensiones, para el que se tiene ~w
1
=
~
0 y

k
= 1.
5.7.4 Convergencia del calculo
Demostraremos la convergencia de esta funcion de criterio. Emplearemos para ello una variante
mas sencilla de analizar, con las siguientes convenciones:
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1
2
x
x
x
3
1
2
3
4
5
Figura 5.17: Busqueda de un vector solucion mediante el descenso del gradiente.
 En vez de calcular M (~w
k
) cada vez, consideraremos los ejemplos en forma de secuencia
modicando el vector de pesos siempre que clasique mal uno de ellos. A efectos de
la prueba, esto es irrelevante siempre que todos los ejemplos aparezcan en la secuencia
tantas veces como se desee (la manera mas facil es repetirlos cclicamente).
 Nos concentraremos en el caso de incremento jo, es decir, cuando 
k
es constante.
Tomaremos 
k
= 1 sin perder generalidad.
 Ya que solo los ejemplos mal clasicados intervienen en el calculo, trabajaremos direc-
tamente con secuencias de ellos, denotandolos por superndices, de la forma:
~x
1
; ~x
2
; ~x
3
; : : : ; ~x
2
; ~x
4
; ~x
1
; : : :
En concreto, para el ejemplo de las guras 5.16 y 5.17 la secuencia sera:
~x
1
; ~x
2
; ~x
3
; ~x
3
; ~x
1
; ~x
3
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As, podemos escribir la regla de incremento jo como:
~w
k+1
=

~w arbitrario si k = 0
~w
k
+ ~x
k
si k  1
(5:6)
donde 8k ~w
t
k
~x
k
 0. Esta regla es la mas simple de entre las propuestas para resolver sistemas
de inecuaciones lineales y la demostracion de su convergencia es el ya presentado Teorema de
convergencia del perceptron. Su interpretacion geometrica es clara: si ~w
k
clasica mal ~x
k
, ~w
k
no puede estar en la cara positiva del hiperplano ~w
t
k
~x
k
= 0, con lo que el hecho de sumar ~x
k
a ~w
k
mueve el vector de pesos directamente hacia (y quiza a traves de) el hiperplano. As, el
nuevo producto ~w
t
k+1
~x
k
es mayor que ~w
t
k
~x
k
, siendo la diferencia k~xk
2
.
Demostraremos ahora que, si los ejemplos son linealmente separables, la secuencia de vectores
peso acabara en un vector solucion. La manera intuitiva de hacerlo {y la que seguiremos{ es
probar que cada correccion lleva el vector en curso mas cerca de la region solucion. Formal-
mente, si w^ es un vector solucion, entonces debera cumplirse la relacion k~w
k+1
 w^k < k~w
k
 w^k.
En realidad, en general solo sera cierto para vectores solucion sucientemente largos en modulo.
Sea w^ un vector solucion (con lo que 8i w^
t
~x
i
> 0), y sea  > 0 un factor de escala. De (5.6):
(~w
k+1
  w^) = (~w
k
  w^) + ~x
k
con lo que
k~w
k+1
  w^k
2
= k~w
k
  w^k
2
+ 2(~w
k
  w^)
t
~x
k
+ k~x
k
k
2
:
Como ~x
k
esta mal clasicado, ~w
t
k
~x
k
 0 y, por tanto,
k~w
k+1
  w^k
2
 k~w
k
  w^k
2
  2w^
t
~x
k
+ k~x
k
k
2
:
Si ahora denimos

2
= Max
i
k~x
i
k
2
 = Min
i
w^
t
~x
i
> 0
)
;
entonces
 2w^
t
~x
k
+ k~x
k
k
2
  2w^
t
~x
k
+ 
2
  2 + 
2
y, si denimos  = 
2
=:
k~w
k+1
  w^k
2
 k~w
k
  w^k
2
  
2
:
Esto signica que la distancia se va reduciendo al menos en 
2
en cada paso y, al cabo de k
pasos:
k~w
k+1
  w^k
2
 k~w
1
  w^k
2
  k
2
:
Al no ser nunca negativo el cuadrado de la distancia se sigue que, al cabo de no mas de k
0
correcciones, la secuencia debe llegar a su n, siendo
k
0
=
k~w
1
  w^k
2

2
:
Por consiguiente, al darse cada correccion en caso de un ejemplo mal clasicado y aparecer
estos un numero innito de veces en la secuencia, se deduce que el vector resultante los clasica
todos correctamente.
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El numero k
0
proporciona un lmite superior del numero de pasos necesario. En particular,
con la simplicacion ~w
1
=
~
0 se tiene:
k
0
=
kw^k
2

2
=

2
kw^k
2

2
=
Max
i
k~x
i
k
2
kw^k
2
2
Min
i
w^
t
~x
i
:
Desafortunadamente, no da ninguna idea en el caso de no conocer ningun w^ a priori.
Dos variantes (de hecho, generalizaciones) de la regla de incremento jo son merecedoras de
mencion, aunque solo sea de pasada: la regla de incremento variable y la regla de relajacion.
La primera, como su nombre indica, introduce un incremento que depende de k y un margen
b y realiza una correccion siempre que ~w
t
k
~x
k
no lo exceda. La regla es la siguiente:
~w
k+1
=

~w arbitrario si k = 0
~w
k
+ 
k
~x
k
si k  1
donde 8i ~w
t
i
~x
i
 b. La eleccion de 
k
ha de cumplir ciertos criterios simples. En general, basta
con que sea positiva. Una buena eleccion es hacer que decrezca segun 1=k.
La segunda (relajacion) utiliza un criterio de concepcion distinta:
J
R
(~w) =
X
~x2M(~w)
(~w
t
~x)
2
Su principal ventaja es que presenta un gradiente continuo y, por tanto, mas suave. No
obstante, es tan suave cerca de los los lmites de la region solucion que la secuencia de pesos
tiene tendencia a converger hacia un solo punto del borde (en particular, hacia ~w =
~
0). Otro
problema es que se ve muy afectada por vectores de ejemplo largos (en modulo).
Estos inconvenientes desaparecen con la funcion de criterio siguiente (que es simplemente una
mejora de la anterior, por lo que mantendremos el nombre):
J
R
(~w) =
1
2
X
~x2M(~w)
(~w
t
~x  b)
2
k~xk
2
Aqu, la resta de b se hace para evitar la mencionada aproximacion a los lmites de la region
solucion (recuerdese el concepto de margen de la pagina 176) y la normalizacion por k~xk
2
restringe la eleccion de 
k
al intervalo abierto (0; 2). En esta formula, M (~w) representa el
conjunto de ejemplos tales que ~w
t
~x  b. Si M (~w) = ;, se dene J
R
(~w) = 0. En esas
condiciones, tenemos que J
R
(~w) nunca es negativo, y es cero si, y solo si, ~w
t
~x  b para todos
los ejemplos ~x. El gradiente de J
R
(~w) viene dado por:
rJ
R
(~w) =
X
~x2M(~w)
~w
t
~x  b
k~xk
2
~x
con lo cual el algoritmo de descenso queda:
~w
k+1
=

~w arbitrario si k = 0
~w
k
  
k
rJ
R
(~w
k
) si k  1
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La prueba de convergencia {junto con sus consideraciones adicionales{ se puede encontrar en
[DUDA73].
Todos los metodos vistos hasta el momento (incrementos jo y variable, relajacion) dan una
manera de encontrar un vector solucion si se dan ciertas condiciones (principalmente, separa-
bilidad lineal), y son por ello utilizados cuando se tiene la casi completa certeza de que son
aplicables con exito. Ahora bien, dos son los problemas que limitan grandemente su uso:
1. No generalizan bien. El hecho de encontrar una solucion para una muestra o subconjunto
de ejemplos no garantiza que un nuevo ejemplo sea clasicado correctamente, pues quiza
rompa la separabilidad lineal.
2. En el caso de no darse la separabilidad lineal, el metodo puede no acabar, al no haber
ningun vector que clasique correctamente todos los ejemplos, con lo que el hiperplano
ira moviendose de un lado a otro sin estabilizarse, no quedando mas remedio que detener
el proceso en un punto mas o menos arbitrario, para el que existen ciertas tecnicas de
estimacion.
Parece natural, pues, intentar modicar la funcion de convergencia de manera que se obtengan
resultados aceptablemente buenos para todos los ejemplos en caso de no separabilidad lineal
11
y se mantengan los anteriores si esta existe. Ello nos lleva a los metodos de mnimo error
cuadratico.
5.7.5 Metodos de mnimo error cuadratico
Estos metodos {en contraste con los vistos hasta ahora{ utilizan para el computo todos los
ejemplos disponibles, bien clasicados o no. La diferencia fundamental es que, alla donde antes
buscabamos vectores peso tales que hicieran los productos ~w
t
~x
i
positivos, ahora forzaremos
que cumplan ~w
t
~x
i
= b
i
, donde los b
i
representan constantes especicadas a priori. La ventaja
es clara: hemos pasado a un sistema de ecuaciones lineales que, si bien es mas restrictivo
que uno de inecuaciones, tambien es mucho mas facil de resolver. Introduciremos para ello
notacion matricial.
Sea X una matriz n  d, donde n es el numero de ejemplos y d la dimension del espacio
donde nos movemos y, por tanto, su la i es el vector ~x
t
i
. Sea tambien
~
b el vector columna
~
b = (b
1
; : : : ; b
n
)
t
. El problema es encontrar un vector ~w tal que:
X ~w =
~
b:
Si X es cuadrada y no singular, se tiene la solucion directa ~w = X
 1
~
b. Desafortunadamente,
en general X sera no cuadrada
12
, normalmente con n d. En este caso (mas ecuaciones que
incognitas) ~w esta sobredeterminado y no suele haber solucion exacta. No obstante, se puede
hallar un vector ~w que minimice cierta funcion de error entre X ~w y
~
b. Podemos denir as un
vector de error ~e de la forma:
~e = X ~w  
~
b;
11
Observese que insistimos en todo momento en separabilidad lineal. Un caso aparte y que cae fuera del
proposito introductorio de esta seccion es la separabilidad cuadratica (puede consultarse para ello [DUDA73]).
12
Y, por tanto, no singular.
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y hacer mnima la longitud al cuadrado de ~e, que es equivalente a minimizar el llamado criterio
de la suma del error cuadratico:
J
S
(~w) = k~ek
2
= kX ~w  
~
bk
2
=
n
X
i=1
(~w
t
~x
i
  b
i
)
2
:
Esto se puede realizar de nuevo mediante el descenso del gradiente, que analizaremos en-
seguida, y que da lugar a la regla delta. Antes, nos detendremos un instante en su analisis
directo. El gradiente es:
rJ
S
(~w) =
@J
S
(~w)
@ ~w
=
n
X
i=1
2(~w
t
~x
i
  b
i
)~x
i
= 2X
t
(X ~w  
~
b);
el cual igualamos a cero, lo que da lugar a la condicion necesaria:
X
t
X ~w = X
t
~
b; (5:7)
habiendo convertido as el problema de resolver X ~w =
~
b a resolver X
t
X ~w = X
t
~
b. La diferencia
esta en que la matriz (dd) X
t
X es cuadrada y, frecuentemente, no singular, lo que reducira
la tarea a calcular
~w = X
?
~
b;
de solucion unica, donde X
?
= (X
t
X)
 1
X
t
es la llamada matriz pseudoinversa de X que, si
X es cuadrada y no singular, coincide con la inversa. Notar tambien que X
?
X = I pero, en
general, XX
?
6= I.
Si X
t
X es singular la solucion a (5.7) no es unica, aunque siempre existe una solucion que
minimiza el error cuadratico. Por ejemplo, utilizando la denicion alternativa de pseudoinversa
X
?
= lim
!1
(X
t
X + I)
 1
X
t
;
se puede demostrar que este lmite existe siempre y que efectivamente ~w = X
?
~
b es solucion
de X ~w =
~
b. La unica cuestion pendiente es la eleccion de
~
b. En realidad, este es un vector
de margen, que da lugar a aproximaciones diferentes segun lo elijamos. No entraremos en
detalles; lo unico que interesa es saber que la minimizacion del error cuadratico es un metodo
que trabaja bien tanto si X esta compuesta de vectores linealmente separables como si no.
Pero volvamos a la tarea de encontrar un metodo de descenso del gradiente para minimizar
J
S
(~w) = kX ~w  
~
bk
2
. Si nos afanamos en encontrarlo es por tres razones:
 No presenta los problemas que aparecen cuando X
t
X es singular.
 Elimina la necesidad de cargar con matrices grandes.
 Su calculo recurrente mejora la perdida de precision debida a truncamientos y redondeos
cuando se implementa en un computador.
Directamente calculamos rJ
S
(~w) = 2X
t
(X ~w  
~
b), obteniendo la regla de descenso siguiente:
~w
k+1
=

~w arbitrario si k = 0
~w
k
  
k
X
t
(X ~w
k
 
~
b) si k  1
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Se puede demostrar que, dada una constante inicial 
1
> 0, la relacion 
k
= 
1
=k genera
una secuencia de vectores peso que converge a un ~w que satisface X
t
(X ~w  
~
b) = 0. As, este
algoritmo encuentra siempre una solucion sea X
t
X singular o no.
Una derivacion nal, que toma los ejemplos secuencialmente y no necesita tanto computo
13
es
la siguiente:
~w
k+1
=

~w arbitrario si k = 0
~w
k
+ 
k
(b
k
  ~w
t
k
~x
k
)~x
k
si k  1
que no es ni mas ni menos que la regla de Widrow-Ho o regla delta. Notese que la regla del
perceptron es una especializacion, donde los dos valores entre parentesis son binarios (b
k
por
denicion y ~w
t
k
~x
k
a causa de la funcion de corte).
En la mayor parte de los casos no es posible satisfacer todas las ecuaciones ~w
t
k
~x
k
= b
k
, con lo
que ~w
k
puede no estabilizarse. La solucion es jugar con el factor 
k
de manera que decrezca
con k. Una posibilidad {ya vista{ muy comun es tomar 
k
= 
1
=k. Todos estos metodos se
pueden generalizar al caso de convergencia hacia vectores, simplemente considerando el hasta
ahora vector
~
b como una matriz B. Observese que en este caso ya no hay una analoga directa
con la funcion realizada por una simple neurona, pues esta tiene como salida un valor escalar,
normalmente binario, sino que estaramos hablando ya de una red monocapa.
5.8 El algoritmo de Backpropagation
Nos centraremos ahora en el estudio de las redes multicapa. La manera de calcular la salida
de estas redes ya fue vista en 5.4.3. All se expreso tambien la idea de que solo representan
un incremento de capacidad de aprendizaje respecto a las monocapa si alguna capa introduce
funciones de activacion no lineales. La funcion sigmoide proporciona esta no linealidad aunque,
en general, tan solo se necesita que sea diferenciable en cualquier punto. Asimismo, el valor
inicial de los pesos puede establecerse de manera aleatoria, siempre que no sean excesivamente
grandes, para prevenir saturaciones. Tambien deben ser diferentes, ya que existen problemas
que requieren valores iniciales diferentes a riesgo de que la red no converja.
Lo unico que falta por ver es como generalizar los metodos de aprendizaje vistos hasta el
momento para que puedan trabajar con capas ocultas. Ahora bien, la funcion de corte o
lindero no es buena para nuestros propositos (para el metodo del gradiente) pues, al no ser
continua, el metodo no puede aplicarse bien dado que hay muchos altibajos, lo que hace difcil
establecer peque~nos cambios en los pesos. En cambio, la funcion sigmoide (gura 5.3) tiene
como ventaja {aparte de la ya mencionada en cuanto a ganancia (ver 5.4.1){ que es suave, y
diferenciable en todos los puntos, cumpliendo ademas la relacion:
S(x) =
1
1 + e
 x
(5:8)
dS
dx
= S(x)(1   S(x)) (5:9)
Ademas, un vistazo a la derivada (guras 5.3 y 5.18) muestra que tiene su maximo para
S(x) = 1=2 y sus mnimos para S(x) acercandose a 0 o a 1 que, por otro lado, son los
13
Notese la disminucion en el calculo y volumen de datos necesitados. La matriz X
?
es d n, X
t
X es ya
d d y esta ultima regla involucra solamente productos vectoriales.
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θ1
θ1
θ 2
0 x
1/2
1
S(x)
Valor alto de
Valor bajo de
S(x) =
1
1 + e
 (x+
2
)=
1
(5:10)
Figura 5.18: Funcion sigmoidal con control de pendiente y desplazamiento.
valores lmite de la neurona. Como veremos, el incremento en un peso sera proporcional a
esta derivada, con lo que se conseguira un mayor cambio para aquellas neuronas en estado
\dudoso" (cerca de 0 en valor absoluto) forzandolas a decantarse hacia uno u otro lmite, y
menor para aquellas que ya tengan un valor consolidado (referenciamos de nuevo a 5.4.1).
Siguiendo con la gura 5.1, vemos como es posible tambien denir a gusto el comportamiento
de la funcion, introduciendo parametros de control 
1
y 
2
. Notese que este ultimo ya lo
hemos introducido con anterioridad (es el lindero entrenable) y se puede considerar parte del
sumatorio.
5.8.1 El algoritmo
El algoritmo de backpropagation 5.8 [RUME86a] (propagacion hacia atras) generaliza el metodo
de correccion del error calculado hasta ahora, de manera que pueda ser aplicado tambien a
capas ocultas, donde no se dispone a priori de la salida correcta (esta solo se conoce, en
principio, para la capa de salida). El algoritmo puede sintetizarse de la manera siguiente:
1. Seleccionar el siguiente par de entrenamiento y aplicar el vector de entrada a la red.
2. Calcular la salida de esta.
3. Calcular el error entre la salida real y la esperada de la red, y propagarlo hacia atras
(es decir, en sentido contrario al utilizado en el paso anterior) a traves de los pesos y
modicando estos de manera que se minimice el error que tendra la misma entrada
aplicada de nuevo.
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El proceso se repite hasta que la red se comporta de una manera considerada satisfactoria
(el error para cada par de entrenamiento es soportable). Los pasos 1 y 2 son los que se han
venido realizando hasta ahora.
Cada capa transmite sus resultados a la siguiente de la manera usual: tomese una capa
cualquiera k, su matriz de pesos W
k
y la salida de la capa k   1, ~y
k 1
. As, se tiene que
~y
k
= f(W
k
~y
k 1
), siendo f la funcion de activacion. Si la red dispone de m capas, y denotamos
el vector de entrada como ~x, el resultado ~y
m
de la red puede denirse como:
1. ~y
0
= ~x
2. ~y
m
= f(W
m
~y
m 1
)
donde todos los ~x; ~y son vectores columna.
El paso crucial, naturalmente, es el de ajuste de pesos, para el cual conocemos metodos de
aprendizaje para los pesos de la capa de salida. Ahora bien, > como se calcula el error para las
capas ocultas? La respuesta es que se aprovecha el error de la capa siguiente, propagandolo
hacia atras, de manera que se multiplique el error proveniente de cada neurona con el peso
que la conecta a la capa precedente.
Expresaremos la salida de una neurona en dos partes: el calculo propiamente dicho, y la
aplicacion de la funcion de activacion f que, mas adelante, substituiremos por S. As,
y
0
j
=
X
i
w
ij
y
i
(5:11)
y
j
= f(y
0
j
) (5:12)
De nuevo denotaremos por y^
j
la salida esperada de la neurona j, aunque solo sera conocida
para las de la capa de salida. Mostraremos como se llega a las formulas de actualizacion de
pesos de manera constructiva. Para ello, recordemos dos de los elementos clave vistos hasta
el momento:
Descenso de gradientes (x5.7). Sea f(x
1
; x
2
; : : : ; x
n
) una funcion escalar de varias vari-
ables. Si se quiere minimizar esta, a base de cambios en sus variables, el incremento de
cada una sera proporcional a la derivada de la funcion respecto a ella. Formalmente,
x
i
/
@f
@x
i
Es obvio que as se desciende por la coordenada de pendiente mas pronunciada.
Medida del error (x5.6). El error total es la suma de los cuadrados de los errores para todos
los ejemplos de entrada:
E =
1
2
X
p
X
j
(y^
pj
  y
pj
)
2
:
El hecho de utilizar esta medida y no otra (p.e. una simple suma de los errores) es debido
a que {como se vera{ se deja tratar muy facilmente desde el punto de vista matematico.
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Para nuestros propositos estas variables son los pesos, y la funcion a minimizar es el error que,
por supuesto, depende de ellos. As, nuestra tarea sera calcular la derivada parcial del error
con respecto a un peso cualquiera de la red, y ver como se ha de alterar este para minimizar
aquel. Formalmente, tendremos que
w
ij
=  
@E
@w
ij
:
Para empezar, notese que E es una suma de los errores para cada ejemplo de entrada. Al
ser la derivada de una suma igual a la suma de las derivadas, podemos concentrarnos en un
ejemplo cualquiera, lo que simplicara la notacion. Ademas {mas importante, y por la misma
razon{ si realmente queremos hacer un descenso del gradiente para minimizar el error, todos
los cambios en un peso (debido cada uno a la presentacion de un ejemplo) han de realizarse
de una sola vez al acabar un epoch
14
(y no inmediatamente despues de cada ejemplo). Si no
se hace as, E deja de ser una funcion a minimizar por su gradiente, pasando a ser un mero
\indicador" de la red. Otra opcion sera tomar directamente como funcion a minimizar el
error para un solo ejemplo
15
.
Calculemos, pues, la derivada parcial
@E
@w
ij
donde w
ij
es el peso de la conexion entre la salida de una neurona cualquiera i y una de las
entradas de otra j. Para ello la podemos descomponer {usando la regla de la cadena{ sabiendo
que E esta en funcion de y
j
. As,
@E
@w
ij
=
@E
@y
j
@y
j
@w
ij
=
@E
@y
j
@y
j
@y
0
j
@y
0
j
@w
ij
:
Vayamos por partes. Para calcular @y
0
j
=@w
ij
ya sabemos como depende una de la otra
(ecuacion (5.11)) y podemos volver a aplicar la regla de la cadena para obtener:
@y
0
j
@w
ij
=
@
@w
ij
(
X
i
w
ij
y
i
) = y
i
donde ademas
@y
j
@y
0
j
=
df(y
0
j
)
dy
0
j
=
dS(y
0
j
)
dy
0
j
= S(y
0
j
)(1  S(y
0
j
)) = y
j
(1  y
j
)
Para calcular ahora @E=@y
j
basta con darse cuenta que E depende primeramente de las salidas
de las neuronas mas cercanas a la capa de salida, antes que de las mas lejanas. Por tanto,
suponiendo que j no sea ya una neurona de la salida, existiran otras k mas cercanas a la salida
{tal y como lo hemos dibujado, mas a la derecha{ que utilizaran y
j
. En otras palabras, y
k
es
funcion de todas las y
j
de sus entradas. Este razonamiento nos permite expresar los calculos
en funcion de otros ya hechos:
@E
@y
j
=
X
k
@E
@y
0
k
@y
0
k
@y
j
14
A la presentacion de todo el conjunto con nes de entrenamiento (es decir, modicando pesos) se le
denomina epoch.
15
De hecho, hay controversia sobre cual es la mejor manera. Nosotros seguiremos la opcion ya descrita.
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Ahora bien, tambien sabemos como se obtiene y
0
k
a partir de sus entradas (ecuaciones (5.11)
y (5.12)), con lo que tenemos:
@y
0
k
@y
j
=
@
@y
j
X
i
w
ik
y
i
= w
jk
Uniendolo todo, y deniendo el error parcial "
j
como "
j
= @E=@y
j
, obtenemos nalmente
@E
@w
ij
= y
i
"
j
= y
i
y
j
(1  y
j
)
X
k
"
k
w
jk
lo que indica que la derivada parcial de E respecto de un peso cualquiera en una capa se
escribe en terminos de calculos ya hechos para capas mas cercanas a la salida. Lo unico que
resta es encontrar una expresion para, precisamente, la capa de salida, pues obviamente no
podra depender de otras capas mas a la derecha. La diferencia es que conocemos la salida
esperada de esa capa con lo que el primer error "
s
{siendo s una neurona de salida{ sera:
"
s
=
@E
@y
s
=
1
2
@
@y
s
(y^
s
  y
s
)
2
=  (y^
s
  y
s
):
As, se llega a las siguientes formulas de backpropagation:
w
ij
= y
i
"
j
;
con
"
j
=

y
j
(1   y
j
)
P
k
w
jk
"
k
; si j es oculta
(y^
j
  y
j
)y
j
(1  y
j
) si j es de salida

Este es el algoritmo basico. Es interesante notar que, dado el caracter de la funcion sigmoidal,
la salida de una neurona nunca llegara efectivamente a 0 o 1 (haran falta pesos innitamente
positivos o negativos). Normalmente, por tanto, nos conformaremos con valores cercanos a
0.1 y 0.9, respectivamente. Tambien se puede observar que no hemos hecho mas que obtener
una regla delta generalizada, simplemente estableciendo (segun notacion de 5.4.5) la relacion:
r
ij
= y
i
"
j
:
Como se menciono al inicio, la manera natural de modicar pesos es hacerlo tras cada epoch,
a riesgo de no descender por la pendiente mas pronunciada. Hay, no obstante, una manera de
realizar las modicaciones tras cada ejemplo, y consiste en jugar con el parametro . Si este
es sucientemente peque~no, los cambios tambien lo seran y nos aproximaremos a la solucion.
Ello nos lleva al problema de la eleccion de . Una muy peque~na hara extremadamente lento
el proceso, mientras que una muy grande lo hara rapido pero podra causar oscilaciones. Se
ha propuesto una solucion a este problema, consistente en la introduccion de un parametro
adicional  denominado momentum, con la idea de tener en cuenta los incrementos pasados
de cara a los futuros:
w
ij
(t+ 1) = w
ij
(t) + y
i
"
j
De este modo se intenta mantener una cierta inercia en el sistema, habiendose probado exper-
imentalmente que una buena poltica es usar conjuntamente  y  grandes.
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5.8.2 Estudio cualitativo
El algoritmo basico {y sus derivaciones{ se ha aplicado con cierto exito a diversos problemas,
entre los cuales merece la pena destacar los siguientes:
 La NEC japonesa realizo un sistema optico reconocedor de caracteres mediante la com-
binacion de backpropagation con algoritmos convencionales. Se anuncio una precision
del 99%.
 Sejnowski y Rosenberg crearon NetTalk [SEJN86], un sistema que converta texto ingles
escrito en hablado, de apariencia bastante impresionante.
 Cottrell , Munro y Zipser desarrollaron un compresor de imagenes, capaz de reducir por
un factor de ocho [COTT87].
Su vasta utilizacion es debida fundamentalmente a su sencillez y a su solidez teorica. No ob-
stante, presenta otras caractersticas que no son tan obvias si uno no lo estudia en profundidad.
Las separaremos en dos grupos. Entre las caractersticas buenas podemos encontrar:
1. Se puede efectuar en fases separadas, esto es, se pueden ir a~nadiendo neuronas de manera
incremental, aplicando entonces el algoritmo a los nuevos pesos (para que se creen)
y a los viejos (para que se adapten). En ciertos casos, el numero total de pasos es
substancialmente menor.
2. El algoritmo es capaz de reconocer varios conceptos simultaneamente. Esto no es ex-
tra~no, pues cada nodo de la salida puede representar ya un concepto diferente. A veces,
incluso, es mejor partir ya de una red con todos los nodos de salida que no irlos a~nadiendo
poco a poco, como se ha comentado en el punto anterior.
3. La red puede predecir. Supongase que no se utiliza todo el conjunto de pares de entre-
namiento en el algoritmo, sino solo una parte. Entonces el resto (digamos, un 20-25%) se
reserva para poner a prueba la red, a ver si trabaja correctamente, dado que conocemos
la respuesta para estos casos.
Las desventajas, sin embargo, son bastante fuertes, y se pueden resumir en cuatro fundamen-
tales:
Saturacion. A medida que los pesos se van ajustando, es posible que lleguen a alcanzar
valores muy altos, donde la derivada de la sigmoide es peque~na. Esto provoca que
los errores propagados hacia atras sean tambien peque~nos (pues son proporcionales a la
derivada), con lo que el proceso entero deviene estacionario. Se puede intentar evitar con
valores bajos del parametro , aunque esto provoca un entrenamiento extremadamente
lento. A este problema se le conoce tambien por paralisis de la red.
Mnimos locales. Como se ha visto, el algoritmo realiza un descenso del gradiente, siguiendo
la pendiente mas pronunciada en busca del mnimo. El caso es que la supercie del
espacio de error esta compuesta de multiples valles, colinas, etc, siendo bastante posible
que la red quede \atrapada" en un valle que no sea el mas profundo (es decir, un mnimo
local de la funcion) ya que, desde ese punto, todos los cambios son de \subida". Existen
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metodos estadsticos combinados utilizando la maquina de Cauchy que resuelven este
problema.
Inestabilidad. Entrenando una red, es de desear que el hecho de aprender un concepto (por
ejemplo, la letra `A'), no provoque el \olvido" de otro (la letra `B'). Esto ocurre si no se
van presentando ejemplos de vez en cuando, lo que, traducido al mundo real, signica
que el algoritmo no es bueno si se requiere de el que trabaje en entornos cambiantes,
donde un par de entrenamiento ya presentado puede no volver a darse nunca mas, con
lo cual el proceso de entrenamiento nunca convergera
16
.
Tiempo alto de entrenamiento y eleccion difcil del tama~no del paso. Para alcanzar la
precision deseada se requeriran cambios innitesimales y, por ende, un tiempo innito
de entrenamiento. Ello provoca {como se vio{ la eleccion de un factor de paso, con
los problemas que esto conlleva: si es demasiado grande, puede provocar saturacion o
inestabilidad, mientras que si es demasiado peque~no, la convergencia puede resultar muy
lenta.
Un aspecto aparte, pero a tener en cuenta, es la disposicion inicial: numero de nodos, topologa,
pesos iniciales y parametros del algoritmo. Existen algunas \recetas" pero, como en gas-
tronoma, no pasan de ah. Hay que construir la red y ejecutar el algoritmo probando varias
combinaciones hasta encontrar una que nos satisfaga.
5.9 El algoritmo de Counterpropagation
Este algoritmo (contrapropagacion) fue desarrollado por Robert Hecht-Nielsen [HECH87], y
esta basado en trabajos previos de Kohonen y Grossberg . Su arquitectura es capaz de asociar
un vector de entrada arbitrario a uno de salida, actuando como una look-up table con capacidad
de generalizacion. Esta ultima permite obtener una salida correcta incluso si la entrada solo
lo es parcialmente, o esta incompleta. Consta de dos capas, a las que denominaremos capa
Grossberg (con matriz de pesos G) y capa Kohonen (con matriz de pesos K), dispuestas segun
la gura 5.19. En ella se muestra tambien {pese a que, como se vio, no es en s una capa como
las demas{ la capa de entrada, pues facilita la discusion.
Las salidas de cada capa se calculan de la manera usual, esto es, producto escalar de entradas
y pesos. Siguiendo las convenciones del apartado 5.4.2, la salida vectorial de la capa Kohonen
sera
~
k = K~x, siendo ~x un vector de entrada. La diferencia aqu reside en la funcion especial
que se aplica a esta salida. As, la neurona con salida mayor es tomada como valor 1. El resto
son tomadas como 0. El vector que nalmente calcula la red es G
~
k, paso que {despues de
pasar por la funcion ya comentada{ se reduce a devolver, para cada neurona de G, aquel peso
que la conecta a la unica neurona de K diferente de 0.
5.9.1 Entrenamiento de la red
El entrenamiento se lleva a cabo en dos fases y mediante dos algoritmos diferentes. Veamoslas
en detalle:
16
Aqu es interesante remarcar la gran implausibilidad biologica de este metodo.
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Figura 5.19: Arquitectura de contrapropagacion.
Fase 1: consiste en modicar los pesos de la matriz K, utilizando los vectores de entrada
disponibles y el algoritmo generalmente conocido como Kohonen learning (aprendizaje
Kohonen).

Este es un metodo no supervisado, esto es, solamente se aplican a la red
vectores de entrada (sin sus correspondientes salidas deseadas) de manera que una o
varias neuronas de la capa Kohonen se activen. El algoritmo es el siguiente:
1. Aplicar un vector de entrada ~x.
2. Calcular el vector
~
k = K~x, salida de la capa Kohonen.
3. Sea m la neurona con el mayor producto escalar, es decir, k
m
= max(k
1
; k
2
; : : :).
4. Ajustar el vector de pesos de la neurona m segun la formula:
K
m
(t+ 1) = K
m
(t)   (~x K
m
(t))
donde  < 1 es la razon de aprendizaje, que se va reduciendo a medida que avanza
el entrenamiento.
El proceso se repite hasta que se crea conveniente. Observese que este algoritmo clasica
los vectores de entrada en base a su grado de similitud. Esto se realiza ajustando los
pesos de K de manera que vectores de entrada similares activen la misma neurona de
K, siendo la medida de similitud el producto escalar
17
,y haciendo que vectores similares
lo sean todava mas. La capa Grossberg se encargara luego de seleccionar la salida
correcta. Notese tambien que, al ser este un algoritmo no supervisado, no se puede
saber (ni interesa) cual sera la neurona de la capa Kohonen que se vaya a activar en
cada momento. Tan solo es necesario asegurarse de que el entrenamiento separa entradas
diferentes.
Fase 2: modicar la matriz de pesos G mediante el algoritmo Outstar de Grossberg .

Este
es supervisado, requiriendo por tanto pares completos de entrenamiento (entradas ~x y
salidas ~y), y consta de los siguientes pasos:
17
Es conveniente preprocesar los vectores de entrada mediante una normalizacion, consistente simplemente
en su cociente por el modulo, obteniendo as vectores unitarios.
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1. Aplicar a la vez un vector de entrada ~x y uno de salida ~y.
2. Calcular, de igual manera que en la fase 1, el vector
~
k y la neurona m.
3. Ajustar los pesos G
mi
entre la neurona m y todas las de la capa G segun la formula:
G
mi
(t + 1) = G
mi
(t) + (y
i
  G
mi
(t))
donde  es la razon de aprendizaje, que se suele inicializar a 0.1 y se va reduciendo
a medida que avanza el entrenamiento.
De esta manera, los pesos de la capa Grossberg tienden al valor medio de las salidas
deseadas, mientras que los de la capa Kohonen lo hacen hacia el de las entradas. As,
esta ultima produce una salida eligiendo una neurona determinada, que es asociada con
la salida correcta por la capa Grossberg.
5.9.2 Red completa de contrapropagacion
Enseguida pasaremos a explicar el porque de este nombre. En la gura 5.20 se muestra la red
completa. Aqu, como en la gran mayora de las redes, existen dos modos de funcionamiento: el
modo normal, en que simplemente se calcula el resultado de la red a la vista de una entrada, y
el de entrenamiento, donde ademas se modican pesos. Normalmente se aplica un solo vector
de entrada cada vez. En nuestro caso, se suministran dos. En el modo normal, se provee
a la red a la vez de dos vectores de entrada ~x e ~y, obteniendose una salida compuesta por
otros dos
~
x
0
e
~
y
0
, aproximaciones de ~x e ~y, respectivamente (todos ellos normalizados). En el
modo de entrenamiento, se suministra a la red los vectores ~x e ~y tanto a la entrada como a la
salida. As, ~x se utiliza para entrenar la salida que luego sera
~
x
0
, e ~y para la que sera
~
y
0
. El
entrenamiento se lleva a cabo segun se explico mas arriba para cada capa. Notese que, para
la red, lo que para nosotros son dos vectores separados, es un solo vector de longitud igual a
la suma de sus longitudes, no afectando para nada al algoritmo.
El resultado del entrenamiento es una asociacion en la que la presentacion de dos vectores ~x e
~y produce sus replicas en la salida. Esto, por supuesto, no tiene gran interes, hasta que uno no
se da cuenta de que, si se suministra solamente el vector ~x a la entrada (con el vector ~y a 0), se
obtienen entonces tanto
~
x
0
como
~
y
0
, es decir, se consigue una asociacion entre ~x e
~
y
0
. Ademas,
si existe la inversa de esta asociacion, se puede obtener, simplemente suministrando el vector
~y (con ~x a 0) a la entrada, obteniendo as
~
x
0
. De aqu el nombre de contrapropagacion.
5.9.3 Estudio cualitativo
El algoritmo se ha aplicado con bastante exito a diversos problemas, entre los que destacan
el reconocimiento de caracteres y la compresion de datos, realizados muchos por el propio
Hecht-Nielsen. Comparado a backpropagation, es un algoritmo que llega a reducir el tiempo
de entrenamiento en un factor de 100, con lo cual va bien para problemas en que no se puede
pagar el precio de largas sesiones de entrenamiento. Como desventaja, no es tan general como
backpropagation, ya que su pobre estructura interna no le permite realizar ciertas asociaciones.
Existen extensiones al esquema basico, que consisten en permitir que se active un grupo de
neuronas en la capa de Kohonen por cada vector de entrada (y no solo una), con lo que se
pueden representar asociaciones mas complejas. No obstante, el numero optimo de neuronas
de estos grupos no se ha podido establecer con precision.
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Figura 5.20: Arquitectura completa de la red de contrapropagacion.
5.10 Metodos estadsticos
Los metodos estadsticos se utilizan tanto en el modo normal como en el de entrenamiento
de redes neuronales, siendo su mision prinicipal evitar un problema tpico de los metodos
deterministas: los mnimos locales. Empezaremos viendo como se pueden incorporar al entre-
namiento (calculo de los pesos) y, en la seccion 5.11, estudiaremos su uso en el modo normal
(calculo de la salida).
Los metodos vistos hasta ahora (perceptron learning, backpropagation, ...) son deterministas,
en el sentido que siguen un algoritmo dado paso a paso. Con los mismos datos, y en el mismo
orden, dos redes acabaran teniendo exactamente los mismos pesos. Un acercamiento diferente
es el entrenamiento estadstico, en que se efectuan cambios aleatorios en los pesos, reteniendo
aquellos que resultan en una mejora, usualmente medida por el error total (vease 5.6). As,
en el fondo, entrenar una red neuronal es resolver un problema de optimizacion no lineal
consistente en una busqueda en un espacio n-dimensional (el espacio de pesos) que minimice
una funcion objetivo (el error total). Un espacio como este esta plagado de mnimos locales
(valles n-dimensionales). Para ilustrar esto, y la manera en que los metodos estadsticos lo
solucionan, considerese una situacion como la de la gura 5.21.
En ella se muestra una funcion (la funcion objetivo) de una sola variable (por simplicidad, ya
que correspondera a un unico peso en una red). Supongase ahora que el peso se inicializa al
punto A. Si los cambios en el peso son peque~nos, nunca se saldra del \valle" de A, pues cualquier
Conexionismo 193
A B Peso
Funcion
objetivo
Figura 5.21: El problema de los mnimos locales.
cambio sera para peor (es decir, incrementara el valor de la funcion). Por el contrario, si son
en exceso grandes, tanto los valles de A como de B seran visitados una y otra vez (y, de hecho,
tambien cualquier otro punto). Por tanto, el peso nunca alcanzara de una manera estable el
punto B. La solucion pasa por empezar por valores grandes en los cambios, e ir reduciendo estos
de manera gradual. De esta manera se asegura la estabilizacion en un mnimo global. Esto
se puede ver volviendo a la gura. Si colocamos una pelota de manera que recorra la funcion
por la parte superior, y la desplazamos lateralmente, ocurrira lo siguiente: si empezamos con
movimientos violentos, la bola se desplazara de un lado a otro sin quedar ja en ningun sitio.
A medida que bajemos la fuerza, le costara mas salir de los valles, llegando un momento en que
tendra la suciente para salir de A pero no de B, con lo que se quedara all (independientemente
de adonde haya llegado primero). Si seguimos disminuyendo la fuerza progresivamente, la bola
acabara practicamente inmovil en el fondo del valle de B, que es el mnimo global de la funcion.
Una red neuronal puede ser entrenada de la misma manera que la bola, actuando de ma-
nera aleatoria sobre los pesos. Primero se realizan cambios grandes, quedandonos con los que
reducen la funcion objetivo, reduciendo paulatinamente los cambios hasta llegar a la estabi-
lizacion. Esta manera de proceder recuerda al proceso de enfriamiento de metales (en ingles,
simulated annealing) por lo que es tambien conocida por ese nombre
18
. La distribucion de
estados de energa viene determinada por la formula:
P (s) / e
 s=kT
donde P (s) representa la probabilidad de que el sistema se encuentre en un estado con energa
s, k es la constante de Boltzmann y T es la temperatura (en grados Kelvin). A altas tem-
peraturas, P (s) es cercana a uno para todos los estados, con lo que un estado de alta energa
es igualmente probable que uno de baja. Al disminuir la temperatura, la probabilidad de los
estados de alta energa se reduce comparada con la de los de baja. Al llegar esta a cero, es
altamente improbable que el sistema permanezca en un estado de alta energa.
18
En un metal sometido a temperaturas superiores a su punto de fusion, los atomos se mueven violentamente
de manera aleatoria, tendiendo (como en todo sistema fsico) a un estado de mnima energa, impidiendolo las
velocidades de los atomos a altas temperaturas. Al ir enfriandose de manera controlada, se llega nalmente a
un mnimo global.
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Entrenamiento de Boltzmann
Es sencillo aplicar esta tecnica al entrenamiento de redes neuronales, de la siguiente manera:
1. Denir una variable T que represente una temperatura \articial". Empezar con un
valor alto.
2. Suministrar a la red un conjunto de entradas y calcular las salidas y la funcion objetivo
(el error total).
3. Efectuar un cambio (llamemosle c) aleatorio en un peso, recalculando las salidas y el
error.
4. Si el error disminuye, mantener el cambio.
5. Si el error aumenta, calcular la probabilidad de aceptar ese cambio segun la distribucion
de Boltzmann como sigue:
P (c) = e
 c=kT
donde P (c) representa la probabilidad de un cambio de valor c en la funcion objetivo y
k es una constante analoga a la de Boltzmann pero elegida ad hoc para el problema en
cuestion. Si P (c) es mayor que un numero elegido al azar entre 0 y 1 (de una distribucion
uniforme) aceptar el cambio; sino, rechazarlo.
El ultimo punto permite a la funcion salir de los mnimos locales, esto es, \escalar" los valles
en busca de otros mnimos, aceptando de manera momentanea cambios en un punto en donde
cualquier peque~no cambio empeora la funcion objetivo. El algoritmo completo consiste en
aplicar los pasos 3, 4 y 5 para todos los pesos de la red, reduciendo gradualmente la temper-
atura hasta llegar a un valor aceptablemente bajo de la funcion objetivo. En este momento
se suministra otro vector de entrada y se comienza de nuevo (quiza repitiendolos en algun
momento) hasta que el comportamiento global sea satisfactorio.
Quedan por determinar tres subalgoritmos: la eleccion del tama~no del cambio en los pesos, el
orden en que se actualizan y la manera de ir reduciendo la temperatura.
Tama~no del cambio. Se suele determinar de acuerdo a una distribucion gaussiana, siendo
la probabilidad de un cambio de tama~no w igual a:
P (w) = e
 w
2
=T
2
:
Seleccion de los pesos. Ya que nos interesa solamente el valor del cambio en s w, y no su
probabilidad P (w), se puede utilizar un algoritmo de Montecarlo, de la siguiente manera:
1. Calcular la funcion de probabilidad acumulada de P (w), equivalente a la integral
de P (w) de 0 a w. Debe calcularse numericamente y tabularse por incrementos.
2. Elegir un numero aleatoriamente (distribucion uniforme) de entre el intervalo de
valores de la funcion anterior y utilizarlo como si fuera una probabilidad P (w),
encontrando el correspondiente valor de w.
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Reduccion de la temperatura. La razon de decrecimiento de T (dependiente del tiempo)
debe ser proporcional [GEMA84] al recproco de su logaritmo, es decir,
T (t) =
T (0)
log(t+ 1)
:
Siguiendo estos pasos, la convergencia esta garantizada. El problema es que, tanto teorica
como experimentalmente, se ha podido vericar que adolece de tiempos de entrenamiento
excesivamente prolongados.
Entrenamiento de Cauchy
Los largos tiempos de entrenamiento del metodo anterior llevaron a variar la eleccion del
tama~no de los incrementos en los pesos. Una variante consiste precisamente en reemplazar
la distribucion de Boltzmann por la de Cauchy
19
, que se caracteriza por tener los extremos
mas largos y de cada mas suave, incrementandose por lo tanto las probabilidades de efectuar
saltos mas grandes. As, la razon de reduccion de la temperatura pasa de ser inversamente
logartmica a inversamente lineal, reduciendo drasticamente el tiempo total de entrenamiento,
donde
T (t) =
T (0)
t+ 1
siendo la distribucion de Cauchy:
P (w) =
T (t)
T (t
2
) + w
2
donde P (w) es la probabilidad de un cambio de tama~no x que, en este caso, puede ser integrada
analticamente, dando lugar a la expresion:
w = fT (t) tanP (w)g
donde  es la razon de aprendizaje. Ahora el metodo de Montecarlo se aplica mas facilmente
incluso, pues basta con elegir un numero al azar de entre el intervalo abierto ( =2; =2)
(debido a la funcion tangente) y substituirlo por P (w) en la anterior formula.
5.11 Redes recurrentes
Todos los modelos de red presentados hasta el momento comparten una caracterstica: no
hay conexiones hacia atras, es decir, de manera que se puedan formar ciclos. Esto asegura la
estabilidad de las redes, esto es, las salidas dan un valor concreto y permanente, hasta que
se cambia la entrada. Esta es, en efecto, una gran ventaja, que comporta, no obstante, un
alto precio: las redes no recurrentes (pues as se llaman) tienen un comportamiento limitado
comparado con el de las llamadas redes recurrentes.
19
A los sistemas que utilizan estos metodos se les suele conocer por el nombre de maquinas de Boltzmann y
Cauchy, respectivamente.
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Si pensamos en estas ultimas, caeremos en la cuenta de que, debido a su continua reali-
mentacion, tienen un comportamiento dinamico y, posiblemente, inestable: se comienza apli-
cando una entrada, se calcula la correspondiente salida y, a diferencia de las redes vistas hasta
el momento, la salida pasa ahora a alimentar la entrada, recalculandose de nuevo aquella, y as
sucesivamente. El proceso puede converger (las salidas se parecen cada vez mas hasta llegar a
un valor estable) o no (lo que nos lleva a los sistemas caoticos, que caen fuera de este texto).
John Hopeld [HOPF82] ha trabajado extensamente en este campo, razon por lo que muchas
conguraciones son conocidas por su nombre. Tambien Grossberg (por ejemplo, [GROS87])
le ha dado mucho.
5.11.1 Redes de Hopeld
Centremonos en las redes estables. Observando la gura 5.22 vemos la conguracion mas sim-
ple de red recurrente. De nuevo se muestra la capa de entrada para facilitar el entendimiento,
actuando solo como distribuidora de las salidas hacia las entradas (observese entonces que
la conectividad es total). La entrada real esta representada por las conexiones x, con peso
asociado igual a uno. El calculo de la salida de estas neuronas es el clasico, con funcion de
activacion lindero, en principio con linderos diferentes para neuronas diferentes, y donde se
incluye el tiempo para facilitar el entendimiento. As, y siguiendo la notacion de la gura 5.22:
y
0
j
(t+ 1) = x
j
+
n
X
i6=j
w
ij
y
i
(t) (5:13)
y
j
(t + 1) =
8
<
:
1 si y
0
j
(t + 1) > L
j
0 si y
0
j
(t + 1) < L
j
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j
(t) si y
0
j
(t + 1) = L
j
(5:14)
El entrenamiento es muy simple: hebbiano, segun la formula:
w
ij
=
1
n
p
i
p
j
/ p
i
p
j
;
siendo p
i
p
j
dos componentes de un mismo patron de entrada.
El funcionamiento de la red se observa mejor geometricamente. Las guras 5.23 y 5.24 mues-
tran el caso de capas de 2 y 3 neuronas, en que el sistema puede estar en 4 y 8 estados posibles,
respectivamente (entendiendo por estado el vector de salida una vez estabilizado). En general,
para n neuronas, se obtiene un cubo n-dimensional. Cuando se suministra a la red un nuevo
vector de entrada, esta se mueve de un vertice del cubo a otro, estabilizandose en uno de ellos.
Si el vector esta incompleto o es incorrecto, se acaba en el mas cercano al original.
Existen criterios de estabilidad en funcion de los pesos. Si denominamos w a la matriz,
entonces [COHE83] la red recurrente sera estable si w es simetrica con ceros en la diagonal
principal, esto es, si:
1. 8i w
ii
= 0
2. 8i; j w
ij
= w
ji
Conexionismo 197
y
1
y2
yn
.
.
.
1x
x 2
x
n
Capa   de
entrada
.
.
.
y 1
y
2
y
n
Matriz w
Figura 5.22: Red recurrente de una sola capa.
Es interesante mostrar la prueba de estabilidad, pues ayuda a comprender el funcionamiento de
estas redes. Supongase, pues, que podemos encontrar una funcion, dependiente de la entrada
actual, los pesos y las salidas de la red en un momento dado, tal que vaya decreciendo a medida
que la red evoluciona despues de la presentacion de una entrada. Esta funcion alcanzara un
mnimo en algun instante, indicando que la red se ha estabilizado
20
. Demostraremos que la
siguiente funcion (llamada de Liapunov) cumple tal requisito:
F (w;~x; ~y) =  
1
2
X
i
X
j
w
ij
y
i
y
j
 
X
j
x
j
y
j
+
X
j
L
j
y
j
(5:15)
Dado un cambio y
j
en la salida de la neurona j, el cambio en F sera:
F =  
2
4
X
i 6=j
w
ij
y
i
+ x
j
  L
j
3
5
y
j
=  (y
0
j
  L
j
)y
j
Aqu se presentan tres casos, que son justamente las comparaciones con el lindero L
j
de la
neurona j en (5.13):
1. Si (y
0
j
 L
j
) > 0, este termino sera positivo y, de (5.13) y (5.14), concluimos que y
j
debe
20
No debe confundirse esta expresion con la medida del error total vista con anterioridad: el descenso del
gradiente en el error se realiza modicando los pesos, mientras que ahora se trata de modicar los estados de
las neuronas.
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Figura 5.23: Estados correspondientes a una red de 2 neuronas.
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Figura 5.24: Estados correspondientes a una red de 3 neuronas.
ser ahora igual a uno, con lo que y
j
solo puede ser uno (si antes era cero) o cero (si
antes era uno). En cualquier caso, y
j
es positivo o cero, con lo que F es negativo o
cero (la funcion no aumenta).
2. Simetricamente, si (y
0
j
  L
j
) < 0, ahora y
j
es negativo o cero, con lo que F tambien
debe serlo.
3. Por ultimo, en caso que (y
0
j
 L
j
) = 0, y
j
= 0 y, consecuentemente, la funcion no vara.
Sin embargo, el criterio de simetra de la matriz de pesos es condicion suciente pero no
necesaria. Existen sistemas (todos los no recurrentes y algunos recurrentes) que son estables
sin que se de esta condicion.
Las redes de Hopeld y, en general, todas las recurrentes, presentan buenas capacidades de
asociacion. Si los nodos de entrada son identicos a los de salida, entonces la red puede utilizarse
tambien como autoasociador (asociacion de un vector consigo mismo), posibilidad interesante
para reconstruir entradas incompletas o parcialmente erroneas.
Cuando se quiere recuperar un vector ya incorporado a la red, se le muestra (con ceros en los
componentes desconocidos) y, tras varias iteraciones, la red lo reconstruira. Cabe decir que
el orden de actualizacion de las neuronas es irrelevante siempre y cuando a todas les acabe
llegando el turno en un momento u otro y tantas veces como sea necesario.
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El mismo Hopeld (en [HOPF84]) desarrollo una variante claramente orientada a la autoaso-
ciacion, en la que los componentes de los vectores de entrada estan formadas por elementos
del conjunto f 1;+1g y la informacion de los vectores a recordar se almacena en los pesos
segun la formula vectorial:
W =
X
i
p
t
i
 p
i
(5:16)
donde p
i
es el i-esimo patron de entrada
21
,W la matriz de pesos y denotamos por el smbolo
el producto externo
22
. En estas condiciones, para recuperar un patron se presenta este (es
decir, su version incompleta) a la salida (esto es, la primera salida es forzada a ser la propia
entrada incompleta. lo que inicializa el vector ~y) y se deja evolucionar a la red hasta que
eventualmente se estabilice.
5.11.2 Extensiones al modelo basico
Hay dos maneras naturales de generalizar el modelo: hacerlo continuo e incorporar los metodos
estadsticos vistos. Las dos tienen su razon de ser: por un lado, si los vectores de entrada no son
ortogonales, los asociadores lineales no pueden garantizar un perfecto recuerdo; en este caso,
es mejor recurrir a los no lineales. Por otro, las grandes ventajas de los metodos estadsticos
en el tratamiento de mnimos ya han sido comentadas. Ademas, una red de Hopeld de N
unidades totalmente interconectadas puede almacenar del orden de 0:15N vectores diferentes.
Sin embargo, esta capacidad puede incrementarse considerablemente empleando un metodo
de entrenamiento mas orientado a minimizacion del error como, por ejemplo, el mismo criterio
del perceptron.
Modelo de funcion de activacion continua
Una ventaja de las redes neuronales es la gran facilidad con que podemos experimentar con
ellas. En este caso, es posible substituir la funcion de activacion lindero por la sigmoide. Si
se juega con la pendiente (como vimos en la gura 5.1) obtendremos funciones tan alejadas
de la version discreta (la lindero) como queramos. Lo unico a tener en cuenta sera que
la red no acabara en uno de los vertices del hipercubo, sino cerca de el. A medida que
disminuyamos la pendiente (esto es, la suavicemos), los puntos estables se alejaran de los
vertices, y desapareceran al acercarnos a pendiente cero.
Modelo estadstico
Si modicamos la relacion (5.14) de manera que incorpore la distribucion de probabilidad
de Boltzmann, volvemos a encontrarnos con el metodo de simulated annealing. De hecho, la
maquina de Boltzmann es una generalizacion de las redes de Hopeld con el a~nadido de capas
ocultas y donde las neuronas cambian su estado de acuerdo con una regla estocastica. En
el caso que nos ocupa, basta con hacer que la probabilidad de un cambio de estado venga
21
Observese que no es mas que un tipo de aprendizaje hebbiano.
22
El producto externo de un vector ~x de dimension n y otro ~y de dimension m es una matrizM de m n
dondeM
ij
= x
i
y
j
.
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dada, no solamente por el signo de (y
0
j
  L
j
), sino por su valor. As, siendo C
j
= y
0
j
  L
j
, tal
probabilidad seguira la formula:
p
j
(t+ 1) =
1
1 + e
 C
j
=T
siendo C
j
= y
0
j
(t+1)  y
0
j
(t) el incremento del valor de una neurona. As, para cada una, la
funcion de activacion consiste en darle el valor uno si su probabilidad es sucientemente alta y
cero en caso contrario. De manera similar a los metodos precedentes, se reduce gradualmente
la temperatura hasta alcanzar el equilibrio.
5.11.3 Ejemplo: el problema del viajante de comercio
Este problema es un clasico de la Algortmica, y como tal se suele usar como referencia al desar-
rollar nuevos metodos de resolucion de problemas. En realidad es una tarea de optimizacion,
aplicable a muchos otros casos. El enunciado {bajo la forma del viajante{ es el siguiente: dado
un conjunto de ciudades y sus distancias respectivas, encontrar el recorrido mas corto tal que
las visite todas y una sola vez cada una. La dicultad, evidentemente, reside en que se pide
el mas corto (sino, cualquier enumeracion de los elementos del conjunto sera valida). Este
problema pertenece a la clase de los NP-completos, esto es, no puede ser resuelto en tiempo
polinomico por una maquina determinista pero s por una no determinista. La completitud
signica que cualquier otro problema de la clase NP puede ser reducido a este (es decir, si
llegamos a conocer una solucion para un NP-completo, habremos resuelto tambien los demas
NP). Esta clasicacion, en terminos practicos, signica ademas que la unica manera conocida
de encontrar una solucion optima (donde por optima entendemos que no hay ninguna mejor)
es generando todas las posibilidades y calculando la longitud del recorrido. En nuestro caso,
para n ciudades, existen (n 1)!=2 posibles recorridos lo que, para hacerse una idea, < equivale
a generar y calcular del orden de 0:710
80
recorridos solamente para 60 ciudades! La solucion
pasa por establecer heursticas que, a falta de otra cosa, encuentren soluciones razonablemente
buenas. La siguiente fue desarrollada por Hopeld y Tank (en [HOPF85]), y tiene la ventaja
de su tremenda velocidad comparada con algoritmos clasicos de caminos mnimos.
Sea n entonces el numero de ciudades, y denotemos por d
ij
la distancia entre la i y la j. La
solucion sera una lista de n ciudades. Utilizaremos una red recurrente con funcion de activacion
sigmoidal de alta ganancia (es decir, pendiente grande) donde cada ciudad vendra representada
por n neuronas (recuerdese que la conectividad es total). Las n neuronas dedicadas a una
ciudad indicaran el orden en que esta debe ser visitada, pudiendo estar solamente una de ellas
con valor 1 y las n  1 restantes a 0. La siguiente tabla muestra un ejemplo de tal disposicion
para n = 4.
Si queremos utilizar las ideas vistas en esta seccion, debemos empezar por encontrar una
funcion objetivo, a minimizar. Dicha funcion debe cumplir dos requisitos fundamentales:
1. Debe dar valores bajos para aquellas conguraciones de la red que tengan un solo 1 en
cada la y columna.
2. Idem para conguraciones que representen caminos mnimos.
Separaremos {para mejor entendimiento{ la funcion en dos subexpresiones, correspondientes
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Ciudad Orden de visita
1 2 3 4
1 0 0 0 1
2 1 0 0 0
3 0 0 1 0
4 0 1 0 0
Figura 5.25: Interpretacion: la ciudad 2 se visita primero, luego la 4, la 3 y la 1.
a los dos puntos mencionados. Siendo E la expresion total, entonces
E = E
1
+E
2
donde, denotando por y
cp
el valor de la neurona que se ocupa de la posicion p de la ciudad c,
denimos:
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siendo A;B; y C constantes elegidas con valores altos, ayudando los factores 1=2 a simplicar
calculos posteriores. Como puede verse, (5.17) es cero si, y solo si, cada ciudad tiene, como
mucho, un 1. Similarmente, (5.17) es cero si, y solo si, cada posicion tiene, como mucho, un
1. Asimismo, (5.17) es cero si, y solo si, hay exactamente n unos en la matriz.
La expresion correspondiente al segundo termino es la siguiente:
D
2
n
X
c
n
X
d6=c
n
X
p
d
cd
y
cp
(y
d;p 1
+ y
d;p+1
) (5:17)
donde D es tambien una constante alta. El sumatorio (5.17) equivale a la longitud del camino
representado por la red en cada momento. Notese que {por simplicidad{ se han tomado
los subndices de la posicion modulo n. El siguiente paso es establecer los pesos. Para ello
debemos relacionar las expresiones anteriores con la forma general que debe tener la funcion
objetivo, segun la formula (5.15). Esto nos lleva a la relacion:
w
cp;dq
=  A
cd
(1   
pq
) (evita mas de un 1 en una ciudad)
 B
pq
(1  
cd
) (evita mas de un 1 en una posicion)
 C (numero de unos igual a n)
 Dd
cd
(
q;p 1
+ 
q;p+1
) (distancia)
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donde

xy
=

1 si x = y
0 en otro caso
Varios resultados utilizando esta red se pueden encontrar en [HOPF85]. All se a~nadio una
entrada extra a cada neurona con peso siempre a 1 y valor igual a Cn (cuyo efecto es desplazar
la salida y
cp
de cada neurona en este valor) y se empleo la tangente hiperbolica como funcion
de activacion, dando lugar a las formulas (comparense con (5.13) y (5.14)):
y
0
j
(t+ 1) = Cn+
n
X
i6=j
w
ij
y
i
(t) (5:18)
y
j
(t + 1) =
1
2
(1 + tanh
y
0
j
(t + 1)

) (5:19)
pudiendo controlar su pendiente mediante . La red fue probada para n = 10 y, en 16 de 20
pruebas, se llego a recorridos validos, donde estos eran ademas mnimos para aproximadamente
el 50% de los casos. Tengase en cuenta que existen, en este caso, un total de 181.440 recorridos
validos. Como desventaja, notese que el numero de neuronas necesarias es n
2
= 100 lo
que, para n superiores, podra llegar a ser excesivo. Existen otros trabajos (por ejemplo,
[BOUT88]) que proponen funciones objetivo alternativas, mas simples y con nuevos algoritmos
de convergencia, con lo que sigue siendo un campo muy abierto.
5.12 Memorias asociativas bidireccionales
La capacidad de memorizacion vista en la seccion precedente es basicamente autoasociativa,
es decir, un patron puede ser completado o corregido, pero no asociado con otro. La razon
es que las redes estan estructuradas en una sola capa y, por consiguiente, la salida debe
aparecer en las mismas neuronas que la entrada. Una posibilidad es a~nadir capas, dedicando
unas neuronas a la entrada y otras (diferentes) a la salida. Esto da lugar a las memorias
asociativas bidireccionales (MAB), las cuales son, por contra, heteroasociativas, manteniendo
las capacidades de abstraccion y generalizacion. En la gura 5.26 se muestra la MAB mas
sencilla, compuesta por dos capas. El vector de entrada actua a la salida de la primera capa.
Siguiendo su notacion, el funcionamiento es el siguiente:
1. Suministrar un vector por la entrada ~x, que puede ser incompleto o incorrecto.
2. Calcular ~y = f(W~x).
3. Calcular ~x = f(W
t
~y).
Los pasos 2. y 3. se repiten hasta que se llegue a un punto estable, esto es, hasta que ni ~y
ni ~x cambien. La asociacion que tiene memorizada la red es entre el primer valor de ~x y el
ultimo de ~y. La funcion de activacion f puede ser cualquiera de las vistas hasta ahora: una
buena eleccion es siempre la sigmoide. En cuanto a la funcion objetivo, Kosko [KOSK87a]
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Figura 5.26: Arquitectura de una BAM.
establecio una para la que se puede demostrar {de manera similar a como se hizo para las
redes de Hopeld{ que tiende a un mnimo global:
F (w;~x; ~y) =  
X
i
X
j
w
ij
x
i
y
j
(5:20)
La matriz de pesos W se calcula de manera similar a la formula de autoasociacion de Hopeld
(ecuacion 5.16), solo que ahora {al tratarse de heteroasociacion{ se deben suministrar pares
completos de entrenamiento < p
i
; q
i
>:
W =
X
i
p
t
i
 q
i
donde denotamos por el smbolo el producto externo de vectores, que estan compuestos por
 1 y +1 en vez de 0 y 1
23
.
Veamos un ejemplo, donde, para simplicar, tomamos la funcion lindero (con lindero igual
a cero para todas las neuronas) en substitucion de la sigmoide. Supongamos que queremos
asociar los siguientes pares:
23
Kosko [KOSK87b] encontro que as se producan mejores resultados.
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p
1
=
0
@
 1
+1
+1
1
A
; p
2
=
0
@
+1
+1
+1
1
A
; p
3
=
0
@
 1
 1
+1
1
A
q
1
=
0
@
+1
+1
 1
1
A
; q
2
=
0
@
 1
 1
 1
1
A
; q
3
=
0
@
+1
 1
 1
1
A
La matriz de pesos sera:
W = p
t
1
 q
1
+ p
t
2
 q
2
+ p
t
3
 q
3
=
0
@
 1  1 +1
+1 +1  1
+1 +1  1
1
A
+
0
@
 1  1  1
 1  1  1
 1  1  1
1
A
+
0
@
 1 +1 +1
 1 +1 +1
+1  1  1
1
A
=
0
@
 3  1 +1
 1 +1  1
+1  1  3
1
A
Observese que la matriz es simetrica. Si ahora aplicamos p
1
a la red, obtendremos:
Wp
1
=
0
@
 3  1 +1
 1 +1  1
+1  1  3
1
A
0
@
 1
+1
+1
1
A
=
0
@
+4
+1
 5
1
A
vector que, despues de pasar por la funcion lindero, da de nuevo el vector
q
1
=
0
@
+1
+1
 1
1
A
En este caso, es interesante ver que pasa si continuamos con el calculo (pues nos ha salido a
la primera debido a la sencillez del ejemplo), hallando la expresion W
t
q
1
:
W
t
q
1
=
0
@
 3  1 +1
 1 +1  1
+1  1  3
1
A
0
@
+1
+1
 1
1
A
=
0
@
 5
1
4
1
A
 !
0
@
 1
+1
+1
1
A
= p
1
Como vemos, se crea una realimentacion, manteniendose a la vez p
1
y q
1
. La capacidad para
generalizar de la red tambien es sencilla de ver. Tomemos un p
4
incorrecto, de la siguiente
manera:
p
4
=
0
@
+1
 1
+1
1
A
El resultado es q
2
=
0
@
 1
 1
 1
1
A
, el vector solucion mas cercano, ya que p
4
diere en solo un
componente de p
2
y p
3
, y cualquiera entre q
2
y q
3
es valido.
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Podra pensarse, a primera vista, que el hecho de que W sea simetrica es condicion indis-
pensable para la estabilidad, como pasaba en las redes de Hopeld. Esto no es as: el mismo
Kosko demostro que las MAB son estables incondicionalmente, debido fundamentalmente a
la relacion de transposicion entre las matrices de pesos utilizadas. Por supuesto, si W es
cuadrada y simetrica, entonces W =W
t
y, por tanto, las dos capas son la misma, con lo que,
en este caso, la MAB correspondera exactamente a una red de Hopeld.
5.13 Autoorganizacion
Se sabe que, en muchos casos, estmulos cercanos son codicados en areas corticales cercanas.
El propio Kohonen ha trabajado en lo que denomino mapas autoorganizativos [KOHO88],
clasicando patrones de entrada segun algoritmos no supervisados, capaces de construir estas
organizaciones. Esta construccion es progresiva {con entradas presentadas aleatoriamente{
y modicando los pesos de manera que se refuerce la proximidad entre la distribucion de la
entrada y la conguracion (discreta) de los pesos. As, el algoritmo crea una representacion
organizada del espacio de entrada, a partir de un desorden inicial. Esta adaptacion de los
pesos se realiza en dos pasos: primero, autoorganizacion (ordenacion); luego, convergencia
para cuanticar mejor el espacio de entrada.
La red se compone de una capa de n neuronas estructuradas en forma de retculo (codicado,
generalmente, en un vector o una matriz). El conjunto de neuronas N = f1; 2; : : : ; ng tiene
una topologa estructural que viene dada por una funcion de vecindad V denida sobre NN .
Tal funcion es denida simetrica e inversamente proporcional a la distancia, esto es:
1. V (i; j) = V (j; i)
2. V (i; j) decrece si aumenta la distancia entre i y j
3. V (i; j) = ji   jj si se codica en un vector. En una matriz se deben buscar deniciones
en funcion de sus dos ndices.
4. V (i; i) = 1.
El espacio de entrada 
 esta includo en <
d
, siendo d una constante natural positiva. Las
neuronas (de hecho, deberamos llamarlas simplemente unidades, pues no realizan la clase
de computo vista hasta el momento) estan totalmente conectadas a las entradas; en otras
palabras, una componente de una entrada puede acceder a la red por cualquier unidad. Para
mantener la notacion (aunque, como veremos a continuacion, no se corresponde exactamente),
seguiremos denominando w
ij
al peso (o fuerza) de conexion entre la unidad i y la componente
j de una entrada.
La idea consiste en representar una unidad i por el siguiente vector:
~w
i
= (w
i1
; w
i2
; : : : ; w
id
):
Si hace falta, se pueden normalizar los vectores ~w
1
; ~w
2
; : : : ; ~w
n
de manera que podamos repre-
sentarlos en el mismo espacio 
 que las entradas. As las cosas, el estado de la red en tiempo
t viene dado por:
w(t) = (~w
1
(t); ~w
2
(t); : : : ; ~w
n
(t))
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Entonces, para un estado cualquiera w, la respuesta de la red a una entrada ~x es la unidad
ganadora i
0
, aquella mas cercana a ~x, a la que denominamos i(~x;w). As, la red dene una
aplicacion

w
: 
! N
~x! i(~x;w)
siendo el objetivo del algoritmo de aprendizaje converger hacia un estado de la red tal que su
aplicacion correspondiente descubra la topologa existente.
Dado un estado w, denotemos por G
i
(w) el conjunto de entradas de 
 tales que i es la unidad
ganadora para ellas, esto es, G
i
(w) = 
 1
w
(i). El conjunto de clases G
i
(w) es la teselacion
de Vorono eucldea del espacio 
 con relacion a w. En estas condiciones, el algoritmo es el
siguiente:
 Elegir valores iniciales para w(0) = (~w
1
(0); ~w
2
(0); : : : ; ~w
n
(0)) de manera aleatoria.
 Siendo w(t) el estado actual,
- Presentar la entrada ~x(t+1) correspondiente, elegida de 
 segun la distribucion de
probabilidad P que se desee.
- Calcular la unidad ganadora i
0
segun la formula:
dist(~w
i
0
(t); ~x(t+ 1)) = Min
j
dist(~w
j
(t); ~x(t+ 1))
- Actualizar los pesos segun:
~w
i
(t+ 1) = ~w
i
(t)   
t
V (i
0
; i)(~w
i
(t)  ~x(t + 1))
para cada i 2 N
Este proceso refuerza la similitud entre la entrada ~x(t+1) y las respuestas de la unidad i
0
y de
sus vecinas, disminuyendo paulatinamente con la distancia a i
0
. Los parametros a determinar
son: 
t
< 1, razon de aprendizaje, peque~na y positiva (que puede decrecer con el tiempo,
motivo de su subndice), la funcion de vecindad V (que tambien puede depender del tiempo),
la dimension d del espacio de entrada y la distribucion de probabilidad P . La funcion de
distancia es la eucldea:
dist(~x; ~y) =
v
u
u
t
n
X
i
(x
i
  y
i
)
2
. Se puede incluso establecer un intervalo (o un entorno, si trabajamos con una matriz de
vecindad) de actualizacion de pesos, modicando solo aquellos que pertenezcan a el.
Al tratarse de un algoritmono supervisado, no puede saberse con anterioridad al entrenamiento
que neuronas se asociaran con cada clase. Eso s, si se asume que los vectores de entrada se
pueden agrupar en clases, una clase especca tendera a controlar una neurona concreta,
rotando su vector de pesos hacia el centro de la clase, forzando que sea esa y no otra la
ganadora cuando se presente una entrada de la clase. En el modo normal, la neurona ganadora
es precisamente la indicadora de la clase correcta.
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5.14 Caractersticas generales de las redes neuronales
Los rasgos mas signicativos de las redes {que son, basicamente, los que han provocado su
intenso estudio y originadomas de una controversia{, se sintetizan en su capacidad de aprender
de la propia experiencia a base de ejemplos, generalizar sobre nuevos y extraer sus rasgos
importantes eliminando datos irrelevantes. Podramos englobarlos en tres grandes grupos:
Aprendizaje: mejora paulatina de la respuesta de una red, ya sea delante de entradas
nuevas o presentadas con anterioridad. Las redes son capaces de mejorar su trabajo
autoadaptandose, con o sin conocimiento de la respuesta o comportamiento esperado o
correcto, a traves de la modicacion de sus pesos asociados
24
.
Abstraccion: extraccion del ideal de entrada mediante ejemplos (posiblemente distorsion-
ados). Practicamente todas las redes aprenden a abstraer, es decir, a ignorar aspectos
poco o nada importantes quedandose con los rasgos basicos de los patrones de entrada.
Por ejemplo, una red entrenada para reconocer la letra `A', lo hara a pesar de que esta
se le presente con un cierto grado de distorsion, considerando as todo un conjunto de
entradas como pertenecientes a la clase de la letra `A' (`A' escritas a mano por diferentes
personas, diferentes tipos de letra, etc).
Generalizacion: capacidad de producir salidas correctas a pesar de entradas incorrectas
o incompletas, y efectuar predicciones sobre nuevas. Desde el punto de vista de la
eliminacion del ruido y la capacidad de reconstruccion de imagenes, las redes han tenido
grandes exitos en problemas del mundo real, como reconocimiento de patrones, vision
articial, etc, bastandoles un cierto numero de ejemplos para poder reconocer futuras
entradas nunca vistas con anterioridad.
Desde el punto de vista del calculo sobre los patrones de entrada, las tareas que son capaces
de realizar son basicamente tres:
Completar un patron.
Clasicar un patron.
Computar una funcion de un patron.
Para ello, en esencia, los algoritmos conexionistas encuentran un atractor en el espacio de
potencial que denen. El resultado, usualmente un optimo local, es la situacion de este
atractor en dicho espacio, mientras el entrenamiento de una red neuronal es lo que da forma
a este espacio: cada experiencia (o ejemplo) de entrenamiento se incorpora bajo la forma de
un atractor, y el algoritmo asegura que se encontrara, para cada entrada, el atractor mas (o
uno de los mas) parecidos.
Cabe remarcar que todas estas caractersticas son debidas a la dinamica de la computacion
ejercida por la red, y no por ninguna intencion explcitamente preprogramada. Ahora bien, no
todo son ventajas. Las redes presentan cierto numero de inconvenientes todava no resueltos,
24
Existen otros mecanismos, como supresion o incorporacion de nuevos nodos y/o conexiones, que afectan a
la arquitectura de la red, pero no seran tratados aqu.
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el mayor de los cuales es su total libertad de traduccion de los resultados por parte humana,
debido a la imposibilidad de intentar encontrar las razones por las cuales una red se comporta
como lo hace dependiendo del orden de presentacion o de las razones de aprendizaje. En
la misma lnea, nos encontramos con que se hace muy difcil la interpretacion de los pesos,
especialmente los de las capas ocultas, si se consideran redes de mas de 5 o 6 neuronas, aunque
se trate de una sola capa.
5.15 Conexionismo e Inteligencia Articial simbolica.
Como se ha visto, el enfoque conexionista de la Inteligencia Articial es radicalmente diferente
de las aproximaciones simbolicas tradicionales. Lo que es indudable es que ambas tendencias se
enfrentan a los mismos problemas generales, esto es, en las areas de busqueda, representacion
del conocimiento y aprendizaje automatico. El paradigma esta actualmente orientado {aunque
bastante confusamente{ en tres lneas, no siempre mutuamente excluyentes:
1. El que podramos denominar clasico, que incluye las tareas ya mencionadas de re-
conocimiento de patrones, analisis de datos, etc. En general, problemas nuericos o
de muy bajo nivel.
2. El enfocado a la construccion de sistemas inteligentes exclusivamente formados por es-
tructuras conexionistas. Es decir, se asume que tanto la representacion como el razon-
amiento sobre ella son no simbolicos. Proclama, por lo tanto, la substitucion total de la
IA simbolica por la conexionista.
3. El que propugna el desarrollo de arquitecturas hbridas simbolico-conexionistas. Se dis-
tinguen dos familias claramente contrapuestas:
 Las que descomponen el sistema en partes conexionistas y partes simbolicas, tra-
bajando de manera cooperativa, cada una dise~nada por su lado. Los problemas
tradicionalmente simbolicos son realizados por la parte simbolica, y similarmente
para la conexionista. Aqu se pueden utilizar parte de los sistemas desarrollados
en 1.
 Las que ven la parte simbolica (es decir, la creacion de los smbolos) como el resul-
tado emergente de la dinamica de la parte conexionista, es decir, los smbolos y su
manipulacion proceden {y tienen su razon de ser{ de la parte conexionista.
Bajo otro punto de vista {el de la relacion con las ciencias cognitivas y la psicologa{ podemos
establecer tambien tres grandes lneas que, por supuesto, no se corresponden exactamente con
las anteriores:
1. El conexionismo es solo un modelo de implementacion de otras teoras, sin relevancia
psicologica propia.
2. El conexionismo muestra, a un nivel de detalle mas no, las mismas estructuras tratadas
por la IA convencional. Este nivel s es psicologicamente relevante.
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Metodos de trabajo

Area Conexionismo IA Simbolica
Busqueda Estabilizacion Espacio de Estados
Representacion Conexiones Frames, Scripts, Redes semanticas,
y Pesos Logica de primer orden
Aprendizaje Backpropagation Espacio de Versiones
Aprendizaje por refuerzo Aprendizaje por Analoga
Aprendizaje asociativo
Figura 5.27: Comparacion de metodos en Conexionismo e Inteligencia Articial simbolica.
3. El conexionismo explica un rango restringido de fenomenos mentales (pero no cogni-
tivos). Tan solo las tecnicas convencionales pueden modelar capacidades verdaderamente
cognitivas.
En la tabla de la gura 5.27 se listan algunos de los metodos empleados en cada una de las dos
areas {sin la intencion de ser exhaustivos{ que han sido estudiados en los captulos anteriores.
Como se dijo, todos ellos presentan ventajas e inconvenientes.
En conjunto, todas las aproximaciones donde interviene de algun modo el conexionismo tienen
como motivacion principal el poner remedio a la falta de robustez y exibilidad de los sistemas
simbolicos, y a sus limitaciones en sus entradas y salidas, es decir, en su interaccion con el
mundo real.
5.16 Ejercicios
1. Hasta ahora se han presentado dos teoras sobre la naturaleza de la inteligencia: la de
los smbolos fsicos y el conexionismo. Reexionar sobre las caractersticas de ambas.
2. Comprobar que la segunda capa de la red de la gura 5.12 efectua una conjuncion logica.
Modicar los pesos (incluido el lindero) para que efectue otras funciones.
3. Construir una red que distinga entre los puntos de dentro y fuera de un cuadrado,
considerandolo primero como un polgono convexo de 4 lados, y luego como la union de
dos triangulos. Suponer dadas las coordenadas del cuadrado.
4. Implementar, en LISP, un perceptron monocapa formado por 3 neuronas. Dise~nar una
funcion linealmente separable (se aconseja hacerlo gracamente) y entrenar el perceptron
para que la reconozca.
5. Comprobar (geometricamente: bastan una regla y un lapiz) la convergencia del descenso
del gradiente del ejemplo de las guras 5.16 y 5.17 para la secuencia propuesta en el texto.
6. El contorno convexo (en ingles, convex hull) de un conjunto de vectores ~x
1
; ~x
2
; : : : ; ~x
n
es
el conjunto formado por los vectores ~x tal que:
~x =
n
X
i

i
~x
i
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donde los 
i
son coecientes reales no negativos, que deben sumar, en total, uno. Da-
dos dos conjuntos de vectores, mostrar que, o bien son linealmente separables, o bien
sus contornos convexos intersecan. Pista: supongase que los dos casos son ciertos, y
considerese la clasicacion de un punto situado en la interseccion de los contornos.
7. Implementar, en LISP, el algoritmo de backpropagation. Basandose en los ejercicios
anteriores, entrenar una red multicapa de manera que aprenda conjuntos de pares de
entrenamiento dados, jando el error maximo que se permitira. Consideraciones a tener
en cuenta:
(a) Se puede utilizar la siguiente formula para el calculo del error de un par de entre-
namiento:
Error =
X
i
(R
0
i
 R
i
)
2
;
donde el error total es la suma de los errores de cada par del conjunto.
(b) Es muy posible que el conjunto de entrenamiento se deba presentar muchas veces
a la red. Observese la evolucion del error total epoch tras epoch.
8. Utilizar, basandose en el ejemplo del viajante de comercio del texto, una red de Hopeld
para implementar un conversor A/D (analogico/digital) de n bits, teniendo en cuenta lo
siguiente:
 Las neuronas representan los amplicadores operacionales del circuito. En total
hay n.
 Los pesos, las resistencias entre ellos. Recuerdese el criterio de estabilidad enunci-
ado.
 Utilizar la funcion de activacion lindero, para as obtener directamente salidas bi-
narias.
Una posible funcion a minimizar es la siguiente:
F =  
1
2
(I  
n
X
i
2
i
y
i
)
2
siendo I la entrada (analogica) e ~y el vector binario de salida. Esta funcion decrece
a medida que la diferencia (en suma de cuadrados) entre la entrada y la salida se va
haciendo cero, esto es, a medida que ~y se acerca al valor binario de I. El factor 1=2
simplemente ayuda a simplicar la derivada. Se debe encontrar primero el valor de los
pesos, siendo uno muy sencillo:
w
ij
=  2
i+j
Se recomienda empezar eligiendo valores de n peque~nos, por ejemplo n = 4.
9. Proponer problemas de los tres tipos especicados en el texto (completar y clasicar
patrones y calcular funciones sobre patrones) y aplicar los diversos metodos explicados,
eligiendo en cada caso el (o los) mas adecuado(s).
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