Abstract. For a number field K with absolute Galois group G K , we consider the action of G K on the infinite tree of preimages of α ∈ K under a degree-two rational function φ ∈ K(x), with particular attention to the case when φ commutes with a non-trivial Mobius transfomation. In a sense this is a dynamical systems analogue to the ℓ-adic Galois representation attached to an elliptic curve, with particular attention to the CM case. Using a result about the discriminants of numerators of iterates of φ, we give a criterion for the image of the action to be as large as possible. This criterion is in terms of the arithmetic of the forward orbits of the two critical points of φ. In the case where φ commutes with a non-trivial Mobius transfomation, there is in effect only one critical orbit, and we give a modified version of our maximality criterion. We prove a Serre-type finite-index result in many cases of this latter setting.
Introduction
Let K be a number field, and φ ∈ K(z) a rational function of degree d ≥ 2. Put
and denote by φ −n (α) the set of preimages of the point α under the map φ n . To the pair (φ, α), where α ∈ K, we associate a tree of preimages: let V n = φ −n (α), and give the set T α = n≥1 V n the structure of a tree with root α by assigning edges according to the action of φ. See Figure 2 for examples. Because elements of Gal (K/K) commute with φ, we obtain a map ρ : Gal (K/K) → Aut(T α ), where Aut(T α ) denotes the group of tree automorphisms of T α . We call ρ the arboreal Galois representation attached to (φ, α), and the main goal of the present work is to study the image of ρ in the case of degree-two rational functions.
Indeed, given a prime ℓ and an elliptic curve E defined over a number field K, we obtain the ℓ-adic Galois representation ρ E : Gal (K/K) → GL 2 (Z ℓ ) in much the same manner as the previous paragraph. The ℓ-adic Tate module T ℓ (E) is the inverse limit of the sets [ℓ] −n (O), and the action of Gal (K/K) on T ℓ (E) gives ρ E . In this context Serre [16] proved that for a given elliptic curve E without complex multiplication the image of ρ E has finite index in GL 2 (Z ℓ ) for all ℓ, and ρ E is surjective for all but finitely many ℓ. In the case where E has complex multiplication and the full endomorphism ring is contained in the ground field K, similar statements hold (see e.g. [16, p. 302] ), provided that GL 2 (Z ℓ ) is replaced by the largest subgroup of GL 2 (Z ℓ ) that commutes with the action on the Tate module induced by the extra endomorphisms of E. In general this is a Cartan subgroup.
In this paper we formulate a similar conjecture for quadratic rational functions and prove it in certain cases. To do so, we develop a general theory of arboreal representations associated to quadratic rational functions. In contrast to the situation for ρ E , there appears to be no finite quotient G of the target group such that surjectivity of the the induced representation into G implies surjectivity of ρ (see [6] for details). Rather, infinitely many conditions must be checked, and by studying the ramification of ρ we give a formulation of these in terms of the critical orbits of φ (Corollary 3.8 and Theorem 4.6).
When φ commutes with a non-trivial f ∈ PGL 2 (K) such that f (α) = α, the Galois action on T α must commute with the action of f . Define the automorphism group of φ to be A φ = {f ∈ PGL 2 (K) : φ • f = f • φ}, and define A φ,α = {f ∈ A φ : f (α) = α}.
We know that A φ is finite by [17, Proposition 4.65] .
Let G ∞ denote the image of ρ : Gal (K/K) → Aut(T α ), and let C ∞ denote the centralizer of the action of A φ,α on Aut(T α ). Recall that φ(x) ∈ K(x) is said to be post-critically finite if the orbit of each of the critical points of φ is finite. Such maps have the property that the extension K(T α )/K is ramified above only finitely many primes of K (see [2] and the remark following Theorem 3.2), and thus G ∞ is topologically finitely generated. One therefore expects it to have infinite index in C ∞ , though this is not known in general. Conjecture 1.1. Let φ ∈ K(z) have degree d = 2 and let α ∈ K. Suppose that φ is not post-critically finite. Then [C ∞ : G ∞ ] is finite.
When A φ,α is trivial, Conjecture 1.1 has been proven only in the case of two families of quadratic polynomials [8, Theorem 1.1 and first remark on p. 534], namely f (x) = x 2 − kx + k, k ∈ Z and f (x) = x 2 + kx − 1, k ∈ Z {0, 2}, for α = 0. The key feature of these families is that the orbit of 0 is finite but not periodic, a property they share with the family in Conjecture 1.3 below. We establish here the first similar result for a rational function that is not conjugate to a polynomial. Theorem 1.2. Let φ(x) = 1 + 3x 2 1 − 4x − x 2 and α = 0. Then G ∞ ∼ = Aut(T α ). The function in Theorem 1.2 is polynomial-like in that it has a periodic critical point, though here it is in a 2-cycle rather than being a fixed point. Moreover, the orbit of 0 under φ is finite but not periodic. See the discussion following Corollary 3.8 for a one-parameter family of such maps.
If f is a non-identity element of A φ,α , then f (α) = α, and so f (φ n (α)) = φ n (α) for all n ≥ 1. Because f has exactly two fixed points, α is thus either in a cycle of φ of length at most two, or maps after one iteration onto a fixed point. In fact, under the hypotheses of Conjuecture 1.1, α is either fixed by φ or maps to a fixed point of φ (see Section 2) . Figure 1 shows possible pre-image trees under the hypotheses of Conjecture 1.1. Here, (1) V 1 = φ −1 (α) \ {α}, V n = φ −1 (V n−1 ) for n > 1, and T α = n≥1 V n .
Note that K (φ −n (α)) = K(V n ). Figure 1 . The first few levels of typical preimage trees when #A φ,α > 1.
In Section 3, we give a criterion for a given pair (φ, α) to satisfy [C ∞ : G ∞ ] < ∞ in the case d = 2. In Section 2 we show that in the case #A φ,α > 1, Conjecture 1.1 is equivalent to: Conjecture 1.3. Let φ(x) = k(x 2 + 1)/x and α = 0, and suppose that φ is not post-critically finite. Then [C ∞ : G ∞ ] < ∞.
The conjectures above suggest a more general question. The post-critically finite maps of the form φ(x) = k(x 2 +1)/x must have k with height at most 2, and k can only be divisible by primes of K lying over (2) (see Proposition 5.1 for details). The structure of C ∞ in the setting of Conjecture 1.3 is described at the beginning of Section 4. In particular, C ∞ is an infinite-index subgroup of Aut(T α ) with Hausdorff dimension 1/2 (see p. 19 for the definition); however, in contrast to Cartan subgroups of GL 2 (Z ℓ ), it is highly non-abelian. Indeed, C ∞ has an index-two subgroup isomorphic to Aut(T α ).
One of our main results is the following.
Theorem 1.5. If K is a number field of odd degree over Q, then Conjecture 1.3 is true for all k in a congruence class, and thus for a positive density of k.
We prove that Conjecture 1.3 is true in many other circumstances (see Corollary 5.11). For simplicity, we state here the result for the case K = Q. Theorem 1.6. Conjecture 1.3 is true for K = Q provided k satisfies one of the following conditions (we write v p for the p-adic valuation):
• v 2 (k) = 0 or v 3 (k) = 0, • k ≡ 2, 3 mod 5 or k ≡ 1, 2, 5, 6 mod 7,
• v p (2k ± 1) > 0 for some p ≡ 3, 5 mod 8,
• v p (2k 2 − k + 1) > 0 for some prime p with −k not a square mod p, or • v p (2k 2 + k + 1) > 0 for some prime p with k not a square mod p.
In the case where k ∈ Z, we use Theorem 1.6 plus other results to verify Conjecture 1.3 for all k with |k| ≤ 10000 (see the remark following Corollary 5.11). We also give the following sufficient conditions on k to ensure that the index in Conjecture 1.3 is one (see Theorem 5.13). Theorem 1.7. Let φ and α be as in Conjecture 1.3, and suppose that K = Q. There exists an effectively computable set Σ of primes of Z of natural density zero, such that if v p (k) = 0 for all primes belonging to Σ then G ∞ ∼ = C ∞ .
For more on Σ, see Corollary 5.14 and the remark following. We note that Σ contains 2 and primes congruent to 1 modulo 4, so that if k is an integer divisible only by primes congruent to 3 modulo 4, then Theorem 1.7 applies. We note that Theorem 1.7 may be far from best possible; indeed, we have been unable to find a single k ∈ Z for which [G ∞ : C ∞ ] > 1. The fact that Σ has zero density is a consequence of our analysis of C ∞ and a result relating the structure of G ∞ to the density of prime divisors of orbits of a large class of rational fuctions (Theorem 6.1).
In order to prove our main results, we generalize techniques from [8, 14, 18 ] that treat the case of φ a polynomial. In particular, in Theorem 3.2 we obtain a formula for the discriminant of the numerator of φ n , where φ is a rational function of degree d ≥ 2, a problem that has interest in its own right (see [2] ). In the case d = 2, we examine the irreducibility of the numerators of φ n , both in the general quadratic case (Theorem 3.5) and in the case φ(x) = k(x 2 + b)/x (Theorem 4.5). We also analyze the extensions K n /K n−1 , where
We give a criterion for [K n : K n−1 ] to be as large as possible, both in the general quadratic case (Corollary 3.8) and in the case where φ(x) = k(x 2 + b)/x (Theorem 4.6). We use the former criterion to prove Theorem 1.2 (see the discussion following Corollary 3.8). The criteria for both irreducibility and maximality of the field extensions are arithmetic, and depend on knowledge of primes dividing elements of the form φ n (γ), where γ is a critical point of φ. We assemble these pieces to prove the following result, which is the main engine behind Theorems 1.5, 1.6, and 1.7. Theorem 1.8. Let φ(x) = k(x 2 + 1)/x and α = 0, and suppose that φ is not postcritically finite. Put
See Theorem 5.3 for a slightly more general statement. The sequence (δ n , ǫ n ) is related to the orbit of the critical point 1 of φ in that φ n (1) = δ n /ǫ n . What makes Theorem 1.8 possible is the fact that 0 is a pre-periodic point for φ, which ensures that the set of common prime ideal divisors of δ i and δ j is very restricted (see Lemma 5.2) . This allows one to show that except in very special circumstances there must be a primitive prime divisor p of δ n (that is, p does not divide δ i for i < n) that divides δ n to odd multiplicity. This is the key hypothesis of Theorem 4.6. The condition that 0 is pre-periodic has also been used to study primitive prime divisors in other dynamical sequences [3, 15] . A natural hope is that similar techniques might be used to tackle Conjecture 1.1 and even Question 1.4, even in the case where A φ is trivial.
Preliminaries and notation
In this section we fix some notation, and we show how to reduce Conjecture 1.1 to Conjecture 1.3 when #A φ,α > 1. For any g ∈ PGL 2 (K), define the conjugate map
Then the finite index result also holds for φ g with the basepoint g(α).
Proof. To simplify notation, we let ψ = φ g . A computation reveals that
First suppose g ∈ PGL 2 (K). Then since
) and φ −n (α) generate the same extension of K. Now suppose that ψ is a nontrivial twist of φ, meaning g ∈ PGL 2 (L) for some finite extension L/K (here we take L minimal). From [10, Lemma 2.6], there is an absolute bound B depending only on φ so that [L : K] ≤ B. (In fact, this bound B can be chosen to depend only on the degree of φ and not on the specific map.) By equation (3) , for each n ≥ 1 an extension of φ −n (α) of degree at most B contains K (ψ −n (g(α))). The finite index result follows.
When deg φ = 2, A φ is either trivial, cyclic of order two, or isomorphic to S 3 [12] . The third option occurs if and only if φ is conjugate over K to 1/z 2 , in which case φ is post-critically finite. Hence, if we assume #A φ,α > 1 in Conjecture 1.1, then necessarily #A φ,α = 2 and A φ,α = A φ . In this case we have from [11, Lemma 1] that φ is conjugate over K to
Let g denote the conjugacy such that φ g has the form above. By equation (2), we conclude that #A ψ,g(α) = 2. Therefore A ψ,g(α) = {id, z → −z}, and since g(α) must be fixed by elements of this set, it follows that g(α) = 0 or g(α) = ∞. Hence g(α) is either fixed by ψ or maps to a fixed point, so α is either fixed by φ or maps to a fixed point of φ, as shown in Figure 1 . These two cases are illustrated in the specific case k = 1 in Figure 2 . Figure 2 . First few levels of the preimage trees of 0 and ∞ under φ(x) = (
When g(α) = ∞, using the notation of Figure 1 , we have V 1 = {0}, and thus V n = φ −(n−1) (0). It follows that the arboreal representation is the same as the case g(α) = 0. Thus to prove Conjecture 1.1, we need only consider pairs of the form (φ, α) = k(z 2 + 1)/z, 0 .
Therefore to establish Conjecture 1.1, it is enough to prove Conjecture 1.3.
We return now to the general case and establish some notation. Let K be a number field, and φ :
in homogeneous coordinates, with P (X, Y ) and Q(X, Y ) having no common factors of positive degree. Fix particular choices of P and Q, and let
, though using homogeneous coordinates may involve cancellation of some common constant factors.
We use lower-case letters to denote de-homogenizations, and summarize our notation:
V n φ −n (0), unless 0 is periodic; see (1) .
V n preimage tree of φ with root 0.
When we refer to a "separable polynomial," we mean that the polynomial has distinct roots. We also adopt the convention that α = 0 and that ∞ does not appear in the pre-image tree of α = 0; that is, we assume φ n (∞) = 0. These assumptions makes the statements and proofs of our results in Section 3 much simpler, and comes at no cost. Indeed, as noted earlier in this section, the representations associated to (φ, α) and (φ g , g(α)) are the same for g ∈ PGL 2 (K). Choosing g with g(α) = 0 then reduces to the case α = 0. We may similarly require that g(β) = ∞, where β ∈ K is any point disjoint from the preimage tree of α.
Because α = 0, G n is the Galois group of the de-homogenized polynomial p n (x) = P n (x, 1) ∈ K[x]. We frequently move back and forth between P n (X, Y ) and p n (x). The de-homogenized version of the recursion for P n is
where in both cases d = deg P . These hold for all x with q(x) = 0 and q n−1 (x) = 0, respectively.
Discriminants, Irreducibility, and Galois Theory of rational functions
We begin with results concerning the discriminant of the numerator of an iterate of a rational function. We then consider the case d = 2, prove results on the irreducibility of such polynomials, and then apply these results to the question of under what conditions the degree of the extension [K n : K n−1 ] is as large as possible. These results hold without consideration of the automorphism group A φ of φ. In Section 4 we examine the case where #A φ = 2.
Throughout, we denote the degree of a polynomial s(x) ∈ K[x] by d s and its leading coefficient by ℓ(s). We recall the resultant of two polynomials
and is a homogeneous polynomial in the coefficients of g 1 and g 2 that vanishes if and only if g 1 and g 2 have a common root in K. We will also make use of the following basic equality:
The discriminant of the polynomial p n will prove to be a fundamental tool in what follows. However, p n is constructed as a de-homogenized polynomial P n , and P n is given by a double-recursion. Standard results on calculating discriminants do not apply in this more complicated situation; we need a new tool. We begin with the somewhat simpler case of calculating the discriminant of a single polynomial that is the de-homogenization of a function of two other (homogeneous) polynomials. In Theorem 3.2, we apply this result recursively to find a discriminant formula for p n . Lemma 3.1. Let F, P, Q ∈ K[X, Y ] be non-constant homogeneous polynomials with deg P = deg Q = d and P and Q having no common roots in
, and let h, f, p, q ∈ K[x] denote the de-homogenizations of H, F, P , and Q, respectively. Let c = qp ′ −pq ′ . Finally, assume that H(1, 0) = 0 and F (1, 0) = 0. Then
where
, and
Proof. By definition,
) provided q(x) = 0, and thus
assuming q(x) = 0. Since F (1, 0) = 0, no root α of h can satisfy q(α) = 0. This implies that for each α with h(α) = 0, we have f (p(α)/q(α)) = 0, so the first summand in (9) vanishes when x = α. We may thus rewrite the right side of (8) as
Using (7), the first product in (10) is equal to ℓ(q)
. Moreover, for each root π of q we have
Hence the first product in (10) becomes
Turning to the second product in (10), we have already noted that h(α) = 0 implies p(α)/q(α) is a root of f . Moreover, for each root β of f , there are with multiplicity precisely d elements α with p(α)/q(α) = β (this is ensured by the assumption that H(1, 0) = 0). Thus as α runs over all roots of h, (p/q)(α) runs over all roots of f , hitting each one d times. Hence the second product in (10) 
From (7), the third product in (10) equals
Gathering the terms containing ℓ(h) and ℓ(f ), and using the fact that
Remark. Note the conditions H(1, 0) = 0 and F (1, 0) = 0 correspond to our assumption that ∞ is not in the pre-image tree of α = 0. These assumptions greatly ease an (already complicated) calculation, but it is certainly possible to obtain similar formulas in the case that H(1, 0) = 0 or F (1, 0) = 0. In these cases F factors as a product F 1 F 2 with F 2 (1, 0) = 0 and H 2 (1, 0) = 0, where H 2 := F 2 (P, Q). One then splits the product on the right side of (8) into the product over the roots of h 2 and the product over the remaining roots of h. Theorem 3.2. Let φ = p(x)/q(x) ∈ K(x) be a rational function of degree d ≥ 2, let n ≥ 2, and define p n and q n recursively so that φ n = p n (x)/q n (x). Let c = qp
Remark. Suppose that φ is post-critically finite, so the forward orbit of each γ with c(γ) = 0 is finite. An induction on equation (5) shows that the set of primes dividing p n (γ) for all critical points γ and all n ≥ 1 is finite. If φ(∞) = ∞, induction on equation (12) then shows that the set of primes dividing Disc(p n ) for any n is likewise finite.
When φ(∞) = ∞ and d c = 2d − 2 (in other words, when ∞ is not a critical point), the term ℓ(p n ) does not contribute to the product in equation (11), so the set of primes dividing Disc(p n ) for any n is finite in this case as well. When φ(∞) = ∞ and ∞ is a critical point, then from (11), we have that Disc p n is divisible by ℓ(p n ). However, ℓ(p n ) = P n (1, 0), and since by assumption φ is post-critically finite and ∞ is a critical point, P n (1, 0) can take on only finitely many values as n varies.
Hence, Theorem 3.2 shows that if φ is post-critically finite, then there is a finite set of primes S such that for every n ≥ 1, Disc p n is divisible only by primes in S. In this case, then, the field K ∞ is ramified over only finitely many primes of K. (For a generalization of this result, see [2] .)
Proof. Since φ n (∞) = 0, and φ n−1 (∞) = 0, we have P n (1, 0) = 0 and P n−1 (1, 0) = 0, respectively. We may thus apply Lemma 3.1 with F = P n−1 and H = P n . Note also that φ n−1 (∞) = 0 implies that deg
then immediately gives formula (11).
Assuming now that φ(∞) = ∞, we have
This simplifies to the value of k 1 given in equation (13) .
We now consider the irreducibility of the p n in the case of quadratic rational functions.
Lemma 3.3. Let φ(x) ∈ K(x) have degree 2, let t be a parameter, and let γ 1 , γ 2 ∈ P 1 (K) be the critical points of φ. Then there exists C ∈ K such that
Remark. This is a special case of a more general phenomenon; see [2, Proposition 1].
Proof. Note that both sides of (14) are in K[t] (the right side because the φ(γ i ) are either rational or Galois-conjugate). We show that the roots of Disc x (p(x) − tq(x)) in K are precisely the φ(γ i ) with φ(γ i ) = ∞, and this is enough to establish the Lemma. Note first that since φ is quadratic, by the Riemann-Hurwitz formula we must have γ 1 = γ 2 and φ(γ 1 ) = φ(γ 2 ). For a given t ∈ K, the degree-two homogeneous polynomial P (X, Y )−tQ(X, Y ) has a single root in P 1 (K) if and only if φ −1 (t) has a single element, which occurs precisely when t = φ(γ i ). Thus Disc (P (X, Y ) − tQ(X, Y )) vanishes if and only if t = φ(γ i ), and since t ∈ K we cannot have t = ∞. Finally, both P (X, Y ) − tQ(X, Y ) and p(x) − tq(x) have degree 2, and thus Disc (P (X, Y ) − tQ(X, Y )) is the same as Disc x (p(x) − tq(x)).
The last statement of the proposition comes from setting t = 0 in (14) and noting that the separability of p(x) implies Disc p(x) does not vanish, and therefore φ(γ i ) =∞ (φ(γ i )) cannot vanish either.
Lemma 3.4. Let φ(x) ∈ K(x) have degree 2, and for each i ≥ 0, denote by K i the splitting field of p i . Assume that p n−1 is irreducible in K[x], let α be a root of p n−1 , and let γ 1 , γ 2 ∈ P 1 (K) be the critical points of φ. Then there exists C ∈ K such that p n is irreducible in K[x] if and only if
If p(x) is separable, then C has the same value as in Lemma 3.3.
Proof. Denote the roots of p n−1 by α 1 , . . . , α r , and take α 1 = α. Since p n−1 is irreducible, the α i are Galois conjugates, and hence the action of Galois on the roots of p n is either as a single orbit of 2r elements (and thus p n is irreducible) or two orbits of r elements. The latter case holds if and only if each orbit contains exactly one element in each fiber φ −1 (α i ), or equivalently if and only if the roots of p(x) − α i q(x) are not conjugate for any i. This holds if and only if the p(x) − α i q(x) are all reducible over K n−1 . Because the α i are all conjugate, this is equivalent to the reducibility of p(x) − αq(x) over K n−1 , which occurs precisely when Disc (p(x) − αq(x)) is a square in K n−1 . The result now follows from Lemma 3.3.
Recall that G n is the Galois group of the splitting field of the polynomials p n . To understand when G n is as large as possible, it will be necessary to have conditions under which the polynomials p n are irreducible. We now give a criterion for the irreducibility of p n assuming that p n−1 is irreducible and has even degree. Note that the criterion here is sufficient but not necessary. The result is useful in that it applies to all degree 2 rational maps, but unfortunately the hypotheses are not satisfied in the case of quadratic maps with a nontrivial automorphism. We will need a refinement of this result in that case, which we provide in Theorem 4.5.
Theorem 3.5. Let φ(x) ∈ K(x) have degree 2. Suppose that n ≥ 2, and that p n−1 is irreducible in K[x] and has even degree. Let ℓ(p n−1 ) be the leading coefficient of p n−1 , let γ 1 , γ 2 ∈ P 1 (K) be the critical points of φ, and without loss say φ(
Remark. The condition that p n−1 have even degree is implied by φ n−1 (∞) = 0. Moreover, if γ i = ∞, then from (5) and the assumption n ≥ 2, p n−1 (φ(γ i )) = p n (γ i ) up to squares. Thus if both γ 1 and γ 2 are finite, then (15) becomes
Proof. By Lemma 3.4, we must show
for some root α of p n−1 , and for this it is sufficient to show that the norm of the left side as an element of K n−1 /K is not a square in K. This norm equals
where α 1 , . . . , α r denote the roots of p n−1 . This is the same as
For the remainder of this section, we let n be fixed, and assume that φ n (∞) = 0 and φ n−1 (∞) = 0. We also assume that p n is separable, which by Theorem 3.2 is equivalent to φ i (γ) = 0, i = 1, . . . , n for all critical points γ of φ. Together, these assumptions imply that there are d n distinct roots α 1 , . . . , α d n of p n , and d n−1 distinct roots β 1 , . . . , β d n−1 of p n−1 . Moreover, the α i are precisely the roots of p(x) − β j q(x),
. We examine the extension K n /K n−1 in the case d = 2 and give conditions that ensure it is as large as possible. Recall that G n = Gal (K n /K). The assumptions of the previous paragraph imply an injection G n ֒→ Aut(T n ), where T n is the complete binary rooted tree of height n. Restriction gives a homomorphism Aut(T n ) → Aut(T n−1 ), whose kernel is generated by the transpositions swapping a single pair of vertices at level n, both connected to a given vertex at level n − 1. Thus the kernel is isomorphic to (Z/2Z) 2 n−1 . Hence Gal (K n /K n−1 ) must inject into this group. We now show how one can see this directly from the way that K n is constructed from K n−1 ; this point of view will also be the most useful for establishing our maximality results.
is a quadratic polynomial. Note that K n is obtained from K n−1 by adjoining the roots of p(x) − β j q(x) for j = 1, . . . , 2 n−1 , so we have that K n is a 2-Kummer extension of K n−1 , and indeed letting
It follows that Gal (K n /K n−1 ) ֒→ (Z/2Z) 2 n−1 . Using Kummer theory (e.g. [9, Section VI.8]), [K n : K n−1 ] is the order of the group D generated by the classes of the δ j in
That is, V is the group of relations among the δ j . One sees easily that V is an F 2 -vector space, and that the action of G n−1 := Gal (K n−1 /K) on the δ j gives an action of G n−1 on V as linear transformations. It follows that V is an
The following Lemma is due to M. Stoll [18] . We give the proof here for the sake of completeness. 
We now give a condition that will guarantee the extension [K n : K n−1 ] is as large as possible. A priori, this result depends on deciding whether an element of K n−1 is a square. However, we can actually give a condition ensuring [K n : K n−1 ] = 2 2 n−1 solely in terms of the arithmetic of K. We provide such a condition in Corollary 3.8.
Theorem 3.7. Let φ ∈ K(x) have degree 2 with φ n (∞) = 0 and φ n−1 (∞) = 0. Suppose that n ≥ 2 and that p n−1 is irreducible in K[x]. Let ℓ(p n−1 ) be the leading coefficient of p n−1 , let γ 1 , γ 2 ∈ P 1 (K) be the critical points of φ, and without loss say φ(
n−1 ). Remark. As in Theorem 3.5, if both γ 1 and γ 2 are finite, then it follows from (5) and n ≥ 2 that (17) may be replaced by
n−1 ). Proof. From the discussion immediately preceding Lemma 3.6, we have is irreducible, G n−1 acts transitively on the δ j defined in (16), implying that the only possible nontrivial element in
where as before the β j are the 2 n−1 distinct roots of p n−1 . By Lemma 3.3, this is equivalent to
resp.
The theorem now follows from the fact that p n−1 (x) = ℓ(p n−1 ) (x − β j ).
Let s = 2 if φ(γ 2 ) = ∞ and s = 1 otherwise. Then equation (18) can be summarized as
is not just an element of K n−1 but also an element of K, it cannot be a square in K n−1 unless all the primes of K n−1 that divide it lie over primes of K that ramify in K n−1 . Thanks to Theorem 3.2, we have a handle on the primes that can ramify in K n−1 , and thus we can use Theorem 3.7 to give a simpler condition ensuring that [K n : K n−1 ] = 2 2 n−1 . In the Corollary, we limit ourselves for simplicity of statement to the case when ∞ is distinct from the critical points and values of φ, and does not have 0 in its forward orbit. Denote by v p the p-adic valuation at a prime p in the ring of integers of K.
be the leading coefficient of p n−1 , and suppose that φ n (∞) = 0 for all n ≥ 1 and that φ has two finite critical points γ 1 , γ 2 with φ(γ i ) = ∞ for each i. Suppose further that there exists a prime p of K with v p (p n (γ 1 )p n (γ 2 )) odd and
Proof. If φ(∞) = ∞, the conditions in (19), along with (12) and induction, imply v p (Disc(p n−1 )) = 0. If φ(∞) = ∞, then the conditions in (19) and (11) give the same conclusion (note that ∞ not a critical point and φ(∞) = 0 imply that k 1 = k 2 = 0 in (11)). Hence p does not ramify in K n−1 . Therefore there is a prime P in the ring of integers of K n−1 with v P (p) odd, and it follows that v P (p n (γ 1 )p n (γ 2 )) is odd, so p n (γ 1 )p n (γ 2 ) cannot be a square in K * n−1 . The corollary now follows from Theorem 3.7 and the remark preceding it. Corollary 3.8 provides a convenient method for checking the maximality of G n for an arbitrary quadratic φ, at least for small n. In certain circumstances, it can even be used to determine G ∞ , although the difficulties in disentangling possible interactions of the two critical orbits at various primes are considerable. We illustrate with the family of quadratic rational functions
The critical points of φ a are 1 and −1/3; in addition, φ a has the two-cycle 1 → −1 → 1, and φ a sends 0 to 1. The behavior of one critical orbit is thus quite simple, and the fact that 0 is preperiodic ensures that elements of the other critical orbit are close to relatively prime. Define the polynomials p and q by φ = p/q; then
For k ≥ 2, we have the recursion
Note that the only primes ℓ where we might have
are those dividing 2(a+2). The reason is that if ℓ ∤ Res (q, p), then φ has good reduction at ℓ, and thus so do all iterates of φ [17, Theorem 2.18], implying that ℓ ∤ Res (p k , q k ). We remark that one can also apply Lemma 3.1 to the polynomials p k , q k , and p k q k to obtain an exact formula for Res (p k , q k ), which turns out to be a power of Res (p, q). Now let t ∈ Q, and suppose that for some k ≥ 1, we have p k (t) = q k (t). An induction shows that p k+i (t) = (4 + 2a)(p k+i−1 (t)) 2 if i is odd, and
It follows that there are positive integers r i , s i with
where r i ≡ s i mod 2. Suppose that ℓ ∤ 2(a + 2) satisfies ℓ | p k (t) for some k ≥ 1, and take k minimal with this property. Then since ℓ ∤ q k (t),
2 ≡ 0 (mod ℓ) and q k+1 (t) ≡ p k+1 (t) (mod ℓ).
It then follows from applying (21) with k + 1 in place of k that ℓ ∤ p k+i (t) for all i ≥ 1.
Proof of Thoerem 1.2. Consider the specialization a = 0, so
By the above analysis, any odd prime divides at most one term of the sequence p n (−1/3). Moreover, p 1 (1) = 4 and p 2 (1) = q 2 (1) = 2 6 , and thus it follows from (21) that p n (1) is an even power of 2 for all n ≥ 1.
We also note that (p n (−1/3), q n (−1/3)) ∈ (Z/5Z) 2 for n ≥ 1 gives the orbit
and thus neither of ±p n (−1/3) is a square for all n ≥ 1. Hence for each n there is a prime at which p n (−1/3) -and therefore p n (−1/3)p n (1) -has odd valuation. To apply Corollary 3.8, we need to show that for each n, this prime is not 2 or 3, since the leading coefficient of c and Disc p are both −12. Note, however, that that we don't need to consider n = 1, since clearly [
Consider first the 3-adic behavior of p n (−1/3). We have p(−1/3) = 4/3 and q(−1/3) = 20/9. From (20), we see that for k ≥ 2,
which implies that
Hence v 3 (p n (−1/3)) is even for all n ≥ 2.
Turning now to the 2-adic perspective, suppose that for some k ≥ 2,
and write p k−1 (−1/3) = 2 e u and q k−1 (−1/3) = 2 e w, where v 2 (u) = v 2 (w) = 0.
We then have
and similarly for q k . It follows that v 2 (p k (−1/3)) = v 2 (q k (−1/3)) = 2e + 2, and since v 2 (p(−1/3)) = v 2 (q(−1/3)) = 2, we thus have that v 2 (p n (−1/3)) is even for all n ≥ 1. Finally, we must show that φ n 0 (∞) = 0 for all n ≥ 1. But φ 0 (∞) ≡ 0 mod 3, implying that ∞ maps modulo 3 into the 2-cycle 1 → −1 → 1. We have thus shown that when a = 0, G ∞ ∼ = Aut(T ).
4. Discriminants, Irreducibility, and Galois Theory of quadratic rational functions with an order-2 automorphism
In this section, we consider the setting of Conjecture 1.3, namely φ(x) = k(x 2 + b)/x. In the interest of describing exactly the arboreal Galois representation associated to such a map, we choose not to take b = 1, since doing so implies that conjugation by x → x/ √ b is defined over K, introducing a possible additional quadratic extension. Note that φ n (∞) = 0 and φ n−1 (∞) = 0. Let ι(x) = −x, and note that ι acts on the roots of p n without fixed points, since 0 and ∞ are the only fixed points of ι and neither maps to 0 under any iterate of φ.
We wish to apply the same general program from Section 3 to this case. However, Theorem 3.5 and Theorem 3.7 do not apply, since the critical points satisfy γ 1 = −γ 2 and p n is always an even function. Hence p n (γ 1 )p n (γ 2 ) = p n (γ 1 )
2 is a square in K * n−1 for all n. Indeed, we will show that [K n : K n−1 ] = 2 2 n−1 for all n ≥ 2. As in Section 3, we have G n ֒→ Aut(T n ), and T n is the complete binary rooted tree of height n, provided that p n is separable. However, now the image of G n must commute with the action of ι on T n . We thus have G n ⊆ C n , where C n denotes the centralizer in Aut(T n ) of the element corresponding to the action of ι. As in Section 1, C ∞ := lim ← − C n plays roughly the role of a Cartan subgroup in the theory of Galois representations attached to elliptic curves with complex multiplication. We begin by describing the structure of C n in purely group-theoretic terms, then we proceed to give discriminant, irreducibility, and Galois-maximality results for maps of the form k(x 2 + b)/x. By slight abuse of notation, we write ι for the action induced by ι on T n . Because ι acts on T n without fixed points, its action on T 1 is non-trivial. Note that for any j < n there is a natural epimorphisms C n → C j obtained by restriction. For a vertex v ∈ T n , we define the height of v to be min i {v ∈ T i }.
Proposition 4.1. Let ι ∈ Aut(T n ) be any involution whose restriction to Aut(T 1 ) is non-trivial. Let C j be the centralizer in Aut(T j ) of ι restricted to T j , and let T a be a subtree of T n rooted at a height-one vertex of T 1 . Then the map
given by h(τ ) = τ | Ta is an isomorphism.
Proof. Because there are exactly two branches from the root of T n , there are exactly two subtrees of T n rooted at a height-one vertex of T 1 ; call them T a and T b . The heightn vertices V of T n may be decomposed into the union of the height-(n − 1) vertices V a ∈ T a and V b ∈ T b . Because ι acts non-trivially on T 1 and is an automorphism of T n , we have ι(T a ) = T b and ι(T b ) = T a .
Clearly h is a homomorphism. To show h is surjective, let σ ∈ Aut(T a ) and define τ ∈ Aut(T n ) by
One then checks that ιτ ι = τ . Since τ acts trivially on T 1 , τ ∈ ker(C n → C 1 ) and
To show that h is injective, let τ ∈ ker h, so that τ (x) = x for all x ∈ T a . Then since τ ∈ C n we have τ (ι(x)) = ι(τ (x)) = ι(x); that is τ acts trivially on all elements of T b as well. Thus τ = id.
In the next corollary, we describe the kernel of the restriction map C n → C n−1 . Recall that the kernel of the restriction map Aut(T j ) → Aut(T j−1 ) is generated by the transpositions swapping a single pair of vertices connected to a given vertex at level j − 1, and thus is isomorphic to (Z/2Z) 2 j−1 . Recall also that the Hausdorff dimension of a subgroup H of Aut(T ) is defined to be lim n→∞ log 2 #H n log 2 #Aut(T n )
, where H n is the restriction of the action of H to the tree T n . This gives a rough measure of the size of H in Aut(T ).
Corollary 4.2. Assume the hypotheses of Proposition 4.1, and assume also that p n is separable. Then there is an isomorphism between ker(C n → C n−1 ) and ker(Aut(T n−1 ) → Aut(T n−2 )). In particular,
and the Hausdorff dimension of C ∞ is 1/2.
Proof. Because we have assumed that p n is separable, T a is a complete binary rooted tree of height n − 1, and we have Aut(T a ) ∼ = Aut(T n−1 ). By Proposition 4.1 we then have a commutative diagram
where the rows are exact and the maps r 1 and r 2 are restriction. It is straightforward to check that this gives an exact sequence ker id → ker r 1 → ker r 2 → ker id, which completes the proof. The statement about Hausdorff dimension follows since
The orbit of the critical point when b = 1 will play a special role in the sequel, so we introduce the following notation.
and define p * n and q * n by the recursion in equation (5) . Finally, let δ n = kp * n (1). We now turn to the discriminant of p n . Note that one consequence of the following Corollary is that Disc(p n ) is a square in K 1 = K( √ −b) for all n ≥ 2, so that the action of Gal (K n /K 1 ) on the roots of p n is contained in the alternating group on 2 n letters.
Then for all n ≥ 2, we have
Proof. Since φ(∞) = ∞, we have φ n (∞) = ∞ = 0 for all n. We thus may apply (12) with the following data:
and c = k(x 2 − b), which gives d c = 2.
We can then compute the exponents given in (13):
We also have
and q(x) = x, an induction shows that p n is even for all n. Thus
A double induction on both q n and p n gives
The Corollary now follows from substituting the relevant values into (12) and simplifying.
Remark. It is necessary to assume that both −bδ i and δ i are not squares in K. Indeed, in the case k = 1, b = −5, one has −bδ 2 = 25, δ 2 = −5, and p 2 = (x 2 − 5x + 5)(x 2 + 5x + 5).
In the case k = 2/3, b = 1 one has δ 2 = 100/81, −bδ 2 = −100/81, and p 2 = (2/27)(4x 2 + 1)(x 2 + 4).
Proof. We begin by considering p 1 and p 2 . Clearly p 1 is irreducible if and only if −b is not a square in K. From (5) we have
Assuming that −b is not a square in K, we have that p 2 is irreducible if and only if
straightforward computation shows this holds if and only if 1 + 4k
2 is a square in K or −b times a square in K. Since 1 + 4k
and neither −bδ 2 = −bkp * 2 (1) nor δ 2 = kp * 2 (1) is a square in K, we conclude p 2 is irreducible. Now induct on n. The cases n = 1, 2 have been handled, so let n ≥ 3 and assume that p n−1 is irreducible. By Lemma 3.4, it is enough to show that for some root α of p n−1 ,
We do this by taking the norm of the left-hand side over
Hence the right-hand side of (23) is the same as
Because φ(∞) = ∞, we have φ n (∞) = 0 for all n. Hence deg p n−1 = 2 n−1 , and (deg p n−1 )/2 is even when n ≥ 3. Furthermore, since {α : φ n−1 (α) = 0} is the same as the set of roots of p n−1 and since p n−1 (α) = ℓ(p n−1 ) (x − α), the left-hand side of (23) is not a square in K 1 provided
Finally, the recursion in (5) applied in this case gives p n (
1 . But by assumption neither δ n = kp * n (1) nor −bδ n = −bkp * n (1) is a square in K, and thus δ n is not a square in K 1 . (To see this, suppose that c ∈ K with c = ( Recall from Corollary 4.2 that [K n : K n−1 ] ≤ 2 2 n−2 , with equality occurring if and only if ker(G n → G n−1 ) ∼ = ker(C n → C n−1 ). Using the methods of Section 3, we give a criterion ensuring that [K n : K n−1 ] is as large as possible. Theorem 4.6. Let k, b ∈ K * and define φ(x) = k(x 2 + b)/x. Assume that p n−1 is irreducible and n ≥ 3. Then we have [K n : K n−1 ] = 2 2 n−2 provided that there exists a prime p of K with Proof. As in the discussion preceding Lemma 3.6, K n is obtained from K n−1 by adjoining the square roots of Disc p(x) − βq(x), as β varies over the roots of p n−1 . In the present case, Disc p(x) − βq(x) = β 2 − 4bk 2 . Since −β is also a root of p n−1 , half of the square roots are redundant, and we have
In analogy with the discussion preceding Lemma 3.6, we have [K n : K n−1 ] = 2 2 n−2 /#V , where
n−1 }, and
The action of G := Gal K n−1 /K( √ −b) on the β j gives an action of G on V as linear transformations, thereby making V a F 2 [G]-module. Lemma 3.6 now applies to show that if #V > 1, then V contains a G-invariant element. Since p n−1 is irreducible, Gal (K n−1 /K) acts transitively on the β j . By the definition of the β j in (25), any σ mapping one β j to another must fix √ −b and thus must lie in G.
The hypotheses ensure that none of b, k, or p * i (1) can be zero, which by Theorem 4.5 shows that p n−1 is irreducible. Because n ≥ 3 and p n−1 is separable (since K is perfect), there are an even number of the β j , and we may replace j (β
2 ) with
Further, the roots of p n−1 consist of {±β 1 , . . . , ±β j }, so we have that
This product is ℓ(p n−1 ) −1 p n−1 (φ( √ b)), which via (5) is the same as ℓ(p n−1 )
By assumption in (24), there is a prime p of K with
Also from (24), we assume v p (δ j ) = v p (kp * j (1)) = 0 for 1 ≤ j ≤ n − 1, and since v p (k) = 0, we have v p (p * j (1)) = 0 for 1 ≤ j ≤ n − 1. By induction, Corollary 4.4 implies that v p (Disc p n−1 ) = 0. Therefore p does not ramify in K n−1 , whence there is a prime P of K n−1 with v P (p) odd. We then have v P (δ n ) odd, which means that δ n cannot be a square in K n−1 .
By Theorem 4.5, to show that p n is irreducible for all n ≥ 1, it suffices to show that none of −b, −bδ n , or δ n is a square in K for all n ≥ 2. By Theorem 4.6, a relatively small amount of knowledge about the primes dividing the δ n then allow one to show G n ∼ = C n . We also note that given Proposition 2.1, the role played by b is actually a minor one because it is simply a twist parameter.
In the next section, we prove Theorem 5.3, which implies Theorem 1.8. We then give several sufficient conditions to show −bδ n and δ n are not squares in K (Theorems 5.7-5.10), before giving a further sufficient condition on k that ensures that G n ∼ = C n (Theorem 5.13).
Maximality and finite index results
In this section we apply the results of Section 4 to obtain results showing G ∞ is a large subgroup of C ∞ in many cases. The map φ(x) = k(x 2 + b)/x ∈ K(x) is given in homogeneous coordinates by
Recall that
Many of our results in this section exclude the case where φ is post-critically finite, and so we begin by showing that this case is rare.
Proposition 5.1. Let K be a number field and φ(x) = k(x 2 +b)/x with k ∈ K * . If φ is post-critically finite, then the standard (absolute) multiplicative height of k is at most 2. In particular, there are only finitely many post-critically finite φ over any number field.
Remark. This is best possible, since k = ±1/2 give post-critically finite maps. Using Proposition 5.1, one easily checks that these are the only k ∈ Q that give post-critically finite maps.
Proof. Begin by noting that φ is conjugate to k(x 2 + 1)/x over K, and a map is post-critically finite if and only if all its conjugates are. Therefore we may consider φ * (x) = k(x 2 + 1)/x. The critical points of φ * are ±1, and their orbits are interchanged by the involution z → −z. So φ * is post-critically finite if and only if the orbit of z = 1 is finite.
Recall that the standard (absolute) multiplicative height of k ∈ K is defined to be
, where M K is the set of places of K and n v = [K v : Q v ] is the local degree of v. Consider first an archimedean place v of K, and for simplicity denote |·| v by |·|. Suppose |k| > 1. One checks that ∞ is a fixed point of K with multiplier 1/k, and hence is attracting. By [1, Thm 9.3.1], ∞ must attract a critical point monotonically (i.e. the critical point does not land on ∞), proving that φ is not post-critically finite. Now let v be a non-archimedean place of K. If |k| > 1, then for |x| > 1 we get
It follows that x cannot have a finite orbit under φ. Now |φ(1)| = |2k|, and this equals |k| provided that v does not lie over 2. If v does divide 2, then we still have |2k| > 1 provided that |k| > |1/2| = 2. Hence if φ is post-critically finite, we must have |k| v ≤ 1 for each place v ∈ M K not over 2, and |k| v ≤ 2 for each place v ∈ M K over 2. Suppose that φ is post-critically finite, and assume
Taking the d th root gives the desired height bound of 2.
Lemma 5.2. Suppose that for some prime
Proof. Without loss of generality, we may assume n < m and that n is the smallest positive integer satisfying v p (δ n ) > 0. The rough idea is that φ maps 0 to ∞, which is a fixed point. Thus if φ n (1) ≡ 0 mod p, then φ m (1) ≡ 0 mod p, and p cannot divide both p n (1) and p m (1).
We are given that v p (δ n ) = v p (kp * n (1)) > 0. From the recursion, we see that p * n (1) is a polynomial in k with integral coefficients and no constant term; hence v p (k) < 0 implies v p (p * n (1)) < 0. It follows that either v p (k) > 0 and we're done or v p (k) = 0 and v p (p * n (1)) > 0. We assume the latter scenario and derive a contradiction. We have v p (P * n (1, 1)) > 0, and thus Q * n+1 (1, 1) = P * n (1, 1)Q * n (1, 1) ≡ 0 mod p and
Induction gives Q * m (1, 1) ≡ 0 mod p and
, so by the minimality of n we have Q * n (1, 1) ≡ 0 mod p. By assumption we have k ≡ 0 mod p, and so it follows that p * m (1) = P * m (1, 1) ≡ 0 mod p. This contradicts our supposition that v p (δ m ) > 0. Theorem 5.3. Let φ be defined as in (27) . Suppose that none of −b, δ n , and −bδ n is a square in K for n ≥ 2, and also assume that φ is not post-critically finite. Then G ∞ has finite index in C ∞ .
Remark. From the proof below, it follows that only finitely many of the numbers δ n and −bδ n can be squares. However, this is not enough to ensure that p n (x) is irreducible for all n, and failure of this irreducibility provides an obstacle to showing [C ∞ :
Proof. We first claim that for any c ∈ K * , cδ n is a square in K for at most finitely many n. Note that cδ n = ckp * n (1). Let φ * (x) = k(x 2 + 1)/x and apply equation (6) to see that ckp * n (1) is a square if and only if
Without loss of generality, we may take n ≥ 4, and thus rewrite
It follows that cδ n is a square if and only if the curve ck · p * (φ * 2 (x)) = y 2 has a K-rational point (x, y) with x = (φ * ) n−3 (1). Since
this is equivalent to the curve
having a rational point with x = (φ * ) n−3 (1). The right-hand side of (28) is simply ck −1 p hypothesis. Thus the right-hand side of (28) has distinct roots, and hence the genus of C is 3. It follows from Faltings' Theorem [5, Part E] that C has only finitely many rational points, and thus cδ n is a square for only finitely many n.
To prove the Theorem, note that the hypotheses on −b, −bδ n and δ n allow us to apply Theorem 4.5 to show that p n (x) is irreducible for all n. We now wish to apply Theorem 4.6. Let S be a finite set of places of K, including all places dividing k, b, or 2, and all archimedean places. Expand S further, if necessary, so that the ring O K,S of S-integers is a principal ideal domain. Let U K,S denote the multiplicative group of S-units. Note that since δ n ∈ Z[k 2 ], there exists a n ∈ K with a 2 n δ n ∈ O K . Since O K,S is a UFD, we may write for each n,
, and π i ∈ O K,S irreducible, and this decomposition is unique. We permit the product on the right of (29) to be empty, and say j n = 0 in this case. By Dirichlet's Theorem for S-units [4, p. 174], U K,S /U 2 K,S is a finite group, and we let Σ consist of a set of coset representatives. Suppose that there are infinitely many n for which j n = 0. Because Σ is finite, there is a product c of elements in Σ with ca 2 n δ n a square in O K,S for infinitely many n. This contradicts the conclusion of the previous paragraph.
It follows that for all but finitely many n, there must be at least one π i in (29). Thus
Because v p i (k) = 0, Lemma 5.2 implies that p i divides at most one δ n . Theorem 4.6 then applies to complete the proof.
In light of Theorem 5.3, we now study the quantities −b, δ n , and −bδ n . We begin with a fundamental result on the polynomials P n (X, Y ) and Q n (X, Y ).
Lemma 5.4. Let S n , T n ∈ Z[k, X, Y ] be the polynomials not divisible by k that satisfy P n = k s(n) S n and Q n = k t(n) T n respectively, for some s(n), t(n) ∈ Z. Then we have
if n is even,
Moreover, for any n, S n and T n are homogeneous in X and Y , and relatively prime as polynomials in X and Y with coefficients in Z[k].
Proof. We proceed by induction. In this case it will be convenient for us to start with n = 0, in which case we put φ
. This gives S 0 = X, T 0 = Y, and s(0) = t(0) = 0.
, and t(1) = 0, which agree with the statements in the Lemma.
For n = 2, we have
, and s(2) = t(2) = 1, which again agree with the statements in the Lemma. Now suppose that n is even and that the statement of the Lemma holds for n − 1, so in particular t(n − 1) = s(n − 1) − 1. Then
Since k divides neither S n−1 nor T n−1 , it also does not divide S n−1 T n−1 , showing that T n = S n−1 T n−1 . Thus t(n) = 2s(n − 1) − 1 = s(n). Now suppose that n is odd and that the statement of the Lemma holds for n − 1, so in particular t(n − 1) = s(n − 1). Then
As in the case of n even, we have
As in the case of n even, it follows that T n = S n−1 T n−1 . Thus t(n) = 2s(n−1) = s(n)−1. It remains to show that S n and T n are relatively prime as homogeneous polynomials in X and Y with coefficients in Z[k]. Assume inductively the same statements hold for S n−1 and T n−1 . The homogeneity of S n and T n follows immediately from the recursions in the Lemma, which have already been established. Let F be an irreducible nonconstant homogeneous polynomial in X and Y with coefficients in Z[k]. If F divides T n , then F must divide either S n−1 or T n−1 , but cannot divide both since S n−1 and T n−1 are relatively prime. From the formula for S n in the Lemma it follows that F cannot divide S n , regardless of the parity of n.
For the remainder of this section we assume that b = 1, as in Conjecture 1.3. We thus have φ * = φ, p * n = p n , and q * n = q n . We put Lemma 5.4 to use to study the δ n , which will allow us to apply Theorem 5.3 in the case where K is real, since δ n > 0 and thus −δ n cannot be a square. Before proceeding, we note that
by Lemma 5.4. Since s(n) + 1 is always even, we have that δ n is a square in K if and only if S n (1, 1) is a square in K. To make this a bit more concrete, here are the first few P n (1, 1) and Q n (1, 1), with corresponding S n (1, 1) and T n (1, 1) easy to read off. We now present several results that show δ n is not a square for all n provided that there exist certain primes of O K and k satisfies conditions relating to these primes. These lead into Corollary 5.11, which shows that Conjecture 1.3 is true for certain real number fields K, including Q.
Theorem 5.7. Suppose that b = 1 and v p (k) = 0 for some prime p ⊂ O K with #O K /p = 2. Then δ n is not a square for all n ≥ 2.
Proof. Note first that #O K /p = 2 implies p | (2), and let e ≥ 1 be such that p e ||(2). We claim that p ∤ (P n (1, 1)) and p e || (Q n (1, 1)) for all n ≥ 2. We have (P 1 (1, 1)) = (2k) and (Q 1 (1, 1)) = (1), whence (P 2 (1, 1)) = k(4k 2 + 1) , which is not divisible by p because v p (k) = 0 and p | (2). Also, (Q 2 (1, 1)) = (2k), which is exactly divisible by p e . Since
2 ) and Q n (1, 1) = P n−1 (1, 1)Q n−1 (1, 1), the claim follows by induction. Now suppose that δ n ∈ K 2 for some n ≥ 2. Then kP n (1, 1) ∈ K 2 , and so
Rewrite this as
and to ease notation set z + P n−1 (1, 1) = s and z − P n−1 (1, 1) = t.
This gives Q n−1 (1, 1) 2 = st and 2P n−1 (1, 1) = s − t.
From the previous paragraph, v p (Q n−1 (1, 1)) = e = v p (2) and v p (P n−1 (1, 1)) = 0, giving 2e = v p (s) + v p (t) and (30) Theorem 5.8. Suppose that b = 1 and there is p ⊂ O K with #O K /p = 3. Then δ n is not a square for all odd n. If v p (k) = 0 then δ n is not a square for all n ≥ 1.
Proof. Note that O K /p ∼ = Z/3Z. Because S 1 (1, 1) = 2 and T 1 (1, 1) = 1, and the sum of the squares of two non-zero elements of Z/3Z cannot be zero, it follows by induction that S n (1, 1) and T n (1, 1) are not zero in O K /p. It then follows immediately from the recurrence for S n in Lemma 5.4 that S n (1, 1) ≡ 2 mod p for n odd, and thus cannot be a square in K for n odd. If v p (k) = 0, then the same statement holds for n even.
Theorem 5.9. Let b = 1. If one of the following holds then δ n is not a square for all n ≥ 1:
mod p, and the hypotheses of Theorem 5.8 hold.
Proof. For k ≡ ±2 mod p, the sequence (S n (1, 1), T n (1, 1)) modulo p is (2, 1), (3, 2) and then a repeating cycle of (6, 6), (5, 1), (5, 5) , (6, 4) , (3, 3) , (3, 2) , so S n (1, 1) is never a square modulo p. For k ≡ ±1 mod p, the sequence in question consists of the length-12 repeating cycle (2, 1), (5, 2), (1, 3) , (3, 3) , (4, 2), (6, 1), (2, 6), (5, 5) , (1, 4) , (3, 4) , (4, 5) , (6, 6) .
Hence S n (1, 1) is not a square modulo p for all even n, and combined with Theorem 5.8 this shows that δ n is not a square for all n ≥ 1.
Theorem 5.10. Let b = 1. Suppose that one of the following holds:
Then δ n is not a square for all n.
Remark. When K = Q, case (1) of Theorem 5.10 applies provided that there is a prime p with v p (2k ± 1) > 0 and p congruent to 3 or 5 modulo 8. In particular, if k is an integer and 2k ≡ 0 mod 8, then one of 2k ± 1 must be equivalent to 3 or 5 modulo 8, implying that some divisor of 2k ± 1 is equivalent to 3 or 5 modulo 8. Hence if k is an integer not divisible by 4 then δ n is not a square for all n.
Proof. It follows from the definitions of P n (X, Y ) and Q n (X, Y ) that if ǫ n = kQ n (1, 1), then
Suppose first that we are in case (1) . One checks that δ 2 − δ 1 , δ 3 − δ 2 , and ǫ 3 − ǫ 1 are all divisible by both 2k − 1 and 2k + 1. Hence for p | (2k − 1) or p | (2k + 1), we have δ 3 ≡ δ 2 ≡ δ 1 mod p and ǫ 3 ≡ ǫ 1 mod p, which by (33) and induction ensures that δ n ≡ δ 1 mod p for all n. But δ 1 = 2k 2 , which is not a square modulo p by assumption. For the other cases, one checks that 2k 2 ± k + 1 divides δ 3 − δ 2 , δ 4 − δ 3 , and ǫ 4 − ǫ 2 . As in the previous paragraph, this implies that δ n ≡ δ 2 mod p for all n ≥ 2. Now δ 2 = k 2 (4k 2 + 1). Suppose first that p | (2k 2 − k + 1). Then 4k 2 ≡ 2k − 2 mod p, so δ 2 is a square modulo p if and only if 2k − 1 is. But −2k
2 + k ≡ 1 mod p, so −k(2k − 1) is a square modulo p. Hence 2k − 1 is a square modulo p if and only if −k is.
If p | (2k 2 + k + 1), then 4k 2 ≡ −2k − 2 mod p, so δ 2 is a square modulo p if and only
is a square modulo p. Hence −2k − 1 is a square modulo p if and only if k is.
Corollary 5.11. Let K be a number field with a real embedding, and suppose b = 1 and the hypotheses of one of Theorems 5.8-5.10 hold. Then none of {±δ n : n = 2, 3, . . .} is a square in K, p n (x) is irreducible for all n ≥ 1 and G ∞ has finite index in C ∞ .
Proof. Because K has a real embedding, −1 is not a square in K, and by hypothesis we have that δ n is not a square for all n ≥ 2. Moreover,
Hence −δ n cannot be a square in K either. Thus by Theorem 4.5, p n (x) is irreducible for all n ≥ 1. Theorem 5.3 applies as well, proving the Corollary.
Remark. In the case K = Q, Corollary 5.11 applies to most values of k. For instance, when k is a positive integer, Theorem 5.10 alone applies to all k ≤ 10000 except for 55 values of k. Of these, the third part of Theorem 5.9 eliminates 21 values. The remaining 34 values can be ruled out with additional congruences. As in the argument of Theorem 5.9, one can compute the eventually periodic sequence of ordered pairs (δ n mod p, ǫ n mod p) and check whether δ n is a square mod p for elements in the cycle and also in the tail, i.e., those elements before the cycle begins. For instance, when p = 11 and k ≡ ±1 mod 11, the sequence has a tail of length 2 and a cycle of length 4. The four elements of the cycle have δ n not a square, and while the second element of the tail is a square, we need not worry about δ 2 being a square, since 4k 2 + 1 is not a square for k a positive integer. Hence δ n is not a square for all n when k ≡ ±1 mod 11. This eliminates 11 of the 34 remaining k values.
The 23 values of k that still remain may be handled with congruences involving higher moduli, as given in Table 1 . The second column is the modulus p of the congruence, the third and fourth columns give the tail length and cycle length of the sequence (δ n mod p, ǫ n mod p), and the fifth column gives the n, if any, such that δ n is a square modulo p. When there is a prime p < 200 such that both the tail and cycle contain no δ n that are squares modulo p, we have listed that prime. Otherwise, we have chosen p to minimize the exceptional n, which are always at most 3. Note that by Theorem 5.8, δ 1 and δ 3 are not squares, and as noted in the previous paragraph δ 2 cannot be a square for k a positive integer. We remark that the δ n need not be distinct for different values of n, which explains why it is reasonable to have long cycles not containing square δ n , as in the case of k = 840, p = 197 or k = 1620, p = 37.
We now wish to apply Theorem 4.6 to show that G ∞ ∼ = C ∞ for certain values of k, which demands finding a prime ideal dividing δ n to odd multiplicity but not dividing any δ m for m = n. In light of Lemma 5.2, it is sufficient to know that v p (k) = 0 to show that p must divide (δ n ) for at most one n. So if p | P n (1, 1), it is advantageous to know that p ∤ (k). We thus study the divisibility by k of the coefficients of P n (X, Y ) and Q n (X, Y ), given in the following data and Lemma.
The special case k = 1 (corresponding to φ(x) = (x 2 + 1)/x) plays an important role. We thus put
Note that a 1 = 2 and b 1 = 1 and
for n ≥ 2. We have for instance a 2 = 5, b 2 = 2, a 3 = 29, and b 3 = 10.
Another important quantity is the constant term of S n (1, 1), regarded as a polynomial in k. Set
We have σ 1 = 2, τ 1 = 1, and it follows from Lemma 5.4 that for all j ≥ 1,
For example, we have σ 2 = 1, τ 2 = 2, σ 3 = 5, τ 3 = 2, σ 4 = 4, and τ 4 = 10.
The following lemma relates these quantities.
Lemma 5.12. Let a n and σ n be defined as above, and let c be the smallest integer that is at least n/2. Then for each n ≥ 2,
, with e c = 1 when n is odd and e c = 0 when n is even. In particular, σ n is a product of powers of the a i with i < n/2 + 1.
Proof. The third part of (35) implies that τ j = σ j−1 · · · σ 1 for all j. The second part of (35) then gives that
We claim that σ 2j+1 /τ 2j+1 = a j+1 /b j+1 . For j = 1 we have σ 3 /τ 3 = 5/2 = a 2 /b 2 , so the claim holds. Now
By inductive assumption the last expression becomes (1 + a 
We now prove the Lemma by induction. Since σ 1 = 2 = a 1 1 and σ 2 = 1 = a 0 1 , the Lemma holds in these cases. Suppose now that the Lemma holds for all σ i with i < n. If n = 2j for some j, then c = j and (36) yields that σ 2j is a product of powers of the a i . The maximum index occurring in the right-hand side of (36) is due to σ 2j−3 , for which the smallest integer that is at least (2j − 3)/2 is j − 1, which is the same as c − 1. Hence σ 2j is a product of powers of the a i with i ≤ c − 1, as desired.
If n = 2j + 1, then c = j + 1. On the right-hand side of (37), we have by inductive hypothesis a j | σ 2j−1 , a j−1 | σ 2j−3 , . . . a 1 | σ 1 . Hence we may cancel the a j · · · a 1 on the left-hand side of (37) to get that σ 2j+1 is a product of powers of the a i . The largest index occurring on the right-hand side of (37) is j + 1, which equals c. Moreover, by inductive hypothesis the largest index appearing in any of the other factors is j, showing that a j+1 appears to only the first power.
Theorem 5.13. Let b = 1 and assume that −1 is not a square in K and each of the fractional O K -ideals (δ 2 ), (δ 3 ), . . . , (δ m ) is not the square of a fractional O K -ideal. Assume also that v p (k) = 0 for all primes p dividing a n := P n (1, 1)| k=1 for some n < m/2 + 1.
Proof. We begin by noting that if m = 1 or m = 2, then G m ∼ = C m is equivalent to p n (x) being irreducible, which is ensured by −1 and ±δ 2 not being squares in K (see first paragraph of the proof of Theorem 4.5).
From the proof of Theorem 4.5 it follows that −1, ±δ 2 , ±δ 3 , . . . , ±δ m not being squares in K implies p n (x) is irreducible for all n ≤ m. We may thus apply Theorem 4.6, provided that for each n with 3 ≤ n ≤ m we can find a prime p with v p (k) = v p (2) = 0, v p (δ n ) odd, and v p (δ t ) = 0 for each t ≤ n. Now, δ n = kP n (1, 1) = k s(n)+1 S n (1, 1)
by Lemma 5.4. Note that s(n) + 1 is always even, and thus the squarefree part of the fractional ideal factorization of (δ n ) (which is non-trivial by hypothesis) divides S n (1, 1). Therefore there is a prime ideal q ⊂ O K with q || (S n (1, 1)), so that v q (δ n ) = 1. We first show that q ∤ (k). If q | (k), then 0 ≡ S n (1, 1) ≡ S n (1, 1)| k=0 mod q. Thus q | (σ n ) in the notation of Lemma 5.12, and that Lemma shows that q | (a n ) for some n < m/2 + 1, contradicting our hypotheses.
Because q ∤ (k), we may apply Lemma 5.2 to show that q ∤ (P i (1, 1) ) for all i = n. It then follows from kP i (1, 1) = δ i that v q (δ i ) = 0 for all i = n. In particular, since P 1 (1, 1) = 2k, we have that q ∤ (2), completing the proof.
Corollary 5.14. Suppose that K = Q. Then there is a density zero set of primes Σ, consisting of 2 and primes congruent to 1 modulo 4, such that if v p (k) = 0 for all p ∈ Σ, then G ∞ ∼ = C ∞ .
Proof. Let Σ be the set of primes dividing a n := P n (1, 1)| k=1 for at least one n ≥ 1. Note that a 1 = 2, and so by assumption v 2 (k) = 0. Hence by Theorem 5.7 and the fact that δ 1 = 2k 2 , δ n is not a square for all n ≥ 1. Because δ n > 0 for all n, this shows that the fractional ideals (δ n ) are all not squares. We now apply Theorem 5.13, showing that G ∞ ∼ = C ∞ .
Note that for k = 1 it is certainly the case that v p (k) = 0 for all p ∈ Σ, and so we have G ∞ ∼ = C ∞ in this case. However, a n is the numerator of φ n (1) in the case where k = 1, and hence Theorem 6.2 applies to show that the natural density of Σ is zero.
Finally, a simple induction on the recurrence in (34), shows that a n and b n are relatively prime for all n. Since a n is the sum of two relatively prime squares, no prime divisors of a n can be congruent to 3 modulo 4.
Remark. It is easy to see if a given prime p ∈ Z belongs to Σ. Indeed, letting φ(x) = (x 2 + 1)/x, then we have φ n (1) = a n /b n , provided that b n = 0. Because the preimages of ∞ under φ are ∞ and 0, we have that b n = 0 only when a n−1 = 0; thus to see if p | a n for some n, we need only see if 0 occurs in the sequence (φ n (1) mod p) n≥1 . This is easily computable, since the sequence repeats after at most (p − 1)/2 entries. For instance, the primes in Σ less than 2000 are 2, 5, 29, 41, 89, 101, 109, 269, 421, 509, 521, 709, 929, 941, 1549, 1861. Some of these do not divide a n until n is rather large. For instance, 929 divides a 42 , but not a n for n < 42.
Remark. As noted in the Introduction, Corollary 5.14 may be far from best possible. Indeed, we have found no k ∈ Z for which [G ∞ : C ∞ ] ≥ 2. The only k ∈ Q where we can be sure this holds are those of the form a/b, where 4a 2 + b 2 is a square, since in that case the numerator of φ 2 (x) factors as two quadratic polynomials (see the remark following Theorem 4.5), and note that kp * 2 (1) = 4a 2 + b 2 , so the image of the action of Gal (Q/Q) on the second level of the tree T 0 of preimages of zero has order two. However, the image of C ∞ on the second level of T 0 has order four, implying that [G ∞ : C ∞ ] ≥ 2.
Density of prime divisors in orbits
In this section we use the group-theoretic description of C n given at the beginning of Section 4 to show that if p n is separable and G ∞ ∼ = C ∞ , then for any a ∈ K, the density of the set of primes of O K dividing some element of the orbit {φ n (a) : n = 1, 2, . . .} is zero.
We begin with a version of [8, Theorem 2.1] that applies to a large class of rational functions. By the natural upper density of a set of primes S in O K , we mean Theorem 6.1. Let φ ∈ K(x) be a rational function with p n separable for all n, and suppose that φ n (∞) = 0 for all n > n 0 . Let a n = φ n (a 0 ) with a 0 ∈ K. Then for any N > n 0 , the density of primes p of K with v p (a n ) > 0 for at least one n ≥ 1 is bounded above by (39) 1 #G N #{σ ∈ G N : σ fixes at least one root of p N }.
Remark. It is also true that (39) furnishes an upper bound for the density of primes p such that 0 is periodic in O K /pO K under iteration of φ. This follows from the fact that 0 is periodic in O K /pO K if and only if φ −n (0) ∩ O K is non-empty for all n ≥ 1; cf [7, Proposition 3.1].
Proof. We denote by F p the field O K /pO K , which is the same as O K,p /pO K,p , where O K,p is the localization of O K at p. Any x ∈ K has a reduction x ∈ P 1 (F p ). Provided that p ∤ Res (p, q) (i.e. φ has good reduction modulo p), we may reduce the coefficients of φ modulo p and obtain a morphism φ : P 1 (F p ) → P 1 ( We now use the Chebotarev Density theorem to show that
is given by the expression in (39), which along with (40) and (41) completes the proof. Except for finitely many primes ramifying in K(p N ), p N (x) ≡ 0 (mod p) having a solution in O K is equivalent to p N (x) having at least one linear factor in F p [x] . Except for possibly finitely many p, this implies that pO L = p 1 · · · p r , where L/K is obtained by adjoining a root of p N and at least one of the p i has residue class degree one [13, Theorem 4.12] . This is equivalent to the disjoint cycle decomposition of the Frobenius conjugacy class at p having a fixed point (in the natural permutation representation of G N acting on the roots of p N ). From the Chebotarev Density Theorem it follows [13, Proposition 7.15 ] that the density of p with pO L having such a decomposition is the expression in (39). Theorem 6.2. Assume the hypotheses of Theorem 6.1. Moreover, let C n be the centralizer in Aut(T n ) of an involution ι ∈ Aut(T n ) acting non-trivially on T 1 . Suppose that φ ∈ K(x) satisfies G n ∼ = C n for all n ≥ 1, and let a n = φ n (a 0 ) with a 0 ∈ K. Then (42) D(p ∈ O K : v p (a n ) > 0 for at least one n ≥ 1) = 0.
