ABSTRACT Spatiotemporal interest points (STIPs) are often extracted for action recognition in videos. But most of the current interest point detection methods are not suitable for multi-channel videos. In this paper, a new geometric algebra (GA)-based STIP detection method is proposed for action recognition in multi-channel videos. Specifically, we take the advantage of GA to represent multi-channel videos and develop a new method to obtain multi-scale space, and then GA-based difference of Gaussian is computed to detect STIPs. Experimental results show that GA-STIP method can achieve better performance for multi-channel video action recognition.
I. INTRODUCTION
In recent years, human action recognition has become an emerging research topic in the computer vision field, which has achieved satisfying accuracy and performed effectively in real application. However, it is still a challenging task to recognize human actions under scale variance and background interference conditions. Videos that display a certain category of human actions typically requires same or similar features about the spatio-temporal arrangement of relevant activity parts at multiple scales. Without such features these actions could be easily confused, since they generally have very similar photometric and background, at both local and global scales.
It is worth notice that the feature analysis has become one of the most important steps in processing and analysis of videos. Harris detector [1] has been successful used in various image processing tasks to locally detect and describe interest points, such as object recognition, robotic mapping and navigation, image stitching, 3D modeling, image similarity and classification.
In order to represent more complex data, traditional feature analysis methods have been extended to higher-dimensional space [2] - [4] . A spatio-temporal extension method is capable to detect interest points in both spatial and temporal domains. The extracted features should be invariant to scale, location and orientation changes. Mikolajczyk and Schmid [5] proposed the Harris-Laplace detector. Based on Harris-Laplace detector and the local invariant characters of gray video, Laptev and Lindeberg [6] first introduced a novel Harris 3D spatio-temporal corner detector to detect Spatio-Temporal Interest Points (STIPs). STIPs represent points where the local neighborhood has a significant variation in the spatio-temporal domain of the video.
The spatio-temporal regions around these interest points are then described using the 3D SIFT descriptor. The original SIFT descriptor is extended to 3D spatio-temporal architecture and has been used for human action recognition in video sequences [7] - [14] . The computation of local position-dependent histograms in the 2D SIFT algorithm are extended from two to three dimensions to describe SIFT features. The sub-regions surrounding the interest point are sampled, where each pixel contains a single magnitude value and two orientation values.
These descriptors of STIPs have been widely applied to human action recognition. Based on these descriptors, many works have been proved to be effective [15] - [24] . Niebles et al. [19] proposed a spatio-temporal bag-ofwords (BoW) method which represented videos by a codebook. First, STIPs of video are detected and calculated as descriptors. Thereafter, BoW generates a codebook by clustering these descriptors, and then STIPs are quantified into visual codewords. Finally, Support Vector Machines (SVMs) are used to identify human actions.
In analysis of multi-channel videos, the Harris 3D detector is one of the most useful methods for feature extraction in a plenty of applications. However, based on the traditional methods, the multi-channel video is often converted to a gray video. It causes not only a great loss of video information, which degrades the efficiency of the extracted features, but also failure in capture of the inner-channel information of color video because the algorithm extracts features from each channel independently.
In this paper, we propose a novel STIP extraction algorithm in GA space for multi-channel videos. Our main contribution is incorporating the GA theory into the traditional Harris 3D algorithm and Gaussian pyramid framework. As the traditional detector algorithms fail to detect features effectively from the multi-channel videos, we utilize the property of GA theory in order to represent a multi-channel video with multi-channel information. Specifically, we propose a new method to obtain the scale space of multi-channel videos by GA representation. Then, we use BoW and SVM to perform classification for action recognition.
II. RELATED WORK A. FEATURE EXTRACTION ALGORITHMS BASED ON HESSIAN MATRIX
To capture spatio-temporal events in video, methods [9] , [11] transform the 3-dimensional (add time axis to the 2-dimensional space) video signal to spatio-temporal matrix, followed by extraction of interest point. The method is described as follows.
1) SPATIO-TEMPORAL SECOND-MOMENT MATRIX
To achieve the invariance in both space and time, a spatiotemporal second-moment matrix is calculated. Interest points are extracted in three different planes -xy, yt and xt. Any random point can carry vital information in both the spatial and the temporal domains.
For a multi-channel video sequence with a W × H size, let f (x, y, t) denote the pixel at (x, y) in frame t. The convolution of multi-channel video signal f with the 3D Gaussian filter G constructs the linear scale-space representation L:
The Gaussian filter G is an extension of the 2D in time dimension.
The spatio-temporal Gaussian function with the spatial and the temporal scale parameters, σ and τ , is given by
To produce a spatio-temporal second-moment matrix with the Gaussian filter at scales σ i and τ i , differential operators are used to compute the second-order derivatives of L.
where
2) INTEREST POINTS DETECTION AND DESCRIPTION
Once the spatio-temporal matrix µ is constructed, points with significant variations of multi-channel video pixel values can be detected by maximizing all eigenvalues λ 1 , λ 2 , λ 3 of µ. Therefore, local extrema of the interest point in the xy, yt and xt planes can be obtained by carrying out the following operator H = det µ − k(traceµ) 3 . Similar to the original 2D SIFT proposed by Lowe and David [25] , the local extrema is detected by comparing each sample point to its eight neighbor-points in the matrix H . And, filtering is applied to remove noisy points and edges.
Extrema is detected from each block separately, and STIPs which fit the requirement of a detailed defined model can be extracted. In the model, the stable candidate points are marked as STIPs in a specific scale of the spatio-temporal matrix space. These points are described by the vectorized gradient values of the 3D neighborhood surrounding the point. In our method, the 3D SIFT is used to robustly compute the vectorized gradient values.
Based on the spatio-temporal space, extended algorithms with greater performance have been proposed utilizing various detectors and descriptors such as Harris 3D [5] , [8] , Cuboid detector [18] , Hessian detector [26] , 3D SIFT [12] , HOG3D [27] . However, the existing algorithms simply represent a single-channel video or a gray video instead of a multi-channel video. For example, although Harris 3D algorithm [8] use spatio-temporal matrix to obtain the spatio-temporal interest points of gray video, it is not capable of processing multi-channel videos and fail to preserve multiscale information. In addition, many algorithms of detecting or describing the features of color images have been proposed in recent years [28] - [31] . Li et al. [32] proposed a new scale invariant feature transform for multi-channel image using geometric algebra.
To make the spatio-temporal matrix be able to process the videos in different scales with more channels (i.e. the multi-channel videos), we propose a GA-based Spatiotemporal interest points (STIP) detection method.
B. GEOMETRIC ALGEBRA (GA)
William K. Clifford introduced Geometric Algebra (GA) [33] - [36] , also known as Clifford Algebra, which is an efficient tool for geometric representation and computation. GA provides a useful framework together with a set of effective algorithms for expansion, elimination and simplification. Besides, the coordinate-free property of GA enables it to easily carry out the geometric calculation and analysis in higher dimensional space. It has already become an important research tool for theoretical mathematics and physics [20] , [37] , [38] .
Let G n is n-dimensional Geometric Algebra with an orthogonal basis e 1 , e 2 , . . . , e n . If a ∈ G n , then, a can be represented as
where a 1 , a 2 , . . . , a n ∈ R.
In general, geometric product of the basis elements is not commutative. Two basis vectors e i and e j have many properties. It is denoted as follows.
e i e j = −e j e i , ∀i = j (5)
For vectors a and b, the geometric product is defined as
where a b represents the inner product; a ∧ b represents the outer product. The geometric product has the properties as the following.
The GA shows the complete mathematical relationship between the two vectors geometric product which is neither fully symmetric, nor fully anti-symmetric. In GA space, multi-vectors are the basic elements. Accordingly, a multivector V in G n can be represented by
III. THE GA-STIP ALGORITHM FOR MULTI-CHANNEL VIDEO
In this section, we present the process of the GA-STIP in details. The main idea of our algorithm is to incorporate the GA theory into the new scale space of the multi-channel videos, and then detect the STIPs based on the representation of the multi-channel videos in GA.
A. REPRESENTATION OF MULTI-CHANNEL VIDEO IN GA
Suppose an n-dimensional space G n , f is expressed as f =
Similarly, a multi-channel video also can be represented in GA as follows.
where f (x, y, t) represents a video frame of a multi-channel video at t moment, f i (x, y, t) is the pixel matrix of the ith-channel of the video frame f (x, y, t), and (x, y, t) is the 3D-coordinate in space-time space.
As a color video is the most common case which needs to be processed in reality, and is also a special case of the multi-channel video with 3 channels, we take color videos as an example to verify the effectiveness of our algorithm. The color video can be represented as following:
where the dimension represents the corresponding channel of color video. There are several color spaces such as the RGB (i.e. Red, Green and Blue), HSI (i.e. Hue, Saturation and Intensity), and HSV (i.e. Hue, Saturation and Value). The most common color space is RGB which is used in this paper.
B. SPATIO-TEMPORAL INTEREST POINTS OF MULTI-CHANNEL VIDEO
In the traditional feature point extraction algorithm, they firstly convert the multi-channel video into gray scales, and then carry out convolutional computation between Gaussian filter and gray videos to get the corner points with significant variations. The most important step is to use Gaussian filter to blurred video, which extracts edge and different resolution features. In our proposed method, we use a new Gaussian filter to process multi-channel video which is represented in the GA space.
1) STIP DETECTION IN GA SPATIO-TEMPORAL MATRIX
In multi-channel video, spatial and temporal information is represented by 3D coordinates (x, y, t). In addition, there is inner-channel information of n-dimensional space. Linking all information together is an n+3 dimensional in GA space. The spatial-temporal GA space is defined as R n+3 chan,spat,temp , where n denotes the channel number of multi-channel video (f 1 , f 2 , f 3 . . . f n ), 3 denotes the 3-dimensional coordinate of spatial and temporal (x, y, t). The corresponding GA is referred to as G n+3 . The coordinate of R n+3 chan,spat,temp is represented by (x, y, t; Because of the complexity of multi-channel dimensions, the 2-dimensional Gaussian function is not capable of processing video. Therefore, a novel 3-dimensional Gaussian function to process multi-channel of video is defined as follows. (13) where (x, y, t) denotes the 3D coordinate, σ i and τ i are the corresponding spatial and temporal scale parameters of Gaussian filter. In experiments, the Gaussian convolution kernel is used in the convolutional computation of the multi-channel video.
In G n+3 , the Gaussian convolution kernel from the Eq. (13) can be described as FIGURE 3, where
g ijkl e l and g ijkl ∈ R, and i, j, k denote the 3-dimensional coordinate of spatial and temporal information, l denotes the corresponding channel. According to the discussion above, the 1-side convolution of the multi-channel video f (x, y, t) and the Gaussian filter
where the product of G n+3 (x, y, t; σ l , τ l ) and f (x − i, y − j, t − k) is the geometric product. Based on the 1-side convolution, the 2-side convolution of the multi-channel video f (x, y, t) and the Gaus-
and P indicate the size of the convolution window. The product of G n+3 ( ) and f ( ) is geometric product.
Then GA is applied to L to get GA spatio-temporal scale-space. Let
To reduce the complexity of formula deduction, we use g i to replace
Accordingly, L 2 can be expanded as the following
So L is transformed in GA spatio-temporal space as follows. 
For a given scale of observation σ l and τ l , STIPs can be found from spatio-temporal second-moment matrix which is composed by the second-order derivatives of L to compute a second-order matrix at each point of the video. The spatio-temporal matrix µ at 3D pixel coordinates p(x, y, t) can be defined as
T . Then, spatio-temporal Harris corner response function H is designed as Eq. (26) . The coordinates of the local maximum-valued points, which are also the coordinates of interest points, can be obtained in the H . In order to generate the response function H , the eigenvalues of the spatio-temporal matrix need to be calculated, and then be used to carry out the addition and multiplication operation. The threshold value of the H is set to determine whether the corresponding point is an interest point. Therefore, the Hadamard product is used to compute the rank and value of matrix.
For the same dimension A and B, the Hadamard product is a matrix, which have the same dimension as the operands. The elements of the Hadamard product given by (A B) ij = (A) ij (B) ij .
det(µ) = a 11 
The response function H is produced by combining the determinant and the trace of µ in the following way. Based on det(µ) and trace(µ), the response function H can be computed as follows. The value of k is generally set at 0.04∼0.06.
The final result of the function H is a matrix, the size of which is N * M * L . N * M represents the size of frames of the video. L denotes the total number of frames of video. Local extrema is detected by comparing each sample point with its eight surrounding neighbor points and the corresponding nine points in both frames former and latter.
2) GA SPATIO-TEMPORAL OF GAUSSIAN PYRAMID
However, using single Gaussian kernel to extract feature lacks multi-scale information. To achieve the invariance in both space and time, we calculate a spatio-temporal Gaussian pyramid. The principle of the scale space is to imitate the operating principle of human retina, which is similar to get the contour of the object when we observe distant objects. And it means that the larger the scale, the more blurred is the image. Therefore, it is very necessary to establish Gaussian pyramid for feature extraction.
At the same scale, feature values are extracted by different Gaussian variances σ l and τ l , The Gaussian scale space is given as follows.
The parameters are defined as
where l is the parameter to control the number of layers, and generally l is equal to 3. Signal can be downsampled spatially and temporally from the last scale of the former layer and generates a layer with the lower frame rate and smaller-sized frames. The frame size at level G i is
The method of scale space derives from the traditional algorithm. At different scales, we can get more stable interest points by merging feature points. The most significant advantage is that our method is capable of detecting feature points on multiple channels when processing multi-channel video. Consequently, when dealing with complex videos, this novel algorithm will make better use of multi-scale and multi-channel information.
C. SPATIO-TEMPORAL DESCRIPTORS OF FEATURE POINTS
We assign each STIP one or more orientations based on local gradient directions, which is the key step in achieving invariance to rotation. Given a STIP in the Gaussian video space L (x, y, t; σ l , τ l ), it can be obtained from formula (22) that the local gradient of the STIP is calculated from the ith-channel of the Gaussian video space. The gradient magnitude m 3D (x, y, t) and orientation θ(x, y, t) can be computed through the pixel of neighbor points:
Compared with the traditional 2-D SIFT in the calculation of pixel direction, it can be observed that ϕ now encodes the angle away from the 2D gradient direction. The direction angle θ represents the angle between the projection of the vector on the XY plane and the X axis, and the angle ϕ represents the angle between the vector and the XY plane. Because of the fact that L x 2 +L y 2 is positive, ϕ will always be in the range (− π 2 , π 2 ). This is a desired effect, causing every angle to be represented by a single unique (θ, ϕ) pair.
As is shown in FIGURE 6 , the video sequence is divided into spatio-temporal cubes, which are pixel points spaces extracted surrounding the interest points in video. The arrow of each pixel point denotes the gradient direction, and the length means gradient value. The arrow in the left sphere represents the gradient direction, which is denoted by θ and ϕ. The gradient amplitude and direction of each pixel in the cube is calculated by using Eq. (28) ∼ (30). Since the area occupied by each bin on the sphere is different, the closer to two poles of the sphere, the smaller the area is occupied by bin, so it should be normalized. Therefore, it makes more sense if the area of each bin is equal.
As is shown in FIGURE 7, we divide the sphere approximately as 80 congruent triangles. We define a 3-dimensional vector in each triangle, which points from the center of the sphere to the center of triangle and then forms a 80*3 center vector set V center =(V center1 , V center2 . . . , V center80 ). Then, the direction of each pixel in the cube is calculated as follows.
The next step is to determine the projection distance of the direction vector of each pixel in the cube to V center . The green line in FIGURE 7 denotes the projection distance, and the longest distance is considered as the vector direction of the pixel point. Gradient amplitude of pixel points constructs a weighted histogram for the 3D neighborhood points around a given interest point. When constructing gradient histogram of STIPs, we used 80 bins to represent the given interest point.
D. ACTION RECOGNITION OF THE MULTI-CHANNEL VIDEO 1) CLUSTERING OF FEATURE DESCRIPTORS
To detect similar events in the video data, it is necessary to classify the descriptors first, which benefits action recognition. The same action produces different feature points in different videos, but feature descriptors of them are inherently similar. After classifying feature descriptors, vectors can be used to represent the internal correlation of each action.
Feature descriptors in this paper are clustered using k-means clustering algorithm. The feature descriptors of all the videos on the training set are collected into the same data set. We derive n clustering centers, each of which is considered as spatio-temporal vetor W = {f 1 , f 2 , f 3 , . . . , f m }, where m denotes the dimension of the feature descriptor. All spatio-temporal vetors V = {w 1 , w 2 , w 3 , . . . , w n } of the data set are called spatio-temporal codebook.
2) CLASSIFICATION OF HUMAN ACTION
According to the above steps, we can train spatio-temporal codebook corresponding to different action classes. We describe a description subset as M = {m 1 , m 2 , m 3 , . . . , m s }, where s means the number of descriptors for a multi-channel video.
Based on the spatio-temporal codebook V = {w 1 , w 2 , w 3 , . . . , w n }, we calculate the Euclidean distance of each spatiotemporal vector w i and the feature descriptor in spatiotemporal codebook. The feature descriptors of each training set video are classified according to the spatio-temporal codebook, and a histogram vector can be acquired. The histogram vector can be expressed as H = {h 1 , h 2 , h 3 , . . . , h n }.
Finally, a nonlinear support vector machine (SVM) is applied to classify. The formula for calculating the kernel function of SVM is as follows. (32) where H i and H j is histogram vector, n is a space-time codebook dimension. A represents the average distance between all training samples. Instead of feature descriptors, SVM identifies actions by the histogram vectors of training set.
E. THE IMPLEMENTATION OF GA-STIP
We summarize the proposed algorithm (GA-STIP) for human actions recognition by the following steps.
Step 1: Represent an input multi-channel video f (x, y, t) in the GA by Eq. (11) . Each frame in the multi-channel video is represented by a multi-vector.
Step 2: Remove the luminance part of the frames and retain the chromaticity frames f ch (x, y, t). It can reduce the influence of the luminance change [32] .
Step 3: Use the convolution and Gaussian filter in the GA to obtain the scale space L and GA-Gaussian scale space of f ch (x, y, t) by Eq. (27).
Step 4: Locate local maxima of the matrix H as STIPs under different Gaussian scales.
Step 5: Describe detected feature points using Eq. (28)- (30) .
Step 6: Create space-time codebook.
Step 7: Train human action classifier.
Here we take the color video as an example. The color video consists of three channels, so it can be expressed as a Eq. (12). Then we make a 2-side convolution of the color video, and we can get the simplified channel Fusion expression (22) . The interest points are calculated based on Harris 3D Algorithm. By changing Gaussian variances σ l and τ l , the Gaussian scale space can be constructed as shown in FIGURE 5. Therefore, we can obtain the interest points at different scales. The histogram of feature points in video can be obtained by 3D SIFT feature descriptors. Then, the BoW clustering algorithm is used to form the spatio-temporal codebook through video feature histogram clustering. Finally, the feature of the video is classified in the spatio-temporal codebook to form an one-dimensional vector, which can be classified by SVM.
IV. EXPERIMENTAL ANALYSIS A. DATA SETS
The Weizmann database (http://www.wisdom.weizmann.ac.il /∼vision/SpaceTimeActions.html), UT-interaction database (http://cvrc.ece.utexas.edu/SDHA2010) and UCF11 database (http://crcv.ucf.edu/data/UCF_YouTube_Action.php) are tested for the classification effect and include 16 different action categories. The Weizmann dataset contains 10 categories, which are bend, jack, jump, pjump, run, side, skip, walk, wave1 and wave2. 93 action videos have completed by 9 performers. Another UT-interaction dataset contains 6 categories and 120 action videos, which are Shaking, Hugging, Kicking, Pointing, Punching and Pushing.
B. EXPERIMENTAL ANALYSIS
In this section, we will combine theoretical and experimental results to analyze the method of this paper, and discuss the advantages of the GA-STIP algorithm in extracting spatio-temporal interest points, and the effect of clustering features on subsequent steps.
1) COMPARISON OF TEMPORAL AND SPATIAL FEATURE POINTS
GA-STIP algorithm can extract information from each channel in multi-channel video. Therefore, more effective feature points can be extracted from the feature matrix in GA space. In order to verify the effectiveness of the GA-STIP algorithm, the comparison of the number and the effective of spatio-temporal interest points will be performed under the same threshold conditions. Another kind of comparison algorithm selects Harris 3D to extract spatio-temporal interest points under the corresponding gray video.
Under the same experimental environment set up for two different datasets, the result is showed in FIGURE 8 and  FIGURE 9. FIGURE 8 shows the number of STIPs detected VOLUME 6, 2018 in gray video and original video in 10 action categories of Weizmann database. FIGURE 9 shows the number of STIPs detected in gray video and original video in 6 action categories of UT-interaction database. The number of STIPs extracted from original color video is far more than that of STIPs extracted from gray video. There are two reasons for the good effect of GA-STIP algorithm. Firstly, with different spatial and temporal scale parameters applied in feature extracted, multi-scale information can be detected. Compared with Harris 3D calculated using a fixed-scale space, the number of STIPs extracted by our algorithm are more abundant. Secondly, multi-channel video contains more information than single-channel video, so GA-STIP algorithm can detect more STIPs by using original color video directly.
However, the detected STIPs cannot all be used, a large number of which located in the background need to be excluded. After the filtering algorithm, the comparison of effective STIPs is shown as follows.
In FIGURE 10, we choose 4 as both the spatial and temporal scale parameters. (a) shows STIPs of example frames of Weizmann database detected by GA-STIP Algorithm (top row) and Harris 3D Algorithm (bottom row). (b) shows STIPs of example frames of UT-interaction database detected by GA-STIP Algorithm (top row) and Harris 3D Algorithm (bottom row).
In the experiment, the extracted STIPs need to be filtered through a filtration algorithm to eliminate the STIPs existing in the background. From the experimental results, it is clear that the STIPs final-extracted by the proposed algorithm basically exclude the false STIPs from background, which contribute to the effectiveness of STIPs that should be basically on the target person. In contrast, STIPs extracted using traditional Harris 3D algorithm to capture movement features of target person turn to be much less after filtered through a filtration algorithm and especially, plenty STIPs in (a) (4) still exist on the background.
While traditional Harris 3D algorithm extracts STIPs based on gray videos, the proposed GA-STIP algorithm takes advantage of the multi-channel information existing in color videos, preserve the RGB inner-relationship and achieve more effective STIPs.
As can be seen from FIGURE 11, our algorithm shows the advantages of extraction of STIPs by using different spatial and temporal scale parameters. In The experimental results show that when both spatial and temporal scale parameters are smaller, as σ = 2, τ = 2, GA-STIP algorithm extracts more points, while with larger parameters, as σ = 8, τ = 8, it puts much more emphasis on the features of bent joints. FIGURE 12 shows the STIP extracted using UCF11 dataset when we choose 2 as both the spatial and temporal scale parameters. The GA-STIP algorithm combines the advantages of both, and the number of STIPs are more abundant and more stable.
2) ADVANTAGE ANALYSIS OF GA-STIP
From the above analysis, it is obvious that the GA-STIP algorithm can obtain a large number of STIPs in the multi-channel video as compared to the gray video detected using the Harris 3D algorithm. Similarly, the GA-STIP algorithm also shows great advantages in effective spatio-temporal interest points. Consequently, it can be concluded that when performing spatio-temporal interest point clustering, good effects are exhibited due to the number of effective feature points.
C. EXPERIMENTAL RESULTS
We calculate the histograms of the visual-words, using the extracted local motion features, and concatenate them to a final feature set for SVM learning. Multiple classifiers are used to study the feature set, and generate N × N −1 2 SVM classifier. 
1) ACTION CLASSIFICATION OF WEIZMANN
The Weizmann dataset is one of the majority-used databases for human action recognition. We select the videos of the dataset for training and testing. The leave-one-out method is used to compute recognition accuracy. During the training process of The Weizmann dataset, the k-means clustering algorithm was used to cluster the sample feature set, and the space-time codebook of the sample space has been established. The selection of clustering dimension has an impact on the recognition performance. After experimental observation, the dimension of spatio-temporal codebook is 1000. TABLE 1 shows confusion matrix of Weizmann data set, and we can observe the action recognition effect of ST-STIP method on Weizmann data set. TABLE 2 shows the effect of action recognition on Weizmann data set compared with the Harris 3D method. The results suggest that our system can identify better. In TABLE 3, we compared our system with the previous systems on detecting actions from Weizmann data set.
2) ACTION CLASSIFICATION OF UT-INTERACTION
The UT-interaction dataset is also a very popular dataset about the daily interaction of human beings. These high-level actions contain a lot of complex information, which involves the combination of discriminatory atomic motions and human interactions. The UT-interaction is divided into two sub datasets, each of which contains six types of actions and 10 videos for each class. The leave-one-out method is used to compute recognition accuracy on each subset of data, and finally the performance has been averaged. When we process the UT-interaction dataset, the method is the same as that of Weizmann data set. After experimental observation, the dimension of spatio-temporal codebook is 5000. TABLE 4 shows the action recognition effect of ST-STIP method on UT-interaction data set and compared with the Harris 3D methods. It can be observed that our method can achieve better recognition accuracy.
3) ACTION CLASSIFICATION OF UCF11
UCF11 data set is very challenging due to large variations in camera motion, object appearance and pose, object scale, viewpoint, cluttered background, illumination conditions, etc. In our experiments, we select some videos of which the camera does not mobile. These videos are divided into 6 categories, which are basketball shooting, diving, golf swinging, soccer juggling, tennis swinging, and walking with a dog. The leave-one-out method is used to compute recognition accuracy on each subset of data, and at last the performance is averaged. While the dimension of spatio-temporal codebook in the traditional Harris 3D algorithm is 1800, in our method, the dimension of spatio-temporal codebook is 3500. TABLE 5 shows that the comparison between our method and traditional Harris 3D algorithm, which verifies that the VOLUME 6, 2018 FIGURE 11. The effect of STIPS using different spatial and temporal scale parameters of σ and τ . performance of our algorithm is better than other algorithms in each category.
4) DISCUSSION
In the above experiments, we find that the recognition accuracy is quite low for the category ''walking with a dog'' in the UCF11 data set. It is because that the video footage we select for this category keep moving and cause some points in the background to be extracted as feature points. In the process of background point noise processing, if the threshold value set by the filtering algorithm is too low, it could not effectively filter the noise points. In contrast, when the threshold value is too high, it could not extract enough useful STIP, which lowers the final recognition rate. This is a defect inherent in the traditional Harris 3D algorithm, which can only extract effective feature points from camera-fixed video. In the paper, our main contribution is the improvement in the traditional Harris 3D algorithm for the fixed camera video. This part of performance improvement can be reflected in our comparative experiments. This paper is the first to apply geometric algebra in video processing, and the fusion of video multi-channel information can be realized by the nature of geometric algebra. This idea can also be used in the latest algorithms, such as machine learning algorithms. Currently, in the field of machine learning, geometric algebra has been used in deep learning algorithm for image processing. Therefore, geometric algebra can be combined with deep learning algorithm for action recognition of video, which is believed to have better effects.
V. CONCLUSIONS
In this paper, we propose a novel algorithm based on the GA theory. Considering that the GA representation of the multi-channel videos contains rich channel information, we combine the spatio-temporal matrix with GA space to detect and describe the local STIPs in multi-channel videos. In order to complete the detection and location of the feature points in the multi-scale spaces, GA Gaussian filters are proposed and applied to obtain the scale space of multi-channel videos. We utilize the spatio-temporal gradient vectors to describe the STIPs in the GA. Compared with results of previous detection algorithms, our proposed approach extracts more robust feature points found in all channel videos of a multi-channel video. By evaluating the experimental results with action dataset, we have confirmed that the GA-STIP has improved performance in extraction of features from a multi-channel video and can recognize complicated human activities. The proposed GA-STIP achieves more accurate results in analysis of multi-channel videos. At next steps, we will combine geometric algebra with convolutional neural network for action recognition on complex scene. 
