Abstract-In this paper, we propose a method of MultiObjective Genetic Algorithms (MOGAs), NSGA-II and SPEA2, for document clustering with semantic similarity measures based on WordNet. The MOGAs showed a high performance compared to other clustering algorithms. The main problem in the application of MOGAs for document clustering in the Vector Space Model (VSM) is that it ignores relationships between important terms or words. The hierarchical structure of WordNet as thesaurus-based ontology is an effective technique, which is used in semantic similarity measure. We tested these algorithms on Reuter-21578 collection data sets and compared them with Genetic Algorithms (GA) in conjunction with the semantic similarity measures based on WordNet. Also, we used F-measure to evaluate the performance of these clustering algorithms. The experimental results show that the performance of MOGAs based on WordNet is superior to those of the other clustering algorithms in the same similarity environments.
Introduction
Clustering is an unsupervised classification technique that partitions the input space into K regions [1] . The document clustering classifies documents by grouping documents with similar features. The document clustering, which is one part of a clustering, is important in the text mining field [2] , [3] .
Currently, Genetic Algorithms (GA), which is one of the artificial intelligence algorithms, is widely used in document clustering. GA is a randomized search and optimization technique guided by the principles of evolution and natural genetics, which can be used in complex and large landscapes. It provides near optimal solutions [4] . Document clustering based on GA can provide appropriate cluster solutions using the searching capability of GA. The performance of the document clustering based on GA is better than other clustering algorithms [5] . However, it slows down the performance of clustering, so it is not used to prevent a premature convergence. To effectively avoid a premature convergence, Fuzzy Logic based on GA (FLGA), which exerts several control parameters to manipulate the crossover probability and the mutation probability of GA, has been proposed [6] . When the iterations of the best fitness without improvement reach consecutive maximum generations, the diversity of the population is extended by increasing crossover and mutation probability. Generally, it can effectively avoid trapping into a local optimum and also accelerate the evolving speed. However, it depends on several control parameters to manipulate the crossover probability and the mutation probability, such as parameter dependence. Recently, to solve these problems (premature convergence, parameter dependence), document clustering using Multi-Objective Genetic Algorithms (MOGAs) has been proposed [7] , [8] . MOGAs define the document clustering problem as a MultiObjective Optimization Problems (MOP) having two cluster validity indices. It uses two of MOGAs, NSGA-II [9] and SPEA2 [10] to solve MOP. Document clustering using MOGAs shows a higher performance than the other clustering algorithms (k-means, conventional GA). When these algorithms are applied in document clustering, most of them use the Vector Space Model (VSM) to represent documents. That is, each unique word in the vocabulary represents one dimension in vector space. However, document clustering has certain limitations when VSM is used, because VSM makes matches simply via keywords. Thus, the relationships between important words which do not co-occur are literally ignored in VSM [11] . In this paper we introduce MOGAs with semantic similarity measures for document clustering. We use the broad-coverage taxonomy and hierarchical structure of WordNet as a thesaurus-based ontology to detect semantic relationships between documents.
In the next section is a brief review of MOGAs. The details of MOGAs for document clustering with semantic similarity measures are described in section 3. Experimental results are given in section 4. Conclusions and future work are given in section 5.
II. Multi-Objective Genetic Algorithms
A.
Multi-Objective Optimization Problems
In the optimization problems, when there are several objective functions these problems are called MultiObjective Optimization Problems (MOP). MOP has many solutions that optimize one objective function but does not
B. Multi-Objective Genetic Algorithms
Various algorithms have been suggested in order to solve the MOP. They are dependent on the initial search space and various solutions cannot be found.
GA solves this disadvantage. GA simultaneously searches different regions of objective function space and makes it possible to find several members of the Pareto optimal solution set for difficult problems in a single run. The reproduction process enables the combination of existing solutions to generate new solutions [14] . GA for solving MOP is often called Multi-Objective Genetic Algorithms (MOGAs). Variations of MOGAs have been used in many applications and their performances were tested in several studies, i.e. PESA-II, SPEA2, NSGA-II, etc., representing leading research in this category. In these methods, NSGA-II and SPEA2 are easy to implement and do not have parameters for diversity in a population [15] . So, we applied these algorithms to document clustering.
III. MOGAs for Document Clustering with Semantic Similarity Measures

A. Document Representation
In most existing document clustering algorithms, documents are represented using the Vector Space Model (VSM). The document vector that represents the character of the document is formed by the weights of the terms indexed in a document [16] . We extracted the indexed terms by using stop words and Porter"s stemming, and calculated the term weight by Okapi"s calculation [17] . In VSM we use cosine measure to compute the similarity between two documents [18] . In order to perform document clustering, an important process is document representation. The general approach uses VSM to represent documents. VSM has many drawbacks. Because each unique term in the vocabulary represents one dimension in feature space, VSM needs a large number of features to represent high dimensions, and it can easily cause the overflow problem. Significantly, if we represent all documents by this method, it ignores relationships between important terms. In the natural language of a document, if VSM is used with words with the same concept, the meaning of these words becomes ambiguous. So, the document clustering algorithms are needed for an appropriate similarity measure.
B. Semantic Similarity Measures based on WordNet
The semantic similarity measure, which is an important issue in the field of text-oriented research, such as Natural Language Processing and Data Mining, is a proximity measure between words. The similarity between two words is often represented by the similarity between the concepts related with the two words. The version used in this paper is the WordNet 2.0, which has 144684 words and 109377 synonym sets. WordNet is an online software package developed at Princeton by a group led by Miller that can make it possible to measure the semantic similarity and relatedness between a pair of concepts [19] . It organizes the lexicon by nouns, verbs, adjectives, and adverbs, named synsets. Synsets represent terms or concepts with similar meaning and are organized into senses, which are different meanings of the same term [20] . The semantic similarity of two concepts c 1 and c 2 can be calculated from the tree-like hierarchical structure of WordNet. Generally, it used to find the shortest path connecting these two concepts. Figure 1 shows a part of such a hierarchical semantic knowledge base. The shortest path between ""wolf" and ""dog" is ""wolfmammal-dog". The minimal length of the path is 2. The synset ""mammal" is called the subsumer for concepts ""wolf" and ""dog".
In this paper we used the semantic similarity measure, which is based on the concepts inter-connected hyponymy (""Is-A") hierarchy given by Li et al., [21] . We used two strategies to calculate semantic similarity of two concepts, c 1 and c 2 . These strategies use the shortest path length between two concepts and depth of the subsumer in the hierarchy. Strategy 1 is denoted by: sim(c 1 ,c 2 )=f 1 (l) and Strategy 2 is denoted by: sim(c 1 ,c 2 )=f 1 (l)• f 2 (h), where l is the shortest path between concept c 1 and c 2 . h is the depth of subsumer in the hierarchy. Here, it is assumed that the impacts of parameters l and h on the similarity are independent of each other. Thus, f 1 and f 2 are independent functions. f 1 and f 2 defined by: f 1 (l) =e ), where α is a real constant between 0 and 1 and β > 0 is a smoothing factor. The semantic similarity between these two words (w 1 , w 2 ) is measured by: sim(w 1 ,w 2 ) = max{sim(c 1 ,c 2 )}, where, w 1 is represented by a number of a concepts (c 1,1 , c 1,2 , ..., c 1,a ) and w 2 is represented by a number of b concepts (c 2,1 , c 2,2 , ..., c 2,b ) . The semantic similarity between these two documents is then defined by:
where, m and n are the number of WordNet lexicon words included in documents d 1 and d 2 respectively. Unfortunately, some important words which transform to incomplete forms after stemming in a special document are not found in
The document clustering using GA with a single objective function can regarded as an optimization problem to optimize the cluster validity index. This view offers a chance to apply MOP on the clustering problem. Therefore, the document clustering was thought of as MOP optimizing two cluster validity indices through this trade off relation as: arg max (F CH (C i ) ˄ F DB (C i )), where CH and DB are represented as CH (Calinski and Harabasz) index [22] and DB (Davis and Bouldin) index [23] for the objective functions. C i is a chromosome and C i ={CN 1 , CN 2 , … , CN j , … , CN m }. CN j is the cluster number assigned to a document and 1<= CN j <= K. n is the number of chromosomes in a population, m is the number of documents and K is the number of clusters.
D. Chromosome Encoding and Evolution Principles
The chromosome is encoded by a string of integers. Each chromosome in the population is initially encoded by a number of m genes with an integer value in the range 1~K. Where, m is the number of documents and K is the number of clusters. Thus, each gene represents a document, and the value of a gene represents a cluster number. MOGAs using the cluster validity indices as the objective functions require higher computational complexity. Therefore, we adopted the simple cluster validity indices CH index and DB index for document clustering using MOGAs. Multi-point crossover and uniform mutation were adopted in the evolution operators [24] .
E. Document Clustering using NSGA-II and SPEA2
By applying the sharing technique, NSGA maintained the diversity of the Pareto Optimal Solution Set. The loss of the optimal solutions was caused in the evolutionary process because it has increased computational complexity and has not applied an elite preserve strategy. For this, NSGA-II, adding Fast Non-dominated Sort and Crowding Distance Assignment Operation, was proposed. Under the elite preserve strategy, SPEA stores the Pareto Optimal Solution Set separately. However, the diversity cannot be maintained because of the fitness an an assignment problem. So, an improved version of the SPEA, namely SPEA2, is proposed, which is the new Fitness Assignment and Archive Truncation Method. In MOGA, the Pareto Optimal Solution Set contains a large number of solutions. That is, document clustering using the MOGAs does not return a single cluster solution. The identification of promising solutions from the Pareto Optimal Solution Set has been investigated in several papers, named Decision Maker (DM) [25] . But, these techniques are very difficult. So, we manually selected one of the best cluster solutions in the Pareto Optimal Solution Set.
IV. Experiment Results
In this section, we implement our method of MOGAs, NSGA-II and SPEA2, for document clustering on the Reuters-21578 collection, which is one of the most widely adopted benchmark datasets in the text mining field, and compare and discuss the performance of MOGAs with conventional GA. Also, we used F-measure [26] to evaluate the performance of these clustering algorithms. The population number in our conventional GAs and MOGAs is 300. These algorithms are terminated when the number of generations reaches 1000 or when the iterations without improvement reach consecutive 20. In the current test data set 1, containing 200 documents from four topics (earn 50, gnp 50, cocoa 50, gas 50), data set 2, containing 200 documents from four topics (coffee 50, trade 50, crude 50, sugar 50) and data set 3, containing 300 documents from six topics (coffee 50, trade 50, crude 50, sugar 50, grain 50, ship 50) are selected. After being processed by word extraction, stop word removal, and Porter"s stemming, there are 2654, 3436 and 4210 index terms, respectively. Also, the index term weight that is extracted by using the Okapi"s calculation was determined. We implemented our experiments in two steps: First, the performance of the different document similarity measurements was compared. Second, the performance of our MOGAs for document clustering was compared with conventional GA in the same similarity measurement environments. The performances of the document similarity measurements were calculated by sim VSM , S 1 (Strategy 1) and S 2 (Strategy 2) were compared in this study. The basic parameters are set as: α =0.25 in Strategy 1 and α =0.2, β =0.6 in Strategy 2. The performance of the proposed clustering algorithm is then illustrated with the different similarity measures (Table 1) for each data set. From Table 1 we can see that with S 2 , our MOGAs almost get the best F-measure on all data sets. Consequently, document clustering using MOGAs based on semantic similarity measures with S 1 and S 2 shows a 6% and 10% better performance, respectively, than with VSM.
We also compared MOGAs with conventional GA in the same semantic similarity environment. The comparison results are shown in Table 2 . In summary, we can expect performance improvements of document clustering by using MOGAs with semantic similarity measures based on WordNet. Consequently, Figure 2 shows the computational times until generation of each data set of MOGAs and GAs is 1000 minutes. We can see from Figure 2 that the computational time of MOGAs is greater than that for GAs. We consider the F-measure of these clustering algorithms, which MOGAs and GAs based on semantic similarity measures with S 1 and S 2 , for the case of the increase of computational time until generation is 1,000. In order to make a fair comparison, we create the same initial population for MOGAs and GAs first. The CH index was selected because it obtained the best performance in GAs. Figures 3, 4 and 5 illustrate the results of the F-measure as an increase in computational time for each data set. We can see from Figure 3 that the F-measure increases with the raising of computational time. Although GAs converges rapidly for data set 1, the F-measure increases slowly which trap into a local optimum. The F-measure of MOGAs with S 2 increases rapidly and has better results than that of the GAs for data set 1. In Figures 4 and 5 , the GAs and the MOGAs are converged at almost the same computational time (about 5000, 12000 seconds respectively), but the F-measures of the MOGAs with S 2 are much better than that of the MOGAs with S 1 and GAs with S 1 and S 2 .
This implies that the MOGAs with S 2 are more effective than the MOGAs with S 1 and GAs with S 1 and S 2 at finding better clustering solutions. For each data set, the average Fmeasure values of the MOGAs, NSGA-II and SPEA2 with S 2 , are 0.95, 0.79 and 0.785 in each data set respectively.
V. Conclusions and Future Works
In this study, MOGAs, two of MOGA"s algorithms, NSGA-II and SPEA2, with two of the semantic similarity measures are proposed for document clustering. The main problem in the field of document clustering is that the document is represented as a bag of words, while the conceptual similarity between each pair of documents is ignored. So, we applied WordNet, which is one of the thesaurus-based ontologies for document similarity measure of document clustering to the Reuters-21578 documents collection to demonstrate the effectiveness of our clustering algorithm, which we have demonstrated to be superior to other clustering algorithms. In our two experiments, we compared the performance of the different document similarity measurements and compared them with conventional GA in the same similarity measurement environments. WordNet improved the clustering performance of MOGAs. The results show that our MOGAs, in conjunction with the Strategy 2, use the shortest path length between two concepts and depth of the subsumer in the hierarchy and get the best clustering. Also, Strategy 2 was more suited for resolving ambiguity of words in the corpus than Strategy 1. In the future, we will apply the matrix factorization technique, which consists of singular value decomposition (SVD), non-negative matrix factorization (NMF), and parallel processing, to the algorithms. In addition, we will adopt Decision Maker (DM) to select one of the best cluster solutions in the Pareto optimal solution set.
