Abstract: This paper describes research in the field of the improved methodology of the classification of vowels /a, a:/, / ε , ε :/, /i, i:/, /o, o:/, and /u, u:/ (vowel symbols according to IPA, i.e. International Phonetic Alphabet). The aim is to develop an improved method enabling the automatic allocation of vowel symbols to the corresponding time segments of acoustic recordings of an undisturbed speech signal. The combined classification method is based on finding frequencies of the first two local maxims (formants) in a smoothed linear predictive amplitude spectrum (LPC, linear predictive coding) and zero-crossing values of each speech active voiced short-term segment of the recording. Based on these monitored values, simple heuristic conditions are arranged for the classification of the respective vowel. Implementation of the algorithm was realized using the MATLAB environment and its Graphical User Interface (GUI) was used for the user interaction. Verification of the success rate of vowel classification was done using recordings of forty speakers (twenty men and twenty women), where each speaker repeated the vowels repeatedly with short successive pauses. The success rate of recognizing vowels is classified and evaluated based on results obtained from our designed method.
Introduction
Human speech is represented by a set of sounds, with a voiced and unvoiced character. The voicing of speech is created by periodic oscillation of tense glottis caused by a flow of air from the lungs. Unvoiced speech is generated by free air flow through a relaxed glottis. Voiced speech sounds can be used to distinguish the gender of the speaker or specific person. Based on the spectral properties of vowels a specific vowel can be identified, usually according to the position of the first two or three local maxims in the LPC amplitude spectrum, so-called formants [1] . Chougala and Shridar [2] proposed a method for the calculation of formant frequencies, which is based on a combination of results of searching formants in the LPC cepstral envelope and finding the roots of the denominator polynomial of the transfer function of the vocal tract. In the paper for recognition of vowels in fluent speech, the authors described an improved method based on searching the positions of the first two formants using an LPC amplitude spectrum and a retroactive check of the time period of the recognized vowel; see [3] and [4] .
Vowel automation recognition is based on detection of significant acoustic part of accents in the distributions of the formants for both vowels and diphthongs. Formants are the resonant frequencies of the vocal tract * Correspondence: josef.krocil@vsb.cz This work is licensed under a Creative Commons Attribution 4.0 International License. and additionally they also affect speaker and accent characteristics. Acoustic models are realizable by speaker characteristics for consistent performance and in language learning tools where detection can provide feedback to the user. Accent refers to a pattern of pronunciation in the use of vowels or consonants and intonation. For automatic speech recognition, in particular, the dimensional analysis is more attractive than the formant analysis.
Vowels in speech are nearly periodic segments of the speech signal and they are approximately equal to the sum of sinusoids with harmonically related frequencies. There is a possibility for examining vowels in the frequency domain. There are placed peaks that correspond to the harmonics that make up the periodic signal. The peaks are spaced more closely in some plots than others, corresponding to a lower fundamental frequency and thus a longer fundamental period. The fundamental frequency is independent of the vowel being produced. The overall shape of the frequency spectrum is different between the two vowels but remains relatively constant. These peaks are called formants and are known as the position primary feature that distinguishes one vowel from another. See [5] , [6] , [7] , [8] , [9] , [10] , [11] , [12] , and [13] This paper presents a new approach in vowel classification. Furthermore, this paper describes a newly proposed efficient method for distinguishing voiced and unvoiced sections in speech signals. The algorithm for the classification of vowels is made up of several linked parts. First, the discrete speech signal is preprocessed, i.e. modified appropriately (normalization of amplitude, etc.). Short-term equidistant sections of the recording, so-called frames or segments, in which speech activity was detected by the intensity detector, are then subject to a voicing analysis (cepstral analysis and zero-crossing calculation). Then, for a given voiced segment, an LPC model is created in whose amplitude spectrum the frequencies of the first two formants are searched for. Based on the formant frequencies and zero-crossing values, a certain vowel is allocated to the segment using heuristic rules. The individual steps of the algorithm are described in detail in the following sections; see also [14] and [15] .
Properties of vowels
In terms of acoustics, all vowels are voiced. It is possible to see a quasiperiodic profile with high amplitude in their acoustic signals. During the passing of the basic vocal cord tone F0 through the vocal tract, areas with a higher concentration of acoustic energy are produced, which are represented in the frequency profile by so-called formants, which are visible as local maxima in the amplitude spectrum. The position of formant frequencies is affected by the shape and cross-section of the oral and throat cavity. A change of the dimensions of the anatomical components, such as lips and tongue, will change the formant structure of sound and thereby create various vowels. With respect to time duration, vowels can generally be divided into short and long, which is evident from Czech vowels. In the case of short vowels (/a/, / ε /, /i/, /o/, /u/) the mean duration time ranges from 40 ms to 160 ms, and in the case of long vowels (/a:/, / ε :/, /i:/, /o:/, /u:/) it is 80 ms to 320 ms (vowel symbols according to IPA, i.e. International Phonetic Alphabet). As was mentioned above, the monitored parameters are mainly formants Fn, where n is the index of formant sequence. Typically, the first two to three formants are analyzed [16] . The values of formant frequencies are shown in Table 1 .
Methods of formant analysis

Linear predictive analysis
The production of a speech signal over a short time section (typically ranging from 15 ms to 32 ms) can be expressed using Eq. (1). The aim is to determine the parameters of the speech production model under the Table 1 . Frequency values of first two formants of Czech vowels [3] . Vowels (IPA) Formant F1 (Hz) Formant F2 (Hz) /i/, /i:/ from 300 to 500 from 2000 to 2800 /ε/, /ε:/ from 480 to 700 from 1560 to 2100 /a/, /a:/ from 700 to 1100 from 1100 to 1500 /o/, /o:/ from 500 to 700 from 850 to 1200 /u/, /u:/ from 300 to 500 from 600 to 1000 presumption that the k th sample of discrete signal s(k) can be described by a linear combination of Q previous samples in time and excitation u(k). Here, the signal u(k) is the equivalent of excitation impulses created by vocal cords.
Coefficients a i and gain G are the searched parameters of the model. Application of the Z transform to
Eq. (1) will lead to Eq. (2) for the transfer function of model H(z) .
Term Gu(k) in Eq. (1) is unknown and therefore an equation for the short-term function of energy E of prediction error e(k) must be introduced.
Prediction error e(k) is defined as the difference of the predicted sample valueŝ(k) from the actual signal sample s(k) . By leaving out term Gu(k) from Eq. (1) and inserting it into Eq. (3), the following equation is obtained:
Energy function E of prediction error e(k) has a minimum at a point where the partial derivative of energy E is minimal.
∂E ∂a
After finding the relation for the minimum of function E according to Eq. (5) and the appropriate modifications, we get a set of linear equations (Eq. (6)), whose solutions are coefficients a i . Eq. (6) pertains to the so-called autocorrelation method of the calculation of coefficients a i because R(…) are the coefficients of autocorrelation function of signal s(k).
Gain G can be obtained by the following equation:
The frequency response of the model of speech signal production can be obtained from Eq. (2), using substitution:
Usually the calculation of coefficients a i and gain G is done using the iterative algorithm designed by Durbin and Levinson [3] . After inserting the linear prediction coefficients and substitution according to Eq. (8) into Eq. (2), the estimated smoothed amplitude or power spectrum can be plotted, as shown in Figure 1 . 
Searching for formants in the LPC spectral envelope
The easiest and least demanding method, in terms of calculation, of determining formant frequencies is searching for local maximums in the LPC spectral envelope. The found peaks of the envelope are then represented by the corresponding values of their frequencies. As additional information, the bandwidth of the envelope peaks can also be given for the purpose of refining the search strategy. Peaks whose bandwidth exceeds 500 Hz are then excluded from the analysis [17] .
Calculation of poles of the transfer function
The values of formant frequencies may be determined based on the calculation of roots of the denominator polynomial of the transfer function of the LPC model of Eq. (2) according to the following equation:
whereas the resultant solution is dominated by pairs of complexly conjugated roots z i andz i . Roots are calculated using, for example, the Newton-Raphson or Bairstow method. One pair of complex conjugated roots can be expressed as:
where φ i is the complex number argument.
and the bandwidth B i can be calculated according to the following equation:
where T is the period of sampling of the acoustic speech signal.
This mentioned approach of solving complex roots usually does not allow the use of this method in real time; therefore, algorithms based on searching formants in the LPC spectral envelope are applied more often.
Nonstandard methods
The predominant methods for determining formants are based on linear predictive analysis. During the research of other methods of formant analysis, methods based on the sinusoidal decomposition of speech vibrations or on modeling sounds using Markov models [18] were used. Furthermore, we can also mention the application of learning classifiers, e.g., algorithm k -NN ( k nearest neighbors), where Mel cepstral coefficients (MFCC) [19] were used for the classification of vowels.
Design and implementation of algorithm
Analysis of the speech signal is performed on acoustic recordings in the offline mode. For selected algorithms, and mathematical relations that do not require elaboration for the actual solution, the following text shows links to the respective literature sources.
Making of recording and its preprocessing
Records of speech signals are obtained as mono-channel recordings in wav format with a sampling frequency F s of 16 kHz and a bit depth of 16 bits per sample. After loading the vector of samples obtained from the signal its mean value is subtracted from it and then amplitude normalization (to values ranging from -1 to 1) is performed. The next step is the performance of the signal preemphasis, given by the following equation:
whereŜ(k) is the value of the sample of signal S(k) after preemphasis and α is a constant ranging from 0 to 1. During implementation into MATLAB the value was set to 0.95. In the frequency domain the preemphasis is equivalent to the characteristic of a first-order high-pass numerical filter. The purpose of the preemphasis is to highlight the formant structure in the speech signal spectrum, which has a positive effect on the results of the formants analysis. The preprocessing algorithm is shown in Figure 2 .
Segmentation of the signal and detection of speech activity
Segmentation of speech signal
The analysis of the speech signal must be done in short time intervals for which the processed signal can be regarded as stationary. From recordingŜ(k) short-term segments, 32 ms (512 samples per segment) are extracted and weighted by the Hamming window function. The segments do not link up together directly in time (segmentation without overlap), but they overlap each other by half of their length. The first half of the samples of the current segment therefore consists of the second half of the previous segment's samples. This is segmentation with a half overlap, in which gradual signal changes, caused for example by coarticulation, can be better detected. The maximum number of extractable segments q max can be calculated from the following equation:
where M is the total number of recording samplesŜ(k) and N is the required number of samples per segment.
Symbol τ represents the segmentation shift, i.e. 256 samples in the case of the half overlap. The segmentation of the signalŜ(k) for 0 ≤ q ≤ q max − 1 is given by the following equation:
where s q+1 (k) is the extracted segment and w(k) is the Hamming window function, whereas (further with respect to the indexation of elements in MATLAB):
Segmentation according to Eq. (15) is integrated into the algorithm for the detection of speech activity, where the signal intensity is monitored for a specific extracted segment.
Detection of speech activity in segments
For the detection of speech activity, a simple detector of signal intensity with a variable detection threshold [20] was chosen, where signal intensity I of the short-term segment can be calculated using the following equation for 0 ≤ q ≤ q max -1 :
For this type of detector it is important to ensure that the start of the analyzed recording (e.g., for 1 s) contains only ambient noise without speech activity. This segment has a certain number of initial segments q init (selected by the user). The calculation of the average value of intensity from the initial segments ( Figure  3) gives the detection intensity I init , which is used for the calculation of the threshold intensity I r .
For each following segment, the signal intensity is calculated, which is compared to the threshold value I r . If the intensity in the analyzed segment is higher than the threshold value, the segment is classified as speech active, and in the opposite case as speech inactive. Speech inactive segments are used in speech pauses for the calculation of updated threshold intensity I r (calculated according to [20] ). Information about speech activity is stored in the A_SEG q+1 variable, where a speech active segment is represented by the value 1, otherwise by value 0. For each speech active segment the mean number of zero-crossings Z is calculated and stored, according to the following equation:
where the function sgn is defined as:
The values of Z q+1 are used in the next algorithm step as one of two criteria for determining the voicing of segments. The speech detection algorithm is shown in the flow chart (Figure 4 ).
Voiced/unvoiced analysis of speech active segments
Spectral analysis
Information about the presence of the basic vocal cord frequency F 0 in the speech active segment (if A_SEG q+1 = 1 ) can be obtained using the real cepstrum, according to the following equation:
where (I) FFT is (inverse) fast Fourier transform and c q+1 (n) are cepstral coefficients of the analyzed segment.
If the segment is speech passive (i.e. A_SEG q+1 = 0 ), the analysis of the speech activity of the next segment is continued. The linearity of the Fourier transform together with the nonlinearity of the logarithmic function will cause the separation of frequency components of excitation (vocal cords) from the frequency components of the vocal tract (formants). This is because in the short-term segment we can consider signal s q+1 (k) as the product of convolution of the excitation signal and impulse response of the vocal tract. The inverse Fourier transform of the logarithm module of the amplitude signal spectrum s q+1 (k) provides a real cepstrum (time domain), where the peak index is searched for (Figure 5 ), which represents the basic vocal cord period T 0 after recalculation. T 0 is given by the following equation:
where F s is the sampling frequency; see [21] and [22] . The interval in which the maximum peak is searched is derived from the presumed physiological range of T 0 or F 0 , respectively, i.e. ranging from 70 Hz to 400 Hz, which corresponds to cepstral coefficients c q+1 (n) , whose index n is 40 ≤ n ≤ 224. Searching for the maximum in this area is supplemented by the requirement for this maximum to be at least six times higher than the mean value only of positive cepstral coefficients in the given interval (determined experimentally). If the searched maximum in the cepstrum of the given segment is found, value 1 is assigned in the cepM q+1 variable, and in the opposite case 0 is assigned (Figure 6 ).
Determining the voicing of active segments
Determining the voicing of a segment is a criterion for initiating the formant analysis. Segment voicing is determined based on the condition, whose input parameters are values Z q+1 and cepM q+1 . If the value Z q+1 is smaller than or equal to 480 and, at the same time, if a cepstral peak, i.e. cepM q+1 = 1, is found, then the segment is declared as voiced and value 1 is assigned to variable voiM q+1 (0 if unvoiced). If the segment voicing condition is fulfilled, formant analysis is initiated, or it is refused the speech activity analysis of the next segment can be started (Figure 7) . The threshold value for zero-crossing is based on the relation between frequency f and zero-crossing Z in a short-term interval of 512 samples length, which can be expressed by the following equation:
where Z = 480 and the ideal sine or cosine signal is the resultant value f equal to 7500 Hz. In reality, the voiced speech signal in a short-time section is rather quasiperiodic; nevertheless, in the analysis of voicing, the values for signal zero-crossing can be used as a good indicator with satisfactory results. The width of the utilizable band of the speech spectrum is approximately from 70 Hz to 7500 Hz, whereas values from approx. 300 Hz to 7500 Hz are related mainly to formant characteristics of the vocal tract, where voiced speech is involved (vowels, nasals, etc.). Frequencies above 7500 Hz are not too important with respect to the formant analysis of vowels.
High Z values usually mean the presence of noise, particularly in the case of unvoiced sounds (fricatives, etc.).
No Yes
No Yes Figure 6 . Real cepstrum computation and cepstral peak localization algorithm. 
Analysis of formants and setting of classification conditions
Analysis of formants
The analysis of formants is based on the searching of frequencies of the first two formants in the LPC amplitude spectrum of the speech segment. The order of linear prediction Q equals 20 based on calculation [23] according to the following equation:
where as the Durbin-Levinson algorithm is used for the calculation of prediction coefficients and gain. The formants bandwidth is not calculated because it is presumed that during efficient classification of segment voicing and optimal prediction order the bandwidth of the first two formants will not exceed 500 Hz. After finding the frequencies of the first two formants F1 and F2, these frequency values are written to the f orreg q+1 (F1, F2) variable ( Figure 8 ). In MATLAB the f orreg variable is represented by the q + 1 index at the line position, and values F1 and F2 are stored in the first and second variable columns, respectively. The values of formant frequencies together with the zero-crossing values are used as features for the classification of vowels in the next algorithm step; see [24] and [25] . 
Arrangement of conditions for vowel classification
The classification of vowels is derived from typical values of the frequency range of formants F1 and F2 and the values of zero-crossing in the voiced segment. The analysis uses values stored in the f orreg q+1 (F1, F2) and Z q+1 variables. Due to the variability of these values for each individual (throat cavity shape, etc.), heuristic rules for the classification of vowels for the respective segment were determined experimentally. In the case of satisfying one of the conditions, a symbol representing a specific vowel is allocated to the respective segment.
Long and short vowels are not differentiated based on the range of formant frequencies (Table 1) . If the analyzed segment does not satisfy the decision-making conditions for vowels, then an empty symbol is allocated to it. These symbols are stored in the V OW q+1 variable. If other segments are available, analysis of the speech activity of the next segments continues (Figure 9 ) [26] .
The advantage of the heuristic approach is the absence of any training data (obtained by clustering, for example); however, the classification result is dependent on the judgment of an expert, who defines the classification rules. If necessary, these rules can be further ramified, which increases the probability of a correct result, but it also increases the complexity of the designed system. The aim is to always determine suitable representative tags and limit the ramification of conditions. The set of rules for vowel classification is defined in the following form:
End If
Experimental verification of the designed method
To verify the efficiency of the heuristic classifier, recordings of ten people were made: twenty men (speakers S1 to S20) and twenty women (speakers S21 to S40), where each person has ten speech sessions of successively spoken vowels, separated by short pauses. The intensity detector then detected the respective segments of the (Table 2 and Table 3 ).
The results show significantly different values of the total classification success rate between certain speakers. This is given mainly by the experimental setting between intervals of measured values (F1, F2, and number of zero-crossings), which allocate the respective vowels to speech segments. The lowest overall success rate applies to vowels /a/ and /u/, which were classified correctly in 66 of 100 measurements, i.e. 66%, and 67 times respectively, i.e. 67% of measurements. In the case of speakers S1, S2, S6, S7, S12, S13, and S18 (men) the vowel /a/ was proclaimed as vowel /o/ in the majority of the ten measurements. Vowel /u/ was incorrectly identified as vowel /i/, especially in the case of speaker S24 (woman, only 1 good estimate out of 10) and speakers S5
and S9 (men, only 2 correct estimates). The success rate of the classification of the vowel /o/ (74.5% male speakers, 71.5% female speakers) is incorrectly identified as vowel /a/ especially for speakers S23, S36, and S40
(women, only 1 correct estimate). The best overall results apply to vowels / ε / (estimate success rate 81.5% male speakers, 86.5% female speakers) and /i/ (94.5% male speakers, 97.5% female speakers), whereas vowel / ε / is successfully identified 3 times in the case of speakers S1 and S19 (men) and in the case of the remaining speakers the individual absolute occurrences are six to ten successful estimates. The occurrence rate of the correct estimates of vowel /i/ is 8 to 10 for the individual male speakers and 9 to 10 for the individual female speakers, which makes it the most successful estimate of all tested vowels. The range of the overall success rate of classification of all vowels by a specific speaker is from 56 percent to 90 percent. In the case of the analysis of separately spoken vowels it is not unconditionally necessary to analyze their voicing, because these were always voiced. In the case of the analysis of vowels and generally voiced sections contained in the word, the analysis of voicing is desirable and forms the basis for calculation of the mean value of F0, and based on this also for determining the speaker's gender. Figure 11 shows the time profile of the Czech word /tfas/ (translation to English: time) with a green-highlighted voiced section (result of voicing analysis), which pertains to the voiced segments of vowel /a/. The results of vowel classification in segments are also shown for this section. The future aim is to increase the algorithm's efficiency, especially for its use in fluent speech, where worse classification results are achieved due to coarticulation than in the case of separately spoken vowels. S9  10  10  10  10  2  84  S10  8  6  10  7  9  80  S11  7  6  8  7  9  74  S12  0  10  8  7  6  62  S13  0  10  9  6  6  62  S14  8  8  10  5  5  72  S15  8  10  10  5  10  86  S16  10  6  10  10  6  84  S17  6  8  10  7  7  76  S18  0  6  8  10  6  60  S19  10  3  10  10  4  74  S20  8  10  10  7  4  78  (%) 54.5 81.5 94.5 74.5 68.0
Conclusion
This paper describes the design and implementation of an improved combined method for the classification of vowels in a speech signal. The algorithm is based on short-term segmentation and the detection of the speech signal, from which only segments of a voiced character are extracted based on the results of spectral analysis and zero-crossing values. Based on the monitored values (first two formants in the LPC spectral envelope and zero-crossing values) the segments are then allocated the significance of a specific vowel, using a simple heuristic classifier. The efficiency of the algorithm was tested on separately spoken vowels. The future aim is its modification to achieve better results when applied to fluent speech. During testing, repeated recordings of vowels from ten people (twenty men, twenty women) were made. The highest classification success rate was achieved for vowel /i/, i.e. 97.5%, and the lowest for /a/, i.e. 54.5%. In the case of the remaining two vowels the success rate was 66% to 94.5%. Errors of vowel classification in segments were caused mainly by the allocation of another vowel or the allocation of an empty symbol, which can be caused by the merging of formants or background recording noise (effect on values of zero-crossing). The possible disadvantage can lie in the setting of the classifier rules, which is designed based on the subjective judgment of an expert; nonetheless, these rules can be easily modified for the further improvement of results. The advantage of the algorithm is mainly the simplicity and possible implementation in applications operating in real time. The quality of achieved results corresponds to the presumptions and possibilities of the presented newly designed combined method. In comparison to other familiar methods the newly developed combined method is comparable to currently used methods in terms of classification correctness; however, it is substantially simpler. This fact enables an increase in calculation speed and the use of the method for digital equipment with lower performance.
