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Abstract
We consider the problem of testing isomorphism of groups of order n given by Cayley tables.
The trivial nlogn bound on the time complexity for the general case has not been improved over
the past four decades. Recently, Babai et al. (following Babai et al. in SODA 2011) presen-
ted a polynomial-time algorithm for groups without abelian normal subgroups, which suggests
solvable groups as the hard case for group isomorphism problem. Extending recent work by Le
Gall (STACS 2009) and Qiao et al. (STACS 2011), in this paper we design a polynomial-time
algorithm to test isomorphism for the largest class of solvable groups yet, namely groups with
abelian Sylow towers, defined as follows. A group G is said to possess a Sylow tower, if there
exists a normal series where each quotient is isomorphic to a Sylow subgroup of G. A group
has an abelian Sylow tower if it has a Sylow tower and all its Sylow subgroups are abelian.
In fact, we are able to compute the coset of isomorphisms of groups formed as coprime exten-
sions of an abelian group, by a group whose automorphism group is known. The mathematical
tools required include representation theory, Wedderburn’s theorem on semisimple algebras, and
M. E. Harris’s 1980 work on p′-automorphisms of abelian p-groups. We use tools from the theory
of permutation group algorithms, and develop an algorithm for a parameterized version of the
graph-isomorphism-hard setwise stabilizer problem, which may be of independent interest.
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1 Introduction
We consider the Group Isomorphism problem when groups are given by their Cayley tables.
We design a polynomial-time algorithm to test isomorphism for the largest class of solvable
groups yet, namely groups with abelian Sylow towers, defined as follows. A group G is said
to possess a Sylow tower, if there exists a normal series where each quotient is isomorphic
to a Sylow subgroup of G. A group has an abelian Sylow tower if it has a Sylow tower
and all its Sylow subgroups are abelian. If two groups G and G∗ are isomorphic, the set
of isomorphisms is a coset of Aut(G) in Sym(G ∪ G∗), thus can be represented by a set of
generators of Aut(G) and an isomorphism between G and G∗.
I Theorem 1.1. There is a polynomial-time algorithm that decides isomorphisms between
two groups with abelian Sylow towers, when the groups are given by Cayley tables. If the
groups are isomorphic, the algorithm computes the coset of their isomorphisms.
Let us sketch the current state of the Group Isomorphism problem. For the general case,
a straightforward nlogn+O(1) algorithm has been known for about four decades (cf. [25]) and
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has not been improved. While isomorphism of abelian groups can be tested in linear time
according to Kavitha [21] (improving Savage’s O(n2) [29] and Vikas’s O(n logn) [33]), the
next natural target to consider, p-groups of class 2, turns out to be currently intractable;
nothing significantly better than the trivial nlogn bound is known. We note that p-groups
are solvable. Partly for this reason, Babai et al. consider semisimple groups, i.e, groups
without abelian normal subgroups (in certain sense the opposite of solvable groups), and
present a polynomial-time algorithm for this class in [6] (building on [5]). This work thus
amplifies the significance of the solvable case; every group has a solvable normal subgroup
such that the quotient is semisimple.
Recently, some progress has been made for some classes of solvable groups, notably for
those with at least one abelian normal Hall subgroup.
To explain, let us recall some definitions. For a group G, let N be a normal subgroup,
and H a subgroup of G. We say that G is a semidirect product of N and H, denoted as
G = NoH, if NH = G and N∩H = {id}. H is called a complement of N in G. A subgroup
is a Hall subgroup if its order is coprime to its index. The Schur-Zassenhaus theorem states
that a normal Hall subgroup always has a complement. In [26], Qiao, Sarma and Tang
present efficient algorithms for groups with an abelian normal Hall subgroup, assuming the
complement is either a group with a bounded number of generators, or an elementary abelian
group. [26] builds on a technique by Le Gall [13] which allows the normal Hall subgroup
to go from elementary abelian to abelian, and an algorithmic result by Babai [4] to test
equivalence of linear codes.
In [26], linear representation theory of finite groups was brought to bear on the Group
Isomorphism problem, and the reason that the case when the complement is elementary
abelian can be solved is mainly because the representations of elementary abelian groups is
well-known and can be combined with the algorithmic result on code equivalence. Even the
case when the complement is abelian, was not known. The main contribution of this paper
is to combine ideas from permutation group algorithms with several mathematical results to
compute in polynomial time the automorphism group of the semidirect product G = AoH,
where A is an abelian normal Hall subgroup, assuming Aut(H) is known. The following
result is an inductive tool used to prove Theorem 1.1. It can also be interpreted that we are
able to test isomorphism of groups formed as coprime extensions of an abelian group, by a
group whose automorphism group is known.
I Theorem 1.2. Let A be an abelian group, and H a group of order coprime to |A|. Suppose
two groups G and G∗ both can be decomposed as A o H. Then there is a polynomial-time
algorithm that computes the coset of isomorphisms between G and G∗, when the groups are
given by Cayley tables, and Aut(H) is given by a list of generators.
Successive applications of Theorem 1.2 along the Sylow tower gives our main result (Sec-
tion 3.1).
We briefly indicate the techniques involved. The main object of study is the action of
the automorphism group of H on the set of all linear representations of H up to equivalence
of representations. Basic facts of representation theory allow us to interpret this action
as a parameterized version of the string G-isomorphism problem (G a permutation group
acting on the set of indices), the starting point of Luks’ polynomial-time algorithm to test
isomorphism of graphs with bounded degree [22]. Thus we introduce the following paramet-
erized version of the setwise stabilizer problem: given P ≤ Sym(Ω) and ∆ ⊆ Ω, compute
P{∆} = {pi ∈ P | ∆pi = ∆} in time 2|∆| · poly(|Ω|). We solve this problem by adapting
Luks’s dynamic programming technique for hypergraph isomorphism [24]. Finally, we need
to generalize an argument by Le Gall [13] which reduces the case of abelian normal Hall
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subgroups to elementary abelian. The generalization allows the complement to be an ar-
bitrary group, rather than just a cyclic group. Of particular relevance is the work by M.E.
Harris on p′-automorphisms of abelian p-groups ([15], [16]). We also need an old result
by A. Ranum [27] on matrix representations of the automorphisms of abelian groups, and
Wedderburn’s classical theory of semisimple algebras (cf. Chapter 5 in [1]).
It has long been believed that p-groups or equivalently, nilpotent groups (as they are
direct product of p-groups) represent the hard cases for Group Isomorphism problem. Our
results do not change this perception since all nilpotent groups with abelian Sylow subgroups
are abelian.
1.1 Related work and the organization of the paper
We mention some group theory literature related to groups with abelian Sylow towers.
A Sylow tower of a group has been used in Chapter 7.6 in Gorenstein’s Finite Groups
[14]. A group is called an A-group if all its Sylow subgroups are abelian. An A-group is
not necessarily solvable, e.g. A5, while a group with an abelian Sylow tower is solvable.
Properties of A-groups have been studied, cf. e.g. [31], [20], and Chapter 12 in [9]. In
particular, in [9], the number of non-isomorphic solvable A-groups of order ≤ n is proved to
be nO(logn). On the other hand, in [26], the number of non-isomorphic groups with abelian
Sylow towers of order ≤ n is shown to be nΩ(logn). Both Sylow towers and A-groups are
discussed at length in Huppert’s classical monograph [19].
The construction of finite groups of a given order has been studied by group theorists. To
achieve this goal, criteria of isomorphism have been developed. The content of Section 4.2
is adapted from Taunt’s work on constructing A-groups [32]. In [8], Besche, Eick and
O’Brien surveyed the construction of finite groups of order at most 2000. In particular,
in [8, Section 3.3], coprime split extensions are considered, and a practical algorithm, due
to Eick, for listing all groups formed by coprime split extensions is presented. Work along
these lines often reflects brilliant insights and can be a potential guidance to polynomial-time
algorithms (as Taunt’s work in our case), but they do not (at least not directly) address the
time complexity of isomorphism testing, since their concern is to list all groups of certain
order up to isomorphism in practice.
Several recent papers are related to or motivated by the group isomorphism problem. The
works on groups without abelian normal subgroups ([5] and [6]), and groups with abelian
normal Hall subgroups ([13] and [26]) have been mentioned in the introduction. p-groups of
class 2 are generally believed to be the barrier for group isomorphism problem, and in this
regard, recent work by Wilson [34, 35] on the structure of p-groups is noteworthy. From the
complexity-theoretic perspective, we note that in [11], Chattopadhyay, Torán, and Wagner
show that graph isomorphism has no AC0-reduction to group isomorphism.
Given a permutation group P ≤ Sym(Ω) and a subset ∆ ⊆ Ω of the permutation
domain, the setwise stabilizer problem asks to compute P{∆} = {pi ∈ P | ∆pi = ∆}. Our
algorithm runs in 2|∆| ·poly(|Ω|). It is inspired by Luks’s simply-exponential time algorithm
for hypergraph isomorphism [24]. Generalizing the special case of the graph isomorphism
problem introduced by Babai in 1979 [3] to hypergraphs, Arvind et al. [2] consider the vertex-
colored hypergraph isomorphism problem, where isomorphisms are required to preserve the
colors and the color-classes have bounded size. They give a polynomial-time algorithm for
this case. As a tool, they consider another parameterized version of the setwise stabilizer
problem; the parameter is the size t of some P -stable set containing ∆. They presented an
algorithm with the same running time as ours, with t in the place of |∆|. Our parameter
“subsumes” theirs (as in our case ∆ is not required to be contained in some small P -stable
set), and the algorithms are different.
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The rest of the paper is organized as follows. We present the preliminaries in Section 2.
In Section 3, we explain the reduction of Theorem 1.1 to Theorem 1.2, and give an outline of
the proof of Theorem 1.2. In particular, in Section 3.2, we first reduce the original problem
of isomorphism computation (Problem 1) to Problems 2 and 3. This reduction is detailed
in Section 4. In Section 5, we present solutions to Problems 2 and 3 for the special case
when the normal group is elementary abelian; in this section, we establish new connections
to permutation group algorithms. Finally in Section 6 we indicate how general case of
Problems 2 and 3 reduces to elementary abelian case.
2 Preliminaries
2.1 General group theory
Groups are finite in this paper. Here we present a brief account of the concepts used, and
introduce notation. For a group G, if T ⊆ G generates G we write G = 〈T 〉. We writeH ≤ G
for H being a subgroup of G. An inner automorphism of a group G is the conjugation by
an element g ∈ G, i. e., the map ιg : x 7→ xg : g−1xg (x ∈ G). A subgroup N ≤ G is normal
if it is invariant under all inner automorphisms of G, and N is a characteristic subgroup
of G if it is invariant under all automorphisms of G. A subgroup is a Hall subgroup if its
order and its index are coprime. Given a group G and N  G, G is the group extension
of N by G/N . If N is a normal Hall subgroup, then G is the coprime extension of N by
G/N . Given a semidirect product decomposition G = N oH, the conjugation action of H
on N gives a homomorphism α : H → Aut(N). We denote this situation by G = N oα H.
In the language of extension theory of groups, G is called the split extension of N by H.
The well-known Schur-Zassenhaus theorem asserts that a normal Hall subgroup always has
a complement. That is, all coprime extensions split. In [26] it is observed that its proof
(e.g. Section 9 in [1]) is constructive, giving an efficient algorithm to compute a specific
complement.
I Theorem 2.1 (Algorithmic Schur-Zassenhaus theorem, cf. [26]). Let G be a finite group.
Given a normal Hall subgroup N G, there exists H ≤ G such that G = N oH, and such
an H can be computed in polynomial time. If H and H∗ are two complements of N , then
H and H∗ are conjugates.
A (right) coset of H in G containing g ∈ G is Hg = {hg | h ∈ H}. Given two groups
G and G∗, the set of their isomorphisms is denoted by Iso(G,G∗). Given a group G and
φ ∈ Aut(G), we write the action of φ in the exponent, that is for g ∈ G, gφ is the image of
g under φ.
Given a finite set Ω, Sym(Ω) denotes the symmetric group consisting of all permutations
of Ω. A permutation group acting on Ω is a subgroup of Sym(Ω). Given pi ∈ Sym(Ω) and
a ∈ Ω, the image of a under pi is denoted by api. For A ⊆ Ω, Api = {api | a ∈ A}. Given a
permutation group P ≤ Sym(Ω) and x, y ∈ Ω, denote Px→y = {pi ∈ P | xpi = y}. For a pair
of subsets A, B ⊆ Ω of the same size, denote PA→B = {pi ∈ P | Api = B}. Let F be a field.
Given a vector space V over F, the general linear group GL(V ) consists of all non-singular
linear transformations of V .
By the fundamental theorem of finite abelian groups, a finite abelian group is isomorphic
to a direct product of cyclic groups of prime power orders. Formally, let A be an abelian
group, then there exists a direct product decomposition of A as A = 〈e1〉× 〈e2〉× · · ·× 〈en〉,
where ei ∈ A has order pkii , s.t. p1 ≤ p2 ≤ · · · ≤ pn, and if pi = pi+1, then ki ≤ ki+1, for all
i. This decomposition is called the primary decomposition of A, and the tuple (e1, . . . , en)
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forms a basis of A. An elementary abelian group is Znp , where p is a prime. Its automorphism
group is isomorphic to GL(n, p). The set of generators of GL(n, p) described in Theorem
4.12 from [1] suffices for our use, and a suitable generalization can give a set of generators
for Aut(Ap) where Ap is an abelian p-group.
2.2 Linear representations of finite groups
A (linear) representation of a finite group G over a field F is a homomorphism G→ GL(V )
where V is a vector space over F. In this paper, a representation of a group is over the
field Fp of prime order p which is coprime to the order of the group. Given representations
α, β : G→ GL(n, p), hom(α, β) := {φ ∈M(Fp, n) | α(g)φ = φβ(g),∀g ∈ G}, and Iso(α, β) =
{φ ∈ hom(α, β), φ non-singular}. If ψ,ψ′ ∈ hom(α, β), then ψ+ψ′ ∈ hom(α, β). This shows
that hom(α, β) is an algebra. α and β are equivalent, denoted as α ∼ β, if Iso(α, β) is not
empty. An invariant subspace U of α : G → GL(V ) is a subspace of V such that ∀g ∈ G,
α(g)(U) = U . The restriction of α to U , α|U is called a sub-representation of α. ~0 and V are
called trivial invariant subspaces. A representation without non-trivial invariant subspaces
is an irreducible representation.
Schur’s lemma states that for two irreducible representations α and β, if they are not
equivalent, then hom(α, β) = {0}. If they are equivalent, then hom(α, β) is a skew field. In
the equivalence case, if α, β are over Fp, Wedderburn’s “little” theorem ensures hom(α, β)
to be a field, and thus Iso(α, β) = hom(α, β)×. Given a representation φ : G → GL(V ), if
V = U ⊕W , where U and W are invariant subspaces, then φ is called the direct sum of
φ|U and φ|W . A representation is completely reducible, if it is a direct sum of irreducible
sub-representations. Maschke’s theorem states that any representation φ : G → GL(n,F)
where char(F) - |G| is completely reducible.
Let Rep(G,F) denote the set of linear representations of G over F up to equivalence, and
Irr(G,F) to denote the set of all irreducible representations of G over F up to equivalence.
An action of Aut(G) on Rep(G,F) can be defined. For φ ∈ Aut(G) and α ∈ Rep(G,F),
αφ(g) = α(gφ−1), ∀g ∈ G. The set Irr(G,F) is a stable set under this action.
Next, we list some facts about equivalence of representations. For a representation
α : G→ GL(n,F), viewing α(g) as a matrix and taking the trace, we get the character of α,
denoted as χα : G→ F. Two representations over a field of characteristic that does not divide
|G| are equivalent if and only if their characters are the same. Given a completely reducible
representation φ and an irreducible representation τ of a group G, the multiplicity of τ in
φ is the number of occurrences of τ (up to equivalence) in the direct sum decomposition of
φ. Comparing the multiplicities of irreducibles provides another criterion for equivalence of
completely reducible representations.
2.3 Representing groups in algorithms
At different stages of the algorithm, we will be concerned with abstract groups, permutation
groups, and linear groups, so we summarize their representations here. Abstract groups
are given by their Cayley tables. Operations in subgroups and quotient groups are easy
by referring to the tables. If a group is of some particular type (e.g., cyclic or elementary
abelian), we may use their natural representations implicitly (e.g. Zm, Znp ). For a linear
group in GL(n, p), we assume all matrices in this group are given explicitly. A permutation
group P ≤ Sym(Ω) is represented by a list of generators. A coset Pr in Sym(Ω) is represented
by a set of generators T of P and a coset representative r′, denoted as 〈T 〉r′. For an abstract
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groupG, Aut(G) can be viewed as a subgroup of Sym(G), and Iso(G,G∗) as a coset of Aut(G)
in Sym(G ∪G∗).
We will be concerned with representing a coset of a direct product of groups. Given
groups G and H, for a coset L = Kr in G ×H, we denote by KG ⊆ G and KH ⊆ H the
projections of K on the first and second coordinates, resp. For h ∈ KH , let KG(h) = {g ∈
G | (g, h) ∈ K}. It is a coset of KG(idH). We can then represent Kr as follows.
I Claim 1. Given 〈T 〉 = KH , 〈S〉 = KG, and for every h ∈ T some rh ∈ KG(h), 〈T ∪S∪{rh |
h ∈ T}〉r = Kr.
2.4 Algorithms for permutation groups and linear representations
Algorithms for permutation groups given by a list of generators have been studied and
analyzed, cf., e.g. [23] and [30]. By Sims’s “sifting” procedure, from any set of generators
of P ≤ Sym([n]), a set of generators of size O(n) can be computed. The next proposition
follows from Sims’s method.
I Proposition 1 (Point-transporter algorithm, cf. [23], Proposition 3.9). Given 〈S〉 = P ≤
Sym(Ω), |Ω| = n, x, y ∈ Ω, Px→y can be computed in poly(n, |S|).
We describe some algorithmic tasks about linear representations and their solutions. As
in our setting, linear representations are given by listing all matrices, the solutions to these
tasks will mostly follow from the definitions. We remark that the tasks for representations
over finite fields such as the decomposition into irreducible components, and comparing if
two irreducible representations are equivalent can be done much more efficiently, even when
only generators are given (cf. [28] and [18, Chapter 7]). To compute a basis of hom(α, β)
(as an algebra) can be viewed as computing the kernel of a system of linear equations by
writing out the linear equations by definition of hom(α, β).
I Proposition 2. Given α, β ∈ Rep(G,Fp), a basis of hom(α, β) can be computed in time
poly(|G|, n).
I Proposition 3. (cf. [26, Section 2]) Given a representation φ : G→ GL(V ), its irreducible
components can be listed in time O(dim(V )2 · |V | · |G|).
We can use characters to tell the type of an irreducible representation. It follows from
Proposition 3 that we can compute the multiplicities of irreducible representations.
3 About the main theorems
3.1 Reduction of Theorem 1.1 to Theorem 1.2
We explain the reduction of Theorem 1.1 to Theorem 1.2. Let G and G∗ be the groups
whose isomorphisms we wish to compute. Given a group G, it is not hard to show that if
G possesses an abelian Sylow tower, then the Sylow tower can be computed in polynomial
time. Two Sylow towers of G and H are compatible, if the ith factors, counting from bottom
of the tower, are of the same order. Thus we first decide if G and G∗ have compatible
abelian Sylow towers. If they do not, it is decided that they are not isomorphic. For two
compatible towers {id} = G0G1 · · ·G` = G and {id} = G∗0G∗1 · · ·G∗` = G∗, as the
base case, G/G`−1 and G∗/G∗`−1 are both abelian so their isomorphisms can be computed
(e.g. use [10] to compute the primary decomposition, and then a set of generators of the
automorphism group of an abelian p-group can be described). Given Iso(G/Gi, G∗/G∗i ), to
compute Iso(G/Gi−1, G∗/G∗i−1) we can apply Theorem 1.2, as Gi/Gi−1 is a normal Sylow
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p-subgroup of G/Gi−1 for some prime p. (Note that every two factors in the Sylow tower
are of coprime orders.)
3.2 Outline of the proof of Theorem 1.2
Recall that Theorem 1.2 requires to solve the following problem. It is legitimate to consider
just abelian p-groups as if the normal Hall subgroup is abelian, we can form an abelian
Sylow tower of the normal Hall subgroup and apply the idea of iterating along the Sylow
tower as in Section 3.1.
I Problem 1 (Isomorphism computing). Given a group H and Aut(H), let p be a prime not
dividing |H|, and Ap an abelian p-group. Given homomorphisms α : H → Aut(Ap) and
β : H → Aut(Ap), compute Iso(Ap oα H,Ap oβ H), in time poly(|Ap|, |H|).
We introduce some further definitions. We call a homomorphism from H to Aut(D) a
(generalized) representation of H on D. Usually the group D is from some specified group
class. For example, when D is an elementary abelian group Fnp , then Aut(D) ∼= GL(n, p)
and we are dealing with the representation theory over Fp. In our more general setting,
the groups D will be abelian p-groups (p - |H|). In analogy with linear representations,
two (generalized) representations α : H → Aut(D) and β : H → Aut(D), α and β are
called equivalent, if there exists ψ ∈ Aut(D), such that for every h ∈ H, α(h)ψ = β(h).
We denote this by α ∼ψ β, and α ∼ β if ψ is clear from context. We also denote the
set of the representations of H over D, up to equivalence by Rep(H,D). Then an action
of Aut(H) on Rep(H,D) can be defined as follows: for φ ∈ Aut(H) and α ∈ Rep(H,D),
αφ(h) = α(hφ−1). For an action of a group H on the domain Ω, and two points x, y ∈ Ω, we
denote Hx→y = {h ∈ H | xh = y}. Given these definitions, in Section 4, Problem 1 breaks
up to the following two problems.
I Problem 2 (Representation-transporting automorphisms). Given a group H and Aut(H),
let p be a prime not dividing |H|, and Ap an abelian p-group. Given homomorphisms
α, β : H → Aut(Ap), compute Aut(H,α, β) := Aut(H)α→β = {φ ∈ Aut(H) | αφ ∼ β}, in
time poly(|Ap|, |H|).
I Problem 3 (Intertwining automorphisms). Given a groupH and Aut(H), let p be a prime not
dividing |H|, and Ap an abelian p-group. Given homomorphisms α, β : H → Aut(Ap), such
that α ∼ β, compute Aut(Ap, α ∼ β) := {ψ ∈ Aut(Ap) | α ∼ψ β}, in time poly(|Ap|, |H|).
The cases when Ap is elementary abelian are of great importance. We will solve the
elementary abelian case in Section 5, and reduce the abelian case to the elementary abelian
case in Section 6.
4 Breaking Problem 1 to Problem 2 and Problem 3
Recall that Problem 1 requires computing the coset of isomorphisms between Ap oαH and
Ap oβ H, where p - |H|. Problem 2 requires computing Aut(H,α, β) = {φ ∈ Aut(H) |
αφ ∼ β}, and Problem 3 requires computing Aut(Ap, α ∼ β) = {ψ ∈ Aut(Ap) | α ∼ψ β}.
In this section we consider the more general situation when the normal subgroup is a Hall
subgroup, not necessarily abelian.
4.1 Reducing to isomorphisms preserving a decomposition
Given a group G = N oα H, N a normal Hall subgroup, denote automorphisms in Aut(G)
that send H to H by Aut∗(G). We will show that the structure of Aut(G) is essentially
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determined by Aut∗(G). First note that a normal Hall subgroup is characteristic. Then by
Schur-Zassenhaus theorem, any φ ∈ Aut(G) sends N to N and H to a conjugate of H. For
g ∈ G, writing g = nh where n ∈ N and h ∈ H, it is clear that Hg = Hn′ , for n′ = nh.
Thus all conjugates of H are {Hn | n ∈ N}. For n ∈ N , let Aut(G,n) = {φ ∈ Aut(G) |
φ(H) = Hn}, then we have Aut(G) = ∪n∈NAut(G,n).
I Claim 2. φ ∈ Aut∗(G) if and only if φ ◦ ιn ∈ Aut(G,n).
As for Problem 1, Claim 2 then tells us that it is enough to focus on the isomorphisms that
send H to H, as others can be recovered by composing with an inner automorphism.
4.2 The structure of isomorphisms preserving a decomposition
The content of this subsection is adapted from [32] by Taunt (cf. Theorem 3.3 in [32]). In
the following, suppose we are given G = N oα H and G∗ = N oβ H, N is normal Hall
in G and G∗. The set of isomorphisms between G and G∗ preserving the decomposition,
denoted by Iso∗(G,G∗), is {φ ∈ Iso(G,G∗) | φ(N) = N,φ(H) = H}. We will develop
the characterization of isomorphisms in Iso∗(G,G∗) by examining their restrictions to the
normal subgroups and to the complements.
I Definition 4.1. (ν, η) for ν ∈ Aut(N), η ∈ Aut(H) is a compatible pair w.r.t. α and β, if
for all h ∈ H, α(h) = ν−1 ◦ β(η(h)) ◦ ν.
Let the set of all compatible pairs w.r.t. G and G∗ be Com(G,G∗) ⊆ Aut(N)×Aut(H).
We write Com(G) for Com(G,G). It can be verified that Com(G) ≤ Aut(N)×Aut(H), and
Com(G,G∗) is a coset of Com(G). We then show that Com(G,G∗) captures Iso∗(G,G∗).
I Theorem 4.2. For G = N oα H, G∗ = N oβ H, there is a bijection between Iso∗(G,G∗)
and Com(G,G∗). In particular, Aut∗(G) ∼= Com(G).
4.3 Reducing Problem 1 to Problem 2 and Problem 3
We now can see how Problem 1 breaks into Problem 2 and Problem 3. Suppose we are
given G = N oα H and G∗ = N oβ H. By discussion in Section 4.1 we know it is enough
to consider isomorphisms sending H to H, that is Iso∗(G,G∗). Then by Theorem 4.2 we
need to compute Com(G,G∗), which is a coset in Aut(N)× Aut(H). We first consider the
projection of Com(G,G∗) on Aut(H). Then η ∈ Aut(H) is in the projection if and only if
there exists ν ∈ Aut(N) such that (ν, η) is a compatible pair, which by Definition 4.1 just
induces equivalence of representations αη, β ∈ Rep(H,N). Thus we get Problem 2. Suppose
we are given 〈T 〉 = Aut(H,α, β), to compute a set of generators for Com(G,G∗) Claim 1
shows that we need to compute for every η ∈ T a set of generators for {ν ∈ Aut(N) |
(ν, η) is a compatible pair}, which is essentially Problem 3.
5 When the normal subgroup is elementary abelian
5.1 Solving Problem 2 when the normal subgroup is elementary abelian
5.1.1 Parameterized setwise stabilizer problem
We first introduce the algorithmic tool that will be used. Given a permutation group P ≤
Sym(Ω) and ∆ ⊆ Ω, Setwise stabilizer problem asks to compute P{∆} := P∆→∆. It is one
of Luks’s equivalence class above Graph Isomorphism [23], and in [7], it is shown to be in
NP∩coAM, thus not expected to be NP-complete unless the polynomial hierarchy collapses.
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Inspired by Luks’s dynamic programming procedure for hypergraph isomorphism [24], our
algorithms takes into account the size of the set ∆. In fact we will solve the parameterized
set-transporter problem.
I Proposition 4 (Parameterized set-transporter problem). For P ≤ Sym(Ω), A,B ⊆ Ω, |Ω| = n
and |A| = |B| = k, there is an algorithm in time 2k · poly(n) that computes PA→B .
Proof. Put an order to elements in A as {x1, . . . , xk}, and let Ai = {x1, . . . , xi}, for i ∈ [k].
We will build a dynamic programming table indexed by (Ai, C) for C ⊆ B of size i to
store PAi→C . To start, for every b ∈ B, Px1→b can be computed by the point-transporter
algorithm in Proposition 1. Now assume that for every C ′ ⊆ B of the same size ` − 1, we
have computed PA`−1→C′ . For A`, C ⊆ B of size `, we can compute PA`→C by the equation
PA`→C =
⋃
b∈C(PA`−1→C\{b})x`→b, where PA`−1→C\{b} can be read from the table, and
(PA`−1→C\{b})x`→b can be computed by Proposition 1. After taking union over b ∈ C, apply
Sims’s method to get a small set of generators. To analyze the running time, the number
of table entries is bounded by 2k. For each entry we apply point transporter algorithm and
sifting procedure for at most k times, which runs in time poly(n). J
Another classical problem in permutation group algorithms is the string P -isomorphism
problem, where P is a permutation group acting on the indices of the strings. This problem
is the starting point of Luks’s polynomial time algorithm to test isomorphism of graphs of
bounded degree [22]. For a permutation group P ≤ Sym(Ω) and a function f : Ω→ [`], the
action of pi ∈ P on f , denoted as fpi, is defined by fpi(x) = f(xpi−1). [`] can be considered as
a set of colors to be assigned to points in the permutation domain. Now given two functions
f1, f2 : Ω → [`], the problem asks to compute the coset IsoP (f1, f2) := {pi ∈ P | fpi1 = f2}.
We consider the parameterized version of this problem, where the sum of sizes of all but one
colors is bounded.
I Corollary 5.1 (Parameterized string P -isomorphism problem). For a permutation group P ≤
Sym(Ω), |Ω| = n, and two functions f1, f2 : Ω→ [`], such that for j ∈ [2],
∑
i∈[`−1] |f−1j (i)| ≤
k. Then IsoP (f1, f2) can be computed in time 2k · poly(n).
5.1.2 Reducing Problem 2 to parameterized string P -isomorphism
problem
Recall that Problem 2, when the normal subgroup is elementary abelian, requires to compute
for two linear representations α, β : H → GL(n, p), Aut(H,α, β) = {φ ∈ H | αφ ∼ β}. Let
Ω be the set of all irreducible representations of H. α induces α′ : Ω → {0, 1, . . . , n} by
assigning an irreducible representation ω ∈ Ω to its multiplicity in α. As the total number
of irreducibles in α is bounded by the dimension of the representation,
∑
i∈[n] |α′−1(i)| ≤
|Ω| ≤ n. Similarly we have β′ : Ω→ {0, 1, . . . , n}.
I Lemma 5.2. Aut(H,α, β) = IsoAut(H)(α′, β′).
Lemma 5.2 shows the reduction from Problem 2 in elementary abelian case to string P -
isomorphism problem to be executed. It can be achieved in time polynomial in poly(pn, |H|)
in conjunction with the algorithms for linear representations presented in Section 2.4. We
leave the details to the full version.
I Theorem 5.3. For a group H, suppose Aut(H) is given by generators, and representations
α, β : H → GL(n, p) are given by listing the matrices. Then Aut(H,α, β) = {φ ∈ Aut(H) |
αφ ∼ β} can be computed in time 2n · poly(|H|).
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5.2 Solving Problem 3 when the normal subgroup is elementary abelian
In Problem 3, when the normal subgroup is elementary abelian, we are given α, β : H →
GL(n, p) such that α ∼ β, and we need to compute those ψ ∈ GL(n, p) inducing equivalence
between α and β, that is Iso(α, β). We will use End(α) and Aut(α) to denote hom(α, α)
and Iso(α, α). If α and β are irreducible representations over Fp, as discussed in Section 2.2,
Schur’s lemma states that the hom(α, β) is an extension field of Fp, and Iso(α, β) is the
multiplicative group of hom(α, β). Suppose then hom(α, β) is isomorphic to Fq, where
q = pm. Since Fnp is a Fq-module, m | n. By Proposition 2, hom(α, β) can be computed and
listed in time poly(|H|, pn).1 Given α and β, we first use Proposition 3 to get irreducible
components. Then group them by isomorphic types, using the character to distinguish them.
As α and β are equivalent, we can assume that α and β are decomposed, and irreducible
components grouped as P = P1 ⊕ P2 ⊕ · · · ⊕ Pr, where Pi is the direct sum of ki copies of
ρi, and ρi is irreducible. By the discussion above, we can list Aut(ρi) = F×qi , qi = p
mi . Then
we need to use Wedderburn’s theory on the structure of semisimple algebras.2
I Lemma 5.4 (Lemma 12 and Lemma 13 in [1]). End(P) ∼= End(P1) ⊕ · · · ⊕ End(Pr), and
End(Pi) ∼= Mki(Fqi), where: qi = pmi for some mi; ki is the number of copies of ρi in Pi.
Given this lemma, note that automorphisms of P are the invertible elements in End(P).
I Proposition 5. Aut(P) ∼= Aut(P1) ⊕ · · · ⊕ Aut(Pr), and Aut(Pi) ∼= GL(ni, qi), where
qi = pmi for some mi, and ki is the number of copies of ρi in Pi.
Finally we recall that a set of generators of GL(ni, qi) can be described easily. We also need
to store the change-of-basis matrix when we decompose representations.
6 When the normal subgroup is an abelian p-group
In this section we show that for Problem 2 and Problem 3, the abelian normal Hall subgroup
can be reduced to the elementary abelian case. We exhibit the main lemma and indicate
the reduction to be executed, while proofs can be found in the full version.
We describe some concepts that are generally useful for the study of p-group, following
[14]. For a group G, the Frattini subgroup Φ(G) is the intersection of maximal subgroups,
and G/Φ(G) is called the Frattini factor group of G. For a prime p, the p-core Op(G) is the
unique largest normal p-subgroup of G. For a p-group P , it is well-known that its Frattini
factor group P/Φ(P ) is elementary abelian. An abelian p-group is homocyclic, if its primary
decomposition consists of factors of the same order. We will use a slightly improved main
technical lemma in [16], the proof of which is put into appendix. (The original lemma deals
with the case when B is homocyclic.)
I Lemma 6.1 ([16]). Let B = B1 × B2 × · · · × Bk be an abelian p-group, where Bi’s are
the homocyclic components of B of exponent pri and order prini . Denote A := Aut(B), and
O := Op(A).
1. Aut(Bi/Φ(Bi)) ∼= GL(ni, p), A/O ∼=
∏
i∈[k] Aut(Bi/Φ(Bi));
2. Let X be a p′-subgroup of A/O. For i = 1, 2, gi : X → Aut(B) is a monomorphism such
that x and gi(x) induce the same element of A/O for all x ∈ X. Then there exists t ∈ O
such that g2(x) = t−1g1(x)t for all x ∈ X.
1 As a field F is a simple algebra over its prime field, any F-module is a direct sum of some copies of F.
2 An algebra A is semisimple if any A-module is a direct sum of simple modules. The group algebra of
G, FG is semisimple if char(F) - |G|. cf. Chapter 5 in [1].
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Let the notations as in Lemma 6.1, and Λp : A → A/O be the canonical epimorph-
ism. As A/O ∼= ∏i GL(ni, p), for α : H → A, Λp ◦ α maps H to ∏i GL(ni, p). Recall
that Aut(H,α, β) = {φ ∈ Aut(H) | αφ ∼ β}. The following corollary is an immediate
consequence of Lemma 6.1.
I Corollary 6.2. Aut(H,α, β) = Aut(H,Λp ◦ α,Λp ◦ β).
The above corollary indicates that we need to compute Λp as the reduction. From the
algorithmic point of view we need to be able to manipulate explicitly the automorphism
group of an abelian group. To achieve that Ranum’s work on automorphisms of abelian
groups ([27], cf. also [17] and [13]) will be crucial. This reduction is first proposed by
Le Gall in [13], and he proved for for the case when the complement is cyclic. Here we
just proved that the same reduction in [13] can be applied to arbitrary complements. We
note that the authors in [26] overlooked the fact that Le Gall’s result was proved only for
cyclic complements, and used for the situation when the complement is elementary abelian.
Finally, Ranum’s work also enables the reduction from Problem 3 to Ap being elementary
abelian, which can be viewed as solving a system of linear Diophantine equations (cf. [12])
and then a set of generators can be recovered.
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