Introduction
The problem of nding spiral wave solutions in reaction-di usion systems has been studied intensively throughout the last fteen years. In order to be able to address this problem, many authors assumed the reaction term to be in a speci c form which allows for a decoupling of Fourier modes. These reaction-di usion equations u t = D4u + ug(juj); u 2 C (1.1)
were called -! systems and many interesting results on the existence of nonlinear waves under various assumptions on the particular structure of the reaction term have been derived 1, 2, 3, 4, 5, 6] . Recently, a systematic and mathematically rigorous procedure has been found, which allows to prove the approximation property of -! systems for general reaction-di usion equations 8] . The crucial assumption is that a homogeneous steady state is close to a Hopf bifurcation point in the pure reaction system. The ODE describing the shape of spiral wave solutions is the same as the one which can be derived from -! systems. In a typical example, it is shown in 8] that the equations are of the form with 0 = d dr , a 2 C and the complex parameter being close to zero. The spiral wave solution to the original reaction di usion equation is then approximately given by an expression of the form U(r; '; t) = u(r)e ik' e ict ; see 8] . The speed of rotation c of the spiral wave { whose value must be found as a part of the problem { determines the imaginary part of the parameter . Indeed d I =dc 6 = 0, which allows us to control the imaginary part I by the wave speed c. The equation (1.2) has been studied for small imaginary parts of the parameters and a in the case when R = ?1 and a R = 1; see 2, 3, 6]. As R < 0 corresponds to an unstable zero state in the reaction-di usion system (1.1), this case can be interpreted as a supercritical bifurcation. Here we address our attention to the case of a subcritical bifurcation, that is we suppose throughout this work that a R = ?1 and R = 1:
Moreover we assume that the imaginary part of a is small, quite as in the quoted references on the supercritical bifurcation. Solutions to (1.2) which are bounded at r = 0 actually satisfy the expansion u(r) = r k +O(r k+1 ). We are interested in localized solutions: we require that u(r) decays to zero as r ! 1.
The next propositions state that in the limit a I = I = 0, there are countably many solutions of this type.
Proposition 1 Suppose a I = I = 0. Then for all k 2 N, (1.2) possesses a solution u 0 (r) such that u 0 (r) > 0 for all r 2 (0; 1) and u 0 (0) = u 0 (1) = 0:
Proposition 2 Suppose a I = I = 0. Then for all k; n 2 N, (1.2) possesses a solution u n (r) such that u n (0) = u n (1) = 0 and u n (r) possesses exactly n simple zeroes in (0; 1).
3
The proofs are carried out in the next section exploiting the nodal structure of equation ( (1.3) restricted on the real subspace u I = u 0 I = 0, In section 5 we give a completely di erent proof using variational arguments. In order to be able to consider a I nonzero we need more detailed information on the solution: In the next two sections we proof our propositions for the positive solution u 0 (r). We then outline the necessary modi cations for the solutions u j (r). In section 5 we then give an alternative proof using variational methods. We conclude with a brief discussion on the implication of the results presented here.
Proof of Propositions 1 and 3
The real system is given after a suitable rescaling by Now we want to decrease , preserving the sign structure from Lemma 2.1. Suppose that v would achieve its minimum on (0; R u ( )) and suppose it would be negative. For su ciently large v does not achieve its minimum in the interior of the interval by the previous lemma. A minimum could appear in the interior of the interval if either at a point r = R 0 we had v 0 = 0 and v 00 = 0 { which is excluded because then necessarily v 0 { or, a minimum could become negative { but then again v 0 = v = 0 would imply v 0 { or, alternatively, a minimum could enter through the boundary, at R u ( ). But then at Together with the previous lemmata the proof of Proposition 1 and Proposition 3 for u 0 (r) is now easy. We de ne u 0 (r) = u(r; 0 ) with = 0 > 0 from the previous lemma. This solution is bounded, converges to zero at in nity and is transverse, again by Lemma 2.3.
Proof of Proposition 2
We mimic the proof for n = 0. As in Lemma 2.1, we can guarantee that for large there are solutions bounded at r = 0 with in nitely many zeroes, winding around the two homoclinic curves of the autonomous problem (r = 1). They possess a sequence of non-degenerate We have to continue this pattern for decreasing . As in the previous section, we can conclude that dR n u d < 0 if we can ensure that R n v ( ) < R n u ( ) < R n+1 v ( ). Arguing as in the casen = 0, we can show that v(r; ) cannot achieve its local minimum on (R n v ( ); R n u ( )). It is therefore su cient to prove an analogue of Lemma 2.3. Proceeding by induction on n, we compare u and v on (R n?1 u ( ); (R n u ( )). By the induction hypothesis, sign v(R n?1 u ( )) = (?1) n+1 . Now assume that v(R n u ( )) = 0 and, to x signs, v 0 on (R n?1 u ( ); (R n u ( )) (n is supposed to be even, the case of n odd being similar). Then there is a such that w = v ? u 0 on (R n?1 u ( ); (R n u ( )) and w(R) = 0 for some R 2 (R n?1 u ( ); (R n u ( )].
Then w achieves its local maximum in R which is however forbidden from (1.2) and (1.3), because w 00 > 0 where w 0 = w = 0 and v < 0. Thus we have reached a contradiction showing that there is n > 0 such that R n u ( n ) = 1. Arguing as above and in Lemma 2.3, it is easy to see that R n v ( n ) < 1, which shows that the solutions are transverse. This proves Proposition 2 and Proposition 3 for u n (r).
Proof of Proposition 4
The proof requires a Melnikov type calculation. In the phase space extended by the equation It remains to establish convergence of a Palais-Smale sequence, a non-trivial task due to non-compactness at 0 and +1. We do not carry out details here. This would then establish the existence of a heteroclinic orbit as claimed in Lemma 1. Transversality does not follow from this construction. We suspect that one could prove as well the existence of in nitely many critical points, using the Z 2 -symmetry of the functional, u ! ?u, see for example 9, Chapter II, Theorem 6.5 and 6.6].
Discussion
As already pointed out in the introduction, the solutions proved to exist in Proposition 4 have an interesting interpretation as localized rotating wave solutions of reaction-di usion equations. A particular equation undergoing a Hopf bifurcation and exhibiting such spatiotemporal phenomena was given in 8]. The solutions are, in contrast to the ones found for supercritical bifurcations, localized, that is, along rays emanating from the origin, the amplitude and derivative of the phase of the solutions decay exponentially to zero. In particular for the solutions u 0 (r), regions of constant phase form arcs which run from the origin to in nity, asymptotic to a straight line through the origin. The solutions with zeroes of the amplitude form more complicated patterns: there are n circles, where the amplitude gets close to zero. The phase changes sign, when crossing these circles. We suspect that the localized solutions of Proposition 1 and Proposition 2 are unique as localized solutions with a prescribed number of zeroes. We did not try to prove stability or instability of the solutions for the full reaction-di usion system. The considerations on a variational approach in Section 5 suggest that all waves are unstable, with Morse index increasing with n (which is well de ned because the continuous spectrum of the linearization is bounded away from the imaginary axis, see 7, Lemma 5.4]).
