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Abstract
Suppose F is an arbitrary field. Let |F | be the number of the elements of F. Let Mn(F) be the space of
all n × n matrices over F, and let Sn(F ) be the subset of Mn(F) consisting of all symmetric matrices. Let
V ∈ {Sn(F ),Mn(F )}, a map  : V → V is said to preserve idempotence if A − λB is idempotent if and
only if (A) − λ(B) is idempotent for any A,B ∈ V and λ ∈ F . It is shown that: when the characteristic
of F is not 2, |F | > 3 and n  4,  : Sn(F ) → Sn(F ) is a map preserving idempotence if and only if there
exists an invertible matrix P ∈ Mn(F) such that (A) = PAP−1 for every A ∈ Sn(F ) and P tP = aIn for
some nonzero scalar a in F.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
Suppose F is an arbitrary field and C is the field of all complex numbers. Let |F | be the number
of the elements ofF . LetMn(F) be the space of alln × nmatrices overF , and letSn(F ) andTn(F )
be the subsets of Mn(F) consisting of all symmetric and upper-triangular matrices, respectively.
For a linear subspace V of Mn(F), we denote by IV the subset of V consisting of all idempotence.
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The set ITn(F ) is known to be a poset with P  Q if PQ = QP = P for P,Q ∈ ITn(F ). A map
φ : ITn(F ) → ITn(F ) is order preserving if for every pair P,Q ∈ ITn(F ) the relation P  Q
implies φ(P )  φ(Q). A map φ preserves orthogonality if φ(P )φ(Q) = φ(Q)φ(P ) = 0 for
every pair of upper-triangular idempotents P and Q satisfying PQ = QP = 0. Denote by φn(F )
the set of all maps  from Sn(F ) to Mn(F) such that
A − λB ∈ ISn(F ) ⇔ (A) − λ(B) ∈ IMn(F ), ∀A,B ∈ Sn(F ), λ ∈ F.
Let V ∈ {Sn(F ),Mn(F )}, a map  : V → V is said to preserve idempotence if A − λB is
idempotent if and only if (A) − λ(B) is idempotent for any A,B ∈ V and λ ∈ F . For a
matrix A ∈ Mn(F), we denote by At the transpose of A, and by A−1 the inverse of A. For any
positive integer k  n, we denotek(F ) = {X ⊕ On−k|X ∈ Sk(F )}, Sk = {X ⊕ b ⊕ On−k|X ∈
Sk(F ), b ∈ F }, where ⊕ denotes the usual direct sum of matrices. In particular, 1(F ) = {a ⊕
On−1|a ∈ F }, and n(F ) = Sn(F ). Denote by Eij the matrix with 1 in the (i, j)th entry and 0
elsewhere. Denote Is = E11 + · · · + Ess . (Note: the dimension of Eij can be known from the
content.)
The problem studied by this paper belongs to preserver problems on spaces of matrices. In the
recent years, some researchers have studied preserver problems on spaces of matrices [1,3,4,6,8].
Matrix spaces involved in the preserver problems mainly include full matrix spaces, symmetric
matrix spaces, triangular matrix spaces and alternate matrix spaces over fields. Šemrl [5] proved
that whenn  3, : Mn(C) → Mn(C) is a bijective and continuous map preserving idempotence
if and only if either  is of the form (A) = PAP−1 for every A ∈ Mn(C), or  is of the form
(A) = PAtP−1 for every A ∈ Mn(C). Dolinar [2] improved the result of Šemrl by relaxing
the bijectivity assumption to the surjectivity and also omitting the continuous assumption and
the restriction on n  3. Furthermore, Dolinar also showed that the surjectivity assumption can
be omitted in the low dimensional cases n = 1 and n = 2. Zhang [7] investigated the maps on
Mn(F) preserving idempotence without the surjectivity assumption in the higher dimensions, i.e.,
he obtained the following theorem.
Theorem 1.1. Suppose F is any field of characteristic not 2, and : Mn(F) → Mn(F) is a map
preserving idempotence. Then there exists an invertible matrix P ∈ Mn(F) such that (A) =
PAP−1 for every A ∈ Mn(F), or (A) = PAtP−1 for every A ∈ Mn(F).
In [9], Fošner characterized orthogonality preserving automorphisms of the poset of all n × n
upper triangular idempotent matrices over an arbitrary field F . In [10], the author obtained the
general form of bijective order and orthogonality preserving maps on the poset of all n × n upper
triangular idempotent matrices over an arbitrary field F . However, all above papers did not cover
Sn(F ). The purpose of this paper is to prove the following theorem.
Theorem 1.2. Suppose F is a field of characteristic not 2, |F | > 3 and n  4, then  ∈ φn(F )
if and only if there exists an invertible matrix P ∈ Mn(F) such that (A) = PAP−1 for every
A ∈ Sn(F ).
Clearly, Theorem 1.2 gives the following corollary.
Corollary 1.3. SupposeF is a field of characteristic not 2, |F | > 3 and n  4, then : Sn(F ) →
Sn(F ) is a map preserving idempotence if and only if there exists an invertible matrix P ∈ Mn(F)
such that (A) = PAP−1 for every A ∈ Sn(F ) and P tP = aIn for some nonzero scalar a of F.
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2. Lemmas
In order to prove Theorem 1.2, we require the following lemmas. The proof of Lemmas
2.1 and 2.2 are omitted, since they are very similar to [2] and [7, Lemmas 1–5 and 7–9],
respectively.
Lemma 2.1. Suppose F is a field of characteristic not 2, |F | > 3. If  ∈ φn(F ), then
(i) (ISn(F )) ⊆ IMn(F );
(ii)  is injective;
(iii)  is homogeneous, i.e., (λA) = λ(A) for every A ∈ Sn(F ) and λ in F.
Lemma 2.2. SupposeF is a field of characteristic not 2, |F | > 3, 1  s  n − 1 and ∈ φn(F ).
If (A ⊕ On−s) = A′ ⊕ On−s for every A ∈ Ss(F ), where⎧⎪⎪⎨
⎪⎪⎩
A′ = A, when s /= 3
A′ =
⎡
⎣a11 a12 a13a12 a22 h(a23)
a13 g(a23) a33
⎤
⎦ , when A =
⎡
⎣a11 a12 a13a12 a22 a23
a13 a23 a33
⎤
⎦
aij ∈ F, 1  i  j  3, h and g are all homogeneous maps from F to F, and h(x)g(x) =
x2,∀x ∈ F. Then there exists an invertible matrix Q ∈ Mn−s(F ) such that (A ⊕ (zIt ⊕ O)) =
A′ ⊕ Q(zIt ⊕ O)Q−1 for all A ∈ Ss(F ), z ∈ F and 1  t  n − s.
Lemma 2.3. Suppose F is a field of characteristic not 2, |F | > 3, ∈ φn(F ), 1  s  n − 1
and 1  r  s. If

([
A α
αt a
]
⊕ On−s−1
)
=
[
A′ α1
αt2 a
]
⊕ On−s−1,
∀A ∈ Ss(F ), a ∈ F, α = (x1, . . . , xr−1, 0, . . . , 0) ∈ F s,
where A′ is the same as described in Lemma 2.2, α1 = (h1(x1), . . . , hr−1(xr−1), 0, . . . , 0) ∈
F s, α2 = (g1(x1), . . . , gr−1(xr−1), 0, . . . , 0) ∈ F s, hi and gi are all homogeneous maps from F
to F, and hi(x)gi(x) = x2,∀x ∈ F, 1  i  r − 1. Then

([
A β
β t a
]
⊕ On−s−1
)
=
[
A′ β1
β t2 a
]
⊕ On−s−1,
∀A ∈ Ss(F ), a ∈ F, β = (x1, . . . , xr−1, xr , 0, . . . , 0) ∈ F s,
where{
β1 = (h1(x1), . . . , hr−1(xr−1), hr(xr), 0, . . . , 0) ∈ F s,
β2 = (g1(x1), . . . , gr−1(xr−1), gr(xr ), 0, . . . , 0) ∈ F s,
hr and gr are all homogeneous maps from F to F, and hr(x)gr(x) = x2,∀x ∈ F.
Proof. In view of the homogeneous of , it is sufficient to prove lemma when xr = 2−1. For any
α = (x1, . . . , xr−1, 0, . . . , 0), β = (x1, . . . , xr−1, 2−1, 0, . . . , 0) ∈ F s , let
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X =
[
A β
β t a
]
⊕ On−s−1, Y1 =
[
2−1Err − A −α
−αt 2−1 − a
]
⊕ On−s−1,
Y2 =
[
2−1Err + A α
αt 2−1 + a
]
⊕ On−s−1.
Then
(Y1) =
[
2−1Err − A′ −α1
−αt2 2−1 − a
]
⊕ On−s−1,
(Y2) =
[
2−1Err + A′ α1
αt2 2
−1 + a
]
⊕ On−s−1,
where α1 =(h1(x1), . . . , hr−1(xr−1), 0, . . . , 0)∈F s, α2 =(g1(x1), . . . , gr−1(xr−1), 0, . . . , 0) ∈
F s . Since X + Y1,−X + Y2 ∈ ISn(F ), we can conclude that
(X) + (Y1),−(X) + (Y2) ∈ IMn(F ).
Let (X) = (Y2) − M . Then{
(Y1) + (Y2) − M ∈ IMn(F ),
M ∈ IMn(F ). (1)
By direct calculation we can conclude that M =
[
xErr yer
uetr v
]
⊕ On−s−1, where x, y, u, v ∈ F ,
i.e.,
(X) =
[
(2−1 − x)Err + A′ α1 − yer
(α2 − uer)t 2−1 + a − v
]
⊕ On−s−1.
If x + v /= 1, by (1) we have u = y = 0, i.e.,
(X) =
[
(2−1 − x)Err + A′ α1
αt2 2
−1 + a − v
]
⊕ On−s−1.
Thus (X) = 
([
(2−1 − x)Err + A α
αt 2−1 + a − v
]
⊕ On−s−1
)
. It contradicts with the
homogeneous of . So we have x + v = 1.
Denote
(X) =
[
A′ + λErr α1 − yer
(α2 − uer)t a − λ
]
⊕ On−s−1,
where λ = 2−1 − x. By (1) we have[
2−1 − λ −y
−u 2−1 + λ
]
∈ IM2(F ),
i.e., [
A′ + λErr α1 − yer
(α2 − uer)t a − λ
]
−
[
A′ + (2λ − 2−1)Err α1
αt2 a − 2λ − 2−1
]
∈ IMs+1(F ),
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thus([
A β
β t a
]
⊕ On−s−1
)
−
([
A + (2λ − 2−1)Err α
αt a − 2λ − 2−1
]
⊕ On−s−1
)
∈ ISn(F ).
By direct calculation we can conclude that λ = 0, i.e.,
(X) =
[
A′ α1 − h(A, a, α, 2−1)er
(α2 − g(A, a, α, 2−1)er )t a
]
⊕ On−s−1, (2)
where h(A, a, α, 2−1) = y, g(A, a, α, 2−1) = u, h and g are maps from Ss(F ) × F × F ′ × F
to F , F ′ = {(x1, . . . , xr−1, 0, . . . , 0)t|xi ∈ F, i = 1, . . . , r − 1}, and by (1) we have
h(A, a, α, 2−1)g(A, a, x1, . . . , α, 2−1) = 4−1.
Denote Dij = Eii + Ejj + Eij + Eji . For any c ∈ F ∗, we have⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
c−1
([
A + cEii β
β t a
]
−
[
A β
β t a
])
∈ ISs+1(F ) (1  i  s),
(2c)−1
([
A + cDij β
β t a
]
−
[
A β
β t a
])
∈ ISs+1(F ) (1  i < j  s),
c−1
([
A β
β t a + c
]
−
[
A β
β t a
])
∈ ISs+1(F ),
(2c)−1
([
A + cEjj β + cej
(β + cej )t a + c
]
−
[
A β
β t a
])
∈ ISs+1(F ) (1  j  r − 1).
In view of the homogeneous of hi, gi (i = 1, . . . , r − 1) and (2) we can conclude that⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
h(A + cEii, a, α, 2−1) = h(A, a, α, 2−1),
g(A + cEii, a, α, 2−1) = g(A, a, α, 2−1) (1  i  s),
h(A + cDij , a, α, 2−1) = h(A, a, α, 2−1),
g(A + cDij , a, α, 2−1) = g(A, a, α, 2−1) (1  i < j  s),
h(A, a + c, α, 2−1) = h(A, a, α, 2−1),
g(A, a + c, α, 2−1) = g(A, a, α, 2−1),
h(A + cEjj , a, α + cej , 2−1) = h(A, a, α + cej , 2−1),
g(A + cEjj , a, α + cej , . . . , xr−1, 2−1) = g(A, a, α + cej , 2−1) (1  j  r − 1).
Hence h(A, a, α, 2−1) and g(A, a, α, 2−1) are independent of the choice of A, a and α. At last,
in view of the homogeneous of , we complete the proof of the lemma. 
3. The proof of Theorem 1.2
The proof of Theorem 1.2 is equivalent to prove the following four propositions.
Proposition 3.1. Suppose F is a field of characteristic not 2, |F | > 3. If  ∈ φn(F ), then there
exists an invertible matrix T1 ∈ Mn(F) such that (Z) = T1ZT −11 for every Z ∈ 1(F ).
Proposition 3.2. Suppose F is a field of characteristic not 2, |F | > 3. If  ∈ φn(F ) and
(Z) = Z for every Z ∈ 1(F ), then there exists an invertible matrix T2 ∈ Mn(F) such that
(A) = T −12 AT2 for every A ∈ 2(F ).
Proposition 3.3. Suppose F is a field of characteristic not 2, |F | > 3, and n  4. If  ∈ φn(F )
and(Z) = Z for every Z ∈ 2(F ), then there exists an invertible matrix T3 ∈ Mn(F) such that
(A) = T −13 AT3 for every A ∈ 4(F ).
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Proposition 3.4. Suppose 4  s  n − 1, and F is a field of characteristic not 2, |F | > 3, and
n  4. If  ∈ φn(F ) and (Z) = Z for every Z ∈ s(F ), then there exists an invertible matrix
Ts ∈ Mn(F) such that (A) = T −1s ATs for every A ∈ s+1(F ).
Proof of Proposition 3.1. It can be proved in a similar way with [7]. 
Proof of Proposition 3.2. By Lemma 2.2, we can conclude that there exists an invertible matrix
T1 such that
T −11 
([
a 0
0 b
]
⊕ On−2
)
T1 =
[
a 0
0 b
]
⊕ On−2, ∀a, b ∈ F
and the similarity transformation by the matrix T1 preserves 1(F ).
Let
X =
[
a x
x b
]
⊕ On−2.
In view of Lemma 2.3, we can assume that
T −11 (X)T1 =
[
a h(x)
g(x) b
]
⊕ On−2,
where h(x) and g(x) are homogeneous maps from F to F , and h(x)g(x) = x2.
When x /= 0, let xh−1(x) = c, then x = ch(x). ∀k ∈ F ∗, kx = ckh(x) = ch(kx), then
(kx)h−1(kx) = c, i.e., c is independent of the choice of x. let T =
[
1 0
0 c
]
⊕ On−2, then simi-
larity transformation by the matrix T1T preserves 1(F ) and S2, and
(T1T )
−1
([
a x
x b
]
⊕ On−2
)
(T1T ) =
[
a x
x b
]
⊕ On−2, ∀a, b ∈ F.
We complete the proof. 
Proof of Proposition 3.3
Step 1. There exists an invertible matrix G such that
G−1
([
A x1e1 + x2e2
(x1e1 + x2e2)t e
]
⊕ On−3
)
G
=
[
A x1e1 + h2(x2)e2
(x1 + g2(x2))et1 e
]
⊕ On−3, ∀A ∈ S2(F ), e, x1, x2 ∈ F,
where h2, g2 are homogeneous maps from F to F , and h2(x)g2(x) = x2,∀x ∈ F .
By Lemma 2.2 and Proposition 3.2, we can conclude that there exists an invertible matrix T2
such that
T −12 
([
A O
O e
]
⊕ On−3
)
T2 =
[
A O
O e
]
⊕ On−3, ∀A ∈ S2(F ), e ∈ F
and the similarity transformation by the matrix T2 preserves the above results.
Let
X1 =
[
A x1e1
x1e
t
1 e
]
⊕ On−3.
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In view of Lemma 2.3, we can assume that
T −12 (X1)T2 =
[
A h1(x1)e1
g1(x1)e
t
1 e
]
⊕ On−3,
where h1, g1 are homogeneous maps from F to F , and h1(x)g1(x) = x2,∀x ∈ F .
When x1 /= 0, in a similar way as in the proof of Proposition 3.2 we can prove that x1h−1(x1)
is independent of the choice of x1. Let T =
[
1 0
0 x1h−1(x1)
]
⊕ On−2, then similarity transfor-
mation by the matrix T2T preserves 2(F ) and S3, and
(T2T )
−1(X1)(T2T ) = X1.
Let
X2 =
[
A x1e1 + x2e2
(x1e1 + x2e2)t e
]
⊕ On−3.
In view of Lemma 2.3, we can assume that
(T2T )
−1(X2)T2T =
[
A x1e1 + h2(x2)e2
(x1e1 + g2(x2)e2)t e
]
⊕ On−3,
where h2, g2 are homogeneous maps from F to F , and h2(x)g2(x) = x2,∀x ∈ F .
Denote (T2T )−1(B ⊕ On−3)(T2T ) = B ′ ⊕ On−3,∀B ∈ S3(F ).
Step 2. There exists an invertible matrix H such that
H−1
([
B x1e1 + x2e2 + x3e3
(x1e1 + x2e2 + x3e3)t e
]
⊕ On−4
)
H
=
[
B x1e1 + h32(x2)e2 + h33(x3)
(x1e1 + g32(x2)e2 + g33(x3)e3)t e
]
⊕ On−4,
∀B ∈ S3(F ), e, x1, x2, x3 ∈ F,
where h3i , g3i are homogeneous maps from F to F , and h3i (x)g3i (x) = x2,∀x ∈ F, i = 2, 3.
Let⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
X3 =
[
B O
O e
]
⊕ On−4,
X4 =
[
B x1e1
x1e
t
1 e
]
⊕ On−4,
X5 =
[
B x1e1 + x2e2 + x3e3
(x1e1 + x2e2 + x3e3)t e
]
⊕ On−4.
By Lemma 2.2, we can conclude that there exists an invertible matrix T3 such that
T −13 
([
B O
O e
]
⊕ On−2
)
T3 =
[
B ′ O
O e
]
⊕ On−2, ∀A ∈ S2(F ), e ∈ F,
and the similarity transformation by the matrix T3 preserves the above results. In view of Lemma
2.3, we have
(X4) =
[
B ′ h31(x1)e1
g31(x1)e
t
1 e
]
⊕ On−4,
where h31, g31 are homogeneous maps from F to F , and h31(x)g31(x) = x2,∀x ∈ F .
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When x1 /= 0, let T4 =
[
I2 0
0 x1h−131 (x1)
]
⊕ On−2, then similarity transformation by the
matrix T4T3 preserves the above results, and
(T4T3)
−1(X4)(T4T3) =
[
B ′ x1e1
x1e
t
1 e
]
⊕ On−4.
Using Lemma 2.3 for X4 twice, we can conclude that
(T4T3)
−1(X5)(T4T3)
=
[
B ′ x1e1 + h32(x2)e2 + h33(x3)e3
(x1e1 + g32(x2)e2 + g33(x3)e3)t e
]
⊕ On−4,
where h3i , g3i are homogeneous maps from F to F , and h3i (x)g3i (x) = x2,∀x ∈ F, i = 2, 3.
Step 3. (A) = A for every A ∈ i (F ), 1  i  4.
By Step 2, we have
H−1
⎛
⎜⎜⎝
⎡
⎢⎢⎣
4−1 4−1 4−1 4−1
4−1 4−1 4−1 4−1
4−1 4−1 4−1 4−1
4−1 4−1 4−1 4−1
⎤
⎥⎥⎦⊕ On−4
⎞
⎟⎟⎠H
=
⎡
⎢⎢⎣
4−1 4−1 4−1 4−1
4−1 4−1 h2(4−1) h32(4−1)
4−1 g2(4−1) 4−1 h33(4−1)
4−1 g32(4−1) g33(4−1) 4−1
⎤
⎥⎥⎦⊕ On−4,
where h2, g2, h3i , g3i are homogeneous maps from F to F , and h2(x)g(x) = h3i (x)g3i (x) = x2,
∀x ∈ F, i = 2, 3. In view of the preserving idempotence of , we can prove that h2(4−1) =
g2(4−1) = h3i (4−1) = g3i (4−1) = 4−1, i = 2, 3. By the homogeneous of h2, g2 and h3i , g3i
(i = 2, 3), we complete the proof. 
Proof of Proposition 3.4. It is sufficient to prove that for every 1  r  s there exists an invertible
matrix Ts+1 such that T −1s+1(Z)Ts+1 = Z for every Z ∈ s(F ) and
(∗) T −1s+1
([
A y
yt a
]
⊕ On−s−1
)
Ts+1 =
[
A y
yt a
]
⊕ On−s−1
for any A ∈ Ss(F ), a ∈ F and y = (x1, . . . , xr , 0, . . . , 0)t ∈ F s with xr /= 0.
We prove it by induction on r .
For r = 0, by Lemma 2.2 there exists an invertible matrix T such that
T −1
([
A O
O a
]
⊕ On−s−1
)
T =
[
A O
O a
]
⊕ On−s−1,
∀A ∈ Ss(F ), a ∈ F
and the similarity transformation by the matrix T preserves the above results.
For r = 1, in a similar way as in the proof of Step 1 of Proposition 3.3 we can prove that there
exists an invertible matrix Ts+1 such that
T −1s+1
([
A 2−1e1
2−1et1 a
]
⊕ On−s−1
)
Ts+1 =
[
A 2−1e1
2−1et1 a
]
⊕ On−s−1,
∀A ∈ Ss(F ), a ∈ F
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and the similarity transformation by the matrix Ts+1 preserves the above results.
By the homogeneous of , without loss of generality we can claim that

([
A xe1
xet1 a
]
⊕ On−s−1
)
=
[
A xe1
xet1 a
]
⊕ On−s−1, ∀A ∈ Ss(F ), x, a ∈ F.
For r = 2, 3, in a similar way as in the proof of Step 2 of Proposition 3.3 we can prove that

([
A
∑3
i=1xiei∑3
i=1xieti e
]
⊕ On−3
)
=
[
A x1e1 +∑3i=2 hi(xi)ei
(x1e1 +∑3i=2 gi(xi)ei)t e
]
⊕ On−3,
∀A ∈ Ss(F ), x1, x2, e ∈ F,
where hi and gi are homogeneous maps from F to F , and hi(x)gi(x) = x2, i = 2, 3.
In a similar way as in the proof of Step 3 of Proposition 3.3 we can prove that (∗) is true for
r = 2, 3.
Assume now that (∗) is true for r < k, where 4  k  s, we will prove that it is also true for
r = k.
In view of the homogeneous of , it is sufficient to prove

([
A y
yt a
]
⊕ On−s−1
)
=
[
A y
yt a
]
⊕ On−s−1, ∀A ∈ Ss(F ), a ∈ F,
where y = (x1, . . . , xk−1, 2−1, 0, . . . , 0)t ∈ F s, 4  k  s.
By the inductive hypotheses and Lemma 2.3 we can prove that

([
A y
yt a
]
⊕ On−s−1
)
=
[
A y1
yt2 a
]
⊕ On−s−1,
where y1 = (x1, . . . , xk−1, hk(2−1), 0, . . . , 0)t, y2 = (x1, . . . , xk−1, gk(2−1), 0, . . . , 0), hk and
gk are homogeneous maps from F to F , and hk(x)gk(x) = x2.
Since
4−1(E11 + E12 + E1,k + E1,s+1 + E21 + E22 + E2,k + E2,s+1
+Ek1 + Ek2 + Ekk + Ek,s+1 + Es+1,1 + Es+1,2 + Es+1,k + Es+1,s+1) ∈ ISn(F ),
then in view of the homogeneous of  we have
4−1(E11 + E12 + hk(1)E1,k + E1,s+1 + E21 + E22 + E2,k + E2,s+1 + Ek1 + Ek2
+Ekk + Ek,s+1 + Es+1,1 + Es+1,2 + gk(1)Es+1,k + Es+1,s+1) ∈ IMn(F ).
By direct calculation we can conclude that hk(1) = gk(1) = 1. The proof is completed. 
4. Remark
From the proof of the Theorem 1.2, we see that Theorem 1.2 is correct when F is any field
of characteristic not 2, |F | > 3 and n  2. The following two examples state that Theorem 1.2 is
wrong when n = 2 and F is the field of two elements or when n = 3 and F is the field of three
elements.
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Example 4.1. When F = {0, 1}, let
X1 =
[
1 0
0 1
]
, X2 =
[
1 0
0 0
]
, X3 =
[
1 1
1 1
]
, X4 =
[
0 1
1 0
]
.
Denote a map  : S2(F ) → M2(F ) by{
(X1) = X2, (X2) = X1, (X3) = X4, (X4) = X3,
(X) = X, ∀A ∈ M2(F )\{X1, X2, X3, X4}.
Clearly,  ∈ φ2(F ), but  is not of the form described in Theorem 1.2.
Example 4.2. When F = {0, 1,−1}, Denote a map  : S3(F ) → M3(F ) by

⎛
⎝
⎡
⎣a11 a12 a13a12 a22 a23
a13 a23 a33
⎤
⎦
⎞
⎠ =
⎡
⎣a11 a12 a13a12 a22 −a23
a13 −a23 a33
⎤
⎦
for any aij ∈ F, 1  i  j  3.
It is easy to prove that A = 0 ⊕ A′ or a23 = 0 for every A = [aij ] ∈ IS3(F ), where A′ ∈
IS2(F ). Clearly, ∈ φ3(F ) is a map preserving idempotence, but is not of the form described
in Theorem 1.2.
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