ABSTRACT This paper deals with the problem faced performing prognostics of electronic devices using a data-driven approach to generate degradation models for predicting their remaining useful life. To be able to generate good models, a lot of experimental data are required. Moreover, the high frequency sampling required for electronic devices implies that huge amounts of experimental data must be efficiently stored, transformed, and analyzed in the prediction models. The first contribution of this paper is the proposal of a Big Data architecture that can be used for a generic prognostics approach of electronic devices. To illustrate the proposal, the dataset for power MOSFET prognostics developed at the NASA Prognostics Center of Excellence is used. This paper carefully illustrates the analysis, extraction, and transformation stages required to obtain the data for the estimation of the degradation models. An additional contribution of this paper is to study scalable methods to perform such estimation. Instead of using typical approaches such as extended Kalman filters, particle filters, or relevance vector machines to perform the estimation, we propose to use much simpler techniques (such as least squares or horizontal average) to allow a scalable implementation in a Big Data (distributed and parallelized) platform. After applying our approach to the MOSFETs dataset, we have shown that the obtained results are competitive when compared with more complex techniques.
I. INTRODUCTION
Electronic devices are elements of paramount importance in our daily life, since they are critical for the safe operation of industrial and aerospatial systems. Moreover, the upcoming future technologies such as smart grids or electric vehicles, are increasing the relevance of having safe and reliable electronic systems. These systems are usually made up of dozens of electronic components that can fail in many different ways, but the root cause of the failure usually can be traced back to faults in any of their constituent components [1] , [2] , such as electrolytic capacitors, MOSFETs and IGBTs, due to their low reliability compared to other electronic components. In order to increase availability it is essential to diagnose faults and to be able to estimate the amount of time before the The associate editor coordinating the review of this manuscript and approving it for publication was Chetan Kulkarni. components or subsystems suffer from a failure that can bring down the whole system. This is the task known as the estimation of the Remaining Useful Life (RUL) which is a main concern in prognostics.
A lot of research has been carried out within the PHM community to provide accurate and efficient prognostics solutions for electronic components. For example, Celaya et al. [2] applied Extended Kalman Filter (EKF) for the modeling and prediction tasks. Another example, by Zheng et al. [3] , combined Relevance Vector Machines and degradation modeling for the same task. More recently, a solution that provides scalable real-time prediction has been proposed by Baharani et al. [4] by using Deep Learning techniques. Such approach uses a branch of Recurrent Neural Networks (RNNs) and can provide accurate and real-time prognostics decisions. However, RNNs face two main issues.
Firstly, the fairly complex design of the solution, and secondly, the large datasets needed for the training process.
Companies and research institutions throughout the globe are nowadays exploiting the opportunities offered by Big Data in order to make better decisions and better forecasts using a large number of different data sources [5] . Big Data technologies, like Hadoop [6] , allow to carry out large-scale batch computations of large amounts of data in a parallelized way. In the particular case of prognostics for electronic devices, we must be able to handle huge amounts of data coming from different devices, with high sample rate used to store signals in real time, and with the capacity of being able to process them in real time afterwards. These facts qualify for both the Volume and the Velocity in the Big Data context. This paper describes our solution for a scalable Big Data architecture to fault prognostics of electronic devices, and applies it to fault prognostics on high frequency power MOSFETs. The proposed architecture is capable to ingest large amounts of experimental data, to transform them to refined data, and to use them to develop prognostics models. Since we are focused on simple solutions that can be easily integrated within a Big Data framework and exploit available historical degradation data, we will focus on variations of two simple methods: Least Squares estimation and, specially, Horizontal Average.
The main contributions of this work are as follows. First, we propose a Big Data architecture which enables large amounts of data collections for electronic devices to be efficiently ingested, processed and modeled for prognostics purposes. Second, we present in detail both the data exploration and the transformation processes, which have been designed for scalable data management along its full life-cycle, thus ensuring high-quality data to be delivered for further prognostics modeling. As the third contribution, we have developed simple solutions for prognostics modeling that can be easily integrated within a Big Data framework. In particular, we will focus on variations of two simple methods: Least Squares estimation, used as a base line method, and Horizontal Average that learns a least square estimation from the average behavior of historical data. On the one hand, these solutions are simple enough to scale with the number of electronic devices, and on the other hand, they must be robust enough to provide accurate prognostics solutions. As we will show in the results, when applied to power MOSFETs, our solutions provide prognostics results that are comparable, and sometimes better, than more complex techniques.
The rest of the paper is structured as follows. Section II introduces the problem of prognostics for electronic devices and the need for data in order to build degradation models. Section III introduces our proposal for a Big Data architecture than could help an organization to perform electronic device prognostics at scale. Section IV analyzes the specific needs for data exploration and data transformation in the Big Data context and for the specific NASA Prognostics Center of Excellence power MOSFETs dataset. Later on, Section V summarizes the different kinds of degradation models to be used in our proposal. Section VI presents the results obtained for the case study, and compares our results with other works in the field. Finally, Section VII provides some conclusions and a glimpse about further research to be done.
II. THE PROBLEM
Prognostics methods can be broadly classified in two main approaches: model-based physical and data-driven [7] . We will focus in data-driven because it seems obvious that large amounts of experiments are required to build accurate models. This fact creates three main problems if we want a scalable solution:
• Data collected for prognostics models to estimate RUL would require collecting data until the End of Life (EOL) of each device. This is not realistic in real life applications.
• Sampling electronic devices will generate large amounts of data if they are sampled at high frequencies. Although a company or a laboratory can handle a dataset made up of a large number of experiments, Big Data technology can help to reduce the burden for storing and handling potentially huge volumes of data.
• Dealing (processing and storing intermediate results)
and analyzing large amounts of data in a potentially distributed environment requires Big Data analytics. Not all the traditional algorithms used for prognostics have a straightforward implementation in distributed environments such as Spark, where there is a limited set of implemented procedures.
To cope with the first problem we will rely on data obtained through an accelerated aging procedure, where sensor data can be easily accessed and stored, as we will summarize next. The second problem will be addressed in our proposal for a Big Data architecture in Section III and its corresponding ETL (Extract, Transform, Load) processes in Section IV. Finally, the third problem will be addressed in Section V.
1) ACCELERATED AGING FOR MOSFET DEVICES
Accelerated aging allows collecting run-to-failure data in a reasonable timeframe. Accelerated aging systems allow to understand the effects of failure mechanisms and the identification of failure precursors, that later can be used to build different kinds of models (degradation or RUL estimation). We have decided to follow the framework proposed by Sonnenfeld et al. [8] to illustrate our proposal, although it is independent and could be used for similar frameworks. The framework proposed by Sonnenfeld et al. has been tested for prognostics of different devices such as Insulated Gate Bipolar Transistors (IGBT) and Metal-oxide Semiconductor Field Effect Transistor (MOSFET) devices.
In such framework a platform for the simulation of aging scenarios for gate controlled power transistors was described, looking for the data acquisition and characterization of degradation mechanisms. The work provided a thorough description of the hardware and software framework intended for VOLUME 7, 2019 large scale experiments to study and characterize degradation precursors under several scenarios. It supported different methods for accelerated aging such as thermal cycling, dielectric over-voltage, acute/chronic thermal stress, and current overstress. Moreover, the framework allowed to access and to store different kind of signals in real-time by means of a SCADA (Labview) attached to a set of commercially available instrumentation. Different devices were tested: IGBT in thermal overstress scenarios [8] , and MOSFET in power cycling for thermal overstress [9] . In the remainder of this paper we will work on the dataset generated by Celaya et al., which is available online [2] , [10] , and its size is big enough to illustrate our proposal.
Celaya et al. [1] studied performance decline due to die-attach degradation by thermal overstress in MOSFET IRF520Npbf devices. MOSFET devices work as a power switch. They have three ports: Source (S), Drain (D), and Gate (G). The voltage between G and S is used to allow the current between D and S ports. MOSFET devices have three working modes: ON (there is enough voltage to allow the current to pass), OFF (there is not enough voltage), and saturation (there is a constant current in D independently of voltage V DS ). The work identified the device resistance in the ON-state as a precursor to failure on the devices, with die-attach degradation as a failure mechanism. For the sake of self-containment we will provide a summary of the experimental setup.
According to Celaya et al. [2] , the employed methodology used thermal and power cycling and was validated using 100V power MOSFET devices. Thermal cycling overstress generated thermo-mechanical stresses in electronics due to the difference in the thermal expansion coefficients between different elements in the component's packaged structure. Thermal cycles were induced by power cycling without the use of an external heat source.
During the power cycling process the device temperature was limited by an hysteresis controller: the power cycling was ON if the case temperature was below a lower threshold T min , and it was switched OFF if the case temperature reached threshold T max . These thermal cycles were needed for accelerated device aging.
The device case temperature was recorded and used as a control variable for the cycling application. For power cycling, a square wave signal with a 15V amplitude was applied as a gate voltage, with a 1 KHz frequency and a 40% duty cycle. Such procedure created voids in the die-attach solder, affecting the thermal resistance from junction to case, and consequently resulting in an increase of the junction temperature and in the resistance between the drain and the source in the ON state: R DS(on) . As a consequence, an increase in ON-resistance (R DS(on) ) is considered as a precursor to failure in the device.
2) DEGRADATION MODELING
Celaya et al. [9] proposed an empirical degradation model for R DS(on) based on the observation of a subset of 6 transistors from the 42 devices under study. It was observed that the value grew exponentially over time as the device aged, and that the starting point for the growth changed from device to device. The exponential degradation model can be seen as a first-order discrete dynamic system in the form of a state-space model representing the degradation, being R DS(on) the state-variable representing the change in the value of the ON-resistance:
where t is the discrete time, and α and β are model parameters that can be fixed or estimated on-line. Celaya et al. [9] clearly stated that those parameters change between devices and that they should be estimated on-line at the beginning of each experiment to obtain more accurate results. Different methods have been used in the last ten years to estimate degradation model parameters for different electric and electronic devices such as batteries, transistors, etc.: Relevance Vector Machine (RVM), Gaussian Process Regression (GPR), Neural Networks, AutoRegressive Integrated Moving Average (ARIMA) models, Extended Kalman Filters (EKF), and Particle Filters [2] , [11] , [12] . Since we are focused on simple solutions that can be easily integrated in a Big Data framework, in this work we will focus on two different methods: Least Squares estimation and Horizontal Average, for both the degradation model in equation 1 and its linearized version. These four methods will be explained in Section V.
III. PROPOSED BIG DATA FRAMEWORK
In this section we provide a general view of our proposal for Big Data framework for fault prognostics of electronic devices by using a Data Lake architecture. Data Lakes [13] , [14] are conceived as centralized repositories that allow the ingestion and storage of large amounts of raw data, that are later transformed and/or integrated. Data Lakes are usually deployed using Hadoop-based technologies [6] , that can be combined with traditional relational and/or NoSQL databases for query and search operations. The great flexibility offered by Data Lakes leads to rich data collections coming from multiple data sources.
Our proposed architecture (shown in Figure 1 ) is based on two traditional Big Data architectures: the Lambda and the Kappa architectures, and maintains the advantages of both, allowing, on the one hand, cost-effective storage and batch processing, and, on the other hand, real-time data management. We next describe each of the constituent components of our Big Data architecture, as represented in Figure 1 .
A. DATA SOURCES
This first component refers to all the input data streams serving data into the Data Lake. These will be, in general, data coming from the laboratory workbench, but also data coming from external databases and/or flat files. For the initial validation of the processing architecture presented here, we only considered data coming from run-to-failure experiments on Power MOSFETs generated by the Prognostics Center of Excellence at NASA Ames [10] . For this dataset, the following data are collected: time instant from the beginning of the experiment, junction temperature, case temperature, drain current, drain to source voltage, gate voltage and timestamp. Future stages of this work will considered additional data sources.
B. DATA INGESTION AND STORAGE
The ingestion component is responsible of importing data from the data sources to the Data Lake. Our proposed architecture uses both Apache Flume and Apache Kafka for different responsibilities. First, Apache Flume is used to deal with the input data streams by serving them to Apache Kafka, that takes the responsibility of orchestrating all these input data flows. Apache Kafka serves the input data to either the Hadoop Distributed File System (HDFS) for storage and further batch processing (in order to ultimately compute the prognostics degradation models) or directly to the Spark component (in order to perform online RUL forecasts for a particular experiment).
C. DATA PROCESSING
The data processing component is divided into two separate blocks, one for the batch processing tasks and another for the live data processing. In both cases we use Apache Spark. Regarding the batch processing task, the system starts off from the raw data and perform successive cleansing/transformation tasks in order to obtain the refined data. For the live data processing, we first apply the same cleansing/transformation tasks to the input data, and then feed the resulting view to the prediction model created in the batch processing task to compute the device's RUL.
D. DATA SERVICE
This final component corresponds to the serving layer. This component has to ensure that different tools external to the Data Lake (such as Business Intelligence or Analytics tools) achieve high availability and low latency access to the processed data. In our proposal we choose Apache Cassandra since it easily allows to query the data in real-time.
In the particular case of the MOSFETs case study, both batch computations and the RUL prediction results will be loaded for further analysis and processing.
Finally, some traversal components are also included in the Data Lake to improve the performance and the data quality, namely, orchestrations of the processing task and data governance, which are implemented using Apache Oozie and Apache Atlas, respectively.
IV. DATA EXPLORATION AND TRANSFORMATION FOR THE NASA POWER MOSFET DATASET
The NASA Prognostics Center of Excellence power MOSFET dataset [10] is made up of experiments on 42 MOSFET devices. Each device endures several (from 1 to 7) consecutive aging tests (run).
Any scalable solution for prognostics involving data-driven models from this kind of experimental setup would need a Big Data framework: even for the NASA dataset that comprises ''only'' from 1 to 7 runs on 42 devices, with an average of 35 minutes per run, the data, in a compressed format, require 8GB of disk space. In order to process the data with a language commonly used in the Big Data field, such as Python or Scala, we need to transform the data into a more general format such as CSV files. This simple transformation generates a space demand of 50 GB. This is 1.5 TB in a 30 day span for more experiments. Any company or institution that wants to store hundreds or thousands of such experiments for different devices will very soon require a very large amount of space, thus giving more ground for a Big Data solution.
We first describe here important aspects of the dataset before we explain how we obtain the data for the degradation model [15] .
A. DATA EXPLORATION
In the NASA dataset for Power MOSFETs each experiment on a single device with multiple runs was stored in a binary Matlab file, which contained a substructure for both steady (slow aggregated measurements), transient (high frequency data), and experiment control settings [10] .
Data in the steady-state field contains a sampling of data from transient phases, without making difference between the ON or the OFF state of the gate. Since there is no feature containing the gate voltage or the state of the device, we were not able to use those data. Moreover, although the control field contains information about the state of the gate, there is a mismatch in the number of samples: the steady file contains 10.000 data, while the controller data contains 50.000. Additionally, there is a discrepancy between the measurements for the ON current in the transient (between 2 and 3 A) and the steady (7 A) states. Without further information we cannot use them.
Regarding the transient state, when the gate control signal is ON, the drain current I D is greater than zero and the voltage V DS drops proportional to I D . Both I D and V DS were measured in-situ in the power cycling regime during the aging process, with a sampling frequency of ≈ 400 ms. The sampling frequency allows for the complete observation of the pulse (the ON of the square waveform has a 0.4 ms duration). Hence, there are ≈ 3000 transient measurements for a 35 minutes aging experiment. These measurements are used to compute R DS(on) , whose value change with the junction temperature, which cannot be measured [2] . Additionally to the transient and steady measurements, lower (aggregate) sampling is used to control the experiment.
After studying the 42 devices, we have observed that not all of the experiments comply with the experimental setup and they cannot be used with this general framework. Our initial guess is that they do not fulfill the minimal requirements due to different issues, such as: the device reaches its end-of-life 25) ; or the device does not reach the threshold (tests 27, 34 and 41), among others.
As a consequence, the number of available devices for the study is smaller than expected. We will come back to this issue in Section VI.
B. DATA TRANSFORMATION
The two main transformations required on the original data were: sampling the data from the transients, and computing the resistance after normalizing the temperature measurements. We will explain these two processes.
Since there was a discrepancy between the transient and steady state data we decided to proceed with the transient data alone. But there are a lot of them, and since they almost does not change, we decided to further sampling them to reduce the number of data to be processed. Figure 2 clearly shows that there are two separated states: ON and OFF. We have decided to compute the average values for both the ON and OFF stages, that will be between the maximum and minimum value for the gate signal. Every value above the average is considered ON, while every value below is considered OFF.
Since the resistance depends on the device temperature, it is necessary to normalize first with respect to the working temperature. For each test run, the temperature of the device was increased from room temperature to a high temperature setting, thus providing the opportunity to characterize the change in the resistance as a function of time at different degradation stages [2] .
Temperature measurements are only available in the steady state files for the device flange and the package. Since the package is the closest element to the transistor junction, we have used the package temperature to compute T j , the junction temperature. Figure 4 show the evolution for one experiment of the package and flange temperatures, before and after the normalization.
Since both the steady and transient files have temporal information, we selected as the temperature for the transient the temperature reading in the steady state file which is closer to the transient timestamp. Additionally, those temperatures at the beginning of each run (until it reaches the high temperature setting in the controller file) were removed.
R DS(on) is computed depending on the current temperature T , and the resistance at 25 • C:
Additionally, due to manufacturing variability, the junction temperature in its pristine condition varies from device to device. To account with this fact, each value R DS(on) is shifted by a bias factor representing the pristine condition value, which is computed based on the initial values of each experiment.
The final value of R DS(on) and its deviation from its pristine condition, which is named R DS(on) , will be used as the state variable to track the device health. Because the sampling rate is not fixed, its average value during the ON-state is again filtered and its average computed along a 60 s span. That is the final value tracked. It is considered that the device reaches the end of its useful life when R DS(on) crosses the 0.05 threshold. Figure 5 shows the evolution of 6 of those experiments. It is rather clear that the different curves change as a function of the aging time.
V. MODELING
As previously stated, we use as the failure precursor indicator of the MOSFET the increase of its resistance, R, in the device ON state. Specifically, we consider, according to the literature [1] , that the End of Life is reached when R DS (on) ≥ 0.05. We assume that the degradation of the resistance can be explained by the empirical degradation model of equation 1, where parameters α and β have to be estimated from available data.
In the context of a Big Data environment, we have looked for simple and scalable methods with the potential of exploiting the available historical data to estimate the parameters of the degradation model. Hence, instead of resorting to the standard techniques proposed in the literature to predict the RUL of devices, like Gaussian Mixtures or Particle Filtering we have checked first the behavior of minimal squares regression and a linearized version of minimal squares. Afterwards, VOLUME 7, 2019 exploiting the potential availability of degradation data from different instances of the same device, we have proposed a new method that exploits the average degradation behavior of former MOSFETs to predict the RUL of the current device. This method is named Horizontal Average, HA. Also, its linearized version has been tested. In the following we proceed to describe all these techniques.
A. LEAST SQUARES, LS
In the Least Squares estimation we fit the function
selecting the parameters α LS and β LS that minimize the square error metric considering the experimental data for R DS (on) . The function is fitted consecutively for the available data points. With the current set of parameters at the prediction time t, we predict the RUL by computing, from equation 2, the predicted End of Life time.
B. LINEARIZED LEAST SQUARES, LN-LS
To increase the robustness of the adjustment, and also to simplify further computations, like confidence intervals of the parameters estimation, we have reparametrized the degradation function in order to fit a linear function. In terms of R DS (on) we defined:
that is linearized with the logarithmic function
and the relationship between α and α is given by
Hence, in the Linearized Least Squares estimation we fit the function
selecting the parameters α LN _LS and β LN _LS that minimize the square error of the corresponding transformed experimental data. With the current set of parameters at the prediction time t, we predict the RUL as explained in the previous paragraph.
C. HORIZONTAL AVERAGE, HA
The Horizontal Average method assumes that all the instances of the same device, i. e., same design and same manufacturing process, follows a similar degradation pattern, although perhaps delayed in time. The key idea of the method is learning a function describing the average degradation behavior from a set of training samples. Afterwards, that function can be used to predict the RUL of a device not used in the training data. Let Training = {X 1 , X 2 , . . . , X n } be the set of training degradation behaviors, where X i is the temporal series of R DS (on) values for the i th device, and let R HA be the function to be learnt. R HA is computed in three basic steps, summarized as follows: • For every X i ∈ Training compute R i LS fitting an exponential degradation model using the Square error criterion, like in the LS approximation.
• Create a sequence of increasing values Xq HA choosing the desired values of R, 0 ≤ R ≤ 0.5. For any value x j ∈ Xq HA , compute its time stamp, t j , as the mean value of t k , k = 1, 2, . . . , n, where t k satisfies R k LS (t k ) = x j , ∀k = 1, 2, . . . , n. Build the Horizontal Average time series as the sequence of ordered pairs X HA = {< x i , t i >, x i ∈ Xq HA , i = 1, 2, . . . , n}.
• Compute R HA fitting an exponential degradation model to the Horizontal Average time series, X HA , using the LS approximation. Figure 6 illustrates the procedure for two training devices. The maroon line the middle shows the resulting R HA .
To compute the RUL at time t for a device not included in the Training set, we use the degradation function R HA to estimate the RUL of an average MOSFET when its R equals the R of the device at hand.
More formally, let R DS (on) (t) be the R DS (on) of the target device a time t. Define t HA as R HA (t HA ) = R DS (on) (t). Compute the EOL of an average device at time t HA from R HA (t EOL ) = 0.5. Let RUL HA (t HA ) = t EOL − t HA . Then, we compute the RUL at time t for the target device as RUL HA (t HA ).
D. LINEARIZED HORIZONTAL AVERAGE, LN-HA
This method parallels the Horizontal Average approach, but for the same reparametrized degradation function we introduced for the Linearized Least Squares. Again, we are looking for a more robust approach.
VI. RESULTS
We have tested our approach in the NASA dataset [10] on the same set of devices studied by Celaya et al. [2] , [9] : devices 8, 9, 14, and 36. All of them reach their EOL before the 250 time instant. These four experiments exhibit different behavioral patterns. We have decided to show also percentages of RUL because some of the experiments reach their EOL around the 250 time instant, while others reach the EOL around the 150 time instant. Additionally, since the value of the pristine condition is not known, we have estimated the value at the beginning of the first run, hence there will be no exact coincidence with the RUL instants selected by other authors, although values are very similar.
A. RESULTS ON THE CASE STUDY
To illustrate the performance of the techniques selected, we will proceed in the following way. First, we will illustrate the performance of two of the techniques (Horizontal Average, HA for short, and Linearized Least Squares, LN-LS for short) in two test cases (36 and 8), which exhibit rather different dynamics. Later on, we will provide a detailed description of the results for the four selected techniques (HA, Linearized HA (LN-HA), Least Squares (LS), and linearized LS, LN-LS) using well-known prognostics metrics.
We show here the evolution of the estimation of the RUL for R DS(on) assuming that the end of life (EOL) corresponds with crossing the 0.05 threshold for R DS(on) , and crossing the -3 threshold for the linearized models that estimate ln( R DS(on) ). Figure 9 shows the estimation at different percentages of RUL (64, 72, 85, 89, and 95%), corresponding to different time instants (90, 101, 119, 125, and 133, respectively), for test 8 using HA. The EOL time for test 8 is t ≈ 140. Similarly, Figure 10 shows the estimation of the RUL for test 8 using LN-LS.
To illustrate the general behavior of the four proposed techniques, Figure 11 shows the evolution of the RUL estimation using HA, LS, and their linearized versions, LN-HA and LN-LS, for tests 8, 9, 14, and 36. In this figure, the gray straight line represents the real RUL, RUL * , and the colored lines represent the estimated RUL, RUL', for each one of the four techniques. The two black lines determine a decreasing acceptable error margin. Any estimation below RUL * represents a conservative estimation (RUL < RUL * ), while an estimation above RUL * represents a risky estimation (RUL > RUL * ).
It is clear in Figure 11 that all techniques provide better estimations for tests 9, and 36, than for tests 8, and 14. The general trend is that linearized versions perform a more conservative estimation than their non-linearized versions. Tables 1, 2, 3, and 4 show results at different time points using HA, LN-HA, LS and LN-LS, for devices 8, 9, 14, and 36, respectively. Each table shows, for each experiment, the prediction time (t P ) and the percentage of this prediction time in the experiment, the real RUL (RUL * ), and then, for each technique, the estimated RUL (RUL'), the Error, computed as RUL * -RUL', and the Relative Accuracy (RA) metric as proposed by Saxena et al. [16] : Table 5 provides a summary of the averaged result for the four techniques analyzed in our proposal (HA, LN-HA, LS and LN-LS) and some of the related works that we will FIGURE 9. Evolution of RUL estimation using horizontal average for test 8 at time 90, 100, 119, 126, and 133, corresponding to 64, 72, 85, 90, and 95% of its life. discuss later. RA and Error are averaged over each prediction point to obtain a single value that characterizes the overall accuracy and error, denoted as RA and Error, respectively. Focusing on devices 8, 9, 14 and 36, to better compare with other authors results, we can see in Table 5 that Horizontal Average and Least Squares perform well in tests 9 and 36, with some advantage for Horizontal Average, while these techniques performs rather badly in tests 8 and 14. However, their linearized versions perform better in tests 8 and 14, while behave worst in tests 9 and 36.
With all the caution required by the small number of tests, there are some patterns on the device degradation behavior that are consistent with the experimental results and the properties of the estimation methods applied. In those tests where the degradation behavior fits well to an exponential model with rather constant parameters, like devices 9 and 36 (see device 36 behavior in Figure 7) , the methods that fit an exponential function using least squares technique work fine. Both Horizontal Average and Least Squares are in this category, which is consistent with the experimental results like Figure 11 also shows. In this case, Horizontal Average seems to perform better than Least Squares.
The degradation behavior of tests 8 and 14 is different and doesn't fit well to an exponential curve of constant parameters: either the behavior is not exponential or the exponential parameters present a discontinuity-like change at some point. Figure 9 illustrates the aforementioned degradation behavior. In this case, the methods that directly fit an exponential function based on least squares criterion work badly, particularly Least Squares, that is quite unstable, as Figures 9  and 11 and Tables 1 and 5 show. A similar behavior can be observed in the corresponding curves (which are not included for space purposes) and tables for device 14. For this kind of degradation behavior, the linearized version of both methods performs better, with a noticeable improvement in the case of Linearized Least Squares. This behavior is consistent with the logarithmic parametrization performed to linearize the data. A logarithmic transformation reduces the differences at the end of the experiment, where differences might be important among model estimation and data due to the exponential behavior. Because these differences are logarithmically reduced, the fitting of a linear function works better. This behavior can be observed in Figure 10 .
Those previous arguments are also coherent with the results obtained for devices 11 and 12 displayed in Table 5 whose results are not presented by other authors.
B. RELATED WORK
It is rather difficult to compare results with previous works. On the one hand, there exists the problem related with the lack of the complete set of devices, as it was mentioned before. Additionally, different works using this dataset have provided results on different sets of devices and have provided different metrics to characterize their results.
We have decided to mainly focus on the two more recent works on this dataset ( [3] , [9] ) because they provide the same metrics and also share results on, at least, two devices.
The work by Celaya et al. [9] applied a Bayesian filter, EKF, and provided results for four devices: 8, 9, 14 and 36. For these devices, we have computed the average estimation error and the average RA in order to being able to compare them against our average error and RA values. Regarding the work by Zheng et al. [3] , authors only provide results for devices 8 and 9. Moreover, the number of RUL estimates used for computing the averages for error and RA are rather different between devices 8 and 9. Hence, the experimental methodology is different and does not allow a fair comparison of the final results.
By looking at Table 5 , we see that our non-linear techniques provide competitive results with respect to the EKF results at [9] for devices 9 and 36. But they do not perform so well for devices 8 and 14. On the contrary, linearized techniques provide competitive results for devices 8 and 14, but not for 9 and 36. Our guess is that EKF works better with those devices that do not comply so well with the hypothesis about the degradation model.
As additional comparison on the same dataset, the work by Celaya et al. [2] provided results (RUL mean error, and squared mean error) for GPR, EKF and Particle Filter (PF) techniques, but they only show results for device 36 and does not provide Relative Accuracy (RA) information. In order to compare against our results, we provide the summary of the average error and the RA for such device in Table 6 .
It is not possible to generalize results and to do a fair comparison with only one device, but looking at the results in Table 5 for device 36:
• HA provides similar average error (10.2) compared to EKF and PF, although it is bigger than GPR (3.93). However, regarding RA, HA obtains an average 80.4% which is better than these three more sophisticated techniques;
• LS provides worst results regarding the average error, but is 74.3 % average RA is similar to EKF (78.2%), better than GPR (61.1%), and worst only to PF (80.01%);
• linearized versions of these techniques do not perform well when compared to GPR, EKF, and PF.
Consequently, and without information on the performance on those tests that does not conform very well with the exponential degradation model such as 8 and 14, we can claim that simpler techniques obtain fairly competitive results, and we can guess that with more data available our proposals would possibly improve, without needing to estimate additional parameters for GPR, EKF, and PF models.
Recently, the work by Baharani et al. [4] proposed to use Deep Learning techniques for accurate and real-time prognostics decisions and was tested on the same dataset. The authors used Recurrent Neural Networks (RNNs) for their architecture. In that article they compare their results with different devices, but they are numbered as 1 to 5, hence losing the chance for a straightforward comparison. Authors provide their best results on a given device no. 5 for the absolute average error as of 8.93%, compared to 15.85% obtained by the PF by Celaya et al. [2] , and another KF proposal by Dusmez et al. 2016 . 1 This result is only slightly better than our HA results that provide an average of absolute error of 9.64% for device 36 (Celaya et al. [2] obtains for that device a 9.18% for the EKF and 8.6% for the PF). Baharani et al. also provide results obtained in real time, but this has not been considered yet for our proposal. Additionally, RNNs face a fairly complex solution design and also requires large datasets for their training process. Taking into account the number of experiments and the slight difference in the results our proposal works fairly well.
Finally, we would like to make explicit that any discussion about the results and potential conclusions must be taken carefully given the low number of available experiments and the selection of only four tests to ease the comparison with other works.
VII. CONCLUSIONS
This work has presented a methodological approach to prognostics of electronic devices. The solution proposed is oriented towards an industrial scale data processing and it is supported by a Big Data architecture.
The proposal has been tested in a well-known prognostic data set: data from run-to-failure experiments on Power MOSFETs generated by the Prognostic Center of Excellence at NASA Ames. Although this is not a Big Data scale set of data, it is big enough to show the scalable nature of the proposal and it also allows to compare the prognostic results obtained by the applied methods with those found in the literature.
The work has shown the exploration and transformation methods applied to the raw data before the proper prognostic task can proceed. The paper provides a detailed presentation of those previous stages so that the preprocessing can be easily repeated and implemented on a Big Data framework.
The last contribution of the paper is the proposal of simple scalable methods to estimate the RUL of the devices and its comparison with state of the art proposals for the same dataset. According to the main stream literature we have used the increase of the resistance between the drain and the source terminals in the ON estate of the device, R DS (on) , as a failure precursor indicator. And we have used the standard exponential degradation model to estimate the degradation of R DS (on) as a function of time.
Assuming an exponential degradation model, we have tested the Least Squares method to fit the parameters of the degradation model to the available experimental data. We have also proposed an estimation method where the average behavior of the degradation of the devices is learnt from stored run-to-failure data: Horizontal Average. We have also tested the behavior of linearized versions of these methods: Linearized Least Squares and Linearized Horizontal Average. The linearized versions were proposed looking for more robust fitting than those provided by the exponential like data.
Experimental results show that if the degradation behavior of a device follows an exponential model, simple methods like Least Squares and specially Horizontal Average are competitive and even better than previous results for these devices that use more complex estimation techniques. When the degradation behavior of a device does not fit well to an exponential model, these methods performance degrade, while their linearized versions work better. Particularly, Linearized Least Squares yields predictions that are better that those provided by Celaya et al. [9] for these devices. Nevertheless, Celaya's method has the advantage that its performance degrade less for those difficult to analyze device than Horizontal Average or Least Squares.
This work opens some research directions that we would like to pursue. They are related to the presence of very different degradation behavioral patterns, regarding EOL value and EOL indicator evolution. To cope with the difficulties that the presence of different degradation behaviors pose, clustering could be useful. A clustering stage to identify significant groups of behaviors may provide a tool to i) choose the best estimation technique for each group and ii) decide online which technique is better to estimate the RUL of the target device at any given time. He has carried out both basic and applied research in the areas of fault diagnosis and prognosis for aerospace and industrial systems, has coauthored more than 80 journal and conference papers, and has participated in several funded projects, networks, and contracts on fault diagnosis and prognosis topics, and in big data analytics. He has been a Guest Researcher with the Intelligent Systems Division, NASA Ames Research Center and the Institute for Software Integrated Systems, Vanderbilt University, among others. His current research interests include model-based reasoning for diagnosis and prognosis, healthmanagement, big data, and Industry 4.0. Among various other professional activities, he has held different chair positions at the PHM and PHME conferences, has been a Co-Administrator of several courses and summer schools on diagnosis, prognosis, and artificial intelligence, and has been the Local Chair of the 2016 European Conference of the Prognostics and Health Management Society. VOLUME 7, 2019 
