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Searching for objects among clutter is a key ability of the
visual system. Speed and accuracy are the crucial
performance criteria. How can the brain trade off these
competing quantities for optimal performance in
different tasks? Can a network of spiking neurons carry
out such computations, and what is its architecture? We
propose a new model that takes input from V1-type
orientation-selective spiking neurons and detects a
target in the shortest time that is compatible with a
given acceptable error rate. Subject to the assumption
that the output of the primary visual cortex comprises
Poisson neurons with known properties, our model is an
ideal observer. The model has only five free parameters:
the signal-to-noise ratio in a hypercolumn, the costs of
false-alarm and false-reject errors versus the cost of
time, and two parameters accounting for nonperceptual
delays. Our model postulates two gain-control
mechanisms—one local to hypercolumns and one global
to the visual field—to handle variable scene complexity.
Error rate and response time predictions match
psychophysics data as we vary stimulus discriminability,
scene complexity, and the uncertainty associated with
each of these quantities. A five-layer spiking network
closely approximates the optimal model, suggesting that
known cortical mechanisms are sufficient for
implementing visual search efficiently.
Introduction
One of the most useful functions of the visual system
is searching for things, such as food, mates, and threats.
This is a difﬁcult task: The relevant objects, whose
appearance may not be entirely known in advance, are
often embedded in irrelevant clutter, whose appearance
and complexity may also be unknown. Furthermore,
time is of the essence: The ability to quickly detect
objects of interest is an evolutionary advantage. Speed
comes at the cost of making mistakes. Shorter decision
times imply collecting less signal and expose the animal
to detection errors. Thus, it is critical that each piece of
sensory information is used efﬁciently to produce a
decision in the shortest amount of time while keeping
the probability of errors within an acceptable limit.
Psychologists have characterized human visual
search performance (Treisman & Gelade, 1980; Dun-
can & Humphreys, 1989; J. Palmer, 1994; Verghese &
Nakayama, 1994; Carrasco & Yeshurun, 1998; Ca-
meron, Tai, Eckstein, & Carrasco, 2004; Wolfe,
Horowitz, & Kenner, 2005; Navalpakkam, Koch,
Rangel, & Perona, 2010; Wolfe, Palmer, & Horowitz,
2010; Eckstein, 2011; Pomplun, Garaas, & Carrasco,
2013), quantiﬁed as response time (RT) and error rate
(ER), in relation to properties of the search environ-
ment such as the distinctiveness of the target against the
background clutter (Duncan & Humphreys, 1989;
Verghese & Nakayama, 1994), the complexity of the
image (J. Palmer, 1994; Carrasco & Yeshurun, 1998),
and the likelihood that an object of interest may be
present (Wolfe et al., 2005, 2010). As shorter RT
implies higher ER, in order to achieve the best
performance humans must trade off RT and ER.
However, it is unknown what the optimal RT versus
ER tradeoff should be in a given environment. It is also
unknown whether human visual search performance is
optimal.
Models of visual search fall into two categories.
Stochastic accumulators were introduced to model
discrimination (Ratcliff, 1985; Busemeyer & Townsend,
1993; Shadlen & Newsome, 2001; Usher & McClelland,
2001; Bogacz, Brown, Moehlis, Holmes, & Cohen,
2006; Brown & Heathcote, 2008) and visual search
(Wolfe, 2007; Purcell, Schall, Logan, & Palmeri, 2012).
The decision signal is either obtained from electro-
physiological recordings from decision-implicated areas
(e.g., frontal eye ﬁeld: Woodman, Kang, Thompson, &
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Schall, 2008; Heitz & Schall, 2012; Purcell et al., 2012;
lateral intraparietal area: Mazurek, Roitman, Ditterich,
& Shadlen, 2003; Wong, Huk, Shadlen, & Wang, 2007)
or the result of an educated guess to ﬁt the phenom-
enology (J. Palmer, Huk, & Shadlen, 2005; Drugo-
witsch, Moreno-Bote, Churchland, Shadlen, & Pouget,
2012). Stochastic accumulator models are appealing
because of their conceptual simplicity and because they
ﬁt behavioral data well. However, these models do not
attempt to explain search performance in terms of the
underlying primary signals and neural computations.
Ideal observer models have been developed to study
which computations and mechanisms may be optimal
for visual discrimination (Geisler, 1989; J. Palmer et al.,
2005) and visual search under ﬁxed time presentations
(J. Palmer, Verghese, & Pavel, 2000; Verghese, 2001;
Geisler, 2011; Ma, Navalpakkam, Beck, Van Den Berg,
& Pouget, 2011; Shimozaki, Schoonveld, & Eckstein,
2012) using signal detection theory (Green & Swets,
1966). This line of work leads us to the question of
whether it is possible to derive an ideal observer for
visual search that may predict simultaneously both RT
and ER.
We propose a principled model for visual search and
use it for studying the ER versus RT tradeoff that the
brain faces. We take the Bayesian point of view: We
model a system that through experience (or through
evolution) is familiar with the statistics of the scene.
The input to our system is an array of idealized cortical
hypercolumns that, in response to a visual stimulus,
produce ﬁring patterns that are Poisson and condi-
tionally independent. After this assumption is made the
model that characterizes the optimal ER versus RT
tradeoff is derived with no additional assumptions and
no additional free parameters. Our model computes the
optimal tradeoff given the ﬁring patterns of V1 neurons
and a probabilistic description of the task. Last, we are
interested in understanding whether such an observer
might plausibly be implemented by neural mechanisms
such as a network of spiking neurons. We develop such
an architecture and compare its performance with that
of the optimal model and humans.
Results
Optimal ER versus RT tradeoff in visual search
Visual search setup
The goal of the observer is to detect the presence of a
target object in a cluttered image as quickly and
accurately as possible while maintaining ﬁxation at the
center of the image. The observer makes a binary
decision between two categories of stimuli: target
present (C ¼ 1) and target absent (C ¼ 0). When the
target is present, its location is not known in advance; it
may be one of L locations in the image. The observer
reports whether the target appears but not where.
In our experiments the target and distractor objects
appear atM locations (M  L) in each image, whereM
reﬂects the complexity of the image and is known as the
set size (see Figure 1a). The objects are simpliﬁed to be
oriented bars, and the only feature in which the target
and distractor differ is orientation. Target distinctive-
ness is controlled by the difference in orientation
between target and distractors, referred to as the
orientation difference (Dh). Prior to image presentation,
the set of possible orientations for the target and the
distractor is known, whereas the set size and orienta-
tion difference may be unknown and may change from
one image to the next (see the Psychophysics section for
details).
Sensory input
The optimal ER versus RT tradeoff is deﬁned with
respect to a speciﬁc set of assumptions regarding the
sensory input. Below we outline these assumptions.
Most visual search models assume that the input is a
high-level decision-related signal (e.g., a Gaussian
random walk with a category-dependent slope; J.
Palmer et al., 2000; Verghese, 2001; Wolfe, 2007;
Purcell et al., 2012) or the ER or RT statistics of a
related visual task (e.g., visual discrimination; Dosher,
Han, & Lu, 2004, 2010). By contrast, we prefer to
analyze the more general setting and consider sensory
input from the early stages of the visual system (retina,
lateral geniculate nucleus, and primary visual cortex).
We choose to model the primary visual cortex as a
collection of hypercolumns that comprise neurons
producing action potentials that are distributed ac-
cording to Poisson distributions. The ﬁring rate of the
neurons depends on the nature of the visual stimulus;
conditioned on the stimulus, the neurons are indepen-
dent and their ﬁring rate does not decay in time. This is
an instance of the linear–nonlinear Poisson (LNP)
model (Chichilnisky, 2001; Simoncelli, Paninski, Pil-
low, & Schwartz, 2004), which is commonly used to
model neural responses. The anatomy and physiology
of these stages of the visual system are well character-
ized (Hubel & Wiesel, 1962). These mechanisms
compute local properties of the image (e.g., color
contrast, orientation, spatial frequency, stereoscopic
disparity, and motion ﬂow; Felleman & Van Essen,
1991) and communicate these properties to down-
stream neurons for further processing. Accordingly, we
assume that the observer’s decision is based on the
sequence of action potentials from orientation-selective
neurons in V1 (Hubel & Wiesel, 1962). The ﬁring
patterns of the neurons are modeled with a Poisson
process (Sanger, 1996). While Gaussian ﬁring rate
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models (Verghese, 2001) have also been used in the
past, the Poisson model represents more faithfully the
spiking nature of neurons (Sanger, 1996; Beck et al.,
2008; Graf, Kohn, Jazayeri, & Movshon, 2011). In a
Poisson process, the number n of events (i.e., action
potentials) that will be observed during 1 s is
distributed as P(njk)¼ kn e–k / n!, where k is the
expected number of events per second (e.g., the ﬁring
rate of the neuron).
The ﬁring patterns are produced over the time
interval [0, t] by a population of N neurons, also known
as a hypercolumn, from each of the L display locations.
Each neuron has a localized spatial receptive ﬁeld and
is tuned to local image properties (Hubel & Wiesel,
1962), which in our case is the local stimulus
orientation; the preferred orientations of neurons
within a hypercolumn are distributed uniformly in [08,
1808). kih, the expected ﬁring rate of the ith neuron, is a
function of the neuron’s preferred orientation hi and
the stimulus orientation h  [08, 1808):
kih ¼ ðkmax  kminÞ
3 exp  1
2w2

min
k¼1;0;1
ðjh hi þ k1808jÞ
2 
þ kmin ð1Þ
(in spikes per second, or Hz), where kmin and kmax are a
neuron’s minimum and maximum ﬁring rates, respec-
tively, and w  (08, 1808) is the half tuning width.
Figure 4c shows the tuning functions of a hypercolumn
of eight neurons, and Figure 4f shows the sample spike
trains from two locations with different local stimulus
orientations.
Our analysis starts from simulations of the ﬁring
patterns of V1 hypercolumn according to the tuning
curve described above. Analysis using electrophysio-
logical recordings from V1 neurons (Graf et al., 2011) is
left for future work.
Optimal ER versus RT tradeoff
Under the assumptions regarding the sensory input
described above, given the ﬁring pattern of V1 neurons
that is caused by the image, an observer faces a double
decision. First, at each time instant it has to decide
whether the information in the input collected so far is
sufﬁcient to detect the target. Second, once information
is deemed sufﬁcient, it has to decide whether the target
is present or not. Since the neurons are noisy, the
information collected over a ﬁnite-size interval is
insufﬁcient to achieve certainty, and any decision is
subject to error. The longer the observer waits, the
more information it collects and the fewer errors it will
make. However, in many ecologically relevant situa-
tions, such as searching for food and avoiding
predators, time is expensive. Thus, the observer must
trade off the cost of making more errors with the cost
of being slower. We clarify this concept in the following
paragraphs.
Figure 1. Visual search setup. (a) Each trial starts with a fixation screen. Next, the stimulus is displayed. The stimulus is an image
containing M oriented bars that are positioned in M out of L possible display locations (M¼ 6, L¼ 12 in this example). One of the bars
may be the target. The stimulus disappears as soon as the subject responds by pressing one of two keys to indicate whether a target
was detected or not. Feedback on whether the response was correct is then presented on the screen, which concludes the trial. The
subjects were instructed to maintain center fixation at all times and to respond as quickly and as accurately as possible. (b) A
generative model of the stimulus. The stimulus class C and a prior distribution on the stimulus orientation P(YljCl) decide, for each
display location l, the orientation Yl (may be blank). The orientation Yl determines in turn the observation Xlt, which are firing
patterns from a hypercolumn of V1 orientation-selective neurons at location l over the time window [0, t]. (The firing patterns of four
neurons are shown at each location.)
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We seek the optimal decision strategy for trading off
ER versus RT given the available information in the
input. Optimality is measured in terms of the Bayes risk
(Wald & Wolfowitz, 1948; Busemeyer & Rapoport,
1988):
BayesRisk ¼ E RT½  þ CpE DeclareC ¼ 1jC ¼ 0½ 
þ CnE DeclareC ¼ 0jC ¼ 1½ ;
ð2Þ
where E[RT] is the expected RT; E[Declare C¼ 1 j C¼
0] is the probability of the observer making a target-
present decision when the target is absent, or the false-
positive rate; and likewise, E[Declare C ¼ 0 j C¼ 1] is
the false-negative rate. Cp and Cn are two free
parameters: the cost (in seconds) of false-positive errors
and the cost of false-negative errors, respectively. For
example, Cp might be quantiﬁed in terms of the time
wasted exploring an unproductive location while
foraging for food, and Cn may be the time it takes to
move to the next promising location. The relative cost
of errors and time is determined by the circumstances in
which the animal operates. For example, an animal
searching for scarce food while competing with
conspeciﬁcs will face a high cost of time (e.g., any delay
in pecking a seed will mean that the seed is lost) and
low cost of error (e.g., pecking on a pebble rather than
a seed just means that the pebble can be spat out).
Conversely, an airport luggage inspector faces high
false-reject error costs and comparatively lower time
costs. Cp and Cn determine how often the observer is
willing to make one type of error versus the other and
versus waiting for more evidence. Thus, the Bayes risk
measures the combined RT and ER costs of a given
search mechanism. Given a set of inputs, the optimal
strategy is the mechanism minimizing such cost (Figure
2a).
It may be shown (Chen & Perona, 2014) that
although the optimal decision strategy for general
visual search is often too expensive to compute exactly,
in common settings its performance is indistinguishable
from that of the Sequential Probability Ratio Test
(SPRT) (Wald, 1945), which may be evaluated efﬁ-
ciently. Thus, while the SPRT is not strictly optimal for
visual search (Chen & Perona, 2014), we still refer to it
as the optimal strategy, bearing in mind that it is
optimal for all practical purposes.
Call Xt the input observations, which is the collection
of ﬁring patterns of the V1 hypercolumn neurons from
all display locations collected over the time window [0,
t]. The SPRT takes the following form:
SðXtÞ¢ log
PðC ¼ 1jXtÞ
PðC ¼ 0jXtÞ
 s1 Declare target present
 s0 Declare target absent :

ð3Þ
It considers S(Xt), the log ratio of target-present (C¼
1) versus target-absent (C ¼ 0) probability given the
Figure 2. The optimal decision strategy for trading off ER versus RT. (a) The optimal decision strategy minimizes the Bayes risk
(Equation 2). An observer’s performance is indicated by a green dot in the ER versus median RT plane. The dashed lines indicate
equicost contours for a given ratio of the errors versus time cost. Red lines correspond to relatively low error cost, while the blue lines
correspond to high error cost (for simplicity the two error costs are equal here). The green curve indicates the performance of the
observer using the optimal strategy (the lower envelope of all observers). The blue and red dots indicate the locus where the optimal
curve is tangent to the blue and red equicost lines. Such points correspond to the setting of the observer that minimizes the Bayes
risk. (b) The optimal strategy for visual search with set size M computes the log likelihood ratio SM via a nonlinear combination of log
likelihood ratios from all display locations (Equation 7). For difficult tasks such as M ¼ 24, SM is clearly not a diffusion (e.g., initial
slopes differ from later slopes), while S1 is exactly a diffusion because it corresponds to visual discrimination (Equation 4) rather than
search. Unlike standard diffusion models, no parameter is needed to describe how SM depends on M. Thick lines show averages over
200 target-present trials. Thin lines show the log likelihood ratios from a sample trial. (The same input pattern at the target location is
used for different values of M.)
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observations Xt. A target-present decision is made as
soon as S(Xt) crosses an upper threshold s1, while a
target-absent decision is made as soon as S(Xt) crosses
a lower threshold s0. Until either event takes place, the
observer waits for further information. For conve-
nience we use base 10 for all our logarithms and
exponentials; that is, logðxÞ¢log10ðxÞ and expðxÞ¢10x.
The thresholds s1 . 0 and s0 , 0 control the
maximum tolerable ERs. For example, if s1¼ 2 (i.e., a
target-present decision is taken when the stimulus is
.102 times more likely to be a target than a distractor),
then the maximum false-positive rate is 1%; Similarly If
s0 ¼3, then target likelihood is ,103 times the
distractor’s and the false-negative rate is at most 0.1%.
s1 and s0 are judiciously chosen by the observer to
minimize the Bayes risk in Equation 2 and hence are
functions of the costs of errors. For example, if Cp. Cn,
the observer should be less reluctant to make a false-
negative error and thus should set js0j, s1. In addition,
if both Cp and Cn are large, the observer should increase
js0j and s1 so that fewer errors are made in general at
the price of a longer RT. Given this relationship, we
parameterize the SPRT with the thresholds s0 and s1
instead of the costs of errors Cp and Cn.
Therefore, the optimal strategy for trading off ER
and RT computes decisions using the SPRT (Wald,
1945), which compares the log likelihood ratio S(Xt)
between target present and target absent with a pair of
thresholds s0 and s1. Next we explain how S(Xt) is
computed.
Computing the log likelihood ratio from sensory input
S(Xt) can be systematically constructed from the
visual input according to the graphical model in Figure
1b and can account for a wide variety of visual search
tasks. We derive a general model that is capable of
handling unknown set sizes and orientation differences
in the independent and identically distributed (i.i.d.)-
distractor heterogeneous search and Heterogeneous
search sections. (Readers interested only in this general
model are encouraged to skip to those sections.) To
build up the concept, we start by reviewing models for
simpler tasks including visual discrimination and visual
search with known set sizes and orientation differences,
both of which have already been explored in the
literature (Wald, 1945; Chen, Navalpakkam, & Perona,
2011; Ma et al., 2011). We review that for simple
discrimination, S(Xt) is a simple diffusion, and the
optimal strategy is a diffuse-to-bound system (Ratcliff,
1985). We also show that in all other scenarios, S(Xt) is
a nonlinear function of the input, and thus diffusions
Figure 3. Common visual search settings. (a) Blocked. The orientation difference and the set size remain constant within a block of
trials (outlined in dashed box) and vary only between blocks. (b) Mix contrast. The target orientation varies independently from trial
to trial while the distractor orientation and the set size are held constant. (c) Mix set size. The set size is randomized between trials
while the target and distractor orientations are fixed.
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Figure 4. SPRT for heterogeneous visual search and its spiking network implementation. (a) SPRT for heterogeneous visual search is
implemented by a five-layer network. It has two global circuits: One computes the global log likelihood ratio S(Xt) (Equation 10) from
local circuits that compute log likelihood ratios fSðXltÞgl (Equation 11), and the other estimates scene complexity Q/(Xt) (Equation 25)

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are not optimal. All tasks considered are summarized in
Table 1.
Let Xlt denote the activity of the neurons at location
l during the time interval [0, t] in response to a
stimulus presented at time 0. Xt ¼ fXltgLl¼1 is the
ensemble responses of all neurons from all locations.
We have assumed that such responses are action
potentials (Chen et al., 2011), but the same analysis
also applies to analog response signals (e.g., a
Gaussian random walk for each neuron; Verghese,
2001). Let LhðXltÞ¢logPðXlt jYl ¼ hÞ denote the log
likelihood of the spike train data Xlt when the object
orientation Yl at location l is h8. Each LhðXltÞ may be
computed by a diffusion (Ratcliff, 1985) in which
every new observation induces an additive update in
LhðXltÞ (for details, see the Spiking network imple-
mentation section; Equation 12).
Homogeneous visual discrimination: First consider the
case where either the target or the distractor can appear
at only one display location (L¼M¼ 1) and the target
and distractor have distinct and unique orientations hT
and hD, respectively. The visual system needs to
determine whether the target or the distractor is present
in the test image. The log likelihood ratio in this case is
well known (Wald, 1945; rederived in Equation 19):
ðHomogeneous DiscriminationÞ
SðXtÞ ¼ LhT  LhDðXtÞ; ð4Þ
which, as first pointed out by Stone (1960), may be
computed by a diffuse-to-bound mechanism (Ratcliff,
1985). In addition, as shown by Wald (1945), SPRT is
optimal in minimizing the Bayes risk in Equation 2.
Heterogeneous visual discrimination: In a more general
setting, both the target and the distractor could take
one of multiple orientations. Use HT to denote the set
of orientations that the target may take, and use HD to
denote the set of orientations for the distractor.
Further, use nT and nD to denote the number of
orientations in set HT and HD, respectively. We call
heterogeneous visual discrimination the case where nT
. 1 and/or nD . 1. The log likelihood ratio is (Ma et
al., 2011; rederived in Equation 20)
ðHeterogeneous DiscriminationÞ
SðXtÞ ¼ Smax
hHT
ðLhðXtÞ  logðnTÞÞ
 Smax
hHD
ðLhðXtÞ  logðnDÞÞ; ð5Þ
where Smax() is the softmax function. For a vector v
and a set of indices I ,
Task L Set size, M hT and hD
CCD (distribution of
distractor orientation)
S(Xt)
expression
Homogeneous discrimination 1 Known, M ¼ 1 Known Known Equation 4
Heterogeneous discrimination 1 Known, M ¼ 1 Unknown Known Equation 5
Homogeneous search .1 Known, M ¼ L Known Known Equation 7
i.i.d-distractor heterogeneous search .1 Known, M ¼ L Unknown Known Equation 8
Heterogeneous search .1 Unknown, 1 , M  L Unknown Unknown Equation 10
Table 1. Visual discrimination and visual search tasks discussed in this article. L¼ number of total display locations; M¼ number of
display items; hT and hD¼ target and distractor orientations, respectively.We use known and unknown to refer to whether a quantity is
known at stimulus onset. In many tasks, hT and hD are unknown but are sampled according to a distribution. Such distribution / is
called a conditional distractor distribution, where /h¼P(Yl¼ hjCl¼ 0) for any location l. S(Xt)¼ log P(C¼ 1jXt) / P(C¼ 0jXt) is the class
log posterior ratio that SPRT computes. Our model accounts for the heterogeneous search task, which subsumes all other tasks on the
list.
 
via gain control. Q/(Xt) feeds back to the local circuit at each location. (b) The local circuit that computes the log likelihood ratio SðXltÞ.
Spike trains Xt from V1/V2 orientation-selective neurons are converted to log likelihood for task-relevant orientations Lh (Equation
12). The log likelihoods of the distractor LD (second line of Equation 9) under every putative CDD are compiled together, sent (blue
outgoing arrow) to the global circuit, and inhibited (green incoming arrow) by the CDD estimate Q/ (details in Equation 25). (c)
Orientation tuning curves kih (Equation 1) of a hypercolumn consisting of N ¼ 8 neurons with half tuning width w ¼ 228, minimum
firing rate kmin¼ 1 Hz, and maximum firing rate kmax¼ 10 Hz. (d) Connection weights (Equation 18) between hypercolumn neurons
and neurons coding for the distractor (WD) and the target (WT) for an observer searching for a 908 target (green bar) among 1358
distractors (red bar; orientation difference¼ 458). (e–i) An instantiation of the signals propagating through the network in panel a
with an orientation difference of 458 and two possible set sizes (1 and 3). (e) The log likelihood ratio S(Xt) computed using SPRT (black
line) and the spiking implementation (gray line) reach the identical decision at similar RTs (350 ms). (f) Spike trains Xt
l at the target
location (green box in panel a) and a distractor location (red box). (g) The corresponding orientation log likelihoods Lh. (h) Local log
likelihood ratios for the four color-coded locations in panel a. (i) Log likelihoods of the two CDD s—one for each putative set size. In
panels g through i, darker lines on top of the lighter lines correspond to the spiking network approximation to SPRT.
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Smax
iI
ðvÞ¢log
X
iI
expðviÞ: ð6Þ
Softmax can be thought of as the marginalization
operation in log probability space. It computes the log
probability of a set of mutually exclusive events from
the log probabilities of the individual events. For
example, for two mutually exclusive events (A1, A2), we
have P(A1 ¨ A2)¼P(A1)þP(A2), then logPðA1¨A2Þ ¼
Smax
i¼1;2
ðlogPðAiÞÞ. Since the different target orientations
are mutually exclusive, their log likelihoods should be
combined using the softmax function to compute the
log likelihood for the target. The same argument
applies to the distractor.
It is important to note that the log likelihood ratio
for heterogenous discrimination is not a diffusion.
Rather, it combines diffusions in a nonlinear fashion
(via a softmax). Diffuse to bound (Ratcliff, 1985) does
not give the optimal decision mechanism here or in any
of the settings we discuss later. Moreover, while a
diffusion model may require additional parameters
specifying how the statistics of the diffusions relate to
the task parameters (set size in this case; J. Palmer et
al., 2005; Drugowitsch et al., 2012), the construction of
SPRT is parameter free, as shown in Figure 2b. In the
Psychophysics section, we see that SPRT can generalize
to novel experimental settings, which is nontrivial for
diffusion models.
Homogenous search: Now that we have analyzed the
case of discrimination (one item visible at any time) we
explore the case of search (multiple items present
simultaneously, one of which may be the target).
Consider the case where all the L display locations are
occupied by either a target or a distractor (i.e., L¼M.
1) and the display contains either one target or none.
The target orientation hT and the distractor orientation
hD are again unique and known; that is, nT ¼ nD ¼ 1.
The log likelihood ratio of target present versus target
absent is given by Chen et al. (2011; rederived in
Equation 21):
ðHomogeneous SearchÞ
SðXtÞ ¼ Smax
l¼1;...;L

SðXltÞ  logðLÞ

; ð7Þ
where SðXltÞ ¼ LhTðXltÞ  LhDðXltÞ is the log likelihood
ratio for homogenous discrimination at location l (see
Equation 4). S(Xt) combines the local log likelihood
ratio SðXltÞ from all locations using a softmax because
the target can appear at only one of L disjoint
locations.
Independent and identically distributed (i.i.d.)-distractor
heterogeneous search: Now we describe our general
model of visual search. We start with the simple case
where the set size is known (M ¼ L . 1) but the
orientation difference is not (nT . 1 and/or nD . 1). In
addition, we assume that target and distractor orien-
tations are sampled i.i.d. in space according to some
distribution. We refer to this as the i.i.d.-distractor
heterogeneous search.
We call a conditional distractor distribution (CDD)
the distribution of orientation Yl at any nontarget
location l; that is, P(YljCl¼0). We denote CDD with /,
where /h¢PðYl ¼ hjCl ¼ 0Þ. Thus, / is a nD-dimen-
sional probability vector; that is, each element of / is
nonnegative and all elements sum to 1. We introduce
CDD here because it is a key element in the general
model of visual search, as becomes clear later. In
contrast, the conditional target distribution P(Yl¼ hjCl
¼ 1) is not as vital and is assumed to be uniform for
notation clarity (see Equation 26 for cases with general
target distributions and different CDDs over loca-
tions).
The log likelihood ratio may be computed as
ði:i:d: Distractor Heterogeneous SearchÞ
SðXtÞ ¼ Smax
l¼1...L

SðXltÞ  logðLÞ

; ð8Þ
whereSðXltÞ ¼ Smax
hHT

LhðXltÞ  logðnTÞ

 Smax
hHD

LhðXltÞ þ log/h

: ð9Þ
The log likelihood ratio expressions (Equations 8
and 9) are obtained by nesting appropriately the
models of homogeneous search and heterogeneous
discrimination. At the highest level is the softmax over
locations, as in Equation 7. At each location l, SðXltÞ is
obtained as the difference between the log likelihood of
the target and that of the distractor (Equation 9), which
is reminiscent of Equation 5. Computing the target log
likelihood requires marginalizing over the unknown
target orientation with a softmax (again assuming
uniform prior over possible target orientations in HT).
Similarly, the distractor log likelihood marginalizes
over the distractor orientation according to the CDD.
Heterogeneous search: Finally, in the most ecologically
relevant situations the complexity and target distinc-
tiveness are not known in advance. In other words, all
search parametersM, hT, and hD are stochastic (nT and/
or nD . 1). This scenario may be handled using
mechanisms for i.i.d. distractor heterogeneous search
above as building blocks. For example, for a ﬁxed set
size, each nontarget location has a certain probability
of being blank (as opposed to containing a distractor),
which is captured by the CDD. When set size changes,
CDD will change correspondingly. Therefore, knowing
the CDD effectively allows us to infer the set size and
vice versa. Our strategy is to infer the CDD along with
the class variables using Bayesian inference.
Let P(/) be the prior distribution over the CDDs /.
Note that, technically, P(/) is a distribution over
distributions. Computing the log likelihood ratio
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requires marginalizing out / according to P(/) and the
observation Xt. We assume that the observer has been
exposed to this task for some time and has estimated
P(/). We also assume that the target distribution is
independent of the CDD (and relax this assumption in
Equation 29). The log likelihood ratio is (see deriva-
tions in Materials and method)
ðGeneral Model: Heterogeneous SearchÞ
SðXtÞ ¼ Smax
l¼1...L

SðXltÞ  logðLÞ

; ð10Þ
where
SðXltÞ ¼ Smax
hHT

LhðXltÞ  logðnTÞ

þ Smax
/U

 Smax
hHD

LhðXltÞ þ log/h

þQ/ðXtÞ

; ð11Þ
where Q/ðXtÞ¢logPð/jXtÞ is the log posterior of the
CDDs given the observations Xt (see below). The only
difference between Equations 10 and 11 and those
describing the i.i.d.-distractor heterogeneous search
(Equations 8 and 9) is the second line of Equation 11,
where the CDD is marginalized out with respect to
Q/(Xt). Since both the CDD / and the distractor
orientation Yl must be marginalized, two softmaxes
are necessary. The equations do not explain how to
compute Q/(Xt). It may be estimated simultaneously
with the main computation by a scene complexity
mechanism that is derived from ﬁrst principles of
Bayesian inference (see Equation 25). This mechanism
extends across the visual ﬁeld and may be interpreted
as wide-ﬁeld gain control (see Figure 4a and Equation
32).
A simpler alternative to inferring the CDD on a trial-
by-trial basis is to ignore its variability completely by
always using the same CDD obtained from the average
complexity and target distinctiveness [i.e., E(/); see
Equation 28]. This approach is suboptimal. Intuitively,
if the visual scene switches randomly between being
cluttered and sparse, then always treating the scene as if
it had medium complexity would be either overly
optimistic or overly pessimistic. Crucially, the predic-
tions of this simple model are inconsistent with the
behavior of human observers.
The general formulation in Equation 10 can describe
the optimal strategy of a wide range of tasks such as
visual search with unknown target appearance (Davis
& Graham, 1981; Eckstein & Abbey, 2001; Hodsoll &
Humphreys, 2001; see Figure 3b), unknown distractor
appearance that is identical across locations (Duncan &
Humphreys, 1989; Nagy, Neriani, & Young, 2005),
unknown distractor appearance that is uniformly
distributed everywhere (Duncan & Humphreys, 1989;
Rosenholtz, 2001; Avraham, Yeshurun, & Linden-
baum, 2008; Chen & Perona, 2014), and unknown
image complexity (Carrasco & Yeshurun, 1998; J.
Palmer et al., 2000; Wolfe et al., 2010; see Figure 3c).
Examples of describing each task above in our
formulation are given in the Materials and method
section.
Search for multiple targets: In Materials and method
and Equation 31 we show that our visual search
strategy may be generalized to detect the presence of
multiple targets. While the calculations are different,
the ﬁnal expression is remarkably similar to Equations
10 and 11.
In conclusion, the optimal strategy for visual
search—one that minimizes RTs while keeping ERs
within an acceptable bound—is the SPRT conducted
on the ratio S(Xt) deﬁned in Equation 10. This
strategy may be computed by nested combination of
diffusions, as shown in Equations 10 and 11. In the
next sections we explore the nature of Xt in the visual
system and show that a simple network of spiking
neurons may implement a close approximation of such
a strategy.
Spiking network implementation
Local log likelihoods
We ﬁrst explain how to compute Lh(Xt), the local log
likelihood of the stimulus taking on orientation h, from
spiking inputs Xt from V1. Lh(Xt) is the building block
of S(Xt) (Equation 4). Consider one spatial location,
corresponding to a hypercolumn containing N neurons.
Let Kt be the number of action potentials that were
produced by all the neurons at that location up to time
t, kih denote the ﬁring rate of neuron i when the stimulus
orientation is Y ¼ h (Figure 4d, f), ts be the time at
which the sth action potential takes place, and i(s) be
the index of the neuron that produced it. Then the log
likelihood of a set of action potentials Xt ¼ ftsgKts¼1 is
(Jazayeri & Movshon, 2006; Chen et al., 2011; see
Equation 18 for detailed derivations)
LhðXtÞ¢logPðXtjY ¼ hÞ ¼
XKt
s¼1
logkiðsÞh þ const:
ð12Þ
The ﬁrst term is a diffusion, where each spike
causes a jump in Lh. This term can be implemented
by integrate-and-ﬁre (Dayan & Abbott, 2003) neu-
rons—one for each relevant orientation h  HT ¨
HD—that receive afferent connections from all
hypercolumn neurons with connection weights wih ¼
logkih (Figure 4d). The second term is computation-
ally irrelevant because it does not depend on the
stimulus orientation h and it cancels with similar
terms in Equation 11; it may be removed by a gain-
Journal of Vision (2015) 15(16):9, 1–29 Chen & Perona 9
Downloaded From: http://jov.arvojournals.org/pdfaccess.ashx?url=/data/Journals/JOV/934737/ on 02/04/2016
control mechanism to prevent the dynamic range of
membrane potential from exceeding its physiological
limits (see Equation 32; Carandini, Heeger, &
Movshon, 1999). Speciﬁcally, one may subtract from
each Lh a common quantity—for example, the
average value of the all the Lhs—without changing
SðXltÞ in Equation 11.
Signal transduction
The log likelihood Lh must be transmitted down-
stream for further processing. However, Lh is a
continuous quantity, whereas the majority of neurons in
the central nervous system are believed to communicate
via action potentials. We explored whether this commu-
nication may be implemented using action potentials
Figure 5. Qualitative predictions of SPRT (Simulations 1 through 3). (a) Set size effect on median RT under the blocked design
(Simulation 1). SPRT predicts a linear RT increase with respect to set size when the orientation difference is low (108, left) and a
constant RT when the orientation difference is high (608, right). The target-absent (TA) RT slope is roughly twice that of the target-
present (TP) RT slope. (b) RT histogram under the blocked design with a 108 orientation difference and a set size of 12 items. RT
distributions are approximately log normal. (c) Median RT (upper) and ER (lower) for visual search with heterogeneous target and
distractor, mixed design (Simulation 2). (d) RT distributions of a visual discrimination task under different stimulus orientations (color
coded) for two partitions of target and distractor orientations to achieve 1% overall error (s1¼ –s0¼ 2; Simulation 3). In consecutive
partition (upper), H0¼ {08, 128}, H1¼ {258, 378}. In alternating partition (lower), H0¼ {08, 258}, H1¼ {128, 378}. All simulations are
generated with N¼ 16 hypercolumn neurons, minimum and maximum firing rates kmin¼ 1 Hz and kmax¼ 25 Hz, half tuning width w¼
458, and decision thresholds s1 ¼ –s0 ¼ 2.
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(Gray & McCormick, 1996) emitted from an integrate-
and-ﬁre neuron. Consider a sender neuron communi-
cating its membrane potential to a receiver neuron. The
sender may emit an action potential whenever its
membrane potential surpasses a threshold ss. After ﬁring,
the membrane potential drops to its resting value and the
sender enters a brief refractory period, the duration of
which (about 1 ms) is assumed to be negligible. If the
synaptic strength between the two neurons is also ss, the
receiver may decode the signal by simply integrating such
weighted action potentials over time. This coding scheme
loses some information due to discretization. Varying the
discretization threshold ss trades off the quality of
transmission with the number of action potentials; a
lower threshold will limit the information loss at the cost
of producing more action potentials. Surprisingly, we
ﬁnd that the performance of the spiking network is very
close to that of the SPRT, even when ss is set high, so that
a small number of action potentials is produced (see
Materials and method for the encoding, Figure 4e
through h, Figure 9, and Supplementary Figure S1b
through d for the quality of approximation). Since the
network behavior is quite insensitive to ss (see
Supplementary Figure S1), we do not consider ss to be a
free parameter and set its value to ss¼ 0.5 in our
experiments.
Softmax
One of the fundamental computations in Equation
10 is the softmax function (Equation 6). It requires
taking exponentials and logarithms, which have not yet
been shown to be within a neuron’s repertoire.
Fortunately, it has been proposed that softmax may be
approximated by a simple maximum (Chen et al., 2011;
Ma et al., 2011) and implemented using a winner-take-
all mechanism (Koch & Ullman, 1987; Seung, 2009)
with spiking neurons (Oster, Douglas, & Liu, 2009).
Through numerical experiments we ﬁnd that this
approximation results in almost no change to the
network’s behavior (see Figure 4e and Supplementary
Figure S1a). This suggests that an exact implementa-
tion of softmax is not critical, and other mechanisms
that may be more neurally plausible have similar
performances. The time it takes for the winner-take-all
network to converge is typically small (it is on the
Figure 6. Qualitative model predictions and psychophysics data on visual search with unknown set size (Simulation 4). Median RT
(upper) and ER (lower). False-positive rate (FPR) and false-negative rate (FNR) of visual search with homogenous target and distractor
and unknown set sizes (Simulation 4) under two models: (a) SPRT that estimates the scene complexity parameter / (essentially the
probability of a blank at any nontarget location) on a trial-by-trial basis (Equation 10) using a wide-field gain-control mechanism
(Equation 25), and (b) a simplified observer that uses average scene complexity /^ for all trials (Equation 28). Psychophysical
measurements on human observers (Wolfe et al., 2010; spatial configuration search in figure 2-3, reproduced with permission here as
panel c) are consistent with the optimal model (panel a). Simulation parameters are identical to those used in Figure 5.
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millisecond level for 10s of neurons and scales
logarithmically with the number of neurons; Koch &
Ullman, 1987) compared with the interspike intervals
of the input neurons (around 30 ms per neuron and 12
ms for a hypercolumn of N ¼ 16 neurons per visual
location; Vinje & Gallant, 2000).
Decision
Finally, the log likelihood ratio S(Xt) is compared
with a pair of thresholds to reach a decision (Equation
3). The positive and negative parts of S(Xt), (S(Xt))
þ
and (–S(Xt))
þ, may be represented separately by two
mutually inhibiting neurons (Gabbiani & Koch, 1996),
where ()þ denotes halfwave rectiﬁcation:
ðxÞþ¢maxð0;xÞ. We can implement Equation 3 by
simply setting the ﬁring thresholds of these neurons to
the decision threshold s1 and –s0 , respectively.
Alternatively, S(Xt) may be computed by a mecha-
nism akin to the ramping neural activity observed in
decision-implicated areas such as the frontal eye ﬁeld
(Woodman et al., 2008; Heitz & Schall, 2012; Purcell et
al., 2012). (S(Xt))
þ and (–S(Xt))
þ could be converted to
two trains of action potentials using the same encoding
scheme described in the Signal transduction section.
The resultant spike trains may be the input signal of an
accumulator model (e.g., Bogacz et al., 2006). The
model has been shown to be implementable as a
biophysically realistic recurrent network (Wang, 2002;
Lo & Wang, 2006; Wong et al., 2007) and capable of
producing and thresholding ramping neural activity to
trigger motor responses (Mazurek et al., 2003; Wood-
man et al., 2008; Heitz & Schall, 2012; Purcell et al.,
2012; Cassey, Heathcote, & Brown, 2014). While both
neural implementations of S(Xt) are viable options, in
the simulations used in this study we opted for the ﬁrst.
Network structure
If we combine the mechanisms discussed above (i.e.,
local gain control, an approximation of softmax, a
spike-based coding of analog log likelihood values, and
the decision mechanism), we see that the mathematical
computations required by SPRT can be implemented
by a deep network of spiking neurons (Figure 4a). It
comprises local hypercolumn readout networks (Figure
4b) and a central circuit that aggregates information
over the visual ﬁeld. First, every location in the image is
analyzed by a heterogeneous discrimination network.
This network computes the local log likelihood ratio
SðXltÞ (Equation 11) and simultaneously computes the
local log likelihood for each CDD (Equation 25). The
CDD log likelihoods are aggregated over all locations
and sent to a gain-control unit, where the posterior of
the CDD Q/ ¼ log P(/jXt) is estimated (see Equation
25). At each time instant this estimate is fed back to the
local networks to suppress other CDD estimates and
equivalently compute SðXltÞ using the best estimate for
the set size and orientation difference (Equation 11).
It is important to note that both the structure and
the synaptic weights of the visual search network
described above were derived analytically from the
hypercolumn parameters (the shape of the orientation-
tuning curves), the decision thresholds, and the
probabilistic description of the task. The network
designed for heterogeneous visual search could dy-
namically switch to simpler tasks by adjusting its priors
[e.g., P(/)]. The network has only 3 df rather than a
large number of network parameters (Ma et al., 2011;
Krizhevsky, Sutskever, & Hinton, 2012). We discuss
this in more detail later.
In conclusion, a close approximation to the SPRT
may be implemented by a network of integrate-and-ﬁre
neurons and spiking, winner-take-all circuits. The
architecture and weights of the network are speciﬁed by
the probabilistic setup of the search task up to 3 df.
Next we investigate whether predictions of our model
Figure 7. Qualitative predictions of SPRT on the effect of target
prevalence (Simulation 5). (a) The median RT (left) and ER
(right) of human search performance with varying target
prevalence (adapted with permission from figure 2a and c in
Wolfe, J. M., & Van Wert, M. J. (2010). Varying target prevalence
reveals two dissociable decision criteria in visual search. Current
Biology, 20(2), 121–124) by averaging performance of many
subjects. (b) Qualitative predictions of SPRT. Simulation
parameters are identical to those used in Figure 5.
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are consistent with the known literature and assess the
optimality of humans in conducting visual search.
Qualitative predictions
A ﬁrst test of our model is to explore its qualitative
predictions of RT and ER in classical visual search
experiments (Figure 1a). In a ﬁrst simulation experi-
ment (Simulation 1), we used a blocked design (Figure
3a), where the orientation of targets and distractors as
well as the number of items do not change from image
to image within an experimental block (Figure 5a
through c). Thus, the observer knows the value of these
parameters from experience. Accordingly, we held these
parameters constant in the model. We assume that the
costs of error are constant; hence, we hold the decision
thresholds constant as well. What changes from trial to
trial is the presence and location of the target and the
timing of individual action potentials in the simulated
hypercolumns.
The model makes three qualitative predictions. First,
the RT distribution predicted by the model is heavy
tailed: It is approximately log normal in time (Figure
5b). Second, the median RT increases linearly as a
function of M, with a large slope for hard tasks (small
orientation difference between target and distractor)
and almost no slope for easy tasks (large orientation
difference; Figure 5a). Last, the median RT is longer
for target absent than for target present, with roughly
twice the slope (Figure 5a). The three predictions are in
agreement with classical observations in human sub-
jects (Treisman & Gelade, 1980; E. Palmer, Horowitz,
Torralba, & Wolfe, 2011).
In a second experiment (Simulation 2) we adopted a
mixed design, where the distractors are known but the
orientation difference is sampled from 108, 208, and 608,
randomized from image to image. The subjects (and
our model) do not know which orientation difference is
present before stimulus onset. The predictions of the
model are shown in Figure 5c. When the target is
present, both RT and ER are sensitive to the
orientation difference and will decrease as the orienta-
tion difference increases. That is, the model predicts
that an observer will trade off errors in difﬁcult trials
(more errors) with errors in easy trials (fewer errors) to
achieve an overall desired average performance (see
Supplementary Figure S5 for the tradeoff per subject),
Figure 8. Spiking input causes discontinuous RT–ER tradeoff for easy tasks (Simulation 6). (a) Visual discrimination with an orientation
difference of 158 (hard task). Median RT (left) and ER (middle) are plotted with respect to symmetrical decision thresholds and against
each other (right). Continuous ER–threshold relationship is computed using formulas in Wald (1945). (b) Visual discrimination with
orientation difference of 908 (easy task). Both median RT and ER show discrete jumps as threshold varies smoothly. Actual ERs are
lower than those predicted by a continuous model because diffusions vary by discrete action-potential jumps and thus exceed
thresholds by a large amount. Simulation parameters are identical to those used in Figure 5.
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which is consistent with the psychophysics data (see the
Psychophysics section).
In a third experiment (Simulation 3) we used items
with four orientations (h¼ 08, 128, 258, and 378; see
Figure 5c) and explored two conditions: one in which
the orientation of the targets is larger than that of the
distractors (08, 128, 258, and 378; targets in bold) and
one in which the orientations are interleaved (08, 128,
258, and 378). Our model predicts that the difﬁculty of
the task (median RT at given ER) is much higher in the
second condition, even if the minimum orientation
difference between the target and the distractor set is
the same. This observation matches observations in the
psychophysics literature (Duncan & Humphreys, 1989;
Hodsoll & Humphreys, 2001).
In Simulation 4 we explored which of two competing
models best accounts for visual search when scene
complexity is unknown in advance. Recall that in the
Heterogeneous search section we proposed two models:
the SPRT (Figure 4a), which is near optimal, and a
simpliﬁed model (Equation 28), which is suboptimal.
SPRT estimates the scene complexity parameter trial by
trial (Equation 10) and predicts that ERs are compa-
rable for different set sizes, whereas RTs show strong
dependency on set size when the orientation difference
is small (Figure 6a). The simpliﬁed model, in which
scene complexity is assumed to be constant (Equation
28), predicts the opposite—that ER depends strongly
on set size, whereas RT is almost constant when the
target is present (Figure 6b). Human psychophysics
data (Wolfe et al., 2010; reproduced in Figure 6c) show
a positive correlation between RT and set size and little
dependency of ER on set size, which favors SPRT and
suggests that the human visual system estimates scene
complexity while it carries out visual search.
In Simulation 5, target frequency (commonly called
target prevalence) is varied systematically (Wolfe & Van
Wert, 2010). The model’s prediction (Figure 7b)
matches qualitatively human psychophysics (Wolfe &
Van Wert, 2010; reproduced in Figure 7a). Changing
target frequency results in a more pronounced change
in target-absent RTs than in target-present RTs. False-
negative rate is negatively correlated with target
prevalence, whereas false-positive rate is the opposite.
In a last simulation experiment (Simulation 6), we
explored the effect of spike quantization on ER and
RT. We conjectured that one ought to see quantization
effects in both ER and RT for easy tasks. Consider the
visual discrimination task where only one object, either
a target or a distractor, is displayed. This is equivalent
to a search task with M¼ L¼ 1. When the orientation
difference is 908, most neurons in the hypercolumn can
easily discriminate the target from the distractor. As a
result, most action potentials will cause big jumps in the
diffusion (Equation 12), and a decision may be made
after observing very few action potentials. For example,
after one or two spikes, the log likelihood will most
likely be either above 0.5 or below0.5. Therefore, any
threshold in (0, 0.5] would achieve the same effect as
the threshold s ¼ 0.5, which corresponds to an ER of
24% (we assume –s0¼ s1¼ s). Indeed, our model
predicts that the ER will be either 50% or less than 24%
(Figure 8b). Furthermore, the model predicts that ERs
around 20% to 25% would be more frequently observed
than ERs around 10% to 15%. This quantization effect
continues and gradually dissipates as the threshold is
increased because more spikes are needed for the log
likelihood to cross the threshold. We do not ﬁnd in the
literature any study describing this phenomenon. We
can only assume that such an observation would not be
considered worth reporting in the absence of a suitable
theoretical framework.
Psychophysics
In order to assess our model quantitatively, we
compared its predictions with data harvested from
human observers who were engaged in visual search
(Figure 1a). Three experiments were conducted to test
both the model and humans under different conditions.
The conditions are parameterized by the orientation
difference chosen from {208, 308, 458} and the set size
from {3, 6, 12}. The blocked design was used in the ﬁrst
experiment (Experiment 1), where all nine (33 3) pairs
Figure 9. Speed–accuracy tradeoff. ER versus RT tradeoff in the
mixed set-size task (Experiment 2; Figure 3c) of five human
subjects (G. M., B. C., M. C., L. O., and R. G.) and of SPRT and the
spiking network implementation using the same fitted internal
parameters of the subjects (see the Psychophysics and Model
fitting sections). The set size takes value from {3, 6, 12}, and the
orientation difference is fixed at 308. SPRT uses the generative
model shown in Figure 1b.
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of orientation difference and set size combinations were
tested in blocks. The second experiment randomized
the set size while holding the orientation difference
ﬁxed at 308 (Experiment 2). The third randomized
orientation difference from trial to trial while ﬁxing the
set size at 12 (Experiment 3). The subjects were
instructed to maintain eye ﬁxation at all times and
respond as quickly as possible and were rewarded
based on accuracy (see the Psychophysics procedure
section).
We ﬁt our model to explain the full RT distributions
and ERs for each design separately. In order to
Figure 10. Behavioral data of a randomly selected human subject and fits (ER, median RT, and RT distributions) using SPRT. (a)
Experiment 1: the blocked design. All set size M and orientation difference combinations share the same hypercolumn and
nonperceptual parameters; the decision thresholds are specific to each Dh–M pair. Fits are shown for RTs (first row) and ER (second
row). (b–c) RT and ER for (b) Experiment 2, the mixed set size, and (c) Experiment 3, the mixed contrast (Dh) design. (d) RT histogram
for the mixed Dh design, grouped by orientation difference. For each design all combinations share the same thresholds,
hypercolumn, and nonperceptual parameters. Color indicates target present (TP) or target absent (TA); solid lines represent data, and
dashed lines represent model (see panel c). See the data and fits of all individual subjects in Supplementary Figures S3, S4, and S5.
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minimize the number of free parameters, we held the
number of hypercolumn neurons constant at N ¼ 16
(see Discussion for the plausibility of N), their
minimum ﬁring rate constant at kmin ¼ 1 Hz, and the
half-width of their orientation tuning curves at 228 (full
width at half height¼ 528; Graf et al., 2011). Hence, we
were left with only three free parameters: The
maximum ﬁring rate of any orientation-selective
neuron kmax controls the signal-to-noise ratio of the
hypercolumn, and the upper and lower decision
Figure 11. Synopsis of fits to nine individual subjects. The rows correspond respectively to three designs: Experiment 1 (blocked),
Experiment 2 (mixed set size), and Experiment 3 (mixed contrast; Dh). The columns correspond to median RT and ER. Each plot
displays fitted values against the data (the perfect fit is indicated by the dashed line). The maximum firing rate of the hypercolumn
kmax and the two nondecision parameters for each subject are fitted using only the blocked design experiment and used to predict
median RT and ER for the two mixed design experiments. Error bar shows 1 SE of the data. Colors are specific to subject. The small,
medium, and large dots correspond respectively to the orientation differences 208, 308, and 458 in panels c and d and to the set sizes
3, 6, and 12 in panels e and f.
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thresholds s0 and s1 control the frequency of false-
alarm and false-reject errors. Once these parameters are
given, all the other parameters of our model are
analytically derived.
Two additional free parameters were required to ﬁt
our subjects’ data. It is well known that the RT consists
of a perceptual component and a nonperceptual motor
and neural conduction component (E. Palmer et al.,
2011). The perceptual component is the time for a
search decision to be reached and is accounted for by
our model with three free parameters, as explained in
the previous paragraph. The nonperceptual delay
accounts for axonal conduction, muscle activation, and
other factors external to visual search. We modeled the
latter phenomenologically with a log-normal distribu-
tion parameterized by two parameters: mean lD and
log-time variance r2D. Therefore, we ﬁt RT distributions
and ERs with ﬁve parameters (three for SPRT and two
for nonperceptual delay).
In blocked-design Experiment 1, the hypercolumn
and the motor time parameters were ﬁt jointly across
all blocks (about 1,620 trials); the decision thresholds
were ﬁt independently on each block (180 trials/block).
Since the degree of difﬁculty was different for each
block and a subject’s costs of errors Cp and Cn might
also vary for each block, we could not assume that the
subject’s thresholds would remain constant. Therefore,
in blocked design experiments, 21 parameters (2
thresholds3 9 conditions þ 1 SNRþ 2 motor
parameters) were used to ﬁt nine conditions, each
containing 180 target-present trials and 180 target-
absent trials. In mixed-design Experiments 2 and 3, all
ﬁve parameters were ﬁt jointly across all conditions for
each subject because all conditions are mixed. Thus,
ﬁve parameters (which was reduced to two in the
generalization experiment below) were used to ﬁt three
conditions, each containing 220 target-present trials
and 220 target-absent trials (see Equation 16 for the
ﬁtting procedure; Figure 10 for data and ﬁts of a
randomly selected individual; Supplementary Figures
S3, S4, and S5 for data and ﬁts for every subject; Figure
9 for the ER vs. RT tradeoff curve ﬁt to ﬁve subjects
with similar signal-to-noise ratio; and Figure 11a and b
for all subjects in the blocked experiment).
In each experiment the model is able to ﬁt the
subjects’ data well. The parameters that the model
estimated (the maximum ﬁring rate of the neurons kmax
and the decision thresholds s0, s1) are plausible (Vinje
& Gallant, 2000; see Discussion for the plausibility of
kmax). Subjects had similar parameters, although
intersubject variability is noticeable (see Supplementary
Figures S3, S4, and S5). Each subject displays different
ERs for different conditions (see Figure 9); thus, the
decision thresholds are indeed not constant (see
Supplementary Figures S3, S4, and S5 for ﬁtted
thresholds). It may be possible to model the inter-
condition variability of the thresholds as the result of
the subjects minimizing a global risk function (Drugo-
witsch et al., 2012). Therefore, for each subject in
blocked-design Experiment 1, we have tried ﬁtting a
common Bayes risk function (Equation 2), parameter-
ized by the two costs of errors Cp and Cn, across all
blocks and solving for the optimal thresholds for each
block independently. This assumption reduces the
number of free parameters from 21 to ﬁve (2 costs of
errorsþ 1 SNRþ 2 motor parameters), and it leads to
marked reduction in the quality of ﬁts for some of the
subjects (see Supplementary Figure S6). Therefore, as
far as our model is concerned, there was some block-to-
block variability of the error costs.
Finally, we test the generalization ability of our
model. We used the signal-to-noise ratio parameter (the
maximum ﬁring rate kmax) and the two nondecision
delay parameters estimated from the blocked experi-
ment (Experiment 1) to predict the mixed experiments
(Experiments 2 and 3). Thus, for each mixed experi-
ment only two parameters—namely the decision
thresholds s0 and s1—were ﬁt. Despite the parsimony in
parameterization, the model shows good cross-experi-
ment ﬁts (see Figure 11c through f), suggesting that the
parameters of the model refer to real characteristics of
the subject.
Discussion
Searching for objects among clutter is one of the
most valuable functions of the sensory systems. Best
performance is achieved with fast RT and low ERs;
however, RT and ERs are competing requirements that
have to be traded off against each other. The faster one
wishes to respond, the more errors one makes due to
the limited rate at which information ﬂows through the
senses. Conversely, if one wishes to reduce ERs,
decision times become longer. In order to study the
nature of this tradeoff we derived a near-optimal
decision strategy for visual search. The input signal to
the model is action potentials from orientation-selective
hypercolumn neurons in the primate striate cortex V1,
and the output of the model is a binary decision (target
present vs. target absent) and a decision time.
Five free parameters uniquely characterize the
model: the maximum ﬁring rate of the input neurons,
the maximum tolerable false-alarm and false-reject
ERs, and two parameters characterizing response
delays that are unrelated to decision. Once these
parameters are set, RT histograms and ER may be
computed for any experimental condition. Our model
may be implemented by a deep neural network
comprising ﬁve layers of neuron-like mechanisms.
Signals propagate from layer to layer mostly in a feed-
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forward fashion; however, we ﬁnd that two feedback
mechanisms are necessary: (a) gain control (lateral
inhibition) that is local to each hypercolumn and has
the function of maintaining signals within a small
dynamic range and (b) global inhibition that estimates
the complexity of the scene. To the best of our
knowledge a mechanism that estimates the complexity
of the scene had not been postulated and tested before.
Comparison of model predictions with human behavior
suggests that the visual system of human observers
indeed does estimate scene complexity as it carries out
visual search and that this estimate is used to control
the gain of decision mechanisms.
The structure of our model is completely determined
by the system of equations (Equations 10 and 11). This
system of equations naturally suggests the ﬁve-layer
architecture that is shown in Figure 4a and b. However,
the architecture is not unique in carrying out the
necessary computations. It is well known that any
function that is implementable by a multilayer network
may be implemented by an appropriately designed two-
layer network (Cybenko, 1989). We prefer a ﬁve-layer
network because it is exponentially more space
economical (explained below; Bengio, 2009). For
example, to model heterogeneous visual search, a three-
layer network requires an exponential number of
neurons in the display size L, whereas a ﬁve-layer or
deeper network requires only a linear number. For L¼
24 locations and nT ¼ nD¼ 3, the three-layer network
requires at least 731012 neurons, whereas the ﬁve-layer
network needs less than 1,000. We do not add a sixth
layer to marginalize out the CDD but instead use a
gain-control circuit in parallel to the ﬁve-layer network
(see Figure 4a and Equation 25). This design is such
that the parallel circuit may be easily shared in other
tasks where scene complexity and/or orientation
difference estimation is necessary. As a result, although
alternative architectures are consistent with both our
analysis and the data, the ﬁve-layer architecture
appears to be the better choice.
We explore two versions of the network. In the ﬁrst
version, which implements SPRT exactly, the signals
that propagate from layer to layer are analog and
represent log likelihood ratios. In the second version,
all information propagates by means of action poten-
tials. A surprising ﬁnding is that even when the ﬁring
rate is limited to about 10 action potentials per second,
the spiking model produces an RT-versus-ER curve
that is very close to that produced by the optimal
analog model. Since the spiking model may be
implemented by plausible neuronal mechanisms, the
computations needed to implement SPRT could be
carried out in the cortex.
We collected RTs and ERs from 10 subjects who
carried out a set of diverse visual search tasks; we ﬁt
our model to each subject individually. We ﬁnd that the
model ﬁts a variety of conditions well despite having
only three free parameters in addition to two motor-
response parameters. Our model uses N ¼ 16 uncorre-
lated, orientation-tuning neurons per visual location,
each with a half tuning width of 228 and a maximum
ﬁring rate (estimated from the subjects) of approxi-
mately 17 Hz. The tuning width agrees with V1
physiology in primates (Graf et al., 2011). Although
our model appears to have underestimated the maxi-
mum ﬁring rate of cortical neurons (which ranges from
30 to 70 Hz; Graf et al., 2011) and the population size
N (which may be in the order of hundreds), actual V1
neurons are correlated; hence, the equivalent number of
independent neurons is smaller than the measured
number. For example, take a population of N¼ 16
independent Poisson neurons, all with a maximum
ﬁring rate of 17 Hz, and combine every three of them
into a new neuron. This will generate a population of
560 correlated neurons with a maximum ﬁring rate of
51 Hz and a correlation coefﬁcient of 0.19, which is
close to the experimentally measured average of 0.17
(Graf et al., 2011; see Vinje & Gallant, 2000, for a
detailed discussion on the effect of sparseness and
correlation between neurons). Therefore, our estimates
of the model parameters are consistent with primate
cortical parameters. The parameters of different
subjects are close but not identical, matching the
known variability within the human population (Van
Essen, Newsome, & Maunsell, 1984; E. Palmer et al.,
2011). Finally, the fact that estimating model param-
eters from data collected in the blocked experiments
allows the model to predict data collected in the mixed
experiments does suggest that the model parameters
mirror physiological parameters in our subjects.
What is the relationship between our model and an
ideal observer? An ideal observer is a system that
characterizes the optimal performance given the
available information and speciﬁc constraints (Geisler,
2011). In our model the signal goes through two stages:
(a) an input stage, which transforms images into
cortical activity patterns, and (b) a decision stage,
which reads cortical activity and computes a decision.
The second stage is near optimal; that is, given the
signal produced by the ﬁrst stage, the second stage
produces decisions that are indistinguishable from
optimal.
The ﬁrst stage is instead not optimal. To start with,
the visual system discards photons at the outset by
various gain-control mechanisms in the eye. Further-
more, the ﬁring rate of cortical neurons is limited by
physiology, and their total number is limited by
anatomy. The performance of the system is thus limited
by anatomical and physiological constraints. An ideal
observer that does not take these constraints into
account will seriously overestimate the performance of
the visual system. Therefore, in modeling visual search
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it is inevitable to treat the early visual system (eye to
cortex) as a computational bottleneck with parameters
that need to be adjusted for each subject.
We chose tomodel the cortex as an idealized collection
of neurons whose ﬁring rate is Poisson and, conditioned
on the stimulus, independent of each other (the LNP
model; Chichilnisky, 2001; Simoncelli et al., 2004). This
model has a number of advantages: It is simple and
parsimonious, it is well studied in the literature (Goris,
Movshon, & Simoncelli, 2014), and its limitations are
increasingly well understood (Goris et al., 2014).
Is our model an ideal observer? From the discussion
above, it is clear that the short answer is no. The long
answer is that our model is an ideal observer if one agrees
to use the LNP model to capture the computational
limitations that are imposed by speciﬁc assumptions on
the biophysics, physiology, and anatomy of the cortex—
most speciﬁcally, the ﬁring rate of cortical neurons, the
number of neurons in a hypercolumn, and the tuning
width of orientation-speciﬁc neurons. We can estimate
these parameters by ﬁtting the experimental data, but to
address the optimality question one would need to either
measure these quantities directly in human subjects or
carry out the psychophysics in laboratory primates in
which these numbers are known. The second route
appears to be more practical.
Despite this limitation, valuable insight may be
gained from our model. First, the fact that the model
qualitatively ﬁts and predicts complex data that were
collected by testing subjects in a variety of different
conditions suggests that the model may capture the
nature of the computations that are carried out by the
visual system during visual search. The parsimony in
the number of parameters makes this particularly
compelling. Second, the model produces ﬁrst-existence
proof that such computations may be carried out by
maps of cortical spiking neurons (i.e., by known
mechanisms that are well documented in the physiology
literature). Third, the estimates of the parameters of the
model (i.e., number of neurons, tuning width, ﬁring
rates) that we obtain by ﬁtting our observer’s data are
in line with the estimates that come from model
primates, lending further plausibility to the model.
Our model was developed under several simplifying
assumptions. First, we used simple stimulus patterns
comprising oriented bars following traditions in psy-
chophysics. More complex stimuli would require
augmenting the front end of the model with additional
neuronal populations. For example, our model could
be adapted to search for color if appropriate color-
selective neurons were added to the input layer of the
model. Second, we sidestepped both retinal and cortical
magniﬁcation (DeValois & DeValois, 1980) by placing
items on a constant-eccentricity ring (Figure 1a).
Accounting for magniﬁcation as a function of eccen-
tricity is not conceptually difﬁcult, but it would
introduce more free parameters and unnecessarily
complicate the model. Third, our model does not
account for attention (Treisman & Gelade, 1980;
Desimone & Duncan, 1995; Wolfe & Horowitz, 2004).
We eliminated overt attention in the psychophysics
experiments by enforcing eye ﬁxation at all times.
Covert shifts of attention (Sperling & Melchner, 1978;
Posner, Cohen, & Rafal, 1982; Moore & Fallah, 2004)
are unnecessary to explain the variability of ER and RT
with respect to scene complexity as may be seen in our
qualitative predictions and as explained by signal
detection theory (Green & Swets, 1966; J. Palmer et al.,
2000). Extending our model to include optimal eye-
movement planning (Najemnik & Geisler, 2005;
Rutishauser & Koch, 2007) is an interesting direction
that goes beyond the scope of this work.
Our near-optimal model does not use a diffuse-to-
bound mechanism. Instead, local diffusions are com-
bined using nonlinear functions (softmaxes). Given task
parameters (set sizes, orientation differences, and the
uncertainty associated with each), the construction of the
model is parameter free. By contrast, a diffusion model
may require additional parameters specifying how the
statistics of the diffusions relate to the task parameters (J.
Palmer et al., 2005; Drugowitsch et al., 2012). Moreover,
Figure 11c through f showcases our model’s ability to
generalize to novel experimental settings, which is
nontrivial for diffusion models. Furthermore, our model
connects the underlying cortical mechanisms and phys-
iological parameters to the subjects’ behavior. For
example, the prediction that the visual system employs
gain-control mechanisms for estimating the complexity
of the scene would not be possible if one just ﬁt the data
with diffusions. Therefore, while diffusionmodels remain
great phenomenological models for decision-making
mechanisms, we use the optimal decision strategy to
study the optimal tradeoff of ER and RT across different
experimental settings.
Finally, our spiking model suggests that behavior
arising from action potentials may be quantized
(Perona, 2014). In an easy task where the observer is
pressured to respond extremely quickly, only a few
action potentials are necessary to trigger a decision. In
that case our model predicts a quantized ER as the
decision threshold varies smoothly. Observing the
quantized ER experimentally would allow us to reveal
decisions that are based on very few action potentials.
Materials and method
Ethics statement
This study was performed in strict accordance with
the ethical principles set forth in the Declaration of
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Helsinki and the report of the National Commission
for the Protection of Human Subjects of Biomedical
and Behavioral Research. The protocol was approved
by the Caltech Institutional Review Board (Protocol
Title: Measuring Response Time and Error Rates in
Visual Search, Number: 13-0374). Informed consent
was obtained from all participants.
Psychophysics procedure
We asked 10 subjects (aged 18–23 years) with normal
or corrected vision to search visually for a target in
images that were presented on a screen. Each trial
began with a blank screen with a cross in the middle,
which the subjects were instructed to ﬁxate. This
ﬁxation screen was displayed for a uniformly distrib-
uted random duration of 500 to 1200 ms. After the
ﬁxation screen, a stimulus image appeared and
remained on the screen until subjects responded (Figure
1a). Subjects were instructed to indicate accurately and
as quickly as possible whether a target was present or
absent by pressing one of two keyboard keys. Visual
feedback was given for 500 ms immediately after the
response, concluding the trial. In order to motivate
subjects to be more accurate, subjects were paid based
on their average accuracy. Pay for a day’s work
(approximately 1 hr) ranged from a minimum of $5
when ER was greater than 35% to a maximum of $20
when ER was less than 5%. For intermediate ERs pay
was pro rata (i.e., 50¢ for every 1% improvement in
ER). One subject’s data were excluded from analysis
due to extremely poor accuracy.
Images were displayed on a 24-in. light-emitting
diode monitor with a 60-Hz refresh rate viewed at a
distance of 50 cm. Each image comprised 0.118 3 0.268
(width3 length) oriented dark bars, evenly spaced
along the arc of a circle 168 in radius and presented
against a uniform bright background. The spacing
between consecutive bars was one sixteenth of the
perimeter of the full circle (Figure 1a). In each
presentation, the arc’s starting angle was randomized
and the x-y location of each bar was jittered to prevent
crowding. The random jittering vector for each bar
alternated between pointing inward and outward; its
magnitude was chosen uniformly at random from [0,
0.68] and its orientation was chosen from [–5.68, 5.68].
Unless otherwise speciﬁed, distractors were oriented at
308 orientation difference (the difference in orientation
between target and distractor bars) and set size (the
total number of bars in the image) was systematically
varied in our experiments. Orientation difference was
chosen from {208, 308, 458} and set size was chosen
from {3, 6, 12}. Targets were present in 50% of the
images in random order.
Our subjects’ performance was measured with three
different experimental designs. In Experiment 1,
subjects saw a block of 60 trials (each trial corresponds
to one image stimulus), with orientation difference and
set size held constant throughout each block and varied
across blocks. Blocks were organized in sessions, where
each session contains nine different blocks covering all
orientation difference and set size combinations. In
Experiment 2, subjects saw a session of 240 trials, with
set size varied randomly from trial to trial and
orientation difference ﬁxed at 308. Eighty trials of each
set size were presented in each session. In Experiment 3,
the set size was held constant at 12 items and
orientation difference was varied randomly within the
session. Again, 80 trials were presented for each
orientation difference.
Subjects were trained for 7 days and tested for 3 days
(approximately 1 hr/day). Each training day consisted
of two sessions of each of the three experiments. Each
test day consisted of eight sessions of a single
experiment. Only data from the test days are presented
here. We analyzed the data collected during the training
days to verify that the subjects’ performance had
stabilized.
To ensure eye ﬁxation, we randomly selected one
subject to perform 1 day of the experiment while being
monitored by an eye tracker. The subject showed no
signiﬁcant eye movement or difference in performance.
Model fitting
Hypercolumns
Our V1/V2 front end consists of hypercolumns, each
comprising N orientation-tuned neurons whose pre-
ferred orientations are distributed uniformly over the
[08, 1808] interval. The tuning curves, given in Equation
1, are parameterized by the minimum and maximum
ﬁring rates kmin and kmax as well as the half tuning
width w. kmin was ﬁxed at one spike per second (Graf et
al., 2011). Since increasing kmax and the number N of
neurons achieves the same effect of boosting the
neuron’s signal-to-noise ratio, we ﬁxed N ¼ 16 and
varied kmax only. The half tuning width of the neurons
was set to w ¼ 228 for all subjects. Therefore, the only
tuning parameter for the front end is kmax.
Decisions
The model computes present and absent decisions by
comparing the log probability ratio SðXtÞ ¼
log PðC¼1jXtÞPðC¼0jXtÞ (Equation 10) with thresholds s0 and s1. As
soon as either one of the two threshold is exceeded, the
corresponding decision is taken. This is equivalent to
thresholding the probabilities P(C ¼ 1jXt) and P(C ¼
0jXt) with thresholds P1 and P0 since the probabilities
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and the likelihood ratio are related by the expression
PðC ¼ 1jXtÞ ¼ PðC ¼ 1jXtÞ
PðC ¼ 1jXtÞ þ PðC ¼ 0jXtÞ
¼ 1
1þ exp log PðC¼1jXtÞPðC¼0jXtÞ
  ¼ hðSðXtÞÞ
ð13Þ
P0 ¼ hðs0Þ; P1 ¼ hðs1Þ; ð14Þ
where h(x) is the logistic function, which is monoton-
ically increasing, and where P(C ¼ 0jXt)¼ 1– P(C¼
1jXt). Therefore, testing whether S(Xt) . s1 is
equivalent to testing whether P(C¼ 1jXt) . P1¼ h(s1)
and similarly testing whether S(Xt) , s0 is equivalent to
testing P(C¼ 0jXt) , P0. The thresholds s0 and s1 are
additional free parameters in the model.
Nonperceptual response delay
Our subjects’ RTs are the sum of the perceptual RT
Tp, which our model predicts, and additional delays Tm
due to axonal transmission, muscle activation, and
other factors external to the visual search process
(Schwarz, 2001; E. Palmer et al., 2011). We model the
statistics of the nonperceptual response delay with a
log-normal distribution, a more realistic model than the
exponential (Schwarz, 2001). The log-normal is pa-
rameterized by its mean lD and variance rD, which are
ﬁtted separately for each subject.
Parametrization of the model
In summary, the model has ﬁve free parameters.
Parameters kmax, lD, and rD are speciﬁc to each
subject, and the decision thresholds (s0 and s1) are
speciﬁc to each subject in each task condition. We ﬁt
parameters (kmax, lD, rD) for each subject and (s0 and
s1) for each block in blocked conditions and for each of
the mixed conditions.
Parameter fitting
The parameters were estimated using maximum
likelihood (details below). Figure 11 shows ﬁts for all
subjects in all conditions; individual ﬁts are shown in
Figure 10 and Supplementary Figures S3, S4, and S5.
The maximum likelihood procedure searches for the
model parameters that maximize the likelihood of the
data. Observations are collected from each subject for
each orientation difference Dh, set sizeM, and stimulus
class C—collectively denoted as the experimental
condition (hcond). Each observation is a pair consisting
of the RT ti and decision di  {0, 1}. The data set for
each experimental condition is DðhcondÞ¢fti; dig. Given
a set of parameters hmodel¼ {kmax, s0, s1, lD, rD} and a
condition hcond, the Bayesian model computes the
perceptual RT distribution Tp;PTpðjhcond; hmodelÞ and
the rate a(hcond, hmodel). The occurrence of an error trial
thus follows a Bernoulli probability with mean a(hcond,
hmodel). Recall that the total RT T is modeled as the
sum of two variables—the perception time variable Tp
simulated from the Bayesian observer and the log-
normally distributed, nonperceptual motor and prop-
agation delay Tm:
PTðT ¼ sjhcond; hmodelÞ
¼
Z
t
PTpðTp ¼ tjhcond; kmax; s0; s1Þ
3 logNðTm ¼ s tjlD;rDÞdt: ð15Þ
Finally, the subjects’ response in each trial is
assumed to be independent from the response in other
trials. Thus, the likelihood of a set of observations
D(hcond) is given by
PðDðhcondÞjhmodelÞ
¼
Y
i
PTðtijhcond; hmodelÞ
3BðIðdi 6¼ CÞjaðhcond; hmodelÞÞ; ð16Þ
where B(j b) is the Bernoulli distribution with mean b,
and I(event) is 1 when the event is true and 0 otherwise.
In order to estimate the parameters hmodel given a set of
observations, we sample the space of parameters,
compute the likelihood of each set of parameters using
Equation 16, and select the parameters with the highest
likelihood.
Orientation log likelihood Lh
At each location SPRT computes the log likelihood
for each task-relevant orientation from evidence Xt (in
this section we are concerned with one location only;
therefore, we omit the location superscript l to simplify
notation), which is a set of spike trains from N
orientation-tuned neurons (which can be generalized to
be sensitive to color, intensity, and so on) collected
during the time interval (0, t). Let X
ðiÞ
t be the set of
spikes from neuron i in the time interval from 0 to t,
Kit the number of spikes from neuron i in X
i
l, and Kt
the total number of spikes. Then the likelihood of X
ðiÞ
t
when stimulus orientation is h is given by a Poisson
distribution:
PðXðiÞt jY ¼ hÞ ¼ PoissðKit jkihtÞ ¼ ðkihtÞK
i
t
expðkihtÞ
Kit !
;
ð17Þ
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where kih is the ﬁring rate of neuron i when the stimulus
orientation is h.
The observations from the hypercolumn neurons are
independent from each other. Thus, the log likelihood
of Xt is given by
LhðXtÞ¢logPðXtjY ¼ hÞ
¼ log
YN
i¼1
PðXðiÞt jY ¼ hÞ
¼
XN
i¼1
log ðkihtÞK
i
t
expðkihtÞ
Kit !
 
¼
XKt
s¼1
W
iðsÞ
h  t
XN
i¼1
kih þ const; ð18Þ
where Wih ¼ logkih is the contribution of each action
potential from neuron i to the log likelihood of
orientation h, and const is a term that does not depend
on h and is therefore irrelevant for the decision. The ﬁrst
term is the diffusion that introduces jumps in Lh(Xt)
whenever a spike occurs. The second term is a drift term
that moves Lh(Xt) gradually in time. When the tuning
curves of the neurons regularly tessellate the circle of
orientations, as is the case in our model (Figure 4c), the
average ﬁring rate of the hypercolumn under different
orientations is approximately the same (Figure 4d) and
the drift term may be safely omitted from models.
Review: Bayesian inference for discrimination
and homogeneous search
We ﬁrst rederive the log likelihood ratio S(Xt) for
visual discrimination. For all derivations below we
show how to compute log PðXtjC¼1ÞPðXtjC¼0Þ from the orientation
log likelihoods Lh(Xt), keeping in mind that
SðXtÞ ¼ logPðC ¼ 1jXtÞ
PðC ¼ 0jXtÞ
¼ logPðXtjC ¼ 1Þ
PðXtjC ¼ 0Þ þ log
PðC ¼ 1Þ
PðC ¼ 0Þ :
In homogeneous discrimination, the target and
distractor have distinct and unique orientations hT and
hD. Therefore,
log
PðXtjC ¼ 1Þ
PðXtjC ¼ 0Þ ¼ log
PðXtjh ¼ hTÞ
PðXtjh ¼ hDÞ
¼ LhTðXtÞ  LhDðXtÞ; ð19Þ
which proves Equation 4.
In heterogeneous discrimination, hT  HT and hD 
HD. For simplicity assume uniform prior on both target
and distractor orientation; that is, P(hjC ¼ 1) ¼ 1/nT ,
h  HT, and P(h j C ¼ 0) ¼ 1 / nD, h  HD:
log
PðXtjC ¼ 1Þ
PðXtjC ¼ 0Þ
¼ logPðXtjhHTÞ
PðXtjhHDÞ
¼ log
X
hHT
PðXtjhÞPðhjC ¼ 1Þ
 !
log
X
hHD
PðXtjhÞPðhjC ¼ 0Þ
 !
¼ log
X
hHT
expðLhðXtÞÞ
nT
 !
 log
X
hHD
expðLhðXtÞÞ
nD
 !
¼ Smax
hHT

LhðXtÞ  log nTð Þ

Smax
hHD

LhðXtÞ  logðnDÞ

; ð20Þ
which proves Equation 5.
Now we rederive S(Xt) for homogeneous visual search
(M¼ L . 1, nT¼ nD¼ 1) from the local orientation log
likelihoods LhðXltÞ from each of the L locations. Call lT
 {1, 2, . . ., L} the target location and assume uniform
prior on lT. Equation 4 is proved below:
log
PðXtjC ¼ 1Þ
PðXtjC ¼ 0Þ
¼ log
X
lT
PðXtjlTÞPðlTjC ¼ 1Þ
PðXtjC ¼ 0Þ
¼ log 1
L
X
lT
PðXtjlTÞ
PðXtjC ¼ 0Þ
¼ log 1
L
X
lT
PðXlTt jhTÞ
Y
l6¼lT
PðXltjhDÞY
l
PðXltjhDÞ
¼ log 1
L
X
lT
PðXlTt jhTÞ
PðXlTt jhDÞ
¼ Smax
lT

LhTðXlTt Þ  LhDðXlDt Þ  logðLÞ

: ð21Þ
Formulating common search problems using the
general model
The heterogeneous visual search model is a general
model for explaining a wide range of search tasks. The
general model captures the variability in set size and
orientation difference using CDD, which is the
distribution P(YljCl ¼ 0) of stimulus orientation at a
nontarget location. Below are three examples.
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 Experiment 3: The distractor orientation is sampled
uniformly from {208, 308, 458}, and all the distractors
must have the same orientation. In this case a CDD is
a three-dimensional vector of
/ ¼ PðYl ¼ 208jCl ¼ 0Þ;PðYl ¼ 308jCl ¼ 0Þ;
PðYl ¼ 458jCl ¼ 0Þ:
We employ three CDDs:
/ð1Þ ¼ 1; 0; 0½ ;/ð2Þ ¼ 0; 1; 0½ ;/ð3Þ ¼ 0; 0; 1½ ;
with equal prior probability P(/(i))¼ 1/3, i.
This setup exactly describes the probabilistic struc-
ture of Experiment 3. Since each CDD is a delta
function at a single orientation, distractors at all
locations will be identical.
 The distractor orientation is sampled from {208, 308,
458} with probability [0.2, 0.5, 0.3].
This is the i.i.d.-distractor heterogeneous search task
(Equation 9). Only one CDD is needed, and / ¼ [0.2,
0.5, 0.3].
 Experiment 2: The distractor orientation is 308. The
set size M is sampled uniformly from {3, 6, 12}. The
total number of display locations is L¼ 12.
In this case, denote Yl¼[ that a nontarget location
is blank, i.e., it does not contain a stimulus bar. If there
are M display items, then the probability of any
nontarget location being blank is (L –M)/L. A CDD is
a two-dimensional vector of
/ ¼ PðYl ¼ 208jCl ¼ 0Þ;PðYl ¼ [jCl ¼ 0Þ ;
and the three different set sizes may be represented by
three CDD s of equal probability:
/ð1Þ ¼ 3=12; 9=12½ ;/ð2Þ ¼ 6=12; 6=12½ ;/ð3Þ
¼ 1 ; ½ ; ð22Þ
where  is a small number to prevent zero probability.
Note that the setup in Equation 22 only approxi-
mates the probabilistic structure of Experiment 2. This
is because the blank placements are not independent of
one another. In other words, for a given set size M,
onlyM locations can contain a distractor. If we place a
distractor at each location with probabilityM/L, we do
not always observe M distractors. Instead, the actual
set size follows a binomial distribution with mean M.
However, this is a reasonable approximation because
the human visual system can generalize to unseen set
sizes effortlessly. In addition, the values of M used in
our experiments are often different enough {3, 6, 12}
that the i.i.d. model is equally effective in inferring M
(Figure 4i).
Bayesian inference for heterogeneous visual
search
SPRT relies on computing S(Xt) from the orienta-
tion log likelihoods LhðXltÞ from all locations l, which
we show below. The target-present likelihood P(XtjC¼
1) is given by marginalizing out the target location lT 
{1, 2, . . ., L}, CDD /, and the target and distractor
orientations. Let Cl  {0,1} denote the stimulus class at
location l; Cl ¼ 1 if and only if location l contains a
target. In light of the graphical model in Figure 1b,
PðXtjC ¼ 1Þ ¼
X
lT;/
PðXtjlT;/;C ¼ 1ÞPð/ÞPðlTjC ¼ 1Þ
¼
X
lT
PðlTjC ¼ 1Þ
X
/
Pð/Þ
X
~Y¼ Y1;...;YLf g
PðXtj~YÞPð~Y jlT;/;C ¼ 1Þ
¼
X
lT
PðlTjC ¼ 1Þ
X
/
Pð/Þ
X
~Y
Y
l
ðPðXlt jYlÞPðYljlT;/;C ¼ 1ÞÞ
¼
X
lT
PðlTjC ¼ 1Þ
X
/
Pð/Þ
Y
l
X
Yl
ðPðXlt jYlÞPðYljlT;/;C ¼ 1ÞÞ
¼
X
lT
PðlTjC ¼ 1Þ
X
/
Pð/ÞPðXlTt jClT ¼ 1Þ
Y
l 6¼l
PðXlt j/;Cl ¼ 0Þ
¼
X
lT
PðlTjC ¼ 1Þ
X
/
PðXlTt jClT ¼ 1Þ
PðXlTt j/;ClT ¼ 0Þ
Pð/Þ
Y
l
PðXlt j/;Cl ¼ 0Þ;
ð23Þ
where
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PðXlt jCl ¼ 1Þ ¼
X
hHT
PðXlt jYl ¼ hÞPðhjCl ¼ 1Þ
PðXlt j/;Cl ¼ 0Þ ¼
X
hHD
PðXlt jYl ¼ hÞ/h:
Similarly, the target-absent likelihood is
PðXtjC ¼ 0Þ ¼
X
/
Pð/Þ
Y
l
PðXlj/;Cl ¼ 0Þ: ð24Þ
Note that Equation 24 may be thought of as
computing a normalization of the term
Pð/ÞQl PðXlt j/;Cl ¼ 0Þ that is used to weight the local
log likelihood ratios in Equation 23. This normalized
weight turns out to be the posterior of CDD: P(/jXt).
Deﬁne the log posterior of CDD as
Q/ðXtÞ¢logPð/jXtÞ
¼ log
Pð/Þ
Y
l
PðXlt j/;Cl ¼ 0ÞX
/ 0
Pð/0Þ
Y
l
PðXlt j/0;Cl ¼ 0Þ
: ð25Þ
Then the log likelihood ratio is
log
PðXtjC ¼ 1Þ
PðXtjC ¼ 0Þ
¼ log
X
l
PðlT ¼ ljC ¼ 1ÞPðXlt jCl ¼ 1Þ
3
X
/
Pð/jXtÞ
PðXlt j/;Cl ¼ 0Þ
:
Recall that Smax
iA
xi ¼ log
X
iA
expðxiÞ
log
PðXtjC ¼ 1Þ
PðXtjC ¼ 0Þ
¼ Smax
l¼1;...;L

logPðlT ¼ ljC ¼ 1Þ þ logPðXlt jCl ¼ 1Þ
þ Smax
/U

Q/ðXtÞ  logPðXlt j/;Cl ¼ 0Þ

ð26Þ
assuming uniform prior on the target location P(lT¼ ljC
¼ 1) and on the target type P(Yl ¼ hjCl ¼ 1):
log
PðXtjC ¼ 1Þ
PðXtjC ¼ 0Þ
¼ Smax
l¼1;...;L

Smax
hHT

LhðXltÞ  logðnTÞ

þ Smax
/U

 Smax
hHD

LhðXltÞ þ log/h

þQ/ðXtÞ

 logðLÞ

; ð27Þ
which proves Equations 10 and 11.
Mean-field approximation to SPRT
Instead of inferring the CDD on a trial-by-trial
basis, a simpler alternative is to use its average value
without looking at the stimulus. For example, in the
mixed set-size example with M  {3, 6, 12}, SPRT
estimates the value of M given Xt for each trial,
whereas the simple model assumes a set size of E(M)¼
7 for all the trials.
In detail, the simple model essentially uses the mean-
ﬁeld approximation on Equation 27:
log
PðXtjC ¼ 1Þ
PðXtjC ¼ 0Þ
’ Smax
l¼1;...;L

Smax
hHT

LhðXltÞ

Smax
hHD

LhðXltÞ þ log/¯h

 logðnTLÞ;
ð28Þ
where /¯h ¼
P
/U /hPð/Þ is the mean CDD with
respect to the prior distribution. The prediction of the
simple model on a mixed set-size search problem is
shown in Figure 6b.
Search with correlated target and distractor
orientations
SPRT for heterogeneous visual search (Equation 27)
assumes that the properties of the scene—namely the
set size and the scene complexity—affect only the
distractor orientation distribution. In this section we
relax this assumption and let / encode both the target
and distractor orientation distribution: /¼ {/(T), /(D)},
where /ðTÞh ¼ PðYl ¼ hjCl ¼ 1Þ and /ðDÞh ¼ PðYl ¼
hjCl ¼ 0Þ. The log likelihood of target present in
Equation 23 now becomes
PðXtjC ¼ 1Þ
¼
X
lT
PðlTjC ¼ 1Þ
X
/
PðXlTt j/ðTÞ;ClT ¼ 1Þ
PðXlTt j/ðDÞ;ClT ¼ 0Þ
3Pð/Þ
Y
l
PðXlt j/ðDÞ;Cl ¼ 0Þ:
The log likelihood ratio of target present versus
target absent is
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log
PðXtjC ¼ 1Þ
PðXtjC ¼ 0Þ ¼ log
X
l
PðlT ¼ ljC ¼ 1Þ
X
/
PðXlt j/ðTÞ;Cl ¼ 1Þ
PðXlt j/ðDÞ;Cl ¼ 0Þ
Pð/jXtÞ
¼ Smax
l¼1;...;L
ðSmax
/U
ðSmax
hHT

LhðXltÞ þ log/ðTÞh

 Smax
hHD

LhðXltÞ þ log/ðDÞh

þQ/ðXtÞ

 logðLÞ:
ð29Þ
This formulation encompasses the formulation in Equation 27 where the target and the distractor orientations are
distributed independently with respect to each other. To see this, assume /(D) and /(T) vary independently. Then,
PðXtjC ¼ 1Þ ¼
X
lT
PðlTjC ¼ 1Þ
X
/ðTÞ;/ðDÞ
PðXlTt j/ðTÞ;ClT ¼ 1Þ
PðXlTt j/ðDÞ;ClT ¼ 0Þ
Pð/ðTÞÞPð/ðDÞÞ
Y
l
PðXlt j/ðDÞ;Cl ¼ 0Þ
¼
X
lT
PðlTjC ¼ 1Þ
X
/ðDÞ
X
/ðTÞ
Pð/ðTÞÞPðXlTt j/ðTÞ;ClT ¼ 1Þ
PðXlTt j/ðDÞ;ClT ¼ 0Þ
Pð/ðDÞÞ
Y
l
PðXlt j/ðDÞ;Cl ¼ 0Þ
¼
X
lT
PðlTjC ¼ 1Þ
X
/ðDÞ
PðXlTt j/¯ðTÞ;ClT ¼ 1Þ
PðXlTt j/ðDÞ;ClT ¼ 0Þ
Pð/ðDÞÞ
Y
l
PðXlt j/ðDÞ;Cl ¼ 0Þ;
ð30Þ
where /¯
ðTÞ ¼P/ðTÞ /ðTÞPð/ðTÞÞ is the expected value of
/(T). Equation 30 is equivalent to Equation 27 with a
different prior (/¯
ðTÞ
) on target orientation.
Search with multiple targets
One may derive the SPRT under a different
hypothesis: that a target may appear at each location
with i.i.d. probability pT; for example, p˙T¼ 1 – 0.51/M
will produce target-absent scenes with probability 0.5.
For the simple case of homogeneous visual search—
known set sizeM, unique target orientationHT¼ {hT },
and distractor orientation HD ¼ {hD}—we ﬁrst derive
the likelihood of observations with and without the
class label:
PðXtjC ¼ 0Þ ¼
YM
l¼1
PðXlt jCl ¼ 0Þ
PðXtÞ ¼
YM
l¼1
PðXltÞ ¼
YM
l¼1

PðXlt jCl ¼ 0ÞPðCl ¼ 0Þ
þPðXlt jCl ¼ 1ÞPðCl ¼ 1Þ

:
Recall that SðXltÞ ¼ logðPðXlt jCl ¼ 1Þ=PðXlt jCl ¼ 0ÞÞ
is the log likelihood ratio at location l, and let
R0¢log
pT
1pT
 
be the log prior ratio at a single
location. The log posterior of target absent is
log PðC ¼ 0jXtÞ
¼ logPðXtjC ¼ 0ÞPðC ¼ 0Þ
PðXtÞ
¼ log
YM
l¼1
PðXlt jCl ¼ 0ÞPðCl ¼ 0Þ
PðXlt jCl ¼ 0ÞPðCl ¼ 0Þ þ PðXlt jCl ¼ 1ÞPðCl ¼ 1Þ
¼ log
YM
l¼1
1
1þ expðSðXltÞ þ R0Þ
¼
XM
l¼1
log

1þ expðSðXltÞ þ R0Þ

:
The log posterior ratio of target present versus target
absent is then
log
PðC ¼ 1jXtÞ
PðC ¼ 0jXtÞ ¼ log

expðlogPðC ¼ 0jXtÞÞ  1

¼ bow
l¼1;...;M
ðSðXltÞ þ R0Þ;
ð31Þ
where
bow
iA
ðxÞ¢log

exp
X
iA
logðexpðxiÞ þ 1Þ

 1

is the ‘‘bow’’ function (our name), related to the Fermi-
Dirac equation of statistical physics (Reif, 1965). This
function behaves like a softmax for the negative inputs
and a sum for the positive inputs. The bow function can
be approximated by the ‘‘sum-max’’ function that sums
the positive components of the inputs and maximizes
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over the negative components:
sum-max
iA
ðxÞ¢
X
iA
ðxiÞþ þmax
iA
ððxiÞÞ;
where (x)þ and (x)– denote the positive and negative
parts of x, respectively.
Gain control
Gain control over a population of neurons, where
each neuron i has membrane potential Ui, is given by
U˜i ¼ Ui  gðUÞ; ð32Þ
where g() is a function computing the gain of the
population. Gain control serves two purposes: one to
control the range of a neuron’s membrane potential
within its physiological limits (as needed in Equation
12), and the other to provide normalization to allow a
probabilistic interpretation of the population code (as
needed in Equation 25). One gain that serves both
purposes is the softmax function: gðUÞ ¼ Smax
i
ðUiÞ,
which is what we use for computing the log posterior of
CDD Q/(Xt) (Equation 25). While the popular form of
gain control is divisive normalization (Carandini &
Heeger, 2011), we use subtractive normalization
(Doiron, Longtin, Berman, & Maler, 2001) because it
comes out naturally from the SPRT computation
involving log likelihoods.
Unary encoding with spikes
To communicate a neuron’s continuous, time-
dependent membrane potential U(t) to a distant
neuron, we hypothesize that nature makes use of action
potentials (unary encoding in engineering). The sender
neuron maintains two thresholds ss0, 0, s
s
1. Whenever
U(t) shoots above the positive threshold ss1, a spike is
generated and the membrane discharges by an amount
equal to the threshold; that is, Uðtþ 1Þ ¼ UðtÞ  ss1. If
a discharged membrane potential U(t’) is still bigger
than the threshold, then another spike is generated
after a refractory period tref: U(t’þtref) ¼ U(t’)ss1; this
process is repeated, generating a burst of k spikes, until
Uðt 0 þ ktrefÞ, ss1. The spikes travel to the receiver
neuron through an excitatory synapse whose strength is
equal to the threshold, thus allowing the receiver to
compute U(t) with only minimal delay. Similar
mechanisms can be implemented for the case where
U(t) drops below ss0 (see Supplementary Figure S2 and
Figure 4g through i).
Keywords: visual search, ideal observer, speed–accu-
racy tradeoff, spiking neural networks, gain control
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