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1. INTRODUCTION 
We study the existence, multiplicity and stability of some positive solutions 
of nonlinear eigenvalue problems of the form 
(a) Lu + Af(x, 24) = 0, XEQ!; 
u-u 
(b) Bu = b,(x)u(x) + b,(x)% = 0 XEaL?; 
where L is a second-order uniformly elliptic operator. For stability, we 
consider the solutions to be steady states of an appropriate time dependent 
diffusion process. The nonlinearity will be required to satisfy some or all of 
the hypothesis: 
H * 0 :f(x, u) E c&2 x (-co, 03)); 
Hal :f(x,O) >O on Q; 
H - 2 : f&u) > 0 on !2x(--03,co); 
H - 3 :fiLu(x,u) > 0 on 62 X (-00, 03) (i.e.,fis convex in 24); 
H-4(u): ;jE 1 fh 4 - F’(x) t uG(x)l 1 = o 
?I 
on hQ; 
H. 4(b) : <~m(.),F(.)>/(9~(.),f(., 0)) < 0. u-21 
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Here #,(x) is the (positive) eigenfunction defined in (4.23) and the inner 
product notation, (,, *>, is defined in (2.la). 
The interval (--co, CD) in (1.2) can be replaced by [0, co) if f(~, U) for 
ZL > 0 can be extended to u <I 0 while satisfying (1.2); we do not bother 
with the details of this familiar device. 
Under H . 0, 1, 2 and appropriate conditions on L and B, it has been shown 
by Keller and Cohen in [lo] that if A* > 0, where A* = 1.u.b. of all h for 
which (1.1) has a positive solution, then positive solutions exist for all h in 
0 < X < A*. If in additionf,,(x, U) < 0 on D x (--CO, co)(i.e., f is concave 
in u), it was shown that a positive A* exists, that positive solutions do not exist 
for h = A* and that the positive solutions are unique and stable for 
0 < h < A*. Here we will show that if H. 0, 1,2, 3,4 hold, then again there 
exists a A* > 0 and a unique positive solution does exist for h = A*. Further, 
for each X in some interval A* - A < h < A*, we show that at least two 
positive solutions exist one being stable and the other unstable. The condition 
H. 4 is crucial. That is, it has been shown by Cohen and Laetsch in [3], that 
positive solutions are unique if 9 (a/&)(f (x, U)/U) < 0 on Q for all u > 0. 
However, (H .4a) essentially implies that 
lim *2 ~ f(X’ u> 
u+l-o 
___ = --F(x). 
224 u 
Then by (H . I), (H .4b) and the positivity of z&(x), -F(X) cannot be 
negative everywhere on JJ. For special ordinary differential equation problems, 
it has been shown by Laetsch [13] that H .O - H . 3 and 
implies the existence of nonunique positive solutions for all X in (0, A*). This 
is not true in general as the case f(~, U) = eU treated by Gelfand [6] or 
f(;l, 24) = &)/(l - )‘ u 2 treated by Callegari, Reiss, and Keller [2] show. The 
arguments of [13] do not go over for partial differential equations. We wish 
to thank T. Laetsch for valuable discussions concerning the use of the 
linearized problem at co. 
We require that 
with aii(x) = a,,(~) E C1+E(~), 0 < a,,(~) E P(G) and 
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The boundary Ss2 is to be of class C2+@ with outward unit normal 
(%W., S,(X)) and Z/&J is the co-normal derivative: 
Finally, b,(r), hi(x) E C1+a(iX!), and with K? = aQR, w Z;I, : 
444 > 0, b,(x) SE 0 for x E X&($0); 
k?(x) > 0, b,(x) > 0 for xEX&. 
Thus the strong maximum principle is valid for L on 52. In conjunction 
with this we shall employ 
LEMMA 1.1. Letp(.x), q(x) E C,(o) n C,(Q) nzzd satisjy BP(x) = &J(X) = 0 
for all x E 82. Let p(x) > 0 on Q and $ p(y) == 0 for some y E afz, therz 
ap( y)/an < 0. Then R(x) = 4(x)/p(x) E C(G). 
Proof. We merely sketch the proof as details are contained in [9]? 
pp. 292-293, with slight corrections in [7]. The only possible points of 
discontinuity of R(x) are on X$ where both p(x) and q(s) vanish. Using 
normal and tangential coordinates at any point x0 E XL’, we easily find that 
U-3) 
Here the limit is taken along any interior ray through x,, . It follows that 
R(x) is continuous in sectors with vertex at x0 and solid angle within a hemi- 
sphere. The same is true in sectors with vertices at neighboring points on 852. 
Then using the smoothness of 852 and the continuity of the right-hand side 
of (1.3) on %2, the continuity of R(s) easily follows. (In [9] only the conti- 
nuity along rays is derived and the final arguments regarding sectors are 
contained in [7].) ed 
2. MINIMAL POSITIVE SOLUTIONS 
A positive solution 9(X, x) of (1.1) is a minimal positive solution if 
g(X, x) < u@, x) for all positive solutions u(X, x). Combining some results 
in [IO] we state for future reference 
THEORE~L~ 2.1. Let H. 0, 1, 2 hold and let (1.1) have a position solutioon 
for h = A, . Then (1.1) has a unique nzinimal positive solutio?z g(X, x) for all 
h E (0, A@]. For each x E 52, ~(h, CC) is an increasing functiozz of X. g$, 
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When f (x, u) is convex, we can identify minimal positive solutions by 
means of the following nonordering theorem. This result has been proven 
independently by Laetsch [12] and Fujita [S] but the present proof based on 
the self-adjointness of (L, I?) is particularly simple. In this proof and through- 
out we shall use the notation 
THEOREM 2.2. Let H . 0, 1, 2, 3 hold. Then for any Jixed X > 0, (1.1) does 
not possess three distinct positive solutions ordered by 
zc,(k x) < 46 x) ,< %(A 4 for all x E Q. 
Proof. Assume the contrary and define: 
WI(X) = z&l, Lx) - 2$(X, x), wz(x) Es u&t, x) - z&(X, x). 
Then since f (x, ua) - f (x, or) = FJx, or , ~a) wr(x), we get from (1.1) that 
Lw, + hF,(x, ul , us) w1 = 0 in Q, Bw, = 0 on ZZ; 
Lw, + A&(x, 24, UJ wg = 0 in Q, Bw, = 0 on &Q. 
The assumed ordering of the z+(X, x) implies q(x) 3 0, we(x) > 0 but 
neither vanish identically. Thus h must be the principal eigenvalue, XI of 
each of the above self-adjoint eigenvalue problems of the form 
Lw + ,AF&-, u, 2J)w = 0, Bw=O. 
The principal eigenvalue has the variational characterization 
where 
and the admissible class may be chosen as 
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The assumed ordering and H . 3 imply that 
with strict inequality at some point and hence on some domain in Q. Thus 
we have 
The contradiction is obvious. #i 
Now we have the useful 
COROLLARY 2.3. Let H-O, 1,2,3holdandfora$xedA > Olet (l.l)have 
tmo distinct positive solutions satisfying IC,(X, x) < u,(h, x) on Q. Then q(h, x) = 
$A, x), the minimal positive solution. 
Proof. If the conclusion is not true, then by Theorem 2.1 there is a 
minimal positive solution with u(h, X) < z+(X, Y). Now Theorem 2.2 yields 
a contradiction. T$,@ y&j&; 
3. NONISOLATED SOLUTIONS 
A solution u(h, X) of (1.1) is said to be lzozzisolated if the linearized problem 
about that solution has a nontrivial solution, i.e., 
(a) Ltp + Afu(x, zc(h, x))y = 0 
(b) Bg, = 0 on 852, 
in Q, 
(3.1) 
possesses solutions v(x) f 0. This terminology is suggested by the notion of 
isolated solutions in the theory of ordinary differential equations and in a 
more abstract setting corresponds to the case when the generalized implicit 
function theorem may not be applicable. The term “branching solution” is 
also suggested but branching need not always occur at a nonisolated solution. 
The existence of solutions of (1.1) for h near h, when ~(h, , X) is a non- 
isolated solution has been studied by Dean and ChambrC in [4], Laetsch in 
[12] and for more general problems by Keener and Keller in [SJ. The latter 
result, when specialized to (1.1) and without particular reference to positive 
solutions, yields 
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‘THEOREM 3. I. Let H . 0, I,2 hold. For h = h, let u,,(x) be a nonisoIated 
solution of (1.1) for which h, is a simple eigerzvahe of (3.2 ). For the correspolzding 
normalized eigelzfunction v,,(x) with (v,, , v,,) = 1 requiye 
Then for some sujkiently small S, > 0 and for each S in 0 < / 6 1 < S, , (1.1) 
has a unique solution (depending continuo&y on 6) of the form: 
(a) 4x, 8) = u&x) + @J&Y) + ~Lu,(x, S), (po, ulj = 0, Jj 24, Jj < ICY1 ;
(b) h = X(S) = A,(1 - Say(S)); (3.2) 
(4 P(S) = CT,, , (PC, + SGF&G u, zq,)>/(~, ,f(x, q,)). #a 
We define u(/\, x) to be a prirzcipal nonisolated solutiorz of (1 .l) if it is a 
nonisolated solution for which (3.1) has a positive solution, P(X) > 0 on Q. 
Such principal nonisolated solutions are particularly important for convex 
nonlinearities as they essentially characterize the critical value A*. We have 
in fact the basic 
THEOREM 3.2. Let H . 0, 1,2, 3 hold and for A = A, > 0 let (1.1) haae a 
positive principal nonisolated solution, u(h, , x) = q(x) > 0 on 9. Let q&x) > 0 
on 8 be the normalized positive solution of (3.1) with X = h, . Tlzen: 
(i) X, = X* and u(/\,, , x)is theuniquepositivesolutioRof (1.1) for h = A*. 
(ii) A minima2 positive solutiolz 24(X, x) of (1 .l) exists for all X E (0, h*] 
and no positive solutions exist for A > A*-. 
(iii) For some @ici~rtly small A > 0 a pair of positive solutions of (1.1) 
exist foj, each h E [A* - A, h*). 
(iv) The minimal positive solution of (1.1) for h E [A* - A, A*) is given by 
(3.2a) with 6 < 0 and such that h = h(S). 
Proof. By the definition of A* we have A, < A*. If A, < A* then for any 
X E (A, , A*), (1.1) has by Theorem 2.1 a positive solution zl(h, x). With the 
notation u(A,, s) = U&C), u(A, X) = U(X) we use (2.lb, c) to write 
f(x, uo) -f (x, u) -f&, z~o)(uO - u) = -F&x, u, uO)(uO - u)” 
and get from (1.1): 
(a> L(% - u) + bf,(-~, 4(u0 - u) = (A - h)f(x, u) 
+ h0Fuu(Lt’, u %)(%l - fJj2; 
(b) quo - 24) = 0. (3.3) 
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By the hypothesis on r+,(x), (3.1) with A = A, has a solution vs(x) > 0 on Q. 
Since the right-hand side of (3.3a) must be orthogonal to cpO(x), by the 
Fredholm Alternative, we get that 
However the term FUu(*)(ziO - j’ . p t u 2 IS osi ive in some domain in 52 as ug G+ u 
and fU,, > 0 by N . 3. Thus h < X, is a contradiction and so h, -= X*. 
The uniqueness of ~(h, , x) = z+,(x) follows by setting h = X, in the 
above and calling any other positive solution u(x>. Thus (i) is established. 
Part (ii) follows from Theorem 2.1, part (i) and the definition of )i*. 
SinceL is self-adjoint with respect to B and &o(“) > 0 on 52, it follows that 
h, is the least eigenvalue of (3.1) with zc(h, x) = U,,(X) fixed and hence it is a 
simple eigenvalue. Also (F,, ,f(x, u&) > 0 by H . I, 2 and so the hypothesis 
of Theorem 3.1 is satisfied. Thus (1.1) has for some 6, > 0 and all 
the family of solutions represented in (3.2). We proceed to show that for 6, 
sufficiently small all these solutions are positive. 
Indeed (3.2aj can be written as 
Then if 2(x, 6) is continuous on B x L-S, , S,], we are assured that 
[I + S3?(x, S)] > 0 on Q for ( S ( sufficiently small and the positivity of 
U(X, 6) follows. Recall that u0 , v0 and ur all satisfy the boundary condition 
(1.1 b). Further since U,,(X) > 0, and Lu, = -hJ(x, u,,) < 0 on Q it follows, 
by the strong form of the maximum principal [14, p. 651, that Su,(x)/&z < 0 
for all x E 2Ql while z*(x) > 0 for all x E aQ, . Thus by Lemma 1.1 and the 
continuity of ur(x, S) in S, we have that 9(x, S) E C(a x [-Se, S,]). 
We now assume that 6, > 0 is so small that zc(s, 5) > 0 in Sz for all 
j 6 / < 6, . Then we may apply H . 3 in (3.2~) to deduce that ~(8) > 0. 
Further by repeating the above argument, usingLvO == --h,,f,(x, z,J cpo < 0 on 
Q, we can restrict 8, further to insure that &x) + Su,(x, 6) > 0 on 9. Then 
we get that ~(6) > 0 and hence by (3.2b), X(S) < X, for all 6 in 0 < j 6 j < 6, . 
Since ~(8) depends continuously on S, it is clear that some interval [A* - d, X*) 
is covered once by X(S) as 6 varies over each of the intervals (0, S,+] and 
[--So-, 0) for some positive S,* < 6, . 
110 KEENER AND KELLER 
Finally let S, E (0, S,-+] and 6, E [-So-, 0) be such that X(S,) = h(S,). Then 
by (3.2a): 
u(x, S,) - u(x, S,) 
= (6, - 6,) p&c) [I + sl “1” s
2 
u;;(*y) - s 
1 
y s, Jfp]. 
I 
By applying Lemma 1.1 twice and possibly restricting 6, again, we can now 
insure that zc(x, 6,) > U(X, S,) on Q, so that part (iii) is proven. Furthermore 
by Corollary 2.3, U(X, 6,) = g(h(S,), x), the minimal positive solution. @ 
A variational characterization of h* is given by Wake and Rayner in [El. 
Their result essentially requires the existence of h* but then very effective 
approximations can be obtained using Ritz-type methods on the variational 
problem. 
4. EXISTENCE OF NONISOLATED SOLUTIONS 
We shall now show that a positive principal nonisolated solution of (1.1) 
exists whenfsatisfies H . 0, 1,2,3,4. These results, in Theorem 4.2, coupled 
with those in Theorem 3.2 give our main results on positive solutions of (1.1) 
for an important class of convex nonlinearities. 
Our approach is to use the continuity method by seeking positive principal 
nonisolated solutions, u(p, 7, X) = U(X) > 0 on Q, of 
(a) Lu + pf (x, u> = (1 - T> Pf 65 019 EEQ, 
(b) Bu = 0, XEXI. 
(4.1) 
Thus p and u are also required to be such that a positive solution, ~(zc, T, X) = 
q(x) > 0 on 9, exists for 
(a) Lp, 4- pfuk, 49, = 0, xiEJ2; 
(4.2) 
The embedding of (1.1) into (4.1) is such that the latter is a bifurcation 
problem for 7 = 0 and reduces to (1.1) f or -r = 1. U7e denote by p = PC(T) the 
value of p corresponding to a value of 7 for which (4.1)-(4.2) have solutions 
U(X) 3 0 and v(x) > 0 on $2. We proceed to show that ,u(~) is single valued, 
decreasing in 7 and defined on [O, I]. 
For 7 = 0 it easily follows that (4.1) h as a nonnegative principal non- 
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isolated solution, in fact u = 0 is the solution, if for ~(0) = p0 we take the 
principal eigenvalue of 
-kb + pf&, O)* = 0 on Q, B$J = 0 on aQ. (4.3) 
As before, this eigenvalue, p0 , is simple and has a positive eigenfunction, z&, , 
since L is self-adjoint with respect to B. To show that ~(7) exists for all 7 in 
some small interval 0 < 7 < TV we employ the perturbed bifurcation theory 
developed in [7], [S]. The results needed from that theory as applied to 
(4.1)-(4.2) can be stated as 
THEOREM 4.1. Let H. 0,2 hold and (&(.),f(-, 0)) -f 0. Then for some 
positive constants f0 , M, m the problem (4.1)-(4.2) has fw each E in 0 < j E \ < Ed 
a unique solution of the form 
Here pa and vf~~( t 9 are any simple eigenvalue and normalized eigenfunction of (4.3). 
The fzmctions v(x, E) and q,(x, e) are continuous on A?? x [-e. , Q] and 
Proof. The proof is contained in 181, in a general Banach space setting, 
and employs a contraction mapping argument. The continuous dependence 
on E is not mentioned in that proof but easily follows from the uniform con- 
vergence of the iterates and their continuous dependence on E. Fp $f&. 
Theorem 4.1 with pa the principal eigenvalue of (4.3) easily establishes the 
existence Ofp(T)OnO < 7 < To for SOme 7o > O.SOme itIIpOrtmt prOpertieS 
of p(T) are contained in 
LEMMA 4.1. Let H . 0, 1, 2, 3 hold. Then p( 7 is a single valued decreasing ) 
fkction of r and 0 < p(T) < pa (the pilacipal eigenvalue of (4.3)) for all 
T > 0 for which p(r) exists. Further if r > 0, then the corresponding solu~io~z 
u(x, T) of (4.1) is positive on Q. 
Proof. Let u,(x), #&), 7V , pu, for v = 1,2 be a pair of solutions of (4.1)- 
505/16/1-8 
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(4.2) with U,(X) 3 0, &(x) > 0 on Q and 7” 3 0. First suppose that py < 0. 
Then (4.la) gives, using H . 1, 2 and > 7” 0: 
L% = -PvLY([f(~> 4 -f@, 011 4 ~“f@, 0)) > 0. (4.6) 
Now the maximum principle implies that U, < 0 on Q, a contradiction. 
Similarly, pLy = 0 implies Lpi, = 0 and hence p)y = 0 on Q, another contra- 
diction. Thus we have that ~(7) > 0 for r > 0. That ~(7) is single valued for 
7 > 0 follows from (i) of Theorem 3.2. 
It now follows that (4.6) with 7, > 0 holds with the opposite inequality. 
Thus zc, > 0 on Q, by the maximum principal, and the last statement of the 
Lemma holds. 
Let 71 < 7.2 and assume that pr < ps . By Theorem 2.1 applied to (4.1) 
with 7 = 7., > 0 we have that (4.1) h as a minimal positive solution, say 
&, x), for all p in 0 < p < pLz . In particular for z&i , x) and ui(s) we get 
from (4.1): 
L(zc, - $1 + YlfLL(=? %K% - ?!J 
= Pl~U&., zc, , ah - ?iJ2 + Pl(T2 - T&m, 0). 
Since &(.x) > 0 on .Q and rp > 7i , the alternative theorem now implies 
-4% , Fuu(x, zc, > %)(-% - ?!d2? = (7.2 - aP1 ,f(x, 0)) > 0. 
By H . 3, this is a contradiction since F,,(.)@, - z# > 0 and so ~(7) is 
strictly decreasing on 7 3 0. But then ~(7) < ~(0) = p,, for r > 0. ra 
We now show how to extend the branch of positive principal nonisolated 
solutions defined on 0 < 7 ,( T,, to a larger interval. In fact we shall show that 
if a positive principal nonisolated solution +,(x), v,,(x), ,uEco exists for some 
7 = 7s > 0, then such solutions exist on some r-interval with ~a as an interior 
point. To do this we rewrite (4.1)-(4.2) as 
(a) Lu + pofu(x, u0b = (1 - T) dLf(x, 0) + ELO.~+, UO)~ - d%, u), 
Bu = 0; 
(4.7) 
(b) Lg, + ~ofu.(x, UO)P = ruofu(x, UO)P, - P&(X, 4~s BP, = 0. 
The right-hand sides above will be orthogonal to q,,(x) if 
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Qur procedure is, essentially, to define an appropriate convex neighborhood 
of yO(x) depending upon a small parameter, 1 E I -< us > 0. Then using the 
functionals fiir, and T, of (4.8) in (4.7), we obtain a solution by contraction. 
The appropriate T-interval is obtained by allowing E to vary over (-q, , q,). 
The details of this program are somewhat tedious and we present them in 
several lemmas. 
First we introduce the convex sets of functions in C,(D) n C.&Q!): 
Withf,,(x, uO) > 0 and q+,(x) > 0, the functions in S, may be viewed as all 
having the same weighted projection in the direction of p,,(x). This strange 
projection or normalization seems crucial for our procedure. It in effect 
defines the small parameter E used in (4.19). 
LEMWI 4.2. De$ne; 
There exist constants c0 > 0 a~ld C > 0 such that for all {$I, w) of bounded 
norm and all / E j < E@ :
Further.fw all such pairs {r,!r, w}, ($‘w’) with w, ZU’ E So : 
IE addition lWE($, w> and T,(~!J, w} are Lipschitx contimous in E on / E j < Q. 
Proof. From (4.8a) we have the identity 
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where u = u0 + EZU and v E 9)~ + cQ. Using 
fu(x, 4 = f&G uo> + 4u& uo).w + O(4 
in this identity, yields (4.10a) and then (4.10b) follows. From (4.8b) we get, 
recalling T,(O, O> = T,{vs , us]- = 7s , 
(b) ~&, 4 - ~0 
(4.11) 
Now (4.10~) is obtained with the aid of (4. lob). 
Using (4.8a) with u = u, + CW, q~ = y. + ~16 and u’ = u. + EW’, 9’ = 
rpo + E#‘, we obtain upon clearing some fractions 
We now take absolute values in the above and estimate the bracketed 
difference terms on the right-hand side. In the last such term we use the fact 
that zu, w’ E So to get 
and (4.10d) follows. This is the first use of the normalization in (4.9a). With 
the above result established (4.10e) is obtained by using (4.10b) and (4.8b). 
Finally the continuity in E easily follows from the explicit forms (4.11) 
and H.0 of (1.2). & 
We use the functionals defined in Lemma 4.2 to define a family of solutions 
of (4.7a) in 
LEMMA 4.3. For co > 0 sujiciently small, for each fi E S, and for each E 
in [--co , co], thme exists a unique w(x) 5 W(x, E, #) E So wh that 
u zz 24(x, E, 9) = uo(x) + au(X) 
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is the solution of 
(4.12) 
(4 II q% E, $1 - Jw, EY $qll < c I 6 I II /J - #’ IL (4.12) 
Proof. We use contraction on S, to show the existence and uniqueness. 
More specifically the iteration scheme m(O) z 0, 
(4 CL + pof&, ~ONbo + •w(~+~)] = R[E, #, edv)] in $2, 
(b) Bw”+l = 0 on a.!& (4.133 
(4 (To 9 fW&> u3 ~ow(“+19 = 1, 
coverges to the desired solution. First note that 
= ll[T,‘K’ - T&Cl f(x, 0) + M’f’ - Kf:J + pof&, TJ[U - u’]li, 
L- IiK’ - Cl R’f@, 0) + PC’ - Kl(Cf(~, 0) -t-f’) 
+ PC - POIV - fl 
+ P~(V’ - f 1 - f& uo)W - 4iL 
< ye2 ]I W’ - w 11. 
Here we have used (4.10b, d, e) and the notation III<’ E IV.&{+, w’),f’ = f(r,u’), 
u’ E u. + EZU’, etc. Using this bound and (4.13) for &+l) and z&), we can 
conclude that 
jj zdv*l) - wfy)IJ ,< Gy ] E 1 . 11 w(p) - zu+*)1I, 
where G > 0 is a constant such that the unique solution of 
(4 (L + pofu(x, uo)>V = h(x) in 9; 
BV- = 0 on aQ, (v. J&h uo) F~V> = 0 (4.14) 
satisfies (assuming (vO , h> = 0): 
@I Vii < Gllhil. (4.14) 
Picking Ed such that GyeO < 1, it follows that the iterates defined in (4.13) 
will contract on So if aI1 wCy) E So . 
116 KEENER AND KELLER 
Thus we need only show that I/ VI(~) /J ,( m for all Y. We do this by induction 
first taking IR so large that jl w(t) [I ,< fn. Using (4.1) with u = u,, , p = pa , 
andr ST,,, it follows from (4.12a) that 
CCL + Po.fu(% uo>> * (“+l) = R[e, t,b, dy’] - (1 - T,,) pof(x, 0) 
- Pof&, 240) uo + P0.f (x, fJo>, 
= MFy[To - T;]f(x, 0) 
- W6” - PO1 w> U”> - 11 - ~o>f(% ON 
- po[f(x, ZP) -f(s, uo) -f&$x!, uo) E zdq. (4.15) 
Let us denote bv zP’+r) the unique solution of (4.15) which satisfies (4.13b) 
and 
cvo JULLI‘(% uo) g70~,‘“+1’> = 0. 
Then the solution of (4.13 a, b, c) is given by ZU@+~) = zZV+l) + a~~(%) where 
From (4.14) and (4.15) we now obtain, using (4.10b, c), that 
/I zdy’rl) 11 < A + 1 E ] Bm2, 
where A and B are fixed constants. Thus if m > A and co is sufficiently 
small, then j( z.&‘+l) \( < m, concluding the induction- 
The above contraction result holds in either the &-norm or the sup-norm. 
To actually show that the limit function is a solution of (4.12a, b) we can 
apply the Compactness Theorem 12.2 of [l]. We do not include the details 
here as they are essentially the same as the arguments used in the proof of 
Theorem 3.2 of [9] (see pp- 286-287). 
To obtain (4.12~) we note that 
(a) Ii R(E, ~4  - R(c, Iti’, w’>li < Ii R(E, 6 4 - WE, #‘, 41 
+ II R(E, 1G’, 4 - R(c, +‘, 411, 
< II a5 $9 4 - R(% #‘, 411 
+ YG” /I w - w’ Il. (4.16) 
Using (4.10 d, e) we easily find that for some constant y’ > 0: 
(b) II R(c, #, 4 - R(E, 4’, 4li < Y’C’ II # - #J’ II. (4.16) 
From (4.12a, b) f orw=T~(.r,E,~)-WESoandw=W(r,E,~)~W’ESo 
we get 
E(L + pofu(x, u,))[W - W’] = R[e, y5, W] - R[E, I/‘, W’] in Q; 
B[W - W’] = 0 on I?‘, <qO ,fulc(2i., uO) v,[W - W’]) = 0. 
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Note that (4.9a) is employed in the last equation above. Now (4.14) and 
(4.16) imply 
and thus (4.12~) holds. 
It remains to show that W(x, c,#) is Lipschitz continuous in E. To do this 
we employ the form of (4.12a) obtained by letting v - cc in (4.15). Now we 
use the above notation and n/l, = M&$, I’>, A&’ = ME+ GE A/r,*{+, I&“>, etc. 
Subtracting the indicated limiting forms of (4.15) for (E, W) and (E’, IV’), 
after division by E and E’, we get 
From (4.1 lb) it follows that 
From (4.11 a) and the fact that W and IV’ E S, , we get for some K > 0 
A result of this form is clearly implied by (4.1Oa) since 
(% , fu&, %) 9JcP - f,w = 0. 
Here we have again used the normalization in (4.9a). The above relations 
and (4.10b) with (4.14) finally yield an estimate of the form 
A/E-/I ” w- w”’ d$3 +C([ E (+ (E’ I) ’ 
and the continuity proof is concluded. m 
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Now we employ the solutions W(x, E, 4) defined in Lemma 4.3 to define 
a one-parameter family of solutions of (4.7b) in 
LEMMA 4.4. For E,, > 0 suficiently small andfor each e in j E 1 < E,, , there 
exists a unique 4(x) = Y(a, C) E S, such that p = 9(x, 6) = q&z) + C+(X) 
is the solution of 
The solutiort islipschitz continuous in E on j E 1 < co . 
Proof. We use contraction on S, to solve (4.17) by the iteration scheme 
#O’ G 0 
(4 P + ~~fil(x, ~o)l[~o + d~~“*~)l = W5 +“)I in J4 
(b) &,VYfl) = 0 on X?, 
(c) (To , $P+l)> =: 0. 
Note first that, with (4.10b, d) and (4.12c), 
(4.18) 
for some y > 0. Then by the analog of (4.14), for V satisfying (v. , Y) = 0, 
from (4.18) 
[I ip+l) - c)(u) [! < 1 E 1 Gy I( c)(y) - 7p-1) [I. 
Thus with c,,Gy < 1, our iterations converge if they ail lie in S, . To show 
that all /I Z/J(~) 11 < M, we again proceed by induction and pick iI1 so large that 
it holds for Y = 1. Since (4.2) holds with u = u. ,q~ = CJJ, and p = pLo , we 
get from (4.18a) 
.5{L + pofu(x, zcg)} $b(v+1) = H[E, @“)J. 
But with u = z+, + EW(X, E, #) and using (4.10b), 
/I WE, #lli < I pdo - W( . >I If& 4 + I h I IIf& 4 -f&, foil, 
< I E l(Cllfu II + I PO I Ilfm II 4 
Thus we get that 
II P+l) II G Wllfu II f I ~0 I llfuu II 4 < M, 
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provided M is sufficiently large and the contraction proof is concluded. The 
unique Iimit function of the iterates, (#(“)) of (4.18), satisfies (4.17) by the 
Compactness Theorem 12.2 of [I]. 
The Lipschitz continuity of Y(N, E) is proven exactly as was that of 
W(x, E, #) in Lemma 4.3 so we do not present the details. FA 
Combining the results of Lemmas 4.2-4.4 we obtain 
THEOREM 4.2. Let H - 0, 1, 2, 3 hoko!. Let [q,(x), qO(x), pO , TJ be a positive 
principal nonisoEated solution of (4.1), (4.2) with TV > 0. Then for some el > 0 
and each E in [ E j < cl , there is a mique positive principal nonisoiateed solution of 
(4.1), (4.2) in the form 
(d) 7 = T(E) = T,{q, u>. 
Furthermore 7O is au interior point of the interval covered by T(C) for [ E 1 < cl . 
Proof, For each E in / E j < s E it follows from Lemmas 4.2-4.4 that a 
solution of (4.1), (4.2) is given by (4.19) if we take Z/J EZ Y/(x, E) as defined in 
(4.17) and w G W(x, E, Y(x, 6)) as defined in (4.12). To get positive solutions, 
we merely restrict j E 1 by some bound 0 < Ed < E,, to insure that u(.?c, c) > 0 
and ~(x, E) > 0 on 9. That this can be done follows from Lemma 1.1 and the 
fact that both X)(X, E) and #(x, E) are continuous on tia x C--E,, , E,J. 
From (4.1 lb), we see that 
The denominator is clearly of one sign for all ( E j < e1 . The second term in 
the numerator is non-negative, by H.3, and O(G). However, recalling 
(4.10a) we see that the first term in the numerator is O(E), [since w E S, ) 
again using the normalization in (4.9a)J and changes sign with E. Thus 
T(E) - 70 is continuous in E and changes sign at E = 0. ra 
By means of the remarks after Theorem 4.1 and by Theorem 4.2 it is 
established that a branch of positive principal nonisolated solutions 
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of (4.1), (4.2) exists over some interval 0 < T < 7*. If such a solution exists 
for r = r* then the branch can be extended for some 7 > T*. To characterize 
the maximum extent of this branch we have 
LEMBU 4.5. Let H . 0, 1,2,3 hold with (ti(~-, x), do, x), F(T)} the brasch 
of positive principal ?lonisolated solutions of (4.1), (4.2). Let T* be the least upper 
bound of values of r for which the branch of P.P.N.S. exists. Then either or 
both of (4.20a, b) hold 
(4 , 7* = co 
(4.20) 
(b) FTF IIe, am = co. 
PYOO$ Pick (TV> such that r&+r > Q, lim,, 7e = T* and a P.P.N.S. 
exists for each Q . For a proof by contradiction assume that r* < co and 
11 U(T& , x)Ilm < Al for all K. 
Let K(x, y) be the Green’s function satisfying LK(x, r) = 8(x - r) for 
X, y in Q!, BK = 0 for x E X9. Then from (4.1) with r = Q we obtain 
Since the ZC(Q , X) are uniformly bounded 
recalling H.2, 
~.df(f, 0) - JG 6 , f))> dt. 
(4.21) 
and P(T) is decreasing we have, 
Thus the bounded sequence (u(T~, x)} is equicontinuous and we can select 
a uniformly convergent subsequence, say lim,,, ~(7% , 3) = a*(z) > 0. 
Again using the Green’s function and (4.1) with 7 = Q 
- df (60) - f (t, +k , m a. (4.22) 
Letting k + co, we find (by the dominated convergence theorem) that the 
continuous function U*(X) satisfies the integral equation (4.22) with Tk EC T*. 
Thus U*(X) is a non-negative solution of (4.1) with 7 = 7’ and p = p(T*) = 
lim,tdy, I-L(TJ 3 0. 
If we normalize the eigenfunctions v(Tk , x), say by 11 P,(Q , .)jjm = 1, then 
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in an exactly analogous manner we can show that Em,,, T(T~~, X) = y*(r) 
is a positive eigenfunction of (4.2) with p = P(T*). Thus ~(7”) > 0. (In 
fact all ~(7~) > phi where pcLI,{ > 0 is the principal eigenvalue of 
Lg, + f~f~(x, .M)g, = 0 in Q, Bq = 0 on a.Q, 
since f@(X.) M> 3 fJx, U(Q , X)) on Q.) 
Since P(T*) > 0, we cannot have U*(X) z 0 for a solution of (4.1 j with 
T= T* > 0. Thus it follows that a P.P.N.S. exists for 7 = T*. Then by 
Theorem 4.2, a P.P.N.S. exists for some 7 > T* and we have a con- 
tradiction. &j 
In the above proof and in the proof of Theorem 4.3 we could eliminate the 
use of the Green’s function by employing the Compactness Theorem 12.2 of 
[I]. We have not done this in the interest of clarity. 
We are finally in a position to demonstrate 
THEOREM 4.3. Let H . 0, 1, 2, 3, 4 hold. Then (1 .l), (3.1) has a positive 
primipal nonisolated solution for some h = A* = ~(1) > 0. 
Woof. We only need demonstrate that T* > 1 in Lemma 4.5. Then the 
required solution is that P.P.N.S. of (4.1), (4.2) obtained by setting T = 1. 
Suppose that 7 . * < 1. Then by Lemma 4.5 we must have 
(using the sequences {Tk}, {u( TV , x)) from the proof of that lemma}. Dividing 
(4.21) by in 6 , 91~ and using H .4a it now follows that the bounded non- 
negative sequence &(x) I U(Q) x)/\\ ad(Tk , .)l\co is equicontinuous. Thus a 
subsequence, relabled ~,!%~(,a) I , converges to some non-negative $&x) which is 
continuous on Q and I/ +,&.)llm = 1. In fact $J~(x) is the eigenfunction 
belonging to the principal eigenvalue X, of 
L$ + pG(x)ll, = 0 in a, B$I = 0 on &Q. (4.23) 
To show this we note from (4.1) with T = Q as in Lemma 4.5 that 
JV, + PLBW A 
From H * 4a it follows that the right-hand side vanishes pointwise as k -+ co. 
Again using the Greens’ function and recalling that the p,< are monotone 
decreasing in k and bounded below our assertion follows. 
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Note that &(x) is positive on D and hence zl(~, x) becomes unbounded 
onQask-+ 00. 
Since the U(Q) x) = z+(x) are solutions of (4.1) with r = Q , p = 
P(Tk) = Pk , they also satisfy 
L"k + ~%.tiu(~> z4k> uk = pk[fdx, uk) uk - fcx, uk) d- (1 - Tk>f(X3 O)] in 9; 
Bu, = 0 on aQ. 
Thus by the Alternative Theorem and since ~(7~) > 0 we must have, using 
the positive eigenfunction P)~ = CJJ(Q , x), 
(1 - 7-J = <vk 3 flxt %) - f~(~, uk,) ilk> 
c?Jk 3 I% 0)) ’ 
k = 1, 2,.... 
However &.(x)/l\ &(.)!la -+ fGu,(x) as k -+ CO since f%(x, Us) -+ G(x) on Q. 
This latter fact follows from H .4a and the fact that 2ck(x) becomes unbounded 
on &! By the same argumentf(x, z&(x)) - &(X, z&(x)) &(&‘c) -+ F(x) as k -+ Co. 
(Note that G(x) > 0 on D by H * 2,3.) Thus 
and H .4b implies that r* > 1. & 
The type of arguments used above can be employed to examine the branch 
of positive solutions as 11 21 I/ -+ 03. This has been done in [ll] and [12]. 
5. STABILITY NEAR PRINCIPAL NONISOLATED SOLUTIONS 
Solutions of (1.1) are steady states of the diffusion problem: 
(a) XEQ, t>o; 
(b) BU = 0, XEa52, 00; 
(4 up, 4 = wd. 
(5.1) 
The stability of such a steady state, U(X), is determined by the sign of the real 
part of the principal eigenvalue, 01~) of the problem: 
(5.2) 
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Tnis result is suggested by seeking solutions of (5.1) in the form U(t, x) = 
U(X) + e-%t#(r) and linearizing about U. Thus if Real > O(< 0), we say that 
u(x) is a stable (unstable) steady state. Neutral stability corresponds to 
Real = 0. 
We shall show that a positive principal nonisolated solution of (1.1) has 
neutral stability, that the minimal positive solution branch through this 
solution contains stable states and that the other branch of larger positive 
solutions are unstable at least for A close to A*. The key is simply to observe that 
the principal eigenvalue of (5.2) is characterized by the variational principal. 
(5.3) 
where Q[#] and the admissable class GY are defined in (2.2b, c). 
Let [a*, ‘p*, A*] be a positive principal nonisolated solution [i.e., satisfy 
(l.l), and (3.1) with U*(X) > 0, q*(x) > 0 on Q]. Then by Theorem 3.1 a 
family of solutions of (1.1) containing [a*, A*] is given by 
(a) U(X, 6) = U*(X) + SU,(x, S), 
(b) U&, a> = v*(x) + 84~ 61, 
(c) A(S) = h” - s%,(S), 
(5.4) 
where ha(S) > 0 and [j zcr(x, S)(l < WI for all ( 6 j < 6, . Furthermore by 
Theorem 3.2, those zc(x, S) for 6 < 0 are minimal positive solutions of (1.1). 
Of course since A* is the principal eigenvalue of (3.1) with u z u*, we 
have that 
Then from (5.3) with X = A* 
a&4*) = 0, (5.5) 
and the neutral stability of the P.P.N.S. is established. Now we use (5.4) to 
obtain, with the aid of the mean value theorem, 
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where j!!?uu, = fuu(x, u* + 68(x, 6) UI(x, 6)) for some 0 < 0(x, S) < 1. From 
I$ . 3, it follows that for 1 S ! sufficiently small 
(b) [Au - s y C.f&, u*) + SLUI] > 0 on a. (5.6) 
Using (5.6a), we write (5.3) with u = u(x, 8) as 
For 6 > 0 and sufficiently small this implies, with (.} > 0, that 
and so the instability of the “larger” solutions near the branching point is 
demonstrated. For 6 < 0 and 16 1 small the opposite inequality holds so that 
the minimal positive solutions are stable. This latter result is of course known 
to hold for the entire branch of minimal positive solutions, see [lo]. 
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