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In this paper we propose a new approach to the Jacobian conjecture via the theory of Grobner 
bases. We give a Grobner base criterion for a polynomial map to be polynomially invertible. 
Using this and using a result of Bass concerning the inverse degrees of automorphisms of poly- 
nomial rings, we reduce the Jacobian conjecture to certain problems in the complexity theory of 
Grobner bases. As a by-product, we construct examples which show the non-existence of a 
universal bound of degrees of Grobner bases over a polynomial ring in one variable over a field. 
Introduction 
The Jacobian conjecture is a long-standing unsolved problem which asserts: 
Let k be a field of characteristic zero and let f,, . . . , f, be polynomials in variables 
Xl, . . ..x.. If 
= a nonzero constant, 
then x1, . . . . x, are polynomials in f,, .. . , f, . 
This problem is trivial if n = 1, but it remains open for all n 2 2. Since it was raised 
in 1930 by Keller, there have been many approaches to it (for instance see [l-4]). 
In this paper we propose a new approach via the theory of Grdbner bases which is 
a powerful tool widely used in computational commutative algebra and computa- 
tional algebraic geometry. 
In Section 1 we shall recall a result of Bass [3] on the inverse degrees of auto- 
morphisms of polynomial rings, which is our starting point of relating the theory 
of Grobner bases to the Jacobian conjecture. In Section 2 we shall briefly introduce 
concepts of Grobner bases and recall some results on degree bounds of Grobner 
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bases. In Section 3 we shall give a detailed description of Grobner bases when coeffi- 
cient rings are affine algebras over a field. These results will be used in later sections. 
In Section 4 we shall generalize a result of van den Essen [8], which is the initial 
point of this approach on the side of Grobner bases. In the final section we shall 
make some remarks on the Jacobian conjecture in terms of Grobner basis and two 
examples along this line will be given. 
1. Inverse degrees of automorphisms 
In [3] Bass gave an equivalent statement of the Jacobian conjecture. We here 
adopt Bass’ notations. Let k be a field and let A be a k-algebra. If F= 
(F,, . . . ,F,):A[xl, . . ..x.l ‘Ah, , . . . ,x,1 is an A-endomorphism, we denote deg(F) = 
max deg(Fi). We now consider the following two assertions where a starred letter 
indicates the set of all invertible elements in the ring denoted by the unstarred letter: 
.TC(n, d). If F is a k-endomorphism of k[x,, . . . ,x,] such that deg(F) 5 d and 
det(aF;//ax;) E k*, then F is invertible. 
BI(n, d). There is a constant c= c(n, d) such that for any k-algebra A, if F is an 
A-automorphism of A [x 
deg(FP*)lc. 
1, . . ..x.] with deg(F)id and det(aFi/aXj)EA*, then 
In [3] Bass proved the following: 
Theorem 1.1 (Bass). BI(n,d) * JC(n,d) for all n,d> 1. 
The converse of the above theorem is also true [4]. We remark that for the asser- 
tion BI(n,d), we need only to consider a subclass of k-algebras, namely, all 
k-algebras which are epimorphic images of the polynomial ring k[zt, . . . , z,], where 
m = .(n+dd) = n x (the number of power products in x1, . . . ,x, with degrees not 
greater than d). This follows from the fact that if F is an A-automorphism of 
A[x,, . . . ,x,] with det(aFj//axj) EA*, all coefficients of Fpl are in the k-algebra B 
which is generated by all coefficients of F. Note that B is an epimorphic image of 
Hz r, . . . ,z,]. To see the said fact, one can use the implicit function theorem, or, in 
case k is of characteristic zero, use Abhyankar’s inversion formula [2]. Another way 
to see this is to use our results in Sections 3 and 4. 
2. Griibner bases and degree bounds 
A Grobner basis is a (finite) set of special generators of an ideal of a polynomial 
ring with many attractive computational properties. The method of Grobner bases 
is widely used in computational commutative algebra and in computational algebraic 
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geometry. We here recall some basic definitions concerning Grobner bases. The 
reader is referred to [.5] for details. For the concepts about degree bounds of 
Grobner bases, which play an essential role in this approach, the reader is referred 
to [6,7,10,11,12,14,15]. 
Grobner bases were first defined for polynomial rings over fields (see [5]). In 
[9,13] and some other literature, Grobner bases are defined for polynomial rings 
over these coefficient rings which have certain computational properties. For our 
purpose we need to define Grobner bases over general commutative rings. As it is 
impossible to give an algorithm for constructing these bases for such a wide class 
of coefficient rings, we shall give a detailed description when coefficient rings are 
affine algebras over fields in the next section. 
Let R be any commutative ring and R [x] = R[xl, . . . ,x,] be the polynomial 
ring over R in n variables xi, . . . ,x,. Let I be a total order on the set S’= 
{ x;‘x; ... x: / all 6 ?O} of all power products in x,, . . . ,x,. We say 5 is admissible 
if 1 sip for all p E 9, and if for all p, q, r E 9, p 5 q implies p. r 5 q. r. We now fix 
an admissible order 5. Given f e R [xl, f # 0, we denote It(f) (the leading term of 
f) to be ap, wherep is the greatest (with respect to 5) power product which has non- 
zero coefficient in f and a is the coefficient of p in f. By convention, we set It(O) = 0. 
If F is a subset of R [xl, the ideal Lt(F) = ({it(f) 1 f EF})R [x] is called the leading 
term ideal of F (with respect to I). 
Definition. (1) A subset G of an ideal I c R [x] is a Grobner basis of I (with respect 
to I) if Lt(Z)=Lt(G). 
(2) A Grobner basis G of Zis said to be a minimal Grobner basis of I if no proper 
subset of G is a Grobner basis of I. 
(3) A minimal Grobner basis G of Z is said to be a reduced Grobner basis of Z 
if each g E G satisfies: 
(i) no non-leading term of g is in Lt(G); and 
(ii) (the coefficient of the leading term of g) = 1. 
Remark. If G is a Grobner basis of Z, then I= (G)R [x] (see [9]). An ideal may not 
have a reduced Grobner basis; but one can prove that if an ideal has a reduced 
Grobner basis, then it has a unique one. 
NOW let the coefficient ring be a field k. The basic properties of Buchberger’s 
Grobner bases theory are that (minimal, or reduced) Grobner bases exist and that 
one can compute a (minimal, or reduced) Grobner basis in a finite number of steps 
if a finite set of generators is given. What we are mostly interested in is that the 
degree of a minimal Grobner basis is universally bounded. More precisely, in the 
proof of Corollary 4.4 we shall have occasion to refer the following result of Weis- 
pfenning [ 141: 
Theorem 2.1 (Weispfenning). Let k be a field. There is a constant D = D(n, d, 1) such 
that if Z is an ideal in k [x1, .. . , x,, I generated by fi, . . . , f, with max deg(fi) 5 d, then 
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there exists a minimal Griibner basis {g,, . . . , g,} (with respect o a fixed admissible 
order) of I such that max deg(g;)lD. q 
Remark. The research on degree bounds of Grobner bases was initiated by Buch- 
berger [6]. One could hope that there exists a universal bound which depends only 
on n and d. Many partial results can be found in [6,7,10,11,15]. Apparently in [12, 
p. 1781, Moller and Mora proved that there does exist a universal bound which 
depends on n and d, and the bound, for a fixed n, is a polynomial in d. 
3. GrSbner bases over affine algebras 
In this section we discuss the construction of Grobner bases over affine algebras 
which will be used in later sections. Let A be an affine algebra over a field k and 
let {ft, . . . . j~}cA[xl=A[x,,... ,x,1. We are going to give a detailed description of 
Grobner bases of the ideal generated by f,, . . . , _fr. Let us fix an admissible order 5, 
on Sx= {xilxi ... x)Iall i,zO}. We have an epimorphism cz:k[Z1,...,Zm]+A, 
where k[Z]=k[Z,,..., Z,,,] is the polynomial ring in m variables Z,, . . . . Z,. 
Extend a to the homomorphism, which is still denoted by a, from k[Z,X] = 
k[Z ,, . . . . Zm,X,, . . . . X,] to A[x,, . . . . x,] such that cr(Xj)=xj. Let 
g= {Zrl . ..Z>Xr+l . ..Xk-fl’ 1 all i,z()}. 
Take an admissible order <z,x on W such that 
(i) any power product in Z,, . . . , Zrn+x any power product in X,, . . . ,X,,; 
(ii) Xi’ . . . X$ XJ’ . . . X j” z,x 1 
* xi1 . . . xi!><,x;’ . . . XJfl 
Let I be the ideal in k[Z,X] lenerated bynker a and i”(h), i= 1, . . . , r. Suppose we 
know a finite set {h,, . . . , h,} of generators of ker (x as an ideal in k[Z]. Take an 
element hl+; in a-‘(j-;) for each i= 1, . . . ,r. Then we can compute, starting from 
{h ,, a.. , h,,,.}, a Grobner basis G of Z with respect to %z,x. Let {gt, . . . ,g,} be the 
set of all elements g in G such that cx(g) #O. Then we have the following proposition 
(see Proposition 3.3 of [9]): 
Proposition 3.1. { a(g,), . . . , a(g,)} is a GrSbner basis for the ideal in A [x1, .. . , x,,] 
generated by f ,, . . . , f, with respect to s_~. 
Proof. Denote G = { a(g,), . . . , a(g,)} and T=a(Z) (which is the ideal generated by 
fi? ... > f,). Let fe7, f#O. We need to prove that lt(fi) E Lt(G).’ Take f e a-‘(f) 
such that 
f = aP(Z)Xp + C a,(Z)X4 
4<P 
’ In the proofs of this proposition and Proposition 3.2 below we use the same “It” in different situa- 
tions. But it can be distinguished from the context. 
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where a@,(Z)) # 0. Since f E I, It(f) = lt(a,(Z))XP E Lt(G). Hence there is b,(Z,X) E 
k[Z,X] for each g E G such that 
wpmxp = c b&T mug). 
gee 
Let f, =f- C go o b,(Z, X)g. Then lt(f,) < It(f) and we can write fi as 
f, = ajj’(Z)XP + c ai’)(Z)X? 
Y<P 
If a;‘)# 0, noting that ft E I, there exists f2 E Z such that fi = f, - CgEG bj’)(Z, X)g 
with lt(f2) < lt(fi). Therefore, after a finite number of steps we can find h E I such 
that 
f = h + ,;o c,(Z, X)gv 
where It(h) = ZrXq, q <p. This implies that 
It(J) =It (Y c c,(Z,X)g 
U 
E Lt(G). 
ged >> 
Therefore, G is a Grobner basis of 1 0 
Before making a remark concerning the degrees of the o(g,)‘s, we make the 
following convention which will be kept in the remainder of this paper: 
Convention. Let k be a field. If f is a polynomial over the coefficient ring 
k[Z 1, . . . ,.Z,n], whenever we say the degree off (deg(f)) we mean the total degree 
off over the coefficient ring k[Z,, . . . ,Z,]. 
Remark. Let the Ai’s, hi’s and gj’s be as above. Clearly we can choose h,,; in such 
a way that deg(h,+i) = deg(J) for i = 1 to n. Note that deg(h,) = 0, i = 1, . . . , 1. There- 
fore we may assume that 
max deg(f;) = max deg(h,). 
On the other hand, by properties of minimal Grobner bases we know that 
deg(g;) = deg(a(g,)). Note that deg(g) = 0 if g E G - {gr, . . . , g, >, Therefore 
max{ deg(g) / g E G} = max deg(a(g,)). 
Let I~, 5z,,x and (x be as above. The following proposition says that any Grob- 
ner basis in A [xl can be obtained as in Proposition 3. I: 
Proposition 3.2. Assume (g,, . . . , g, > CA [x] is a Griibner basis of the ideal generated 
by g,, . . . ,g,. LetZbetheidealink[Z,X]generatedbykerc-randcw-’(g,),i=l,...,r. 
Then Z has a Grdbner basis G such that {g,, . . . ,g,} = {a(g) 1 gE G, a(g)+O). Fur- 
thermore, if {gl, . . . , g,} is a minimal (the reduced, resp.) Griibner basis, we can 
choose G to be a minimal (the reduced, resp.) Grijbner basis of I. 
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Proof. First, let us assume that {gr, . . . , g,} is a Grobner basis. Let I, = ker a tl k[Z], 
5--Z the restriction of <z,x to the set of all power products in Z,, . . . , Z, . Assume 
{h l,...,h,} isthered uced Grobner basis of I, with respect to sz. For each i, 1~ i 5 Y, 
we can find h I+; E a-‘(g;) such that every coefficient of h ,+; (over the coefficient ring 
k[Z]) is not in Zr . We claim that G = {h,, h,, . . . , hl+,} is a Grobner basis of I with 
respect to s~,~. Clearly for this G we have {gr, . . . ,g,} = {a(h) 1 h E G, a(h)#O}. 
Let f=f(Z, X) E I, f # 0. We need to prove that It(f) E Lt(G). Write f as 
J-(2,X) = a,(Z)XP+ c a,(Z)X4 
4<P 
where ap# 0. We have two cases: ap E Z1 or a,, $ I,. If a,(Z) E ZI, then lt(a,(Z)) E 
Lt({h,, . . . , h,}). Hence lt((f(Z,X)) =lt(a,(Z))XP~Lt(G) since Lt({h,, . . . . h,}) c 
Lt(G). If a,(Z) ~$1,) then @(a,(Z)) ~0. Hence h(a(f)) = a(a,(Z))xP. This implies 
that cx(ap(Z))xp E Lt({g,, . . . , g,}), that is, 
a(ap(Z))xP = C bi(xYt(gi). 
i=l 
Let h,, i = c(‘)(Z)Xp’ + C q<p ci)(Z)Xq, where c:‘(Z) # 0, i = 1, . . . , r. For each i, take 
b,(Z,X)~i~r(b~(X)). Then’a,(Z)X”- CF=, hi(Z,X)ci’(Z)X”‘Eker(a). Therefore, 
ap(Z)Xp= C bi(Z,X)ci)(Z)XPl+ d(Z,X) 
i=l 
where all coefficients of d(Z,X), viewed as a polynomial over k[Z], are in II. Note 
that lt(bi(Z, X)cz’(Z)X”‘) = lt(bi(Z, X))lt(h/+,) E Lt(G) and that lt(d(Z, X)) E Lt(G). 
Comparing leading terms, we obtain lt(ap(Z)XP) E Lt(G), that is, It(f) E Lt(G). 
This proves that G is a Grobner basis of I. 
Assume now that (gr, . . . , g,} is a minimal Grobner basis. To prove that G is 
minimal, suppose that G, = G - {hi} is still a Grobner basis for some i. If i<l, then 
(h 1 ,..., h;_,,h,+l ,..., h,)=GfIk[Z] is a Grobner basis of Znk[Z] =I,. This con- 
tradicts the assumption that {h,, . . . , h,} is the reduced Grobner basis. If i> I, then, 
by Proposition 3.1, {g,, . . . ,g;_/_ I,gi_l+ r, . . . ,g,.} = {a(h) 1 h E G,, a(h) #O} is a 
Grobner basis of the ideal generated by g,, . . . , g,. This contradicts the assumption 
that {g,, . . . , g,} is a minimal Grobner basis. Therefore, G is a minimal Grobner 
basis of I. 
If additionally {g,, . . . , g,} is the reduced Grobner basis, that is, {g,, . . . , g,} satis- 
fies conditions (i) and (ii) in the definition of reduced Grobner bases, then G satisfies 
(i) automatically. For each i, 1 ri~l, hi satisfies (ii). If ir t+ 1, we can choose h; 
such that hi satisfies (ii). Then this G is the reduced Grobner basis of I. cl 
4. A generalization of van den Essen’s result 
Let k be a field and (fi, ... ,fn): k[xl, . . . . x,1 --f ktx,, . . . ,x,1 be a k-homomor- 
phism. We consider k[x,, . . . ,x,, yI, . . . , y,] and the ideal Z in it generated by 
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yi-fi(Xly . . . . X,), i= 1, . . . . IZ. We fix the lexicographical order on the set of power 
products in x, and yj with yl<yZ<...<yn<~,<x2<...<x,. In [81, van den Essen 
proved the following: 
Theorem 4.1 (van den Essen). Let G be the reduced Grdbner basis of I. Then 
IS invertible iff there are g,(y), . . . , g,(y) E k[y] such that G = 
, . . . ,x,, -g,(y)}. Furthermore, if f is invertible, the inverse is given by 
g=(g,(y),...,g,(y)). 0 
We now generalize Theorem 4.1. 
Theorem 4.2. Let R be a commutative ring. Assume f = (f,, . . . , f,) : R [XI, . . . ,x,,] --t 
R[x ,, . . . ,x,,] is an R-homomorphism. Then f is an automorphism if and only if the 
ideal generated by yl - fi(xl, . . . ,x,,>, . , . , Y,-fn(xl,...,xn) in R[x~,...,x,,~,,...,~,l 
has a generating set {xl - g,(y,, . . . , y,), . . . ,x, - g,(y,, . . . , y,>>. 
Proof. Assume f is an automorphism with the inverse g=(g,, . . . ,g,). Let R[x] = 
R[x 1,...,x,l, R[yl=R[~l,...,~,l, R[x,~l=R[x,,...,x,,~,,...,~,l and let 
I= (Y, -fiW, . . . 9 Y, -f,,(x))RIx, ~1 
and 
J=(x, -g,(y), . . ..x.,-g,(yMkyl. 
We are going to prove Z= J. 
There are a,(x, y)ER[x, y], i= 1, . . . . n, such that 
g,(Y*, ...9 Y,) -gl(fi, ... 9 f,) = ;$, aAx, y)(yl -fi). 
But gl(f,, . . . ,f,) =x1, and hence x1 -g,(y,, . . . , y,) EZ. For the same reason, 
X,-gi(_Y,y . . . . yn)EZ, i=2, . . . . n. Therefore JC I. Similarly we have ZC_ J, and hence 
Z=J. 
Conversely, if 
Z=(X,-ggl(y),...,x,-g,(y))R[x,yl 
where g,, . . . . g, E R[y], then there are a,, . . . , a, E R [x, y] such that 
n 
Yl -f,(Y)= c ~ikYWi-g;(Y)). 
i=l 
But xl, . . . ,x,, y,, . . . , y, are independent variables. Putting x;=gi( y) in the above 
identity, we get yl -f,(g,(y), . . . . g,(y)) =O, i.e., 
y,=f,(g,(Y,,...,Y,),...~g,(Yl~...~Y,)). 
Similarly, we have 
yi=fi(gl(y,,.“,y,),...,g,(Yl,...,Y,)), i=2,...,n. 
This shows that f =(fi, . . . . f,) is an automorphism. 0 
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Corollary 4.3. Let s be an admissible order on 9 = {x;’ ..-x:~f”+’ **-_Y:’ / all ij ~0) 
satisfying 
(*) anypowerproduct in y,,...,y,<anypowerproduct in x,,...,x,. 
(For example, the lexicographical order with y1 < “’ <y, <xl < ... <x,, .) Assume 
f=(f ,,... ,f,):R[x,,...,x,l-tR[x,, . . . . x,,] is an R-automorphism with inverse 
g=(g,, . ..> g,). Then G={x,-g,(y, ,..., y,,) ,..., x,-g,(y, ,..., y,)} is the reduced 
Grijbner basis of the ideal in R [x, y] generated by yl -f,(x), . . . , yn -f,(x). 
Proof. Let J be the ideal as in the proof of Theorem 4.2. By that theorem, we 
need only to prove that G is a reduced Grobner basis of J. Clearly, Lt(G)= 
(x ,, . . . ,x,)R[x, y]. If G is not a Grobner basis of J, then there exists h E J 
such that It(h) $ (xl, . . . , x,)R[x, y]. By property (*), h = h(y) E R[y]. But h(y) = 
C~Y=,Mx,y)(xj-gi(y)) and -q,...,x,,~~,..., yn are independent variables. Letting 
xi = gi(y), we obtain h = h(y) = 0. This contradicts that It(h) $ Lt(G). Therefore, G 
is a Grobner basis of J. Finally, this basis being reduced follows again from the fact 
that Lt(G) = (xl, . . . ,x,)R[x, y]. 0 
Corollary 4.4. Let k be a field. There is a constant c= c(n,d) such that if 
(f,,...,f,,):k[x,,...,x,l~k[x,,..., x,] is a k-automorphism with inverse (g,, . . . ,g,) 
and max deg(fi) I d, then max deg(gi) 5 c. 
Proof. Let us first consider the lexicographic order with y, < ... <y, <xl < ... <x, . 
Let Z=(y,-f,(x),..., y, -f,(x))k[x, y]. Then, by the above results, 
G=(x,-g,(~),...,x,-g,(y)} 
is the reduced Grobner basis of I. Let D = D(2n, d, n) be the constant as in Theorem 
2.1. Then there exists a minimal Grobner basis U= {u,, . . . , u, } of I such that 
max deg(u;) SD. We may assume that each ui satisfies condition (ii) in the defini- 
tion of reduced Grobner bases. Both G and U being minimal Grobner bases of I, 
we have that 
CW,), ... , lt(u,)}=(lt(g)IgEG}={x,,...,x,}. 
We may assume that lt(u;) =xi, i= 1, . . . , n. Therefore, by the property of the 
lexicographic order, we have 
u, =x, -h,(y), 
uz=xz-hz(x,rY), 
Hence g,(y) = h,(y), and so 
deg(g,) = deg(h,) 5 max deg(ui) 5 D. 
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Similarly, for each i, 2si<n, if we consider the lexicographic order with Yi< 
Yl< . ..<Yi~.<Yi+,<...<~i<~,<...<Xi~l<Xi+l<..., we obtain that deg(g;)lD. 
This proves that 
max deg(gi) 5 D = D(2n, d, n), 
and hence proves the corollary by taking c = D(2n, d, n). 0 
This result was first proved by Gabber (see [4]). In fact, Gabber proved that we 
can take c=d”-’ which is in general numerically better than our Corollary 4.4. But 
for the sake of attempting the Jacobian conjecture, the method here seems to be 
more interesting. 
5. Remarks on the Jacobian conjecture 
In this section we make some remarks on the Jacobian conjecture in terms of 
Grobner bases. In view of the result of Bass (Theorem 1.1) and Theorem 4.2 and 
its corollaries, our proof of Corollary 4.4 suggr ,ts to investigate degree bounds of 
Grobner bases over commutative rings. A natural question is to ask for what kind 
of coefficient rings we have a result similar to Theorem 2.1. Especially we would 
like to consider the case where the coefficient ring is a polynomial ring over a field. 
Let k be a field, R, = [zt, . . . , z,] the m-variable polynomial ring over k and 
R,]x,, . ..1 x,] the n-variable polynomial ring over R,. Remember the convention 
made in Section 3: if fe R, [x1, .. . , x,], deg(f) means the total degree off over the 
coefficient ring R, . Let us consider the following assertion: 
GB(m, n, d). There is a constant D = D(m, n, d) such that if { f,, . . . , fi} CR, [x,, . . . ,x,,] 
with max deg(f;)sd, then there exists a minimal Grobner basis {gt, . . . ,g,} (with 
respect to a fixed admissible order) of the ideal generated by f,, . . . , f, such that 
max deg(g;) ID. 
This assertion is unfortunately not true, even when m = 1. Before giving examples 
showing this, we point out that the assertion GB(m,n,d) for certain m implies the 
assertion BI(n, d), hence the assertion GB(m,n,d) for all m, n and d implies the 
Jacobian conjecture. In fact, for fixed n and d, suppose GB(m, 2n, d) were true (for 
the lexicographic order) where m = n(din )=n x(the number of power products in 
Xl, ... 3 x,~ with degrees not greater than d). Using results developed in Sections 3 
and 4, one can prove that BI(n, d) would be true by taking c(n, d) = D(m, 2n, d). 
Example 5.1. Let k be a field of characteristic zero, R = R, = k[z]. For any fixed 
dz 1, let F, =zd”, F2=x-_zx*, let <r,u,x be the lexicographic order with z<Y<x 
and dyX , the restriction of <Z,y,X to the set of all power products in x and y. 
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Let Zc R[x, y] be the ideal generated by F, and y - F#,x). We claim that 
{z ‘+ ‘,x- G(z, y)> is a minimal Grobner basis of Z with respect to <Y,X where 
zi- ‘Y’. 
To prove the claim, we need our results from Sections 3 and 4. 
Denote A =k[z]/(zd+‘). Let (x: k[z] +A be the canonical homomorphism and 
a= a(z). Then ad+O, ad+i =O. Let f = a(F,) =x-ax2. Consider the homomor- 
phism f: A [x] + A [x] defined by x + f (x). Since the Jacobian of this homomor- 
phism is J(f) = 1 - 2ax which is invertible in A [xl, it has a power series inverse g. 
By Abhyankar’s inversion formula ([2], see also [4]), we have 
Noticing that ad+’ = 0, a computation gives that 
This shows that g is actually a polynomial and hence f is polynomially invertible. 
Therefore, by Corollary 4.3, (x-g(y)} is the reduced Grobner basis of the ideal 
(y-f (x))A [x, y] with respect to s~,~. Then we know, using Proposition 3.2, that 
{z d+ ‘,x- G(z, y)} is the reduced Grobner basis of I with respect to I,~,,. It is a 
minimal Grobner basis of Z with respect to (Y,X, as seen by the property of the 
lexicographic order. 
Let U be any minimal Grobner basis of I with respect to <Y,X. We want to prove 
that 
max{ deg(z d”),deg(x-G(x,y))}- < max{ deg(u) 1 u E U} 
Since Lt( U) = (zd + ‘, x)k[x, y,z] and U is minimal, we may assume that U= 
{z dil, x- H(z, y)}. Clearly, U is a Grobner basis of I with respect to I,, Y,X. Let 
h(y)=a(H(z, y)). Then, by Proposition 3.1, {x-h(y)} is a Grobner basis of 
(y-f(x))A [x, y] with respect to %Y,X. This implies that 
(Y -f (x))A Ix, Yl = (x - h(Y))A 1x9 Yl. 
Using Theorem 4.2, h : A [x] +A [x] is the inverse of f :A [x] -+A [xl, that is, 
h(y) = g(y). Therefore, 
deg(x - G) = deg(G) = deg(g) = deg(h) 5 deg(H) = deg(x - N). 
so 
max{ deg(z d + ’ ), deg(x - G(z, Y))) - <max{deg(u) 1 UE U}. 
Noticing that max{deg(Fi), deg(F,)} = 2, which is independent of d, and that 
deg(x- G(z, y)) =d+ 1, it follows that the assertion GB(l,2,2) is false. 
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Now let k be a field of characteristic p > 0. It is well known that the Jacobian con- 
jecture is false even for n = 1, as shown by f(x) =x+xp. Since we have implications 
GB(m, 2n, d) * BI(n, d) * JC(n, d), where m = n(“+dd), both assertions BI(l, p) and 
GB((p+ 2)(p+ 1),2, p) are false. We here give an example directly showing that 
GB(l,2, p) and BI(l, p) are not true. 
Example 5.2. Let k be a field of characteristic p>O, R = RI = k[z]. For any fixed 
dr 1, let F1=zd+‘, F2=x-zxp, and let I~,~,~, lY+, o: k[z] +A and aeA be as in 
Example 5.1. Let IC R [x, y] be the ideal generated by F, and y -F&Z, x). We claim 
that {zZd+’ ,x- G(z, v)} is a minimal Grobner basis of I with respect to s,,~ where 
G(z,y)=x+z~~+z~+~&+...+z’+~+“~+~’ ‘,$” 
with the integer 1 satisfying 
We use the same method as in Example 5.1 to prove the claim. 
Let f=f(x) = a(F2) =x - ax”, g = g(x) = a(G(z, x)). Consider the homomorphism 
f :A [x] +A [x] defined by x+f(x). We have 
g(X)=x+axP+al+PX’+P+P’+_.+~l+P+-~+P’ IxP’, 
where I is as above. A computation gives that g(f(x)) =x. Moreover, we have that 
J(f(x)) = 1. Therefore f: A [x] 4 A [x] is an automorphism whose inverse is g. Note 
that deg(f)=p, which is independent of d, while 
deg(g) =p’> (‘- l)@+ ‘)+ ’ 
P * 
This shows that the assertion BI(l,p) is false. Furthermore, by Corollary 4.3, 
{x-g(y)} is the reduced Grobner basis of (y -f(x))4 [x, y] with respect to sY,*. 
Using Proposition 3.3, we know that {zd+ ’ ,x - G(z, y)} is the reduced Grobner 
basis of I with respect to sZ,_. It is a minimal Grobner basis of I with respect to 
<Y,X, as seen by the property of the lexicographic order. The same argument as in 
the above example shows that if U is any minimal Grobner basis of I with respect 
to I,,~, then 
max{ deg(zd+ ’ ), deg(x - G(z, y))} 5 max{ deg(u) ( u E U} . 
Note that max{deg(z d+ ‘), deg(_v - &(z, x))> = P which is independent of d, while 
max{ deg(zdt ‘), deg(x- G(z, u))} = deg(G(z, Y)) 2 
(p- l)(d+ l)+ 1 
P . 
This shows that the assertion GB(l, 2, p) is false. 
The above examples show that the conclusion of Theorem 2.1 is no longer true 
if the coefficient ring is a polynomial ring in one variable over a field. 
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In Section 3, we showed that constructing Grobner bases over affine algebras can 
be reduced to the case that the coefficient ring is a field. But doing so is not helpful 
to analyse degrees of Grobner bases. We notice that most results on degree bounds 
of Grobner bases employ Buchberger’s improvement [6] of his original algorithm 
(see [6,7,10,12,15]). Therefore, in order to attack the assertion BI(n, d), hence the 
Jacobian conjecture, in terms of Grobner bases, a careful analysis and further 
improvement of Buchberger’s algorithm over general commutative rings are sug- 
gested. 
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