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L’apprentissage par renforcement dans les systèmes multi-agents est un domaine de recherche très actif,
comme en témoignent les états de l’art récents [Busoniu et al., 2008, Sandholm, 2007, Bab & Brafman, 2008,
Vlassis, 2007]. Lauer et Riedmiller ont notamment montré que, sous certaines hypothèses, il est possible à
des agents apprenants simultanément de coordonner leurs actions sans aucune communication et sans qu’ils
perçoivent les actions de leurs congénères [Lauer & Riedmiller, 2000]. Cette propriété est particulièrement
intéressante pour trouver des stratégies de coopération dans les systèmes multi-agents de grande taille.
Néanmoins, l’apprentissage d’agents non communicants soulève plusieurs difficultés qu’aucun algo-
rithme ne surmonte complètement. La première difficulté concerne la remise en cause de la propriété fonda-
mentale de Markov au niveau local [Bowling & Veloso, 2000]. La seconde est liée à la présence éventuelle
dans le processus de facteurs rendant la coordination difficile (bruits, équilibres multiples, équilibres ca-
chés) [Panait et al., 2008] . Enfin, l’exploration des agents a un impact souvent délétère sur l’apprentissage
dans le cas d’agents non communicants [Matignon et al., 2009]. Trouver un algorithme robuste à la straté-
gie d’exploration est un enjeu important qui est peu évoqué dans la littérature et rarement pris en compte
dans les algorithmes d’apprentissage par renforcement décentralisés.
Parmi les approches proposées dans la littérature pour l’apprentissage d’agents non communiquants, le Q-
learning distribué [Lauer & Riedmiller, 2000] est le seul algorithme qui possède une preuve de convergence
vers un équilibre de Nash Pareto optimal dans les jeux de Markov d’équipe 1 déterministes. Il est fondé sur
la notion d’agents optimistes qui sont robustes à l’exploration des autres agents. Son unique handicap est de
ne s’appliquer qu’aux environnements déterministes. D’autres algorithmes ont été proposés pour les jeux de
Markov d’équipes stochastiques. On peut notamment citer le Q-learning indicé [Lauer & Riedmiller, 2004],
le Wolf-PHC [Bowling & Veloso, 2002], le Q-Learning hystérétique [Matignon et al., 2007] et le FMQ ré-
cursif [Matignon et al., 2008]. Le Q-learning indicé comporte des garanties théoriques mais n’est pas ap-
plicable en pratique à cause de l’explosion combinatoire de la taille des listes utilisées vis-à-vis du nombre
de couples état-action. Le Wolf-PHC quant à lui ne surmonte pas les équilibres cachés. Le Q-Learning
hystérétique est peu robuste à la stratégie d’exploration. Enfin, le FMQ récursif ne s’applique qu’aux jeux
matriciels 2.
Nous proposons un nouvel algorithme, le Swing between Optimistic and Neutral (SOaN) qui a pour objec-
tif de répondre à tous ces enjeux [Matignon et al., 2009]. Cet algorithme est fondé sur une estimation récur-
sive de la probabilité de réalisation de la politique optimiste des agents. Cette estimation permet d’évaluer
1. Un jeu de Markov d’équipe est un jeu de Markov dans lequel tous les joueurs reçoivent la même récompense. En outre, par
définition, l’observabilité de l’état y est totale.

















































































































































TABLE 1 – Résultats des tests du SOaN et d’algorithmes de la littérature sur différents benchmarks.
les couples état-action à l’aide d’une interpolation linéaire entre les évaluations moyennes du Q-learning
[Watkins & Dayan, 1992] et les évaluations optimistes du Q-learning distribué [Lauer & Riedmiller, 2000].
Cette heuristique permet aux évaluations des actions de se positionner automatiquement entre les évalua-
tions optimistes et moyennes selon la stochasticité détectée dans le processus. Au départ, le processus
est supposé déterministe et les agents sont optimistes. Puis, l’algorithme s’adapte automatiquement à la
« stochasticité » de son environnement à travers l’estimation de la probabilité de réalisation de la politique
optimiste. L’algorithme SOaN surmonte ainsi les principaux facteurs de non-coordination évoqués plus haut
et est de plus robuste face à l’exploration des autres agents.
Les simulations effectuées sur une douzaine de benchmarks multi-agents montrent la présence d’une
première phase d’adaptation automatique des évaluations avant une phase finale de coordination. Elles
confirment ainsi que l’interpolation linéaire est une bonne heuristique d’évaluation des actions. Comparé
aux autres algorithmes de la littérature sur les mêmes benchmarks 3 (cf. table 1), le SOaN se comporte
mieux ou aussi bien, tout en présentant une meilleure robustesse et une plus grande facilité de réglage.
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