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ABSTRACT
Der Bereich HW/SW-Codesign f

ur eingebettete Systeme umfat neben Methoden zur HW/SW-
Partitionierung und Hardwaresynthese notwendigerweise auch Techniken zur Codeerzeugung f

ur ein-
gebettete programmierbare Prozessoren. Speziell im Falle von digitalen Signalprozessoren (DSPs) ist
die Qualit

at verf

ugbarer Compiler unzureichend. Zur Vermeidung von aufwendiger Programmierung
auf Assemblerebene sind daher neue DSP-spezische Codeerzeugungstechiken notwendig. Dieser Bei-
trag stellt den Compiler Record vor, welcher f

ur eine Klasse von DSPs Hochsprachenprogramme in
Maschinencode

ubersetzt. Um den speziellen Anforderungen an Compiler f

ur DSPs gerecht zu wer-
den, werden teilweise formale Methoden eingesetzt. Wir stellen zwei solche f

ur Record entwickelte
Methoden vor, welche zur Analyse von Prozessormodellen sowie zur Code-Kompaktierung verwendet
werden, und diskutieren deren praktische Anwendung.
1
1 Einleitung
Im Gegensatz zu Allzweck-Systemen wie PCs und Workstations sind beim Entwurf eingebet-
teter Systeme oft Echtzeit-Restriktionen einzuhalten, wobei Chip

ache und/oder Leistungs-
aufnahme zu minimieren sind. Zur Einhaltung aller Echtzeit-Restriktionen ist meist ein
Anteil von anwendungsspezischer Hardware notwendig. Um k

urzere Entwurfszeiten und
h

ohere Flexibilit

at zu erreichen, werden die weniger zeitkritischen Teile des Systems durch
Software realisiert, welche auf eingebetteten Prozessoren (RISCs, DSPs, Mikrocontroller)
abl

auft. Werden Prozessoren in einem Ein-Chip-Entwurf als Layout-Makrozellen instanzi-
iert, so spricht man von Prozessor-Cores. Der Programmcode f

ur Cores wird dabei in Form
eines on-chip-ROMs implementiert. Die Codequalit

at wirkt sich somit unmittelbar auf die
ben

otigte Chip

ache aus.
Aus diesen besonderen Randbedingungen entstehen neue Anforderungen an Compiler f

ur
eingebettete Prozessoren. W

ahrend bei Allzweck-Systemen die

Ubersetzungsgeschwindig-
keit im Vordergrund steht, so ist bei eingebetteten Prozessoren die Codequalit

at (Gr

oe und
Ausf

uhrungsgeschwindigkeit) von zentraler Bedeutung. Schlechter Code f

uhrt zu unn

otig
groer Chip

ache und kann eine h

ohere Taktrate erforderlich machen, was sich wiederum
ung

unstig auf die Leistungsaufnahme auswirkt. Daher ist bei eingebetteten Prozessoren der
Einsatz von relativ zeitaufwendigen Code-Optimierungstechniken gerechtfertigt.
In diesem Beitrag befassen wir uns mit Codeerzeugungstechniken f

ur eine spezielle Klasse
von eingebetteten Prozessoren, n

amlich f

ur digitale Signalprozessoren (DSPs). Aufgrund von
sehr anwendungsspezischen Befehlss

atzen und irregul

aren Architekturen ist die Leistung
heutiger Hochsprachen-Compiler f

ur DSPs besonders schlecht. Der Overhead von compiler-
generiertem Code gegen

uber handgeschriebenem Assemblercode betr

agt oft mehrere hundert
1
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Prozent [1]. Der weitaus gr

ote Anteil (ca. 90 %) der DSP-Software wird heute immer noch
in Assemblersprachen entwickelt [2]. Der Aufwand f

ur die Softwareentwicklung ist daher oft
h

oher als der Aufwand zur Entwicklung der Hardwarekomponenten eines Systems. Neuere
Forschungsaktivit

aten befassen sich mit speziellen Codeerzeugungstechniken [3] mit dem Ziel,
den SW-Flaschenhals im Entwurf DSP-basierter Systeme zu beseitigen und die Verwendung
von Hochsprachen-Compilern f

ur DSPs zu erm

oglichen.
Neben hoher Codequalit

at ist Retargierbarkeit eine weitere wichtige Anforderung an Com-
piler f

ur DSPs, d.h. die verwendeten Codeerzeugungstechniken sollten f

ur eine ganze Klasse
von Zielprozessoren einsetzbar sein. Diese Anforderung ergibt sich aus dem Trend zu anwen-
dungsspezischen Prozessoren ("ASIPs"), deren Befehlssatz auf einen sehr speziellen Anwen-
dungsbereich zugeschnitten ist, und f

ur die h

aug

uberhaupt keine Compiler zur Verf

ugung
stehen. Die detaillierte Architektur eines ASIPs steht teilweise auch nicht a priori fest, son-
dern wird erst w

ahrend des HW/SW-Codesign-Prozesses f

ur ein eingebettetes System ermit-
telt. Die Software-Komponenten des Systems werden erst anschlieend auf den Befehlssatz
des endg

ultigen ASIPs abgebildet. Retargierbare Compiler erm

oglichen es, f

ur verschiedene
ASIPs bzw. f

ur verschiedene Kongurationen eines ASIPs den entsprechenden Maschinen-
code zu erzeugen ohne den Compiler selbst

andern zu m

ussen. Auf diese Weise kann der
HW/SW-Tradeo zwischen Prozessorarchitekturen und der Ausf

uhrungsgeschwindigkeit des
Maschinencodes studiert werden.
Im folgenden Abschnitt stellen wir den an der Universit

at Dortmund entwickelten retar-
gierbaren Compiler Record im

Uberblick vor, welcher zur Codeerzeugung f

ur eine Klasse
von DSPs bzw. ASIPs eingesetzt werden kann und teilweise formale Methoden verwendet.
Die in Abschnitt 3 erl

auterte Befehlssatz-Extraktion dient dazu, einen durch ein HDL-Modell
spezizierten Prozessor in ein internes Modell zu

uberf

uhren, welches eine eziente Code-
erzeugung f

ur den modellierten Zielprozessor gestattet. Um die bei DSPs besonders aus-
gepr

agte Befehlssatz-Parallelit

at auszunutzen, wird in Record eine Code-Kompaktierung
durchgef

uhrt. Die in Abschnitt 4 diskutierte neuartige Kompaktierungstechnik erm

oglicht
die lokal optimale Ausnutzung potentieller Parallelit

at unabh

angig vom Befehlsformat. Ex-
perimentelle Ergebnisse werden in Abschnitt 5 vorgestellt.
2 Das RECORD-Compilersystem
In der derzeitigen Version arbeitet Record f

ur xed-point DSPs mit fester Befehlsl

ange und
Ein-Zyklus-Instruktionen. Der Zielprozessor, f

ur den Maschinencode zu erzeugen ist, wird
durch ein vom Benutzer (basierend auf einem User's Manual oder einem Schematic) erstell-
tes HDL-Modell an Record

ubergeben. Dieses Modell beinhaltet u.a. auch die konkrete
Befehlswortl

ange und das Befehlsformat. W

ahrend verwandte Arbeiten (z.B. CHESS [4],
SPAM [5], CodeSyn [6]) meist sehr werkzeugspezische Modellierungsformalismen verwen-
den, erm

oglicht der HDL-basierte Ansatz in Record eine enge Anbindung des Compilers an
HW-Entwurfsumgebungen. Des weiteren wird der Benutzer hierdurch von der Notwendigkeit
befreit, sich von vornherein f

ur einen bestimmten Abstraktionsgrad des Prozessormodells ent-
scheiden zu m

ussen. Record unterst

utzt Verhaltensmodelle, RT-Modelle und teilweise auch
Modelle auf Gatterebene. Aus Gr

unden der vereinfachten Modellierung verwenden wir die
HDL MIMOLA [7] anstelle von VHDL. Abb. 1 zeigt als Beispiel das MIMOLA-Modell eines
einfachen 8-Bit-Prozessors, welcher in diesem Fall als RT-Netzliste gegeben ist. Auf unter-
ster Ebene werden alle Komponenten durch ihr Verhalten beschrieben. Dies geschieht durch
Aufz

ahlung nebenl

auger Zuweisungen an lokale Ports oder Speicher innerhalb jeder Kom-
ponente. Hierarchische Strukturen sind ebenso m

oglich wie auch komplexe Komponenten,
z.B. Teil-Datenpfade mit lokalen Instruktionen.
MODULE SimpleProcessor (IN inp:(7:0); OUT outp:(7:0));
STRUCTURE IS -- RT-Struktur
TYPE InstrFormat = FIELDS -- 21-Bit horizontales Befehlswort
imm: (20:13);
RAMadr: (12:5);
RAMctr: (4);
mux: (3:2);
alu: (1:0);
END;
Byte = (7:0); Bit = (0); -- skalare Typen
PARTS -- Spezifikation von RT-Komponenten
IM: MODULE InstrROM (IN adr: Byte; OUT ins: InstrFormat);
BEHAVIOR IS
VAR storage: ARRAY[0..255] OF InstrFormat; -- Befehlsspeicher
BEGIN ins <- storage[adr]; END;
PC, REG: MODULE Reg8bit (IN data: Byte; OUT outp: Byte);
BEHAVIOR IS
VAR R: Byte; -- 8-Bit Programmzaehler und Datenregister
BEGIN R := data; outp <- R; END;
PCIncr: MODULE IncrementByte (IN data: Byte; OUT inc: Byte);
BEHAVIOR IS -- Incrementer fuer Programmzaehler
BEGIN inc <- INCR data; END;
RAM: MODULE Memory (IN data, adr: Byte; OUT outp: Byte; IN c: Bit);
BEHAVIOR IS
VAR storage: ARRAY[0..255] OF Byte; -- Speicher
BEGIN
IF c THEN storage[adr] := data;
outp <- storage[adr];
END;
ALU: MODULE AddSub (IN d0, d1: Byte; OUT outp: Byte; IN c: (1:0));
BEHAVIOR IS -- ALU
BEGIN -- "%" bezeichnet Binaerformat
outp <- CASE c OF %00: d0 + d1; %01: d0 - d1; %1x: d1; END;
END;
MUX: MODULE Mux3x8 (IN d0,d1,d2: Byte; OUT outp: Byte; IN c: (1:0));
BEHAVIOR IS -- Multiplexer
BEGIN outp <- CASE c OF 0: d0; 1: d1; ELSE d2; END; END;
CONNECTIONS -- Verbindungsliste
-- Controller: -- Datenpfad:
PC.outp -> IM.adr; IM.ins.imm -> MUX.d0;
PC.outp -> PCIncr.data; inp -> MUX.d1; -- primaerer input
PCIncr.inc -> PC.data; RAM.outp -> MUX.d2;
IM.ins.RAMadr -> RAM.adr; MUX.outp -> ALU.d1;
IM.ins.RAMctr -> RAM.c; ALU.outp -> REG.data;
IM.ins.alu -> ALU.c; REG.outp -> ALU.d0;
IM.ins.mux -> MUX.c; REG.outp -> outp; -- primaerer output
REG.outp -> RAM.data;
END; -- STRUCTURE
Abbildung 1: MIMOLA-Modell eines einfachen 8-Bit-Prozessors
Abb. 2 zeigt das Record-System im

Uberblick. Das zu

ubersetzende Quellprogramm
wird in der Datenusprache DFL [8] speziziert und wird durch ein Frontend in ein Kon-
troll/Datenugraphformat (CDFG) umgesetzt. Das MIMOLA-Modell des Zielprozessors
wird analysiert, und der Befehlssatz des Prozessors wird extrahiert (siehe Abschnitt 3). Man
erh

alt eine interne Darstellung des Zielprozessors in Form einer Menge von RT-Mustern.
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Abbildung 2: Das RECORD-Compilersystem
Jedes RT-Muster repr

asentiert eine primitive Zuweisung auf RT-Ebene, die auf dem Ziel-
prozessors ausgef

uhrt werden kann. Zus

atzlich liefert die Befehlssatzextraktion f

ur jedes
gefundene RT-Muster die Menge der zugeh

origen Codierungen ("opcodes"), d.h. partielle
Belegungen des Befehlswortes. Eine Besonderheit von DSPs ist, da f

ur jedes RT-Muster
alternative Codierungen vorliegen k

onnen, wobei die Auswahl einer konkreten Codierung
im Hinblick auf die Maximierung der Befehlssatz-Parallelit

at erfolgen mu. Wie f

ur RT-
Muster werden auch Codierungen f

ur "no-operations" (NOPs) extrahiert, welche f

ur die
Code-Kompaktierung ben

otigt werden (Abschnitt 4).
Aus der Menge der RT-Muster wird mit Hilfe des Standard-Werkzeugs iburg [9] und eines
C-Compilers ein prozessorspezischer Tree Parser erzeugt. Das CDFG-Zwischenformat wird
in Ausdrucksb

aume zerlegt, f

ur die der erzeugte Tree Parser jeweils eine optimale Befehls-
auswahl (in Form von RT-Mustern) und Registerallokation berechnet. Hierbei kann optional
eine benutzerdenierte Library von Ersetzungsregeln ber

ucksichtigt werden. Ersetzungsre-
geln (z.B. algebraische Regeln) werden verwendet, um semantisch

aquivalente alternative
Versionen f

ur einen Ausdrucksbaum zu erzeugen, auf die jeweils der Tree Parser angewendet
wird. Aus mehreren Alternativen wird diejenige ausgew

ahlt, welche die geringste Anzahl
von RT-Muster-Instanzen zur Implementierung ben

otigt. In der anschlieenden Scheduling-
Phase wird der ben

otigte Spill-Code f

ur Register heuristisch minimiert. Ebenso wird Code
erzeugt, welcher zur Programm-Laufzeit die geeigneten Zust

ande f

ur die bei DSPs h

augen
Modus-Register (z.B. Sign Extension Mode, Saturating Arithmetic) herstellt. Als Zwischen-
format erh

alt man vertikalen Maschinencode. W

ahrend der Adrezuweisung werden zus

atz-
liche RTs in den vertikalen Code eingef

ugt, welche zur ezienten Berechnung von Adressen
f

ur Speicherzugrie dienen. Hierbei kommen heuristische Techniken zum Einsatz [10], die
auf die spezielle Architektur von Adrewerken (AGUs) in DSPs abgestimmt sind. In der
abschlieenden Code-Kompaktierungsphase werden alle generierten RTs zu (parallelen) Ma-
schineninstruktionen gepackt, wobei die potentielle Parallelit

at innerhalb von Basisbl

ocken
jeweils optimal ausgenutzt wird. Das Endergebnis ist ausf

uhrbarer Maschinencode, welcher
das DFL-Quellprogramm auf dem spezizierten Zielprozessor realisiert.
3 Befehlssatz-Extraktion
Das HDL-Modell eines Prozessors kann { je nach Abstraktionsgrad { Strukturanteile enthal-
ten, welche oft eine bequeme Modellierung gestatten aber f

ur die Codeerzeugung irrelevant
sind. F

ur Prozessoren mit einem relativ hohen Grad an Befehlssatz-Parallelit

at (in DSPs
typischerweise 3-6 RTs pro Instruktion) sind Netzlistenbeschreibungen h

aug kompakter als
komplette Aufz

ahlungen aller verf

ugbaren Maschinenbefehle. Das von Record verwendete
interne Prozessormodell besteht daher aus einer Aufz

ahlung aller atomaren RT-Operationen
sowie Informationen

uber die Parallelisierbarkeit von RTs. Beides wird aus dem HDL-Modell
extrahiert. Ein RT-Muster ist gegeben durch ein Paar (d; e), wobei das Ziel d eine sequen-
tielle Komponente (Register, Speicher) oder einen Port bezeichnet, dem ein RT-Ausdruck e
zugewiesen wird. Ein RT-Ausdruck e ist induktiv deniert als:
 eine bin

are Konstante B 2 f0; 1; xg
+
 ein Lesezugri read(r) auf eine Komponente r (Register, Speicher, Port)
 ein komplexer Ausdruck op(e
1
; : : : ; e
k
), wobei op ein Operator (+, -, *, AND, OR,
NOT, SHIFT, : : : ) mit Stelligkeit k und e
1
; : : : ; e
k
RT-Ausdr

ucke sind, oder
 ein Unterbereichs-Ausdruck e
0
= e:(hi : lo), wobei e ein RT-Ausdruck ist und
(hi : lo) einen Bit-Indexbereich bezeichnet.
Jedes RT-Muster ist gekoppelt an eine Ausf

uhrungsbedingung ("RT-Condition"). Diese be-
schreibt die Anforderungen an den Maschinenzustand, unter dem die jeweilige RT-Operation
ausgef

uhrt wird. Der Maschinenzustand bezieht sich auf eine partielle Belegung des aktu-
ellen Befehlswortes sowie { falls vorhanden { auf die Zust

ande von Modus-Registern. Eine
RT-Condition ist formal deniert durch eine Boolesche Funktion
F : fI
1
; : : : ; I
n
g ! f0; 1g
wobei die Variablen I
1
; : : : ; I
n
die Bits des Befehlswortes repr

asentieren. Ein RT wird genau
dann ausgef

uhrt, wenn die zugeh

orige RT-Condition f

ur die aktuelle Belegung der Zustandsva-
riablen den Wert 1 berechnet. Zwei RT-Operationen, die keine wechselseitigen Abh

angigkei-
ten aufweisen, k

onnen parallel ausgef

uhrt werden, wenn die Konjunktion ihrer RT-Conditions
nicht konstant 0 ist.
3.1 Extraktion von RT-Mustern
Die Bestimmung der RT-Muster erfolgt durch Aufz

ahlung aller Datentransportwege im Ziel-
prozessor. Ausgehend von jedem Ziel (Register, Speicher, Port) wird ein internes Graphmo-
dell der Prozessor-Netzliste rekursiv durchlaufen, wobei alle m

oglichen Datentransporte von
einer oder mehreren Quellen zum Ziel bestimmt werden, die innerhalb eines Maschinenzy-
klus ausgef

uhrt werden k

onnen (Abb. 3). Beim Erreichen von Komponenten mit mehreren
Eing

angen (z.B. ALUs, Multiplexer) verzweigt der Durchlauf f

ur jeden Eingang. Falls das
HDL-Modell Busse beinhaltet, so werden alle m

oglichen Bustreiber betrachtet. F

ur das in
Abb. 1 gezeigte Modell werden die in Tabelle 1 (Spalte 1) aufgelisteten RT-Muster extrahiert.
R := S + U
R := S - U
R := S + V
R := S - V
R := U * T
R := V * T
R
S T
U V
+/- *
BUS
a) b)
Abbildung 3: Aufz

ahlung von Datentransportwegen w

ahrend der Befehlssatz-Exttraktion: a)
Der Netzlistendurchlauf startet beim Zielregister R und verfolgt m

ogliche Datentransportwege
zur

uck bis zu den Quellregistern S; T; U; V . b) Extrahierte RT-Muster mit Ziel R.
partielle Instruktion (Bits 20..0)
21111111111
RT-Muster 098765432109876543210
PC.R := INCR PC.R xxxxxxxxxxxxxxxxxxxxx
REG.R := inp xxxxxxxxxxxxxxxxx011x
REG.R := IM.storage[PC.R].(20:13) xxxxxxxxxxxxxxxxx001x
REG.R := RAM.storage[IM.storage[PC.R].(12:5)] xxxxxxxxxxxxxxxxx1x1x
REG.R := REG.R - inp xxxxxxxxxxxxxxxxx0101
REG.R := REG.R - IM.storage[PC.R].(20:13) xxxxxxxxxxxxxxxxx0001
REG.R := REG.R - RAM.storage[IM.storage[PC.R].(12:5)] xxxxxxxxxxxxxxxxx1x01
REG.R := REG.R + inp xxxxxxxxxxxxxxxxx0100
REG.R := REG.R + IM.storage[PC.R].(20:13) xxxxxxxxxxxxxxxxx0000
REG.R := REG.R + RAM.storage[IM.storage[PC.R].(12:5)] xxxxxxxxxxxxxxxxx1x00
RAM.storage[IM.storage[PC.R].(12:5)] := REG.R xxxxxxxxxxxxxxxx1xxxx
outp  REG.R xxxxxxxxxxxxxxxxxxxxx
Tabelle 1: Extrahierte RT-Muster f

ur SimpleProcessor
3.2 Extraktion von RT-Conditions
Problematischer als die Extraktion von RT-Mustern ist die Bestimmung der RT-Conditions.
Da neben dem Datenpfad auch der Controller Bestandteil des HDL-Modells ist, m

ussen die
lokalen Kontrollsignale f

ur jede Prozessorkomponente zu den prim

aren Quellen f

ur Kon-
trollsignale (Befehlsspeicher, Modus-Register) zur

uckverfolgt werden. Hierbei sind unter
Umst

anden komplexe kombinatorische Schaltungen, z.B. Befehlsdecoder, zu betrachten, wel-
che wiederum auf verschiedenen Abstraktionsniveaus (RT-Ebene, Gatterebene) modelliert
sein k

onnen (Abb. 4).
Die Extraktion der RT-Conditions kann auf die Manipulation Boolescher Funktionen zur

uck-
gef

uhrt werden und wird in zwei Phasen durchgef

uhrt:
1. Extraktion lokaler RT-Conditions: F

ur alle Zuweisungen innerhalb einer Kompo-
nente werden die notwendigen Belegungen der lokalen Kontrollports der Komponente
bestimmt. Diese Belegung wird in der MIMOLA HDL mittels (evtl. verschachtelten)
IF- und CASE-Konstrukten und Booleschen Operatoren (AND, OR, NOT, : : : ) aus-
gedr

uckt. Repr

asentieren z.B. die Booleschen Variablen C
1
; : : : ; C
m
die Bits eines loka-
len Kontrollports (oder eines lokalen Modus-Registers), so ist die lokale RT-Condition
eine Funktion F (C
1
; : : : ; C
m
) dieser Variablen.
f1
f2
f3
R
S
+/-control
control
control
X
F("R := S + X") = f1 AND f2 AND f3
speicher
Register
Befehls-
Modus-
Abbildung 4: Extraktion von RT-Conditions: Die lokalen Kontrollsignale f

ur die am RT-
Muster "R := S + X" beteiligten Komponenten m

ussen gleichzeitig eingestellt werden. Die
lokalen Kontrollsignale k

onnen beliebige Boolesche Funktionen (hier: f1, f2, f3) der Instruk-
tionsbits und Modus-Register-Bits sein. Im Beispiel erh

alt man die Ausf

uhrungsbedingung F
als Konjunktion von f1, f2, f3.
2. Substitution: Um die "globalen" RT-Conditions (in Abh

angigkeit von den prim

aren
Kontrollsignal-Quellen) zu erhalten, werden die lokalen Kontrollsignale C
1
; : : : ; C
m
durch
geeignete Funktionen substituiert. Diese ergeben sich aus der Verdrahtung der lokalen
Kontrollports mit dem Befehlsspeicher sowie der evtl. Decodierlogik. Somit kann jedes
Signal C
i
als Funktion f
i
der Variablen I
1
; : : : ; I
n
aufgefat werden, und man erh

alt die
globale RT-Condition durch die Substitution F j
C
i
=f
i
, welche f

ur alle C
i
durchgef

uhrt
wird.
Die Implikanten einer RT-Condition F k

onnen als alternative (partielle) Belegungen des
Befehlwortes angesehen werden, unter denen ein bestimmter Register-Transfer stattndet.
Spalte 2 in Tabelle 1 zeigt die extrahierten Belegungen f

ur das Beispiel aus Abb. 1 in Form
von partiellen Instruktionen.
Die Extraktion von RT-Conditions erfordert umfangreiche Manipulationen (Verkn

upfung,
Substitution, Erf

ullbarkeitstest) von Booleschen Funktionen. Zur ezienten Ausf

uhrung die-
ser Manipulationen werden in Record Binary Decision Diagrams (BDDs) eingesetzt, wobei
hier auf ein Standard-OBDD-Paket [11] zur

uckgegrien wird. Hierdurch l

at sich die gesamte
Befehlssatz-Extraktion auch f

ur komplexe Zielprozessoren ezient durchf

uhren. Die extra-
hierten RT-Muster werden w

ahrend der Codeerzeugung zur Codeselektion verwendet. Im
Zusammenhang mit der Erzeugung von Parsern f

ur Ausdrucksb

aume aus den RT-Mustern
erh

alt man eine vollautomatische Prozedur zur Generierung eines prozessorspezischen Code-
selektors aus einem HDL-Modell. Die extrahierten RT-Conditions werden in der im folgenden
beschriebenen Code-Kompaktierung verwendet.
4 Code-Kompaktierung
Durch die Codeerzeugung wird eine Menge von RTs bestimmt, welche das gew

unschte Pro-
grammverhalten auf dem jeweiligen Zielprozessor realisieren. Aus Komplexit

atsgr

unden wird
meist darauf verzichtet, die Parallelisierbarkeit von RTs schon w

ahrend der Codeerzeugung zu

uberpr

ufen. Die Ausnutzung potentieller Parallelit

at auf Befehlsebene ist allerdings gerade
bei DSPs eine wesentliche Optimierungsquelle. Daher mu nach der Codeerzeugung eine
Kompaktierung erfolgen, welche die generierten RTs einzelnen Kontrollschritten in einem
Schedule zuordnet, wobei das Ziel eine Minimierung der Schedule-L

ange ist. Die Paralle-
lisierbarkeit von RTs wird eingeschr

ankt durch Vorrangsvorschriften, welche sich durch die
Codeerzeugung ergeben, sowie durch Konikte zwischen RTs. Ein Konikt liegt vor, wenn
die partiellen Instruktionen zweier RTs inkompatibel sind. Dies schliet sowohl Befehlswort-
als auch Ressourcenkonikte ein.
Unter diesen Bedingungen ist das Problem der optimalen Code-Kompaktierung NP-hart.
Verschiedene Heuristiken zur Kompaktierung wurde im Bereich der Mikroprogrammierung
entwickelt [12]. Da diese jedoch in erster Linie f

ur VLIW-artige Rechner mit horizontalen
Befehlsformaten entworfen worden sind, lassen sich diese auf DSPs nicht unmittelbar anwen-
den. Bei DSPs m

ussen zus

atzliche Randbedingungen in Betracht gezogen werden:
1. Es wird Maschinencode von sehr hoher Qualit

at ben

otigt, d.h. es sollte m

oglichst
wenig vom Optimum abgewichen werden. Die zur Kompaktierung ben

otigte Rechenzeit
ist allerdings "unkritisch".
2. Im Gegensatz zu reinen VLIW-Rechnern sind die M

oglichkeiten zur Parallelisierung
von RTs eher beschr

ankt. Um eine m

oglichst geringe Befehlswortbreite zu erreichen,
sind Befehlsformate bei DSPs oft stark codiert, d.h. es lassen sich nur ganz bestimmte
Kombinationen von RTs parallel ausf

uhren.
3. F

ur jedes RT-Muster k

onnen alternative Codierungen vorliegen. Die Konikte zwi-
schen RTs sind somit nicht statisch vorgegeben, sondern h

angen von der Auswahl einer
bestimmten Codierung ab. Bei einem TI TMS320C2x DSP bspw. existieren mehr als
20 verschiedene Codierungen f

ur "auto-increment"-Befehle auf Adreregistern.
4. Es k

onnen Seiteneekte auftreten. Die Auswahl einer Codierung f

ur ein RT kann die
Aktivierung eines anderen RTs implizieren, falls sich deren Mengen von alternativen Co-
dierungen

uberlappen. Je nach Kontext k

onnen Seiteneekte ausgenutzt oder toleriert
werden, w

ahrend unerw

unschte Seiteneekte unbedingt vermieden werden m

ussen.
Heuristische Kompaktierungsalgorithmen, welche alle diese Randbedingungen beachten,
sind bisher nicht bekannt. Heutige kommerzielle C-Compiler f

ur DSPs machen daher nur
sehr eingeschr

ankt Gebrauch von potentieller Parallelit

at [1], wodurch sich wiederum ein
deutlicher Verlust an Codequalit

at ergibt.
Aufgrund dieser Beobachtungen wurde f

ur Record ein exaktes, formales Kompaktierungs-
verfahren entwickelt, welches auf Integer Linear Programming (ILP) beruht und f

ur nicht
allzu groe Basisbl

ocke eines Programms eine optimale Kompaktierung in akzeptabler Zeit
berechnet. ILP bietet die M

oglichkeit, mathematisch exakte und leicht verizierbare Formu-
lierungen von Problemen mit heterogenen Randbedingungen zu erstellen. Daher wird ILP
neuerdings auch in der High-Level-Synthese eingesetzt [13]. Record berechnet f

ur jede In-
stanz des Kompaktierungsproblems automatisch ein entsprechendes 0/1-ILP-Modell. Dieses
wird dann mit Standard-ILP-Solvern (z.B. OSL von IBM) gel

ost. Aus der berechneten Be-
legung der 0/1-Entscheidungsvariablen wird dann der eigentliche Schedule abgeleitet. Die
dreifach indizierten Entscheidungsvariablen x
i;j;t
codieren dabei die folgende Information
x
i;j;t
= 1 , RT Nr. i wird in Kontrollschritt t mit Codierung Nr. j gescheduled.
und beinhalten somit auch Codierungsauswahl f

ur jeden RT. Zus

atzliche Entscheidungsva-
riablen dienen zur Vermeidung von unerw

unschten Seiteneekten. Hierzu werden spezielle
"NOP"-Befehle verwendet, die sich { zusammen mit ihren Codierungen { als Nebenprodukt
der Befehlssatz-Extraktion ergeben. Falls ein Register in einem bestimmten Kontrollschritt
nicht

uberschrieben werden darf, so wird das Scheduling eines NOPs f

ur dieses Register in
dem Kontrollschritt durch ein ILP-Constraint erzwungen. Weitere Constraints repr

asentie-
ren die Vorrangsvorschriften zwischen RTs sowie m

ogliche Konikte. Die zu minimierende
Zielfunktion gibt die Anzahl ben

otigter Kontrollschritte f

ur eine Belegung der Entscheidungs-
variablen an. Das genaue formale ILP-Modell wird in [14] beschrieben.
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Abbildung 5: Codequalit

at: relative Codegr

oe (in %) f

ur den TI TMS320C25 DSP
5 Ergebnisse
Der Record-Compiler wurde auf einer Workstationumgebung implementiert und f

ur ver-
schiedene Zielprozessoren (ASIPs und ein Texas Instruments TMS320C25 Standard-DSP)
getestet. Tabelle 2 zeigt f

ur die Retargierung ben

otigte Laufzeiten. Diese beinhalten die
Befehlssatz-Extraktion sowie die Erzeugung des Codeselektors. Die Ergebnisse zeigen, da
Ziel- Anzahl der Laufzeit
Prozessor RT-Muster SPARC-20 CPU sec
demo 439 356
ref 1703 84
manocpu 207 6.3
tanenbaum 232 11.7
bass boost 89 3.7
TMS320C25 356 165
Tabelle 2: Laufzeiten zur Retargierung von Record
das Retargieren typischerweise innerhalb von wenigen CPU-Minuten durchgef

uhrt werden
kann. Bei Zielprozessoren mit nicht von vornherein festgelegter Architektur wird somit
das HW/SW-Codesign auf Prozessorebene unterst

utzt: Durch Re-Compilieren eines Pro-
gramms auf verschiedene programmierbare Zielarchitekturen k

onnen die Auswirkungen von
HW-

Anderungen auf den erzeugten Code studiert werden.
Die erzielte Codequalit

at wurde f

ur den TMS320C25 DSP und eine Reihe von DSP-Bench-
markprogrammen [1] ausgewertet. Das Balkendiagramm in Abb. 5 zeigt die prozentuale
Gr

oe compilierter Programme (rechts: Record, links: Texas Instruments C-Compiler) im
Vergleich zu handgeschriebenem Assemblercode (100 %). In den meisten F

allen ergibt sich
eine h

ohere Qualit

at des von Record generierten Codes gegen

uber dem TI C-Compiler.
Eine Analyse des Codes zeigt, da dies in erster Linie durch eine bessere Ausnutzung der
Befehlssatz-Parallelit

at erreicht wird. Die Gr

oe der mittels ILP kompaktierten Basisbl

ocke
liegt dabei zwischen 10 und 60 RTs. Die f

ur die

Ubersetzung ben

otigte CPU-Zeit liegt
zwischen 3 und 120 SPARC-20 CPU-Sekunden. F

ur weniger komplexe Zielprozessoren als
den TMS320C25 lassen sich allerdings auch wesentlich gr

oere Bl

ocke in akzeptabler Zeit (bis
zu einigen CPU-Minuten) optimal kompaktieren.
6 Zusammenfassung
Die Anforderungen an Compiler f

ur eingebettete DSPs liegen in erster Linie im Bereich
Retargierbarkeit und Codequalit

at. Eine komfortable M

oglichkeit, Retargierbarkeit zu errei-
chen, ist, dem Compiler neben dem zu

ubersetzenden Programmcode ein HDL-Modell des
Zielprozessors zu

ubergeben. Aus diesem Modell k

onnen mit Hilfe von BDDs alle f

ur die Co-
deerzeugung ben

otigten Aspekte extrahiert werden. Auf diese Weise wird eine bessere Kopp-
lung von Compilern an HW-Entwurfsumgebungen erreicht.

Uber die Codeerzeugung hinaus
hat die vorgestellte Befehlssatz-Extraktion auch Anwendungen in der Validation von Prozes-
sormodellen, bspw. bei der

Uberpr

ufung, ob eine gegebene RT-Struktur einen gew

unschten
Befehlssatz implementiert.
Zur Sicherstellung ausreichender Codequalit

at sind neue Code-Optimierungstechniken er-
forderlich, welche { evtl. zu Lasten h

oherer

Ubersetzungszeiten {

uber den Bereich des
Standard-Compilerbaus hinausgehen. Mit Hilfe des vorgestellten ILP-basierten lokalen Code-
Kompaktierungsverfahrens wird sichergestellt, da { innerhalb von Basisbl

ocken { keine Co-
dequalit

atsverluste durch mangelnde Ausnutzung von Befehlssatz-Parallelit

at auftreten. Eine
sorgf

altige Formulierung des Kompaktierungsproblems als ILP gew

ahrleistet dabei die An-
wendbarkeit f

ur praxisrelevante Problemgr

oen.
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