To reduce the test costs of phase noise measurements, we use all-digital methods to detect sinusoidal phase noise components while reducing the need for computation intensive FFT.
Introduction
Modern communications systems such as cell phones and wireless routers operate in an environment with many other narrow bandwidth communication signals and as such are frequently subject to sinusoidal disturbances. Simple measurements such as peak jitter or single-cycle jitter may mis-characterize or underestimate the impact of such interference. It is important to evaluate frequency-domain characteristics of phase noise. To do this, the frequency domain may be monitored directly (with a spectrum analyzer) or indirectly by taking time-domain data and computing the Fast Fourier Transform (FFT). With sufficient record length and measurement bandwidth, it is possible to accurately measure phase noise at any frequency between the bandwidth and the inverse of the record length.
While these tests are part of industry practice when test time and complexity are not budget-constrained, test for modern RF integrated circuits is frequently limited by available Automated Test Equipment (ATE) resources, which may prevent the use of analog spectrum analysis due to resource constraints, or the use of complex calculations such as FFT. Analog tests of any kind may be outside the scope of a tester chosen to minimize cost per second of run time.
For this and other reasons, the focus of much of the work of the past ten years has been on measuring jitter of high frequency systems rather than phase noise. In this work we will focus on the extraction of phase noise from time-domain data, which will allow us to take advantage of the work done in jitter measurements. Current phase noise analysis techniques include alldigital methods for acquiring time-domain data such as waveform crossing points. In this paper we present 
IIR phase noise extraction technique
analysis which shows that an all-digital detection of sinusoidal phase noise at a particular frequency is possible from this time-domain data. In our technique a time to digital converter (TDC) replaces analog sampling, and a single infinite-impulse response (IIR) filter is used as a replacement for conventional FFT, eliminating the need for storing the entire waveform before calculations can begin, and the need for making calculations to evaluate frequencies which are not relevant.
In order to demonstrate the measurement of phase noise in a clock or communication signal, we will design a system for extracting injected phase noise from physical test data of a 1GHz clock with an injected 250kHz offset phase noise. The test data for this experiment is a time sequence from a Digital Sampling Oscilloscope (DSO) at a sampling rate of 20GHz for 500µs for a total of 10M points, which will be converted into time domain data via crossing point detection.
This setup is comparable to a system where ATE is taking time-domain measurements of a clock signal. This experiment measures the 250kHz offset phase INTERNATIONAL TEST CONFERENCE  1 noise, and can do so with only crossing-time information. In section 2, previous work is discussed. In section 3, the theory of operation for this technique is outlined. In section 4, simulated results are shown. In section 5, the experimental data are presented. Section 6 contains discussion on the design tradeoffs of this technique. In section 7 we acknowledge Dr. Mike Li's contribution to our work. In section 8 conclusions are outlined.
Review of Previous Work
Current phase noise measurement techniques predominantly focus on the classification of jitter as a time-domain phenomenon. This approach proceeds naturally both from digital analysis and from the availability of TDCs for evaluating jitter [1] [2] . Phase noise is the product of multiple frequency-dependent processes, and as such is often best represented in the frequency domain, more commonly evaluated off-chip with the use of spectrum analyzers or time interval analyzers [3] .
For the extraction of phase noise, work has been done in using the FFT to compute the spectral components of a signal from its time-domain behavior as shown in figure 1. Spectral analyzers have been applied to this problem directly as a common means of detection, and for this reason some works have attempted to move this analog apparatus into the testing environment or even on-chip. [4] In [5] , digital filtering was used to separate phase noise into two bands, allowing unwanted sources of phase noise to be considered separately from timing variation introduced by spread-spectrum clocking. Similarly, in [6] , frequency-domain transforms were used to construct classifiers for types of jitter.
In [7] , a method is presented for measuring phase noise as a function of time-domain jitter obtained from available TDC structures. This method relies on the relationship between the voltage of an interfering signal and the crossing time of the monitored waveform. It has also been shown that 1/f phase noise can be evaluated with phase measurements [8] . A direct relationship between the crossing points of a waveform and a voltage sampling has also been demonstrated in [9] .
While frequency-domain techniques have been applied in a number of cases to BIST-gathered data, the bandwidth requirements of performing FFT have been an impediment. Previously, this has been solved with a decimation filter [10] , which throws away information to keep bandwidth manageable. It has also been shown that single-shot time measurements such as those made in [3] can be combined with DSP to extract quantitative information about sinusoidal jitter [11] . Another technique for managing FFT bandwidth, swept digital filters, has been used to measure signals [12] .
In [15] , a mixer is used to shift the frequency of an incoming signal into the range of a fixed-frequency detector.
It has been demonstrated that phase noise can be measured with a spectrum analyzer under a wide variety of circumstances, including on-wafer [16] .
Where an orthogonal mixing process (such as those used to demodulate phase-shift keyed signals) is available, a phase noise component can be extracted with both its phase and magnitude intact. [17] Previous techniques have relied on analog measurements to evaluate phase noise or have focused on evaluating jitter. The work presented below is a digital method to measure phase noise directly from digitized waveform zero-crossings.
Theory
As shown in figure 2, we use a TDC to measure the crossing points of the signal and then use these measurements to extract phase noise. We will describe our method for crossing point detection, which in our test bench measurements replaces the TDC. We will show that raw TDC output has a linear relationship to a voltage series of the signal, and thus to its Discrete Fourier Transform (DFT). The relationship to sampling theory is exploited by the IIR filter to extract phase noise, and an RMS measurement is used to compute scale. In this section we will describe the theory of this operation in detail.
Crossing Point Detection
In a practical implementation, the TDC operation will be carried out by a digital edge detection circuit such as a Vernier Delay Line (VDL). In a VDL, a chain of detectors (usually flip-flops) with varying delays are triggered together, thus converting the edge transition to a digital code. In such a circuit, the edge of a fast signal can be accurately determined even in a system where gate delays are of similar magnitude to the signal under test.
To simulate the result of using a TDC to detect crossing points, time domain measurements are used to capture the positive zero-crossings of the waveform, which are extracted by interpolating points on either side of each crossing. These values form the effective TDC output: . ∆t of a waveform from the ideal will be proportional to ∆V
Where m is the index of the original voltage series' crossing point. (The effects of this sampling method vs. actual TDC will be discussed in section 6.) This gives us the time series T (n). It is important to note that this crossing point detection method can be replaced with any TDC.
Time/Voltage Relationship
From the sequence of time-domain measurements above, we next produce a voltage-domain sampling of the waveform under test. This analysis assumes the signal under test is a predominantly sinusoidal waveform. Here, a "predominantly sinusoidal" waveform must meet the following criteria: Its zero-crossings must occur exactly once per period of the fundamental, and the waveform near the crossing points must be measurable by a TDC. The signal under examination for this analysis may have both sinusoidal and white noise as seen in figure 3 .
If our sequence of measurements represents the positive transition points of a periodic waveform which meets the above criteria, it is a time-sampled time waveform, and we can represent T (n) above in terms of a constant, linear increase and ∆T (n):
Where T 0 is the period of the fundamental, as demonstrated in [9] . The intervals ∆T (n) represent the full "phase series" of the signal under test. The values of common jitter metrics such as J scsc or J mcmc can be extracted from ∆T (n). This series is also the starting point for this technique's measurement of phase noise. As shown in figure 4 , from the definition of the derivative, we can say that for small values of ∆T (n),
Where dv dt is the derivative of the time-domain signal, at the points where ∆T (n) is measured. For a sinusoidal signal with small perturbations, this derivative is a constant:
Where A is the amplitude and ω 0 is the frequency of the fundamental. For any sufficiently small perturbation of the signal, ∆T (n) becomes a predictor of ∆V (n) by the formula:
This relationship was previously demonstrated by Keller [9] . It is important to note that any errors in this assumption will turn into errors in the measured values of ∆V . For example, large noise sources which cause the value of ∆T to be less linearly related to ∆V will introduce mixing products, degrading the quality of the measurement.
We now have a time-domain voltage sampling of the original signal. This voltage series is not sampled at the crossing points (that set would be all zeros) but at varying times slightly away from the crossing points, at what would be the crossing points in a pure sinusoid.
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The Fourier transform of this series is an evaluation of the frequency-domain of the signal. So if a DFT of the signal from these voltage samples was:
The relationship between ∆V (n) and ∆T (n) can be used to construct this function from only the time series T (n):
With this relation, we can compute the frequency domain behavior of a signal from a time-domain crossing-point sampling technique. Since the computed relationship between ∆V and ∆T is linear, the frequency domain behavior may be observed directly from the time series ∆T (n), with only a scaling factor to correct for any differences between the two results.
Sampling Theory and this Technique
From now on we may treat the time series ∆T (n) as a sampling of V (n) from the original waveform, so long as the original signal v(t) meets the criteria above. This sampling has the frequency 1 T0 , so aliasing will be a major factor in the analysis of this technique for the impacts of noise and other non-ideal signal properties. As the sampling rate and the fundamental of this signal are the same, the fundamental will alias to DC, along with all of its harmonics.
The sampling rate of the derived voltage waveform is the same frequency as the excitation, making this a "self-sampling" technique. We cannot obtain any oversampling information by speeding up the capture, because the capture rate is fixed at the frequency of the signal under test. With more samples we can increase the frequency resolution of F (ω), because the spacing between its frequency bins is
This technique will not measure the harmonics of a signal since they will be mixed down to the same frequency as the signal (DC). This technique's value is in the detection of phase noise on the signal at some offset from the harmonic.
Undersampling
While this technique is useful for observing lowfrequency phenomena such as ground noise and base- Figure 5 . Filtering the signal at a given frequency allows the extraction of its phase noise at that frequency.
band interference, a much more interesting application is using undersampling to detect phase noise very close to the clock frequency. Because we are sampling at the frequency of the signal under test, phase noise at the frequency ω o − ∆ω will alias to ∆ω, so for example phase noise at 1.00025GHz will map to 250kHz, where our technique can capture it.
IIR Extraction Method
We have shown how the output from a TDC may be directly converted into a voltage-domain sampling, and how all-digital techniques such as the FFT may be used to extract phase noise.
Although the use of all-digital evaluation eliminates the need for costly analog circuitry, using FFT to evaluate the phase noise of the signal under test may still be time consuming and costly, particularly if local computational resources are not up to the task of storing and processing the many data points necessary to evaluate low-offset phase noise. To alleviate this pressure with minimal loss of accuracy, we propose an IIR filter whose storage and computation requirements can be fixed while providing very long impulse response. A long impulse response allows very low frequency evaluations without requiring large amounts of storage or processing power. This allows a particular instance of sinusoidal phase noise to be isolated from the other noise in the signal as shown in figure 5 .
For this technique to work the IIR should be fairly narrow band, so a narrowband filter of the form:
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is used, where ω o is the frequency of interest and Q is a quality factor. A two-pole filter with a high Q as in figure 6 is desirable, since this translates into an IIR with only two taps. This analog filter is converted to a digital IIR filter using the impulse-invariance transform, which results in a digital IIR which will extract only the behavior of the signal under test at a given frequency.
The digital filter equivalent to H(s) is
Calculating from H(s) for Q=500, we find:
This form can be used to compute coefficients for an IIR filter. In a hardware implementation, these could be calculated ahead of time for a single frequency, or put into a lookup table for specific frequencies of interest.
For our total measurement time of 500µs and frequency of 250kHz, equation 9 evaluates to:
Because the filter is transformed using T , the range of the measured signal, each filter will be specific to a given number of measured points.
RMS Amplitude Measure
Once the IIR filter has isolated the phase noise in a band of interest, it can be extracted by measuring the amplitude of the output signal of the filter. In this algorithm we use an RMS measurement of the filter's output, or
There is a frequency dependence introduced by the startup time of the filter. IIR filters may have arbitrarily long startup times, but in practice only the lowest frequencies are seriously affected due to the requirement that an IIR for filtering low frequencies have a low resonant frequency. (This will affect very near-carrier phase noise measurements as well.) This may be reduced by giving the IIR longer to settle in the case of measuring low offset frequencies, or by programming the RMS measurement device to wait until startup has passed before taking measurements.
Algorithm
The algorithm for extracting phase noise, then, is as follows:
Step 1: From the specification of phase noise for a specific communication or clock waveform, which includes the specific noise frequency and the required noise amplitude at that frequency, determine the duration of the measurement.
Step 2: Design an IIR filter to detect the frequency of interest using the above design.
Step 3: Extract crossing points from the clock waveform and use these values as the input to the IIR.
Step 4: Measure the RMS magnitude of the output of the IIR.
Step 5: Calculate the phase noise at the desired offset frequency.
All of the steps in our algorithm can be accomplished with digital hardware, and due to the use of IIR instead of FFT the bandwidth and computation requirements are greatly reduced. The IIR may run at the same time as the test, reducing or eliminating the need for post-processing time.
Simulated Results
MATLAB was used to verify this technique using simulated clock waveforms. The resulting FFT was consistent with a voltage domain sampling, including the absence of the sampling frequency. The RMS of the IIR output matched this frequency domain information. Using the same sampling rate (20GHz), carrier frequency (1GHz), low-frequency injected noise (250kHz) and measurement duration (500µs) as will be used in the final data, two simulations are run, one with injected noise, one where it is absent. The carrier amplitude is 1V peak and the sinusoidal noise injected is 50mV peak. In figure 7 , the measurement shows an absence of any low-frequency noise. In figure 8 , both monitoring methods (whole-signal FFT and RMS output of IIR filter) show the injected low-frequency Figure 9 . The final spectrum's phase noise aliases down to the measurable base band in this simulation.
noise clearly. At 250kHz, the RMS output for the case where there is no low frequency noise is roughly39dBc and -19dBc for the case where the noise is present.
The IIR's narrow bandwidth and high Q allow it to isolate the signal contained in the time series t(n) from the surrounding frequency bins. By repeating this measurement with a new filter generated for each frequency, a frequency spectrum of the time series can be estimated. Although this is not necessary for practical implementations of this method, it is useful for comparisons against FFT of the original data.
We have also simulated the case where this technique successfully captures phase noise near the fundamental of the measured signal as seen in figure 9 .
In the figure, the undersampled phase noise is converted into low-frequency sinusoidal noise by the crossing point detection, which acts like an undersampled ADC, capturing a mixed down version of the carrier's spectrum. An IIR filter at a low frequency can extract a phase noise component at a small offset.
Experimental Results
To validate the theoretical work and simulation, laboratory test bench equipment was used to construct a real-world signal with a large, single-tone phase noise component at 250kHz. To accomplish this, two sinusoidal signals, one at a frequency of 1GHz and 1V peak generated by an HP 8663A Synthesized Signal Generator and one at 250kHz and 50mV peak from an Agilent 33250A Arbitrary Waveform Generator, were Paper 2.2 INTERNATIONAL TEST CONFERENCE Figure 10 . Two sinusoidal signals are merged to create a signal with injected phase noise.
merged and measured with a LeCroy DSO operating at a sampling rate of 20GHz for 500µs as shown in figure  10 . The crossing points were extracted as described in section 3 and with our technique the spectrum was extracted with the same normalization scale as the simulated data. Among the non-ideal characteristics of this signal are: white noise, a number of nearby sources of phase noise in other frequency bands, and the oscillator's intrinsic phase noise. All of these are limited in their impact on the final phase noise extraction by the IIR, which band-limits the measurement to the frequency of interest.
The plot in figure 11 shows that in the presence of the low frequency sinusoidal noise in the original signal, the algorithm extracts a clear difference between the injected low frequency noise at 250kHz and the nearby background, dropping more than 10dB within 50kHz bandwidth. This low frequency noise obscures the mixed down phase noise, however.
To measure low-offset phase noise, an Ettus Research USRP N210 signal generator is monitored with a 20GS/s DSO. Figure 12 shows the measured phase noise with conventional FFT and with our technique. The center frequency is 1GHz and the offset of the phase noise is 1MHz, or an absolute frequency of 1.001GHz. As with the initial test at 1GHz, a clear separation is made between nearby background and the measured phase noise. The frequency domain plot is shown as calibrated against the FFT data. Repeated measurements yield an average difference from this calibrated value of 1.003%.
The finite bandwidth of the filter integrates noise from adjacent FFT bins, so this technique has a higher noise floor than the original TDC output by around 10dB near the frequency of interest. Other sources of phase noise include unblocked radio transmissions and the intrinsic phase noise of the signal generators used. This technique's value lies in the dramatic potential reduction in overall digital complexity required to make sophisticated phase noise measurements. There is a trade-off between precision and test cost.
Discussion

Test Cost Comparison
Beyond the obvious benefit of making costly measurements with a spectrum analyzer unnecessary, this test also has some big savings against performing a conventional FFT on measured data.
First, pushing the entire sequence of measurements back to the test computer where FFT can be done Paper 2.2 INTERNATIONAL TEST CONFERENCEwould require a link that carried one measurement every clock cycle which could be a problem on an inexpensive tester. With this technique, the digital circuitry required is potentially simple enough to implement on a testing board near the IC, without involving the tester until the result is ready for readout. Second, the number of calculations is smaller, but more importantly the operations on FFT require simultaneous access to the entire sequence where the IIR method only requires access to one piece of data at a time. Thus the greatest benefit of this technique is that the data does not need to be completely captured before calculations can begin, and in fact they can be made synchronous to the test, provided the hardware that performs the operations is able to finish one evaluation of the IIR in one cycle of the measured waveform.
Design Tradeoffs
In this work, interpolation is used to detect the crossing points of the data. In the case of a TDC implementation, the accuracy and precision of the TDC will be a primary driver of performance of this technique. While this paper makes the assumption of available time-domain data for use with the crossing point method described, applying this technique with more limited resources (on-board or on-chip testing with a direct TDC) will introduce quantization noise from the converter. If the TDC makes use of a reference signal, any phase noise introduced by it will also impact performance. In order for this technique to perform under such conditions, both sources of error will need to be minimized.
Our analysis of the time series at the output of the TDC as a linear mapping from the voltage series of the input indicates that the problem of quantization noise may be approached in a similar way to quantization noise in an Analog to Digital Converter (ADC).
As with conventional measurements of low-offset phase noise, a long measurement time is necessary to detect a low-offset phase noise component. This requirement is not relaxed by this technique, although the post-processing is reduced or eliminated depending on the implementation in hardware and software.
Because this is a sampling technique, phase noise outside the band from the inverse of the measurement time to one half the clock frequency will "alias" down into this band, and if these spectral components overlap the IIR bandwidth, contribute to the error in the final measurement. Figure 13 . The relationship between frequency and measured phase noise magnitude via crossing point analysis.
Error Analysis
There is a frequency dependence in the magnitude at which a phase noise component is detected, which we empirically evaluate based on simulations in figure  13 . This dependence varies both in the frequency of the measured phase noise and in the relationship of the carrier to the sampling rate of the original waveform. To the extent that the final evaluation of a phase noise component remains above the noise floor, this can be canceled out by frequency-selective amplification of the translated signal.
Because this technique relies on monitoring a signal for a long time (in the case of the 1MHz offset measurement, 500µs), noise from the entire duration of the observation will alias into the band of measurement. This will tend to limit both the precision of the magnitude measurement as noise makes further precision difficult to attain.
Since the sampling rate in this technique is the same as the frequency of the fundamental, desired lowoffset phase noise will appear in the same band as any low-frequency noise components, as well as any noise sources near the harmonics of the fundamental. Any noise whose final frequency after aliasing is in the band of interest will contribute to the calculated value of that noise.
The frequency dependence observed in simulation may reach a point where a measured phase noise component is below the level of the surrounding instrument noise, resulting in data which cannot be distinguished from this instrument noise. Even with pre-distortion 
Comparison to Other Measurement Techniques
Because this is a calibrated technique, most sources of systemic error are eliminated. However, there are significant sources of noise, so these have been used to compute a statement of the noise level of this measurement for comparison to other techniques.
For the case as depicted in figure 12 , the sampling rate is 20GHz and the carrier (and thus, the selfsampling output of our technique) is 1GHz. Measurements with this technique are undersampled by a factor of fs fc , where f s is the sampling rate and f c is the carrier frequency. For this reason any white noise sources will effectively increase by this ratio. Additionally, the finite bandwidth of the IIR will introduce noise by integrating nearby noise sources into each measurement. 
Harmonics
As stated before, this technique cannot measure the harmonics of the signal, since in accordance with sampling theory they have all been moved to the same place in the frequency domain.
In the presence of large harmonics such as those present in a signal more closely approximating a square wave, this technique will need to be re-normalized to account for the change in the gain between time series and voltage series.
The analysis in section 3 implies that a nonsinusoidal clock waveform might respond well to this technique, especially in view of sampling theory. From the original derivation for ∆V (t), we can make the prediction that if the derivative of the waveform were to change, for example from a sinusoid to a slew-rate limited square wave with slope SR, the new expression would be ∆V (n) = ∆t(n) · SR (13) Which would result in a trivial scaling factor when computing the behavior of spurious tones in the signal. Non-sinusoidal clock waveforms will need to be monitored with this technique to apply it effectively to digital systems.
Normalization
The normalization requirements of this technique could be eliminated with further work on the filter design. Optimizing the filter for more tightly-controlled bandwidth at the frequency of interest could net a constant rather than varying noise contribution and provide knowledge of the necessary coefficients for each measurement per frequency. The current filter's bandwidth is defined as
which creates a frequency dependence in the resolution capability of this technique. Normalization also will need to be carried out on the sampling technique itself, which introduces its own frequency dependence. Ideally, the design of the IIR filter will simultaneously address both of these dependencies by including models of the sources of frequency dependencies, which are not described in full detail by this work, in its design. However, because the gain of a digital filter is programmable, having it adjust to a known frequency dependence can be done at little or no cost.
IIR Optimization
IIR filters may require multiple clock cycles to finish evaluating, which is not acceptable when one new data point must be processed at each count of the system clock. To synchronously process data, the IIR may need to be pipelined as in [14] ). Additionally, as described in section 6, there will be design challenges introduced by the discrete nature of digital electronics when implementing this on digital hardware. Design of the IIR in greater detail and making allowances for these tradeoffs is a topic for future work.
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Conclusion
It is demonstrated that a mapping between simple time-domain measurements and a true voltage sampling can be used to analyze phase noise. By taking advantage of the relative simplicity of digital filtering as compared with the full FFT, this technique makes detailed frequency-domain measurements possible with simple hardware.
