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Abstract
Conformal prediction is a popular tool for distribution-free uncertainty quantifica-
tion in statistical learning. While the traditional description of conformal prediction
starts with a nonconformity score, we provide an alternate (but equivalent) view that
starts with a sequence of nested sets and calibrates them to find a valid prediction re-
gion. The nested framework easily subsumes all recent score functions including those
based on quantile regression and density estimation. While these ideas were originally
derived based on sample splitting, our framework seamlessly extends them to leave-
one-out techniques like cross-conformal and the jackknife+. We use the framework to
derive a new algorithm (QOOB, pronounced cube) that combines four ideas: quantile
regression, cross-conformalization, ensemble methods and out-of-bag predictions. In a
detailed numerical investigation, QOOB performs either the best or close to the best
on all simulated and real datasets.
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1 Introduction
Consider the problem of distribution-free predictive inference: given datasetDn ” tpXi, Yiquni“1
drawn i.i.d. from PXY “ PX ˆ PY |X on X ˆ Y, and Xn`1 „ PX , we must construct a pre-
diction set CpDn, α,Xn`1q ” CpXn`1q for Yn`1 such that
for any distribution PXY , PpYn`1 P CpXn`1qq ě 1´ α, (1)
where the probability is taken over all n` 1 points and α P p0, 1q is a predefined confidence
level. In other words, how do we construct CpXq with nonasymptotic coverage that holds
without assumptions on PXY ? Methods with property (1) are called marginally valid to
differentiate them from conditional validity:
@PXY , PpYn`1 P CpXn`1q | Xn`1 “ xq ě 1´ α, for PX -almost all x.
Conditional validity is known to be impossible without assumptions on PXY ; see Balasub-
ramanian et al. (2014, Section 2.6.1) and Barber et al. (2019a). Hence, we will only be
concerned with developing methods that are (provably) marginally valid, but have reason-
able conditional coverage in practice (ie, empirically).
Conformal prediction is a general and universal framework for constructing marginally
valid prediction sets1. It acts like a wrapper around any prediction algorithm; in other words,
any black-box prediction algorithm can be “conformalized” to produce valid prediction
sets instead of point predictions. We refer the reader to the works of Vovk et al. (2005)
and Balasubramanian et al. (2014) for details. In this paper, we provide an alternate
and equivalent viewpoint for accomplishing the same goals, that we call nested conformal
prediction.
Conformal prediction starts from a nonconformity score. As we will see with explicit
examples later, these nonconformity scores are often rooted in some underlying geometric
intuition about how a good prediction set may be discovered from the data. Nested confor-
mal acknowledges this geometric intuition and makes it explicit: instead of starting from a
score, it instead starts from a sequence of all possible prediction sets tFtpxqutPT for some
ordered set T . Just as we suppressed the dependence of set Cp¨q on the labeled data Dn in
property (1), here too Ftp¨q will actually depend on Dn but we suppress this for notational
simplicity.
These prediction sets are ‘nested’, that is, for every t1 ď t2 P T , we require that Ft1pxq Ď
Ft2pxq; also Finf T “ H and Fsup T “ Y. Thus large values of t correspond to larger
prediction regions. Given a tolerance α P r0, 1s, we wish to identify the smallest t P T such
that
PpY P FtpXqq ě 1´ α.
In a nutshell, nested conformal learns a data-dependent mapping αÑ tpαq using the confor-
mal principle. Note that the mapping must be decreasing; lower tolerance values α naturally
lead to larger prediction regions.
We illustrate the above principle in a simple setting involving split/inductive conformal
prediction Papadopoulos et al. (2002), Lei et al. (2018), (Balasubramanian et al., 2014,
Chapter 2.3). First, split Dn into a training set D1 ” tpXi, Yiqu1ďiďm and a calibration
set D2 ” tpXi, Yiqumăiďn. Using D1, construct an estimate pµp¨q of the conditional mean
1The spaces X and Y are without restriction. For example, take X ” Rd and let Y be a subset of R, or
a discrete space such as in multiclass classification. Though it is not formally required, it may be helpful
think of Y as a totally ordered set or a metric space.
3
of Y given X. Then construct the nonconformity score as the residuals of pµ on D2: Ri :“
|Yi ´ pµpXiq|, for i P D2. Finally, define
CpXn`1q “
!
y P R : |y ´ pµpXn`1q| ă Q1´αptRiuiPD2q),
where Q1´αpAq for a finite set A represents the p1´αq-th quantile of elements in A (defined
later). The above set is easily shown to be marginally valid due to exchangeability of order
statistics.
We now give an alternate derivation of the above set using nested conformal:
1. After learning pµ using D1 (as done before), construct a sequence of prediction regions
corresponding to symmetric intervals around pµpxq:
tFtpxqutě0 :“ trpµpxq ´ t, pµpxq ` ts : t ě 0u.
Note that Ftpxq is a random set since it is based on pµpxq, and in our earlier notation,
we take T “ r0,8s. It is clear that regardless of pµ, for any distribution of the random
vector pX,Y q, and for any α P r0, 1s, there exists a (minimal) t “ tpαq such that
PpY P FtpXqq ě 1´ α. Hence we can rewrite our nested family tFtpxqu as!
rpµpxq ´ t, pµpxq ` ts : t ě 0) “ !rpµpxq ´ tpαq, pµpxq ` tpαqs : α P r0, 1s).
2. The only issue now is that we do not know the map α ÞÑ tpαq, that is, given α we
do not know which of these prediction intervals to use. Hence we use the calibration
data to “estimate” the map α Ñ tpαq. This is done by finding the smallest t such
that Ftpxq contains Yi for at least 1´α fraction of the calibration points pXi, Yiq (we
provide formal details later). Because the sequence tFtpxqu is increasing in t, finding
the smallest t leads to the smallest prediction set within the nested family.
Embedding these scores into our nested framework not only allows for easy comparison
(like in Table 1), but allows us to extend these methods beyond the split/inductive con-
formal setting that they were originally derived in. Specifically, we seamlessly derive cross-
conformal or jackknife+ variants of these and other methods, including our new method
called QOOB (pronounced cube).
A final reason that the assumption of nestedness is natural is the fact that the optimal
prediction sets are nested: Suppose Z1, . . . , Zn are exchangeable random variables with a
common distribution that has density pp¨q with respect to some underlying measure. The
“oracle” prediction set (Lei et al., 2013) for a future observation Zn`1 is given by the level
set of the density with valid coverage, that is, tz : ppzq ě tpαqu with tpαq defined by
largest t such that PpppZn`1q ě tq ě 1 ´ α. Because tz : ppzq ě tu is decreasing with t,
tz : ppzq ě tpαqu is decreasing with α P r0, 1s, forming a nested sequence of sets.
1.1 Organization and contributions
For simplicity, our discussion will assume that Y Ď R, but all ideas are easily extended to
other prediction settings. The paper is organized as follows:
1. In Section 2, we formalize the earlier discussion and present split/inductive confor-
mal (Papadopoulos et al., 2002; Lei et al., 2018) in the language of nested conformal
prediction, and translate various conformity scores developed in the literature for split
conformal into nested prediction sets.
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2. In Section 3, we rephrase the jackknife+ (Barber et al., 2019b) (and cross-conformal
prediction (Vovk, 2015)) in terms of the nested framework. This allows the jackknife+
to use many recent score functions, such as those based on quantiles, which were orig-
inally developed and deployed in the split framework. Particularly, in subsection 3.3
we provide an efficient implementation of cross-conformal that matches the jackknife+
prediction time for a large class of nested sets that includes all standard nested sets.
3. In Section 4, we extend the Out-of-Bag conformal (Johansson et al., 2014) and jack-
knife+ after bootstrap (Kim et al., 2020) methods to our nested framework. These are
based on ensemble methods such as random forests, and are relatively computationally
efficient because only a single ensemble needs to be built.
4. In Section 5, we consolidate the ideas developed in this paper to construct a novel
conformal method called QOOB (Quantile Out-of-Bag, pronounced cube), that is
both computationally and statistically “efficient.” QOOB combines four ideas: quan-
tile regression, cross-conformalization, ensemble methods and out-of-bag predictions.
While being theoretically valid, Section 6 demonstrates QOOB’s excellent empirical
performance.
In Appendix A we derive K-fold variants of jackknife+/cross-conformal in the nested
framework and in Appendix B, we develop the other aggregated conformal methods of sub-
sampling and bootstrap in the nested framework. In Appendix C, we discuss cross-conformal
computation and the jackknife+ in the case when our nested sequence could contain empty
sets. This is a subtle but important issue to address when extending these methods them to
quantile-based nested sets of Romano et al. (2019), and thus relevant to QOOB as well. In
Appendix D we interpret optimal conditionally-valid prediction sets (which are the level sets
of the conditional density function) in the nested framework. Finally, Appendix E contains
all proofs.
2 Split conformal based on nested prediction sets
In the introduction, we showed that in a simple regression setup with the nonconformity
scores as held-out residuals, split conformal intervals can be naturally expressed in terms
of nested sets. Below, we introduce the general nested framework and recover the usual
split conformal method with general scores using this framework. We show how existing
nonconformity scores in literature exhibit natural re-interpretations in the nested framework.
The following description of split conformal follows descriptions by Papadopoulos et al.
(2002) and Lei et al. (2018) but rewrites it in terms of nested sets.
Suppose pXi, Yiq P X ˆ Y, i P rns denotes the training dataset. Let rns “ I1 Y I2 be a
partition of rns. For T Ď R and each x P X , let tFtpxqutPT (with Ftpxq Ď Y) denote a nested
sequence of sets constructed based on the first split of training data tpXi, Yiq : i P I1u, that
is, Ftpxq Ď Ft1pxq for t ď t1. The sets Ftpxq in almost all examples are random through the
training data, although they are not required to be random. Consider the score
rpx, yq :“ inftt P T : y P Ftpxqu, (2)
where r is a mnemonic for “radius” and rpx, yq can be informally thought of as the smallest
“radius” of the set that captures y (and perhaps thinking of a multivariate response, that
is Y Ď Rd, and tFtpxqu as representing appropriate balls/ellipsoids might help with that
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intuition). Define the scores for the second split of the training data tri “ rpXi, YiquiPI2
and set
Q1´αpr, I2q :“ rp1´ αqp1` 1{|I2|qs-th quantile of triuiPI2 .
(that is, Q1´αpr, I2q is the rp1´ αqp1` 1{|I2|qs-th largest element of the set triuiPI2). The
final prediction set is given by
Cpxq :“ FQ1´αpr,I2qpxq “ ty P Y : rpx, yq ď Q1´αpr, I2qu. (3)
The following well known sample coverage guarantee holds true (Papadopoulos et al., 2002;
Lei et al., 2018).
Proposition 1. If tpXi, YiquiPrnsYtn`1u are exchangeable, then the prediction set Cp¨q in
(3) satisfies
P pYn`1 P CpXn`1q | tpXi, Yiq : i P I1uq ě 1´ α.
If the scores tri, i P I2u are almost surely distinct, then Cp¨q also satisfies
P pYn`1 P CpXn`1q | tpXi, Yiq : i P I1uq ď 1´ α` 1|I2| ` 1 . (4)
See Appendix E.1 for a proof. Equation (2) is the key step that converts a sequence of
nested sets tFtpxqutPT into a nonconformity score r. Through two examples, we demonstrate
how natural sequences of nested sets in fact give rise to standard nonconformity scores
considered in literature, via equation (2).
1. Split/Inductive Conformal (Papadopoulos et al., 2002; Lei et al., 2018). LetpµI1p¨q be an estimator of the regression function ErY |Xs based on pXi, Yiq, i P I1, and
consider nested sets corresponding to symmetric intervals around the mean estimate:
Ftpxq :“ rpµI1pxq ´ t, pµI1pxq ` ts, t P T “ R`.
Observe now that
inftt ě 0 : y P Ftpxqu “ inftt ě 0 : pµI1pxq ´ t ď y ď pµI1pxq ` tu
“ inftt ě 0 : ´t ď y ´ pµI1pxq ď tu “ |y ´ pµI1pxq|,
which is exactly the nonconformity score of split conformal.
2. Conformalized Quantiles (Romano et al., 2019). For any β P p0, 1q, let the
function qβp¨q be the conditional quantile function. Specifically, for each x, define
qβpxq :“ supta P R : PpY ď a | X “ xq ď β}. Let pqα{2p¨q, pq1´α{2p¨q be any conditional
quantile estimators based on pXi, Yiq, i P I1. If the quantile estimates are good, we
hope that PpY P rpqα{2pXq, pq1´α{2pXqsq « 1 ´ α, but this cannot be guaranteed in a
distribution-free or assumption lean manner. However, it may be possible to achieve
this with a symmetric expansion or shrinkage of the interval rpqα{2pXq, pq1´α{2pXqs
(assuming pqα{2pXq ď pq1´α{2pXq). Following the intuition, consider
Ftpxq :“ rpqα{2pxq ´ t, pq1´α{2pxq ` ts, t P R. (5)
Note that the sets in (5) are increasing in t if pqα{2pxq ď pq1´α{2pxq, and
inftt P R : y P Ftpxqu “ inftt P R : pqα{2pxq ´ t ď y ď pq1´α{2pxq ` tu
“ maxtpqα{2pxq ´ y, y ´ pq1´α{2pxqu.
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Hence rpXi, Yiq “ maxtpqα{2pXiq ´ Yi, Yi ´ pq1´α{2pXiqu for i P I2. This recovers
exactly the nonconformity score proposed by Romano et al. (2019). We believe that
it is more intuitive to start with the shape of the predictive region, like we did here,
than a nonconformity score. In this sense, nested conformal is a formalized technique
to go from statistical/geometric intuition about the shape of the prediction region to
a nonconformity score.
See Table 1 for more translations between scores and nested sets. All the examples dis-
cussed in this section and listed in Table 1 (except the one from Izbicki et al. (2019))
result in interval prediction sets. However, optimal prediction sets need not be intervals
and furthermore, intervals are not suitable when the response space is not convex (e.g.,
classification). Optimal predictions sets that are conditionally valid are obtained as level
sets of the conditional densities (Izbicki et al., 2019) and are discussed through the nested
framework in Appendix D.
Table 1: Examples from the literature covered by nested conformal framework. The methods
listed are split conformal, locally weighted conformal, CQR, CQR-m, CQR-r, distributional
conformal and conditional level-set conformal. Functions pqa represents a conditional quantile
estimate at level a, and pf represents a conditional density estimate.
Reference Ftpxq T Estimates
Lei et al. (2018) rpµpxq ´ t, pµpxq ` ts r0,8q pµ
Lei et al. (2018) rpµpxq ´ tpσpxq, pµpxq ` tpσpxqs r0,8q pµ, pσ
Romano et al. (2019) rpqα{2pxq ´ t, pq1´α{2pxq ` ts p´8,8q pqα{2, pq1´α{2
Kivaranovic et al. (2019) p1` tqrpqα{2pxq, pq1´α{2pxqs ´ tpq1{2pxq p´8,8q pqα{2, pq1´α{2, pq1{2
Sesia and Cande`s (2020) rpqα{2pxq, pq1´α{2pxqs ˘ tppq1´α{2pxq ´ pqα{2pxqq p´1{2,8q pqα{2, pq1´α{2
Chernozhukov et al. (2019) rpqtpxq, pq1´tpxqs p0, 1{2q tpqαuαPr0,1s
Izbicki et al. (2019) ty : pfpy|xq ě qtδpxqu2 r0, 1s pf
Split conformal prediction methods are often thought of as being statistically inefficient
because they only make use of one split of the data for training the base algorithm, while
the rest is held-out for calibration. Recently many extensions have been proposed (Carlsson
et al., 2014; Vovk, 2015; Johansson et al., 2014; Bostro¨m et al., 2017; Barber et al., 2019b;
Kim et al., 2020) that make use all of the data for training. All of these methods can be
rephrased easily in terms of nested sets; we do so in Sections 3 and 4. This understanding
also allows us to develop our novel method QOOB in Section 5.
3 Cross-conformal and Jackknife+ using nested sets
In the previous section, we used a part of training data to construct the nested sets and
the remaining part to calibrate them for finite sample validity. This procedure, although
2 qtδpxq is an estimator of tδpxq, where tδpxq is defined the largest t such that PpfpY |Xq ě tδpXqˇˇX “
xq ě 1´ δ; see (Izbicki et al., 2019, Definition 3.3) for details.
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computationally efficient, can be statistically inefficient due to the reduction of the sample
size used for calibrating. Instead of splitting into two parts, it is statistically more efficient
to split the data into multiple parts. In this section, we describe such versions of nested con-
formal prediction sets and prove their validity. These versions in the score-based conformal
framework are called cross-conformal prediction and the jackknife+, and were developed
by Vovk (2015) and Barber et al. (2019b), but the latter only for a specific score function.
3.1 Rephrasing leave-one-out cross-conformal using nested sets
We now derive leave-one-out cross-conformal in the language of nested prediction sets. Sup-
pose tF´it pxqutPT for each x P X , i P rns denotes a collection of nested sets constructed based
only on tpXj , Yjqu jPrnsztiu. We assume that each set F´it pxq is constructed invariantly to
permutations of the input points tpXj , Yjqu jPrnsztiu. (Note that this is an additional assump-
tion compared to the split conformal version). The i-th nonconformity score ri induced by
these nested sets is defined as ripx, yq “ inftt P T : y P F´it pxqu. The leave-one-out
cross-conformal prediction set is given by
CLOOpxq :“
#
y P R :
nÿ
i“1
1tripXi, Yiq ă ripx, yqu ă p1´ αqpn` 1q
+
. (6)
For instance, given a conditional mean estimator pµ´ip¨q trained on tpXj , Yjqu jPrnsztiu, we can
consider the nested sets F´it pxq “ rpµ´ipxq ´ t, pµ´ipxq ` ts to realize the absolute deviation
residual function ripx, yq “ |y ´ pµ´ipxq|. We now state the coverage guarantee that CLOOp¨q
satisfies.
Theorem 1. If tpXi, YiquiPrn`1s are exchangeable and the sets F´it pxq constructed based on
tpXj , YjqujPrnsztiu are invariant to their ordering, then
PpYn`1 P CLOOpXn`1qq ě 1´ 2α.
See Appendix E.2 for a proof of Theorem 1, which follows the proof of Theorem 1
in Barber et al. (2019b) except with the new residual defined based on nested sets. In
particular, Theorem 1 applies when the nested sets are constructed using conditional quantile
estimators as in the conformalized quantile example discussed in Section 2. The discussion in
this section can be generalization to cross-conformal and the CV+ methods of Vovk (2015)
and Barber et al. (2019b), which construct K-fold splits of the data and require training an
algorithm only n{K times (instead of n times in the leave-one-out case). These are discussed
in the nested framework in Appendix A.
In a regression setting, one may be interested in constructing prediction sets that are
intervals (since they are easily interpretable), whereas CLOOpxq need not be an interval in
general. Also, it is not immediately evident how one would algorithmically compute the
prediction set defined in (6) without trying out all possible values y P Y. We discuss these
concerns in subsections 3.2 and 3.3.
3.2 Prediction intervals containing CLOOpxq and jackknife+
In a regression setting, prediction intervals may be more interpretable or ‘actionable’ than
prediction sets that are not intervals. To this end, intervals that contain CLOOpxq are good
candidates for prediction intervals since they inherit the coverage validity of Theorem 1. For
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the residual function ripx, yq “ |y´ pµ´ipxq|, Barber et al. (2019b) provided an interval that
always contains CLOOpxq, called the jackknife+ prediction interval. In this section, we discuss
when the jackknife+ interval can be defined for general nested sets. Whenever jackknife+
can be defined, we argue that another interval can be defined that contains CLOOpxq and is
guaranteed to be no longer in width than the jackknife+ interval.
In the general formulation of nested sets, an analog of the jackknife+ interval may not
always exist. However, in the special case when the nested sets F´it pxq are themselves either
intervals or empty sets, an analog of the jackknife+ interval can be derived. Note that all the
examples listed in Table 1 (except for the last one) result in Ftpxq being either a nonempty
interval or the empty set. For clarity of exposition, we discuss the empty case separately in
Appendix C. Below, suppose F´iripXi,Yiqpxq is a nonempty interval and define the notation
r`ipxq, uipxqs :“ F´iripXi,Yiqpxq.
With this notation, the cross-conformal prediction set can be re-written as
CLOOpxq “
#
y :
nÿ
i“1
1ty R r`ipxq, uipxqsu ă p1´ αqpn` 1q
+
“
#
y : αpn` 1q ´ 1 ă
nÿ
i“1
1ty P r`ipxq, uipxqsu
+
. (7)
Suppose y ă qn´,αpt`ipxquq, where qn´,αpt`ipxquq denotes the tαpn ` 1qu-th smallest value of
t`ipxquni“1. Clearly,
nÿ
i“1
1ty P r`ipxq, uipxqsu ď
nÿ
i“1
1ty ě lipxqu ď tαpn` 1qu´ 1,
and hence y R CLOOpxq. Similarly it can be shown that if y ą qn`,αptuipxquq (where
qn`,αptuipxquq denotes the rp1 ´ αqpn ` 1qs-th smallest value of tuipxquni“1), y R CLOOpxq.
Hence, defining the jackknife+ prediction interval as
CJPpxq :“ rqn´,αpt`ipxquq, qn`,αptuipxquqs, (8)
we conclude
CLOOpxq Ď CJPpxq for all x P X . (9)
However, there exists an even shorter interval containing CLOOpxq: its convex hull; this does
not require the nested sets to be intervals. The convex hull of CLOOpxq is defined as the
smallest interval containing itself. Hence,
CLOOpxq Ď ConvpCLOOpxqq Ď CJPpxq. (10)
Because of (10), the coverage guarantee from Theorem 1 continues to hold for ConvpCLOOpxqq
and CJPpxq. Interestingly, CLOOpxq can be empty but CJPpxq is non-empty if each F´iripXi,Yiqpxq
is non-empty (in particular it contains the medians of t`ipxqu and tuipxqu). Further,
ConvpCLOOpxqq can be a strictly smaller interval than CJPpxq; see Subsection 6.4 for de-
tails.
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3.3 Efficient computation of the cross-conformal prediction set
Equation (6) defines CLOOpxq implicitly, and does not address the question of how to compute
the mathematically defined prediction set efficiently. If the nested sets F´it pxq are themselves
guaranteed to either be intervals or empty sets, jackknife+ seems like a computationally
feasible alternative since it just relies on the quantiles qn´,αpt`ipxquq, qn`,αptuipxquq which can
be computed efficiently. However, it turns out that CLOOpxq,ConvpCLOOpxqq, and CJPpxq can
all be computed in near linear in n time. In this section, we provide an algorithm for near
linear time computation of the aforementioned prediction sets. We will assume for simplicity
that F´it pxq is always an interval; the empty case is discussed separately in Appendix C.
First, notice that the inclusion in (6) need not be ascertained for every y P Y but only
for a finite set of values in Y. These values are exactly the ones corresponding to the end-
points of the intervals produced by each training point F´iripXi,Yiqpxq “ r`ipxq, uipxqs. This is
because none of the indicators 1tripXi, Yiq ă ripx, yqu change value between two consecutive
interval end-points. Since `ipxq and uipxq can be repeated, we define the bag of all these
values (see footnote3 for H¨I notation):
Yx :“
nď
i“1
H`ipxq, uipxqI. (11)
Thus we only need to verify the condition
nÿ
i“1
1ty P r`ipxq, uipxqsu ą αpn` 1q ´ 1 (12)
for the 2n values of y P Yx and construct the prediction sets suitably. Done naively, verifying
(12) itself is an Opnq operation for an overall time of Opn2q. However, (12) can be verified
for all y P Yx in one pass on the sorted Yx for a running time of Opn log nq; we describe
how to do so now.
Let the sorted order of the points Yx be yx1 ď yx2 ď . . . ď yx|Yx|. If Yx contains repeated
elements, we require that the left end-points `i come earlier in the sorted order than the
right end-points ui for the repeated elements. Also define the bag of indicators Sx with
elements sx1 ď sx2 ď . . . ď sx|Yx|, where
sxi :“
#
1 if yxi corresponds to a left end-point
0 if yxi corresponds to a right end-point.
(13)
Given Yx and Sx, Algorithm 1 describes how to compute the cross-conformal prediction set
in one pass (thus time Opnq) for every test point. Thus the runtime (including the sorting)
is Opn log nq time to compute the predictions F´iripXi,Yiqpxq for every i. If each prediction
takes time ď T , the overall time is Opn log nq ` Tn, which is the same as jackknife+.4 In
Appendix E.4 we describe the algorithm and argue its correctness.
Proposition 2. Algorithm 1 correctly computes the cross-conformal prediction set 6 given
Yx and Sx.
3A bag denoted by H¨I is an unordered set with potentially repeated elements. Bag unions respect the
number of occurrences of the elements, eg H1, 1, 2IY H1, 3I “ H1, 1, 1, 2, 3I.
4For jackknife+, using quick-select, we could obtain Opnq ` Tn randomized, but the testing time Tn
usually dominates the additional n logn required to sort.
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Algorithm 1: Efficient cross-conformal style aggregation
Input: Desired coverage level α; Yx and Sx computed as defined in
equations (11), (13) using the training data tpXi, Yiquni“1, test point x and
any sequence of nested sets F´it p¨q ;
Output: Prediction set Cx Ď Y
1 thresholdÐ αpn` 1q ´ 1; if threshold ă 0, then return R and stop;
2 Cx ÐH; countÐ 0; left endpointÐ 0;
3 for iÐ 1 to |Yx| do
4 if sxi “ 1 then
5 countÐ count` 1;
6 if count ą threshold and count´ 1 ď threshold then
7 left endpointÐ yxi ;
8 end
9 else
10 if count ą threshold and count´ 1 ď threshold then
11 Cx Ð Cx Y trleft endpoint, yxi su;
12 end
13 countÐ count´ 1;
14 end
15 end
16 return Cx;
4 Extending ensemble based out-of-bag conformal meth-
ods using nested sets
Cross-conformal, jackknife+, and their K-fold versions perform multiple splits of the data
and for every training point pXi, Yiq, a residual function ri is defined using a set of training
points that does not include pXi, Yiq. In the previous section, our description required
training the base algorithm multiple times on different splits of the data. Often each of these
individual algorithms is itself an ensemble algorithm (such as random forests). As described
in this section, an ensemble algorithm naturally provide multiple (random) splits of the
data from a single run and need not be re-trained on different splits to produce conformal
prediction regions. This makes the conformal procedure computationally efficient. At the
same time, like cross-conformal, the conformal prediction regions produced here are often
shorter than split conformal because they use all of the training data for prediction. In a
series of interesting papers (Johansson et al., 2014; Bostro¨m et al., 2017; Linusson et al.,
2019; Kim et al., 2020), many authors have exhibited promising empirical evidence that these
ensemble algorithms improve the width of prediction sets without paying a computational
cost. We call this method the OOB-conformal method (short for out-of-bag).
We now describe the procedure formally within the nested conformal framework, thus
extending it instantly to residual functions that have hitherto not been considered. Our
procedure can be seen as a generalization of the OOB-conformal method (Linusson et al.,
2019) or the jackknife+ after bootstrap method (Kim et al., 2020):
1. Let tMjuKj“1 denote K ě 1 independent and identically distributed random sets drawn
uniformly from tM : M Ă rns, |M | “ mu. This is the same as subsampling. Alterna-
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tively tMjuKj“1 could be i.i.d. random bags, where each bag is obtained by drawing m
samples with replacement from rns. This procedure corresponds to bootstrap.
2. For every i P rns, define
M´i :“ tMj : i RMju,
which contains the training sets that are out-of-bag for the i-th data point.
3. The idea now is to use an ensemble learning method that, for every i, aggregates
|M´i| many predictions to identify a single collection of nested sets tF´it pxqutPT .
For instance, one can obtain an estimate pµjp¨q of the conditional mean based on the
training data corresponding to Mj , for every j, and then construct
F´it pxq “ rpµ´ipxq ´ t, pµ´ipxq ` ts,
where pµ´ip¨q is some combination (such as the mean) of tpµjp¨qutj:iRMju.
4. The remaining conformalization procedure is identical to CLOOpxq described in Sec-
tion 3. Define the residual score ripx, yq :“ inf
 
t P T : y P F´it pxq
(
.
Using the cross-conformal scheme, the prediction set for any x P X is given as
COOBpxq :“
#
y :
nÿ
i“1
1tripXi, Yiq ă ripx, yqu ă p1´ αqpn` 1q
+
. (14)
If F´it pxq is an interval for all 1 ď i ď n and x P X , then following the discussion in
Section 3.2, we could also derive a jackknife+ style prediction interval that is guaranteed to
be non-empty:
COOB-JPpxq :“ rqn´,αp`ipxqq, qn`,αpuipxqqs. (15)
If F´it pxq could further contain empty sets, a jackknife+ interval can still be derived
following the discussion in Appendix C, but we skip these details here. Once again, we have
that for every x P X , COOBpxq Ď COOB-JPpxq; see Equation (9) for details. The computational
discussion of subsection 3.3 extends to COOB.
Recently, Kim et al. (2020) provided a 1´ 2α coverage guarantee of the OOB-conformal
method when F´it pxq “ rpµ´ipxq ´ t, pµ´ipxq ` ts where pµ´ip¨q represents the aggregation
of conditional mean estimate from tMjuiRMj . We generalize their result to any sequence
of nested sets and extend it to the cross-conformal style aggregation scheme. In order to
obtain a coverage guarantee, the conformal method must ensure a certain exchangeability
requirement is satisfied. To do so, the argument of Kim et al. (2020) required the number of
random resamples K to itself be drawn randomly from a binomial distribution. We assert
the same requirement in the following theorem (proved in Appendix E.3).
Theorem 2. Fix a permutation invariant ensemble technique that constructs sets tF´it utPT
given a collection of subsets of rns. Fix integers rK,m ě 1 and let
K „ Binomial
ˆ rK,ˆ1´ 1
n` 1
˙m˙
pin the case of baggingq, or,
K „ Binomial
ˆ rK, 1´ m
n` 1
˙
pin the case of subsamplingq.
Then PpYn`1 P COOBpXn`1qq ě 1´ 2α.
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Because COOBpxq Ď COOB-JPpxq for every x P X , the validity guarantee continues to hold
for COOB-JPp¨q. While we can only prove a 1 ´ 2α coverage guarantee, it has been observed
empirically that the OOB-conformal method with regression forests as the ensemble scheme
and nested sets trpµpxq ´ tpσpxq, pµpxq ` tpσpxqsutPR` satisfies 1 ´ α coverage while providing
the shortest prediction sets on average (Bostro¨m et al., 2017). On the other hand, the
best empirically performing nested sets are the ones introduced by Romano et al. (2019):
trpqβpxq´ t, pqβpxq` tsutPR (for an appropriately chosen β). Using nested conformal, we show
how these these two ideas can be seamlessly integrated: quantile based nested sets with an
OOB-style aggregation scheme. In Section 5 we formally develop our novel method QOOB,
and in Section 6 we empirically verify that it achieves competitive results in terms of the
length of prediction sets.
5 QOOB: A novel conformal method using nested sets
The nested conformal interpretation naturally separates the design of conformal methods
into two complementary aspects:
(a) identifying an information efficient nonconformity score based on a set of nested in-
tervals, and
(b) performing sample efficient aggregation of the nonconformity scores while maintaining
validity guarantees.
In this section, we leverage this dichotomy to merge two threads of ideas in the conformal
literature and develop a novel conformal method that empirically achieves state-of-the-art
results in terms of the width of prediction sets.
First, we review what is known on aspect (b). While split-conformal based methods are
computationally efficient, they lose sample efficiency due to sample splitting. Aggregated
conformal methods such as cross-conformal, jackknife+, and OOB-conformal do not have
this drawback and are the methods of choice for computationally feasible and sample efficient
prediction sets. Among all aggregation techniques, the OOB-conformal method has been
observed empirically to be the best aggregation scheme which uses all the training data
efficiently (Bostro¨m et al., 2017).
Next, we consider aspect (a), the design of the nested sets. The nested sets considered by
Bostro¨m et al. (2017) are trpµpxq´tpσpxq, pµpxq`tpσpxqsutPR` based on mean and variance esti-
mates obtained using out-of-bag trees. On the other hand, it has been convincingly demon-
strated that nested sets based on quantile estimates pqspxq given by trpqβpxq´t, pq1´βpxq`tsutPR
perform better than those based on mean-variance estimates in the split conformal set-
ting (Romano et al., 2019; Sesia and Cande`s, 2020).
Building on these insights, we make a natural suggestion: Quantile Out-of-Bag (QOOB)
conformal; pronounced “cube” conformal. This method works in the following way. First,
a quantile regression based on random forest (Meinshausen, 2006) with T trees is learnt
by subsampling or bagging the training data T times. Next, using the out-of-bag trees for
every training point pXi, Yiq, a quantile estimate pq´is p¨q is learnt for fixed levels s “ β and
s “ 1´ β. Here β “ kα for some constant k. Now for every training point i, we define the
nested sets as
F´it pxq :“ rpq´iβ pxq ´ t, pq´i1´βpxq ` ts.
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Algorithm 2: Quantile Out-of-Bag conformal (QOOB)
Input: Training data tpXi, Yiquni“1, test point x, desired coverage level α, number of
trees T , nominal quantile level β (default “ 2α)
Output: Prediction set Cx Ď Y
1 tMjuTj“1 Ð training bags drawn independently from rns using subsampling or
bootstrap;
2 M´i Ð tMj : i RMju;
3 for iÐ 1 to T do
4 φi Ð Quantile regression trees learnt using the data-points in Mi
5 (this step could include subsampling of features);
6 end
7 for iÐ 1 to n do
8 Φ´i Ð tφj : j PM´iu;
9 pq´ip¨q Ð quantile regression forest using the trees Φ´i;
10 F´it p¨q Ð rpq´iβ p¨q ´ t, pq´i1´βp¨q ` ts;
11 rip¨, ¨q Ð ppx, yq Ñ inf
 
t P T : y P F´it pxq
(q;
12 end
13 Cx Ð OOB prediction set defined in Equation (14); (call Algorithm 1 with Yx, Sx
computed using F´it p¨q, the training data tpXi, Yiquni“1 and test point x as described
in equations (11), (13))
14 return Cx;
The nonconformity scores based on these nested sets are aggregated to provide a predic-
tion set as described by COOBpxq in (14) of Section 4. Algorithm 2 describes QOOB proce-
durally. Following subsection 3.3, the aggregation step of QOOB (line 13, Algorithm 2) can
be performed in time Opn log nq.
Since QOOB is a special case of OOB-conformal, it inherits an assumption-free 1 ´ 2α
coverage guarantee from Theorem 2 if K is drawn from an appropriate binomial distribution
as described in the theorem. In practice, we typically obtain 1´α coverage with a fixed K.
In Section 6, we empirically demonstrate that QOOB achieves state-of-the-art performance
on multiple real-world datasets. We also discuss three aspects of our method:
(a) how to select the nominal quantile level β “ kα,
(b) the effect of the number of trees T on the performance, and
(c) the performance of the jackknife+ version of our method (QOOB-JP), which corre-
sponds to the OOB-JP style aggregation (equation (15)) of quantile-based nonconfor-
mity scores.
6 Numerical comparisons
We compare several methods discussed in this paper using synthetic and real datasets.
MATLAB code to execute QOOB and reproduce the experiments in this section is provided
at https://github.com/AIgen/QOOB. Some experiments on synthetic data are discussed in
subsection 6.5; the rest of this section discusses results on real datasets. We use the following
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six datasets from the UCI repository: blog feedback, concrete strength, superconductivity,
news popularity, kernel performance and protein structure. Metadata and links for these
datasets are provided in subsection 6.6. In order to assess the coverage and width properties,
we construct multiple version of each of these three datasets. For each dataset, we obtain
100 versions by independently drawing 1000 data points randomly (without replacement)
from the full dataset. Then we split each such version into two parts: training and testing
of sizes 7685 and 232 respectively. Hence corresponding to each of the six datasets, we get
100 different datasets with 768 training and 232 testing points.
For each conformal method, we report the following two metrics:
• Mean-width: For a prediction set Cpxq Ď Y “ R its width is defined as its Lebesgue
measure. For instance, if Cpxq is an interval, then the width is its length and if Cpxq
is a union of two or more disjoint intervals, then the width is the sum of the lengths
of these disjoint intervals. We report the average over the mean-width given by
Ave-Mean-Width :“ 1
100
100ÿ
b“1
˜
1
232
232ÿ
i“1
widthpCbpXbi qq
¸
. (16)
Here Cbp¨q is a prediction region learnt from the b-th version of a dataset. The outer
mean is the average over 100 versions of a dataset. The inner mean is the average of
the width over the testing points in a particular version of a dataset.
• Mean-coverage: We have proved finite-sample coverage guarantees for all our methods
and to verify (empirically) this property, we also report the average over the mean-
coverage given by
Ave-Mean-Coverage :“ 1
100
100ÿ
b“1
˜
1
232
232ÿ
i“1
1tY bi P CbpXbi qu
¸
. (17)
In addition to reporting the average over versions of a dataset, we also report the estimated
standard deviation of the average (to guage the fluctuations). In the rest of the discussion,
the qualification ‘average’ may be skipped for succinctness, but all reports and conclusions
are to be understood as comments on the average value for mean-width and mean-coverage.
Random forest (RF) based regressors perform well across different conformal methods
and will be used as the base regressor in our experiments, with varying T , the number of
trees. Each tree is trained on an independently drawn bootstrap sample from the training set
(containing about p1´1{eq100% « 63.2% of all training points). The numerical comparisons
will use the following methods:
1. SC-T : Split conformal (Papadopoulos et al., 2002; Lei et al., 2018) with nested sets
trpµpxq ´ t, pµpxq ` tsutPR` and T trees.
2. Split-CQR-T (2α): Split conformalized quantile regression (Romano et al., 2019) with
T trees and nominal quantile level 2α. This corresponds to the nested sets trpq´i2αpxq ´
t, pq´i1´2αpxq ` tsutPR. Quantile conformal methods require the nominal quantile level
to be set carefully, as also noted by Sesia and Cande`s (2020). In our experiments,
we observe that Split-CQR-T performs well at the nominal quantile level 2α. This is
discussed more in subsection 6.1.
5the number of training points is divisible by many factors, which is useful for creating a varying number
of folds for K-fold methods
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3. 8-fold-CC-T : 8-fold cross-conformal (Vovk, 2015; Barber et al., 2019b) with T trees
learnt for every fold and the nested sets trpµpxq ´ t, pµpxq ` tsutPR` . Leave-one-out
cross-conformal is computationally expensive if T trees are to be trained for each fold,
and does not lead to significantly improved performance compared to OOB-CC in our
experiments. Hence we did not report a detailed comparison across all datasets.
4. OOB-CC-T : OOB-cross-conformal (Johansson et al., 2014; Kim et al., 2020) with T
trees. This method considers the nested sets trpµpxq ´ t, pµpxq ` tsutPR` where pµ is the
average of the mean-predictions for x on out-of-bag trees.
5. OOB-NCC-T : OOB-normalized-cross-conformal (Bostro¨m et al., 2017) with T trees.
This method considers nested sets trpµpxq´ tpσpxq, pµpxq` tpσpxqsutPR` where pσpxq is the
standard deviation of mean-predictions for x on out-of-bag trees.
6. QOOB-T (2α): OOB-quantile-cross-conformal with T trees and nominal quantile level
β “ 2α. This is our proposed method. In our experiments, we observe that QOOB-T
performs well at the nominal quantile level 2α. We elaborate more on the nominal
quantile selection in subsection 6.1.
Table 2: Mean-width (16) of conformal methods with regression forests (α “ 0.1).
Average values across 100 simulations are reported with the standard deviation in brackets.
Method Blog Protein Concrete News Kernel Superconductivity
SC-100 25.54 16.88 22.29 12491.84 452.71 54.46
(0.71) (0.08) (0.14) (348.07) (5.10) (0.37)
Split-CQR-100 (2α) 12.22 14.20 21.45 7468.15 295.49 39.59
(0.35) (0.09) (0.12) (136.93) (3.09) (0.27)
8-fold-CC-100 24.83 16.42 19.23 12461.40 411.81 50.30
(0.44) (0.05) (0.04) (263.54) (3.4299) (0.24)
OOB-CC-100 24.76 16.38 18.69 12357.58 402.97 49.31
(0.50) (0.04) (0.03) (213.72) (3.13) (0.24)
OOB-NCC-100 20.31 14.87 18.66 11500.22 353.35 39.55
(0.42) (0.05) (0.06) (320.91) (2.95) (0.22)
QOOB-100 (2α) 14.43 13.74 18.19 7941.19 300.04 37.04
(0.38) (0.05) (0.05) (89.21) (2.70) (0.18)
Tables 2 and 3 report the mean-width and mean-coverage that these conformal methods
achieve on 6 datasets. Here, the number of trees T is set to 100 for all the methods. We
draw the following conclusions:
• Our novel method QOOB achieves the shortest or close to the shortest mean-width
compared to other methods while satisfying the 1´α coverage guarantee. The closest
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Table 3: Mean-coverage (17) of conformal methods with regression forests (α “ 0.1). The
standard deviation of these average mean-widths are zero upto two significant digits.
Method Blog Protein Concrete News Kernel Superconductivity
SC-100 0.90 0.90 0.90 0.90 0.90 0.90
Split-CQR-100 (2α) 0.91 0.90 0.90 0.90 0.90 0.90
8-fold-CC-100 0.91 0.91 0.91 0.91 0.91 0.90
OOB-CC-100 0.90 0.91 0.91 0.91 0.91 0.90
OOB-NCC-100 0.92 0.91 0.91 0.92 0.93 0.91
QOOB-100 (2α) 0.92 0.91 0.92 0.91 0.93 0.91
competitor is Split-CQR. As we further investigate in subsection 6.2, even on datasets
where Split-CQR performs better than QOOB, if the number of trees are increased be-
yond 100, QOOB shows a decrease in mean-width while Split-CQR does not improve.
For example, on the kernel dataset, QOOB outperforms Split-CQR at 400 trees.
• In Table 2, QOOB typically has low values for the standard deviation of the average-
mean-width across all methods. This entails more reliability to our method, which
may be desirable in some applications. In subsections 6.1 and 6.2, we observe that
this property is true across different number of trees and nominal quantile levels as
well.
• On every dataset, QOOB achieves coverage higher than the prescribed value of 1´α,
with a margin of 1-3%. Surprisingly this is true even if it shortest mean-width among
all methods. It may be possible to further improve the performance of QOOB in terms
of mean-width by investigating the cause for this over-coverage.
• OOB-CC does better than 8-fold-CC with faster running times. Thus, to develop
QOOB, we chose to work with out-of-bag conformal.
In the rest of this section, we present more experimental results split with the following
key insights:
• In subsection 6.1, we discuss the significant impact that nominal quantile selection has
on the performance of QOOB and Split-CQR. We observe that 2α is an appropriate
general purpose nominal quantile recommendation for both methods.
• In subsection 6.2, we show that increasing the number of trees T leads to decreasing
mean-widths for QOOB, while this is not true for its closest competitor Split-CQR.
QOOB also outperforms other competing OOB methods across different values for the
number of trees T .
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• In subsection 6.3, we compare QOOB and Split-CQR in the small sample size (small
n) regime where we expect sample splitting methods to lose statistical efficiency. We
confirm that QOOB significnatly outperforms Split-CQR on all six datasets we have
considered for n ď 100.
• In subsection 6.4, we compare the related methods of cross-conformal and jackknife+
and demonstrate that there exist settings where cross-conformal leads to shorter inter-
vals compared to jackknife+, while having a similar computational cost (as discussed
in subsection 3.3).
• In subsection 6.5, we demonstrate on a simple synthetic dataset that QOOB achieves
conditional coverage empirically. We experiment with the data distribution designed
by Romano et al. (2019) for demonstrating the conditional coverage of Split-CQR.
6.1 Nominal quantile selection has a significant effect on QOOB
QOOB and Split-CQR both use nominal quantiles pqβ , pq1´β from an underlying quantile
prediction algorithm learned on the training data. In the case of Split-CQR, as observed by
Romano et al. (2019) and Sesia and Cande`s (2020), tuning β leads to improved performance.
A quantile-wide comparison is reported in Figure 1 for QOOB-100 (kα) and Split-CQR-100
(kα), with OOB-NCC-100 as a fixed baseline (that does not vary with k). We observe that
the nominal quantile level significantly affects the performance of Split-CQR and QOOB.
Both methods perform well at the nominal quantile of about 2α, although this identification
procedure may violate the exchangeability requirement of Theorem 2. We encourage a more
detailed study on the theoretical and empirical aspects of nominal quantile selection in future
work. We also note that for all values of k, QOOB typically has smaller standard deviation of
the average-mean-width compared to Split-CQR as denoted by the shaded region, implying
more reliability in the predictions.
6.2 QOOB has shorter prediction intervals as we increase the num-
ber of trees
In this experiment, we investigate the performance of the competitive conformal methods
from Table 2 as the number of trees T are varied. For QOOB and Split-CQR, we fix the
quantile level to β “ 2α. We also compare with OOB-NCC and another quantile based
OOB method described as follows. Like QOOB, suppose we are given a quantile estimatorpqsp¨q. Consider the quantile-based construction of nested sets suggested by Chernozhukov
et al. (2019):
Ftpxq “ rpqtpxq, pq1´tpxqstPp0,1{2q.
Using these nested sets and the OOB conformal scheme (Section 4) leads to the QOOB-D
method (for ‘distributional’ conformal prediction as the original authors called it). Since
QOOB-D does not require nominal quantile selection, we considered this method as a pos-
sible solution to the nominal quantile problem of QOOB and Split-CQR (subsection 6.1).
The results are reported in Figure 2 for T ranging from 50 to 400.
We observe that with increasing T , QOOB continues to show improving performance in
terms of the width of prediction intervals. Notably, this is not true for Split-CQR, which does
not show improving performance beyond 100 trees. In the results reported in Table 2, we
noted that Split-CQR-100 outperformed QOOB-100 on the blog feedback, news popularity
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Figure 1: QOOB and Split-CQR are sensitive to the nominal quantile level β “ kα. At
β « 2α, they perform better than OOB-NCC for all datasets (OOB-NCC does not require
nominal quantile tuning and is a constant baseline). For the plots above, α “ 0.1 and
all methods plotted have empirical mean-coverage at least 1 ´ α. The mean-width values
are averaged over 100 iterations. The shaded area denotes ˘1 std-dev for the average of
mean-width.
and kernel performance datasets. However, from Figure 2 we observe that for T “ 400,
QOOB performs almost the same as Split-CQR on blog feedback and news popularity, and
in fact does significantly better than Split-CQR on kernel performance. Further, QOOB
shows lower values for the standard deviation of the average-mean-width. (The QOOB-D
method performs worse than QOOB for every dataset, and hence we did not report it in
the other comparisons in this paper.)
6.3 QOOB outperforms Split-CQR at small sample sizes
QOOB needs n times more computation than Split-CQR to produce prediction intervals,
since one needs to make n individual predictions. If fast prediction time is desired, our
experiments in subsections 6.1 and 6.2 indicate that Split-CQR is a competitive quick alter-
native. However, here we demonstrate that at the small sample regime, QOOB significantly
outperforms Split-CQR on all six datasets that we have considered.
To make this comparison, we subsample the datasets to a smaller sample size and con-
sider the mean-width and mean-coverage properties of QOOB (2α) and Split-CQR (2α)
with T “ 100. Figure 3 contains the results with n ranging from 30 to 240. We observe
that at small n, QOOB does significantly better than Split-CQR. This behavior is expected
19
100 200 300 400
Number of trees T
18
20
22
M
ea
n-
w
id
th
(a) Concrete structure.
100 200 300 400
Number of trees T
10
20
30
40
M
ea
n-
w
id
th
(b) Blog feedback.
100 200 300 400
Number of trees T
13
14
15
16
M
ea
n-
w
id
th
(c) Protein structure.
100 200 300 400
Number of trees T
35
40
45
M
ea
n-
w
id
th
(d) Superconductivity.
100 200 300 400
Number of trees T
1
1.5
M
ea
n-
w
id
th
104
(e) News popularity.
100 200 300 400
Number of trees T
300
350
400
M
ea
n-
w
id
th
(f) Kernel performance.
Figure 2: The performance of QOOB (2α) improves with increasing number of trees T ,
while the performance of Split-CQR (2α) does not. QOOB (2α) beats every other method
except Split-CQR (2α) for all values of T . For the plots above, α “ 0.1 and all methods
plotted have empirical mean-coverage at least 1 ´ α. The mean-width values are averaged
over 100 iterations. The shaded area denotes ˘1 std-dev for the average of mean-width.
since at smaller values of n, the statistical loss due to sample splitting is most pronounced.
Since the overall computation time decreases as n decreases, QOOB is a significantly
better alternative in the small sample regime on all fronts.
6.4 Cross-conformal outperforms jackknife+
Cross-conformal prediction sets are always smaller than the corresponding jackknife+ pre-
diction sets by construction; see Subsection 3.2 and (9). This implies that in terms of both
metrics (mean-width and mean-coverage), cross-conformal is no worse than jackknife+. The
fact however that cross-conformal may not be an interval might be of practical importance.
The aim of this subsection is to show that the jackknife+ prediction interval can sometimes
be strictly larger than even the smallest interval containing the cross-conformal predic-
tion set. We demonstrate this through the performance of QOOB against QOOB-JP and
QOOB-Conv on the blog feedback dataset (Table 4). Here QOOB-JP refers to the OOB-JP
version (15) (whereas QOOB uses the OOB version (14)), and QOOB-Conv corresponds to
the shortest interval completion of QOOB, that is, the convex hull of QOOB prediction set.
For each of these, we set the nominal quantile level to 0.5 instead of 2α as suggested earlier
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Figure 3: The performance of QOOB and Split-CQR with varying number of training
points n. QOOB has shorter mean-width than Split-CQR across datasets for small n and
also smaller standard-deviation of the average mean-width. Here, α “ 0.1 and all methods
plotted have empirical mean-coverage at least 1 ´ α. The mean-width values are averaged
over 100 iterations. The shaded area denotes ˘1 std-dev for the average of mean-width.
because this led to the most pronounced difference in mean-widths.
Table 4: Mean-width of COOBpxq,ConvpCOOBpxqq, and COOB-JPpxq for the blog feedback dataset
with QOOB method. The base quantile estimator is quantile regression forests, and α “ 0.1.
Average values across 100 simulations are reported with the standard deviation in brackets
.
Method Mean-width Mean-coverage
QOOB-100 (β “0.5) 14.67 (0.246) 0.908 (0.002)
QOOB-Conv-100 (β “0.5) 14.73 (0.249) 0.908 (0.002)
QOOB-JP-100 (β “0.5) 15.36 (0.248) 0.911 (0.002)
While this is a specific setting, our goal is to provide a proof of existence. There may
be other settings where QOOB and QOOB-JP are identical or nearly equal. Because the
cross-conformal prediction set as well as its convex hull can be computed in nearly the same
21
time (as shown in subsection 3.3), one should always prefer cross-conformal or its convex
hull over jackknife+.
6.5 QOOB demonstrates conditional coverage empirically
To demonstrate that Split-CQR exhibits conditional coverage, Romano et al. (2019, Ap-
pendix B) designed the following data-generating distribution for PXY :
1 „ Np0, 1q, 2 „ Np0, 1q, u „ Unifr0, 1s, and X „ Unifr0, 1s,
Y „ Poispsin2pXq ` 0.1q ` 0.03X1 ` 251tu ă 0.01u2.
We use the same distribution to demonstrate the conditional coverage of QOOB. Addition-
ally, we performed the experiments at a lower sample size than n ď 400 to understand
the effect of sample size on both methods (while the original experiments had n “ 2000).
Figure 4 summarizes the experiments.
For this experiment, the number of trees T are set to 100 for both methods. To choose the
nominal quantile level, we first ran the python notebook at https://github.com/yromano/
cqr to reproduce the original experiments performed by Romano et al. (2019). Their code
first learns a nominal quantile level for Split-CQR by cross-validating. On executing their
code, we typically observed values near 0.1 for α “ 0.1 and hence we picked this nominal
quantile level for our experiments as well (for both Split-CQR and QOOB). Another aspect
that we needed to be careful about was the depth of the quantile regression forest. For our
simple 1-dimensional distribution, deeper trees lead to wide prediction sets for both Split-
CQR and QOOB. As was also done in the original experiments, the performance improves
if the minimum number of training data-points in the tree leaves is set to 40. We do so in
our experiment as well.
6.6 Additional information on experiments
Our experimental results can be reproduced using the QOOB implementation at https:
//github.com/AIgen/QOOB. Details for the datasets used in our experiments are provided
in Table 5. All our experiments were conducted in MATLAB using the TreeBagger class for
training regression forests and quantile regression forests. Default parameters were used for
all datasets apart from the synthetic dataset of subsection 6.5.
7 Summary
This paper introduced a simple alternative framework to the score-based conformal predic-
tion, for developing distribution-free prediction sets, which is instead based on a sequence
of nested prediction sets. We argued that our nested conformal prediction framework is ar-
guably more natural and intuitive. We demonstrated how to translate a variety of existing
nonconformity scores into nested prediction sets. We showed how cross-conformal predic-
tion, the jackknife+, and out-of-bag conformal can be described in our nested framework.
The interpretation provided by nested conformal opens up a variety of new procedures to
practitioners. We propose one such method: QOOB, which uses quantile regression forests
6The GPU kernel dataset contains four output variables corresponding to four measurements of the same
entity. The output variable is the average of these values.
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(b) n “ 200. (QOOB) MW = 1.99, MC = 0.92. (Split-CQR) MW = 2.18, MC = 0.91.
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(c) n “ 300. (QOOB) MW = 1.86, MC = 0.89. (Split-CQR) MW = 1.94, MC = 0.89.
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(d) n “ 400. (QOOB) MW = 2.10, MC = 0.91. (Split-CQR) MW = 2.09, MC = 0.90.
Figure 4: The performance of QOOB-100 and Split-CQR-100 on synthetic data with vary-
ing number of training points n (α “ 0.1). MW refers to mean-width and MC refers to
mean-coverage. QOOB shows conditional coverage at smaller values of n than Split-CQR.
Subsection 6.5 contains more experimental details.
to perform out-of-bag conformal prediction. We demonstrated empirically that QOOB
achieves state-of-the-art performance on multiple real-world datasets.
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Table 5: Meta-data for the datasets used in our experiments. N refers to the total number
of data-points from which we create 100 versions by independently drawing 1000 data points
randomly (as described in the beginning of Section 6). d refers to the feature dimension.
Dataset N d URL (http://archive.ics.uci.edu/ml/datasets/*)
Blog 52397 280 BlogFeedback
Protein 45730 8 Physicochemical+Properties+of+Protein+Tertiary+Structure
Concrete 1030 8 Concrete+Compressive+Strength
News 39644 59 Online+News+Popularity
Kernel6 241600 14 SGEMM+GPU+kernel+performance
Superconductivity 21263 81 Superconductivty+Data
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APPENDIX
A K-fold cross-conformal and CV+ using nested sets
In Section 3 we rephrased leave-one-out cross-conformal and jackknife+ in the nested frame-
work. In this section, we will now describe their K-fold versions.
A.1 Extending K-fold cross-conformal using nested sets
Suppose S1, . . . , SK denotes a disjoint partition of t1, 2, . . . , nu such that |S1| “ |S2| “
¨ ¨ ¨ “ |SK |. For exchangeability, this equality of sizes is very important. Let m “ n{K
(assume m is an integer). Let tF´Skt pxqutPT be a sequence of nested sets computed based
on t1, 2, . . . , nuzSk. Define the score
ripx, yq :“ inf
!
t P T : y P F´Skpiqt pxq
)
,
where kpiq P rKs is such that i P Skpiq. The cross-conformal prediction set is now defined as
CcrossK pxq :“
#
y :
nÿ
i“1
1tripXi, Yiq ă ripx, yqu ă p1´ αqpn` 1q
+
.
It is clear that if K “ n then CcrossK pxq “ CLOOpxq for every x. The following result proves
the validity of CcrossK p¨q as an extension of Theorem 4 of Barber et al. (2019b). This clearly
reduces to Theorem 1 if K “ n.
Theorem 3. If pXi, Yiq, i P rns Y tn ` 1u are exchangeable and sets F´Skt pxq constructed
based on tpXi, Yiq : i P rnszSku are invariant to their ordering, then
PpYn`1 P CcrossK pXn`1qq ě 1´ 2α´min
"
1´K{n
K ` 1 ,
2pK ´ 1qp1´ αq
n`K
*
.
See Appendix E.2 for a proof. Although the construction of CcrossK pxq is based on a
K fold split of the data. The form is exactly the same as that of CLOOpxq in (6). Hence
the computation of CcrossK pxq can be done based on the discussion in subsection 3.3. In
particular, if each of the nested sets Ftpxq are either intervals or empty sets, the CcrossK pxq
aggregation step (after computing the residuals) can be performed in time Opn log nq.
A.2 Extending CV+ using nested sets
The prediction sets Ccrosspxq and CcrossK pxq are defined implicitly and are in general not
intervals. The sets Ccrosspxq and CcrossK pxq can be written in terms of nested sets as
CcrossK pxq :“
#
y :
nÿ
i“1
1
 
y R F´SkpiqripXi,Yiqpxq
( ă p1´ αqpn` 1q+ .
In this subsection, we show that there exists an explicit interval that always contains
CcrossK pxq whenever tFtpxqutPT is a collection of nested intervals (instead of just nested
sets). This is a generalization of the CV+ interval defined by Barber et al. (2019b). The
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discussion of this subsection can be extended to the case whenever the nested sets are either
intervals or the empty set just like we did for leave-one-out cross-conformal and jackknife+
in Appendix C.
If each Ftpxq is an interval, we can write F´SkpiqripXi,Yiqpxq “ r`ipxq, uipxqs for some `ip¨q, uip¨q.
Using this notation, we can write CcrossK pxq as
CcrossK pxq :“
#
y :
nÿ
i“1
1ty R r`ipxq, uipxqsu ă p1´ αqpn` 1q
+
.
Following the same arguments as in subsection 3.2 we can define the CV+ prediction
interval as follows
CCV+K pxq :“ rqn´,αp`ipxqq, qn`,αpuipxqqs Ě CcrossK pxq,
where qn´,αp`ipxqq denotes the tαpn ` 1qu-th smallest value of t`ipxquni“1. and qn`,αpuipxqq
denotes the rp1 ´ αqpn ` 1qs-th smallest value of tuipxquni“1. For K “ n, CCV+K pxq reduces
to the jackknife+ prediction interval CJPpxq. CCV+pxq and CJPpxq are always non-empty
intervals if each of the Ftpxq are non-empty intervals. Because CcrossK pxq Ď CCV+K pxq for all
x, we obtain a validity guarantee from Theorem 3: for all 2 ď K ď n,
P
`
Yn`1 P CCV+K pXn`1q
˘ ě 1´ 2α´min"1´K{n
K ` 1 ,
2pK ´ 1qp1´ αq
n`K
*
.
Note that the convex hull of the K-fold cross-conformal prediction set is also an interval
smaller than the CV+ interval
CcrossK pxq Ď ConvpCcrossK pxqq Ď CCV+K pxq.
In some cases, the containment above can be strict, and hence we recommend the K-fold
cross conformal or its convex hull over CV+.
B Nested conformal based on multiple repetitions of
splits
In Section 2, we described the nested conformal version of split conformal which is based on
one particular split of the data into two parts, and in Appendix A we discussed partitions
of the data into 2 ď K ď n parts. In practice, however, to reduce the additional variance
due to randomization, one might wish to consider several (say M) different splits of data
into two parts combine these predictions. Lei et al. (2018) discuss a combination of M split
conformal prediction sets based on Bonferroni correction and in this section, we consider
an alternative combination method that we call subsampling conformal. The same idea can
also be used for cross-conformal version where the partition of the data into K folds can be
repeatedly performed M times. The methods to be discussed are related to those proposed
by Carlsson et al. (2014), Vovk (2015), and Linusson et al. (2017), but these papers do not
provide validity results for their methods.
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B.1 Subsampling conformal based on nested prediction sets
Fix a numberK ě 1 of subsamples. LetM1, M2, . . ., MK denote independent and identically
distributed random sets drawn uniformly from tM : M Ă rnsu; one can also restrict to
tM : M Ă rns, |M | “ mu for some m ě 1. For each set Mk, define the p-value for the new
prediction y at Xn`1 as
pykpxq :“
|ti PM ck : Rkpx, yq ď RkpXi, Yiqu| ` 1
|M ck | ` 1
,
where the scores RkpXi, Yiq and Rkpx, yq are computed as
RkpXi, Yiq :“ inftt P T : Yi P FMkt pXiqu, i PM ck ,
Rkpx, yq :“ inftt P T : y P FMkt pxqu,
based on nested sets tFMkt pxqutPT computed based on observations in Mk. Define the
prediction set as
C
subsamp
K pxq :“
#
y :
1
K
Kÿ
k“1
|ti PM ck : Rkpx, yq ď RkpXi, Yiqu| ` 1
|M ck | ` 1
ą α
+
.
It is clear that for K “ 1, CsubsampK pxq is same as the split conformal prediction set discussed
in Section 2. The following results proves the validity of C
subsamp
K p¨q.
Theorem 4. If pXi, Yiq, i P rns Y tn ` 1u are exchangeable, then for any α P r0, 1s and
K ě 1, P
´
Yn`1 R CsubsampK pXn`1q
¯
ď mint2,Kuα.
See Appendix E.6 for a proof. Note that we can write pykpxq as pypx;Mkq by adding the
argument for observations used in computing the nested sets. Using this notation, we can
write for K large
1
K
Kÿ
k“1
pypx;Mkq « EM rpypx;Mqs,
where the expectation is taken with respect to the random “variable” M drawn uniformly
from a collection of subsets of rns such as tS : S Ă rnsu or tS : S Ă rns, |S| “ mu for some
m ě 1. Because any uniformly drawn element in tS : S Ă rnsu can be obtained by sampling
from rns without replacement (subsampling), the above combination of prediction intervals
can be thought as subbagging introduced in (Bu¨hlmann and Yu, 2002).
Lei et al. (2018, Section 2.3) combine the p-values pykpxq by taking the minimum. They
define the set
CsplitK pxq :“
Kč
k“1
ty : pykpxq ą α{Ku “
"
y : K min
1ďkďK p
y
kpxq ą α
*
.
Because py1pxq, py2pxq, . . . , pyKpxq are independent and identically distributed (conditional on
the data), averaging is a natural stabilizer than the minimum; all the p-values should get
equal contribution towards the stabilizer but the minimum places all its weight on one
p-value.
Vovk (2015, Appendix B) describes a version of C
subsamp
K p¨q using bootstrap samples
instead of subsamples and this corresponds to bagging. We consider this version in the
following subsection.
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B.2 Bootstrap conformal based on nested prediction sets
The subsampling prediction set CsubsampK pxq is based on sets Mk obtained by sampling with-
out replacement. Statistically a more popular alternative is to form sets Mk by sampling
with replacement, which corresponds to bootstrap.
Let B1, . . . , BK denote independent and identically distributed bags (of size m) obtained
by random sampling with replacement from rns “ t1, 2, . . . , nu. For each 1 ď k ď K,
consider scores
RkpXi, Yiq :“ inftt P T : Yi P FBkt pXiqu, i P Bck,
Rkpx, yq :“ inftt P T : y P FBkt pxqu,
based on nested sets tFBkt pxqutPT computed based on observations pXi, Yiq, i P Bk; Bk
should be thought of as a bag rather than a set of observations because of repititions of
indices. Consider the prediction interval
Cbootα,K pxq :“
#
y :
1
K
Kÿ
k“1
|ti P rnszBk : Rkpx, yq ď RkpXi, Yiqu| ` 1
|rnszBk| ` 1 ą α
+
.
This combination of prediction interval based on bootstrap sampling is a version of bagging
and was considered in Vovk (2015, Appendix B). The following result proves a validity
bound for Cbootα,K pXn`1q.
Theorem 5. If pXi, Yiq, i P rns Y tn ` 1u are exchangeable, then for any α P r0, 1s and
K ě 1, PpYn`1 R Cbootα,K pXn`1qq ď mint2,Kuα.
See Appendix E.6 for a proof. Carlsson et al. (2014, Proposition 1) provide a similar
result in the context of aggregated conformal prediction but require an additional consistent
sampling assumption. The computation of the subsampling and the bootstrap conformal
regions is no different from that of cross-conformal and the techniques discussed in susbec-
tion 3.3 are still applicable.
C Cross-conformal and Jackknife+ if Ftpxq could be empty
The definition of cross-conformal (6) is agnostic to the interval interpretation through
F´iripXi,Yiqpxq since ripXi, Yiq and ripx, yq are well-defined irrespective of whether Ftpxq is
an interval or not. However, the discussion in subsections 3.2 and 3.3 indicates that the
interval interpretation is useful for interpretability as well as to be able to compute CLOOpxq
efficiently. In these subsections, we assumed that Ftpxq is always an interval. However
there exist realistic scenarios in which Ftpxq is always either an interval or an empty set.
Fortunately, it turns out that the discussion about jackknife+ and efficient cross-conformal
computation can be generalized to this scenario as well.
C.1 When can Ftpxq be empty?
Consider the quantile estimate based set entailed by the CQR formulation of Romano et al.
(2019): Ftpxq “ rpqα{2pxq ´ t, pq1´α{2pxq ` ts. Ftpxq is implicitly defined as the empty set if
t ă 0.5ppqα{2pxq ´ pq1´α{2pxqq. Notice that since t can be negative, the problem we are con-
sidering is different from the quantile crossing problem which has separately been discussed
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by Romano et al. (2019, Section 6), and may occur even if the quantile estimates satisfypqα{2pxq ď pq1´α{2pxq for every x. In the cross-conformal or jackknife+ setting, F´iripXi,Yiqpxq
is empty for a test point x if
ripXi, Yiq ă 0.5ppq´iα{2pxq ´ pq´i1´α{2pxqq,
where pq´i are the quantile estimates learnt leaving pXi, Yiq out. If the above is true, it
implies that ripXi, Yiq ă ripx, yq for every possible y. From the conformal perspective, the
interpretation is that px, yq is more ‘non-conforming’ than pXi, Yiq for every y P Y. In
our experiments, we observe this does occur occasionally for cross-conformal (or out-of-bag
conformal described in Section 4) with quantile-based nested sets. In hindsight, it seems
reasonable that this would happen at least once across multiple training and test points.
C.2 Jackknife+ and efficiently computing CLOOpxq in the presence
of empty sets
Suppose Ftpxq is an interval whenever it is non-empty. Define
Λx :“ ti : F´iripXi,Yiqpxq is not emptyu,
Equivalently we can write Λx :“ ti : Dy, y P r`ipxq, uipxqsu. The key observation of this sec-
tion is that for jackknife+ and the computation, only the points in Λx need to be considered.
To see this, we re-write the interval definition of the cross-conformal prediction (7):
CLOOpxq “
#
y : αpn` 1q ´ 1 ă
nÿ
i“1
1ty P r`ipxq, ripxqsu
+
“
#
y : αpn` 1q ´ 1 ă
ÿ
iPΛx
1ty P r`ipxq, ripxqsu
+
, (18)
since if i R Λx, no y satisfies y P r`ipxq, uipxqs. Following the same discussion as in subsec-
tion 3.2, we can define the jackknife+ prediction interval as
CJPpxq :“ rqn´,αpt`ipxquiPΛxq, ´qn´,αpt´uipxquiPΛxqs
where qn´,αpt`ipxquiPΛxq denotes the tαpn`1qu-th smallest value of t`ipxquiPΛx and qn´,αpt´uipxquiPΛxq
denotes the tαpn ` 1qu-th smallest value of t´uipxquiPΛx (if |Λx| “ n the above definition
can be verified to be exactly the same as the one provided in equation (8)). It may be pos-
sible that tαpn` 1qu ą |Λx| in which case the jackknife+ interval (and the cross-conformal
prediction set) should be defined to be empty. The 1´ 2α coverage guarantee continues to
hold marginally even though we may sometimes return empty sets.
To understand the computational aspect, we note that the discussion of subsection 3.3
continues to hold with Yx (equation (11)) redefined to only include the intervals end-points
for intervals which are defined:
Yx :“
ď
iPΛx
H`ipxq, uipxqI,
and Sx defined only for these points. This also follows from the re-definition of CLOOpxq
in (18). With the definition above, Algorithm 1 works generally for the case where Ftpxq
could be an interval or an empty set.
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D Imitating optimal conditionally-valid prediction set
Prediction sets that are intervals may not be suitable (or well-defined) unless Y is a totally
ordered set. For example, Y is not totally ordered for classification problems. Furthermore,
even if Y is ordered, it is well known (see introduction of Lei et al. (2013)) that the optimal
conditionally-valid prediction regions are level sets of conditional densities (with respect
to an appropriate underlying measure), which need not be intervals. Formally, suppose
PY |X has a density ppy|xq with respect to some measure µ on Y. For a given miscoverage
level α P r0, 1s we wish to identify an optimal set C Ď Y that satisfies 1 ´ α coverage for
Y | X “ x, ie ż
yPC
ppy|xqdy ě 1´ α.
For simplicity, suppose that the conditional density pp¨|xq is injective. Then, it is easy to
see that the smallest set (with respect to the measure µ) that satisfies coverage 1´ α must
correspond to an upper level set ty P Y : ppy|xq ě tu for some t ě 0. In particular, the
appropriate value of t depends on x and α, and is given by
tαpxq :“ sup
#
t ě 0 :
ż
ppy|xqět
ppy|xqdy ě 1´ α
+
. (19)
Clearly the set ty P Y : ppy|xq ě tαpxqu satisfies 1´α coverage and is the smallest set to do
so. If an oracle provides us access to ppy|xq for every x, y, we may thus compute the optimal
prediction set at level α as
Coracleα pxq :“ ty P Y : ppy|xq ě tαpxqu. (20)
Note that the prediction regions tCoracleδ pxquδPr0,1s form a sequence of nested sets. This
motivates us to imitate/approximate Coracleα pxq through the nested framework as follows.
Let pp¨|xq be any estimator of the conditional density, and let pgxptq be defined as
pgxptq :“ ż
y: ppy|xqět ppy|xqdy,
which represents the estimated conditional probability of a level set with threshold t. Now,
in our effort to mimic (19), for any δ P r0, 1s, define ptδpxq as the plugin threshold estimator:ptδpxq :“ sup tt ě 0 : pgxptq ě 1´ δu . (21)
Last, define the nested sets tFδpxquδPr0,1s as
Fδpxq :“ ty : ppy|xq ě ptδpxqu.
It is clear that for any x, the function δ ÞÑ ptδpxq is monotone and hence for any x, the sets
tFδpxquδPr0,1s are nested. It is also clear that if pp¨|xq “ pp¨|xq, then Fαpxq “ Coracleα pxq.
Following this, we conjecture that if pp¨|xq is consistent for pp¨|xq in supremum norm, then
µpFαpxq∆Coracleα pxqq Ñ 0 as nÑ8. (The notation A∆B represents symmetric difference.)
An important distinguishing fact about nested sets Fδpxq, in comparison with the exam-
ples in Section 2, is that these are not intervals in general, and are also useful for prediction
in the context of classification.
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Applying nested split-conformal method from (3) to the nested sets above yields the
prediction set pCoracleα pxq :“ Fpδpαqpxq,
where pδpαq is obtained from the second split I2 of the data. Proposition 1 readily yields the
validity guarantee
PpYn`1 P pCoracleα pXn`1qq ě 1´ α.
It is important to realize that the prediction set pCoracleα pXn`1q is only marginally valid,
although it is motivated through the optimal conditionally valid prediction regions.
Izbicki et al. (2019) propose a prediction set similar to pCoracleα but use an alternative
estimate of tδpxq via a notion of “profile distance” between points, which they defined as
dpx, x1q :“
ż 8
0
ppgxptq ´ pgx1ptqq2dt.
For every x, let Nmpx; dq represent the indices of the first m nearest neighbors of x with
respect to the profile distance d. The prediction set described by Izbicki et al. (2019) is
qtδpxq :“ p1´ δq-th quantile of tppyi|xiq : i P Nmpx; dq}. (22)
Formulating their procedure in terms of the nested sets
FISSδ pxq :“ ty P Y : ppy|xq ě qtδpxqu,
Proposition 1 readily yields marginal validity.
We conjecture an improvement over the proposal of Izbicki et al. (2019). Because the
optimal prediction set (20) depends directly on tδpxq, it is more important to combine
information from those xi’s which are close to x in terms of tδpxq. For example, we may
define a “revised” profile distance as
rdpx, x1q :“ ş1
0
pptδpxq ´ ptδpx1qq2wpδqdδ,
where the function wp¨q provides more weight on values close to zero. (We use such w
because often one is interested in coverage levels close to 1 or equivalently small values of
the miscoverage level α.) Using this new distance, we can use various alternative estimators
of the threshold, for example using rd in (22), or kernel-smoothed variants of (21) and (22).
In this paper, we focus on the problem of valid prediction region in the context of
regression in which case one often wants to report an interval. For this reason, we leave
the discussion of optimal prediction regions discussed herein at this stage, although a more
detailed enquiry in this direction would be fruitful for complicated response spaces.
E Proofs
E.1 Proofs of results in Section 2
Proof of Proposition 1. Set rn`1 :“ rpXn`1, Yn`1q. By the construction of the prediction
interval, we have
Yn`1 P CpXn`1q if and only if rn`1 ď Q1´αpr, I2q.
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Hence
PpYn`1 P CpXn`1q
ˇˇtpXi, Yiq : i P I1uq “ Pprn`1 ď Q1´αpr, I2qˇˇtpXi, Yiq : i P I1uq.
Exchangeability of pXi, Yiq, i P rns Y tn ` 1u implies the exchangeability of pXi, Yiq, i P
I2 Y tn ` 1u conditional on pXi, Yiq, i P I1. This in turn implies that ri, i P I2 Y tn ` 1u
are also exchangeable (conditional on the first split of the training data) and thus Lemma
2 of Romano et al. (2019) yields
Pprn`1 ď Q1´αpr, I2q|tpXi, Yiq : i P I1uq ě 1´ α,
and the assumption of almost sure distinctness of r1, . . . , rn implies (4).
E.2 Proof of Theorem 1
Define the matrix D P Rpn`1qˆpn`1q with entries
Di,j :“
#
`8, if i “ j,
rpi,jqpXi, Yiq, if i ‰ j,
where rpi,jqpx, yq :“ inftt P T : y P F´pi,jqt pxqu, with F´pi,jqt pxq defined analogues to F´it pxq
computed based on tpXk, Ykq : k P rn` 1szti, juu. It is clear that Di,n`1 “ ripXi, Yiq, and
Dn`1,i “ ripXn`1, Yn`1q. Therefore,
Yn`1 R CLOOpXn`1q if and only if p1´ αqpn` 1q ď
n`1ÿ
i“1
1tDi,n`1 ă Dn`1,iu,
which holds if and only if n ` 1 P IpDq, with IpDq is defined as in (23). Hence from
Theorem 6 the result is proved, if its assumption is verified. This assumption follows from
the fact that F´pi,jqt pxq treats its training data symmetrically.
E.3 Proof of Theorem 2
The OOB-conformal procedure treats the training data tpXi, YiquiPrns exchangeably but not
the test point pXn`1, Yn`1q. To prove a validity guarantee, we first lift the OOB-conformal
procedure to one that treats all points tpXi, YiquiPrn`1s exchangeably. This is the reason we
require a random value of K, as will be evident shortly.
The lifted OOB-conformal method is described as follows. Construct a collection of sets
tĂMiuĂKi“1, where each ĂMi is independently drawn using bagging or subsampling m samples
from rn`1s (instead of rns). Following this, for every pi, jq P rn`1sˆrn`1s with i ‰ j define
tF´pi,jqt utPT as the sequence of nested sets learnt by ensembling samples M´pi,jq :“ tMk :
i, j RMku. The nested sets tF´pi,jqt utPT are then used to compute residuals on pXi, Yiq and
pXj , Yjq: we define a matrix D P Rpn`1qˆpn`1q with entries
Di,j :“
#
`8, if i “ j,
rpi,jqpXi, Yiq, if i ‰ j,
where rpi,jqpx, yq :“ inftt P T : y P F´pi,jqt pxqu.
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We will now invoke Theorem 6 for the exchangeable random variables tZi “ pXi, Yiqun`1i“1 .
The assumption of Theorem 6 holds for the elements Di,j since the ensemble method we
use to learn tF´pi,jqt utPT treats all random variables apart from Zi, Zj symmetrically. Thus
for every j P rn` 1s,
Prpj R IpDqq ď 2α´ 1
n` 1 ď 2α,
for IpDq defined in (23). We will now argue that for i P rns, Di,n`1 “ ripXi, Yiq, and
Dn`1,i “ ripXn`1, Yn`1q. Notice that for every j P r rKs,
if we use bagging: Prpn` 1 R ĂMjq “ ˆ1´ 1
n` 1
˙m
;
if we use subsampling: Prpn` 1 R ĂMjq “ ˆ1´ m
n` 1
˙
.
and so K “ |tj : n` 1 R ĂMju| „ Binp rK, p1´ 1n`1 qmq for bagging and K „ Binp rK, 1´ mn`1 q
for subsampling. Evidently, we can conclude that conditioned on the set tj : n ` 1 R ĂMju,
tMjuKj“1 d“ tĂMj : n` 1 R ĂMju. In other words, the OOB-conformal bagging or subsampling
procedure is embedded in its lifted version. Therefore,
PrpYn`1 R COOBpXn`1qq “ Prpp1´ αqpn` 1q ď
n`1ÿ
i“1
1tDi,n`1 ă Dn`1,iuq
“ Prpn` 1 P IpDqq (per definition (23)),
which as we have shown happens with probability at most 2α. This completes the proof.
E.4 Proof of Proposition 2
To see why Algorithm 1 works, we describe it step by step along with variable definitions. To
simplify understanding, assume that Yx does not contain repeated elements (Algorithm 1
continues to correctly compute the cross-conformal prediction set even if this is not true; the
requirement mentioned on the ordering of elements in Yx before definition (13) is crucial for
Algorithm 1 to remain correct with repeated elements). As we make a single pass over Yx in
sorted order, at every iteration i, when we are on line 6 or line 10, the variable count stores
the number of training points that are more nonconforming than px, yxi q; count is increased
by 1 whenever a left end-point is seen (line 5) and is decreased by 1 after a right end-point
is seen (line 13). Thus count correctly computes the left hand side of condition (12) for the
current value of Yx. The rest of the algorithm compares the value in count to the right
hand side of condition (12), which is stored in threshold, to compute the prediction set Cx.
If count is strictly larger than αpn ` 1q ´ 1, then by (12), yxi P CLOOpxq. If this were
not true for yxi´1 (as checked in line 6), then for every y P pyxi´1, yxi q, we have y R CLOOpxq.
Hence yxi is a left end-point for one of the intervals in C
LOOpxq; we store it in left endpoint
until the right end-point is discovered (line 7). Next, if we are at a right end-point, the
current value of count is larger than αpn` 1q ´ 1, and count is at most αpn` 1q ´ 1 after
the interval ends (condition on line 10), then yxi P CLOOpxq and for every y P pyxi , yxi`1q,
y R CLOOpxq. Thus yxi is a right end-point for some interval in Cx, with the left end-point
given by the current value of left endpoint. We update Cx accordingly in line 11.
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E.5 Auxiliary lemmas used in Appendix E.2
For any matrix A P RNˆN and α P r0, 1s, define
IpAq :“
#
i P rN s :
Nÿ
j“1
1tAji ă Aiju ě p1´ αqN
+
. (23)
Lemma 1 (Section 5.3 of Barber et al. (2019b)). For any matrix A,
|IpAq|
N
ď 2α´ 1
N
.
Lemma 2 (Section 5.2 of Barber et al. (2019b)). If A is a matrix of random variables such
that for any permutation matrix Π, A
d“ ΠAΠJ, then for all 1 ď j ď N ,
Ppj P IpAqq “ Er|IpAq|s
N
ď 2α´ 1
N
.
Remark 1. The condition A
d“ ΠAΠJ (for any permutation matrix Π) is equivalent to
pAi,jq d“ pApipiq,pipjqq for any permutation pi : rN s Ñ rN s
Consider the following form of matrices:
Ai,j “
#
`8, if i “ j,
GpZi, tZ1, . . . , ZNuztZi, Zjuq, if i ‰ j, (24)
for exchangeable random variables Z1, . . . , ZN .
Lemma 3. If Z1, . . . , ZN are exchangeable and Gp¨, ¨q treats the elements of its second
argument symmetrically, then the matrix A defined by (24) satisfies
A
d“ ΠAΠJ,
for any permutation matrix Π.
Proof. Observe that for any i, Ai,i “ Apipiq,pipiq deterministically. For any i ‰ j, and
pipiq “ k ‰ pipjq “ `,
Ai,j :“ GpZi, tZ1, . . . , ZNuztZi, Zjuq,
Ak,` :“ GpZk, tZ1, . . . , ZNuztZk, Z`uq.
Exchangeability of Z1, . . . , ZN implies that for any permutation pi : rN s Ñ rN s and any
function F that depends symmetrically on Z1, . . . , ZN
F pZi, Zjq d“ F pZpipiq, Zpipjqq.
The result follows by taking F pZi, Zjq :“ GpZi, tZ1, . . . , ZNuztZi, Zjuq.
Theorem 6. If Gp¨, ¨q is a function that treats the elements of its second argument symmet-
rically, then for any set of exchangeable random variables Z1, . . . , ZN , and matrix A defined
via (24), we have
Ppj P IpAqq ď 2α´ 1
N
for all j P rN s.
Proof. The proof follows by combining Lemmas 1, 2, 3.
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E.6 Proofs of results in Appendix B
Proof of Theorem 4. Conditional on the randomness of Mk, p
Yn`1
k pXn`1q is a valid p-value
and hence conditional on M1, . . . ,MK , p2{KqřKk“1 pYn`1k pXn`1q is a valid p-value, by Propo-
sition 18 of Vovk and Wang (2018). Therefore, for any α P r0, 1s,
P
˜
1
K
Kÿ
k“1
p
Yn`1
k pXn`1q ď α
¸
ď mint2,Kuα,
which implies the result. (The factor 2 follows from (Vovk and Wang, 2018) for K ě 2 and
for K “ 1 the factor 2 is not necessary because pYn`11 pXn`1q is a valid p-value.)
Proof of Theorem 5. Fix 1 ď k ď K. Conditional onBk, the scoresRkpXi, Yiq, i P Bck, RkpXn`1, Yn`1q
are exchangeable because tpXi, Yiq : i P Bck Y tn` 1uu are exchangeable by the assumption.
Therefore, p
Yn`1
k pXn`1q is a valid p-value conditional on the bag pXi, Yiq, i P Bk, where
pykpxq :“
|ti P rnszBk : Rkpx, yq ď RkpXi, Yiqu| ` 1
|rnszBk| ` 1 .
This is similar to the conclusion of Proposition 1 where we only need exchangeability of
pXi, Yiq, i P I2 Y tn ` 1u. The result now follows from Proposition 18 of Vovk and Wang
(2018).
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