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Solving the electronic structure problem using the Variational Quantum Eigensolver (VQE)
technique involves measurement of the Hamiltonian expectation value. Current hardware can
perform only projective single-qubit measurements, and thus, the Hamiltonian expectation value is
obtained by measuring parts of the Hamiltonian rather than the full Hamiltonian. This restriction
makes the measurement process inefficient because the number of terms in the Hamiltonian grows
as O(N4) with the size of the system, N . To optimize VQE measurement one can try to group as
many Hamiltonian terms as possible for their simultaneous measurement. Single-qubit measurements
allow one to group only the terms commuting within corresponding single-qubit subspaces or qubit-
wise commuting. We found that qubit-wise commutativity between the Hamiltonian terms can be
expressed as a graph and the problem of the optimal grouping is equivalent of finding a minimum
clique cover (MCC) for the Hamiltonian graph. The MCC problem is NP-hard but there exist several
polynomial heuristic algorithms to solve it approximately. Several of these heuristics were tested in
this work for a set of molecular electronic Hamiltonians. On average, grouping qubit-wise commuting
terms reduced the number of operators to measure three times compared to the total number of
terms in the considered Hamiltonians.
I. INTRODUCTION
The variational quantum eigensolver (VQE) method1–5
is currently the most practical scheme for solving the
electronic structure problem on current and near-future
universal quantum computers. This method involves
iterative optimization of the electronic energy
Ee(R) = min|Ψ(R)〉
〈Ψ(R)| Hˆe(R) |Ψ(R)〉 (1)
using both quantum and classical computers. Here, R is
the studied nuclear configuration, Hˆe(R) is the electronic
Hamiltonian, and |Ψ(R)〉 is the electronic wavefunction.
In VQE, the quantum computer obtains Hamiltonian
expectation values for trial wavefunctions suggested by
the classical computer, while the minimization process is
done on the classical computer.
At a more detailed level, the quantum computer (QC)
does not work with Hˆe(R) but rather with its qubit coun-
terpart (Hˆq) obtained from the second quantized version
of Hˆe(R).
6–11 To obtain the expectation values for Hˆq,
QC creates a quantum state of an artificial qubit system
|Ψq〉 that emulates |Ψ(R)〉 and performs projective mea-
surements on |Ψq〉. A typical system qubit Hamiltonian
has the form
Hˆq =
∑
I
CI PˆI , (2)
where CI are numerical coefficients, and PˆI are Pauli
“words”, products of Pauli operators of different qubits
PˆI =
N∏
i=1
σˆ
(I)
i , (3)
σˆ
(I)
i is one of the xˆ, yˆ, zˆ Pauli operators or identity eˆ for
the ith qubit. The number of qubits N is equal to the
number of spin-orbitals used in the second quantized form
of Hˆe, and the total number of Pauli words in Hˆq scales
as N4 due to the two-electron integral component of Hˆe
in second quantization.
Measuring the whole qubit Hamiltonian [Eq. (2)] is not
currently technologically possible in this setup. This is
quite different from the quantum simulator model, where
the Hamiltonian of the system of interest is modelled by
another tuneable quantum system which is amenable to
eigen-spectrum measurements.12,13 Instead, within VQE,
only single-qubit operators σˆi can be measured. Due
to projective nature of these measurements one can de-
termine eigenvalues of operators that share the same
tensor product eigen-basis. For example, for a two-qubit
system, results of zˆ1, zˆ2, and zˆ1zˆ2 measurement can be
obtained by measuring zˆ1 and zˆ2 because for all these
operators product states {|↑↑〉 , |↑↓〉 , |↓↑〉 , |↓↓〉} are eigen-
states of single-qubit operators (e.g. zˆ1 |↑↓〉 = +1 |↑↓〉 ,
and zˆ2 |↑↓〉 = −1 |↑↓〉). However, xˆ1, xˆ2, and xˆ1xˆ2 would
require a separate set of measurements. Interestingly, even
though operators zˆ1zˆ2 and xˆ1xˆ2 commute and share the
common system of eigenstates, they cannot be measured
at the same time using single-qubit projective measure-
ments. The problem is that their common eigenstates do
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2not have a simple tensor product form in this case, instead
they are entangled superpositions in both zˆi or xˆi single-
qubit eigen-bases, {(|↑↑〉 ± |↓↓〉)/√2, (|↑↓〉 ± |↓↑〉)/√2}.
Most of ∼ N4 terms in Hˆq do not share one tensor prod-
uct basis (TPB), moreover, as we will show later there is
no unique partitioning to groups of terms sharing TPB.
This poses a question of how to minimize the number
of groups whose terms can be measured simultaneously.
Here, we address this problem by reformulating it as a
minimum clique cover (MCC) problem for a graph repre-
sentation of the system Hamiltonian. Previously, there
were other attempts to address this problem either using
variance estimates2 or searching for optimal TPB sharing
group partitioning by inspection.14 However, it seems
that their systematic application to Hamiltonians with
thousands of terms can be problematic. Recently, graph
based techniques similar to ours have been implemented
in the Rigetti’s pyQuil set of programs,15 but no system-
atic description of their performance can be found in the
literature. Thus, in this work we discuss the connection
of the grouping problem with graph-based techniques and
assess the performance of both Rigetti’s algorithms and
our developments on a set of qubit Hamiltonians for small
molecules with up to 36 qubits and 53 thousands of terms.
The rest of the paper is organized as follows. Sec-
tion II A provides the connection between the grouping
of terms based on shared TPB and the MCC problem.
Then, we discuss multiple heuristic approaches to MCC in
Sec. II B. Section III illustrates performance of the consid-
ered heuristic approaches on a set of qubit Hamiltonians.
Section IV concludes with a summary of main results.
II. THEORY
A. Simultaneously measurable fragments
To formalize the condition of two terms PˆI =
∏
i σˆi
and PˆJ =
∏
i σˆ
′
i sharing TPB, it is useful to introduce
qubit-wise commutativity as a zero value of qubit-wise
commutator
[PˆI , PˆJ ]qw =
{
0, if [σˆi, σˆ
′
i] = 0 ∀i
1, otherwise
. (4)
Thus, [PˆI , PˆJ ]qw is zero only if all one-qubit operators
in PˆI commute with their counterparts in PˆJ . Clearly,
if PˆI and PˆJ qubit-wise commuting (QWC) then they
commute in the normal sense [PˆI , PˆJ ] = 0. The opposite
is not true, a simple example is [xˆ1xˆ2, yˆ1yˆ2] = 0 but
[xˆ1xˆ2, yˆ1yˆ2]qw 6= 0.
To partition the qubit Hamiltonian Hˆq into groups of
terms sharing TPB, it is necessary and sufficient to group
terms that mutually QWC,
Hˆq =
∑
n
Aˆn, Aˆn =
∑
I
C
(n)
I Pˆ
(n)
I , (5)
[Pˆ
(n)
I , Pˆ
(n)
J ]qw = 0. (6)
Partitioning of the Hˆq in Eq. (5) allows one to measure all
Pauli words within each Aˆn group in a single set of N one-
qubit measurements. For every qubit, it is known from the
form of Aˆn, what Pauli operator needs to be measured.
The advantage of this scheme is that it requires only
single-qubit measurements, which are technically easier
than multi-qubit measurements. The disadvantage of this
scheme is that the Hamiltonian may require to measure
too many Aˆn terms separately. A natural question arises:
how to obtain the optimal grouping of terms to minimize
the number of the Aˆn groups?
This question is nontrivial because the QWC relation is
not the equivalence relation in the algebraic sense and thus
does not provide a unique non-overlapping partitioning
to equivalence classes. To see this, let us recall that for
the equivalence relation ∼ between elements of any set
{a, b, c, ...} we need to have three conditions: 1) a ∼ a, 2)
if a ∼ b then b ∼ a, and 3) if a ∼ b and b ∼ c then a ∼ c.
If these conditions are satisfied the set can be split into
non-overlapping unique subsets whose elements are all
equivalent to each other. Unfortunately, only conditions
1) and 2) are satisfied for the QWC relation, which is
not enough for the equivalence relation. Indeed, violation
of (3) by QWC is easy to see on the following example:
[xˆ1, yˆ2]qw = 0 and [yˆ2, zˆ1]qw = 0 but that does not lead
to [xˆ1, zˆ1]qw = 0.
Yet, the two conditions that are satisfied for the QWC
relation are enough to represent the QWC relation as
graph edges between the Pauli words of the Hamiltonian.
As a simple illustration one can consider the following
model Hamiltonian
Hˆ = zˆ1zˆ2 + zˆ1zˆ2zˆ3 + zˆ1zˆ2zˆ4
+xˆ3xˆ4 + yˆ1xˆ3xˆ4 + yˆ2xˆ3xˆ4, (7)
whose QWC graph is given in Fig. 1. To determine how
many terms can be measured simultaneously, one needs
to obtain groups of mutually QWC terms. In the graph
representation, this means finding fully-connected sub-
graphs or cliques. To optimize the measurement process
we are interested in the minimum number of cliques (Fig. 1,
middle panel)
Hˆ = Aˆ1 + Aˆ2
Aˆ1 = zˆ1zˆ2 + zˆ1zˆ2zˆ3 + zˆ1zˆ2zˆ4 (8)
Aˆ2 = xˆ3xˆ4 + yˆ1xˆ3xˆ4 + yˆ2xˆ3xˆ4. (9)
It is easy to see that there are other solutions to the clique
cover problem (Fig. 1, lower panel)
Hˆ = Aˆ′1 + Aˆ
′
2 + Aˆ
′
3 (10)
Aˆ′1 = zˆ1zˆ2 + xˆ3xˆ4 (11)
Aˆ′2 = zˆ1zˆ2zˆ3 + zˆ1zˆ2zˆ4 (12)
Aˆ′3 = yˆ1xˆ3xˆ4 + yˆ2xˆ3xˆ4. (13)
This solution contains larger number of cliques and thus
is non-optimal.
The problem of finding the minimum number of cliques
covering the graph is known as the minimum clique cover
3(MCC) problem. It is NP-hard in general, and its decision
version is NP-complete.16 Therefore, we will focus on
approximate polynomial approaches to MCC.
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FIG. 1. Graph representation of QWC terms in the Hamilto-
nian Eq. (7) (upper panel), minimum clique cover of the graph
(middle panel, with the dashed line denoting partitioning),
non-minimum clique cover of the graph (lower panel).
B. Solving the minimum clique cover problem
Two approaches to solving the MCC problem are consid-
ered in this work: 1) through mapping to a graph coloring
problem and 2) through employing a maximum clique
search and removal. Both approaches involve solving
NP-hard problems but they give rise to several intuitive
heuristics. Here we present short rational for the connec-
tion of MCC to the two approaches which are followed
by descriptions of heuristics.
1. Graph coloring
The MCC problem for a given graph G can be mapped
to a coloring problem for a complement graph G¯ (see
Fig. 2). The coloring problem searches for the minimum
number of colors that are needed to color G¯ vertices so
that any two connected vertices do not share the same
color. The minimum number of colors (i.e. the chromatic
number χ(G¯)) is equal to the minimum number of cliques
inG. Each clique corresponds to vertices of G¯ colored with
the same color. Indeed, all G¯ vertices of the same color
are disconnected and hence form a clique in G. Proving
that the color based cover is optimal can be easily done
by leading to contradiction. Assuming that there is a
clique cover that has a fewer number of cliques than χ(G¯),
one can obtain coloring of G¯ that contains fewer colors
than χ(G¯) by coloring all vertices of a single clique in one
color because they are disconnected in G¯.
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FIG. 2. Graph representation of QWC terms in the Hamil-
tonian Eq. (7) (upper panel), the complementary graph and
its coloring (lower panel), the chromatic number is 2 which
corresponds to 2 cliques.
To solve the graph coloring problem, the sequential
vertex coloring algorithm is applied, which proceeds as
follows. Given the ordering of vertices v1, v2, ..., vn, vertex
v1 is colored with color 1, k = 1. To color a subsequent
vertex, a set of colors of its neighbors is considered. If
the set contains all k colors, then color k + 1 is assigned
to the vertex, and k is increased by 1. In case if not all k
colors are present in the set of colors for neighbors, the
lowest available color is chosen to color the vertex.
This algorithm does not produce the minimum number
of colors, however, its complexity is polynominal with the
number of graph vertices. The resulting number of colors
k depends on the ordering of vertices in the algorithm
input, which led to development of heuristics to produce
a lower number of colors.17 We tested seven ordering
heuristics found in previous works:
Greedy Coloring (GC): This algorithm uses the se-
quence of vertices corresponding to OpenFermion ordering
of Pauli words in qubit Hamiltonian generation. We label
this algorithm GC because it is equivalent in formula-
tion to the “greedy” procedure in the group experiment
pyQuil routine.15
Largest First (LF): This algorithm puts the vertices
of G¯ in the non-increasing degree order.18
Smallest Last (SL): The vertex with the smallest de-
gree in G¯ is placed at the end of the list as vn, where n is
the number of vertices in G¯. A vertex at the ith position
in the list is the one with the smallest degree in the graph
G¯− {vn, v(n−1), ..., v(i+1)}.19
DSATUR: The largest degree vertex of G¯ is assigned
a color first. Then the order is established dynamically by
coloring the vertex that is adjacent to the largest number
of colored vertices (such a vertex is referred to as the most
saturated).20
4Recursive Largest First (RLF): The vertex with the
largest degree in G¯ is colored with color 1. The set of
uncolored vertices is split into two subsets: N0 including
vertices that are not adjacent to any colored vertex and
N1 containing the rest. Then, in N0 the vertex with the
largest number of neighbors from N1 is colored with the
current color. N0 and N1 are updated. This continues un-
til all elements of N0 are colored. When N0 is exhausted,
current color is increased and the process repeats.21
Dutton and Brigham technique (DB): Among discon-
nected pairs of vertices in G¯, the pair with the biggest
number of common neighbors is chosen. Then two vertices
are merged in one which is connected to the neighbors of
both. The process is repeated until a clique is produced,
with each vertex representing a separate color. The ver-
tices that were merged into one vertex of the produced
clique are assigned the color of this vertex.22
COSINE: This is variation of the DB scheme, where
the first pair of disconnected vertices is chosen and merged
as in DB. The next pair is made of the vertex obtained
during the merger and a disconnected vertex which has the
biggest number of common neighbors with the first vertex
in the pair. When there is no vertex that is disconnected
from the current one, a new pair is chosen. Merging
of pairs repeats until there are no more disconnected
vertices. This process produces a clique and vertices that
were merged into one vertex of the produced clique are
assigned the color of the merged vertex.23
GC and LF have quadratic computational scaling with
the number of vertices. RLF has cubic complexity in
general and quadratic complexity for graphs with k · e ∼
n2, where e and n are the numbers of edges and vertices
in G¯, respectively.21 For graphs studied in this work, k · e
is an order of magnitude larger than n2. DSATUR, DB,
and COSINE have ∼ n3 computational scaling.
2. Maximum clique search and removal
Repeating steps of searching for the maximum clique
and removing it from the graph gives an approximate
solution for MCC. Figure 3 illustrates that even if the
maximum clique search is done exactly, which is an NP-
hard problem, the obtained solution does not necessarily
form the minimum clique cover. Yet, this approach is used
in practical applications with heuristics for the maximum
clique search. The first heuristic in this category uses an
(a) (b) (c)
FIG. 3. A graph example (a) where the maximum clique
search and removal produces a larger clique cover (b) than the
minimum clique cover (c).
improvement on the Bron-Kerbosch the maximum clique
search algorithm by Tomita et al.,24 which is available as
the FindClique procedure in Wolfram Mathematica.25
Another heuristic algorithm is the polynomial Ramsey
algorithm,26 implemented in the Python NetworkX library
and used in the group experiment pyQuil routine.15 We
will refer to these two algorithms as BKT and Ramsey,
respectively.
III. NUMERICAL STUDIES AND DISCUSSION
To assess the heuristics we apply them to a set of small
molecule Hamiltonians obtained using the STO-3G and 6-
31G bases (see Tables I and II). Details of generating these
Hamiltonians are given in Supplementary Information.
Some of these systems were used previously to illustrate
performance of quantum computing techniques.14,27,28
Table I summarizes results of the QWC partitioning
obtained using different heuristics. The number of Aˆn
groups is 3 to 5 times fewer than the number of Pauli words
in qubit Hamiltonians. To test heuristics further, sizes
of the first three Hamiltonians allowed us to examine up
to 100,000 different randomly generated vertex orderings
for graph coloring algorithms. There were no fewer clique
cover numbers found for those orderings than the minimal
ones reported in the Table I.
On average, the difference between various methods
does not exceed approximately 10% of the total number
of cliques (see Table I). Therefore, it is reasonable to use
an approach that has the lowest computational cost and
performs well overall. RLF performance was superior
to the other techniques in both the number of produced
cliques and execution time. Thus we used RLF for so-
lution of the MCC problem for larger Hamiltonians and
for exploring clique statistics (see Table II). Even though
all heuristics except BKT are polynomial in scaling, DB,
COSINE, and Ramsey spent almost two orders of magni-
tude longer times for 14-qubit H2O than other algorithms,
and therefore could not be recommended for use in larger
Hamiltonians. In all systems larger than 6 qubits, the GC
algorithm that uses an OpenFermion ordering of Pauli
words can be easily improved by switching to other orders
(e.g. LF, SL, or LRF).
Application of the RLF heuristic to larger Hamiltonians
in Table II demonstrates higher than or equal to three-fold
reduction of the number of cliques compare to the total
number of terms independent of the type of the fermion-
qubit mapping. The main difference between cliques in
the JW and BK transformations is in distributions of their
sizes. Maximum size Aˆn groups for the JW transformed
Hamiltonians is almost three times greater in size than
those for the BK transformed Hamiltonians. Similar trend
can be observed for the standard deviations of clique sizes
with an approximate ratio of one and a half between JW
and BK transformed Hamiltonians.
5TABLE I. The total number of Hamiltonian terms (Total) and the number of QWC groups produced by different heuristics for
systems with up to 1100 terms. The STO-3G basis has been used for all Hamiltonians unless specified otherwise.
Systems N Total GC LF SL DSATUR RLF DB COSINE Ramsey BKT
H2 (BK) 4 15 3 3 3 3 3 3 3 3 3
LiH (Parity) 4 100 25 25 25 25 25 25 25 25 25
H2O (6-31G, BK) 6 165 36 34 34 34 34 34 34 38 34
BeH2 (BK) 14 666 175 172 172 172 172 172 176 190 175
BeH2 (JW) 14 666 218 208 204 210 203 208 211 225 216
H2O (BK) 14 1086 320 313 316 315 311 313 308 322 319
H2O (JW) 14 1086 355 322 322 329 322 326 331 360 348
TABLE II. Comparison of RLF results for BK and JW transformed Hamiltonians: the number of cliques (Cliques), their
maximum size (Max Size) and standard deviation of their size distribution (STD). The total number of Hamiltonian terms
(Total) is almost everywhere the same for JW and BK; for the last two systems, JW numbers are in parenthesis.
Systems N Total
BK JW
Cliques Max Size STD Cliques Max Size STD
BeH2 / STO-3G 14 666 172 22 3.4 203 57 4.7
H2O / STO-3G 14 1086 311 19 3.1 322 57 4.0
NH3 / STO-3G 16 3609 1260 26 2.2 1207 80 3.0
N2 / STO-3G 20 2951 1160 35 2.9 1197 138 4.5
BeH2 / 6-31G 26 9204 2992 110 3.9 2704 255 5.8
H2O / 6-31G 26 12732 3867 81 3.8 3664 255 5.4
NH3 / 6-31G 30 52758 (52806) 14799 73 3.3 14740 353 4.1
N2 / 6-31G 36 34639 (34583) 11651 114 3.6 12319 530 5.5
IV. CONCLUSIONS
We have introduced and studied a new method for par-
titioning of the qubit Hamiltonian in the VQE approach
to the electronic structure problem. The main idea of
our approach is to represent the Hamiltonian as a graph
where every vertex corresponds to a single Pauli word
and the edges are connecting the terms that are qubit-
wise commuting. In this representation, the problem of
grouping terms that can be measured simultaneously by
single-qubit measurement is equivalent to finding a fully
connected subgraphs (cliques). To obtain optimal parti-
tioning the number of groups should be the fewest. This
is well-known problem in discrete math, the minimum
clique cover problem. We benchmarked few heuristic poly-
nomial algorithms to approximately solve this NP-hard
problem and found that the number of qubit-wise com-
muting groups can be reduced three times from the total
number of the Hamiltonian terms.
The difference in numbers of groups produced by
different algorithms did not exceed 10%, therefore
the fastest algorithm, RLF, is generally recommended.
No significant difference in the number of groups was
observed between corresponding Hamiltonians obtained
by the BK and JW transformations. The number of
qubit-wise commuting groups is proportional to the
number of Pauli words which grow as ∼ N4 with the
number of qubits N . Thus, to treat large systems
one needs to introduce further improvements in the
measurement preprocessing.
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