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N recherche d’information, les documents sont le plus souvent considérés
comme des "sacs-de-mots". Ce modèle ne tient pas compte de la structure
temporelle du document et est sensible aux bruits qui peuvent altérer la forme
lexicale. Ces bruits peuvent être produits par différentes sources : forme peu
contrôlée des messages des sites de micro-blogging, messages vocaux dont la transcrip-
tion automatique contient des erreurs, variabilités lexicales et grammaticales dans les
forums du Web. . . Le travail présenté dans cette thèse s’intéresse au problème de la
représentation de documents issus de sources bruitées.
La thèse comporte trois parties dans lesquelles différentes représentations des conte-
nus sont proposées. La première partie compare une représentation classique utilisant
la fréquence des mots à une représentation de haut-niveau s’appuyant sur un espace
de thèmes. Cette abstraction du contenu permet de limiter l’altération de la forme de
surface du document bruité en le représentant par un ensemble de caractéristiques de
haut-niveau. Nos expériences confirment que cette projection dans un espace de thèmes
permet d’améliorer les résultats obtenus sur diverses tâches de recherche d’information
en comparaison d’une représentation plus classique utilisant la fréquence des mots.
Le problème majeur d’une telle représentation est qu’elle est fondée sur un espace de
thèmes dont les paramètres sont choisis empiriquement.
La deuxième partie décrit une nouvelle représentation s’appuyant sur des espaces
multiples et permettant de résoudre trois problèmes majeurs : la proximité des sujets
traités dans le document, le choix difficile des paramètres du modèle de thèmes ainsi
que la robustesse de la représentation. Partant de l’idée qu’une seule représentation
des contenus ne peut pas capturer l’ensemble des informations utiles, nous proposons
d’augmenter le nombre de vues sur un même document. Cette multiplication des vues
permet de générer des observations "artificielles" qui contiennent des fragments de l’in-
formation utile. Une première expérience a validé cette approche multi-vues de la re-
présentation de textes bruités. Elle a cependant l’inconvénient d’être très volumineuse,
redondante, et de contenir une variabilité additionnelle liée à la diversité des vues.
Dans un deuxième temps, nous proposons une méthode s’appuyant sur l’analyse
factorielle pour fusionner les vues multiples et obtenir une nouvelle représentation ro-
buste, de dimension réduite, ne contenant que la partie "utile" du document tout en ré-
duisant les variabilités "parasites". Lors d’une tâche de catégorisation de conversations,
ce processus de compression a confirmé qu’il permettait d’augmenter la robustesse de
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la représentation du document bruité.
Cependant, lors de l’élaboration des espaces de thèmes, le document reste consi-
déré comme un "sac-de-mots" alors que plusieurs études montrent que la position d’un
terme au sein du document est importante. Une représentation tenant compte de cette
structure temporelle du document est proposée dans la troisième partie. Cette représen-
tation s’appuie sur les nombres hyper-complexes de dimension 4 appelés quaternions.
Nos expériences menées sur une tâche de catégorisation ont montré l’efficacité de cette
méthode comparativement aux représentations classiques en "sacs-de-mots".
Mots clés : Représentation robuste, document bruité, allocation latente de Dirichlet, multi-




N the Information Retrieval field, documents are usually considered as a "bag-
of-words". This model does not take into account the temporal structure of the
document and is sensitive to noises which can alter its lexical form. These noises
can be produced by different sources : uncontrolled form of documents in micro-
blogging platforms, automatic transcription of speech documents which are error-
prone, lexical and grammatical variabilities in Web forums. . . The work presented in
this thesis addresses issues related to document representations from noisy sources.
The thesis consists of three parts in which different representations of content are
available. The first one compares a classical representation based on a term-frequency
representation to a higher level representation based on a topic space. The abstraction
of the document content allows us to limit the alteration of the noisy document by
representing its content with a set of high-level features. Our experiments confirm that
mapping a noisy document into a topic space allows us to improve the results obtained
during different information retrieval tasks compared to a classical approach based on
term frequency. The major problem with such a high-level representation is that it is
based on a space theme whose parameters are chosen empirically.
The second part presents a novel representation based on multiple topic spaces that
allow us to solve three main problems : the closeness of the subjects discussed in the
document, the tricky choice of the "right" values of the topic space parameters and the
robustness of the topic-based representation. Based on the idea that a single representa-
tion of the contents cannot capture all the relevant information, we propose to increase
the number of views on a single document. This multiplication of views generates "ar-
tificial" observations that contain fragments of useful information. The first experiment
validated the multi-view approach to represent noisy texts. However, it has the disad-
vantage of being very large and redundant and of containing additional variability as-
sociated with the diversity of views. In the second step, we propose a method based on
factor analysis to compact the different views and to obtain a new robust representa-
tion of low dimension which contains only the informative part of the document while
the noisy variabilities are compensated. During a dialogue classification task, the com-
pression process confirmed that this compact representation allows us to improve the
robustness of noisy document representation.
Nonetheless, during the learning process of topic spaces, the document is conside-
red as a "bag-of-words" while many studies have showed that the word position in a
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document is useful. A representation which takes into account the temporal structure
of the document based on hyper-complex numbers is proposed in the third part. This
representation is based on the hyper-complex numbers of dimension four named qua-
ternions. Our experiments on a classification task have showed the effectiveness of the
proposed approach compared to a conventional "bag-of-words" representation.
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Enjeux liés au traitement de l’information
Depuis l’avènement, ces dernières décennies, de nouvelles super-puissances consi-
dérées jusqu’alors comme des pays en voie de développement, tels la Chine ou certains
pays d’Amérique du Sud, les relations de subordination liant les entités de toutes tailles
se sont déplacées du terrain économique, militaire ou politique, vers une relation dic-
tée par l’acquisition d’une information stratégique, précise, pertinente et fiable (Niquet,
2000; infoGuerre, 2000; Susbielle, 2006).
La bataille que se livrent les institutions pour se munir d’outils efficaces, leur per-
mettant de disposer d’une information fiable, les pousse à mobiliser toujours plus de
ressources financières, de personnels et de temps de développement (Susbielle, 2006;
Assange, 2013).
Notre société est donc entrée dans un nouvel âge, celui de l’acquisition et du trai-
tement de l’information sur des médias, avec des technologies d’abord rudimentaires
puis plus sophistiquées, destinées à collecter, sélectionner ou représenter l’information.
La demande qualitative et quantitative d’une information pertinente a entraîné une
croissance de l’intérêt porté aux sciences liées à l’acquisition et au traitement des don-
nées. Les enjeux économiques, politiques et sociétaux, pour les institutions ou entre-
prises, sont considérables dans une société ultra-connectée et désireuse de partager
toujours plus d’informations.
L’information est essentiellement véhiculée à travers des médias numériques pre-
nant des formes diverses au fur et à mesure que les technologies propres à ces supports
se développent et se complexifient. Ces technologies offrent des appareils toujours plus
rapides, constamment connectés et à la capacité de stockage croissante. Ainsi, à la com-
plexité liée à la diversité des supports et de l’information, s’est ajoutée une complexité
relative à la capacité de stockage qui croît de manière exponentielle. En effet, le nombre
de documents disponibles dans les bases de données et le nombre grandissant d’infor-
mations qu’elles soient textuelles, visuelles, ou auditives, contribuent à la difficulté de
la tâche de traitement de très gros volumes d’informations hétérogènes.
De nouveaux domaines de recherche ont vu le jour, portés par cette nécessité de trai-
ter ces ensembles de documents de dimension très importante, d’une manière efficace
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et rapide. Ces nouveaux pans de la recherche vont de l’acquisition de connaissances
dans des ensembles d’informations de grandes tailles (Fouille de textes ou Text mining),
en passant par la recherche d’une information pertinente au sein d’un corpus de do-
cuments (Recherche d’Information (RI) ou Information Retrieval (IR)), pour finir par le
domaine, plus vaste, du traitement du langage naturel (Traitement Automatique de la
Langue (TAL) ou Natural Language Processing (NLP)) ou de données multimédias. Les
parties suivantes reviennent sur les évolutions de chacun de ces domaines de recherche.
Recherche d’information
La RI "étudie la manière de retrouver des informations dans un corpus. Celui-ci
est composé de documents d’une ou plusieurs bases de données qui sont décrits par
un contenu ou les méta-données associées. Les bases de données peuvent être rela-
tionnelles ou non structurées, telles celles mises en réseau par des liens hypertextes
comme dans le World Wide Web (WWW), l’Internet et les Intranets. Le contenu des
documents peut être du texte, des sons, des images, ou des données." 1
Il s’agit donc d’extraire de l’information pertinente sachant une requête délivrée
par un utilisateur au sein d’un corpus de documents textuels, d’images, ou de sons.
Cet objectif assez général peut s’appliquer à des tâches comme la tâche de Question-
Réponse (QR) ou Question-Answering (QA), l’analyse des contenus dans les réseaux
sociaux, la recommandation, le résumé automatique, . . .
Le domaine de la RI est confronté à différentes questions de fond :
• Comment trouver des documents similaires à un document donné ?
• Sachant la taille des ensembles de données contenant l’information recherchée,
comment traiter cette masse d’information dans un délai que l’utilisateur
imagine instantané ?
• Quelle est la manière la plus pertinente de présenter les résultats ainsi trouvés ?
• Quelle est la meilleure correspondance entre l’idée véhiculée dans la requête
d’un utilisateur et celle contenue dans les documents composant le corpus de
recherche ?
Nous constatons que les objectifs visés sont souvent contradictoires (vitesse contre
précision, exhaustivité contre pertinence, . . .).
La recherche d’information trouve ses fondements durant les années 50 lors de
l’avènement des premiers ordinateurs personnels (Personal Computer (PC)) (Stock,
2007). Le domaine à cependant pris une autre dimension avec le développement des
réseaux. Dans la vie quotidienne des utilisateurs de terminaux connectés à Internet tels
1. http://fr.wikipedia.org/wiki/Recherche_d%27information
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les ordinateurs, les tablettes, ou les téléphones intelligents (smartphones), la recherche
d’information dans des bases de données de grandes tailles se fait via des moteurs
de recherche qui sont devenus des points d’entrée incontournables de l’Internet. Se-
lon (Baeza-Yates et al., 1999), la RI peut être partagée en trois tâches principales : les
tâches de recherche d’information dites ad-hoc, l’extraction de documents pertinents
sachant des caractéristiques de l’utilisateur et la navigation.
La tâche d’extraction de documents sachant une requête délivrée par un utilisateur,
via un moteur de recherche sur Internet par exemple, peut se révéler excessivement
coûteuse en temps d’exécution si elle est réalisée de manière directe sans traitement
préalable. Dans (Manning et al., 2008), les auteurs proposent de trouver les documents
correspondant le mieux à une requête donnée en parcourant de manière linéaire l’en-
semble des documents composant le corpus. Ensuite, ils cherchent à extraire les pas-
sages dans les documents contenant les termes de la requête. Il est donc nécessaire,
pour chacune des requêtes reçues, de parcourir à nouveau l’ensemble du corpus, ce qui
rend cette approche très coûteuse en temps de traitement, surtout lorsqu’il s’agit d’une
base de connaissance telle qu’Internet.
Afin d’éviter ce traitement fastidieux à chaque nouvelle requête, il apparaît néces-
saire de procéder à un pré-traitement consistant à stocker l’information liant les occur-
rences de chacun des termes du vocabulaire avec les documents composant le corpus.
Cette structure de données est communément appelée "index inversé" du corpus de
documents (Weiss et al., 2010). Un index inversé est un dictionnaire comportant, pour
chacun des termes le composant, son emplacement dans un corpus (documents conte-
nant au moins une occurrence de ce terme) et éventuellement d’autres informations
caractérisant le terme, comme par exemple la fréquence inverse dans le corpus (Inverse
Document Frequency (IDF)) (voir annexe A).
La figure 1 illustre les différentes étapes du calcul d’un index inversé depuis un cor-
pus de documents. La première phase consiste à découper chacun des documents en
une succession de termes suivant le processus de grepping ("gets regular expressions")
afin d’obtenir une première représentation du corpus (figure 1-index). Suite à cette pre-
mière étape, une phase de réorganisation des termes du vocabulaire selon l’ordre al-
phabétique (figure 1-index ordonné), puis un décompte du nombre d’occurrences de
chacun des termes, permettent d’aboutir à l’index inversé du corpus de documents (fi-
gure 1-index inversé).
Cette représentation du corpus sous forme d’un index inversé permet de traiter les
données initialement représentées dans un espace discret (terme et document) comme
une matrice de données réelles (occurrences de mots au sein du corpus), ou sous forme
d’une matrice de valeurs dites "flottantes" (nombre d’occurrences des termes divisé par
le nombre total de termes composant le corpus). Elle permet également un gain de
temps en séparant la fréquence des termes de leur position dans le corpus (figure 1-
Id.Doc.).
Les méthodes de recherche d’information s’appuyant sur cette nouvelle représenta-
tion du corpus de documents comme une matrice (A) sont détaillées dans le chapitre 2.
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Le ciel fait rarement naître ensemble l'homme qui veut et l'homme qui peut.
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FIGURE 1 – Exemple adapté de (Manning et al., 2008) d’un index inversé constitué depuis un
corpus de deux documents (deux citations de François René de Chateaubriand, Extraits de "Mé-
moires d’outre-tombe" pour le document 1 et de "De la restauration et la monarchie élective" pour
le document 2).
Traitement Automatique du Langage Naturel
La recherche d’information (RI) a pour objectif d’extraire un ensemble de do-
cuments pertinents sachant une requête délivrée par l’utilisateur, en général à un
moteur de recherche. Le domaine du Traitement Automatique du Langage Naturel
(TALN) consiste, lui, au traitement du langage dit "humain". Ce domaine est issu de
l’Intelligence Artificielle (IA) et est connexe à de nombreux autres domaines proches de
l’IA, comme le traitement de la parole ou l’indexation de documents multimédias.
Les outils développés par les scientifiques du TALN sont fréquemment utilisés
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dans le domaine de la RI (Stock, 2007). Ces pré-traitements permettent une exploitation
efficace des corpus de très grandes tailles, comme par exemple, les données issues
d’Internet indexées par les moteurs de recherche (Kruschwitz, 2005). Parmi ces outils
performants issus du TALN et largement utilisés dans le domaine de la RI, nous
trouvons :
• les procédés de segmentation d’un document textuel en une succession de
termes (tokens) (Manning et Schütze, 1999) de phrases, de thèmes...
• l’utilisation d’une liste de mots au contenu informatif faible, pour ne garder que
les termes les plus pertinents du document (Manning et Schütze, 1999),
• les modules de reconnaissance d’entités nommées (Stock, 2007),
• les outils d’étiquetage (tagging) appelés Part-Of-Speech (POS) tagging permettant
de définir la classe morpho-synthaxique d’un terme au sein d’une phrase (verbe,
nom, préposition, . . .) (Manning et Schütze, 1999),
• les systèmes de résolution d’anaphores (les pronoms comme "elle" ou "lui") ainsi
que les ellipses (omission dans une phrase d’un terme) (Stock, 2007).
Fouille de textes
La fouille de textes s’intéresse à l’analyse et à l’interprétation de documents
textuels. C’est un domaine connexe à la RI, au TALN (Hearst, 1999) et au traitement
statistique des données. Ce domaine se décline en un ensemble de tâches devenues
aujourd’hui essentielles pour un traitement efficace des bases de connaissance dispo-
nibles notamment sur Internet et dans les entreprises. Nous retrouvons ainsi les tâches :
• de résumé automatique de documents textuels ou parlés (Fan et al., 2006),
• d’extraction de mots-clés (Berry et Kogan, 2010),
• de recherche de concepts dans des bases de documents (Blei et Lafferty, 2006b;
Fan et al., 2006; Wang et McCallum, 2006; Wei et Croft, 2007),
• de catégorisation et classification de documents (Feinerer, 2008; Berry et Kogan,
2010).
Cette dernière tâche de catégorisation de documents sera largement traitée dans la




Un des problèmes centraux en fouille de textes est la catégorisation de documents
textuels ou parlés. Ce problème a été largement traité dans la littérature, dans des
contextes applicatifs assez variés, sur des données écrites ou de la parole transcrite. Les
systèmes à l’état-de-l’art obtiennent de bon résultats sur des données "propres" (do-
cuments audio enregistrés dans des conditions optimales, documents textuels "bien"
écrits, respectant les règles orthographiques et grammaticales, ...).
Malheureusement, les données d’Internet sont très variables et les contextes de pro-
duction et d’acquisition permettent rarement de réunir les conditions optimales néces-
saires pour atteindre ce bon niveau de performance. Le domaine de la catégorisation
de documents se heurte donc à une difficulté liée au développement de ces grandes
masses d’information hétérogènes.
Ces particularités rendent difficiles l’archivage structuré des documents, qui est sou-
vent considéré comme une problématique cruciale pour le bon fonctionnement ou le
développement des entreprises. Elles limitent aussi l’accès à la masse d’information
disponible sur un réseau de plusieurs milliards d’individus.
La catégorisation, et, plus généralement l’analyse des contenus dans des collections
de taille aussi importante, se fonde sur un ensemble de descripteurs qui doivent carac-
tériser au mieux le contenu d’un document. Cet ensemble de descripteurs doit être le
plus réduit possible, pour permettre des analyses robustes et rapides, tout en préser-
vant l’information utile contenue dans le document. Il doit aussi préserver les relations
statistiques des documents entre eux. Un point absolument critique pour l’analyse des
contenus est l’espace dans lequel les documents sont codés et analysés.
Les techniques de représentation dans un espace de dimension réduite ont forte-
ment évolué ces deux dernières décennies. Nous sommes passés d’une représentation
par de simples vecteurs d’occurrences demots à des représentations plus abstraites, qui
cherchent à tenir compte de la structure des contenus sémantiques du document. Ces
techniques ont néanmoins été principalement développées pour des données textuelles
propres, générées dans des environnements contrôlés.
La difficulté majeure qui se pose alors pour appliquer ces techniques à des données
fortement bruitées est le choix d’un nombre réduit de descripteurs robustes permettant
une bonne représentation du document en dépit de la variabilité des contenus, des
contextes de production et de diffusion, des supports, . . .
Les travaux réalisés dans cette thèse se placent dans le contexte de documents brui-
tés issus de transcriptions automatiques d’un système de reconnaissance automatique
de la parole ou provenant demessages partagés par les usagers duWeb. Ces documents
contiennent une partie considérée comme utile et une autre considérée comme « nui-
sible », que nous appellerons "bruit". Ce bruit peut prendre des formes très diverses,
notamment :
— de messages vocaux mal transcrits par le système de reconnaissance automa-
tique de la parole,
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— de messages écrits dont le vocabulaire ou le style d’écriture est atypique selon
les habitudes des internautes (Twitter, messagerie instantanée, . . . ).
L’impact du bruit sur la capacité des systèmes à analyser les contenus est intrinsè-
quement lié à la représentation des documents. Par exemple, le bruit peut se manifester
par des mots qui sont mal transcrits ou mal écrits, risquant d’altérer les représentations
fondées sur la distribution des termes au sein du document. La recherche d’une repré-
sentation permettant de tolérer les bruits, qu’il s’agisse d’erreurs de transcription ou
d’une autre variabilité de forme des documents, est un enjeu majeur dans le domaine
du traitement de la langue. Les travaux entrepris lors de cette thèse cherchent, dans un
premier temps, à évaluer différentes représentations de documents considérés comme
bruités.
La représentation la plus classique d’un document s’appuie sur la fréquence des
termes le composant. Il est clair que ces descripteurs sont fortement dépendants des oc-
currences éventuellement erronées des termes. Des modèles plus élaborés ont été pro-
posés ensuite pour obtenir une représentation plus abstraite du document s’appuyant
sur des espaces thématiques. Ces techniques reposent sur l’idée que projeter la forme de
surface d’un document dans un espace de plus haut niveau devrait permettre de limiter
le bruit observé au niveau lexical. Ces deux représentations en vecteurs de fréquences
et représentation thématique, sont évaluées lors de la première étude pour extraire un
ensemble de descripteurs pertinents, limitant le bruit contenu dans les documents.
Deux problèmes majeurs lors de l’élaboration de ces espaces abstraits sont ensuite
traités : le choix de la configuration des paramètres de tels modèles ainsi que la proxi-
mité entre les sujets traités dans ces documents. En effet, lors d’une tâche de catégo-
risation de documents, les classes ou sujets, sont souvent très proches. Pour pallier
cette difficulté, une étude sur une représentation multi-vues simple d’un document est
proposée pour tenir compte des différents aspects du document. Cette représentation
multiple simple permet d’obtenir de bon résultats, mais ne permet pas de résoudre la
problématique liée au choix des paramètres du modèle thématique.
Par la suite, une nouvelle représentation s’appuyant sur des espaces thématiques
multiples est proposée afin de répondre au difficile choix des hyper-paramètres du mo-
dèle. Cette technique multiplie, dans un premier temps, les espaces de représentation
en faisant varier les hyper-paramètres. Ces représentations complémentaires sont en-
suite compactées pour obtenir finalement, un espace réduit permettant une catégorisa-
tion robuste, stable et efficace de documents bruités.
Ces représentations proposent donc d’améliorer la robustesse en se plaçant au ni-
veau sémantique et en multipliant les vues sur les documents. Cependant, ces repré-
sentations ne tiennent pas compte de la structure temporelle du document qu’elles
considèrent comme un "sac de mots". Pourtant, plusieurs études montrent que la posi-
tion d’un terme au sein du document est une donnée importante dont il faudrait tenir
compte.
Cette importance de la structure temporelle est bien illustrée par des expériences
réalisées dans le domaine du résumé automatique. Cette tâche a pour objectif de ré-
duire la taille d’un document en ne conservant que l’information essentielle. Les sys-
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tèmes performants surpassent difficilement une technique très simple qui consiste à ne
conserver que les premières phrases contenues dans un document.
Une dernière contribution est d’intégrer l’information temporelle dans les espaces
de représentation. Cette contribution repose sur un codage des distributions lexicales
dans des nombres hyper-complexes.
Ce manuscrit traite donc de la représentation de documents bruités pour l’analyse
des contenus. Les principales questions auxquelles nous chercherons à apporter des
éléments de réponse sont :
• À quel niveau l’information doit-elle être représentée ?
• Quels types d’information doivent être intégrées à la représentation ?
• Quels formalismes utiliser pour représenter ces informations ?
Plan du manuscrit
Toutes ces questions sont traitées dans les chapitres suivants de ce manuscrit afin
d’y apporter des éléments de réponses et, peut être, de nouvelles interrogations. Dans
un premier temps, un état de l’art est présenté dans le chapitre 1 sur la représentation
des documents dans des espaces vectoriels continus. Ce chapitre retrace l’historique des
représentations vectorielles depuis la plus élémentaire, fondée sur la fréquence demots,
à d’autres plus sophistiquées, utilisant des dimensions abstraites considérées comme
des concepts.
Le chapitre 2 décrit, dans un premier temps, les différentes méthodes de représen-
tation d’un document et introduit la notion de représentation sémantique. Ce chapitre
met en évidence l’apport d’une représentation de haut-niveau d’un document bruité
ou de taille réduite, dans la tâche de catégorisation de documents. Cette représenta-
tion, dans un espace de thèmes unique d’un document bruité appliquée à des tâches
de recherche d’information, permet de replacer le document dans un contexte précis et
d’enrichir la représentation.
Le chapitre 3 présente différentes études évaluant l’apport d’une représentation
dans de multiples espaces de thèmes d’un document bruité issu du Web ou de trans-
criptions automatiques lors de tâches de classification ou de catégorisation. Les conclu-
sions de ce chapitre permettent d’entrevoir de nouvelles possibilités liées à la représen-
tation multiple de documents. Ces représentations multiples introduisent néanmoins
une information résiduelle lorsque les documents sont projetés dans des espaces mul-
tiples de thèmes. En effet, l’information utile est entremêlée à une part de variabilité
"nuisible" liée aux différentes projections ainsi qu’aux erreurs du système de transcrip-
tion automatique. Les chercheurs du domaine de la vérification du locuteur ont déjà fait
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face a ce problème et ont pu (en partie) le résoudre en utilisant de nouvelles approches
issues de l’analyse factorielle.
L’application de ces méthodes aux documents textuels bruités est détaillée dans le
chapitre 4. Les résultats obtenus permettent de penser que la variabilité nuisible peut
être efficacement compensée dans le cas de documents textuels fortement bruités. Les
résultats des chapitres 2 à 4 sont obtenus avec une représentation thématique du docu-
ment, ne prenant pas en compte la position des termes au sein de ce document. Ceci
est particulièrement handicapant lorsque ces documents contiennent plusieurs sujets et
ont une structuration temporelle forte.
Le chapitre 5montre l’apport d’une représentation du document codant les relations
entre les différentes occurrences des mots au sein du document via une représentation
dans l’espace des hyper-complexes, appelée quaternion. Les conclusions sur les diffé-
rentes représentations de documents bruités ainsi que des perspectives de recherche
sont présentées en fin de ce manuscrit. La partie IV récapitule les différents travaux
entrepris pour une représentation robuste dans les chapitres précédents, et propose un
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Chapitre 1. État de l’art de la représentation de documents dans des espaces de thèmes
Résumé
Ce chapitre présente les modèles thématiques pour la représentation de textes. Nous décrivons
d’abord assez rapidement les principaux paradigmes de représentation de texte proposés dans le
passé puis nous développons plus longuement les modèles à base d’analyse sémantique latente,




Les travaux réalisés dans cette thèse ont pour objectif de proposer des solutions
nouvelles permettant de représenter efficacement des documents fortement bruités lors
de tâches de traitement de l’information. Plusieurs modélisations du document ont été
proposées depuis les années 70 avec les travaux proposés par l’équipe du chercheur
Gerard Salton (Salton, 1971). Les premiers travaux présentés ont permis de proposer
les premières représentations vectorielles d’un document considéré jusqu’alors comme
une simple succession de termes. Depuis, des représentations plus évoluées ont été
proposées.
La représentation d’un texte repose sur la représentation des mots qui le compose,
mais ne peut pas être réduite à cette simple représentation : elle doit coder la structure
globale du document. Plusieurs représentations des termes composant le document
ont été proposées. La plus classique s’appuie sur la fréquence des termes et est pré-
sentée dans la section 1.2. La représentation d’un terme peut également s’appuyer sur
son contexte d’apparition, par exemple en modélisant le lien entre le mot et sa classe
grammaticale (WordNet (Miller, 1995)).
Récemment, (Bengio, 2009; Collobert et al., 2011; Deng et al., 2013; Heck et al., 2000;
Tur et al., 2012) ont appliqué avec succès, à la recherche d’information, une variété
d’applications s’appuyant sur les réseaux de neurones. Ces méthodes ont permis de
nouvelles représentations des termes appeléesWord embeddings. Ce modèle est devenu
un champ de recherche considérable dans le domaine du traitement de la langue. La
représentation des séquences de mots par les word embeddings est obtenue à l’aide de
réseaux de neurones et introduite pour la première fois par (Hinton, 1986). Plus tard,
les auteurs dans (Bengio et al., 2006) ont repris ces travaux pour proposer un modèle de
langage fondé sur des probabilités de n-grammes apprises à l’aide de réseaux de neu-
rones appelés réseaux de neurones profonds ou Deep Belief Networks (DBN) (Sarikaya
et al., 2011).Dans (Mikolov et al., 2013), les auteurs proposent d’utiliser ces réseaux de
neurones pour mettre en évidence les relations existantes entre les termes. Ces relations
sont exprimées en fonctions des relations entre leurs vecteurs de représentation.
Les auteurs dans (Tur et al., 2012) proposent d’utiliser un réseau de neurones pro-
fond convexe (Deep Convex Network ou DCN (Deng et Yu, 2011)) en lieu et place du
réseau DBN pour extraire, depuis des dialogues entre un humain et une machine, un
ensemble de domaines et d’intentions de l’utilisateur pour parvenir à un objectif ou à
une action. Ceci est dû à la difficulté de mise à l’échelle du DBN. De plus, les DCN
obtiennent de meilleurs résultats en termes de précision (Deng et Yu, 2011). Les ex-
périmentations sont menées dans une tâche de catégorisation de dialogues parmi 25
thèmes. Le système proposé s’appuyant sur un DCN est comparé à une méthode plus
classique appelée le Boosting (Schapire et Singer, 2000). Les résultats observés montrent
deux choses : le système fondé sur le DCN améliore la précision de la catégorisation
comparativement à la méthode de Boosting ; il est aussi notable que les résultats obte-
nus sont équivalents avec l’utilisation des données annotées ou avec avec l’ensemble
des données disponibles. Ces méthodes se concentrent sur la représentation des mots
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plutôt que sur celle des documents, la représentation des documents étant le problème
de fond traité dans les travaux présentés dans ce mémoire.
Plusieurs représentations du document ont été proposées dans le passé. La plus clas-
sique s’appuie sur un vecteur de fréquences demots. Chacune des caractéristiques de ce
vecteur contient la fréquence d’un terme du vocabulaire dans ce document. Ces repré-
sentations classiques du document s’appuient sur des "sacs-de-mots " (Salton, 1971) ou,
dans la même idée, sur des "sacs-de-phrases" (Gruber et al., 2007; Nathan, 2009). La par-
tie 1.2 présente ce modèle plus en détail. Une représentation plus évoluée s’appuyant
sur le regroupement des mots en concepts est proposée dans (Sahlgren et Cöster, 2004).
Les auteurs proposent d’utiliser uneméthode fondée sur l’indexation aléatoire (Random
Initialization (Kanerva et al., 2000)) pour regrouper les termes entre eux. Cette méthode
s’appuie sur les cooccurrences des termes au sein du document. Ce processus est moins
couteux en termes de temps de traitement que des approches comme la décomposition
en valeurs singulière (SVD).
Certaines extensions de ce modèle ont été proposées par la suite. Dans (Piwowarski,
2013), l’auteur propose d’utiliser les probabilités quantiques pour représenter un docu-
ment. Ces méthodes sont inspirées des formalismes probabilistes de la physique quan-
tique proposés par (Van Rijsbergen, 2004). Ces représentations ont montré leur efficacité
dans des tâches comme la tâche de question-réponse ou le résumé automatique.
Les contributions qui seront décrites tout au long de ce mémoire portent sur des
représentations fondées sur la fréquence de mots et sur des espaces de thèmes essen-
tiellement. Pour cette raison, ce chapitre se concentre principalement sur l’état-de-l’art
les modèles à base de fréquence de mots ainsi que les représentations thématiques.
1.2 Modèle à base de fréquence de mots
Le domaine de la recherche d’information (RI), porté par le besoin de méthodes de
traitement et d’accès à de grandes masses d’information (catégorisations, résumé au-
tomatique, extraction d’information, . . . (Baeza-Yates et al., 1999)), a réalisé des progrès
majeurs ces dernières années.
Une des premières méthodes proposées par les spécialistes de la RI est relativement
simple, mais a largement été utilisée dans les moteurs de recherche avec une évidente
efficacité (Salton, 1971). Cette méthode consiste à transformer un document contenu
dans un corpus en un vecteur composé de la fréquence des mots contenus dans le voca-
bulaire. Plus communément appelée TF-IDF, cette méthode sélectionne un vocabulaire
("sac-de-mots" (Salton, 1989b)), et, pour chacun des mots contenus dans ce vocabulaire,
elle détermine son nombre d’occurrences au sein du document (TF). Cette valeur, une
fois normalisée, est comparée à la fréquence inverse du mot appelée idf (Jones, 1972).
L’IDF mesure la rareté d’un mot au sein de l’ensemble des documents du corpus. Cette
caractéristique est donc un bon indicateur du pouvoir discriminant du mot. Une dis-
cussion autour de l’intérêt du modèle et de ses dérivées est proposée dans (Claveau,
2012) (cf. annexe A).
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L’utilisation du TF-IDF pour organiser une collection de documents a été massive-
ment étudiée, tout particulièrement par G. Salton et al., pour une représentation vecto-
rielle d’un document (Salton, 1971). Par la suite, les auteurs dans (Salton et Yang, 1973)
montrent que le pouvoir discriminant d’un mot est proportionnel à la valeur du TF-IDF
qui lui est associée.
La suite des travaux de l’équipe de G. Salton sur le pouvoir discriminant des mots
au sein d’une collection de documents (Salton et al., 1975) les a conduit à proposer
une méthode de quantification du pouvoir discriminant d’un terme. Considérant une
collection de documents, dont chacun d’entre eux est représenté par un vecteur ayant
pour dimension la taille du vocabulaire, il est possible de définir une mesure de "proxi-
mité" entre deux documents en calculant leur similarité (norme euclidienne ou cosinus
par exemple). Deux documents seront considérés comme proches dans l’espace terme-
document si la mesure de similarité entre ces deux documents est élevée et, a contrario,
ces documents seront considérés comme partageant peu d’information si la distance
qui les sépare est faible. Un terme est alors défini comme ayant un fort pouvoir dis-
criminant si le fait d’apparaître dans un document permet de diminuer sa similarité
avec les autres documents appartenant à la collection. Inversement, un terme a un pou-
voir discriminant faible s’il "rapproche" le document dans lequel il apparaît des autres
documents du corpus.
Dans (Salton et al., 1975), les auteurs définissent l’appartenance d’un terme discri-
minant à un document comme une augmentation de la densité de l’espace de repré-
sentation des documents (espace terme-document), en augmentant la distance entre le
document dans lequel le mot apparaît et les autres. Inversement, un terme peu discri-
minant aura tendance à diminuer la densité de l’espace document-document. La valeur
discriminante d’un mot est alors déterminée en calculant la densité de l’espace de re-
présentation avant et après affectation de chaque terme à un document. Les termes
formant le vocabulaire sont ensuite classés selon la valeur de leur TF-IDF. Trois catégo-
ries de mots discriminants sont définies dans (Salton et al., 1975) : fort, faible et neutre.
Il est à noter que les auteurs sont arrivés à la conclusion que la majorité des termes
contenus dans une collection de documents possède un pouvoir discriminant faible. Ils
ont ensuite cherché à appliquer cette méthode à d’autres tâches de la recherche d’infor-
mation (Salton et McGill, 1983; Salton et Buckley, 1988).
La représentation d’une collection de documents dans un espace thématique a
été utilisée comme une approche à l’état-de-l’art, puis comme une méthode de réfé-
rence permettant des évaluations comparatives avec d’autres méthodes plus élaborées.
Dans (Cohen, 1996), les auteurs utilisent une pondération TF-IDF et un système de
recherche de mots-clés à base de règles, nommé RIPPER (William et al., 1995), pour
classifier un ensemble de courriels. Les deux méthodes obtiennent des résultats équi-
valents en termes de généralisation ou de classification. L’approche TF-IDF a essen-
tiellement été utilisée dans la recherche de mots discriminants et dans les tâches de
question-réponse. Ce modèle était considéré comme la référence lors de l’avènement des
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moteurs de recherche tels que Lemur 1.
Une représentation s’appuyant uniquement sur la fréquence des termes compo-
sant un document donne peu (ou pas) d’information sur la structure statistique inter-
ou intra-documents. Les modèles thématiques, détaillés dans la section suivante, per-
mettent de résoudre ce problème. En effet, nous verrons que lors de la phase d’estima-
tion, les relations entre les documents sont codées par les variables latentes composant
le modèle.
1.3 Modèles thématiques
Les modèles fondés sur la fréquence des termes permettent de représenter les do-
cuments dans un espace commun. Cependant, la dimension de cet espace est très éle-
vée car cette dimension est liée (proportionnelle) à la taille du vocabulaire. Les repré-
sentations dans cet espace sont très creuses. Une autre faiblesse de ce modèle est que
les dépendances statistiques inter- et intra-documents sont très faiblement prises en
compte. Un espace de thèmes ou topic model (TM) permet de définir cette structure
liant les termes composant les documents, ainsi que les documents entre eux. Le nom
de "thème" représente la variable modélisant la relation, ou distribution cachée devant
être estimée, liant les mots composant un vocabulaire et leurs occurrences au sein des
documents composant le corpus d’apprentissage. Les espaces de thèmes reposent sur
l’idée que la structure sémantique des documents est latente, et qu’elle peut être extraite
par l’analyse, à grande échelle, des distributions lexicales dans des corpus de grandes
tailles. Cette hypothèse s’appuie sur le fait qu’un document puisse être généré par un
processus stochastique qui est ensuite lui-même "renversé" (Blei et McAuliffe, 2007)
par les méthodes de machine learning. Ces méthodes fournissent une estimation des va-
riables latentes liant le vocabulaire et la distribution des mots au sein d’un corpus. Ces
variables latentes, composant les différents modèles, permettent l’utilisation de corpus
de grandes tailles comme des sources d’information a priori qui peuvent être utilisées
dans des tâches de RI.
1.3.1 Analyse sémantique latente (LSA)
Les chercheurs en RI ont donc proposé de nouvelles méthodes de réduction de l’es-
pace de représentation permettant automatiquement de trouver des relations séman-
tiques entre les mots et les documents formant le corpus ou la collection de documents.
La première est l’indexation sémantique latente ou analyse sémantique latente (Latent
semantic indexing or analysis (Analyse Sémantique Latente ou Latent Semantic Analysis
(LSA)/LSA)) (Bellegarda, 1997; Deerwester et al., 1990; Bellegarda, 2000). LSA est un
1. Lemur a été développé à l’University de Massachusetts à Amherst
(http://www.lemurproject.org/), Terrier à l’University of Glasgow (http://ir.dcs.gla.ac.uk/terrier/)




paradigme original formulé dans le contexte de la RI et très souvent utilisé, en particu-
lier durant la fin des années 90, pour réduire l’espace de représentation.
(Deerwester et al., 1990) exposent la méthode de réduction de l’espace de représen-
tation LSA/LSA permettant de modéliser les relations liant les mots du vocabulaire,
pour en extraire des ensembles de mots appelés classes de mots ou concepts. LSA utilise
une décomposition en valeurs singulières (Singular-value decomposition (SVD)) (Golub
et Van Loan, 1989) permettant la création d’un espace sémantique représentant les re-
lations thématiques entre les mots et les documents. Une description détaillée de ce
modèle est disponible dans l’annexe B.
La méthode d’indexation sémantique latente (LSA) a été appliquée dans de nom-
breuses tâches en recherche d’information où elle y obtient des résultats souvent signi-
ficativement meilleurs que ceux obtenus par les méthodes classiques. Dans (Dumais,
1991), des techniques similaires à celles utilisées dans les vecteurs à base de fréquence
de mots ont été appliquées à la méthode LSA, comme la pondération ou l’utilisation du
relevance feedback. Ces améliorations ont permis d’améliorer les résultats obtenus avec
la méthode LSA.
Dans (Foltz et Dumais, 1992), les auteurs comparent la méthode LSA avec d’autres
méthodes lors d’une tâche de filtrage d’informations. Les résultats obtenus montrent
que LSA permet de sélectionner l’information la plus pertinente et de supprimer la
redondance.
L’auteur dans (Dumais, 1993) a également utilisé LSA durant la campagne d’éva-
luation TREC-1 avec des résultats convenables. Il a montré que la taille de la représen-
tation des documents contenus dans le corpus fourni lors de cette campagne pouvait
être réduite par une décomposition SVD dans un délai raisonnable (un jour avec un
seul processeur) sachant les moyens matériels limités de l’époque (1993). Dans (Du-
mais, 1994), l’auteur a ensuite appliqué LSA à la tâche de question-réponse (extraction
d’information dans une base de grande taille à partir d’un jeu de requêtes) durant la
campagne TREC-2 avec des résultats contrastés, principalement dus à des problèmes
lors de l’utilisation du système SVD SMART (Buckley et al., 1993).
LSA a également montré son efficacité dans le domaine de la reconnaissance de la
parole, et plus précisément, dans la constitution d’un modèle de langage. Ainsi, les
auteurs dans (Gildea et Hofmann, 1999) proposent une méthode fondée sur LSA et
l’algorithmeAlgorithme Espérance-Maximisation ou Expectation-maximisation algorithm
(EM), permettant de baisser la perplexité d’un modèle n-gramme (Brown et al., 1992).
La perplexité a pour vocation de mesurer la qualité de ces modèles de langage, qui sont
indispensables lors de la phase de reconnaissance de la parole, en utilisant l’historique
d’un terme sachant un corpus de textes. D’autres études ont confirmé l’efficacité de LSA
par la suite (Berry et al., 1995; Hofmann, 1999a; Landauer et Dumais, 1997; Landauer
et al., 1997; Story, 1996) dans des contextes et des tâches similaires.
Plus récemment, la méthode LSA a été utilisée dans des tâches de reconnaissance
de la parole ou d’analyse des contenus parlés, par exemple pour le choix du meilleur
nombre de n-grammes (nmots qui se suivent) dans les modèles de langage (Bellegarda,
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2000). Le modèle LSA a été utilisé pour la détection de mots hors-vocabulaire dans des
documents audios (Lecouteux et al., 2009).
Dans (Papadimitriou et al., 1998), les auteurs analysent les forces et faiblesses de
LSA en développant un modèle génératif probabiliste s’appuyant sur un corpus de
textes. Ils montrent que l’utilisation de LSA en lieu et place d’une méthode généra-
tive probabiliste, telle que le maximum de vraisemblance ou les méthodes bayésiennes,
n’est pas forcement pertinente. Le modèle LSA ne reproduit pas convenablement la
structure statistique du corpus d’apprentissage. De plus, la décomposition en valeurs
singulières (SVD) nécessaire est coûteuse en ressources matérielles.
1.3.2 Analyse sémantique latente probabiliste (PLSA)
Pour répondre aux faiblesse du modèle LSA, (Hofmann, 1999a) propose une ap-
proche probabiliste de LSA appelée modèle Analyse Sémantique Latente Probabiliste
ou Probabilistic Latent Semantic Analysis (PLSA). Ce modèle permet d’obtenir une repré-
sentation plus réaliste du document en associant plusieurs thèmes à un même docu-
ment, avec des pondérations. Dans PLSA chacun des termes composant le document
est associé à un thème. Le principe de ce nouveau modèle est de représenter chaque
mot contenu dans la collection de documents comme un échantillon issu d’un modèle
de mixtures de variables aléatoires déterminées à partir d’une loi multinomiale. Ces
mots peuvent être considérés comme des "concepts" même si la relation entre cette dis-
tribution au sein du vocabulaire et un "concept", comme nous l’entendons, n’est pas
explicite. Ainsi, chaque mot est généré depuis un concept ou thème, et les mots com-
posant un document peuvent être issus de thèmes différents. Les documents sont alors
représentés comme une distribution parmi les thèmes fixés composant le modèle PLSA.
Cette représentation du document est dite "réduite".
Ce modèle, même s’il représente une amélioration notable de LSA, comporte néan-
moins certaines faiblesses puisqu’il ne fournit pas de modèle probabiliste au niveau
du document. Ainsi, PLSA considère chacun des documents composant un corpus
comme un ensemble de proportions du mélange de thèmes, mais ne fournit aucun
modèle génératif probabiliste de ces valeurs. Ceci entraîne deux problèmes importants :
• le nombre de paramètres grandit proportionnellement avec la taille du corpus,
et donc la taille du vocabulaire, ce qui a tendance à conduire au phénomène de
surapprentissage,
• la difficulté d’associer, à un document n’apparaissant pas dans le corpus à
l’origine du modèle PLSA, une distribution sur les mixtures de thèmes.
Une description détaillée de la méthode PLSA/PLSA est fournie dans l’annexe C.
Bien qu’originalement pensée pour répondre aux faiblesses de la méthode LSA dans
le contexte de la recherche d’information (Niu et Shi, 2010; Kim et al., 2003), cette
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méthode a connu un grand succès dans d’autres domaines, tels que le traitement de
l’image (Zhuang et al., 2009; Sivic et al., 2005; Fergus et al., 2005; Cao et Fei-Fei, 2007;
Wong et al., 2007; Lu et Zhai, 2008; Niebles et al., 2008; Mei et al., 2007; Zhang et Gong,
2010) ou le traitement vidéo.
1.3.2.1 PLSA pour la recherche d’information
L’approche PLSA pour la représentation abstraite d’un document est encore très
utilisée (Xue et al., 2008) dans diverses tâches de recherche d’information (Niu et Shi,
2010; Kim et al., 2003) et de traitement du langage naturel écrit.
(Niu et Shi, 2010) introduisent la notion de paire de documents dans le processus
d’estimation dumodèle PLSA. Ils utilisent ainsi cette relation entre paires de documents
pour améliorer les processus de recherche d’information et de filtrage.
Le modèle traditionnel, à base de fréquence de mots, est comparé dans (Niu et Shi,
2010) au modèle PLSA pour les tâches de classification et de filtrage en utilisant une
méthode de représentation de documents textuels à base de réseaux de neurones (Neu-
ral Network for Text Representation ou NNTR). Cette représentation est héritée dumodèle
de langage à base de réseaux de neurones probabilistiques (Bengio et al., 2006) (Neural
Probabilistic Language Model ou NPLM).
Cette méthode a été déclinée dans la recherche d’information à plusieurs reprises
pour l’adapter aux besoins propres à la tâche ou problématique étudiée. Ainsi (Hof-
mann, 2001) proposent une extension de PLSA qui intègre le contenu du document
ainsi que les liens hypertextes dans une tâche de catégorisation de documents. Plus
récemment, (Xue et al., 2008) introduisent une variante de PLSA dans une tâche de
classification inter-domaine (cross-domain). Cette méthode, appelée Topic-bridged PLSA
ou Link-PLSA, intègre dans l’apprentissage du modèle les relations thématiques entre
documents étiquetés ou non, pour classifier des documents partageant des domaines
communs. Cemodèle définit un processus génératif non seulement pour le contenu tex-
tuel du document, mais également pour les citations ou hyper-liens contenus dans ce
document. Une suite à ces travaux est proposée dans (Nallapati et Cohen, 2008), où les
auteurs proposent de fusionner le modèle Link-PLSA a une autre méthode substituant
le modèle PLSA par le modèle d’analyse latente de Dirichlet (Blei et al., 2003; Erosheva
et al., 2004) (Allocation Latente de Dirichlet ou Latent Dirichlet Allocation (LDA)) dé-
veloppé dans la section suivante. Cette dernière méthode, appelée Link-LDA, est donc
couplée à la méthode Link-PLSA, maintenant nommée Link-PLSA-LDA, pour extraire
les thèmes associés à un blog. Le modèle Link-PLSA a également inspiré (Chikhi et al.,
2010) pour l’élaboration d’unmodèle probabiliste pour l’identification automatique des
structures entre communautés (ISC). Ce système, dénommé Smoothed Probabilistic Com-
munity Explorer ou SPCE, met en œuvre une technique de lissage pour la tâche de ISC.
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1.3.2.2 PLSA pour le traitement de la parole
Un domaine, proche du traitement automatique du langage écrit, est le traitement
du langage parlé. Là aussi, PLSA a démontré sa capacité à fournir des caractéristiques
(ou features) permettant d’augmenter la robustesse des systèmes de reconnaissance au-
tomatique de la parole (SRAP) (voir annexe E pour plus de détails sur ces systèmes).
Par exemple (Mrva etWoodland, 2004) utilisent PLSA pour diminuer la perplexité d’un
modèle de langage pour la Reconnaissance Automatique de la Parole (RAP). Cemodèle
est nécessaire dans la phase de reconnaissance d’un terme sachant son historique dans
un corpus d’entraînement. Les auteurs introduisent, dans le calcul de la probabilité
d’un terme au sein d’un n-gramme, la probabilité obtenue lors de l’apprentissage du
modèle PLSA via l’algorithme d’espérance-maximisation (EM) (voir annexe C pour de
plus amples informations concernant cet algorithme et le mode de calcul des probabi-
lités de PLSA).
L’utilisation de PLSA pour améliorer les modèles de langage est également pro-
posée par (Akita et Kawahara, 2004) dans un contexte de réunion (meeting) où plu-
sieurs personnes discutent de thèmes divers. Les auteurs adaptent le modèle de lan-
gage traditionnel à base de n-grammes, en y introduisant les caractéristiques de l’inter-
venant et les thèmes de discussion. Le modèle PLSA est combiné à un modèle d’uni-
grammes (Gildea et Hofmann, 1999) qui évalue la pertinence d’un tel système en termes
de perplexité du modèle de langage et de pertinence des mots contenus dans la discus-
sion. Les résultats montrent que le système proposé, utilisant un modèle thématique
issu de PLSA, obtient de meilleurs résultats en termes de perplexité et de mots recon-
nus dans le cadre de réunions multi-thèmes.
1.3.2.3 PLSA pour le traitement de l’image
De manière identique aux tâches de recherche d’information telles que la classifica-
tion de documents textuels, le paradigme PLSA est utilisé avec succès dans la tâche de
classification d’images. Dans (Zhuang et al., 2009), les auteurs utilisent une partie de
l’information des étiquettes des documents associées aux images durant la phase d’ap-
prentissage du modèle, et introduisent la notion de seuillage de la probabilité entre
thèmes et documents durant cette même phase.
(Sivic et al., 2005) emploient le modèle PLSA pour trouver aussi bien la catégo-
rie d’un objet que sa grille spatiale de manière non-supervisée. Dans le modèle pro-
posé, chacune des catégories correspond à un thème donné et chaque mot est consi-
déré comme un point d’intérêt. D’autres méthodes issues du domaine du traitement
de l’image ont essayé d’inclure l’aspect spatial d’une partie de l’image dans le mo-
dèle PLSA comme (Fergus et al., 2005). Ces chercheurs ont incorporé une information
spatiale des pièces d’une image dans le modèle PLSA pour améliorer la recherche de
catégories d’une image donnée dans les moteurs de recherche. Dans (Cao et Fei-Fei,
2007), les auteurs proposent un espace de thèmes spatial cohérent (Spatial-LTM) pour la
segmentation et la reconnaissance d’objets ainsi que des scènes. Ce modèle est appris
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dans un contexte aussi bien supervisé que non-supervisé.
Dans (Niebles et al., 2008), les zones locales sont extraites par un système de détec-
tion de zones d’intérêt en trois dimensions, comme des mots dans les modèles PLSA.
Ainsi, ces deux modèles permettent d’assigner, à une zone d’intérêt, un thème corres-
pondant à une action d’une manière totalement non-supervisée. Cette méthode permet
de ranger une vidéo dans une catégorie d’action et, ainsi, de localiser l’action dans une
vidéo. Le modèle proposé par (Niebles et al., 2008) ignore la disposition spatiale rela-
tive de zones d’une image. Sachant que les déplacements humains sont de caractère
temporel et dynamique, cette disposition est une donnée importante dans la tâche de
détection de mouvements chez l’homme. Cette faiblesse est traitée dans (Wong et al.,
2007) où les auteurs étendent PLSA pour capturer indistinctement la structure et l’infor-
mation sémantique d’une zone d’intérêt locale pour reconnaître et localiser une action
humaine. De plus, l’approche PLSA ne nécessite pas une décomposition en valeurs sin-
gulières, qui est souvent coûteuse en termes de temps de calcul.
D’autres études incorporent l’étiquette de la classe durant l’apprentissage du mo-
dèle PLSA. C’est le cas de (Lu et Zhai, 2008), où les auteurs définissent une distribution
conjuguée a priori (Mei et al., 2007) pour des segments d’experts, et proposent un mo-
dèle semi-supervisé PLSA pour l’analyse de blogs.
Plus récemment, (Zhang et Gong, 2010) ont traité les frames comme des mots et
ont développé un modèle PLSA structuré pour prendre en compte les dépendances
temporelles des mots pour la catégorisation d’actions humaines. Ils démontrent dans
leur étude que la méthode PLSA est un cas particulier de sa version structurée. Cette
version structurée de PLSA est apprise de manière non-supervisée.
Les travaux de Hofmann ont permis une avancé majeure dans le domaine de la re-
présentation de documents dans un espace thématique en permettant de formaliser les
relations statistiques entre documents en tenant compte des caractéristiques des don-
nées, telles que la fréquence des mots (ou TF-IDF).
Les modèles issus de PLSA sont néanmoins incomplets dans la mesure où ils
ne fournissent pas de probabilités au niveau du document. Dans la méthode PLSA,
chacun des documents est défini par un ensemble de valeurs représentant les mélanges
des proportions des thèmes. Il n’y a aucun modèle génératif probabiliste pour générer
ces valeurs composant l’image du document dans l’espace thématique, ce qui pose
deux problèmes majeurs :
• Le nombre de paramètres grandit avec la taille du corpus et conduit au phéno-
mène bien connu du surapprentissage.
• L’attribution d’une probabilité d’un thème sachant un document n’est pas claire.
Le modèle fondé sur l’analyse latente de Dirichlet (Latent Dirichlet Allocation (LDA))
répond à ces deux verrous que sont le surapprentissage et l’estimation de la probabilité
d’un document étranger au corpus d’apprentissage du modèle PLSA. Il propose un
environnement plus adapté aux tâches de recherche d’information, bien qu’il puisse
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être considéré comme voisin de PLSA (Girolami et Kabán, 2003).
1.3.3 Allocation latente de Dirichlet (LDA)
Le modèle LDA, proposé pour la première fois par (Blei et al., 2003), offre une solu-
tion pour contourner les défauts dumodèle PLSA. Le nombre de paramètres dumodèle
est limité par le nombre k de thèmes le composant. Ainsi, le modèle conserve une taille
fixe n’augmentant pas avec le nombre de documents composant le corpus d’appren-
tissage. Le paradigme LDA permet également une bonne estimation de la probabilité
d’un document non rencontré lors de la phase d’entraînement, connaissant les thèmes
composant le modèle. Il est explicité plus précisément dans l’annexe D.
Le modèle LDA est minutieusement décrit dans (Blei et al., 2003) ou dans (Griffiths
et Steyvers, 2004; Heinrich, 2005; Blei et Lafferty, 2009; Berry et Kogan, 2010).
L’impact de la méthode LDA dans le domaine du traitement automatique de la
langue écrite (puis dans d’autres domaines par la suite comme l’image et l’audio) est
majeur (Wang et McCallum, 2005).
LDA a suscité de nombreux travaux qui s’intéressent aux problèmes d’estimation
sous-jacents (Griffiths et Steyvers, 2004; Asuncion et al., 2009) ou proposent des exten-
sions de ce modèle :
• le processus hiérarchique de Dirichlet ou hierarchical Dirichlet processes (HDP) (Teh
et al., 2004),
• le modèle dynamique de thèmes ou dynamical topic model (DTM) (Blei et Lafferty,
2006b),
• le modèle corrélé de thèmes ou correlated topic model (CTM) (Blei et al., 2007),
• le modèle auteur-thème LDA ou Author-Topic LDA (Rosen-Zvi et al., 2004),
• ou labeled LDA : un modèle plus récent utilisant les étiquettes attribuées à un
document composant le corpus d’apprentissage du modèle (Ramage et al., 2009).
Ce modèle propose d’utiliser la connaissance a priori de classes auxquelles les
documents appartiennent pour élaborer des espaces de thèmes "guidés" par ces
étiquettes.
Ces variantes ne sont pas détaillées ici, cette partie se concentrant sur le modèle
initial (LDA) utilisé dans la suite de ce travail.
L’estimation des paramètres (distributions) du modèle LDA n’est pas triviale
comme nous pouvons le constater dans l’équation D.9. En effet, il est nécessaire de
réaliser la somme sur toutes les combinaisons possibles d’attribution des thèmes z
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(nd,k,., n.,k,v). Ceci rend le calcul des probabilités impossible (Blei et al., 2003). L’utili-
sation de la méthode classique pour l’estimation des paramètres d’un modèle telle que
l’algorithme EM (voir section C.3) est à éviter. Cependant, les méthodes provenant du
machine learning permettent de contourner cette difficulté. Ces méthodes sont décrites
dans la section suivante.
1.3.3.1 Algorithmes d’estimation des paramètres du modèle LDA
Plusieurs algorithmes (Asuncion et al., 2009; Blei et Lafferty, 2009), issus du do-
maine dumachine learning, ont été utilisés pour estimer les paramètres dumodèle LDA :
• Algorithme de maximum de vraisemblance, ou Maximum likelihood (ML), est
une méthode d’estimation des paramètres de l’algorithme PLSA (Hofmann,
1999a) où les paramètres α et β sont ignorés alors que les paramètres θ et φ
sont traités séparément. PLSA est un modèle génératif probabiliste, semblable
à LDA, dépourvu de la distribution de Dirichlet. L’algorithme de Maximum a
posteriori (Chien et Wu, 2008) est une approche semblable au modèle PLSA de
Hofmann.
• Algorithme d’inférence bayésienne variationnelle ou Variational Bayesian Infe-
rence (VBI), ou (Variational Bayesian (VB)) (Blei et al., 2003) dans la version lissée
du modèle LDA, est une méthode dont les hyper-paramètres z, θ et φ sont des
variables latentes où les distributions a posteriori sont estimées en utilisant la dis-
tribution variationnelle bayésienne. Cette méthode a été étendue par (Griffiths
et Steyvers, 2004) dans une version dite collapsed, c’est-à-dire que l’estimation
d’un paramètre A dans un ensemble de paramètres A, B et C ne se fera plus
dans sa version conditionnelle (échantillonnage pour P(A|B,C) mais dans sa






• Collapsed Gibbs Sampling (CGS) est un algorithme bâti sur les Markov Chain
Monte-Carlo (MCMC) explicité plus en détails dans la section suivante. Il se ca-
ractérise par une convergence rapide vers une configuration optimale (∼ 100
itérations).
1.3.3.2 Collapsed Gibbs Sampling
Les variables latentes du modèle LDA sont difficiles à estimer directement (voir
équation D.9 de l’annexe D) et cette complexité est due à la taille du corpus (w) combi-
née au nombre de combinaisons à évaluer. Le Collapsed Gibbs Sampling (Griffiths et Stey-
vers, 2004) est une méthode utilisant un algorithme d’échantillonnage permettant d’es-
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timer les paramètres d’un espace discret de grande dimension (Steyvers et al., 2004).
Les auteurs ont appliqué l’algorithme du Gibbs Sampling pour la première fois dans le
cadre de l’approximation des paramètres dumodèle LDA. Ce procédé d’approximation
est inspiré du MCMC. Cette méthode résout les problèmes d’échantillonnage depuis
des distributions complexes de probabilités en utilisant des variables aléatoires (Mac-
Kay, 2003). (Carpenter, 2010) définit le contexte d’application du Gibbs sampling pour
l’estimation des paramètres du modèle LDA, comme la nécessité d’estimer la proba-
bilité qu’un thème za,b soit assigné au terme wa,b (a
ème terme du vocabulaire du bème
document), sachant tous les thèmes assignés ç toutes les autres occurrences du corpus
z−(a,b) :














En réalisant l’hypothèse que les variables α et β sont asymétriques et que le dénomina-
teur lié au thème est omis car il ne dépend pas des mots du vocabulaire, l’équation 1.1
devient :








n−(a,b)za,b,.,. + |V| × β j
, (1.2)
avec n−(a,b)za,b,a,. le nombre de termes (hormis w) contenus dans le document b qui sont
attribués au thème za,b ; le terme n
−(a,b)
za,b,.,wa,b correspond au nombre de fois où le terme wa,b






β j a pour unique vocation de
normaliser le second terme du numérateur :




































L’algorithme permettant la production des échantillons de la distribution à posté-
riori des variables latentes (z) à partir desquelles on pourra estimer θ pour tous les
documents et φ pour tous les thèmes est donné dans 1.
Algorithm 1: Échantillonage pour l’estimation desmatrice θ ainsi que φ dumodèle
LDA avec la méthode du Gibbs Sampling.
Data: Corpus de J documents composé d’un vocabulaire de taille N
Result: θˆd,k et φˆk,v
for b← 1 until J do
for a← 1 until N do
u← tirer une valeur selon une loi [0,1]
for k← 1 until K do








n−(a,b)k,.,. + |V| × β j
end










La section suivante présente les principales méthodes d’évaluation desmodèles thé-
matiques, et plus particulièrement le modèle LDA (Wallach et al., 2009).
1.3.3.3 Mesure de la performance des modèles à base de thèmes
Un modèle bâti sur des espaces de thèmes comme LSA, PLSA ou LDA entre autres,
nécessite un corpus de documents hétérogènes de grandes tailles caractérisant de ma-
nière diversifiée les contextes possibles où un mot, ou une succession de mots, peuvent
être rencontrés. L’objectif premier de tels modèles est d’inférer des documents n’ap-
paraissant pas dans les données d’apprentissage. Évaluer la généricité du modèle est
un problème critique et de nombreux travaux se sont intéressés à la validation empi-
rique de ce type de modèle. (Rosen-Zvi et al., 2004; Wallach et al., 2009) proposent de
découper les documents du corpus en deux, constituant ainsi le corpus d’apprentis-
sage et le corpus de validation ou de test pour élaborer ces deux sous-ensembles. Cette
méthode ne permet néanmoins pas de conserver la qualité individuelle de chacun des
documents (Buntine, 2009). Les chercheurs du domaine du traitement automatique de
la langue et de la RI divisent donc le plus souvent les données disponibles pour l’ap-
prentissage d’un modèle en deux sous-ensembles dénommés données d’entraînement
et données de validation (ou de test). (Griffiths et Steyvers, 2004) utilisent, eux, l’en-
semble du corpus pour évaluer la pertinence du modèle proposé.
41
Chapitre 1. État de l’art de la représentation de documents dans des espaces de thèmes
Ces métriques d’évaluation des modèles permettent, par exemple dans le cas du
modèle LDA, de convenir d’un nombre pertinent de thèmes composant l’espace de
représentation en minimisant la perplexité dudit modèle (Blei et Lafferty, 2009).
La perplexité est la métrique d’évaluation de modèles la plus utilisée. Celle-ci dé-
croît lorsque le log-vraisemblance du modèle augmente. Une perplexité faible indique
un modèle au pouvoir de généralisation plus élevé (Blei et al., 2003; Rosen-Zvi et al.,
2004). La perplexité équivaut à la moyenne géométrique inverse de la vraisemblance

















où NB est la longueur des N documents ;M l’ensemble des termes ; Nd est le nombre
de mots contenu dans le document d ; P(w) est la vraisemblance que le modèle généra-
tif assigne, à un document d du corpus d’évaluation, un termew. La quantité contenue
dans l’exponentielle est appelée entropie des données d’évaluation sachant le modèle.
L’utilisation du logarithme permet d’interpréter cette entropie en termes de bits d’in-
formation.
La perplexité est la métrique d’évaluation standard dans le domaine du traitement
de la langue. D’autres métriques existent, comme Empirical likelihood (Li et McCallum,
2006), dérivée de la perplexité. Une autre famille de métriques est la vraisemblance
marginale (marginal likelihood), qui a donné lieu à de nombreux de travaux et donc, de
nouvelles métriques (Chib, 1995; Murray et Salakhutdinov, 2008; Del Moral et al., 2006;
Buntine, 2009; Newton et Raftery, 1994; Griffiths et Steyvers, 2004; Griffiths et al., 2004).
1.3.3.4 LDA dans le domaine du traitement automatique du langage écrit
Historiquement, le modèle génératif LDA a été employé dans le domaine de
la recherche d’information (RI), puis dans le traitement automatique du langage
écrit ou pour le traitement de la parole. Le domaine de la RI regorge de champs d’ap-
plication possibles dans lesquels le modèle LDA trouve un intérêt certain, compte tenu :
• du faible nombre de paramètres à estimer qu’il nécessite,
• de la facilité apparented’apprentissage,
• de son pouvoir d’inférer de nouveaux documents.
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Ainsi, un problème central en RI, qui a bénéficié du modèle LDA et de ses di-
verses variantes, est la recherche de documents pertinents sachant une requête don-
née. Dans (Wei et Croft, 2006), les auteurs proposent une première étude du modèle
LDA lors d’une tâche de recherche de documents pertinents au sein d’un large cor-
pus, répondant à une requête dans le cadre de la campagne Text REtrieval Conference
(TREC). Ils étendent le modèle de maximum de vraisemblance, permettant de détermi-
ner la probabilité a posteriori d’un terme sachant une collection de documents (Zhai et
Lafferty, 2001), en y incorporant la probabilité d’un terme sachant une collection issue
dumodèle LDA. Cette probabilité est déterminée en fonction de la probabilité du terme
au sein des thèmes composant l’espace de thèmes LDA et la probabilité de chacun des
thèmes sachant le document. Dans (Azzopardi et al., 2004), les auteurs utilisent le mo-
dèle LDA sur des corpus de taille réduite (100 documents comparativement à ceux
utilisés aujourd’hui comme Wikipedia ou TREC) pour l’extraction de termes au sein
d’un corpus hétérogène (issu de trois domaines : médecine, aéronautique et science de
l’information).
Une variante du Batch Variational Bayesian (BVB) (VB-LDA) (Blei et al., 2003) pour
l’apprentissage d’un modèle LDA est proposée par (Hoffman et al., 2010) avec une ver-
sion online (online VB-LDA). Cette version permet de diminuer la perplexité du modèle
comparativement à un modèle LDA "classique". VB-LDA permet également d’ajouter
"en ligne" des documents dans le modèle lors de la phase d’apprentissage. Ainsi, cette
méthode peut s’appliquer aisément en modifiant simplement l’algorithme d’inférence
des paramètres du modèle. La méthode VB-LDA est également applicable à d’autres
modèles hiérarchiques bayésiens.
1.3.3.5 LDA dans le domaine de la parole
La méthode LDA a été utilisée dans les tâches de classification ou de catégorisation
de documents textuels principalement. Dans le domaine du traitement automatique
de la parole, l’approche LDA a été implémentée pour l’adaptation du modèle de lan-
gage (Heidel et al., 2007). Les auteurs l’utilisent pour déterminer la probabilité qu’un
document soit généré sans tenir compte de l’ordre des mots. De plus, LDA construit
son modèle de thèmes au niveau du document, ce qui est contraire à l’idée initiale des
modèles de langage dans le domaine de la reconnaissance automatique de la parole,
qui eux sont fondés sur le modèle n-gramme. L’auteur dans (Wallach, 2006) propose
de ne pas utiliser le document comme un ensemble de termes isolés, mais comme un
ensemble de bi-grammes. Ainsi, le modèle de langage initial bâti sur le mot et son
"contexte" (n-gramme) est préservé. Le document est ainsi vu comme un "sac-de-bi-
grammes".
Comme évoqué précédemment, LDA est une méthode voisine de PLSA. Ces deux
techniques sont comparées pour l’élaboration d’un modèle de langage performant en
termes de Taux d’erreur-mot (TEM) ou Word Error Rate (WER) dans (Chien et Chueh,
2008). Dans cet article, les auteurs proposent unModèle de Langage Latent de Dirichlet
(MLLD) ou latent Dirichlet language model (LDLM) pour la modélisation de séquences
de mots n-grammes du modèle de langage. Le modèle LDLM est alors comparé à un
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modèle de langage utilisant PLSA dans la tâche de reconnaissance de la parole sur le
corpus du The Wall Street Journal (WSJ). Les résultats montrent que le modèle issu d’une
analyse latente de Dirichlet obtient de meilleurs résultats (TEM de 5,19 %) que le sys-
tème de base (modèle n-gramme) avec un TEM de 5,38 %, ou que le modèle de langage
proposé par (Gildea et Hofmann, 1999) s’appuyant sur l’algorithme EM (Annexe C.3)
avec un TEM de 5,25 %. Plusieurs autres méthodes utilisant LDA pour composer un
modèle de langage ont été proposées comme le Topic Cache Latent Dirichlet language mo-
del (TCLDLM) (Chueh et Chien, 2010) ou leDirichlet class language model (DCLM) (Chien
et Chueh, 2011).
D’autres études sont allées plus loin en proposant ce dernier modèle de langage
(DCLM) fondé sur le modèle LDA, mais en tenant compte de l’historique d’un terme.
Cette séquence de termes est projetée dans un espace de thèmes pour déterminer le
log-vraisemblance marginal sur les classes apprises par le modèle LDA. Ce modèle
ne considère plus le document comme un "sac-de-mots", mais comme un ensemble
de termes combinés à leurs historiques dans le modèle de langage s’appuyant sur les
thèmes latents. Ce procédé permet de déterminer les séquences de n-grammes d’une
manière automatique non-supervisée. Cette méthode a montré son efficacité dans la
tâche de reconnaissance de la parole sur le même corpus (WSJ) comparativement à
d’autres méthodes fondées sur les espaces de thèmes comme LDLM avec un TEM de
5,02 %, atteignant même un TEM de 4,92 % pour la version dite cache de DCLM.
Toutes ces études sont motivées par la faiblesse de l’information sémantique inté-
grée au Système de Reconnaissance Automatique de la Parole (SRAP). Malgré des pro-
grès constatés dans des situations particulières, LDA n’est pas devenu une méthode
"consensuelle" en RAP mais elle est devenue un outil standard de l’analyse des conte-
nus parlés (Speech Analytics).
1.3.3.6 LDA dans le domaine du traitement de l’image
Dans le domaine du traitement de l’image, l’approche LDA a été utilisée avec le
même succès que dans les domaines du traitement automatique du langage, qu’il soient
écrit ou oral. Ainsi, les auteurs dans (Iwata et al., 2007) utilisent uneméthode de visuali-
sation de probabilités apprises a posteriori pour décrire les relations entre les classes (ou
concepts) issues de LDA dans une représentation graphique claire. Les concepts issus
de LDA ont trouvé un écho dans la tâche d’annotation d’images satellites (Lienou et al.,
2010). Dans cette étude, les auteurs combinent l’information extraite des images satel-
lites et les concepts issus de LDA, pour annoter ces images. Ainsi, les auteurs montrent
que l’utilisation de caractéristiques issues de LDA, telles que la moyenne et l’écart-type
de chacun des mots (fenêtre de 10 par 10 dans l’image satellite) composant l’ensemble
de données, permet d’améliorer les résultats.
Le modèle LDA est également utilisé dans la tâche de catégorisation d’images (Rus-
sell et al., 2006; Cao et Fei-Fei, 2007; Fei-Fei et Perona, 2005). Par exemple, les auteurs
dans (Fei-Fei et Perona, 2005) utilisent LDA pour retrouver des scènes et de les grou-
per. Cette méthode ne nécessite pas de processus d’étiquetage d’un ensemble d’images
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d’apprentissage par un expert. Un ensemble de caractéristiques locales des images du
corpus d’apprentissage est, dans un premier temps, extrait. Ces caractéristiques sont
nécessaires pour caractériser les éléments contenus dans ces images. Dans une seconde
étape, ces caractéristiques sont utilisées comme un sac-de-mots depuis lesquelles, un
ensemble de classes (ou clusters) est appris en utilisant la technique LDA. Ces regrou-
pements (clusters) de formes seront employés pour catégoriser ou regrouper des images
en fonction des formes qui la composent.
Les applications de modélisation d’activités et d’interactions dans une scène for-
tement peuplée ont également montré la pertinence de l’utilisation d’un modèle issu
d’une allocation latente de Dirichlet. Dans (Wang et al., 2007), les auteurs utilisent ce
modèle pour regrouper les "mots visuels" de bas niveau, comme les zones d’intérêt ou
des pixels en mouvement, dans des espaces de thèmes correspondant à des objets, ac-
tions humaines ou des faibles activités en utilisant leurs co-occurrences dans les images.
1.4 Conclusions
Le modèle LDA permet d’obtenir une représentation des documents dans un es-
pace latent de taille réduit. Cette représentation basée sur un espace de thèmes LDA
à l’avantage de permettre d’inférer des documents n’apparaissant pas dans le corpus
d’apprentissage dans cet espace et le nombre de paramètres du modèle est réduit. La
faiblesse majeur d’une telle représentation, est le choix des hyper-paramètres (α, β et le
nombre de classes composant le modèle) qui est souvent ardu.
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Résumé
Dans ce chapitre, nous évaluons l’intérêt ainsi que le potentiel de la représentation "sé-
mantique" obtenue par analyse latente de Dirichlet (LDA) pour le traitement de documents




Les méthodes de représentation d’un document présentées dans le chapitre précé-
dent ontmontré leur efficacité dans des domaines variés tels que le traitement d’images,
de documents audios ou textuels. Ceci est particulièrement le cas pour l’approche LDA
qui a été largement utilisée pour la représentation thématique d’un document. Ce suc-
cès est dû à sa capacité à extraire la structure sémantique sous-jacente d’une collection
de documents, à permettre des représentations de haut-niveau ne nécessitant qu’un
nombre réduit de paramètres et, de façon générale, à son pouvoir de généralisation
important.
Ce chapitre a pour objectif d’évaluer ce que l’allocation latente de Dirichlet (LDA)
peut apporter en termes de robustesse à divers types de bruit. Dans la section 2.2, nous
évaluons les performances de ce type de représentation sur des documents parlés sou-
vent mal transcrits (robustesse aux erreurs de transcriptions). Dans la section 2.3, nous
évaluons la robustesse d’une représentation s’appuyant sur un espace de thèmes LDA
à des styles d’écritures atypiques issus du Web.
2.2 Représentation vectorielle robuste de documents parlés
fortement bruités
La catégorisation de documents est un problème très central en recherche d’infor-
mation, en fouille de texte ainsi qu’en TALN (voir section ). Cette section évalue l’ap-
port de la représentation dans des espaces thématiques de documents audios fortement
bruités lors d’une tâche de catégorisation.
2.2.1 Problématiques liées à la catégorisation de transcriptions automa-
tiques fortement bruitées
Un domaine partageant des racines communes au domaine de la recherche d’infor-
mation est le traitement automatique de la parole. La reconnaissance automatique de
la parole (RAP) est un domaine incontournable du traitement automatique de la parole
ayant pour objectif de transcrire des documents audios issus d’enregistrements ou de
vidéos. Ces transcriptions peuvent ensuite être traitées comme des documents textuels.
Néanmoins, la parole est un mode d’expression particulier et les structures grammati-
cales impliquées ne sont pas celles des documents écrits. De plus, les SRAP (voir an-
nexe E) peuvent commettre des erreurs liées aux mots hors-vocabulaire, aux conditions
acoustiques difficiles (environnement, qualité du matériel, . . .), aux écarts entre condi-
tions d’entraînement et d’utilisation du système, aux disfluences, . . . Les performances
des systèmes sont variables et le fait que des séquences de termes soient mal transcrites
peut nuire à la bonne compréhension du document et à des difficultés d’analyse par
des méthodes s’appuyant sur les transcriptions automatiques imparfaites (catégorisa-
tion, traduction, . . . ).
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Cette section propose de confronter deux représentations d’un document transcrit.
Ces représentations sont évaluées sur une tâche de catégorisation de documents.
Une représentation de la transcription dans un espace continu de caractéristiques
est généralement nécessaire pour une tâche de catégorisation (voir annexe A). Dans les
tâches de recherche d’information (RI), une caractéristique fréquemment utilisée est la
fréquence de mots pour l’extraction d’un sous-ensemble de termes discriminants 1 pour
une classe ou catégorie de documents donnée. Cet ensemble de termes discriminants
devrait permettre de composer un vecteur de représentation d’une transcription dans
l’espace sémantique.
Bien que la caractéristique fondée sur la fréquence de termes ait démontré son effi-
cacité dans le domaine de la RI, son application à des transcriptions automatiques de
documents audios est plus complexe. En effet, une représentation du document trans-
crit automatiquement utilisant les termes qui la composent, peut s’avérer erronée du
fait des erreurs du SRAP.
L’évaluation présentée dans cette section repose sur l’idée qu’un document audio
transcrit de manière automatique peut être considéré dans un espace de représentation
intermédiaire composé de thèmes, afin de pallier la difficulté de transcription que peut
rencontrer le SRAP dans des conditions non optimales. Nous espérons de cette projec-
tion d’une transcription dans un espace de thèmes qu’elle augmente la robustesse des
systèmes de catégorisation aux erreurs de reconnaissance.
Dans la suite, nous évaluons la représentation s’appuyant sur la fréquence de mots
(TF-IDF combinée au critère de pureté de Gini (Dong et al., 2011)), avec la représenta-
tion à base d’espace de thèmes issue de LDA (Blei et al., 2003). Lors de la projection
d’une transcription dans l’espace de thèmes, une réduction du vecteur de représenta-
tion du document est réalisée, en passant d’un espace contenant l’ensemble du vocabu-
laire à une représentation dont la taille est fixée par le nombre de classes contenu dans
l’espace thématique. Cette dimension sera réduite artificiellement en utilisant une Ana-
lyse en Composantes Principales (ACP) ou Principal Component Analysis.
Les représentations à base de fréquence de mots ou d’un espace thématique, sont
ensuite couplées à un système de catégorisation pour identifier automatiquement la
catégorie associée à chacune des transcriptions automatiques fortement bruitées. Le
choix d’une méthode efficace de catégorisation adaptée aux données est essentiel. Les
documents composant le corpus d’entraînement, de développement, et de test, sont
élaborés depuis un espace de thèmes qui ne peut être modifié. Pour cette raison, la
seconde partie de cette étude se penche sur le choix d’une méthode de classification
permettant de garder l’uniformité des représentations thématiques des transcriptions.
Une méthode classique transformant les données à l’aide d’une fonction noyau et
performante, appelée Machines à vecteurs de support ou ou Support Vector Machine
(SVM) (Cortes et Vapnik, 1995), est comparée en termes de bonne catégorisation, à une
méthode bayésienne naïve préservant l’homogénéité des données. Cette étude permet
1. Le terme "discriminant" s’applique à un terme, si celui-ci permet de distinguer une classe (catégorie)
de toutes les autres.
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d’évaluer la validité de deux hypothèses émises par la méthode bayésienne naïve :
• la distribution des thèmes suit une loi gaussienne,
• l’égalité entre les matrices de covariance de chacune des classes.
Un document audio transcrit automatiquement par un SRAP contient un nombre
de termes mal transcrits, absents ou remplacés par d’autres termes. Pour quantifier ces
erreurs, une métrique bien connue dans le domaine de la reconnaissance de la parole,
est le TEM. Cette mesure, qui compare une transcription automatique avec le même
document retranscrit par un humain, permet donc de mesurer la qualité d’un SRAP.
Elle peut être adaptée à l’utilisation faite des transcriptions.
La qualité de la représentation d’une transcription automatique d’un document au-
dio sera mesurée sur une tâche de catégorisation de documents transcrits. Une analyse
sera proposée en fin de cette section, afin de montrer que l’impact d’une réduction de
l’espace de représentation par une ACP est nulle. Nous constaterons donc que le taux
de transcriptions bien catégorisées est fortement lié à l’uniformité de la représentation
de la transcription dans l’espace de thèmes. Finalement, nous étudierons l’apport d’une
adaptation du TEM à la tâche de catégorisation.
La section 2.2.2 présentera un survol des méthodes de représentation de contenus
parlés. La représentation des transcriptions dans les deux espaces à base de fréquence
de mots et d’espace de thèmes sont décrites dans la section 2.2.3. Deux méthodes de
catégorisation sont comparées dans la section 2.2.4. Les sections 2.2.5 et 2.2.6 décrivent
le protocole expérimental ainsi que les résultats obtenus avant de conclure dans la sec-
tion 2.2.7.
2.2.2 Historique des méthodes pour la catégorisation de documents audios
transcrits automatiquement
Des études récentes pour l’analyse de conversations parlées, pour l’identification
du thème dominant ou encore pour la segmentation, sont disponibles respectivement
dans (Tur et De Mori, 2011), (Melamed et Gilbert, 2011), (Hazen, 2011) and (Purver,
2011).
Les méthodes de représentation d’un document parlé retranscrit automatiquement
par un SRAP, partagent des similitudes avec celles d’un document écrit. Toutefois, ces
documents diffèrent dans leur contenu en termes de structure grammaticale et de vo-
cabulaire.
Uneméthode de représentation classique de documents écrits dans un espace vecto-
riel utilisant la fréquence de mots, appelée TF-IDF (Robertson, 2004), est fréquemment
utilisée dans le domaine de la recherche d’information pour l’extraction de termes par
exemple. Ce procédé est parfois associé au critère de pureté de Gini (Demiriz et al.,
1999), par exemple pour l’extraction demots-clés. La représentation TF-IDF est détaillée
51
Chapitre 2. Représentation robuste de documents par projection dans un espace
thématique homogène
dans l’annexe A. Ce type de méthodes permet de produire des représentations numé-
riques de documents dans des espaces vectoriels classiques et de permettre leur traite-
ment par les méthodes d’analyse, par exemple pour la catégorisation de documents.
La catégorisation de documents est un cas particulier de catégorisation de formes et
les classifieurs employés sont, le plus souvent, issus du domaine de la classification au-
tomatique. Plusieurs approches pour la catégorisation de documents ont été étudiées
dans le passé. Une des plus utilisées est la méthode de SVM (Yuan et al., 2012). Les
méthodes composant les SVM sont un ensemble de techniques d’apprentissage super-
visées. Connaissant un échantillon de données, la méthode à base de SVM détermine
un plan séparateur entre les données appelé "vecteur support". Ensuite, un hyperplan
séparateur maximisant la "marge" entre les vecteurs de support est calculé (Vapnik,
1963). Cette technique a été utilisée pour la première fois par (Boser et al., 1992) dans
des tâches de régression (Müller et al., 1997) et de classification (Joachims, 1999). Le suc-
cès des techniques SVMs est dû à ses performances dans ces deux tâches, ainsi qu’au
faible nombre de paramètres nécessitant un ajustement lors de la phase d’apprentis-
sage (Bartlett et Shawe-Taylor, 1999).
La combinaison d’un espace thématique issu de LDA avec un système de catégori-
sation utilisant des SVMs, a été récemment utilisée dans des domaines variés comme la
biologie (hua Yeh et hsing Chen, 2010), la catégorisation de textes (Zrigui et al., 2012),
la recherche d’information dans des documents audios (Kim et al., 2009), la détection
d’événements dans des documents multimedias (Morchid et al., 2013a) ou encore la dé-
tection de scènes dans un corpus d’images (Tang et al., 2009). Cette combinaison alliant
le modèle probabiliste génératif LDA et la méthode de catégorisation à base de SVMs
a également été explorée dans le contexte d’extraction de mots-clés dans des trans-
criptions automatiques (Sheeba et Vivekanandan, 2012). À notre connaissance, cette
méthode n’a néanmoins pas encore été appliquée à des documents audios transcrits
automatiquement et fortement bruités. Les méthodes issues des SVM ont également
été utilisées couplées avec une représentation du document utilisant la fréquence des
termes comme (Lan et al., 2005; Georgescul et al., 2006).
Une autre méthode, permettant la catégorisation des documents, est bâtie sur les
hypothèses décrites dans la section 2.2.1 utilisant une règle de décision bayésienne ou
une distance de Mahalanobis (Xing et al., 2002). Cette méthode est principalement utili-
sée dans le domaine de l’identification du locuteur. Ainsi (Dehak et al., 2011) proposent
de mesurer la pertinence d’une nouvelle représentation d’un vecteur composé de mé-
langes de gaussiennes (Modèle de mélanges de gaussiennes ou Gaussian Mixture Model
(GMM)), appelée i-vecteur, dans une tâche de reconnaissance du locuteur. De la même
manière, (Bousquet et al., 2011) proposent d’évaluer la robustesse d’une représentation
de la variabilité inter-session transformée à l’aide d’une matrice de covariance normali-
sée. La distance de Mahalanobis est souvent utilisée pour évaluer les performances des
systèmes de vérification du locuteur.
La combinaison LDA-Mahalanobis n’a pas encore fait l’objet d’une étude approfon-
die durant une tâche de catégorisation de documents audios bruités. La section sui-
vante décrit la manière dont une transcription d’un document audio est représentée
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dans l’espace des mots (approche classique à base de TF-IDF) et dans un espace de
thèmes (LDA).
2.2.3 Représentation d’un document audio transcrit automatiquement
Cette partie présente le système de catégorisation utilisant les mots discriminants
extraits à partir de transcriptions très imparfaites. Le système est composé de deux par-
ties principales. La première crée une représentation vectorielle des mots au moyen de
deux approches non-supervisées : un vecteur de fréquences de mots Okapi/BM25 (Ro-
bertson, 2004) avec la méthode TF-IDF-Gini (Demiriz et al., 1999), et une représentation
par espace de thèmes avec l’approche LDA (Blei et al., 2003). La seconde partie utilise
les vecteurs extraits afin d’apprendre des classifieurs SVM ou un modèle bayésien. La
figure 2.1 présente l’architecture globale du système de catégorisation proposé utilisant
des transcriptions manuelles (Transcription manuelle d’un document (MAN)) et auto-






























FIGURE 2.1 – Architecture globale du système de catégorisation.
2.2.3.1 Représentation par fréquence des mots
Considérons un corpus D de transcriptions d ayant un vocabulaire V =
{w1, . . . ,wN} de taille N où d est vu comme un sac-de-mots (Salton, 1989b). Un mot w de
V est choisi en fonction de son importance δt dans le thème t en calculant sa fréquence
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(TF), sa fréquence inverse (IDF) (Robertson, 2004), et le critère de pureté de Gini (Demi-
riz et al., 1999) commun à tous les thèmes. Cet ensemble de scores δ compose le modèle
de fréquence f :
δwt = t ft(w)× id ft(w)× ginit(w)
Chaque catégorie t ∈ T possède son propre score δ|V|t et sa propre fréquence γ dans




Ensuite, les mots ayant les scores les plus élevés ∆ pour toutes les catégories T sont
extraits, et constituent le sous-ensemble demots discriminantsV∆. Notons qu’unmême
mot w peut être présent dans différentes catégories, mais avec des scores différents (TF-
IDF-Gini) normalisés (δ′) en fonction de sa pertinence dans la catégorie :













Pour chaque transcription d ∈ D, un vecteur de caractéristiques sémantiques Vsd
est déterminé. La neme (1 ≤ n ≤ |V∆|) caractéristique Vsd [n] est composée du nombre
d’occurrences du mot wn (|wn|) dans d, et le score ∆ de wn (voir équation 2.1) dans
l’ensemble des mots discriminants V∆ :
Vsd [n] = t ft(wn)× ∆(wn) (2.2)
2.2.3.2 Représentation du document dans un espace de thèmes
La représentation dans un espace de thèmes est réalisée au moyen de l’ap-
proche LDA. Un espace thématiquem de K thèmes est obtenu avec, pour chaque thème
z, la probabilité de chaque mot w de V sachant z P(w|z), et la probabilité de chaque
thème z P(z).
Pour chaque document d du corpus D, un premier paramètre θ est défini en fonction
d’une loi de Dirichlet de paramètre α. Un second paramètre φ est défini en fonction
de la même loi de Dirichlet de paramètre β. Ensuite, pour générer chaque mot w du
document d, un thème latent z est défini à partir d’une distribution multinomiale sur
θ. Sachant ce thème z, la distribution des mots est une multinomiale de paramètre φz.
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Le paramètre θ est défini pour tous les documents à partir du même paramètre initial
α. Cela permet d’obtenir un paramètre reliant tous les documents ensemble (Blei et al.,
2003). Plus de détails sur le modèle LDA sont donnés dans l’annexe D.
Projection des conversations/espace de thèmes : L’algorithme de Gibbs Sampling (Grif-
fiths et Steyvers, 2002) est utilisé pour inférer un document d avec les K thèmes de l’es-
pace thématique m. Cet algorithme s’appuie sur la méthode Markov Chain Monte Carlo
(MCMC). Ainsi, le Gibbs sampling permet d’obtenir des échantillons de paramètres de
distribution sachant un mot w d’un document de test et un thème donné z. Un vec-
teur de caractéristiques thématiques Vzd de d est alors obtenu. La k
me caractéristique
(1 ≤ k ≤ n) est la probabilité du thème zk sachant le transcription d :
Vzd [k] = P(zk|d) (2.3)
2.2.4 Méthodes de catégorisation
Cette section présente les deux méthodes de catégorisation utilisant la représenta-
tion vectorielle pour l’apprentissage d’un système de catégorisation SVM ou une ap-
proche gaussienne.
2.2.4.1 Classification à base de SVM
Durant cette étape, les systèmes de catégorisation sont entrainés à partir de la re-
présentation vectorielle afin d’attribuer automatiquement le thème le plus pertinent
à chaque conversation. Ce processus de catégorisation nécessite un classifieur multi-
classes. La méthode un-contre-un est choisie avec un noyau linéaire. Cette méthode
donne, en général, de meilleurs résultats que la méthode un-contre-tous (Yuan et al.,
2012). Pour ce problème multi-catégories, T représente le nombre de catégories ou
classes et ti, i = 1, . . . , T représente les classes. Un système de catégorisation binaire
(un-contre-un) est entraîné pour chaque paire de classes distinctes : tous les systèmes
binaires T(T − 1)/2 sont ensuite construits. Le système de catégorisation binaire Ci,j
est entrainé, ti étant une classe positive et tj une classe négative (i 6= j). Pour une nou-
velle représentation vectorielle (vecteur de fréquence de mots, équation 2.2, ou vecteur
d’espace de thèmes, équation 2.3) d’une transcription d du corpus de test, si Ci,j signifie
que d est dans la classe ti, alors le vote pour la classe ti est incrémenté de un. Sinon,
le vote pour la classe tj est augmenté de un. Une fois le vote de tous les systèmes de
catégorisation achevé, la classe ayant le plus grand nombre de votes est attribuée à la
transcription d.
2.2.4.2 Distance de Mahalanobis
Cette approche modélise le processus d’extraction des vecteurs de représentation,
les considérant issus d’un modèle génératif. Les deux hypothèses de base sont relatives
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à l’homoscédasticité (égalité entre les covariances des classes) du système de catégori-
sation (Petridis et Perantonis, 2004) :
• les distributions des classes au sein du corpus suivent une loi gaussienne,
• les covariances de chacune des classes sont égales.
Le système de catégorisation gaussien, s’appuyant sur un règle bayésienne, est com-
biné à une métrique d’évaluation permettant d’assigner une transcription automatique
d à une catégorie ou classe la plus probable t.
Sachant un ensemble de transcriptions d’apprentissage,W représente la matrice de






















où Wt est la matrice de covariance de la teme catégorie Ct, nt est le nombre
d’exemples de la catégorie Ct, n est le nombre total de documents contenus dans le
corpus d’apprentissage, xt est la moyenne sur toutes les transcriptions xit pour la t
eme
catégorie, et T est le nombre total de catégories.
Toutes les transcriptions ne contribuent pas à la covariance totale de manière iden-
tique. Pour cette raison, le terme
nt
n
est introduit dans l’équation 2.4. L’algorithme 2
décrit les étapes nécessaires à l’estimation de la matrice de covariance.
Algorithm 2: Estimation de la matrice de covariance intra-classesW.
Data: corpus D de documents contenus dans la matrice X
Result: matrice de covarianceW
for t ∈ T do
Ct ← temecatégorie
xt → X[t] ⊲moyenne sur toutes les transcriptions ∈ Ct
M→ zero(K,K)
for x ∈ Ct do








Si les hypothèses d’homoscédasticité et de densité gaussienne dumodèle condition-
nel sont admises, une nouvelle observation (transcription contenue dans l’ensemble de
test) peut alors être étiquetée comme appartenant à la catégorie la plus probable tBayes
en utilisant le système de catégorisation gaussien s’appuyant sur la règle bayésienne
56










(x− xt)T W−1 (x− xt) + at ,
}
(2.5)
où xt est le centroïde (moyenne) de la catégorie Ct,W représente la matrice de cova-
riance intra-catégorie définie dans l’équation 2.4, N dénote la distribution normale, et
at est la probabilité (logarithmique) de la catégorie Ct :
at = log (P(Ct)) (2.6)
Il est à noter que, avec ces hypothèses, cette approche bayésienne est similaire à
l’approche géométrique de Fisher : x est assigné à la catégorie du centroïde le plus










Les expériences permettant d’évaluer l’impact de la représentation d’une transcrip-
tions fortement bruitée sont réalisées en utilisant le corpus de conversations télépho-
niques du projet DECODA (Bechet et al., 2012). Ce corpus est découpé en un ensemble
de conversations pour la phase d’apprentissage des systèmes de catégorisation (train),
et en un ensemble de validation (test) (voir tableau 2.1). Il est annoté manuellement et
est composé de 8 catégories, comme indiqué dans le tableau 2.2.
Train Test Total
740 327 1067
TABLE 2.1 – Corpus de conversations téléphoniques DECODA.
L’ensemble d’apprentissage est utilisé pour définir un sous-ensemble de mots dis-
criminants (voir partie 2.2.3.1). Ce sous-ensemble permet d’élaborer un ensemble de
représentations fondées sur les caractéristiques basique TF-IDF-Gini. Dans ces expé-
riences, le nombre de mots discriminants varie de 800 à 7 920 mots (nombre total de
mots uniques contenus dans le corpus d’apprentissage). Le corpus de test contient 3 806
mots, 70,8 % d’entre-eux étant contenus dans le corpus d’apprentissage.
Un ensemble de 19 espaces de thèmes contenant un nombre de classes différent
({5, . . . , 300}) est estimé au moyen de l’algorithme LDA à l’aide de l’outil Mallet (Mc-
Callum, 2002). De la même manière, un vecteur de probabilités sur les thèmes est cal-
culé en projetant chaque dialogue du corpus dans chacun des 19 espaces de thèmes.
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TABLE 2.2 – Ensemble de catégories composant le corpus de conversations téléphoniques DE-
CODA.
Ensuite, pour ces deux configurations, un classifieur SVM est entrainé au moyen de
la librairie LIBSVM (Chang et Lin, 2011). Les paramètres sont optimisés par validation
croisée sur le corpus de developpement.
Le système de RAP Speeral (Linarès et al., 2007) a été utilisé (voir annexe E pour
de plus amples détails). Les paramètres des modèles acoustiques (230 000 gaussiennes
/ modélisation triphone) sont estimés au moyen d’une adaptation par maximum a-
posteriori (MAP) à partir de 150 heures de parole (conditions téléphoniques). Unmodèle
de langage tri-gramme a été obtenu en adaptant un modèle de langage basique avec les
transcriptions du corpus d’apprentissage de DECODA. Le vocabulaire contient 5 782
mots. Le taux d’erreur-mot (TEM) initial atteint 45,8 % sur le corpus d’apprentissage et
58,0 % sur le corpus de test. Ces TEM élevés sont principalement dus à la présence de
nombreuses disfluences et à des conditions acoustiques bruitées, quand, par exemple,
les utilisateurs appellent à partir de gares avec un téléphone portable. En filtrant réfé-
rences et transcriptions avec une liste de rejet (stop-list) de 126 mots-outils 2 on obtient
au final un TEM de 33,8 % (apprentissage), et 49,5 % sur l’ensemble (test).
Les expériences sont menées au moyen des deux méthodes non-supervisées propo-
sées (TF-IDF-Gini / LDA) sur les transcriptions manuelles (TMAN) et les transcriptions
automatiques (TRAP) seules. Nous proposons également d’étudier la combinaison des
transcriptions manuelles et automatiques (TMAN+TRAP) afin de voir si les erreurs
de TRAP peuvent être compensées par les mots corrects (i.e. issus de la référence).
2.2.6 Résultats
Dans cette section, nous présentons les résultats permettant de répondre aux ques-
tions suivantes, relatives à la robustesse des représentations évaluées sur une tâche de
catégorisation :
• Qu’apporte la représentation de haut niveau, produite par LDA, pour :
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(a) 40 dimensions









nombre de termes discriminants
TMAN→ TMAN
TRAP→ TRAP
TMAN + TRAP→ TRAP
TMAN→ TRAP
FIGURE 2.2 – Performance en termes de précision (%) de la classification de thèmes en faisant
varier le nombre de mots discriminants ( TF-IDF-gini) en utilisant des SVMs.









nombre de thèmes (échelle log)
TMAN→ TMAN
TRAP→ TRAP
TMAN + TRAP→ TRAP
TMAN→ TRAP
FIGURE 2.3 – Performance en termes de précision (%) de la catégorisation de thèmes en faisant
varier le nombre de dimensions de l’espace de thèmes (LDA) en utilisant des SVMs.
— la catégorisation de dialogues mal transcrits (robustesse aux erreurs de trans-
cription) ?
• Est-ce qu’une méthode de caractérisation tenant compte de la structure et
des relations entre les composantes d’un vecteur de représentation obtient de
meilleurs résultats qu’une méthode performante mais rompant cette relation
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FIGURE 2.4 – Performances observées en termes de précision (%) de la catégorisation de thèmes
en faisant varier le nombre de dimensions de l’espace de thèmes (LDA) en utilisant la métrique de
Mahalanobis.
(section 2.2.6.2) ?
• Est-ce qu’une diminution de la dimension de l’espace de représentation permet
une amélioration du nombre de transcriptions bien catégorisées (section 2.2.6.3) ?
• Enfin, quel est l’impact, sur la tâche de catégorisation, du choix des mots à
prendre en considération lors du calcul du taux d’erreur-mot (section 2.2.6.4) ?
Les sections suivantes répondront successivement à ces quatre questions.
2.2.6.1 Performance de l’identification de catégories
Les figures 2.2 et 2.3 présentent les précisions de la classification de catégories obte-
nues avec des SVM par les approches TF-IDF-Gini et LDA sur le corpus de test pour les
différentes configurations étudiées (sur des transcriptions manuelles ou automatiques,
respectivement notées TMAN / TRAP) en faisant varier les conditions d’extraction des
mots (nombre de mots discriminants et nombre de thèmes). Nous pouvons noter que
la méthode LDA surpasse tous les résultats obtenus par l’approche TF-IDF-Gini (voir
tableau 2.3).
Comme attendu, la configuration TMAN → TMAN donne les meilleurs résultats
de classification avec un gain de 6, 9 points avec la méthode LDA par rapport à une re-
présentation basée sur le TF-IDF-Gini. Si nous comparons les configurations du corpus
60
2.2. Représentation vectorielle robuste de documents parlés fortement bruités
Données Meilleure Précision (%)
Apprentissage Test #mots TF-IDF-Gini #thèmes LDA
TMAN TMAN 800 79,7 100 86,6
TMAN TRAP 8 000 69,7 40 77,0
TRAP TRAP 800 73,5 60 81,4
TMAN+TRAP TRAP 2 400 72,2 100 78,7
TABLE 2.3 – Précision de la classification de catégories en utilisant des SVM.
d’apprentissage, nous notons également que les meilleurs performances sur le corpus
de test TRAP sont obtenues avec le corpus d’apprentissage TRAP. Un gain de 10, 9
points est constaté avec la méthode LDA en comparaison de l’approche TF-IDF-Gini
sur les transcriptions automatiques. Il semble évident qu’utiliser des configurations
d’apprentissage et de test comparables permet d’atteindre les meilleurs résultats de
classification, et ce, peu importe que l’on traite des transcriptions manuelles ou auto-
matiques.
Nous pouvons enfin noter que les performances obtenues avec l’approche LDA
ont tendance à fluctuer lorsque le nombre de thèmes varie. Ceci peut s’expliquer par
les taux d’erreur-mot (TEM) du corpus traité : en effet, les mots choisis comme dis-
criminants dans des conditions particulières de l’espace de thèmes peuvent être mal
transcrits dans des proportions élevées. Nous pouvons étayer cette remarque en ana-
lysant les résultats obtenus avec 90 thèmes (voir figure 2.3). Une baisse importante des
performances est observée pour la condition d’apprentissage TRAP (TRAP → TRAP
et TMAN → TRAP) alors qu’une faible baisse est constatée lorsque les transcriptions
de références sont ajoutées dans le processus d’apprentissage (TMAN+TRAP→ TRAP
et TMAN→ TMAN).
2.2.6.2 Impact des méthodes de catégorisation
Les figures 2.3 et 2.4 montrent les précisions de la catégorisation de transcriptions
automatiques issues du corpus de test, représentées par des vecteurs issus de mo-
dèles LDA de taille (nombre de thèmes) différents, obtenue avec des SVM et une ap-
proche gaussienne pour toutes les configurations (TMAN/TRAP).
Nous pouvons constater que la méthode gaussienne obtient de meilleurs résultats
que la méthode SVM, quel que soit les conditions de test (voir tableau 2.4). Comme il a
été vu dans l’évaluation de la meilleure représentation du dialogue (section 2.2.6.1), la
configuration TMAN→ TMAN obtient le meilleur résultat en catégorisation, avec un
gain de 0,8 point pour la distance de Mahalanobis.
Si l’on se concentre sur la configuration TRAP → TRAP, le système de catégori-
sation s’appuyant sur la règle bayésienne permet d’obtenir un gain de 1,9 points en
comparaison de la méthode SVM.
Nous pouvons finalement remarquer que, si l’on considère un nombre de thèmes
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inférieur à 100, la précision du système gaussien décroît. Cela peut s’expliquer par
un nombre de données d’apprentissage trop faible pour permettre une estimation suf-
fisamment précise de la matrice de covariance W ainsi que des paramètres du mo-
dèle LDA comportant un aussi grand nombre de thèmes.
Données Meilleure Précision (%) SVM Meilleure Précision (%) gaussienne
Apprentissage Test #thèmes Test #thèmes Test
TMAN TMAN 100 86.6 80/80 87.4
TMAN TRAP 40 77.0 40/80 79.3
TRAP TRAP 60 81.4 60/80 83.3
TMAN+TRAP TRAP 100 78.7 90/80 81.6
TABLE 2.4 – Précision avec une méthode à base de SVM et une approche gaussienne.
2.2.6.3 Impact de la réduction de l’espace de représentation par analyse en compo-
santes principales
Les vecteurs de représentation des dialogues dans l’espace de thèmes LDA sont
ici compactés pour mesurer l’impact d’une telle modification sur la structure de
la distribution des thèmes au sein du document. Cette nouvelle représentation est
obtenue par une analyse en composantes principales (ACP). La décomposition en
composantes principales (ACP) ou Principal Component Analysis (PCA) est utili-
sée dans presque toutes les disciplines scientifiques. Introduite pour la première fois
par (Cauchy, 1829; Pearson, 1901), sa formulation la plus récente est réalisée par (Hotel-
ling, 1933) qui introduit le terme de composante principale. Les objectifs de l’ACP sont :
• extraire de l’information la plus importante depuis la table de données,
• compresser les données, en ne conservant que cette information jugée importante,
• expliquer et simplifier la description des données,
• analyser la structure des données observées et des variables.
L’ACP calcule de nouvelles variables appelées "composantes principales", obtenues
comme une combinaison linéaire des variables originales. La première composante
principale nécessite de représenter la variance la plus grande pour "expliquer" la plus
grande partie de l’inertie totale de l’ensemble de données. Ensuite, la seconde compo-
sante est calculée sous la contrainte d’être orthogonale à la première et de composer
la partie la plus grande de l’inertie restante. Les autres composantes sont calculées de
la même manière. Les valeurs de ces nouvelles variables sont appelées "scores de fac-
teurs" et sont interprétées géométriquement comme la "projection" des observations sur
les composantes principales.
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Celles-ci sont obtenues depuis une Décomposition en valeurs singulières ou Singu-
lar Value Decomposition (SVD) (voir annexe B) de l’ensemble de données X, avec :
X = P∆QT (2.8)
où P est une matrice de dimension m × l composée des vecteurs propres à gauche,
Q est une matrice de dimension n × l composée des vecteurs propres à droite, et ∆
est la matrice diagonale composée des valeurs singulières. l est le rang de la matrice X
(l ≤ min{m, n}). La m × nmatrice de scores de facteurs notée F est obtenue ainsi :
F = P∆ (2.9)
et peut être interprétée comme la matrice de projection puisque la multiplication
de la matrice X et Q donne les valeurs de la projection des observations (X) sur les








Plus d’informations sur l’ACP sont disponibles dans (Abdi et Williams, 2010).
Les figures 2.5 et 2.6 présentent les performances de catégorisation de conversations
obtenues dans le contexte de transcription manuelle (TMAN→ TMAN) en utilisant la
distance de Mahalanobis.
La courbe de précision originale (en pointillée) présente les résultats obtenus avec
la méthode fondée sur LDA utilisant l’espace de représentation originel (non-réduit),
déjà présentée dans la figure 2.4 (TMAN→ TMAN).
Ces résultats sont comparés avec ceux obtenus avec un espace de thèmes de taille
réduite (courbe rouge avec triangles). Ces réductions sont réalisées depuis une ACP
sur les représentations vectorielles des dialogues dans les espaces de thèmes LDA de
taille plus grande que n (n = 40 dans la figure 2.5 ou n = 80 dans la figure 2.6). La
dernière courbe (courbe bleue avec carrés) représente les résultats obtenus avec l’espace
de thèmes de taille initiale n.
Considérons l’espace de thèmes de 80 dimensions présenté dans la figure 2.5. Nous
pouvons voir que la précision obtenue avec la représentation originelle (courbe bleue)
est d’environ 87,5 %. La précision obtenue après réduction de l’espace de représenta-
tion grâce à une ACP (LDA+ACP → taille de l’espace=40), est d’environ 85 %. Cette
précision a été obtenue en réduisant le nombre de dimensions de 80 thèmes dans l’es-
pace LDA à 40 valeurs dans l’espace ACP. Ainsi, nous pouvons noter que la précision
décroît après réduction de l’espace de représentation par une ACP.
Pour toutes les autres dimensions (n 6= 80), la réduction de l’espace de thèmes de
taille n améliore les résultats pour les cas (n = 40 ou n = 80). Cependant, nous pouvons
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noter que la précision lors de la tâche de catégorisation ne dépasse jamais les résultats
obtenus avec la représentation en espaces de thèmes issus de LDA (carré bleu).
Nous pouvons conclure que la réduction permet d’améliorer les résultats. Le fait
d’avoir artificiellement augmenté le nombre de thèmes (granularité) sans augmenter le
nombre de conversations dans le corpus d’apprentissage pour chacune des catégories,
entraîne une baisse de la variabilité intra-catégories mais ne permet d’atteindre le score
de précision optimale obtenu par l’espace de thèmes de taille initiale (n).





Nombre de thèmes(échelle log)
LDA avec 40 thèmes
Originale
LDA+ACP
FIGURE 2.5 – Précision en % avec les modèles d’espace de thèmes LDA m (|m| > n) pour n = 40.
2.2.6.4 Précision de la transcription des mots discriminants
Alors que l’approche TF-IDF-Gini est clairementmeilleure sur les transcriptionsma-
nuelles (voir tableau 5.2), les performances sont quasiment identiques sur les transcrip-
tions manuelles et automatiques avec la méthode LDA (avec une précision respective
de 86,6 % et 81,4 %). Nous pensons que l’approche LDA doit mieux gérer les erreurs
contenues dans les transcriptions automatiques en choisissant les mots discriminants
les mieux transcrits (i.e. ayant le plus faible TEM). Les figures 2.7-(a) et (b) compare les
taux d’erreur-mot (TEM) des nmots discriminants extraits au moyen des méthodes TF-
IDF-Gini et LDA sur toutes les configurations (TMAN/ TRAP). Le score s(w) est utilisé
pour trouver les mots les plus pertinents de l’approche LDA selon la formule :
64
2.2. Représentation vectorielle robuste de documents parlés fortement bruités





Nombre de thèmes(échelle log)
LDA avec 80 thèmes
Originelle
LDA+ACP
FIGURE 2.6 – Précision en % avec les modèles d’espace de thèmes LDA m (|m| > n) pour n = 80.














θw est la représentation vectorielle d’un mot w dans tous les thèmes z de l’espace
de thèmes,
−→
φ est la représentation vectorielle de tous les thèmes z et 〈·, ·〉 est le produit
scalaire. Le TEM est ensuite calculé sur les mots les plus discriminants (poids de 1 pour
chaque mot).
Si nous comparons tout d’abord les différentes configurations (TMAN / TRAP),
nous pouvons noter que plus la précision de la classification est élevée (voir tableau 5.2),
moins le TEM l’est. Ce constat est observé pour les deux méthodes. De plus, nous pou-
vons voir que le TEM obtenu avec l’approche LDA est légèrement plus bas que celui
obtenu avec la méthode TF-IDF-Gini, peu importe la configuration considérée. Cela si-
gnifie que les mots discriminants extraits avec l’approche LDA sont mieux transcrits en
comparaison de ceux obtenus avec la méthode TF-IDF-Gini, ce qui peut expliquer les
meilleures performances de classification obtenues avec l’approche LDA.
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(a) TF-IDF-Gini





















FIGURE 2.7 – Taux d’erreur-mot en % des n mots discriminants extraits avec TF-IDF-Gini (a)
et LDA (b).
2.2.7 Conclusions pour la catégorisation de documents audios fortement
bruités dans un espace de thèmes
Dans cette étude, nous avons présenté une architecture permettant d’identifier le
thème d’une conversation en utilisant des transcriptions très imparfaites. Deux mé-
thodes non-supervisées de représentation des conversations (TF-IDF-Gini et LDA) ont
été comparées. Nous avons montré que la représentation par espace de thèmes obte-
nue avec la méthode LDA surpasse les résultats de classification obtenus avec la re-
présentation classique TF-IDF-Gini. La précision de la classification atteint 86,6 % sur
les transcriptions manuelles et 81,4 % sur les transcriptions automatiques, avec un gain
respectif de 6,9 et 10,9 points.
La seconde partie de cette étude s’est concentrée sur le choix de la meilleure mé-
thode de classification. Ainsi, nous avons démontré que les intuitions à propos de la
gaussianité des distributions au sein des catégories et l’égalité des covariances des
classes discutées dans cette étude sont pertinentes. La représentation en espace de
thèmes combinée à l’approche gaussienne obtient de meilleurs résultats que ceux ob-
tenus en utilisant l’approche à base de SVM. La précision, en termes de transcriptions
bien catégorisées, atteint 87,4 % pour des transcriptions manuelles et 84,4 % avec des
transcriptions automatiques (TRAP), avec des gains respectifs de 0, 8 et 1, 9 points.
Dans la troisième partie de cette étude, nous avons montré que la réduction de l’es-
pace (LDA+ACP) améliore les résultats obtenus avec la représentation thématique ori-
ginale de la transcription. Cependant, nous notons également que cette réduction ne
permet pas d’atteindre les résultats obtenus par la représentation thématique sans ré-
duction.
Nous avons également discuté du lien possible entre performance de classification
et précision de la transcription. L’analyse proposée a montré que les meilleurs résultats
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de classification sont obtenus avec des configurations extrayant les mots discriminants
ayant les taux d’erreur-mot les plus faibles. Ces résultats prometteurs conduiront à une
analyse qualitative plus détaillée dans des travaux futurs. En effet, cette étude préli-
minaire pourrait être fortement étendue avec de nouvelles analyses, en prenant par
exemple en compte le poids des mots discriminants dans l’évaluation de la précision
des transcriptions. Une perspective générale serait de proposer une solution pour es-
timer les performances de classification selon la qualité des transcriptions. Dans un
contexte lié aux métriques d’évaluation, il serait intéressant de trouver une façon d’es-
timer la précision des transcriptions automatiques sur des tâches spécifiques, le taux
d’erreur-mot n’étant pas le meilleur indicateur de la qualité d’une transcription dans
un cadre applicatif.
2.3 Représentations fondées sur des espaces de thèmes LDA
dans diverses tâches de RI
La section précédente a évalué l’apport d’une représentation s’appuyant sur un es-
pace de thèmes issu de LDA pour une catégorisation de transcriptions automatiques
fortement bruitées. Cette représentation du document a également été évaluée dans
des contextes applicatifs de recherche d’information. La présente section décrit briève-
ment les méthodes proposées, les tâches sur lesquelles elles ont été évaluées ainsi que
les résultats obtenus.
2.3.1 Contextualisation d’un message court dans un espace de thèmes
Les plateformes de microblogging sont des espaces d’échange destinés à la commu-
nication rapide entre internautes. Ces sites de partage se développent à la même vitesse
que la masse de données disponible sur le Web et offrent aux utilisateurs une façon
simple et ludique de disséminer des idées, des opinions ou des faits communs propres
à la vie quotidienne. Cette communication utilise des formes contraintes, souvent des
messages courts. Par exemple, le service Twitter ne permet pas l’envoi de messages dé-
passant la taille de 140 caractères. Cette contrainte conduit l’utilisateur à employer un
vocabulaire souvent inhabituel, bruité, comportant un certain nombre de termes nou-
veaux, parfois mal orthographiés ou volontairement transformés (Choudhury et al.,
2007).
L’objectif de cesmessages est de partager le maximumd’information dans des struc-
tures grammaticales comportant le moins de caractères possible. Il peut être alors dif-
ficile de comprendre le message véhiculé par un Message court ou Short Text Message
(STM) sans une connaissance du contexte général dans lequel il a été généré.
Pour contourner cette limitation en taille, nous proposons de représenter le STM
dans un espace de plus haut-niveau que l’espace de représentation lexicale (Morchid
et al., 2013b). Cette représentation thématique peut être vue comme une expansion du
message court permettant d’améliorer la caractérisation de ce message. Cette approche
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s’appuie sur une représentation thématique utilisant LDA : le STM est projeté dans
un espace estimé depuis un grand corpus de documents, permettant d’identifier les
thèmes latents associés au message. En résultat de cette projection, le message court
est représenté par l’ensemble des termes qui le composent ainsi que des thèmes issus
de LDA qui lui sont le plus proches, dans l’objectif d’améliorer la compréhension de
celui-ci.
Afin de mettre en lumière l’intérêt d’une telle approche, nous évaluons cette mé-
thode de représentation d’un message court, fondée sur des espace de thèmes LDA,
dans le contexte de la campagne INEX 2012 (SanJuan et al., 2012).
L’objectif de cette campagne est de rechercher le contexte associé à unmessage court
(ou tweet), issu de Twitter, dans l’idée d’aider l’utilisateur qui lit ce message court à com-
prendre plus aisément le message véhiculé. Nous proposons d’extraire un ensemble de
mots-clés qui seront utilisés par des systèmes de recherche d’information (RI) et de ré-
sumés automatiques (RA) fournis par les organisateurs de la campagne INEX 2012 afin
de déterminer le contexte le plus proche du message véhiculé par un tweet. La liste de
mots-clés est composée par les termes contenus dans le tweet et par des termes extraits
depuis l’ensemble des thèmes issus de LDA, proches du tweet.
Ce système s’est classé entre la 7eme et la 12eme place lors de la campagne INEX 2012
pour un total de 33 participants. La performance de notre système montre que cette
approche permet une bonne représentation de haut-niveau d’un message court (STM).
Cette tâche est d’autant plus complexe que les messages issus de Twitter sont compo-
sés d’un vocabulaire peu standard, qu’ils contiennent de nombreuses erreurs de gram-
maire et des termes nouveaux, parfois inventés pour contourner la limite de 140 carac-
tères.
Au delà du cadre de la compétition, ce travail montre ce que les espaces thématiques
peuvent apporter en termes de robustesse à des formes d’écritures très atypiques.
2.3.2 Extraction de mots-clés dans des transcriptions de vidéos communau-
taires
Les plates-formes de partage de vidéos sur Internet se sont fortement développées
ces dernières années. En 2011, YouTube augmentait d’une heure d’enregistrement dé-
posée toutes les secondes. Malheureusement, l’utilisation de ces collections de vidéos
souffre de l’absence d’informations structurées et fiables. L’indexation réalisée par l’hé-
bergeur repose essentiellement sur les mots-clés fournis par les utilisateurs, éventuel-
lement sur les résumés ou le titre des documents. Malheureusement, ces méta-données
sont souvent incomplètes ou erronées, parfois volontairement : certains utilisateurs
choisissent des mots-clés qui favorisent le référencement jusqu’à s’éloigner significa-
tivement du contenu réel de la vidéo déposée. Ceci implique donc des tags non repré-
sentatifs du contenu même de la vidéo.
Un des problèmes majeurs de cet enchaînement extraction/analyse des contenus
est lié au composant de reconnaissance de la parole, qui est souvent peu performant
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sur des données Web, dont la diversité de forme et de fond est extrême et qui sont
généralement éloignés des conditions d’entraînement des systèmes.
Une solution, permettant d’améliorer la tolérance du système d’analyse aux erreurs
de reconnaissance, est d’utiliser les représentations thématiques décrites dans les sec-
tions précédentes. Elles reposent sur l’idée que le niveau lexical est particulièrement
sensible aux erreurs de reconnaissance et qu’une représentation de plus haut niveau
pourrait permettre de limiter l’impact négatif de ces erreurs sur les modules d’analyse.
Le document source est projeté dans un espace thématique dans lequel le document
peut être vu comme une association de thèmes. Cette représentation intermédiaire est
obtenue par une analyse latente de Dirichlet (LDA) appliquée sur un grand corpus de
textes.
La méthode d’étiquetage automatique de vidéos que nous proposons utilise
cette décomposition pour déterminer les mots-clés caractéristiques du document
source (Morchid et Linarès, 2013a).
Evalué sur un ensemble de réduit de 100 vidéos transcrites avec le système de recon-
naissance de la parole du LIA, les premiers résultats que nous avons obtenus montrent
à la fois un gain constaté avec la méthode utilisant les espaces de thèmes LDA, et des
résultats particulièrement bas dans l’absolu. La meilleure configuration atteint 5,5 %
en termes de précision, alors que la méthode classique atteint elle 2,6 %. Cependant
les tags de l’utilisateur ne sont pas de "parfaites" références (autant que ces références
puissent exister) et sont, parfois, probablement impossibles à prédire, car dépendantes
du point de vue de l’utilisateur, de sa culture, de ses intentions etc. La méthode propo-
sée semble néanmoins bien plus performante que des méthodes classiques d’extraction
de mots-clés par estimation de fréquences relatives (Morchid et Linarès, 2013a).
2.3.3 Catégorisation de messages courts représentés dans un espace de
thèmes pour la prédiction du Buzz
La tâche de catégorisation, vue dans la section précédente, est appliquée dans cette
partie à des messages courts (STM) afin de déterminer si un STM sera fortement re-
layé ou non. Le pouvoir de dissémination d’une information dans une structure aussi
grande et aussi interactive qu’est Internet, est susceptible d’intéresser le simple utilisa-
teur, le journaliste, ou le politicien désireux d’évaluer la portée d’une information ou
d’une opinion. De façon plus générale, le modèle économique d’Internet s’appuie sur
la fréquentation, et donc de la capacité d’anticiper la popularité d’un intérêt majeur.
Les informations diffusées sur les plateformes demicroblogging sont de portées très
variables, mais l’audience potentielle et la rapidité du support favorisent la médiatisa-
tion "explosive" de certaines d’entre-elles. Cette étude traite de la prédiction a priori
de ces "explosions d’activité médiatique" (Froissar, 2007) que l’on nommera buzz. La
prédiction des buzz est une tâche difficile notamment parce que le phénomène est dé-
pendant de paramètres très divers, liés à l’événement, à ses conséquences éventuelles,
à la sensibilité du public, etc. mais aussi aux aspects dynamiques de la médiatisation :
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les canaux par lesquels l’information circule, les relais, la tendance du bruit média-
tique à s’auto-alimenter, . . . Ces difficultés se trouvent augmentées par la dimension du
Web, et la dispersion et la fragmentation des informations qui s’y trouvent. Plusieurs
études, portées sur les modèles de diffusion de l’information (Bass, 2004; Goldenberg
et al., 2001). (Bass, 2004; Goldenberg et al., 2001; Kempe et al., 2003), étudient l’impact
du "bouche-à-oreille" et du processus de "publicité virale" pour la diffusion de l’infor-
mation. D’autres études ont porté sur la dispersion de l’information en utilisant des
modèles bâtis sur le seuillage (Kempe et al., 2003). De ce point de vue, Twitter est un
espace d’expérimentation plus facile à traiter que le Web dans sa globalité.
Nous présentons dans (Morchid et al., 2014c) une méthode de prédiction des buzz
appliquée à la prédiction des pics de ré-émissions (retweets) des messages postés sur
Twitter. Certaines techniques de prédiction de messages, spécifiquement sur Twitter,
ont fait l’objet d’études (Romero et al., 2011; Yang et Counts, 2010). Concrètement, nous
considérerons qu’un tweet 3 aura fait du buzz si son nombre de retweets 4 dépasse un
seuil fixé a priori.
La prédiction des buzz est réalisée par l’analyse du contenu textuel des STM. Nous
proposons d’extraire de ces contenus trois types d’indicateurs dont nous pensons qu’ils
participent à la probabilité de rediffusion d’un message : la popularité des termes du
tweet, la saillance thématique, et l’expressivité. Pour chacun d’eux, nous proposons des
caractéristiques qui sont utilisées comme variables d’entrée d’un prédicteur neuronal
(réseau de neurones).
Les expérimentations montrent que les résultats obtenus en utilisant l’extraction de
mots-clés par LDA, sont meilleurs que ceux issus d’un simple TF-IDF-Position Relative
ou Relative Position (RP), ce qui confirme l’idée qui avait motivé cette approche : le
passage par cette représentation intermédiaire améliore la robustesse du système à la
langue "bruitée" de Twitter.
2.4 Conclusion générale du chapitre
L’apport d’une représentation dans un espace de thèmes issu d’une analyse latente
de Dirichlet (LDA), a montré son efficacité dans différents problèmes auxquels le do-
maine de la recherche d’information est confronté. Le présent chapitre a présenté cer-
taines applications tirant un profit certain d’une telle représentation de haut-niveau.
Les idées qui ont initialement motivé le travail reporté dans ce chapitre sont :
— La projection des documents bruités dans un espace thématique a un effet "fil-
trant" de la forme de surface. En effet, l’effet filtrant attendu repose sur l’idée
que le bruit au niveau lexical n’est pas assez cohérent pour se projeter au niveau
3. Un tweet est un message diffusé à un ensemble de personnes, appelées abonnés ou followers, qui
suivent l’activité d’un individu sur la plateforme.
4. Le retweet est le mécanisme de ré-émission permettant à un utilisateur de renvoyer un message vers
ses propres abonnés.
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sémantique. Pour cette raison, un espace de thèmes est moins enclin à contenir
ce bruit au sein des thèmes qui le composent.
— L’espace thématique est plus proche des niveaux d’interprétation (thèmes) qui
correspondent aux tâches finales d’analyse des contenus.
Nos expérimentations sur une grande diversité de tâches confirment cette idée. Elles
ont aussi montré des gains en robustesse sur différents types de bruit (style de parole,
transcriptions imparfaites, style d’écriture, . . .). Un certain nombre de questions restent
cependant ouvertes, en particulier sur la granularité du modèle et le fait qu’il repose
sur des représentations en sac-de-mots dans lesquelles la structure temporelle des do-
cuments est perdue. Ces questions sont abordées dans les chapitres suivants.
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Résumé
Nous avons montré l’intérêt de la représentation thématique de documents bruités dans
diverses tâches de catégorisation ou de recherche d’information mais cette méthode souffre
néanmoins de plusieurs faiblesses, et notamment d’une granularité définie a priori. Ce choix
fixé, la représentation d’un document dans l’espace de thèmes reflétera uniquement une vision
partielle des contenus, liée à la granularité choisie. Ce chapitre présente une méthode de
représentation multi-granulaires d’un document ; elle est évaluée d’abord sur une tâche de
classification d’événements sociaux dans le cadre de la campagne d’évaluation MediaEval




Le chapitre 2 montre l’apport d’une représentation thématique pour différentes
tâches de recherche d’information et, plus particulièrement, pour la tâche de catégo-
risation de documents bruités.
Une difficulté majeure d’une telle représentation est la spécification a priori des ca-
ractéristiques de ces espaces abstraits. La qualité du modèle LDA, décrit dans l’an-
nexe D, dépend fortement du choix des hyper-paramètres du modèle, ainsi que du
nombre de thèmes le composant. Ainsi, les figures D.1, D.2 et D.3 montrent l’influence
du paramètre α sur la distribution des thèmes au sein du corpus d’apprentissage du
modèle LDA. De plus, le choix de la valeur de α impact la distribution des thèmes asso-
ciée à un document n’appartenant pas à l’ensemble d’apprentissage du modèle. Ainsi,
une valeur de α faible, permettra d’assigner un nombre réduit de classes au document
et, inversement, une valeur élevée (proche de 1) de α impliquera une distribution plus
uniforme des classes sachant le document d. Ceci est illustré dans la figure D.3.
Une caractéristique déterminante lors de l’élaboration d’un espace de thèmes s’ap-
puyant sur LDA est le choix du nombre de thèmes. Le "bon" choix du nombre de classes
(ou thèmes) est une étape cruciale, spécialement quand les documents composant le
corpus traitent de plusieurs sujets. Plusieurs études essaient de trouver une méthode
pertinente et efficace permettant de résoudre le problème de dimensionnement du mo-
dèle LDA. Dans (Arun et al., 2010), les auteurs proposent d’utiliser une décomposi-
tion en valeurs singulières (SVD, voir annexe B) pour représenter les frontières entre
les termes contenus dans le vocabulaire. Ensuite, si les valeurs singulières de la ma-
trice terme-thème M sont égales à la norme des lignes de M, ceci indique alors que le
vocabulaire est distribué de manière homogène dans les thèmes composant l’espace.
Cependant, ce processus est très coûteux en termes de temps de traitement sachant que
la masse de documents à traiter devient de plus en plus grande depuis l’avènement du
Web.
(Teh et al., 2004) proposent une méthode s’appuyant sur le Processus Hiérarchique
de Dirichlet ou Hierarchical Dirichlet Process (HDP) pour estimer le "bon" nombre de
thèmes, en réalisant l’hypothèse que les thèmes composant l’espace thématiques sont
structurés hiérarchiquement. Le modèle HDP est comparé à celui issu de LDA sur
un ensemble de données identiques dans (Zavitsanos et al., 2008). Les auteurs y pré-
sentent une méthode d’apprentissage de la bonne profondeur de la structure hiérar-
chique d’une ontologie sachant le nombre de thèmes composant le modèle LDA.
L’étude présentée par (Cao et al., 2009) est très similaire. Les auteurs déterminent
le "bon" nombre de thèmes composant le modèle, en utilisant la corrélation moyenne
entre chacune des paires de classes à chaque niveau hiérarchique de la structure.
Toutes ces méthodes font l’hypothèse que le document ne peut avoir qu’une seule
représentation et que le problème est de trouver le nombre optimal de classes.
Une alternative envisageable consiste à utiliser plusieurs représentations d’un do-
cument dans des espaces de thèmes de tailles diverses. Cette représentation multiple
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pourrait permettre de représenter différents aspects du document selon la granularité
du modèle : un espace contenant peu de thèmes aura tendance à contenir des classes
très larges, portant sur des sujets très généraux, alors qu’un espace de grande dimen-
sion comportera des thèmes moins larges et plus précis. Nous pouvons voir que diffé-
rentes granularités apportent différents points de vue sur le document et que ces vues
peuvent être complémentaires. L’idée, ici, est de multiplier les vues de façon à ne pas
effacer trop tôt une information qui pourrait se révéler utile.
Cette question de la granularité des modèles a été discutée par divers auteurs et
a donné lieu à des propositions diverses. (Phan et al., 2008) étudient l’apport d’une
représentation multiple de messages courts lors d’une tâche de classification. Ces mes-
sages courts prennent la forme de résumés d’articles ou de pages Web appelés snippet.
Dans (Chen et al., 2011), les auteurs comparent plusieurs configurations en termes de
taille de modèle (nombre de classes contenues dans l’espace de thèmes LDA) et de
méthode de catégorisation (SVM et Maximum d’entropie). Cette représentation mul-
tiple d’un message court est enfin combinée pour fournir un nouvel ensemble de ca-
ractéristiques du message. La combinaison résulte simplement de la concaténation des
caractéristiques individuelles de chacune des représentations dans chaque espace de
thèmes pondéré par un poids µ. Cette nouvelle représentation multi-thèmes d’un mes-
sage court obtient de meilleurs résultats (85, 31%) que les représentations dans chacun
des espaces de thèmes pris séparément (81, 58%) pour les deux méthodes de catégori-
sation.
Le modèle proposé par (Chen et al., 2011) combine des espaces de thèmes pour
constituer un ensemble de caractéristiques permettant de représenter efficacement un
document de taille réduite. Dans (Titov et McDonald, 2008), les auteurs proposent de
construire un espace de thèmes approprié à la tâche d’analyse d’opinions. Une repré-
sentation classique fondée sur un espace de thèmes issu de LDA ou PLSA ne peut
alors pas convenir. En effet, ces modèles reposent sur le modèle en sac-de-mots (bag-
of-words), permettant uniquement de modéliser les co-occurrences de termes au sein de
chaque document composant le corpus d’apprentissage dumodèle. Ceci est convenable
tant que l’objectif d’utilisation d’un tel modèle est de trouver un ensemble de thèmes
proches d’un document donné. Cette représentation fournit alors, dans le contexte
d’analyse d’opinions, une vision globale du document en généralisant les thèmes que
celui-ci aborde (par exemple hôtel en France, auberge de jeunesse, . . .), mais ne permet pas
de déterminer un ensemble de concepts liés à l’opinion de l’utilisateur (par exemple
propre, spacieux, . . .). Ainsi, (Titov et McDonald, 2008) introduisent un nouveau mo-
dèle génératif probabiliste nommé MG-LDA permettant de modéliser aussi bien des
concepts généraux (par exemple hôtel, musique, film, . . .) que des concepts locaux (par
exemple propre, nourriture, action, . . .). Les auteurs étendent le modèle LDA en intro-
duisant une fenêtre glissante permettant de localiser, au niveau de la phrase, le thème
associé à un terme du document. Ainsi, un terme permet de changer le thème global
(via une allocation de Dirichlet classique au niveau du document) et au niveau local
(via une estimation du thème local au niveau de la phrase contenue dans la fenêtre
glissante). Ce modèle permet un gain substantiel de 2 % en termes de prédiction d’opi-
nion (Snyder et Barzilay, 2007).
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Cependant, une représentation fondée sur un ensemble d’espaces de thèmes et non
un seul, présente une faiblesse liée à la relation entre les classes d’un même modèle.
Dans (Blei et Lafferty, 2006a), les auteurs montrent que les thèmes contenus dans un
espace de thèmes issu de LDA sont liés. De plus, les auteurs dans (Li et McCallum,
2006) considèrent une classe comme un noeud d’un graphe acyclique et comme une
distribution sur les autres classes composant le même espace de thèmes.
Pour évaluer la pertinence d’une représentation d’un document bruité dans des es-
paces thématiques multiples, deux études sont réalisées sur des documents décrivant
des images postées sur un célèbre site de partage, et des documents issus d’un système
de reconnaissance automatique de la parole. Ces évaluations sont réalisées sur deux
corpus distincts et font appel à des approches différentes.
Dans la section 3.2 sont présentées deux études portant à mesurer la pertinence
d’une représentation multiple lors d’une tâche de catégorisation de documents bruités
venant de sources identiques à celles présentées dans le chapitre 2. Nous nous intéresse-
rons donc au Web, avec la catégorisation d’images issues de Flickr dans la section 3.2.1,
ainsi qu’à des transcriptions imparfaites issues de conversations agent/client dans la
section 3.2.2.
3.2 Contributions
Nous avons montré l’efficacité d’une représentation dans un espace de thèmes LDA
pour le traitement des documents fortement bruités issus du Web ou de transcriptions
automatiques de documents parlés (voir le chapitre 2). Nous utiliserons donc dans ce
chapitre des corpus analogues au chapitre 2 pour évaluer la pertinence d’une approche
multi-vue fondée sur la projection du document dans un ensemble d’espaces de thèmes
de granularités différentes.
La première étude, décrite dans la section 3.2.1, porte sur la détection d’événements
sociaux dans un ensemble d’images issues d’un site de partage. La section 3.2.2 présente
une étude visant à trouver le thème principal d’une conversation entre un agent et un
utilisateur, en utilisant une représentation thématique dépendante des locuteurs.
3.2.1 Détection d’événements sociaux dans des documents bruités issus du
Web
Les sites de partage d’images, comme Picasa, Flickr ou Drawin, permettent à l’uti-
lisateur de partager facilement et rapidement des photos ou de naviguer au sein de
galleries d’images. Cependant, la recherche d’information dans des bases de données
de si grandes tailles peut s’avérer très difficile et très coûteuse en termes de temps de
traitement du serveur d’indexation. La manière classique de référencer un tel nombre
de documents est d’utiliser les méta-données (ou tags) représentant l’image comme des
caractéristiques (fréquence de mots, . . .) de l’image. Dans un monde parfait, les tags
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devraient être choisis par un expert, ce qui est très coûteux pour une plateforme de
partage gratuite contenant des millions d’images.
Par conséquent, les plateformes de partage d’images abandonnent à l’utilisateur
l’annotation de ses propres images. Cette vision participative de l’annotation entraîne
inévitablement des erreurs (fautes d’orthographe, mots hors-vocabulaire, étiquettes
manquantes, . . .). Dans une telle situation, un système classique d’indexation d’images
utilisant la fréquence des termes représentée par les tags, ne peut répondre efficacement
à une requête donnée.
Nous présentons ici une représentation aumoyen demodèles thématiques d’images
étiquetées, appliquée à une tâche de détection d’événements sociaux. Cette tâche est
une partie du projet Topic Detection and Tracking (TDT) (Allan et al., 1998b). L’objectif est
de détecter un événement social se déroulant (ou allant se dérouler) dans un lieu précis
ou à une date précise (Allan et al., 1998a). Un des premiers travaux proposés dans
la recherche d’événements a été réalisé par (Yang et al., 1998). Les auteurs ont utilisé
un algorithme de classification pour localiser un événement dans un grand corpus de
données. Dans (Golder et Huberman, 2007), les dépendances entre Flickr et Last.fm sont
étudiées en utilisant un ensemble d’étiquettes extraites depuis Del.icio.us. Les auteurs
dans (Rattenbury et al., 2007) essaient d’extraire des contenus sémantiques depuis les
méta-données associées à des images postées sur Flickr. Ces travaux se sont heurtés
à deux verrous majeurs, liés au paradigme de modélisation d’un événement et à la
quantité de données nécessaire à l’apprentissage d’un système robuste de détection
s’appuyant sur une approche statistique.
Cette représentation doit permettre la détection automatique d’événements sociaux
depuis un ensemble d’images issues de la plateforme de partage Flickr, en utilisant uni-
quement le contenu textuel composé des méta-données des images. Ce système repose
sur une représentation multiple du contenu textuel d’une image, ainsi que sur une stra-
tégie faiblement supervisée permettant d’estimer un ensemble de modèles depuis un
ensemble de données partiellement annotées.
Comme indiqué dans l’annexe D, LDA est un modèle statistique considérant que le
document est composé d’unmélange de thèmes cachés. Ces concepts, appartenant à un
document, sont liés par une variable latente qui est la distribution des termes compo-
sant le document. Le choix du nombre de thèmes composant l’espace de représentation
est donc une donnée cruciale pour permettre en même temps :
• une bonne distribution des termes au sein des classes, et des classes au sein des
documents composant le corpus d’apprentissage,
• une bonne généralisation à des documents non rencontrés lors de cette phase
d’apprentissage.
En effet, la granularité du modèle dépend directement de la taille du modèle :
un nombre restreint de classes entraîne une représentation grossière des classes qui
peuvent alors être vues comme des domaines ou bien des thèmes. D’un autre côté, un
espace thématique contenant un nombre élevé de classes contiendra des entités pou-
vant être assimilées à des thèmes précis ou concepts. Le choix de cette granularité dé-
pend alors des objectifs et de la tâche pour laquelle le modèle est réalisé.
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Les travaux précédents sur la granularité des modèles LDA se sont généralement
focalisés sur représentation dite "optimale" d’un document. Une représentation unique
d’un document bruité, comme une page Web ou un tag relatif à une image, ne peut
utiliser de telles méthodes s’appuyant sur le contenu sémantique du document. De
plus, la granularité d’un modèle thématique étant dépendante du type de document
traité, les documents bruités fortement hétérogènes rencontrés dans ce genre de tâche
ne peuvent être représentés dans un espace unifié pour tous les documents. L’approche
présentée dans cette étude, considère un ensemble d’espaces de thèmes de granula-
rités différentes comme des vues complémentaires d’un même document. Cette com-
binaison doit permettre d’améliorer la détection d’événements sociaux en dépit de la
variabilité liée à la représentation multiple.
Un autre point clé est lié au nombre de données nécessaire pour une bonne esti-
mation des modèles statistiques pouvant détecter l’événement social. Nous proposons
une approche faiblement supervisée pour estimer la signature d’un événement ; cette
méthode implique conjointement une annotation humaine d’un nombre réduit de don-
nées et un grand nombre de documents collectés depuis le Web qui sont probablement
(mais pas obligatoirement) issus des classes attendues.
La section suivante présente l’architecture du système proposé. La section 3.2.1.2
décrit le protocole expérimental de la campagne SED de MediaEval 2011. Les résultats
sont rapportés dans la section 3.2.1.3 avant de conclure dans la section 3.2.1.4.
3.2.1.1 Système de détection d’événements fondé sur une représentation multi-
granulaires
Cette section présente le système d’extraction d’un ensemble de photos pertinentes
répondant au mieux à une requête donnée. Ce système s’appuie sur une représentation
multiple (différentes granularités) issue de LDA.
Approche générale
Le système de détection d’événements sociaux est composé de deux modules ap-
pliqués successivement. Le premier module (WEB) consiste en l’extraction d’un
ensemble de pages Web depuis une requête, dans le but d’estimer un modèle fondé sur
la fréquence de mots. Ce modèle est ensuite utilisé pour classifier des images en deux
catégories (pertinent et non-pertinent), en fonction d’un seuil.
Le premier module suit une stratégie classique de recherche d’image, en comparant
la fréquence des termes (tags dans notre cas) composant celle-ci avec la fréquence des
termes composant le modèleWEB.
Le second module (SVM) a pour objectif de trouver les images pertinentes sachant
la requête, au milieu de celles considérées comme non-pertinentes par le premier mo-
dule (WEB). Ce processus prend en entrée un ensemble d’images ainsi que des don-
nées n’ayant pas de rapport avec la requête. Le système produit, en sortie, plusieurs
ensembles d’images.
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Ces ensembles sont au même nombre que celui des espaces de thèmes appris. Un
ensemble d’espaces thématiques de granularités différentes est entraîné par une (LDA)
sur un grand corpus de documents issus du Web. Un classifieur SVM, pour chacun des
espaces de thèmes, est ensuite appris en utilisant des exemples positifs (un ensemble
de photos pertinentes extraites du moteur de recherche Flickr) ainsi que des exemples
négatifs (l’ensemble d’images considérées comme les moins pertinentes par le module
WEB). Toutes les images annotées manuellement lors de la campagne MediaEval sont
projetées dans chacun des espaces de thèmes puis sont traitées par le classifieur SVM
associé à cet espace thématique.
Enfin, un vote à l’unanimité entre les classifieurs SVM permet de décider de la per-
tinence éventuelle de l’image. Cette dernière combinaison permet d’extraire un nouvel












































FIGURE 3.1 – Architecture du système proposé pour l’extraction de photos répondant à une requête
donnée.
Finalement, un dernier processus réalise l’union entre les deux sous-ensembles des
images pertinentes sélectionnées par le premier module WEB et l’ensemble de photos
ayant récolté l’unanimité entre les différents classifieurs SVM. Ce dernier ensemble
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de photos est considéré comme répondant au mieux à la requête. Le système de
détection d’événements fondé sur une représentation multi-vues que nous proposons
est présenté dans la figure 3.1.
Système fondé sur la fréquence des termes (WEB)
Ce processus en deux étapes extrait un sous-ensemble de photos pertinentes sa-
chant une requête. La première étape consiste à récupérer un ensemble de pages Web
répondant à cette requête. Le calcul de la fréquence des termes est réalisé pour tous
les termes composant ces pages Web. Dans un second temps, chacune des images
est évaluée en utilisant une mesure de similarité entre les tags composant l’image
et les fréquences de termes du modèle. Ensuite, l’ensemble d’images est partitionné
en deux sous-ensembles en fonction du score obtenu par la mesure de similarité : en
deçà d’un seuil déterminé t, l’image appartient au sous-ensemble d’images considé-
rées comme pertinentes. Dans le cas contraire, l’image est placée dans l’ensemble de
photos non-pertinentes. Le processus complet est détaillé dans les sections qui suivent.
a) Estimation du modèle issu du Web
L’estimation du modèle m bâti sur la fréquence des mots requiert un grand cor-
pus de documents D. Ce corpus est composé de pages Web répondant au mieux à
la requête (cette requête est fournie par les organisateurs de la campagne MediaEval
2011). De ce corpus sont extraits un ensemble de termes et leurs fréquences associées.
Uniquement le premier site Web 1 répondant à la requête 2 sur le moteur de recherche
Google, est sélectionné. Toutes les pages Web associées à cette URL composent le
corpus de documents utilisé pour l’estimation du modèle WEB. Une fois le corpus D





où |w|D est le nombre d’occurrences du mot w dans le corpus D et ND le nombre total
de termes contenus dans D. Cet ensemble de mots est utilisé pour déterminer le degré
de similarité entre les tags d’une image, et le modèle m.
b) Classification des images
L’ensemble des photos PALL est partagé en un sous-ensemble de photos dites
pertinentes PWEB et un sous-ensemble de photos jugées comme non-pertinentes sachant
la mesure de similarité δ entre une image p et le modèle m. Un ensemble de N
photos les moins pertinentes (PTRSH) est extrait depuis le sous-ensemble de photos
non-pertinentes. La décision est prise en fonction du score δ comparativement au seuil
t estimé sur les données de développement (challenge 1). Le calcul de δ fait appel à
1. http ://www.paradiso.nl
2. may 2009 venue paradiso
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l’équation 3.1 pour estimer la similarité entre une photo p et le modèleWEB m sachant
tous les termes w composant l’image p. La probabilité de w sachant la photo p est




Le seuil t est optimisé en utilisant une requête et un corpus de développement.
Cette requête vient de la campagne MediaEval 2011 (Papadopoulos et al., 2011a).
Ce challenge traite d’événements footballistiques prenant place soit à Rome, soit à
Barcelone (voir section 3.2.1.2 b). Une image ayant une similarité avec le modèle m
supérieure à t est considérée proche du modèle et donc représentative de son contenu.
Sachant cela, le modèle est composé de pages Web représentatives de la requête.
Les photos issues de l’ensemble total de départ (PALL) ayant obtenu un score élevé
de similarité δ avec le modèle m, sont donc considérées comme pertinentes. Deux
sous-ensembles de photos sont donc obtenus : les images pertinentes PWEB ainsi qu’un
sous-ensemble de N photos considérées comme les moins proches du modèle m, et
donc les moins représentatives de la requête, cet ensemble étant appelé PTRSH.
Module multi-granulaires fondé sur une classification SVM
Dans le premier module WEB, l’ensemble de photos de départ PALL est divisé en
un sous-ensemble de photos pertinentes et non-pertinentes. Dans cette section, une
description est donnée du second module permettant de "repêcher" une partie des
photos rejetées illégitimement par le premier moduleWEB.
La première étape consiste à définir un ensemble d’espaces de thèmes de granulari-
tés différentes. Un classifieur est ensuite entraîné pour chacun des espaces de thèmes.
Ces classifieurs permettent de récupérer, dans l’ensemble des photos candidates PALL,
celles étant les plus pertinentes. Ensuite, un vote est réalisé pour ne garder que les
images ayant obtenu la majorité des votes de tous les classifieurs. Ce processus est
décrit pas-à-pas dans les sections suivantes.
a) Représentation multi-granulaires s’appuyant sur les espaces de thèmes
Toutes les méthodes permettant de constituer un espace de thèmes requièrent un
grand corpus de documents pour estimer de manière efficace les paramètres du
modèle. Ici, le corpus d’apprentissage est constitué d’un ensemble de méta-données
(ou tags) extrait des photos pertinentes, ainsi que d’articles de journaux ne reflétant pas
le contenu de la requête. La requête en question est, dans un premier temps, envoyée
au moteur de recherche du site Flickr via son API, pour récupérer un ensemble de
8 000 photos pertinentes, appelé PFKR. Un second ensemble de données est composé
d’articles issus de l’Agence Française de Presse (AFP) écrits entre 2000 et 2006, dans
les mêmes proportions que les images récupérées depuis le site Flickr (8 000). Fina-
lement, un corpus de 16 000 documents est utilisé, après avoir été lemmatisé avec
TreeTagger (Stein et Schmid, 1995), pour estimer un ensemble de 6 espaces de thèmes
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LDA. Le nombre d’espaces thématiques ainsi que le nombre de thèmes les composant,
sont déterminés pour fournir suffisamment de variété en termes de granularité (Blei
et al., 2003; Rosen-Zvi et al., 2004). Ensuite, un ensemble de 6 modèles Ei est obtenu,
contenant un nombre de dimension de l’espace de thèmes (10, 20, 30, 50, 100 et 200
thèmes dans nos expérimentations).
b) Machine à vecteurs de support (SVM)
Un SVM binaire (deux classes) est ici appris pour classifier en deux sous-ensembles
(pertinent et non-pertinent) les photos projetées dans chacun des 6 espaces de thèmes
LDA. Un ensemble de photos récupérées depuis Flickr PFKR (classe +1), ainsi qu’un
ensemble de N photos rejetées étant considérées comme les moins pertinentes sachant
la mesure de similarité δ (PTRSH) (classe −1), composent l’ensemble d’entraînement
du classifieur SVM. Un ratio de 1 : 5 (1 photo pertinente pour 5 non-pertinentes)
est choisi pour cette tâche fortement déséquilibrée. Cette configuration obtient de
meilleurs résultats qu’une configuration modérément déséquilibrée (1 : 2) ou équili-
brée (1 : 1) (Kiritchenko et Matwin, 2001). Ainsi, un corpus de 8 000 images pertinentes
(classe +1) et N =40 000 images moins pertinentes sachant le score de similarité δ
(classe −1), est obtenu.
De plus amples détails concernant cette méthode de catégorisation sont disponibles
dans la section 2.2.4.1.
c) Représentation des images dans un espace de thèmes LDA
Un SVM est appris pour chacun des 6 espaces de thèmes Ei de taille mk thèmes.
Chacun des documents d issu de PFKR ou issu des photos les moins pertinentes
(PTRSH), est représenté par un vecteur Vd composé de mk éléments Vd[j] (1 ≤ j ≤ nz).
Ces éléments représentent la similarité du document d avec le thème zj appartenant au
modèle thématique Ei. L’équation suivante permet de calculer chaque composante du
vecteur de représentation V dans un espace de thèmes Ei :
Vd[j] = δ(d, zj) (3.3)
Chaque classifieur SVMi est appliqué sur l’ensemble des images PALL. Un ensemble
de photos pertinentes PiSVM est obtenu pour chaque espace de thèmes Ei.
d) Sélection d’un ensemble de photos pertinentes par vote à l’unanimité
Un sous-ensemble PSVM est extrait depuis tous les sous-ensembles de photos as-
sociés à chacun des classifieurs SVMi par l’intermédiaire d’un vote à l’unanimité
entre tous les classifieurs. Ainsi, une photo appartenant à tous les sous-ensembles,
est considérée comme pertinente. La diversité de représentation par des espaces de
thèmes de tailles différentes, permet une représentation multi-granulaires pour décrire
le contenu d’une photo via les méta-données qui lui sont associées. Par exemple, pour
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la description d’un concert, un utilisateur peut utiliser les termes groupe, le nom du
groupe, la compagnie de disque ou bien le style musical plus généralement (voir figure
3.2).
Union PWEB et PSVM
Deux sous-ensembles d’images (PWEB et PSVM) sont obtenus en utilisant les mo-
dules WEB et SVM. L’union de ces deux sous-ensembles est finalement réalisée pour
obtenir un dernier ensemble nommé PFinal représentant au mieux la requête initial
(challenge 2). Une image p est choisie selon la règle :{
p ∈ PFinal si p ∈ (PWEB ∪ PSVM)



















FIGURE 3.2 – Exemple d’une photo issue du corpus MediaEval 2011 ainsi que les méta-données
associées.
3.2.1.2 Protocole expérimental
La méthode proposée est évaluée dans le cadre expérimental de la campagne d’éva-
luation MediaEval 2011. Les sections suivantes décrivent de manière plus détaillée
cette campagne.
a) Campagne MediaEval 2011
En 2010, l’atelier VideoCLEF (Larson et al., 2010) devient MediaEval. Cette nou-
velle campagne a pour but de permettre aux chercheurs de confronter leurs systèmes
et leurs approches lors de "joutes" scientifiques autour du traitement de données
multimédias (audio, image, vidéo, . . .). Une tâche phare, apparue lors de la campagne
d’évaluation MediaEval 2011, est la recherche d’événements sociaux dans un ensemble
de données bruitées issues de plateformes de partage (Papadopoulos et al., 2011b).
Notre système multi-vues a été évalué sur cette tâche.
b) Corpus de MediaEval 2011 concernant la recherche d’événements sociaux
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Un ensemble de 73 645 photos (PALL) est collecté depuis l’API de la plateforme
de partage d’images Flickr 3. Cet ensemble constitue la totalité des photos prises en mai
2009, contenant des coordonnées de géolocalisation disponibles sur la plateforme pour
cinq villes : Amsterdam, Barcelone, Londres, Paris et Rome. À cet ensemble de photos,
sont ajoutées d’autres images ne possédant pas de coordonnées de géolocalisation
pour les mêmes villes et à la même période en utilisant le système décrit dans (Troncy
et al., 2010).
La figure 3.3 montre quelques exemples de photos contenues dans le corpus
MediaEval 2011 pour la tâche de détection d’événements sociaux. Dans le corpus de
photos ainsi obtenu, les coordonnées de géolocalisation sont retirées pour 80 % des
photos sélectionnées aléatoirement. Ceci est réalisé pour simuler artificiellement le
manque d’information géographique observé dans la plupart des documents prove-




FIGURE 3.3 – Exemple de photos appartenant à l’ensemble de photos du corpus MediaEval 2011
et concernant (a) des événements à Paradiso à Amsterdam, (b) des événements musicaux à Parc del
Forum à Barcelone, ou (c) des événements footballistiques dans les villes de Rome ou de Barcelone.
c) Tâche de détection d’événements sociaux (SED)
Les participants à cette tâche ont pour but de "découvrir" un ensemble d’évé-
3. https://www.flickr.com
4. Le corpus, ainsi qu’un descriptif de la tâche SED et des autres tâches de la campagne MediaEval
2011, sont disponibles ici : http://www.multimediaeval.org/mediaeval2011/SED2011/
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nements, puis d’associer à chacun des événements, un ensemble de documents
multimédias (images dans notre cas). L’utilisateur a souvent tendance à poster des
documents saisis ou liés à un événement précis. De plus, un utilisateur d’un moteur
de recherche de documents multi- ou mono-médias recherchera un document ou un
ensemble de documents en fonction d’une requête liée à un événement précis. Pour
ces raisons, la nécessité de créer des relations bi-directionnelles entre les documents
et les événements qu’elles décrivent, est primordiale si l’objectif du partage de telles
quantités de données est de les trouver "naturellement".
La tâche de détection d’événements sociaux (SED) est composée de deux challenges
ainsi que d’un ensemble de test commun à ces deux challenges. Chacun des éléments
composant les corpus d’apprentissage et de validation, est composé d’images et de
méta-données leur étant associées (dont les dates de saisies, étiquettes, et coordonnées
de géolocalisation pour certaines d’entre elles). La tâche de SED est composée de deux
challenges correspondant à deux requêtes bien distinctes :
Challenge 1
Trouver tous les événements footballistiques ayant pris place dans les villes de Barcelone
(Espagne) ou Rome (Italie) dans le corpus de validation. Pour chacun des événements trouvés,
fournir toutes les photos associées à celui-ci.
Challenge 2
Trouver tous les événements ayant eu lieu en mai 2009 au lieu nommé Paradiso (Am-
sterdam, Pays-Bas) ou au Parc del Forum (Barcelone, Espagne). Pour chacun des événements,
fournir toutes les photos associées à celui-ci.
L’objectif de la tâche 1, est de récupérer les 1 640 images représentant le chal-
lenge et non de trouver l’ensemble des événements. Le système proposé dans cette
étude utilise uniquement les méta-données liées à la photo. Ceci entraîne des erreurs
sur les annotations faites par l’utilisateur. La figure 3.4 montre une image issue
du corpus MediaEval 2011. Si l’on ne se réfère uniquement qu’aux méta-données,
tout porte à penser que cette photo traite du challenge 1 concernant un événement
footballistique. Ceci n’est évidement pas le cas, puisque la photo qui est associée à cet
ensemble de méta-données montre le plafond de la chapelle sixtine à Rome. Parmi les
méta-données fournies par l’utilisateur, seul le terme Rome semble en relation avec
l’image.
La requête utilisée pour évaluer la pertinence d’une représentation multiple d’un
document bruité issu duWeb, est le challenge 2. Les requêtes "paradiso amsterdam" ainsi
que "parc del forum barcelona" sont envoyées à la plateforme Flickr via son API pour col-
lecter un ensemble de 8 000 photos pertinentes PFKR. Ces photos constituent le corpus
permettant, en partie, l’apprentissage des espaces de thèmes LDA ainsi que la constitu-



























FIGURE 3.4 – Exemple d’une photo appartenant au corpus MediaEval 2011.
3.2.1.3 Résultats et discussions
Le premier module permet d’identifier respectivement 1 612 (PWEB) et 72 033 images
correspondant aux photos pertinentes et non-pertinentes. Ceci est réalisé en utilisant un
seuil t de 0, 133 estimé sur les données de développement. La méthode s’appuie uni-
quement sur une collection de pages Web, sans l’utilisation d’un corpus annoté pour
l’apprentissage d’un modèle fondé sur les fréquences de mots. Lorsque peu de don-
nées sont disponibles pour la phase d’apprentissage, les informations issues du Web
sont un bon point de départ pour la constitution d’un corpus de données plus hété-
rogènes. Celui-ci permet d’atteindre un niveau de performance satisfaisant, tout en ne
disposant que de peu de données au départ. En effet, avec cette approche, plus de 68 %
des images représentant une requête donnée peuvent être correctement récupérées. Il
est également à noter que la mesure permettant l’évaluation (voir équation 3.2) permet
d’associer plus de poids aux termes apparaissant simultanément dans les "contenus"
lexicaux de l’image, via ses méta-données, et dans les pages Web décrivant la requête.
Cependant, un inconvénient de cette métrique de similarité entre une photo et le mo-
dèle Web fondé sur les fréquences de mots, est l’absence d’une pondération prenant en
compte l’importance du terme au sein des documents composant le corpus d’appren-
tissage (comme l’est l’IDF (Inverse Document Frequency) (Salton, 1989a)).
Dans le second module, un classifieur SVM est appris pour chacun des 6 espaces de
thèmes avec l’ensemble annoté de photos fourni par les organisateurs de la campagne
SED de MediaEval 2011. L’ensemble PTRSH utilisé lors de la phase d’apprentissage des
SVM, est constitué de 40 000 photos les moins pertinentes classifiées avec le premier
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moduleWEB. Le tableau 3.1 présente les résultats obtenus durant la tâche d’extraction
pour chacun des espaces de thèmes avec un classifieur SVM.
#thèmes #trouvés #justes Précision Rappel F-mesure
10 6 822 1 255 18,4 76,5 30,0
20 6 811 1 377 20,2 84,0 32,6
30 6 076 1 264 20,8 77,1 32,8
50 8 006 1 315 16,4 80,2 27,2
100 7 744 1 127 14,5 68,7 24,0
200 7 304 1 417 19,4 86,4 31,6
Vote 395 218 55,2 13,3 21,4
TABLE 3.1 – Résultats obtenus avec le module SVM pour chacun des 6 espaces de thèmes
Les résultats montrent qu’une classification utilisant un seul espace de thèmes, ob-
tient un rappel élevé (de 76,5 % à 86,4 %), mais avec une précision relativement faible
(de 20,8 % à 14,5 %). Comme attendu, le processus de vote à l’unanimité améliore no-
tablement la précision. La combinaison des deux modules (union), correspondant à la
maximisation successive du rappel et de la précision, obtient des résultats encoura-
geants. Le tableau 3.2 rapporte les performances des deux modules (WEB et SVM) pris
séparément, ainsi que leur union en termes de précision, rappel et F-mesure. En par-
ticulier, il est à noter que 372 images sont rejetées (jugées comme non-pertinentes) par
l’union des deux systèmes.
Méthode #trouvés #justes Précision Rappel F-mesure
WEB (1) 1 612 1 108 67,6 68,8 68,2
SVM (2) 395 218 55,2 13,3 21,4
1∪ 2 1 900 1 268 77,3 66,7 71,6
Meilleur système 1 737 1 164 67,0 71,0 69,9
TABLE 3.2 – Performances des deux modules WEB et SVM, leur union, ainsi que le système ayant
obtenu les meilleurs résultats lors de la campagne SED de MediaEval 2011.
La contribution de cette représentation dans des espaces de thèmes multiples n’est
pas négligeable. Comme il est indiqué dans le tableau 3.2, le score de F-mesure est
augmenté de 3, 4 points (de 68 % à plus de 71 %). Le nombre de photos pertinentes
trouvées augmente lui de 10 points quand sont comparés les résultats obtenus avec le
simple système WEB ou le meilleur système proposé lors de la campagne MediaEval
2011 avec l’union des modulesWEB et SVM (score de F-mesure de 68,95 %) (Liu et al.,
2011).
Finalement, l’utilisation de cette multiple représentation et de classifieurs SVM per-
met de récupérer 160 photos pertinentes supplémentaires rejetées par le système bâti
sur la fréquence demotsWEB. En effet, 1 268 photos sont correctement trouvées lorsque
l’on procède à l’union des deux modules alors que seulement 1 108 sont considérées
comme pertinentes par le module WEB. En fait, le module SVM est composé de 73 %
de photos n’appartenant pas au premier sous-ensemble de photos pertinentes obtenu
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par le module WEB. Ceci valide l’idée basique que cette méthode s’appuyant sur une
représentation multi-vues d’un document bruité, permet de récupérer des images in-
correctement rejetées par l’approche faiblement supervisée bâtie sur les fréquence de
mots dans un corpus de pages Web. Il est également à observer, dans le tableau 3.3,
que les images qui n’ont pas été trouvées par le système fondé sur l’union des deux
modules, ont une structure de méta-données qui dépasse le simple bruit.
Images trouvées Images rejetées
audience primavera barcelona
2009 sound primavera barcelona cimg0367
img7584 2009 sound primavera entrance
TABLE 3.3 – Méta-données associées à des photos trouvées et rejetées à tort par l’union des deux
modules WEB et SVM.
Globalement, les résultats justifient l’approche proposée consistant à pallier la fai-
blesse de la structure des méta-données, en utilisant une représentation multiple abs-
traite de haut-niveau (pas uniquement lexicale comme WEB). Notre approche permet
d’améliorer significativement les résultats obtenus par rapport à une approche plus
simple basée sur les fréquences de mots.
3.2.1.4 Conclusions sur la représentation multi-granulaires de documents bruités
issus du Web
Dans cette étude, une méthode robuste d’extraction de photos depuis une requête
utilisant une représentation multiple est proposée. Cette méthode fournit une nou-
velle alternative à la caractérisation d’une photo, non seulement en utilisant les méta-
données lui étant associées, mais avec une représentation s’appuyant sur les thèmes
proches dans des espaces thématiques multiples. Ces espaces de thèmes sont appris
avec une allocation latente de Dirichlet (LDA) utilisant un corpus de photos perti-
nentes et des articles de journaux choisis aléatoirement. Différents sous-ensembles
d’images provenant de divers espaces de thèmes sont combinés pour extraire un en-
semble d’images représentant une requête. Les expérimentations montrent la contribu-
tion de cette représentation de haut-niveau proposée, avec une meilleure F-mesure de
71 % qui améliore les résultats obtenus avec l’utilisation du système basique seulement.
Ceci montre que la représentation multiple d’un document bruité dans des espaces
de thèmes de tailles différentes, permet une indexation robuste d’images comparati-
vement à une représentation lexicale simple. Ces résultats soulignent également que
la représentation dans un espace de thèmes permet un filtrage du contenu textuel du
document (méta-données).
Le système proposé dans cette étude est uniquement évalué pour une requête don-
née afin de récupérer des photos dans un ensemble de photos fourni lors de la cam-
pagne MediaEval 2011. Pour permettre une généralisation d’une telle représentation à
d’autres requêtes et à un grand corpus de photos, cette approche doit être évaluée avec
différents types de données (texte, courriel, . . .) contenant plus de variétés.
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Le dernier point de la discussion ouvre des perspectives pour améliorer ces résultats
en utilisant d’autres caractéristiques en complément des méta-données seules. Ainsi,
les informations multimédias contenues dans une image ne sont pas encore exploitées :
par exemple, le contenu de la photo (traitement de l’image) est une voie à explorer
pour trouver des photos pertinentes non détectées, et raffiner l’extraction en séparant
les images selon l’événement qu’elles décrivent.
Cette représentation multi-vues a montré son efficacité dans une tâche de classifica-
tion de documents bruités issus du Web. De la même manière que dans le chapitre 2, la
méthode proposée fondée sur une représentation multiple d’un même document, est
évaluée sur des documents bruités issus de transcriptions automatiques de documents
audios. La section 3.2.2 présente une étude d’une telle représentation multiple sur une
tâche de reconnaissance du thème principal d’une conversation entre un agent et un
utilisateur de la RATP.
3.2.2 Représentation multi-thèmes de documents parlés transcrits automa-
tiquement pour une catégorisation robuste
Une représentation multiple d’un document textuel bruité provenant du Web per-
met, en plus d’une abstraction forte du contenu du document par une représentation en
ensemble de thèmes proches, de prendre en compte les différents niveaux de granula-
rité dudit document. La section 2.2 du chapitre 2 a présenté une étudemontrant l’intérêt
d’une représentation thématique d’un document parlé lors d’une tâche de catégorisa-
tion. De la même manière, l’étude présentée dans cette section évalue l’apport d’une
représentation multiple d’un document parlé dans différents espaces thématiques de
granularités différentes. Cette étude se place dans le même contexte décrit précédem-
ment, du corpus DECODA et de la catégorisation de dialogues.
L’identification du thème principal est réalisée dans le cadre de conversations réelles
entre un agent et un utilisateur de la RATP. Dans ce contexte, malgré la difficulté prévi-
sible liée à la transcription de documents enregistrés dans des conditions souvent dif-
ficiles (rue, métro, . . .), une précision élevée est observée durant la tâche de recherche
du thème principal (section 2.2 du chapitre 2). Ces résultats sont obtenus avec un clas-
sifieur probabiliste utilisant des caractéristiques obtenues avec un espace de thèmes
cachés LDA commun à l’agent et à l’utilisateur.
Cette partie prolonge l’étude du chapitre 2 en appliquant, au même problème, notre
représentation multi-vues.
La figure 3.5 présente un dialogue entre un utilisateur et un agent de la RATP, et
les deux parties composant le dialogue (utilisateur et agent). Des espaces de thèmes
spécifiques sont considérés respectivement pour l’agent et pour l’utilisateur ainsi que
la combinaison des deux représentations. De plus, comme différents environnements
bruités peuvent conduire à une variation très grande du taux d’erreur-mot (TEM) pour
chacune des conversations, nous considérons la possibilité de prendre en compte le






Agent : Dites moi ...
Utilisateur : Je vous appel car j'ai 
été verbalisé aujourd'hui, mais j'ai 
encore une carte imagine valable 
pour la zone 1 [...] J'ai oublié 
d'utiliser ma carte navigo pour la 
zone 2
Agent : Vous n'avez pas utilisé 
votre carte navigo, c'est pour cette 
raison qu'ils vous ont verbalisé, et 
non pas pour un problème de zone 
[...]
Utilisateur : Merci, au revoir
Agent : Au revoir
Agent
Utilisateur
Conversations entre un 
agent et un utilisateur (RATP)
AgentUtilisateur
FIGURE 3.5 – Exemple d’un dialogue entre un utilisateur et un agent de la RATP.
Les résultats en termes de recherche du thème principal sont obtenus avec trois
représentations thématiques différentes ainsi que différentes granularités (nombre de
thèmes composant l’espace de thèmes) en utilisant un classifieur gaussien s’appuyant
sur une règle bayésienne. Cette étude exploite partiellement ou totalement les résultats
obtenus avec des espaces de thèmes différents. Ayant des processus de classification
séparés pour chacune des représentations des dialogues dans un espace de thèmes, il
est alors possible de comparer les résultats obtenus pour diverses granularités et d’uti-
liser le consensus partiel ou total entre tous les classifieurs comme un indicateur sur le
thème principal à associer à un dialogue.
Une amélioration importante, comparativement aux résultats observés dans l’étude
de l’apport d’une représentation thématique d’un dialogue (voir section 2.2 du cha-
pitre 2), est obtenue en utilisant une stratégie simple suggérée par les résultats obtenus
avec l’ensemble de développement. Elle consiste à sélectionner le thème ayant obtenu
le consensus maximum sur les trois représentations thématiques, ou le thème trouvé,
en utilisant l’espace de thèmes propre à l’agent dans le cas où les trois classifieurs sont
en total désaccord.
Pour la faible proportion des conversations classifiées d’une manière ambiguë, une
simple mesure de confiance fondée sur le consensus entre les différents classifieurs est
utilisée pour signaler si l’intervention d’un expert humain est nécessaire pour obtenir
une classification fiable avec un effort moindre.
La section 3.2.2.1 qui suit présente la représentation multi-vues d’un même dia-
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logue, ainsi que les différentes méthodes de classification. La section 3.2.2.2 présente
le protocole expérimental. Les résultats, en termes de bonne catégorisation, sont don-
nés dans la section 3.2.2.3 avant de conclure sur l’apport d’une représentation multiple
d’une transcription fortement bruitée dans la section 3.2.2.4.








Agent : Dites moi ...
Utilisateur : Je vous appel car j'ai été 
verbalisé aujourd'hui, mais j'ai encore 
une carte imagine valable pour la zone 
1 [...] J'ai oublié d'utiliser ma carte 
navigo pour la zone 2
Agent : Vous n'avez pas utilisé votre 
carte navigo, c'est pour cette raison 
qu'ils vous ont verbalisé, et non pas 
pour un problème de zone [...]
Utilisateur : Merci, au revoir
Agent : Au revoir
Agent
Utilisateur
Conversations entre un 

















FIGURE 3.6 – Approche proposée pour une représentation multiple et une catégorisation robuste
d’un dialogue issu du corpus DECODA.
La figure 3.6 montre les différents processus du système proposé :
• Découpage du corpus de dialogues en 3 sous-corpus composés de la partie pro-
venant de l’utilisateur, de l’agent et l’association des deux (corpus original).
• Création d’un espace de thèmes spécifique à chacun des corpus.




• Classification de la représentation de chacun des dialogues dans chacun des trois
espaces de thèmes.
• Évaluation si les trois classifieurs soient d’accord (MAJ3), si uniquement deux
classifieurs proposent le même thème principal (MAJ2), ou si les trois classifieurs
suggèrent un thème différent (MAJ1). Dans ce dernier cas, le thème choisi est
celui proposé par le classifieur issu du dialogue entier.
Une fois la première étape de constitution des trois corpus effectuée, le système éla-
bore un espace de thèmes en utilisant chacun des corpus à l’aide d’une LDA (voir an-
nexe D). Chacun des dialogues est ensuite projeté dans chacun des espaces de thèmes.
Ainsi, une représentation vectorielle du dialogue dans l’espace thématique est obtenue.
Cette représentation, utilisant un vocabulaire discriminant réduit, est détaillée dans la
section 2.2.3.2 du chapitre 2. Cette représentation vectorielle du dialogue est fournie
en entrée d’un classifieur gaussien introduit dans la section 2.2.4.2 du chapitre 2 égale-
ment.
3.2.2.2 Protocole expérimental
Le corpus de dialogue entre un utilisateur et un agent de la RATP du projet DE-
CODA (Bechet et al., 2012) est utilisé pour les expérimentations décrites dans cette sec-
tion. La section 2.2.5 présente le corpus en détail.
Le nombre de tours de parole dans une conversation et le nombre de termes dans
chacun de ces tours de parole varient fortement. La majorité des conversations contient
plus de 10 tours de parole. Les tours de parole des utilisateurs tendent à être plus
longs (> 20 mots) que ceux des agents, et sont plus enclin à contenir des termes non-
pertinents pour cette tâche de catégorisation.
Le système de reconnaissance automatique de la parole, nécessaire pour extraire les
transcriptions automatiques depuis les documents audios, est le système SPEERAL (Li-
narès et al., 2007) décrit dans la section 2.2.5 ainsi que dans l’annexe E.
Les expérimentations sont conduites en utilisant le corpus d’apprentissage repré-
senté par les transcriptions manuelles uniquement (TMAN), les transcriptions automa-
tiques uniquement (TRAP), ainsi que les transcriptions automatiques tenant compte du
taux d’erreur-mot (TRAP+TEM).
En effet, nous évaluerons l’impact du TEM durant la tâche de classification. xk, qui
permet de définir la règle de décision lors du calcul de la distance de Mahalanobis
décrite dans l’équation 2.4 de la section 2.2.4.2, est à présent calculé sur le corpus d’ap-










avec weri le taux d’erreur-mot (TEM) pour le ith dialogue.
Les conditions indiquées par les abréviations entre parenthèses sont les ensembles
de développement (Dev) et de validation (Test). La tâche de classification est réalisée
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dans les conditions d’apprentissage et de validation décrites auparavant en utilisant
un vecteur de caractéristiques issu des espaces de thèmes provenant respectivement de
l’agent seul (AGENT), de l’utilisateur seul (UTILISATEUR) et de la combinaison des
deux (AG+UT).
Pour permettre une bonne comparaison, la tâche de recherche da la catégorie princi-
pal dans les dialogues du corpus DECODA fait appel à deux méthodes de classification
(SVM et gaussien ouMahalanobis) et un vecteur de caractéristiques contenant la proba-
bilité de chacun des mots discriminants. Il est également présenté les résultats obtenus
avec une représentation utilisant des caractéristiques fondées sur le TF-IDF-Gini (voir
section 2.2.3.1) avec un classifieur SVM (voir section 2.2.4.1) pour comparaison.
Comme l’agent annote une conversation comme appartenant au thème qu’il juge
comme le plus important, si cette conversation traite de plusieurs thèmes, le corpus
d’annotation utilisé lors des expérimentations s’appuie sur les annotations de l’agent.
Ces annotations peuvent cependant faire l’objet de corrections mineures uniquement
lorsque des erreurs incontestables de l’agent, dues par exemple au stress, sont obser-
vées.
Des conditions expérimentales identiques à celles présentées dans le chapitre 2.2.5
sont utilisées pour mener à bien nos expériences. Un sous-ensemble de 800 mots dis-
criminants sont extraits pour composer l’ensemble des caractéristiques des vecteurs de
représentation des dialogues, appelés TF-IDF-Gini, combinés avec un classifieur SVM.
Cette approche constitue notre système de base (ou baseline) qui sera comparé au sys-
tème multi-vues proposé dans cette étude. Pour chacune des conditions et types de
caractéristique, un ensemble de 19 espaces de thèmes cachés LDA de tailles différentes
({5, 6, 7, . . ., 10, 20, . . ., 100, 150, . . ., 300}) est construit en utilisant le corpus d’appren-
tissage (Train).
3.2.2.3 Résultats obtenus lors de la catégorisation de représentations multi-vues de
dialogues issus de transcriptions automatiques
Les résultats obtenus lors des expérimentations utilisant des caractéristiques issues
d’espaces de thèmes et le classifieur gaussien sont présentés dans le tableau 3.4.
Chacune des lignes correspond à une configuration différente des données d’ap-
prentissage (Train) et de validation (Dev/Test). Chacune des colonnes correspond à un
type de locuteur (AGENT,UTILISATEUR ouAG+UT) et un type d’ensemble (Dev/Test)
sur lequel l’évaluation est réalisée.
Les nombres reportés dans les colonnes étiquetées avec |t| indiquent la taille de
l’espace de thèmes cachés LDA correspondant au milieu de l’intervalle de |t| dans le-
quel la performance de catégorisation varie le moins quand le corpus de validation est
l’ensemble de développement. Une stratégie de consensus très simple est ensuite appli-
quée. Celle-ci consiste en la sélection de la catégorie récoltant le score le plus haut lors
de la catégorisation pour au moins deux espaces de thèmes cachés. Ce score permet de
sélectionner l’hypothèse générée en utilisant uniquement les caractéristiques issues de
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l’espace de thèmes AG+UT quand il n’y a pas de consensus entre les trois classifieurs.
L’intervalle de confiance pour l’ensemble de validation (Test) est de ± 3,69 %.
Comme attendu, les résultats montrent que les meilleures performances, utilisant
des transcriptions TRAP pour l’ensemble de développement (Dev), sont obtenues avec
des dialogues TRAP pour la phase d’apprentissage. Les résultats montrent également
qu’il n’y a aucun avantage à retirer de l’utilisation d’une information au niveau du TEM
lors de la phase d’apprentissage du classifieur gaussien, ou du moins, dans la forme
simple utilisée ici. En effet, le tableau 3.4 montre que la précision de catégorisation n’est
pas meilleure lorsque le TEM est considéré dans l’estimation de xk (TRAP→TRAP avec
TEM, voir équation 2.4) que lorsque l’on utilise le centroïde xk (TRAP→TRAP, voir
équation 3.4).
De plus, la précision observée pour le cas de l’AGENT seul est plus élevée que celles
observées pour l’UTILISATEUR ou l’association des deux. Ceci peut-être dû à la diffé-
rence d’environnement et de lexique utilisé entre l’agent et l’utilisateur. L’influence de
ces différences est en quelque sorte atténuée par le fait que les caractéristiques sont
extraites depuis les représentations abstraites que sont les thèmes composant l’espace
LDA spécifique à chacun des types de locuteurs.
Une analyse du corpus d’apprentissage montre que les agents tendent à utiliser
des expressions similaires pour expliquer certains points à l’utilisateur. Ceci est dû à
l’entraînement que les agents suivent pour répondre au plus près au protocole de com-
munication avec l’utilisateur défini par la RATP. Cependant, les utilisateurs répètent
souvent les détails concernant leurs problèmes en fournissant des informations com-
plémentaires.
Données UTILISATEUR AGENT AG+UT
Train/Test |t| Dev Test |t| Dev Test |t| Dev Test
TMAN/TMAN 80 89,7 84,7 80 91,0 85,3 80 92,5 86,8
TRAP/TRAP 80 85,4 79,4 70 87,4 80,4 80 84,8 82,5
TRAP+TEM/TRAP 80 76,0 72,3 60 78,1 73,1 100 75,6 75,2
TMAN/TRAP 100 82,4 74,4 100 85,4 77,6 80 84,8 78,3
TABLE 3.4 – Comparaison de performance, en termes de proportion de catégories trouvées, utilisant
différents espaces de thèmes cachés pour différentes situations d’apprentissage et différents types de
locuteurs.
Le tableau 3.5 montre les résultats obtenus en utilisant un classifieur gaussien com-
paré à l’utilisation des même caractéristiques avec un classifieur SVM. Les expérimen-
tations sont également conduites en utilisant des caractéristiques provenant de la liste
de termes discriminants TF-IDF-Gini accompagnées d’un classifieur SVM.
La stratégie de recherche da la catégorie principal dans un dialogue MAJ1, consiste
en la sélection du thème ayant recueilli le consensus maximum pour les trois espaces
de thèmes associés aux trois cas : AGENT, UTILISATEUR et AG+UT. Dans le cas où les
trois classifieurs associés aux trois espaces de thèmes livrent une décision différente, le
thème retenu est celui du classifieur associé à l’AG+UT.
97
Chapitre 3. Projection d’un document bruité dans des espaces multiples
Les résultats obtenus avec l’approche proposée sont supérieurs à ceux observés
dans (Morchid et al., 2014b,a). De plus, les améliorations de cette méthode s’appuyant
sur des espaces de représentation multiples sont à présent statistiquement significatifs.
Données TF-IDF-GINI SVM AG+UT MAJ1
Train/Test Test Test Test Test
TMAN/TMAN 74,1 85,5 86,8 87,2
TRAP/TRAP 64,5 80,4 82,5 84,1
TMAN/TRAP 58,4 72,0 78,3 78,5
TABLE 3.5 – Comparaison entre les précisions obtenues avec différents classifieurs utilisant des
caractéristiques issues d’espaces de thèmes LDA.
Une stratégie fondée sur le consensus des classifieurs dans des conditions diffé-
rentes est utilisée pour composer les ensembles de validation suivants :
• MAJ3 est l’ensemble de test composé des conversations pour lesquelles la caté-
gorie associée à la conversation est identique pour les trois classifieurs : AGENT,
UTILISATEUR et AG+UT,
• MAJ2 est l’ensemble de test contenant toutes les conversations pour lesquelles
au moins deux des trois classifieurs prédisent une catégorie identique,
• Dans le cas où les trois classifieurs choisissent une catégorie différente, la caté-
gorie conservée est celle de AG+UT et est ajouté au deux sous-ensembles pour
former l’ensemble MAJ1.
Le tableau 3.6 montre, pour chacun des types de consensus (MAJ3, MAJ2 et MAJ1),
la précision du système de catégorisation de dialogues ainsi que la mesure de la cou-
verture correspondant à la proportion de conversations considérées dans l’ensemble.
Les résultats montrent que la stratégie s’appuyant sur le consensus fournit une bonne
mesure de confiance bien qu’aucune stratégie spécifique ne soit employée lors de la
phase d’apprentissage.
Données MAJ3 MAJ2 MAJ1
Train/Test Précision Couverture Précision Couverture Précision Couverture
TRAP/TRAP 95,1 57,6 86,3 92,2 84,1 100
TABLE 3.6 – Précision lors de la catégorisation des dialogues et couverture pour chacune des straté-
gies dans les conditions d’apprentissage TRAP et l’ensemble de Test provenant de TRAP également
(TRAP→TRAP) (espace de thèmes de taille 80) en %.
3.2.2.4 Conclusions sur l’apport d’une représentation dans de multiples espaces de
thèmes pour la catégorisation de transcriptions fortement imparfaites
Les résultats reportés dans le tableau 3.5 montrent que les caractéristiques issues
d’espaces thématiques associées à un type de locuteur précis dans une conversation
permettent de capturer le contenu sémantique utile avec des performances significati-
vement supérieures à celles observées avec des caractéristiques indépendantes issues
du TF-IDF-Gini. Nous observons également des gains significatifs par rapport à la tech-
nique fondée sur un unique espace de thèmes.
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Il est aussi à remarquer que les résultats fournis dans le tableau 3.6 montrent que des
mesures de confiance peuvent être estimées avec une stratégie simple, s’appuyant sur le
vote, qui ne requiert aucune estimation des paramètres. L’utilisation d’une telle mesure
pourrait permettre d’extraire un sous-corpus relativement grand (57 % dans notre ex-
périence) pour lequel la précision est élevée (95 %), en dépit d’un TEM élevé. Une telle
précision avec une aussi bonne couverture constitue un avantage concret assez clair en
comparaison à d’autres études utilisant un corpus de documents similaires (Maza et al.,
2011). De même, il devient possible d’estimer les proportions de problèmes rencontrés
par les utilisateurs à un instant donné ou dans une situation de transport spécifique. Si
ces proportions sont estimées dans une étude suffisamment étendue, les problèmes et
les requêtes de l’utilisateur peuvent être surveillées pour prendre les décisions les plus
pertinentes permettant d’améliorer le service fourni aux utilisateurs.
3.3 Conclusions générales sur la représentationmultiple de do-
cuments bruités dans des espaces de thèmes
Le chapitre 2 a montré l’apport d’une représentation thématique pour différentes
tâches de recherche d’information sur des documents bruités issus duWeb ou de trans-
criptions imparfaites.
Dans ce chapitre, nous présentons un système de catégorisation de documents brui-
tés s’appuyant sur l’extraction de vecteurs de représentation issus de vues multiples
dans des espaces de thèmes LDA. Cette représentation permet au système de caté-
gorisation de tolérer des erreurs de diverses natures, par exemple liées à l’annotation
par des humains (voir section 3.2.1), ou des transcriptions très imparfaites (voir sec-
tion 3.2.2).
Cette représentation multiple d’un document souffre néanmoins de plusieurs dé-
fauts :
• chaque projection d’un document ajoute une variabilité liée à l’espace de repré-
sentation (différence de granularité, distribution de mots dans les classes LDA
différente, . . .),
• la méthode oblige l’estimation d’un grand nombre grand de modèles LDA,
• la décision par vote est assez sommaire, il est probable qu’une stratégie de fusion
plus sophistiquée permettrait de tirer un meilleur parti des différentes vues,
• le choix a priori des hyper-paramètres des modèles LDA n’est pas résolu (notam-
ment des paramètres α et β).
Le problème de la variabilité additionnelle générée par l’approche multi-vues peut
être traité par des méthodes d’analyse factorielle, qui sont des méthodes classiques
d’analyse de données qui ont été récemment appliquées à des problèmes de traitement
de la parole.
Dans le chapitre suivant, nous allons voir de quelles manières ces méthodes issues
du traitement de la parole peuvent être appliquées à notre problème de variabilité inter-
vues et de configuration des vues dans une approche multi-vues.
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Résumé
Ce chapitre propose de poursuivre l’étude de l’apport d’une représentation multiple d’un
document bruité dans des espaces de thèmes LDA. Ceux-ci souffrent de faiblesses inhérentes
à la projection multiple dans des espaces de thèmes différents ainsi que de la difficulté
d’une bonne estimation des paramètres du modèle LDA. Pour contourner la difficulté liée
au choix des valeurs des paramètres du modèle, de nombreux espaces sont appris, mais
ceux-ci introduisent une variabilité inutile liée à la multiplication des projections. Pour
pallier cette faiblesse, les méthodes issues de l’analyse factorielle sont utilisées. En effet, les
chercheurs du domaine de la vérification du locuteur ont déjà fait face à cette probléma-
tique liée à la variabilité nuisible et ont élaboré un modèle décomposant les représentations
d’un même document en une partie informative et une partie résiduelle nuisible, repré-
sentée dans un espace de faible dimension. Les expérimentations menées avec les méthodes
issues de l’analyse factorielle pour la réduction des représentation multi-vues montrent




Le chapitre 3 a présenté les avantages d’une représentationmultiple lors d’une tâche
de catégorisation d’un document bruité s’appuyant sur le modèle LDA dans des es-
paces de tailles (ou granularités) différentes. Ces différentes "vues" d’un même docu-
ment permettent d’améliorer la robustesse des systèmes de catégorisation aux erreurs
du système de reconnaissance de la parole.
Une des principales faiblesses du modèle LDA est le choix des valeurs des hyper-
paramètres ainsi que du nombre de thèmes composant l’espace de thèmes, déterminant
la granularité du modèle. Les performances des systèmes utilisant les espaces LDA
peuvent être très instables si le processus de décision est fortement lié à ces hyper-
paramètres.
De manière classique, cette représentation abstraite implique de choisir le nombre
de thèmes composant l’espace de thèmes (K) aussi bien que les valeurs des hyper-
paramètres (α et β) du modèle LDA. Les hyper-paramètres α et β contrôlent respec-
tivement la distribution des thèmes au sein des documents et la distribution des termes
dans chacun des thèmes de l’espace LDA. Le nombre de thèmes K contrôle, lui, la "gra-
nularité" du modèle, qui va d’une représentation thématique assez générale (peu de
thèmes dans le modèle) à une représentation relativement précise (grand nombre de
thèmes). Trouver les valeurs optimales de ces paramètres est crucial sachant que la per-
plexité du modèle, qui est une image de la qualité de l’espace thématique, est fortement
dépendante de ces caractéristiques. De plus, le contexte multi-thèmes et la proximité de
ces thèmes impliquent la nécessité de trouver une représentation plus complexe du do-
cument (Morchid et al., 2014b).
Dans ce chapitre, nous proposons une solution à ces deux problèmes en utilisant
plusieurs espaces de thèmes obtenus en variant les hyper-paramètres du modèle LDA
α, β ainsi que le nombre de classes n dans l’espace. Chacun de ces espaces produit
une vue spécifique du document et notre objectif est d’extraire une information com-
plémentaire et pertinente depuis ce grand nombre de vues différentes. Une difficulté
potentielle inhérente à un aussi grand nombre de vues est liée à la diversité de celles-ci.
En effet, ces vues introduisent une variabilité utile nécessaire pour la bonne représen-
tation des différents contextes du document ainsi qu’une variabilité nuisible liée aux
projections multiples dans des espaces de thèmes différents.
Le paradigme de l’Analyse Factorielle Jointe ou Joint Factor Analysis (JFA) considère
que les multiples variabilités sont indépendantes. Ainsi la représentation dans un es-
pace JFA (Kenny et al., 2008) permet de compenser la variabilité nuisible à l’intérieur
de la session d’un même locuteur. Cette représentation est une extension du modèle
GMM-Universal Background Model (UBM) (Reynolds et Rose, 1995). Dans (Dehak et al.,
2011), les auteurs proposent d’extraire, depuis le super-vecteur GMM, une représenta-
tion compacte appelée i-vecteur (i pour la tâche d’identification du locuteur). L’objectif
du processus de compression (extraction des i-vecteurs) est de représenter la variabi-
lité du super-vecteur dans un espace de faible dimension appelé espace de variabilité
totale.
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Cette représentation en i-vecteurs, initialement introduite pour la vérification du lo-
cuteur (Kenny et al., 2008), est devenue très populaire dans le domaine du traitement
automatique de la parole. Des publications récentes montrent que cette représentation
est également fiable pour la reconnaissance de la langue (Martınez et al., 2011) ainsi
que pour la segmentation en locuteurs (Franco-Pedroso et al., 2010). La réduction des
représentations d’un document pour générer des i-vecteurs est une manière élégante
de réduire la grande dimension des vecteurs d’entrée pour obtenir une représentation
de faible dimension tout en conservant l’essentiel de l’information pertinente (voir par-
tie 4.4).
Dans ce chapitre, nous proposons alors de réduire la variabilité inter-modèles en
compactant les multiples vues d’un document en utilisant la méthode de l’analyse
factorielle fournissant une représentation compacte, appelée i-vecteur. L’analyse fac-
torielle est une méthode d’analyse de données très ancienne qui a été appliquée avec
succès dans un premier temps à la tâche de vérification du locuteur, et par la suite gé-
néralisée à des tâches du domaine de la parole.
La partie 4.2 de ce chapitre présente les travaux précédents sur l’utilisation de l’ana-
lyse factorielle dans le domaine de la parole. La partie 4.3 présente la méthode d’ex-
traction des i-vecteurs, ainsi que leur application dans le contexte de représentation
multiple de documents bruités. La partie 4.4 introduit nos contributions portant sur
l’application des i-vecteurs afin d’obtenir une représentation compacte et robuste de
documents fortement bruités. Une conclusion sur l’apport de telles méthodes est en-
suite proposée dans la partie 4.5.
4.2 Domaines d’application de l’analyse factorielle
La modélisation fondée sur l’analyse factorielle est appliquée, pour la première fois,
dans le domaine de la vérification du locuteur (Kenny et al., 2005; Vogt et al., 2005; Ma-
trouf et al., 2007). La partie 4.2.1 présente l’analyse factorielle dans le domaine de la
Vérification du Locuteur (VL) ou Speaker Recognition. Dans un système de vérification
du locuteur, cette modélisation permet d’améliorer la robustesse des systèmes face à la
variabilité liée à la session 1 représentant une cause majeure de dégradation des perfor-
mances du système. Elle est également couramment utilisée dans les domaines de la
segmentation en locuteurs (voir partie 4.2.2), dans la reconnaissance de la parole (voir
partie 4.2.3), ou bien encore le traitement de l’image (voir partie 4.2.4).
1. D’une manière générale, les termes décalage de session ou variabilité session sont utilisés pour dési-
gner le changement des conditions acoustiques, qui peuvent varier grandement d’une session à l’autre.
Le terme variabilité session englobe un grand nombre de phénomènes : le canal de transmission, le bruit
environnant, la position du microphone, . . .
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4.2.1 L’analyse factorielle pour la vérification du locuteur
Le domaine de la vérification du locuteur (VL) a connu un essor important depuis
l’utilisation du modèle fondé sur les mélanges de gaussiennes (Reynolds et Rose, 1995;
Reynolds et al., 2000; Doddington et al., 2000). Ce modèle génératif est à l’état-de-l’art
dans le domaine de la VL et est associé à des méthodes de classification telles que les
machines à vecteurs de support (SVM). Cette méthode, dans le domaine de la catégori-
sation, est utilisée soit en combinaison des modèles génératifs (Dong et Zhaohui, 2001;
Wan et Renals, 2003, 2005; Campbell et al., 2006; Dehak et Chollet, 2006; Dehak et al.,
2007), soit directement sur les données acoustiques (Schmidt et Gish, 1996; Campbell,
2002).
Ainsi, les auteurs dans (Dong et Zhaohui, 2001) utilisent, comme entrées, les pro-
babilités issues de modèles s’appuyant sur les GMM, à des classifieurs discriminants
(SVM). Cette méthode est appliquée sur le corpus YOHO (Campbell et Higgins, 1994).
Les premiers résultats encourageants obtenus ont conduit à l’application de cette com-
binaison (GMM+SVM) dans la tâche de vérification du locuteur. La méthode la plus
performante et la plus utilisée, combinant le modèle génératif (GMM) ainsi que la
méthode de classification (SVM), est l’association des deux paradigmes dans un sys-
tème unique (Campbell et al., 2006; Dehak et Chollet, 2006; Dehak et al., 2007). Ce
système utilise un noyau de distance probabiliste issu de la divergence de Kullback-
Leibler (Kullback, 1987) entre les GMM. Avec cette méthode, l’entrée de l’espace des
SVM coïncide avec la moyenne des GMM.
Le second ensemble de méthodes combinant les GMM et les classifieurs SVM utilise
directement les représentations acoustiques du signal de parole. (Schmidt et Gish, 1996)
utilisent lors de la phase d’apprentissage des SVM, les vecteurs acoustiques caractéri-
sant les clients ainsi que les imposteurs. Durant la phase de test, le score du segment
est obtenu en calculant la moyenne des scores des sorties du SVM pour chacune des
trames. D’autres applications des SVM, dans le domaine de la vérification du locuteur
existent. (Campbell, 2002) proposent la séquence discriminante linéaire généralisée ou
generalized linear discriminant sequence (GLDS). Ce noyau, étant considéré comme le plus
utilisé, offre l’avantage d’éliminer la variabilité liée au contexte, en moyennant les ca-
ractéristiques sur l’ensemble du vecteur de représentation.
Le principe d’une projection des données dans un espace de représentation com-
mun uniforme fondé sur les mélanges de gaussiennes et de l’analyse factorielle s’est
rapidement généralisé dans le domaine de la reconnaissance du locuteur, porté par les
succés dans la tâche de vérification du locuteur (Speaker Recognition Evaluation (SRE))
des campagnes NIST (National Institute of Standards and Technology) 2 (Kenny et Dumou-
chel, 2004; Kenny, 2010).
Une des faiblesses que partage la méthode d’analyse factorielle (FA) avec d’autres
modèles génératifs est le temps nécessaire à l’apprentissage du modèle. En effet, l’ana-
lyse factorielle, dans le cas de la vérification du locuteur, nécessite de présenter au
système un grand nombre de contextes pour chacun des locuteurs lors de la phase
2. http://www.nist.gov/itl/iad/mig/sre12.cfm
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d’apprentissage. Ainsi, pour pallier cette difficulté (Kenny et al., 2005) proposent d’uti-
liser une version simplifiée du modèle bâti sur l’analyse factorielle, en procédant à des
approximations. Ceci est réalisé en observant un coût moindre en termes de perte de
performance (≤ 0, 1 %), tout en observant un gain substantiel en termes de temps de
traitement (2 à 3 fois plus rapide). Cette implémentation permet l’utilisation de corpus
de grandes tailles lors de la phase d’apprentissage. Le nombre de données ainsi que
la diversité des données représentatives d’un même locuteur, sont primordiales pour
obtenir de bonnes performances en termes de bonne vérification de locuteurs dans des
conditions fortement bruitées. D’autres méthodes ont réduit le temps de calcul en réali-
sant, par exemple, un certain nombre d’hypothèses simplificatrices comme dans (Glem-
bek et al., 2009). Dans (Kenny et al., 2005), les auteurs constatent un gain de temps de
traitement important (jusqu’à près de 100 fois plus rapide) avec ce type d’approches.
Les méthodes d’analyse factorielle, utilisées dans ce chapitre, sont issues du cadre
de la JFA et reposent sur le modèle théorique décrit dans le domaine de la vérification
du locuteur (Kenny et al., 2007).
4.2.2 L’analyse factorielle pour la segmentation en locuteurs
L’objectif de la segmentation en locuteurs (Gish et al., 1991; Beigi et Maes, 1998;
Chen et Gopalakrishnan, 1998; Siegler et al., 1997) est de diviser un flux audio en
des segments homogènes. Ces segments doivent appartenir au même locuteur et être
d’une durée la plus longue possible. La phase de segmentation en locuteurs est souvent
en amont de tâches de plus haut niveau telles que le regroupement automatique de
messages (Reynolds et al., 1998), le suivi de locuteurs (Rosenberg et al., 1998; Magrin-
Chagnolleau et al., 1999; Mami et Charlet, 2002), l’indexation de locuteurs (Akita et
Kawahara, 2003), ou encore la transcription automatique de journaux télévisés (Woo-
dland et al., 1997; Gauvain et al., 1998). C’est un composant souvent essentiel dans la
chaine de traitement de documents parlés.
La JFA pour la segmentation a été précédée par autre une approche qui présente
quelques similitudes (Aronowitz, 2007)et qui consiste à projeter les segments de pa-
role dans un espace de segments en utilisant un noyau ACP ou kernel-PCA. La projec-
tion dans l’espace de représentation commun est réalisée en estimant une distribution
pour chacun des locuteurs, typiquement une distribution normale multivariée (PCA).
Toutes les représentations probabilistes des locuteurs dans l’espace commun partagent
la même matrice de covariance Σ. Les résultats encourageants obtenus par la modé-
lisation de la variabilité inter-session intra-locuteur par un kernel-PCA, ont poussé les
auteurs à évaluer le paradigme de la JFA dans le domaine de la segmentation et du
regroupement en locuteurs. Ainsi, dans (Aronowitz, 2010), les auteurs, sont parmi les
premiers à employer un système utilisant la JFA pour la segmentation en locuteurs.
La méthode proposée ne nécessite pas de phase d’apprentissage, mais elle estime et
compense la variabilité inter-session intra-locuteur "à la volée". Les performances en-
registrées permettent de réduire de plus de 42 % le SER (Speaker Error Rate) sur le cor-
pus d’évaluation de la campagne NIST-2005 SRE (NIST, 2005). Les travaux de (Kenny,
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4.2. Domaines d’application de l’analyse factorielle
2008, 2010; Zhao et Dong, 2012) proposent de combiner l’analyse factorielle et l’ap-
proche naïve bayésienne. Cette approche permet d’améliorer encore les performances
observées dans la tâche de segmentation et de regroupement en locuteurs.
4.2.3 L’analyse factorielle pour la reconnaissance de la parole
Le domaine de la reconnaissance de la parole fait également appel à la JFA pour
transcrire au mieux des documents parlés. Une des méthodes issue de l’analyse facto-
rielle est la projection des données dans un espace de représentation commun appelé
Subspace GMM (Modèle de sous-espace de mélanges de gaussiennes ou Subspace Gaus-
sian Mixture Model (SGMM) (Povey et al., 2010)). Les auteurs proposent de réduire l’es-
pace de représentation des vecteurs associés aux états afin de contrôler des paramètres
du GMM partagé entre tous les états (moyennes et mélanges de poids), par l’intermé-
diaire des paramètres communs partagés par tous les états. Chacun des segments de
parole est lui-même un mélange de sous-états.
Une approche très semblable a été proposée dans (Bouallegue et al., 2011, 2012) et
appliquée à la modélisation acoustique compacte. La méthode proposée consiste à re-
présenter l’espace acoustique de la parole incluant tous les phonèmes par un seul mo-
dèle générique (GMM-UBM), puis à dériver les modèles des différents états de MMC
depuis ce modèle générique, en mutualisant une large partie des modèles. Les dériva-
tions des moyennes des gaussiennes sont obtenues en utilisant un modèle fondé sur
l’analyse factorielle, alors que les moyennes initiales sont obtenues en utilisant le maxi-
mum de vraisemblance. Les variances sont restées inchangées par rapport au l’UBM.
Un intérêt indéniable de cette représentation vectorielle est la possibilité de traiter les
états par des techniques classiques d’analyse de données ou de classification automatique.
De nombreuses techniques ont été proposées pour augmenter la robustesse des
systèmes de TRAP, en particulier leurs résistances aux bruits. L’objectif de ces tech-
niques est de compenser les différences entre les conditions d’apprentissage et les
conditions d’utilisation du système. L’analyse factorielle a été utilisée aussi dans ce
domaine. (Rouvier et al., 2011; Bouallegue et al., 2012) proposent une nouvelle mé-
thode de compensation des multiples variabilités nuisibles pour les systèmes de TRAP.
L’estimation et l’isolation du bruit se fait en utilisant l’analyse factorielle dans l’espace
des super-vecteurs formé par la concaténation des moyennes des gaussiennes compo-
sant le GMM-UBM. Les auteurs supposent que les variabilités nuisibles sont additives
dans ce domaine et qu’elles sont situées dans un sous-espace de très faible dimension
(comparativement à la dimension du super-vecteur). Les résultats obtenus sur la trans-
cription de la parole bruité ont montré l’efficacité de cette méthode de filtrage basée sur
l’analyse factorielle.
4.2.4 L’analyse factorielle dans le domaine du traitement d’image
L’apport de l’analyse factorielle dans le domaine de la parole a éveillé la curiosité
des chercheurs d’autres domaines confrontés à la même problématique : représenter et
107
Chapitre 4. L’analyse factorielle pour une catégorisation robuste d’une représentation
multiple compactée d’un document bruité
compenser la variabilité induite dans les différentes représentations d’un même indi-
vidu d’une classe donnée.
Les premiers à avoir utilisé la JFA dans le domaine du traitement de l’image (Ves-
nicer et al., 2012) ont montré qu’une version simplifiée de la Probabilistic Linear Discri-
minant Analysis (PLDA) (Li et al., 2012) permet d’obtenir les meilleurs résultats que les
méthodes fondées sur la PLDA ou l’ACP dans la tâche de reconnaissance faciale sur le
corpus FRGCv2 (Li et al., 2012). L’analyse factorielle a par ailleurs été appliquée avec
succès à l’identification du genre vidéo dans (Rouvier et al., 2009; Matrouf et al., 2011).
4.3 Représentation compacte au moyen d’un i-vecteur
La méthode des i-vecteurs utilisée pour compacter différentes vues d’un même do-
cument, est issue de l’analyse factorielle. La partie suivante 4.3.1 décrit le contexte d’uti-
lisation des i-vecteurs dans le domaine de la reconnaissance du locuteur. La partie 4.3.2
décrit la procédure d’estimation des i-vecteurs dans le cas de multiples représentations
d’un même document dans des espaces de thèmes issus de LDA.
4.3.1 Définition de l’espace de variabilité totale pour l’élaboration des i-
vecteurs
L’extraction des i-vecteurs peut être vue comme un processus de compression per-
mettant de réduire la dimensionnalité du super-vecteur de parole sachant un modèle
linéaire Gaussien. (h, s) indique la session h du locuteur s. Le super-vecteur de parole
m(h,s) des moyennes des GMM concaténées d’un enregistrement de parole donné, est
projeté dans un espace de faible dimension appelé espace de variabilité totale :
m(h,s) = m+Ux(h,s) (4.1)
où m est le super-vecteur moyen de l’UBM 3. U est une matrice de rang faible et de
dimension MD × R, où M est le nombre de gaussiennes contenues dans l’UBM et D
est le nombre de caractéristiques cepstrales représentant la base de l’espace réduit de
variabilité totale. La matrice U est appelée matrice de variabilité totale. Les composantes
de x(h,s) sont les facteurs totaux représentant les coordonnées de l’enregistrement de
parole dans l’espace réduit de variabilité totale appelés i-vecteurs.
4.3.2 Du i-vecteur pour la vérification du locuteur au c-vecteur pour la caté-
gorisation de documents
L’approche proposée utilise les i-vecteurs pour modéliser les représentations des
documents textuels à travers chacun des espaces de thèmes dans un espace de voca-
bulaire homogène. Ce segment court est considéré comme la représentation unitaire
3. L’UBM est un GMM représentant toutes les observations possibles.
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s’appuyant sur le contenu sémantique du document. En effet, un vecteur de représen-
tation d’un document dans un espace de vocabulaire correspond à un segment d’un
document d. Dans la suite, (d, r) indique la représentation du document d dans l’espace
de thèmes LDA r. Dans le modèle proposé dans la figure 4.1, le super-vecteur m(d,r)
d’un document d sachant l’espace de thèmes r est modélisé ainsi :
m(d,r) = m+Ux(d,r) (4.2)
où x(d,r) sont les coordonnées de la représentation fondée sur les espaces de thèmes
du document d dans l’espace réduit de variabilité totale appelé c-vecteur (c pour
catégorisation).
m   = m + Dy + Ux(d,r) r (d,r)
Analyse factorielle
m   = m + Ux(d,r) (d,r)
i-vecteur
FIGURE 4.1 – Composantes utiles pour l’extraction des i-vecteurs.
N(d,r) et X(d,r) sont les deux vecteurs contenant les statistiques d’ordre 0 et d’ordre 1
du document d. Les statistiques sont estimées en utilisant le GMM-UBM :
Nr[g] = ∑
t∈r
γg(t); {X(d,r)}[g] = ∑
t∈(d,r)
γg(t) · t (4.3)
où γg(t) est la probabilité a posteriori de la gaussienne g pour l’observation t. Dans
l’équation, ∑
t∈(d,r)
représente la somme sur toutes les trames appartenant au dialogue d.
X(d,r) sont les statistiques dépendant de l’état défini comme suit :
{X(d,r)}[g] ={X(d,r)}[g] −m[g] · ∑
(d,r)
N(d,r)[g] (4.4)
Soit L(d,r) une matrice R× R et B(d,r) un vecteur de dimension R, les deux étant définis
comme suit :
L(d,r) = I+ ∑
g∈UBM
N(d,r)[g] · {U}t[g] · Σ−1[g] · {U}[g]
B(d,r) = ∑
g∈UBM
{U}t[g] · Σ−1g · {X(d,r)}[g],
(4.5)
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Algorithm 3: Algorithme d’estimation de U ainsi que de la variable latente x(d,r).
Pour chaque document d projeté dans l’espace de thèmes r : x(d,r) ← 0,
U← aleatoire ;
Estimation des statistiques :N(d,r), X(d,r) (eq. 4.3);
for i = 1 to nb_iterations do
for tous les documents d et espaces de thèmes r do
Statistiques centrées : X(d,r) (eq. 4.4);
Estimation de L(d,r) et B(d,r) (eq. 4.5);
Estimation de x(d,r) (eq. 4.6);
end
Estimation de la matrice U (eq. 4.7 and 4.8) ;
end




(d,r) · B(d,r) (4.6)
La matrice U peut être estimée ligne par ligne, avec {U}i[g] étant la ième ligne de {U}[g]
alors :
Ui[g] = L−1g · Rig, (4.7)











L’algorithme 4 présente la méthode issue de l’algorithme original 4 et adoptée pour
l’estimation de la matrice de variabilité des représentations multi-vues des documents
fortement bruités issus de transcriptions automatiques. La fonction standard de vrai-
semblance peut être utilisée pour évaluer la convergence de l’algorithme.
La représentation en c-vecteur souffre néanmoins de trois problèmes :
• Le c-vecteur x(d,r) de l’équation 4.2 doit théoriquement être distribué normale-
ment sur la distribution normale N (0, I),
• l’effet "radial" doit être supprimé,
• le rang de l’espace des facteurs totaux doit être utilisé pour procéder à des trans-
formations discriminantes.
Une solution bâtie sur la standardisation des données est proposée dans la partie 4.4.4.
Avant cela, la partie qui suit présente la représentation multiple fondée sur des espaces
de thèmes LDA différents.
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4.4 Contributions : Représentation compacte de documents
bruités s’appuyant sur l’espace des i-vecteurs
La partie précédente décrit plusieurs domaines faisant appel à l’analyse factorielle
pour compenser un bruit résiduel, pour réduire l’espace de représentation, . . . Le cha-
pitre 4 montre l’apport d’une représentation multiple d’un document dans divers es-
paces thématiques. Cette représentation multiple de documents bruités tels des trans-
criptions automatiques, introduit deux variabilités, l’une utile, correspondant aux dif-
férentes vues d’unmême document, ainsi qu’une autre variabilité résiduelle correspon-
dant aux erreurs de transcription et aux projections multiples. Cette partie décrit nos
contributions pour pallier, ou du moins compenser, cette variabilité dite "résiduelle"
dans le domaine du traitement de documents bruités et d’articles de journaux.
4.4.1 Représentation des documents bruités dans un espace de vocabulaire
homogène
Cette partie décrit le processus de projection multiple d’un document dans des es-
paces de thèmes LDA. Un ensemble de caractéristiques permettant de capturer les re-
lations statistiques entre les mots composant le document est obtenu par une allocation
latente de Dirichlet (LDA).
Pour un ensemble de documents composant le corpus d’apprentissage D, un en-
semble d’espaces de thèmes est appris et un document d est représenté par une distribu-
tion de probabilités dans chacun des espaces de thèmes cachés. L’estimation de ces pro-
babilités est affectée par une variabilité inhérente à l’estimation des hyper-paramètres
du modèle. Si plusieurs espaces sont considérés et les caractéristiques sont déterminées
pour chacun des espaces LDA, il est alors possible de modéliser la variabilité utile et la
variabilité liée aux expressions linguistiques utilisées pour exprimer un même thème,
par des locuteurs différents, dans une situation réelle.
Plusieurs techniques, comme les méthodes variationnelles (Blei et al., 2003), de pro-
pagation EM (Minka et Lafferty, 2002) ou le Gibbs Sampling (Griffiths et Steyvers, 2004)
détaillées dans la partie 1.3.3.2, ont été proposées pour estimer les paramètres du mo-
dèle LDA (α, β, et le nombre de thèmes composant le modèle). Cette dernière mé-
thode d’estimation des hyper-paramètres du modèle LDA est un cas particulier des
MCMC (Geman et Geman, 1984) (Markov-chain Monte Carlo). Elle fournit un algorithme
simple d’approximation des paramètres dans un espace de grande dimension comme
LDA (Heinrich, 2005). Ceci permet de contourner la difficulté liée à une estimation di-
recte et précise des paramètres maximisant la vraisemblance de l’ensemble des données
définie ainsi :
P(W|α, β) = ∏
w∈W
P(−→w |α, β) (4.9)
pour toutes les données de la collectionW connaissant les paramètres −→α et −→β . Ainsi, à
la fin de l’algorithme LDA, un modèle contenant K classes qui contiennent elles-mêmes
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Agent : Bonjour
Client : Bonjour
Agent : Dite moi ...
Client : Je vous appel car j'ai été verbalisé 
aujourd'hui, mais j'ai une carte imagine pour la zone 
1 [...] J'ai oublié d'utiliser ma carte navigo pour la 
zone 2
Agent : Vous n'avez pas utilisé votre carte navigo, 
c'est pour cette raison que vous avez été verbalisé 
et non pas pour la zone [...]




Conversations agent/customer customer care 
service of the Paris transportation system
...




















































FIGURE 4.2 – Projection d’un document dans un espace de thèmes LDA.
une distribution θw,z est obtenu. Cette distribution de probabilités qu’un terme w du
vocabulaire du corpus d’apprentissage soit généré par la classe z est calculée comme
suit :
θw,z = P(w|z) . (4.10)
4.4.2 Variation des paramètres du modèle LDA pour une représentation
multi-vues d’un document
Un ensemble de p espaces de thèmes (ici, p = 500) sont appris en utilisant LDA en
faisant varier les hyper-paramètres :
• Le nombre de thèmes K dans l’espace de thèmes (partie 4.4.2.1),
• l’hyper-paramètre α (partie 4.4.2.2),
• et l’hyper-paramètre β (partie 4.4.2.3).
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4.4.2.1 Variation du nombre de thèmes K
Le nombre de classes varie pour obtenir un ensemble de p espaces de taille K (5 ≤
K ≤ 505). En tout, 500 espaces thématiques sont estimés. Ce nombre est assez élevé
pour générer, pour chacun des documents, un nombre d’observations suffisant pour
estimer les paramètres du modèle de variabilité totale.
4.4.2.2 Variation de α
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FIGURE 4.3 – Distribution de la loi de Dirichlet pour différentes valeurs de α.
Durant le processus d’apprentissage du modèle LDA, un thème z est tiré depuis
une loi multinomiale de paramètre θ qui est elle-même tirée depuis une distribution de
Dirichlet de paramètre −→α . Ainsi, un ensemble de p espaces de thèmes de taille K est
appris en faisant varier le paramètre contrôlant la distribution des thèmes −→α .
L’heuristique standard est α0 =
50
K
(Griffiths et Steyvers, 2004), qui correspond pour













Plus la valeur de αi est grande (αi ≥ 1), plus la distribution P(z|d) sera uniforme
(voir figure 4.3 avec α = 20) et un document d sera associé avec des probabilités P(z|d)
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proches de la plupart des thèmes z du modèle. Cependant, le but recherché est diffé-
rent : des documents différents doivent être associés à différentes distributions P(z|d).
Dans le même temps, si la valeur de α est faible, plus les valeurs tirées selon une dis-
tribution de Dirichlet seront concentrées autour d’un nombre réduit de thèmes z (voir
figure 4.3 avec α = 0.002). Le nombre de thèmes K est fixé à 50 et le nombre d’espaces
de thèmes est lui fixé à 500 (p = 500) durant nos expériences. Ceci permet de faire va-
rier αK d’une valeur faible (distribution P(z|d) creuse avec α1 = 0.002) à 1 (distribution
uniforme Dirichlet αp = 1).
4.4.2.3 Variation de β
De la même manière, l’hyper-paramètre β contrôle la distribution des termes dans
chacun des thèmes de l’espace LDA. Plus la valeur de β est élevée, plus la distribu-
tion P(w|z) est uniforme et sera semblable pour l’ensemble des thèmes composant l’es-
pace LDA. Ceci implique que les classes du modèle sont elles-mêmes thématiquement
proches. Durant la phase d’inférence permettant de représenter un document dans l’es-
pace LDA, la distribution des thèmes pour un document donné se doit d’être différente.
La figure 4.3 représente des distributions de Dirichlet avec des valeurs de α diffé-
rentes, pouvant également s’appliquer à l’hyper-paramètre β. L’heuristique standard
pour le choix de la valeur de β est β0 = 0, 1 (Griffiths et Steyvers, 2004), ce qui corres-










× 0, 1 . (4.12)
Tout comme pour le paramètre α, le nombre de classes K est fixé à 50 et le nombre
d’espaces de thèmes p est lui fixé à 500 (p = 500) durant nos expérimentations. Ainsi,
βi varie entre une valeur faible (représentation creuse des termes au sein des thèmes
β1 = 0.0002) à 1 (distribution uniforme de Dirichlet βp = 0.1).
Le prochain processus nous permet d’obtenir une représentation homogène du
document d pour le ième espace de thèmes. La partie 4.4.3 présente la projection de
chacune des représentations thématiques d’un document dans un espace homogène
composé d’un vocabulaire discriminant V (Morchid et al., 2014b).
4.4.3 Représentation multiple dans un espace homogène de mots discrimi-
nants
Le vecteur de caractéristiquesVz
m
d de d est projeté dans un espace commun composé
des mots contenus dans V (Morchid et al., 2014b) de taille 166 dans nos expérimenta-
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tions, pour obtenir un nouveau vecteur de caractéristiques Vwd,i = {P(w|d)i}w∈V de


























où 〈·, ·〉 représente le produit scalaire ; Vwj
zik
= P(wi|zk) ; Vz
i
k
d = P(zk|d) est estimé en
utilisant le Gibbs Sampling pour le ième espace de thèmes.
4.4.4 Standardisation des c-vecteurs
La fin de la partie 4.3 présente trois difficultés liées à une utilisation des méthodes
fondées sur des GMM pour des données qui ne suivent pas forcément une loi gaus-
sienne. Pour pallier ces difficultés, une transformation des représentations des docu-
ments bruités issus des ensembles d’apprentissage et de validation est réalisée pour la
méthode c-vecteur issue de l’analyse factorielle. Selon (Bousquet et al., 2011), où les au-
teurs proposent pour la première fois l’algorithme de standardisation EFR, la première
étape est d’évaluer la moyenne empirique x ainsi que la matrice de covarianceV depuis
les vecteurs d’apprentissage. La matrice de covariance V est décomposée en :
PDPT , (4.13)
où P est la matrice des vecteurs propres de V et D est la version diagonale de V. Un
vecteur d’apprentissage x(d,r) est transformé en x
′





(x(d,r) − x)TV−1(x(d,r) − x)
(4.14)
Le numérateur est équivalent, par rotation, àV−
1
2 (x(d,r)− x), et la norme euclidienne
de x′(d,r) est égale à 1. La même transformation est appliquée aux vecteurs issus de
l’ensemble de validation en utilisant l’ensemble des paramètres appris sur le corpus
d’apprentissage x et la matrice de covariance V comme une estimation des paramètres
de l’ensemble de validation. La figure 4.4 montre les différentes étapes :
• la figure 4.4-(a) présente l’ensemble original des vecteurs d’apprentissage,
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d.Norm: (x − x)tV−1(x − x)
FIGURE 4.4 – Effet de la standardisation avec l’algorithme EFR.
• la figure 4.4-(b) montre l’effet de la rotation appliquée au données originales
autour des axes de variabilité totale quand la transformation PT est appliquée,
• la figure 4.4-(c) montre la standardisation du c-vecteur lorsqueD− 12 est appliqué,
• la figure 4.4-(d) présente le c-vecteur x′(d,r) sur la surface de l’hyper-sphère de
rayon 1 après la normalisation par la longueur du vecteur en divisant par√
(x(d,r) − x)TV−1(x(d,r) − x).
4.4.5 Protocole expérimental
La représentation compacte proposée au moyen des c-vecteurs est évaluée dans le
contexte de l’identification de thèmes dans des transcriptions automatiques de conver-
sations téléphoniques composant le corpus DECODA et dans une tâche de catégorisa-
tion d’articles de presse issus du corpus Reuters-21578 ModApte (Asuncion et New-
man, 2007). Cette représentation compacte est construite depuis un ensemble de vec-
teurs de représentation issus d’espaces LDA. La mesure de similarité permettant de
catégoriser les documents est la distance de Mahalanobis décrite dans la partie 2.2.4.
La méthode LDA nous permet d’élaborer un ensemble de 500 espaces de thèmes
en faisant varier le nombre de classes du modèle ou un des hyper-paramètres de ce
mêmemodèle (voir partie 4.4.2). Un espace de thèmes ayantmoins de 5 classes n’est pas
adapté à un corpus de grande taille comme celui utilisé durant cette évaluation. Comme
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dans les parties précédentes, les espaces de thèmes LDA sont appris en utilisant l’outil
Mallet 4.
Les parties suivantes décrivent le corpus Reuters ainsi que la métrique utilisée pour
évaluer la pertinence des c-vecteurs pour la tâche de catégorisation des articles Reuters
ainsi que de DECODA.
4.4.5.1 Corpus d’articles Reuters-21578
Pour évaluer la pertinence de la représentation compacte proposée dans ce chapitre,
la tâche de catégorisation des 10 plus importantes classes en termes d’articles contenus
Reuters-21578 ModApte (Asuncion et Newman, 2007) est utilisée. Le tableau 4.1 pré-
sente le nombre de documents pour la phase d’apprentissage, de Dev et de Test pour
chacune des 10 classes (Gunal, 2012; Zhu et Lin, 2013).
TABLE 4.1 – Top-10 des classes du corpus Reuters-21578.
Classe Nombre d’articles
ou étiquette apprentissage dev test
earn 2 590 287 1 087
acq 1 485 165 719
money-fx 484 54 179
grain 390 43 149
crude 350 39 189
trade 332 37 117
interest 312 35 131
ship 177 20 89
wheat 191 21 71
corn 163 18 56
Total 6 474 719 2 787
4.4.5.2 Mesure de similarité
La distance de Mahalanobis nous permet d’évaluer la similarité entre deux repré-
sentations vectorielles (ici, la représentation du document et le centroïde de la classe) et
d’étiqueter le document. À la fin de ce processus, une métrique doit être choisie pour
évaluer la performance du système de catégorisation proposé dans ce chapitre. Comme
pour les chapitres précédents, la précision est choisie comme métrique d’évaluation de
la tâche d’identification de thèmes dans le corpus de conversations DECODA.
La tâche de catégorisation d’articles Reuters est habituellement évaluée avec la
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Cette métrique est couramment utilisée dans le domaine de la catégorisation de do-
cuments. Elle est calculée pour chacune des classes dans le corpus et ensuite, la Macro-
F1 moyenne entre toutes les classes est évaluée. Ainsi, un poids semblable est assigné à








2× pk × rk
pk + rk
, (4.15)
où pk et rk sont respectivement la précision et le rappel pour la classe k parmi les K








FPk représente le nombre de documents classifiés incorrectement dans la classe k (i.e.
faux positifs) ; VPk est le nombre de documents correctement classifiés dans la classe k
(i.e. vrais positifs) ; FNk représente le nombre de documents appartenant à la classe k
mais n’étant pas classifiés dans cette classe (i.e. faux négatifs). Plus de détails concernant
les métriques d’évaluation sont disponibles dans (Van Asch, 2013).
4.4.6 Résultats
TABLE 4.2 – Configurations pour la représentation multi-granulaires.
Configuration des hyper-paramètres
K α β
K 5 ≤K≤ 505 α = 50
50
= 1 β = 0.1
α K = 50 0.002 ≤α≤ 1 β = 0.1
β K = 50 α =
50
50
= 1 0.0002 ≤β≤ 0.1
Les expérimentations sont conduites en utilisant un ensemble d’espaces de thèmes
estimés avec l’algorithme LDA. Les premières expérimentations présentées dans la par-
tie 4.4.6.1 sont conduites sur la tâche d’identification de thèmes dans le corpus DE-
CODA. La représentation compacte c-vecteur est ensuite évaluée dans le cadre de la
catégorisation d’articles Reuters dans la partie 4.4.5.1.
Pour les deux tâches, des espaces de thèmes sont appris en faisant varier les valeurs
des hyper-paramètres du modèle LDA ainsi que le nombre de classes comme décrit
dans le tableau 4.2.
4.4.6.1 Représentation compacte de transcriptions automatiques bruitées
Les figures 4.5 et 4.6 présentent respectivement les performances obtenues lors de la
tâche d’identification de thèmes du corpus DECODA pour les corpus de Dev et de Test
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en utilisant différents configurations ainsi que l’algorithme EFR de normalisation pour
l’ensemble de données TRAP (i.e. transcriptions automatiques) et TMAN (i.e. transcrip-
tions manuelles) du corpus DECODA (baseline).
La première remarque est que les meilleures performances pour le système base-
line, en termes de précision, sont obtenues lorsque l’on varie le paramètre α (contrôlant
la distribution des thèmes pour un document) pour les sorties TRAP du corpus DE-
CODA. Ces résultats atteignent 86,9 % et 80,1 % respectivement pour les ensembles de
documents issus du Dev et du Test.
Ensuite, les résultats obtenus lorsque l’on varie l’hyper-paramètre β obtiennent la
seconde meilleure précision en termes d’identification de thèmes avec 82,9 % et 74,0 %
pour les ensembles de documents issus du Dev et du Test.
Nous pouvons noter que ces résultats sont proches de ceux obtenus avec une repré-
sentation multiple en faisant varier le nombre de classes n contenues dans l’espace de
thèmes (81,7 % et 76,4 % pour les ensembles de Dev et de Test).
Sachant que la différence entre les résultats obtenus pour β et n pour le corpus de
Dev dans la configuration TMAN sont importants (90, 3− 88, 6 = 1, 7 points), les résul-
tats observés dans des conditions similaires sont proches (83,8 %). Ceci est également
observé dans la configuration TRAP (74,0 % et 76,4 %).
Cependant, nous notons que la performance de catégorisation est très instable et
peut complètement changer d’une configuration à l’autre. La différence entre la plus
petite et la plus grande précision est également importante, avec une différence de 32,6
points pour le TRAP et 27,5 points pour le TMAN pour le Dev (la même tendance est
observée pour le Test) lorsque le nombre de classes n varie. La recherche du meilleur
nombre de classes paraît donc crucial pour la tâche de catégorisation, particulièrement
dans le contexte de transcriptions automatiques bruitées.
On peut noter que les précisions les plus élevées sont obtenues lorsque l’hyper-
paramètre α varie, alors que celles obtenues lorsque β et K varient sont presque simi-
laires, ce qui n’est pas très intuitif. Normalement, le nombre de thèmes devrait avoir un
impact plus important dans la représentation statistique du modèle LDA que l’hyper-
paramètre α. Cependant, cette remarque est pertinente quand l’objectif est de projeter
le document dans un espace unique. Ainsi, le processus d’inférence est sensible à la
distribution des thèmes contrôlée par l’hyper-paramètre α pour un document n’appa-
raissant pas dans le corpus d’apprentissage dans l’espace de thèmes. Le sujet ici est la
constitution de différentes représentations d’un même document pour contourner le
problème d’un choix aveugle ou empirique des hyper-paramètres du modèle LDA et
de considérer les différentes vues d’un même document.
Les tableaux 4.3 et 4.4 présentent les précisions obtenues avec la représentation com-
pacte c-vecteur couplée avec l’algorithme de standardisation EFR, en prenant en consi-
dération différentes tailles pour les c-vecteurs et pour le nombre de gaussiennes conte-
nues dans le GMM-UBM pour le corpus TMAN et TRAP. Les résultats présentés dans
le tableau 4.5 montrent les précisions obtenues en termes d’identification de thèmes
pour le corpus DECODA (TMAN/TRAP) avec la variation des hyper-paramètres LDA
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TABLE 4.3 – Précision (%) avec différentes tailles de c-vecteurs et de nombre de gaussiennes conte-
nues dans le GMM-UBM pour l’ensemble d’apprentissage issu du TMAN→ Test issu du TMAN.
(c) Variation du nombre de thèmes K
taille DEV TEST
du Nombre de gaussiennes dans le GMM-UBM
c-vecteur 32 64 128 256 512 32 64 128 256 512
60 88.6 89.7 89.7 90.3 90.3 88.2 88.0 89.6 88.4 88.0
80 88.0 87.4 89.7 89.1 90.3 89.2 87.5 89.0 89.3 87.8
100 89.1 84.6 89.1 92.0 89.7 89.2 88.0 91.7 89.3 87.5
120 88.0 86.3 86.9 89.1 90.9 88.7 87.8 88.7 86.2 89.3
140 87.4 85.1 86.3 89.1 88.6 88.3 85.6 86.5 86.2 87.8
160 87.1 85.7 86.3 85.1 90.9 87.7 88.4 89.3 87.4 87.1
180 88.0 85.1 82.3 86.9 86.3 87.0 85.3 88.4 83.2 86.2
200 89.1 82.9 86.3 85.1 88.0 88.0 88.0 87.5 82.9 87.5
(a) Variation du paramètre α
taille DEV TEST
du Nombre de gaussiennes dans le GMM-UBM
c-vecteur 32 64 128 256 512 32 64 128 256 512
60 72.3 77.1 79.1 75.4 73.1 85.6 86.2 82.6 82.6 70.3
80 79.7 82.6 78.9 81.7 75.4 86.2 82.9 82.6 82.6 72.2
100 76.6 88.3 84.0 82.6 73.1 83.5 85.6 86.2 80.4 73.4
120 83.7 87.4 80.9 77.4 72.6 80.7 80.7 82.3 82.6 71.9
140 82.6 77.1 82.6 78.9 81.1 80.4 82.3 80.4 78.6 74.6
160 74.9 72.3 74.6 76.6 75.7 77.7 78.6 75.8 70.0 74.0
180 79.1 75.1 76.0 74.3 77.4 74.9 82.0 68.5 63.3 76.5
200 76.0 71.7 74.0 72.9 73.4 78.6 78.9 64.5 64.5 64.5
(b) Variation du paramètre β
taille DEV TEST
du Nombre de gaussiennes dans le GMM-UBM
c-vecteur 32 64 128 256 512 32 64 128 256 512
60 86.9 83.4 85.1 83.4 80.6 87.2 84.4 83.5 75.8 79.2
80 86.3 87.4 84.6 79.4 77.7 84.4 84.7 85.6 77.1 75.8
100 86.9 86.3 81.1 83.4 74.9 85.9 82.6 85.0 74.3 76.7
120 81.7 84.6 83.4 78.9 77.7 83.5 84.4 80.4 69.4 72.5
140 72.0 81.7 84.0 79.4 72.0 79.8 78.3 80.4 76.4 70.6
160 79.4 81.7 82.3 75.4 78.9 80.4 81.3 78.6 81.3 71.2
180 74.9 84.6 77.7 77.1 68.6 81.9 79.5 77.0 81.9 65.1
200 82.9 84.0 79.4 75.4 72.0 81.9 79.2 77.7 62.7 70.0
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TABLE 4.4 – Précision (%) avec différentes tailles de c-vecteurs et de nombre de gaussiennes conte-
nues dans le GMM-UBM pour l’ensemble d’apprentissage issu du TRAP→ Test issu du TRAP.
(c) Variation du nombre de thèmes K
taille DEV TEST
du Nombre de gaussiennes dans le GMM-UBM
c-vecteur 32 64 128 256 512 32 64 128 256 512
60 82.9 82.9 88.0 84.0 86.3 85.0 83.2 83.2 83.8 84.7
80 85.1 81.7 84.6 82.9 86.3 82.9 79.5 83.2 84.7 82.0
100 82.4 82.9 85.1 89.7 88.0 84.1 81.0 84.7 86.5 83.5
120 83.4 84.0 81.7 87.4 85.1 82.9 83.2 85.0 84.4 81.6
140 81.1 84.6 87.4 84.6 83.4 85.3 82.9 84.1 82.9 82.9
160 78.9 82.3 82.9 83.4 82.9 86.5 84.7 80.7 82.9 81.7
180 81.1 81.7 80.6 83.4 82.3 85.0 80.7 79.8 78.6 79.2
200 82.3 82.9 84.6 81.1 81.7 83.5 81.3 79.8 79.8 76.1
(a) Variation du paramètre α
taille DEV TEST
du Nombre de gaussiennes dans le GMM-UBM
c-vecteur 32 64 128 256 512 32 64 128 256 512
60 81.1 82.9 78.9 78.9 77.1 82.9 78.6 72.8 80.1 71.0
80 82.9 84.6 75.4 80.6 76.0 81.3 79.2 73.4 78.3 69.1
100 85.7 86.9 79.4 80.0 72.6 78.9 80.4 80.1 75.5 63.9
120 80.0 82.9 75.5 74.3 73.7 83.2 80.4 71.0 70.6 60.2
140 79.4 80.0 79.4 76.0 68.6 74.3 73.1 75.0 69.4 59.6
160 74.3 80.6 73.1 78.3 68.0 77.7 75.2 70.3 68.2 61.2
180 76.6 83.4 72.0 73.7 66.3 72.2 71.9 61.2 66.1 57.5
200 72.0 74.3 68.0 66.9 67.4 70.3 70.3 68.8 66.4 55.4
(b) Variation du paramètre β
taille DEV TEST
du Nombre de gaussiennes dans le GMM-UBM
c-vecteur 32 64 128 256 512 32 64 128 256 512
60 84.0 84.0 74.9 76.0 73.7 73.0 77.3 70.8 75.1 67.5
80 76.6 83.4 79.4 74.3 76.0 73.6 75.1 72.4 72.7 69.9
100 71.4 85.7 74.3 76.0 76.6 77.8 75.4 68.7 68.5 69.9
120 74.3 77.7 71.4 76.6 65.7 80.4 70.5 68.7 75.7 66.6
140 66.6 78.3 63.4 64.6 65.1 73.7 69.0 67.8 67.2 62.6
160 69.4 76.0 68.6 61.1 65.1 70.3 74.5 70.2 63.2 69.3
180 70.9 77.1 68.6 65.7 62.9 70.9 72.4 68.3 61.4 66.0
200 68.6 73.7 60.6 66.3 56.0 69.7 63.9 65.0 63.8 68.0
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FIGURE 4.5 – Précision de classification (%) en utilisant un ensemble de représentations basées sur
les espaces de thèmes avec la normalisation EFR pour les données issues de l’ensemble de Dev et de
Test du corpus Decoda. Différentes configurations expérimentales pour les ensemble d’apprentissage
et de validation (Dev/Test) sont évaluées(TMAN). L’axe des abscisses représente la variation du le
nombre K de thèmes contenus dans l’espace de thèmes ((a)-(b)) ; de α ((c)-(d)) et de β ((e)-(f)).
(α, β et K). Les deux colonnes "Best" présentent les meilleures précisions obtenues avec
le corpus de Dev et le corpus de Test, la dernière colonne présente les résultats obtenus
quand la meilleure configuration trouvée avec l’ensemble de documents issus du Dev
est appliquée à l’ensemble de Test (configuration réelle sachant que dans un cas réel
de catégorisation de documents, l’étiquette associée à chacun des documents n’est pas
connue).
Nous pouvons dans un premier temps noter que cette représentation compacte per-
met d’améliorer fortement les résultats obtenus par le système baseline, avec un gain de
8 points pour l’ensemble de Dev et 6, 4 (86, 5 (en variant K) −80, 1(en variant α) = 6, 4)
points pour l’ensemble de Test en condition Best et 86, 5− 76, 1 = 10, 4 points dans le
cas réel pour le TRAP par exemple.
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FIGURE 4.6 – Précision de classification (%) en utilisant un ensemble de représentations basées sur
les espaces de thèmes avec la normalisation EFR pour les données issues de l’ensemble de Dev et de
Test du corpus Decoda. Différentes configurations expérimentales pour les ensemble d’apprentissage
et de validation (Dev/Test) sont évaluées (TRAP). L’axe des abscisses représente la variation du le
nombre K de thèmes contenus dans l’espace de thèmes ((a)-(b)) ; de α ((c)-(d)) et de β ((e)-(f)).
4.4.6.2 Représentation compacte de documents textuels
La figure 4.7 montre la macro-F1 obtenue lors de la tâche de catégorisation d’ar-
ticles issus du corpus Reuters-21578 en faisant varier différents hyper-paramètres du
modèle LDA (n, α and β). La première remarque est que les meilleures précisions sont
obtenues lorsque α varie, comme cela a déjà été observé pour le corpus DECODA (91,1
% pour le Dev et 76,8 % pour le Test), ensuite lorsque l’hyper-paramètre β varie (87,6
% pour le Dev et 74,1 % pour le Test) et enfin lorsque l’on varie le nombre de thèmes K
(82,9 % pour le Dev et 72,6 % pour le Test).
Même si la différence ∆ de la macro-F1, tous paramètres confondus, est significative
pour le Dev d’une valeur de paramètre à l’autre (3, 5 ≤ ∆ ≤ 8, 2), cette différence se
réduit quand le Test est utilisé (1, 5 ≤ ∆ ≤ 4, 2).
Le tableau 4.6 présente la macro-F1 obtenue avec la représentation compacte propo-
sée couplée avec l’algorithme de standardisation EFR et différentes tailles de c-vecteurs
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TABLE 4.5 – Meilleures précisions et précisions réelles (%) obtenues lors de la tâche de catégorisa-
tion de conversations DECODA avec différentes méthodes et différentes configurations.
Méthode Variation Données Best Best Réelle
employée du paramètre TRAIN TEST DEV TEST TEST
TbT K TMAN TMAN 88.6 83.8 81.6
c-vecteur K TMAN TMAN 92.0 91.7 89.3
TbT K TRAP TRAP 81.7 76.4 70.6
c-vecteur K TRAP TRAP 89.7 86.5 86.5
TbT α TMAN TMAN 91.4 86.2 83.2
c-vecteur α TMAN TMAN 88.3 87.2 85.6
TbT α TRAP TRAP 86.9 80.1 76.1
c-vecteur α TRAP TRAP 86.9 83.2 80.4
TbT β TMAN TMAN 90.3 83.8 81.0
c-vecteur β TMAN TMAN 87.4 85.0 84.7
TbT β TRAP TRAP 82.9 74.0 68.5
c-vecteur β TRAP TRAP 85.7 80.4 75.4
ainsi qu’un nombre variable de gaussiennes dans le GMM- UBM pour le corpus d’ar-
ticles Reuters-21578. Les résultats présentés dans le tableau 4.7 montrent les scores ob-
tenues en termes de macro-F1 en faisant varier différents paramètres du modèle LDA
(α, β and n).
La première remarque est que les résultats obtenus avec la représentation compacte
proposée (81,6 % et 80,0 % pour le Test dans les conditions respectives Best et réelles
en faisant varier l’hyper-paramètre n), améliorent ceux obtenus avec la meilleure confi-
guration des hyper-paramètres LDA (76,8 % et 70,9 % pour le Test dans les conditions
respectives Best et réelle en faisant varier l’hyper-paramètre α) avec un gain de 4, 8 et
9, 1 points pour le Test dans les conditions respectives Best et réelle.
Nous pouvons également relever que les meilleurs résultats sont obtenus en faisant
varier α pour le système baseline quand la meilleure macro-F1 est obtenue en faisant
varier la granularité de l’espace de thèmes pour la version compacte c-vecteur propo-
sée dans ce chapitre. Ces résultats confirment l’intuition initiale que l’hyper-paramètre
α contrôle le processus d’inférence d’un nouveau document (n’apparaissant pas dans
le corpus d’apprentissage) et que la représentation multi-vues nécessite un ensemble
d’espaces de thèmes avec des granularités (thmes) différentes. Cette dernière approche
est alors plus appropriée pour la représentation multiple d’un document compacté par
le paradigme des c-vecteurs.
Cependant le tableau 4.7 montre que les macros-F1 obtenues avec le meilleur Test
(pénultième colonne) sont les plus différentes pour la baseline TbT et c-vecteur, dans le
contexte réel (meilleure configuration obtenue avec le Dev appliqué au Test). De plus,
la différence ∆ de la macro-F1 pour la représentation baseline TbT, quand α et β varient
pour le Test, est faible (∆ = 2, 5 et ∆ = 1, 8 points dans les conditions respectives Best
et réelle). Cette différence est plus visible avec la version compacte où ∆ = 4, 1 points
pour le Test en faisant varier les hyper-paramètres α et β.
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TABLE 4.6 – Macro-F1 (%) avec différentes tailles de c-vecteurs et un nombre variable de gaus-
sienne dans le GMM-UBM pour le corpus Reuters en faisant varier les hyper-paramètres α, β ainsi
que le nombre de classes n contenues dans l’espace LDA.
(a) Variation du nombre de thèmes K
taille DEV TEST
du Nombre de gaussiennes dans le GMM-UBM
c-vecteur 32 64 128 256 512 32 64 128 256 512
60 81.6 84.7 84.0 79.4 80.6 80.6 79.8 80.7 79.3 80.2
80 82.6 77.5 83.4 87.4 75.5 81.6 76.7 80.3 80.3 80.4
100 80.0 81.1 86.7 78.8 75.8 81.0 78.3 80.0 79.0 79.6
120 72.9 82.7 86.1 76.6 74.4 81.1 79.1 78.9 78.2 79.0
140 74.5 80.1 82.3 82.0 85.1 80.7 79.5 76.5 77.0 79.8
160 81.7 77.4 74.4 78.6 77.7 79.9 79.9 78.6 75.2 78.7
180 72.1 80.3 72.3 71.4 70.8 78.9 80.3 74.3 73.7 77.2
200 73.3 79.8 74.7 79.8 77.6 79.7 81.5 75.8 73.5 76.7
(b) Variation du paramètre α
taille DEV TEST
du Nombre de gaussiennes dans le GMM-UBM
c-vecteur 32 64 128 256 512 32 64 128 256 512
60 83.3 75.2 81.3 80.1 74.2 75.2 78.4 77.9 78.2 79.6
80 79.8 64.8 75.0 70.3 80.8 77.1 76.8 78.0 77.2 78.9
100 76.4 75.8 63.2 69.1 70.9 77.7 77.1 76.9 78.0 78.2
120 75.0 81.3 67.9 77.1 71.9 75.1 77.3 77.7 73.1 77.3
140 79.5 86.2 65.1 72.0 74.7 74.1 74.5 76.7 74.4 75.7
160 71.5 76.7 72.0 78.1 63.4 78.6 79.5 73.3 73.3 71.4
180 70.0 78.0 78.6 71.1 58.0 74.3 76.2 73.7 73.3 69.5
200 62.6 84.0 73.4 64.3 58.2 69.1 79.6 74.4 72.0 69.1
(c) Variation du paramètre β
taille DEV TEST
du Nombre de gaussiennes dans le GMM-UBM
c-vecteur 32 64 128 256 512 32 64 128 256 512
60 74.3 65.2 71.7 77.7 79.4 79.3 77.1 79.1 79.7 78.6
80 66.3 80.8 67.1 68.2 75.7 73.4 78.6 75.6 75.7 77.4
100 62.3 69.0 59.0 67.6 67.1 75.9 75.4 73.3 70.8 77.2
120 64.3 67.8 62.6 66.1 70.8 74.3 77.8 68.1 70.0 75.0
140 65.8 63.0 68.7 68.3 69.8 77.3 76.4 67.1 66.1 73.6
160 61.7 72.0 66.5 73.3 61.9 79.5 79.4 63.5 67.7 72.1
180 61.8 71.1 62.7 68.8 66.2 79.5 73.4 65.0 69.2 64.5
200 61.5 68.3 66.5 75.5 65.4 81.5 74.4 63.1 67.2 61.9
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FIGURE 4.7 – Macro-F1 (%) en utilisant un ensemble de représentations basées sur les espaces
de thèmes avec la normalisation EFR pour les données issues de l’ensemble de Dev et de Test du
corpus Reuters. L’axe des abscisses représente la variation du le nombre K de thèmes contenues
dans l’espace thématique ((a)-(b)) ; de α ((c)-(d)) et de β ((e)-(f)).
TABLE 4.7 – Macro-F1 (%) obtenues dans des conditions Best et réelle lors de la tâche de catégori-
sation d’articles Reuters avec différentes méthodes et différentes configurations.
Méthode Variation Best Best Réelle
employée du paramètre DEV TEST TEST
TbT K 82.9 72.6 63.6
c-vecteur K 86.7 81.6 80.0
TbT α 91.1 76.8 70.9
c-vecteur α 86.2 79.6 74.5
TbT β 87.6 74.1 69.1
c-vecteur β 80.8 79.5 78.6
Nous pouvons conclure que cette approche originale, fondée sur les c-vecteurs, per-
met de traiter la variabilité contenue dans une conversation enregistrée dans un milieu
bruité, comportant des segments (mots) traitant de thèmes différents selon le locuteur.
Dans le contexte de la catégorisation automatique, cette technique améliore la préci-
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sion, les résultats étant plus consistants quand la taille du c-vecteur ou le nombre de
gaussiennes varient.
4.5 Conclusion sur l’apport des méthodes issues de l’analyse
factorielle pour une représentation robuste de documents
bruités
Le chapitre 3 a présenté l’apport d’une représentation dans de multiples espaces
de thèmes LDA d’un document fortement bruité, lors d’une tâche de catégorisation
ou de classification d’articles Reuters. Une des faiblesses des représentations dans des
espaces thématiques par LDA est le choix des paramètres des modèles. Nous avons
proposé uneméthode qui consiste à estimer plusieurs espaces de thèmes correspondant
à des configurations différentes. Les documents sont projetés dans ces espaces pour
obtenir plusieurs "vues" du même document. Cette représentation multiple introduit
de la redondance entre les vues et une variabilité potentiellement nuisible à la tâche de
catégorisation. Nous avons proposé une méthode basée sur l’analyse factorielle pour
extraire l’information utile de ces vues multiples, supprimer les variabilités nuisibles et
"compacifier" l’espace de représentation. Cette méthode a été évaluée avec succès sur
une tâche de catégorisation dans un corpus de parole et dans un corpus de document
textuels.
La méthode proposée repose sur une première étape d’expansion de la représen-
tation du document en vues complémentaires, suivie d’une phase de réduction de la
représentation par extraction du sous-espace de variabilité utile. Ce principe pourrait
être appliqué à divers problèmes de représentation multi-vues des données. Elle re-
pose cependant sur une représentation des documents textuels en sac-de-mots, sans
que l’ordre des mots ne soit pris en compte. L’influence de cette information peut être
limitée lorsque la structure temporelle des documents est faible. Dans le cas général, et
en particulier dans celui de dialogues très structurés, la position des termes est une ca-
ractéristique qui est essentielle. Le chapitre suivant introduit une représentation origi-
nale fondée sur les nombres hyper-complexes permettant d’introduire, dans le modèle
de documents, des informations relatives à la structure temporelle des documents.
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Résumé
Les représentations dans des espaces thématiques permettent de modéliser une structure sé-
mantique sous-jacente extraite de grands corpus ; cependant, elle repose sur une représentation
en sacs de mots dans laquelle la structure temporelle des documents est perdue. Dans ce cha-
pitre, nous proposons une représentation basée sur des nombres hypercomplexes qui permet de
ré-introduire cette information temporelle tout en préservant les propriétés d’"estimabilité" du




Les performances des systèmes de reconnaissance automatique de la parole (SRAP)
sont très dépendantes des conditions d’enregistrement. Lorsque ces conditions sont
optimales, les transcriptions issues des SRAP sont de bonne qualité, ce qui de leurs
appliquer des méthodes issues du traitement de document écrit classique. Cet environ-
nement favorable n’est que très rarement rencontré dans des cas d’utilisations réelles.
Toutes ces représentations du document dans des espaces de thèmes différents, s’ap-
puient sur LDA. Le modèle LDA considère le document comme un "sac-de-mots", sans
tenir compte des relations entre les occurrences d’un même terme dans le document,
hormis la distribution des termes au sein des thèmes du modèle. Cette relation n’est
pas explicite, dans le sens où la variable latente liant les termes aux classes ne tient pas
compte de la position de ces termes au sein du document.
L’importance de cette hypothèse prend tout son sens dans le cas de documents très
structurés, par exemple des conversations entre client et agents d’un centre d’appels.
Plusieurs méthodes ou caractéristiques ont été proposées dans la littérature, pour
tenir compte de la position relative d’un terme au sein du document. Parmi ces in-
dicateurs, il y a la position dite "relative", ou première occurrence du terme dans le
document (RP), décrite dans la section A.3.2. Cette caractéristique ne tient compte que
de la position de la première occurrence du terme et ne tient pas compte des autres
occurrences de ce terme ou de la distribution des positions occupées par ce mot dans le
document.
Une représentation idéale devrait tenir compte de la position de chacune des oc-
currences du mot dans le document, ainsi que de la relation liant les occurrences de
ce mot au sein de ce document. L’information classique de la fréquence du terme est
codée dans un nombre réel compris entre 0 et 1. La représentation étudiée dans ce cha-
pitre considère la position du terme dans le document selon que celui-ci se trouve en
début, au milieu, ou en fin de document. Pour coder cette information multiple dont
les composantes sont liées, un nombre hyper-complexe est utilisé. Ce nombre contient
4 "parties" pouvant alors contenir 4 caractéristiques du terme dans le document. Il est
issu de l’algèbre de Clifford et est appelé quaternion.
Un étude mesurant l’apport d’une telle représentation de documents bruités dans
l’espace des hyper-complexes est ainsi proposée. Cet espace tient compte de la posi-
tion du terme au sein du document et des relations entre les différentes occurrences du
terme dans le document. Cette relation est prise en compte lors des différentes opéra-
tions mathématiques entre les quaternions.
Le chapitre est organisé comme suit. Dans un premier temps, l’algèbre des quater-
nions est présentée dans la section 5.2. La section 5.3 présente les différents domaines
d’application de l’algèbre des quaternions. Une étude portant sur la catégorisation de
documents bruités projetés dans l’espace des hyper-complexes, est détaillée dans la sec-
tion 5.4. Une conclusion sur l’apport d’une telle représentation est donnée finalement
dans la section 5.5 pour des documents fortement bruités.
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5.2 Les Quaternions
Les quaternions sont des nombres hyper-complexes, leur ensemble, noté H, pou-
vant être vus comme une extension de l’ensemble des complexes C à R4. L’origine des
quaternions date du XIXème siècle, quand William Rowan Hamilton (Hamilton, 1866)
découvrit les quaternions en 1843. Son objectif d’alors était de construire une algèbre
avec des triplets de nombres réels. Lors de ses recherches, il butait sur la multiplica-
tion et la conservation des normes pourtant considérée comme impossible par Frobe-
nius (Frobenius, 1877). Hamilton proposa alors d’utiliser une quatrième composante
et introduit ce nouveau quadruplet, appelé quaternion, comme une nouvelle entité des
nombres complexes.
Un quaternion Q est un quadruplet {r, x, y, z} de nombres réels composé d’un
nombre scalaire r et d’un vecteur ~v de trois composantes xi+ yj+ zk considéré comme
la partie imaginaire pure du quadruplet :
Q = r1+ xi+ yj+ zk (5.1)
= r+ xi+ yj+ zk (5.2)
= r+~v (5.3)
Cette algèbre n’est pas commutative mais partiellement anti-commutative. En effet,
les composantes du quaternion respectent les règles de multiplication définies dans le
tableau 5.1 : si l’on a bien 1i = i1, en revanche nous avons le produit ij = −ji = k.
× 1 i j k
1 1 i j k
i i −1 k −j
j j −k −1 i
k k j −i −1
TABLE 5.1 – Table de multiplication entres composantes du quaternion.
Les quaternions répondent à un ensemble de propriétés :
• Q est nul si : r = x = y = z = 0 ,
• les ensembles des quaternions de la forme Q = r1+ 0i+ 0j+ 0k = r sont appelés
scalaires ou réels,
• comme l’indique la diagonale du tableau 5.1 :
i2 = j2 = k2 = ijk = −1 , (5.4)
• le produit formel noté ∗∗ entre deux quaternions Q = r1+ xi + yj+ zk et Q′ =
r′1+ x′i+ y′ j+ z′k, et appelé multiplication d’Hamilton, se fait en développant le
produit terme par terme, puis en appliquant les règles de réduction définies dans
l’équation 5.4 :




~v = xi+ yj+ zk et ~v′ = x′i+ y′ j+ z′k (5.6)
où 〈·, ·〉 désigne le produit scalaire et ∧ le produit vectoriel entre les deux parties
vectorielles des deux quaternions. La multiplication entre deux quaternions n’est
pas commutative et il existe Q et Q′ tels que :
Q ∗ ∗Q′ 6= Q′ ∗ ∗Q , (5.7)
• le conjugué Q du quaternion Q est :
Q = r1− xi− yj− zk (5.8)
= r1− (xi+ yj+ zk) (5.9)
= r1−~v (5.10)









r2 + x2 + y2 + z2 (5.11)





Q ∗ ∗Q−1 = Q−1 ∗ ∗Q = 1 (5.13)








= rr′ + xx′ + yy′ + zz′ (5.15)
Plus d’informations concernant les systèmes fondés sur l’algèbre des hyper-
complexes sont disponibles dans (Kantor et al., 1989; Zhang, 1997; Kuipers, 1999), et
plus précisément sur les quaternions dans (Ward, 1997).
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5.3 Domaines d’application des quaternions
La non-commutativité des quaternions peut être relativement intuitive si l’on prend
l’exemple d’un objet dans un espace de dimension trois. En appliquant une rotation
autour de l’axe ~X puis une rotation autour de l’axe ~Y, l’objet n’est pas dans la même
position que si on lui applique les deux rotations dans l’ordre inverse. Ceci est le fon-
dement de l’ensemble des quaternions. En effet, si nous nous reportons au domaine de
la géométrie, la représentation à l’aide des quaternions permet de distinguer deux ro-
tations d’une même similitude, en introduisant deux points intermédiaires permettant
de distinguer les deux trajets. Il est donc naturel que les chercheurs du traitement de
l’image (voir section 5.3.1) et de la modélisation des mouvements (voir section 5.3.2)
soient les premiers à employer les propriétés de rotation de l’algèbre des quaternions
dans leurs travaux de recherche. Plus généralement (voir section 5.3.3), les utilisateurs
deméthodes de traitement de l’information trouvent également, dans l’algèbre des qua-
ternions, une représentation robuste et élégante permettant de structurer l’information.
5.3.1 Traitement d’images à l’aide des quaternions
L’utilisation des quaternions dans le domaine du traitement d’images date de plus
de vingt ans maintenant. Les méthodes proposées représentent les images en couleurs
en codant trois informations dans les parties imaginaires (~v) des quaternions (Pei et
Cheng, 1999; Le Bihan et Sangwine, 2003a; Pei et al., 2003; Le Bihan et Sangwine, 2003b;
Alexiadis et Sergiadis, 2009; Assefa et al., 2010; Chen et al., 2010; Guo et Zhu, 2011; Sun
et al., 2011; Rizo-Rodríguez et al., 2013). Ces trois caractéristiques correspondent aux
quantités de rouge (R), de vert (G), et de bleu (B) dans le codage RGB, et sont conte-
nues respectivement dans les valeurs du quaternion x, y et z. L’avantage principal de
la représentation dans des quaternions est qu’une image en couleur peut être traitée de
manière globale comme un vecteur unique (Subakan et Vemuri, 2011; Ell et Sangwine,
2007). L’algèbre des quaternions a été exploitée dans le traitement d’images digitales
par (Sangwine, 1996) ainsi que par (Pei et Cheng, 1997). Depuis, plusieurs outils, utili-
sés pour les niveaux de gris, ont été étendus en utilisant l’algèbre des quaternions, pour
le traitement de l’image, avec un certain succès. Ces outils incluent les transformées de
Fourier (Ell, 1992; Bülow, 1999), de Fourier-Melin (Hitzer, 2013), d’ondelettes (Chan
et al., 2004; Bayro-Corrochano, 2006), de l’harmonique polaire (Li, 2013), et leurs mo-
ments (Chen et al., 2010; Guo et Zhu, 2011; Chen et al., 2012).
Récemment, l’algèbre de Clifford (Clifford, 1873), aussi connue comme une algèbre
géométrique généralisant l’algèbre des quaternions, a permis le traitement de signaux
de plus grande dimension, comme le sont les images en trois dimensions. Les processus
permettant ce traitement sont, par exemple, les transformées de Clifford Fourier (Batard
et al., 2010; Mennesson et al., 2011; Hitzer et Sangwine, 2013), les moments de Clifford
Fourier-Melin (Mennesson et al., 2014), les ondelettes de Clifford (Bahri et Hitzer, 2007),
ainsi que la corrélation géométrique (Bujack et al., 2014).
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5.3.2 Les quaternions dans la gestion de mouvements
Comme il est vu dans la section 5.3.1, les quaternions ont également été utilisés dans
le domaine du traitement d’images couleurs en trois dimensions (3D). Le cas réel le plus
approchant des images 3D, est la gestion de mouvements dans l’espace. (Shuster, 1993;
Xian et al., 2004; Yuan, 1988) et (Daniilidis, 1999; Wu et al., 2005) montrent respecti-
vement que lors de l’enregistrement de mouvement spatiaux, l’orientation d’un corps
peut être paramétrisée en utilisant un quaternion unitaire, comme défini dans l’équa-
tion 5.14, ainsi que des dual-quaternions.
Le quaternion unitaire est une représentation en quatre paramètres contenant une
seule contrainte. Par conséquent, il fournit la plus petite dimension possible pour une
représentation globale et sans singularité de l’attitude (ou orientation). Bien que ce qua-
ternion unitaire représente l’orientation de l’extrémité du bras du robot sans singula-
rité, la réalisation du régulateur devient compliquée sachant que les erreurs d’orienta-
tion sont calculées séparément (Xian et al., 2004; Yuan, 1988). En effet, les schémas de
contrôle de la position sont habituellement réalisés en deux boucles de contrôle, pour
contrôler dans le même temps la rotation et la translation (Sciavicco et Villani, 2009).
En dépit du nombre de dimensions du dual-quaternion (8), (Aspragathos et Di-
mitros, 1998; Funda et al., 1990) montrent que cette représentation est la manière la
plus compacte et la plus performante de caractériser les mouvements qui sont, dans
un même temps, des transformations transversales et rotationnelles dans la chaîne ki-
nématique d’un robot. Le dual-quaternion est un outil élégant très utile pour l’analyse
kinématique dans bien des recherches, comme la navigation inertielle (Wu et al., 2005)
ainsi que dans la vision par ordinateur (Daniilidis, 1999).
5.3.3 Méthodes génériques bâties sur l’algèbre des quaternions
La plupart des tâches de catégorisation du domaine du traitement du langage natu-
rel nécessitent l’utilisation d’uneméthode permettant d’associer, à un document donné,
une étiquette. Les plus utilisées sont les méthodes fondées sur les réseaux de neurones
ainsi que les machines à vecteurs de support (SVM). Ainsi, ces méthodes ont été adap-
tées avec un certain succès dans l’espace hyper-complexe des quaternions par (Arena
et al., 1994; Nitta, 1995; Pearson et Bisset, 1994) pour respectivement les réseaux de neu-
rones de quaternions et dans l’algèbre de Clifford, et par (Bayro-Corrochano et Arana-
Daniel, 2010) pour les SVM de Clifford.
La tâche de réduction des espaces de représentation a également permis d’adapter
les outils classiques en utilisant l’algèbre des quaternions comme la décomposition en
valeurs singulières (Le Bihan et Sangwine, 2003a; Pei et al., 2003), l’analyse en com-
posantes principales (Le Bihan et Sangwine, 2003b; Guo et Zhu, 2011), et l’analyse en
composantes indépendantes (Le Bihan et al., 2006; Vía et al., 2011).
Toutes ces applications de l’algèbre des quaternions à des domaines très variés,
montrent qu’une représentation de données dans un espace hyper-complexe, permet
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de mieux les structurer et de formaliser la relation statistique entre les composantes de
ce nombre. La section 5.4 qui suit étudie l’apport d’une telle représentation dans l’ob-
jectif de formaliser les relations existantes entre les occurrences d’un même mot au sein
d’un document. Ainsi, chacun des termes composant le document ne sera plus consi-
déré comme indépendant de sa position dans le document, comme cela est le cas lors
de l’utilisation d’une représentation dans un espace de thèmes LDA.
5.4 Représentation de documents bruités par des quaternions
Dans le cas de conversations entre un utilisateur et un agent, ce dernier doit détecter
au plus tôt le sujet de l’appel. Ainsi, l’information permettant à l’agent de déterminer
la raison de l’appel de l’usager est contenue essentiellement dans des segments se trou-
vant à des positions variables selon le motif de l’appel. Ainsi, une personne désirant
faire une réclamation pour un procès verbal indûment reçu, dû à un défaut de la carte
de transport, aura tendance, dans un premier temps, à parler de sa carte de transport
et des différentes zones que celle-ci recouvre, avant de parler de l’infraction elle-même.
Pour cette raison, la position des termes tient un rôle important pour localiser, de la ma-
nière la plus pertinente possible, l’information utile permettant de déterminer le motif
exact lié à une conversation.
De plus, les dialogues sont redondants et guidés par l’agent de la Régie autonome
des transports parisiens (RATP) qui suit, autant que possible, un schéma de dialogue
standard. Considérant que cette structure de dialogue sous-jacente pourrait apporter
une information capitale sur le thème de la conversation, il est proposé dans cette étude
un modèle de conversation s’appuyant sur le découpage de ce dialogue en quatre par-
ties de même taille ainsi que l’utilisation de l’algèbre des quaternions.
La méthode proposée consiste à étendre le modèle vectoriel classique représentant
le document par un vecteur de fréquences de termes (Salton, 1989b) : ici, un document
est représenté par un vecteur de quaternions dans lequel chacune des dimensions est
un quaternion regroupant les quatre fréquences d’un terme dans chacune des quatre
parties de la conversation. L’intuition centrale est que ce modèle s’appuyant sur les
quaternions est plus pertinent qu’une représentation classique utilisant les fréquences
de mots sur l’ensemble du document. Cette représentation permet, en effet, de combi-
ner l’impact de différentes phases du discourt lors de l’élaboration de la représentation
vectorielle. Cette méthode est developpée et évalué dans le cadre de l’analyse des dia-
logues du corpus DECODA (Bechet et al., 2012).
La section 5.4.1 présente la représentation d’un document utilisant un vecteur de
quaternions. Les expérimentations portant sur une tâche de catégorisation de conver-
sations utilisant les représentations classiques ainsi que la représentation fondée sur un
vecteur de quaternions, sont présentées dans la section 5.4.2.
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5.4.1 Système bâti sur une représentation vectorielle de quaternions
Une représentation classique d’un document ne permet pas de prendre en compte la
position d’un terme dans un document. Ceci peut être une faiblesse lorsque l’on traite
des documents pouvant contenir plusieurs sujets et ainsi, contenir un thème principal
localisé à un ou plusieurs endroits précis dans le document. Pour pallier cette difficulté,
la méthode proposée s’appuie sur la représentation d’un document par un vecteur de
quaternions. Chacun de ces quaternions est la représentation d’un terme dans le docu-
ment. Les quatre composantes de ce quaternion correspondent à la fréquence du terme
à un instant précis de la conversation. Ces segments sont de tailles égales.
La section 5.4.1.1 présente le modèle classique fondé sur la fréquence de mots discri-
minants. La segmentation du dialogue en quatre parties de tailles égales est présentée
dans la section 5.4.1.2. La section 5.4.1.3 est dévolue à la mesure de similarité entre deux
vecteurs de quaternions. Enfin, la section 5.4.1.4 présente la méthode de catégorisation
de dialogues bâtie sur une représentation vectorielle de quaternions.
5.4.1.1 Extraction d’un ensemble de termes discriminants
Dans le but d’estimer les paramètres de différents espaces de thèmes 1 et d’obte-
nir une représentation commune 2, un ensemble de mots discriminants V est constitué
comme décrit dans la section 2.2.3.1. Les |V| termes w obtenant le score ∆(w) le plus
élevé pour chacun des catégories t, sont conservés pour constituer le vocabulaire V.
Ainsi, chacune des catégories t (parmi les T catégories) est associé à une liste de termes
Vt le décrivant au mieux. Notons, néanmoins, qu’un même mot peut apparaître dans
plusieurs listes de termes discriminantsVt. Tous ces termes sont ensuite regroupés, sans





5.4.1.2 Segmentation du dialogue
La méthode proposée est motivée par l’hypothèse que la structure d’un dialogue
offre un point de vue précis de la structure thématique permettant d’améliorer les per-
formances du système de catégorisation de dialogue.
Un des points clés, pour la capture de caractéristiques structurales, est la segmen-
tation. Idéalement, la segmentation devrait correspondre aux différentes phases de la
1. P(z|d) avec différents z pour chacun des espaces de thèmes.
2. Chacune des caractéristiques du vecteur de représentation du document doit correspondre à une
caractéristique identique d’un espace de thèmes à un autre.
139
Chapitre 5. Projection de documents bruités dans l’espace hyper-complexe des
Quaternions
conversation, mais en pratique, ces phases sont de tailles variables, pouvant se juxtapo-
ser. Ceci ne permet pas de dessiner des frontières claires du dialogue. Ici, la segmenta-
tion est utilisée comme un moyen d’extraire des caractéristiques permettant de suivre
les variations de thèmes tout au long de la conversation.
Deux schémas de segmentation sont testés (voir figure 5.1). Le premier schéma
consiste en une segmentation "naturelle" de gauche à droite (LRQ) : le document est,
dans un premier temps, partagé en cinq régions, chacune représentant 20 % du do-
cument. Ensuite, un segment est constitué de deux régions successives de 20 % pour
finalement couvrir 40 % du document.
Le second schéma est une segmentation symétrique (SSQ) s’appuyant sur la posi-
tion du mot relativement au centre du dialogue. Dans ce schéma de segmentation, les
quatre régions correspondent à :
• (1) la première moitié du document,
• (2) la région centrale (50 % centré),
• (3) la seconde moitié du document,
• (4) la jonction entre les deux extrémités du document (premier et dernier 25 %).
La figure 5.1 montre un exemple d’une segmentation d’un document avec le schéma
de gauche à droite (S1, S2, S3, S4) et le schéma symétrique (W1,W2,W3,W4).
Ces deux stratégies de segmentation permettent d’extraire quatre statistiques d’un
terme qui seront encapsulées dans un quaternion, comme le décrit la section suivante.
5.4.1.3 Représentation d’un document dans un vecteur de quaternions
Sachant une segmentation S = {s1, s2, s3, s4} d’un document d ∈ D ainsi qu’un
vocabulaire de termes discriminants V = {w1, . . . ,wn, . . . ,w|v|}, chaque terme wn est










où fmd (wn) représente la fréquence du mot wn dans le segment sm du document d.
La figure 5.1 illustre la représentation fondée sur les quaternions d’un document
avec les deux schémas de segmentation, et montre un dialogue réel issu du corpus de
validation étiqueté par l’agent comme traitant d’un problème d’itinéraire. Un document
d ∈ D est représenté par un vecteur de quaternions Qd de dimension |V| :
Qd = [Qd(wn)]wn∈V . (5.18)
Soient deux quaternions représentés par leurs parties réelles et imaginaires comme
Q1 = r1 + ~v1 et Q2 = r2 + ~v2. Si un quaternion est normalisé comme indiqué dans
l’équation 5.14, alors la somme des carrés des valeurs réelles (r, x, y et z) vaut 1. Ainsi, le
quaternion représente une orientation et la distance entre deux quaternions de ce type
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FIGURE 5.1 – Dialogue provenant du corpus de validation segmenté selon le schéma de gauche
à droite LRQ (S1, S2, S3, S4) et le schéma symétrique SSQ (W1, W2, W3, W4). Ce dialogue est
correctement étiqueté par les deux méthodes fondées sur des vecteurs de quaternions, alors que la
méthode classique fondée sur la fréquence des termes TF-IDF a échoué.
correspond à la distance angulaire entre les deux orientations représentées par cha-
cun des quaternions (axe de rotation). Définissons deux quaternions à l’aide de l’équa-
tion 5.17 représentant les distributions du mêmemot w dans deux documents distincts.
Soient Q⊳d1(w) et Q
⊳
d2(w) les versions normalisées selon l’équation 5.14 des deux quater-
nions Qd1(w) et Qd2(w). La distance entre les deux documents résulte simultanément
de la formulation de l’angle double du cosinus :
cos(2φ) = 2cos2(φ)− 1 (5.19)
et du fait que l’angle entre les orientations θ est précisément le double de l’angle φ entre
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où 〈·, ·〉 est le produit scalaire défini dans l’équation 5.15. Un vecteur est obtenu en
calculant la distance angulaire entre les quaternions représentant chacun des termes w
pour les deux documents. Ensuite, la dissimilarité entre les deux conversations est le





5.4.1.4 Méthode de catégorisation
La méthode proposée, s’appuyant sur des vecteurs de quaternions, est plutôt un
paradigme de représentation qu’une méthode de catégorisation. Plusieurs méthodes
peuvent être appliquées pour prendre la décision du thème à associer au dialogue dans
l’espace de caractéristiques des quaternions (Harish et al., 2010). Pour cette raison, des
expérimentations contrastives sont conduites en utilisant la méthode des k plus proches
voisins (la méthode des k plus proches voisins ou K-Nearest Neighbor (KNN)) (Bentley,
1975), qui requiert uniquement de définir une distance à appliquer à des caractéris-
tiques non standards.
Dans la tâche d’identification de catégorie, l’algorithme des KNN calcule la distor-
tion entre une conversation issue du corpus de validation Ci et chacune des conversa-
tions contenues dans le corpus d’apprentissage. Un sous-ensemble SSk(Ci) de k plus
proches éléments sont extraits. La probabilité d’une catégorie t sachant Ci est estimée
en comptant le nombre de conversations de ce thème t dans SSk. Dans nos expérimen-
tations, le nombre de plus proches voisins k est fixé empiriquement selon le corpus de
développement.
5.4.2 Expérimentations
Cette section décrit le protocole expérimental, ainsi que les résultats obtenus avec
une représentation des dialogues utilisant des caractéristiques classiques basées sur
la fréquence de mots (TF-IDF) pour chacun des segments puis sur l’ensemble du do-
cument. Ces résultats sont comparés avec ceux obtenus en utilisant des schémas de
segmentation avec les quaternions.
Pour mesurer les performances d’une représentation tenant compte de la position
des termes au sein du document, l’ensemble des conversations issues du corpus DE-
CODA (Bechet et al., 2012) est utilisé dans une tâche de catégorisation. Ce corpus est
détaillé dans la section 2.2.5 ainsi que le système de reconnaissance automatique de la
parole (SRAP) utilisé pour transcrire les conversations entre agents et utilisateurs.
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Données Précision (%)
Test Appr
TS1 TS2 TS3 TS4 M4D
Dev Test Dev Test Dev Test Dev Test Dev Test
TMAN TMAN 70,3 64,4 69,1 62,5 68,0 62,2 61,1 39,8 86,2 78,8
TRAP TMAN 65,1 55,0 66,8 54,1 61,7 48,3 53,7 39,1 81,7 70,0
TRAP TRAP 64,0 56,2 65,7 50,7 63,4 48,3 53,1 44,3 78,1 67,4
TRAP TMAN+TRAP 64,5 57,1 66,2 50,7 61,7 50,1 55,4 45,5 82,5 70,3
TABLE 5.2 – Résultats obtenus par les systèmes de base en termes de précision (%))
5.4.2.1 Systèmes de base
Une comparaison en deux étapes est réalisée : la première compare six représen-
tations fondées sur la fréquence de termes puis entre les deux représentations bâties
sur les quaternions et la meilleure représentation fondée sur la fréquence de termes.
Toutes ces configurations sont comparées en utilisant le même protocole expérimental,
incluant un ensemble de mots discriminants communs, une méthode de catégorisation
identique, ainsi que des corpus d’apprentissage, de développement, et de test com-
muns.
Les deux systèmes évalués, s’appuyant sur les quaternions, utilisent les schémas de
segmentation gauche à droite et symétrique, comme il est décrit dans la section 5.4.1.
Ces schémas sont notés respectivement LRQ et SSQ.
Le premier système baseline s’appuie sur l’approche classique TF-IDF, dans lequel
chacun des documents est caractérisé par un vecteur de fréquences de mots. Ces fré-
quences sont estimées pour toute la conversation, et la mesure de cosinus est utilisée
comme une distance entre deux documents.
Un aspect important de la méthode proposée ici est le processus de segmentation
fondé sur l’intuition que la distribution dépendante de la position du terme, permet de
révéler un aspect important sur la distribution des thèmes durant la conversation. Le
système proposé combine des caractéristiques dépendantes des phrases du dialogue
(ou segments).
Dans l’objectif d’évaluer les gains obtenus par ces deux aspects séparément, un sys-
tème s’appuyant sur le TF-IDF opérant sur des vecteurs de fréquences estimés sur les
quatre segments successifs plutôt que sur l’ensemble du dialogue, est également testé
dans un premier temps. Dans ce système appelé M4D par la suite, un vecteur repré-
sente un document incluant 4 ∗ |V| coefficients (sac-de-mot de |V| termes). La mesure
de distance cosinus est utilisée lors de la phase de classification.
Cette méthode est directement comparable à l’approche bâtie sur les quaternions
qui utilisent le même ensemble de caractéristiques de bas niveau (LRQ et SSQ). Ces
caractéristiques sont composées de la fréquence des termes dans chacun des segments.
Ceci permet d’évaluer l’intérêt spécifique des quaternions, indépendamment des carac-
téristiques basiques résultant de la segmentation.
La dernière approche groupe toutes les fréquences dépendant des segments, dans
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un vecteur de grande taille. Un dernier test est effectué, dans lequel la contribution de
chacune des parties de la conversation dans un schéma gauche à droite est vérifiée.
Ceci est réalisé en évaluant la performance des systèmes fondés sur le TF-IDF utilisant
uniquement les distributions des termes calculées sur un seul segment. Ces systèmes
sont appelés TS1, TS2, TS3 and TS4 pour les segments, du premier au quatrième.
Tous ces systèmes sont évalués avec un classifieur KNN ainsi qu’avec un cor-
pus d’apprentissage composé de dialogues issus de transcriptions manuelles (TMAN),




TF-IDF M4D LRQ Θ SSQ Θ
Dev Test Dev Test Dev Test Dev Test
TMAN TMAN 72,0 71,7 86,2 78,8 89,0 85,3 92,2 87,4
TRAP TMAN 68,4 64,4 81,7 70,0 82,2 74,1 84,6 76,0
TRAP TRAP 65,0 61,3 78,1 67,4 80,5 71,7 82,2 73,9
TRAP TMAN+TRAP 67,5 62,2 82,5 70,3 81,0 73,3 83,4 76,9
TABLE 5.3 – Résultats en termes de précision.
5.4.2.2 Résultats et discussions
Les expérimentations ont été réalisées dans le contexte de la catégorisation de
conversations issues du corpus DECODA. Les sacs-de-mots (BoW) ont été utilisés dans
le même objectif que les expérimentations rapportées dans (Koço et al., 2012; Maza
et al., 2011). Dans (Maza et al., 2011), des caractéristiques liées aux phrases sont ajoutées
aux caractéristiques associées aux termes. Les auteurs utilisent également une mesure
de similarité utilisant le cosinus. Dans (Koço et al., 2012), les BoW sont proposés comme
des caractéristiques pour une approche de catégorisation (AdaBoost) bâtie sur plusieurs
vues. Cinq vues séparées sont introduites pour respectivement l’agent, l’utilisateur, les
frontières des tours de paroles dans le dialogue, la durée, ainsi que les entités nom-
mées. Les expérimentations reportées ici reposent sur une augmentation du corpus de
test, contenant des données complexes et diversifiées.
Le tableau 5.3 montre les résultats obtenus avec le système TF-IDF, M4D, ainsi que
les deux systèmes s’appuyant sur les quaternions LRQ et SSQ. Il est à observer que la
segmentation des dialogues permet une amélioration de la précision : le système M4D
obtient de meilleurs résultats que le système s’appuyant sur le TF-IDF avec un gain
d’environ 7 % en absolu, validant l’intuition initiale que la structure d’une conversation
doit être prise en compte lors d’une tâche de catégorisation de documents bruités.
Les quaternions fournissent un gain absolu additionnel de 6,5 % pour la segmenta-
tion LRQ et 8,6 % pour la segmentation SSQ. Ces résultats confirment que, au contraire
des représentationsmatricielles classiques comme le systèmeM4D, les quaternions per-
mettent de capturer les dépendances liant les distributions des termes composant le
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document. Ces dépendances semblent clairement pertinentes lors d’une tâche d’extrac-
tion de thèmes.
La différence entre les segmentations LRQ et SSQ est limitée mais relativement inat-
tendue. Ce résultat peut être dû au fait que la structure latente des conversations peut
ne pas correspondre aussi bien qu’attendu au schéma proposé en quatre segments. La
comparaison des systèmes fondés sur un seul segment (voir tableau 5.2) montre un lé-
ger avantage pour le premier segment, mais les performances individuelles sont bien
éloignées de celles obtenues avec une combinaison des caractéristiques (M4D, LRQ et
SSQ). Globalement, ces résultats suggèrent que les autres approches de segmentation
peuvent encore améliorer les performances globales du système.
Finalement, l’utilisation de documents issus du corpus gold (TMAN) et de trans-
criptions automatiques (TRAP) (TMAN+TRAP) dans le tableau 5.3, montre des amé-
liorations significatives, en comparaison aux KNN appliqués à une des deux sources
de transcription (TRAP ou TMAN). La combinaison des deux ensembles de données
(TMAN+TRAP) lors de la phase d’apprentissage, augmente la robustesse du système
de reconnaissance de la parole aux erreurs de transcription.
5.5 Conclusions sur l’apport d’une représentation d’un docu-
ment bruité dans un espace hyper-complexe
La représentation structurée fondée sur les quaternions a montré son apport lors
d’une tâche de catégorisation. En effet, la structuration de tels documents doit être prise
en compte lorsque l’on sait qu’un dialogue peut contenir plus d’un seul thème. Ces su-
jets peuvent être abordés à des instants différents de la conversation. La relation latente
liant les distributions des termes composant le document est une donnée essentielle car
elle permet de localiser les segments traitant d’un sujet ainsi que de mesurer l’impor-
tance de ces sujets dans chacun des segments.
Les résultats obtenus ont validé aussi bien l’idée de capturer les variations tout
au long de la conversation, que la pertinence du codage d’un ensemble de caracté-
ristiques dans des quaternions. Lors de la comparaison des différentes représentations
matricielles de grandes dimensions, les quaternions ont montré qu’ils permettent de
modéliser efficacement les dépendances entres les caractéristiques, en utilisant des me-
sures fondées sur des distortions minimales entre conversations. Les résultats obtenus
ont montré un gain significatif. Les caractéristiques bâties sur les quaternions montrent
également que les dépendances entre les caractéristiques sont fortes.
Ce travail devrait être poursuivi en :
— Évaluant la représentation du document par un vecteur de quaternions sur
d’autres type de documents (article Wikipédia, documents issus du Web . . .)
— En utilisant des méthodes de classifications plus élaborées et tenant compte de
la structure temporelle du document.
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Le développement d’Internet a conduit à une croissance très forte du nombre de do-
cuments disponibles sur la toile ainsi que de la popularité des sites de partage comme
Twitter ou Youtube. Par ailleurs, l’utilisateur du Web est devenu un acteur dans l’éla-
boration et la diffusion de documents très variés. Cette diversité porte sur les supports
(texte, audio, et/ou image), sur la forme des documents (contraintes de taille, style
d’écriture, etc.), sur la nature des sujets abordés et la façon dont ils sont abordés . . . .
Le traitement d’une telle masse d’information requiert l’utilisation de systèmes fiables,
performants, rapides et robustes à ces variabilités.
Les systèmes d’analyse des contenus nécessitent, au préalable, de représenter les
données dans des espaces vectoriels relativement compacts dans lesquels l’information
utile est facilement accessible. Plusieurs approches, détaillées dans le chapitre 1, consi-
dèrent le document comme un ensemble de termes sans tenir compte de l’ordre des
mots. Représenter les documents par des vecteurs de fréquence de mots est l’approche
la plus classique dans le domaine de la recherche d’information, mais ce modèle vecto-
riel souffre de deux défauts majeurs :
— d’une part, il s’agit d’une représentation au niveau lexical qui peut être forte-
ment dégradée par des altérations de la forme de surface des documents (par
exemple lorsqu’il s’agit de SMS, de tweets ou de textes produits par un système
de transcription automatique),
— d’autre part, en considérant le contenu lexical d’un document comme un sac-
de-mots ou comme un vecteur de fréquence de mots, nous perdons la structure
temporelle du document, structure qui porte une partie des contenus séman-
tiques.
Dans ce mémoire, nous nous sommes attaqués à ces deux problèmes de fond liés à
la représentation de documents textuels ou parlés.
La première proposition repose sur l’idée que la projection des documents dans des
espaces thématiques devrait permettre de limiter l’impact du bruit observé au niveau
lexical. Les espaces thématiques, comme LSA, PLSA, ou LDA, permettent de repré-
senter des documents dans un espace abstrait de classes (ou concepts). Le chapitre 2
présente plusieurs études montrant l’apport d’une représentation de documents brui-
tés issus de plateformes de partage ou de systèmes de reconnaissance automatique de
la parole, dans un espace de thèmes LDA. Pour mesurer la performance de telles re-
présentations de haut niveau, celles-ci sont comparées à une représentation classique
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utilisant la fréquence de mots lors de tâches de contextualisation de messages courts,
d’extraction d’information depuis des vidéos, ainsi que de catégorisation de transcrip-
tions automatiques. Lors de ces expérimentations, les résultats obtenus lorsqu’une re-
présentation thématique est utilisée, sont bien meilleurs que la représentation du docu-
ment uniquement par la fréquence des termes qui le composent, avec un gain de plus
de 10 points lors de la tâche de catégorisation de conversations issues de transcriptions
automatiques.
Ces expérimentations ont été conduites avec des espaces de thèmes LDA dont les
hyper-paramètres ont été choisis empiriquement. Ce choix constitue une force du mo-
dèle, car il permet de "régler" le modèle à la tâche pour laquelle ces espaces sont es-
timés. Dans le même temps, le choix est souvent épineux, car il n’existe pas de règles
claires permettant de choisir les valeurs de ces hyper-paramètres de manière efficace
et universelle. Le paramètre le plus important est le nombre de classes composant le
modèle. Pour pallier cette difficulté, le chapitre 3 propose de représenter un document
bruité dans plusieurs espaces de thèmes. Les expérimentations sont menées sur une
tâche de détection automatique d’événements dans une base de données d’images is-
sue de la campagne MediaEval 2011 SED, ainsi que sur une tâche de catégorisation de
documents bruités issus de transcriptions automatiques. Les gains observés sont encou-
rageants, avec respectivement 1, 7 et 1, 6 points de mieux lors des tâches de détection et
de catégorisation de dialogues, mais la combinaison des vues est basique car elle repose
sur un simple vote entre classifieurs.
La projection d’un document bruité dans plusieurs espaces de thèmes permet d’ob-
tenir des vues complémentaires sur le document mais elle présente aussi des inconvé-
nients : la taille de l’espace de représentation est considérablement augmentée, les vues
sont très redondantes, une nouvelle variabilité est ajoutée et cette variabilité n’est pas
liée aux données mais à la diversité des vues. Enfin, cette représentation n’est pas une
fin en soi et ces vues devront être combinées dans un module d’analyse des contenus.
La réduction des variabilités nuisibles est un problème qui a été très exploré dans le
domaine de la vérification du locuteur, dans lequel un même locuteur peut être enre-
gistré dans des conditions et dans des environnements différents. Ces variabilités liées
à la session et à l’environnement s’ajoutent à celle de la voix du locuteur lui-même.
Pour compenser ces variabilités, les chercheurs du domaine ont proposé un ensemble
de méthodes issues de l’analyse factorielle jointe (JFA).
Nous avons utilisé ces méthodes pour la réduction des représentations multi-vues
d’un même document dans des espaces de thèmes. Dans le chapitre 4, cette idée est
développée en proposant une méthode associant une représentation multi-vues et une
technique d’extraction du sous-espace pertinent par analyse factorielle. La première
étape de cette étude a consisté à évaluer la dépendance des modèles LDA à ses hyper-
paramètres (nombre de classes et paramètres de contrôle des distributions). Cette étude
nous a amené à obtenir des vues en faisant varier ces paramètres. La diversité des vues
est ensuite réduite par une méthode issue de la JFA, fondée sur les i-vecteurs.
Finalement, la méthode proposée permet de s’affranchir du choix des hyper-
paramètres des modèles LDA, de produire des vues complémentaires d’un document
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et de tirer le meilleur parti de cette complémentarité en réduisant la représentation par
analyse factorielle et non par un simple vote entre divers classifieurs. Nos expériences,
menées sur un corpus de dialogue humain-humain et sur une tâche de classification de
documents textuels, ont montré l’intérêt de ce mécanisme d’expansion/compression
de la représentation.
Le modèle génératif probabiliste LDA considère le document comme un sac-de-
mots. Ainsi, l’ordre aussi bien que la position des termes dans le document ne sont
pas pris en compte lors du processus de modélisation des espaces de thèmes LDA. Un
même document peut contenir plus d’un seul sujet, mais ceux-ci sont abordés de ma-
nière plus ou moins importante. Ainsi, dans un même document, des sujets multiples
peuvent être abordés, et ceux-ci se trouvent alors concentrés dans des zones conver-
sationnelles précises et différentes. Pour cette raison, la prise en compte de la posi-
tion d’un terme au sein du document est une information toute aussi importante que
le nombre d’occurrences de ce terme dans ce document. Le chapitre 5 étudie l’apport
d’une représentation permettant de tenir compte de la position des termes au sein du
document. Pour ce faire, un hyper-complexe de dimension quatre, appelé quaternion,
est utilisé pour coder les fréquences d’un mot dans quatre zones ou instants différents
d’une conversation. Lors de la tâche de catégorisation de documents, les résultats ob-
tenus avec une représentation dans l’espace des quaternions sont supérieurs de 6, 3
points comparativement à une représentation matricielle comportant les mêmes carac-
téristiques issues des quatre segments. Ces résultats permettent de confirmer l’intuition
que la position des termes au sein de documents structurés est une information impor-
tante à prendre en compte lors d’une tâche de catégorisation.
Finalement, les travaux de recherchemenés ont proposés deux idées originales pour
la représentation de textes bruités. La première est basée sur une approche multi-vues
combinée à une méthode de fusion utilisant l’espace des i-vecteurs issu de l’analyse
factorielle. La seconde intègre des informations liées à la structure temporelle du do-
cument dans un nombre hyper-complexe appelé quaternion. La représentation la plus
efficace, robuste, et indépendante des paramètres propres aux modèles LDA, est la re-
présentation fondée sur l’espace des i-vecteurs. Cette représentation contient essentiel-
lement (mais pas uniquement) une information utile et robuste permettant de catégori-
ser efficacement des documents fortement bruités.
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Perspectives
Les travaux présentés dans ce manuscrit ont abouti à une représentation robuste des
documents bruités dans un espace compact de dimension réduite. Cette représentation
s’appuie sur une projection multiple d’un document dans des espaces de thèmes LDA,
puis sur la fusion de ces représentations thématiques pour obtenir une représentation
en i-vecteurs. Le principe de ce mécanisme d’expansion puis fusion pourrait être refor-
mulé et évalué pour diverses approches nécessitant une représentation multi-vues. Un
obstacle éventuel à la généralisation de cette approche peut être que les performances
se révèlent dépendantes de la nature des vues qui sont produites ; en effet, l’analyse
factorielle repose sur l’hypothèse que les variabilités indésirables peuvent être isolées
dans un sous-espace de dimension réduite, ce qui est difficile à vérifier a priori.
Le chapitre 5 utilise les espaces hyper-complexes pour introduire de l’information
temporelle dans les modèles. Ceci permet de localiser l’apparition des thèmes lors
d’une conversation. La méthode de classification utilisée lors des expérimentations est
la recherche des k plus proches voisins. L’utilisation d’une méthode plus performante,
comme les réseaux de neurones de quaternions, devrait permettre de tirer un meilleur
bénéfice d’une telle représentation.
Les représentations des documents traités dans ce manuscrit s’appuient sur des es-
paces de thèmes LDA. Lors de l’apprentissage de ces modèles, l’information liée à l’éti-
quette associée à la conversation n’est pas prise en compte. En effet, cette information
est utilisée uniquement lorsque les modèles sont estimés, durant la phase d’apprentis-
sage des classifieurs. Le modèle Author-Topic Model (AT) (Rosen-Zvi et al., 2004) permet
de considérer, en plus du contenu lexical du document (i.e. les mots qui le composent),
un ensemble d’auteurs. Ainsi, la notion d’auteur pourrait être généralisée à une carac-
téristique quelconque du document ou a une distribution de propriétés. Ce processus
permettrait de considérer à la fois les termes composant le document et, dans le même
temps, les étiquettes lors de la phase d’apprentissage des espaces de thèmes. Ce modèle
permet alors d’associer à chacune des classes AT-LDA une distribution sur l’ensemble
de termes, mais en plus, une distribution sur toutes les étiquettes. D’autres modèles
permettent de considérer l’étiquette dans le processus d’apprentissage des espaces de
thèmes comme la méthode supervised LDA (Blei et McAuliffe, 2007) ou la méthode la-
beled LDA (Ramage et al., 2009), qui permettent d’obtenir directement une distribution




D’une façon générale, nous avons considéré le problème de la représentation indé-
pendamment des modules "clients" qui utiliseront ces représentations pour réaliser des
analyses dépendantes de la tâche visée. L’intégration et l’optimisation conjointe des
différents niveaux est une voie qui nous semble prometteuse. Enfin, les deux princi-
paux modèles originaux que nous avons proposés pourraient être reconsidérés dans la
perspective d’une intégration des modules d’analyse, par exemple par l’utilisation de







Modèle à base de fréquences de
mots
Cette annexe décrit le critère TF-IDF, le dérivé Okapi et présente un exemple concret
d’utilisation.
A.1 Formulation du TF-IDF
Le TF-IDF est un critère évaluant le poids sémantique d’un mot dans un document.
Pour un mot ou terme ti contenu dans le document dj du corpus C, le TF-IDF de ti est
donné par :
t f (ti, dj) =
f (ti, dj)
|dj| , id f (ti) = log
|C|
n(ti)
, n(ti) = |{dj ∈ C : ti ∈ dj}| (A.1)
avec f (ti, dj) la fréquence du terme ti au sein du document dj, |C| le nombre de do-
cuments contenus dans le corpus C, et n(ti) le nombre de documents où le terme ti
apparaît.
Ainsi, un mot apparaissant dans tous les documents du corpus aura un idf nul. Au
contraire, un mot rarement présent dans les documents aura, lui, un idf très élevé. L’idf
est généralement associé au logarithme de l’inverse de la fréquence du mot au sein du
document, suivie d’une phase de normalisation comme pour le calcul du tf. Après le
calcul du TF-IDF de chacun des mots contenus dans chaque document composant le
corpus, une matrice A terme-par-document est obtenue. Les colonnes de celle-ci repré-
sentent le TF-IDF de chaque mot du document. Ainsi, l’espace de représentation du
document est de taille fixe et connue, et cette taille est le nombre de mots contenus
dans le vocabulaire V.
Une version plus récente du TF-IDF, appelée Okapi ou BM25 (Robertson et al.,
2000), a montré son efficacité pour la première fois lors de la campagne d’évaluation
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TREC 2010 (Text REtrieval Conference 1). Celle-ci est déclinée sous plusieurs formes
dont la plus communément utilisée est la suivante :
t f (ti, dj) =
f (ti, dj).(k+ 1)
f (ti, dj) + k.(1− b+ d. |dj|dl )
, id f (ti) = log
|C| − n(ti) + 0, 5
n(ti) + 0, 5
(A.2)
avec dl la taille moyenne d’un document contenu dans le corpus C, k et b étant des
paramètres habituellement fixés à k ∈ [1, 2; 2, 0] et b = 0, 75, ceci en l’absence d’une
méthode efficace d’optimisation permettant d’attribuer des valeurs optimales à ces pa-
ramètres. Une étude approfondie comparant les différentes déclinaisons du TF-IDF
peut être trouvée dans (Savoy et Dolamic, 2008).
A.2 Matrice de représentation
Les deux indicateurs du pouvoir discriminant d’un terme ( TF-IDF) sont générale-
ment associés pour constituer chacun des composants ai,j de la matrice A :
ai,j = t f (ti, dj)× id f (ti) (A.3)
Depuis cette première écriture du coefficient a(i, j), plusieurs déclinaisons ont vu le jour,
comme la pondération normalisée par le cosinus calculée selon la formule suivante (Sal-
ton et Buckley, 1988) :
ai,j =




t f (tk, dj)× id f (tk)
(A.4)
D’autres caractéristiques d’un terme sont également utilisées comme le détaille la
section A.3.
A.3 Autres caractéristiques d’un terme dans un document
Les deux descripteurs d’un terme au sein d’un document permettent demesurer son
nombre d’apparitions dans le corpus (tf), et le nombre de documents le contenant (idf).
Il est fréquent que l’on adjoigne d’autres caractéristiques du terme au sein du corpus
de documents, selon la tâche dont cette représentation est dévolue, et selon la taille et la
variété des documents composant ce corpus. Un critère efficace adjoint habituellement
dans le calcul de la caractéristique représentant le terme dans les tâches d’extraction de
mots-clés par exemple, est le critère de pureté de Gini détaillé dans la section A.3.1. La
position relative d’un terme au sein d’un document est également souvent utilisée dans
des tâches où l’ordre des termes ou des phrases a une importance, comme le résumé
automatique. Ce dernier descripteur est présenté dans la section A.3.2.
1. http ://trec.nist.gov/
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A.3.1 Critère de pureté de Gini
Le pouvoir discriminant d’un terme est donc donné par la valeur de TF-IDF qui lui
est associée. Un critère permettant de déterminer le pouvoir discriminant inter-classes,
est le critère de pureté de Gini (Demiriz et al., 1999). Ce critère favorise les termes appa-
raissant souvent dans une classe, tout en étant rares ou peu apparents dans toutes les






où pi est la probabilité que le terme w soit généré par la ime classe, et t ∈ T est l’ensemble
des classes appartenant au corpus.
A.3.2 Position relative d’un terme
Ces trois indicateurs ont été rejoints par un troisième (rp) décrivant la position du
mot dans le document (tf-idf-rp). Celui-ci a pour vocation de donner un poids plus
important aux mots apparaissant pour la première fois en début de document. Il est




où pos(ti, dj) est le nombre d’occurrences de mots apparaissant avant le terme ti.






A.4 Exemple : Mots discriminants et TF-IDF
Cette section présente un exemple d’utilisation du TF-IDF dans une tâche d’extrac-
tion d’un ensemble de mots-clés permettant de discriminer, au mieux, un ensemble de
documents. Celui-ci est composé de cinq articles traitant de trois sujets bien distincts :
le football (Olympique de Marseille, Olympique Lyonnais et Paris-Saint-Germain), la
politique (François Hollande), et un fait majeur historique (seconde guerre mondiale).
Le tableau A.1 détaille les caractéristiques de ces documents composés d’un vocabu-
laire de 247 mots. Ces documents ont été pré-traités en supprimant les mots usuels (de,
du, les, . . .).
La figure A.1 montre un ensemble (7) de mots discriminants rangés dans l’ordre dé-
croissant du haut vers le bas, plus un mot (français) très peu discriminant (tf-idf=0.007).
La première remarque que l’on peut faire, concerne la corrélation entre le score obtenu
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Sujet du document dj |dj| # mots uniques dans dj %mots uniques dans dj
François Hollande 69 56 81,16
Olympique Lyonnais 50 41 82,00
Olympique de Marseille 57 43 75,44
Paris-Saint-Germain 70 54 77,14
Seconde Guerre Mondiale 119 85 71,43
TABLE A.1 – Description du corpus.
La Seconde Guerre mondiale, ou Deuxième Guerre mondiale, est un conﬂit armé à l'échelle planétaire qui dura du 
1er septembre 1939 au 2 septembre 1945. Ce conﬂit planétaire opposa schématiquement deux camps : les Alliés et 
lʼAxe.
Provoquée par le règlement insatisfaisant de la Première Guerre mondiale et par les ambitions expansionnistes et 
hégémoniques des trois principales nations de lʼAxe (Allemagne nazie, Italie fasciste et Empire du Japon), elle 
consista en la convergence, à partir du 3 septembre 1939, dʼun ensemble de conﬂits régionaux respectivement 
amorcés le 18 juillet 1936 en Espagne (la guerre d'Espagne), le 7 juillet 1937 en Chine (la guerre sino-japonaise), et 
le 1er septembre 1939 en Pologne (campagne de Pologne), puis par l'entrée en guerre ofﬁcielle de l'ensemble des 
grandes puissances de l'époque : France, Royaume-Uni et leurs empires dès le 3 septembre 1939, URSS à partir de 
l'invasion allemande de juin 1941, États-Unis le 7 décembre 1941 dans un conﬂit impliquant la majorité des nations 
du monde sur la quasi-totalité des continents. La Seconde Guerre mondiale prit ﬁn sur le théâtre d'opérations 
européen le 8 mai 1945 par la capitulation sans condition du IIIe Reich, puis sʼacheva déﬁnitivement sur le théâtre 
d'opérations Asie-Paciﬁque le 2 septembre 1945 par la capitulation sans condition de l'Empire du Japon, dernière 
nation de lʼAxe à connaître la défaite.
Le Paris Saint-Germain Football Club (couramment 
abrégé en Paris SG ou PSG) est un club de football 
français   basé à Paris, issu de la fusion en 1970 du 
Stade Saint-Germain, fondé en 1904, et du Paris FC 
fondé en 1969.
Malgré sa jeune existence, ses performances 
européennes lui valent d'apparaître au troisième rang 
français  du classement des clubs de football du xxe 
siècle selon l'IFFHS.
Le Qatar Investment Authority, fonds d'investissement 
souverain de lʼémirat du Qatar, rachète à son tour le club, 
lui apportant des moyens ﬁnanciers considérables et en 
fait une des sections du nouveau club omnisports du 
Paris Saint-Germain . Nasser Al-Khelaïﬁ devient le 
président du conseil de surveillance.
L'Olympique de Marseille, couramment abrégé en OM, 
est un club de football français   fondé en 1899 par René 
Dufaure de Montmirail. Neuf titres de champion de 
France, dix Coupes de France, trois Coupes de la Ligue, 
deux Trophées des champions et une Ligue des 
champions de l'UEFA composent le palmarès du club le 
plus titré et le plus populaire du football français.  .
Le club joue au Stade de l'Huveaune de 1904 à 1937, 
date à laquelle est inauguré le Stade Vélodrome à 
Marseille.  . Auparavant, le club de Marseille   remporte 
sa première Coupe de France en 1924 et devient le tout 
premier club provincial à s'adjuger ce titre.
L'Olympique lyonnais, couramment abrégé en OL, est 
un club de football français  fondé le 3 août 1950. Le 
club, basé dans le quartier de Gerland, est présidé 
depuis juin 1987 par Jean-Michel Aulas et l'équipe est 
entraînée par Rémi Garde depuis le 21 juin 2011. Il 
évolue depuis 1989 en Ligue 1.
L'Olympique lyonnais  évolue dans le Stade de Gerland 
et s'entraîne au centre Tola Vologe, à Lyon. Il possède 
à son palmarès sept titres de champion de France, cinq 
Coupes de France et une Coupe de la Ligue, ce qui en 
fait l'un des clubs les plus titrés du championnat de 
France.
François Hollande, né le 12 août 1954 à Rouen, en 
Seine-Inférieure, actuelle Seine-Maritime, est un homme 
d'État français . Il est président de la République 
française depuis le 15 mai 2012.
Magistrat à la Cour des comptes et avocat, Francois 
Hollande est premier secrétaire du Parti socialiste de 
1997 à 2008, pendant la troisième cohabitation puis dans 
l'opposition. Maire de Tulle de 2001 à 2008, il est député 
de la première circonscription de la Corrèze de 1988 à 
1993 et de nouveau de 1997 à 2012, et préside le conseil 
général de la Corrèze de 2008 à 2012.
Désigné candidat du PS et du PRG à l'élection 
présidentielle de 2012 à l'issue d'une primaire, il emporte 
le second tour avec 51,64 % des voix, face au président 
sortant, Nicolas Sarkozy, le 6 mai 2012. Lors de son 
investiture, le 15 mai 2012, Francois   Hollande devient le 



















































FIGURE A.1 – Illustration du pouvoir discriminant du tf-idf.
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par les mots, en termes de TF-IDF, et leur propension à appartenir à très peu de do-
cuments. Les mots guerre et axe apparaissent uniquement dans le document traitant du
sujet Seconde guerre mondiale (encadré vert). Au contraire de ces mots au pouvoir dis-
criminant important, nous trouvons un mot plus générique et ne permettant pas de




surligné en brun sur la figure A.1).
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Annexe B
Analyse sémantique latente (LSA)
Dans le chapitre 2, l’analyse sémantique latente est introduite comme une méthode
de réduction de l’espace de représentation terme-document. Elle permet également de
visualiser un document de la collection comme une combinaison de thèmes latents. Les
sections suivantes explicitent, dans un premier temps, le procédé de réduction (SVD)
puis son utilisation dans le cadre de la recherche d’information et de matrice terme-
document (LSA/glelsi) (Bellegarda, 1997, 2000).
B.1 Décomposition en valeurs singulières (SVD)
Cette section décrit, en détail, la réduction de l’espace de représentation d’une ma-
trice terme-document par la décomposition en valeurs singulières est communément
utilisée comme une solution au problème de moindre carré non-contraint, à l’estima-
tion de rang de matrice, ou encore à l’analyse de corrélation canonique (Berry, 1992).
Cette technique est proche de la décomposition en valeurs propres et de l’analyse fac-
torielle (factor analysis) (Cullum et Willoughby, 1985).
Avant tout, nous présentons les notations nécessaires comme suit :
— A : matrice de dimension m× n avec m ≥ n et rang(A) = r.
— In : matrice identité d’ordre n.
— R(A) : rang de la matrice A, est l’ensemble des vecteurs b pour lequel il existe
un vecteur x tel que : Ax = b et dim(R(A)) = rang(A) = r.
— N(A) : espace nul de la matrice A, est l’ensemble des vecteurs x tel que : Ax = 0.
— U : matrice de vecteurs singuliers à gauche de dimension m× m telle que U =
[u1u2 . . . um].
— V : matrice de vecteurs singuliers à droite de dimension n × n telle que V =
[v1v2 . . . vn].
— Σ : matrice de valeurs singulières αi contenues dans sa diagonale et de dimension
m × n telle que Σ = diag(α1, . . . , αr) avec αi > 0 pour 1 ≤ i ≤ r, αj = 0 pour
j ≥ r+ 1.
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FIGURE B.1 – Décomposition SVD d’une matrice A de dimension m× n.
La décomposition en valeurs singulières d’une matrice A, présentée dans la fi-
gure B.1, est définie comme suit :
A = UΣVT (B.1)
avec UTU = VTV. Les r premières colonnes de la matrice U et V représentent les
vecteurs propres associés aux r valeurs propres de AAT et ATA respectivement. Les
éléments situés sur la diagonale de la matrice Σ sont les racines carrées positives des
valeurs propres de AAT (Golub et Van Loan, 1989). Pour illustrer la capacité de la SVD
à extraire de l’importance sur la structure d’un ensemble de données sous la forme
matricielle, comme la matrice A, deux théorèmes sont présentés.
THEOREME 2.1. Soit la SVD de la matrice A définie dans l’équation B.1 et
α1 ≥ α2 . . . αr ≥ αr+1 = · · · = αn = 0, (B.2)
Puis,
— la propriété du rang : rang(A) = r, N(A) ≡ vect{vr+1, . . . , vn} et R(A) ≡
vect{u1, . . . , ur}





La preuve de ce théorème peut être trouvée dans (Golub et Van Loan, 1989).
THEOREME 2.2. Soit la SVD de la matrice A donnée par (B.1) avec r = rang(A) ≤ p =









= ||A− B||2F = ||A− Ak||2F = α2k+1 + · · ·+ α2p (B.4)
La preuve de ce théorème peut être trouvée dans (Wilkinson et al., 1971).
Dans d’autres termes, Ak, qui est construite à partir des k plus grandes valeurs sin-
gulières contenues dans la diagonale de la matrice Σ, est la plus proche matrice de rang
k de la matrice originale A. La matrice Ak représente alors la meilleure approximation
de la matrice A pour n’importe quelle norme unitaire invariante (Mirsky, 1960). Ainsi :
min
rang(b)
= ||A− B||2 = ||A− Ak||2 = αk+1. (B.5)
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FIGURE B.2 – Réduction par la méthode SVD d’une matrice A de dimension m × n vers une
matrice Ak de dimension m× k.
La matrice Ak est donc une approximation de la matrice A dans un espace réduit
ayant pour dimension les k plus grandes valeurs singulières contenues dans la matrice
Σ de dimension k× k, comme indiqué dans la figure B.2.
B.2 Application de LSA pour le traitement de l’image
La section précédente a montré que la matrice Ak (k ≤ rang(A)) est la matrice la
plus proche de A. Plus la valeur de k est petite (proche de 0), plus la matrice Ak diffère
de la matrice "originale" A. Pour illustrer le théorème 2.2, une image est projetée dans
un espace RGB (Right Green Blue) pour obtenir une matrice de pixels (voir figure B.3).
Celle-ci est ensuite décomposée en valeurs singulières. Une nouvelle matrice Ak est,
par la suite, définie en ne conservant uniquement les k plus grandes valeurs.
Dans le cas d’une image de dimension 437× 276 présentée dans la figure B.3, on ob-
serve qu’une approximation de la matrice originale A au rang k = 50 permet d’obtenir
une image proche de l’image originale (k = 276) représentée par la matrice A. De plus,
le format employé (JPEG) n’est pas un format vectoriel et comporte des perte quand la
qualité de la matrice de restitution diffère de celle de départ.
B.3 Indexation sémantique latente
La technique d’indexation sémantique latente (Indexation Sémantique Latente ou
Latent Semantic Indexation (LSI)) (Bellegarda, 1997, 2000) utilise la décomposition SVD,
vue dans la section précédente, pour construire les relations associatives entre les mots
d’une collection de documents. L’indexation sémantique latente est réalisée à partir
d’une grande matrice A. Celle-ci est décomposée en k facteurs orthogonaux depuis
laquelle, la matrice originale A peut être approximée par combinaison linéaire.
Au lieu de représenter les documents au sein d’un corpus comme une combinaison
de mots indépendants, la technique LSI les présente comme des facteurs projetés dans
l’espace des vecteurs orthogonaux dans l’espace de décomposition de la SVD. Cette
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(a) k = 1 (b) k = 2 (c) k = 3 (d) k = 4 (e) k = 5 (f) k = 6
(g) k = 7 (h) k = 8 (i) k = 9 (j) k = 10 (k) k = 11 (l) k = 12
(m) k = 13 (n) k = 14 (o) k = 15 (p) k = 20 (q) k = 25 (r) k = 50
(s) Image originale
FIGURE B.3 – Décomposition SVD appliquée à une image pour 1 ≤ k ≤ 50 (A = [437× 276]).
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espace étant de taille réduite comparativement à l’espace d’origine du vocabulaire, les
mots perdent ainsi leur caractère indépendant. Si, par exemple, deux mots sont utili-
sés dans des contextes identiques (documents), ils auront un vecteur de représentation
identique dans l’espace réduit LSI.
Cette méthode permet alors de dépasser certaines faiblesses du modèle simple s’ap-
puyant sur la fréquence de mots (tf-idf) en annihilant partiellement l’aspect indépen-
dant des termes, et ainsi mettre en évidence la relation latente terme-terme, document-
terme, et document-document, qui est régie par la distribution des mots au sein des
documents.
Dans l’annexe A, la matrice A était définie à l’aide de poids indiquant le caractère
discriminant d’un terme au sein d’un document appartenant à un corpus (ou collection
de documents). Ainsi, la matrice A est définie comme suit :
A = [ai,j] (B.6)
avec a(i, j) défini comme dans (A.3) pour une version du tf-idf non-normalisée, ou
(A.4) pour une normalisation à l’aide d’un cosinus.
B.4 Espace sémantique LSA
La section précédente décrit la méthode de réduction de l’espace de représentation
d’un corpus de documents dans un espace de représentation thématique à l’aide d’une
décomposition en valeurs singulières (SVD). Une illustration de cette technique est pré-
sentée dans cette section en utilisant le corpus de documents décrit à la section A.4.
Ainsi, la figure B.4 présente une réduction de l’espace terme-document dont la di-
mension correspond à la taille du vocabulaire multipliée par le nombre de documents
(247× 5 ). L’espace réduit obtenu est de dimension 247× 3 (k = 3) avec, pour chacun
des 3 topic (thème), les 4 mots les plus représentatifs du thème zi, c’est-à-dire ceux dont
les probabilités pour chacun des termes m du vocabulaire de taille 247 (p(m|zi)) sont
les plus élevées.
La première observation, est que LSA réduit bien l’espace de représentation des
documents et du vocabulaire. Ainsi l’espace de représentation est l’espace thématique
réduit dans lequel les documents, comme les mots composant le vocabulaire, trouvent
une représentation homogène et robuste. Dans le nouvel espace thématique, un docu-
ment aura alors une représentation sur les r dimensions de l’espace thématique, avec
r le nombre de valeurs singulières conservées dans la diagonale de la matrice de scale
(échelle) Σ (voir équation B.1).
Nous constatons également que la méthode LSA "rassemble" bien les termes trai-
tant d’unmême sujet dans un seul et même thème. Ainsi, les termes décrivant la seconde
guerre mondiale apparaissent dans un thème séparé (thème 1) de celui décrivant François
Hollande (thème 2) ou traitant du football (thème 3). Ce dernier thème ne contient que
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La Seconde Guerre mondiale, ou Deuxième Guerre mondiale, est un conﬂit    armé à l'échelle planétaire qui dura du 
1er septembre 1939 au 2 septembre 1945. Ce conﬂit    planétaire opposa schématiquement deux camps : les Alliés 
et lʼAxe.
Provoquée par le règlement insatisfaisant de la Première Guerre mondiale et par les ambitions expansionnistes et 
hégémoniques des trois principales nations de lʼAxe (Allemagne nazie, Italie fasciste et Empire du Japon), elle 
consista en la convergence, à partir du 3 septembre 1939, dʼun ensemble de conﬂits régionaux respectivement 
amorcés le 18 juillet 1936 en Espagne (la guerre d'Espagne), le 7 juillet 1937 en Chine (la guerre sino-japonaise), et 
le 1er septembre 1939 en Pologne (campagne de Pologne), puis par l'entrée en guerre ofﬁcielle de l'ensemble des 
grandes puissances de l'époque : France, Royaume-Uni et leurs empires dès le 3 septembre 1939, URSS à partir de 
l'invasion allemande de juin 1941, États-Unis le 7 décembre 1941 dans un conﬂit     impliquant la majorité des nations 
du monde sur la quasi-totalité des continents. La Seconde Guerre mondiale prit ﬁn sur le théâtre d'opérations 
européen le 8 mai 1945 par la capitulation sans condition du IIIe Reich, puis sʼacheva déﬁnitivement sur le théâtre 
d'opérations Asie-Paciﬁque le 2 septembre 1945 par la capitulation sans condition de l'Empire du Japon, dernière 
nation de lʼAxe à connaître la défaite.
Le Paris Saint-Germain Football Club (couramment 
abrégé en Paris SG ou PSG) est un club de football 
français   basé à Paris, issu de la fusion en 1970 du 
Stade Saint-Germain, fondé en 1904, et du Paris FC 
fondé en 1969.
Malgré sa jeune existence, ses performances 
européennes lui valent d'apparaître au troisième rang 
français  du classement des clubs de football du xxe 
siècle selon l'IFFHS.
Le Qatar Investment Authority, fonds d'investissement 
souverain de lʼémirat du Qatar, rachète à son tour le club, 
lui apportant des moyens ﬁnanciers considérables et en 
fait une des sections du nouveau club omnisports du 
Paris Saint-Germain . Nasser Al-Khelaïﬁ devient le 
président du conseil de surveillance.
L'Olympique de Marseille, couramment abrégé en OM, 
est un club de football français   fondé en 1899 par René 
Dufaure de Montmirail. Neuf titres de champion de 
France, dix Coupes de France, trois Coupes de la Ligue, 
deux Trophées des champions et une Ligue des 
champions de l'UEFA composent le palmarès du club le 
plus titré et le plus populaire du football français.  .
Le club joue au Stade de l'Huveaune de 1904 à 1937, 
date à laquelle est inauguré le Stade Vélodrome à 
Marseille.  . Auparavant, le club de Marseille   remporte 
sa première Coupe de France en 1924 et devient le tout 
premier club provincial à s'adjuger ce titre.
L'Olympique lyonnais, couramment abrégé en OL, est 
un club de football français  fondé le 3 août 1950. Le 
club, basé dans le quartier de Gerland, est présidé 
depuis juin 1987 par Jean-Michel Aulas et l'équipe est 
entraînée par Rémi Garde depuis le 21 juin 2011. Il 
évolue depuis 1989 en Ligue 1.
L'Olympique lyonnais  évolue dans le Stade de Gerland 
et s'entraîne au centre Tola Vologe, à Lyon. Il possède 
à son palmarès sept titres de champion de France, cinq 
Coupes de France et une Coupe de la Ligue, ce qui en 
fait l'un des clubs les plus titrés du championnat de 
France .
François Hollande, né le 12 août 1954 à Rouen, en 
Seine-Inférieure, actuelle Seine-Maritime, est un homme 
d'État français . Il est président de la République 
française depuis le 15 mai 2012.
Magistrat à la Cour des comptes et avocat, Francois 
Hollande est premier secrétaire du Parti socialiste de 
1997 à 2008, pendant la troisième cohabitation puis dans 
l'opposition. Maire de Tulle de 2001 à 2008, il est député 
de la première circonscription de la Corrèze de 1988 à 
1993 et de nouveau de 1997 à 2012, et préside le conseil 
général de la Corrèze de 2008 à 2012.
Désigné candidat du PS et du PRG à l'élection 
présidentielle de 2012 à l'issue d'une primaire, il emporte 
le second tour avec 51,64 % des voix, face au président 
sortant, Nicolas Sarkozy, le 6 mai 2012. Lors de son 
investiture, le 15 mai 2012, Francois   Hollande devient le 


























































FIGURE B.4 – Exemple d’un espace sémantique obtenu avec la méthode LSA.
peu de termes (le terme club uniquement) issus de l’article concernant le Paris-Saint-
Germain. Ceci est dû au contenu même de cet article. Celui-ci traite plus de l’aspect
économique (achat du club par un fonds d’investissement Qatari) que sur le football
même. Ainsi, il dispose de moins de mots en communs avec les deux autres articles
traitant du sujet football que les articles concernant l’Olympique Lyonnais et l’Olym-
pique de Marseille. Ces deux derniers partagent un champ lexical propre au domaine
footballistique qui permet aux termes les composant de fournir l’essentiel des termes
du thème 3.
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B.4. Espace sémantique LSA
Un thème peut, cependant, contenir un terme plus générique comme le terme France
(colorié en brun sur la figure B.4) apparaissant dans l’article concernant la seconde guerre
mondiale également.
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Cet annexe présente l’analyse sémantique latente probabiliste (PLSA) proposée
par (Hofmann, 1999b) et introduite comme une version probabiliste de LSA dans le
chapitre 2. Cette autre méthode est très utilisée également dans les tâches de recherche
d’information.
C.1 Analyse sémantique latente probabiliste
d z w DN
FIGURE C.1 – Modèle PLSA.
Le modèle PLSA fait l’hypothèse qu’un document d et un mot w sont indépen-
dants conditionnellement sachant un thème z de l’ensemble des thèmes Z non observés
comme l’indique le modèle graphique de la figure C.1. En effet, PLSA est un modèle de
variables latentes permettant d’associer une classe non observée z ∈ Z = {z1, . . . , zK} à
des données co-occurrentes comme la distribution des mots w ∈ W = {w1, . . . ,wN} au
sein d’un document d ∈ D = {d1, . . . , dM}. Il est ainsi défini comme suit dans le sens
d’un modèle génératif :
• Choisir un document d ayant une probabilité P(d).
• Sélectionner une classe s de probabilité P(z|d).
• Générer un mot w avec la probabilité P(w|z).
Ce procédé génératif conduit à un modèle probabiliste tel que :
P(d,w) = P(d)P(w|d) (C.1)
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l’équation suivante s’exprime alors en remplaçant P(w|d) de l’équation C.1 par sa
définition de l’équation C.2, comme suit :
P(d,w) = P(d) ∑
z∈Z
P(w|z)P(z|d) (C.3)
Ce modèle de mixtures (McLachlan et Basford, 1988) s’appuie sur deux hypothèses
fortes :
• Le duo de variables observées (d,w) est généré de manière indépendante car le
document est considéré comme un "sac-de-mots" (Salton, 1989b).
• Chacun des mots w est généré indépendamment du document sachant la va-
riable latente (non observée) z.
Sachant que le nombre de variables latentes est beaucoup plus petit que la taille de
variables observées au sein des documents formant le corpus de textes (K << M), les
variables latentes z représentent un sous-espace de taille réduite où la probabilité de la
variable w peut s’exprimer en fonction de d (P(w|d) dans l’équation C.2).
Ce qui différencie ce modèle génératif probabiliste des modèles de classification de
documents ou des modèles non-supervisés comme les modèles bayésiens naïfs, est la
distribution des mots w dans un document donné d P(w|d) qui est obtenue par une
combinaison convexe des probabilités P(w|z) (Hofmann et al., 1999). Ainsi, les docu-
ments sont caractérisés par une distribution sur les variables latentes z par P(z|d). Cette
représentation du document comme une distribution et non comme une appartenance
à une certaine classe, offre à ce modèle des modes de représentation plus fins et plus
maniables dans des tâches de classification mais aussi de recherche de similarité entre
documents ou ensemble de documents.
C.2 Paramètres du modèle
Ce modèle est donc composé de trois probabilités distinctes mais reliées par une
variable latente : la distribution des mots w au sein des documents d. Les variables





n(d,w) log P(d,w) (C.4)
où n(d,w) est le nombre de fois où le terme w apparaît dans le document d. P(d,w) peut
être redéfini en modifiant la probabilité P(z|d) en utilisant la loi de Bayes pour obtenir
une version symétrique de la vraisemblance :
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Cette écriture est identique à celle exprimée dans l’équation C.3, mais avec une pa-






















C.3 Éstimation avec l’algorithme EM
La vraisemblance L doit être maximisée pour obtenir une bonne estimation des pa-
ramètres (P(w|z), P(d|z) et P(z)) du modèle génératif probabiliste PLSA. La méthode
standard est l’algorithme Expectation-Maximisation (EM) (Dempster et al., 1977). Cette
méthode se décompose en une première phase d’estimation (E), où les probabilités sont
calculées a posteriori pour une certaine variable latente z en utilisant les valeurs des pa-
ramètres actuels. Puis succède une phase de maximisation (M) dans laquelle les para-
mètres sont mis-à-jour sachant les probabilités a posteriori déterminées dans la phase (E)
précédente.
Ainsi, la phase d’estimation (E) permet de calculer la probabilité qu’un termew dans






Annexe C. Analyse sémantique latente probabiliste (PLSA)
Puis, la probabilité P(z|d,w) est utilisée pour estimer les nouveaux paramètres du






















Ces étapes d’estimation (E) (équation C.9) et demaximisation (M) (équation (C.10a)-
(C.10d)) se succèdent jusqu’à ce que la vraisemblance L (équation C.8) converge vers
un maximum local.
D’autres méthodes d’estimation des paramètres du modèle PLSA permettent une
meilleure généralisation du modèle appris sur un corpus d’entraînement, sur des do-
cuments n’apparaissant pas dans ce corpus.
C.4 Éstimation avec l’algorithme TEM
Un modèle dont les paramètres sont estimés par l’algorithme EM et ayant une per-
plexité faible, ne garantit pas une bonne généralisation à des données non rencontrées
dans la phase d’estimation. Ainsi, la variante de EM proposée par (Hofmann, 1999b),
appelée EM tempéré (Tempered EM TEM), est fondée sur une régularisation de l’entro-
pie. Cette méthode est proche de la méthode deterministic annealing (Rose et al., 1990).
Ainsi, les auteurs dans (Hofmann, 1999b) introduisent un nouveau paramètre β dans
l’équation C.9 permettant de calculer P(z|d,w), appelé inverse computational temperature.






Lorsque β = 1, l’algorithme TEM est semblable à l’algorithme EM alors que dans le
cas où β < 1, la partie contenue dans la norme |.|β est réduite. De plus amples informa-
tions concernant cette variante de EM peuvent être trouvées dans (Hofmann, 1999b).
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Annexe D
Allocation latente de Dirichlet
(LDA)
L’allocation latente de Dirichlet (LDA) est un modèle génératif probabiliste exploi-
tant les relations parmi les mots et les concepts latents contenus dans un corpus de do-
cuments textuels (Blei et al., 2007). Le terme concept signifie que les distributions cachées
lient les mots composant le vocabulaire et leurs occurrences au sein des documents. La
section suivante décrit, plus en détails, les fondements de l’approche LDA.
D.1 Distribution de Dirichlet
LDA est un modèle génératif probabiliste dont l’idée principale est que les caracté-
ristiques des documents et des thèmes les composant suivent une loi de Dirichlet. Cette
distribution est une généralisation multivariée de la distribution de beta, utilisée égale-
ment dans la génération de modèles statistiques bayésiens pour la modélisation de la
croyance (Neapolitan et al., 2003; Balakrishnan et Nevzorov, 2004). La distribution de
Dirichlet possède une densité de probabilité (Blei et Lafferty, 2009) définie comme suit :










où α est un vecteur de dimension K positif, et Γ est une généralisation de la fonction





La densité de la distribution de Dirichlet varie donc en fonction de la valeur du
vecteur α. Ainsi, si cette valeur est grande, un pic de densité (voir figure D.1) est ob-
servé (Blei et Lafferty, 2009). Au contraire, si la valeur de α est en deçà de 1, une densité
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α1 = 2, α2 = 2, α3 = 2
(d)
FIGURE D.1 – Densité de la distribution de Dirichlet pour K = 3 avec α > 1.
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D.1. Distribution de Dirichlet
élevée est observée dans les parties extrêmes du n-simplex (figure D.2). Les figures D.1
et D.2 montrent différentes densités de la distribution de Dirichlet selon des valeurs du
n-upplet (α1, α2, α3) dans le 2-D simplex (X,Y). La figure D.2-(a) montre que la den-
sité de la distribution de Dirichlet est uniforme pour α1 = α2 = α3 = 1.0, alors que
































































































α1 = 0.5, α2 = 0.5, α3 = 0.5
(d)
FIGURE D.2 – Densité de la distribution de Dirichlet pour K = 3 avec α ≤ 1.
La figure montre l’influence de la valeur de α dans le calcul de la densité de la distri-
bution de Dirichlet. Ce paramètre modifie la distribution elle-même évidement, regrou-
pant l’essentiel de la distribution autour d’un pic, comme le montrent les figures D.1
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Echantillon 2
alpha= 10

























































































FIGURE D.3 – Échantillon de la distribution symétrique de Dirichlet pour K = 4.
178
D.2. Processus génératif
et D.3, ou, au contraire, donne un aspect de plus en plus uniforme alors que α tend vers
1.0, comme le montre la figure D.3. Les distributions de Dirichlet sont symétriques,
c’est-à-dire que le vecteur α contient la même valeur pour chacune de ses composantes.
D.2 Processus génératif
Dans la description du modèle LDA, la notation contenue dans le tableau D.1 est
utilisée.
D le corpus de document
V le vocabulaire
v indice d’un mot du vocabulaire V
N nombre de mots contenus dans le vocabulaire V
K nombre de thèmes ou concepts composant le modèle
k indice d’un thème parmi les K thèmes
d indice sur un document
Nd nombre de mots contenus dans le document d
i indice d’un mot au sein d’un document
β vecteur positif de dimension V
α vecteur positif de dimension K
Dir(β) distribution de Dirichlet de dimension V
Dir(α) distribution de Dirichlet de dimension K
z indice sur les thèmes
zd,i = k le i
ème mot dans le dème document est assigné au concept k
TABLE D.1 – Liste des symboles utilisés pour la description du modèle LDA.
Le modèle LDA génère un nouveau document, un mot suivant l’autre, avec comme
unique information les paramètres du modèle, selon le procédé suivant :
1. Pour chaque thème : choisir les mots les plus probables.
2. Pour chacun des documents composant le corpus :
a) Déterminer la proportion de chaque thème au sein du document.
b) Pour chaque occurrence de mot composant le vocabulaire :
i. Choisir un thème.
ii. Sachant le thème préalablement choisi, sélectionner le mot le plus pro-
bable sachant le mot et le thème (retour à l’étape 1).
Les paramètres issus du modèle LDA sont déterminés à partir d’un tirage d’un
échantillon selon une distribution de Dirichlet comme défini précédemment, et une
distribution multinomiale. Cette dernière (généralisation de la distribution binomiale)
indique la probabilité d’observer plusieurs événements sachant le nombre de tirages et
une distribution fixe sommant à 1 comme résultat. Le procédé génératif probabiliste,
défini dans (Blei et Lafferty, 2009), utilise la notation définie dans le tableau D.1 :
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1. Choisir la taille N du vocabulaire V selon une loi de Poisson N ∼ Poisson(ζ).
2. Pour chaque thème k, tirer une distribution sur les mots des thèmes φk ∼ Dir(β).
3. Pour chacun des documents d :
(a) Tirer un vecteur de distribution de proportion de thème θd ∼ Dir(α).
(b) Pour chacun occurrence des N mots i :
i. Choisir un thème zd,i ∼ Multinomial(θd), zd,i ∈ {1, . . . ,K}.
ii. Tirer un mot wd,i ∼ Multinomial(φzd,i), wd,i ∈ {1, . . . ,V}.
Une manière classique de représenter un modèle statistique, est le modèle gra-
phique dit "plat" (Jordan et al., 2004), comme les auteurs dans (Gelman et al., 2013)
ont défini le modèle hiérarchique bayésien. La figure D.4 montre LDA dans une sché-
matisation dite "plate". Les rectangles (N,D,K) signifient une répétition des noeuds se






FIGURE D.4 – Modèle LDA.
De la figure D.4 la distribution suivante peut alors être déduite :
P(w, z, θ, φ|α, β) = P(θ|α)P(z|θ)P(φ|β)P(w|z, φ). (D.3)
Les probabilités contenues dans le modèle sont obtenues en marginalisant cette
probabilité jointe. Ce modèle se caractérise donc par les quatre probabilités décrites
ci-dessus. Elles ont, chacune, une signification et un rôle précis dans le modèle LDA.
Nous allons les détailler dans les sections suivantes.
D.2.1 Distribution des thèmes dans un document
Cette probabilité est tirée selon une loi de Dirichlet de paramètre α (voir figure D.5)


























FIGURE D.5 – Distribution des thèmes au sein d’un document dans le modèle LDA.
où (.) désigne le produit scalaire pour des raisons de simplification d’écriture. Cette
probabilité contrôle la distribution des thèmes au sein des documents. Elle est calculée
une seule fois, et assure alors une homogénéité entre les distributions des thèmes au
sein des documents.







FIGURE D.6 – Attribution des mots au sein des thèmes dans le modèle LDA.
Dans le corpus de documents utilisé pour l’estimation dumodèle LDA, l’attribution
des termes composant le vocabulaire dépend de la distribution z, qui dépend elle-même
de θ (voir figure D.6). Ainsi, à chacune des occurrences des N mots composant le vo-
cabulaire V, une valeur comprise entre {1, . . . ,K} lui est assignée. Chaque thème k est
assigné nd,k fois dans un même document, autant que le nombre de mots du document


















FIGURE D.7 – Probabilité de tirage d’un mot sachant le tirage du thème k.
D.2.3 Probabilité du choix d’un mot
La probabilité liant φ et β contrôle la distribution des termes composant le vocabu-












où φk,v est la probabilité qu’un mot v soit tiré sachant que le thème choisi est le
thème k.






FIGURE D.8 – Probabilité du corpus.
Etant donné un ensemble de documents, la probabilité d’un terme w sachant les












D.3. Espace de thèmes LDA
où n.,k,v est le nombre de fois où le thème k est attribué au mot v dans l’ensemble du
corpus.
D.2.5 Paramètres du modèle
La formalisation du modèle génératif LDA, définie dans l’équation D.3, est alors ex-
plicitée ainsi en utilisant les différentes écritures décrites dans les sections précédentes :























































































L’équation D.8 nécessite d’êtremarginalisée pour écrire unmodèle probabiliste d’un
corpus de documents connaissant les hyper-paramètres α et β et pour estimer le maxi-
mum de vraisemblance des paramètres du modèle ainsi que pour la distribution des
variables latentes :










































































D.3 Espace de thèmes LDA
Le modèle génératif probabiliste LDA permet donc d’extraire, depuis un corpus de
documents, la relation latente liant les occurrences des mots composant ces documents.
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La Seconde Guerre mondiale, ou Deuxième Guerre mondiale, est un conﬂit    armé à l'échelle planétaire   qui dura du 
1er septembre 1939 au 2 septembre 1945. Ce conﬂit    planétaire opposa schématiquement deux camps : les Alliés 
et lʼAxe.
Provoquée par le règlement insatisfaisant de la Première Guerre mondiale et par les ambitions expansionnistes et 
hégémoniques des trois principales nations de lʼAxe (Allemagne nazie, Italie fasciste et Empire du Japon), elle 
consista en la convergence, à partir du 3 septembre 1939, dʼun ensemble de conﬂits régionaux respectivement 
amorcés le 18 juillet 1936 en Espagne (la guerre d'Espagne), le 7 juillet 1937 en Chine (la guerre sino-japonaise), et 
le 1er septembre 1939 en Pologne (campagne de Pologne), puis par l'entrée en guerre ofﬁcielle de l'ensemble des 
grandes puissances de l'époque : France, Royaume-Uni et leurs empires dès le 3 septembre 1939, URSS à partir de 
l'invasion allemande de juin 1941, États-Unis le 7 décembre 1941 dans un conﬂit     impliquant la majorité des nations 
du monde sur la quasi-totalité des continents. La Seconde Guerre mondiale prit ﬁn sur le théâtre d'opérations 
européen le 8 mai 1945 par la capitulation sans condition du IIIe Reich, puis sʼacheva déﬁnitivement sur le théâtre 
d'opérations Asie-Paciﬁque le 2 septembre 1945 par la capitulation sans condition de l'Empire du Japon, dernière 
nation de lʼAxe à connaître la défaite.
Le Paris Saint-Germain Football Club (couramment 
abrégé en Paris SG ou PSG) est un club de football 
français   basé à Paris, issu de la fusion en 1970 du 
Stade Saint-Germain, fondé en 1904, et du Paris FC 
fondé en 1969.
Malgré sa jeune existence, ses performances 
européennes lui valent d'apparaître au troisième rang 
français  du classement des clubs de football  du xxe 
siècle selon l'IFFHS.
Le Qatar Investment Authority, fonds d'investissement 
souverain de lʼémirat du Qatar, rachète à son tour le club, 
lui apportant des moyens ﬁnanciers considérables et en 
fait une des sections du nouveau club omnisports du 
Paris Saint-Germain . Nasser Al-Khelaïﬁ devient le 
président du conseil de surveillance.
L'Olympique de Marseille, couramment abrégé en OM, 
est un club de   football français   fondé en 1899 par 
René Dufaure de Montmirail. Neuf titres de champion de 
France, dix Coupes de France, trois Coupes de la Ligue, 
deux Trophées des champions et une Ligue des 
champions de l'UEFA composent le palmarès du club le 
plus titré et le plus populaire du football    français.  .
Le club joue au Stade de l'Huveaune de 1904 à 1937, 
date à laquelle est inauguré le Stade Vélodrome à 
Marseille.  . Auparavant, le club de Marseille   remporte 
sa première Coupe de France en 1924 et devient le tout 
premier club provincial à s'adjuger ce titre.
L'Olympique lyonnais, couramment abrégé en OL, est 
un club de football   français  fondé le 3 août 1950. Le 
club, basé dans le quartier de Gerland, est présidé 
depuis juin 1987 par Jean-Michel Aulas et l'équipe est 
entraînée par Rémi Garde depuis le 21 juin 2011. Il 
évolue depuis 1989 en Ligue 1.
L'Olympique lyonnais  évolue dans le Stade de Gerland 
et s'entraîne au centre Tola Vologe, à Lyon. Il possède 
à son palmarès sept titres de champion de France, cinq 
Coupes de France et une Coupe de la Ligue, ce qui en 
fait l'un des clubs les plus titrés du championnat de 
France .
François Hollande, né le 12 août 1954 à Rouen, en 
Seine-Inférieure, actuelle Seine-Maritime, est un homme 
d'État français . Il est président de la République 
française depuis le 15 mai 2012.
Magistrat à la Cour des comptes et avocat, Francois 
Hollande est premier secrétaire du Parti socialiste de 
1997 à 2008, pendant la troisième cohabitation puis dans 
l'opposition. Maire de Tulle de 2001 à 2008, il est député 
de la première circonscription de la Corrèze de 1988 à 
1993 et de nouveau de 1997 à 2012, et préside le conseil 
général de la Corrèze de 2008 à 2012.
Désigné candidat du PS et du PRG à l'élection 
présidentielle de 2012 à l'issue d'une primaire, il emporte 
le second tour avec 51,64 % des voix, face au président 
sortant, Nicolas Sarkozy, le 6 mai 2012. Lors de son 
investiture, le 15 mai 2012, Francois   Hollande devient le 
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FIGURE D.9 – Exemple d’un espace de thèmes LDA.
Elle est représentée par une distribution de thèmes au sein de chacun de ces documents.
Dans cette section, un modèle LDA de trois thèmes est présenté (voir figure D.9).
Il est ainsi observé, dans un premier temps, que les thèmes trouvés par la mé-
thode LDA sont proches de ceux trouvés par la méthode LSA B.4. La différence majeure
est l’absence du terme France dans un des thèmes composant l’espace LDA, contraire-
ment aux thèmes issus de LDA. Les thèmes LDA contiennent les termes les plus discri-
minants de chacun des articles (guerre, François, Hollande, football), et sont fortement




automatique de la parole (SRAP)
Speeral
Cette annexe décrit le système de reconnaissance de la parole Speeral (Linarès et al.,
2007) dans sa version destinée au décodage des dialogues du centre d’appel de la RATP.
Ce système a été développé au LIA, l’adaptation au cas d’utilisation RATP ayant été
réalisée dans le cadre du projet ANR DECODA.
Speeral est un système dont les bases technologiques sont assez classiques. Les mo-
dèles acoustiques sont des HMM gauche-droite à trois états partagés. Les modèles de
langage sont des n-grammes, typiquement 3 ou 4 grammes en fonction des contextes
d’utilisation. Le système exécute deux passes, la seconde impliquant des modèles de
langage adaptés au locuteur par MLLR.
E.1 Algorithme de recherche
Speeral utilise l’algorithme de recherche A⋆, relativement courant en reconnaissance
de la parole. C’est un algorithme asynchrone qui développe le graphe de recherche en
différents points choisis par une approximation des coûts des chemins complets. Par
contre, le fait que le décodeur opère sur un treillis phonétique est moins courant. Cette
stratégie permet de réaliser très tôt des coupures qui permettent d’accélérer le système.
Une étude complète du système et de ses performance peut être trouvée dans (Linarès
et al., 2007).
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E.2 Paramètres et Modèles acoustiques
Le système utilise une paramétrisation PLP avec une normalisation (cepstres
centrés-réduits) sur une fenêtre glissante de 30ms déplacée de 10ms. Les modèles re-
posent sur une base classique HMM/GMM, avec des états partagés par la méthode
des arbres de décision. Le système grand vocabulaire "généraliste" qui a servi de base
au système DECODA contient 230K gaussiennes et 3 600 états émetteurs pour 10 000
HMMs. Les GMMs ont été appris par un algorithme EM. Les modèles acoustiques de
DECODA sont issus de la version grand vocabulaire de Speeral et ont été appris sur
une version filtrée à 8Khz de 250 heures de parole annotée (issu des corpus ESTER 1 et
2 et du corpus EPAC). Les modèles sont ensuite adaptés, par MAP, sur les 30 heures du
corpus DECODA.
E.3 Modèle de langage
Le modèle de langage a été complètement ré-appris sur les données transcrites de
DECODA. Le vocabulaire est réduit à 27K mots (contre 88k pour le système standard)
et les modèles sont réduits aux 3-grammes (4-grammes pour la version générique).
Comme pour la version générique, les modèles sont estimés par le toolkit SRI.
Le vocabulaire du corpus DECODA contient 5 782 mots et le taux d’erreur-mot
(TEM) initial atteint 45,8 % sur le corpus d’apprentissage et 58,0 % sur le corpus de
test. Ces TEM élevés sont principalement dus à la présence de nombreuses disfluences,
et à des conditions acoustiques bruitées, quand, par exemple, les utilisateurs appellent
à partir de gares avec un téléphone portable. Une liste de rejet (stop-list) de 126 mots 1






L’analyse factorielle ou Factor analysis (FA) trouve ses origines dans le domaine de
recherche lié à l’analyse statistique. Cette méthode, appelée analyse en composantes
principales ou Principal Component Analysis (ACP), a pour vocation première de ré-
duire un espace de représentation tout en maximisant la variance des projetés (voir
section 2.2.6.3). Ce modèle présente néanmoins certains inconvénients tels l’absence
d’un modèle génératif des données et d’une densité de probabilité associée (Jolliffe,
1986).
Une version probabiliste de l’ACP est alors proposée par (Tipping et Bishop, 1999)
et appelée analyse en composantes principales probabiliste (ACPP). Cette méthode uti-
lise le critère du maximum de vraisemblance sur un modèle à variables latentes, pour
déterminer les axes de projection. Les auteurs dans (Kenny et al., 2005) proposent une
extension de l’ACPP dans le domaine de la reconnaissance de la parole. Les travaux
proposés dans ce manuscrit s’appuient essentiellement sur cette extension. Cette mé-
thode considère les vecteurs de représentation dans un espace formé par la concaténa-
tion des moyennes des gaussiennes issues de mixtures de gaussiennes, modélisant les
différentes parties de l’espace acoustique. La section suivante propose une description
de l’analyse factorielle.
F.1 Analyse factorielle
L’analyse factorielle est une généralisation de l’ACP probabiliste (ACPP). De la
mêmemanière que dans l’ACPP, le vecteur observé y de dimension d est généré à partir
du vecteur caché t de dimension r suivant l’expression :
y = At+ µ + ε (F.1)
La différence avec l’ACPP se situe dans l’hypothèse faite concernant la distribution
du bruit ε. Dans le cas de l’analyse factorielle, le bruit est supposé être gaussien de
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moyenne nulle et de matrice de covariance Σ diagonale. Les éléments de Σ sont diffé-
rents d’une composante à l’autre, contrairement à l’ACPP.
Les modèles fondés sur les mixtures de gaussiennes ou Gaussian Mixture Model
(GMM) sont généralement utilisés pour approximer des densités de probabilité. Les
GMM sont estimés, généralement, en utilisant le critère du maximum de vraisem-
blance, sur des données observées (appelées réalisations). Les données observées en-
globent différentes caractéristiques, parmi lesquelles se trouve la caractéristique que
nous souhaitonsmodéliser. Par exemple, les trames d’une session de parole contiennent
des informations sur le locuteur, la canal, l’état émotionnel du locuteur, ou encore le
contenu phonétique.
Lorsque nous nous intéressons aux informations sur le locuteur, le super-vecteur as-
socié au GMM correspondant aux données observées sera noté ml . Si, par contre, nous
nous intéressons à l’information canal, le super-vecteur sera notémc. D’une manière gé-
nérale, nous noterons le super-vecteur me, avec e étant une caractéristique quelconque :
locuteur, canal, . . .
Lesmoyennes d’unGMMpeuvent être vues comme des variables aléatoires dont les
caractéristiques statistiques peuvent être obtenues en utilisant l’analyse factorielle. Une
manière de faire est d’appliquer l’équation F.1 à chacune desmoyennes des gaussiennes
du mélange :
mie = m
i + Aiti + ε (F.2)
avec mie le vecteur moyenne de la gaussienne i pour la caractéristique e. L’inconvé-
nient de ce modèle est que les différentes composantes de la mixture de gaussiennes
sont traitées indépendamment les unes des autres. Ce qui ne permet pas de mettre en
évidence la corrélation pouvant exister entre les différentes régions (gaussiennes) de
l’espace des observations. La solution proposée par (Kenny et al., 2005) est d’appli-
quer le modèle d’analyse factorielle à une nouvelle variable aléatoire obtenue par la
concaténation des moyennes du GMM. Cette nouvelle variable aléatoire est appelée
super-vecteur. Dans ce cadre, tous les GMM sont obtenus à partir d’un GMM global,
estimé sur une grande quantité de données et incluant le plus de variabilités possibles.
Ce GMM est appelé modèle du monde, ou UBM (Universal Background Model). Soit m
le super-vecteur associé à l’UBM. Le super-vecteur observation me est obtenu comme
suit :
me = m+Uxe + ε (F.3)
Il est important de souligner le fait que dans ce modèle, le vecteur xe est commun à
toutes les gaussiennes. Cette caractéristique permet d’exploiter la redondance pouvant
exister entre les différentes gaussiennes. Ce vecteur xe est une représentation compacte
de me.
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F.2 Estimation des paramètres du modèle d’analyse factorielle
Dans le modèle de l’équation F.1, la variable aléatoire en question est le super-
vecteur. Il faut donc estimer les super-vecteurs à partir des observations (trames dans
le cas de la parole). Ensuite, ces super-vecteurs peuvent être utilisés pour estimer la
matrice de projection (U) et les différents vecteurs projetés (xe). Cependant, il est pos-
sible d’estimer ces paramètres directement à partir des observations, sans passer par les
super-vecteurs. Cette estimation peut être réalisée en utilisant le critère du maximum
de vraisemblance, que nous décrivons dans le reste de cette section.
Dans la suite, nous décrivons le procédé d’estimation de la matrice U et des vec-
teurs xe. Avant tout, nous présentons les notations nécessaires au développement de la
stratégie d’estimation :
— me : super-vecteur associé à la caractéristique e.
— m : super-vecteur du modèle du monde (UBM).
— Σg : matrice de covariance de la gaussienne g.
— χ(e) : données d’apprentissage de la caractéristique e.
— PGMM(χ(e)|m,Σ) : vraisemblance de χ(e) étant donné le GMM spécifique au
super-vecteur m et de super-matrice de covariance Σ.
— Ng(e) : nombre de vecteurs acoustiques d’un enregistrement e appartenant à la
gaussienne g.
— G : nombre des gaussiennes dans le GMM-UBM.
— F : taille des vecteurs acoustiques.
— Pour chaque gaussienne g, nous calculons :
SX,g(e) = ∑
t
(Xt − µg) ; SXtX,g(e) = ∑
t
(Xt − µg)t(Xt − µg) (F.4)
où ∑
t
est la somme sur tous les vecteurs acoustiques d’un enregistrement e ap-
partenant à la gaussienne g et µg est la moyenne de la gaussienne g du GMM du
modèle du monde (UBM).
Pour chaque enregistrement e, logPU,Σ(χ(e)|xe) est la vraisemblance conditionnelle
de χ(e) étant donné xe et de paramètres (U,Σ) :
logPU,Σ(χ(e)|xe) = GΣ(e) + HU,Σ(e, xe) (F.5)
avec GΣ(e) et HU,Σ(e, xe) obtenus par les équations suivantes :
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Dans la phase d’apprentissage, pour chaque enregistrement e à tester, la distribution
a posteriori de xe sachant χ(e) et les paramètres U et Σ suivent une loi gaussienne de
moyenne l−1(e)tUΣ−1SX(e) et de matrice de covariance l−1(e).
Pour chaque enregistrement e, soitGΣ(e) le log de la fonction de vraisemblance gaus-
















Si pour chaque enregistrement e, la moyenne et la covariance de me a posteriori sont
notées par mˆe et Bˆ(e) :
mˆe = m+U.l−1.tUΣ−1SX(e) (F.6)















Algorithme d’apprentissage EM :
Supposons que les paramètres initiaux (U0,Σ0) ont été estimés. Pour chaque enre-
gistrement e, soient E[xe] et E[xtexe] les premiers et seconds moments de xe calculés avec
les équations suivantes :
E[xe] = l−1.tUΣ−1SX(e) ; E[xe.txe] = E[xe]E[txe] + l−1 (F.8)
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avec ng = ∑
s











L’équation F.9 est le système linéaire d’équations pour notre problème linéaire de
régression. Pour le résoudre, remarquons que la matrice N(e) est diagonale, ce qui







où Xi est la iie`me ligne de la matrice X. Remarquons aussi que si l’on écrit i sous la







Grâce à l’équation F.11, la matriceU peut être estimée ligne par ligne. L’algorithme 4
présente la stratégie adoptée pour estimer la matrice U et les vecteurs xe avec les déve-
loppements ci-dessus.
Une démonstration détaillée est présentée dans l’annexe A.
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Algorithm 4: Algorithme d’estimation de la matrice U et du vecteur x.
Pour chaque enregistrement e : x(e) ← 0, U← random ;
Estimation de : SX,g(e), SXtX,g(e) ; (eq : F.4)
Estimation de : E[xe], E[xe.txe] ; (eq : F.8)
pour i = 1 to nb_iterations faire
pour tous les enregistrements s faire
Estimation mˆe ;(eq : F.6)
Estimation Bˆ(e) ;(eq : F.7)
fin
Estimation de la matrice U ;(eq : F.11)
fin
F.3 Analyse factorielle pour la vérification de locuteur
Dans cette thèse, nous utilisons l’approche de l’analyse factorielle dans la modéli-
sation acoustique pour la reconnaissance automatique de la parole. Le modèle d’ana-
lyse factorielle que nous utilisons est inspiré de la modélisation par analyse factorielle
dans le domaine de la vérification de locuteur (Kenny et al., 2005). Dans le Système
de Vérification du Locuteur (SVL), cette modélisation a permis d’améliorer la robus-
tesse face à la variabilité session qui représente une cause majeure de dégradation des
performances des systèmes. Dans cette section, nous présentons brièvement le modèle
d’analyse factorielle appliqué à la vérification de locuteurs.
Dans le cadre d’un SVL, le modèle dumonde (GMM-UBM) représente la génération
de vecteurs cepstraux provenant d’une multitude de locuteurs et de sessions. L’estima-
tion des paramètres de ce modèle est réalisée en utilisant l’algorithme EM (Expectation-
Maximisation, voir section C.3). Le GMM d’un locuteur donné est obtenu à partir de
l’UBM en ré-estimant les moyennes. Les poids et les variances restent inchangés. Cette
adaptation des moyennes est réalisée en utilisant l’approche d’analyse factorielle. Pour
prendre en compte la variabilité liée au canal d’enregistrement, le modèle de l’équa-
tion F.3 est étendu comme suit :
mh,l = m+Dyl +Uxh,l (F.12)
Dans ce modèle, le terme m + Dyl modélise cette fois la part propre au locuteur.
D est une matrice diagonale de taille GF × GF et yl est un vecteur de dimension GF
estimé sur les données du locuteur l. D satisfait l’équation I = τDtΣ−1D où τ est un
facteur appelé relevance factor. Le facteur Uxh,l est la composante introduite par l’effet
de la session (canal). Les vecteurs colonnes de la matrice U (FG × r) représentent une
base du sous-espace dans lequel évolue la variabilité session. xh,l est un vecteur de
dimension r contenant les composantes relatives à la session dans ce sous-espace.
La matriceU et le vecteur xe sont estimés selon la description de la section F.2. Mais,
dans ce modèle, les statistiques de l’équation F.4 sont calculées à nouveau comme suit :
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(Xt −mg −Dy)t(Xt −mg −Dy)
où ∑
t
est la somme sur tous les vecteurs acoustiques du locuteur l appartenant à la
gaussienne g et mg est la moyenne de la gaussienne g du GMM-UBM. Les sommes se
font sur tous les vecteurs acoustiques du locuteur l appartenant à la gaussienne g, et
mg est la moyenne de la gaussienne g du GMM du monde.
Dans ce modèle, le vecteur yl est estimé sur les données du locuteur l en s’appuyant
sur l’équation suivante :








F.4 Espace de variabilité totale
L’analyse factorielle, présentée plus haut, est devenue une méthode de référence
pour la réduction de dimension en vérification du locuteur (Dehak et al., 2011). Ainsi,
les auteurs présentent pour la première fois une version compactew, appelée i-vecteur.
Le procédé d’extraction peut être vu comme un processus de compression probabiliste
réduisant la dimensionnalité du super-vecteur du segment de parole en suivant un
modèle linéaire gaussien. Le super-vecteur ms d’un segment de parole composé des
concaténations des moyennes de l’UBM-GMM est projeté dans un espace de dimension
réduit, appelé espace de variabilité totale ou Total variability space, avec :
ms = m+ Txs , (F.14)
où m est le super-vecteur représentant les moyennes de l’UBM-GMM 1. T est une
matrice de faible dimension (MD × R) avec M le nombre de gaussiennes composant
l’UBM, et D la taille du vecteur cepstral représentant une base de l’espace de variabilité
totale. T est appelée matrice de variabilité totale ; les composantes de xs sont les facteurs
représentant les coordonnées de l’enregistrement audio dans l’espace de variabilité to-
tale appelé i-vector (i pour identification).
1. L’UBM est un GMM représentant toutes les observations.
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Glossaire et Acronymes
ACP Analyse en Composantes Principales ou Principal Component Analysis. 50, 51,
62–66, 106, 108
BVB Batch Variational Bayesian. 43
DCLM Dirichlet class language model. 44
EM L’algorithme espérance-maximisation (en anglais Expectation-maximisation
algorithm, souvent abrégé EM), proposé par Dempster et al. (1977), est une
classe d’algorithmes qui permettent de trouver le maximum de vraisemblance
des paramètres de modèles probabilistes lorsque le modèle dépend de va-
riables latentes non observables (Wikipedia). 33, 36, 39, 44, 111, 186
GMM Modèle de mélanges de gaussiennes ou Gaussian Mixture Model (GMM). 52,
103, 105, 107–109, 115, 124, 227
HDP Processus Hiérarchique de Dirichlet ou Hierarchical Dirichlet Process. 77
IA L’intelligence artificielle est la "recherche de moyens susceptibles de doter les
systèmes informatiques de capacités intellectuelles comparables à celles des
êtres humains" (Wikipedia). 18
IDF Fréquence inverse de documents ou Inverse Document Frequency. 12, 17, 30, 31,
37, 50, 51, 53, 54, 57–61, 64–66, 70, 96–98, 141–144, 157–159, 161, 195, 196
JFA Analyse Factorielle Jointe ou Joint Factor Analysis. 103, 106–108
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KNN En intelligence artificielle, la méthode des k plus proches voisins est une mé-
thode d’apprentissage supervisé. En abrégé k-NN ou KNN, de l’anglais k-
nearest neighbor. Dans ce cadre, on dispose d’une base de données d’appren-
tissage constituée de N couples "entrée-sortie". Pour estimer la sortie associée à
une nouvelle entrée x, la méthode des k plus proches voisins consiste à prendre
en compte (de façon identique) les k échantillons d’apprentissage dont l’en-
trée est la plus proche de la nouvelle entrée x, selon une distance à définir.
Par exemple, dans un problème de classification, on retiendra la classe la plus
représentée parmi les k sorties associées aux k entrées les plus proches de la
nouvelle entrée x (Wikipedia). 142, 144, 145
LDA Allocation Latente de Dirichlet ou Latent Dirichlet Allocation. 35, 37–45, 49, 52–
55, 57–66, 68–70, 77–82, 85, 88, 91, 92, 95–99, 102, 103, 109–112, 116–119, 123,
124, 127, 133, 138, 149, 150, 184, 195, 196, 199
LDLM Modèle de Langage Latent de Dirichlet (MLLD) ou latent Dirichlet language
model. 43, 44
LSA Analyse Sémantique latente ou Latent Semantic Analysis. 32–35, 41, 163, 167,
171, 184
LSI Indexation Sémantique latente ou Latent Semantic Indexation. 165, 167
MCMC Markov Chain Monte-Carlo. 39, 40
PLDA Probabilistic Linear Discriminant Analysis. 108
PLSA Analyse Sémantique latente Probabiliste ou Probabilistic Latent Semantic Analy-
sis. 34–39, 41, 43, 44, 171, 173, 174, 196
QR Question-Réponse ou Question-Answering (QA). 16
RAP Reconnaissance Automatique de la Parole. 36, 44, 49, 58
RATP La Régie autonome des transports parisiens (RATP) est un établissement pu-
blic à caractère industriel et commercial (EPIC) assurant l’exploitation d’une
partie des transports en commun de Paris et de sa banlieue. Elle exploite les
seize lignes du métro de Paris, six des lignes du tramway d’Île-de-France (T1,
T2, T3a, T3b, T5, et T7. La ligne T4 est exploitée par la SNCF), une partie des
lignes de bus d’Île-de-France, et une partie des lignes A et B du réseau express
régional d’Île-de-France (RER). En région parisienne, elle transporte environ 3
milliards de passagers par an (2010) (Wikipedia). 138, 185
RI La recherche d’information (RI) est le domaine qui étudie la manière de re-
trouver des informations dans un corpus. Celui-ci est composé de documents
d’une ou plusieurs bases de données, qui sont décrits par un contenu ou les
métadonnées associées. Les bases de données peuvent être relationnelles ou
non structurées, telles celles mises en réseau par des liens hypertextes comme
dans le World Wide Web, l’Internet et les Intranets. Le contenu des documents
peut être du texte, des sons, des images ou des données (Wikipedia). 16–19, 30,
32, 33, 41–43, 48, 50, 68
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RP Position Relative ou Relative Position. 70
SGMM Modèle de sous-espace de mélanges de gaussiennes ou Subspace Gaussian Mix-
ture Model (SGMM). 107
SRAP Système de Reconnaissance Automatique de la Parole. 44, 49–51, 133, 142
STM Message court ou Short Text Message. 67–70
SVD Décomposition en Valeurs Singulières ou Singular Value Decomposition. 63,
77
SVM Les machines à vecteurs de support ou séparateurs à vaste marge (en anglais
Support Vector Machine, SVM) sont un ensemble de techniques d’apprentis-
sage supervisé destinées à résoudre des problèmes de discrimination et de ré-
gression. Les SVM sont une généralisation des classifieurs linéaires (Wikipedia).
50, 52, 53, 55, 58–62, 66, 78, 81, 82, 84, 85, 88–91, 96–98, 105, 195, 199
TALN Traitement Automatique du Langage naturel ou Natural Language Processing
(NLP) est une discipline à la frontière de la linguistique, de l’informatique et
de l’intelligence artificielle, qui concerne l’application de programmes et tech-
niques informatiques à tous les aspects du langage humain. Ainsi, le TAL ou
TALN est parfois nommé ingénierie linguistique (Wikipedia). 16, 18, 19
TCLDLM Topic Cache Latent Dirichlet language model (TCLDLM). 44
TEM Taux d’Erreur-Mot (TEM) ou Word Error Rate. 43, 44, 51, 58, 61, 64, 65, 92, 95,
97, 99, 186
TF Fréquence de mots ou Term Frequency. 12, 30, 31, 37, 50, 51, 53, 54, 57–61, 64–66,
70, 96–98, 141–144, 157–159, 161, 195, 196
TM espace de thèmes ou topic model. 32
TMAN Transcription manuelle d’un document. 53, 58–66, 95, 97, 98, 119, 120, 122, 124,
143–145, 196, 199
TRAP Transcription provenant d’un Système de Reconnaissance Automatique de la
Parole. 53, 58–62, 64–66, 95, 97, 98, 107, 119, 121–124, 143–145, 196, 199
TREC Text REtrieval Conference. 43
UBM Le modèle du monde (appelé Universal Background Model (UBM)) est typi-
quement un GMM (GMM) entraîné sur un l’ensemble des données d’appren-
tissage en utilisant le critère de vraisemblance maximum. 103, 107–109, 124
VB Variational Bayesian. 39, 43
VBI Variational Bayesian Inference. 39
VL Vérification du Locuteur. 104, 105
WSJ The Wall Street Journal est un quotidien national américain qui traite de l’actua-
lité économique et financière, créé à New York par Dow Jones and Company
(Wikipedia). 44
WWW Le World Wide Web (WWW), littéralement la "toile (d’araignée) mondiale",
communément appelé le Web, et parfois la Toile, est un système hypertexte
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REPRESENTATIONS ROBUSTES DE DOCUMENTS
BRUITÉS DANS DES ESPACES HOMOGÈNES
Résumé
E
N recherche d’information, les documents sont le plus souvent considérés
comme des "sacs-de-mots". Ce modèle ne tient pas compte de la structure
temporelle du document et est sensible aux bruits qui peuvent altérer la
forme lexicale. Ces bruits pouvent être produits par différentes sources :
forme peu contrôlée de messages issus du Web, messages vocaux dont la transcription
automatique contient des erreurs. . . Le travail présenté dans cette thèse s’intéresse
au problème de la représentation de documents issus de sources bruitées. Dans un
premier temps, nous comparons une représentation classique, utilisant la fréquence
des mots, à une représentation de haut niveau s’appuyant sur un espace de thèmes.
Le problème majeur d’une telle représentation est qu’elle est fondée sur un espace de
thèmes dont les paramètres sont choisis empiriquement. Nous décrivons ensuite une
représentation originale qui s’appuie sur des espaces multiples pour résoudre trois
problèmes majeurs : la proximité des sujets traités dans le document, le choix difficile
des paramètres du modèle de thèmes ainsi que la robustesse de la représentation.
Partant de l’idée qu’une seule représentation des contenus ne peut pas capturer l’en-
semble des informations utiles, nous proposons d’augmenter le nombre de vues sur un
même document. Cette multiplication des vues est efficace mais elle a l’inconvénient
d’être très volumineuse, redondante et de contenir une variabilité additionnelle liée
à la diversité des vues. Nous proposons de traiter ces problèmes avec une méthode
basée sur l’analyse factorielle pour fusionner les vues multiples et obtenir une nouvelle
représentation robuste, de dimension réduite, ne contenant que la partie "utile" du
document tout en réduisant les variabilités "parasites". Enfin, lors de l’élaboration
des espaces de thèmes, le document reste considéré comme un "sac-de-mots" alors
que plusieurs études montrent que la position d’un terme au sein du document
est importante. Une représentation basée sur les quaternions, tenant compte de cette
structure temporelle du document est finalement proposée.
Mots clés : Représentation robuste, document bruité, allocation latente de Dirichlet, représen-
tation multi-vues, analyse factorielle, quaternion.
Keywords : Robust representation, noisy document, latent Dirichlet allocation, multi-views
representation, factor analysis, quaternion.
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