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Вібраційні характеристики промислових 
агрегатів широко застосовуються  для визна-
чення їх технічних станів. При цьому отриму-
ють значний об’єм інформації, що часто ускла-
днює її інтерпретацію і обробку. Тому актуаль-
ною є проблема вибору оптимального  обсягу 
інформації, який дає змогу впевнено розпізна-
вати технічний стан об’єкта, що підлягає діаг-
ностуванню. Цій науковій задачі приділяється 
недостатньо уваги. Наприклад, у стандарті під-
приємства [1] визначаються лише усереднені 
характеристики вібросигналів. Останнім часом 
для характеристики технічних станів об’єктів 
широко використовують спектральний аналіз 
[2], вайлет-перетворення [3] та штучні нейронні 
мережі [4]. У цих та у багатьох інших працях, 
які присвячені даній тематиці, практично не 
розглядаються питання визначення розмірності 
вибірки, яка необхідна для вирішення задачі 
розпізнавання технічних станів об’єктів. 
Для отримання критерію вибору об’єму 
вибірки n  скористаємося теорією збурень мат-
риць [5]. Нехай у результаті спостережень за 
сигналом  x t  у дискретні моменти часу it , 
1i ,n  отримано вектор, елементи якого упоря-








































































Тоді автокореляційну матрицю  nS 2  мож-
на подати у такому вигляді: 
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         
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  (1) 
де  M ... – символ математичного сподівання. 
Матрицю  nS 2  подамо у такому вигляді: 
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На основі теорії збурення матриць отримано критерій вибору об’єму експериментальних досліджень. 
Для реалізації такого вибору необхідно знати кореляційні функції параметрів, що характеризують техніч-
ний стан промислових об’єктів. Наведено методику отримання таких кореляційних функцій, і на конкрет-
ному прикладі показано, яким чином визначається необхідний об’єм інформації для розв’язання задач конт-
ролю технічного стану газоперекачувальних агрегатів.   
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На основании теории возмущения матриц получен критерий выбора объема экспериментальных исс-
ледований. Для реализации такого выбора необходимо знать корреляционные функции параметров, харак-
теризующие техническое состояние промышленных объектов. Приведена методика получения таких кор-
реляционных функций, и на конкретном примере показано, каким образом определяется необходимый объем 
информации для решения задач контроля технического состояния газоперекачивающих агрегатов.  
Ключевые слова: объем выборки, технический объект, критерий, корреляционная функция, определе-
ние параметров 
 
In the article according to the basis of theory matrices investigation the criterion of volume choice of 
experimental researches has been gained. For realization of such choice it is necessary to know the cross-
correlation functions of parameters which characterize the technical state of industrial objects. In the article the 
cross-correlation functions methods are discussed, and practically shown the way of setting necessary information-
volume for tasks management connected with gas disposal machines technical control. 
Keywords: sample size, technical object, criterion, cross-correlation function, determination of parameters. 
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Якщо вектор         Tnnnnn  ...21  
є власним вектором матриці  nS11 , то  
     















0                (2) 
є власним вектором матриці  nS 20  [6]. Оскільки 
матриця  nS 2  за великих значень n  мала, то 
власні значення матриці  nS 2  приблизно дорі-
внюють діагональним елементам матриці [6] 
       
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Враховуючи значення   n20  і 
 nS 2 , які 
визначаються формулами (1) та (2), отримаємо 
              11 11 12 12 2212
n n T n n n T n nG S S S S      , (3) 
              12 11 12 12 2212
n n T n n n T n nG S S S S      , (4) 
              22 11 12 12 2212
n n T n n n T n nG S S S S      . (5) 
Критерій необхідного об’єму вибірки ви-
значають [6] так: 
  










,                   (6) 
де символом  tr ...  позначено слід відповідної 
матриці. 
Якщо виявиться, що 1nJ , то допущен-
ня про малість  nS 2  є обґрунтованим і n спо-
стережень є достатнім. З врахуванням виразів 
(3), (5) та того факту, що власні вектори  n  є 
ортогональними, формула (6) набуде такого 
вигляду: 
        











З врахуванням (1) критерій nJ  можна ви-
разити через значення кореляційної функції 
 R t ,  випадкового процесу   x t  
        



























Для стаціонарного випадкового процесу  
     2 2 2 1 2 1 0i i i iR t ,t R t ,t R   ,  
       2 2 1 2 1 2 2 2 1i i i i i iR t ,t R t ,t R t t R       . 
Оскільки приріст аргументу кореляційної 




  , 
де T  – час спостереження за випадковим про-











   
  . 
З врахуванням того, що нормована кореля-
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.                   (7) 
Вибір об’єму вибірки n повинен здійсню-
ватись шляхом мінімізації критерію (7) за змін-
ною n . Якщо такого мінімуму не існує, то, за-
давшись достатньо малим значенням 0  , 
можна визначити величину n  із умови  
nJ .                              (8) 
Наведену методику вибору оптимального 
розміру вибірки апробуємо на конкретному 
прикладі. На рис. 1 зображено графік осьового 
зсуву ротора нагнітача типу Н-650-21-2, отри-
маного у процесі його експлуатації  (КС «Сум-
ська» УМГ «Київтрансгаз»). За отриманими 
даними була розрахована нормована автокоре-
ляційна функція  r  , графік якої наведений на 
рис. 2. Для апроксимації експериментально 
отриманих даних  r   були вибрані залеж-
ності: 










  sincoser .      (10) 
Параметри   і   співвідношень (9) та 
(10) розрахуємо за методом найменших квадра-
тів шляхом мінімізації виразу 







2~  ,             (11) 
де  Ta     – вектор параметрів моделей (9) і 
(10). 
Оскільки (11) є задачею нелінійного оці-
нювання параметрів залежностей (9) і (10), то 
для отримання мінімуму функції (11) необхідно 
певним чином вибрати стартову точку  0a , 
щоб забезпечити збіжність ітераційного про-
цесу. 
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Наближені значення параметрів   і   ав-
токореляційної функції (10) визначити за декі-
лькома найхарактернішими точками кривої 
( )r  . Оскільки точність обчислення ординат 
( )r  , як правило, зменшується зі збільшенням 
  [7], то характерні точки слід вибрати з роз-
міщених ближче до початку координат. Для 
автокореляційної функції (10) такими точками 
можуть бути – значення ( )r   на початку коор-
динат; перший нуль і перший мінімум функції 
( )r  . 
Так, координати першої точки – 
 0, (0) ;r   другої  0 0, ( ) 0r     і третьої 
-  s  , ( )s sr r  . 
Для машинного розрахунку положення 
другої точки визначаються дві допоміжні точки 
 ; ( )k kr   і  1 1; ( )k kr   , для яких викону-
ється умова ( ) 0;kr   1( ) 0kr    . Пряма, що 
з’єднує ці точки, описується рівнянням  














( ),k ky r    1 1( )k ky r    . 







   .                     (13) 
Машинний спосіб знаходження третьої то-
чки ґрунтується на визначенні послідовних 
кроків, починаючи з точки ( 0, (0))r  , в на-
 
Рисунок 1 – Осьовий зсув ротора нагнітача 
 
 
1 – функція побудована за експериментальними даними; 
2 – функція   cosr e   ;  3 – функція   cos sinr e    
 
   

 
Рисунок 2 – Графіки нормованих автокореляційних функцій 
 
 
Наука і сучасні технології 
 
 112 ISSN 1993—9868.  Нафтогазова енергетика.  2011.  № 1(14)
 
прямі зменшення ( )r  . В той момент, коли ви-
конується умова 1( ) ( )k kr r    , фіксують зна-
чення  1( ),kr   ( ),kr  1( )kr   , які апроксимують 
рівняння параболи 
2
2 1 0y a a a    . 
За відомими величинами ,1k ,k ,1k  




1kr   обчислимо коефіцієнти 













s    і  01
2
2 aaay sss   . 
Для другої точки, коли автокореляційна 
функція вперше перетинає вісь абсцис, будемо 
мати 






0ctg    .                       (14) 
Підставляючи значення   в рівняння (11), 
отримуємо  
),sin)())(cos(exp()(~ 000  ctgctgr   
0 . 
При s   ss yr )(
~  . Тоді 
.0)sin)())(cos(exp( 00  ssss ctgctgy   
Розв’язуючи останнє рівняння одним із чи-
слових методів [8], знайдемо   і за формулою 
(14) –  . 
Для автокореляційної функції (9) значення 
0 отримуємо із умови 
,0cos 0







.                           (15) 
Для значення s   маємо ss yr )(  і  
ss
s ye   cos . 





















              (16) 
Для розв’язку задачі (11) можуть бути ви-
користані як методи пошуку глобального міні-
муму (якщо немає впевненості в тому, що фун-
кція  a  має один локальний мінімум), так і 
стандартні методи локального мінімуму. 
Але більш ефективним є використання 
спеціальних алгоритмів [9], розроблених для 
МНК-задачі. Всі ці алгоритми досить ефектив-
ні, якщо підібрано “вдале” початкове набли-
ження (0)a  [10]. 
Запишемо в дещо іншій формі функцію 











  ,                  (17) 
де      , ,j j je a r a r a    ;  ,jr a  – визнача-
ється одним із виразів (9) або (10).  
Множник “1/2” введений в (17) для того, 
щоб компенсувати “2”, яка виникає при дифе-
ренціюванні. 
Знайдемо градієнт функції (17) 






















або в матричній формі 
( ) ( ) ( )Taa J a e a  ,                  (18) 





























a  –  
матриця Якобі. 
Відповідно матриця других похідних (мат-
риця Гессе) буде такою: 
)()()()( aSaJaJaH ya
T















































Для достатньо “привабливого” початково-
го наближення, коли різниця між дійсним зна-
ченням параметрів моделей (9) і (10) *a  і його 
наближенням (0)a  невелика, складова 
( ) ( )Ta aJ a J a  в (19) є домінуючою [9], і матриця 
Гессе 
( ) ( ) ( )Ta aH a J a J a                     (20) 
виражається лише через перші похідні функції 
 a .  
Таким чином, ітераційний процес з обчис-
лення параметрів нормованої автокореляійної 
функції (9) або (10) буде таким [8]: 
   11k k k k ka a H a a     . 
Враховуючи значення  ka , що задано 
виразом (17), отримаємо 
 11 ( ) ( )Tk k k k a k ka a H a J a e a    .      (21) 
Визначимо елементи матриці  aJ a . Для 
нормованої автокореляційної функції, яка зада-
































, 1,j m . 
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Відповідно, для нормованої автокореля-























































1,j m . 
За допомогою програмної реалізації алго-
ритму (21) для даних рис. 1 були визначені па-
раметри   і   виразів (9) та (10). Отримані 
наступні результати: 
для нормованої автокореляційної функції 
(9): 
   0,0182, 1год , 
  0,0264, 1год , 
 min : a 13,0642; 
для нормованої автокореляційної функції 
(10): 
  0,0757, 1год , 
  0,0319, 1год , 
 min : a 30,8396. 
За результатами проведених обчислень по-
будовані графіки залежностей  r   і  r   для 
співвідношень (9) та (10) (рис. 2). 
Аналіз отриманих значень  min : a  та 
графіків залежностей (9) і (10) свідчать, що 
співвідношення (9) апроксимує експеримента-
льні дані  r   з меншою похибкою, ніж вираз 
(10).  
Таким чином, необхідний об’єм вибірки n  
визначимо із умови (7), в якій як значення 
 r  виберемо функцію (9). Аналіз залежності 
(7) показав, що вона в області додатних значень 
n  є монотонно спадаючою функцією. Тому, 
задавшись величиною 0  та використовую-
чи умову 
0 nJ , 
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 його значення, яке виражається залеж-








    
 
.          (23) 
Рівняння (23) є нелінійним, і його число-
вий розв’язок для даних, які наведені на рис. 1, 
( 5 хв   і 500T год ) дає наступний резуль-
тат: 58n  .  
Іншим параметром, який характеризує тех-
нічний стан ротора відцентрового нагнітача, є 
температура установчих колодок упорного 
підшипника ротора, графік якої зображений на 
рис. 3. Як і у попередньому випадку визначимо 
необхідний об’єм вибірки для даних, які від-
творені рис. 3. Для цього визначимо відповідну 
нормовану автокореляційну функцію (рис. 4) і 
її параметри. Аналіз отриманого графіка 
(рис. 4) свідчить, що для аналітичного опису 
залежності  r   доцільно вибрати таку фор-
мулу: 
    er .                     (24) 
Параметр  визначимо за методом най-
менших квадратів, мінімізуючи функцію (11). 
Враховуючи  r  , яке задано формулою (24), 
отримуємо 








2~  .             (25) 
Отже, (25) є нелінійною задачею пошуку 
мінімуму функції однієї змінної відносно пара-
метра  , і розв’язано її за допомогою методу 
золотого перерізу [8]. У результаті отримали 
0 077,  . 









, яке задається виразом (24), у 











     
 
. 
Розв’язком останнього рівняння відносно 
n  є: 








Для заданої величини T  і   та знайденого 
значення  отримаємо 1 238n  . Оскільки 
1n n , то об’єм вибірки, який необхідний для 
вирішення задачі визначення технічного стану 
ротора відцентрового нагнітача природного 
газу, визначимо із умови 
 0 1n max n,n . 
Для випадку, що розглядається, 0n  238. 
Це означає, що при 0 238n   отримана ін-
формація є достатньою для побудови ефектив-
ного алгоритму розпізнавання технічного стану 
нагнітача за показниками осьового зсуву рото-
ра і температури установочних колодок упор-
ного підшипника нагнітача природного газу. 
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Рисунок 3 – Температура установочних колодок упорного підшипника ротора 
 
 
1 – функція побудована за експериментальними даними;  2 – функція  r e    
Рисунок 4 – Нормована автокореляційна функція 
 
