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NEW UPPER BOUNDS FOR TRACE RECONSTRUCTION
ZACHARY CHASE
Abstract. We improve the upper bound on worst case trace reconstruction from
exp(O(n1/3)) to exp(O˜(n1/5)) for any deletion probability q ≤ 1
2
.
1. Introduction
Given a string x ∈ {0, 1}n, a trace of x is obtained by deleting each bit of x with
probability q, independently, and concatenating the remaining string. For example,
a trace of 11001 could be 101, obtained by deleting the second and third bits. The
goal of the trace reconstruction problem is to determine an unknown string x, with
high probability, by looking at as few independently generated traces of x as possible.
More precisely, fix δ, q ∈ (0, 1). Take n large. For each x ∈ {0, 1}n, let µx be the
probability distribution on {0, 1}≤n given by µx(w) = (1− q)
|w|qn−|w|f(w; x), where
f(w; x) is the number of times w appears as a subsequence in x, that is, the number
of strictly increasing tuples (i0, . . . , i|w|−1) such that xij = wj for 0 ≤ j ≤ |w| − 1.
The problem is to determine the minimum value of T = T (n) for which there exists
a function f : ({0, 1}≤n)T → {0, 1}n satisfying PµTx [f(U˜
1, . . . , U˜T ) = x] ≥ 1 − δ for
each x ∈ {0, 1}n (where the U˜ j denote the T independently generated traces).
Holenstein, Mitzenmacher, Panigrahy, andWieder [13] established an upper bound,
that exp(O˜(n1/2)) traces suffice. Nazarov and Peres [15] and De, O’Donnell, and
Servedio [11] simultaneously obtained the (previous) best upper bound known, that
exp(O(n1/3)) traces suffice. Despite the trace reconstruction problem attracting a
great amount of interest, the upper bound has not been improved to date.
In this paper, we improve the upper bound on trace reconstruction to exp(O(n1/5 log5 n))
for any deletion probability q ≤ 1
2
.
Theorem 1. For any deletion probability q ≤ 1
2
and any δ > 0, there exists C > 0
so that any unkown string x ∈ {0, 1}n can be reconstructed with probability at least
1− δ from T = exp(Cn1/5 log5 n) i.i.d. samples of the deletion channel applied to x.
A lower bound of Ω˜(n5/4) was obtained by Holden and Lyons [12], which was then
improved to Ω˜(n3/2) by the author [6].
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A variant of the trace reconstruction problem is, instead of being required to
reconstruct any string x from traces of it, one must reconstruct a string x chosen
uniformly at random from traces of it. For a formal statement of the problem, see
Section 1.2 of [12]. Peres and Zhai [20] obtained an upper bound of exp(O(log1/2 n))
for q < 1
2
, which was then improved to exp(O(log1/3 n)) for all constant q by Holden,
Pemantle, Peres, and Zhai [16].
It is very possible that the methods of [16] allow us to easily use our methods to
improve the upper bound on the random variant just described. If they do, we will
update this article to state the improved upper bound.
Holden and Lyons [12] proved a lower bound for this random variant of Ω˜(log9/4 n),
which was then improved by the author [6] to Ω˜(log5/2 n).
Several other variants of the trace reconstruction problem have been considered.
The interested reader should refer to [1], [2], [10], [9], [4], [19], [17], [14].
We made no effort to optimize the (power of the) logarithmic term log5 n in
Theorem 1.
2. Notation
We index starting at 0. For strings w, x, we sometimes write 1xk+i=wi as shorthand
for
∏|w|−1
i=0 1xk+i=wi. Let D = {z ∈ C : |z| < 1}. For functions f and g, we say
f = O˜(g) if |f | ≤ C|g| logC |g| for some absolute C. The symbol Ex denotes the
expectation under the probability distribution over traces generated by the string
x. For a trace U˜ , we define U˜j = 2 for j > |U˜ |; this is simply to make “U˜j = 0” and
“U˜j = 1” false. We use 0
0 := 1. For a positive integer n, denote [n] := {1, . . . , n}.
For a function f and a set E, denote ||f ||E := maxz∈E |f(z)|.
3. Sketch of Argument
The upper bound of exp(O(n1/3)) was obtained by analyzing the polynomial∑
k[xk − yk]z
k whose value can be well enough approximated from a sufficient num-
ber of traces. In this paper, we analyze the polynomial
∑
k[1xk+i=wi − 1yk+i=wi]z
k,
for various (sub)strings w; its value can be well enough approximated from a suf-
ficient number of traces, provided q ≤ 1/2. The benefit of this polynomial is that
for certain choices of w, it is far sparser than the more general
∑
k[xk − yk]z
k. In
the author’s paper [7] improving the upper bound on the separating words problem,
lower bounds were obtained for these sparser polynomials near 1 on the real axis
that were superior to those for the more general
∑
k[xk−yk]z
k. We use the methods
developed in that paper and methods used in [5] to obtain superior lower bounds
for points on a small arc of the unit circle centered at 1.
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4. Proof of Theorem 1
We may of course assume q = 1
2
. Our starting point is the following identity,
which is just the natural generalization of the ‘single bit statistics’ identity.
Proposition 4.1. For any x ∈ {0, 1}n, l ≥ 1, and z0, . . . , zl−1 ∈ C, we have
Ex
2l ∑
0≤j≤n−1
∆1,...,∆l−1≥1
1U˜j=w01U˜j+∆1+···+∆i=wi
∀1≤i≤l−1
(2z0 − 1)
j(2z1 − 1)
∆1−1(2z2 − 1)
∆2−1 . . . (2zl−1 − 1)
∆l−1−1

=
∑
k0<···<kl−1
1xk0=w0,...,xkl−1=wl−1z
k0
0 z
k1−k0−1
1 z
k2−k1−1
2 . . . z
kl−1−kl−2−1
l−1
Proof. By basic combinatorics, the left hand side is
2l
∑
j,∆1,...,∆l−1
∑
k0<···<kl−1
1 xki=wi
∀0≤i≤l−1
(
k0
j
)(
k1 − k0 − 1
∆1 − 1
)(
k2 − k1 − 1
∆2 − 1
)
. . .
(
kl−1 − kl−2 − 1
∆l−1 − 1
)
×2−kl−1−1(2z0 − 1)
j(2z1 − 1)
∆1−1 . . . (2zl−1 − 1)
∆l−1−1
= 2l
∑
k0<···<kl−1
1 xki=wi
∀0≤i≤l−1
2−kl−1−1(2z0)
k0(2z1)
k1−k0−1 . . . (2zl−1)
kl−1−kl−2−1
=
∑
k0<···<kl−1
1 xki=wi
∀0≤i≤l−1
zk00 z
k1−k0−1
1 . . . z
kl−1−kl−2−1
l−1 .

The author first wrote down the above identity over two years ago, but for some
reason, it took figuring out what was going on in the recent preprint [8] to realize
the following corollary.
Corollary 4.1. For any x ∈ {0, 1}n, l ≥ 1, and z ∈ C, we have
Ex
2l ∑
0≤j≤n−1
∆1,...,∆l−1≥1
1U˜j=w01U˜j+∆1+···+∆i=wi
∀1≤i≤l−1
(2z − 1)j(−1)∆1−1(−1)∆2−1 . . . (−1)∆l−1−1

=
∑
k
1xk=w0,xk+1=w1,...,xk+l−1=wl−1z
k.
Proof. Just take z1, . . . , zl−1 = 0 in Proposition 4.1. 
Let Pn be the set of all p(z) = 1−x
d+
∑n
j=n1/5 cjz
j for 1 ≤ d < n1/5 with |cj| ≤ 1
for each j, and the set of all p(z) = 1 +
∑n
j=n1/5 cjz
j with |cj| ≤ 1 for each j.
3
Theorem 2. There is some C > 0 so that for any n ≥ 2 and any p ∈ Pn,
max
|θ|≤n−2/5
|p(eiθ)| ≥ exp(−Cn1/5 log5 n).
Proof of Theorem 1 assuming Theorem 2. Take distinct x, y ∈ {0, 1}n. If xi 6= yi for
some i < 2n1/5−1, then, by Lemma 4.1 of [20], x and y can be distinguished with high
probability with exp(O(n1/15)) ≤ exp(C ′n1/5 log5 n) traces. So suppose otherwise.
Let i ≥ 2n1/5 − 1 be the first index with xi 6= yi. Let w
′ = xi−2n1/5+1, . . . , xi−1. As
used in [7], Lemmas 1 and 2 of [21] imply that there is some choice w ∈ {w′0, w′1}
such that the (starting) positions k for which xk+i = wi for all 0 ≤ i ≤ 2n
1/5− 1 are
n1/5-separated, and such that the (starting) positions k for which yk+i = wi for all
0 ≤ i ≤ 2n1/5−1 are n1/5-separated. Therefore, if p(z) :=
∑
k[1xk+i=wi−1yk+i=wi]z
k,
then ǫp(z)
zm
∈ Pn for some ǫ ∈ {−1, 1} and 0 ≤ m ≤ n. Thus, by Theorem 2, there
is some θ ∈ [−n−2/5, n−2/5] such that exp(−Cn1/5 log5 n) ≤ |ǫp(e
iθ)
eimθ
| = |p(eiθ)|. The
expression in brackets in Corollary 4.1, which is just a function of the observed traces,
has magnitude upper bounded by n|2eiθ−1|n22n
1/5
, which by [15], is upper bounded
by n exp( n
n4/5
)22n
1/5
. Therefore, by a standard Ho¨effding inequality argument (see
[15] for details; note the pigeonhole is not necessary), we see that exp(C ′′n1/5 log5 n)
traces suffice to distinguish between x and y. As explained in [15], this suffices to
establish Theorem 1. 
We now go on to prove Theorem 2. We should note that, just for the purposes of
proving Theorem 1, not all of our work is necessary; we wanted to establish Theorem
2 for completeness.
Let a = n−2/5 and r = a−1/2.1 Let r∗ ∈ [r] be such that
r∗∑
j=1
1
log2(j + 3)
−
r∑
j=r∗+1
1
log2(j + 3)
∈ [20, 21],
which clearly exists. Let {
ǫj = +1 if 1 ≤ j ≤ r∗
ǫj = −1 if r∗ + 1 ≤ j ≤ r
.
Let λa ∈ (1, 2) be such that
r∑
j=1
λa
j2 log2(j + 3)
= 1.
Let
dj =
λa
j2 log2(j + 3)
.
1Throughout the paper, we omit floor functions when they don’t meaningfully affect anything.
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Define
h˜(z) = λ˜a
r∑
j=1
ǫjdjz
j ,
where λ˜a is such that h˜(1) = 1. Define
h(z) = (1− a10)h˜(z).
Let
α = eia, β = e−ia,
and
It = {z ∈ C : arg(
α− z
z − β
) = t}
for t ≥ 0. Note that I0 is the line segment connecting α and β and Ia = {e
iθ : |θ| ≤ a}
is the set on which we wish to lower bound p at some point. Let
Ga = {z ∈ C : arg(
α− z
z − β
) ∈ (
a
2
, a)}
be the open region bounded by Ia/2 and Ia.
As in [7], we needed our choice of h to satisfy (i) |h(e2πit)| ≤ 1− c|t| for |t| > a1/2
(up to logs) and (ii) |h(e2πit)| ≥ 1−Ca2 for |t| ≈ a. In [7], we had (i) but not (ii); we
instead had |h(e2πit)| ≈ 1−a for |t| ≈ a. Some thought shows that a polynomial with
positive coefficients will not work. We therefore had roughly half of our coefficients
be −1 so that (ii) holds; changing those coefficients doesn’t affect (i) since the
corresponding degrees are large. However, due to our required normalization that
h(1) is basically 1, the negative coefficients make it so that h might no longer map
into the unit disk, which is highly problematic for later application. Luckily, though,
h˜, and thus h, does map into the unit disk. We prove that in the appendix.
Lemma 1. For any t ∈ [−π, π], h˜(eit) ∈ D.
Lemma 2. There are absolute constants c4, c5, C6 > 0 such that the following hold
for a > 0 small enough. First, h(e2πit) ∈ Ga for |t| ≤ c4a. Second, |h(e
2πit)| ≤
1− c5
|t|
log2(a−1)
for t ∈ [−1
2
, 1
2
] \ [−C6a
1/2, C6a
1/2].
Proof. Take |t| ≤ a. Then,
h˜(e2πit) = λ˜a
r∗∑
j=1
λa
j2 log2(j + 3)
(1 + 2πitj − 2π2t2j2 +O(t3j3))
− λ˜a
r∑
j=r∗+1
λa
j2 log2(j + 3)
(1 + 2πitj − 2π2t2j2 +O(t3j3)).
By our choice of r∗, h(e
2πit) = 1− δ+ ǫi+O( t
3r2
log2 r
) for δ := c1t
2 and ǫ := c2t, where
c1, c2 are bounded positive constants that are bounded away from 0. Since |t| ≤ a,
5
the O( t
3r2
log2 r
) term is negligible and may be ignored in the computations to follow.
By multiplying the denominator by its conjugate, we have
arg
(
eia − (1− δ + ǫi)
(1− δ + ǫi)− e−ia
)
= arg
( [
eia − (1− δ + ǫi)
]
·
[
(1− δ − ǫi)− eia
] )
.
The ratio of the imaginary part to the real part of the term inside arg(·) is
2(1− δ − cos(a)) sin(a)
− cos2(a) + 2(1− δ) cos(a)− (1− δ)2 + sin2(a)− ǫ2
.
Writing cos(a) = 1− 1
2
a2 +O(a4) and sin(a) = a+O(a3), and using δ = O(a2), the
above simplifies to
a3 − 2aδ +O(a4)
a2 − ǫ2 +O(a3)
.
If |t| ≤ c4a, then, as δ = c1t
2, ǫ = c2t, the inverse tangent of the above is at least
a
2
; the arctangent is at most a, since, by Lemma 1, h(e2πit) lies in the unit disk
(alternatively, one may note 2aδ > ǫ2).
We now establish the second part of the lemma. What [7] shows is∣∣∣∣∣
m∑
j=1
λae
2πitj
j2 log2(j + 3)
∣∣∣∣∣ ≤ 1− λa|t|3 log2(m+ 3) + λam log2(m+ 3)
for any m ≥ 1 and t ∈ [−1
2
, 1
2
] \ [−3m−1, 3m−1]. For m = r∗, if |t| > C6a
1/2, for say
C6 = 100, then certainly 3|t|
−1 < m, and so we have
(1)
∣∣∣∣∣
r∗∑
j=1
λae
2πitj
j2 log2(j + 3)
∣∣∣∣∣ ≤ 1− c |t|log2(a−1) .
We can crudely bound
(2)
∣∣∣∣∣
r∑
j=r∗+1
λae
2πitj
j2 log2(j + 3)
∣∣∣∣∣ ≤ 4log2(a−1) 1r∗ .
Thus, combining (1) and (2), we obtain∣∣∣∣∣
r∑
j=1
λaǫje
2πitj
j2 log2(j + 3)
∣∣∣∣∣ ≤ 1− c′5 |t|log2(a−1)
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for |t| ≥ C6r
−1, with c′5 > 0 small and C6 large enough. Now, since
λ˜−1a =
r∗∑
j=1
λa
j2 log2(j + 3)
−
r∑
j=r∗+1
λa
j2 log2(j + 3)
= 1− 2
r∑
j=r∗+1
λa
j2 log2(j + 3)
≥ 1− 2
2
log2(a−1)
2
r∗
≥ 1−
20
r log2(a−1)
,
we see ∣∣∣∣∣λ˜a
r∑
j=1
λaǫje
2πitj
j2 log2(j + 3)
∣∣∣∣∣ ≤ 1− c5 |t|log2(a−1)
for |t| ≥ C6r
−1, provided C6 is large enough. Since 1− a
10 ≤ 1, we are done. 
Let m = c−14 n
2/5, J1 = c
−1
5 n
−1/5m log4 n, and J2 = m− J1. A minor adapation of
the relevant proof in [7] proves the following.
Lemma 3. Suppose p˜(z) = 1− zd for some d ≤ n1/5. Then
∏J2−1
j=J1
|p˜(h(e2πi
j+δ
m ))| ≤
exp(Cn1/5 log5 n) for any δ ∈ [0, 1).
By adapating the proof of the above lemma, we prove the following.
Lemma 4. Suppose u(z) = z − ζ for some ζ ∈ ∂D. Then, for any δ ∈ [0, 1), we
have
∏J2−1
j=J1
|u(h(e2πi
j+δ
m ))| ≤ exp(Cn1/5 log5 n).
Proof. First note that
(3) |u(h(e2πiθ))| ≥ 1− |h(e2πiθ)| ≥ a10.
Define g(t) = 2 log |u(h(e2πi(t+
δ
m
)))|. For notational ease, we assume δ = 0; the
argument about to come works for all δ ∈ [0, 1). Since (3) implies g is C1, by the
mean value theorem we have∣∣∣∣∣ 1m
J2−1∑
j=J1
g
(
j
m
)
−
∫ J2/m
J1/m
g(t)dt
∣∣∣∣∣ =
∣∣∣∣∣
J2−1∑
j=J1
∫ (j+1)/m
j/m
(
g(t)− g
(
j
m
))
dt
∣∣∣∣∣
≤
J2−1∑
j=J1
∫ (j+1)/m
j/m
(
max
j
m
≤y≤ j+1
m
|g′(y)|
)
1
m
dt
≤
1
m2
J2−1∑
j=J1
max
j
m
≤y≤ j+1
m
|g′(y)|.(4)
7
Since w 7→ log |u(h(w))| is harmonic and log |u(h(0))| = log |u(0)| = 0, we have∫ 1
0
g(t)dt = 2
∫ 1
0
log |u(h(e2πit))|dt = 0,
and therefore
(5)
∣∣∣∣∣
∫ J2/m
J1/m
g(t)dt
∣∣∣∣∣ ≤
∣∣∣∣∣
∫ J1/m
0
g(t)dt
∣∣∣∣∣+
∣∣∣∣∫ 1
J2/m
g(t)dt
∣∣∣∣ .
Since
a10 ≤
∣∣u(h(e2πit))∣∣ ≤ 2
for each t, we have
(6)
∣∣∣∣∣
∫ J1/m
0
g(t)dt
∣∣∣∣∣+
∣∣∣∣∫ 1
J2/m
g(t)dt
∣∣∣∣ ≤ 20(J1m + (1− J2m )
)
log n ≤ C
log5 n
n1/5
.
By (4), (5), and (6), we have∣∣∣∣∣ 1m
J2−1∑
j=J1
g(
j
m
)
∣∣∣∣∣ ≤ C log5 nn1/5 + 1m2
J2−1∑
j=J1
max
j
m
≤t≤ j+1
m
|g′(t)|.
Multiplying through by m, changing C slightly, and exponentiating, we obtain
(7)
J2−1∏
j=J1
∣∣∣u(h(e2πi jm ))∣∣∣2 ≤ exp(Cn1/5 log5 n + 1
m
J2−1∑
j=J1
max
j
m
≤t≤ j+1
m
|g′(t)|
)
.
Note
g′(t0) =
∂
∂t
[
|u(h(e2πit))|2
]∣∣∣
t=t0
|u(h(e2πit0))|2
.
We first show
(8)
∂
∂t
[
|u(h(e2πit))|2
]∣∣∣
t=t0
≤ 500
for each t0 ∈ [0, 1]. Let d˜j = dj for j ≤ r∗ and d˜j = −dj for j > r∗ so that
h(e2πit) = (1− a10)
∑r
j=1 d˜je
2πitj . Then,
∣∣u (h(e2πit))∣∣2 = ∣∣∣∣∣(1− a10)
r∑
j=1
d˜je
2πijt − ζ
∣∣∣∣∣
2
(9) = (1− a10)2
∣∣∣∣∣
r∑
j=1
d˜je
2πijt
∣∣∣∣∣
2
− 2Re
[
(1− a10)ζ
r∑
j=1
d˜je
2πijt
]
+ 1.
The derivative of the first term is
(1− a10)2
r∑
j1,j2=1
d˜j1d˜j22π(j1 − j2)e
2πi(j1−j2)t.
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Since
r∑
j=1
|d˜j| ≤ 4
and
r∑
j=1
j|d˜j| ≤ 4,
we get an upper bound of 250 for the absolute value of the derivative of the first
term of (9). The derivative of the second term, if ζ = eiθ, is
2(1− a10)
r∑
j=1
d˜j sin(2πjt+ θ)2πj,
which is also clearly upper bounded by (crudely) 250. We’ve thus shown (8).
Recall |u(h(e2πiθ))| ≥ 1 − |h(e2πiθ)|. For j ∈ [J1, J2] ⊆ [C6a
1/2m, (1 − C6a
1/2)m],
we use (by Lemma 2)
|h(e2πi
j
m )| ≤ 1− c5
min( j
m
, 1− j
m
)
log2 n
to obtain
1
m
J2−1∑
j=J1
max
j
m
≤t≤ j+1
m
|g′(t)| ≤
1
m
J2−1∑
j=J1
500(
c5
min( j
m
,1− j
m
)
log2 n
)
)2 .
Up to a factor of 2, we may deal only with j ∈ [J1,
m
2
]. Then we obtain
1
m
J2−1∑
j=J1
max
j
m
≤t≤ j+1
m
|g′(t)| ≤
1
m
m/2∑
j=J1
500m2 log4 n
c25j
2
≤
500m log4 n
c25
2
J1
≤ Cn1/5.

Let Qn denote all polynomials of the form (z − α)(z − β)p(z) for p ∈ Pn.
Corollary 4.2. For any q ∈ Qn and δ ∈ [0, 1),
∏
j 6∈{0,m−1} |q(h(e
2πi j+δ
m z))| ≤
exp(Cn1/5 log5 n).
Proof. Take q ∈ Qn; say q(z) = (z−α)(z−β)p(z) for p ∈ Pn. For j ∈ {1, . . . , J1−1}
and for j ∈ {J2, . . . , m − 2}, by Lemma 1 we can bound |q(h(e
2πi j
m z))| ≤ 4n, to
obtain
(10)
∏
j 6∈{J1,...,J2−1}
|q(h(e2πi
j+δ
m ))| ≤ (4n)J1−1+m−J2−1 ≤ eCn
1/5 log5 n.
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By applying Lemma 4 to u(z) := z − α and to u(z) := z − β and multiplying the
results, we see
(11)
J2−1∏
j=J1
|u(h(e2πi
j+δ
m ))| ≤ eCn
1/5 log5 n,
where u(z) := (z−α)(z− β). Let p˜(z) ∈ {1, 1− zd} be the truncation of p to terms
of degree less than n1/5. Then, since Lemma 2 gives
|h(e2πi
j+δ
m )| ≤ 1− c5
min
(
j
m
+ δ, 1− ( j
m
+ δ)
)
log2 n
≤ 1− c′n−1/5 log2 n
for j ∈ {J1, . . . , J2 − 1}, we see
(12)
∣∣∣p(h(e2πi j+δm ))− p˜(h(e2πi j+δm ))∣∣∣ ≤ ne−c′ log2 n ≤ e−c log2 n.
Lemma 3 implies
(13)
J2−1∏
j=J1
|p˜(h(e2πi
j+δ
m ))| ≤ eCn
1/5 log5 n.
By an easy argument given in [7], (12) and (13) combine to give
(14)
J2−1∏
j=J1
|p(h(e2πi
j+δ
m ))| ≤ eC
′n1/5 log5 n.
Combining (10), (11), and (14), the proof is complete. 
Proposition 4.2. For any q ∈ Qn, it holds that maxw∈Ga |q(w)| ≥ exp(−Cn
1/5 log5 n).
Proof. Let g(z) =
∏m−1
j=0 q(h(e
2πi j
mz)). For z = e2πiθ, with, without loss of generality,
θ ∈ [0, 1
m
), we have by Lemma 2 and Corollary 4.2
|g(z)| ≤
(
max
w∈Ga
|q(w)|
)2 ∏
j 6∈{0,m−1}
|q(h(e2πi(
j
m
+θ)))| ≤
(
max
w∈Ga
|q(w)|
)2
exp(Cn1/5 log5 n).
Thus, (maxw∈Ga |q(w)|)
2 exp(Cn1/5 log5 n) ≥ maxz∈∂D |g(z)| ≥ |g(0)| = 1, where the
last inequality used the maximum modulus principle (clearly g is analytic). 
The following lemma was proven in [5].
Lemma 5. Suppose g is an analytic function in the open region bounded by I0 and
Ia, and suppose g is continuous on the closed region between I0 and Ia. Then,
max
z∈Ia/2
|g(z)| ≤
(
max
z∈I0
|g(z)|
)1/2(
max
z∈Ia
|g(z)|
)1/2
.
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Proof of Theorem 2. Take f ∈ Pn, and let g(z) = (z − α)(z − β)f(z). A straight-
forward geometric argument yields
|g(z)| ≤
|(z − α)(z − β)|
1− |z|
≤
2
sin(a)
≤ 3n2/5
for z ∈ I0. Letting L = ||g||Ia, Lemma 5 then gives
max
z∈Ia/2
|g(z)| ≤ (3Ln2/5)1/2.
The maximum modulus principle then implies
max
z∈Ga
|g(z)| ≤ max(L, (3Ln2/5)1/2).
By Proposition 4.2, we conclude
exp(−Cn1/5 log5 n) ≤ max
(
L, (3Ln2/5)1/2
)
.
Thus,
||f ||Ia ≥
1
4
||g||Ia =
L
4
≥ exp(−C ′n1/5 log5 n),
as desired. 
5. Appendix: Proof of Lemma 1
Lemma 1 was surprisingly nontrivial to prove. For very small t, such as t =
O(r−2), we can just use a Taylor expansion. However, for t on the order of r−1,
it could be the case that the ǫj ’s make the complex numbers ǫjz
j all point in the
same direction; the saving grace is that if t is on the order of r−1, then there is
cancellation within each of the sums
∑r∗
j=1
λazj
j2 log2(j+3)
and
∑r
j=r∗+1
λazj
j2 log2(j+3)
.
The above is only a very rough sketch. We need to do some work to make the
“small t” argument work all the way up to 6r−1, and then we actually need to
exploit cancellation between the two sums mentioned above in addition to their
self-cancellation.
For ease, let
B1 =
r∑
j=1
λaǫj
j log2(j + 3)
and
B2 =
r∑
j=1
λaǫj
log2(j + 3)
.
By our choice of r∗, B2 ≥ 2λ˜aB
2
1 . Also note r∗ =
r
2
+ o(r).
Lemma 6. If |t| ≤ 6r−1, then h˜(eit) ∈ D.
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Proof. We start with
Im
[
h˜(eit)
]
= λ˜a
r∑
j=1
λaǫj
j2 log2(j + 3)
sin(jt)
= λ˜a
r∑
j=1
λaǫj
j2 log2(j + 3)
(
jt+O(j3t3)
)
= λ˜aB1t+O(
t3r2
log2 r
)
and
Re
[
h˜(eit)
]
= λ˜a
r∑
j=1
λaǫj
j2 log2(j + 3)
cos(jt)
= λ˜a
r∑
j=1
λaǫj
j2 log2(j + 3)
[
1−
(jt)2
2!
+
∞∑
k=2
(
(jt)2k
(2k)!
−
(jt)2k+2
(2k + 2)!
)]
= 1−
1
2
λ˜aB2t
2 − λ˜aλa
∞∑
k=2
(
t2k
(2k)!
r∑
j=1
−ǫjj
2k−2
log2(j + 3)
−
t2k+2
(2k + 2)!
r∑
j=1
−ǫjj
2k
log2(j + 3)
)
.
The summand in the above corresponding to a particular k is non-negative if and
only if
(2k + 2)(2k + 1)
r∑
j=1
−ǫjj
2k−2
log2(j + 3)
≥ t2
r∑
j=1
−ǫjj
2k
log2(j + 3)
.
As
inf
k≥2
(2k + 2)(2k + 1)
∑r
j=1
−ǫjj
2k−2
log2(j+3)
r−2
∑r
j=1
−ǫjj2k
log2(j+3)
≥ 36
for r large enough, we see that if t2r2 ≤ 36, then all of the summands are non-
negative. Thus, for t ≤ 6r−1,∣∣∣h˜(eit)∣∣∣2 = Re [h˜(eit)]2 + Im [h˜(eit)]2
≤
(
1−
1
2
λ˜aB2t
2
)2
+
(
λ˜aB1t+O(
t
log2 r
)
)2
= 1− λ˜a(B2 − λ˜aB
2
1)t
2 +O(
t2
log2 r
).
And this is indeed at most 1 for |t| ≤ 6r−1, provided r is large enough. 
In the course of the next two proofs, we will have a dominant main term (ensuring
h˜ lies in D) and will ignore lower order terms (which is a posteriorily justified at the
end of the proof, as we will mention).
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Lemma 7. If t ∈ [−π, π] \ [−12r−1, 12r−1], then h˜(eit) ∈ D.
Proof. We may of course only deal with t > 0. We will repeatedly use∣∣∣∣∣
m∑
j=1
eijt
∣∣∣∣∣ ≤ 2t−1
for small t, up to lower order terms. Summation by parts gives
r∗∑
j=1
λae
ijt
j2 log2(j + 3)
=
λa
∑r∗
j=1 e
ijt
r2∗ log
2(r∗ + 3)
+ 2λa
∫ r∗
1
(
∑
j≤x e
ijt)(log(x+ 3) + x
x+3
)
x3 log3(x+ 3)
dx.
Quickly note t = 0 gives
(15)
r∗∑
j=1
λa
j2 log2(j + 3)
=
λar∗
r2∗ log
2(r∗ + 3)
+ 2λa
∫ r∗
1
⌊x⌋(log(x+ 3) + x
x+3
)
x3 log3(x+ 3)
dx.
We bound ∣∣∣∣∣ λa
∑r∗
j=1 e
ijt
r2∗ log
2(r∗ + 3)
∣∣∣∣∣ ≤ λa2t−1r2∗ log2(r∗ + 3) .
We bound ∣∣∣∣∣2λa
∫ r∗
1
(
∑
j≤x e
ijt)(log(x+ 3) + x
x+3
)
x3 log3(x+ 3)
dx
∣∣∣∣∣
≤ 2λa
∫ 2t−1
1
⌊x⌋(log(x+ 3) + x
x+3
)
x3 log3(x+ 3)
dx+ 2λa
∫ r∗
2t−1
2t−1(log(x+ 3) + x
x+3
)
x3 log3(x+ 3)
dx
=
r∗∑
j=1
λa
j2 log2(j + 3)
−
λar∗
r2∗ log
2(r∗ + 3)
−2λa
∫ r∗
2t−1
(⌊x⌋ − 2t−1) · (log(x+ 3) + x
x+3
)
x3 log3(x+ 3)
dx,
where the equality is merely (15). Now,∫ r∗
2t−1
(⌊x⌋ − 2t−1) · (log(x+ 3) + x
x+3
)
x3 log3(x+ 3)
dx ≥
∫ r∗
2t−1
x− 2t−1
x3 log2(x+ 3)
dx
≥
1
log2(r + 3)
∫ r∗
2t−1
x− 2t−1
x3
dx
is equal to
1
log2(r + 3)
(
1
2t−1
−
1
r∗
− 2t−1
1
2
(
1
(2t−1)2
−
1
r2∗
)
)
.
Therefore, we obtain the bound∣∣∣∣∣
r∗∑
j=1
λae
ijt
j2 log2(j + 3)
∣∣∣∣∣ ≤ λa2t−1r2∗ log2(r∗ + 3) +
r∗∑
j=1
λa
j2 log2(j + 3)
−
λar∗
r2∗ log
2(r∗ + 3)
−2λa
1
log2(r + 3)
(
1
2t−1
−
1
r∗
− 2t−1
1
2
(
1
(2t−1)2
−
1
r2∗
)
)
.
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The same arguments give∣∣∣∣∣
r∑
j=r∗+1
λae
ijt
j2 log2(j + 3)
∣∣∣∣∣ ≤ λa2t−1r2 log2(r + 3) +
r∑
j=r∗+1
λa
j2 log2(j + 3)
−
λa(r − r∗)
r2 log2(r + 3)
−2λa
1
log2(r + 3)
(
1
r∗ + 2t−1
−
1
r
− (r∗ + 2t
−1)
1
2
(
1
(r∗ + 2t−1)2
−
1
r2
)
)
.
Since r∗ =
r
2
up to lower order terms, if we write d := tr and add the two above
bounds, much simplification occurs and we end up with∣∣∣∣∣
r∑
j=1
λaǫje
ijt
j2 log2(j + 3)
∣∣∣∣∣ ≤ 1− λar log2(r + 3)
[
−3 +
d
2
+
1
1
2
+ 2
d
]
.
Now,
λ˜−1a = 1− 2
r∑
j=r∗+1
λa
j2 log2(j + 3)
= 1−
4λa
r log2(r + 3)
,
with the last equality holding up to lower order terms. The point is that, as long as
−3 +
d
2
+
1
1
2
+ 2
d
> 4 + c
for some absolute c > 0, the lower order terms will indeed be negligible, and we’ll
have ∣∣∣∣∣λ˜a
r∑
j=1
λaǫje
ijt
j2 log2(j + 3)
∣∣∣∣∣ < 1.
As
−3 +
d
2
+
1
1
2
+ 2
d
= −1 +
d
2
−
8
d+ 4
is increasing in d, we only need to consider d = 12, which yields 4 + 1
2
. 
Lemma 8. For |t| ∈ [6r−1, 12r−1], h˜(eit) ∈ D.
Proof. We may of course deal only with t > 0. Summation by parts gives
(16)
r∑
j=1
λaǫje
ijt
j2 log2(j + 3)
=
λa
∑r
j=1 ǫje
ijt
r2 log2(r + 3)
+ 2λa
∫ r
1
(
∑
j≤x ǫje
ijt) · (log(x+ 3) + x
x+3
)
x3 log3(x+ 3)
dx.
Quickly note t = 0 gives
(17) λ˜−1a =
λa
∑r
j=1 ǫj
r2 log2(r + 3)
+ 2λa
∫ r
1
(
∑
j≤x ǫj) · (log(x+ 3) +
x
x+3
)
x3 log3(x+ 3)
dx.
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Fix η > 0 (think η = 10−100). Using (16), we bound∣∣∣∣∣
r∑
j=1
λaǫje
ijt
j2 log2(j + 3)
∣∣∣∣∣ ≤ λa|
∑r
j=1 ǫje
ijt|
r2 log2(r + 3)
+ 2λa
∫ ηr
1
⌊x⌋(log(x+ 3) + x
x+3
)
x3 log3(x+ 3)
dx
+2λa
∫ r
ηr
|
∑
j≤x ǫje
ijt| · (log(x+ 3) + x
x+3
)
x3 log3(x+ 3)
dx.
Using (17), the right hand side of the above is equal to
λa|
∑r
j=1 ǫje
ijt|
r2 log2(r + 3)
+ λ˜−1a −
λa
∑r
j=1 ǫj
r2 log2(r + 3)
− 2λa
∫ r
ηr
(
∑
j≤x ǫj) · (log(x+ 3) +
x
x+3
)
x3 log3(x+ 3)
dx
+2λa
∫ r
ηr
|
∑
j≤x ǫje
ijt| · (log(x+ 3) + x
x+3
)
x3 log3(x+ 3)
dx.
Note the above is
λa|
∑r
j=1 ǫje
ijt|
r2 log2(r + 3)
+λ˜−1a −
λa
∑r
j=1 ǫj
r2 log2(r + 3)
−
2λa
log2 r
∫ r
ηr
∑
j≤x ǫj
x3
dx+
2λa
log2 r
∫ r
ηr
|
∑
j≤x ǫje
ijt|
x3
dx
up to lower order terms. Note, for any x ≥ r∗ + 1,
(18)
∑
j≤x
ǫjz
j = z
1 − zr∗
1− z
− zr∗+1
1− z⌊x⌋−r∗
1− z
= z
1 − 2zr∗ + z⌊x⌋
1− z
.
Note 1
|1−eit|
≤ t−1 up to smaller order terms. In particular, (18) implies
λa|
∑r
j=1 ǫje
ijt|
r2 log2(r + 3)
≤
4λat
−1
r2 log2(r + 3)
.
For x ≤ r∗, note∣∣∣∣∣∑
j≤x
ǫje
ijt
∣∣∣∣∣ =
∣∣∣∣∣∑
j≤x
eijt
∣∣∣∣∣ ≤ t−1|1− eit⌊x⌋| = 2
∣∣∣∣sin(⌊x⌋t2
)∣∣∣∣ t−1.
Therefore,
2λa
log2 r
∫ r∗
ηr
|
∑
j≤x ǫje
ijt|
x3
dx−
2λa
log2 r
∫ r∗
ηr
∑
j≤x ǫj
x3
dx ≤
2λa
log2 r
∫ r∗
ηr
2| sin( ⌊x⌋t
2
)|t−1 − ⌊x⌋
x3
dx
=
2λa
log2 r
∫ r/2
ηr
2| sin(xt
2
)|t−1 − x
x3
dx
=
2λat
log2 r
∫ rt/2
ηrt
2| sin(y/2)| − y
y3
dy,
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where the first equality is up to lower order terms. Now, using (18),
2λa
log2 r
∫ r
r∗
|
∑
j≤x ǫje
ijt|
x3
dx ≤
2λa
log2 r
∫ r
r∗
t−1|1− 2eitr∗ + eit⌊x⌋|
x3
dx
=
2λat
−1
log2 r
∫ r
r∗
√
6− 4 cos(tr∗) + 2 cos(t⌊x⌋)− 4 cos(tr∗ − t⌊x⌋)
x3
dx
=
2λat
−1
log2 r
∫ r
r/2
√
6− 4 cos(tr/2) + 2 cos(tx)− 4 cos(tr/2− tx)
x3
dx
=
2λat
log2 r
∫ tr
tr/2
√
6− 4 cos(tr/2) + 2 cos(y)− 4 cos(tr/2− y)
y3
dt,
where the second to last equality is up to lower order terms. Finally,
2λa
log2 r
∫ r
r∗
∑
j≤x ǫj
x3
=
2λa
log2 r
∫ r
r∗
2r∗ − ⌊x⌋
x3
dx
=
2λa
log2 r
∫ r
r/2
r − x
x3
dx
=
λa
r log2 r
,
where the second equality is up to lower order terms. Combining everything, our
upper bound on |
∑r
j=1
λaǫjeijt
j2 log2(j+3)
| is
4λat
−1
r2 log2 r
+ λ˜−1a −
2λat
log2 r
∫ rt/2
ηrt
y − 2| sin(y/2)|
y3
dy −
λa
r log2 r
+
2λat
log2 r
∫ tr
tr/2
√
6− 4 cos(tr/2) + 2 cos(y)− 4 cos(tr/2− y)
y3
dy
up to lower order terms. Letting d = rt, the above is
λ˜−1a −
λa
r log2 r
[
2d
∫ d/2
ηd
y − 2| sin(y/2)|
y3
dy + 1− 4d−1 − 2d
∫ d
d/2
√
6− 4 cos(d/2) + 2 cos(y)− 4 cos(d/2 − y)
y3
dy
]
.
As can be verified with a computer, the term in brackets is bounded below by
some absolute positive constant for d ∈ [6, 12]2. Therefore, the lower order terms
are indeed negligible, and we’ve shown∣∣∣∣∣
r∑
j=1
λaǫje
ijt
j2 log2(j + 3)
∣∣∣∣∣ < λ˜−1a
for |t| ∈ [6r−1, 12r−1]. This gives our desired result. 
2It is perhaps bounded below by some absolute positive constant for all d ≥ 6, but we didn’t
prove this, so we just stuck with our three ranges of |t|.
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