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Abstract—A cognitive beamforming algorithm for colocated
MIMO radars, based on Reinforcement Learning (RL) frame-
work, is proposed. We analyse an RL-based optimization protocol
that allows the MIMO radar, i.e. the agent, to iteratively sense
the unknown environment, i.e. the radar scene involving an
unknown number of targets at unknown angular positions, and
consequently, to synthesize a set of transmitted waveforms whose
related beam patter is tailored on the acquired knowledge. The
performance of the proposed RL-based beamforming algorithm
is assessed through numerical simulations in terms of Probability
of Detection (PD).
I. INTRODUCTION
Reinforcement learning (RL) is an area of machine learning
with connections to control theory, optimization, and cognitive
sciences that potentially has a wide variety of applications
in Radar Signal Processing. In short, the RL framework is
a machine learning technique that allows an active learner,
usually called agent, to learn through experience (see e.g.
the survey [1] and references therein). Specifically, the agent
learns how to choose the best action to achieve its goal by
interacting with an unknown environment, without any pre-
assigned control policy. As this brief introduction suggests, the
“learning loop” characterizing the RL framework has strong
similarity with the Cognitive Radar (CR) iterative feedback
control system [2,3].
In this paper, by drawing and merging elements form both
the RL and CR frameworks, we analyse a possible application
of some RL basic tools to a classical problem in colocated
Multiple-Input Multiple-Output (MIMO) radar systems: the
(cognitive) waveform optimization for multi-target detection.
One of the main advantages of a (colocated) MIMO config-
uration with respect to the classical phased array is that each
antenna element of the MIMO array is allowed to transmit
different probing signals [4]–[6]. As a consequence of this
waveform diversity, the (colocated) MIMO beam pattern can
be arbitrarily shaped in order to focus the transmitted power
mainly in the angular directions of the potential targets.
Using the RL formalism, we can say that our agent is the
MIMO radar and the environment is the radar scene involv-
ing an unknown number of targets with unknown (angular)
positions embedded in an unknown disturbance. So, the RL
learning loop can be successfully exploited to optimize the
transmitted waveforms in order to maximize the detection ca-
pabilities of the MIMO radar acting in this unknown scenario.
In this work, the statistics of the disturbance are assumed
to be known, and we focus our attention on uncertainties
regarding the targets. Specifically, by transmitting a first set of
orthonormal waveforms, that correspond to an omnidirectional
beam pattern, the radar can acquire a first partial knowledge
about the number and the positions of the targets. Then,
according to the acquired information, the beam pattern can
be shaped towards the targets by optimizing the second set
of waveforms to be transmitted. This learning process can be
iterated in order to continuously improve the radar detection
capability and to adapt the waveforms to possible changes in
the environments, e.g. a change in the number of targets.
The rest of the paper is organized as follow. Sec. II provides
the signal model of a colocated MIMO radar while in Sec. III,
the Generalized Likelihood Ratio Test (GLRT) for the detec-
tion problem at hand is derived. Sec. IV is the core of this work
and it presents an original RL-based beamformig algorithm in
the presence of white Gaussian noise with possibly unknown
power. The performance of the proposed method is assessed
in Sec. V by means of numerical simulations. Finally, some
conclusions are collected in Sec. VI.
Notation: Italics indicates scalar quantities (a), lower case
and upper case boldface indicate column vectors (a) and
matrices (A), respectively. The relation A  B means that
A−B is a positive semi-definite matrix. The superscripts ∗,
T and H indicate the complex conjugate, the transpose and
the Hermitian operators. IN×N is the N ×N identity matrix.
With ⊗, tr (·) and vec (·), we indicate the Kronecker product,
the trace and the vectorization operator. Finally, || · || indicates
the Euclidean norm.
II. COLOCATED MIMO RADAR SIGNAL MODEL
Let us consider a MIMO radar system equipped with NT
transmitters and NR receivers [4]. Both the receive and trans-
mit subarrays are uniform linear arrays with half-wavelength
element separation. Let W = [w1, . . . ,wNT ]
T denote the
transmitted signal matrix. In particular, the q-th row of W,
i.e. wq ∈ CN , contains N discrete samples of the transmitted
waveform from the q-th element, with q = 1, . . . , NT . Follow-
ing [6], let us assume that the transmitted waveforms can be
expressed by a weighted sum of NT independent orthonormal
baseband waveformsΦ = [φ1, . . . ,φNT ]
T , where φq ∈ CN is
the q-th orthonormal baseband waveform. Then the transmitted
signals matrix can be expressed as W = CΦ, where the
weighting matrix is C = [c1, c2, . . . , cNT ]
T and cq ∈ CNT
is the weighting vector of the q-th transmit element whose
power is given by ||cq||2. The total transmitted power is then
PT =
∑NT
q=1 ||cq||2. The beam pattern generated by the trans-
mitted waveforms is given by B(θ) = aTT (θ)RWa
∗
T (θ) [5,6],
whereRW = CC
H is the covariance matrix of the transmitted
waveforms, aT (θ) = [1, e
jpi sin θ, . . . , ejpi(NT−1) sin θ]T is the
transmitter array steering vector and θ is the Direction of
Arrival (DOA) of the target. By considering a particular angle-
range cell and a single transmitted pulse, after the matched
filter, the measurement model can be expressed as [6,7]:
C
NR×NT ∋ Y = αaR(θ)aTT (θ)C+N, (1)
where α ∈ C accounts for the Radar Cross Section (RCS)
of the target, the two-way path loss and the straddling losses
and aR(θ) = [1, e
jpi sin θ, . . . , ejpi(NR−1) sin θ]T is the receiver
array steering vector. The noise term N is a matrix whose
columns are mutually independent, zero-mean, circular com-
plex Gaussian vectors with covariance matrix equal to σ2INR .
The model in (1) can be rewritten in a more convenient
vectorial form as:
C
NTNR ∋ y = vec (Y) = αh(θ) + n, (2)
where, by using the properties of the Kronecker product, the
vector h has been defined as:
h(θ) = (CTaT (θ)) ⊗ aR(θ), (3)
while the noise vector is:
n = vec (N) ∼ CN (0, σ2INTNR). (4)
III. TARGET DETECTION AND GLRT
Let us now assume a discrete radar field of view divided
into LG angle-range cells. Specifically, we suppose that the
angle θ in the signal model given in (2) is a discrete variable
with values in the set L , {lπ/L − π/2|l = 0, . . . , L − 1}.
For each discrete angle (or angle bin) θl ∈ L, we have G
range resolution cells, each of which will be indexed with the
index g ∈ G , {1, . . . , G}. Moreover, we assume that the
radar system transmits K pulses (indexed by k = 1, . . . ,K),
each of which is characterized by the signal matrixW defined
in Sec. II. Under these assumptions, our aim is to handle the
following Hypothesis Testing (HT) problem:{
H0 : y
k
l,g = n
k
l,g
H1 : y
k
l,g = α
k
l,ghl + n
k
l,g
. (5)
By considering the noise parameter σ2 as a priori known, the
GLR statistic Λkl,g ≡ Λ(ykl,g) can be expressed as:
Λkl,g , 2 ln
supαk
l,g
∈C pH1(yl,g|αkl,g)
pH0(y
k
l,g)
=
2
σ2
|hHl ykl,g|2
||hl||2 . (6)
From Wilks’s theorem [8,9], the asymptotic distribution
under H0 of the GLR statistic in (6) is given by:
Λ(ykl,g|H0) d.∼
NTNR→∞
χ22, (7)
where χ22 indicates the central χ-squared distribution with 2
degrees of freedom (dof). Similarly, under H1, we have that:
Λ(ykl,g|H1) d.∼
NTNR→∞
χ22(δ
k
l,g), (8)
where χ22(δ) indicates the non-central χ-squared distribution
with 2 dof and a non-centrality parameter δkl,g = 2|αkl,g|2/σ2.
The Probability of False Alarm (PFA) is defined as:
PFA = Pr{Λkl,g > λ|H0}
⋍
NTNR→∞
∫ ∞
λ
pΛk
l,g
(a|H0)da , Hχ2
2
(λ),
(9)
where pΛ(·|H0) ≡ χ22. Consequently, given a desired value of
the PFA, say PFA, the threshold λ can be set as:
λ¯ = H−1
χ2
2
(PFA), (10)
where H−1
χ2
2
is the inverse of the function Hχ2
2
defined in (9).
It is worth noting here that the noise power σ2 is, in general,
unknown. For this reason, we have to replace its true value in
(6) with a consistent estimate, say σˆ2. Remarkably, if σˆ2 is a√
NTNR-consistent estimator, the asymptotic distributions of
the GLR statistic given in (7) and (8) remains unchanged.
IV. AN RL-BASED BEAMFORMING ALGORITHM FOR
MULTI-TARGET DETECTION
In this section, we provide a full description of the RL-
based beamforming algorithm. The basic RL notions and
tools are thereafter recalled. Therefore, their application to the
specific MIMO multi-target detection problem are discussed
and analysed.
Let us introduce a (finite) Markov decision process (MDP)
as presented in [10, Ch. 14] and [1]. The MDP is a suitable
model to describe the closed loop of interactions between the
agent (the MIMO radar) and the environments, i.e. the radar
scenario involving multiple targets and Gaussian noise.
Formally, an MDP model is a tuple {S,A, P, ρ}, where:
• S is the (finite) sample space of the set of random states,
• A is a (finite) set of actions,
• P : S ×A×S → [0, 1] is the state transition probability,
• ρ : S ×A → R is the reward function.
Finally, let us introduce the policy π : S → A as the function
that determines which action has to be taken at each state.
The learning process can be summarized as follows. At time
k, the agent observes the state sk ∈ S, that is considered
to be a random variable with values in S. Then, according
to a specific policy π, the agent decides to take action
ak = π(sk) ∈ A. As a consequence of the action ak, the
agent will observes the state sk+1 = δ(sk, ak) ∈ S with
probability P (sk, ak, sk+1) , Pr{sk+1|sk, ak} by receiving
a reward rk+1 = ρ(sk, ak) ∈ R. The function P depends on
the environment to be sensed and it is generally unknown. At
this point, the agent has to choose the next action ak+1 ∈ A
according to the policy π, and so on. Clearly, the critical point
of this learning procedure is the choice of the optimal policy π.
As any other optimality criterion, the definition of the “best”
policy, say πopt, relies on a score function that in the RL
framework is the so-called expected return Vpi(s) [10, Ch. 14].
Specifically, given a sequence of (random) states s1, . . . , sK ,
the expected return for the policy π is defined as:
V pi(s) = E
{∑K−k
τ=0
γτρ(sk+τ , π(sk+τ ))|sk = s
}
= ρ(s, π(s)) + γ
∑
s′∈S
Pr{s′|s, π(s)}Vpi(s′),
(11)
where s′ = δ(s, π(s)), γ ∈ (0, 1] is a parameter that trades of
short-term against long-term reward [1]. Specifically, if γ is
close to zero, only immediate rewards are considered. Given
the score function Vpi(s), the task of the learning procedure
is, therefore, to figure out the optimal policy πopt(s) =
argmaxpiVpi(s), which can get the maximum expected return
Vopt(s) = maxpi Vpi(s) for each possible state value s ∈ S.
To this end, let us introduce the optimal state-action value
function Q : S ×A → R as [10, Ch. 14],[1]:
Q(s, a) , ρ(s, a) + γ
∑
s′∈S
Pr{s′|s, a}Vopt(s′). (12)
When both S and A are finite sets, a state-action value matrix
Q, whose entries are [Q]s,a = Q(s, a), can be introduced.
Given all the values of the entries of Q, the optimal policy at
the state s can be simply defined as a sort of lookup table:
∀s ∈ S, πopt(s) = argmaxa∈A[Q]s,a. (13)
However, as already pointed out, the conditional probability
Pr{s′|s, a} in (12) is generally unknown. Then, the function
Q(s, a), at least in the form presented in (12), cannot be
used directly to find the optimal policy. Fortunately, some
additional manipulation is allowed. By definition, Vopt(s
′) =
maxa′∈AQ(s
′, a′), so that (12) can be rewritten in terms of a
conditional expectation as:
Q(s, a) = Es′{ρ(s, a) + γmax
a′∈A
Q(s′, a′)|s}, (14)
which does not explicitly depend on Pr{s′|s, a}. Finally, we
can exploit some well-known stochastic approximation algo-
rithms to iteratively obtain all entries of the matrix Q(s, a) as
discussed e.g. in [10, Ch. 14]. The aim of the next subsections
is to show how to apply this iterative learning algorithm to the
MIMO beamforming problem at hand.
A. The state space
The MIMO radar detection scheme consists in testing all
LG angle-range cells one by one using the GLR statistic Λkl,g
introduced in (6). Starting from the values assumed by Λkl,g
in each (l, g) angle-range cell at time k, the state space S can
be set up as follows. Let us first define the statistic
Λ¯kl ,
{
1 ∃g ∈ G, Λkl,g > λ¯
0 otherwise
. (15)
In words, the statistic Λ¯kl is equal to 1 if the decision statistic
Λkl,g exceeds the threshold at least in one range cell, at time
step k, for the given l-th angular bin. Roughly speaking Λ¯kl
tells us that the l-th angular bin may, or may not, contains
some targets at time k. Let us now define the discrete random
variable sk as:
sk ,
∑L
l
Λ¯kl , (16)
which tells us how many angular bins may contain targets.
The state space S = {0, . . . , Tmax} ⊂ N is then set to
be equal to the sample space of the random variable sk. Note
that Tmax is the maximum number of targets, in different angle
bins, say Tmax, that can be identified by the MIMO radar [11].
B. The set A of the actions
An action a ∈ A = {ai|i ∈ {1, 2, . . . , Tmax}} in the
MIMO beamforming problem at hand can be defined as
the combination of the two radar tasks of collecting a data
snapshot ykl,g defined in (2) and optimizing the weighting
matrixC in order to focus the transmitted power on the i angle
bins that contain potential targets. The cardinality Tmax = |A|
of the set of actions A should then be set to be equal to the
maximum number of the identifiable targets Tmax.
Let us now describe in detail a typical action that the MIMO
radar at hand has to perform at each time step k. As said
before, an action ak ∈ A consists firstly in the acquisition of
the data snapshot ykl,g and then in a more involved optimization
task. Specifically, the agent (the MIMO radar) firstly has to
figure out the set of i angle bins Θ¯i = {θ¯1, . . . , θ¯i} ⊂ L that
most likely contains the targets, and then it has to optimize the
beamforming procedure, i.e. it has to find the best matrix C
to synthesize a beam pattern with a power distribution based
on Θ¯i. It is worth underlining here that the index i used to
define the sequence of sets {Θ¯i}Tmaxi=1 is the same index that
characterizes each element of the set A. In the following, we
describe these two steps more accurately.
1) Step 1: Let Λk ∈ RL×G be the matrix whose entries
are the values of the GLR statistic at time k for each angle-
range cell, i.e. [Λk]l,g , Λ
k
l,g . Then, let t ∈ RL be the vector
whose l-th entry represents the maximum value of the decision
statistic over the range cells for the l-th angular bins, i.e. [t]l =
maxg∈G Λl,g. Finally, let Ti be the set of indices of the i larger
values of the entries of t, i.e.:
Ti , iargmax
l∈{0,...,L−1}
t. (17)
Consequently, Θ¯i , {θ¯j ∈ L|j ∈ Ti}.
2) Step 2: After having obtained the set Θ¯i, the weighting
matrix C has to be designed in order to focus the transmitted
power on the angles bins indexed in Θ¯i. The aim of the
resulting optimization problem is to maximize the minimum
of B(θ¯j) = a
T
T (θ¯j)RWa
∗
T (θ¯j) with θ¯j ∈ Θ¯i, under the
energy constraint tr (RW ) = PT , where RW = CC
H . This
optimization problem can be expressed as:
maxCminj∈Ti
{
aTT (θ¯j)CC
Ha∗T (θ¯j)
}
c. t. tr
(
CCH
)
= PT ,
(18)
or, equivalently, as a semi-definite program (SDP) [12,13] as:
maxRW ζ
c. t.
RW0, ζ≥0, tr(RW )=PT ,
a
T
T (θ¯j)Rsa
∗
T (θ¯j)≥ζ,∀j∈Ti
,
(19)
where, after having obtained RW , the weighting matrix C can
be derived using the algorithm in [14].
C. The reward
We indicate with rk+1 the immediate reward obtained when
the action ak ∈ A is taken in the case of the state sk ∈ S.
For the MIMO radar detection problem at hand, a reasonable
reward has to be related to the overall Probability of Detection
(PD) for all targets. Since, in each (l, g) angle-range cell at
time k, PD can be asymptotically approximated as:
(PD)
k
l,g ⋍
NTNR→∞
∫ ∞
λ¯
pΛk
l,g
(a|H1)da, (20)
where λ¯ is the threshold defined in (10) and pΛk
l,g
(·|H1) ≡
χ22(δˆ
k
l,g) (see (8)), a possible reward function may be:
rk+1 = ρ(sk, ak) ,
L−1∑
l=0
G∑
g=1
ψ(δˆkl,g), (21)
where:
ψ(δˆkl,g) ,
{
pΛk
l,g
(δˆkl,g|H1) δˆkl,g > λ¯
0 otherwise
, (22)
δˆkl,g = 2|αˆkl,g|2/σ2, αˆkl,g,= (hkl )Hykl,g/||hkl ||, (23)
and αˆkl,g is the Maximum Likelihood (ML) estimate of α in
the (l, g)-th angle-range cell at time step k.
D. The SARSA Q-learning algorithm
As discussed before, the crucial step of any RL-based
procedure is the choice of the optimal policy πopt defined
in (13). To this end, the state-action value function Q in (14)
has to be firstly estimated. Among all the possible stochastic
approximation-based algorithms available for this task, in this
work we choose to apply the so-called SARSA (state-action-
reward-state-action) (see e.g. [15] or [10, Sec. 14.5.4]). In
brief, SARSA is an iterative procedure involving two main
steps:
1) Obtain a new state sk+1 = δ(sk, ak),
2) Choose a new action ak+1 through an ǫ-greedy algorithm
according to the current value of the Q-function, i.e. Qk.
In particular, let aopt , argmaxa∈AQk(sk+1, a) be the
optimal action, then
ak+1 =
{
aopt with prob. ǫ
a ∈ A \ aopt with prob. 1− ǫ . (24)
Note that this ǫ-greedy selection of ak+1 is required to
guarantee the convergence of the SARSA algorithm (see
[10, Ch. 14] for more details).
3) Starting from an initial value, say Q0, update the Q-
function according to the following iteration:
Qk+1 ← βQk(sk, ak) + (1 − β)×
× [rk+1 + γQk(sk+1, ak+1)−Qk(sk, ak)] ,
(25)
where rk+1 is the reward defined in (21), β ∈ (0, 1)
controls the convergence speed and γ has been already
defined in (11).
It is worth noting that the SARSA algorithm has three free
parameters, i.e γ, β and ǫ, that need to be chosen heuristically.
V. NUMERICAL RESULTS
In this section, the performance of the proposed RL-based
algorithm is assessed through Monte Carlo simulations in two
different radar scenarios. In the first study case, we simulate 4
targets with different Signal-to-Noise Ratio (SNR) that main-
tain the same angular position for the whole observation period
of K time steps. In the second study case, a scenario in which
the number and the positions of the targets change during the
observation period is considered. For both the study cases,
we consider a colocated MIMO radar system with a uniform
linear transceiver array with NT = NR = 16 elements. The
SNR of the t-th simulated target is SNRt , E{|α
k
t |
2}/σ2 where
αkt ∼ CN (0, σ2t ). Note that αkt has different realization from
time step to time step. The noise power σ2 is chosen to
be equal to 1. To save some computational time, the radar
scene is restricted in an uniform angular grid of L = 22
angle bins between −45◦ and 45◦ with G = 100 range cells.
The maximum number of identifiable targets is loosely set as
Tmax = 10. The decision threshold λ¯ is chosen for a nominal
PFA = 10
−5. The free parameters of the SARSA algorithm
are: β = 0.8, γ = 0.1, ǫ = 0.5. The number of Monte Carlo
runs is MC = 1000.
Study case 1: The four “fixed” targets have been generated
according to the following ordered couples of angular position
and SNR: Target 1 (−30◦,−10 dB); Target 2 (14◦,−8 dB),
Target 3 (−6◦,−6 dB); Target 4 (30◦,−4 dB). In Fig. 1, we
plot the averaged (over MC Monte Carlo runs) normalized
beam pattern defined as D(θ) , 10 log10(B(θ)/maxθ B(θ)) for
each time step k = 1, . . . ,K . As Fig. 1 shows, the proposed
RL-based beamforming is able to exploit the information
about the radar scene provided by the GLRT to focus the
transmitted power on the four angle bins containing the targets.
Fig. 3a shows the absolute value of the difference between
the Q-function estimated by the SARSA algorithm at two
consecutive time steps, i.e ξk , |Qk − Qk−1|. As we can
see, ξk → 0 as k →∞ and this is an heuristic proof that the
SARSA algorithm converges. Finally, in Table I, we compare
the Probability of Detection of the four targets, averaged over
K time steps, when the proposed RL-based beamforming
is used against a classical omnidirectional beamformer. As
expected, better detection performance is achieved by using
the proposed beamforming method.
PD T1 T2 T3 T4
RL-based 0.22 0.55 0.78 0.91
Omni 0.14 0.41 0.69 0.86
TABLE I: Detection performance comparison: study case 1.
Study Case 2: In this second study case, we assess the
performance of the proposed RL-based beamforming in a
dynamic environment, where the number of targets and their
angular positions change over the observation time. The SNR
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Fig. 1: Normalized beam patter D(θ): study case 1.
of each target is assumed to be equal to -8 dB. The radar scene
is generated as follows:
• k = 1→ 100: two targets located at −30◦ and 14◦,
• k = 101→ 200: no targets are present,
• k = 201→ 350: three targets at −30◦, −6◦ and 4◦,
• k = 351→ 450: two target at −30◦ and 4◦,
• k = 451→ 600: four targets at −30◦, −6◦, 14◦ and 29◦.
As clearly shown by Fig. 2, the proposed RL-based beam-
forming algorithm is able to handle this dynamic scenario by
reshaping the beam pattern according to the changes in the
number of targets presented in the radar scene and in their
angular locations. Finally, Fig. 3b shows the progress of the
index ξk previously defined. It can be noted that a transition
in the estimate of Q-function is present every time a change
in the scenario occurs. However, it eventually converges after
some time steps.
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Fig. 2: Normalized beam patter D(θ): study case 2.
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Fig. 3: The convergence index ξk , |Qk −Qk−1|.
VI. CONCLUSIONS
In this paper we have shown that some basic RL tools can
be successfully applied in a dynamic MIMO radar detection
problem in the presence of an environment with unknown,
and variable in time, number of targets with unknown angular
positions. Specifically, a RL-based waveforms optimization
algorithm capable to focus the transmitted power only in the
angle bins that contain possible targets has been proposed and
analysed under the assumption of a priori known disturbance
statistics. Future works will explore the possibility to extend
the proposed algorithm by endowing it with the capability of
learning the disturbance model and consequently, of optimiz-
ing the set of transmitted waveforms in order to mitigate its
impact on the detection performance.
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