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Abstract. This paper provides a brief survey discussing the role of
bideterminants in the representation theory.
Introduction
The purpose of this paper is to explain the role of bideterminants in the
representation theory. Our goal is to present a wide scope of applications of
bideterminants in the representation theory. In doing so, we will be satis-
fied with presenting the simplest examples whenever possible; for example
instead of discussing reductive algebraic groups we will only talk about a
general linear group GLn. We want to provide the reader with an intro-
duction to the topics of bideterminants instead of indulging in exhaustive
technical details. The reader is advised to consult the references for further
details.
In Section 1, we deal with the history and the context in which the bide-
terminants first emerged, namely in the invariant theory. In Section 2, we
give a definition of the bideterminant and a statement of the Straighten-
ing Formula. In Section 3, we explain the role of bideterminants in the
representation theory of the symmetric group. In Section 4, we review a
connection of bideterminants to the representation theory of the general
linear group and Schur algebra. In Section 5, we discuss the concept of
bideterminants related to the representation theory of the general linear
supergroup and Schur superalgebra. In Section 6, we consider the role of
bideterminants in quantum groups.
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1. Emergence of bideterminants in the invariant theory
We will start with a discussion of the invariant theory, since it is where
the bideterminants first appeared. Determinantal expressions first ap-
peared as primary covariants in the work of Deruyts, while the concepts of
a standard tableaux and polarization operators first appeared in the work
of Clebsch.
The main results of the invariant theory over a field of characteristic zero
were the Gordan-Capelli expansion and the Theorem of E. Pascal.
The work of A. Young on substitutional analysis laid the groundwork for
the theory of bideterminants. The concept of a tableaux reappeared in his
work [42]. In [43] he reintroduced standard tableaux and proved the first
version of the straightening algorithm.
The precursor of bideterminants first appeared in the work of Hodge
[22], who considered power products corresponding to tableaux. He proved
a certain reduction theorem that extended the original ideas of Young.
The work of Hodge was used by Igusa in [25], where he derived the first
results about invariants over a field of arbitrary characteristic. Namely, he
proved the following First Fundamental Theorem of vector invariants for
GLn.
Theorem 1.1. If F (X) is a polynomial in Xij with coefficients in a field
K which is invariant under unimodular substitutions X ′ij =
∑n
k=0 aikXkj,
then F (X) can be expressed as a polynomial in the
Pi0....ik =
X0,i0 X0,i1 . . . X0,in
X1,i0 X1,i1 . . . X1,in
. . . . . . . . . . . .
Xr,i0 Xr,i1 . . . Xr,in
with coefficients in K.
The breakthrough in the theory of invariants for the field of an arbitrary
characteristic came in the work [18] of Doubilet, Rota and Stein. They have
considered a pair (T, T ′) of Young tableaux, called a bitableuax, defined a
bideterminant corresponding to such a bitableaux and proved the Straight-
ening Formula for bideterminants. The Straightening Formula holds over
the ring of integers and its proof is based on elementary linear algebra and
combinatorics.
In [12], an algorithm for computing the straightening coefficients using
Capelli operators was shown and the Second Fundamental Theorem of vec-
tor invariants was proved. This theorem describes the kernel of the Pascal
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homomorphism as a subspace spanned by standard bideterminants of spe-
cific shapes. The following statement, which is Theorem 3.4 of [9], describes
relations between invariants for GLn.
Theorem 1.2. The ideal of relations between vector invariants is generated
by (n+ 1)× (n+ 1) determinants.
The above results were further generalized in [21] using arguments involv-
ing letterplace superalgebras, divided powers, Laplace pairings and fourfold
algebras. A recent paper [3] is an elementary introduction to the character-
istic zero theory of letterplace superalgebras and it provides an extensive
bibliography on this subject.
Invariants of other simple algebraic groups were also considered in the
literature.
2. Bideterminants and straightening formula
Fix an integer m and denote by λ = (λ1, . . . , λn) a partition of r. The
diagram [λ] of the shape λ is a set of numbers (a, b), where b = 1, . . . , λa for
a = 1, . . . n. A tableaux T is a map that assigns to each element (a, b) ∈ [λ]
a number in the set {1, . . . ,m}. The partition λ is called the shape of the
tableaux T . A tableaux T is called basic if map given by T is injective.
Fix a bijection between the set {1, . . . ,m} and [λ] by listing elements of
the diagram [λ] by consecutive rows from left to right. Then the tableaux
T corresponds to a certain multi-index w(T ) = i = (i1, . . . , im) and we will
write Ti instead of T . Denote the entry of the tableaux Ti at the position
(a, b) by ia,b.
Example 2.1. Diagram T of shape λ = (5, 3, 3, 1) for GL(5) is
◦ ◦ ◦ ◦ ◦
◦ ◦ ◦
◦ ◦ ◦
◦
and the tableaux Ti of shape λ corresponding to multi-index i is
i1 i2 i3 i4 i5
i6 i7 i8
i9 i10 i11
i12
.
The symmetric group Σr acts on the tableaux by permuting its entries.
If σ ∈ Σr acts on Ti, then the resulting tableaux is denoted by Tiσ. Denote
the Young subgroup of Σr that consists of all permutations that keeps all
columns (respectively rows) of T stable by C(T ) (respectively R(T )) and
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call such permutations column permutations (respectively row permuta-
tions) of T .
A tableaux Ti is called standard if its entries are weakly increasing from
left to right in each row and its entries are strongly increasing down each
column. More precisely, it is required that ia,b ≤ ia,c for b < c and ia,b < id,b
for a < d. The tableaux T` such that all entries in its a-th rows are equal
to a will be called canonical. Clearly, T` is always a standard tableaux.
Example 2.2. If m = 5, λ = (5, 3, 3, 1) and i = (1, 2, 2, 4, 5, 2, 3, 3, 3,
4, 5, 5), then T` and Ti can be visualized as
T` =
1 1 1 1 1
2 2 2
3 3 3
4
Ti =
1 2 2 4 5
2 3 3
3 4 5
5
and Ti is standard.
For a tableau T define its content cont(T ) to be anm-tuple that describes
the number of occurrences of elements 1, . . . ,m in T . Then cont(T`) = λ
and cont(Ti) = (1, 3, 3, 2, 2) for Ti as above.
A bitableaux is a pair of tableaux (Ti|Tj) of the same shape. Denote
a pairing of multi-indices i, j by (i|j) = (i1|j1) . . . (ir|jr). For simplicity
denote (i|j) by ci,j = ci1,j1 . . . cir,jr . Then to a bitableaux (Ti|Tj) we assign
a bideterminant (Ti : Tj) defined as
(Ti : Tj) =
∑
σ∈C(T )
sgn(σ)(i|jσ) =
∑
σ∈C(T )
sgn(σ)ci,jσ.
To illustrate this definition, we write (T` : Ti), for T`, Ti as in the above
example, as the following product of determinants
c1,1 c1,2 c1,3 c1,5
c2,1 c2,2 c2,3 c2,5
c3,1 c3,2 c3,3 c3,5
c4,1 c4,2 c4,3 c4,5
c1,2 c1,3 c1,4
c2,2 c2,3 c2,4
c3,2 c3,3 c3,4
c1,2 c1,3 c1,5
c2,2 c2,3 c2,5
c3,2 c3,3 c3,5
|c14||c15|.
The main tool in the proof of the straightening formula is the Laplace
duality (See Theorem 2.5.1 of [33]).
Proposition 2.3. Let λ and µ be partitions of r, T be a tableaux of shape
λ and S be a tableaux of shape µ. Let X be a transversal of left cosets of
C(T )∩C(S) in C(S), and Y be a transversal of right cosets of C(T )∩C(S)
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in C(T ). Then for every i, j,∑
pi∈X
sgn(pi)(Tipi : Tj) =
∑
σ∈Y
sgn(σ)(Si : Sjσ−1).
Before we can formulate the statement of the straightening formula, we
need to define the following linear orders. First we define a linear order ≤
on partitions by ordering them lexicographically. Further, define a linear
order ≤ on tableaux T of the same shape λ by lexicographic ordering on
multi-indices w(T ). For tableaux from Example 2.2 we have T` < Ti. A
linear order on the set of all tableaux is given by T ≤ S if and only if the
shape of T is smaller than the shape of S, or the shapes of T and S are the
same and w(T ) ≥ w(S). This induces a partial order on bitableaux (S|T )
defined by (S|T ) ≤ (S′|T ′) if and only if S ≤ S′ and T ≤ T ′.
For the following formulation of the straightening formula see Theorem
8.2 of [3].
Theorem 2.4. (Straightening formula). The bideterminants (S : T ),
where S, T are standard tableaux of the same shape, form a basis of the
algebra A = K[cij ]. If S and T are arbitrary tableaux of the shape λ, then
(S : T ) =
∑
i
ai(Si : Ti),
where the tableaux Si and Ti are standard and (S|T ) ≤ (Si|Ti), cont(Si) =
cont(S), cont(Ti) = cont(T ), and all coefficients ai are integers for every
index i.
Example 2.5. ( 2 1
1 2
)
=
( 1 1
2 2
)
− ( 1 2 1 2 )
There is an algorithm that determines the coefficients ai from the
straightening formula at bideterminant (Si|Ti) of shape λ using Capelli
operators or Desarmenien matrix and Schur coefficients - see [11], [12] and
[1].
For connection to determinantal varieties see [10].
Bideterminants related to other algebraic groups were also considered.
Within the context of symplectic groups see papers [29], [8], [16], [41] and
[39]. For bideterminants for the orthogonal group see [6] and [30].
3. Representation theory of the symmetric group
The representation theory of the symmetric group Σr over the field C
of complex numbers was developed by Frobenius. The connection to the
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representation theory of the general linear group was discovered by Schur.
Afterwards, the understanding of representations of the symmetric group
was significantly advanced by A. Young.
Modular representation theory of the symmetric group is not completely
understood but notable results in this directions were obtained by James.
Instead of representations of Σn we will talk about representations (or
modules) over the group algebra KΣn. If K is a field of characteristic
zero, then by Maschke Theorem every representation of Σn is completely
reducible. Therefore we need to describe irreducible representations only.
Let λ = (λ1, . . . , λn) be a partition of r and Ti, Tj be tableaux of shape
λ. Tableaux Ti and Tj are row equivalent if i = jσ for σ ∈ R(T ). An
equivalence class {T} of tableaux of shape λ is called a λ-tabloid. The
tabloid {T} is called basic if T is basic.
Since we have already defined the action of Σr on Ti on the right but it
is customary to denote the action of Σr on the left, we define σTi = Tiσ−1
and σ{Ti} = {Tiσ−1} for σ ∈ Σr.
Define the element κ(T ) of KΣr by the formula
κ(T ) =
∑
pi∈C(T )
sgn(pi)pi
and denote by e(T ) the associated polytabloid κ(T ){T}. The polytabloid
e(T ) is called basic if T is basic.
Example 3.1. Let T = 1 2 34 5 . If we depict the tabloid {T} as
1 2 3
4 5 and analogously for other tabloids, then
e(T ) = 1 2 34 5 −
4 2 3
1 5 −
1 5 3
4 2 +
4 5 3
1 2 .
Denote by Mλ the permutation module corresponding to λ, spanned by
the complete list of basic λ-tabloids, and by Sλ the Specht module spanned
by all basic polytabloids e(T ) of shape λ.
A partition λ is called p-regular, if there is no index i such that λi =
λi+1 = . . . = λi+p > 0.
Now we are ready to formulate the following crucial result providing a
description of irreducible KΣr modules (See Theorem 11.5 of [26] or [37]).
Theorem 3.2. If the characteristic of K is zero, then the Specht modules
Sλ for arbitrary partitions λ of r form a complete set of irreducible KΣr-
modules.
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If the characteristic of K is p > 0, then a complete set Dλ of irreducible
KΣr-modules is indexed by p-regular partitions λ of r. Moreover, every Dλ
is a factormodule of the Specht module Sλ.
The following theorem is an analogy of Theorem 2.4 in the context of
symmetric groups. We will explain the connection of this theorem to bide-
terminants in the following section.
Theorem 3.3. The set of all e(T ), where T is a basic standard tableau of
the shape λ is a basis for Sλ.
An inductive proof of Theorem 3.3 uses the following column dominance
order on basic tabloids and Garnir relations.
For a = 1, . . . ,m denote by ca,b(i) the number of entries in the first a
rows of the tableau Ti that are smaller than or equal to b. Denote by
c(i) the tuple (ca,b(i)|a = 1, . . . , k) and impose the lexicographic order ≺
on tuples c(i), by comparing entries with respect to a first, followed by b
second, etc. This order induces a linear order on tabloids {T} of the shape
λ. Analogously to ≺, we define a column linear order ≺c on tableaux T of
the shape λ by replacing rows by columns of T in the definition above.
The Garnir relations provide dependence relationships between basic
tabloids which allows a replacement of a basic tabloid with an inversion
in one of its columns by an integral linear combination of basic tabloids
that are smaller with respect to the order ≺c.
The Garnir relations, that are related to the Laplace duality, are defined
as follows. Let X be a subset of the i-th column of T , and Y be a subset
of the (i+1)-th column of T . Let σ1, . . . , σk be the coset representative for
ΣX × ΣY in ΣX∪Y and let GX,Y =
∑k
j=1 sgn(σj)σj .
Proposition 3.4. If the cardinality of X ∪Y exceeds the length of the i-th
column of T , then e(T )GX,Y = 0.
The well-known Schur-Weyl duality relates the representation theories of
the symmetric group Σr and the general linear group GLn as follows. Let
GLn act on E = Kn naturally and on E⊗r diagonally; and let Σr act on
E⊗r by place permutations. If n ≥ r, then HomKΣr(E⊗r) ∼= S(n, r) and
HomS(n,r)(E⊗r) ∼= KΣr, where S(n, r) is the Schur algebra generated by
the image of the above GLn-action.
The ideas behind Theorem 3.3 were extended to the description of a basis
HomΣr(Sλ,Mµ) and connected to the representation theory of the general
linear group by Carter and Lusztig in [5]. The main difference is that they
considered all tableaux T , not only the basic ones as in the previous section.
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Let µ = (µ1, . . . , µm) be a decomposition of r, that is µ1 + . . . µm = r.
For any partition λ, the vector space spanned by all tableaux T of shape λ
and content µ is isomorphic toMµ, see Proposition 2.9.2 of [37]. Using this
isomorphism, we define a morphism θT ∈ HomKΣr(Mλ, Nµ) by sending a
fixed basic tableaux to a sum of all tableaux that are row equivalent to T .
Let θT be a restriction of θT to Sλ.
Theorem 3.5. The set of morphisms θT for semistandard tableaux T of
shape λ and content µ is a basis of HomKΣr(Sλ,Mµ).
The proof of this theorem can be found in [26], [28] or [37].
4. Representation theory of the general linear group
and Schur algebra
4.1. char K=0. If charK = 0, then every module over GLn and S(n, r)
is completely reducible and the highest weights of irreducible modules cor-
respond to dominant weights λ with no more than n non-zero components.
The irreducible S(n, r)-modules Dλ will be described below in terms of
bideterminants.
Let λ = (λ1 ≥ λ2 ≥ . . . λn) be a dominant weight of GLn. Define Dλ to
be the vector space spanned by all bideterminants (T` : Ti) of shape λ. It
is verified that Dλ is an S(n, r)-module. The expression c`,i = c`,j if and
only if `σ = ` and iσ = j for some σ ∈ Σr. Therefore c`,i = c`,j if and only
if Tj is obtained from Ti by some σ ∈ R(T ). Therefore the expressions c`,j
are in one-to-one correspondence to tabloids {Tj}. Consequently, a lot of
combinatorial techniques from the representation theory of the symmetric
group Σr are at our disposal.
James (Theorem 26. 6 of [26]) investigated a GLn-module isomorphic
to Dλ and Green (Theorem 4.8e of [19]) interpreted James’s results in the
following way.
Let Tn and U−n be subgroups of GLn consisting of diagonal and lower
triangular unipotent matrices, respectively, and χλ be the character of Tn
corresponding to λ. Define B−n = TnU−n to be the Borel subgroup of GLn
and the KB−n -module Kλ = K by conditions t.1 = χλ(t) and u.1 = u for
t ∈ Tn and u ∈ U−n . Theorem 3.2.6. of [33] states the following.
Theorem 4.1. The module Dλ is isomorphic to the induced module
IndGLn
B−n
(Kλ) = H0(λ).
The proof of the following theorem in the setting of the general linear
group that can be found in [19] or [33] uses Carter-Lustig lemma or ana-
logues of Garnir relations as adapted by Peel [40].
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Theorem 4.2. The S(n, r)-module Dλ is irreducible and its basis consists
of all bideterminants (T` : Ti), where Ti are standard tableaux of shape λ.
Additionally, every bideterminant (T` : T ) is an integral linear combination
of (T` : Ti), where Ti are semistandard tableaux.
The second part of the last theorem opens a door for the modular reduc-
tion as outlined in [5] or [19].
4.2. Modular reduction. We will outline the general theory first. As-
sume that charK = p > 0. Let A be an algebra over Q and AZ be a
lattice in AQ which is closed under multiplication. Then the K-algebra
AK = AZ ⊗Z K is a modular reduction of AQ to the field K. A Z-form of
the AQ-module M is a lattice MZ inside M such that MZ ⊗Q Q ∼= M and
MZ is closed under the action of elements from AZ. ThenMZ⊗ZK =MK is
called a modular reduction of the module M to the field K. The structure
of the module MK depends on the choice of the Z-form MZ but the multi-
plicities [MK : LK(λ)] of simple modules LK(λ) in each modular reduction
MK are the same.
There is a natural Z-form SZ(n, r) of the algebra SQ(n, r), where the
basis elements consists of some elements ξij dual to polynomials cij . Ad-
ditionally, the action of SZ(n, r) on bideterminants (T` : Ti) produces a
Z-linear combination of (T` : Tj). Therefore the Z-span Dλ,Z of bidetermi-
nants (T` : Ti) is a Z-form of the module Dλ,Q.
After the modular reduction of Dλ,Q, the SZ(n, r)⊗K- modules Dλ,Z⊗K
do not remain irreducible. The multiplicities [Dλ,Z ⊗ K : LK(µ)], where
L(µ) are simple SZ(n, r)⊗K-modules, are called decomposition numbers.
For results on decomposition numbers, see [27] or [33].
There is a natural non-singular bilinear form between S(n, r) and the set
A(n, r) of polynomials in ci,j of degree r. Under this pairing, the dual of
the Schur module Dλ is the Weyl module Wλ investigated in [5]. (Also see
[19] or [33]).
Each Schur module Dλ has a unique minimal submodule L(λ), and each
Weyl module Wλ has a unique minimal factormodule F (λ). Using these
properties, it is possible to prove that even if charK = p > 0, the highest
weights of irreducible modules correspond to dominant weights λ with no
more than n non-zero components, exactly as was the case when charK =
0.
Cline, Parshall and Scott defined the concepts of the highest weight
category and quasi-hereditary algebra in [7]. These concepts describe deep
structural properties of algebras and their module categories. The following
theorem was first proved by Donkin in [15]. (See also [19] and [33]).
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Theorem 4.3. The algebra SK(n, r) is a quasi-hereditary algebra.
In [20], Green introduced the concept of the codeterminant. Using a
connection between bideterminants and codeterminants given through the
Desarmenien matrix he gave a combinatorial proof of the above theorem.
He used codeterminants to describe a basis of the Schur algebra and to give
a filtration of the Schur algebra, with factors isomorphic to Weyl modules
Wλ. Relating the standard basis of Wλ given by Carter and Lusztig in [5]
he exhibited another basis of Wλ given by codeterminants.
The reader might wonder if there is any application of a more general
straightening formula for bideterminants formulated in Theorem 2.4. With
the help of that theorem we get a very explicit description of the S(n, r)-
module A(n, r). However, to understand the structure of S(n, r) we need
to use different devices like the above mentioned codeterminants and their
connection to bideterminants. For details see [20] and [33].
5. Representation theory of the general linear supergroup
and Schur superalgebra
Since the general linear supergroup and Schur superalgebras are perhaps
not known to the reader, we start with the outline of their definitions. For
details see [4] or [44].
Assume that K is a field of characteristic p 6= 2. Fix an alphabet con-
sisting of m even symbols 1, . . . ,m and n odd symbols m + 1, . . . ,m + n
and declare the parity |cij | of cij as the sum of parities of i and j. El-
ements cij , 1 ≤ i, j ≤ m + n, are subject to supercommutativity relation
cijckl = (−1)|cij ||ckl|cklcij .
Denote by A(m|n) a commutative superalgebra freely generated by el-
ements cij , 1 ≤ i, j ≤ m + n. A(m|n) is a superbialgebra with respect to
the comultiplication ∆(cij) =
∑
1≤k≤m+n cik ⊗ ckj and counit (cij) = δij .
The algebra A(m|n) = ⊕r≥0A(m|n, r) has obvious grading where every ho-
mogeneous component A(m|n, r) is a supercoalgebra. Its dual S(m|n, r) =
A(m|n, r)∗ is a Schur superalgebra.
Write a generic matrix C = (cij)1≤i,j≤m+n as a block matrix(
C00 C01
C10 C11
)
, where entries of C00 and C11 are even and entries of C01
and C10 are odd. The localization of A(m|n) by elements det(C00) and
det(C11) is the coordinate superalgebra K[G] of the general linear super-
group G = GL(m|n).
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The category of modules over S(m|n, r) is isomorphic to the category of
polynomial representations of degree r over the general linear supergroup
GL(m|n).
Assume now that charK = 0. The algebra S(m|n, r) was investigated
by Sergeev [38], and Berele and Regev in [2]. Berele and Regev defined a
∗-action of the symmetric group Σr on E⊗r, where the natural module E
is an analogue of the module considered for Schur algebras. The ∗-action
differs from the previous action of Σr defined by place permutations only
by a factor of ±1.
Berele and Regev proved that S(m|n, r) is a semisimple algebra and its
simple modulesDλ correspond to (m|n)-hook partition λ = (λ1 ≥ . . . ≥ λk)
for which λm+1 ≤ n.
Muir in [35] exhibited the basis of Dλ in terms of expressions of determi-
nantal type that he also called bideterminants. In order to describe them,
we need more definitions.
A tableaux T of the shape λ is a map from the set {1, . . . , r} to
{1, . . . ,m + n}. We will split the partition λ and the tableau T into two
parts. Define eλ = (λ1, . . . , λm) and denote by eT the tableau consisting of
the first m rows of T . The remaining entries of λ (if any) form a partition
oλ = (λm+1, . . . , λk) and the remaining rows (if any) of T form a tableau
denoted by oT . Denote (λ′1, . . . , λ′k′), the conjugate of the partition oλ, by
oλ
′. Denote by ` a unique element corresponding to the canonical tableau
T` that satisfies T`(i, j) = i for i ≤ m and T`(i, j) = m+ j for i > m.
A tableau Ti is called (m|n)-semistandard if:
i) Entries in each row of Ti are weakly increasing from left to right and
entries in the same column of Ti are weakly increasing from top to bottom,
ii) Entries from the set {1, . . . ,m} in the same column of Ti are strongly
increasing, and
iii) Entries from the set {m + 1, . . . ,m + n} in the same row of Ti are
strongly increasing
Example 5.1. The diagram of shape λ = (5, 3, 3, 1) for S(1|4) can be
visualized as
e e e e e
o o o
o o o
o
and the canonical tableaux T` is then
1 1 1 1 1
2 3 4
2 3 4
2
. The tableaux Tj =
1 2 3 4 5
2 3 4
2 3 5
2
is semistandard.
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In order to define bideterminants for S(m|n, r), for technical reasons, we
will replace elements cij by elements ξi,j that differ from ci,j only by a factor
±1. Then ξi,j∗σ = (±1)ξi,jσ for appropriate value of ±1. For tableaux T`,
Ti of shape λ define the bideterminant
(T` : Tj) =
∑
ρ∈R(oT )
∑
κ∈C(T )
sgn(κ)χ`,j∗κ∗ρ.
Denote by Dλ the K-span of bideterminants (T` : Tj) of shape λ. The
following theorem is proven in [35].
Theorem 5.2. Let λ be a (m|n)-hook partition of r. Then Dλ is an ir-
reducible S(m|n, r)-module. The K-basis of Dλ consists of bideterminants
(T` : Ti) for semistandard Ti.
The Z-span of bideterminants (T` : Tj) is not a Z-form of Dλ. A Z-form
of Dλ is obtained by Z-span of modified bideterminants defined as follows.
Denote by nj,a,b the number of entries in the acolumn of Tj that are equal
to b, and by nj the product
λ1∏
a=1
m+n∏
b=m+1
nj,a,b!. The modified bideterminants
[T` : Tj ] are given as [T` : Tj ] = 1nj (T` : Tj). The following theorem is
formulated in [32].
Theorem 5.3. The Z-span of modified bideterminants [T` : Ti] is a Z-
form of the simple S(m|n, r)-module Dλ,Q. Every modified bideterminant
[T` : Tj ] is a Z-linear combination of modified bideterminants [T` : Ti] for
Ti semistandard.
The proof uses computations with superderivations, a concept of an even
row tabloid, an analogue of Garnir relations and a super version of Clausen
order.
From the structural point of view, the algebras S(m|n, r) are quasi-
hereditary if and only if they are semisimple. A complete description of
this situation is given in [31].
Finally, we will describe highest weights of simple modules in the modular
case. This description is due to Brundan and Kujawa [4].
Recall that the p-rim of the diagram of λ is a subset of the rim consisting
of union of the psegments. To form p-segments we read along the rim from
left to right until we reach the p-th node. To get the next p-segment we
continue reading from the column immediately to the right of the last node
of the previous p-segment.
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The quantity j(λ) is defined as the number of special nodes in the p-rim
of λ that lie at a rightmost end of a row but are not the last node of a
p-segment.
Example 5.4. Let λ = (4, 3, 3, 2, 2, 1) and p = 3. The p-rim of the diagram
of λ consists of positions that are circled below.
. . ◦ ◦
. . ◦
. . ◦
. .
◦ ◦
◦
.
In this case j(λ) = 4 and the special nodes are marked by • below
. . ◦ •
. . •
. . •
. .
◦ ◦
•
.
Theorem 5.5. The complete set of highest weights of simple S(m|n, r)-
modules L(λ) consists of partitions λ = (λ1 ≥ . . . ≥ λm, λm+1 ≥ . . . λm+n)
such that j(λm+1, . . . , λm+n) ≤ λm.
The proof of this theorem uses the method of odd reflections developed
by Vera Serganova. She investigates how the highest vectors of simple
modules are changing when one replaces a Borel supergroup by a different
(non-conjugated) one which corresponds to replacement of one odd root by
another.
6. Quantum groups and quantum bideterminants
We start with the definition of the quantum Schur algebra Sq(n, r) and
quantum general linear group GLq(n).
Let Aq(n) be a K-algebra generated by noncommuting variables cij for
1 ≤ i, j ≤ n subject to relations
cilcik = qcikcil 1 ≤ k < l ≤ n
cjkcik = qcikcjk 1 ≤ i < j ≤ n
cilcjk = cjkcil 1 ≤ i < j, k < l ≤ n
cikcjl − cjlcik = (q−1 − q)cilcjk 1 ≤ i < j, k < l ≤ n
,
where q is the quantum variable.
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Then Aq(n) is a bialgebra with respect to the comultiplication
∆(cij) =
∑
1≤k≤n cik ⊗ ckj and counit (cij) = δij . The bialgebra
Aq(n) = ⊕r≥0Aq(n, r) has an obvious grading by degree, where each ho-
mogeneous component Aq(n, r) is a supercoalgebra. Its dual Sq(n, r) =
Aq(n, r)∗ is a quantum Schur algebra, or q-Schur algebra for short.
The q-Schur algebras were introduced by Dipper and James [14] as en-
domorphism modules of certain modules over Hecke algebras. For a nice
introduction to q-Schur algebras we refer the reader to a manuscript of
Mathas [34]. The approach to quantum group we use is due to Parshall
and Wang [36] and Dipper and Donkin [13]. (See also Martin [33] and
Donkin [17]).
Denote by `(σ) the length of permutation σΣr.
The quantum determinant D is defined as
D =
∑
σ∈Σn
(−q)−`(σ)cσ(1),1cσ(2),2 . . . cσ(n),n.
The coordinate algebra O(GLq(n)) of the quantum linear group GLq(n) is
defined as the Ore localization of Aq(n) with respect to the multiplicative
set {Dr|r ≥ 0}.
If Ti, Tj are tableaux of shape λ, where entries in Ti are column increas-
ing, then the q-bideterminant (Ti : Tj) is defined as
(Ti : Tj) =
∑
σ∈C(T )
(−q)−`(σ)ciσ,j
The following theorem is due to [24]. (See also Proposition 1.3.4 of [17].)
Theorem 6.1. The set (Ti : Tj), where Ti, Tj are semistandard tableaux of
shape λ for any partition λ of r is a basis of Aq(n, r).
Define Dq(λ) to be the vector space spanned by all bideterminants (T` :
Ti) of shape λ. Then Dq(λ) is a Sq(n, r)-module, called the q-Schur module.
The following theorem follows from [23]. (See also Proposition 4.5.2 of [17].)
Theorem 6.2. The module Dq(λ) has a basis consisting of bideterminants
(T` : Ti), where Ti is a standard tableaux of shape λ.
As in the classical case, the module Dq(λ) has a simple socle Lq(λ).
Theorem 6.3. The set of all non-isomorphic simple GLq(n)-modules is
parametrized by the set of all partitions λ and consists of modules Lq(λ).
Finally, we conclude with the following theorem due to [36]. (See also
[17]).
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Theorem 6.4. The algebra Sq(n, r) is quasi-hereditary.
Another proof of this theorem is given in [34] using a basis due to G.E.
Murphy.
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