We consider the problem of estimating the finite population mean when some information on auxiliary attribute is available. We obtain the mean square error (MSE) equation for the proposed estimators. It has been shown that the proposed estimator is better than Naik and Gupta (1996) , , AbdElfattah (2010) estimators. The results have been illustrated numerically by taking some empirical population considered in the literature.
Introduction
In survey sampling the use of auxiliary information can increase the precision of an estimator when study variable y is highly correlated with the auxiliary variable x. But in several practical situations, instead of existence of auxiliary variables there exists some auxiliary attributes, which are highly correlated with study variable y, such as (i) use of drugs and gender (ii) amount of milk produced and a particular breed of cow. In order to have an estimate of the population mean Y of the study variable y, assuming the knowledge of the population proportion p, Naik and Gupta (1996) defined following ratio and product estimators
The mean square error (MSE) of NGR t and NGP t up to the first order of approximation, respectively, are 
Other estimators
The minimum MSE of t Abd is equal to the MSE of regression estimator
Shabbir and Gupta (2007) considered following estimator 
The proposed estimator
We define a family of ratio estimators of population mean Y as 
where . b ap aP    Expanding the right hand side of (3.2) and retaining terms up to second power of e's, we have
Subtracting Y from both side of (3.3) and then taking expectations, we get the bias of the estimator  t up to the first order of approximation, as
Subtracting Y from both side of (3.3), squaring and then taking expectations, we get MSE of the estimator  t up to the first order of approximation, as w and 2 w are constants and whose sum is not necessarily equal to one.
The Bias and MSE expressions of w t are respectively, given by 
Efficiency comparison:
First, we compare the efficiency of proposed estimator  t with usual estimator and than with regression estimator.
The variance of the usual estimator y is given by
On solving, we observe that above condition always holds true. Therefore, proposed estimator  t under optimum condition performs better than usual estimator.
Similarly, it can be shown that Next, we compare the efficiency of proposed estimator p t with usual estimator and than with regression estimator.
On simplification, we observe that above condition is always true. Therefore proposed estimator  min t w performs better than usual estimator in all situations.
Similarly it can be shown that 
The conditions depends upon choice of  and  .
Empirical study
We have used the data given in Sukhatme and Sukhatme ((1970) 
