Abstract-In this paper, we present and discuss a novel service location problem that satisfies user demand for services, by installing services on nodes in the network, which can also meet quality of service (QoS) constraints of throughput and delay defined by the user. Service location problems can arise in various different networks, we specifically consider service location in Cisco's Application Oriented Networks (AON). Our goal is to formulate and present the service location problem as an Integer Linear Programming (ILP) problem and solve it optimally for networks with small number of nodes. Our ILP and results meet "real-world" demands of traffic splitting (due to link layer capacity) and service federation (to incur minimal service installation cost).
INTRODUCTION
Cisco Systems, a leading communications technology and infrastructure provider, has launched Application Oriented Networks (AON) Technology that enables relocation of application services from end nodes (end-points) in the network to the routers and switches in a network [7] . This is a huge impact technology since it allows application-level message intelligence at the router level.
This has two obvious fundamental consequences. First, AON routers can route application-layer messages, such as stock quotes, weather and news alerts, etc., to the appropriate application service rather than an arbitrary IP address. This is done through "bladelets", a set of operations, which are applied to application messages. Second, services can be installed on AON routers. This enables faster satisfaction of service demand requests, as these requests are not propagated to the end-points (outside) of the network, rather interpreted and satisfied within the network.
Consider such an AON with n nodes in the network requesting s services. The service location problem (SLP) can then be stated as the problem of identifying the nodes in the network that should have services installed on them to satisfy the service requests. Our SLP satisfies service requests and meets quality of service constraints of throughput and delay.
An optimal solution to the SLP will guarantee an optimal placement of services in a network, with service federation to minimize service installation costs, while meeting crucial QoS constraints and respecting underlying network constraints of link capacity.
Such service location problems can arise in many other kinds of diverse networks and computing paradigms, apart from Cisco's (AON); Service Oriented Computing (SOC) and Opportunistic Networks (Oppnets) [8] -to mention a few.
Our contribution is the formal definition of the service location problem (SLP) and an accurate Integer Linear Programming (ILP) model that formulates the SLP and provides an optimal solution for networks with small number of nodes.
The rest of the paper is organized as follows. Section 2 presents a brief review of closely related problems and distinguishes SLP from them. Section 3 given a formal definition of the problem and Section 4 discusses the ILP model formulation. Section 5 delineates the results obtained from small network (up to 6 nodes) graphs. We conclude with a brief overview of our motivation and findings in Section 6.
II.
BACKGROUND
In a survey of the various different optimization problems that are being researched we have identified the Facility Location problems [1] and its capacitated or uncapacitated versions of the facility location (CFL or UCFL) to most closely resemble our SLP problem.
The generic Facility Location problem can be stated as given a set of potential facility locations F and a set of sites to serve, say C, find a mapping that enables all sites to be served by opening a minimal number of facilities at the locations from the set F.
However, in SLP, the input is only the set of service requests, like the set of "sites to be served". Whereas the set of "location of facilities" to serve the requests is, in essence, the entire network. Thus, the FL problem is a subset of the SLP, when we force the producers to belong to a subset of the nodes in the network.
Other problems of interest, such as optimal placement of gateways in wireless mesh networks [2] , [3] and service selection to minimize cost or maximize QoS [4] , are also considered as variants of FL problem. And have similar difference to that of SLP and FL.
A review of networking and graph theory related problems brings to surface Vertex Cover problems that seem related to SLP. However, vertex cover in undirected graphs such as in [5] does not solve our SLP. Vertex cover in directed graphs for example as in [6] could be considered as used as a basis for heuristic and meta heuristic approach to SLP. A close look at vertex cover as a basis for SLP problem formulation and definition shows that it does not allow us to pose a vertex cover problem to install services and meet the QoS constraints.
III. SERVICE LOCATION PROBLEM DEFINITION
The Service Location Problem (SLP) can be defined as follows. Given: A network graph G= (V,E), where V is set of vertices/nodes and E is the set of edges. There exists a set of consumers, , such that all vertices have a throughput demand and delay demand for the service(s) requested. We are also given a service installation cost table that provides the cost for installing a service k on a node i in the network and a multiple service installation discount d.
Install services on a set of producers , such that service installation cost is minimal and all throughput and delay requests are satisfied. Note, producers can also be consumers of services.
ILP FORMULATION
A. Assumptions
Since formulating and computing delay is inherently non-linear. We make the assumption that the delay due to queuing, transmission and propagation at a link, can be approximated, given the load on the link through a load-delay lookup table. The discrete load values in this lookup table represent a range of load values, across a scale. For example, the load values in the lookup table could be 100, 200, 300, …, 1000, where the load interval is 100 and the maximum load lookup value is 1000.
Consequentially, we realize that bandwidth resources are wasted, if a link with load=225 is rounded up and delay for load 300 is assigned to this link. However, this is a tradeoff we make to formulate linear delay constraints. Furthermore, the bandwidth wasted is directly proportional to the scale used in the lookup table, which in turn is directly proportional to the storage required for the lookup table.
B. Input
The inputs of the problem can be delineated as 1. n = number of nodes in the network, i.e. |V|. 2. s = maximum number of services requested. 3. p = maximum number of useful paths in the network. 4 . e = total number of links/edges in the network, i.e. |E|. 5. Path-link matrix L is a binary p x e dimensional that indicates whether a link is used in a path or not. 6. Bandwidth vector B is e dimensional that gives capacity of a link/edge and b max is maximum link capacity. 7. Service installation cost matrix C, is n x s dimensional that quantifies the cost for installing a service on a node. 8. Discount d is given if multiple services are installed on node. 9. A three dimensional binary routing matrix, R that indicates the path used between a source-destination pair in the network. 10. A throughput demand matrix T that gives the throughput required for a service at a consumer. 11. A delay demand matrix D that is the maximum delay allowed for a service at a consumer. 12. A load-delay lookup table Q that approximates the delay, due to queuing, transmission and propagation, on a link given the load on the link, q max is maximum load lookup and q is the interval of load values in Q.
C. Variables and their definitions
The variables of the problem can be defined as follows: 1. A binary service location matrix X, is n x s dimensional, that indicates whether a service is installed on a node or not. 2. A path-service capacity matrix, Z is p x s dimensional, that quantifies the capacity of a service on a path.
3. An n dimensional service installation indicator vector U that indicates whether multiple services are installed on a node. 4. A binary service-path indicator (normalized Z) matrix Y is p x s, and indicates if a service uses a path or not.
5. An e dimensional link load vector V that quantifies the load on a link.
6. An e dimensional link-delay vector G that gives the delay on a link. 7. A p dimensional path delay vector H, gives the total end-to-end delay on a path.
D. ILP Formulation
Based on the inputs and variables we formulate the ILP model as follows. Minimize the cost of service installation
Service installation cost and location constraints:
,
Throughput Constraints

3)
Network Link Capacity Constraint
6)
Delay Constraints:
rounding load on links to match up with lookup table:
, ,
finding index to be looked up in the delay table: 
to make sure only those paths offer a service capacity that are between a producer and a consumer:
E. ILP Formulation Discussion
Here we interpret the constraints presented in the above mathematical formulations. The constraints relate to; service installation and location, meeting throughput, factoring underlying network link layer capacity, "discretization" of load, approximating delay for load by performing a lookup in a load-delay table, computing end-to-end delay on a path and meeting delay requirements.
In the service location problem, our goal is to install service(s) on nodes in the network that meet throughput and delay requirements for requests, while minimizing the service installation costs and promoting service federation. Therefore, the objective function is to minimize the service installation cost and give a discount for multiple service installations, captured in the service installation indicator vector U. We capture service installation in location in constraints (1) and (2) where
Constraint (3) ensures that the sum of service capacity provided across all paths leading to destination j (consumer j) with throughput demand of for service k is met. Constraint (4) and (5) ensure that the paths providing the service capacity come from nodes where the service is installed, that is from a service provider i. k j T , Constraint (6) captures the network link layer capacity and restricts the service capacity on a path so that it does not exceed the underlying individual link capacity of the links in a path. Constraint (7) and (8) compute the service-path indicator, a binary variable . The first six constraints allow us to meet throughput requirements while minimizing service installation costs. However, our SLP problem meets QoS requirements of throughput and delay. Therefore, we next discuss the constraints to meet the delay requirements. where c is speed of light and the queuing delay is for M/M/1 queues. Consequentially, end-to-end delay formulation is non-linear, due to the non-linearity in end-to-end queuing delay. However, we use an approximation technique to formulate linear delay constraints.
The queuing delay on a link can be approximated if we have a load-delay lookup table, such that Q i is the delay due to load i. There is a tradeoff between bandwidth wastage and lookup table storage. If the lookup table has unit increments of load then the lookup table will be huge to allow lookup for all loads ranging from 0,1,2…max_bandwidth, since max_bandwidth also caps maximum load in network. On the other hand, if lookup table is in increments of, say 100, then we are wasting bandwidth since delay for load of 225 will be undefined and load will have to be rounded up to 300 for a delay lookup in the table. However, to overcome the nonlinearity in delay formulations we compromise with bandwidth wastage. The load-delay lookup table used in our implementation is illustrated in Fig. 1, with load (17) and (18) ensure that the end-to-end delay of a path does not exceed the delay requirement D j,k . That is, every path between a service provider i and consumer j for service k must not exceed delay requirement of consumer for service k, equivalent to . However, this is nonlinear, therefore, constraints (16) 
V. RESULTS
We used lp_solve [9] as the ILP solve engine that uses the simplex method to solve integer linear programs. In this section we use the topology depicted in Fig. 2 to illustrate service installation and location in small networks (6 nodes) that meet network (link layer) requirements and consumer defined quality of service parameters of throughput and delay. All links have a bandwidth of 100 Mb/s except links 1-3, 2-3 and 6-5, which have bandwidth of 500, 500 and 800 Mb/s respectively. Table 1 delineates the installation costs of the three different services labeled simply as service 1, service 2 and service 3. As an example let's consider node 1 and node 6 requesting 137 units of service 1 and 180 units of service 2, respectively, with a delay requirement of no more than 1000 seconds. In this case, it is optimal to install service 1 on node 3 and service 2 on node 5. Furthermore, service splitting occurs since all link bandwidths are 100 Mb/s, so 100 units of service 1 are provided via the direct path 3,1 and the indirect path 3,2,1 provides 50 units of service 1. The delay for both of these paths meets the delay requirements of 1000 seconds since the direct path has a delay of 500 seconds, and the indirect path has a total delay of 400 seconds (200 seconds delay on link 2-3 and 200 seconds on link 2-1). Also note, the service provided exceeds the throughput requested of 137 units by 13 units, since the delay lookup table in Fig. 1 was used, which is enumerated for loads of increments of 50 units. Thus, instead of providing 37 units on the indirect path, 50 units are provided. It is true that some bandwidth is wasted however the tradeoff is linear computation of delay. Similarly, 200 units of service 2 are provided to node 6, 100 units via the direct path 5-6 with a delay of 500 seconds, and 100 units via path 5,4,6 with a delay of 1000 seconds.
Let's consider another example, which illustrates local service installation. If node 3 requests 850 units of service 3 with a delay of no more than 100 seconds. In this case, service 3 is installed on node 3, since its cheapest there and can be provided with a delay of no more than 67 seconds, the delay for 850 units on a link with bandwidth 1000, which is the bandwidth capacity chosen for zero-cycle loops on nodes, to allow local service installation.
VI. CONCLUSION
The service location problem we discuss can arise in numerous networks differing in application goals however, our motivation lies in Cisco's Application Oriented Networks (AON). We presented and discussed a precise mathematical model, in the way of an integer linear program (ILP), which optimally solves the service installation problem to meet quality of service parameters of throughput and delay. The model not only meets throughput and delay requirements but also takes into account underlying link layer capacities, service federation and service splitting to meet the defined parameters.
Current work-in-progress includes using lagrangean relaxation to extend the ILP model for larger networks of around 20 nodes.
