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We propose a scheme for the controllable preparation of a cold indirect exciton condensate using
dipolaritonic setup with an optical pumping. Dipolaritons are bosonic quasiparticles which arise
from the coupling between cavity photon (C), direct exciton (DX), and indirect exciton (IX) modes,
and appear in a double quantum well embedded in a semiconductor microcavity. Controlling the
detuning between modes of the system, the limiting cases of exciton-polaritons and indirect excitons
can be realized. Our protocol relies on the initial preparation of an exciton polariton condensate for
the far blue-detuned IX mode, with its subsequent adiabatic transformation to an indirect exciton
condensate by lowering IX energy via applied electric field. The following allows for generation of
a spatially localized cold exciton gas, on the contrary to currently used methods, where IX cloud
appears due to diffusion of carriers from spatially separated electron- and hole-rich areas.
I. INTRODUCTION
Experimental observation of Bose-Einstein condensa-
tion (BEC)1 in a cold atomic gas system represents a
major breakthrough of contemporary condensed matter
physics.2,3 However, while being a perfect testbed for
studies of macroscopically coherent phenomena, the re-
quirement of ultralow temperature (< 1 µK) of an atomic
gas restricts its possible applications. Fortunately, this
requirement can be removed in solid state setups, where
condensation of excitons in semiconductor structures was
theoretically predicted4,5 for considerably higher temper-
atures (≈ 1 K). While unambiguous evidence of exci-
ton condensation in a bulk and monolayer semiconductor
structure is still lacking due to technological difficulties,6
several modifications of conventional excitonic system
have shown promising results.
For instance, exciton polaritons, being a hybrid quasi-
particles of coupled excitons in semiconductor quan-
tum well and confined cavity photon,7,8 represent a
useful setup for studies of bosonic phenomena due
to large decoherence times and simplicity of experi-
mental characterization using optical techniques. The
extremely small mass of these quasiparticles allowed
to rise the typical critical temperature of condensa-
tion to tens of Kelvins range,9–12 and in certain cases
up to room temperature.13,14 With experimental ad-
vances the macroscopically coherent polariton gas is
now routinely observed in numerous system, working
both with incoherent optical9,10 and electrical15,16 pump.
The unique properties of polaritons enabled observa-
tion of solitons,17–19 quantized vortices,20,21 polarization
effects,22–25 and are considered as a platform for optical
computing.26,27 At the same time, their short lifetime
coming from cavity photon mode leakage does not allow
for proper thermalization of particles, and essentially re-
stricts the system to driven-dissipative non-equilibrium
behavior.28
Another bosonic system where long-range coher-
ence was observed is represented by spatially indi-
rect excitons—composite electron-hole objects formed
in a double quantum well.29–31 An intense research
in this area revealed various phenomena, including
ring fragmentation,32–34 polarization patterns and spin
currents,35–37 electrical38,39 and acoustic40 routing etc.
Given the reduced spatial overlap of electron and hole
wavefunctions,41 which causes long lifetime of indirect
exciton (> 100 ns),42 the efficient thermalization of par-
ticles can be achieved.32 Simultaneously, the reduced
photon-exciton interaction constant complicates the op-
tical generation and characterization of indirect exciton
gas.43 In particular, the common scheme for IX cloud
preparation includes optical generation of holes in one
quantum well and electrical injection of electron in the
adjacent well.31 This largely impedes the spatial control
of cold exciton gas, and for instance is believed to cause
a fragmentation of an indirect exciton cloud.44,45
Recently, the possibility to unite the subjects of
exciton-polaritons and indirect excitons was attained
in the system of dipolaritons.46,47 Being hybrid quasi-
particles consisting of cavity photon (C), direct exci-
ton (DX), and indirect exciton (IX), they share desir-
able properties of both polaritons and cold excitons, in-
cluding enhanced interparticle interactions, enlarged life-
time, and improved optical control. The system of dipo-
laritons was proposed to serve as an efficient terahertz
emitter,48–50 tunable single-photon source,51 and polar-
ization switcher.52
In this paper we propose a scheme for optical genera-
tion of a cold indirect exciton condensate using a dipolari-
ton setup. At the first step, it requires an initial prepara-
tion of an exciton polariton condensate using the incoher-
ent optical pump, with indirect exciton mode lying high
in energy for zero applied electric field F . By lowering IX
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FIG. 1: (Color online) (a): Sketch of the dipolaritonic system,
representing double quantum well (DQW) structure embed-
ded in a microcavity formed by distributed Bragg reflectors
(DBRs). (b): Schematic representation of dispersion of lower
(LP), middle (MP), and upper (UP) dipolaritons. Incoherent
optical pump creates carriers at high energy, which relax to
LP reservoir, and consequently scatter to a macroscopically
coherent ground state.
energy with an increase of field F , the lower dipolariton
state experiences adiabatic Landau-Zener transition,53,54
converting to indirect excitonic state with high fidelity.
The following allows for generation of a spatially localized
cold exciton gas, on the contrary to currently used meth-
ods, where IX cloud appears due to diffusion of carriers
from spatially separated electron- and hole-rich areas.
II. THE MODEL
The considered structure consists of two quantum wells
separated by a thin barrier, allowing electron to tunnel
between the wells. This double quantum well (DQW)
system is placed in an optical microcavity, providing the
existence of a cavity photon mode strongly coupled to
a direct exciton mode, while an indirect exciton mode
remains decoupled from the light mode [Fig. 1(a)]. An
indirect exciton instead is coupled to direct exciton due
to coherent tunnel coupling between the QWs. The bias
is applied to the heterostructure in the growth direction,
which allows to tune the energy of an indirect exciton
and thus the tunneling efficiency.
The Hamiltonian of dipolariton system can be written
in the general form Hˆ = Hˆcoh+Hˆdec, where coherent and
decoherent processes are separated. The coherent part of
Hamiltonian reads:
Hˆcoh = ~ωC aˆ
†aˆ+ ~ωDX bˆ
†bˆ+ ~ωIX(t)cˆ
†cˆ
+
~Ω
2
(aˆ†bˆ+ bˆ†aˆ)−
~J
2
(bˆ†cˆ+ cˆ†bˆ),
(1)
where aˆ†, bˆ† and cˆ† are creation operators of cavity pho-
tons, direct excitons, and indirect excitons, respectively.
First three terms in Eq. (1) correspond to energies of
photon (~ωC), direct exciton (~ωDX) and indirect ex-
citon (~ωIX) modes. The next two terms describe the
direct exciton-cavity photon Rabi splitting ~Ω and the
direct-indirect exciton tunneling splitting ~J . Here, we
emphasize that an indirect exciton energy is time depen-
dent, and depends linearly on the time-varied applied
electric field F (t), ~ωIX(t) = ~ω
(0)
IX − eLF (t). This ex-
pression hold for narrow QW heterostructure; ~ω
(0)
IX is
an energy of indirect exciton at zero bias; L is a distance
between centers of QWs; e denotes electron charge.
For the strong coupling case where intermode couplings
Ω and J overcome decay (or broadening) of the modes,
the eigenstates of Hamiltonian (1) correspond to lower
(LP), middle (MP), and upper (UP) dipolariton states,
being coherent superpositions of original C, DX, and IX
states. The sketch of dipolariton dispersions is shown in
Fig. 1(b) for largely blue-detuned indirect exciton mode,
and positive detuning of cavity photon with respect to
direct exciton, ωC − ωDX > 0.
The initial feeding source of the dipolariton system is
represented by laser tuned to high energies [Fig. 1(b)]. It
excites free electrons and holes, which relax to low ener-
gies, forming excitons with large wave vectors, commonly
referred as reservoir states.55 During this fast relaxation
process the initial phase of the laser is fully lost, and in-
coherent reservoir of the direct excitons is created. Next,
the excitons from reservoir can scatter due to exciton-
phonon interactions towards ground state at zero wave
vector of lower dipolariton mode, where they form a
macroscopically occupied coherent state. The following
excitation scheme is commonly used in conventional po-
laritonic setups,9 where nonequilibrium condensation of
polaritons under incoherent pumping conditions was ob-
served.
To describe incoherent processes related to phonon-
assisted scattering of particles from reservoir to the
ground state, we introduce the exciton-phonon interac-
tion Hamiltonian Hˆdec = Hˆ
+ + Hˆ−, where
Hˆ+ = Dph
∑
k
bˆ†rˆk dˆ
†
k; Hˆ
− = Dph
∑
k
bˆrˆ†k dˆk, (2)
correspond to processes with emission (dˆ†k) and absorp-
tion (dˆk) of phonons with wave vector k. rˆ
†
k and rˆk are
creation and annihilation operators for reservoir states.
Dph denotes exciton-phonon interaction constant.
In order to take into account the decoherence caused
by a finite lifetime of the modes and interaction with
reservoir, one can use the Lindblad master equation for
the density matrix ρ,
∂ρ
∂t
=
i
~
[ρ, Hˆ ] + Lˆ(dis)ρ+ Lˆ(th)ρ, (3)
where Lˆ(dis) is Lindblad superoperator having the form
Lˆ(dis)ρ =
∑
i γi(aˆiρaˆ
†
i − {aˆ
†
i aˆi, ρ}/2) with aˆi = aˆ, bˆ, cˆ
and γj = 1/τj (j = C,DX, IX) being damping
rates of the modes.48 The term Lˆ(th)ρ corresponds to
phonon-assisted processes accounted using Born-Markov
approximation.56
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FIG. 2: (Color online) (a): Time dependence of energies of
the modes. The bias applied to the system causes linear de-
crease of IX energy in t = 1 ns to t = 1.5 ns window, up to far
red-detuned value. The dashed red line corresponds to time
dependence of the pump intensity (in arbitrary units). (b):
The evolution of occupations of the modes, being NC = |〈aˆ〉|
2,
NDX = |〈bˆ〉|
2, and NIX = |〈cˆ〉|
2. At the first stage (t < 1 ns)
the formation of polariton condensate takes place. Next, con-
tinuous change of an applied bias drives the system through
an avoided crossing, leading to the transfer of polariton occu-
pation to an indirect exciton mode.
Since we are interested in a large number of particles,
we can apply the mean field approximation when time
dynamics of the system can be defined by equations for
mean fields given by ∂〈aˆi〉/∂t = Tr(aˆi∂ρ/∂t), where aˆi =
aˆ, bˆ, cˆ.
Using the straightforward algebra we get equations of
motions for the cavity photon, direct exciton, and indi-
rect fields coupled to reservoir:56
∂〈aˆ〉
∂t
= −iωC〈aˆ〉 − i
Ω
2
〈bˆ〉 −
γC
2
〈aˆ〉, (4)
∂〈bˆ〉
∂t
=− iωDX〈bˆ〉 −
Ω
2
〈aˆ〉+ i
J
2
〈cˆ〉 −
γDX
2
〈bˆ〉
+
W
2
〈bˆ〉 (NR −Nph) , (5)
∂〈cˆ〉
∂t
= −iωIX(t)〈cˆ〉+ i
J
2
〈bˆ〉 −
γIX
2
〈cˆ〉, (6)
∂NR
∂t
= P (t)− γRNR −W |〈bˆ〉|
2 (NR −Nph) , (7)
where NR =
∑
k n
R
k ≡
∑
k〈rˆ
†
k rˆk〉 denotes the full occu-
pancy of the reservoir and Nph =
∑
k n
ph
k corresponds to
the total number of the phonons defined by the temper-
ature of the sample. W = 2δRD
2
ph corresponds to the
scattering rate of reservoir particles to macroscopically
coherent state, where δR is the inverse broadening of ex-
citon states divided by ~2. The term P (t) in Eq. (7)
corresponds to the incoherent pump of reservoir states,
which is typically given by the Lindblad type operator
written in the form:
Lˆ(pump)ρ =
∑
k
Pk(t)
(
rˆkρrˆ
†
k + rˆ
†
kρrˆk − rˆ
†
k rˆkρ− ρrˆk rˆ
†
k
)
,
(8)
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FIG. 3: (Color online) Transition dynamics shown for dif-
ferent coupling parameters Ω and J . (a, b, c): Tunneling
coupling is fixed to ~J = 2 meV (Lb = 8 nm), while Rabi
splitting is equal to ~Ω = 3 meV (a), ~Ω = 6 meV (b), and
~Ω = 8 meV (c). (d): Occupation transfer in the system with
equal couplings, ~J = ~Ω = 6 meV.
where |Pk(t)|
2 denotes the intensity of incoherent pump
of single reservoir state with in-plane wave vector k, and
total pump is defined as P (t) =
∑
k Pk(t). Writing the
system of the kinetic equations we assumed large occu-
pancy of the condensate state thus neglecting terms cor-
responding to spontaneous scattering. We checked nu-
merically that these terms do not affect the obtained re-
sults.
III. RESULTS AND DISCUSSION
We simulate the dipolariton system based on
In0.1Ga0.9As/GaAs/In0.08Ga0.92As heterostructure.
46
The coupling parameters are chosen as ~Ω = 3 meV
and ~J = 1 meV. The latter corresponds to DQW with
barrier width of Lb = 10 nm. Lifetimes of the modes
are chosen as τC = 20 ps, τDX = 1 ns, τIX = 100
ns. The damping rate of reservoir states γR = 1/τR
is defined by lifetime τR = 0.1 ns. Initially, at zero
applied field energies of the modes system are tuned
to ~ωDX − ~ωC = −3 meV, ~ω
(0)
IX − ~ωC = 15 meV,
and we set the reference point ~ωC = 0 without loss
of generality [see Fig. 2(a) for t → 0]. The reservoir
scattering rate W = 1/τsc is defined by characteristic
exciton-phonon scattering time τsc, and chosen as 200
ps.57,58 The temperature of the sample was assumed to
be T = 0.7 K, being typical for experiments with cold
indirect excitons.30
We start switching on incoherent pump P (t) gradually
[Fig. 2(a)], populating reservoir exciton states. Due to
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FIG. 4: (Color online) IX mode dynamics for different adia-
baticity parameters. (a): Time dependence of IX mode energy
(solid curves, left scale) and pump intensity (dashed curves,
right scale). Three different regimes correspond to switching
times ∆τ1,2,3 = 100, 200, 300 ps. (b): Occupation number
dynamics of the modes shown for different switching regimes.
The dynamics of C and DX modes remains unchanged, while
the final occupation of IX mode strongly depends on switch-
ing parameters.
phonon-exciton interaction particles from reservoir ther-
malize and scatter to lowest energy state of lower dipo-
lariton branch during several hundreds of picoseconds,
where the steady-state is achieved approximately at 0.5
ns [Fig. 2(b)]. By this moment the DX mode is highly
populated, while IX mode remains empty due to large
separation in energy and smallness of interaction with
reservoir. The crucial idea now is to change the bias ap-
plied to the system. The IX mode energy then varies lin-
early up to large red-detuned value [~ω
(∞)
IX = −15 meV],
while direct exciton and cavity photon modes energies
remain unchanged. The exact shape of IX energy depen-
dence is plotted in Fig. 2(a), and is described by formula
~ωIX(t) =
(
~ω
(0)
IX − ~ω
(∞)
IX
)
/
(
1 + exp[t−τ ]/∆τ
)
+~ω
(∞)
IX ,
where parameters are τ = 1200 ps and ∆τ = 50 ps.
If one changes the bias slowly, the Landau-Zener type
transition between bosonic modes takes place. Namely,
the system adiabatically follows the lower dipolariton
branch, and at the final stage of complete swap gains
99.9% indirect exciton fraction. Alias, in the basis of
bare modes the IX population largely increases due to
transfer from cavity photon and direct exciton (polari-
ton) modes, where their occupations drop to zero [Fig.
2(b), after 1.3 ns]. This corresponds to conversion of
macroscopically coherent polariton population to a gas
of cold indirect excitons, which inherit coherence proper-
ties and demonstrate long lifetime (characteristic decay
time > 10 ns for chosen parameters).
We note that successive preparation of cold exci-
ton BEC requires simultaneous switching off the pump
P (t), leading to the rapid devastation of the reservoir
mode. The following allows to keep high transfer fidelity,
where overall particle occupation remains large during
the transfer event, but prevents refilling of polaritonic
states.
To characterize the system and find optimal parame-
ters for cold exciton condensate preparation, we proceed
considering different coupling parameters of dipolariton
setup. In Fig. 3 the transition process is demonstrated
for several values of Rabi frequency Ω and tunneling split-
ting J . First, we fix tunneling constant to ~J = 2 meV
(as in Fig. 2) and vary the strength of light-matter inter-
action. We find that increase of Rabi frequency Ω causes
the reduction of transition efficiency, which can be clearly
observed in Figs. 3(a), (b), and (c). First, this can be
linked to increase of cavity photon admixture in the lower
dipolariton mode, and consequent enlargement of decay.
Second, the change of coupling Ω in general strongly in-
fluences Landau-Zener transition in three-mode system.
In Fig. 3(d) we show the population transfer for the
case of equal couplings ~J = ~Ω = 6 meV, correspond-
ing to the sample discussed in the Ref. [46]. We observe
that population transfer for these parameters is not per-
fect, and thus conclude that J < Ω condition shall be
followed. Furthermore, we note that large values of tun-
neling constant J lead to stronger mixing of IX and DX
modes, with consequent decrease of the lower dipolariton
lifetime after switching.
Next, we study the influence of electric field switching
process on the performance of population transfer. The
main parameter here is a switching time τ , which also
determines the switching rate c = ∆τ−1/4 at which en-
ergy linearly decreases as ∼ −ct around transition point
τ . It defines the adiabaticity of transition, and is of high
importance for successive Landau-Zener transition. In
particular, the optimal transfer requires slow variation of
detuning, as compared to the energy distance between
modes in the anticrossing point of dressed modes.
In Fig. 4 the time dynamics of the system is pre-
sented for different switching rates. We considered three
regimes, altering both the rate of detuning switching and
the front of pump switching, in order to keep density
of the particles at the same level [Fig. 4(a)]. We find
that the voltage switching rate almost does not affect
on the polariton population at steady-state condition,
but strongly influences the efficiency of the transition,
defining the IX mode occupation [Fig. 4(b)]. For the
switching time ∆τ1 = 100 ps nearly perfect transfer was
achieved. This confirms that the characteristic time cor-
responding to anticrossing energy distance is ∼ 1 ps, and
transition is adiabatic. However, decreasing the switch-
ing rate to ∆τ2 = 200 ps and ∆τ3 = 300 ps we revealed
the reduction of transfer efficiency, signifying of an ex-
istence of an optimal rate ∆τ . The process of spoiling
of transition is related to open-dissipative nature of the
system under the study.
Finally, we acknowledge the presence of another bound
which puts limitation on detuning switching rate. It
comes from the experimental limitation of DC voltage
sweep rate, which typically cannot outperform gigahertz
repetition rates. While state-of-the-art devices with fast
switching are currently engineered,59 we probe the pos-
sibility to decrease the sweep rate up to 100 MHz range.
In Fig. 5 we show that the transition can take place for
switching time being in the tens of nanoseconds range
5-15
-10
-5
0
5
10
15
E
n
e
rg
y
 (
m
e
V
)
0 5 10 15 20 25 30
Time (ns)
C
DX
IX
0
1
2
3
4
5
i=C
i=DX
i=IX
N
  
 (
1
0
  
 c
m
  
)
-2
1
0
i
0 5 10 15 20 25 30
Time (ns)
(a) (b)
FIG. 5: (Color online) (a): Time dependence of energy of
the modes for modified dipolariton system, where ultra-slow
change of detuning is implemented. (b): Population transfer
in dipolariton system for ultra-slow detuning change. Param-
eters of the calculation are: τ = 15 ns, ∆τ = 1.2 ns.
[Fig. 5(a)], easily achievable with current technologies.
The transition efficiency in this case drops as opposed
to less-than-nanosecond switching time. At the same
time, a decent population of indirect exciton gas can be
achieved for certain pumping conditions, which persists
for tens of nanoseconds. The parameters of the system
for this calculation were modified to ~J = 0.6 meV and
~Ω = 3 meV.
Finally, let us discuss the immediate consequences of
proposed scheme for cold exciton gas preparation. Be-
ing based on conversion of optically created polaritons
to an indirect exciton gas, it ensures the preservation of
the spatial shape of initial cloud, and does not involve
separate injection of electron and hole carriers. This is
in contrast to typical excitation scheme in the indirect
exciton experiments, where optical generation of holes
and electrical injection of electrons is used.30,31 The fol-
lowing allows to test the possible explanation of IX ring
appearance based on the electrostatic reasoning.44,45
Moreover, we note that our proposal can be tested in
first approximation even without the presence of an op-
tical microresonator. In this case only coupled DX and
IX modes are considered, and conversion of optically ac-
tive direct excitons to a cloud of indirect excitons can be
realized. However, on the contrary to the full dipolari-
tonic setup, no condensation effects for direct excitons
are expected which can limit the efficiency of the pro-
posed protocol.
IV. CONCLUSIONS
In conclusion, we proposed the way for an on-demand
optical preparation of a cold exciton condensate based on
Landau-Zener bosonic transfer in a dipolariton system.
The protocol is based on several steps. First stage corre-
sponds to initial preparation of polariton condensate with
high cavity photon and direct exciton fractions, while
indirect exciton mode is located high in energy at zero
external voltage. Next, applying electric field the IX en-
ergy is lowered to far red-detuned value, where adiabatic
following of the lower dipolariton mode converts parti-
cles to indirect excitons with inherited coherence proper-
ties. Finally, to reduce residual effects of cavity an optical
incoherent pump of polaritonic reservoir states shall be
switched off during the transfer event. We analyzed the
population transfer for various sets of parameters and
switching conditions, and demonstrated that adiabatic
cold exciton preparation is experimentally feasible in cur-
rently existing setups.
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Appendix A: Equations of motion in first order
mean field theory
Here we present the derivation of equations for time
dynamics of the system [Eqs. (4)-(7) in the main text].
Coherent part. The coherent part of dynamics for cav-
ity photon occupation number 〈aˆ〉 can be found as
∂〈aˆ〉
∂t
∣∣∣∣
coh
=
i
~
Tr{aˆ[ρ, Hˆcoh]} =
i
~
Tr{ρ[Hˆcoh, aˆ]} (A1)
=
i
~
Tr{ρ(−~ωCaˆ−
~Ω
2
bˆ)} = −iωC〈aˆ〉 − i
Ω
2
〈bˆ〉.
In the same fashion for expectation values of operators
bˆ, cˆ we have
∂〈bˆ〉
∂t
∣∣∣∣∣
coh
= −iωDX〈bˆ〉 − i
Ω
2
〈aˆ〉+ i
J
2
〈cˆ〉, (A2)
∂〈cˆ〉
∂t
∣∣∣∣
coh
= −iωIX〈cˆ〉+ i
J
2
〈bˆ〉. (A3)
Dissipation. To describe the incoherent processes the
master equation approach with dissipators written in
Lindblad form can be used.1 Particularly, the decay of
cavity mod can be treated as
∂〈aˆ〉
∂t
∣∣∣∣
dis
= Tr{aˆLˆ
(dis)
aˆ ρ} = Tr{aˆ
γC
2
(2aˆρaˆ† − aˆ†aˆρ− ρaˆ†aˆ)}
=
γC
2
Tr{2ρaˆ†aˆaˆ− ρaˆaˆ†aˆ− ρaˆ†aˆaˆ} = −
γC
2
〈aˆ〉.
(A4)
Similarly,
∂〈bˆ〉
∂t
∣∣∣∣∣
dis
= −
γDX
2
〈bˆ〉,
∂〈cˆ〉
∂t
∣∣∣∣
dis
= −
γIX
2
〈cˆ〉, (A5)
∂nR
∂t
∣∣∣∣
dis
= −γRnR.
Interaction with reservoir. The dynamics of the sys-
tem caused by interaction with exciton reservoir can be
calculated in Born-Markov approximation as
∂〈bˆ〉
∂t
∣∣∣∣∣
int
= δ∆E
{〈[
Hˆ−, [bˆ, Hˆ+]
]〉
+
〈[
Hˆ+, [bˆ, Hˆ−]
]〉}
,
(A6)
where δR is inverse broadening of exciton states divided
by ~2. Calculation of commutators one by one gives
[bˆ, Hˆ−] = 0, [bˆ, Hˆ+] = Rph
∑
k rˆkdˆ
+
k ,
[
Hˆ+, [bˆ, Hˆ−]
]
=
R2ph
∑
k(rˆ
†
k rˆk − dˆ
†
kdˆk)bˆ. Finally,
∂〈bˆ〉
∂t
∣∣∣∣∣
int
= δ∆ER
2
ph
∑
k
(nRk − n
ph
k )〈bˆ〉 (A7)
= δ∆ER
2
ph
(
NR −
∑
k
nphk
)
〈bˆ〉.
In the same way for reservoir states we get
∂NR
∂t
∣∣∣∣
int
=
∑
k
∂nRk
∂t
∣∣∣∣
int
(A8)
=
∑
k
{〈[
Hˆ−, [rˆ†rˆ, Hˆ+]
]〉
+
〈[
Hˆ+, [rˆ†rˆ, Hˆ−]
]〉}
=− 2δ∆ER
2
ph
(
|〈bˆ〉|2NR +
∑
k
[(nphk + 1)n
R
k − |〈bˆ〉|
2nphk ]
)
.
Here the relevant term corresponds to the stimulated
scattering between reservoir and coherent mode, while
spontaneous scattering can be usually neglected.
Incoherent pump. The pump of reservoir can be intro-
duced using the Lindblad superoperator for incoherent
pumping of each reservoir state with momentum q, and
is given by:2
∂nRq
∂t
∣∣∣∣∣
pump
= Tr
{
rˆ†q rˆq
∑
k
Pk(t)
(
rˆkρrˆ
†
k + rˆ
†
kρrˆk − rˆ
†
k rˆkρ
(A9)
−ρrˆkrˆ
†
k
)}
= Pq(t),
where Pq(t) corresponds to an incoherent pumping rate
of a single reservoir state. Considering identical reser-
voir states, we can write equation for the total reservoir
occupation as
∂NR
∂t
∣∣∣∣
pump
=
∑
q
∂nRq
∂t
∣∣∣∣∣
pump
=
∑
q
Pq(t) ≡ P (t),
(A10)
where we defined the total incoherent pumping rate P (t)
as a sum of single state pumps.
Combining the all contributions, for the time dynamics
we come to the system of coupled equations (4)-(7).
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