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Nontechnical Summary 
L e t  Xo, X1, . .. be a sequence of non-negative in t ege r  valued 
random va r i ab le s  with t h e  property t h a t  
Pr(Xn+l = j l X o  = xo, ... , x ~ , ~  = x n-1’ x n = i ) = p  i j  
X n. The co l l ec t ion  of random va r i ab le s  n’ f o r  a l l  i, j ,  xo, , 
{Xn) is c a l l e d  a Markov chain and t h e  pij 
are ca l l ed  t r a n s i t i o n  
p r o b a b i l i t i e s ,  We r e f e r  t o  Xn as t h e  s t a t e  of t h e  process a t  time E,  
Let wi be t h e  cost  incurred a t  t i m e  n if t h e  process i s  i n  state i 
at  t h a t  time. Consider t h e  system of equations 
i n  t h e  -unknown va r i ab le s  
connection with construct ing optimal rules f o r  cont ro l l ing  Markovian 
g, vo, vl, ..(. Such a system a r i s e s  i n  
dec is ion  processes. Also t h e  numbers g, vo, vl, . are of i n t e r e s t  
i n  t h e i r  own r i g h t .  Of ten  g i s  the  long run expected average cost  
and v - v i s  t h e  l i m i t ,  as n + 03, of t h e  d i f fe rence  between 
expected t o t a l  cost  during times 0, 1, ..* , n given t h a t  t h e  process 
i j  
siai.is i r i  siaies i aria j respeciiveiy. 
We show i n  t h i s  paper t h a t  one so lu t ion  t o  the  system (1) i s  given 
by 
i 
provided t h a t  t h e  expected time m required t o  go from state i t o  i o  
state 0 i s  f i n i t e  and t h a t  t h e  expected cost  c incurred during 
t h a t  time i s  a l s o  f i n i t e ,  i = 0, 1, Notice t h a t  v = 0. 
io 
0 
A s  an i l l u s t r a t i o n  of t h e  above ideas ,  consider a s ing le  i t e m  
inventory model i n  which t h e  demands dn per iods 1, 2, . O .  are indepen- 
dent., A demand of s i ze  one occurs with p robab i l i t y  p, 0 < p < 1, and ’ 
a demand of s i z e  zero occurs with probabi l i ty  1 - p. Let  X denote 
t h e  stock on hand a t  the  beginning of period n. An order  f o r  one u n i t  
n 
i s  placed i n  period n with immediate de l ivery  i f  X = 0; otherwise, 
no order  is  placed i n  period n. There i s  a un i t  cost  h f o r  each un i t  
of s tock on hand af ter  ordering i n  a period. There is  a cost  K f o r  
n 
placing an order  i n  a period. Under these  assumptions t h e  nonzero 
t r a n s i t i o n  p r o b a b i l i t i e s  are 
Pi ,  i-1 i 
Thus t h e  system (1) becomes 
p, = p, pol = 1 - p, pii = P - p, and 
= p, i = 1, 2, . Also wo = K + h and w = h i ,  i = 1 , 2 , . # .  . 
g + v0 = K + h + pv0 + (1 - p)vl 
g + vi = i h  + pvi,l + (1 - p)vi, i = 1, 2, . o o  
The so lu t ion  given i n  (2) i s  
g = p K + h ,  
ii 
Thus 
order ing policy.  Also vi i s  t h e  l i m i t ,  as n +m, of t h e  amount by 
which t h e  expected cost  i n  per iods 0, 1, . O .  , n starting with i 
u n i t s  of stock on hand exceeds t'mt s t a r t i n g  with no stock on hand. 
g i s  here t h e  long run expected average cost  under t h e  ind ica ted  
iii 
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Let  {X,], n = 0, 1, ... , be a Markov chain having a s t a t e  space 
cons is t ing  of t h e  non-negative in tegers  and having s t a t iona ry  t r a n s i t i o n  
p r o b a b i l i t i e s  {p,;] .  Let {w 1 ,  i = 0, 1, ... , be a sequence of real 
numbers. Consider t h e  system of equations 
LJ 1 
g + v i = w  + pijvj, i = o ,  1, ... , 
i j = o  
i n  the  unknown variables {g, vo, vl, 1 .  I n  [2], t h e  system (1) 
arises i n  connection with conditions f o r  the  exis tence and construct ion 
of optimal r u l e s  for cont ro l l ing  a Markovian dec is ion  process.  For a 
f i n i t e  state space exis tence of so lu t ions  t o  (I-> i s  guaranteed by the  
condi t ion t h a t  t he  Markov chain have a t  most one ergodic c l a s s  of s t a t e s .  
(See [ 3 ] . )  I n  t h i s  note we give condi t ions ensuring the  exis tence 
(Theorem 1) and uniqueness (Theorem 2 )  of so lu t ions  t o  (1). 
Let 
j , n = 0 , 1 ,  ... , 
p* = E C Z n ( j ) / X o  = , i, j = 0, 1, , 
o i j  In=, ii 
1 
and 
m 
If t h e  last series converges absolutely,  then m i s  t h e  mean first 
passage t i m e  from i t o  0 and we say m i s  f i n i t e .  If t h e  mio 
a r e  a l l  f i n i t e ,  as we assume throughout, then state 0 i s  pos i t i ve  
i o  
i o  
recur ren t  and the re  i s  only one recurrent  c lass .  
m / m  \ 
Let yn = 2 w.Z  ( j )  and cio = E ' 1 y /x = 
j =o J n  \ \"=" n o  
BJ- a n  obv5om general izat ion of Theorem 5 in [l, p. 811 we ge t  
m 
pX.w provided t h e  s e r i e s  i s  absolutely convergent. If the  
'io = .E o ij j 
J =O 
series i s  absolu te ly  convergent we say c i s  f i n i t e .  I n  appl ica t ions  
w, i s  o f t en  t h e  cos t  incurred when i n  state i so c i s  then  t h e  
expected cos t  during a first passage f r o m  i t o  0 .  
io 
I i o  
Theorem 1 (Existence) 
If the  numbers mio and cio9 i = 0, 1, .,. , are f i n i t e ,  then 
t h e  numbers 
C 
00 
00 
g = -  and v = c - gmio, i = 0, 1, ... m i i o  
m 
s a t i s f y  (1) and 1 pijvj converges absolutely,  i = 0, I, . a I) 
j =o 
Proof: -
00 
2 
/ m  \ 
m m  
= WT + 1 C E(y;ixo = 1 n=l  j=o  
a m  
= + 2 1 E(Y;Ix~ = i, x1 = j ) p i j  
j = o  n=l 
CQ 
= q +  1 p v i j  j j = o  
so (1) holds. The interchange of expectation and summation i s  j u s t i f i e d  
s ince  t h e  f i n i t e n e s s  of t he  m and cio imply t h a t  
i o  
03 
1 E( IY:l Xo = i) < m. This i n  turn  implies t h a t  t h e  series above are  
n= o 
.absolutely convergent so t h e  interchange of summations i s  a l s o  j u s t i f i e d .  
Theorem 2 (Uniqueness) 
and cio, i = 0, 1, .,, , are f i n i t e ,  i f  
C m 
, i = 0, 1, ... converges absolutely,  and i f  
m J =O 00 ; 
{g, vo, vl, . . . I  i s  a sequence with oprjvj ,  i = 0, 1, . . *  , 
J=O 
converging absolutely,  then 
i f  t h e r e  i s  a real number r such t h a t  
(g, vo, vl, . . . I  s a t i s f i e s  (1) i f  and onl:q 
(3) 
L! 
00 
00 
g = -  and v = c  - g m i o + s , i = O , l  , . . . .  m i i o  
Proof: 
It i s  immediate from t h e  hypotheses and Theorem 1 t h a t  
03 
p* .v .Z o ij j {g, vo, vl, ... ) 
converges absolu te ly  a s  wel l  as 
defined i n  ( 3 )  s a t i s f i e s  (1) and 
00 j =o 
1 pijvj. L e t  {g '  , v;, v i ,  , o .  1 be 
j =o 
3 
. 
m 
p?.v! converging absc lu t e ly  for .I 0 1J J 
J =O 
any o the r  so lu t ion  t o  (1) with 
m 
i = 0, 1, D . .  . Hence 1 pikvi i s  absolu te ly  convergent. Now pre- 
k=o 
P+ - o c i  multiplying both s ides  of (1) by 5 = -, summing over i = 0, 1, , i m  
00 
03 03 
using t h e  r e l a t i o n s  1 ni = 1 and TI = 1 pkgTk, j = 0 ,  1, * * .  , and 
i=o  j kTQ 
t h e  f a c t  t h a t  t h e  interchange of  summations i s  j u s t i f i e d ,  we ge t  
m 
g'  = 5 w which i s  independent of Cv;, vi, c ? .  Thus s ince  
i i  i=o  
{g, vo, vl, . . . I  s a t i s f i e s  (1) we must have g = g ' .  
Let t ing  A. 1 = v! 1 - v i' i = 0 J 1, 0 - 0 we ge t  fram (1) on subtrac- 
t i n g  one system from t h e  o ther  t ha t  
(4) 
00 
Ai = pijnj, i = 0,  1, ..* 
j =o 
n Let 7 = P r ( X n  = j l X o  = i). Evidently f o r  N = 1, 2 ,  
'5 j 
so 
( 5 )  j = 0,  1, O O .  
Since t h e  s e r i e s  on t h e  r igh t  side of (5 )  converges absolu te ly  by hypoth- 
00 
= TI we ge t  from t h e  dominated convergence l i m  - 1 pij 1 N j' e s i s ,  and N 4 0 3  n=l  
theorem t h a t  
4 
I . 
4 
m 00 00 
m 
n Since from (5 ) ,  
y ie ld ing  
1 pijAj converges absolu te ly  );e can i t e r a t e  (4), 
j=o 
m 
n 
Ai = c PijAj, i = 0 , 1, . = e  j n = 1, 2, e * *  . 
j =o 
Hence on subs t i t u t ing  (7) i n t o  (6)  
m 
ni = c ri A i = 0, 1, . 
j=o  j j' 
Thus Ai i s  independent of i, which completes the proofo 
Example : 
If t h e  sequences { m  1 and {wi), i = 0, 1, . . +  , are bounded, i o  
then so i s  the  sequence I C  1, i = 0, 1, r) , since i o  
leio/ 5 sup mk0IwjI. 
k,.i 
Thus Theorem 1 app l i e s  and i n  addi t ion  t h e  solutior! 
t o  (1) gi& i n  ( 2 )  i s  bounded. This r e s u l t  i s  used i n  [ 2 ]  
We remark t h a t  s ince 
w rn 
where 
5 
m 
j = o  1 opEj 
provided 
ujl 
t h a t  1 opEj I u .  1 i s  absolutely convergent e ThGs the  hypoth- 
i s  absolu te ly  convergent for every recurrent  s t a t e  k 
m 
j=o  J 
eses of Theorems 1 and 2 could have been s t a t ed  only f o r  s t a t e  0 and 
t n e  t r ans i en t  s t a t e s .  
6 
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