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Abstract
A Monte Carlo method to solve radiation transport problems by using
the ILLIAC IV is discussed. An emphasis is put on the special features
to be encountered in parallel computation: data structure, PE efficiency,
etc. A test program implemented in GLYPNIR—an ILLIAC IV language—is
shown and some preliminary results on its statistical properties are also
discussed.
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1 . INTRODUCTION
The Monte Carlo Method started its history in 1777 when
Conte de Buffon (1707-1788) presented a famous problem to calculate tt by
tossing needles (Buffon's problem). (Ref. [1] ). Real progress was
not made until digital computers became available. In 1947
J. von Neumann, R. Richtmyer and S. Ulam used the ENIAC to solve neutron
diffusion problems by simulating the movement of particles. (Ref. [12]).
Since then, development has been remarkable in fields such as
partial differential equations, definite integrals, serving systems,
linear equations and transport problems. (Ref. [10] ). In transport
problems a necessity to calculate neutron flux within reactors or gamma-
ray flux through shielding walls has encouraged the development of more
efficient algorithms.
Due to their statistical nature, simulation of random processes
on a digital computer requires a large memory and fast logical and arith-
metic operations to obtain necessary accuracy. The aarallel structure of
the ILLIAC IV computer, although originally designed for matrix problems
or partial differential equations, is applicable to random simulation.
This paper is concerned with the application of the ILLIAC IV to radiation
transport problems.
In this chapter, a physical model and the basic equations are
presented. Certain other assumptions are also discussed. Special fea-
tures to be encountered in parallel computation will be discussed in the
subsequent chapters.
1. 1 Basic Equations
The physical phenomenon described in this paper is "non-
linear radiation transport" in the low energy region, which is en-
countered, for example, in the study of stellar atmosphere. (Ref. [2],
[4], [7]).
Consider a block of material (or gas, to be referred to as
"medium" hereafter) which is not necessarily homogeneous. Let a beam of
photons be incident on it (or let a heat source be attached to it). Some
of the photons will pass through the medium undisturbed, some will be
absorbed by the medium and release their energy to it, while others will
be scattered into new directions (with new energies). Since the absorption
of photons affects the local temperature and the change of the temperature
itself affects the emission of photons, the whole process is rather com-
plicated. Evolution of the photon intensity and the temperature is given
in the form of a system of nonlinear integro-differential equations as
will be shown below.
Let dE denote the radiation energy in a frequency range
(v,v, + dv) which is transported across an element of area dS at x and
in directions confined to a solid angle dfl during a time dt. (Fig. 1.1).
Then the intensity I (x,u,v) is defined as follows:
dEv= I (x,u,v) cos dvdSdftdt
The basic equation which I satisfies is:
— I (x,u,v) = - atot I (x,y,v) + B(x,y,v)
ds
+ ascatt • // P (v+y) I (x,y,v)dy'dft
(1,1)
The left hand side of (1,1) is the total change of the intensity along the
path of radiation; its more explicit form is dependent on the geometry
which one is to consider (Cartesian, spherical, etc.). Table 1.1 shows
some examples.
The first term on the right hand side represents diminution of
the radiation caused by various kinds of interaction: absorption, scat-
tering, or pair-creation (only in high energy region). The probability of
the occurrence of each interaction is expressed in terms of cross section,
atot is the total cross section and of course atot = aabs + ascatt + . . . .
The second term is the source term which includes the black body radiation
(note that the absorption of photons causes re-emission of new photons
through this process), pair-annihilation (only in high energy region) and
some other heat sources. In astrophysics, the assumption of local thermo-
dynamical equilibrium is often adopted. That is,, if the temperature in the
medium varies very slowly with relation to position then the laws of thermo-
dynamic equilibrium are still applicable at each point with the local tem-
perature. Therefore, photons are re-emitted according to "Kirchhoff's law:"
B(x,y,v) = aabs • 2hy 1
c^ exp /-hv-j
where aabs and T depend on x.
Note that the temperature T is involved in a non-linear way.
The third term is the scattering term and represents a contri-
bution from other directions u" into y. P denotes the scattering probabil-
ity from y' to y. If Thomson scattering is assumed, then
3_
16
2
P(cos 0) = (1 + cos 0)
and
2
li" = ]s ' cos -/ 1-u* sin cos (ip'-ty)
(See Fig. 1.2)
The temperature T, on the other hand, changes with time according to the
following equation:
pCviT
=
c^ Jo aabs v
(rl)
exp
hv
kT
- 1
dv
where
P
Cv
aabs
+ / dv J aabs
-1
density
specific heat
I (x,u ,v) dv
(1,2)
absorption cross section
(dependent on x and T also depends on x)
The left hand side of (1,2) is the change of stored energy in the medium.
The first term on the right hand side is the loss of energy due to the
black body radiation. The second term is the gain of energy due to the
absorbed photons. Hence, (1,1) and (1,2) describe the energy balance of
the total system. (Fig. 1.3). If I is averaged over frequency, then those
equations become simpler . That is,
ds
I(x,y,t) = - (aabs + ascatt) I(x,u,t) + ascatt J I(x,U ,t)
-1
and
P(y,u')dy' + aabs qstephan T(x,t) + S(x,y)
IT
a,ir
, i
pCv aT(x,t) = - aabs qstephan T(x,t) + aabs
J
I(x,y " ,t)dy
3t tt -1
(1,2)
1.2 The Model for Monte Carlo Calculation (general discussion)
This section describes the model implemented on ILLIAC IV.
(1) The geometry is two dimensional. (Density is assumed to be
uniform with regard to the third coordinate although particles
travel in three dimensional space).
(2) The material is expressed as 64 x 8 cells (it is easy to
extend up to 64 x 64); each cell can have variable density and
specific heat.
(3) Absorption is due to the photo-electric effect, and its cross
section can be factored as a density dependent term and another
term which is dependent on photon energy. The same thing is
assumed as for scattering cross section.
aabs = p(x,y) • k(E)
oscatt = p(x,y) * A(E)
p(x,y), k(E) and X(E) can be stored as tables and linear inter-
polation is used to generate cross sections.
(4) The number of particles which are to be created is dependent
on the local temperature. There are two alternatives as to their
energies: Planckian distribution or mono-energetic (the latter
is adopted for the test program)
.
Photons are modeled as a particle table. The term "particles"
should be distinguished from "photons" hereafter. The former means
pseudo-photons within a computer whereas the latter means actual photons.
The table size is limited by the size of memory available. Refer to
Chapter 3 for the actual table size. The medium has been divided into
small cells of Ax • Ax. The time unit is At.
1. 3 Creation of Particles
At the beginning of a time step, the number of particles to be
created in cells is determined according to the temperature. As the table
size is limited, more particles are assigned to those cells which are hot.
Therefore, only the cell numbers are assigned to the new particles at this
stage.
The creation of new particles follows. The quantities given
below are assigned to each of the new particles:
(1) relative coordinates x and y . . . . (uniformly distributed)
(2) direction cosine u (uniformly distributed)
(3) sine and cosine of azimuthal angle . (uniformly distributed)
(4) survival distance (path length). . .(exponentially distrib-
uted)
(5) fraction g to indicate at what time £;At this particle
was created (uniformly distributed)
1.4 Processing a Time Step
After all the new particles are created, the table scanning
starts. The position of a particle is incremented as follows:
x' = x + vu_At
/—
2
y' = y + v /1-u sin $ -At
The distance which a particle is supposed to travel (1 = vAt) is compared
with -r/otot where otot = aabs + ascatt, and if the former is larger than
the latter an interaction is assumed to occur. The type of interaction
is determined by generating a uniformly distributed random number and
comparing it with aabs/atot. If the random number is less than this quan-
tity, absorption is taken and the energy of the particle is added to
the cell in which the interaction occurred. This particle is to be de-
stroyed.
On the other hand, if the random number is greater than this
quantity, then the interaction is scattering and new angles, new survival
distances are selected and assigned to the particle.
1.5 The New Temperature
After the scanning of the particle table, the intensity in each
cell is computed by summing the particles in it. Then the new temper-
ature is computed.
The last three sections are a narrative description of the Monte
Carlo program. A flow chart of the computation process (not the program)
is shown in Figure 1.4. In the subsequent chapters particular problems
for parallel processing are to be discussed.
Table 1.1
d .n
+ _3_
ds c 3t 3x (slab-symmetry)
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_J_
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Figure 1.1 Definition of Intensity
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2. RANDOM SAMPLING
An important part of a Monte Carlo method is the generation of
good random numbers. The generation of uniformly distributed random
numbers is discussed in Section 2.1. Transformation from the uniform
distribution to an arbitrary distribution is discussed with some examples
which are encountered in transport problems (Sections 2.2 and 2.3). In
this and subsequent chapters, an emphasis is put on the application of the
Monte Carlo method to the ILLIAC IV computer, and readers are assumed to have
a fundamental knowledge of it (especially its architecture). (Ref. [11]).
Terms such as PE (the processing element), CU (the control unit) will be used
2. 1 Linear Congruential Method
Since von Neumann's middle-square method several methods have
been investigated to generate uniformly distributed random numbers.
(Ref. [6]). The linear congruential method is generally accepted to be the
best for digital computers for the following reasons:
(1) it is easy to calculate the subsequent random number from
the updated one,
(2) only a very small space in the memory is required (unlike
storing the entire or partial table of random numbers),
(3) repeated reproduction of the same sequence is possible,
(4) the period of random sequence is long (if proper coefficients
are chosen)
.
The linear congruential method can be described by the following
formula:
11
Xn+1 = (AXn + C) mod T (2,1)
where A and C are constants, Xn is the nth random number and T
is also a constant. The initial value Xo is given. Xn ranges between
and T. &n =Kn /T ranges in (0,1). The method is called multiplicative if
C = 0. Otherwise, it is called mixed congruential. T is usually chosen
48
to be the register length of the computer (2 in ILLIAC IV) . A and C
must be such that Xn yields good uniform random sequence. Consult reference
[6] or [14] for detail, since the principle of this method is not to be
presented in this paper. The method which has been adopted for the ILLIAC
IV is the multiplicative congruential method (Ref. [14]) but it is also
possible to use the mixed congruential method. In both methods the coef-
ficients should be chosen to give the longest possible period of random
sequence so that one sequence of random numbers can be decomposed into 64
sufficiently long subsequences. The easiest way is to divide the entire
sequence into 64 subsequences and generate each subsequence in a different
PE. The problem with this method is the serial correlations of random
numbers across PEs or within each PE. For example, if each processor ele-
20
ment starts with every 2 random number of the original sequence then the
20
correlations of random numbers separated by distance 2 or its multiples
must be closely examined, because they will be generated simultaneously in
PEs and any non-negligible correlation among them could cause trouble.
Nothing is known about the correlations over that long distance for the co-
efficients currently recommended for conventional machines. Usually serial
correlations of distance up to 10 or 20 are examined. Therefore, closer
attention must be paid to choosing proper coefficients.
There is a formula about the bound of serial correlation factor
of any distance r (Ref. [5]):
12
A , ... 6C ,
p < __r + 1_ (1 - r + 6
r~ T A T
r
C
r ) (2,2)
where X = (A Xs + C ) mod T
s + r r r
A = A
r
mod T
r
C = C • A
r
-1
. m
r .
.,
mod T
A-l
n-r n 2
I \ ' Xk+r " S \)
p = lim k=l
R
k=l *
r 1
n-x» n o n 7
I \ ~ (I \)
k=l * k=l k
A_. ~ /f in (2,2) yields the smallest serial correlation factor p r in mixed
congruential methods. But it is impossible to choose A so that A. , A„ , . . .
all become the order of /T . Therefore, an actual test run in each case is
necessary. Refer to a document to be published in the future for the result
of the example given in Reference [14]. (A=5 , C=0, T>2 ).
The method to use—multiplicative or mixed— is another problem.
Statistical tests have shown that the multiplicative method is better than
the mixed. (Ref. [9]). The advantage of the mixed method is that all the
integers between and T are covered so that sequence can be started at any
number. In the multiplicative method, on the other hand, the initial ran-
dom number must be chosen very carefully. The actual algorithm used for the
computation on ILLIAC IV will be given in a document to be published.
2.2 Random Sampling from a Given Distribution Function
There are several methods to sample random numbers of a given
distribution of uniform random numbers.
2.2.1 Rejection Method
The rejection method was proposed by von Neumann and was used in his
works on neutron transport simulation. (Ref. [13]). Theoretically, this method
can be applied to any type of density function. It is not efficient, however,
13
for the functions which have sharp maxima. In those cases many random
numbers are wasted and as a consequence the number of trials increases.
If a density function has a domain [a,b] and maximum value f , the rate
max
of success is l/(f x (b - a)). (Fig. 2.1). This disadvantage is disas-
max
trous if the method is applied in a straightforward way to parallel
sampling, since one cannot proceed to the next step until all the PEs
accept random numbers.
Suppose, for example, that there are N PEs, each of which samples
a random number in parallel using the rejection method. Let p denote the
probability of accepting a random number in a PE in each individual trial,
i.e. p = l/(f x (b - a)). Then the probability that each PE has
max
accepted at least one random number after r trials is
P (p, r, N) = {1 - (1 - p)
r
}
N
(2,3)
This can be shown very easily because (1 - p) is the probability that
none of the r trials are successful for individual PE.
Take Planckian case, for example. Then
15 x
3
f (x) = — * 7-t t- f = .23
4 exp (x) - 1 max
IT
f(10) = .8 x 10" 2 .*. F(10n (Take b = 10 and a = 0)
then p = 1/ (23 x 10) = .435
with N = 64 (ILLIAC IV),
P (.435, r, 64) = {1 - (.565)
r
}
64
Several curves are plotted in Figures 2.2 and 2.3. Figure 2.2
shows a rapid fall-off of the efficiency with the decrease of p.
As models become more complicated, various kinds of distribution
functions will appear to determine scattering angles for high energy par-
ticles (Klein-Nishina's formula) or pair creations followed by reannihilation
14
etc. Each of these processes contains several branches in itself; overall
efficiency is not high. Table 2.1 shows some examples taken from Reference
[15]. Efficient implementation of these processes using the rejection meth-
od for the ILLIAC IV is very difficult.
2.2.2 Method of Inverse Function
If a distribution function F has an inverse function F which
is not complicated to evaluate, then a random number x can be sampled
from f=F' according to the following formula:
R = [I f(x')dx'
or x = F
_1
(R)
where f is a density function, and R is a uniformly
distributed random number
The advantage of this method is that all the PEs can produce random num-
bers simultaneously. But this advantage will be cancelled out if F is
very complicated and takes a long time to evaluate. Exponential distri-
bution is a typical example for use of this method:
f(x) = Xexp(-Xx), x = 1/X log (1-R)
where R is a sampled uniform random number .
2.2.3 Approximation of Distribution Functions by some Simpler Ones
If the inverse of distribution functions cannot be obtained
explicitly, or are not simple to calculate, they are approximated by some
simpler functions, or more frequently by a set of data points. The latter
is essentially equivalent to the inverse linear interpolation with table
lookup technique.
The method can be described as follows
:
The region (0,1) on the ordinate (i.e., accumulated distribution function)
is divided into N equal subintervals . Then a uniform random number R is
15
sampled and the interval in which it is located is checked. A random
number X with required distribution f is calculated by using ordinates and
abscissas of the two points which are the edges of the selected subinter-
vals, i.e. , if F k<R<Fk+1 , then x
= (Fk+1
- R) • X
fc
+ (R - F
fc
) " X^
+±
=
~~
p - F
k + 1
Xk (k + 1
- N-R) + \+1 (N-R - k) (2,4)
The basic idea of this method is to chop the graph of a given
probability distribution function f into N strips of equal area and ap-
proximate f by the average fk in each interval so that fk • (X, , - X, )=1/N,
(Fig. 2.4). Obviously the accuracy is good near maximum point of f where
the width of the strip is relatively narrow. On the other hand, it is not
good in the region where f is close to zero (e.g. edge regions of Gaussian
or Planckian type distributions). Figure 2.5 shows an example of Planckian
distribution. (Sampling number = 10,000, N = 32).
Sometimes a density function contains a parameter y . Consider
the following example:
F(x,u) = 1/8 {(3-y 2 )x + (y
2
- l/3)x3 } 0<x, y<l (2,5)
which is used to determine a new direction cosine x from an old one, y 5 in
one dimensional radiative transport problems. Interpolation in this case
involves two variables, x and y. Data is stored as a reference table; they
are values x(k,m) (0<k,m<n) , which satisfy F(x(k,m),ym ) = k/N (0<k,m<_l). A
random number x for given y is then calculated by:
x(y) - (y
m+1
- y) *(v=vm ) + (y-ym ) x(y=ym+1 )
= X(k,m)(k+l-N-R)(m+l-y.N) + X(k,m+1) (k+l-N'R) (u'N-m) +X(k+l,m)
(N-R-k)(m+l-yN) + X(k+l,m+l) (N-R-k) (y -N-m) where y <y<y ,
m m+x
X(i,j) = F~ (i/N,y.) and k,m are chosen so that (R,y) in X-y
16
plane is inside a trapezoid formed by four points (X(k,m) ,m)
,
(X(k+l,m) ,m)
,
(X(K,m+l),m+l), and (X(K+1 ,m+l) ,m+l)
.
More precisely, linear interpolation is first applied to the two
planes u = u and u = u separately, then the two lines obtained as a
m m+1
result are used to get the ultimate interpolation line which is parallel to the
x = constant plane and on which the point in question is located. Therefore,
the following errors must be taken into account:
E I < max
mi —
t v
(V \+i> i
2| • (xk+1 - x) (x - ^ 1%3x
| y
=
Mm
E ,J<
m+1 1
_
max
' (vW &3x^ v=n ' (\+l ~ x)(x " Xk ) /2m+1
mi
= maX (
l
E
ml' IVlP'
= max
(
^m' ^m+l }
3y'
(Um+1 - V)(viij /2,
x = x
E < E + E < (h
2
M + k
2
M' ) /8
tot — m x —
(2,7)
where
h = (\+l " Xk )
k = ymxi " y
M = max
'm+1
2
M' = max
3 f
3X7
2,
3|i'
Example: N = 32
F ={{3 -y
2
) • x + (y
2
- l/3)x3 }• 3/8
M - 3/2 (0<x,y<l)
H = /a/ 6 (0<x,y<l)
,
'. E < 1/8 • 1/1024 ' (3/2 + /l/e )tot —
2.2 • 10
-5
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This method is good when memory size is not valuable compared
with the number of arithmetic operations or when F(x,y) is very complicated
to evaluate.
2.2.4 Root-finding Method
Sometimes formulae for functional iteration (such as Newton's
formula) are useful to generate random numbers.
Suppose the probability density function is p(x) and its accumu-
lated distribution function is F(x). If a random number R is sampled out
of a uniform population in [0,1], then F(x) - R = when solved for x,
yields a random sample from p(x). Several iterations of Newton's method
are enough to get a satisfactory result if F(x) is not too ill-behaved.
It is very important in parallel computation that all PEs get
accurate values after a certain number of iterations, regardless of the
distribution of Rs. (Note that all PEs have different Rs) . In the ILLIAC
IV, any logical decision which involves the CU (control unit) takes a long
time and is desirable to avoid. The following illustrates this. To de-
2
termine a scattering angle in Thomson scattering, p(x) = 3/4 (1 + x )
3
(0<x<l). Hence F(x) = 3/4 (x + x ) and Newton's formula to calculate a
next approximation is:
x
3
X ,- = X - F(Xn) = 4/3 • R + ^-
n+1 n . r IUXn;
1 + Xn^ (2,8)
X
n
=
. 7 turned out to be the best as the initial value; three iterations
—8
give satisfactory results (<10 ), whatever R may be.
In general, this method is not very efficient if evaluation of the
right hand side of (2,8) requires much computation; i.e., some transcendental
functions such as exponential or sine are involved. The third method and
18
the fourth method of this section are complimentary to each other in a
sense. Note that both the root-finding and the inverse function method
share an advantage over the interpolation method. They require less memory
space.
2. 3 Some Remarks on Random Sampling
2.3.1 Forcing (sampling exactly n samples out of N )
Forcing is one of the techniques to reduce the variance of sampling.
Suppose 10% of samples out of a population which contains N elements are
selected. The simplest way is to generate random numbers R and compare-
them with 0.1. If R<0.1 at the Kth trial then select the Kth element.
Thus at the end of N trials, 0.1N samples on the average will be obtained.
But sometimes exactly 0.1N samples might be needed.
The alternative method is to keep changing the criterion at each
step so that exactly 0.1N samples can be obtained at the end. This is
shown in Reference [6], for example. The probability of selecting the K - 1st
element is 0. IN - n if n samples have already been sampled in the K steps.
N-k
This method is applicable to the ILLIAC IV in the usual way within
PEs. It is difficult, however, to apply it to select exactly n PEs out of
64, although this kind of problem may be occasionally encountered. The
reason is that the process is inherently sequential in the sense that the
probability to pick up the t + 1st element is dependent on the number of
elements selected so far. Therefore, an efficient parallel selection is
difficult.
In the case in which the sampling criterion n is large it is
possible to increase the efficiency by dividing 64 PEs into several sub-
groups of the same number of PEs such as 4 groups of 16 PEs, and each group
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selects n/4 PEs randomly within itself. But the sampling is not free from
biasing and it might cause trouble in some cases.
2.3.2 Shuffling (or random permutation of data)
Shuffling is also a task which is not easily adopted to the ILLIAC
IV. Data can be shuffled in both ways—within PEs or across PEs. The
former case causes no trouble and the algorithm to be stated below works
in parallel, but one will encounter the same difficulty as with forcing
in the latter case. There are two problems involved in the random permu-
tation: (1) how to generate addresses to send data to and (2) how to send
data actually. The first problem is equivalent to generating 64 random
integers (0 % 63) each of which is different from all others. If each PE
generated a random integer independently of others, the probability of
64 -64
success is 641/64 ^ e . The algorithm suggested by Knuth (Ref. [6])
is applicable, but not efficient. It states:
Suppose the data are A(l) through A(N). In the first step of the
problem given above, A(i) is in the i - 1th PE and exchange of data is
performed by means of the routing registers. Now, there is a register R
which contains an integer. Initial value of R is N. Then a random integer
S is generated which ranges from 1 to the content of R. Interchange A(S)
with A(R) . Decrease the content of R by 1. Generate S, interchange, . . .
and so forth. This process is continued until R becomes 1.
Obviously, the method is sequential and 64 pairs of routing (for-
ward and backward) are necessary.
The second step of the given problem (namely, sending data to a
specified address) is a special case of the table lookup method, in which
the one-to-one correspondence between the sources and destinations is
guaranteed. The only conceivable method is to use the routing register as
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"conveyer" to put all the data on and to drop the appropriate data to
their destinations after each routing of distance 1. This takes 64 rou-
tings in the worst case.
Table 2.1
Type of Processes (1) p = n
-1(2) (3)
exponential distribution 4.3
sin<{> and cos<j>
( $: uniform)
direction cosine (Covoyou) 5.42
direction cosine (von Neumann) 5.15
Compton scattering
Compton scattering (improved)
f -.7854
pair creation not shown
• 34~.65
.75~.93
not shown
Note:
(1) n
(2) p
(3) b
the number of generated random numbers on the average
efficiency (reciprocal of n)
the number of branches in a program which describes each process
The more the number of branches is, the less the PE efficiency
is.
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<KRi,R3<f MAX
a<R 2 ,R4<b
(UNIFORMLY DISTRIBUTED)
(Rl,R2) REJECTED
(R 3 ,R4 ) ACCEPTED
*• X
Figure 2.1 The Rejection Method
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3. FUNDAMENTAL STRUCTURE OF THE PROGRAM
Both this chapter and the next chapter describe a parallel version
of the Monte Carlo calculation of radiation transport. This chapter is
concerned with the fundamental structure and the problem of data stor-
age. In Section 3.1, several basic schemes are discussed and compared.
The "Particle Migration Scheme" has been adopted for the problem in Chapter
1.
The actual data structure of the "Particle Migration Scheme" is
described in detail in the next section. Several techniques such as con-
version of real type data into integers and chain structure are also dis-
cussed.
3.1 Basic Program Structures and Their Comparison
3.1.1 Geometrical Structure of the Medium and Hardware Structures of the
Computer
It is assumed in the subsequent discussions that the medium is
a two dimensional rectangle. Some examples are shown in Figure 3.1. The
simplest case is when the density of the medium p is a constant or slow-
varying function of coordinates so that the table for p can be contained
within a PE. Each PE can then cover the whole domain of the medium. In
such a case it does not matter which PE processes which particle; it remains
in the same PE until destroyed. The entire program becomes very simple
and the efficiency depends chiefly on the number of logical branches.
If the table for p is too large to store in one PE (or too uneco-
nomical), it must be distributed among PEs . In this case, the correspondence
of the hardware structure (PEs and their memory) to the geometrical struc-
ture of the medium (p table) becomes more explicit. Let the coordinate
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system attached to the medium be called the "reference coordinates". As
an example, if the X coordinate of the reference corresponds to the loca-
tion of PE memory and the Y coordinate to PE number then both structures
match each other. (Straight storage case) As will be discussed later
there are some other ways of storing p's, in which the correspondence
becomes more obscured. As for the particles, there are two different basic
points of view which consequently lead to two different program schemes.
The first scheme is to fix the reference coordinates to PEs so
that particles are transferred to the neighboring PEs as they move. In
other words, each PE is assigned within a certain region of the entire
medium. This view is similar to the "Eulerian View" in hydrodynamics and
will be called a "Particle Migration Scheme" in the following sections.
The second scheme, on the other hand, is that each PE contains a certain
number of particles which will be handled in it until they are destroyed.
Therefore, the new data on the medium are fetched to a PE in which a par-
ticle is stored that requires them. In other words, if one's eyes are
fixed on a PE (or the hardware structure) a particle stays in it and the
reference coordinates move in to the particle. One confusing thing about
this notion is that the motion of the reference coordinates varies with par-
ticles. This is to be called the "Coordinate Migration Scheme". The
Lagrangean formulation in hydrodynamics is somewhat similar to this scheme.
Comparisons of the two schemes will be made in the next sections.
3.1.2 Particle Migration Scheme
As has been discussed briefly in the beginning of this chapter,
particles actually migrate to the neighboring PE as they cross cell
boundaries. This is most efficiently performed by using ROUTE instruction.
The merit of this scheme is that the destinations of routing are limited to
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very few PEs. This makes a program work very efficiently. (Some
statistical results for a simple test program will be discussed in Chapter
5). There are several ways of assigning PEs to the parts of the medium.
The simplest one is shown in Figure 3.3-a. In this example, each PE is
assigned with a long strip of the domain, i.e., the Y direction corresponds
to processor number, whereas the X direction corresponds to the location
in the memory of each PE. If the geometrical structure of the material is
cylindrical and the source is located at its center, this configuration
can be adopted. The advantage is that the routing distances are +1 , -1,
or so that the program works very efficiently. In the example of Figure
3.3-a, the displacement of particles in the X direction does not involve
routing. There is a disadvantage in the straight storage if many par-
ticles escape outward from the edge of the medium. Then only PE63 and
PEO will have to take care of those which escape in positive and negative
y directions respectively after turning off all other PEs. This disparity
on the boundary can be solved by skewing the medium as shown in Figure 3.3-b.
It is obvious that the boundary is almost equally distributed but there are
now 5 different routing distances possible. There is also a problem that
the initial allocation of data on density becomes more complicated. (Fur-
ther comparison of both straight and skewed storage will be discussed in
Chapter 5).
If there is no cylindrical symmetry, the best way to distribute
the boundary equally is to form 8x8 squares (Checkerboard storage).
(Fig. 3.3-c,d). In these cases, there are 9 different routing distances
each of which corresponds to a neighbor of a cell or a cell itself. If each
particle carries a lot of information with it which has to be routed to its
destination, the increase in routing deteriorates. The boundary problem
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arises in this scheme too. In Figure 3. 3-d the boundary is more equally
distributed than in Figure 3.3-c.
The conclusion is that the way PEs should be assigned cells
is strongly dependent on what type of problem is to be solved and cannot be
determined a priori.
Reducing the variables characterizing each particle is as important
as reducing the number of different route distances. This will be discussed
and illustrated in detail in Section 3.2.
3.1.3 Coordinate Migration Method
In contrast to the particle migration method, particles stay in
their PEs all through their lives. This method involves a table lookup
problem. As time goes on, particles diffuse over the medium. They will
require the data on the density stored in various PEs. Generally, this method
is not applicable in practical cases. But when the table size describing
the density is small enough to store entirely in a few PEs (2^4) , then the
routing distance is limited and this method is usable. The routing proce-
dure for the "reduced density" is simpler than the particle migration method
in general, because the number of data to be routed is usually smaller. As
this method was not adopted in the program shown in Chapter 4 no further
detail will be discussed.
3. 2 Particle Migration Scheme
3.2.1 Particle Tables
Each "particle" in the table consists of such data as cell number,
(N) , relative coordinates within a cell, (X,Y), direction cosine, (u)
,
azimuthal angle, (sin <j> , cos <$>) , energy, (E) , fraction of time interval
At, (K) , survival distance, (t), weighting factor, (W) , and pointers. All
except the last one are physical quantities associated with a particle, which
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have been explained in Chapter 1. Pointers, on the other hand, are for
higher efficiency of computation. Certain techniques yield less memory
requirements and faster computation.
3.2.2 Packing Data and Integer-Real Conversion
The memory size problem is very serious because each PE has only
2048 words. Therefore, those previously mentioned data must be packed as
densely as possible. Fortunately, GLYPNIR enables any part of a word to
be loaded to a register as an integer. If 16 bits are enough for an integer,
4 such data can be packed into a full word. Real numbers, however, can be
only full-sized (48 bit mantissa) or half-sized (24 bit mantissa). It is
possible to store a real number in the form of an integer if it has some
upper limit. Such cases are: direction cosine, azimuthal angle, (|u|
,
|
sin <j>
| , |
cos <j)|<l) and relative coordinates (0<x, y<l). To accomplish
this, the following rules were used: to store a real number, multiply it
pby 2 (p = 15 , for example) and store the obtained integer into some location;
to read it out and compute with it, load it to a register as an integer,
shift it to the left end of the mantissa part, and change the exponent part.
With the combination of these techniques all the data on a particle are
packed into 4 full words or less. (Fig. 3.4).
3.2.3 Chain Structure
The efficiency of computation is greatly improved by linking
particles of the same characteristics (e.g. those to be scattered) to form
a chain. The pointers which have been mentioned in the beginning of this
chapter are for this purpose. Figure 3.5 shows how a pointer works. If
particles of particular interest are not linked, all the particles in the
1. GLYPNIR is a higher level language for ILLIAC IV. (Ref. [8]).
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table must be scanned. (Fig. 3.5-a).
On the other hand a pointer-linked table can be scanned efficiently.
Suppose the table size is M. I. is the length of the chain in the ith PE
and aM is the expectation value of I. (i = 0, 1, . . .63). Then the number
of steps to scan the table is ^ = max I.
0<i<63
The distinction between the linked and the unlinked is more obvious
if the entire table (M) consists of several, say N, subsets and any particle
belongs to one of them and only one of them. The number of steps is N x M
to scan the unlinked table, (because the table must be scanned N times),
while the number of steps to scan the linked table is:
N
L = I Max {I. (I)) <_ N x M
1=1 0<i£63 1
See appendix 1 for mathematical derivation and an example. An
illustrated example is also given in Figure 3.6.
Pointers can be either included in particle tables or separated
from them. The first method is good if there are only a few pointers.
(Such is the case of the program listed in this paper). But the second
method is better if there are many (^8) pointers associated with such par-
ticles; they need not be routed when a particle crosses cell boundary.
Suppose that every processor contains 100 particles each of which
consists of 4 words. The pointer must take values 0, 4, 8 . . .396 (<512).
Therefore, 8 pointers can be packed into a full word (64 bits). (Note that
8 bits are enough for each of them).
3.2.4 Material Table
The material table stores data such as energy (temperature), density,
specific heat of 64 x 32 cells, besides tables of absorption and scattering
coefficients. Each cell is assigned with two full words and data are packed
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in the same way as before, some as integers, some as real numbers.
If energy of newly created particles at each time step is to be
sampled from a Planckian population, its interpolation table must be stored
too.
3.2.5 I/O
Because of the limitation of memory size, only a portion of large
particle tables can be stored in the PE memories. Therefore, they must be
stored in disc memory after being processed sufficiently and a new particle
table must be brought into the PE memories. It is not efficient, however,
to stop processing while I/O is being done. A better way is to divide each
memory into three large blocks titled, NEW, OLD, PROCESS, which corresponds
to the area into which a new particle table is being read, the area from
which a particle table is stored into disc and the area of currently pro-
cessed particle tables, respectively. NEW becomes PROCESS, PROCESS becomes
OLD, OLD becomes NEW in the next phase and so on. (Fig. 3.7).
3.2.6 Total Capacity of Particles
The capacity of particles in the simple case when the medium con-
sists of 64 x 32 cells can be calculated by taking all the above things into
consideration:
Particles Medium
.a.
where
N : the number of particle table entries
E : table for random sampling (Planckian) + table for absorp-
tion and scattering coefficients - 50 (non-monochromatic)
(monochromatic)
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F : instructions and GLYPNIR system - 200
N = 1734/12 k 144
64N = 9200
Therefore, about 9200 entries are available for particles
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Figure 3.1 Some Examples of Geometrical Structure
of the Medium and the Corresponding Cell Number Assignment
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35
(a) STRAIGHT STORAGE
y
63 63 63
62 62
•
•
•
1 1 1
• • •
1
x
PE ASSIGNMENT
(ALL NUMBERS ARE ASSIGNED
ACCORDING TO FIG. 3.1)
PE NO. = CELL NO. DIV 64
(b) SKEWED STORAGE
y
63 1 61 62
•
•
•
2 3 1
1 2 • • • 63
1 2 62 63 X
k
+ 1 + 1 +i
81
-I -i -1
ROUTING PATTERN
-1
-2
+ 1
Si
-l
+2
+1
-*x
-x
ROUTING PATTERN
PE ASSIGNMENT
PE NO. =(CELL NO. DIV 64 + CELL NO. MOD 64) MOD 64
Figure 3.3 Some Examples of PE Assignment
in the Particle Migration Scheme
16 24
25
56
56
J.
10
24
17
8 16 24 32 4048 56 8 16 24 32 40 48 56 8 16
8
56
16
36
os
56
1« •
56| 1 6 |l6|24l32l40|48|56
-X
• • •
PE ASSIGNMENT (64 x 64)
r
-7 + 1 +9
-8 m +8
-9
-i +7
— h.
ROUTE PATTERN
Figure 3.3-c Some Examples of PE Assignment in the
Particle Migration Scheme (continued) - Straight Checkerboard Storage
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TNB+O CELL NO. POINTER 1 X y
TNB+1 SIN
<f> POINTER 2 P cos 4>
TNB+2 eAt ENERGY
TNB+3 WEIGHT T
Figure 3.4 An Example of Particle Table
(used in the test program in Appendix 3)
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PEM
• •
(a) WITHOUT CHAIN
STEP PEo PEi • • • PE63
1 ON OFF OFF
2 OFF ON OFF
3 ON ON ON
4 ON OFF OFF
5 OFF OFF ON
(b) WITH CHAIN
STEP PEo PEi • • • PE«
1 ON ON ON
2 ON ON ON
3 ON OFF OFF
MAX. LENGTH ' 3
Figure 3.5 Comparison of a Chain-linked Table
and a Usual Table
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TYPE NO. OFSTEPS PE
1 #1 #2 #3
WMfr 2 #3 #3 #5
3 #4 OFF OFF
4 #2 #1 #2
5 OFF #5 OFF
6 #5 #4 #1
7 OFF OFF #3
Figure 3.6 Another Example of Chain-linked Table
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PHASE 1 PHASE 2 PHASE 3
IN PROC OUTr
^
PROC OUT IN
(
b
OUT IN PROC
j
\ /
Figure 3.7 Three Phases in I/O
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4. A TEST PROGRAM FOR ILLIAC IV
This chapter is concerned with the description of the program
which was written in GLYPNIR (Ref. [8]) and was run on simulator SSK.
(Ref. [17]). It is given in Appendix 3. This program was written to test
the feasibility of parallel computation for this problem and also to serve
as an example for more detailed programs.
The simplifications which were made for this test program were
discussed in Section 1.3. A flow chart is in Figure 4.1.
The whole program consists of about 20 small subroutines, names
of which are given in Table 4.1.
4. 1 Description of Major Subroutines
DATALOAD—All the numerical quantities which are necessary to ini-
tialize the programs are read in. These are:
(1) initial random numbers
(2) the length of one time step (At)
(3) mass absorption coefficient (oabs)
(4) mass scattering coefficient (oscatt)
(5) density distribution
(6) specific heat distribution
(7) initial temperature distribution
CHAIN—This subroutine is to link the table entries of some common
characteristics (such as scattering, routing, etc.) to form a chain.
It was briefly mentioned in Chapter 3. It functions as follows:
Suppose the Nth table entry is to be linked to the chain for scattering,
First, the pointer part of the Nth entry is replaced by the contents
of a register which always keeps the location of the edge of the
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chain for scattering. Then N (which is the most up-to-date location
of the edge) is stored into the register.
Due to the necessity for handling two different pointers by one
subroutine, indexing facility is also included. Namely, either of
two pointer parts of a particle table entry can be specified by
changing an input parameter Q. Q = for scattering and vacancy,
whereas Q = 1 for routing.
15CVTRL—This subroutine divides a 15 bit integer by 2 without
using division. It was also discussed in Chapter 3.
RNDX—This is a random number generator which generates uniformly dis-
tributed random numbers by the linear congruential method. See Chap-
ter 2 for detail. Initial random numbers are read into PEs at the
beginning of the program.
ENERGYBALANCE—This subroutine calculates the energy to be emitted by
radiation in each cell. The total radiative energy is summed up to
assign the number of particles in the next subroutine.
PARTICLEASSIGN—The number of new particles in each cell of the medium
is determined. It is proportional to the radiative energy in the cell.
To avoid the overflow problem of particle table, only the two-thirds
of the available vacancy in PE is used to create new particles. The
energy per "particle" is merely (the radiative energy per cell) /(the
number of particles in the cell). That is, the energy is monochromatic.
The whole program has been made so that the radiation process
can be extended in the future to non-monochromatic case. The weighting
factor in the particle table, for example, is meant for this purpose.
If the radiation is not monochromatic, tables for absorption and scat-
tering coefficients as well as data for Planckian distribution must be
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stored in PE memory.
BIRTH—New particles are created in this subroutine according to
Section 1.3.
TRANSLATE—This subroutine has two functions. One is to translate
particles to their new locations. The other is to detect those par-
ticles which cross the cell boundaries and those which escape from
the medium.
ABSORB—This subroutine is called when a particle is absorbed by the
medium. The particle is destroyed and its table entry is linked to
the VACANCY chain.
ESCAPE—This subroutine is called when a particle escapes from the
medium. The particle is also destroyed, its table entry is linked
to the VACANCY chain, and ESCAPE counter is incremented by its weight.
BRANCH
—
This subroutine calls TRANSLATE, decides interaction types of
particles, then calls ABSORB, ESCAPE to process particles. Those which
are to be scattered are not processed here but linked to form a chain.
This is because the scattering process is very long and it is desirable
to process them in parallel at a later time. Those particles which
cross the cell boundaries toward the y-direction are also linked for
routing. This subroutine is called both in the main program and
SCATTER.
ANGLE—New sets of angles after Thomson scattering are calculated.
The algorithm to sample the scattering angles was described in Section
2.2. New angles are then obtained by using spherical trigonometric
formulae in Section 1.1.
SCATTER—Particles in the chain for scattering are processed after
the table scanning is finished in the main program. This subroutine
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calls ANGLE, BRANCH, STORE, and functions almost in the same way as
the main program does to scan the table.
ROUTE—Particles in the chains for routing are actually transferred
to their destinations in this subroutine. Index K = 1 specifies the
routing to the right and K = -1 specifies the routing to the left.
The vacancy which has just been made is linked to the VACANCY
chain,
TALLY—This subroutine is used to sum up the intensity of radiation
in each cell. The summed intensity is necessary in ENERGYBALANCE to
calculate the new temperature.
4.2 Main Program
The main program contains all the global variable and subroutines
and calls the subroutines in the sequence given in Figure 4.1.
The main program starts with the reservation of blocks for PCPOINT-
ERS. The constants and counters are initialized. All the particle table
entries are linked as vacancy. A large loop for iterations is entered,
one step of which corresponds to the time interval At. The radiative
energy computed in ENERGYBALANCE decides the particle distribution in PAR-
TICLEASSIGN. BIRTH follows it to create new particles in the vacancy. Then
the table scanning starts, (this is a sequential scanning from the top to
the bottom), during which the coordinates of particles are updated, the
types of interactions are determined, and so on. After all the entries of the
particle table are scanned, the main program proceeds to the scattering
process SCATTER, which is followed by ROUTE and TALLY. This completes one
time cycle and the intermediate results may be printed out by TABLEPRNT.
The entire program consists of more than 800 cards in source code (including
comment cards) and is compiled into more than 5,500 instruction syllables
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of assembly codes. About 220 words of PE memory in every PE are occupied
by these instructions.
Table 4.1
Name Function Type Called By
ABSORB Absorption BRANCH
ANGLE New Scattering Angles SCATTER
BIRTH Creat New Particles MAIN
BRANCH Interaction Type MAIN
CHAIN Table Link PARTICLEASSIGN,
BIRTH, BRANCH,
SCATTER, TRANS-
LATE, MAIN
COS Cosine PREAL BRANCH
CVTRL Integer>Real PREAL BRANCH
DATALOAD Initial Data MAIN
DSTBND Distance to Boundary BRANCH
ESCAPE Count the Number
of Escapes BRANCH
ENERGYBALANCE New Energy MAIN
EXP Exponential PREAL
LN Natural Log PREAL BIRTH, SCATTER
MOD Mod (64) PINT BIRTH, TRANS
LATE
PARTICLEASSIGN
RNDX
ROUTE
SCATTER
SIN
Number of Particles
to be Created
Random Number PREAL
Routing to Neighbors
Scattering
Sine PREAL
MAIN
BIRTH, ANGLE
MAIN
MAIN
BIRTH, ANGLE
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Table 4.1 (con't)
Name
SQRT
STORE
TABLEPRNT
TALLY
Function
Square Root
Store to Particle
Table
Print out the Contents
of Tables
Intensity of Radiation
in each Cell
Type Called By
PREAL BIRTH, ANGLE
MAIN, SCATTER
MAIN
MAIN
SUBROUTINE NAME
DATA LOAD
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NEXT TIME STEP
NEXT TABLE ENTRY
ENERGY BALANCE
PARTICLE ASSIGN
BIRTH
BRANCH
TRANSLATE
ESCAPE (gTERINGINK 5
f ROUTE 'N
^ LINK J
STORE
SCATTER
[ ANGLE ]
' '
[ BRANCH |
'
'
ROUTE
TALLY
Figure 4.1 A Flow Chart of the Test Program
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5. SOME COMPUTATIONAL RESULTS
Some of the computational results are discussed in this chapter.
Since the simulator works very slowly, it is not practical at the present
time to run the whole program for many time steps. Therefore, emphasis
was put on the statistical investigation of PE efficiency aspects. Some
factors investigated here are:
(1) cell size vs velocity
(2) effect of multiple scattering
(3) effect caused by using modified probability density function
for the survival distance (t)
(4) effect of skewed storage
All the test programs have been run under the following assump-
tions:
(1) the material is homogeneous
(2) no absorption is involved
(3) scattering cross section is a constant (^ )
(4) scattering is isotropic
(5) mesh size is 64 x 8 except one case (64 x 64)
5.1 Determination of Cell Size (AX) and Time Interval (At) and Their
Relation to the Rate of Boundary-Crossing
It is important to know how many particles involve routing. This
rate is predicted to be dependent on vAt/AX. Figure 5.1 shows some compu-
tational results. Sixteen particles are created in each PE at the beginning
of the time interval At. Scattering cross section is taken as a parameter.
The rate grows quite linearly with vAt/AX. This means that vAt/AX does not
affect the efficiency as far as routing is concerned; if At is doubled then
the number of time steps is halved. The rate decreases somewhat with the
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increase of a because some of the particles which have crossed boundaries
are scattered back to their original cells.
The cell size AX must be determined uniquely by how the density
(p) of the medium varies with position. If p changes very slowly, each
PE can cover a wider range (i.e., large AX) and vice versa.
At has an upper limit; no particle can travel through two or
more cells in one time step, i.e., vAt<AX. Within this limit, At can be
chosen arbitrarily. Small At will bring more accurate results on the
temperature and the intensity, but the number of time steps increases.
Large At, on the other hand, will bring more crude results in shorter time.
In this case, more routing is involved in each time step. Refer to Section
5.5.4 for a related topic.
5. 2 Effect of Multiple Scattering
If a particle experiences more than one scattering in At, the
efficiency of parallelism obviously decreases. Therefore, it is important
to see the relation of multiple scattering to scattering cross section a
and &=VAt . The process is simply a Poisson process if a is constant.
Therefore, the probability that a particle is scattered n times while it
travels the distance £ is: Pn(£) = (q&) e . (Derivation is in Appen-
n!
dix 2). Figure 5.2 shows the theoretical curve (solid lines) and the result
of computation. It is obvious that the number of multiple scattering in-
creases with I. At i=l about 20% of the particles are scattered twice or more,
Multiple scattering is treated just as usual scattering in the program
described in Chapter 4: if a particle is re-scattered after a scattering,
then it is linked again to the top of "scatter chain". Therefore, it is
processed together with some others which are located in different PEs and
are to be scattered for the first time.
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It is not a good idea to enable PEs for only the second scattering
after each scattering, then to switch to the third and so on. . . . Statis-
tical fluctuation would work in the most unfavorable way.
5.
3
An Effect Caused by Modifying a Probability Distribution Function
for Survival Distances of Particles
An effort was also made to modify the probability density function
for survival distance to reduce the rate of multiple scattering. One method
is simply to cut off the density function below some value l=a. This results
in shifting all Pn(x)s (n>l) to the right by a with the exception that
Po(x)=l (x>a) . If a is chosen to be vAt, then there will be no multiscat-
tering at all. But this is too unnatural. The second method investigated
gives a linear growth up to x=a and exponential decay. (Fig. 5.3).
Starting at x=0, each curve seems to be located between the one sampled
— *r — I T— 3. )
from P(x)=e and the one from P(x)=e , but it soon exceeds the former.
There is an unusual increase due to the sharp peak in the function P(x)
at x=a. For smaller x, however, the rate of scattering is reduced. Some
order of the Erlang distribution will give a smoother result.
5.4 Skewed Cell Boundaries Vs Straight Cell Boundaries
It was stated in Chapter 3 that the skewed cell boundaries smooth
out the distribution of the number of particles which escape from the medium.
The ideal case is when the mesh size of the medium is 64 x 64; every PE
has the same number of edges. (Fig. 3.3-b). This scheme, however, increases
routing. Therefore, it is necessary to check which method is better. Sev-
eral tests have been made to compare these two schemes.
The mesh sizes for testing were 64 x 8 and 64 x 64; in each case
the same data were interpreated in two ways; skewed case and straight
case. Results are shown in Table 5.1 and Figures 5.4, 5.5. The conditions
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for numerical experiments are the same as before: isotropic scattering,
constant a , and each particle travels for the time At. Ax=l. a and
velocity are specified in each case.
5.4.1 64 x 8 Cells
Data were taken for a = «4, velocity=l, and a=.2, velocity=.5.
Ten particles were created in each cell at the beginning of a time step and
they were all destroyed at the end of this time step. This process was
repeated 5 times and the contents of the counters were accumulated. There-
fore, effectively 40 particles were examined in each cell (not in each PE)
.
Unnecessary subroutines were removed. In Figures 3.3-a and 3.3-c, there is a
peak which is due to the PEs corresponding to the edges of the medium. These
peaks were fairly smoothed out in the skewed cases shown in Figures 3.3-b and
3. 3-d. As for routing, the distributions turned out to be Gaussian-like in
all examples. Obviously, more routing is involved in the skewed storage. Also
shown are the distributions of the double routing in skewed storage. That is,
the number of particles which have to be routed twice to get to their
destinations. (Fig. 3.3-a).
Table 5.1 is the summary of these numerical experiments. The
numbers "max-min" in the first column of each experiment mean the maximum and
minimum numbers of particles among PEs, respectively, which escaped from the
medium or crossed the cell boundaries. "PE average %" means the average
percentage of enabled PEs. This was obtained from:
63
I (counter (PE))
PE=0
PE average % =
max x 64
For example, (49-4, 24%) in the first row means that there were 49 particles
escaped from one PE whereas there were only 4 particles from another PE.
All others are between these two values. Therefore, 49 steps are taken to
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process these particles in parallel, and 24% of PEs are enabled on the
average.
5.4.2 64 x 64 Cells
Data were taken for a=.4, velocity=l, and a=.2, velocity=.5.
Only the first example is shown in Figure 5.5. Only one particle was
created in each cell at the beginning of a time step and they were destroyed
at the end of this time step. This process was repeated 5 times so that
5 particles were examined in each cell effectively. Obviously the number
of escapes is smoothed out across PEs. The lower half of Table 5.1 can be
read in the same way as described in Section 5.4.1. The conclusion is
that the skewing does not always bring more favorable results than the
ordinary storage.
It is true that the particles that escape from the medium are very
well distributed across PEs, but the increase of the number of routing is
so big that it cancels out this merit. Therefore, the skewing is better
than the ordinary storage only in limited cases such as when ESCAPE takes a
much longer time than ROUTE.
5 .5 Concluding Remarks
The program which is described in this document is a very simple
one and expandable to more complicated cases. It is inevitable, however,
that the efficiency goes down as the program becomes more complicated.
There are several problems which are left to be solved.
5.5.1 Problem of Table-Overflow and Normalization
As was discussed in Chapter 3, the particle migration scheme has
been adopted to obtain higher efficiency in parallel computation. As a con-
sequence, however, particles must be physically transferred to other PEs.
If many particles flow into one PE, it will not be able to accept all of
them. To encounter this problem, certain number of table entries must be
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saved in PEs for those visitors.
Cells must be well distributed among PEs so that the outgoing
particles cancel the incoming particles on the average; if many par-
ticles flowed into one PE, it would not be able to accept all of the par-
ticles. This is an extreme case, but a certain number of table entries
still must be saved in PEs as buffers for those visitors. There is a
technique called "Russian Roulette" in which incoming particles are rejected
with probability p and accepted with the probability 1-p. In the latter
case, the weighting factors are multiplied by l/(l-p). This is one of the
typical techniques to reduce variances. Special care must be taken, however,
when it is used.
5.5.2 Problem of Word Size (alternative format)
When the program was originally implemented, an emphasis was put
on the capacity of the particle table. Consequently, only 16 bits were assigned
to those words which range in [-1,1]. But if more accuracy is needed on
those quantities, three of them can be packed into one full word. In this
case, each word has 21 bits, which is comparable to the fraction part of a
half-word (24 bits). An example of word format is given in Figure 5.6.
5.5.3 About the Flexibility of Logical Network Which Interconnects PEs
In the problems which involve probabilistic nature, it is highly
desirable that the interconnection of PEs be as flexible as possible. A
good example is the table look up problem which was discussed in Chapter 2.
If the interconnection logic is programmable by users it will be much easier
to handle more complicated problems. This may be one way parallel computers
should be organized.
5.5.4 Variable Contraction Ratio of Cell Sizes
It is possible to change the cell sizes in X direction, Y direction,
or both. Take Y direction, for example. If the density gradient is not
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uniform in Y direction, it is better to adjust Ay so that it covers a
wider range when the density varies slowly and a narrower range when the
density varies rapidly in that direction. The reduction ratio, a., in
each row of cells is stored as a PE variable and the displacement of par-
ticles in Y direction is modified as
; 2
Y <- Y + a. V At vl-i4 * sin d>
1
when the particles are in the ith row of cells.
Survival distance and the displacement in X direction are not changed in
this example.
Table 5.1
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R. Route 53-0 72% 94-0 73%
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Figure 5.1 Percentage of Particles Which
Have Crossed Cell Boundaries Vs Velocity
s: parameter (isotropic scattering)
Ax=l, At=l 1024 particles
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200 --
1024 PARTICLES
Figure 5.2 Multiple Scattering During
At=l vs a s£=a svAt (isotropic scattering)
(Solid curves are Pn(£)= (a fiJQ n e~° sl n=o,l,2,3)
n!
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PARTICLES p(r)
1/.2E A.LINEAR
W=.2
Figure 5.3 An Example of the Modified P( T ) with W=.2
(above) and the Computational Results (below)
(Solid Curves are Pn (£)= (ol) n e~al n=0,l,2,3)
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Figure 5.3 (continued) Comparison of Several P(t)s
with Different Ws (W=0, .2 , .4 , .6)
(Only the Results for N=l are Displayed)
61
V)
is
-. o
<0
8
UJ
Q.
<O
if)
UJ
I-
X
(9
g El
3O
UJ
* L j-
..o
o
o
UJ
It
..o
•8
8
• ..©
UJ
§r - J
* L—
-i
i
u
o
z
Ul
UJ
u.
O
CM
lO to
CM
..Q
0) COO CD
iH
00 CJ
X •H
<r 4-1
v© l-l
^w' CO
<uMO
CO <r
M X
O CO
•U X
co <r
v£>
-a
ai •»
5 iH
CD II
J*i X
CO <
en T)
> c
CO
a;
&o #*
cfl iH
M II
o 4-J
u <
CO
*t
w i-{
43 II
OJJ •
•H rH
CtJ CD
)-i >
4J
CO •*
>*
<r II
• tl
LO
<u
u
3
00
•H
Fsi
62
<D
3
c
•H
u
c
o
u
v-^
Cfi
0)
S"> iH
CO CJH •HH •u
0) P
u CO
a.
CO
X o
<r <r
vO X
v-^ 00
X
01 -*
aO'vD
cO
M #.
o .H
u II
co X
<
-o
0) t3
3 C
CJ CO
J*
LO •»
iH
Cfi II
> •u
<
CJ
00 #s
cd in
M •
o ii
u •
w .H
OJ
•u >X
ui) rv
•H CM
CtJ •
M II
4J O
CO
0)
00
•H
fa
63
2
52
8
-8
-P
8
it!
8
UJ
UJ
5
<
o:
i
8-s-Ul *}
8
-9
S
to
x
(9
<
.
OS
a
I
ui
-i
00
O
o
*
Ul
*
(A
t-8
j
Ul
in
*-o
cr l-l
u.
**>
-9
<u
u (A
<D
«* iH
vo o
X •H
si- 4-t
vO M
v^ cd
o.
a)
60 m
rt X
M <r
o o
4-1 X
m <*
<o
•v
01
s ^
<u rH
^ II
en X
<
w
> T3
C
0) CO
60
c0 #>
h rH
O II
4-1 4J
an <
4-1 *
4= rH
60 II
•H •
CO i-H
M 0)
4-1 >W
M
<r
m •
• ii
m t>
<u
M
3
60H
64
1-21 22-43
PKL
44-63
CNB XCO YCO
MU COS PHI SIN PHI
£At ENERGY
WEIGHT T
0-15 16-31 32-47 48-63
PNT POINTER 1 POINTER 2 POINTER 3 POINTER 4
Figure 5.6 An Alternative Format for
the Particle Table (not used in the test program)
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APPENDIX 1
As is discussed in Chapter 3, it is interesting to investigate
the probability density functions of the maximum length of chain-linked
tables among PEs. Let the problem be stated as follows: There are N PEs
and each PE has a table of M entries each of which is selected with .the
probability a(0<a<l) so that the average length of the chains is CM. What
is the distribution of the maximum length of the chains? Assume that M
is a large number and a is neither too small nor too close to 1.
Theorem . If X , X have the distribution functions F (X)
,
F 9 (X) respectively, the distribution function of the stochastic variable
X = max (X
,
X
2
) is F(X) = F (X)F
2
(X).
Proof. Let P, (X) , P
2
(X) and P(X) denote the probability density
functions of X
,
X
9 ,
and X, respectively. Then,
P(X)dX = P (X)dx /
X
P (X')dX' + P
2
(X)dX
J*
X
P (X')dX'
= P (X)F
2
(X)dX + P
2
(X)F
1
(X)dx
. .F(X) = F
1
(X)F
2
(X). Q.E.D.
It is easy to derive the formula inductively when there are N
independent variables. That is, X = Max(X , X« , . . .X ) has the distri-
bution function F(X) = F
n
(X)F (X) . . . F (X) where F
n
(X) is the distri-
1 z n 1
bution function of the ith variable.
Going back to the original problem, if the given assumptions are
valid the distribution functions of the length of the chain in each PE can
be approximated by the normal distribution:
68IX 2
*(X ) = /2TtMa (1-a) exp /
X
exp {-
^Tl-a) } dt (i = lj 2 ' ' ' ' N)
~<X> ^ '
Therefore the distribution function of the maximum length $(X) is:
N$(X) = {$(X)} or the probability density P(X) is:
1 2
P(X) - N {$(X)} N_1 /27rMa(l-a) exp {-
^CcL-o^
Figure Al.l shows P(X) for N(0,1) when N = 64. P(X) has the maximum value
at X = 2.1. This was obtained by plotting values calculated from the
mathematical table. (Ref. [16])
(Example) N = 64 (ILLIAC IV)
M = 100
a = .3
0<Z<100
Z = 30
normalization of the variable
Z-30
X =? /0. 3x0. 7x100 =
=-?r-4.6
X(Z = 100) = 15.2
X(Z =0) = 16.5
Z(peak) = 30 + 2.1 x 4.6 = 39.7
Therefore the expectation value of the maximum
length of the chain is 40.
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APPENDIX 2
P (£) in section 5.2 is derived in the following way:
Suppose n-1 scatterings have happened in [0,x] and the nth scattering
happens in [x, x+dx] . Then the probability that n scatterings happen any-
where in [0,JI] is
I
P (£) = \\ P . (x) • adx PoOl-x)
n t n-.
% 1 -ax„ /.x fX, o ,Po(£) = / n — e dx =J a
-a A
Laplace transformation yields
q
n
(3) = /o 6 P (H)dfcn
no scattering
nth scattering
n-1 scattering
= ^n_x
(s) q (s)
n , N n-f1
= a q
o
(s)
-s£-a£
q
o
(s) = Jo e di
=
Sfa
.*. q
n
(s) =
(s +a) -ti+1
Inverse Laplace transformation yields
n „,. sA
P U) - f-. J
c+1" e
+
.,i i
n 2iti _ . (a s)
= a Res. (s = -a)
(a£)' -a£
ds (C>0 real)
Q.E.D.
71
APPENDIX 3
f;iinr,n»T:i|_ATT'"iS. you At»f I Mr n>C"t nf* ii.mch ot a lmtIno rn<y* TwF
I l l I A C I i p, i_ f * N I * CnHPILCK
f hAbro uEPSlDN 2.S.01 '
TUFSOA» AnRllsT 10. 1 9 r 1 . I«t*i
ask r.no< run nnnif /cahio.
KfLF L1NCH »Hi*) I
t !ir CAI»'I(A<I . ik.'S ) I
I *
< t
ltili>>uui>iinuttiitiittiuu> DiitiitiiuuimiuDmitoiiutiiiiiillli
tt UfCUAHATlnx OF lil(IU»l ,»h I MU»'S
lltlllllltltKlll'ttxliiiiiMK'" iMi'iiy'T'ituiuttiiiMiiitMiitdlUUtl
t
I
c*r.A(.
Cl-T
f>HT
pxrA(_
To*
T«OP|
ST»
4v
CONST
ti 7
T? 'f.
VCT**
Sff
apTK
L'Tx
Vm<T
S-IWT
KMJtl
(;•!»
i^t-TH
HP.I.H
PrT'<
*ru
vc"
mK
hi
», if
r <if
«» LfJi.'.T-i .it I liif ST* •»
tt >•'!•<>.>< ,
«»STf Hh»n».i.iLT/-«**4MlS CONST4HT f 0* l»»||I »TY UN
»a iil T f f L t r d f f »r crnst»sl t. ok Binnni ruiHhru (jEnf»*
* \[, i
l*VJM|TIV' ri)lST»wT FUH KANUU ' Si|Hof* GFNffUTOH,
It* i|_l /-"A.-. •• |S r.lAisT AN r f HSDAtLv AnH»rviATE> AS *K m )
\„ ,i U <
«. -i im.h .< if ' i if r yci.i
4.TA--U ">|!-M if PAttTICU T* LT
«»v,,, ..r «ArA»irv t j***wt tCi.« Ta
-»t.r
im'.iir M«-iTirirs ti ,t snTUoi'i
*.•,,.. u PAkTTCI.IS 1" •( S'liltrri TO *I"iHT
j »,ji . 'I Pit-Tints TT .F aWJfrn TO LEFT
44Pnl»iTf> 'IT |"i .iL*P"It< *FHsf) Tn 1 wn JC 4TE
n t .1 i-1'K-.l ii I .;it,« if Y
**f>. J JTf'K T.i li'ICTE l PAtfTIrtf Tn HF SC'TTE»En
t' v »T
I „.< I I. ft i Tl lN.llC.ATF 4 PAUTltF TI) if
„. • I vti « r l.MOIF A PAtYTIl.r TO -t K'lUTFD LErT
|lw>, nTT,) .JIu.'T • r » T
A*r> It. 'ii -tn 'ir fi f 4*TKM
j, ni> p i •<( . i 'I'll -•
«ir. '*oi ; .»(,% nii '<•[« MiTi rn
4*1 iSf ' 1 M»wT K|.l *SM .'•
(»wH,iiTIVf (,i..iniil -u Tf»» lM»F(,Tf im
miunu ni.i]»'iiNATE»v oi « f. c t 1 1 1 m
l4'l|.STf.rr Ti' fLL UJUNDAH*
U'|i-(MI .• fmint t «-0!HFrTl"H»1 )
* * S I • * if »/ [IoThAI. 4<M.F
t i-f "Si f '»' » ' I "uTiMt. »MiL l
*»( "MSI Tt V< T-OYHFpT tON«¥0 Ii£-.mFD
72
PCPOlNT
TM
*T
FNM
SVO
VFL
J«C
sec
miS
n(J MM *
Sfi«
OLTS
«N
rrTP
actr
riGM
SPm
SUM
P*L
OfNS
FnF«Gy
CHECK
.H^AIJLSIfMlAL THE AS * FRACTION nF Tm«
, **4#f. f GilTIir, FACTUM Tfi "E USEl> IN FREQUENCY
matfE».i)[<T LASFI«MEnw IS THF ACTUAL ENERGY
UtrAhBIfn hv A PAwTICLE ) •HFCUmks ZFPf) AFTfP,
«**FSCAPE IN A^S^KHTin^
A**FnEK(.Y PI " UNIT nFIliHT
*S*SuHvTvAL kISTA'mcF (ij« sn CA| LED i»ATh LENGTH)
KSAVlHTiAL, VfLHST TV (PARTICLE nEs NOT f,n AT
H»*ThL VELOCITY T* LIGHT UH( Tn ScALF ADJUSTMENT
*'liA<i$<IPPTUlN CUFf FTCIE»aT
CAStATTETK, COFFFKIf.MT
tmnKNRTTY HF MFr>lHM IN • H I C H « PARTICLE I«
4l*T«*vf LLlNf,.f r>rpti«ns rim cfll niimmfp)
** iiilHMY VA^1«*|F KIP PN .X (PKFAL>
Ui TUTAL t«MSS SECTION 111 INTrpArTK'N
'»** LtNr.TH EON a PAWTTCLF T'l TpafL IN nFLU T
iti <:OBRf UT hANO'IM Mi.M,»F«
*** t SCAf'E rnoNTFrt
»** A'ts^^^TinN rnuNTrp
AlA i.ENSI TY | TflTal CPOSS SFfTIli*.
*I«(oInFNSini| IS Sm''E uS SjiM
«**S^kCTflr <EAT ill TME rtEOIUM
*Jt MSLli EOH SUMMING UP SOMF OTmEo vAHIAHLES
XXiPA^TICLF lArt|F
* * * i ) E N S T T Y TA*I.E
AXAEUtP'.Y TAJLK
IXAAUSEi") TO LAHEL MOUTlNG.ESr APF. IfiTf.MACTIO i ETC.
U( X1|KmjN!)AHY Crff)SSlN r.» X*i TiTEoAf TlllN»
XlA */tESCAPF. xm» wnoTINdO U" -1)
REAL FIELD YOCU.EOLL] •
<ir0.lNNE«<) •
X?rO.UoTERJ I
INTEGER EIELO
X310»0»16J»
Y«t 0.16.16).
X5t0.32.163.
X6( 0.«M. 1*1 .
v T I » » 8 1 •
X*[1»H.BJI
ALPH« FIELD XC0.0»6/i)>
I
tIIIII»Utt|tunutiuiiutiuu(ituuunt(tnuu>uuiHu>uuJtiaiinMt
ft LIST OF SUBROUTINES
ffliH»H»lt»iilsltl««i*i»**)i»*»ii* a* *» *t* **»*«* *x»««*« *»*»*** til *»***»*x »«»»««*»>
t »
> *
t *imiinMnmjmminitUAmnuiuummuunoiJinmmnrniUJS'
MCAl SUSROUTINF LN AS pr»A(PPEA|. < AS p'.AJI
HIl»tIIi«t«»«Xi£xix*ix*xx*xi**%»****Y»^** iujjnmjfn «» ttt ATxx*»»i 'XXXXXttt
RCqIn
t Incins ion
•• TAPE?«GLYPNl«/(iLN SEPlAi.;
ENOHIINATUPAL LOGXti *
IIUHlllillililuttainxiiaAiMiutiuaniiiuiiiUtuciitutit'itutUiittt).
M
>9
100
101
102
73
10
PRtAL SUBROUTINE ExP As R<jA(Pwfai * AS u.i/\>) *
HISS I IXXlXXASX ttll * A * * * * A 1 X* * X A * * * A X a * X A XX % A A * i! X * X V * '*•« J! % t % % X % % XX A % I gx till* II * *
«Er, in *
I Intins too
• AS*RATCH»20
It TAPE?»r,urfNlR/(,FAi» sn>tfiL'
ENrjllIIEXPOMF.NTI AUAi *|||IStX*S««XSSXXXtf tXXXXftXAXXXXdXItXXXXATXXXXXTtXXAlxtXXVtXXXXAXXXIXtXXXtXXX**
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103
104
104
106
\07
108
10V
110
1 11
112
113
114
115
1 16
11?
111
11»
120
* 121
* 1 22
* 123
* 124
125
• 126
1
27"
* 126
129
• 130
* 131
132
* 133
134
* 135
* 136
* 137
* 136
139
* 140
* 141
74
*•
Hr'". in
»'» E A L W AS rf.u.SS A :> * > S I
SHA^L Hi »
LOS *»» '
SS. t t M 1) ) » »4»0i»o 1 Hm
1 1 1 A -SI
<lf)ki«l
cvthl t««;
LnHI Al CVTHL M
S m 1 "ANTTSSA l.tFT
W.S STILL tNTEGFH T
1irXf».\wtMT PAHT
YPr
t«»iltinnutiitunM/tuuutiUf^iuuiutiUfuittiiitKftttmttlil'ttinilr.
HrFAL S'HH'iuT l' 1 *- w"n/( c I*t I r > j
ACXA»ftft*»*»V»*v<y««|il(tAA'A*«««,i«»ftX!(ftAll«IftX1CftXftfftl||XSSrkXKKflS1lii|SftStttlB1l<*
HA'jO'M UtJ: st W i,f ,r««T»« *Y M<F0 C 'NdBljEigT
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f
LllOP TNH i»l .«. 7(> vi
Hf.T")
nPTH«aMU.)(PKL. t T'iMl *3)l
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THIS V'rtH'JUTInE IS TO CALCULATE THE HF.<* ENEHr.y »Mn THE
MADI4TION IN THE NtxT STFP. THIS SUBROUTINE SHOuLD RE
CALLEn AFTER P»0CFSSI"G oAOTKLtS. AND IS TO «E FOLLOWED
Hr "PxPTICLEASSKjn".
GLnHAl "ArflAMLES A*t
PHEAL IS>»H<SPECIFIC MEAT In rtiS UNIT.)
STP (STEPHAN-uriLT/MANN S CONSTANT FOB SLACK BOOT
RAOUTln*;. IN CIS UNIT. )
SUrf (TO TA<E SUM OF RATlATIVE ENERGY.)
CINT ITmx (LEN'iT" OF TIME STEP.)
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E^ERGv fSTOPFO Fr.,f.W(;v IN EACH CFLL>
OEnS (uLnsITy oF FACh CELL)
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IhIS SURROuTJufc. IS in nLSTiiI^llTF pawTICLE TAuLt Tn CFLLS.
ENERGY nlSTHlh'iTIiK' IS JUT C"*S I UFKFD. FNLR(, V IS CnwSF«vF0.
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PkL.IWmXT IX3l«PFN«R*nPTMI «t CELL NUMBER
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?MI$ SliHPnUTlNF is rn CALCULATE THE DISTANCE To TMt cllL
KUiiNQAtY, THIS OIIANTITY <I)MP) A^f) TMr SURVIVAL OISTAHCr
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SUBROUTINE ESC*»Ei
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THIS SUBROUTINE IS TJ TREAT PARTTCI..F* WHICH EsCAPEs HUT Or THE
MtQluN.TASLES FOR THOSE PAHT1CLFS ARF OESTORyEo »NO THr
COUNTER IS iNCBrML.UCD MY -EIGHT.
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THIS SUBROUTINE HAS T*0 FUNCTIONS. ONE IS TO TRAN51ATE
PARTICLES TO NE* POSIONS ACCORDING TO vELUC I T Y . I PfCT I ON
COSINE. THE UThER IS Til OITECT PARTICLES -MICH CooSS CFLL
boundaries or those which escape from the medium and
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Escape check). respectively.
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