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Abstract. In this paper, we study KKT optimality conditions for constrained nonlinear pro-
gramming problems and strong and Mordukhovich stationarities for mathematical programs with
complementarity constraints using lp penalty functions, with 0 ≤ p ≤ 1. We introduce some optimal-
ity indication sets by using contingent derivatives of penalty function terms. Some characterizations
of optimality indication sets are obtained by virtue of the original problem data. We show that
the KKT optimality condition holds at a feasible point if this point is a local minimizer of some
lp penalty function with p belonging to the optimality indication set. Our result on constrained
nonlinear programming includes some existing results from the literature as special cases.
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1. Introduction. Consider the following inequality and equality constrained
optimization problem:
(P ) min f(x)
s.t. gi(x) ≤ 0, i ∈ I,
hj(x) = 0, j ∈ J,
where I = {1, 2, . . . ,m}, J = {m + 1,m + 2, . . . ,m + q}, and f, gi, hj : Rn → R
are all assumed to be continuously diﬀerentiable functions. The well-known KKT
optimality condition is said to hold at a local minimizer x¯ of (P ) if there is a multiplier
λ = (λg, λh) ∈ Rm+q such that
∇f(x¯) +
∑
i∈I
λgi∇gi(x¯) +
∑
j∈J
λhj∇hj(x¯) = 0, λgi ≥ 0, λgi gi(x¯) = 0 ∀ i ∈ I.
An important topic in the study of KKT optimality conditions concerns various
constraint qualiﬁcations (CQs), under which KKT optimality conditions are valid
at local minimizers of (P ); see [3] and the references therein. Note that CQs are
independent of the objective function and that the Guignard constraint qualiﬁcation
(GCQ) is the weakest in the sense that the GCQ holds at x¯ if and only if the KKT
optimality condition is valid at x¯ for every (P ), which has the same constraints and
the same local minimizer x¯; see [13].
When the GCQ is violated at x¯, another type of regularity condition that depends
not only on constraint functions but also on the objective function can be invoked
to ensure that KKT optimality conditions at x¯ are valid. With the aid of exact
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penalty functions, this type of regularity condition was ﬁrst studied in [5]; see also [4]
for a survey on this topic. More recently, KKT optimality conditions of (P ) were
studied via a lower order exact penalty function in [33]. In this paper, we consider
the following lp (0 ≤ p ≤ 1) penalty function for (P ):
Fp(x) := f(x) + μSp(x),
where μ > 0 is the penalty parameter, the penalty function term Sp(x) is deﬁned by
Sp(x) :=
⎛
⎝∑
i∈I
(gi(x))+ +
∑
j∈J
|hj(x)|
⎞
⎠
p
,
with t+ := max{t, 0} for all t ∈ R, and the convention 00 = 0 is used when p = 0.
The lp penalty function Fp is said to be exact at a local minimizer x¯ of (P ) if there
is some μ > 0 such that Fp has an unconstrained local minimizer x¯. It is well known
that the KKT optimality condition is valid at x¯ if the l1 penalty function is exact
at x¯; see [6] and [4]. But, for 0 ≤ p < 1, the KKT optimality condition at x¯ cannot
always be derived from an lp exact penalty function unless some additional conditions
are imposed on the constraints; see [33] for more details. For a comprehensive study
of lower order penalty functions, we refer the reader to [18] and [26].
In this paper, we present a uniﬁed approach for the study of KKT optimality
conditions. We deﬁne an optimality indication set of (P ) with respect to S and a
feasible point x¯ as follows:
Π(S, x¯) = {p ∈ [0, 1] | KerDSp(x¯)∗ ⊂ KerDS1(x¯)∗},
with KerDSp(x¯) being the kernel of the contingent derivative DSp(x¯) of Sp(x) at x¯,
andKerDSp(x¯)∗ being the polar cone ofKerDSp(x¯). The deﬁnition of the contingent
derivative will be given at the end of this section. We will show that the KKT
optimality condition is valid at x¯ if there exists some p ∈ Π(S, x¯) such that the lp
penalty function is exact at x¯. This result includes both various CQs and regularity
conditions obtained in terms of exact penalty functions as special cases; see section 2.
In section 3, optimality conditions of the following mathematical program with
complementarity constraints (MPCC) will be studied:
(MPCC) min f(x)
s.t. gi(x) ≤ 0, i ∈ I,
hj(x) = 0, j ∈ J,
Gk(x) ≥ 0, Hk(x) ≥ 0, Gk(x)Hk(x) = 0, k ∈ K,
where f, gi, i ∈ I, hj , j ∈ J are given as in (P ), and Gk, Hk : Rn → R, k ∈ K = {m+
q+1,m+q+2, . . . ,m+q+l} are assumed to be continuously diﬀerentiable. Stationarity
(or ﬁrst-order optimality) conditions for (MPCC) have been the subject of many recent
papers and books; see [27, 28, 18, 19, 34, 23, 9, 10, 12]. Since there are several diﬀerent
approaches for deriving optimality conditions, various stationarity conditions arise; see
a very recent thesis [8] for their deﬁnitions and connections. In this paper, we will
focus only on strong stationarity and Mordukhovich stationarity. Speciﬁcally, a local
minimizer x¯ of (MPCC) is said to be a strongly (resp., a Mordukhovich) stationary
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point of (MPCC) if there is λ = (λg , λh, λG, λH) ∈ Rm+q+2l such that
∇f(x¯) +
∑
i∈I
λgi∇gi(x¯) +
∑
j∈J
λhj∇hj(x¯)−
∑
k∈K
[λGk ∇Gk(x¯) + λHk ∇Hk(x¯)] = 0,
λGγ = 0, λ
H
α = 0,
∀i ∈ I, λgi ≥ 0, λgi gi(x¯) = 0,
∀k ∈ β, λGk ≥ 0, λHk ≥ 0
(resp., ∀k ∈ β, either λGk > 0, λHk > 0, or λGk λHk = 0),
where α, β, γ are very useful index sets in what follows:
α := α(x¯)= {k ∈ K | 0 = Gk(x¯) < Hk(x¯)},
β := β(x¯) = {k ∈ K |Gk(x¯) = Hk(x¯) = 0},
γ := γ(x¯) = {k ∈ K |Gk(x¯) > Hk(x¯) = 0}.
Clearly, strong stationarity implies Mordukhovich stationarity. Note that x¯ is a
strongly stationary point if and only if x¯ is a KKT point of (MPCC); see [11] for
more details. Therefore, similarly as for (P ), the GCQ is the weakest CQ for strong
stationarity of (MPCC). Moreover, it is easy to see from [4] that x¯ is a strongly sta-
tionary point if it is a local minimizer of the following penalty function Gp (with p = 1)
of (MPCC):
Gp(x) = f(x) + μUp(x),
where μ > 0, and
Up(x) =
(
S(x) +
∑
k∈K
[(−Gk(x))+ + (−Hk(x))+ + |Gk(x)Hk(x)|]
)p
.
In contrast to the result involving the penalty function G1, it was shown in [10] that x¯
is a Mordukhovich stationary point if it is a local minimizer of the following penalty
function Hp (with p = 1) of (MPCC):
Hp(x) = f(x) + μV p(x),
where μ > 0, and
V p(x) =
(
S(x) +
∑
k∈K
|φmin(Gk(x), Hk(x))|
)p
,
with φmin(a, b) := min{a, b} being an NCP function. As for various CQs ensuring
Mordukhovich stationarity, we refer the reader to [34, 10] and [8] for more details.
Motivated by the work reported in [12], section 3 starts with a summary of char-
acterizations of strong and Mordukhovich stationarities. Then, we apply the results
obtained in section 2 to (MPCC) to derive suﬃcient conditions respectively for Mor-
dukhovich stationarity by means of lower order exact penalty functions Gp and Hp,
and for strong stationarity by means of lower order exact penalty functions Gp (when
0 ≤ p < 1). This is done by introducing some stationarity indication sets, which
are deﬁned by the polar cone of KerDUp(x¯) or KerDV p(x¯). Some properties of
KerDUp(x¯) and KerDV p(x¯) are also given. Furthermore, by applying nonsmooth
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analysis tools, in particular, Dini derivatives and Taylor expansions, we obtain some
characterizations of the stationarity indication sets by virtue of the original data of
(MPCC). Section 3 ends with some discussion on relationships between penalty func-
tions Gp and Hp and their stationarity indication sets.
We conclude this section by reviewing some concepts that are needed in what
follows. For a function φ : Rn → R, we say that φ is C1,1 if φ is diﬀerentiable and
its gradient is locally Lipschitz. The Dini upper directional derivative of a function
φ : Rn → R at x ∈ Rn in the direction u ∈ Rn is deﬁned by
D+φ(x;u) = lim sup
t→0+
φ(x + tu)− φ(x)
t
.
Let
KerD+φ(x) = {u ∈ Rn | D+φ(x;u) = 0}.
The generalized lower and upper second-order directional derivatives of a continuously
diﬀerentiable function φ : Rn → R at x ∈ Rn in the direction u ∈ Rn are deﬁned,
respectively, by (see [7, 32])
φoo(x;u) = lim inf
y→x, t→0+
∇φ(y + tu)Tu−∇φ(y)Tu
t
and
φoo(x;u) = lim sup
y→x, t→0+
∇φ(y + tu)Tu−∇φ(y)Tu
t
.
Let A be a nonempty subset of Rn and a point x¯ ∈ A. The polar cone of A is deﬁned
by
A∗ = {v ∈ Rn | 〈v, x〉 ≤ 0, ∀ x ∈ A}.
A vector w ∈ Rn is tangent to A at x¯, written as w ∈ TA(x¯), if there are τν → 0+
and wν → w such that x¯+ τνwν ∈ A for all ν. The regular normal cone NˆA(x¯) to A
at x¯ is the polar cone of TA(x¯), i.e., NˆA(x¯) = TA(x¯)
∗. A vector v ∈ Rn is normal to
A at x¯, written as v ∈ NA(x¯), if there are sequences xν → x¯ and vν → v with xν ∈ A
and vν ∈ NˆA(xν) for all ν. See Chapter 6 of [25] for more details on TA(x¯), NˆA(x¯),
and NA(x¯). Let M : R
n ⇒ Rs be a set-valued map and (x, y) ∈ gphM , where gphM
denotes the graph of M . The contingent derivative of M at (x, y) is deﬁned by the
set-valued map DM(x, y) : Rn ⇒ Rs such that
gph(DM(x, y)) = TgphM (x, y).
In particular, when M is single-valued at x, i.e., M(x) = {y}, we use DM(x) to
denote DM(x, y) for simplicity, and we deﬁne the kernel of DM(x) by
KerDM(x) = {u ∈ Rn | 0 ∈ DM(x)(u)}.
2. Constrained optimization problems. Throughout this section, let C be
the feasible set of (P ) and let x¯ ∈ C be a local minimizer of (P ). The basic properties
of KerDSp(x¯) are summarized in the following lemma.
Lemma 2.1. Let 0 ≤ p ≤ 1. Then, KerDSp(x¯) is a closed cone with the following
properties:
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(i) u ∈ KerDSp(x¯), with p = 0 if and only if there exist tk → 0+ and uk → u
such that max
{gi(x¯+tkuk)
t
1/p
k
, 0
}→ 0 ∀i ∈ I0 and hj(x¯+tkuk)
t
1/p
k
→ 0 ∀j ∈ J , where
I0 := {i ∈ I | gi(x¯) = 0} denotes the active inequality index set of (P ) at x¯.
(ii) KerDSp(x¯) ⊂ KerDSp′(x¯) ∀ p′ ∈ (p, 1].
(iii) KerDS0(x¯) = TC(x¯) and KerDS
1(x¯) = LC(x¯), where LC(x¯) is the linearized
tangent cone to C at x¯ defined by
LC(x¯) =
{
u ∈ Rn
∣∣∣∣ ∇gi(x¯)Tu ≤ 0, i ∈ I0,∇hj(x¯)Tu = 0, j ∈ J.
}
(iv) KerDSp(x¯) = TC(x¯) if there are δ > 0 and τ > 0 such that, for all x ∈
Bδ(x¯) := {x ∈ Rn | ‖x− x¯‖ < δ},
(1) d(x,C) ≤ τSp(x);
i.e., C has a local error bound at x¯ with respect to Sp; see [21] and [31].
Proof. Since KerDSp(x¯) × {0} = (Rn × {0}) ∩ T (gphSp, (x¯, 0)), KerDSp(x¯) is
clearly a closed cone. Properties (i)–(iii) follow directly from the deﬁnitions of the
contingent derivative and the contingent cone. By properties (ii) and (iii), TC(x¯) ⊂
KerDSp(x¯). On the other hand, it follows directly from the local error bound condi-
tion (1) that KerDSp(x¯) ⊂ TC(x¯). Thus, (iv) holds. The proof is complete.
Now, deﬁne an optimality indication set of (P ) with respect to S and x¯ as follows:
Π(S, x¯) := {p ∈ [0, 1] | KerDSp(x¯)∗ ⊂ KerDS1(x¯)∗}.
Proposition 2.2. The following statements are true:
(i) Π(S, x¯) = ∅, since 1 ∈ Π(S, x¯).
(ii) [a, 1] ⊂ Π(S, x¯) if a ∈ Π(S, x¯).
(iii) Π(S, x¯) = [0, 1] if and only if the GCQ holds at x¯, i.e., TC(x¯)
∗ = LC(x¯)∗.
Proof. All statements follow easily from Lemma 2.1(ii) and (iii).
The following proposition sheds some light on how to identify a subset of Π(S, x¯)
by replacing KerDSp(x¯) with KerD+S
p(x¯), which is much easier to calculate.
Proposition 2.3. Let 0 ≤ p ≤ 1. Then, KerD+Sp(x¯) is a cone with the
following statements holding true:
(i) When p = 0,
KerD+S
p(x¯) =
⎧⎪⎨
⎪⎩u ∈ Rn
∣∣∣∣∣∣∣
lim sup
t→0+
gi(x¯ + tu)
t1/p
≤ 0, i ∈ I0,
lim
t→0+
hj(x¯ + tu)
t1/p
= 0, j ∈ J.
⎫⎪⎬
⎪⎭
(ii) KerD+S
1(x¯) = LC(x¯) and KerD+S
0(x¯) = FC(x¯) ⊂ TC(x¯), where FC(x¯) is
the feasible direction cone of C at x¯, i.e., u ∈ FC(x¯) if and only if there exists
δ > 0 such that x¯+ tu ∈ C for all 0 < t ≤ δ. Moreover, if C has a local error
bound at x¯ with respect to Sp (i.e., (1) holds), then
FC(x¯) ⊂ KerD+Sp′(x¯) ⊂ TC(x¯) ∀ p′ ∈ [0, p].
(iii) KerD+S
p(x¯) ⊂ KerD+Sp′(x¯) ∀ p′ ∈ [p, 1].
(iv) KerD+S
p(x¯) ⊂ KerDSp(x¯).
(v) {p ∈ [0, 1] | KerD+Sp(x¯)∗ ⊂ KerD+S1(x¯)∗} ⊂ Π(S, x¯).
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Proof. Statements (i)–(iii) follow easily from the deﬁnition of the Dini upper
directional derivative. Statement (iv) holds since, by the deﬁnitions of the Dini upper
directional derivative and the contingent derivative,
D+S
p(x¯; d) = 0 =⇒ 0 ∈ DSp(x¯)(d).
Statement (v) follows from (ii) and (iv). The proof is complete.
Remark 2.1. KerD+S
1(x¯) is closed and convex, butKerD+S
p(x¯) with 0 ≤ p < 1
is not necessarily closed or convex; see Examples 2.1 and 2.2.
Example 2.1. In (P ), let n = 2, m = 1, q = 0, x¯ = 0, and g1(x) = x
2
1− x2. Then,
KerD+S
p(x¯) =
{ {d ∈ R2 | d2 > 0} ∪ {(0, 0)T } if 0 ≤ p ≤ 0.5,
{d ∈ R2 | d2 ≥ 0} if 0.5 < p ≤ 1.
Clearly, KerD+S
p(x¯) is convex but not closed when 0 ≤ p ≤ 0.5, though
KerDSp(x¯) = TC(x¯) = LC(x¯) = {d ∈ R2 | d2 ≥ 0}
is convex and closed for every p ∈ (0.5, 1].
Example 2.2. In (P ), let n = 2, m = 2, q = 1, x¯ = 0, g1(x) = x1, g2(x) = x2,
and h3(x) = x1x2. Then,
KerD+S
p(x¯) = KerDSp(x¯) =
{ {d ∈ R2 | d1 ≤ 0, d2 ≤ 0, d1d2 = 0} if 0 ≤ p ≤ 0.5,
{d ∈ R2 | d1 ≤ 0, d2 ≤ 0} if 0.5 < p ≤ 1.
Clearly, both KerD+S
p(x¯) and KerDSp(x¯) are closed but not convex when 0 ≤ p ≤
0.5.
In view of Propositions 2.2 and 2.3, the following proposition, originally due to
[33], is stated in terms of the optimality indication set Π(S, x¯).
Proposition 2.4. The following statements are true:
(i) If the constraint functions gi, i ∈ I0 and hj, j ∈ J are C1,1, then (0.5, 1] ⊂
Π(S, x¯).
(ii) If gooi (x¯;u) ≤ 0 for each i ∈ I0 and u ∈ LC(x¯) ∩ ∇gi(x¯)⊥, and hooj (x¯;u) =
hjoo(x¯;u) = 0 for each j ∈ J and u ∈ LC(x¯), then [0.5, 1] ⊂ Π(S, x¯).
(iii) Assume that gi, i ∈ I0 and hj, j ∈ J are C2. If uT∇2gi(x¯)u ≤ 0 for each
i ∈ I0 and u ∈ LC(x¯) ∩ ∇gi(x¯)⊥, and uT∇2hj(x¯)u = 0 for each j ∈ J and
u ∈ LC(x¯), then [0.5, 1] ⊂ Π(S, x¯).
(iv) Assume that q = 0. If gooi (x¯;u) < 0 for each i ∈ I0 and u ∈ (LC(x¯) ∩
∇gi(x¯)⊥)\{0}, then Π(S, x¯) = [0, 1].
Remark 2.2. When gi, i ∈ I0 and hj , j ∈ J are C2, conditions in statement (iii)
are satisﬁed if and only if
(2) {p ∈ [0, 1] | KerD+S1(x¯) ⊂ KerD+Sp(x¯)} = [0.5, 1];
see Lemma 2.3 of [33]. But in some cases, the left-hand side of (2) is merely a proper
subset of Π(S, x¯); see Example 2.3 where neither the conditions in statement (iii) nor
the GCQ at x¯ is satisﬁed.
Example 2.3. In (P ), let n = m = 2, q = 0, g1(x) = x
2
1x2, g2(x) = x
2
2 − x1, and
x¯ = 0. Clearly, g1 and g2 are C2. By direct calculation, we have TC(x¯) = R+×(−R+),
LC(x¯) = R+ ×R,
KerD+S
p(x¯) =
⎧⎪⎨
⎪⎩
R+ × (−R+)\{0} × (−R+) if 0 ≤ p ≤ 1
2
,
R+ ×R if 1
2
< p ≤ 1,
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and
KerDSp(x¯) =
⎧⎨
⎩
R+ × (−R+) if 0 ≤ p ≤ 15 ,
R+ × (−R+) ∪ {0} ×R+ if 15 < p ≤ 13 ,
R+ ×R if 13 < p ≤ 1.
Thus, the GCQ is invalid at x¯ since TC(x¯)
∗ = (−R+)×R+ = LC(x¯)∗ = (−R+)×{0}.
Moreover, the conditions in statement (iii) of Proposition 2.4 are not satisﬁed since
uT∇2g2(x¯)u = 2u22 > 0 for each u = (0, u2)T ∈ LC(x¯) ∩ ∇g2(x¯)⊥ with u2 = 0. On
the other hand, we have, by deﬁnition,
{p ∈ [0, 1] | KerD+S1(x¯) ⊂ KerD+Sp(x¯)} = (0.5, 1]  Π(S, x¯) =
(
1
5
, 1
]
.
Theorem 2.5. If there exists p ∈ Π(S, x¯) such that the lp penalty function Fp is
exact at x¯, then the KKT optimality condition holds at x¯.
Proof. Let p ∈ Π(S, x¯) be given. Since the lp penalty function Fp is exact at x¯,
there is μ > 0 such that x¯ is a local minimum of Fp(x) = f(x) + μSp(x) over Rn. By
the deﬁnition of the contingent derivative, we thus have
DFp(x¯)(d) ⊂ R+ ∀ d ∈ Rn.
Noting that the objective function f is assumed to be continuously diﬀerentiable, it
follows easily from the sum rule of the contingent derivative (see [1] and [16]) that
DFp(x¯)(d) = ∇f(x¯)Td+ μDSp(x¯)(d).
Therefore, we have
−∇f(x¯)T d ≤ 0 ∀ d ∈ KerDSp(x¯),
i.e., −∇f(x¯) ∈ KerDSp(x¯)∗. It then follows from p ∈ Π(S, x¯) and Lemma 2.1(iii)
that −∇f(x¯) ∈ LC(x¯)∗, which is equivalent to the validation of the KKT optimality
condition at x¯ by Farkas’ lemma. This completes the proof.
Remark 2.3.
(i) Theorem 2.5 can be applied when one of the following conditions holds:
(a) GCQ. This is because the GCQ holds at x¯ amounts to 0 ∈ Π(S, x¯), and
the l0 penalty function F0 is always exact at x¯.
(b) The l1 penalty function F1 is exact. This is because 1 ∈ Π(S, x¯).
(c) The lp penalty function Fp with 0 < p < 1 is exact, in addition to other
conditions speciﬁed in Proposition 2.4.
(ii) More importantly, Example 2.4 shows that Theorem 2.5 can also be applied
when none of the three conditions in (i) is satisﬁed.
(iii) In Example 2.5, a class of problems is given to illustrate the further applica-
tion of Theorem 2.5, in which diﬀerent cases on the parameters of the problem
are considered, i.e., when the KKT optimality condition can be veriﬁed us-
ing one of the existing CQs, and when this condition can be veriﬁed only by
Theorem 2.5.
Example 2.4. In (P ), let n = 2, m = 3, q = 0, f(x) = −x31 + x2, g1(x) = −x2,
g2(x) = x
6
1 + x
3
2, g3(x) = −x21 + x22, and x¯ = (0, 0)T . By direct calculation, we have
TC(x¯) = C = {x¯},
LC(x¯) = {u = (u1, u2)T ∈ R2 | u2 ≥ 0},
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and
KerDS
1
2 (x¯) = {u = (u1, u2)T ∈ R2 | u2 ≥ 0, u21 ≥ u22}.
Then, we have
KerDS
1
2 (x¯)∗ = KerDS1(x¯)∗ = LC(x¯)∗ = {(0, v2)T ∈ R2 | v2 ≤ 0}  TC(x¯)∗ = R2.
Therefore, the GCQ does not hold at x¯, and, by deﬁnition, 12 ∈ Π(S, x¯). However, we
cannot apply Proposition 2.4(iii) to obtain that 12 ∈ Π(S, x¯) because uT∇2g3(x¯)u =
2u22 > 0 holds for every u = (0, u2)
T ∈ (LC(x¯)∩∇g3(x¯)⊥)\{(0, 0)T}. In what follows,
we will show that the lp penalty function is exact at x¯ for p =
1
2 but not for p >
1
2 .
Let δ ∈ (0, 1) and μ˜ = 21−δ2 . Clearly, μ˜ > 2. Let μ ≥ μ˜ and x ∈ R2 be such that|x1| ≤ δ and |x2| ≤ δ. We consider the following ﬁve cases:
Case 1. x1 ≤ 0 and x2 ≥ 0. We have
F0.5(x) = −x31 + x2 + μ
(
(−x2)+ + (x61 + x32)+ + (−x21 + x22)+
)0.5
(3)
≥ −x31 + x2
≥ 0.
Case 2. x1 > 0 and x2 ≥ 0. We have from (3)
F0.5(x)≥−x31 + x2 + μ(x61 + x32)0.5
≥−x31 + μ(x61)0.5
=(μ− 1)x31
≥ 0.
Case 3. x1 ≤ 0 and x2 < 0. We have from (3)
F0.5(x)≥−x31 + x2 + μ(−x2)0.5
≥x2 + μ(−x2)
= (μ− 1)(−x2)
≥ 0.
Case 4. x1 > 0 and x2 ≤ −x21. Since |x1| ≤ δ < 1, we have x31 ≤ x21, and from (3)
F0.5(x)≥−x31 + x2 + μ(−x2)0.5
≥−x21 + x2 + μ(−x2)0.5
≥ 2x2 + μ(−x2)
= (μ− 2)(−x2)
≥ 0.
Case 5. x1 > 0 and −x21 < x2 < 0. We have x61 + x32 > 0, −x2 + x32 > 0, and
from (3)
F0.5(x)≥−x31 + x2 + μ(−x2 + x61 + x32)0.5
≥−x31 + x2 + 12μ((−x2 + x32)0.5 + x31)
= (12μ− 1)x31 + (−x2)(12μ(1− x22)− 1)
≥ (12μ− 1)x31 + (−x2)(12μ(1− δ2)− 1)
≥ 0,
where the second inequality follows from Lemma 4.1 in [15].
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To show that the lp penalty function is not exact at x¯ when p >
1
2 , we consider
a sequence xν := (x1ν , 0) ∈ R2 such that x1ν → 0+. It is easy to check that for any
μ > 0 and p > 12 , there exists ν0 such that the condition
Fp(xν) = −x31ν + μx6p1ν < Fp(x¯) = 0
holds for all ν ≥ ν0. Thus, Theorem 2.5 can be applied to derive the KKT optimality
condition at x¯ only with p = 12 .
Example 2.5. Let x¯ = 0 ∈ R3 be a local minimizer of the following inequality
constrained optimization problem:
(4)
min f(x)
s.t. g1(x) := a
Tx+ a4x
4
3 ≤ 0,
g2(x) := b
Tx+ b4x
4
3 ≤ 0,
g3(x) := c
Tx+ c4x
4
3 ≤ 0,
where a = (a1, a2, a3)
T , b = (b1, b2, b3)
T , c = (c1, c2, c3)
T ∈ R3, and a4, b4, c4 ∈ R.
Assume that vectors a and b are linearly independent, and that vector c has the
following unique representation, for k1, k2 ∈ R:
c = −k1a− k2b.
If k1 < 0 or k2 < 0, Motzkin’s theorem of the alternative ensures that the in-
equality system
aTx < 0, bTx < 0, and cTx < 0,
has a solution. Therefore, the MFCQ (see [20]) holds at x¯. If k1 ≥ 0, k2 ≥ 0, and
k1a4 + k2b4 + c4 ≤ 0, we will show that the GCQ holds at x¯. In fact, by applying
Theorem 1.17 of [2] or Theorem 2.5 of [22], it can be shown that the feasible set C of
problem (4) has a local error bound at x¯ with respect to
S(x) :=
3∑
i=1
(gi(x))+
(see Lemma 2.1(iv)). Then, by Lemma 2.1(iii) and (iv), we have
TC(x¯) = KerDS
1(x¯) = LC(x¯),
which implies that the GCQ holds at x¯.
In what follows, we assume that k1 ≥ 0, k2 ≥ 0, and k1a4 + k2b4 + c4 > 0. Note
that the inequality
k1g1(x) + k2g2(x) + g3(x) ≤ 0
implies that x3 = 0. Thus, it is easy to check that x ∈ C if and only if
aTx ≤ 0, bTx ≤ 0, cTx ≤ 0, and x3 = 0.
By deﬁnition, we have
TC(x¯) =
{
x = (x1, x2, 0)
T ∈ R3 ∣∣aTx ≤ 0, bTx ≤ 0, cTx ≤ 0}
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and
LC(x¯) =
{
x ∈ R3 ∣∣aTx ≤ 0, bTx ≤ 0, cTx ≤ 0} .
By Farkas’ lemma, we have
TC(x¯)
∗ =
⎧⎨
⎩v = (v1, v2, v3)T ∈ R3
∣∣∣∣∣∣
v1 = y1a1 + y2b1 + y3c1,
v2 = y1a2 + y2b2 + y3c2,
y1, y2, y3 ≥ 0, v3 ∈ R,
⎫⎬
⎭
and
LC(x¯)
∗ =
⎧⎪⎨
⎪⎪⎩v = (v1, v2, v3)
T ∈ R3
∣∣∣∣∣∣∣∣
v1 = y1a1 + y2b1 + y3c1,
v2 = y1a2 + y2b2 + y3c2,
v3 = y1a3 + y2b3 + y3c3,
y1, y2, y3 ≥ 0.
⎫⎪⎬
⎪⎪⎭
Therefore, TC(x¯)
∗ = LC(x¯)∗ and the GCQ does not hold at x¯. So, in this case, the
classical CQs cannot be used to verify the KKT optimality condition.
We will show that Theorem 2.5 is applicable to detect the validity of the KKT
optimality condition when k1 ≥ 0, k2 ≥ 0, and k1a4+k2b4+ c4 > 0, and the objective
function f takes the form
(5) f(x) = wTx+ w4x
2
3,
where w = (w1, w2, w3)
T = −ρ1a− ρ2b with ρ1, ρ2 ≥ 0, and w4 < 0.
First, we show that the lp penalty function for problem (4),
Fp(x) = f(x) + μ(S(x))p,
cannot be exact at x¯ when p > 0.5. Consider a sequence xν := (x1ν , x2ν , x3ν)
T ∈ R3
such that xν → x¯, x3ν ≡ 0, aTxν = 0, and bTxν = 0. It is easy to check that for any
μ > 0 and p > 0.5, there exists ν0 such that the inequality
Fp(xν) = w4x23ν + μ
[
(a4x
4
3ν)+ + (b4x
4
3ν)+ + (c4x
4
3ν)+
]p
< 0
holds for all ν ≥ ν0. Thus, the lp (p > 0.5) penalty function for problem (4) is not
exact at x¯.
Next, we show that the l0.5 penalty function is exact at x¯. It is easy to see that
F0.5(x) := [w4 + (ρ1a4 + ρ2b4)x23]x23 − ρ1(aTx+ a4x43)− ρ2(bTx+ b4x43)
+μ
√
(aTx+ a4x43)+ + (b
Tx+ b4x43)+ + (c
Tx+ c4x43)+.
Let δ = min{1, 1‖a‖+|a4| , 1‖b‖+|b4|} and
μ˜ = 2max
⎧⎨
⎩2ρ1, 2ρ2, |ρ1a4 + ρ2b4| − w4√min{ 1k1 , 1k2 , 1}(k1a4 + k2b4 + c4)
⎫⎬
⎭ ,
where the convention 10 := ∞ is used when k1 = 0 or k2 = 0. Let μ ≥ μ˜ and ‖x‖ ≤ δ.
By the deﬁnition of δ, we have
(6) (ρ1a4 + ρ2b4)x
2
3 ≥ −|ρ1a4 + ρ2b4|δ2 ≥ −|ρ1a4 + ρ2b4|
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and
(7) |aTx+ a4x43| ≤ ‖a‖‖x‖+ |a4|x43 ≤ ‖a‖δ + |a4|δ4 ≤ (‖a‖+ |a4|)δ ≤ 1,
and similarly,
(8) |bTx+ b4x43| ≤ 1.
Thus, we obtain from (7) and (8)
(9)
√
(aTx+ a4x43)+ + (b
Tx+ b4x43)+ + (c
Tx+ c4x43)+
≥√(aTx+ a4x43)+ + (bTx+ b4x43)+
≥ 12
√
(aTx+ a4x43)+ +
1
2
√
(bTx+ b4x43)+
≥ 12 (aTx+ a4x43)+ + 12 (bTx+ b4x43)+,
where the second inequality follows from Lemma 4.1 in [15]. Since k1a4+k2b4+c4 > 0,
we have
(10) √
(aTx+ a4x43)+ + (b
Tx+ b4x43)+ + (c
Tx+ c4x43)+
≥
√
min{ 1k1 , 1k2 , 1}
√
k1(aTx+ a4x43)+ + k2(b
Tx+ b4x43)+ + (c
Tx+ c4x43)+
≥
√
min{ 1k1 , 1k2 , 1}
√
[k1(aTx+ a4x43) + k2(b
Tx+ b4x43) + (c
Tx+ c4x43)]+
=
(√
min{ 1k1 , 1k2 , 1}
√
k1a4 + k2b4 + c4
)
x23.
In view of the deﬁnition of μ˜, it follows from (6), (9), and (10) that
F0.5(x)≥ (w4 − |ρ1a4 + ρ2b4|)x23 − ρ1(aTx+ a4x43)− ρ2(bTx+ b4x43)
+ μ4 (a
Tx+ a4x
4
3)+ +
μ
4 (b
Tx+ b4x
4
3)+
+ μ2
(√
min{ 1k1 , 1k2 , 1}
√
k1a4 + k2b4 + c4
)
x23
≥ 0,
which implies that the l0.5 penalty function for problem (4) is exact at x¯. There-
fore, Theorem 2.5 is applicable because 0.5 ∈ Π(S, x¯), which follows readily from
Proposition 2.4(iii).
3. Mathematical programs with complementarity constraints. Through-
out this section, let x¯ ∈ E be a local minimizer of (MPCC) where E denotes the
feasible set of (MPCC). Moreover, let the index sets α, β, and γ be given as in the
introduction and let the active index set I0 be given as in Lemma 2.1(i). In what
follows, we will study strong stationarity and Mordukhovich stationarity of (MPCC).
Before proceeding, we need to present a useful lemma. This lemma has been
proved in [34] and [10] using Proposition 1 of [24], where polyhedral multifunctions
are shown to be locally upper Lipschitz continuous. An alternative proof will be
given in the appendix, with the aﬃne structure of a mathematical program with
aﬃne complementarity constraints (MPACC) being carefully exploited.
Lemma 3.1. Let x¯ ∈ E, where E is now the feasible set of an (MPACC) defined by
E =
{
x ∈ Rn | Ax+ a ≤ 0, Bx+ b ≥ 0, Cx+ c ≥ 0, (Bx+ b)T (Cx+ c) = 0} ,
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with A ∈ Rr×n, B,C ∈ Rs×n, a ∈ Rr, b, c ∈ Rs. Then, there exist δ > 0 and τ > 0
such that, for all x ∈ Bδ(x¯),
(11) d(x,E) ≤ τ(‖(Ax + a)+‖+ ‖min{Bx+ b, Cx+ c}‖).
Let the linearized tangent cone of (MPCC) at x¯ be deﬁned by
T lin(x¯) =
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
u ∈ Rn
∣∣∣∣∣∣∣∣∣∣∣∣
∇gi(x¯)Tu ≤ 0, i ∈ I0,
∇hj(x¯)Tu = 0, j ∈ J,
∇Gk(x¯)Tu = 0, k ∈ α,
∇Hk(x¯)Tu = 0, k ∈ γ,
∇Gk(x¯)Tu ≥ 0, k ∈ β,
∇Hk(x¯)Tu ≥ 0, k ∈ β,
⎫⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎭
and let the (MPCC)-linearized tangent cone of (MPCC) at x¯ be deﬁned by
T linMPCC(x¯) =
⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
u ∈ Rn
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
∇gi(x¯)Tu ≤ 0, i ∈ I0,
∇hj(x¯)Tu = 0, j ∈ J,
∇Gk(x¯)Tu = 0, k ∈ α,
∇Hk(x¯)Tu = 0, k ∈ γ,
∇Gk(x¯)Tu ≥ 0, k ∈ β,
∇Hk(x¯)Tu ≥ 0, k ∈ β,
(∇Gk(x¯)Tu)(∇Hk(x¯)Tu) = 0, k ∈ β.
⎫⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎭
Clearly, T linMPCC(x¯) ⊂ T lin(x¯). Following [12], we introduce two cones:
Ω1 =
{
(u, ξβ , ηβ) ∈ Rn+2|β| | ξk ≥ 0, ηk ≥ 0, ξkηk = 0 ∀k ∈ β
}
and
Ω2 =
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
(u, ξβ, ηβ) ∈ Rn+2|β|
∣∣∣∣∣∣∣∣∣∣∣∣
∇gi(x¯)Tu ≤ 0, i ∈ I0,
∇hj(x¯)Tu = 0, j ∈ J,
∇Gk(x¯)Tu = 0, k ∈ α,
∇Hk(x¯)Tu = 0, k ∈ γ,
∇Gk(x¯)Tu− ξk = 0, k ∈ β,
∇Hk(x¯)Tu− ηk = 0, k ∈ β.
⎫⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎭
By virtue of Ω1 and Ω2, the following proposition gives some characterizations of
strong stationarity and Mordukhovich stationarity.
Proposition 3.2. The following statements are true:
(i) x¯ is a strongly stationary point of (MPCC) if and only if
−∇f(x¯) ∈ {v ∈ Rn | (v, 0, 0) ∈ NˆΩ1(0, 0, 0) + NˆΩ2(0, 0, 0)}.
(ii) x¯ is a Mordukhovich stationary point of (MPCC) if and only if
−∇f(x¯) ∈ {v ∈ Rn | (v, 0, 0) ∈ NΩ1(0, 0, 0) +NΩ2(0, 0, 0)}.
(iii) T lin(x¯)∗ = {v ∈ Rn | (v, 0, 0) ∈ NˆΩ1(0, 0, 0) + NˆΩ2(0, 0, 0)}.
(iv) T linMPCC(x¯)
∗ = {v ∈ Rn | (v, 0, 0) ∈ NˆΩ1∩Ω2(0, 0, 0)}.
(v) NΩ1∩Ω2(0, 0, 0) ⊂ NΩ1(0, 0, 0) +NΩ2(0, 0, 0).
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Proof. By the formulas of NˆΩ1(0, 0, 0), NˆΩ2(0, 0, 0), NΩ1(0, 0, 0), NΩ2(0, 0, 0) given
in Proposition 2.2 of [17], statements (i)–(iii) follow directly from Farkas’ lemma
and the deﬁnitions of strong stationarity and Mordukhovich stationarity. Note that
(u, ξβ , ηβ) ∈ Ω1∩Ω2 if and only if u ∈ T linMPCC(x¯) and for every k ∈ β, ξk = ∇Gk(x¯)Tu,
ηk = ∇Hk(x¯)Tu, and that NˆΩ1∩Ω2(0, 0, 0) = TΩ1∩Ω2(0, 0, 0)∗ = (Ω1 ∩ Ω2)∗. Thus,
(v, 0, 0) ∈ NˆΩ1∩Ω2(0, 0, 0) if and only if
〈(v, 0, 0), (u,∇Gβ(x¯)Tu,Hβ(x¯)Tu)〉 = 〈v, u〉 ≤ 0 ∀u ∈ T linMPCC(x¯),
which amounts to v ∈ T linMPCC(x¯)∗. Thus, statement (iv) holds.
Finally, to show (v), it suﬃces according to Corollary 4.2 of [14] to show that the
set-valued map M : Rn+2|β| ⇒ Rn+2|β| deﬁned by
(12) M(y) = (Ω1 − y) ∩ Ω2
is calm at (0, 0) ∈ Rn+2|β|×Rn+2|β|. By Theorem 3.1 of [29], calmness of M at (0, 0)
amounts to having δ > 0 and τ > 0 such that, for all (u, ξβ , ηβ) ∈ Bδ(0) ∩ Ω2,
(13) d((u, ξβ , ηβ),Ω1 ∩ Ω2) ≤ τd((u, ξβ , ηβ),Ω1),
where the distance function d is deﬁned via the l1 norm. Then, it follows from Lemma
3.1 that there are δ > 0 and τ > 0 such that, for all (u, ξβ , ηβ) ∈ Bδ(0) ∩Ω2,
d((u, ξβ , ηβ),Ω1 ∩ Ω2)
≤ τ
∑
k∈β
|min{ξk, ηk}|
≤ τ
∑
k∈β
d((ξk, ηk), {(a, b) ∈ R2 | a ≥ 0, b ≥ 0, ab = 0})
= τd((ξβ , ηβ), {(a, b) ∈ R2|β| | ak ≥ 0, bk ≥ 0, akbk = 0 ∀ k ∈ β})
= τd((u, ξβ , ηβ),Ω1),
which gives (13). This completes the proof.
Remark 3.1. According to [13], any v ∈ TE(x¯)∗ corresponds to a smooth objective
function f such that x¯ is a local minimizer of (MPCC) and v = −∇f(x¯). Therefore,
by statement (ii), the CQ
(14) TE(x¯)
∗ × {0} × {0} ⊂ NΩ1(0, 0, 0) +NΩ2(0, 0, 0)
is the weakest for Mordukhovich stationarity in the sense that it holds if and only if x¯
is a Mordukhovich stationary point for every (MPCC) that has the same constraints
and the same local minimizer x¯ but diﬀerent objective functions. It follows directly
from statements (iv) and (v) and from NˆΩ1∩Ω2(0, 0, 0) ⊂ NΩ1∩Ω2(0, 0, 0) that
(15) T linMPCC(x¯)
∗ × {0} × {0} ⊂ NΩ1(0, 0, 0) +NΩ2(0, 0, 0).
Inclusions (14) and (15) together imply a well-known result (see [34] and [8]) that
x¯ is a Mordukhovich stationary point if MPCC − GCQ holds at x¯, i.e., TE(x¯)∗ =
T linMPCC(x¯)
∗. Since (14) can be true even if TE(x¯)∗ = T linMPCC(x¯)
∗ does not hold,
MPCC−GCQ is not the weakest CQ for Mordukhovich stationarity; see Example 3.1.
Remark 3.2. It is interesting to note that the characterizations of strongly sta-
tionary and Mordukhovich stationary points can be obtained in such a uniﬁed way
only by invoking the cones Ω1 and Ω2. This fundamental idea is borrowed from [12],
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where a rather direct proof was given to show that any local minimizer of (MPCC)
is a Mordukhovich stationary point under MPCC−GCQ. In [12], statement (v) was
obtained by invoking Proposition 1 of [24] to show that the polyhedral set-valued map
M deﬁned by (12) is calm at (0, 0), while in our proof, statement (v) follows from
Lemma 3.1, which can be proved without using Proposition 1 of [24]; see the appendix
for a detailed proof of Lemma 3.1.
Example 3.1. In (MPCC), let n = 1, m = q = 0, l = 1, G(x) = x, H(x) = x2,
and x¯ = 0. Then, TE(x¯) = {0}, T linMPCC(x¯) = T lin(x¯) = R+, and
{v ∈ R | (v, 0, 0) ∈ NΩ1(0, 0, 0) +NΩ2(0, 0, 0)} = R.
Thus, MPCC−GCQ does not hold at x¯, but (14) holds.
Let μ > 0 and 0 ≤ p ≤ 1. Consider the following lp penalty function Gp of
(MPCC):
Gp(x) = f(x) + μUp(x),
where μ > 0 and
Up(x) :=
(
S(x) +
∑
k∈K
[(−Gk(x))+ + (−Hk(x))+ + |Gk(x)Hk(x)|]
)p
.
The basic properties of KerDUp(x¯) are summarized in the following lemma.
Lemma 3.3. Let 0 ≤ p ≤ 1. Then, KerDUp(x¯) is a closed cone with the following
properties:
(i) KerDUp(x¯) ⊂ KerDUp′(x¯) ∀ p′ ∈ (p, 1].
(ii) KerDU0(x¯) = TE(x¯) and KerDU
1(x¯) = T lin(x¯).
(iii) KerDU0.5(x¯) ⊂ T linMPCC(x¯).
(iv) KerDUp(x¯) = TE(x¯) if E has a local error bound at x¯ with respect to U
p.
Proof. Similarly as for Lemma 2.1, we get (i), (ii), and (iv) easily. Now, it remains
for us to show (iii). By (i) and (ii), we have
KerDU0.5(x¯) ⊂ KerDU1(x¯) = T lin(x¯).
Therefore, to prove KerDU0.5(x¯) ⊂ T linMPCC(x¯), it suﬃces to show that for every
u ∈ KerDU0.5(x¯) and k ∈ β, (∇Gk(x¯)Tu)(∇Hk(x¯)Tu) = 0. By the deﬁnition of the
contingent derivative, for every u ∈ KerDU0.5(x¯), there exist tν → 0+ and uν → u
such that
Gk(x¯+ t
νuν)Hk(x¯+ t
νuν)
(tν)2
→ 0 ∀ k ∈ β.
Since Gk and Hk are continuously diﬀerentiable, we have by the Taylor expansion
rule that for all k ∈ β,
Gk(x¯+ t
νuν)Hk(x¯+ t
νuν)
(tν)2
=
(
∇Gk(x¯)Tuν + o(‖t
νuν‖)
tν
)(
∇Hk(x¯)Tuν + o(‖t
νuν‖)
tν
)
.
Thus, we have
(∇Gk(x¯)Tu)(∇Hk(x¯)Tu) = 0 ∀u ∈ KerDU0.5(x¯) ∀k ∈ β,
which completes the proof.
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We now deﬁne the strong stationarity indication set of (MPCC) with respect to
U and x¯, as follows:
Πs(U, x¯) := {p ∈ [0, 1] | KerDUp(x¯)∗ ⊂ KerDU1(x¯)∗}.
It follows from Proposition 3.2(iii) and Lemma 3.3(ii) that
KerDU1(x¯)∗ = T lin(x¯)∗ = {v ∈ Rn | (v, 0, 0) ∈ NˆΩ1(0, 0, 0) + NˆΩ2(0, 0, 0)}.
Thus,
Πs(U, x¯)
= {p ∈ [0, 1] | KerDUp(x¯)∗ ⊂ T lin(x¯)∗}
= {p ∈ [0, 1] | KerDUp(x¯)∗ ⊂ {v ∈ Rn | (v, 0, 0) ∈ NˆΩ1(0, 0, 0) + NˆΩ2(0, 0, 0)}}.
Furthermore, we deﬁne the Mordukhovich stationarity indication set of (MPCC)
with respect to U and x¯ as follows:
Πm(U, x¯) = {p ∈ [0, 1] | KerDUp(x¯)∗ ⊂ {v ∈ Rn | (v, 0, 0) ∈ NΩ1(0, 0, 0)+NΩ2(0, 0, 0)}}.
According to (15) and the inclusion T lin(x¯)∗ ⊂ T linMPCC(x¯)∗ due to T linMPCC(x¯) ⊂
T lin(x¯), we have
(16) Πs(U, x¯) ⊂ {p ∈ [0, 1] | KerDUp(x¯)∗ ⊂ T linMPCC(x¯)∗} ⊂ Πm(U, x¯).
The second inclusion in (16) may not be held as an equality. For instance, using the
data in Example 3.1, we have
KerDUp(x¯) =
{
R+ if
1
3 < p ≤ 1,{0} if 0 ≤ p ≤ 13 ,
and
Πs(U, x¯) = {p ∈ [0, 1] | KerDUp(x¯)∗ ⊂ T linMPCC(x¯)∗} =
(
1
3
, 1
]
 Πm(U, x¯) = [0, 1].
Theorem 3.4. The following statements are true:
(i) If there exists some p ∈ Πs(U, x¯) such that the lp penalty function Gp is exact
at x¯, then x¯ is a strongly stationary point.
(ii) If there exists some p ∈ Πm(U, x¯) such that the lp penalty function Gp is exact
at x¯, then x¯ is a Mordukhovich stationary point.
Proof. Similarly as in Theorem 2.5, we have −∇f(x¯) ∈ KerDUp(x¯)∗ whenever
the lp penalty function of Gp is exact at x¯. Now all results follow easily from Propo-
sition 3.2 and the deﬁnitions of Πs(U, x¯) and Πm(U, x¯).
The following proposition characterizes the stationarity indication sets Πs(U, x¯)
and Πm(U, x¯) by virtue of the original data of (MPCC).
Proposition 3.5. The following statements are true:
(i) If the functions gi, i ∈ I0, hj , j ∈ J , Gk and Hk, k ∈ K are C1,1, then
(0.5, 1] ⊂ Πs(U, x¯) ⊂ Πm(U, x¯).
(ii) If the functions gi, i ∈ I0, hj, j ∈ J , Gk and Hk, k ∈ K are C2, and the
conditions
(a) uT∇2gi(x¯)u ≤ 0 ∀i ∈ I0, ∀u ∈ T linMPCC(x¯) ∩ ∇gi(x¯)⊥,
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Copyright © by SIAM. Unauthorized reproduction of this article is prohibited. 
OPTIMALITY CONDITIONS VIA EXACT PENALTY FUNCTIONS 3223
(b) uT∇2hj(x¯)u = 0 ∀j ∈ J , ∀u ∈ T linMPCC(x¯),
(c) uT∇2Gk(x¯)u = 0 ∀k ∈ α, ∀u ∈ T linMPCC(x¯),
(d) uT∇2Hk(x¯)u = 0 ∀k ∈ γ, ∀u ∈ T linMPCC(x¯),
(e) uT∇2Gk(x¯)u ≥ 0 ∀k ∈ β, ∀u ∈ (T linMPCC(x¯) ∩ ∇Gk(x¯)⊥)\∇Hk(x¯)⊥,
(f) uT∇2Hk(x¯)u ≥ 0 ∀k ∈ β, ∀u ∈ (T linMPCC(x¯) ∩ ∇Hk(x¯)⊥)\∇Gk(x¯)⊥,
(g) uT∇2Gk(x¯)u ≥ 0 and uT∇2Hk(x¯)u ≥ 0 ∀k ∈ β, ∀u ∈ T linMPCC(x¯)
∩∇Gk(x¯)⊥ ∩ ∇Hk(x¯)⊥
are satisfied, then [0.5, 1] ⊂ Πm(U, x¯).
Proof. Since U is deﬁned in the same way as S in the sense that the complementar-
ity constraintsGk(x) ≥ 0, Hk(x) ≥ 0, and Gk(x)Hk(x) = 0 are regarded as general in-
equality and equality constraints, statement (i) follows readily from Proposition 2.4(i),
the deﬁnition of Πs(U, x¯), and (16). Now, we will show statement (ii) by proving
that conditions (a)–(g) are satisﬁed if and only if KerD+U
0.5(x¯) = KerDU0.5(x¯) =
T linMPCC(x¯), which implies that 0.5 ∈ {p ∈ [0, 1] | kerDUp(x¯)∗ ⊂ T linMPCC(x¯)∗} ⊂
Πm(U, x¯) and hence [0.5, 1] ⊂ Πm(U, x¯). To start, it is easy to check that for each
0 < p ≤ 1,
(17) KerD+U
p(x¯) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
u ∈ Rn
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
lim sup
t→0+
gi(x¯+ tu)
t1/p
≤ 0, i ∈ I0,
lim
t→0+
hj(x¯+ tu)
t1/p
= 0, j ∈ J,
lim
t→0+
Gk(x¯+ tu)
t1/p
= 0, k ∈ α,
lim
t→0+
Hk(x¯+ tu)
t1/p
= 0, k ∈ γ,
lim inf
t→0+
Gk(x¯+ tu)
t1/p
≥ 0, k ∈ β,
lim inf
t→0+
Hk(x¯ + tu)
t1/p
≥ 0, k ∈ β,
lim
t→0+
Gk(x¯+ tu)Hk(x¯+ tu)
t1/p
= 0, k ∈ β.
⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭
Since KerDU0.5(x¯) ⊂ T linMPCC(x¯) according to Lemma 3.3(iii), and KerD+U0.5(x¯) ⊂
KerDU0.5(x¯) due to the deﬁnitions of the Dini upper directional derivative and the
contingent derivative, we have
KerD+U
0.5(x¯) = KerDU0.5(x¯) = T linMPCC(x¯) ⇐⇒ T linMPCC(x¯) ⊂ KerD+U0.5(x¯).
As a result, it remains for us to show the equivalence of T linMPCC(x¯) ⊂ KerD+U0.5(x¯)
with conditions (a)–(g). This can be done by noticing (17) when p = 0.5 and the
following limits for C2 functions ϕ : Rn → R and ψ : Rn → R:
(18)
ϕ(x+ tu)
t2
=
∇ϕ(x)T u
t
+
1
2
uT∇2ϕ(x)u + o(t
2)
t2
→ −∞ as t → 0+,
whenever ϕ(x) = 0 and ∇ϕ(x)T u < 0;
(19)
ϕ(x+ tu)
t2
=
1
2
uT∇2ϕ(x)u + o(t
2)
t2
→ 1
2
uT∇2ϕ(x)u as t → 0+,
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whenever ϕ(x) = 0 and ∇ϕ(x)T u = 0;
(20)
ϕ(x + tu)ψ(x+ tu)
t2
=
(
1
2
uT∇2ϕ(x)u + o(t
2)
t2
)
ψ(x+ tu) → 0 as t → 0+,
whenever ϕ(x) = ψ(x) = 0 and ∇ϕ(x)T u = 0. This completes the proof.
Let μ > 0 and 0 ≤ p ≤ 1. Consider the following lp penalty function Hp of
(MPCC):
Hp(x) = f(x) + μV p(x),
where μ > 0 and
V p(x) :=
(
S(x) +
∑
k∈K
|φmin(Gk(x), Hk(x))|
)p
,
with φmin(a, b) := min{a, b} being an NCP function. The basic properties ofKerDV p(x¯)
are summarized in the following lemma.
Lemma 3.6. Let 0 ≤ p ≤ 1. Then, KerDV p(x¯) is a closed cone with the following
properties:
(i) KerDV p(x¯) ⊂ KerDV p′(x¯) ∀ p′ ∈ (p, 1].
(ii) KerDV 0(x¯) = TE(x¯) and KerDV
1(x¯) = T linMPCC(x¯).
(iii) KerDV p(x¯) = TE(x¯) if E has a local error bound at x¯ with respect to V
p.
Proof. All results except for KerDV 1(x¯) = T linMPCC(x¯) can be obtained similarly
as in Lemmas 2.1 or 3.3. Now it remains for us to show KerDV 1(x¯) = T linMPCC(x¯).
For every u ∈ KerDV 1(x¯), by the deﬁnition of the contingent derivative, there exist
tν → 0+ and uν → u such that
(21)
max{gi(x¯+ tνuν), 0}
tν
→ 0 ∀i ∈ I0,
(22)
hj(x¯+ t
νuν)
tν
→ 0 ∀j ∈ J,
(23)
Gk(x¯+ t
νuν)
tν
→ 0 ∀k ∈ α,
(24)
Hk(x¯+ t
νuν)
tν
→ 0 ∀k ∈ γ,
and
(25)
min{Gk(x¯+ tνuν), Hk(x¯ + tνuν)}
tν
→ 0 ∀k ∈ β.
By applying the Taylor expansion rule of continuously diﬀerentiable functions to (21)–
(25) and noticing that min{∇Gk(x¯)Tu,∇Hk(x¯)Tu} = 0 if and only if
∇Gk(x¯)Tu ≥ 0 ∇Hk(x¯)Tu ≥ 0 (Gk(x¯)Tu)(Hk(x¯)Tu) = 0,
we can easily get KerDV 1(x¯) ⊂ T linMPCC(x¯). Letting tν → 0+ and uν ≡ u with
u ∈ T linMPCC(x¯), and again applying the Taylor expansion rule for continuously dif-
ferentiable functions, we will get (21)–(25), which together imply that T linMPCC(x¯) ⊂
KerDV 1(x¯). This completes the proof.
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Now we deﬁne the Mordukhovich stationarity indication set of (MPCC) with
respect to V and x¯ by
Πm(V, x¯) := {p ∈ [0, 1] | KerDV p(x¯)∗ ⊂ {v ∈ Rn | (v, 0, 0) ∈ NΩ1(0, 0, 0)+NΩ2(0, 0, 0)}}.
By (15) and Lemma 3.6(ii), we have the following relation:
1 ∈ {p ∈ [0, 1] | KerDV p(x¯)∗ ⊂ T linMPCC(x¯)∗} ⊂ Πm(V, x¯).
Theorem 3.7. If there exists p ∈ Πm(V, x¯) such that the lp penalty function Hp
is exact at x¯, then x¯ is a Mordukhovich stationary point.
Proof. The proof is similar to that of Theorem 3.4.
Remark 3.3. Theorem 3.7 is still valid if the NCP function φmin in V is replaced
by the Fischer–Burmeister function
φFB(a, b) = a+ b−
√
a2 + b2,
since it follows from Lemma 3.1 of [30] that for all a, b ∈ R,
(2 −
√
2)|φmin(a, b)| ≤ |φFB(a, b)| ≤ (2 +
√
2)|φmin(a, b)|.
The following proposition characterizes Πm(V, x¯) by virtue of the original data of
(MPCC).
Proposition 3.8. The following statements are true:
(i) If the functions gi, i ∈ I0, hj , j ∈ J , Gk and Hk, k ∈ K are C1,1, then
(0.5, 1] ⊂ {p ∈ [0, 1] | KerDV p(x¯) = T linMPCC(x¯)} ⊂ Πm(V, x¯).
(ii) If the functions gi, i ∈ I0, hj, j ∈ J , Gk and Hk, k ∈ K are C2, and
conditions (a)–(d) in Proposition 3.5 and the conditions
(e′) uT∇2Gk(x¯)u = 0 ∀k ∈ β, ∀u ∈ (T linMPCC(x¯) ∩ ∇Gk(x¯)⊥)\∇Hk(x¯)⊥,
(f′) uT∇2Hk(x¯)u = 0 ∀k ∈ β, ∀u ∈ (T linMPCC(x¯) ∩ ∇Hk(x¯)⊥)\∇Gk(x¯)⊥,
(g′) φmin(uT∇2Gk(x¯)u, uT∇2Hk(x¯)u) = 0 ∀k ∈ β, ∀u ∈ T linMPCC(x¯)
∩∇Gk(x¯)⊥ ∩ ∇Hk(x¯)⊥
are satisfied, then
[0.5, 1] ⊂ {p ∈ [0, 1] | KerDV p(x¯) = T linMPCC(x¯)} ⊂ Πm(V, x¯).
Proof. By (15), the inclusion
{p ∈ [0, 1] | KerDV p(x¯) = T linMPCC(x¯)} ⊂ Πm(V, x¯)
holds automatically. Now we will prove the rest of the results. To start, it is easy to
check that for every 0 < p ≤ 1,
(26)
KerD+V
p(x¯) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
u ∈ Rn
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
lim sup
t→0+
gi(x¯+ tu)
t1/p
≤ 0, i ∈ I0,
lim
t→0+
hj(x¯+ tu)
t1/p
= 0, j ∈ J,
lim
t→0+
Gk(x¯+ tu)
t1/p
= 0, k ∈ α,
lim
t→0+
Hk(x¯ + tu)
t1/p
= 0, k ∈ γ,
lim
t→0+
min{Gk(x¯ + tu), Hk(x¯+ tu)}
t1/p
= 0, k ∈ β.
⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭
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First, we will show (i). Let 0.5 < p ≤ 1 be arbitrarily ﬁxed. By deﬁnition, we
have KerD+V
p(x¯) ⊂ KerDV p(x¯). According to Lemma 3.6(i) and (ii), we have
KerDV p(x¯) ⊂ T linMPCC(x¯). Thus, to prove (i), it suﬃces to show T linMPCC(x¯) ⊂
KerD+V
p(x¯), which implies that KerD+V
p(x¯) = KerDV p(x¯) = T linMPCC(x¯). Fol-
lowing the proof of Proposition 2.4(i) (see [33]), it now remains to show that, for every
k ∈ β,
(27) lim
t→0+
min{Gk(x¯ + tu), Hk(x¯+ tu)}
t1/p
= 0.
By a generalized Taylor expansion rule (see [7]), we have, for every k ∈ β,
(28)
min{Gk(x¯+ tu), Hk(x¯+ tu)}
t
1
p
≤ t2− 1p min
{∇Gk(x¯)Tu
t
+
1
2
Gook (x¯+ tθu;u),
∇Hk(x¯)Tu
t
+
1
2
Hook (x¯+ tωu;u)
}
,
where 0 < θ < 1 and 0 < ω < 1. Note that x → Gook (x;u) and x → Hook (x;u) are two
upper semicontinuous functions with Gook (x;u) and H
oo
k (x;u) ﬁnite when Gk and Hk
are C1,1, and that u ∈ T linMPCC(x¯) implies min{∇Gk(x¯)Tu,∇Hk(x¯)Tu} = 0. The min
term on the right-hand side of (28) must be ﬁnite for suﬃciently small t > 0. Since
t2−
1
p → 0 when t → 0+, it then follows from (28) that (27) holds. Thus, we have
obtained (i).
Next, we will show (ii). According to the deﬁnitions of the Dini upper directional
derivative and the contingent derivative, and Lemma 3.6(i) and (ii), we have
KerD+V
0.5(x¯) = KerDV 0.5(x¯) = T linMPCC(x¯) ⇐⇒ T linMPCC(x¯) ⊂ KerD+V 0.5(x¯).
Thus, it remains for us to show the equivalence of T linMPCC(x¯) ⊂ KerD+V 0.5(x¯) with
conditions (a)–(d) and (e′)–(g′). To that end, we need not only limits in (18), (19),
and (20), but some more limits for C2 functions ϕ : Rn → R and ψ : Rn → R:
(29)
min{ϕ(x+ tu), ψ(x+ tu)}
t2
= min
{
1
2
uT∇2ϕ(x)u + o(t
2)
t2
,
∇ψ(x)T u
t
+
1
2
uT∇2ψ(x)u + o(t
2)
t2
}
→ 1
2
uT∇2ϕ(x)u as t → 0+,
whenever ϕ(x) = ψ(x) = 0, ∇ϕ(x)Tu = 0, and ∇ψ(x)T u > 0;
(30)
min{ϕ(x+ tu), ψ(x+ tu)}
t2
= min
{
1
2
uT∇2ϕ(x)u + o(t
2)
t2
,
1
2
uT∇2ψ(x)u + o(t
2)
t2
}
→min
{
1
2
uT∇2ϕ(x)u, 1
2
uT∇2ψ(x)u
}
as t → 0+,
whenever ϕ(x) = ψ(x) = 0 and ∇ϕ(x)T u = ∇ψ(x)Tu = 0. In view of (26) when p =
0.5, and the limits in (18), (19), (20), (29), and (30), the equivalence of T linMPCC(x¯) ⊂
KerD+V
0.5(x¯) with conditions (a)–(d) and (e′)–(g′) follows easily and deserves no
more detailed proof. This completes the proof.
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The following lemma and proposition are helpful for establishing some relation-
ships between penalty functions Gp and Hp, and between the various stationarity
indication sets deﬁned previously.
Lemma 3.9. Let a, b ∈ R, σ1 ≥ max{a + 1, b + 1, 2 − a, 2 − b}, and σ2 ≥
max{√|a|,√|b|, 1}. Then,
(31)
(−a)+ + (−b)+ + |ab|
σ1
≤ |min{a, b}| ≤ σ2
√
(−a)+ + (−b)+ + |ab|.
Proof. Noting that a and b are symmetrical, we need to consider only three cases:
(i) 0 ≤ b ≤ a, (ii) b < 0 < a, (iii) b ≤ a ≤ 0. For case (i), we have
(−a)+ + (−b)+ + |ab| = ab ≤ (a+ 1)b ≤ σ1b = σ1|min{a, b}|
and
|min{a, b}| = b =
√
b2 ≤
√
ab ≤ σ2
√
(−a)+ + (−b)+ + |ab|.
For case (ii), we have
(−a)+ + (−b)+ + |ab| = −b(a+ 1) = (a+ 1)|min{a, b}| ≤ σ1|min{a, b}|
and
|min{a, b}| = −b ≤ −b√a+ 1 = √−b
√
−b(a+ 1) ≤ σ2
√
(−a)+ + (−b)+ + |ab|.
For case (iii), we have
(−a)+ + (−b)+ + |ab| = −a− b+ ab ≤ −2b+ ab = (2− a)|min{a, b}| ≤ σ1|min{a, b}|
and
|min{a, b}| = −b ≤ −b√−a+ 1 ≤ √−b√−a− b+ ab ≤ σ2
√
(−a)+ + (−b)+ + |ab|.
This completes the proof.
Proposition 3.10. Let δ > 0 and y ∈ Rn. Then, there exist θ > 0 and η > 0
such that
(32)
1
θ
U(x) ≤ V (x) ≤ η
√
U(x) ∀x ∈ Bδ(y),
which implies that
(33) KerDU
p
2 (x¯) ⊂ KerDV p(x¯) ⊂ KerDUp(x¯),
where 0 ≤ p ≤ 1.
Proof. We need only show (32) since (33) follows readily from (32). Let θ =
maxk∈K θk, where
θk = max
x∈Bδ(y)
max {Gk(x) + 1, Hk(x) + 1, 2−Gk(x), 2 −Hk(x)} .
Clearly, θ ≥ 32 . By Lemma 3.9 and the deﬁnitions of U and V , we have
U(x) ≤ θV (x) ∀x ∈ Bδ(y),
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which gives the ﬁrst inequality in (32). Now, let η = (|K| + 1)η˜, where η˜ =
max{maxk∈K ηk, Smax}, ηk = maxx∈Bδ(y)max{
√|Gk(x)|,√|Hk(x)|, 1}, and Smax =
maxx∈Bδ(y)
√
S(x). By Lemma 3.9 and the deﬁnition of ηk, we have for each x ∈ Bδ(y)
and each k ∈ K
(34) |min{Gk(x), Hk(x)}| ≤ ηk
√
(−Gk(x))+ + (−Hk(x))+ + |Gk(x)Hk(x)|.
By the deﬁnition of Smax, we have for each x ∈ Bδ(y)
(35) S(x) ≤ Smax
√
S(x).
Then it follows from (34), (35), and the deﬁnitions of U and V that, for each x ∈ Bδ(y),
V (x)≤ η˜
{√
S(x) +
∑
k∈K
√
(−Gk(x))+ + (−Hk(x))+ + |Gk(x)Hk(x)|
}
≤ (|K|+ 1)η˜
√
S(x) +
∑
k∈K
[(−Gk(x))+ + (−Hk(x))+ + |Gk(x)Hk(x)|]
= η
√
U(x),
where the second inequality follows from Lemma 4.1 in [15]. Therefore, we have shown
that (32) holds. This completes the proof.
Remark 3.4. By (32), Hp is exact at x¯ if Gp is exact at x¯, and G p
2
is exact at x¯ if
Hp is exact at x¯. Due to (33) and the deﬁnitions of the stationarity indication sets,
we have
(2Πm(U, x¯) ∩ [0, 1]) ⊂ Πm(V, x¯) ⊂ Πm(U, x¯).
Remark 3.5. Let all data be given as in Lemma 3.1, and in addition let x¯ ∈ E
be any local minimizer of (MPACC). By Lemma 3.1 and Proposition 3.10, there exist
δ > 0 and τ > 0 such that for all x ∈ Bδ(x¯),
(36)
d(x,E) ≤ τ
√
(‖(Ax+ a)+‖+ ‖(−Bx− b)+‖+ ‖(−Cx− c)+‖+ ‖(Bx+ b)T (Cx+ c)‖.
Clearly, (36) implies that the l0.5 penalty function G0.5 is exact at x¯, and (11) implies
that the l1 penalty function H1 is exact at x¯. It follows easily from Propositions 3.5(ii)
and 3.8(ii) that for (MPACC)
0.5 ∈ Πm(U, x¯) ∩ Πm(V, x¯).
Therefore, both Theorems 3.4 and 3.7 can be applied to deduce that any local mini-
mizer of (MPACC) is a Mordukhovich stationary point. This result has been revealed
in [34] and [12].
Appendix. Proof of Lemma 3.1.
Let ψ(x) = max{‖(Ax + a)+‖∞, ‖min{Bx + b, Cx + c}‖∞}. Since all norms in
ﬁnite spaces are equivalent, it is easy to see that (11) amounts to
(37) d(x,E) ≤ τψ(x).
It is rather straightforward to reformulate ψ as
ψ(x) = max
1≤j≤r,1≤i≤s
{ψ1j(x), ψ2i(x), ψ3i(x), ψ4i(x)},
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where ψ1j(x) = Ajx+aj , ψ2i(x) = −Bix−bi, ψ3i(x) = −Cix−ci, ψ4i(x) = min{Bix+
bi, Cix+ ci}, and Aj , Bi, Ci are rows of A,B,C, respectively. Clearly, these functions
are all directionally diﬀerentiable. Therefore, ψ is also directionally diﬀerentiable and
for any x, u ∈ Rn,
ψ′(x;u) = max
1≤k≤4,i∈Ik(x)
ψ′ki(x;u),
where
I1(x) = {j | 1 ≤ j ≤ r, ψ1j(x) = ψ(x)}
and
Ik(x) = {i | 1 ≤ i ≤ s, ψki(x) = ψ(x)} ∀ 2 ≤ k ≤ 4.
To show (37), it suﬃces according to Theorem 1.17 of [2] to show the existence of
δ > 0 and μ > 0 such that for all x ∈ Bδ(x¯)\E, there exists ux ∈ Rn with ‖ux‖ = 1
satisfying
ψ′(x;ux) ≤ −μ,
or equivalently,
(38) ψ′ki(x;ux) ≤ −μ ∀ 1 ≤ k ≤ 4, i ∈ Ik(x).
Fix arbitrarily δ > 0 such that Ik(x) ⊂ Ik(x¯) for all x ∈ Bδ(x¯) and 1 ≤ k ≤ 4. Since
Ik(x¯) is ﬁnite for any 1 ≤ k ≤ 4, there must exist a ﬁnite subset T of Bδ(x¯)\E such
that each x ∈ Bδ(x¯)\E corresponds to a unique y ∈ T such that
Ik(x) = Ik(y) ∀ 1 ≤ k ≤ 4.
Let x ∈ Bδ(x¯)\E, 1 ≤ k ≤ 4 and let i ∈ Ik(x) be ﬁxed. Then, there is a unique y ∈ T
such that Ik(x) = Ik(y) for all 1 ≤ k ≤ 4. Moreover, we have ψki(x), ψki(y) > 0 and
ψki(x¯) = 0, since i ∈ Ik(x) = Ik(y) and ψ(x) > 0. Set
ux =
x¯− y
‖x¯− y‖ .
Clearly, ‖ux‖ = 1. In the rest of the proof, we will show that there is a positive
constant μ(y, k, i) such that
(39) ψ′ki(x;ux) ≤ −μ(y, k, i),
which implies (38) because there are only ﬁnitely many such positive constants μ(y, k, i).
Before proceeding to show (39), we assume without loss of generality that Bx¯ + b =
Cx¯ + c = 0. In fact, if Bix¯ + bi > Cix¯ + ci = 0 for some 1 ≤ i ≤ s, then the
complementarity constraint Bix + bi ≥ 0, Cix + ci ≥ 0, (Bix + bi)(Cix + ci) = 0
or the constraint min{Bix + bi, Cix + ci} = 0 is equivalent locally around x¯ to two
inequalities Cix + c ≤ 0 and −(Cix + c) ≤ 0, which can be treated in the same way
as we will treat inequalities Ajx + aj ≤ 0. In what follows, we will show (39) by
considering four diﬀerent values of k. When k = 1, we have
ψ′ki(x;ux) = Ai
x¯− y
‖x¯− y‖ =
−ai −Aiy
‖x¯− y‖ =
−ψki(y)
‖x¯− y‖ =: −μ(y, k, i) < 0,
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which shows (39). When k = 2, we have
ψ′ki(x;ux) = −Bi
x¯− y
‖x¯− y‖ =
bi +Biy
‖x¯− y‖ =
−ψki(y)
‖x¯− y‖ =: −μ(y, k, i) < 0,
which shows (39). When k = 3, (39) can be obtained in the same way as in the case
when k = 2. When k = 4, we have Bix¯ + bi = Cix¯ + ci = 0 by assumption. If
Cix+ ci > Bix+ bi > 0, we have
ψ′ki(x;ux) = Bi
x¯− y
‖x¯− y‖ =
−bi −Biy
‖x¯− y‖ ≤
−ψki(y)
‖x¯− y‖ =: −μ(y, k, i) < 0,
which shows (39). If Bix+ bi > Cix + ci > 0, (39) can be obtained in the same way
as in the case when Cix+ ci > Bix+ bi > 0. If Bix+ bi = Cix+ ci > 0, we have
ψ′ki(x;ux) = min{Bi
x¯− y
‖x¯− y‖ , Ci
x¯− y
‖x¯− y‖} =
−ψki(y)
‖x¯− y‖ =: −μ(y, k, i) < 0,
which shows (39). This completes the proof.
Acknowledgement. The authors are grateful to two referees for their critical
comments and detailed suggestions on an early version of the paper.
REFERENCES
[1] J. P. Aubin and L. Ekeland, Applied Nonlinear Analysis, John Wiley, New York, 1984.
[2] D. Aze´, A survey on error bounds for lower semicontinuous functions, ESAIM Proc., 13 (2003),
pp. 1–17.
[3] M. S. Bazaraa, H. D. Sherali, and C. M. Shetty, Nonlinear Programming: Theory and
Algorithms, Wiley-Interscience, Hoboken, NJ, 2006.
[4] J. V. Burke, An exact penalization viewpoint of constrained optimization, SIAM J. Control
Optim., 29 (1991), pp. 968–998.
[5] F. H. Clarke, A new approach to Lagrange multipliers, Math. Oper. Res., 1 (1976), pp. 165–
174.
[6] F. H. Clarke, Optimization and Nonsmooth Analysis, John Wiley, New York, 1983.
[7] R. Cominetti and R. Correa, A generalized second-order derivative in nonsmooth optimiza-
tion, SIAM J. Control Optim., 28 (1990), pp. 789–809.
[8] M. L. Flegel, Constraint Qualiﬁcations and Stationarity Concepts for Mathematical Programs
with Equilibrium Constraints, Ph.D. thesis, University of Wu¨rzburg, Wu¨rzburg, Germany,
2005.
[9] M. L. Flegel and C. Kanzow, Abadie-type constraint qualiﬁcation for mathematical programs
with equilibrium constraints, J. Optim. Theory Appl., 124 (2005), pp. 595–614.
[10] M. L. Flegel and C. Kanzow, On M-stationary points for mathematical programs with
equilibrium constraints, J. Math. Anal. Appl., 310 (2005), pp. 286–302.
[11] M. L. Flegel and C. Kanzow, On the Guignard constraint qualiﬁcation for mathematical
programs with equilibrium constraints, Optimization, 54 (2005), pp. 517–534.
[12] M. L. Flegel and C. Kanzow, A direct proof for M-stationarity under MPEC-GCQ for
mathematical programs with equilibrium constraints, in Optimization with Multivalued
Mappings, Springer Optim. Appl. 2, Springer-Verlag, Berlin, 2006, pp. 111–122.
[13] F. J. Gould and J. W. Tolle, A necessary and suﬃcient qualiﬁcation for constrained opti-
mization, SIAM J. Appl. Math., 20 (1971), pp. 164–172.
[14] R. Henrion, A. Jourani, and J. Outrata, On the calmness of a class of multifunctions,
SIAM J. Optim., 13 (2002), pp. 603–618.
[15] X. X. Huang and X. Q. Yang, A uniﬁed augmented Lagrangian approach to duality and exact
penalization, Math. Oper. Res., 28 (2003), pp. 533–552.
[16] S. J. Li, K. W. Meng, and J.-P. Penot, Calculus rules for derivatives of multimaps, Set-
Valued Var. Anal., 17 (2009), pp. 21–39.
[17] G. Liu, J. Ye, and J. Zhu, Partial exact penalty for mathematical programs with equilibrium
constraints, Set-Valued Anal., 16 (2008), pp. 785–804.
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Copyright © by SIAM. Unauthorized reproduction of this article is prohibited. 
OPTIMALITY CONDITIONS VIA EXACT PENALTY FUNCTIONS 3231
[18] Z.-Q. Luo, J.-S. Pang, and D. Ralph, Mathematical Programs with Equilibrium Constraints,
Cambridge University Press, Cambridge, UK, 1996.
[19] Z.-Q. Luo, J.-S. Pang, D. Ralph, and S.-Q. Wu, Exact penalization and stationarity condi-
tions of mathematical programs with equilibrium constraints, Math. Program., 75 (1996),
pp. 19–76.
[20] O. L. Mangasarian and S. Fromovitz, The Fritz John necessary optimality conditions in the
presence of equality and inequality constraints, J. Math. Anal. Appl., 17 (1967), pp. 37–47.
[21] K. F. Ng and X. Y. Zheng, Global error bounds with fractional exponents, Math. Program.,
88 (2000), pp. 357–370.
[22] K. F. Ng and X. Y. Zheng, Error bounds for lower semicontinuous functions in normed
spaces, SIAM J. Optim., 12 (2001), pp. 1–17.
[23] J.-S. Pang and M. Fukushima, Complementarity constraint qualiﬁcations and simpliﬁed B-
stationarity conditions for mathematical programs with equilibrium constraints, Comput.
Optim. Appl., 13 (1999), pp. 111–136.
[24] S. M. Robinson, Some continuity properties of polyhedral multifunctions, Math. Programming
Stud., 14 (1981), pp. 206–214.
[25] R. T. Rockafellar and R. J.-B. Wets, Variational Analysis, Springer-Verlag, Berlin, 1998.
[26] A. Rubinov and X. Q. Yang, Lagrange-type Functions in Constrained Non-Convex Optimiza-
tion, Appl. Optim. 85, Kluwer Academic Publishers, Boston, 2003.
[27] H. Scheel and S. Scholtes, Mathematical programs with complementarity constraints: Sta-
tionarity, optimality, and sensitivity, Math. Oper. Res., 25 (2000), pp. 1–22.
[28] S. Scholtes and M. Sto¨hr, Exact penalization of mathematical programs with equilibrium
constraints, SIAM J. Control Optim., 37 (1999), pp. 617–652.
[29] W. Song, Calmness and error bounds for convex constraint systems, SIAM J. Optim., 17
(2006), pp. 353–371.
[30] P. Tseng, Growth behavior of a class of merit functions for the nonlinear complementarity
problem, J. Optim. Theory Appl., 89 (1996), pp. 17–37.
[31] Z. Wu and J. Ye, On error bounds for lower semicontinuous functions, Math. Program., 92
(2002), pp. 301–314.
[32] X. Q. Yang, On relations and applications of generalized second-order directional derivatives,
Nonlinear Anal., 36 (1999), pp. 595–614.
[33] X. Q. Yang and Z. Q. Meng, Lagrange multipliers and calmness conditions of order p, Math.
Oper. Res., 32 (2007), pp. 95–101.
[34] J. J. Ye, Necessary and suﬃcient optimality conditions for mathematical programs with equi-
librium constraints, J. Math. Anal. Appl., 307 (2005), pp. 350–369.
