Abstract In contrast to the human visual system (HVS) that applies different processing schemes to visual information of different textural categories, most existing deep learning models for image super-resolution tend to exploit an indiscriminate scheme for processing one whole image. Inspired by the human cognitive mechanism, we propose a multiple convolutional neural network framework trained based on different textural clusters of image local patches. To this end, we commence by grouping patches into K clusters via K-means, which enables each cluster center to encode image priors of a certain texture category. We then train K convolutional neural networks for super-resolution based on the K clusters of patches separately, such that the multiple convolutional neural networks comprehensively capture the patch textural variability. Furthermore, each convolutional neural network characterizes one specific texture category and is used for restoring patches belonging to the cluster. In this way, the texture variation within a whole image is characterized by assigning local patches to their closest cluster centers, and the super-resolution of each local patch is conducted via the convolutional neural network trained by its cluster. Our proposed framework not only exploits the deep learning capability of convolutional neural networks but also adapts them to depict texture diversities for super-resolution. Experimental super-resolution evaluations on benchmark image datasets validate that our framework achieves state-of-the-art performance in terms of peak signal-to-noise ratio and structural similarity. Our multiple convolutional neural network framework provides an enhanced image super-resolution strategy over existing single-mode deep learning models.
Introduction
In the literature of visual information processing, the problem of single image super-resolution has been extensively investigated for the purpose of restoring a high-resolution (HR) image from one single low-resolution (LR) image. This problem is ill-posed because it requires improving image resolution by generating details which are not captured by an LR image. Traditional techniques for lifting single image resolution is to apply various interpolation techniques to the LR image and thus generate new pixels between exiting pixels in terms of neighborhood averaging etc. Though being sufficiently efficient and able to increase image resolution at arbitrary scales, interpolation schemes exhibit limited capability of restoring image details. The reason for this shortcoming is that brute-force interpolations tend to ignore the prior knowledge regarding intrinsic textural characteristics and variabilities arising from images. Machine learning strategies, on the other hand, can provide a solution to single image super-resolution in terms of training a model to characterize textural details based on generic images. Various state-of-the-art machine learning strategies have been applied to single image super-resolution for learning prior image details from generic images. For example, Yang et al. [1, 2] introduced sparse representations, which learn coupled dictionaries from high and low resolution image patch pairs, to single image super-resolution. To overcome the shortcoming of bicubic interpolation in nonsmooth region restoration, Yang et al. [3] divided the image feature space into a large set of subspaces and used sufficient training samples to fit linear regression functions for each subspace. However, linear regression functions exhibit limited representational power for high-frequency priors in image subspaces. To overcome this disadvantage, Timofte et al. [4] proposed anchored neighbor regression (ANR), which characterizes exemplar neighborhoods using ridge regression and then utilizes these neighborhoods to compute projections from LR patches to HR patches. In their subsequent work, Timofte et al. [5] proposed adjusted ANR (A+) based on ANR and simple linear regression functions. All these sparse coding strategies tend to learn image priors based on patches cropped from images rather than the whole images themselves, and thus result in a mapping function which associates a low-resolution patch with its corresponding high resolution patch. Additionally, different types of image priors have been comprehensively investigated for training an effective image restoration model. In this regard, Yang et al. [6] classified single image superresolution strategies into four categories, i.e., (a) prediction models, (b) edge-based methods [7] , (c) image statistical methods [8] [9] [10] , and (d) patch-based (example based) methods [11] [12] [13] [14] [15] . Furthermore, Yang et al. [6] also observed that, in most cases, the patch-based methods achieved the best performance over alternative models. One common feature of these methods is that visual details, which are key to improving image restoration quality, are comprehensively learned and characterized in the training procedure. It is thus in both theoretical and practical terms that machine learning schemes turn out to be an effective approach for single image super-resolution.
Furthermore, deep learning schemes have recently gained significant success in broad areas such as image classification [16] [17] [18] , object recognition [19] [20] [21] , object detection [22] , etc. The deep learning strategies arguably resemble the human brain mechanism in terms of hierarchical structures and neural connections. Key to the effectiveness of deep learning strategies is their capability to precisely characterize features with multi-layer representations. Additionally, most deep learning methods possess an end-to-end advantage which enables integrated procedures for learning. The merits of deep learning have enabled its broad exploitation for solving challenging problems in various research areas including image restoration. In the literature, Jain et al. [23] are among the first to develop convolutional neural networks (CNNs) for improving natural image quality in terms of denoising. Burger et al. [24] developed a different deep learning method by utilizing fully-connected multi-layer perceptron (MLP) neural networks to remove noises from images. Eigen et al. [25] proposed a variety of CNNs to remove dirts or rain patterns. These denoising problems, though concerned with restoring high-quality images, and thus highly related to image super-resolution, are in fact aimed at noise and disturbance elimination based on deep learning. Cui et al. [26] are among the pioneering group of researchers who address the specific image super-resolution problem in terms of deep learning. They proposed a so-called deep network cascade (DNC), which cascades multiple stacked collaborative local autoencoders for image super-resolution. The auto-encoder and self-similarity search process in each layer of the cascade requires independent optimization, which does not render the DNC as an attractive end-to-end method. Dong et al. [27, 28] proposed a deep learning algorithm termed super resolution using convolutional neural networks (SRCNN). They exploit deep CNNs for learning an end-to-end mapping function between low and high-resolution images. Further, recently developed super-resolution deep learning models include the very deep convolutional networks (VDSR) [29] and deeply-recursive convolutional network (DRCN) [30] . By exploiting the representational power of deep models, SRCNN, VDSR, and DRCN achieve state-of-the-art performance and are considered as the most effective single image super resolution algorithms to date. On the other hand, Yang et al. [6] observed that in most cases, image priors played a more important role than super resolution algorithms themselves, in restoring high-quality images. Furthermore, they demonstrated that high-frequency details are one key factor contributing to accurate restoration, implying that patches with different types of textural characteristics make different contributions to restoring images. However, most deep learning-based super resolution methods indiscriminately conduct common processing procedures on different categories of patches. Specifically, they feed various patches indiscriminately into a deep model for training, and in turn use the trained deep model indiscriminately in restoring various test patches for super resolution. Existing deep learning methods tend to ignore the variability of textural characteristics and are thus incapable of exhaustively exploiting the representational power of deep models.
To address the shortcoming of existing deep learning methods for disregarding textural variability across different types of patches, we propose and develop a single image super resolution framework termed clustering-oriented multiple convolutional neural networks. Our idea is highly inspired by the cognitive mechanism of the human visual system (HVS), which applies different processing schemes to visual information of different textural categories [31, 32] . For example, the human visual system tends to pay more attention to the rich textured parts than smooth parts. The cognitive modes for processing different categories of visual parts are thus different in the human brain and this multi-mode mechanism proves an effective approach to human visual processing. Motivated by this mechanism, we proposed to train multiple convolutional neural networks based on image patches from different textural categories, separately. We first conduct a clustering analysis of image local patches and group them into different categories. We then train multiple CNNs to learn image priors based on exemplar patches from different categories. Specifically, we train a convolutional neural network for super-resolution based on each cluster of patches, and thus, obtain the same total number of trained CNNs as the number of clusters. Each CNN captures certain image priors within a texture category, and multiple CNNs are potentially discriminative between patches of different categories. Therefore, our framework generalizes the capability of CNNs for characterizing the variability of image priors. Experimental evaluation of our approach demonstrates its state-of-the-art super-resolution performance on benchmark image datasets.
The rest of this paper is organized as follows: "A Review of Super-Resolution Convolutional Neural Network" section presents a review of the related state-of-the-art superresolution convolutional neural network. This is followed by a description of our proposed framework based on clustering-oriented multiple convolutional neural networks in "Clustering-Oriented Multiple Convolutional Neural Networks" section. Comparative experimental results are presented in "Experimental Evaluations" section. Finally, some concluding remarks and future work recommendations are given in "Conclusions and Future Work" section.
A Review of Super-Resolution Convolutional Neural Network
The recently proposed, state-of-the-art super-resolution convolutional neural network (SRCNN) [27, 28] is most closely related to our proposed framework, and is thus briefly reviewed in this section. The SRCNN has a threelayer structure as illustrated in Fig. 1 . The first layer convolves one whole low-resolution image with local filters for generating low-resolution feature maps. The second convolution layer operates as a nonlinear mapping of low-resolution feature maps to high resolution feature maps. The final convolution layer integrates the resulting high-resolution features, and reconstructs a high-resolution image.
In contrast to the SRCNN, which trains a single convolutional neural network over whole images, we train multiple convolutional neural networks based on local patches cropped from whole images. Furthermore, we train each CNN based on patches grouped in a cluster, representing an associated category of texture features. As a result, our proposed framework characterizes both local features and also learns texture variation for super-resolution. Our framework is described in the next section.
Clustering-Oriented Multiple Convolutional Neural Networks
This section presents our single image super-resolution framework based on clustering-oriented multiple convolutional neural networks. In the training stage, K convolutional neural networks are trained on the basis of K image patch clustering centers separately. In the inference stage, each patch from a low resolution image is restored by the convolutional neural network associated with the clustering center of the patch. All restored patches thus obtained form one whole high-resolution image.
Reforming Training Data
In contrast to the super-resolution convolutional neural network [27] which feeds whole images to train one CNN, we feed image patches into CNNs for training. To this end, we reform training data through cropping local patches from whole high-resolution images, blurring and downscaling patches, and computing architectural residuals. An outline of these procedures for reforming training data is depicted in Fig. 2 and described below.
We crop high-resolution (HR) patches from each highresolution image in the training dataset. The HR patches are required to be cropped out in an overlapping manner with equal intervals such that the whole image is fully covered. For one HR patch P H , we first blur it through a Gaussian convolution and then downsample it:
where G, * , and ↓ s denote the Gaussian kernel, the convolution operation, and the downsampling operation, respectively. The Gaussian convolution reduces high-frequency details and the downsampling operation further downgrades the patch resolution. The reformed patch P R thus obtained is used to mimic a patch cropped from the low resolution image that corresponds to the high-resolution image producing P H . The reformed patches form the input data for training multiple CNNs.
On the other hand, following most single image super resolution strategies, we exploit the differences between one HR and its corresponding LR patch as targets for learning. Specifically, in order to generate the target P T associated with P R for training a CNN, we first upsample the reformed patch P R via bicubic interpolation, making it the same size as the HR patch P H , and then subtract the upscaled patch from P H as follows:
where ↑ s denotes the upsampling operation. The target patch P T characterizes the difference between the HR patch P H and the reformed (and also LR) patch P R . As P H is believed to have more high-frequency details than P R , P T tends to capture the architectural high frequency leftovers in the patch. P T is thus referred to as architectural residual and also acts as the learning target. The tuple {P R , P T } forms an {input, target} training data pair. All such tuples generated from HR training images result in a reformed dataset for training CNNs in our work.
Clustering Reformed Patches
In "Reforming Training Data" section, we transform HR images into {ref ormed patch, architectural residual} pairs as the reformed training data. We observe that different patches exhibit various types of signatures in architectural residuals. This observation implies that different patches encode different amounts of high frequency visual details. Figure 3 illustrates several exemplar patches along with their architectural residuals extracted from one image. It is clear that they exhibit totally distinct characteristics in architectural residuals, revealing that they contain different amounts of high-frequency ingredients.
As Yang et al. [1] pointed out, images with richer highfrequency details play an important role in characterizing image priors, leading to our belief that patches from different texture categories represent various characteristics for super-resolution. In order to capture the texture variability over different patch texture categories, we perform clustering analysis on reformed patches and gain K cluster centers of patches, as illustrated in Fig. 4 . Assume that there are totally M k patches, i.e., P
, in the kth cluster, then the cluster center is
We attach the superscript (k) to the notations (e.g.
) which are associated with the kth cluster. Each cluster (center) characterizes a certain category of image textural priors which are distinct from one another. To enable an efficient implementation, we exploit K-means for clustering the reformed patches in our framework, but alternative clustering strategies [33] can be used as a substitute.
Following the resultant K clusters, the reformed training dataset is divided into K reformed subsets of patches, which are separately used for training multiple CNNs, as described in the next subsection.
Training Multiple Convolutional Neural Networks
As observed in "Clustering Reformed Patches" section, a range of textural variations exist over patches from different categories. In the context of CNN-based learning, this observation further implies that training one single CNN indiscriminately for various images (e.g., [27] ) potentially limits the capability of CNN in fully characterizing textural variability for super-resolution. To address this single CNN limitation, we propose to train multiple CNNs for different textural characteristics, by training K CNNs based on the K clusters of reformed patches separately.
Specifically, we employ a three-layer structure to construct a convolutional neural network for every reformed subset of patches (i.e. each cluster of patches). The flow diagram for training the kth convolutional neural network is depicted in Fig. 5 .
The kth reformed subset of patches for training the kth CNN consists of all {ref ormed patch, architectural residual} pairs with respect to the kth cluster. One reformed patch P (k) R and its associated architectural residual P (k) T form the input and target for training the CNN, respectively. The reformed patch P (k) R is obtained through blurred and downsampled from a HR patch and is thus smaller in size than the architectural residual P (k) T . We upscale the P (k) R to the same size as P (k) T in terms of bicubic interpolation. This operation is just a size modification and nevertheless does not provide any high frequency details to the upscaled patch P (k)
R ↑ s, since no image priors are employed in the upsampling.
The first layer operation for training the CNN is formulated as follows:
where
and B 
where n 1 is the number of kernels, c and k 1 are the numbers of image channels and the kernel size, respectively. W (k) 1 contains n 1 kernels which are used for convolving an input patch, and the size of each kernel is c × k 1 × k 1 
1 is of dimension n 1 × 1 with each element appending one kernel. Relu(x) = max(0, x) denotes a rectifier activation function [34] as illustrated in Fig. 6 .
In terms of the same notational system, the second layer operation is represented as follows:
where 2 are n 1 × k 2 × k 2 × n 2 and n 2 × 1, respectively. In the third layer, we do not operate the Relu function and have:
where T for training the CNN. Unlike traditional CNN structures that typically consist of a sequence of convolution and pooling operation pairs, we do not perform pooling after convolution. Most existing CNNs tend to pool the convolution layer outputs to obtain condensed features for the purpose of achieving accurate pattern recognition. In contrast to the feature condensation scenario, super-resolution tasks require enhanced visual details to be added to the original low resolution image. Therefore, we do not apply pooling operation in our CNN construction in order to avoid reducing visual details.
To optimize the trainable parameters
3 } for the kth convolutional neural network, we measure the loss between the CNN final output F 3 P (k) U ; Φ (k) and the target, i.e. the architectural residual P T . We utilize mean squared error (MSE) over all samples in the kth reformed subset as the loss function for the kth CNN:
where m denotes cardinality of the kth reformed subset of patches. We employ stochastic gradient descent with the standard back propagation algorithm [35] for minimizing the loss function (7). Specifically, we update the kernel matrices and biases as follows:
where α, γ , l ∈ {1, 2, 3}, j are the learning rate, momentum, layer index, and iteration index, respectively. Δ (k)
and Δ (k)
We train all the K CNNs based on K reformed training subsets separately, according to the procedures described in this subsection.
Super-Resolution
In this subsection, we describe how to perform superresolution on a low resolution image based on K trained CNNs. Figure 7 illustrates the diagram of the proposed super-resolution scheme.
Given a low-resolution image, we first divide it into overlapping patches and then upsample every patch in terms of bicubic interpolation. The upscaled LR patches are required to have the same size as the architectural residuals. For an upscaled LR patch P I , we first assign it to one of the K clusters obtained in "Clustering Reformed Patches" section by seeking a minimum Euclidean distance between P I and the K cluster centers:
Based on Eq. 9, the patch P I is assigned to the cluster k * . This implies that P I has textural resemblance with patches in the cluster k * . As the k * th CNN was trained specifically to capture the image priors reflected by patches in the cluster k * , we use the k * th CNN for performing super-resolution on P I . We feed P I into the k * th trained CNN with the optimized parameter set Φ (k * ) and obtain the super-resolution patch P O as follows:
For all upscaled LR patches extracted from the LR image, we carry out the same super-resolution procedures as described in Eqs. 9 and 10. We sort all the restored patches thus obtained in the same order as their corresponding LR patches in the LR image, and form the final super-resolution image. The overlapped regions are computed by averaging the relevant parts of neighboring patches. 
Discussions
One major goal of our work is to develop a new strategy for increasing the super-resolution power of SRCNN. We thus construct the individual CNNs in our overall framework following the structure of SRCNN that consists of three layers. The major parameters of SRCNN are kernels and biases. Let k 1 , k 2 , and k 3 denote the sizes of kernels for the first, second, and third layers, respectively. Let n 1 and n 2 denote the numbers of kernels for the first and second layers, respectively. The number of kernels for the third layer is one. Additionally, a scalar bias is associated with each kernel. Therefore, the total number of parameters for SRCNN is (k 2 1 + 1)n 1 + (k 2 2 + 1)n 2 + k 2 3 + 1. Specifically, SRCNN sets the parameter values as follows k 1 = 9, k 2 = 5, k 3 = 5, n 1 = 128 and n 2 = 64 [28] . In this case, the exact total number of parameters for SRCNN is 12,186. Our framework contains K SRCNN structures and thus has [(k 2 1 + 1)n 1 + (k 2 2 + 1)n 2 + k 2 3 + 1]K parameters. Following the same specific setting as SRCNN, our framework has 36,558 parameters.
It is obvious that the complexity of our model is K times of that of SRCNN, because it adopts K CNNs with each having the same architecture with SRCNN. Though our model complexity is larger than SRCNN, it is acceptable because its complexity follows a linear growth with respect to the number of CNNs and does not incur exponentially increased overheads. On the other hand, in contrast to the deep super-resolution models such as very deep convolutional networks (VDSR) [29] which has 20 weight layers and deeply recursive convolutional network (DRCN) [30] which has 20 convolution layers and 16 recursion layers, our three-layered model is not very deep. However, we improve the super-resolution ability of the CNN model by not making it deeper but expanding it "broader," i.e., training multiple three-layered CNNs based on categorized patch samples.
We compare the convergence rates of SRCNN and our framework, in terms of the training loss (7). The convergence curves with respect to the training epoch based on the 91-image dataset [2, 4] are given in Fig. 8 . Though the individual CNNs in our framework and SRCNN share the common network structure, our method converges slightly more efficient than SRCNN especially in the first few training epochs. Unlike SRCNN, which indiscriminately learns super-resolution information from all visual categories, our method encourages each individual CNN to learn superresolution information from one specific visual category. The coarsely categorized visual information exhibits less textural variability than general visual information, and thus enables efficient training processes for the class-specific CNNs in our framework.
Fig. 8 Training convergence rate
The reasons for the effectiveness of our clusteringoriented multiple-CNN framework are twofold. First, the multiple CNNs are trained based on local patches rather than whole images. This strategy enables our framework to exhibit a more powerful local representational capability compared to a single CNN trained on whole images. Furthermore and more importantly, the multiple CNNs are separately trained based on different types of textures. This strategy enables multiple CNNs to better discriminate between different texture categories and thus enhances the effectiveness of individual CNNs for texture-specific super-resolution.
The proposed clustering-oriented multiple CNN model can be considered as a coarse-to-fine strategy. The K-means clustering procedure coarsely divides all patches into K general textural groups. Subsequently, fine textures within each coarsely categorized textural group are learned by an individual CNN for super-resolution. The number of texture classes should be carefully set in order to not only avoid learning trivial or wrong details from poorly clustered patches leading to similar effects of over-fitting but also enhance the learning capability of CNNs. A larger number of clusters do not necessarily increase the overall super-resolution performance. More specifically, the basic K-means is a straightforward clustering method for coarse textural categorization. If we increase the number of texture classes (i.e. number of clusters) K and try to use K-means to assign patches into finer textural categories, it may incur certain misclassification in the fine texture scales. On the other hand, CNNs have strong representational power and play the role of learning fine textures for super-resolution in our framework. If we set K to be a large value and use the less representational K-means method to characterize fine textures, the functionality of CNNs for learning fine textures would be neutralized. Furthermore, the training of CNNs would be misled by K-means misclassified samples. Therefore, a small class number K is appropriate for the clustering procedure and enables effective performance for the overall framework. Our extensive experiments confirm this observation and reveal that the current method achieves an optimal trade-off between performance and model complexity.
Experimental Evaluations
We conduct experimental evaluation of our proposed framework and carry out empirical comparisons with alternative state-of-the-art methods. We first describe our experimental parameter settings. We then perform a systematic analysis of our framework by varying values of several key factors. We finally carry out empirical comparisons between our method and alternative methods, and demonstrate the advantages of our proposed framework.
Experimental Settings
Based on our observation that the representational power of a convolutional neural network improves with respect to increasing diversity of training data, we carry out flip data augmentation to increase the number and diversity of training samples for each cluster. Specifically, following the experimental set-up used by state-of-the-art methods tested on benchmark datasets in [6, 28] , we crop training patches from whole images, and employ the low resolution patch size 33 × 33 and the scale factors 2, 3 and 4. Here, the scale factor refers to the times of size/resolution increased for a low-resolution image. The downsampled patches are upscaled using bicubic interpolation.
For constructing individual convolutional neural networks, we adapt the SRCNN structure [27, 28] . Based on the fact that human vision is more susceptible to luminance, we transform all training RGB images into YCbCr color space and only apply super-resolution to the channel Y (luminance). The parameters c in the first and final layer are thus set to 1, and the CNN simply operates on the channel Y. Further, we utilize bicubic interpolation to enlarge the resolution of chrominance channels. The width of the Gaussian kernel for blurring patches is empirically set to 3 and the standard deviation σ is 1.6.
For the comparative experiments, we use a 91 image dataset [2, 4] and the Berkeley Segmentation Dataset and Benchmark [36] as training datasets. We use datasets Set5 [37] , Set14 [38] , and BSD100 [36] for testing the superresolution performance. Finally, we adopt the peak signalto-noise ratio (PSNR, dB) and structural similarity(SSIM) [39] for evaluating the super-resolution accuracy. 
Systematic Empirical Analysis
In this subsection, we empirically evaluate the effectiveness of our framework under a range of settings. We commence by empirically evaluating it comparative performance with respect to different training sample numbers and cluster numbers. We train our framework using a small training dataset [2, 4] comprising 91 images. In an alternative comparative setup, we also train our framework using the 91 image dataset along with additional 200 images from the Berkeley Segmentation Dataset and Benchmark [36] . In both cases, different numbers of clusters are identified for evaluation. We examine the impact of number of clusters by categorizing the patches into {1, 3, 5, 7, 9} clusters in terms of K-means. The Set5 dataset is used for testing and the PSNRs obtained are illustrated in Fig. 9 . It is clear from Fig. 9 that the case with larger number of training samples achieves better performance. Specifically, by introducing a larger number of training samples, our proposed method achieves higher PSNR in all cases compared to the case when trained by a smaller number of samples. On the other hand, though CNNs trained based on multiple clusters outperform those based on a single cluster, experiments with three clusters offer the best results over alternative numbers of clusters. This demonstrates that more accurate super-resolution can result from the use of multiple CNNs with a small number of K-means clusters.
We then evaluate the effects of convolutional kernel number and kernel size on super-resolution. Specifically, we conduct tests with respect to different kernel number n 1 ×n 2 combinations and different kernel size k 1 × k 2 × k 3 combinations. Here, n 1 and n 2 are numbers of kernels for the first and second layers, respectively. The number of kernels for the third layer is one. k 1 , k 2 , and k 3 are the kernel sizes for the first, second, and third layer, respectively. Table 1 shows the performance of our framework, trained based on the 91 image dataset [2, 4] for a scale factor 3 and with 3 clusters, and tested on the dataset Set5. We use the peak signalto-noise ratio (PSNR, dB) and structural similarity (SSIM) as evaluation metrics. It is clear from Table 1 that the alternative settings result in slightly different performances. Specifically, the results show that different kernel numbers and sizes can slightly affect the super-resolution performance, with a generally larger number and size providing slightly better performance. Table 2 The mean PSNR/SSIM of bicubic interpolation, NE+LLE [40] , JOR [41] , A+ [5] , SRCNN [27, 28] , FSRCNN [42] , VDSR [29] , DRCN [30] , and ours on the datasets Set5, Set14, and BSD100 for scale factors 2, 3, and 4 
Empirical Comparisons with State-of-the-art Methods
In this subsection, we make quantitative and qualitative empirical comparisons between our framework and a number of alternative state-of-the-art methods. The latter include bicubic interpolation, neighbor embedding and local linear embedding method (NE+LLE) [40] , sparse coding (SC) [2] , jointly optimized regressors (JOR) [41] , adjusted anchored neighborhood regression (A+) [5] , super-resolution convolutional networks (SRCNN) [27, 28] , fast super-resolution convolutional networks (FSRCNN) [42] , very deep convolutional networks (VDSR) [29] , and deeply recursive convolutional network (DRCN) [30] . Table 2 shows the means of PSNR/SSIM values of alternative methods on datasets Set5, Set14, and BSD100 for scale factors 2, 3, and 4. Here, we use 291 images for our method, VDSR and DRCN achieve comparable performance with slight differences in qualitative experimental results. Specifically, our method is inferior to VDSR and DRCN for the scale factors 3 and 4 but outperforms them for the scale factor 2 in terms of both PSNR and SSIM. It should be noted that VDSR has 20 weight layers and DRCN has 20 convolution layers and 16 recursion layers while our framework consists of three three-layered CNNs resulting in an overall nine-layered concise structure. This observation reflects that our method has much lower structure complexity than VDSR and DRCN but still achieves comparable performance with them. One reason for the contrastive results is that VDSR or DRCN takes whole images as inputs for training one overall model, and our method uses the categorized local patches to train multiple CNNs. The deep structure of VDSR or DRCNN trained on a basis of whole images is in favor of achieving high PSNR which is measured on a whole image scale. On the other hand, our multiple CNN framework is trained based on not whole images but categorized local patches. Our model is thus more effective for local feature characterization such that it favors small scale super-resolution and enables accurate visual structure preservation. Therefore, our method achieves high SSIM which characterizes detail similarities on small scales. Table 3 illustrates the PSNR/SSIM values of bicubic interpolation, NE+LLE, SC, A+, SRCNN and ours on Set5 images respectively for scales 2, 3, and 4. Table 4 illustrates the PSNR/SSIM values of bicubic interpolation, NE+LLE, SC, A+, SRCNN and our proposed approach on Set14 images for scale 3. The slash signs − in the tables indicate that experimental results are not available from the referenced papers. It is clear that our framework outperforms the alternative state-of-the-art methods listed in Tables 3  and 4 .
Finally, we select the images "butterfly," "bird" from Set5 and "pepper" from Set14 to exhibit super-resolution results of alternative methods in Figs. 10, 11, and 12, respectively. We can see from the visual results that our method obtains the clearest restored high resolution images among alternative comparison methods.
Conclusions and Future Work
Inspired by the cognitive mechanism of the human vision system (HVS), we have presented a novel clusteringoriented multiple-CNN framework for single image superresolution. Our framework enhances the representational power of CNN for super-resolution from two perspectives. First, allocating local patches into different clusters captures the textural variability within an image. Second, each CNN from the multiple CNNs is trained based on a patch cluster such that it comprehensively learns image priors for one specific texture category. The proposed framework resembles the multi-mode mechanism of the human brain for processing different textural visual parts. It empirically provides more robust super-resolution results than the single CNN strategy (e.g., [27, 28] ) and achieves state-of-the-art performance.
To the best of our knowledge, the proposed framework is a pioneering study of training multiple CNNs based on different categories of patches for single image superresolution. It can be further extended in a number of ways in the future. First, more appropriate clustering methods with various metric choices could be exploited for textural categorizations before multiple CNN based learning. Second, a weighting scheme for different texture categories could be studied since each category makes a potentially different contribution to the super-resolution performance. Third, some ensemble learning strategies can be exploited in our framework for integrating multiple CNNs in a more principled manner. These possible future work directions could further generalize our methodology with more sophisticated learning schemes and potentially enhance its effectiveness. 
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