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Abstract- -Recent  proposals have suggested that suitably encoded non-binary floating point repre- 
sentations might offer range and precision comparable tobinary systems of equal word size. This is of 
obvious importance in that it allows computation to be performed on decimal operands without the 
overhead or error of base conversion while maintaining the error performance and representational 
characteristics of more traditional encodings. There remains, however, a more general question on 
the effect of the choice of radix on the ability of floating point systems to represent arbitrary rational 
numbers. Mathematical researchers have long recognized that some bases offer some representational 
advantages in that they generate fewer nonterminate values when representing arbitrary rational 
numbers. Base twelve, for example, has long been considered preferred over base ten because of its 
inclusion of three in its primary factorization allowing finite representation f a greater number of 
rational numbers. 
While such results are true for abstract number systems, little attention has been paid to ma- 
chine based computation and its finite resources. In this study, such results are considered in an 
environment more typical of computer based models of number systems. Specifically, we consider 
the effect of the choice of floating point base on rational number approximation i systems which 
exhibit the typical characteristics of floating point representations--normalized encodings, limited 
exponent range and storage allocated in a fixed number of 'bits' per datum. The frequency with 
which terminate and representable r sults can be expected is considered for binary, decimal, and 
other potentially interesting bases. 
INTRODUCTION 
Recent  proposals  [1,2] have suggested that  su i tab ly  encoded non-b inary  f loating point  represen- 
tat ions might offer range and precision comparable  to b inary systems of equal word size. This  
is of  obvious impor tance  in that  it allows computat ion  to be performed on decimal  operands  
wi thout  the overhead or error of base conversion while mainta in ing the error per formance and 
representat iona l  character ist ics of more t rad i t iona l  encodings [3-5]. There remains,  however, a 
more general  quest ion on the effect of the choice of rad ix  on the abi l i ty of f loating point  sys- 
tems to represent arb i t rary  rat ional  numbers.  Mathemat ica l  researchers [6] have long recognized 
that  some bases offer some representat ional  advantages in that  they generate fewer nonterminate  
values when represent ing arb i t rary  rat ional  numbers.  Base twelve, for example,  has long been 
considered preferred over base ten because of its inclusion of three in its p r imary  factor izat ion 
al lowing finite representat ion of a greater  number of rat ional  numbers.  
Whi le  such results are true for abstract  number systems, l i tt le at tent ion has been paid to 
machine based computat ion  and its finite resources. In this study,  such results are considered 
in an environment more typical  of computer  based models  of number  systems. Specifically, we 
consider the effect of the choice of f loating point  base on rat ional  number approx imat ion  in 
systems which exhibi t  the typical  character ist ics of f loating point  representat ions - -normal i zed  
encodings, l imited exponent  range and storage al located in a fixed number  of  'b i ts '  per  datum.  
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The frequency with which terminate and representable r sults can be expected is considered for 
binary, decimal, and other potentially interesting bases. 
FLOATING POINT REPRESENTATIONS 
We define floating point representations to be suitably constrained subsets of rational numbers 
that have specific machine and algorithm imposed parameters. Specifically, we define a floating 
point datum to consist of the following [1]: 
X = (s,e,f) = (-1) '  , f , f l * ,  
where 
;3 - base of representation 
f - a base fl magnitude 
e - an exponent referenced to base fl 
s - algebraic sign, 0 < s < 1. 
The significand, f, encodes a fixed point magnitude in base ft. The position of the radix point 
with respect o f is shifted by the exponent, e, allowing the representation f a broad range of 
values within a fixed format. Historically, the exponent, e, has been represented in an excess 
notation allowing normal integer comparisons to be applied to floating point words. The value s 
is interpreted as the algebraic sign of the significand. The exponent sign is derived from its excess 
encoding. Floating point representations are generally assumed to have a fixed radix position 
and a normalized encoding [7]. We adhere to these conventions. 
In addition, we specifically consider epresentations encoded similarly to those recently de- 
scribed by Johnstone and Petry [2]. These representations allow non-binary radices to be em- 
ployed by forming an auxiliary exponent with bits available from the exponent field. This excess 
naturally occurs when a larger radix reduces the magnitude of the exponent necessary to repre- 
sent an equivalent range [8]. The net effect of the auxiliary exponent is to preserve the desirable 
error properties of binary systems in higher radix systems. These include features uch as the 
'hidden bit' encoding [9] popular in some single precision floating point representations. We can, 
therefore, directly compare systems of identical significand sizes with the radix as the independent 
variable. 
FRACTION SPACE ANALYSIS 
Truncation, rounding, or other approximations of rational numbers occur routinely in floating 
point representations when the denominator fa rational number has a prime factor not present 
in either the numerator or the base of representation. We learn this in an elementary fashion 
when attempting to represent 1/3 as a decimal number, the factor three being relatively prime 
to both the numerator, one, and the base, ten. 
We are interested, then, in determining for different bases and significand size, the set of unique 
finitely representable rational numbers. We describe the set F~,p as the "fraction space" for a 
base/~ floating point representation with a p bit significand. The constituents of F~,p are defined 
as those rational numbers A/B, where A and B are relatively prime, and, further, A, B, and the 
floating point result formed by the division of A/B are all representable within a p bit base fl 
system. That is, 
{A A } 
F~,p = ~ I gcd (A, B) = 1 A A, B, ~ are exactly representable . (1) 
It has been shown [1], for example, that the intersection ofF10,p and F2,p is constrained tosome 
integers and a limited number of special nonintegral forms. Our goal is to better characterize the 
causes of nonterminate fractions and significands that overflow and to compare the relative sizes of 
different fraction spaces. This is accomplished by simulating the relative sizes of different fraction 
spaces. In this analysis the finer characteristics of the fraction space, such as the probability of 
occurrence or the general utility of specific rational numbers, are not considered. We examine 
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alternate bases of representation with respect to their ability to represent arbitrary rational 
numbers finitely or any apparent growth in such an ability as a result of inclusion of more prime 
factors in the base of representation. 
Consider a conversion of a ratio to a base specific significand: 
1 1 102 .  10 -2  22 .  5 .5 .10  -2  
- -  = - - = 5 • 10  -2  = 0 .05 .  (2 )  
20 22 * 5 2 ~ * 5 2 ~ * 5 
The method used to convert he denominator of a 'reduced' fraction (i.e., the numerator and 
denominator are relatively prime) is to introduce identity pairs of the base of representation 
into the numerator with the goal of cancelling denominator terms. One sees, then, that the 
prime factors of the base of representation play a crucial role in determining which rational 
numbers can be finitely represented. Specifically, the constituents of F~,p are those fractions 
only in which the reduced denominator is composed exclusively of the same prime factors as the 
base of representation [10]. In constructing F10,p, denominators of the form 2~5 ~ are recognized, 
whereas only integral powers of 2 are acceptable denominators for the set F2,p. With significand 
and exponent sizes unconstrained (i.e., F2,p and F10,p infinite sets) then binary and decimal 
systems exhibit the relationship 
P2,p c P~o,p. (3) 
At this point, we include in our discussion bases/3 > 10 to realize the effect of adding more prime 
factors. Consideration will also be given to fl = 30(2*3*5) and fl = 210(2.3.5.7).  Extending (3) 
to these bases with significand size still unconstrained the respective fractions paces exhibit the 
property: 
F~.,p C F10,p C F30,p C F210,p. (4) 
Unfortunately, simple inspection will show that this useful relationship does not hold when the 
size of the significand, p, and the corresponding fraction spaces is fixed. For example, one can 
readily see that 1/256 E F~,s, but 1/256 ~ F10,s. This limitation is a result of the multiplication of 
the numerator by the reciprocal of the denominator when conversion to floating point form occurs. 
The product of the significand and the reciprocal easily can exceed the allocated storage. This 
frequently occurs although both the numerator and the denominator are finitely representable 
within the system. For example, consider 
13107 
- 0.0999984741210937510. (5) 
131072 
Both numerator and denominator f the fraction shown are finitely representable in 17 bits. The 
result, however, is the product of 13107 and 2 -17 . From the technique demonstrated in (2), one 
sees that 2 -17 is equal to 517 * 10 -17, or 762939453125 * 10 -17, clearly greater than the size 
allowed in a 17 bit significand. The consequences of using a higher base are even more severe. 
For fl = 210 the numerator would be multiplied by the factor 10517. 
For bases 10, 30, and 210, one can assume that all bits of the significand will contain significant 
data [1], and, for purposes of evaluation, the radix point is placed to the right of the significand. 
Normalization of the significand is, therefore, in the range 2 p > f :> 2 p/~. For base/3 = 10 a 
two bit auxiliary exponent will be used and for fl = 30 and 210, a three bit auxiliary exponent is 
necessary. Floating point words in such bases are interpreted as 
Xlo=(s,e , f , i )=(-1) '* f* lOe-q*2 i-3, 3>i>0,  16>e+q>0,  
X3o=(s,e, f , i )=(-1) '* f*30"-q*2 i-4, 4>i>0,  32>e- t -q>0,  
X21o=(s,e,f, i)=(-1)'*f*210~-q*2 i-r, 7>i>0,  32>e+q>0,  
where i is the auxiliary exponent described by Johnstone and Petry. 
The composition of the fraction space is now examined. We begin by constructing sets Ba, p 
consisting of those integer denominators of the form piqj,..., rk (where p, q, r are prime fac- 
tors of/3) that are within the normalized range 2 p > b > 2 p/a for each choice of/3 and p 
considered. Specifically, 
{ B~,p= b[b=p'q ' , . . . , rkAp l l3=q[Z=. . .=r l /3=OA2~>b> , (6) 
106 P. JOHNSTONE, F.E. PETRY 
will contain all the significand values that are present in the denominators of the members of the 
fraction space F~,p. Clearly, the only binary denominator admissible under the definition of B2,p 
is 2 p-1 , allowing the direct calculation of the size of fraction spaces for binary systems. 
Consider, then, for each element of B~,p, those numerators that are relatively prime to and, 
when divided by its corresponding element of B~,p, will result in a quotient representable within 
p bits. The sum of the number of numerators for all elements of B~,p is the size of the associated 
fraction space. Consider first the range of possible numerators for each base. For/3 - 2, there 
are 2 p-1 consecutive integers in the normalized range 2 p > f >_ 2 p/~. For a decimal system 
there are 2 p-1 integer elements in each of the ranges 2 p > f >_ 2 p-I ,  2 p-1 > f > 2 p-2, and 
2 p-2 > f > 2 p-3, plus an additional 2 p - (2p+3/10) from the range 2 p-3 > f _> 2P/10, yielding 
17/10 * 2p significand states. By similar reasoning, the number of significand states for/3 = 30 
and 210 are 74/30 * 2 p and 817/210 • 2 p. We adjust for the differences in exponent range below. 
Next, the number of possible numerators i  reduced by the reciprocal generated for each element 
of B~,p. To be representable in p bits, a numerator times the reciprocal of the denominator must 
be less than 2 p. For example, given /3 = 10 and p = 16, we know 5 ~ 2 a E B10,16. From the 
discussion above, it is also seen that there are (approximately) 111,400 possible consecutive 
numerators (17/10 * 2 p) that can be used to represent an element of F10,16. Any numerator, 
however, will be multiplied by the reciprocal of the denominator, 22 . Therefore, dividing by 22 , 
there are only 27,850 (17/10 • 2P/22) possible numerators to consider. 
Relatively prime factors are now chosen from the remaining numerator candidates. They can 
be extracted by considering Euler's totient or phi function [6], viz., 
¢b(pi) = pi _ p i -1,  (7) 
¢(p i  qj)  = ~(p i )  . ¢ (q j ) .  (8) 
The totient function evaluates the number of prime factors less than and relatively prime to an 
integer with the prime factorization pi. For integers composed of several prime factors, the totient 
of the product is the product of the totients (8). 
In the remaining set of numerators under consideration, it is necessary to identify the values 
that are relatively prime to the member of set B under consideration. In our example, the 
numerators of interest are those which do not contain the factors 2 or 5. A variant of the 
totient function estimates the number of relatively prime numerators. The totient function can 
be approximated by noting that it effectively describes a constant density of relatively prime 
integers. One can say, then, that over the range of integers 
¢(n) ..,rk) ¢(f)¢(¢) ¢(rk) 
n p iq j , . . . ,  r k pi qJ r k 
(1 (11) 
For our choices of/3, the density of relatively prime integers can be calculated as 
(0) 
2 ~ = 0.5 
3 ~ = 0.666...  
5 y = 0.8 
7 ~ = 0.857142... 
2w3 x = 0.333...  
2w5 ~ = 0.4 
2w7 z = 0.428571... 
3x5 ~ = 0.5333... 
3~7 ~ = 0.571428... 
5Y7 ~ = 0.685714... 
2~3~5 y = 0.2666... 
2w3~7 z = 0.285714... 
2~5Y7 z = 0.342857... 
3~5Y7 ~ = 0.457142... 
2w3x5~7 ~ = 0.228571... 
Returning to the previous example, F10,16 and 5s23 E B10,16, one sees that of the remain- 
ing 27,850 numerators (i.e., 17/10 • 2P/22) under consideration, only (approximately) 40%, or 
11,140, are relatively prime to the denominator 5 s 23 and finitely representable in p bits. Similar 
calculations for all elements of B/3,p can be accumulated to approximate the size of Fz,p. 
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SIMULATION RESULTS 
A PASCAL program has been used to implement the estimation procedure outlined above for 
the bases previously proposed and significand sizes varied between 15 and 50. Table 1 lists some 
results of this simulation. Because the larger bases have different exponent ranges, these results 
have been scaled to accommodate he different exponent sizes. The binary column indicates 
fraction space sizes that have been multiplied by 256, the decimal column by 64, and base 30 and 
base 210 columns by 32 corresponding to the 8 bit binary exponent field, 6 bit decimal field, and 
5 bits allocated for bases 30 and 210. As noted above, the results for binary cases are the integers 
alone, therefore, for a p bit representation, there are 2 p-2 representable rational numbers. 
Table 1. Representable fractions by base and significand size. 
bits base 2 base 10 base 30 base 210 
fractions fractions fractions fractions 
15 2.1OE+O6 3.21E+O6 
16 4.19E+06 6.42E+06 
17 8.39E+O6 1.29E+O7 
18 1.68E+O7 2.57E+O7 
19 3.36E+07 5.15E+07 
20 6.71E+07 1.O3E+08 
21 1.34E+O8 2.O6E+08 
22 2.68E+08 4.11E+08 
23 5.37E+O8 8.21E+O8 
24 1.07E+O9 1.64E+O9 
25 2.15E+09 3.29E+O9 
26 4.29E+09 6.57E+09 
27 8.59E+09 1.31E+10 
28 1.72E+10 2.63E+10 
29 3.44E+10 5.26E+10 
30 6.87E+10 1.05E+ll 
31 1.37E+11 2.10E+ll 
32 2.75E+11 4.21E+11 
2.54E+O6 
5.18E+06 
1.0OE+O7 
2.02E+O7 
4.OLE+07 
8.15E+07 
1.60E+O8 
3.22E+08 
6.40E+O8 
1.29E+09 
2.56E+09 
5.13E+O9 
1.O2E+10 
2.O6E+10 
4.10E+10 
8.20E+1O 
1.64E+11 
3.28E+11 
4.11E+O6 
8.27E+06 
1.67E+07 
3.34E+07 
6.71E+07 
1.30E+08 
2.76E+08 
5.23E+08 
1.05E-{-09 
2.09E+09 
4.23E-{-09 
8.44E+09 
1.71E-{-I0 
3.33E+10 
6.67E+10 
1.33E+11 
2.68E+ 11 
5.37E-b 11 
Figure 1 presents the results in a more graphic form. It plots the percentage increase (decrease) 
in fraction space size for bases 10, 30, and 210 when compared to the binary result. Several 
interesting features become apparent. First is the apparent volatility at smaller word sizes. This 
anomaly is due to the introduction of new elements into Ba,p that allow the inclusion of a large 
number of numerators. For example, base 210 exhibits a marked increase in the size of F21o,21. 
This results from the inclusion of the significand 221 > 335373 _> 22° as an element of B210,~1. 
Since 335373 will have only a small reciprocal, 23, a large number of numerators results. It 
similarly declines again for p = 22 since 2 * 335373 will have a much lower density of relatively 
prime factors. There is also a trend towards greater stability as the significand size increases. 
This is due to the increasing size of reciprocals generated by new elements of Ba,p. 
CONCLUSIONS 
Recent research as shown that hybrid non-binary floating point bases, particularly decimal 
based systems, can match or exceed the error performance ofmore traditional binary systems [11]. 
In this study, we have addressed a more general question of whether such bases offer any further 
advantages in the domain of rational number approximation. Our results have shown that in 
all bases considered, it appears that binary representations can be improved on, thus allowing 
a greater number of finitely represented rational numbers. Of the bases considered, radix 30 
seems to offer the least improvement, radix 210, the best, and decimal systems eem to fall 
between, accurately representing approximately 60% more rational numbers than the binary 
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Fibre 1. Ratio of repre~ntable ~t ions  over binary representation. 
systems. Difficulties in implementation a d questions of general utility leave unresolved questions 
as to the ultimate utility of base 30 and 210 representations. 
It is arguable that the total number of accurately represented rational numbers is small for 
any of the systems considered. It is, however, important o recognize that many computations 
are not performed on operands which are uniformly random in their distribution. Operands in 
many calculations are often supplied or ultimately derived from data originating in a decimal 
form [12]. Similarly, results must ultimately be presented in base ten. This necessarily places a 
premium on rationMs common to decimal representations. It would seem reasonable to assume 
that representations which can accurately represent and facilely manipulate nickels and dimes 
might ultimately prove to be useful and efficient. We therefore consider these results as further 
motivation for continued study of decimal and other higher radix floating point representations. 
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