Abstract. This work studied eigenvalues and eigenvectors of a class of perturbed pairwise comparison matrices (PCMs). This type of matrices arises from Analytical Hierarchical Process with inconsistency comparison. By employing some nice structures of the PCMs, we show that the object dimension of size 3  n can be reduced into a case of size 3, hence simplify the studies.
Introduction
A pairwise comparison matrix (PCM) is a positive symmetrically reciprocal matrix arising in Analytical Hierarchy Process (AHP). The AHP is a multicriteria decision model introduced by Saaty which solves decision problems by prioritizing alternatives [1] . The application of the AHP as a decision problem tools gives rise to pairwise comparison matrices (PCMs). The core of the AHP is the priority vector corresponding to any PCM. This vector is the normalized principal right eigenvector of the PCM corresponding to the largest eigenvalue which is simple and its existence is guaranteed by Perron's Theorem [2] .
Several approaches have been proposed for investigating the priority vector of a PCM [3] . Saaty's eigenvector method (EM) derived the priority vector as a positive vector minimizing the distance between the PCM and the ratio matrix formed by the positive vector with respect to a certain norm. Chu [4] proposed the Least-squares method (LSM) and the Weighted Least-squares method (WLSM). Another method to estimate the priority vector proposed by Gass and Rapcsák [3] is by using the Singular Value Decomposition (SVD) of the PCM and the theory of low rank approximation. It was observed that the SVD approach has much to over from theoretical point of view.
Meanwhile several results were proposed regarding the study and analysis of the principal eigenvector of a PCM. For example, Farkas [5] developed the spectral properties of PCM and shows how the perturbed PCM results in a reversal of the rank order of the decision alternatives. Studying those results, it is observed that the nice property and structure of the PCM, particularly for simply perturbed PCMs, have not been fully exploited.
In this note we study the eigenvalues and eigenvectors of PCMs which are perturbed on one row and its corresponding column. The notion of this class perturbed PCMs is adopted from Farkas [5] . By employing the well structured of these perturbed PCMs, we demonstrates that investigating eigenvalues and eigenvectors of the PCMs can be transformed into a similar problem of the corresponding 3 3  matrices. Hence, the investigation becomes simpler.
2
Perturbed PCM represents relative importance ratios of the-ith alternative over the-jth alternative with respect to a certain criterion. The core of the AHP is the priority vector; a positive vector whose ith component represents the weight or the score priority of the-ith alternative. This vector is the normalized principal right eigenvector of the PCM corresponding to the largest eigenvalue which is simple and its existence is guaranteed by Perron's Theorem [2] . Several methods have been proposed to study, analyse, and approximate the priority vector of a PCM. In this note we study the eigenvalues and eigenvectors of a PCM which is perturbed at one row.
An ideal decision problem produces transitive PCMs called specific PCMs. As explained above, we have that a specific PCM has one-rank. Any normalized column vector of a specific PCM will be the priority vector. Particularly, suppose ) ( 
A PCM which is perturbed at another row can be transformed using permutation matrices to the above form (2) . Hence, in this note it is sufficient if our discussion strictly on PCM of the form (2).
The analysis of the algebraic eigenvalue-eigenvector problem of the simply perturbed PCM was addressed in Farkas [5] . It was shown that rank reversals can occur even only arbitrarily small departure from specific PCM. However, the nice structure of the perturbed PCM have not been fully employed. In this note we propose another approach to study eigenvalue-eigenvector of PCM of the form (2). In the following section, by employing the nice structures of the perturbed PCM, we transform the object domain from matrices of size n n  into 3 3  matrices. Consequently, the study of the eigenvalues and eigenvectors of the perturbed PCM can be studied by studying a more simple case.
Eigenvalue and Eigenvector of Perturbed PCM
Let us consider a perturbed PCM of the form A (2). When Further, suppose we have
It is clear that both parts of the right side of the equation (5) (7) is a principal eigenvector of A.
Note that we can consider the PCM A obtained from a specific (transitive) PCM (1) which is perturbed by a matrix formed by the vector 1 e and w. In this case, the transitive part of the PCM has the principal eigenvalue n with a principal eigenvector u. Meanwhile the perturbed PCM A has the principal eigenvalue r with a principal eigenvector x. From equation (7) above, we observe that the closed form of the principal eigenvector x obtained from u perturbed by the vectors 1 e and w.
Concluding Remarks
By using basic results in linear algebra we can show some nice structures of a class perturbed PCMs. These properties made us able to obtain a closed form of the principal eigenvector of the perturbed PCMs as the principal eigenvector of the transitive part perturbed by the set of vectors that perturb the PCMs. The work on extension of current results to a general perturbed PCM, will be relegated in the future.
