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This work is dedicated to the study of the discrete version of the Maier-Saupe model in the
presence of competing interactions. The competition between interactions favoring different orien-
tational ordering produces a rich phase diagram including modulated phases. Using a mean-field
approach and Monte Carlo simulations, we show that the proposed model exhibits isotropic and
nematic phases, and also a series of modulated phases that meet at a multicritical point; a Lifshitz
point. Though the Monte Carlo and mean-field phase diagrams show some quantitative disagree-
ments, the Monte Carlo simulations corroborate the general behavior found within the mean-field
approximation.
I. INTRODUCTION
Many condensed-matter systems, such as magnetic com-
pounds, polymers and liquid crystals, exhibit interesting
phases with periodic structures [1]. Microscopically this
modular behavior can be understood as resulting from
competing interactions favoring different orderings [2].
Perhaps the most simple and interesting example is the
ANNNI (axial-next- nearest-neighbor-Ising) model, with
competing interactions between first (ferromagnetic) and
second (antiferromagnetic) neighbors along one specific
direction [3]. The phase diagram, as a function of the
temperature and the parameter regulating the degree
of competition between different interactions, exhibits a
paramagnetic and a ferromagnetic phase, as well as an
infinite series of modulated phases [4]. All these phases
meet at a special critical point called the Lifshitz point
[5]. Because of its rich phase diagram, the ANNNI model
has been widely studied using different analytical and
numerical methods, and it also has experimental appli-
cations [6–8].
In the field of liquid crystals (LCs), there is also signifi-
cant interest in modulated phases [9–11].The constituent
molecules of LCs have a rigid part, which is responsible
for the alignment of the molecules along a direction (de-
scribed by a director, an angle in the range [0, pi]), and a
more flexible part which induces the fluidity. The differ-
ent phases in this state of matter depend on the preferen-
tial ordering of the molecules, which in turn depends on
the temperature. Their characterization are given by the
underlying translational and rotational symmetries, and
are usually classified as nematic, smectic, and cholesteric
(also known as the chiral or helical phase). The uniaxial
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nematic phases are well established in the phase diagram
of a large number of LCs [12–18] as well as the biaxial
nematic phases and its stability [19–21].
In general, statistical formulations defined on lattices
describe satisfactorily many physical characteristics of
thermotropic LCs, and their mean-field formulations can
describe nematic phases and the related phase transitions
[13–16]. The simplest and most important model is the
Maier-Saupe model, which has been successful not only
in explaining the orientational properties, but also hosts
an order-disorder transition, i.e., a transition between ne-
matic and isotropic phases [17].
In this work, we consider a generalization of the Maier-
Saupe model on a 3D lattice which includes competing
interactions along one specific direction, similar to the
ANNNI model. We show that this frustrated Maier-
Saupe model hosts a series of modulated phases that
may be related to the cholesteric phase observed in some
in LCs [22, 23]. Here, as a first step to start explor-
ing frustration effects in LCs, instead of describing the
molecules by continuously-varying vector degrees of free-
dom, we consider a discrete version first. Similar to the
standard discrete version of the Maier-Saupe model, the
’molecules’ are discrete spins that can only take three dif-
ferent orientations. This simiplification makes the model
equivalent to the 3D 3-state ANNN-potts model. As far
as we are aware, even though there has been numerous
works reported on the standard 3D 3-state potts model
with nearest-neighbor interactions [24, 25], as well as a
2D ANNN-potts model [26], no research has been done
on this type of system in 3D. Thus from either the view of
understanding the rich phases in LCs or the more general
perspective of enriching our knowledge of potts models,
such a study is desirable. In fact, even though this dis-
crete version of Maier-Saupe model with competitions
can not fully describe the complexity of the cholesteric
phase, our results still show that this model produces
modulated structures, with periodicity that depends on
the parameter regulating the competing interactions and
2the temperature.
The paper is organized as follows: In Sec. II we in-
troduce the Maier-Saupe model with competing interac-
tions. Sec. III is dedicated to an analytical calculation of
the order parameter and the free energy by means of a
variational mean-field approach, which is solved numer-
ically to obtain the phase diagram. Monte Carlo (MC)
simulations aimed at an unbiased determination of the
phase boundaries are discussed in Sec. IV, and final re-
marks are given in Sec. V.
II. STATEMENT OF THE PROBLEM
To describe a LC statistically, it is appropriate to define
an order parameter in terms of a unitary director n that
corresponds the preferential ordering of the molecules.
Due the quadrupole symmetry, the LCs are indistinguish-
able under n → −n transformation and a natural or-
der parameter that takes it into account is given by the
second-order tensor,
T µν = a nµnν + b δµν , (1)
where a and b are arbitrary constants and nµ are compo-
nents of the director n, with µ, ν = {x, y, z}. The trace
of the tensor T does not contain any orientational infor-
mation, and a convenient order parameter to describe a
nematic LC, where the molecules have axial symmetry,
can be defined by eliminating the trace part as
Sµν ≡ T µν −
δµν
3
Tr{T } =
a
3
(3nµnν − δµν) . (2)
In a lattice model we can use the expectation value of the
elements of such a tensor order parameter at an arbitrary
site i,
Mµν = 〈Sµνi 〉 =
〈
1
2
(3nµi n
ν
i − δµν)
〉
, (3)
where nµi are the components of the vector that defines
the preferred orientation of the molecule located on site
i. In the nematic phase the order parameter must be
nonzero and in the isotropic phase it should vanish. In
this way we choose a = 3/2 such that Mµν = 1 in the
perfectly ordered phase.
The weak first-order transition between uniaxial ne-
matic and anisotropic phases is well understood from
theoretical as well as experimental investigations [27–30].
The transition is well described by the mean-field Maier-
Saupe theory, and, following this approach, we will here
implement competing interactions in the Maier-Saupe
model (also known as the Lebwohl-Lasher model [31]).
In analogy with the ANNNI model, we consider interac-
tions between first neighbors along the x and y axes and
competing interactions along the z-axis, and introduce
the following Hamiltonian:
H = −J1
∑
µ,ν
∑
x,y,z
(
SµνxyzS
µν
x+1yz + S
µν
xyzS
µν
xy+1z
+ SµνxyzS
µν
xyz+1
)
− J2
∑
µν
∑
xyz
SµνxyzS
µν
xyz+2. (4)
To achieve the desired competition, the couplings be-
tween first neighbors, J1, and second neighbors, J2,
should have opposite signs. The lattice sites will be la-
beled by a suffix xyz, where 1 ≤ x, y, z ≤ N ; i.e., the
total number of sites is N3. The reason for introducing
the spatially anisotropic coupling is that, once a layered
structure has formed, there is no reason for the effective
couplings in the simplified lattice model to be isotropic,
and the analogy with the ANNNI model suggests that
the frustration only in the interaction between the layers
(our z direction) should be the simplest way to achieve
the modulated phases. The anisotropic interaction still
also allows for isotropic (disordered) and nematic phases.
A convenient explicit form for Sµ,νxyz is given by
Sµνxyz =
1
2
(3nµxyzn
ν
xyz − δµν), (5)
and we will proceed using it to calculate the partition
function associated with the Hamiltonian (4). The par-
tition function is
Z =
∑
{n}
e−βH, (6)
where the sum is over all allowed directions of the vectors
ni allowed and β = 1/(kBT ), with T the temperature and
kB Boltzmann’s constant (which we set to 1 henceforth).
A considerable simplification, which we will adopt here, is
to consider a discrete version of the director as proposed
by Zwanzig [32], where the site directors can be oriented
only along three perpendicular directions,
ni =


(0, 0, 1),
(0, 1, 0),
(1, 0, 0).
(7)
This approach works very well in the mean field Maier-
Saupe model, where the fluctuations are not so relevant
for the main features of the phase diagram, and, despite
the discrete simplification, the usual Maier-Saupe model
(without competition) shows qualitatively the physical
behavior of LCs [33]. Because of the symmetries, the
model is also equivalent to a three-state frustrated Potts
model [24, 25], an extension of the standard ANNNI
model. While a generalized S = 1 ANNNI model (i.e.,
with three states per lattice site) has been previously
studied [34], the symmetries of this model are different.
To our knowledge the Potts version of the ANNNI model
has not been studied previously.
When we turn on the competing interactions, the cal-
culation of the partition function is a formidable task
3even with the discrete approximation. In the next sec-
tion we will first employ a variational (mean-field) ap-
proach to obtain an approximate analytical expression
for the order parameter and the free energy and obtain
the phase diagram numerically. In Sec. IV we apply MC
simulations and extract a phase diagram and this is in
good general agreement with the mean-field version.
III. VARIATIONAL APPROACH
Let F be the free energy of the system. To implement
the Bogoliubov variational method, we need to find the
free energy F0 corresponding to a trial Hamiltonian H0,
satisfying the inequality
F ≤ F0 + 〈H −H0〉0 ≡ Φ. (8)
The notation 〈〉0 represents an average with respect to
the partition function of the Hamiltonian H0, that can
be parameterized as
H0 = −
∑
xyz
∑
µν
hµνz S
µν
xyz. (9)
Here hµνz is a symmetric tensor which should be con-
sidered as a variational parameter to minimize the free
energy Φ in Eq. (8). As shown below, from this approach
it is possible to obtain self-consistent analytical equations
for the order parameter.
We start by calculating the partition function Z0,
Z0 =
∑
{nxy1}
exp
[
β
∑
µν
(Sµν111 + · · ·S
µν
NN1)h
µν
1
]
× · · · ×
∑
{nxyN}
exp
[
β
∑
µν
(
Sµν1,1,N + · · ·S
µν
NNN
)
hµνN
]
=
N∏
z=1


∑
nxyz
exp
[
β
∑
µν
Sµνxyzh
µν
z
]

N2
. (10)
From this, taking into account that the director nxyz
can assume six different values in accordance with (7),
we obtain
Z0 =
N∏
z=1
{
2 exp
[
−
β
2
∑
µ
hµµz
]∑
ν
exp
(
3
2
βhννz
)}N2
(11)
and, consequently
F0=−
N2
β
N∑
z=1
{
ln2−
β
2
∑
ν
hννz +ln
[∑
ν
exp
(
3
2
βhννz
)]}
. (12)
In this case, the problem reduces to the calculation of
〈H −H0〉,
〈H−H0〉0 = −J1
∑
µν
∑
xyz
(〈
SµνxyzS
µν
x+1yz
〉
0
+
〈
SµνxyzS
µν
xy+1z
〉
0
+
〈
SµνxyzS
µν
xyz+1
〉
0
)
− J2
∑
µν
∑
xyx
〈
SµνxyzS
µν
xyz+2
〉
0
+
∑
µν
∑
xyz
hµνz
〈
Sµνxyz
〉
0
. (13)
We need to determine the averages of right side of
the equation (13). It is straightforward to show that〈
SµνxyzS
µν
xyz+1
〉
0
=
〈
Sµνxyz
〉
0
〈
Sµνxyz+1
〉
0
and then it is suffi-
cient to calculate
〈
Sµνxyz
〉
0
;
〈
Sµνxyz
〉
0
=
∑
nxyz
Sµνxyz exp
(
β
∑
µν
hµνz S
µν
xyz
)
∑
nxyz
exp
(
β
∑
µν
hµνz S
µν
xyz
)
= −
δµν
2
+
3
2
exp
(
3
2h
µν
z
)
δµν∑
γ
exp
(
3
2
βhγγz
) . (14)
From this expression we see that 〈Sµνxyz〉0 = 〈S
µν
x+1yz〉0 =
〈Sµνxy+1z〉0. Since 〈S
µν
xyz+a〉0, with a = 0, 1, or 2, there is
no dependence on the x and y variables, and we therefore
we sum over these in the free energy expression as follows:
4Φ
N2
= −
1
β
N∑
z=1
{
ln 2−
β
2
∑
µ
hµµz + ln
[∑
µ
exp
(
3
2
βhµµz
)]}
− J1
N∑
z=1
∑
µ
[
2(Mµµz )
2 +Mµµz M
µµ
z+1
]
− J2
∑
z
∑
µ
Mµµz M
µµ
z+2 +
∑
z
∑
µ
hµµz M
µµ
z , (15)
with Mµνz ≡ 〈S
µν
x,y,z〉0.
The equation defining the adjustable parameter hµνz is
obtained by free-energy minimization,
hµνz =4J1M
µν
z +J1(M
µν
z+1+M
µν
z−1)+ J2(M
µν
z+2+M
µν
z−2), (16)
since Mµνz is a function of h
µν
z , Eq. (14). According to
equation (14), M is traceless, consequently
∑
µ h
µµ
z = 0,
and we use the standard parametrization,
Mz =

 − 12 (Qz + ηz) 0 00 − 12 (Qz − ηz) 0
0 0 Qz

 (17)
and
hz =

 − 12 (Hz + ϕz) 0 00 − 12 (Hz − ϕz) 0
0 0 Hz

 . (18)
We then obtain the self-consistent equations for the order
parameters;
Qz =
1− exp
(
− 94βHz
)
cosh
(
3
4βϕz
)
1 + 2 exp
(
− 94βHz
)
cosh
(
3
4βϕz
) (19)
and
ηz =
3 e−
9
4
βHz sinh
(
3
4βϕz
)
1 + 2 exp
(
− 94βHz
)
cosh
(
3
4βϕz
) , (20)
with
Hz=4J1Qz+J1(Qz+1+Qz−1)+J2(Qz+2+Qz−2) (21)
and
ϕz=4J1ηz + J1(ηz+1+ηz−1)+J2(ηz+2 + ηz−2). (22)
To study competing interactions we consider J1 > 0
and J2 < 0, where we defined the coupling ratio regulat-
ing the competing interactions (competition parameter),
p = −J2/J1, whence p is positive. So, from the equations
(19) and (20), the free energy, Φ, is given in terms of the
parameters Qz and ηz by
Φ
N2J1
= −t
N∑
z=1
[
ln 2 + ln
(
e
− 3
4tJ1
(Hz+ϕz) + e
− 3
4tJ1
(Hz−ϕz) + e
3
2t
Hz
J1
)]
+
3
2
N∑
z=1
(
2Q2z +QzQz−1 − p QzQz−2
)
+
1
2
N∑
z=1
(
2η2z + ηzηz−1 − p ηzηz−2
)
, (23)
with t ≡ 1/(βJ1).
From Eqs. (19), (20) and (23) it is possible to obtain
the thermodynamic phases as a function of the temper-
ature and the competition parameter. To do so, at each
point (t, p), we take an initial guess about the periodicity
as our initial condition (here the periodicity is defined as
the number of layers after which the system repeats itself.
Take a simple case as an example, if molecules have only
2-states, + or -, and along z-axis, if molecules are aligned
with the pattern ++−−++−−..., then we say that the
periodicity of this system is 4). However, eventually the
initial condition converges to a final configuration based
on the interitive equations, Eqs. (19)-(22), irrespective of
the initial guess. For some cases, the final configuration
may vary depending on different initial conditions. In
such cases we compare their energies based on Eq. (23)
to find the ground state.
To evaluate equations (19) and (20) we used the iter-
ative method (fixed points) for lattices sufficiently large
to accommodate the periodicity of each phase studied
(using periodic boundary conditions). Although the com-
peting interactions can be expected to give rise to an infi-
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FIG. 1: Phase diagram of the Maier-Saupe model with com-
peting interactions, with J1 > 0, J2 < 0 and p = −J2/J1,
obtained by numerically minimizing the free energy with dif-
ferent imposed periodicities of the order parameter. We have
identified isotropic, nematic, and modulated (with 4, 6, and 8
periodicity) phases. The nematic and modulated phases meet
the isotropic phase at the Lifshitz point located at p ≈ 0.35
and t ≈ 4.27.
nite series of of modulated phases, as in magnetic systems
[35–38], the phase diagram displayed in Fig. 1 has been
constructed by analyzing the free energies only of the
isotropic (disordered), nematic (ordered), and modulated
phases with periodicity 4, 6 and 8. For our purposes this
is enough, since we are not aiming at describing in detail
the transitions that occur between different modulated
phases. The results already point to the existence of a
Lifshitz point. We see that, beyond the isotropic-nematic
transition, the model exhibits a transition between the
nematic and modulated as well as between the isotropic
and modulated phases. Considering m(z) as the order
parameter in each layer, we note that the period-4 state
is special, in that the structure of the modulated order
in a unit cell (along the z axis), m(1),m(2),m(3),m(4),
is such that m(1) = m(2) and m(3) = m(4), while for
the larger periodicities m(z) shows a smooth variation.
Therefore, the period-4 phase should be considered a dif-
ferent “bilayer” phase separate from the series of mod-
ulated phases. We will confirm this picture with MC
simulations.
IV. MONTE CARLO SIMULATIONS
For the purpose of MC simulations we now write the
effective Hamiltonian in Eq. (4) as
H=−J
∑
(i,j)
(ni · nj)
2+pJ
∑
((k,k′))
(nk · nk′ )
2+
JN(3−p)
3
, (24)
where ni is an orientational degree of freedom that can
be along the directions (0, 0, 1) or (0, 1, 0) or (1, 0, 0), ac-
cording to the three possible orientations of the liquid
FIG. 2: Bilayer structure of liquid crystal molecules. (a) and
(b) are two examples of the bilayer structure: (a) shows a
stack of three bilayers with three different molecule orienta-
tions; (b) shows an alternating structure of bilayers with two
different orientations.
crystal molecule. The first term stands for the ferromag-
netic interactions between the nearest neighbors along
the x, y, and z directions, while the second term repre-
sents the interactions between the second-nearest neigh-
bors only along the z-axis. The third term is a constant,
consistent with the original Maier-Saupe model (without
frustration), and N is the total number of molecules; for
a system with linear size L, N = L3. Compared to the
Hamiltonian defined for the mean-field calculations by
Eq. (4), the coupling strengths in these two Hamiltoni-
ans differ by a factor J = (9/4)J1, which we will adjust
for later when comparing the phase diagrams. In the fol-
lowing, we set J = 1 and the parameter p will be the
ratio of the two competing couplings.
Similar to the study of 3D ANNNI model [39], when
analyzing Eq. (24) at T = 0 it is expected that the
ground state energy corresponds to a nematic phase when
p < 0.5, while for p > 0.5, the ground state corresponds
to a modulated phase which has the bilayer structure.
As seen in FIG.2, which are example configurations of
the bilayer structure. Figure 2(a) shows a stack of three
bilayers with three different molecule orientations, while
Fig. 2(b) shows an alternating structure of bilayers with
two different orientations. There is a large ground-state
degeneracy, as any bilayer structure maintains the same
lowest energy as long as two adjacent bilayers have per-
pendicular orientations. Therefore, at T = 0 it is clear
that pc = 1/2 is the transition point separating the ne-
matic phase from the bilayer-structured phase. However,
for T > 0, it is not clear which state the system will stay
in, as the entropy plays an important role at finite tem-
peratures. In order to draw a complete phase diagram,
we applied MC simulation to this system. In this section
we will discuss the simulation method as well as the main
numerical results obtained.
In our MC simulations, we primarily consider an
8× 8× 8 cubic lattice. We used a rather small size here,
as this model is very difficult to equilibrate and the sim-
ulation rapidly become much harder for larger sizes (as
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FIG. 3: Temperature dependence of energy density a various
coupling ratios p for system size L = 8. As expected, at
low temperatures, for system with p < 0.5 energy approaches
to E = (2p − 6)/3, while for p > 0.5 it approaches E =
−(9 + 2p)/6. The apparent anomalies seen for p = 0.4 at
around T = 1.4 and p = 0.6 around T = 1.1 comes from the
second phase transition taking place for this range of p.
is well known for frustrated systems). Nevertheless, for
the purpose of obtaining a semi-quantitative view of the
phase transitions of the system, we will argue that the
system size is sufficient. We have also done some calcu-
lations with a 12 × 12 × 12 lattice and will discuss the
finite-size effects based on comparing the two sizes. For
each value of p, the ratio of the two competing interac-
tions, we simulated the system at different temperatures
within the range T ∈ [2.5, 0.5], in steps of ∆T = 0.01. We
studied coupling ratio p ∈ [0, 1] in steps of 0.1. At each
T, we start from random initial configurations. In order
to equilibrate the system, 106 MC sweeps of N random
local updates were performed according to the Metropo-
lis algorithm. The final results came from a bin-average
of 20 bins with each bin containing the average of 105
measurements.
Figure 3 shows the behavior of the energy versus the
temperature. As discussed previously, at low tempera-
tures the system stays in the nematic phase for p < 0.5
and the energy density (per site) then approaches to
E = (2p − 6)/3 when T → 0, while for p > 0.5 the
system is in a modulated phase with bilayer structure,
where the energy density approaches E = −(9 + 2p)/6.
This behavior confirms that p = 0.5 is the transition
point at T = 0.
The simplest order parameter that describes the
isotropic-nematic transition is given by
m =
〈
1
N
∑
i
(3 cos2 θi − 1)
2
〉
, (25)
where θi is the angle between the central axis of the ith
molecule and the global director n. Because of sym-
metry, we can simply choose a reference director to be
along z-direction. This order parameter m easily differ-
entiates between the nematic (m 6= 0) and the isotropic
0.5 1 1.5 2
T
0
0.2
0.4
0.6
0.8
1
m
p=0.0
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FIG. 4: Temperature dependence of order parameter at vari-
ous ratios p for system size L = 8. The inset shows the layer
order-parameter averaged over the layers for p ≥ 0.5.
(m = 0) phases. The transition between these two phases
is known to be first-order in the standard (p = 0) Maier-
Saupe model. The order parameter defined in Eq. (25) is
not good for describing a modulated phase in MC simu-
lations, however, because in modulated phases with dif-
ferent orientation of the directors in different planes, it
can acquire any value between 0 ≤ m ≤ 1, depending
on the values of p and t, and it cannot differentiate the
modulated phase from neither the isotropic phase nor the
nematic phase.
To circumvent this problem, we define a layer order pa-
rameter, mz, with z ∈ [0, L− 1], in each xy-plane along
the z-direction;
mz =
〈
1
L2
L2∑
i
(3 cos2 θi − 1)
2
〉
xy−plane
. (26)
If there is no preferential ordering within the layers, then
for finite but reasonably large system size mz is close
to zero in all layers, thus m ≈ 0 and mz ≈ 0 defines
an isotropic phase. If m ≈ 1 and mz ≈ 1, and fur-
thermore mz has the same value for all z, it signals a
nematic phase. However, if 0 < m,mz ≤ 1, and at the
same time mz varies in different layers, then we identify
the behavior as that of a modulated phase. Within the
class of modulated phases, we here find two kinds: one
is the bilayer-structured phase already discussed and il-
lustrated with the configurations shown in Fig. 2; in this
phase m < 1 and mz ≈ 1. The other kind of modulated
phase has no bilayer structure and we refer to it as a
single-layer modulated phase. In this case the molecules
align more chaotically and mz varies from layer to layer
with 0 < m,mz < 1. We associate this disorder in the z
direction with incommensurate ordering that cannot be
realized on the small lattices considered here. In addi-
tion, in this regime the behavior is clearly impacted by
the discreteness of the director in our model.
Figure 4 shows the behavior of order parameter at var-
ious p values for system size L = 8. From high to low
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FIG. 5: Temperature dependence of the specific heat for
p = 0.0, 0.36, and 0.38. There is only one peak for p = 0,
indicating the isotropic-nematic phase transition, however, a
second peak emerges for p = 0.36 and becomes obvious for
p = 0.38, indicating that dual phase transitions occur at these
p values
temperatures, systems with p < 0.5 transition from the
high-T isotropic phase to the low-T nematic phase, while
for p ≥ 0.5 the systems change from the high-T isotropic
phase to the low-T bilayer-structured phase. The in-
set shows the layer order parameter for three cases with
p > 0.5. The order parameter 0 < m < 1 while mz ≈ 1
clearly reveals the fact that in each layer the molecules
align, but overall the layers align randomly along z-axis.
However, in the course of the evolution from the isotropic
to the nematic phase for p < 0.5, as well as that from
isotropic to bilayer structure for p > 0.5, we observe
that, for a certain range of p, there is another phase that
the system has to go through, which is the single-layer-
structured modulated phase. For if examined carefully,
there are obvious abnormal behaviors of the order param-
eter for p = 0.4 and p = 0.6, in addition, we can also see
features beyond the statistical noise in the energy behav-
ior at around T = 1.3 and T = 1.1, respectively, for the
two p values. We believe that these anomalies arise from
a second phase transition in the system. For p = 0.4, the
system first undergoes the transition from the isotropic
phase to the single-layer modulated phase, and at lower
temperature it goes through the second phase transition,
which is from the single-layer-structured phase to the
nematic phase. For p = 0.6, the system goes through
the first isotropic to single-layer transition, followed by
the second transition from the single-layer-structured to
the bilayer-structured phase. As mentioned above, this
single-layer-structured phase has mz varying along each
different layer (i.e., the director is aligned differently in
adjacent layers), however, it does not exhibit any aligned
structure in the z-direction, in analogy with the configu-
rations shown in Fig. 2 in the case of the bilayer phase.
In the following, we will provide more evidence for the
two phase transitions and construct the phase diagram.
5 shows the behavior of specific heat Cv versus tem-
perature for several coupling ratios p < 0.5 (p =
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FIG. 6: Temperature dependence of the specific heat for p =
0.75, 0.8 and 0.9. There are two peaks for p = 0.75 and
p = 0.8, while only one peak for p = 0.9, indicating that the
dual phase transition disappears between p = 0.8 and p = 0.9.
0.0, 0.36, 0.38). Specific heat is defined as:
Cv = Nβ
2(< E2 > − < E >2), β =
1
T
(27)
For 0.0 < p < 0.36 we observe only a single peak, indi-
cating that the system changes from the isotropic phase
directly to the nematic phase. However, a second peak
starts to show up for p = 0.36 and becomes obvious
for p = 0.38, indicating that dual phase transitions ap-
pear for p ≥ 0.36, where the systems go through the
isotropic—single-layer transition, followed by the single-
layer—nematic phase transition. The crossover between
the single to dual transitions takes place close to p = 0.36
(within ±0.01 from this point). Similarly, Fig. 6 shows
the behavior of the specific heat for several ratios p > 0.5
(p = 0.75, 0.8, 0.9). For p ≥ 0.9, there is only one peak,
indicating that the systems change from the isotropic
phase directly into the bilayer-structured phase. How-
ever, for 0.5 < p ≤ 0.8 the specific heat again exhibits
two peaks, indicating that systems go through the dual
isotropic—single-layer—bilayer phase transitions. The
crossover here occurs at p ≈ 0.8.
Not only does the specific heat shows evidence for
dual phase transitions, but there are also corresponding
anomalies in the behavior of the order-parameter fluctu-
ations. In analogy with the susceptibility in a magnetic
system, we define a ‘susceptibility’ χ for our model as
χ = Nβ
(
〈m2〉 − 〈m〉2
)
, (28)
and this quantity should diverge at any of the ordering
transitions discussed. Fig.7 shows the behavior of the
susceptibility versus temperature at p = 0.6 for both
L = 8 and L = 12. In both cases, two well-separated
peaks can be seen, indicating the two phase transitions
take place with both lattices. Moreover, comparing the
results for the two cases, we can see that the peaks be-
come higher and narrower with increasing size, as ex-
pected for peaks diverging in the thermodynamic limit,
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FIG. 7: Temperature dependence of χ at p = 0.6 for L=8
and L=12. The peak near T ≈ 1.44 indicates the isotropic—
single-layer phase transition, while the anomaly at around
T = 1.14 corresponds to the transition from single-layer-
structure to bilayer-structure. Comparing the results for the
two cases, we can see the finite-size-effect playing some role
in the L = 8 systems, but we believe that the overall effects
on the phase boundaries are minor.
and the peak positions shift by only about 5%. While the
finite-size-effect is, thus, playing some role in the L = 8
systems, we believe that the overall effects on the phase
boundaries are minor.
We finally, in Fig. 8, present the phase diagram drawn
based on our MC simulations. By fitting the specific heat
results to high-order polynomials in the peak regions, we
can locate the transition temperature Tc for various val-
ues of p. We estimate error bars by fitting multiple times
through the bootstrapping method. As discussed above,
the system has four different phases: isotropic phase, ne-
matic phase, single-layer-structured modulated phase as
well as bilayer-structured modulated phase. For a cer-
tain range of p (0.36 < p < 0.8), the system goes through
two phase transitions as the temperature is lowered, as it
has to go through the single-layer-structured modulated
phase as an intermediate state before reaching the ne-
matic state or the bilayer-structured state at low temper-
ature. The red star in the phase diagram represents the
Lifshitz point (LP), located at p ≈ 0.36, T ≈ 1.42. Recall
that the Mean-field calculations found LP at pMF ≈ 0.35
and tMF ≈ 4.27, since the coupling strengths in the two
Hamiltonians differs by a factor of 9/4, converting t used
there to the the temperature defined in the MC simula-
tion, we obtain TMF = (4/9)tMF ≈ 1.90. The magenta
diamond in the MC phase diagram shows the LP based
on mean-field calculation for comparison.
According to the phase diagram of the 3D ANNNI
model from MC simulation, it is known that the
paramagnetic-ferromagnetic phase transition is continu-
ous, while both the para-modulated and ferro-modulated
transitions are first-order [40]. For our model, which
is equivalent to 3D 3-state ANNN-Potts model, the
isotropic-nematic phase transition is first-order (just as
the case in the standard 3D 3-state Potts model). For the
0 0.2 0.4 0.6 0.8 1p
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FIG. 8: Phase diagram of the discrete Maier-Saupe model
with competing interactions, obtained on the basis of MC
simulations with 8×8×8 lattices. The red star point indicates
the Lifshitz point (LP) based on our MC results, while the
magenta diamond shows the LP based on Mean-Field results
in Fig. 1 adjusted by the factor 9/4 relating the two versions
of the Hamiltonian.
nemetic-modulated and isotropic-modulated phase tran-
sitions, we are not certain but we think they are most
likely first-order phase transitions as well. Potentially if
we have data from more system sizes, we can test this
conclusion through finite-size analysis.
Compared to the phase diagram from the mean-filed
calculations (Fig.1), the MC phase diagram shows no
clear signs of modulation in the modulated phase (in the
case of the single-layer structure as well as the double-
layer structure). Instead, the inter-layer orientation al-
ways appears random and we cannot detect any mean-
ingful correlations. Most likely, this is an indication of in-
commensurate ordering pitch that cannot be realized on
the small lattices considered here and with the discrete-
ness of the director. Nevertheless, the regime marked as
phase with periodicity 4 in the mean-field phase diagram
represents exactly the bilayer structure in Fig. 2(b). In
this sense, despite some quantitative difference, in gen-
eral the two phase diagrams are very consistent with each
other.
V. FINAL CONSIDERATIONS
In this work we have investigated the phase diagram
of a extended version of the discrete Maier-Saupe model
with competing interactions between nearest and second-
nearest neighbors in one direction. The model also cor-
responds to a 3-state Potts version of the ANNNI model.
Initially we carried out the studies by means of mean-
field calculations. Even with a variational mean-field ap-
proach, the competing interactions produce a phase di-
agram with modulated structures. By applying numer-
ical methods to find the order parameter, we obtained
the transition lines between isotropic-nematic, isotropic-
9modulated, and nematic-modulated phases. To compare
with the mean-field results we also employed MC sim-
ulations. In this case, the order parameter in Eq. (25)
is not able to distinguish the modulated phase of the
isotropic and nematic phases, thus we introduced a mod-
ified layer-order parameter to distinguish the phases in
more detail. With the MC results, we were then able to
identify four phases of the system and construct the full
phase diagram. In addition to a nematic-isotropic tran-
sition, which are present in the absence of competing
interactions, the model shows both transitions between
isotropic-modulated and nematic-modulated phases. Al-
though one can not expect the mean-field phase diagram
to be quantitatively correct, the MC simulations still cor-
roborate the general pattern of the mean-field phase dia-
gram, and even quantitatively the Lifshits point appears
almost at the same coupling ratio as in the mean-field
phase diagram, and at a temperature only about 25%
lower.
We stress that, even with the discretized version of
the Maier-Saupe model considered here, its phase dia-
gram shows an interesting rich structure. In order to
make definite statements about the relevance of our re-
sults to LCs, the model should be extended to continuous
degrees of freedom; classical Heisenberg spins taking con-
tinuous values over a unit sphere. We regard our study
of the discrete model as a first step on the path to fu-
ture studies of frustrated models of LCs. Most likely
the modulated phases we have found here will survive
with continuous degrees of freedom, though details such
as the phase boundaries and the pitch of the modulation
with the frustration parameter and the temperature may
shift. We also expect that such a more refined model
might be able to capture elements of more complex liq-
uid crystalline phase transitions, such as the isotropic-
smectic C* and isotropic-cholesteric transitions. In this
last case, it should be pointed out that it is necessary
to further generalize the Hamiltonian Eq. (4) including
odd-chirality terms, which are important to take into ac-
count the striking feature of handedness observed in the
cholesteric phase.
VI. ACNOWLEDGMENTS
We would like to thank P. Gomes, R. Kaul, G. Landi, M.
Oliveira, R. Oliveira, and S. Salinas for useful discussions
and suggestions. P.F.B was supported by Fundac¸a˜o de
Amparo a Pesquisa do Estado de Sa˜o Paulo (FAPESP)
and the Condensed Matter Theory Visitors Program at
Boston University. N.X. and A.W.S. were funded in part
by the NSF under grant No. DMR-1410126. Some of
the calculations were carried out on Boston University’s
Shared Computing Cluster.
[1] P. M. Chaikin and T. C. Lubensky, Principles of Con-
densed Matter Physics (Cambridge University Press,
Cambridge, England, 2000).
[2] W. Selke, Phase Transitions and Critical Phenomena,
edited by C. Domb and J. L. Lebowitz (Academic Press,
San Diego, 1992), Vol. 15.
[3] P. Bak, Rep. Prog. Phys. 45, 587 (1988).
[4] M. E. Fisher and W. Selke, Phys. Rev. Lett. 44, 1502
(1980).
[5] R. M. Hornreich, J. Magn. Magn. Mater. 15-18, 387
(1980).
[6] W. Selke and M. E. Fisher, Phys. Rev. B 20, 257 (1979).
[7] M. E. Fisher and W. Selke, Phil. Trans. R. Soc. London
302, 1 (1981).
[8] W. Selke, Phys. Rep. 170, 213 (1988).
[9] C. M. Chen, T. C. Lubensky, and F. C. MacKintosh,
Phys. Rev. E 51, 504 (1995).
[10] C. M. Chen, and F. C. MacKintosh, Phys. Rev. E 53,
4933 (1996).
[11] M. S. Mahmud, I. Naydenova, and V. Toal, J. Opt. A:
Pure Appl. Opt. 10, 085007 (2008).
[12] P. G. de Gennes and J. Prost, The Physics of Liquid
Crystals, Clarendon Press, Oxford (1993).
[13] L. Onsager, Ann. N. Y. Acad. Sci., 51, 627 (1949).
[14] W. Maier and A. Saupe, Z. Naturforsch. A 13, 564
(1958).
[15] W. Maier and A. Saupe, Z. Naturforsch. A 14, 882
(1959).
[16] P. J. Flory and G. Ronca, Mol. Cryst. Liq. Crysts., 54,
289 (1979).
[17] G. R. Luckhurst and C. Zannoni, Nature 267, 412 (1977).
[18] D. B. Liarte, S. R. Salinas, and C. S. O. Yokoi, Phys.
Rev. E 84, 011124 (2011).
[19] F. Biscarini, C. Chiccoli, P. Pasini, F. Semeria, and C.
Zannoni, Phys. Rev. Lett., 75 ,1803 (1995). Phys. Rev.
E 71, 031704 (2005).
[20] E. do Carmo, D. B. Liarte, and S. R. Salinas, Phys. Rev.
E 81, 062701 (2010).
[21] E. F. Henriques and S. R. Salinas, Eur. Phys. J. E, 35,
14 (2012).
[22] T. C. Lubensky, J. Phys. Chem. Solids 34, 365 (1973).
[23] A. D. Kiselev and T. J. Sluckin, Phys. Rev. E 71, 031704
(2005).
[24] F. Y. Wu, Rev. Mod. Phys., 54, 235 (1982).
[25] W. Selke and F. Y. Wu, J. Phys. A: Math. Gen. 20, 703
(1987).
[26] M. den Nijs Phys. Rev. 31, 266 (1985).
[27] P. H. Keyes and J. R. Shane, Phys. Rev. Lett. 42, 722
(1979).
[28] E. F. Gramsbergen, L. Longa, and W. H. de Jeu, Physics
Report, 135, 195 (1986).
[29] P. D. Olmsted and P. M. Goldbart, Phys. Rev. A 46,
4966 (1992).
[30] J. V. Selinger, H. G. Jeon, and B. R. Ratna, Phys. Rev.
Lett. 89, 225701 (2002).
[31] P. A. Lebwohl and G. Lasher, Phys. Rev. A, 6, 426
(1972).
[32] R. Zwanzig, J. Chem. Phys., 39, 1714 (1963).
10
[33] M. J. de Oliveira and A. M. Figueiredo Neto, Phys. Rev.
A, 34, 3481 (1986).
[34] Y. Muraoka, M. Ochiai, T. Idogaki, and N, Uryu, J. Phys.
A: Math. Gen. 26, 1811 (1993).
[35] C. S. O. Yokoi, M. D. Coutinho-Filho and S. R. Salinas,
Phy. Rev. B 24, 4047 (1981).
[36] P. Sindzingre, N. Shannon, and T. Momoi, Journal of
Physics: Conference Series 200, 022058 (2010).
[37] M. N. Tamashiro, C. S. O. Yokoi, and S. R. Salinas, Phys.
Rev. B 56, 8204 (1997).
[38] E. S. Nascimento, J. P. de Lima, and S. R. Salinas, Phys-
ica A 409, 78 (2014).
[39] Per Bak, Rep. Prog. Phys., Vol. 45 (1982).
[40] A.K.Murtazaev, J.G. Ibaev and Ya.K. Abuev, Solid State
Phenomena Vols. 152-153, pp 575-578 (2009).
