A maximum entropy (MaxEnt) based probabilistic approach is developed to model mechanical systems characterized by symmetric positive-definite matrices bounded from below and above. These matrices are typically encountered in the constitutive modeling of heterogeneous materials, where the bounds are deduced by employing the principles of minimum complementary energy and minimum potential energy. Current random matrix based nonparametric approach is only adapted to the Wishart or matrix-variate Gamma probability model supported over the entire space of the symmetric positive-definite matrices, and therefore, unable to exploit additional information available through the lower and upper bounds when appropriate. Specifically, for a given material, the constitutive matrix is construed as a random matrix. A probability measure that reflects the constraints consistent with the energybased bounds, together with an associated sampling scheme, are constructed to synthesize realizations of this random matrix. An additional constraint of the ensemble mean matrix is also considered, and an appropriate probability model and sampling scheme are developed and illustrated numerically for this case.
Introduction
Two essential challenges can be distinguished in multiscale modeling of materials. The first one is the identification of the relevant scales at which the material is to be described, together with the significant observables at those scales. The second challenge refers to the manner in which information is summarized in preparation for its transition between scales. This process involves a compromise between efficiency and detail of resolution. The former is essential for resolving the behavior of large scale systems that cannot be fully characterized using fine scale observables, while the latter is critical for capturing, at the coarse scale, signatures of fine scale characteristics. It can be expected that these signatures are carried not only in the average coarse scale behavior but also, and to varying extents, in its fluctuations, both spatial and statistical across an ensemble of realizations.
The present work deals with these two challenges within a specific framework of multiscale modeling, namely that of hierarchical upscaling approaches. Although the concepts and algorithms developed in the present paper are general, the first challenge in our numerical illustration is resolved by considering that the miscrostructural constituents at the fine scale are at the scale of a material grain. At this scale, spatial heterogeneity and variability can be associated with texture, mechanical behavior of microconstituents, and interfacial interactions. Since these underlying microstructural features, and therefore, the macroscopic properties, of most heterogeneous materials, vary across samples, a probabilistic formalism clearly is more suitable to characterize the random macroscopic (coarse scale or continuum) property with the microstructural features being modeled as random fields. In the present work, a probabilistic approach is, therefore, adopted to deal with the second challenge. The specific focus of the current work is the resulting random positive-definite fourth-order effective (or macroscopic) modulus or elasticity tensor. Let C eff be the matrix representation of the fourth-order effective elasticity tensor.
The proposed probabilistic approach is well-adapted to uncertainties in the model-structure of C eff associated with heterogeneous materials, as well as to the paucity of information typically available for their characterization. Specifically, we rely on a mechanistic model that invokes the least number of assumptions beyond linear elasticity, resulting in a constitutive matrix with 21 distinct entries which are constrained by certain basic criteria. The mathematical statement of these assumptions is in the form of symmetry of the elasticity matrix stemming from conservation of angular momentum under reversible elastic deformation together with upper and lower bounds on this matrix, reflecting a range for material heterogeneity. These assumptions are general enough to encompass anisotropy and heterogeneity of the material. We construct a probabilistic model for the resulting C eff , which is constrained by these bounds and least committal in terms of missing information. This last statement is construed in the sense of maximizing entropy in the problem formulation [1] .
The maximum entropy (MaxEnt) based probabilistic formulation as proposed in the present work is developed within a "nonparametric" framework by using the random matrix theory (RMT). The resulting probability model would be useful to characterize a positive-definite random matrix, C, that is bounded in the following sense,
in which 0 is a zero matrix, C l and C u are two positive-definite deterministic matrices, and the inequalities should be interpreted in the positive-definite sense (for instance, C l < C implies that (C − C l ) is positive-definite matrix a.s.). Finally, a.s.
(almost surely) should be interpreted with respect to (w.r.t.) the joint probability measure of all the associated random variate(s) characterizing the uncertainties. Such a positive-definite and bounded random matrix is naturally encountered in determining the effective material property of a heterogeneous material. In contrast to the parametric model where a form of the governing equations are pre-selected, the nonparametric models [2, 3] relax the structure of the governing equations to a certain extent and rely directly on some mathematical representation of available information to yield a well-posed mathematical problem. Specifically, in the context of our work, the nonparametric notion of C eff stems from the fact that the entire matrix, C eff , is simultaneously characterized by the nonparametric model. Individual characterization of several random system parameters, for example, Young's modulus, Poisson's ratio etc., is neither required nor the goal of such nonparametric formulation.
However, current nonparametric approaches result in Wishart or matrix-variate Gamma distribution. The Wishart distribution is supported over the entire interior of the positive-semidefinite cone [4] rendering the existing nonparametric model inapplicable when the random system matrices are positive-definite and bounded in the sense as defined by Eq. (1).
The existing schemes for determining the effective material property and the relevant concept, in the context of the present work, are reviewed first in the following section.
Upscaling schemes
The upscaling approach is particularly useful if the overall response of the coarse scale model is of primary concern, albeit, with due care to incorporating the significant fine scale mechanism in some approximate sense.
Effective coarse scale properties
Consider a volume of heterogeneous material of interest, over domain, D ⊆ R d , R d representing the Euclidean d-space, being subjected to a specified deterministic loading condition for which the heterogeneous material can be approximated as a linear elastic material. The positive-definite effective elasticity matrix, C eff , is determined by invoking the classical concept of RVE [5] . The classical RVE essentially implies satisfaction of the following two postulates.
Assumption 1. (Spatial homogeneity and ergodicity)
The random fields describing the microstructure of the heterogeneous material must be spatially homogeneous (stationary) and ergodic.
Assumption 2. (Independence from boundary conditions)
The classical RVE-based C eff must be independent of the boundary conditions applied on the boundary of the RVE.
Consider two boundary conditions as shown below applied on a volume element, V, of the heterogeneous material with boundary ∂V.
Kinematic uniform boundary condition (KUBC):
The prescribed displacement vector, u(x), is of the form, u(x) = ε o x, ∀x ∈ ∂V, where ε o is a constant symmetric secondorder strain tensor i.e., a constant symmetric strain matrix.
Static uniform boundary condition (SUBC):
The applied traction vector surface density, t(x), takes the following form, t(x) = σ o n(x), ∀x ∈ ∂V, where σ o is a constant symmetric stress matrix and n(x) denotes the unit vector normal to ∂V at x.
For V to be an RVE in the sense defined above, it is required that V be an infinite-sized volume element in a rigorous mathematical sense. An infinite volume element, however, cannot be considered in an experimental or a computational setup. It has been shown that, for a finite-sized V, C ≡ C eff satisfies Eq. (1) represent the positive-definite apparent elasticity matrices, and are deduced, respectively, by employing the principles of minimum complementary energy and minimum potential energy [6] . These matrices are essentially the ensemble average or mean of the positive-definite elasticity matrices resulting from the numerical analysis of an ensemble of finite-sized V subjected to, respectively, SUBC and KUBC. The utility of the resulting bounds is, however, not rigorously articulated in the existing multiscale literature.
The present work presents a rigorous probabilistic framework to characterize C eff that is bounded from below and above by, respectively, C app σ and C app ε deduced by analyzing a finitesized V (see Sec. 4.2). The size of V depends on signatures of the fine scale variability that need to be captured in random C eff . The uncertainties associated with the resulting probability model of C eff can be ascribed both to the data error due to the lack of infinite numbers of experimental samples and the modeling errors which are intrinsically present in characterizing C eff based on a fragment of heterogeneous material volume element, V.
Starting with the definition of C eff for a heterogeneous material, the concept of C eff is reviewed below setting up the stage for the probabilistic formulation in Sec. 3.
Further remarks on and different notion of effective properties
The local effective elasticity matrix of a nonhomogeneous and non-ergodic heterogeneous material is defined by [7] ,
Here, E[·] is the expectation operator w.r.t the probability measure of all the microstructural random fields, C eff (x) is the local effective elasticity matrix at the macroscopic material point, x ∈ D, and σ(x) and ε(x) are, respectively, the vector-valued random field representations of the second-order tensor-valued random stress and strain fields.
Computation of E[σ(x)] and E[ε(x)]
requires joint probabilistic characterization of all the microstructural random fields. Assuming that the microstructural random fields are such that the mean function of ε(x) is constant and mean-ergodic, the ensemble average in Eq. (2) can be replaced by the volume average over an infinite domain of heterogeneous material,
in which · V represents the volume average over V as V −→ ∞. Eq. (3) provides the definition of C eff based on classical RVE with V being a reasonably large material volume. The size of the resulting RVE defined by L RVE ≈ V 1/d dictates the minimum size beyond which the continuum theory based on a fictitious homogeneous material, whose property is defined by C eff , is no longer valid. One of the significance of L RVE is that a finite element (FE) model with material property defined by C eff and mesh size no smaller than L RVE can be used as a proxy for a detailed fine scale FE model with the actual heterogeneous material property.
While considering a large RVE volume, V, helps to reduce the variability in C eff , there exists a different notion of C eff that allows homogenization of the heterogeneous material at a remarkably small length scale by only insisting that the mean of C eff be captured accurately at the cost of an increased variability in its statistical description [7] . The present work can be viewed as adapting this concept, developed within the parametric framework, to the nonparametric framework while concurrently characterizing the data error and the modeling error. 
Denote the probability space, on which C is defined, by (C, F , P) in which F represents the σ−algebra of subsets of C and P represents the probability measure on F . Assume that P admits a pdf,
with C i j being the (i, j)th element of C. In the following, p C is estimated by having recourse to the MaxEnt principle [1] . The information entropy of a probabilistic model, described by a pdf p C , is defined by the expression,
An important property of H(p) is that incorporation of more information reduces the entropy. As models are proposed to describe the information, a least committal model can be then defined as that model which induces maximum entropy that is commensurate with available information. A criterion for model selection is thus the maximization of entropy, associated with the model, subject to available knowledge.
In Sec. 3.1, the MaxEnt principle is first employed to estimate p C supported over C. This results in matrix-variate Beta type I distribution.
Bounds constraints: Matrix-variate Beta type I distribution
The pdf, p C , is determined by solving the following MaxEnt problem,
where c l and c u either are assumed to be known and consistent or need to be estimated from the samples, C (1) , · · · , C (n) , of C that are assumed to be available (see Sec. 4). The first constraint expresses the normalization of p C . The second and third constraints are properly modified version of the constraints used in developing the Wishart probability model [2] . These two constraints effectively guarantee that the inverse moments of (C − C l ) and (C u − C), respectively, exist a.s. [2] provided | c l |< ∞ and | c u |< ∞. Existence of these inverse moments is possible if p C decreases sufficiently rapidly around C l and C u , ensuring negligible probability mass in these neighborhoods. This later criteria takes care of the strict-bound conditions as shown in Eq. (1).
The above constrained optimization problem can be solved by using Lagrange multiplier approach, and it can be shown that p C assumes the following form after enforcing the normalization constraint in Eq. (5) [8, Chapter 5] ,
Here, a > (1/2)(N − 1) and b > (1/2)(N − 1) are, respectively, the Lagrange multipliers associated with the constraints given by Eq. (6) and Eq. (7), I C (·) is the indicator function for the set C, and β N (·) is the multivariate Beta function given by [4] ,
Here, R(x) > (1/2)(N − 1), R(y) > (1/2)(N − 1), I is the N × N identity matrix, I = {U ∈ M + N (R) : 0 < U < I} and Γ N (·) represents the multivariate Gamma function given by [4] , (10) with Γ(·) being the usual Gamma function. Let the probability distribution function (PDF) associated with the pdf in Eq. (8) be denoted by GB I N (a, b; C u , C l ).
Computation of parameters of GB I N
(a, b; C u , C l ) An algorithm is next developed for the evaluation of the two parameters, a and b, by enforcing the constraints specified in Eq. (6) and Eq. (7). The resulting integral equations for a and b prove insurmountable and an alternative scheme, that exactly solves these integral equations but avoids direct evaluation of these integrations, is proposed for the present situation. The proposed algorithm [8, Chapter 5] involves two coupled differential equations, in terms of ln[β N (a, b) ], that can be solved to obtain a and b. In the following section, we explore the situation where, in addition to the bounds discussed above, the ensemble average, C, of C is also known or can be estimated from the available samples, C (1) , · · · , C (n) , of C. This additional information is used next to estimate an updated pdf. The associated distribution is known as matrix-variate Kummer-Beta distribution.
Sampling from GB

Bounds and mean constraints: Matrix-variate Kummer-
Beta distribution The pdf, p C , can be determined by solving a similar MaxEnt problem, as formulated in Sec. 3.1, along with the following additional constraint,
Following the Lagrange multiplier method as employed in Sec. 3.1, it can be shown that p C is given by,
Here, Λ C ∈ M S N (R) is the matrix-valued Lagrange multiplier associated with Eq. (11) and C(a, b, Λ C , C u , C l ) is the normalization constant given by [9] ,
Here, K(a, b, Λ U ) is the normalization constant given by,
in which 1 F 1 (·) is the confluent hypergeometric function of matrix argument defined by [4] ,
proposed, thus addressing a critical issue with the present formulation [10] . The PDF associated with Eq. (12) is referred as the generalized matrix-variate Kummer-Beta distribution to be denoted hereafter by GKB N (a, b, Λ C ; C u , C l ) [9] . N (a, b, Λ C ; C u , C l ) Since directly solving the integral equations in Eq. (6), Eq. (7) and Eq. (11) is computationally prohibitive, an analogous scheme as indicated in Sec. 3.1.1 is again adopted to compute the parameters, a, b and Λ U [8, Chapter 5] . This results in coupled differential equations, involving ln[ β N (a, b) ] and ln[ 1 F 1 (a; a + b; −Λ U )], that can be solved to compute a, b and Λ U .
Computation of parameters of GKB
Sampling from GKB
is the joint pdf of the elements on and above the main diagonal of C,
The present work recommends the use of slice sampling technique [11] to sample vec(C) ∼ GKB N (a, b, Λ C ; C u , C l ). The slice sampling technique needs neither any proposal distribution nor conditional distributions unlike other Markov chain Monte Carlo based sampling algorithms, e.g., Metropolis-Hastings algorithm and Gibbs sampling.
Numerical illustration
The proposed approach has been numerically illustrated in the original work [8, Chapter 5] . The application of the matrixvariate Kummer-Beta probability model is only illustrated since this distribution can be simplified by relaxing the appropriate constraints to yield the matrix-variate Beta type I probability model and the Wishart probability model.
While the details of the numerical illustration is skipped in this extended abstract, we describe below a new scheme proposed in our work to provide a complete account of contributions of the present work. This scheme would be useful to obtain samples of nonparametric C by considering a set of test specimens of heterogeneous material.
Nonparametric homogenization: Construction of experi-
mental samples of C eff Consider a laboratory test set-up where a reasonably large test specimen is typically subjected to a specified tensile or compressive or some representative operational loading condition, and digital image processing is used to identify the associated strain field over the entire domain of the test specimen. Let us assume that there are n such test specimens. Denote the experimentally measured strain field by ε Here, perfectly bonded interfaces essentially imply no defects, no slips and continuity of displacement and traction across interfaces.
Given the sets { ε
of C eff is obtained here by solving the following optimization problem based on Eq. (3), min
Here, | · | 1 is the l 1 -norm defined by
This optimization problem can be conveniently solved by using techniques of semidefinite programming (SDP) [12] .
The matrix samples, {C (1) , · · · , C (n) }, thus obtained are clearly characterized by the nonparametric models. It must be realized that the scheme presented in this section is strikingly different than the currently existing methods available in the multiscale literature for determining samples of C eff . It does not require a sequence of traction or displacement boundary conditions in order to determine the individual components of C (i) as is often done in a parametric set-up. Each sample, C (i) , can be obtained based on only one operational or representative boundary condition: traction or displacement or combination of both.
Computations of the Bounds, C l and C u
The Reuss and Voigt bounds can be used, respectively, as C l and C u if the volume fractions and constitutive properties of the constituent phases of the heterogeneous material can be identified from micrograph images obtained by scanning the test specimens.
More rigorously, the bounds, C l ≡ C app σ and C u ≡ C app ε , can also be deduced by adopting a similar procedure as described in Sec. 4.1. However, the size V, based on which C l and C u need to be determined, must be strictly smaller than the size of the laboratory test specimens that were used to determine the samples of C eff . Since micrograph images are typically obtained at the scale of a few hundred microns, micrographs are suitable to determine such bounds. By properly assigning the appropriate material properties to the different phases of these experimental micrograph images, the resulting micrograph system can be analyzed by employing FE technique while subjecting them to appropriate SUBC and KUBC. The resulting volume averaged stress and strain fields can then be used to obtain C l and C u by employing the above SDP-based optimization scheme.
Conclusions
Two distinct MaxEnt-based probability models are developed for a symmetric positive-definite matrix, C, that is strictly bounded from below and above, in the positive-definite sense, by two deterministic symmetric positive-definite matrices, C l and C u , as shown in Eq. (1) . The first probability model is the matrix-variate Beta type I distribution that results from imposing two particular bound constraints in the MaxEnt framework. The second probability model is the outcome of enforcing the additional constraint of the mean matrix of C yielding the matrix-variate Kummer-Beta distribution. The former probability model would be more useful if the "gap" between two bounds, C l and C u , is narrow so that imposing the mean matrix constraint is not informative. The complexity added by the later probability model, on the other hand, is particularly adapted to situations where the "gap" between the two bounds is relatively wide, where the added information carries a significant weight.
Clearly, the proposed approach is quite general, and its application to the modeling heterogeneous materials presents merely one important application that to an area of great current interest, providing a meaningful alternative to other research efforts.
The nonparametric homogenization scheme as proposed in Sec. 4.1 is both computationally and experimentally efficient as it requires the application of only one boundary condition to extract the full matrix (samples of C eff ) simultaneously.
Finally, a new scheme, which is fundamentally more congruous with the very basic motive of seeking a MaxEnt based pdf estimate, is also proposed to estimate the parameters of Wishart distribution that is currently used in stochastic mechanics applications within nonparametric formalisms [8, Chapter 5] .
