Abstract-We introduce the problem of private information delivery (PID), comprised of K messages, a user, and N servers (each holds M ≤ K messages) that wish to deliver one out of K messages to the user privately, i.e., without revealing the delivered message index to the user. The information theoretic capacity of PID is defined as the maximum number of bits of the desired message that can be privately delivered per bit of total communication to the user. For the PID problem with K messages, N servers and M messages stored per server, we show that the capacity is M/K when N ≥ K gcd(K,M )
I. INTRODUCTION
Consider a dataset comprised of K identically distributed messages and stored over N servers. The servers wish to deliver one of the messages to a user without revealing the identity of the message delivered, i.e., the user does not know which message is delivered to him. For example, the dataset may be medical records from a hospital and each message represents the medical record of a patient. The hospital would like to send the medical record of a patient externally (e.g., for analysis of certain disease that goes beyond the capability of the current hospital), and it is desirable that the name of the patient is not revealed (i.e., the privacy of the patient is preserved). For another example, suppose a company outsources some of its user activity log data externally for statistical analysis, while it does not wish to reveal sensitive information about the user identities (e.g., names, addresses, groups). We call this problem private 1 information delivery (PID). This PID problem is trivial for a centralized system, i.e., there is a single server that stores all K messages. In this case, no matter which message the server wishes to deliver, the server simply sends the message to the user and all 1 In a previous version of this work [1] , the problem is called anonymous information delivery. We make a clear distinction of privacy and anonymity here, where privacy refers to the behavior or interest of an entity (e.g., which message is delivered) and anonymity refers to the entities of certain activity (e.g., who pays the bill [2] ).
K choices are indistinguishable from the user. Recently, a fully distributed system is studied in [3] , where there are K messages and N = K servers, each stores one message. An example with K = 3 and an optimal private coding strategy are shown below. Here we have 3 independent messages W 1 , W 2 , W 3 (one bit each). The servers are equipped with some correlated random variables z 1 , z 2 , z 1 + z 2 that are independent of the messages and z 1 , z 2 are two i.i.d. fair coin tosses.
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To ensure information theoretic privacy, we need to guarantee that regardless of the message index delivered, the answers seen by the user are identically distributed and the decoding rule remains the same (otherwise, the decoding rule reveals information about the message delivered). For the scheme above, no matter W 1 , W 2 , or W 3 is to be delivered, the user sees 3 i.i.d. random bits and to decode the desired message, he always adds up the 3 answering strings. In [3] , it is proved that the communication rate of 1/3 is optimal, where the rate is defined as the number of bits privately delivered per bit of total answers sent to the user. For the above N = K and each server stores M = 1 message case, the maximum rate (termed the capacity, C) is 1/K. Further, it is necessary for each server to hold 1 bit of correlated randomness and for all servers to hold K − 1 bits of correlated randomness, per message bit.
As the fully distributed and centralized cases are well understood, our goal in this paper is to study the intermediate partially distributed case -each server stores M out of K messages (1 ≤ M ≤ K). We are restricted to replicated systems (i.e., we do not allow coded messages or splitting one message to several servers) in this work 2 , as a first step towards more complex scenarios and a practical set-up for distributed storage systems. Note that we allow the design of the M messages stored. That is, we wish to find the best replication strategy and the corresponding private delivery scheme. The main motivation of this work is to characterize the capacity 2 It turns out that the PID problem is trivial when we may distribute (a distinct part of) each message to each server as in this case, rate 1 can be achieved easily and the system is essentially centralized in the sense of PID. Therefore for the PID problem, the more interesting case of distributed systems refers to that some message is not available at all at some server, and we wish to confuse the user about which message is delivered.
of PID for replicated systems, as a function of the number of messages, K, the number of servers, N , and the number of messages stored per server, M .
As an example, consider the setting where we have K = 3 messages, N = 3 servers and M = 2 messages are stored per server. The storage, correlated randomness and answers are shown below. Here each message is made up of two symbols from
. z is a common random variable shared by the servers and z is uniformly distributed over F 5 (independent of the messages). 
We denote the answer from Server n, n ∈ {1, 2, 3} by A n . Note that A n is a function of the storage at Server n. To decode the desired message, in all 3 cases where W 1 , W 2 or W 3 is delivered, the user employs the same decoding strategy, as follows.
Further, in all 3 cases, the user receives 3 uniformly random symbols over F 5 , thus perfect privacy is achieved. The rate achieved is 2/3 as 2 symbols are delivered over 3 answering symbols. As we will show later by an information theoretic converse, the rate of 2/3 is also the maximum possible. Thus the capacity of PID is 2/3 in this case.
In this conference paper, we show that the capacity of PID
The full paper [4] contains capacity results for other regimes.
Notation: For integers
The notation X ∼ Y is used to indicate that X and Y are identically distributed. For an index vector
represents the submatrix of F formed by retaining only the rows corresponding to the elements of the vector − → I . The notation F [:,
is defined similarly.
There are N servers, and each server stores M out of the K messages. We denote the storage variable at Server n as S n .
The servers share a common random variable Z, and Z is independent of the messages.
The servers privately generate θ ∈ [1 : K] and wish to deliver W θ to a user while keeping θ a secret from the user. Depending on θ, there are K strategies that the servers could employ to privately deliver the desired message. For example, if θ = k, then in order to deliver W k , Server n ∈ [1 : N ] sends an answer A [k] n to the user. The answer A [k] n is a function of S n , Z,
From all N answers, the user decodes the desired message with zero error.
To ensure privacy, the communication strategies must be indistinguishable (identically distributed) from the perspective of the user, i.e., the following privacy constraint must be satisfied, ∀k ∈ [1 : K],
The privacy constraint (9) is equivalent to the condition that the answers are i.i.d. and the decoding mappings from the answers to the desired message are the same for all k.
The PID rate characterizes how many symbols of desired information are delivered per symbol of total delivery, and is defined as R
, where D n is the expected number of symbols sent from Server n to the user.
A rate R is said to be achievable if there exists a PID scheme of rate greater than or equal to R, for which zero error decoding is guaranteed. The supremum of achievable rates (over all storage design S 1 , S 2 , · · · , S N and all PID schemes) is called the capacity C.
The randomness size η measures the amount of common randomness at the servers relative to the message size, η = H(Z) L . In this work, we focus on the capacity C and allow as much common randomness as needed.
III. MAIN RESULT Our main result is stated in the following theorem. Theorem 1: For the PID problem with K messages, N servers and M messages per server, the capacity is
We show that R ≤ M/K (for any N ). Let us start with two useful lemmas. The first lemma states that if a message is available at a set of servers, then the size of the answers from these servers must be no less than the message size.
Lemma 1: Consider any storage strategy where W k is only available at servers in the set N k = {n k1 , n k2 , · · · , n ki }, i.e., W k ∈ S j , ∀j ∈ N k , and W k / ∈ S l , ∀l / ∈ N k . We have
Proof:
where (16) follows from the constraint that W k is not available at Server l, ∀l ∈
The second lemma states that having multiple servers storing the same set of messages does not help to reduce the private delivery rate. The proof, which is straightforward thus omitted, can be found in [4] .
Lemma 2: Consider any storage strategy S 1 , S 2 , · · · , S N with N ≤ N distinct S i storage variables. Without loss of generality, assume S i = S j , ∀i = j, i, j ∈ [1 : N ]. Then any rate R that is achievable with N servers and the storage strategy S 1 , S 2 , · · · , S N is also achievable with N servers and the storage strategy S 1 , S 2 , · · · , S N .
We are now ready to show that R ≤ M/K. From Lemma 2, we may assume without loss of generality that the storage variables S n , n ∈ [1 : N ] are distinct. Note that S n is comprised of M out of K messages, so we have at most 
which follows from symmetry and any D n , n ∈ [1 : N ] appears M times (Server n contains M messages and D n appears once for each message). Rearranging terms gives us the rate bound and completes the proof:
, the rate R = M/K is achievable.
A. Example with K = 8, M = 3
To illustrate the main idea in a simpler setting, we first consider an example with K = 8, M = 3 so that N = 8 − (3 − 1)(2 − 1) = 6 and we show that R = M/K = 3/8 is achievable.
Suppose the message size L = 3 symbols, and each symbol is from F p , where p ≥ 8. 
Let us start with the case where W 1 is desired. The delivery scheme is linear, and the first 5 answer has D i = 1, ∀i ∈ [1 : 5] symbol each while the last answer has D 6 = 3 symbols. Then the rate achieved is R = L/ i D i = 3/8, as desired. The collection of the answers is shown below. Define W 1 = (a 1 , a 2 , a 3 ), Z = (z 1 , z 2 , z 3 , z 4 , z 5 ).
where in answer A [1] i , i ∈ [1 : 5] from Server i, f . In answer A [1] 6 , the 3 × 3 precoding matrix F [1] 6 for W 1 is set as the zero matrix and H 6 is the 3 × 5 precoding matrix for Z. Note that as W 1 is not stored at Servers 2, 3, 6, f
6 must be zero. It turns out that in our scheme, the precoding vectors for the common randomness do not depend on the desired message index. Define
and (23) may be re-written as
To decode the 3 desired message symbols from the 8 answering symbols, we apply a 3 × 8 linear filtering matrix G 3×8 to A [1] . We have
and to satisfy (27), we set
[ (1, 4, 5) ,:] = I 3 , (28)
Note that G [:, (1, 4, 5) ] , F [1] [ (1, 4, 5) ,:] are both square matrices. The situation where W k , k ∈ [2 : 8] is desired is similar. The answers are
and the decoding constraints are (the answers are projected onto G to decode the desired message)
[ (2, 3, 4) ,:] = I 3 ,
G [:, (3, 4, 5) ] F [5] [ (3, 4, 5) ,:] = I 3 ,
[ (6, 7, 8) ,:
Note that the same decoding mapping G must be used for each desired message. So the delivery design reduces to find a realization of the matrices G, F [1] , F [2] , · · · , F [8] , H such that (28), (29), (31) -(36) are satisfied.
These matrices are chosen as follows. We first set
where V is a Cauchy matrix such that the element in the i-th row and j-th column is
It is guaranteed that such a Cauchy matrix exists because the field size p ≥ 8. Then H is solved from (29), as the right null space of G, H = [V 3×5 ; −I 5 ]. Next, the submatrices of
8] are set as the inverse matrices of corresponding submatrices of G, from (28), (31) -(35). Note that it is easy to see the corresponding submatrices of G have full rank such that their inverse matrices exist. Then F [k] are fully determined as the rows that have not appeared are zero vectors, due to the storage constraint. Now all correctness constraints are satisfied. We are left to show that the privacy constraint (9) is satisfied. To this end, we show that regardless of the vale of the desired message index k, the answers are uniformly random, which translates to that the following matrices have full rank.
As each F [k] contains 5 zero rows, it suffices to show that any 5 rows of H are linearly independent (holds trivially).
Finally, we note that 5 randomness symbols are used to send 3 message symbols. The randomness size is then η = H(Z)/L = 5/3 = 1/R − 1.
B. General proof with arbitrary K, M
We treat every gcd(K, M ) messages as a block so that we have K K gcd(K,M ) message blocks. Define
We divide the N servers into 2 sets. The first set is made up of the first N 1 servers and the second set is made up of the last N 2 servers, where
The message blocks are divided into 2 sets, where the first set is comprised of the first N 1 message blocks and the second set is comprised of the remaining K − N 1 message blocks. The storage is designed as follows. In the first server set, each server stores L (= M ) message blocks out of the first message set in a cyclic manner. In the second server set, each server stores L distinct message blocks from the second message set sequentially.
To see that all messages are stored, we show that the last message block W N1+N2L is indeed W K , 
and it matches the desired rate expression. The answers are shown below.
where if i ∈ [1 :
and we have the collection of all answers,
We next specify the availability set N k of W k , i.e., W k is only available at Server n where n ∈ N k . Note that W k belongs to message block W k , where k
Due to the above storage constraints, we have the following corresponding constraints on the precoding matrices. If k ∈ [1 :
To decode the L desired message symbols from the K answering symbols, we apply a linear filtering matrix G L×K to A [k] . We have
and to satisfy (54), we set
We next find matrices G,
where V L×(K−L) is a Cauchy matrix such that the element in the i-th row and j-th column is given by
and α i , β j are distinct elements over F p where p ≥ K. Then H is solved from (55) as the right null space of
from (55), as the inverse of some sub-matrices of G.
where the vector − → N k is in increasing order of elements in the set N k . For example, suppose
is nonsingular (its determinant is equal to the determinant of a square Cauchy matrix), and otherwise if
consists of L consecutive columns from G and is non-singular as well. Now all correctness constraints are satisfied. We are left to show that the privacy constraint (9) is satisfied. To this end, we show that regardless of the vale of the desired message index k, the answers are uniformly random, i.e.,
From (51), it is equivalent to show that 
We have shown that F is non-singular as well. Second, consider the case where k ∈ [N 1 + 1 : K]. The proof is similar to that above, where the non-zero part of the F
[k] component is a non-singular square matrix (refer to (58)) and the corresponding sub-matrix of the H component in the determinant formula (refer to (61)) has a determinant that is given by a square sub-matrix of a Cauchy matrix (thus nonsingular as well). Therefore, B
[k] always have full rank and the scheme is private.
Finally, we note that K − L randomness symbols are used to send L message symbols. The randomness size is then η = H(Z)/L = (K − L)/L = (K − M )/M = 1/R − 1.
VI. DISCUSSION
Motivated by dataset privacy, we introduce the problem of private information delivery, where one message is sent from a set of servers to a user while the delivered message index remains a secret. We take an information theoretic approach to this problem and adopt the capacity as the performance metric (parallel to the recent line of private information retrieval [5] - [7] , where the privacy of the user is considered).
