The goal of this paper is to present a numerical software interface that can be integrated easily in a CFD or Heat transfer code and allows the systematic investigation of the efficiency of a broad class of solvers to optimize the code. We consider three classes of solvers that are respectively direct solver with LU decomposition, Krylov method with incomplete LU preconditionner and algebraic multigrid that have been implemented in Lapack, Sparskit, and Hypre. We systematically investigate the performance of these solvers with 4 test cases in ground flow, multiphase flow, bioheat transfer, and pressure solve in an Incompressible Navier Stokes code for flow in pipe with overset composit meshes.
INTRODUCTION AND MOTIVATION
The goal of this paper is to present a numerical software interface that can be integrated easily in a computational fluid dynamics and heat transfer code to facilitate automatic optimization of the code based on a systematic investigation of the efficiency of a broad class of solvers.
We consider three classes of solvers that are respectively direct solver with LU factorization [10, 16, 17, 19] , iterative Krylov method with incomplete LU preconditioning [10, 11, 16, 17, 19] and algebraic multigrid [6] . These methods have been implemented respectively in Lapack [10, 19] , Sparskit [10, 19, 20] , and Hypre [6] . We have constructed a userfriendly interface for all three libraries and investigated the performance of these solvers with four tests cases that represent a broad spectrum of fluid flow and heat transfer problems. We consider successively linear system corresponding to the discretisation of a ground flow problem, a biphasique flow with large aspect ratio for the densities of each phase, a bioheat transfer problem corresponding to a Penne's like model [23] , and the pressure solution procedure for an Incompressible Navier Stokes flow in a pipe [8, 9, 11] . We show for each test case that which solver performs the better depends critically on the grid size, the aspect ratio of the grid, and further the physical parameters of the problem. It may also depend indeed on the architecture of the processor and the cache memory size. We have constructed an interface that has the simplicity of Matlab command but keep the efficiency of the original Fortran or C library. This interface helps the user to systematically investigate what is the best solver as a preprocessing procedure. This work is a first step to construct intelligent software that will optimize an existing code automatically using the best performing algorithm for the application. Our final goal is to use this software to guide load balancing and partitioning in a parallel code. To this end we will show how one can construct a cost function model for elapse time spent in the subdomain processing. This technique might then be used in additive Schwarz (AS) methods that need very little code rewriting of the original sequential code. Let us note also that AS scales very well on parallel computers, and can be dramatically accelerated either with optimized interface condition [24, 25] or Aitken like accelerations [1] [26] .
For simplicity, we are going to restrict ourselves to finite difference, finite volume or finite element discretizations with two dimensional grids topologically equivalent to a Cartesian grid. Therefore the matrix of the linear system to be solved will have only five non zero diagonals. The software interface however can be generalized in a straightforward way to sparse matrices with arbitrarily fixed bandwidth.
The plan of this paper is as follows. In Section 2 we summarize the basic properties of three classes of linear algebra solvers that are rather popular in fluid dynamics and heat transfer computations. In Section 3 we present a user-friendly interface that make very easy the access to any of these solvers with no additional coding, provided our hypothesis on the matrix structure is satisfied. In Section 4 we describe the benchmarks problem for which we have tested systematically the solvers. In Section 5 we analyze the results obtained with the different class of solvers and discuss the reliability of quadratic models to predict performances. Section 6 draws some conclusion and describes on going development.
DESCRIPTION OF THE SOLVERS
The following three classes of linear solvers that are direct factorization with LU decomposition, iterative Krylov methods and algebraic multigrid are representative of the state of the art to solve linear systems. It is always possible to customize a preconditionner or to use a special variant of an iterative method depending on the properties of a specific problem. But in practice one may first try generic methods such as the one mentioned above and find out if they provide a satisfactory level of performance for the application. Let us recall briefly the background of these methods. Roughly speaking, there are two approaches to resolve a linear system Ax = b. On can either use a direct solver based on a factorization of the matrix or an iterative solver. With no specific hypothesis on the symmetry of the matrix, a direct solver uses the classical LU decomposition where L is a lower-triangular matrix with one on the diagonal and U is upper-triangular matrix. If pivoting is required because some pivot in the Gaussian elimination are zero or too small, this decomposition writes P A =LU , where P is a permutation matrix. If the matrix is sparse with a bandwidth of size Z and does not requires pivoting one can use a LU decomposition algorithm that process only the Z non zero diagonals of the matrix. This is typically the case for strictly diagonal dominant matrices. In a direct method, the number of floating point operations is known in advance and the numerical accuracy depends essentially on the conditioning number of the matrix. For the time integration of evolution problem, the matrix of the linear system to be solved might be independent of time. This is typically the case with the projection method for the pressure solve in an incompressible Navier Stokes equation. For each time step, one can reuse the same factorization, says LU. Each linear solve requires only two back substitutions to solve respectively L z= b, and Ux=z. We will see that this solver might be the most competitive one.
An alternative to direct method is iterative methods that construct a sequences of vectors converging to the solution of the linear system. Sparskit is a software library that contains a complete suite of Krylov methods, while Hypre is based on the algebraic multigrid method. Typically the convergence speed of an iterative method is strongly connected to the conditioning number of the matrix. Preconditioners are used to enhance the convergence rates based on the idea that one solve an equivalent linear system of lower conditioning number without assembling its matrix. The incomplete factorization of the decomposition LU (ILU) gives a systematic way to construct such preconditionner. We call a factorization incomplete if during the factorization process nonzero elements in the factorization in positions where the original matrix had a zero, have been ignored. The coefficients are dropped during the factorisation depending if there are smaller in absolute value or larger than a tolerance number. Such a preconditioner is given in factored form
with L lower and U upper triangular.
Heuristically the more complete is the LU decomposition, the most expensive is the iterative steps, and the faster is the convergence. One has to find the best compromise that depends changing the tolerance number. Generally speaking, it is very difficult to have a true free parameter iterative method that is always the most performing method. This is one more reason to have a friendly interface to access different classes of methods and choice of parameters. The user should be able to experimentally adjust his linear solver for his application without cumbersome programming. For completeness, we are going to recall the main characteristics of each of the well known scientific computing libraries that our interface software can use. [10, 19] LAPACK (Linear Algebra PACKage) is written in Fortran77 and provides in particular routines for solving systems of linear equations based on factorisation. LAPACK routines use calls to the Basic Linear Algebra Subprograms (BLAS). When LU decomposition is written block wise, one can uses BLAS that get the highest ratio of flops per memory access as possible. The all idea is to keep the data in the cache memory, and avoid cache missed by optimising the block size. What sounds easy in principle turns out to be rather technical and complex. Typically BLAS are provided in assembly language by the vendors and optimised to the processor architecture. It is not uncommon that an optimised LU software outperforms a naively written algorithm by one order of magnitude. However optimised software might be less robust and more sensitive to matrix sizes.
Lapack
In the Lapack package, there is a multitude of procedures to perform the same algorithm depending on the storage of the matrix. Thanks to our hypothesis on matrices, we use indeed the Lapack subroutine that relies on a band storage and therefore use the minimum number of floating point operations (flops). The factorisation of choice for symmetric positivedefinite is the Cholesky factorisation that half the number of flops thanks to the symmetry.
Sparskit[10,19,20]
Sparskit is a basic tool-kit for sparse matrix computations developed by Youssef Saad and his collaborators. It is a general purpose Fortran library for sparse matrix computations. It includes some of the most useful tools for developing and implementing sparse matrix techniques, particularly for iterative solvers.
These methods generate a sequence of approximate solutions (x k ) and essentially involve the matrix A only in the context of matrix-vector multiplication. The evaluation of an iterative method invariably focuses on how quickly the iterates x (k) converge. So these methods are based on minimizing procedure for some norm of the residual. [11] It This library comes with ILU preconditionning. With regard to the storage of the coefficients of the matrix, the sparse storage is used which is very efficient as far as memory is concerned. [6] HYPRE is a software library written in C for solving large, sparse linear systems of equations on parallel computers with algebraic multigrid. This method consists in acceleration techniques such as multigrid to accelerate the mode that are slowly converging. In this paper, we address only the performance of sequential algorithm, so we used this library on one single processor.
Hypre
The library was created with the primary goal of providing users with advanced parallel preconditioners. Issues of robustness, ease of use, flexibility, and interoperability also play an important role.
Hypre contains several families of preconditioned algorithms focused on the scalable solution of very large sparse linear systems. These algorithms include structured multigrid and element-based algebraic multigrid. (AMG,AMG-PCG,DS-PCG, AMG-GMRES, DS-GMRES, AMG-CGNR, DS-CGNR, PILUT-GMRES, ParaSails-GMRES, AMG-BiCGSTAB, DSBiCGSTAB)
As it can be seen all three libraries give access to an amazingly large number of methods. If one of these methods was systematically outperforming all others, we will not need so many methods: we will see that it is not the case in practice. We will present in Section 4 a suite of benchmark problems that can be used to compare extensively all these solvers. But this can be a quite cumbersome task. We are going now to present a software interface that can facilitate this work.
INTERFACE
The syntax of the interface has been designed to be as simple as possible. It writes: interface(A, RHS, u ,choice_solver, nx, ny,options1,options2)
This function have seven parameters:
-A : is a (nx * ny,5) matrix that stores the non zero diagonals of A. -RHS : is a vector of size nx*ny that contains the right hand side -u is the vector that stands for the solution of Ax = b -choice_solver : input the class of solvers that the user wants to perform, i.e either Lapack with LU decomposition, one of the Krylov method in Sparskit or Hypre with algebraic multigrid. -nx, ny : is the grid size in each space direction -options1:is a flag for the preconditioning method -options2: stands for more advance options available to the user.
This interface has the simplicity of Matlab command but try to keep the efficiency of the original Fortran or C library. Indeed, the user's code can call the solver with minimum effort in code writing following the "Matlab style". The all complexity of the performance's fine-tuning of the solver is hidden in the array option2. options 2 has the structure of a long vector, and can be filled independently of the main code with a friendly user interface that provides help, hints and references to the literature . When the user has a priori no knowledge of the detailed method, or no particular interest in doing the fine tuning of the solver, all parameters are set up by default. It is however conceivable in the future that the software runs automatically off line some auto-test and learn by itself from test's runs or accumulated experienced what might be the best set of parameters. This is typically the way modern FFT operates [22] . But modeling performance will play an essential role to make this task affordable.
The interface was implemented in Fortran 77 and can be easily integrated in existing code written in Fortran 77-90-95 or C. We check the portability of the code using different compilers such as g77 a GNU project, Fortran 77 compiler, ifc 
The software interface was straightforward to develop with Sparkit. Special care must be done for LU according to the storage scheme.
The specific storage used in the LAPACK subroutines (DBGTRF and DGBTRS), uses band storage. Indeed, our n-byn band matrix with k l subdiagonals and k u superdiagonals might be stored compactly in a two-dimensional array with k l +k u +1 rows and n columns. Columns of the matrix are stored in corresponding columns of the array, and diagonals of the matrix are stored in rows of the array. This storage scheme should be used in practice only if,
LAPACK routines work correctly for all values of k l and k u . In LAPACK, arrays that hold matrices in band storage have names ending in `B'. To be precise, aij is stored in AB(k u +1+i-j,j) for
. For example, when n = 5, kl = 2 and ku = 1:
The elements marked in the upper left and lower right corners of the array AB need not be set, and are not referenced by LAPACK routines.
When a band matrix is supplied for LU factorization, space must be allowed to store an additional k l superdiagonals, generated by fill-in as a result of row interchanges. The matrix is stored according to the above scheme therefore, but with k l + k u superdiagonals. This specific storage allows doing the factorization of the matrix and overwriting the result in the same matrix.
It was more difficult in our experience to write an interface for Hypre. This library contains few hundred of programs written in C language and is relatively complex. At the current time, we found that Hypre gives very good results with the alpha processor. However it seems that there are still some issues to be resolved concerning the portability of the library with AMD or Intel processors.
The salient feature of our interface software is that it allows us to do extensive experiments with different solvers without cumbersome programming. We are going now to present a broad spectrum of benchmark problems for which we have tested all three families of linear solvers.
APPLICATIONS
In the following, we will give the set of equation and boundary conditions for each problem with simple geometry configuration. Discretisation will be either of finite difference or finite volume types on grid topologically equivalent to a Cartesian grid. [13, 14] Groundwater contaminant problems have evolved over this past decades to include numerical studies of varied hydrogeological scenarios to design a clean-up strategy. We consider here a standard model for groundwater contaminant flows that writes:
4-1 Porous environment
with K the coefficient of hydraulic conductivity completed by boundary conditions as described in Figure 1 .
The hydraulic conductivity K random fields are generated through a Turning Bands fortran code [1] with statistical properties. K is spatially-correlated according to the exponential covariance model: 
Curved Pipe [1]
We consider an incompressible flow in a curved pipe. The model uses Navier Stokes equation with no slip boundary condition on the wall of the pipe and prescribed flow speed at the inlet and outlets. For large Reynolds number we use an overlapping domain decomposition method -see Figure 3 -with two thin subdomains, denoted BL1 and BL2, that fit the wall and have orthogonal meshes. The domain for the central part of the pipe is polygonal and it is overlapping the boundary subdomains by few mesh cells. This is basically a Chimera approach that is convenient to compute fluid structure interaction. We refer to [1] for the description of the overlapping domain decomposition iterative algorithm. We will concentrate in this paper on the performance of the linear solver in each individual subdomain with prescribed Dirichlet boundary condition at the artificial interfaces. Let us notice that the mesh in the boundary layer subdomains has large aspect ratio between the downstream and cross wind directions to accommodate the sharp gradient of the solution in the boundary layer. Thanks to the discretisation, we can solve the problem in stream function-vorticity formulation. The benchmark problem is for the stream function solution with laminar steady flow and modest Reynolds number. [8] Bioheat transfer to the skin of large arteries proximal to the skin -see figure 3-can be modeled by a Penne's like equation [23] :
Bioheat transfer
In this equation, ρ and c are the density and the specific heat of the tissue respectively, K is the thermal conductivity of the tissue, q M is the metabolic heat generation and q A is the artery heat source. This equation is supplemented by a Dirichlet boundary condition along the core, a radiation boundary condition at the interface between the skin and the air, and some prescribed heat flux lost for the two other boundaries. The thermal conductivity is a piece wise constant function that has value 0.75, 0.51, 0.21, 0.47 respectively in the core layer, muscle, fat layer and skin. The benchmark problem is for to the steady solution. [2, 3, 7, 15, 20] Last, we consider a biphasic fluid flow problem with large aspect ratio for the density between the two fluids. The geometry of the problem is given in Figure 4 , and shows a bubble of a light density fluid rising in a more dense fluid thanks to the Archimede's force. We impose symmetry along the vertical direction and the discretization is restricted to one half of the all domain. The model is still a two dimensional, unsteady viscous and incompressible multi-phase flow NavierStokes equations as in the second benchmark problem:
Multiphase flow code
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But the density jumps by a factor 100 at the interface of the bubble. In this benchmark problem, the viscosity of the fluid in the benchmark problem is 0.2. Time integration is done with a projection method, and we refer to [7] for a detailed description of the algorithm including the tracking algorithm of the bubble interface. The benchmark problem focuses here on the pressure solution procedure during the first 100 time steps on the time integration.
With these four tests cases in ground flow, multiphase flow, bioheat transfer, and pressure solve in an Incompressible Navier Stokes code for flow in pipe with overset composite meshes, we systematically investigate the performance of the linear solvers described in Section 3.
PERFORMANCE ANALYSIS
All performances reported in this section, unless specified otherwise, are done with an Alpha EV6 500 MHz processor that has 2 Bytes of main memory and runs on theTRU64 Unix.
We observe first that in all cases LU decomposition performs best for small problems. The performance of LU deteriorates when the size of the problem growth, and in almost all situation but the boundary layer subdomains for the benchmark problem 2, Hypre provides the best performance if the problem is large enough. The boundary layer problem is rather special because of the large aspect ratio on grid dimensions. With appropriate ordering the bandwidth of the corresponding matrix is much smaller than the dimension of the linear system, and LU has very low arithmetic complexity. In the first column of Figure 5 to 7 corresponding respectively to benchmark problem 1 to 3, we give the elapsed time for each family of solver and three grid sizes of the problem. This elapsed time includes the computation of the factorization of the matrix, or the computation of the preconditionner. Concerning the choice of the iterative solver in Sparskit or Hypre, our interface indicates by running extensive experiences the solver that performs best in each library.
We observe that BICGSTAB is relatively robust and gives always some intermediate performances between Hypre and Lapack. AMG-BIGSTAB gives performances marginally better than Hypre for only one of the test case -see RD 114x160 in figure 6 .
In the right column of the same Figure 5 to 7, we report on the elapsed time for the same problem, excluding the time spent to construct the factorization and/or the preconditionner. It can be observed that a direct solver LU outperforms all iterative methods considered here for these test cases, once the LU decomposition, or ILU decomposition is given in main memory. This remark is of particular importance for the time integration of PDE problems, for which the matrix of the linear system stays the same at each time step. It is clear that the pressure solve in a projection method for unsteady incompressible Navier Stokes flow with constant density can benefit from that. One may notice that for NS with multiphase flow as with the benchmark problem 4, this is no longer true. As a matter of fact the density depends on the location of the bubble that is time dependent indeed. Figure 8 shows the comparison of the performance in time of three linear algebra solver used for the pressure equation: LU, BICGSTAB and a two-level multigrid method with ADI smoother for the first hundred time step. We see clearly that the direct method performs best for the first few time steps, and that BICGSTAB gives the best performance once the solution is less unsteady. One issue that might be interesting to investigate further, will be to keep the preconditionner fixed for few time steps, once some norm of the time derivative of the solution gets small enough. As a matter of fact the preconditionner may stay efficient enough for few time steps, and one may save the overhead cost that results from the computation of ILU.
Figures 9 shows a two dimensional color map in the two dimensional space (nx, ny), where nx and ny are the dimension of the rectangular grids. For each map, we compare two methods and each color corresponds to the region where one method is best than the other. This color map have been obtained by comparing surface plots in Figure 10 a and 10c that gives the elapse time for each grid size. These results, i.e Figure  9 to 13 are generated automatically by a unix shell calling the interface program. It is interesting to notice that from the three families of software, Hypre is the one that is the most sensitive to space dimensions. As a matter of fact the surface plot of figure 10c is very rough, and shows large variation of elapse time for small changes of the grid dimension. We attribute this property to the high sensitivity of Hypre to cache memory effect. The curve that separates the regions where each method is the best, can be approximated at first approximation by a curve running in a direction parallel to nx axis. This curve can have relatively complex shape. We notice in Figure 11 that the curve location may depend also very much on the processor architecture and memory configuration. If one wants to have an intelligent software that automatically decides which method is best for a given user application, the main issue then is the ability to predict this curve location in the parameter space (nx,ny) using only few runs with different grid sizes (nx,ny). One possible answer is to try to construct response surfaces of the performance output in (nx,ny) space based on appropriately selected points (nx,ny).
Following the observation that the performance of the code is slowly varying along the curve F(nx,ny)=nx * ny =Ct, we have chosen 9 interpolation points on the three level sets F=Ci, i=1..3. For each level set, we take three points, one along each of the rectangular domain of parameters space and one on the diagonal nx=ny. The performance model use a least square quadratic polynomial approximation: Table 1 shows that we can have reliable prediction with Lapack and Sparskit solvers. The least square interpolate fits is very good as shown in the first row of the table, and the prediction can be made within few percents. However Hypre is so sensitive to the cache memory size that the least square interpolation with 9 points gives prediction away by 50 percent. It seems from Figure 12 , that there is no apriori obvious choice for the interpolation points that may improve the quadratic model. It might be noticed that model prediction is better on the first benchmark problem, with an average error for Hypre of order 10 per cent.
Our model analysis seems to be a first step to predict the performance of a linear solver, as a function of the grid size and/or to diagnostic the sensitivity of the software to cache memory. One by product of this model should be the choice of the best method by comparing surface responses for each solver. This model might be used also to formulate load balancing as an optimization problem using the surface response evaluation function. This work should be completed indeed with uncertainty estimates and optimized choice of the point of interpolation for the surface response models. However this methods seems to give some solid background for a software to take decision on which linear solver should be used.
In the next section, we are going to summarize our conclusion and refer to ongoing work.
CONCLUSION
We have presented an interface software that can be easily embedded in an existing computational fluid dynamics and heat transfer code. This interface provides an easy access to three well known scientific libraries containing a broad variety of linear solvers. This interface is a powerful tool because Lapack, Sparskit and Hypre, all together, is representative of the stateof-the-art in computational linear algebra. Our intention was first to help the user to speed up his code without cumbersome programming. In particular our friendly user interface can guide him to configure the iterative solvers that he wants to try and fill in a transparent way the numerous parameters that the original linear library function call requires. Third our method can produces automatically an extensive set of numerical experiments to test the impact of each choice on the method or parameters to be set in the iterative solver. Eventually the software should become "intelligent" and decides what is the best solver for the user application with few numerical experiments only. As we have seen, this choice can be time dependent and architecture dependent for an unsteady problem. We have therefore tested the possibility to model the performance of the library using some surface response built upon a minimum set of runs. This approach seems feasible and gives good indicator of the method to choose and/or can detect cache sensitivity problems.
A byproduct of this model is indeed to provide guide to optimize the domain partitioning in parallel computing and guides the load balancing. We are currently working on this problem with optimized additive Schwarz method and are extended our interface capability to three-dimensional problem. The dark blue region indicate where BICGSTAB is faster than LU decomposition while the red shows where LU is faster than BICGSTAB.
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