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Abstract. This paper explores further properties of modules related with
Schubert polynomials, introduced by Kras´kiewicz and Pragacz. In this paper
we show that any tensor product of Kras´kiewicz-Pragacz modules admits a fil-
tration by Kras´kiewicz-Pragacz modules. This result can be seen as a module-
theoretic counterpart of a classical result that the product of Schubert polyno-
mials is a positive sum of Schubert polynomials.
1 Introduction
The study of Schubert polynomials is an important and interesting subject in
algebraic combinatorics. One of the possible methods for studying Schubert
polynomials is through the modules introduced by Kras´kiewicz and Pragacz
([1]). Let b be the Lie algebra of all upper triangular matrices. For each per-
mutation w, Kras´kiewicz and Pragacz defined a representation Sw of b such
that its character with respect to the subalgebra h of all diagonal matrices is
equal to the Schubert polynomial Sw. In the author’s previous paper [3], the
author investigated the characterization of modules having a filtration with sub-
quotients isomorphics to Kras´kiewicz-Pragacz modules (or a KP filtration for
short). One of the motivation for studying such class of modules is a study of
Schubert-positivity: if a module M has a KP filtration, then it follows that its
character ch(M) is a positive sum of Schubert polynomials.
One of the positivity properties of Schubert polynomials is that the product
SwSv of Schubert polynomials is a positive sum of Schubert polynomials. In
this paper we show that the module-theoretic counterpart of this fact holds.
The main result of this paper is the following theorem (Theorem 4.1):
Theorem. For any w, v ∈ S
(n)
∞ , the module Sw ⊗ Sv has a KP filtration.
Not only finding a module-theoretic counterpart to the classical result, we
also present a new interesting positivity result on Schubert polynomials (Corol-
lary 4.3) using our main result.
The paper is organized as follows. In section 2, we prepare some basic facts
about Schubert polynomials and KP modules, as well as some results from the
author’s previous paper [3]. In section 3, we prove the special case of our main
theorem corresponding to Monk’s formula for Schubert polynomials: we show
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that Sw ⊗ Ssν has a KP filtration for any w ∈ S
(n)
∞ , 1 ≤ ν ≤ n − 1. The
problem asking the existence of such filtration was first raised by Kras´kiewicz
and Pragacz [1, Remark 5.2], and our result gives the answer to this problem.
In section 4 we deal with the general case and prove the main theorem, and
present some consequences of our result.
2 Preliminaries
Let N be the set of all positive integers and let Z≥0 be the set of all nonnegative
integers. A permutation w is a bijection from N to itself which fixes all but
finite points. Let S∞ denote the group of all permutations. Let n be a positive
integer. Let Sn = {w ∈ S∞ : w(i) = i (i > n)} and S
(n)
∞ = {w ∈ S∞ :
w(n + 1) < w(n + 2) < · · · }. For i < j, let tij denote the permutation which
exchanges i and j and fixes all other points. Let si = ti,i+1. For a permutation
w, let ℓ(w) = #{i < j : w(i) > w(j)}. Let w0 ∈ Sn be the longest element
of Sn, i.e. w0(i) = n + 1 − i (1 ≤ i ≤ n). For w ∈ S
(n)
∞ we define inv(w) =
(inv(w)1, . . . , inv(w)n) ∈ Z
n
≥0 by inv(w)i = #{j : i < j, w(i) > w(j)}.
For a polynomial f = f(x1, . . . , xn) and 1 ≤ i ≤ n − 1, we define ∂if =
f−sif
xi−xi+1
. For w ∈ S
(n)
∞ we can assign its Schubert polynomial Sw ∈ Z[x1, . . . , xn],
which is recursively defined by
• Sw = x
w(1)−1
1 x
w(2)−1
2 · · ·x
w(n)−1
n if w(1) > w(2) > · · · > w(n), and
• Swsi = ∂iSw if ℓ(wsi) < ℓ(w).
Note that the sets {Sw : w ∈ S
(n)
∞ } and {Sw : w ∈ Sn} constitute Z-bases for
the spaces Z[x1, . . . , xn] and HN =
⊕
0≤ai≤N−i
Zxa11 · · ·x
aN−1
N−1 respectively ([2,
(4.11)]).
Schubert polynomials satisfy the following identity called Monk’s formula:
Proposition 2.1 ([2, (4.15′′)]). Let w ∈ S∞ and ν ∈ N. Then SwSsν =∑
Swtpq where the sum is over all (p, q) such that p ≤ ν < q and ℓ(wtpq) =
ℓ(w) + 1.
Schubert polynomials also satisfy the following Cauchy identity:
Proposition 2.2 ([2, (5.10)]).
∑
w∈Sn
Sw(x)Sww0(y) =
∏
i+j≤n(xi + yj).
Let K be a field of characteristic zero. Let b = bn be the Lie algebra of all
upper triangular K-matrices. and let h ⊂ b and n+ ⊂ b be the subalgebra of all
diagonal matrices and the subalgebra of all strictly upper triangular matrices
respectively. Let U(b) and U(n+) be the universal enveloping algebras of b and
n+ respectively. For a U(b)-module M and λ = (λ1, . . . , λn) ∈ Z
n, let Mλ =
{m ∈ M : hm = 〈λ, h〉m (∀h ∈ h)} where 〈λ, h〉 =
∑
λihi. If Mλ 6= 0 then λ is
said to be a weight ofM . IfM =
⊕
λ∈Zn Mλ and eachMλ has a finite dimension,
then M is said to be a weight b-module and we define ch(M) =
∑
λ dimMλx
λ
where xλ = xλ11 · · ·x
λn
n . From here we only consider weight b-modules, and
write Exti to mean Ext functors in the category of all weight b-modules. For
1 ≤ i < j ≤ n, let eij ∈ b be the matrix with 1 at the (i, j)-position and all
other coordinates 0.
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For λ ∈ Zn, let Kλ denote the one-dimensional U(b)-module where h ∈ h
acts by 〈λ, h〉 and eij acts by 0. Note that every finite-dimensional weight
b-module admits a filtration by these one dimensional modules.
In [1], Kras´kiewicz and Pragacz defined certain U(b)-modules which here
we call Kras´kiewicz-Pragacz modules or KP modules. Here we use the following
definition. Let w ∈ S
(n)
∞ . Let Kn =
⊕
1≤i≤nKui be the vector representation of
b. For each j ∈ N, let {i < j : w(i) > w(j)} = {i1, . . . , ilj} (i1 < · · · < ilj ), and
let u
(j)
w = ui1 ∧ · · · ∧ uilj ∈
∧lj Kn. Let uw = u(1)w ⊗ u(2)w ⊗ · · · ∈⊗j∈N
∧lj Kn.
Then the KP module Sw associated to w is defined as Sw = U(b)uw = U(n
+)uw.
Example 2.3. If w = si, then uw = ui and thus we have Sw = K
i :=⊕
1≤j≤iKuj.
KP modules satisfy the following:
Theorem 2.4 ([1, Remark 1.6, Theorem 4.1]). For any w ∈ S
(n)
∞ , Sw is a
weight b-module and ch(Sw) = Sw.
Note that, in the notation of the definition above, for 1 ≤ p < q ≤ n, the
number of j ∈ N such that epqu
(j)
w 6= 0 is given by mpq(w) = #{r > q : w(p) <
w(r) < w(q)}. In particular, e
mpq(w)+1
pq uw = 0.
In the author’s previous paper [3] we showed the following criterion for a
module to have a filtration by KP modules, using the theory of highest-weight
categories:
Theorem 2.5 ([3, Corollary 6.6, Theorem 7.1]). Let M be a finite-dimensional
weight b-module whose weight are all in Zn≥0. Then the followings are equivalent:
(1) M has a filtration such that each of its subquotients is isomorphic to some
Sw (w ∈ S
(n)
∞ ). In such case we say that M has a KP filtration hereafter.
(2) Exti(M,S∗w ⊗ Kρ+k1) = 0 for all i ≥ 1, w ∈ S
(n)
∞ and k ∈ Z, where
ρ = (n− 1, n− 2, . . . , 0) and 1 = (1, 1, . . . , 1).
(3) Ext1(M,S∗w ⊗ Kρ+k1) = 0 for all w ∈ S
(n)
∞ and k ∈ Z, where ρ = (n −
1, n− 2, . . . , 0) and 1 = (1, 1, . . . , 1).
From this, we obtain the following corollary.
Corollary 2.6. (1) If M =M1⊕· · ·⊕Mr, then M has a KP filtration if and
only if each Mi has.
(2) If 0→ L→M → N → 0 is exact and M and N have KP filtrations, then
L also has a KP filtration.
Proof. (1) is easy since Ext1(M,N) =
⊕
Ext1(Mi, N) for any N . (2) also
follows from the previous theorem, since if 0 → L → M → N → 0 is an
exact sequence then we have an exact sequence Ext1(M,A) → Ext1(L,A) →
Ext2(N,A) for any A.
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3 Monk’s formula and KP filtration
In this and the next section we show that the tensor product of KP modules
have a KP filtration. In this section we deal with the special case that one of
the KP modules is Ssν , which corresponds to the Monk’s formula (Proposition
2.1).
Proposition 3.1. Let w ∈ S
(n)
∞ and let 1 ≤ ν ≤ n − 1. Then Sw ⊗ Ssν has a
KP filtration.
Remark 3.2. The case ν = 1 was proved by Kras´kiewicz and Pragacz in [1,
Proposition 5.1]. They raised a problem asking the existence of a filtration corre-
sponding to Monk’s formula for general case in [1, Remark 5.2]. The proposition
above gives the answer to this problem.
Lemma 3.3. Let X = {(p, q) : p ≤ ν < q, ℓ(wtpq) = ℓ(w) + 1}. For (p, q) ∈ X,
define vpq = (e
mpq(w)
pq uw) ⊗ up ∈ Sw ⊗ Ssν , where mpq(w) = #{r > q : w(p) <
w(r) < w(q)} as defined in the previous section. Note that vpq = e
mpq(w)
pq (uw ⊗
up) = (const.) · e
mpq(w)+1
pq (uw ⊗ uq). Then:
(1) {vpq : (p, q) ∈ X} generates Sw ⊗ Ssν as an U(b)-module.
(2) For each (p, q) ∈ X, there exists a b-homomorphism φpq : Sw ⊗ Ssν →⊗
j
(∧lj(wtpq)Kn
)
where lj(wtpq) = #{i < j : wtpq(i) > wtpq(j)}, such
that:
(a) φpq(Kvpq) = Kuwtpq , and
(b) for (p′, q′) ∈ X, φpq(vp′q′) 6= 0 implies w(p
′) ≤ w(p) and w(q′) ≤
w(q).
First we see that Proposition 3.1 follows from this lemma. Index the elements
of X as X = {(p0, q0), . . . , (pr−1, qr−1)} so that there exists no i < j such that
w(pj) ≤ w(pi) and w(qj) ≤ w(qi) hold simultaneously. For 0 ≤ i ≤ r, let Fi be
the submodule of Sw⊗Ssν generated by vpj ,qj (j ≥ i). Then Fr = 0 and, by (1)
of the lemma, F0 = Sw ⊗ Ssν . Moreover, by (2) of the lemma, φpi,qi induces a
surjective morphism Fi/Fi+1 ։ Swtpi,qi . But since by Monk’s formula we have
dim(Sw ⊗ Ssν ) =
∑
dimSwtpi,qi , all of these morphisms must be isomorphisms
and hence the theorem follows.
Let us now prove Lemma 3.3.
Proof. (1): Let M be the submodule of Sw ⊗ Ssν generated by {vpq : (p, q) ∈
X}. If we show that uw ⊗ up ∈ M for all p ≤ ν, then we can show that
xuw ⊗ up ∈ M for any x ∈ U(n
+) and any p ≤ ν by induction on p, since
x(uw ⊗ up) ∈ xuw ⊗ up + Sw ⊗
(⊕
p′<pKup′
)
.
Let p ≤ ν. We want to show that uw ⊗ up ∈ M . Define a sequence
r0, r1, . . . , rk by the following algorithm:
• Let r0 = p.
• For j = 1, 2, . . ., take rj so that rj > rj−1, w(rj) > w(rj−1), and w(rj) is
as small as possible among such. If rj > ν, let k = j and stop.
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By the construction we have (rk−1, rk) ∈ X and mrk−1,rk(w) = 0, and thus
uw ⊗ urk−1 ∈ M . If k = 1 we are done since rk−1 = p. Consider the case
k ≥ 2. By the construction, we have mp,rk−1(w) = 0. Thus ep,rk−1uw = 0 and
uw ⊗ up = ep,rk−1(uw ⊗ urk−1) ∈M . This finishes the proof of (1).
(2): Let (p, q) ∈ X . Let a = #{r < p : w(r) > w(p)} = lp(w), b = #{r <
p : w(r) > w(q)} and c = #{p < r < q : w(r) > w(q)} = lq(w) − b. Then
lp(wtpq) = b, lq(wtpq) = a+ c+ 1 and lj(wtpq) = lj(w) for j 6= p, q. Let φ˜pq be
the b-homomorphism defined on Sw ⊗K
n by the composition of the following
morphisms:
Sw ⊗K
n =
⊗
j
(∧
lj(w)Kn
)
⊗Kn
=
⊗
j 6=p,q
(∧
lj(w)Kn
)
⊗
∧
aKn ⊗
∧
b+cKn ⊗Kn
→
⊗
j 6=p,q
(∧
lj(w)Kn
)
⊗
∧
aKn ⊗
∧
bKn ⊗
∧
cKn ⊗Kn
=
⊗
j 6=p,q
(∧
lj(w)Kn
)
⊗
∧
aKn ⊗
∧
cKn ⊗Kn ⊗
∧
bKn
→
⊗
j 6=p,q
(∧
lj(w)Kn
)
⊗
∧
a+c+1Kn ⊗
∧
bKn
=
⊗
j
(∧
lj(wtpq)Kn
)
where the maps
∧b+c
Kn →
∧b
Kn ⊗
∧c
Kn and
∧a
Kn ⊗
∧c
Kn ⊗ Kn →∧a+c+1Kn are the natural ones. We define φpq as the restriction of φ˜pq to
Sw ⊗ Ssν .
For a subset I = {i1 < · · · < ia} ⊂ {1, . . . , n}, we write uI = ui1 ∧ · · · ∧
uia . Then uw = u
6= ⊗ uA ⊗ (uB ∧ uC) where A = {r < p : w(r) > w(p)},
B = {r < p : w(r) > w(q)}, C = {p < r < q : w(r) > w(q)} and u 6= =⊗
j 6=p,q u{r<j:w(r)>w(j)}. Note that A ⊃ B. Note also that uwtpq is a multiple
of e
mpq(w)
pq (u 6= ⊗ (uA ∧ uC ∧ up)⊗ uB).
For any 1 ≤ r ≤ n, the image of uw ⊗ ur ∈ Sw ⊗K
n under the morphism
φ˜pq can be computed as follows:
uw ⊗ ur = u
6= ⊗ uA ⊗ (uB ∧ uC)⊗ ur
7→ u 6= ⊗ uA ⊗


∑
|B′|=b,|C′|=c
B⊔C=B′⊔C′
±uB′ ⊗ uC′

⊗ ur
7→ u 6= ⊗


∑
|B′|=b,|C′|=c
B⊔C=B′⊔C′
±(uA ∧ uC′ ∧ ur)⊗ uB′

 .
But since A ⊃ B, uA ∧ uC′ ∧ ur vanishes if C
′ ∩ B 6= ∅. So the only term in
the last sum which can be nonzero is ±(uA ∧ uC ∧ ur)⊗ uB. Therefore we have
φ˜pq(uw ⊗ ur) = ±u
6= ⊗ (uA ∧ uC ∧ ur)⊗ uB.
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Now we see that φpq(vpq) = φpq(e
mpq(w)
pq (uw⊗up)) = e
mpq(w)
pq φpq(uw⊗up) =
±e
mpq(w)
pq (u 6= ⊗ (uA ∧ uC ∧ up) ⊗ uB) is a nonzero multiple of uwtpq . Thus (a)
follows.
Now consider another (p′, q′) ∈ X . Since vp′q′ is a multiple of e
mp′q′ (w)+1
p′q′ (uw⊗
uq′), φpq(vp′q′) = (const.) ·e
mp′q′ (w)+1
p′q′ φ˜pq(uw⊗uq′) = (const.) ·e
mp′q′ (w)+1
p′q′ (u
6=⊗
(uA ∧ uC ∧ uq′) ⊗ uB). In order this to be nonzero, we must have ep′q′(uA ∧
uC ∧ uq′) 6= 0, since u
6= is annihilated by e
mp′q′ (w)+1
p′q′ and uB is annihilated by
ep′q′ . Thus if φpq(vp′q′ ) 6= 0, then p
′, q′ 6∈ A ∪ C.
Note that, for an r ∈ {1, . . . , n}, r ∈ A ∪ C if and only if r < q and w(r) >
w(p) (we used here the fact that there exists no p < r < q with w(p) < w(r) <
w(q)). Using this and the fact p′ ≤ ν < q, we see that w(p′) ≤ w(p). Moreover,
it follows that w(q′) ≤ w(q) unless q′ > q, but if q′ > q and w(q′) > w(q) then
ℓ(wtp′q′) > ℓ(w) + 1 since p
′ < q < q′ and w(p′) < w(q) < w(q′), and thus such
a case cannot occur. Therefore we have (b).
4 Tensor product of KP modules
Theorem 4.1. For any w ∈ Sn and v ∈ S
(n)
∞ , Sw ⊗ Sv has a KP filtration.
Thus if we let n → ∞, we see that for any w, v ∈ S∞, the module (over
the Lie algebra b∞ of upper triangular matrices of infinite size) Sw ⊗ Sv has
a filtration by KP modules, if we define Sw appropriately for all w ∈ S∞ as a
module over b∞ (in particular, we see that the theorem in fact holds for any
w, v ∈ S
(n)
∞ ).
In order to prove this theorem, we begin with some observations. For a
w ∈ Sn, we define a b-module Tw =
⊗
2≤i≤n
(∧li(w)Ki−1), where li(w) =
#{j < i : w(j) > w(i)} as before. Since Tw is a direct sum component
of
⊗
2≤i≤n
⊗li(w)Ki−1 = ⊗2≤i≤n
⊗li(w) Ssi−1 , Tw have a KP filtration by
Proposition 3.1 and Corollary 2.6(1). We show the following lemma:
Lemma 4.2. Let w ∈ Sn. Then there exists an exact sequence 0 → Sw →
Tw → N → 0 such that N has a filtration whose each subquotient is isomorphic
to some Su (u ∈ Sn, u
−1 >
lex
w−1). Here for permutations x and y, x >
lex
y if there
exists an i such that x(1) = y(1), . . . , x(i− 1) = y(i− 1), x(i) > y(i).
We see first that the theorem easily follows from this lemma by induction
on w. From the lemma we get an exact sequence 0 → Sw ⊗ Sv → Tw ⊗
Sv → N ⊗ Sv → 0. Here Tw ⊗ Sv have a KP filtration by Proposition 3.1 and
Corollary 2.6(1), since it is a direct sum component of
(⊗
2≤i≤n
⊗li(w) Ssi−1
)
⊗
Sv. Moreover N ⊗ Sv have a KP filration by the induction hypothesis. Hence
the claim follows from Corollary 2.6(2).
To prove Lemma 4.2, we need a result from [3]. In [3, Proposition 5.4] the
author showed that, for x, y ∈ S
(n)
∞ :
• if (Sx)inv(y) 6= 0 (i.e. the coefficient of x
inv(y) in Sx is nonzero) then
y−1 ≥
lex
x−1, and
• if Ext1(Sx,Kinv(y)) 6= 0 then y
−1 <
lex
x−1.
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In particular, if w, u ∈ S
(n)
∞ and Ext
1(Sw,Su) 6= 0, then there exists an x ∈ S
(n)
∞
such that (Su)inv(x) 6= 0 and Ext
1(Sw,Kinv(x)) 6= 0, and thus u
−1 ≤
lex
x−1 <
lex
w−1.
Let us now prove Lemma 4.2.
Proof. Let li = li(w) and let the integers nwu ∈ Z be defined by
∏
2≤i≤n eli(x1, . . . , xi−1) =∑
x∈Sn
nwuSu where ek denotes the k-th elementary symmetric polynomial.
Since the left-hand side is the character of Tw, the number nwu is the number
of times Su appears as a subquotient in (any) KP filtration of Tw.
Since
∑
u∈Sn
Su(x)Suw0 (y) =
∏
i+j≤n(xi+yj) =
∑
0≤ai≤n−i
(∏
1≤i≤n−1 x
n−i−ai
i ·∏
1≤i≤n−1 eai(y1, . . . , yn−i)
)
, there exists a bilinear form 〈, 〉 : HN × HN → Z
such that 〈Su,Su′w0〉 = δuu′ and 〈x
ρ−α,
∏
1≤i≤n−1 eβi(x1, . . . , xn−i)〉 = δα,β
where ρ = (n− 1, n− 2, . . . , 0). Then
nwu = 〈Suw0 ,
∏
2≤i≤n
eli(x1, . . . , xi−1)〉
= (coefficient of xn−1−ln1 x
n−2−ln−1
2 · · · in Suw0).
Here, n−k− ln+1−k = n−k−#{j < n+1−k : w(j) > w(n+1−k)} = #{j <
n+ 1− k : w(j) < w(n+ 1− k)} = #{j > k : ww0(j) < ww0(k)} = inv(ww0)k,
and thus the number nwu is equal to the coefficient of x
inv(ww0) in Suw0 , which
is nonzero only if (ww0)
−1 ≥
lex
(uw0)
−1, which is equivalent to w−1 ≤
lex
u−1. More-
over, if u = w then we see that nww = 1. Thus the subquotients of (any) KP
filtration of Tw are the modules Su (u
−1 >
lex
w−1), together with Sw which occurs
only once. Since Ext1(Sw ,Su) = 0 for u
−1 >
lex
w−1, we can take the filtration
to satisfy the additional condition that Sw occurs as a submodule of Tw. This
completes the proof of Lemma 4.2.
As we pointed in the previous paper ([3, Proposition 8.3, Theorem 7.2]),
Theorem 4.1 has several interesting corollaries:
Corollary 4.3. Let λ be a partition and let sλ be the Schur functor correspond-
ing to λ. Then for any w ∈ S
(n)
∞ , sλ(Sw) has a KP filtration. In particular, if
Sw is written as a sum of monomials as Sw = x
α + xβ + · · · , then the poly-
nomial sλ(x
α, xβ , · · · ) (here sλ denotes the Schur function) is a positive sum of
Schubert polynomials.
Corollary 4.4. Let u, v, w ∈ Sn. Then the coefficient of Sw in the expansion
of SuSv into Schubert polynomials is equal to the dimension of Homb(Su ⊗
Sv,S
∗
w0w
⊗Kρ) ∼= Homb(Su ⊗ Sv ⊗ Sw0w,Kρ).
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