Nearest neighbor classification is one of the most used and well known methods in data mining. Its simplest version has several drawbacks, such as low efficiency, high storage requirements and sensitivity to noise. Data reduction techniques have been used to alleviate these shortcomings. Among them, prototype selection and generation techniques have been shown to be very effective. Positioning adjustment of prototypes is a successful trend within the prototype generation methodology.
Introduction
The nearest neighbor (NN) algorithm [1] and its derivatives have been shown to perform well for classification problems in many domains [2, 3] . These algorithms are also known as instance-based learning [4] and belong to the lazy learning family of methods [5] . The extended version of NN to k neighbors is considered one of the most influential data mining algorithms [6] and it has attracted much attention and research efforts in recent years [7] [8] [9] [10] . The NN classifier requires that all of the data instances are stored and unseen cases classified by finding the class labels of the closest instances to them. In order to determine how close two instances are, several distances or similarity measures have been proposed [11] [12] [13] and this issue is continually under review [14, 15] . Despite its simplicity and high classification accuracy, it suffers from several drawbacks such as high computational cost, high storage requirement and sensitivity to noise.
Data reduction processes are very useful in data mining to improve and simplify the models extracted by the algorithms [16] .
In NN, apart from feature selection [17, 18] , two main data reduction techniques have been used with promising results: prototype selection (PS) and prototype generation (PG) [19, 20] . The former is limited to selecting a subset of instances from the original training set. Typically, three types of PS methods are known: condensation [21] , edition [22] and hybrid methods [23] . Condensation methods try to remove examples which are redundant or irrelevant, which it means that these examples do not offer any capabilities in the classification task. However, edition methods focus on removing noisy examples, which are those examples that induce classification errors. Finally, hybrid methods combine both approaches.
In the specialized literature, a wide number of PS techniques have been proposed. Since the first approaches for data condensation and edition, CNN [21] and ENN [22] , many other proposals of PS have become well-known in this field. For example, IBL methods [4] , DROP family methods [19] and ICF [23] . Recent approaches to PS are introduced in [24] [25] [26] .
Regarding PG methods, also known as prototype abstraction methods [27] , they are not only able to select data, but can also modify them, allowing interpolations, movements of instances and artificial generation of new data. Well known methods for PG are PNN [28] , learning quantization vector (LVQ) [29] , Chen's algorithm [30] , ICPL [27] , HYB [31] and MixtGauss [32] . A good study of PS and PG can be found in [33] . Evolutionary algorithms (EAs) [34] have been successfully used in different data mining problems [35, 36] . Given that PS and PG problems could be seen as combinatorial and optimization problems, EAs have been used to solve them with excellent results [37] [38] [39] [40] . PS can be expressed as a binary space search problem and, as far as we know, the best evolutionary model proposed for PS is based on memetic algorithms [41] and is called SSMA [38] . PG is expressed as a continuous space search problem. EAs for PG are based on the positioning adjustment of prototypes, which is a suitable method to optimize the position of prototypes, however, it usually depends upon an initial subset of prototypes extracted from the training set. Several proposals are presented on this topic, such as ENPC [42] or PSCSA [43] .
Particle swarm optimization (PSO) [44, 45] and differential evolution (DE) [46, 47] are two effective evolutionary optimization techniques for continuous spaces. In fact, PSO has been satisfactorily used for prototype adjustment [39, 40] . The first attempts at using DE for PG can be found in [48] . In that contribution, we did a preliminary study on the use of DE, concluding that the classic DE scheme offers competitive results compared to other PG approaches to small size data sets.
The first contribution of this paper is the use of the DE algorithm [47] for prototype adjustment. The specialized literature on DE collects several advanced schemes: SADE [49] , OBDE [50] , DEGL [51] , JADE [52] and SFLSDE [53] . We will study the mentioned proposals for PG, except OBDE. This last one, as the authors state, may not be used for problems where basic knowledge is available. It constantly seeks the opposite solution to the one evaluated in the search process and, in PG, this behavior does not make sense. The remaining proposals will be compared with evolutionary and non-evolutionary PG algorithms and we will analyze the behavior of each DE algorithm in this problem.
It is common to use classical PS methods in pre-or late stages of a PG algorithm as mechanisms for removing noisy or redundant prototypes. For example, some PG methods implement ENN or DROP algorithms as early filtering processes [27, 54] and, in [31] , a hybridization method based on LVQ3 post-processing of conventional prototype reduction approaches is proposed.
The second contribution of this paper follows a similar idea to that presented in [31] , but it is extended so that PS methods can be hybridized with any positioning adjustment of prototype method. Specifically, we study the use of LVQ3, PSO and DE algorithms for the optimization positioning of prototypes after a PS process. We will see that LVQ3 does not produce optimal positioning in most cases, whereas PSO and DE result in excellent accuracy rates in comparison with isolated PS methods and PG methods. We especially emphasize the use of SSMA in combination with one of the two mentioned optimization approaches to also achieve high reduction rates in the final set of prototypes obtained.
As we have stated before, the use of DE algorithms for the PG problem motivates the global purpose of this paper, which can be divided into three objectives:
To make an empirical study for analyzing the DE algorithms for the PG problem in terms of accuracy and reduction capabilities. Our goal is to identify the best DE methods and stress the relevant properties of each one when they tackle the PG problem.
To understand how positioning adjustment techniques can improve the classification accuracy of PS and PG methods with the use of hybridization models.
To check the behavior and scaling-up capabilities of DE approaches and hybrid approaches for PG when tackling large size data sets.
The experimental study will include a statistical analysis based on non-parametric tests and we will conduct experiments involving a total of 56 small and large size data sets.
In order to organize this paper, Section 2 describes the background of PS, PG and DE. Section 3 explains the DE algorithm proposed for tackling the position adjustment problem. Section 4 presents the framework of the hybridization proposed. Section 5 discusses the experimental framework and Section 6 presents the analysis of results. Finally, in Section 7 we summarize our conclusions.
Background
This section covers the background information necessary to define and describe our proposals. Section 2.1 presents the background on PS and PG. Next, Section 2.2 shows the main characteristics of DE and the most recent advances proposed in the literature are presented in Section 2.3.
PS and PG algorithms
This section presents the definition and notation for both PS and PG problems.
A formal specification of the PS problem is the following: Let x p be an example where x p ¼ ðx p1 ,x p2 , . . . ,x pD ,oÞ, with x p belonging to a class o given by x po and a D-dimensional space in which x pi is the value of the i-th feature of the p-th sample. Then, let us assume that there is a training set TR which consists of n instances x p and a test set TS composed of t instances x q , with o unknown. Let SS D TR be the subset of selected samples resulting from the execution of a PS algorithm, then we classify a new pattern x q from TS by the NN rule acting over SS.
The purpose of PG is to obtain a prototype generated set GS, which consists of r, r o n, prototypes, which are either selected or generated from the examples of TR. The prototypes of the generated set are determined to represent efficiently the distributions of the classes and to discriminate well when used to classify the training objects. Their cardinality should be sufficiently small to reduce both the storage and evaluation time spent by an NN classifier.
Both evolutionary and non-evolutionary approaches to PS and PG will be analyzed in the experimental study. A brief description of the methods compared will be detailed in Section 5.
Differential evolution
Differential evolution follows the general procedure of an EA. DE starts with a population of NP candidate solutions, so-called individuals. The initial population should cover the entire search space as much as possible. In some problems, this is achieved by uniformly randomizing individuals, but in other problems, such as that considered in this paper, basic knowledge of the problem is available and the use of other initialization mechanisms is more effective. The subsequent generations in DE are denoted by G ¼ 0, 1,y,G max .
It is usual to denote each individual as a D-dimensional vector
Mutation operation
After initialization, DE applies the mutation operator to generate a mutant vector V i,G , with respect to each individual X i,G , in the current population. For each target X i,G , at the generation G, its associated mutant vector
The method of creating this mutant vector is that which differentiates one DE scheme from another. Six of the most frequently referenced strategies are listed below:
''DE/Rand/1'':
''DE/RandToBest/1'':
''DE/Best/2'':
''DE/Rand/2'':
''DE/RandToBest/2'':
The indices r 1 i , r 2 i , r 3 i , r 4 i , r 5 i are mutually exclusive integers randomly generated within the range [1, NP] , which are also different from the base index i. These indices are randomly generated once for each mutation. The scaling factor F is a positive control parameter for scaling the difference vectors. X best,G is the best individual of the population in terms of fitness.
Crossover operator
After the mutation phase, a crossover operation is applied to increase the potential diversity of the population. The DE algorithm can use three kinds of crossover schemes, known as ''Binomial'', ''Exponential'' and ''Arithmetic'' crossovers. This operator is applied to each pair of the target vector X i,G and its corresponding mutant vector V i,G to generate a new trial vector that we denote U i,G . The mutant vector exchanges its components with the target vector X i,G .
We will focus on the binomial crossover scheme, which is performed on each component whenever a randomly picked number between 0 and 1 is less than or equal to the crossover rate (CR), The CR is a user-specified constant within the range [0,1), which controls the fraction of parameter values copied from the mutant vector. This scheme may be outlined as
where rand½0,1Þ A ½0:1 is a uniformly distributed random number, and j rand A f1,2, . . . ,Dg is a randomly chosen index, which ensures that U i,G gets at least one component from V i,G . Finally, we describe the arithmetic crossover, which generates the trial vector U i,G like this,
where K is the combination coefficient which is usually used in the interval [0, 1] . This strategy is known as ''DE/CurrentToRand/1''.
Selection operator
When the trial vector has been generated, we must decide which individual between X i G and U i,G should survive in the population of the next generation G + 1. The selection operator is described as follows:
where f() is the fitness function to be minimized. If the new trial vector yields a solution equal to or better than the target vector, it replaces the corresponding target vector in the next generation; otherwise the target is retained in the population. Therefore, the population always gets better or retains the same fitness values, but never deteriorates. This one-to-one selection procedure is generally kept fixed in most of the DE algorithms.
Advanced proposals for DE
The success of DE in solving a specific problem crucially depends on choosing the appropriate mutation strategy and its associated control parameter values (F and CR) that determine the convergence speed. Hence, a fixed selection of these parameters can produce slow and/or premature convergence depending on the problem. Thus, researchers have investigated the parameter adaptation mechanisms to improve the performance of the basic DE algorithm. Now, we describe four of the newest and best DE algorithms proposed in the literature.
2.3.1. Self-adaptive differential evolution (SADE) SADE [49] was proposed by Qin et al. to alleviate the expensive trial-and-error search for the most adequate parameters and mutation strategy. They simultaneously implement four mutation strategies (Eqs. (1) (5), (6), (8) ) that are called candidate pool.
For each target vector X i,G in the current population, we have to decide which strategy is selected. Initially, the probability with respect to each strategy is 1/S, where S is the number of strategies. SADE adapts the probability of generating offspring by either strategy based on their success ratios in the past LP generations. Specifically, they introduce success and failure memories to store the number of U i,G that enter the next generation, and the number of discarded U i,G .
In SADE, the mutation factors F i are independently generated at each generation according to a normal distribution N(0.5,0.3). The proper choice of CR can lead to successful optimization, so they consider gradually adjusting the range of CR values according to the previous values. It is adjusted by using a memory, to store the CR values with respect to an S-strategy, and a normal distribution. 
where X i,G , X r1,G and X best,G are selected from P (current population), while Xu r2,G is randomly chosen from the union of P S A, where A is the archive of inferior solutions stored from recent explorations.
The archive is initially empty. Then, after each generation, the solutions that fail in the selection process are stored to the archive. When the archive size exceeds a certain threshold, some solutions are randomly removed from the archive A. Furthermore, this algorithm proposes a parameter adaptation where the mutation factor F i of each individual is independently generated according to a Cauchy distribution [55, 56] with location parameter m F and scale 1 It is also known as DE/CurrentToBest/1. parameter 0.1, and then it is truncated to be 1 if
At each generation, the crossover rate CR i is generated according to a normal distribution N(m CR , 0.1), and then truncated to [0,1].
2.3.3. Differential evolution using a neighborhood-based mutation operator (DEGL) DEGL [51] is also motivated by DE/RandToBest/1. They propose a new mutation model based on neighborhoods. The authors make two kinds of neighborhood called ''Local'' and ''Global'' neighborhoods, so they propose two kinds of mutation operator. When they talk about the local neighborhood is not necessarily local in the sense of their geographical nearness or similar fitness values.
These mutation operators are combined in one, in the following manner. For each member of the population, a local trial vector is created by employing the best (fittest) vector in the neighborhood as
where Lbest i is the best vector in the local neighborhood of X i,G , and p, q are the indices of two random vectors extracted from the local neighborhood. Similarly, the global trial vector is created as
where gbest i is the best vector in the current population, and r 1 and r 2 are randomized in the interval [1, NP] .
To combine both operators, they use a new parameter, known as ''scalar weight'' oAð0,1Þ, and they use the following expression:
As with other adaptive methods, they propose different schemes for adaptation. They introduce three kinds of performance: the adaptation of the new o parameter, a deterministic linear or exponential increment, and a random value for each vector or a self-adaptive weight factor scheme. However, they do not present an adaptive control parameter for F and CR.
Scale factor local search in differential evolution (SFLSDE)
Scale factor local search in differential evolution was proposed by Neri and Tirronen [53] . This self-adaptive algorithm was inspired by memetic algorithms. In order to guarantee a high quality solution, SFLSDE uses two local search algorithms in the scale factor space to find the appropriate parameters for a given X i,G . Specifically, they follow two different approaches: scale factor golden section search (SFGSS) and scale factor hill-climb (SFHC). Both are based on changing the scale factor value and calculate the fitness value of the trial vector U i,G after the mutation and crossover phases.
SFLSDE follows the typical DE scheme, but at each iteration, five random numbers are generated (rand 1 ,y,rand 5 ) and they are used to determine the corresponding trial vector U i,G . The values of the parameters are as follows:
where t k , k A 1,2,3,4 are constant threshold values. In [53] , the authors only use the DE/rand/1/Bin mutation strategy. In the experimental study, we incorporate other mutation strategies.
Differential evolution for prototype generation
In this section we explain the proposal to apply the underlying idea of DE to the PG problem as a position adjusting of prototypes scheme. Fig. 1 shows the pseudo-code of the model proposed with the DE/Rand/1 mutation strategy and binomial crossover. In the following we describe the most significant instructions enumerated from 1 to 34.
First of all, it is necessary to define the solution codification. In the proposed DE algorithm, each individual X i,G in the population encodes a complete solution; that is, a reduced set of prototypes are encoded sequentially in each individual.
The number of prototypes encoded in each individual will define its individual size and it is denoted r as previously. A user parameter will set this value r. It is necessary to point out that this parameter r is different to the parameter D explained in Section 2.2. The dimensionality D corresponds to the number of input attributes of the problem.
Following the notation used in Section 2.2, X i,G defines the target vector, but in our case, the target vector can be represented as a matrix. Table 1 describes the structure of an individual. Furthermore, each prototype p j , 1r j r r, of an individual X i,G has a class x po,j . This class value remains unchangeable by the DE operators throughout the evolutionary cycle, and it is fixed from the beginning of the process. The number of prototypes evolved for each class is assigned in the initialization stage.
Initialization
DE begins with a population of NP individuals X i,G . Given that this problem provides some knowledge based on the initial arrangement of training samples, instruction 3 initializes each individual X i,G by choosing r random prototypes from the TR.
The initialization process ensures that every class has at least one representative prototype. Specifically, we use an initial random stratified selection of prototypes which guarantees that the number of prototypes encoded in each individual for each class is proportional to the number of them in TR. There must be at least one prototype for each class encoded in the individuals. Fig. 2 shows an example.
It is important to point out that every solution must have the same structure, thus they must have the same number of prototypes per class, and the classes must have the same arrangement in the matrix X i,G . Following the example of Fig. 2 , each individual X i,0 should contain four prototypes, in the following order: three prototypes of Class 0, one of Class 1.
Mutation and crossover operators
The mutation and crossover strategies explained in Section 2 have been implemented. From instructions 9-14, the algorithm selects 3 or 5 random individuals, depending on the mutation strategy, and then, it generates the mutant matrix V i,G with respect to each individual X i,G , in the current population. The operations of addition, subtraction and scalar product are carried out as typical matrices. This is the justification for the individuals having the same structure. In order for the mutation operator to make sense, the operators must act over the same attributes and over prototypes of the same class in all cases.
After applying this operator, it is necessary to check that the mutant matrix V i,G has been generated with correct values for all features of the prototypes, i.e. to check that the values are in the correct range. Instruction 15 normalizes all attributes of the data set to the [0, 1] range, so this procedure only needs to check if there have been values out of range of [0, 1] . If a computed value is greater than 1, we truncate it to 1, and if is lower than 0, we establish it at 0.
Our previous work [48] indicates that the binomial crossover operator has more suitable behavior for the PG problem than the rest of the operators. The new trial matrix is generated by using Eq. (7) and the instructions 16-21 show this operation. In PG, instead of interchanging attributes values, the mutant matrix V i,G exchanges its prototypes with the target X i,G to generate a new trial matrix U i,G .
Selection operator
This operator must decide which individual between X i,G and U i,G should survive in the population of the next generation G +1 (instructions [23] [24] [25] [26] . The NN rule, with k¼1 (1NN), guides this operator. The instances in TR are classified with the prototypes encoded in X i,G or U i,G by the 1NN rule with a leave-one-out validation scheme, and their corresponding fitness values are measured as the accuracyðÁÞ obtained, which represents the number of successful hits (correct classifications) relative to the total number of classifications. We try to maximize this value, so the selection operator can be viewed as follows:
In case of a tie between the values of accuracy, we select the U i,G in order to give the mutated individual the opportunity to enter the population.
Finally, instructions 27-30 check if the selected individual obtains the best fitness in the population, and instruction 34 returns the best individual found during the evolutionary process.
Hybridizations of prototype selection and generation methods
This section presents the hybridization model that we propose. Section 4.1 enumerates the arguments that justify hybridization. Section 4.2 explains how to construct the hybrid model.
Motivation
As we stated before, PS and PG relate to different problems. The main drawback of PS methods is that they assume that the best representative examples can be obtained from a subset of the original data whereas PG methods generate new representative examples if needed. Specifically, positioning adjustment methods aim to correct the position of a subset of prototypes from the initial set by using an optimization procedure. However, the positioning adjustment methods are not free of different drawbacks.
They relate to a more complex problem than PS, i.e. the search space can be more difficult to explore.
As a result of the above, finding a promising solution by using positioning adjustment methods requires a higher cost than a PS method.
Positioning adjustment methods usually initialize the generated set GS with a fixed number of random prototypes from TR, which will be modified in successive iterations. This characteristic is one of the weaknesses of these methods because this parameter can be very dependent on the specific problem. In principle, a practitioner must know the exact number of prototypes which will compose the final solution for each problem, but moreover, the proportion of prototypes between classes should be estimated in order to obtain good solutions. Thus, two schemes of initialization are commonly used:
3 The number of representative instances for each class is proportional to the number of them in the input data.
3 All the classes are represented with the same number of prototypes.
As we have seen, the appropriate choice of the number of prototypes per class has not been addressed by positioning adjustment techniques.
Hybrid model
Random selection (stratified or not) of prototypes from the TR may not be the most adequate procedure to initialize the GS. Instead, we can use a PS algorithm prior to the adjustment process to initialize a subset of prototypes. Making use of this idea, we mitigate the first and second drawbacks stated before as most of the effort performed by positioning adjustment is made over a localized search area given by a PS solution. We also tackle the third weakness, because the heuristic of the PS methods is not forced to select a determinate number of prototypes of each class; it selects the most suitable number of prototypes per class. In addition to this, if the prototypes selected by a PS method can be tuned in the search space, the main drawback associated with PS is also overcome.
To hybridize PS and positioning adjustment methods, two different methods of initialization of the positioning adjustment algorithm will be used, depending on the type of codification of the solution:
Complete solution per individual: This corresponds to the case where each individual of the population encodes a complete GS (i.e., that used by DE and PSO). The SS must be inserted once as one of the individuals of the population, initializing the rest of the individuals as the standard procedure does.
Others: This is the case where the complete GS is optimized (i.e., the scheme used by LVQ3). The resulting SS of the PS methods is used by the positioning adjustment procedure as the initial set.
When each individual of the evolutionary algorithm encodes a complete GS, it helps to alleviate the complexity of the optimization procedure, because there is a promising initial individual in the population. Operators used by DE and PSO benefit from the presence of this individual. Furthermore, this type of codification tries to avoid getting stuck at a local optimum, initializing the rest of the individuals with random solutions extracted from the TR, keeping the same structure as the S selected by the PS method, as in the example given in Section 3.1. Fig. 3 shows the two different hybrid models. Specifically, Fig. 3(a) presents the scheme to hybridize a PS method with DE and PSO, and Fig. 3(b) shows the hybridization process with LVQ3.
Experimental framework
In this section, we show the factors and issues related to the experimental study. We provide the measures employed to evaluate the performance of the algorithms (Section 5.1), details of the problems chosen for the experimentation (Section 5.2), an enumeration of the algorithms used for comparison with their respective parameters (Section 5.3) and finally, the statistical tests employed to contrast the results obtained are described (Section 5.4).
Performance measures for standard classification
In this work, we deal with multi-class data sets. In these domains, two measures are widely used for measuring the effectiveness of classifiers because of their simplicity and successful application. We refer to accuracy and Cohen's kappa rate. Furthermore, the reduction rate will be used as the classification efficiency measure. They are explained as follows:
Accuracy: is the number of successful hits (correct classifications) relative to the total number of classifications. It has been by far the most commonly used metric for assessing the performance of classifiers for years [57, 58] .
Cohen's kappa (Kappa rate): is an alternative measure to the classification rate, since it compensates for random hits [59] . In contrast to accuracy, kappa evaluates the portion of hits that can be attributed to the classifier itself (i.e., not to mere chance), relative to all the classifications that cannot be attributed to chance alone. Cohen's kappa ranges from À 1 (total disagreement) through 0 (random classification) to 1 (perfect agreement). For multi-class problems, kappa is a very useful, yet simple, meter for measuring a classifier's accuracy while compensating for random successes.
Reduction rate: One of the main goals of the PG and PS methods is to reduce storage requirements. Another goal closely related to this is to speed up classification. A reduction in the number of stored instances will typically yield a corresponding reduction in the time it takes to search through these examples and classify a new input vector.
Note that Accuracy and Kappa measures are applied over the training data with a leave-one-out validation scheme.
Data sets
In the experimental study, we selected 56 data sets from the UCI repository [60] and the KEEL-dataset repository 2 [61] . Table 2 summarizes the properties of the selected data sets. It shows, for each data set, the number of examples (#Ex.), the number of attributes (#Atts.), and the number of classes (#Cl.). The data sets are grouped into two categories depending on the size they have. Small data sets have less than 2000 instances and large data sets have more than 2000 instances. The data sets considered are partitioned using the 10-fold cross-validation (10-fcv) [62, 63] procedure.
In K-fold cross-validation (K-fcv), the original sample is randomly partitioned into K subsamples. Of the K subsamples, a single subsample is retained as the validation data for testing the model, and the remaining K-1 subsamples are used as training data. The crossvalidation process is then repeated K times (the folds), with each of the K subsamples used exactly once as the validation data. The K results from the folds will be averaged to produce a single estimation.
Comparison algorithms and parameters
Several methods, evolutionary and non-evolutionary, have been selected to perform an exhaustive study of the capabilities of our proposals. Those methods are as follows:
1NN: The 1NN rule is used as a baseline limit of performance.
Prototype selection methods:
DROP3: This combines an edition stage with a decremental approach where the algorithm checks all the instances in order to find those instances which should be deleted from GS [19] .
ICF: This method follows an iterative procedure in which those instances susceptible to removal from GS based on reachability and coverage properties of the instance are determined [23] .
SSMA: This memetic algorithm makes use of a local search or meme specifically developed for the prototype selection problem. This interweaving of the global and local search phases allows the two to influence each other [38] .
Prototype generation methods:
LVQ3: Learning vector quantization can be understood as a special case of artificial neural network in which a neuron corresponds to a prototype and a competition weight based is carried out in order to locate each neuron in a concrete place of the m-dimensional space to increase the classification accuracy [29] . It will be used as an optimizer in the proposed hybrid models.
MixtGauss: This is an adaptive PG method considered in the framework of mixture modeling by Gaussian distributions, while assuming a statistical independence of features. The prototypes are chosen as the mean vectors of the optimized Gaussians, whose mixtures are fit to model each of the classes [32] .
HYB: This constitutes a hybridization of several prototype reduction techniques. Concretely, HYB combines support vector machines with LVQ3 and executes a search in order to find the most appropriate parameters of LVQ3 [31] .
RSP3:
This technique is based on Chen's algorithm [30] . The main difference between them is that in Chen's algorithm any subset containing a mixture of instances belonging to different classes can be chosen to be divided. By contrast, in RSP3 [54] , the subset with the highest overlapping degree is the one picked to be split. This process tries to avoid drastic changes in the form of decision boundaries associated with TR which are the main shortcomings of Chen's algorithm.
ENPC: This follows a genetic scheme with five operators, which focus their attention on defining regions in the search space [42] .
PSO: This adjusts the position of an initial set with the PSO rules, attempting to minimize the classification error [39] . We will use it as an optimizer in the proposed hybrid models.
PSCSA: This is based on an artificial immune system [64] , using the clonal selection algorithm to find the most appropriate position for a prototype set [43] .
Many different configurations are established by the authors of each paper for the different techniques. We focus this experimentation on the recommended parameters proposed by their respective authors, assuming that the choice of the values of the parameters was optimally chosen. The configuration parameters, which are common for all problems, are shown in Table 3 . Note that some methods have no parameters to be fixed, so they are not included in this table. In all of the techniques, Euclidean distance is used as a similarity function and those which are stochastic methods have been run three times per partition.
Statistical tools for analysis
In this paper, we use the hypothesis testing techniques to provide statistical support for the analysis of the results [65, 66] . Specifically, we use non-parametric tests, due to the fact that the initial conditions that guarantee the reliability of the parametric tests may not be satisfied, causing the statistical analysis to lose credibility with these parametric tests. These tests are suggested in the studies presented in [67, 68, 65, 69] , where their use in the field of machine learning is highly recommended.
Throughout the study, we perform several non-parametric tests. The Wilcoxon test [67, 68] will be used to perform a multiple pairwise comparison between the different schemes of our proposals. It will be adopted considering a level of significance of
Furthermore, in order to perform multiple comparisons between our proposals and the rest of the techniques considered, we will use the Friedman Aligned-Ranks test [70] to detect statistical differences among a group of results and the Holm post-hoc test [71] , to find out which algorithms are distinctive among the 1*n comparisons performed [69] . A complete description of these statistical tests can be found in Appendix A.
More information about these tests and other statistical procedures can be found at http://sci2s.ugr.es/sicidm/.
Analysis of results
In this section, we analyze the results obtained from different experimental studies. Specifically, our aims are:
To compare the different DE schemes to each other and to several classical and recent prototype reduction techniques for 1NN based classification over small data sets (Section 6.1).
To test the performance of our DE schemes when the size of the problems is increased (Section 6.2).
To show the convergence process of basic and advanced DE algorithms (Section 6.3).
To analyze the benefits of hybrid models over small data-sets (Section 6.4).
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Analysis and results of DE schemes over small size data sets
This study is divided into two parts. First, in Section 6.1.1 we compare the different schemes of DE and identify the best alternatives for the positioning adjustment of prototypes. The Wilcoxon test will be used to support this analysis [67] . Next, Section 6.1.2 shows a comparative study of the better DE methods with other classical and recent PG techniques. In this case, the Friedman Aligned Ranks test for multiple comparisons will be used in association with the Holm post-hoc test [69] . We have used a total of 40 small data sets of the general framework for both experiments.
Results of DE schemes over small data sets
We focus this experiment on comparing the differences in performance of the DE methods based on the experimental framework stated previously. Table 4 shows the average results (and its standard deviations '' + -'') obtained over small data sets in training and test data by six different mutation strategies for the basic DE, two configurations for SADE parameters, one for JADE, four different schemes for DEGL and finally SFLSDE has been tested with two mutation strategies. The best case for each column is highlighted in bold. The Wilcoxon test is conducted to compute for each method, with a level of significance of a ¼ 0:1, the number of algorithms outperformed by it and the number of algorithms with no detected differences in performance. Specifically, the column denoted by '' + '' reflects the number of methods outperformed by the method in the row and the column '' + ¼'' shows the number of methods with similar or worse performance by the method in the row.
Observing Table 4 , we can point out some interesting facts:
The choice of an adequate mutation strategy seems to be an important factor that influences the results obtained. When the perturbation process is based on the selection of random individuals to generate a new solution, it may be affected by a lack of exploitation capability. However, when the best individual guides the search, exploration capabilities are reduced. RandToBest strategies have reported the best results because they perform a good balance between exploration (random individual) and exploitation (best individual). SFLSDE with the RandToBest strategy achieves the best average results in accuracy. This technique involves the best mutation strategy and two local searches which allow it to find the most suitable parameters during the evolution process.
Looking at accuracy, kappa rate and the statistical test; three methods deserve particular mention: DEGL exponential, SFLSDE Rand and SFLSDE RandToBest. We will use these methods in the comparison with other PG methods.
Comparison with other PG techniques over small data sets
In this section, we perform a comparison between the best three DE models checked before (SFLSDE Rand, RandToBest and DEGL exponential) with respect to the other 7 PG methods. Table 5 shows the average results collected. In this case, we add the reduction rate, which is, an important measure to compare the methods. Table 6 presents the rankings obtained by the Friedman Aligned (FA) procedure with the accuracy measure. In this table, algorithms are ordered from the best to the worst ranking. Furthermore, the third column shows the adjusted p-value with the Holm's test (Holm APV) [69] . Note that the SFLSDE RandToBest is established as the control algorithm because it has obtained the best FA ranking.
Holm's test uses the same level of significance as Wilcoxon, a ¼ 0:1.
Algorithms highlighted in bold are those which have been outperformed with this level of significance.
Observing both Tables 5 and 6 , we want to make some interesting comments:
DE methods significantly outperform the other PG techniques, except for PSO, in accuracy and kappa rate. PSO is clearly the most competitive PG algorithm for DE. PSO has the same type of solution codification as DE and a similar evolutionary scheme, but advanced proposals of the DE algorithm usually obtain better average results.
We could also have stressed RSP3, HYB and ENPC algorithms as competitive algorithms for DE. But, as we can see in the table, they obtain a good performance over training results, but they do not report great test results, therefore they have a higher overfitting than the DE algorithms.
In terms of reduction capabilities, DE has been fixed to 0.95.
Only MixtGauss and PSCSA obtain better reduction rates, but they offer lower accuracy/kappa rates. DE outperforms the rest of the methods with similar or lower reduction rates. Now, we focus our attention on the first statement. Holm's test has no reported significant differences between DE and PSO. PSO probably benefits from the multiple comparison test, because it significantly outperforms the rest of the PG techniques. For this reason, we want to check the comparison between PSO and DE with the Wilcoxon test. Table 7 shows the p-values obtained with the Wilcoxon test. As we can see, advanced DE proposals always outperform the PSO algorithm with a level of significance of a ¼ 0:1.
Analysis and results of DE schemes over large size data sets
This section presents the study and analysis of large size data sets. The goal of this study is to analyze the effect of scaling up the data in DE methods. Again, we divide this section into two different stages. First, in Section 6.2.1 we look for the best DE method over large data sets. Next, Section 6.2.2 compares the results with other PG methods.
Results of DE schemes over large data sets
In order to test the performance of DE methods we have established a high reduction rate 0.99. Table 8 presents Table 5 Comparison between the three best DE models and other PG approaches over small data sets. Some models present important differences when tackling large data sets. We can stress JADE as a good algorithm when the size of the data set is higher. With large data sets, this algorithm overcomes most of the advanced proposals; except for SFLSDE which remains the best advanced DE model.
The number of difference vectors to be perturbed by the mutation operator does seem to be an important factor that influences the final result obtained when dealing with large data sets.
SFLSDE/Rand/1/Bin has reported the best average results in accuracy and kappa rate. However, the statistical test shows that SFLSDE RandToBest has better behavior than the Rand strategy. As we can observe in Table 8 , SFLSDE/Rand/1/Bin is able to overcome nine methods and SFLSDE RandToBest 11 methods. The rest of the proposals advanced are not able to overcome SFSLDE.
When dealing with large data sets, the statistical test notes higher differences between the methods. Concretely, we can observe that SFLSDE RandToBest outperforms a total of 11 methods out of 14 with a level of significance of 0.1.
We select both SFLSDE algorithms for the next comparison as they have, in general, reported the best results.
Comparison with other PG techniques over large data sets
In this section, we perform a comparison between the two best DE models obtained for large data sets (SFLSDE models) with the same algorithms as in Section 6.1.2. Table 9 shows the average results obtained, and Table 9 Comparison between the two best DE models and other PG approaches over large data sets. 
Analysis of convergence
One of the most important issues in the development of any EA is the analysis of the convergence of its population. If the EA does not evolve in time, it will not be able to obtain suitable solutions.
We show a graphical representation of the convergence capabilities of DE models, Fig. 4 . Specifically, the best basic DE (DE/RandToBest/2/Bin), SADE (LP¼50), JADE, DEGL exponential, and SFLSDE with RandToBest.
To perform this analysis we have selected the Bupa small data set. The graphics show a line representing the fitness value of the best individual of each population. The X-axis represents the number of iterations carried out, and the Y-axis represents the fitness value currently achieved.
As we can see in the graphic, SADE and DEGL quickly find promising solutions and they waste more than 300 iterations without an improvement. However, SFLSDE and DE are slower to converge, which usually allows them to find a better solution at the end of the process. They find a great balance between exploration and exploitation during the evolution.
Analysis and results of hybrid models over small size data sets
This section shows the average results obtained for our hybrid models when they are applied to small data sets. Table 12 collects the average results and the Wilcoxon test. The abilities of hybrid models are shown and their performance is compared with the basic components that take part in it.
The results achieved in this part of the study allow us to conclude the following:
Hybrid models always outperform the basic algorithms upon which they are based. The good synergy between PG and PS methods is clearly demonstrated with the obtained results. We selected three PS methods with different reduction rates (ICF 0.7107, DROP3 0.8202 and SSMA 0.9553). A priori a lower 
Table 12
Hybrid models with small data sets. With the same reduction rate, PSO outperforms LVQ3, and it is more effective when we use it in the hybrid models. Nevertheless, with the obtained results and in comparison with the DE algorithms, PSO is probably affected by a lack of convergence because of the absence of an adaptive process to improve its own parameters during the evolution.
Analysis and results of hybrid models over large size data sets
In this section we want to check if the performance of hybrid models is maintained when dealing with large data sets. Table 14 shows this experiment.
We briefly summary some interesting facts:
When dealing with large data sets, reduction rate must be taking into consideration as one of the main parameters to improve the efficiency of the 1NN rule. The DE model has been fixed with a high reduction rate (0.99) and the advanced proposal SFLSDE outperforms the rest of the PG and PS basic techniques which are far from achieving this reduction rate.
SSMA was proposed to cover a drawback of the conventional evolutionary PS methods: their lack of convergence when facing large problems. We can observe that it is the best PS method and its performance is improved when we hybridize with an optimization procedure. SSMA provides a promising solution which enables any optimization process, including LVQ3 which does not offer great results in combination with ICF and DROP3, to converge quickly.
Conclusions
In this work, we have presented differential evolution and its recent advanced proposals as a data reduction technique. Specifically, it was used to optimize the positioning of the prototypes for the nearest neighbor algorithm, acting as a prototype generation method.
The first aim of this paper is to determine which proposed DE algorithm works properly to tackle the PG problem. Specifically, we have studied the different mutation strategies recognized in the literature, and the recent approaches to adapt the parameters of this evolutionary algorithm in order to find a good balance between exploration and exploitation.
The second contribution of this paper shows the good relation between PS and PG in obtaining hybrid algorithms that allow us to find very promising solutions. Hybrid models are able to tackle several drawbacks of the isolated PS and PG methods. Concretely, we have analyzed the use of positioning adjustment algorithms as an optimization procedure after a previous PS stage. Our DE model is an appropriate optimizer which has reported the best results in terms of accuracy and reduction rate.
The wide experimental study performed has allowed us to justify the behavior of DE algorithms when dealing with small and large data sets. These results have been compared with several nonparametric statistical procedures, which have reinforced the conclusions.
The Friedman test is based on n sets of ranks, one set for each data set in our case; and the performances of the algorithms analyzed are ranked separately for each data set. Such a ranking scheme allows for intra-set comparisons only, since inter-set comparisons are not meaningful. When the number of algorithms for comparison is small, this may pose a disadvantage. In such cases, comparability among data sets is desirable and we can employ the method of aligned ranks [70] .
In this technique, a value of location is computed as the average performance achieved by all algorithms in each data set. Then it calculates the difference between the performance obtained by an algorithm and the value of location. This step is repeated for algorithms and data sets. The resulting differences, called aligned observations, which keep their identities with respect to the data set and the combination of algorithms to which they belong, are then ranked from 1 to kn relative to each other. Then, the ranking scheme is the same as that employed by a multiple comparison procedure which employs independent samples; such as the Kruskal-Wallis test [72] . The ranks assigned to the aligned observations are called aligned ranks.
The Friedman aligned ranks test statistic can be written as 
whereR i: is equal to the rank total of the i-th data set andR :j is the rank total of the j-th algorithm. The test statistic T is compared for significance with a chi-square distribution for kÀ 1 degrees of freedom. Critical values can be found at Table A3 in [66] . Furthermore, the p-value could be computed through normal approximations [73] . If the null-hypothesis is rejected, we can proceed with a post-hoc test. In this study, we use the Holm post-hoc procedure.
We focus on the comparison between a control method, which is usually the proposed method, and a set of algorithms used in the empirical study. This set of comparisons is associated with a set or family of hypotheses, all of which are related to the control method. Any of the post-hoc tests is suitable for application to nonparametric tests working over a family of hypotheses.
The test statistic for comparing the i-th algorithm and j-th algorithm depends on the main non-parametric procedure used. In this case, it depends on the Friedman Aligned Ranks test:
Since the set of related rankings is converted to absolute rankings, the expression for computing the test statistic in Friedman Aligned Ranks is the same as that used by the Kruskal-Wallis test [72, 74] z ¼ ðR i ÀR j Þ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi kðn þ1Þ 6
whereR i ,R j are the average rankings by Friedman Aligned Ranks of the algorithms compared. In statistical hypothesis testing, the p-value is the probability of obtaining a result at least as extreme as the one that was actually observed, assuming that the null hypothesis is true. It is a useful and interesting datum for many consumers of statistical analysis. A p-value provides information about whether a statistical hypothesis test is significant or not, and it also indicates something about ''how significant'' the result is: the smaller the p-value, the stronger the evidence against the null hypothesis. Most importantly, it does this without committing to a particular level of significance.
When a p-value is considered in a multiple comparison, it reflects the probability error of a certain comparison, but it does not take into account the remaining comparisons belonging to the family. If one is comparing k algorithms and in each comparison the level of significance is a, then in a single comparison the probability of not making a Type I error is ð1ÀaÞ, then the probability of not making a Type I error in the kÀ 1 comparison is ð1ÀaÞ ðkÀ1Þ . Then the probability of making one or more Type I error is 1Àð1ÀaÞ
ðkÀ1Þ . For instance, if a ¼ 0:05 and k¼10 this is 0.37, which is rather high.
One way to solve this problem is to report adjusted p-values (APVs) which take into account that multiple tests are conducted. An APV can be compared directly with any chosen significance level a. We recommend the use of APVs due to the fact that they provide more information in a statistical analysis.
The z value in all cases is used to find the corresponding probability (p-value) from the table of normal distribution N(0,1), which is then compared with an appropriate level of significance a [66, Table A1 ]. The post-hoc tests differ in the way they adjust the value of a to compensate for multiple comparisons.
Next, we will define the Holm procedure and we will explain how to compute the APVs. The notation used in the computation of the APVs is as follows:
Indexes i and j each correspond to a concrete comparison or hypothesis in the family of hypotheses, according to an incremental order of their p-values. Index i always refers to the hypothesis in question whose APV is being computed and index j refers to another hypothesis in the family. p j is the p-value obtained for the j-th hypothesis. k is the number of classifiers being compared.
The Holm procedure adjusts the value of a in a step-down manner. Let p 1 , p 2 ,y,p k À 1 be the ordered p-values (smallest to largest), so that p 1 rp 2 r Á Á Á rp kÀ1 , and H 1 , H 2 ,y,H k À 1 be the corresponding hypotheses. The Holm procedure rejects H 1 to H i À 1 if i is the smallest integer so that p i 4a=ðkÀiÞ. Holm's step-down procedure starts with the most significant p-value. If p 1 is below a=ðkÀ1Þ, the corresponding hypothesis is rejected and we are allowed to compare p 2 with a=ðkÀ2Þ. If the second hypothesis is rejected, the test proceeds with the third, and so on. As soon as a certain null hypothesis cannot be rejected, all the remaining hypotheses are retained as well.
Holm APV i : min{v;1}, where v ¼ maxfðkÀjÞp j : 1 r j r ig.
