We present a biologically inspired model for learning prototypical representations of head poses. The model employs populations of integrate-and-fire neurons and operates in the temporal domain. Timesto-first spike (latencies) are used to develop a rank-order code, which is invariant to global contrast and brightness changes. Our model consists of 3 layers. In the first layer, populations of Gabor filters are used to extract feature maps from the input image. Filter activities are converted into spike latencies to determine their temporal spike order. In layer 2, intermediate level neurons respond selectively to feature combinations that are statistically significant in the presented image dataset. Synaptic connectivity between layer 1 and 2 is adapted by a mechanism of spike-timing dependent plasticity (STDP). This mechanism realises an unsupervised Hebbian learning scheme that modifies synaptic weights according to their timing between pre-and postsynaptic spike. The third layer employs a radial basis function (RBF) classifier to evaluate neural responses from layer 2. Our results show quantitatively that the network performs well in discriminating between 9 different input poses gathered from 200 subjects.
Introduction

Motivation
Over the last decades, several researchers put their effort on the investigation of methods to reliably estimate gaze directions of persons attending to certain objects or persons. This field of research is closely linked to other face related topics such as face detection, face recognition or facial expression analysis since most of them have to account for pose variations (see [Zhao et al., 2000 ] for a literature survey).
Here, we focus on the reliable estimation of head pose from monocular greyscale images since this question seems to be very crucial for all fields of research that are involved in human-machine-interaction (HMI) [Weidenbacher et al., 2006] or human-robot-interaction (HRI) [Nagai, 2005] . Furthermore, in a car driver scenario, it would be very informative to know which direction the driver is attending to in order generate warnings in case of an unattended threat [Beardsley, 1998] . Interestingly, humans have remarkable skills in making reliable pose discriminations [Poppe et al., 2007] , as it can be observed in, e.g., conversations to estimate in which direction a dialog partner is attending to [Strauss, 2006] . There are quite a number of existing methods for pose estimation which can be divided into two different categories: Model-based approaches try to find landmarks points in the face to build a pose specific graph [Krüger et al., 1997 , Vatahska et al., 2007 . While appearance-based approaches use the whole image of the face to estimate head pose using PCA [Pentland et al., 1994 , Cootes et al. 1998 ] or neural networks [Voit et al., 2007] . The advantage of appearance-based models is that no facial landmarks have to be detected which is often a problem due to occlusion when the face is in profile view or an eye is covered by hairs. On the other hand, appearance-based approaches need more training data to achieve sufficient performance.
Biological Plausibility
In the last ten years, it became more an more clear that the development of new machine learning algorithms alone might not be the best way to solve recognition problems, and that the feature set used has a strong impact on the performance of these appearance based algorithms [Meyers and Wolf, 2008] . Since the human visual system can perform pose discrimination tasks at a level of high accuracy [Poppe et al., 2007] , it seems natural to try to understand and emulate how it represents visual data in order to derive features that will be useful in computer vision systems. Recently, [Masquelier and Thorpe, 2007] have proposed a biologically motivated model for learning visual features that was also inspired by the well-known Riesenhuber & Poggio model [Riesenhuber and Poggio, 1999] in which high level features such as object categories are composed in a hierarchical fashion from low-level features such as simple contrast detectors. While most of the neurally inspired models interpret activities (e.g. filter responses) as spike rates, Thorpe and colleagues use the temporal order of incoming spikes (rank-order) as an efficient code. This offers the advantage to use spike-timebased learning techniques such as STDP, a Hebbian learning rule that changes synaptic weights based on the timing between pre-and postsynaptic spike time [Bi and Poo, 2001] . This kind of coding strategy has been already tested successfully for face identification [Delorme and Thorpe, 2001 ].
Brief Overview
In this contribution, we present an extended version of the model proposed by [Masquelier and Thorpe, 2007] to learn pose specific neural representations. They incorporate STDP which is known to have the effect of concentrating high synaptic weights on afferents that systematically fire early [Guyonneau et al., 2005] . Moreover, the authors trained their model with images of different categorical objects in front of changing backgrounds. The model finds statistical regularities in the feature domain which are used in combination with a radial basis function classifier (RBF) to discriminate between different object classes
