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ABSTRACT
Assessing Augmented Reality Instruction in Manufacturing Engineering Education
Janine Draper Price
Department of Manufacturing Engineering, BYU
Master of Science
Augmented Reality (AR) is fast-growing technology that has proved itself in many
applications, including manufacturing environments. Manufacturing engineers benefit in an
industrial environment by harnessing this technology in the workplace to guide workers through
a variety of tasks. It is no longer a question on whether it is useful, but what are the best ways of
applying the technology. Currently there are no published studies on ways to use augmented
reality in a Manufacturing Engineering Educational Environment (MEEE). This study examines
various ways that AR can be used in an MEEE setting and assesses the value of such
applications. This study examines several different ways of creating and implementing AR and
assesses whether there are notable gains from the use of AR over written instructions that are
commonly used to teach in university environments. One portion of this research looks at
instruction created using CAD based models to animate steps and uses model tracking and
overlay to tie the experience to reality. A second type of AR uses video, audio and spatial
tracking to guide the user through an experience without the use of any CAD model overlay.
These two methods were presented to research subjects on either a Hololens 2 or a smartphone.
Results showed that both methods of AR presentation were superior to written instructions.
Students were able to complete instruction with fewer interventions and rated their experiences
in regard to satisfaction and attention particularly highly. It was found that although there is a
large wow factor associated with using the Hololens 2, the practical application favors the
integration of AR with a smartphone. Research subjects are already familiar with smartphones,
so asking them to use them for AR instruction was a seamless task. The Hololens 2 is a new and
exciting technology that is on a steep learning curve with glitches that hamper immediate
adoption although it will undoubtably grow in use over time. Overall, the use of AR as a
teaching tool was met with enthusiasm, and results indicated that it was an effective teaching tool
in an MEEE.

Keywords: manufacturing, educational setting, experiential learning, student experience,
visualization
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1.1

INTRODUCTION

Introduction to the Problem
As the fourth industrial revolution has gained momentum in manufacturing

environments, the question of how we can utilize new technology to enhance the learning
environment of the university came to the forefront of our interest. Much has been written and
proved about the useful nature of Augmented Reality (AR) in manufacturing, but we were
unable to find any specific research on how to apply this emerging technology at the university
level of the manufacturing engineering department. The question became: “Can we effectively
implement Augmented Reality in a university setting?” This question became the basis of this
thesis and research. Expanding on this idea is the question “How is the best way to use AR as a
teaching tool?” Two basic methods of creating AR were identified. For one method, we needed a
relatively new piece of machinery that had a full CAD model already built for one of the
experiences. This provided the opportunity to explore how CAD animation capabilities might be
utilized, and to assess the usefulness of CAD animation AR teaching. Secondly, we identified a
teaching opportunity that explored how to use AR when CAD modeling was unavailable. There
are many circumstances where CAD models simply don’t exist, where physical locations are
changing, or the impracticality of creating models from scratch.
Next, we sought to identify several ways to present the AR experience. We chose two
different hardware options. The first was the Hololens 2, chosen because it is the cutting edge of
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technology, and in our estimation represented the best that AR could offer at the time. Secondly,
we chose a smartphone. Though not as immersive as the Hololens 2, a smartphone resides in the
pocket of almost every college age person, making it phenomenally accessible. It is also a piece
of equipment that most people understand how to use already, requiring minimal additional
training. It was decided to test these different scenarios and hardware, comparing them to written
instructions. Through this investigation we sought to answer the question: “Could we teach more
effectively in a Manufacturing Engineering Educational Environment using AR compared to
written instructions?” If so, “What are the best methods of deployment?”

2

2

STUDY: ASSESSING AUGMENTED REALITY IN A MANUFACTURING
EDUCATION ENVIRONMENT

2.1

Abstract
Augmented Reality (AR) is fast-growing technology that has proved itself in many

applications, including manufacturing environments. Manufacturing engineers benefit in an
industrial environment by harnessing this technology in the workplace to guide workers through
a variety of tasks. It is no longer a question on whether it is useful, but what are the best ways of
applying the technology. Currently there are no published studies on ways to use augmented
reality in a Manufacturing Engineering Educational Environment (MEEE). This study examines
various ways that AR can be used in an MEEE setting and assesses the value of such
applications. This study examines several different ways of creating and implementing AR and
assesses whether there are notable gains from the use of AR over written instructions that are
commonly used to teach in university environments. One portion of this research looks at
instruction created using CAD based models to animate steps and uses model tracking and
overlay to tie the experience to reality. A second type of AR uses video, audio and spatial
tracking to guide the user through an experience without the use of any CAD model overlay.
These two methods were presented to research subjects on either a Hololens 2 or a smartphone.
Results showed that both methods of AR presentation were superior to written instructions.
Students were able to complete instruction with fewer interventions and rated their experiences

3

in regard to satisfaction and attention particularly highly. It was found that although there is a
large wow factor associated with using the Hololens 2, the practical application favors the
integration of AR with a smartphone. Research subjects are already familiar with smartphones,
so asking them to use them for AR instruction was a seamless task. The Hololens 2 is a new and
exciting technology that is on a steep learning curve with glitches that hamper immediate
adoption although it will undoubtably grow in use over time. Overall, the use of AR as a
teaching tool was met with enthusiasm, and results indicated that it was an effective teaching tool
in an MEEE.
Keywords: manufacturing, educational setting, experiential learning, student experience,
visualization, augmented reality.

2.2

Introduction: Augmented Reality & Manufacturing in the 21st Century
The term Augmented Reality (AR) was first conceptualized 30 years ago, in 1992 by

Caudell and Mizell [1]. Although the idea was sound, technology of the 90’s was simply unable
to meet the demands of spatial overlay in real time. The massive amount of processing power
required to handle real-time spatial data remained too demanding for existing hardware for many
years. Early AR hardware setups were so large they required a dedicated room to house
hardware, with a tether to the user in another location. Even with this extensive setup, the AR
implementation was very rudimentary with only basic outlines and information displayed.
Eventually, technology advanced enough to allow hardware to be carried in a large backpack.
Only in the last few years has the hardware reduced in size sufficiently that it can now be carried
as a handheld device or worn on the head without additional tethering to battery packs that attach
to the belt.[2] Even with the most advanced hardware that exists today, there are issues with lag
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and tracking that are noticeable and, sometimes, problematic. AR software and hardware
continue to struggle to keep everything where it should be in three-dimensional space, and some
users experience headaches due to small differences in visual perception that can be taxing on
cognition. The human brain is unused to having to adjust to a field of vision that does not always
track perfectly, and some users struggle more than others with the resulting visual dissonance.

2.2.1 Industrie 4.0—Industrial Revolution in the 21st Century
Computer technology, and the insight it provides, led us through the third industrial
revolution. The 20th century was focused primarily on mass production, but the 21st century is all
about mass customization [3]. AR is considered to be an important element of the fourth
industrial revolution, also known as Industrie 4.0. Industrie 4.0 has a potential to add an
economic value between 3.9 to 11 trillion dollars in the next 5 years, making it a very significant
part of the future. Industrie 4.0 brings manufacturing to a new level, where businesses work with
customers to manufacture individualized products in a very agile environment. When customers
demand distinct products, the companies that survive will be those which can adapt most readily
to meet specific demands [4]. As technology evolves, manufacturing often mirrors the
complexity of the products that are being created. Robots, Computer Aided Design (CAD) and
Computer Aided Manufacturing (CAM) have developed to adapt to the reality of more complex
manufacturing. Many aspects of manufacturing can be handled by robots and CAM now.
Despite these technological advancements, there are still many operations that are best
suited to humans. Tasks that require certain types of dexterity are best executed by humans, and
the human workforce continues to be the most flexible, innovative asset for manufacturing [5].
As such, developing ways to for humans to work more efficiently is one of the great strengths of
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AR. There are many things about modern manufacturing environments that present challenges to
the human workforce: precision and focus is crucial: an operator may have several dozen
operations to do for each piece, and these operations often vary from part to part depending on
customer demands. Interaction between humans, and automated machinery can amplify mistakes
of an operator as much as they accelerate the process. This is where AR can make a measurable
difference by delivering Just in Time (JIT) information. This JIT guidance arrives in the form of
precise, spatial and situational information about what is required to complete the next step.
Using AR, operators are not required to keep track of steps or navigate written instructions. They
simply follow one step at a time as it is presented to them. AR has been proven useful in
manufacturing environments but is found in very few current factories as it is not commonly
implemented yet.

2.2.2 Computer Based Models and Software
CAD and CAM have been in use for many decades. The use of computers as an aid in
Manufacturing has become industry standard and a valuable tool. Almost all manufacturing
relies on computer-based models to store and modify product plans and monitor production.
Many CAD models that are being used in design and production can then be leveraged in AR
applications. The use of CAD to create AR experiences is a great opportunity to build off preexisting resources [6]. Digital libraries of products and models is standard at this juncture, and
the next step is to use models to bring additional information and guidance out onto the
manufacturing floor in the form of AR.
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2.2.3 Improving Education in Augmented Reality
A significant obstacle to AR development and widespread adoption is education. One of
the keys to successfully supporting AR in industry is to provide experience and education at the
university level. When it comes to education and experience of recent graduates in
Manufacturing Engineering (MFGEN), there is currently a gap between industry needs and what
academia is providing [7]. Finding ways to bridge this gap will benefit individual businesses and
the economy as a whole. The introduction and use of AR in university classrooms help prepare
students for the demands of an industrial environment that increasingly relies on AR. Familiarity
with AR applications and AR experience in laboratory settings prepares undergraduates to enter
the workforce ready to advance Industrie 4.0 and industrial connectivity.
There are several obstacles to implementing AR on a university level, and for this reason,
this research assesses options to educate undergraduates using AR. One of the challenges is that
AR requires knowledge from several different areas of study including, MFGEN, Information
Technology (IT), and Instructional Psychology (IP). Distinct boundaries exist between these
disciplines and there is little overlap. AR is a field that straddles the boundaries of multiple
specialties. The result is that, in order to learn and become functional in this type of technology,
the education and preparation of students needs to extend beyond the traditional bounds of a
MFGEN education. Coordination among disciplines become paramount to the success of AR in
education and requires that those who are in charge of teaching to branch out and explore beyond
the bounds of a traditional disciplinary education. It is also important to examine
implementations of AR carefully. If AR is implemented in a way that is wasteful and ineffective
there is little point to using it at all [8].
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2.2.4 Engagement and Immersion
A major factor in learning in any environment is the interest and amount of engagement a
student feels while learning. If the subject is bored and distracted, less learning and information
retention result. Even worse, a student might feel lost or unable to grasp what is being taught and
why. When thoroughly engaged in the learning process, students retain more knowledge and
enjoy expanding their knowledge. When Instructors create content and lessons that capture the
attention of the student, AR technology can enhance the opportunity for learning [9]. Finding the
point of flow where the learner is challenged but not stressed out allows for them to fully engage
their capabilities and learning potential. AR brings us closer to this sweet spot when the
experience immerses the learner, guides them along, and teaches them in manageable bites.

2.2.5 Benefits of AR in Learning
Preliminary research suggests that AR has a strong positive effect in learning
environments. In one experiment conducted at a primary school, AR was used in conjunction
with a biology textbook. Ninety-five percent of students who participated reported that the lesson
helped them learn, and 83% found new information about the issue they were studying by using
the AR version of instruction. Additionally, 93% found the experience to be enjoyable [10]. We
have looked at several ways that AR can be integrated into the fabric of instruction and evaluated
where it is best utilized.
In factory settings, AR is particularly effective in tasks where the user is unexperienced,
or the task is very complicated. These parameters indicate a high potential for success in a
student population since most tasks they will encounter in labs and teaching will be new
concepts with new machinery. This is simply the nature of university learning. In addition to
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being inexperienced, students often lose their focus or succumb to boredom in traditional
classroom instruction. When dealing with complex and challenging assignments, it can be
difficult for the students to grasp engineering concepts and lab instructions. Laboratory
instruction is meant to provide students with a hands-on experience of interacting with real
objects. Labs exist because there are concepts that are more easily understood in a tactile
environment. In this way, laboratory interaction is crucial to learning [7]. Augmented Reality
provides an opportunity to enhance this learning environment for students by providing
dimensional, immersive learning [11]. Being able to examine work in three dimensions as it is
being taught and experiencing things spatially with audio cues allows the learner to be more
involved in the process, appealing to many different modes of learning at once. This results in
higher quality learning and retention.
In Manufacturing Engineering Education, each semester brings a new group of new
students who arrive with no previous knowledge about the lab equipment. Students must learn
quickly, often guided by written instructions and a teaching assistant (TA) to answer questions.
Often, due to budget constraints, there is only one TA present, so getting additional help beyond
written instructions can be difficult. While seeking a degree, students learn how to use, program,
and maintain the machines with which they interact. Risk of breaking things accidentally is high,
and while accepted as part of the learning process, reducing wear and tear on the machinery is
another potential benefit of educational improvements.
Students need to be taught how to work in labs in a way that is educational, safe, and
effective. In many ways, the university environment is even more demanding than industry in
relation to turnover. Most equipment is introduced and used within the scope of a semester, often
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only taught for a week or two during a course. This makes it even more critical for operational
knowledge to be in an accessible format.

2.2.6 Aspects of Manufacturing Applicable to Augmented Reality
There are three main categories of opportunities to implement AR in a manufacturing
environment: assembly, maintenance and consumer applications [1]. In assembly applications,
AR is utilized to guide operators in complex or unfamiliar tasks. This might occur where there
are repeating units of assembly where the order of operations would vary for each piece
assembled. In this case, AR takes on the burden of remembering task order and having to refer to
a sheet for custom assemblies. For maintenance applications, AR would guide operators with
visual cues of where to work, which knobs to manipulate or settings to change, allowing them to
move quickly and accurately through necessary steps without having to put things down to look
up instructions. This would eliminate time spent calling a technician and waiting for them to
arrive. Currently, AR maintenance has been hampered by low cost to performance ratio [12]. But
this is the sort of thing where technology is on the cusp of tipping the balance and creating a very
feasible situation for successful implementation of maintenance applications. In the realm of
consumer applications, AR is helping others visualize how a product might fit into their
environment, view different features, and play with options before a product is purchased. As
this research specifically pertains to an educational environment, there are no actual products
being manufactured. As a result, we have chosen to focus on the first two aspects of assembly
and maintenance in our research. Assembly is going to roughly translate in a learning
environment to ways that students interact with and learn to use machinery. This study will
specifically consider preparing a machine, adjusting settings, and operating machinery.
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Another area of interest, for the purposes of this study, is the cost/benefit ratio of production for
the various models. There is typically a large learning curve on developing AR content for any
situation, and the benefit gained versus the time required to produce and maintain any given
system is an important consideration. Research has considered different authoring techniques to
simplify the process of content creation. One research project examined “Augmented Reality
Authoring for Maintenance” that sought to simplify the creation process by creating a program
that would automate certain aspects of the authoring process [13]. Regardless of the method of
content creation, consideration for the cost of making modules is an important aspect of
determining the value of the end product. The best candidates for development would be learning
modules that are unlikely to change quickly (like the machine lathes) and that are in relatively
constant use. For learning modules that are constantly changing, being updated or swapped out,
it would not make sense to go to the effort of creating AR content.

2.3

Purpose of the Research
The purpose of this research is to evaluate the use of Augmented Reality as a teaching

tool in a Manufacturing Engineering Education Environment (MEEE) and evaluate whether it is
more effective than teaching with written instruction. Research was conducted at a large, private
university located in the western United States. Currently, a typical lab will include an
introduction by a TA, and a set of written instructions to help guide the individual groups.
Students generally complete the lab reading instructions and asking for guidance from the TA as
necessary. This research looks at learning modules using written instructions and compares the
experience to learning modules using Augmented Reality. This is divided into two methods of
presentation: handheld devices (smartphone) and head mounted devices (Hololens 2). This
research evaluates the learning experiences based on different hardware and software platforms.
11

These different scenarios include using CAD based animations, or video instruction and spatial
cues, as well as presentation using smartphone or a Head Mounted Device.
While pieces of the AR puzzle exist, no research has been conducted done to specifically
examine how Augmented Reality might be used in a Manufacturing Engineering Educational
Environment (MEEE) to help students learn quickly and effectively. While research at the
university level is scant, it has been proven in industry that unexperienced operators are those
who can benefit most from AR [14]. This is a promising bit of information as all students coming
through the university would be classified as inexperienced operators. This research seeks to
understand how different methods of AR are received by students, how effective they are, and
what types of platforms would work best for AR learning in an MEEE.

2.4

Scope and Methodology
This study looks at two aspects of common student interaction with machinery in

maintenance and machine setup. These operations were chosen because they represent tasks that
students perform regularly in their course of study. Several platforms to create AR instruction
were considered for use in the tasks, and the following were chosen: Vuforia Studio (CAD-based
animations and instruction) and Vuforia Expert Capture (video, audio, spatial markers, and
projected instruction). Three types of instruction were selected for testing: classic written
instruction, the Hololens 2 (Figure 2-1), and a smartphone.
The written instructions provide a base point for the null hypothesis. If no difference is
observed in the experiences and perceptions between the written instructions and AR
experiences, we can conclude that AR is not improving the learning experience. If a positive
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difference is observed from AR, then we can conclude that there is value in AR applications in
an MEEE.

Figure 2-1: The Hololens 2, cutting edge AR hardware.

The second type of instruction uses the Hololens 2, a head mounted device (HMD) that
represents cutting-edge, hands-free technology that is currently used in advanced manufacturing
settings. The Hololens 2 has the advantage of leaving the user’s hands free to follow directions
and perform tasks. However, it is an expensive piece of equipment that would not be readily
available for public use. Giving students access to a Hololens 2 is much more logistically
difficult than paper or smartphone access. The experience begins with a brief introduction to
navigation within the Hololens. The user then launches Vuforia View, bringing up a QR code
scanner which scans a QR code attached to the machine being used during the experience. The
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program then walks the user through each portion of learning. For the Hololens 2, this portion
was done with verbal commands such a “Next” to advance a step, or “Play” to watch a video. All
prompts were hands free and allowed the user both hands to execute any operations.
The smartphone was chosen as the third method of instruction. While the device is not
cutting edge, it is highly accessible. According to the Pew Research Center, 96% of college age
students 18-29 years old own a smartphone [15]. With few exceptions, smartphones can run AR
software. The sheer number of smartphones on a university campus make them an ideal platform
for effortless distribution of AR [16]. Students can simply walk up and use their personal phone
to scan a piece of equipment and begin an instructional sequence.
One of the machines that was used in the research was a Refill Friction Spot Stir Welder
(RFSSW). This machine was chosen because it had a simple maintenance task that could be
taught, and a full CAD model of the machine existed. The smartphone users followed a similar
protocol to the Hololens 2 users by launching Vuforia View on their device and scanning the QR
code attached to the machine used during the experience. (QR codes are cross functional on
devices and work for both smartphone and Hololens 2.) The QR code launches a learning
experience and displays an outline of the machine (Figure 2-2). When the user aligns the AR
outline with the machine, it snaps onto the shape of the machine, links the AR experience to the
physical space, and allows critical components to appear in AR. Users move through the steps by
pushing buttons on the touchscreen.
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Figure 2-2: Model tracking outline before locking onto machine.

2.5

Sample Size and Tests
When determining how many subjects to use in the study, a critical element was sample

size determination. It is difficult to have a large group of participants when testing AR due to the
length of time required to be spent individually with each subject. A number of papers have
explored the minimal sample size that can be used due to limitations of time, equipment and
complexity [17]. This project is the first research done specifically evaluating Manufacturing
Engineering Education. As such, it was calculated that a small sample of 11 students for each of
the three phases of research would suffice. There would be two tasks: the RFSSW, and the
machine lathe. For each task it would have three different possible modes of instruction which
were written, smartphone and Hololens 2. This would result in a total of 66 observations.
15

Eleven participants as a sample size for each experience provide sufficient data points to guide
directions for preliminary conclusions and future research. In this case, each experience took
approximately one hour of instruction and use. Due to a limited number of machines, the need to
test volunteers one at a time, and limited availability for researchers, a total sample size of 33
participants was determined to be both necessary and optimal. A sample size of 11 per
experience provides an 80% confidence level with a margin of error of +/-20% for the individual
tasks. When the two tasks (RFSSW and Machine Lathe) are considered together as a single AR
experience, there is a 90% confidence level with a margin of error of +/-15%. This is sufficient
for a preliminary study to determine whether there is value in using AR at a university level and
to indicate a direction that shows the most promise for future research.

2.6

Methods of Evaluation
The research was designed to gather information before and after interacting with the

learning experiences as shown in Figure 2-3. Because this study involved human testing, it went
through an approval process by the International Review Board (IRB) to assure compliance with
international standards for research involving humans (IRB#: IRB2021-134). In addition to
required paperwork for the IRB, an intake survey gathered data on the students’ enrollment year,
level of experience with augmented reality, and experience with the type of machinery being
used for the training. Students were first given a safety briefing. Then they drew a colored tile to
determine which type of instruction they would use. Those who drew the Hololens 2 were given
an additional 5-minute instruction on using the equipment. From there, participants entered the
lab and completed their experience. An exit survey was subsequently filled out upon completion
of the AR experience.
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Figure 2-3: Flow of research subjects during data gathering.

In determining which methods of evaluation to use, it was decided that gathering a
combination of quantitative and qualitative data was important. Industry research has focused on
time, errors, and questions [17], which are all important to survival in a manufacturing
environment. While the speed of completion is paramount in an actual factory setting, an
educational setting has additional considerations. Students are in college to experience, learn,
and grow. How they feel about particular learning experiences often determines whether they
continue studying a given subject. If a learning experience is positive and good thoughts persist
after the experience, students often pursue the major and maintain focus on the subject. If a
negative experience occurs, students might doubt the course of study and change their current
path of learning. Due to the education focus of this study, qualitative feedback was deemed
equally if not more important than quantitative. A questionnaire was created, gathering
experiential perceptions pertinent to learning, as well as impressions about the overall
experience. The questions posed to students after completion of their training experience are
shown in Figure 2-4 and Figure 2-5. This questionnaire was designed to measure the research
subjects’ self-reporting on attention, relevance, confidence, and satisfaction.
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Figure 2-4: Questions provided as an exit interview for students (front).

In addition to the data gathered in the exit interview questions shown in Figure 2-4 and
Figure 2-5, the following quantitative data was also gathered.
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1. Time: How many minutes each task took to complete.
2. # Instructional Interventions: This would include questions about the process, or
interventions to help the subject accomplish the task.
3. # Tech Interventions: This covers issues regarding how to navigate within the AR
learning environment and use of the technology.
4. Safety: # of interventions required for safety reasons.
Figure 2-5: Questions provided as an exit interview to students (back).

2.7

Task Selection
When considering whether or not to use AR, it is useful to know that some situations and

details can make it difficult or impossible to implement AR. Poor lighting, flexible objects, the
presences of liquids, limited field of view, or narrow working conditions can all negatively
impact the ability of the software to provide good object tracking. These are a few of the points
to consider on AR feasibility [18]. Ideal tasks involve solid objects, good lighting conditions, and
an unobstructed field of view. When these factors are present, the software can track, understand,
and direct the user in the instructional tasks. As providing an AR experience is a combination of
both software and hardware, specific hardware and software were selected that have been
demonstrated to provide the specific types of experiences desired for this study. A decision
matrix was created that helps to visualize the options for AR content and determine which was
most appropriate for a specific learning experience (Table 2-1). The ideal platform depends on
whether multiple machines are involved, whether a functional CAD model exists that can be
used to create animations, and whether it is feasible or desirable to create such a model from
scratch.
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Table 2-1: Matrix for Deciding Which Application to Use

Single Piece Full CAD Model
of Equipment
Available?
Y
N
Y
N

Y
Y
N
N

AR Software Fit
Vuforia Studio
Vuforia Capture
Vuforia Capture
Vuforia Capture

After considering the different characteristics required, two operations were identified on
two machines. A Refill Friction Spot Stir Welder (RFSSW) was chosen for a maintenance task
and a manual Lathe was chosen for a machine setup and operation task (Figure 2-6).

.
Figure 2-6: Machines selected for instruction and how the content will be presented.
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In this study, Vuforia Studio was selected as the creation software for the RFSSW
maintenance experience. Vuforia studio depends on CAD models to create the experience, and a
full CAD model was already available for this equipment, making it an ideal candidate. The
second experience, using the manual lathe, used Vuforia Expert Capture (VEC), which enables
AR experiences for equipment where no CAD is available through recorded video, audio, spatial
markers, and text. The lathe experience also includes instructions to move between a tool cabinet
and the lathe, making the user move between two pieces of equipment. With these
characteristics, the lathe fits well into the requirements for VEC.

2.8

Tool Change on a Refill Friction Spot Stir Welder (RFSSW)
This portion of the research examined the usefulness of AR related to teaching basic

maintenance, and was delivered via Hololens 2, (see Figure 2-7 and Figure 2-8), and via
smartphone (Figure 2-9). An experience focused on a tool change was chosen, and a CAD model
was used to animate the process. This type of instruction is designed for situations where full
digital twin of the equipment is available to use in animation sequences. It is imperative for a
fully detailed model to be available for this type of animation since it relies on the use of details
within the model to create instruction. Once the critical pieces of the model are identified, it is
also useful to strip away the unnecessary portions of the model to minimize what needs to be
tracked and modeled. This allows for the user and software to more easily orient themselves
using the elements of reality.

Using the decision matrix shown in Table 2-1, it was determined

that this was an ideal opportunity to use CAD based AR instruction.
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Figure 2-7: Student performing a tool change using the Hololens 2.

Figure 2-8: Hololens 2 user view of AR overlay.
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Figure 2-9: User view of AR using a smartphone.

2.9

Setup and Operation of a Machine Lathe
This portion of the research evaluated how students can be guided through the process of

loading a piece of material into a manual lathe, setting up the machine properly, and then running
the machine at several different speeds (Figure 2-10 and Figure 2-11). For safety reasons, we did
not have the users cut any material. Using the decision matrix discussed previously (Table 2-1) it
was determined that this would be a good application for VEC to create the AR instruction. One
can see a representative experience of the VEC AR instruction in Figure 2-11. No CAD model
was available for this machinery. There are many manual lathes in the lab, and this is one of the
most common pieces of machinery students learn to use during their time at the university. It is
also a piece of machinery that has remained unchanged for many decades, making it an ideal
candidate for developing AR testing.
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Figure 2-10: Student using a Hololens 2 on a machine lathe.

Figure 2-11: User view through the Hololens 2 during machine lathe instruction.
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2.10 Results
Comparisons between the three types of instruction and hardware were evaluated in several
ways. The Likert Scale was first used to calculate a basic average of scores across the
experiences. There were two aspects that stood out as having large gains with the AR
experiences: attention and satisfaction were clearly increased using AR instruction methods
(Figure 2-12).

Figure 2-12: Likert scores showing satisfaction and attention ratings.

To evaluate all four attributes and determine where significant differences occurred, a chi
square test was used. This allowed us to compare written instructions versus. Hololens 2, written
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instructions versus smartphone, and Hololen2 versus smartphone. Calculating chi square requires
at least 5 data points. The responses marked 1 and 2 were so small they could not be evaluated
on their own. Because of this limit on the chi square test, data points representing a 1 or 2 on the
questionnaires were combined and calculated with the data points representing 3. Comparing the
resulting chi square numbers represented before and after the addition of the data points
representing 1 & 2, the chi square number for survey answers of 3 was almost unchanged and
had only a mild effect on the outcomes for relevancy when comparing smartphone to Hololens 2
(see Table 2-2). After considering both scenarios, the combined number was used because it
resulted in slightly lower numbers and would err on the side of caution for results.

Table 2-2: Comparing Chi Square Test Numbers

Evaluating the Likert scale data, the use of augmented reality instruction was found to
improve the student learning experience, with the largest gain in satisfaction, as well as
significant improvements in confidence and relevance (see Table 2-3). Overall, the research
subjects were extremely satisfied with the experience of learning via AR. This is likely a result
of an approach to learning that engages multiple senses and provides several channels for
learning. The variety of senses involved in AR could be a possible explanation for the positive
influence observed in AR learning.
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Table 2-3: User Perception of Instruction Experience
Attribute

Written versus

Written versus

Hololens 2 versus

Hololens 2

Smartphone

Smartphone

Attention

16.1

21.0

11.1

Relevance

13.90

21.8

7.7

Confidence

2.5

0.6

0.9

Satisfaction

27.5

32.1

0.7

Evaluating attention, the smartphone and Hololens 2 scored higher than written
instruction. Similarly, Hololens 2 scored higher than the smartphone. This is likely due to the
immersive nature of the Hololens 2. It is easier to retain the user’s attention when they are
captivated by how information is being presented and immersed in what is before them.
Additionally, users can skim over written instructions without truly reading and this, in turn, may
further contribute to the observed difference. The AR experiences were built in a way that
requires users to work their way methodically through the material step by step. This forced stepby-step process may actually slow users down, but also result in better engagement and
information retention. Much like listening to a live lecture takes more time than skimming a
chapter on the same subject, users receive more information because they are motivated to stay
engaged with what is being taught. Relevance was the last attribute that showed significant
improvements with AR experiences. Students felt the learning was more relevant when it was
presented via the AR experience. There was not a notable difference between the HMD
(Hololens 2) and PMD (smartphone) devices.
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Quantitative data recorded included minutes to task completion (Table 2-4). Time was
measured from when the subjects were handed the written instruction sheet, and from the time
that the subject began their actual instruction with the AR tutorial. Subjects using the Hololens 2
were given a 5-minute tutorial on navigating within the AR experience prior to beginning the
tutorial. This was not included in the time study because it dealt with basic use of the technology
and had nothing to do with the instruction. Although the Hololens 2 took about 5 minutes longer
to complete (in addition to the 5 minutes of training), this did not seem to deter the students from
enjoying the experience.

Table 2-4: Instruction Completion Time
Metric

Written

Hololens 2

Smartphone

Instruction

Instruction

Instruction

Time to complete task

12.86

16.82

12.72

# of Questions about task

42

19

14

# of questions about Tech

0

27

7

# of safety interventions required

0

1

0

The number of instructional interventions required by the researcher during the study was
greatest for the written instruction. Interventions include answering questions or guiding
participants who became stuck on their experience. Written instruction required more
interventions than either the smartphone or Hololens 2. This is likely due to the difficulty in
knowing exactly what to do and how to approach the task. Students understood and executed
instructions with fewer interventions when AR was used. When looking at the cumulative
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number of interventions (both instruction and technology related), smartphones required the least
interventions (Figure 2-13). This may represent the main gains in AR without being caught on a
steep technology learning curve. Even with zero technology-driven interventions, the written
experience is very similar to total interventions required for those who used the Hololens 2. Only
a couple users had ever used a Hololens 2 before, so most research subjects were on the steep
side of the hardware learning curve while also learning what the module was attempting to
instruct. The data indicates that the understanding of the instruction was greatly heightened using
AR. Though the Hololens 2 had many tech-based interventions, this is likely something that
would diminish over time as familiarity with how to navigate the Hololens 2 increased.
Some of the tech errors were purely software based and had nothing to do with the user.
Currently this is only the 2nd generation of Hololens 2, and glitches abound. Several resets were
required, and the graphics did not always align exactly with where they should be. It is highly
likely that there will be large jumps in improvement in the near future for this device. There was
one safety intervention that occurred during the study. A user wearing the Hololens 2 was
standing too close to the lathe during the experience and bumped the lever that turned on the
spindle. The user was not in danger, but this highlights some of the safety issues that might need
to be considered when using a Hololens 2: safety issues may arise when the attention of the user
is very focused on a task.
An additional consideration that is worth noting is the cost of an intervention timewise. In
the context of this research experiment, a researcher was on hand to answer any questions almost
immediately. In a true classroom environment this would have a drastic impact on how quickly
modules would be done. If we looked at the data in a slightly different way and made the
assumption that any questions students might have about any module would result in a one
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minute delay, the projected time to complete the task under real life circumstances begins to
favor the AR modules much more.

Figure 2-13: Interventions by instruction type.

2.10.1 CAD (Vuforia Studio) versus Video Capture (Vuforia Expert Capture)
Two distinct types of AR instruction were created; One experience was based on a 3D
CAD model that could be used to create animations (Vuforia Studio). The second used a series
of spatial markers, video clips, and projected instructions to guide the user through the
experience (Vuforia Expert Capture). When the time for task completion was separated out
between the two types of experiences, there was a notable difference in minutes required to
complete the experience (Figure 2-14).
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It is noteworthy that the differences in time required are much more pronounced in the
VEC version of AR instruction. The CAD based AR learning shows much less variation between
time to complete instruction in comparison to the written instruction (Figure 2-14). This is likely
due to the fact that the VEC version of instruction has embedded video for the user to watch.
Videos are a key piece for instruction since visual learning is a major basis for this type of AR
instruction. The instructional video clips varied in length but could last up to 30 seconds each. In
contrast, the animations created from the CAD based AR experiences averaged 1-2 seconds per
animation. This is a result of being able to highlight and animate exactly what needs to happen,
often at a speed that is faster than would happen in real life. For example, unscrewing something
might take twenty seconds to accomplish in reality, but can be animated in two seconds. The
smartphone and Hololens 2 VEC experiences both used video, but the Hololens 2 took an
average of almost 6 minutes longer. This would likely get back to both the novelty of the device,
and the learning curve of remembering how to prompt and navigate within a completely new
environment. If speed of execution is a desirable factor, this would indicate that CAD animation
is a faster way to instruct, although it is not something that can be done in every situation. In
order to create an animation experience, there must be a fully functional model for developers to
access and animate. The CAD model must also be the only equipment and location that is
addressed. If moving between multiple locations or machines is required, it is not a feasible
instruction option. Vuforia Expert Capture is much more flexible because it relies on content
created completely by the expert who creates the content. In the case of an educational
environment the speed of learning may be less important than the quality of the student
experience.
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Figure 2-14: Minutes required to complete experiences.

The Hololens 2 is a piece of hardware that most research subjects were excited about
using. Glitches were common, with scanning and reset errors being the most common
occurrence. Approximately half of the Hololens 2 users experienced a 5-10 minute delay in their
research that was wholly due to Hololens 2 malfunction. If a reboot of the Hololens 2 was
required, then it was noted as a tech glitch and the instructional timer was paused while the
hardware was reset. In each case it was able to be resolved, but this was a significant delay in
testing. For minor glitches and questions, the timer was allowed to run. An additional
consideration for the Hololens 2 is the time required for the user to acclimate to the device.
Because most subjects had never interacted with a Hololens 2 before, there was a learning curve
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that was unrelated to the actual teaching module. This included giving directions and tips on how
to navigate, gesture, and what verbal commands could be used while wearing the headset. This
marked a stark contrast to the interactions between the research subjects and learning
experiences using smartphone or written instructions. Users knew, without prompting, how to
navigate through the phone and paper instruction with no preamble. There were significantly less
instructional interventions required for the AR experiences compared to the written instruction.
The smartphone did not add a significant amount of additional time to implement, while cutting
instructional intervention to one-sixth of the written numbers. Overall, there were less
instructional questions from those who used the AR learning, but some questions about the tech
arose in its place.
As an additional note, there were several research subjects who spoke English as a
second language (ESL). The written instructions were much more difficult for those who did not
speak English. This would warrant further research, but it seemed that those ESL research
participants who worked with the AR instruction had an easier time understanding and
completing the tasks assigned. This would make logical sense as the reliance shifts from written
word to multiple ways of learning, those who have less experience in a language are benefitted
from using other modes of learning. As universities often enroll international students, this is
something could be investigated as an additional advantage of using AR instruction.

2.11 Conclusions
The application of AR in a Manufacturing Engineering Educational Environment is a
game changer. It is an effective, immersive teaching tool that is superior to classic instruction in
many ways. User perception of attention, satisfaction, and relevance is increased by using AR
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instruction. AR allows for learning in a way that is more intuitive and immersive than written
instructions. While the Hololens 2 provides an immersive, hands-free experience, most of that
benefit is retained when using a smartphone for the AR experience. This is significant because
smartphones already saturate the student population and require no additional instruction and no
additional overhead expenditures for equipment. AR instruction allows for students to access
expert knowledge by simply getting out their smartphone. This educational tool has the potential
to educate and prepare manufacturing engineering students for tomorrow’s workforce that will
welcome their experience and knowledge as individual businesses seek to stay relevant in
Industrie 4.0.
Further research into how to teach most effectively with this technology is needed, and as
large-scale applications of AR in a university environment become commonplace, opportunities
for improvement will accelerate. Technology allowing for better tracking of models, and
methods of display are constantly improving, and size of components constantly decreasing. As
such, the ability to implement smooth, cheap, and effective AR educational modules will only
improve.
When smartphones fail to meet instructional needs, a hands-free device may be
considered, although a mounting device for a smartphone will bridge most of the gap in this
need. Currently, hands-free devices such as the Hololens 2 cost several thousand dollars and are
closely regulated by the lucky departments that own one or two. They require regular charging
and are prone to technical glitches. Although barriers of cost, bulk and maintenance exist with
hands-free options these will all continue to diminish as technology evolves. In conclusion, AR
is a powerful teaching tool that allows the students to learn in an immersive environment. As
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students are presented the information in relevant ways that relate directly to the task at hand,
students benefit with increased attention, satisfaction, and understanding.
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3

CONCLUSIONS

There is very strong evidence that the learning experience of students is improved by the
use of Augmented Reality. The AR experience allows for students to engage multiple senses
while learning, making it a more interesting and satisfying experience. Students were able to
benefit from all versions of AR that were presented, although there were slight differences
amongst the presentation methods in results and benefits. While more specific research should be
conducted in each area of teaching and presentation looked at in this paper, t can be concluded
that AR shows great promise as a teaching tool and is effective at guiding students in a lab
environment.

3.1 Hardware Comparisons
Initially the Hololens 2 seemed like it would be a clear win for the AR learning experience,
but surprisingly, the smartphone learning experience proved to have several advantages over the
Hololens 2. Most notably, research subjects entered the lab with highly efficient knowledge of
how to navigate a smartphone. This made the experience very intuitive for the users, reduced the
number of errors experienced, and reduced the time required to complete given tasks. While the
Hololens 2 provided a hands free, more immersive experience, the bleeding edge of technology
is still rife with glitches, resets, and issues where the student is simply unfamiliar with how to
navigate the equipment. When you compound this with the fact that a Hololens 2 carries a price
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tag of more than $3,000 per unit and the limits educational environments have with funding the
argument is strengthened. It is a pretty compelling argument to create instruction based on a
smartphone interaction that relies on students simply pulling their phone out of their pocket and
utilizing it to learn. One thing that was not provided but that was heavily requested in feedback
was a mount for the smartphone to free up hands while engaged in the learning experience.

3.2 Recommendations for Future Work
This work was intended to be pilot research looking at Augmented Reality in a very broad
sense and evaluating the basic question of whether there was value for AR in an MEEE. It was
also able to highlight where there might be potential for future research. One of the areas that
was noted with a very small subset of the research subjects was that of students for whom
English was not their first language. Much of the technical vocabulary, especially on the lathe
tutorial was beyond recognition for one of the students who had drawn the written experience,
and other students who experienced the AR version commented that it was very helpful to be
able to visualize what was being taught as the experience was being presented. There is an
opportunity here to further research the value of AR in environments where language acquisition
might not be uniform among learners.
Further research would also be warranted on the subject of retention. Due to limitations on
time and resources only a single test was run on each research participant. It would be interesting
to delve further into retention and see if there are significant differences in knowledge retention
when students are taught using AR versus written instructions. This would perhaps involve a
follow up experience a day or week later but would be considerably harder to coordinate and
carry out than the single experience with feedback that was done under this research project.
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Overall, there is a great opportunity to leverage AR in manufacturing engineering
education. Due to the nature of learning in three dimensions, often with complex physical items
and vocabulary, a teaching method that integrates visual, audio and written cues is able to
communicate needed information successfully. Augmented reality has a great potential to
enhance the learning experience for universities and help students to enjoy their learning
experience while also learning more effectively.
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