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Abstract High-resolution data collected from several programs have greatly increased the spatiotempo-
ral resolution of pCO2(sw) data in the Bering Sea, and provided the ﬁrst autumn and winter observations.
Using data from 2008 to 2012, monthly climatologies of sea-air CO2 ﬂuxes for the Bering Sea shelf area from
April to December were calculated, and contributions of physical and biological processes to observed
monthly sea-air pCO2 gradients (DpCO2) were investigated. Net efﬂux of CO2 was observed during Novem-
ber, December, and April, despite the impact of sea surface cooling on DpCO2. Although the Bering Sea was
believed to be a moderate to strong atmospheric CO2 sink, we found that autumn and winter CO2 efﬂuxes
balanced 65% of spring and summer CO2 uptake. Ice cover reduced sea-air CO2 ﬂuxes in December, April,
and May. Our estimate for ice-cover corrected ﬂuxes suggests the mechanical inhibition of CO2 ﬂux by sea-
ice cover has only a small impact on the annual scale (<2%). An important data gap still exists for January
to March, the period of peak ice cover and the highest expected retardation of the ﬂuxes. By interpolating
between December and April using assumptions of the described autumn and winter conditions, we esti-
mate the Bering Sea shelf area is an annual CO2 sink of 6.8 Tg C yr21. With changing climate, we expect
warming sea surface temperatures, reduced ice cover, and greater wind speeds with enhanced gas
exchange to decrease the size of this CO2 sink by augmenting conditions favorable for greater wintertime
outgassing.
1. Introduction
The largest annual advance and retreat of seasonal sea ice in high-latitude marginal seas occurs over the
Bering Sea shelf (1700 km latitudinally) [Walsh and Johnson, 1979]. This annual sea ice cycle creates differing
physical regimes across the northern and southern regions of the continental shelf [Stabeno et al., 2002,
2012a]. Ice-affected waters exhibit colder temperatures, a differing pycnocline, and clear marine ecosystem
differences compared to the ice-free areas of the southern shelf [e.g., Stabeno et al., 2012a]. Whereas the
impact of sea ice on shaping the spring and summer physical environments and ecosystems of the Bering Sea
shelf is well known [Stabeno et al., 2010; Cooper et al., 2013; Hunt et al., 2002; Hunt et al., 2011], seasonal ice
cover presents logistical and ﬁnancial challenges that have limited data collection during autumn and winter.
As a result, a broad range of estimates of sea-air CO2 ﬂuxes are available for the Bering Sea, with a variety of
different approaches used to extrapolate sea-air ﬂuxes to periods without data. Extrapolation techniques
that use models, data syntheses, and climatological approaches mask small-scale variability and result in
annual ﬂuxes on the order of 10 Tg C yr21 [Walsh and Dieterle, 1994; Chen and Borges, 2009]. Annual esti-
mates derived strictly from the extrapolation of observational data overemphasize the extremely rapid rates
of exchange observed during blooms, and can be a full order of magnitude higher (on the order of 100–200
Tg C yr21) [Bates et al., 2011; Chen et al., 2004]. All of these approaches utilize data collected only during
spring and summer. Because wintertime data are unavailable, ﬂuxes occurring during this period are typi-
cally ignored under the assumption that ice cover causes complete mechanical inhibition of gas exchange
[Bates et al., 2011], although spatially and temporally variable ice cover [Stabeno et al., 2012b] could provide
ample opportunities for these exchanges to occur. Furthermore, these potential ﬂuxes could be quite large.
Key Points:
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 Autumn and winter efﬂuxes balanced
65% of spring and summer inﬂuxes
 Ice cover limited ﬂuxes by enhancing
cooling and slowing wind speeds
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The Bering Sea is among the most pro-
ductive ecosystems in the global
oceans, and previous studies of the car-
bon cycle have shown strong efﬁciency
of the biological pump over the shal-
low shelf. Respiration and storage of
this carbon occurs in bottom waters
during summer, but can easily be
returned to the surface by vertical
overturning induced by the onset of
the late summer and autumn storm
season. CO2 accumulation at the sur-
face layer from this respiration signal
combined with enhanced exchange
rates that have been reported during
periods of ice formation [Else et al.,
2011; Miller et al., 2011] could result in
rapid outgassing. Strong efﬂuxes could
also occur during with the onset of ice
melt during late winter and early
spring. Other studies in Alaskan coastal
waters have shown that CO2 produced
by late-season respiration processes accumulates in ice-covered waters [Semiletov, 1999; Semiletov et al.,
2004], potentially resulting in rapid outgassing upon ice retreat. CO2 efﬂuxes occurring during this previ-
ously neglected winter period could result in a substantial decrease of the Bering Sea sink for atmospheric
CO2.
Recently, the spatiotemporal resolution of data for the entire Bering Sea shelf has signiﬁcantly improved
through the collection of new in-situ sea surface CO2 partial pressure (pCO2(sw)) data from underway ﬂow-
through systems on several vessels, along with over a dozen large-scale repeat hydrography surveys and
the ﬁrst deployment of moored autonomous carbon sensors in the region (Figure 1) [Mathis et al., 2014].
These data included of pCO2(sw) during autumn and winter, providing the unique opportunity to examine
the potential contributions of respiration and sea ice formation to CO2 ﬂuxes in this dynamic area. Here we
synthesized surface seawater data collected during 21 cruises over a 5 year period with reconstructed
atmospheric pCO2 (pCO2(atm)), climatological winds, and passive microwave-derived sea ice concentration
data to generate a monthly climatology of sea-air CO2 ﬂuxes (DpCO2) between April and December. This
approach quantiﬁes sea-air CO2 ﬂux at high spatial resolution (12 km2), reduces temporal extrapolation
errors by including the ﬁrst autumn and winter observations, and scales the impact of autumn and winter
respiration and the contribution of sea ice for the ﬁrst time in this geographic region.
2. Methods
An expansive data set of pCO2(sw) (latm) was compiled from a variety of sources, with over 45,000 meas-
urements spanning the 5 year period from 2008 to 2012 (Figure 1 and Table 1), including: (1) continuous
direct measurements of pCO2(sw) from underway systems obtained aboard the USCGC Healy by the Lamont
Doherty Earth Observatory (LDEO) Carbon Group (data available at http://www.ldeo.columbia.edu/res/pi/
CO2/ and at the Carbon Dioxide Information and Analysis Center (CDIAC), Takahashi et al. [2014]), and by
the National Oceanic and Atmospheric Administration (NOAA) aboard the NOAA Ship Oscar Dyson (avail-
able from the Paciﬁc Marine Environmental Laboratory data portal (http://www.epic.noaa.gov/ewb); (2) a
continuous 5 month record from May to October 2011 of autonomously collected pCO2(sw) data from the
M2 mooring site by NOAA [Mathis et al., 2014]; (3) pCO2(sw) data calculated from previously published dis-
crete dissolved inorganic carbon (DIC) and total alkalinity (TA) samples collected during the Bering Sea Pro-
ject (2008–2010; bsierp.nprb.org) [Bates et al., 2011; Mathis et al., 2011a, 2011b; Cross et al., 2012, 2013].
pCO2(sw) was calculated from DIC and TA measurements and associated hydrographic data [Zeebe and
Wolf-Gladrow, 2001; Dickson et al., 2007] using CO2SYS version 1.05 using the thermodynamic model of
Figure 1. Map of the southeastern Bering Sea shelf. Color shading indicates the 5
year (2008–2012) mean annual sea surface temperature. Data are taken from the
Extended Reconstructed Sea Surface Temperature (ERSST) data available at http://
www.ncdc.noaa.gov/ersst/. Also shown are populated grid cells (white squares)
and the location of the M2 mooring (X). Image was created using Ocean Data
View [R. Schlitzer, 2014] (http://odv.awi.de).
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Robbins et al. [2010] as updated from Lewis and Wallace [1998], the borate dissociation constant of Dickson
[1990], the silicate and phosphate dissociation constants listed by Dickson et al. [2007], the carbonic acid dis-
sociation constants of Dickson and Millero [1987] as updated from Mehrbach et al. [1973], and the CO2 solu-
bility equations of Weiss [1974].
pCO2(sw) data were extracted from these cruises for the area of the Bering Sea shelf, bounded by the Aleu-
tian Islands, Bering Strait (65.88N), the Alaskan coastline, and the 1500 m isobath, which is a standard proxy
for the Bering Sea shelf break. These data were combined with a time/space colocated atmospheric pCO2
product (latm) described in detail by Evans and Mathis [2013] to calculate sea-minus-air pCO2 differences
(DpCO2; latm). This treatment implicitly captures secular increases in both seawater and atmospheric pCO2
[Evans and Mathis, 2013]. CO2 solubility (KCO2 ; mmol m
23 atm21) was calculated from ancillary measure-
ments of sea surface temperature (SST; C) and sea surface salinity (SSS) using the relationship from Weiss
[1974] corrected for seawater density. Following the approach of Evans et al. [2013] and Evans and Mathis
[2013], DpCO2, SST, SSS, and CO2 solubility data were averaged within 0.1 latitude by 0.2 longitude grid
cells, creating monthly climatologies of each parameter.
These climatologies were coupled with monthly averaged piston velocities (kSST; m d
21) to calculate ﬂuxes.
Piston velocities were derived from monthly averages of daily second moments of the wind speed, accord-
ing to the method of Evans et al. [2014], using the wind speed parameterization from Ho et al. [2011]. Daily
second moments of the wind speed were generated from 10 years of daily surface wind speeds (2003–
2012) computed from 1000 hPa meridional and zonal wind velocities from the National Centers for Environ-
mental Prediction (NCEP) North American Regional Reanalysis (NARR; available from esrl.noaa.gov; Figure
S1 in supporting information). The NARR product is an extension of the NCEP Global Reanalysis (GR2) based
on both data and modeled products. These data are provided by the NOAA Earth System Research Labora-
tory (ESRL) in a Lambert Conformal grid with approximately 32 km resolution, and were interpolated here
to a 0.25 latitude by 0.25 longitude uniform grid.
NARR represents an improvement in both accuracy and resolution for the North American regional area
over GR2 [Mesinger et al., 2006]. Unlike GR2, NARR includes the presence or absence of sea ice as a lower
boundary condition for the meteorological model used to calculate wind speeds. Another wind product
with similarly high spatial resolution available for the Bering Sea is the Scatterometer Climatology of
Ocean Winds (SCOW) used by Evans and Mathis [2013]. The northern limit of these data is 60N (Figure S2
in supporting information), spanning only half the Bering Sea shelf whereas NARR has complete spatial
coverage.
Table 1. Data Sets Included in This Synthesis, Including the Cruise Title or Data Set Title, Contributor, Period of Record, Types of
pCO2(sw) Measurements Collected, and the Number of Measurements From the Data Record Included in the Bounds of the Bering Sea
Shelf in This Synthesis Work (n)
Cruise Contributor Period of Record Type n
HLY0802 BEST 1 Apr 2008 to 5 May 2008 Calc. from Obs. 57
HLY0803 BEST 5 Jul 2008 to 29 Jul 2008 Calc. from Obs. 72
HLY0902 BEST 4 Apr 2009 to 10 May 2009 Calc. from Obs. 58
KN195 BEST 22 Jun 2009 to 12 Jul 2009 Calc. from Obs. 68
MF0904 BEST 26 Sep 2009 to 9 Oct 2009 Calc. from Obs. 58
TN249 BEST 14 May 2010 to 11 Jun 2010 Calc. from Obs. 36
TN250 BEST 24 Jun 2010 to 12 Jul 2010 Calc. from Obs. 63
M2 NOAA 20 May 2011 to 26 Sep 2011 Mooring 990
DY1101 NOAA 18 May 2011 to 28 May 2011 Underway 4231
DY1102 NOAA 31 May 2011 to 1 Jun 2011 Underway 146
DY1204 NOAA 29 Apr 2012 to 3 May 2012 Underway 2060
DY1205_06 NOAA 16 May 2012 to 2 Jun 2012 Underway 5222
DY1207_L1 NOAA 12 Jun 2012 to 25 Jun 2012 Underway 5565
DY1207_L3 NOAA 4 Aug 2012 to 10 Aug 2012 Underway 2731
DY1208_L1 NOAA 21 Aug 2012 to 2 Sep 2012 Underway 5527
HLY1102 LDEO 20 Jun 2011 to 26 Jul 2011 Underway 2981
HLY1103 LDEO 24 Sep 2011 to 27 Sep 2011 Underway 1265
HLY1104 LDEO 02 Oct 2011 to 26 Oct 2011 Underway 2196
HLY1105 LDEO 10 Nov 2011 to 15 Dec 2011 Underway 9183
HLY1202 LDEO 12 Aug 2012 to 27 Sep 2012 Underway 1504
HLY1203 LDEO 5 Oct 2012 to 24 Oct 2012 Underway 2035
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The ﬁnal result of these calculations is a monthly climatology of sea-air CO2 ﬂuxes (FCO2 ; mmol CO2 m
22
d21) at 0.1 latitude by 0.2 longitude resolution across the Bering Sea shelf calculated such that:
FCO2 5 kSST 3 KCO2 3 DpCO2:
According to these calculations, negative ﬂuxes indicate transfer of CO2 into the surface ocean from the
atmosphere (inﬂux), while positive ﬂuxes indicate transfer of CO2 out of the surface ocean and into the
atmosphere (efﬂux).
Recent work has suggested that there can be signiﬁcant ﬂuxes of CO2 through ice ﬁelds [Delille et al., 2007;
Nomura et al., 2010; Miller et al., 2011; Else et al., 2008, 2011; Mucci et al., 2010; Rysgaard et al., 2011], and
that some ice-associated waters (e.g., polynyas) can exhibit enhanced gas transfer velocities relative to
those computed from typical wind speed parameterizations [e.g., Else et al., 2011; Loose et al., 2014]. How-
ever, many of these results are based on small footprint eddy covariance measurements, and a standard
operational method for estimating gas transfer over broad ice-rich environments is currently lacking. In
addition, errors associated with eddy covariance in cold marine environments [Burba et al., 2008; Ono et al.,
2008; Prytherch et al., 2010; Lauvset et al., 2011; Landwehr et al., 2014] cast some doubt on these results, as
discussed by Else et al. [2011]. For example, when corrections for CO2–H2O cross correlation are applied to
eddy covariance measurements, the magnitude of the ﬂuxes calculated from these data are reduced to lev-
els comparable to those that would be computed from bulk formulae [e.g., Lauvset et al., 2011; Landwehr et
al., 2014]. Other methods of calculating gas exchange of CO2 through ice have indicated that exchange
rates may be negligible [Rutgers van der Loeff et al., 2014].
Given that community agreement on the issues surrounding gas transfer through ice is still evolving
(broadly reviewed by Vancoppenolle et al. [2013]), it is not presently possible to offer a generic model
describing the inﬂuence of sea ice on CO2 ﬂuxes. Instead, we here apply a conservative estimate of the
mechanical impact of ice on FCO2 based on monthly ice concentration (C), such that:
FCO2 i5 FCO2 3
1002C
100
:
In order to account for gas transfer through the ice matrix and gas transfer through small-scale open-water
areas generated by continuous ice deformation (leads, polynyas, grain boundaries, and microcracks), grid cells
with >90% ice cover were reduced to 90% [Takahashi et al., 2009]. This ensured some amount of gas transfer
even in the presence of full ice cover. Monthly climatologies of sea ice concentration were derived from daily
12 km2 resolution gridded Special Sensor Microwave Imager (SSM/I) ice concentration data processed by the
National Snow and Ice Data Center (NSIDC) and provided by the French Research Institute for Exploration of
the Sea (IFREMER), available through the CERSAT archive (cersat.ifremer.fr; Figure S3 in supporting information).
In order to constrain the inﬂuence of changing temperatures on FCO2 , pCO2(sw) values were normalized to
the 2008–2012 mean annual SST from the equation of Takahashi et al. [2002], such that
pCO2 at Tmean; or npCO2ðswÞð Þ 5 pCO2ðswÞ at Tobsð Þ 3 e 0:0423 Tmean2Tobsð Þ½ . Our mean annual SST was
derived from 5 years of annually averaged Extended Reconstructed Sea Surface Temperature (ERSST) data
(http://www.ncdc.noaa.gov/ersst/; Figure 1). This calculation removes localized effects of warming and cool-
ing on pCO2(sw) values, such that the temperature effect at any one time relative to the annual average can
be estimated as the difference between pCO2(sw) and normalized pCO2 (npCO2(sw)).
Accordingly, the variations in npCO2(sw) should be the result of any additional processes that modify
pCO2(sw) other than changing temperature, such as biological CO2 utilization, sea-air exchange of CO2, and
vertical/lateral transport of CO2 and alkalinity. Most studies assume that after temperature normalization,
remaining variations in npCO2(sw) are the result of biogeochemical modiﬁcation [e.g., Bates et al., 2011;
Takahashi et al., 2002], and absorb these other factors as minor sources of error in a biological term. The rel-
ative contributions of these other sources of variation in npCO2(sw) are discussed in section 3.5.
In order to represent the impacts of changing temperature (T) and biological processes (B) on CO2 ﬂuxes,
we estimated their contributions to the monthly sea-air pCO2 gradient and constructed two new monthly
climatological parameters, such that:
T 5 pCO2ðSWÞ – pCO2ðatmÞ
 
– npCO2ðSWÞ
 
– pCO2ðatmÞÞ5DpCO22nDpCO2
B5npCO2ðSWÞ – pCO2ðatmÞ5 nDpCO2
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These estimates were made at single time
points rather than estimated as change
through time. An important caveat in this
method of differentiating ﬂux drivers is
that equilibration with the atmosphere
may be slower than the 1 month time scale
over which we have averaged sea-air pCO2
gradients. As a result, monthly estimates of
T and B may contain some remnant of forc-
ing generated during the previous months.
Shelf-wide average rates of DpCO2(sw), T,
B, FCO2 , and FCO2 i were area weighted
according to the area of each grid cell,
such that:
Avg Cð Þaw5
Xn
i51
Ci 3 Aið ÞXn
i51
Aið Þ
where C is the parameter, i is an individual
grid cell, A is the grid cell area, and n is the
number of grid cells occupied during each
month. The positive and negative contri-
butions of B and T, indicating respiration,
warming, primary production, and cooling,
respectively, were also averaged across the
entire shelf and weighted according to the
area of each grid cell and the number of
positive or negative grid cells in each month (n6) relative to the total number of occupied grid cells in each
month (ntot), such that:
Avg C6ð Þaw5
Xn6
i51
Ci 3 Aið ÞXn6
i51
Aið Þ
3
n6
ntot
:
3. Results and Discussion
3.1. Observations
The monthly climatology of DpCO2 shown in Figure 2 reveals periods of both CO2 oversaturation
(DpCO2> 0; warm colors, Figure 2) and undersaturation (DpCO2< 0; cool colors, Figure 2). Spatial variability
was also apparent during most months. Over the southern shelf (<60N), DpCO2 values were undersatu-
rated from April to September, although some areas of weak oversaturation (as high as192 latm) were evi-
dent as early as August particularly in the nearshore environment. Shelf surface waters became
oversaturated on average over the southern shelf in December. Data coverage was more sparse and irregu-
lar over the northern shelf, especially during April, May, and August. However, available data point toward
an offset in the seasonal oscillation of oversaturation and undersaturation relative to the southern shelf.
Oversaturation was evident in April and May, while the southern shelf was undersaturated at that time. In
December, the coastal northern shelf was mostly undersaturated or near equilibrium with the atmosphere,
while the southern shelf and shelf break were oversaturated.
Normalized to the climatological mean temperature (see color shading, Figure 1), spatial patterns in CO2
oversaturation and undersaturation appeared much more uniform within any given month (nDpCO2, Figure
3). According to our assumption that variations in nDpCO2 indicate the inﬂuences of primary productivity
and respiration, high rates of primary production decreased nDpCO2 during May, and continued to maintain
undersaturations of CO2 through October. In November, only weakly undersaturated levels of CO2
remained. During this transition month, nDpCO2 was either close to equilibrium or oversaturated with
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Figure 2. Monthly sea-air DpCO2 values for the Bering Sea shelf (latm).
Warm colors indicate positive gradients (favoring efﬂux), while cool colors
indicate negative gradients (favoring inﬂux). Image was created using Ocean
Data View [R. Schlitzer, 2014] (http://odv.awi.de).
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respect to the atmosphere, indicating
that respiration had begun to balance or
surpass rates of primary production on
pCO2(sw). In December and April, over-
saturated conditions clearly dominated
the entire shelf. The dominant control
on B transitioned between net hetero-
trophy and net autotrophy between
April and May. In any month, distinct dif-
ferences in T and B between the north-
ern and southern regions of the shelf
were not apparent or very small.
This spatial homogeneity in T and B, with
most of the shelf exhibiting impacts from
either high rates of primary production or
respiration, or either warming or cooling,
within any 1 month, indicates that the
offset in the cycle of net DpCO2 between
the northern shelf and the southern shelf
was not directly linked to either driver.
Instead, the offset is caused by differen-
ces in the seasonal cycle of these drivers.
Primary productivity began and peaked
in May, declining variously through Octo-
ber. However, warming did not substan-
tially impact DpCO2 values until June, and
the inﬂuence of T did not peak until Sep-
tember. The offset in DpCO2 between the
northern and southern shelves we
observed in April and December results
when weakening biogeochemical proc-
esses are overwhelmed by strengthening
temperature forcing. The balance
between these two drivers varies spatially
between the northern and southern
shelves. Over the central shelf (in the area
north of Nunivak Island and southeast of
St. Lawrence Island), DpCO2 values are
almost always very close to equilibrium
due to the opposing forces of biological
processes and changing temperature.
As a result of this balanced DpCO2, cen-
tral shelf FCO2 values were almost always
close to zero (Figure 4). However, FCO2
magnitudes were also very small in other
areas due to spatially and temporally
variable piston velocities. This was par-
ticularly prevalent in May, where the
lowest piston velocities reached only
0.7 m d21, and sea-air pCO2 differences
of 2254 latm produced FCO2 of only
211 mmol CO2 m
22 d21 over the north-
ern shelf and southeastern coast. During
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Figure 3. Monthly normalized sea-air DpCO2 values for the Bering Sea shelf
(nDpCO2; latm). Normalization was performed according to the method of
Takahashi et al. [2002], using the mean annual sea surface temperature shown
in Figure 1. The resulting gradients indicate the inﬂuence of production and res-
piration on DpCO2. Image was created using Ocean Data View [R. Schlitzer,
2014] (http://odv.awi.de).
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Figure 4. Monthly sea-air CO2 ﬂux for the Bering Sea shelf (FCO2 ; mmol CO2 m
22
d21). Warm colors indicate net efﬂux, while cool colors indicate net inﬂux.
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the same month, much lower gradients (299 latm) coupled with higher piston velocities (1.5 m d21) pro-
duced an equivalent FCO2 . Overall, DpCO2 values were most negative during May (2277 latm at minimum),
but low gas exchange rates resulted in FCO2 only as large as 227 mmol CO2 m
22 d21 at maximum. While
DpCO2 values were lower in magnitude during November (1204 latm), high exchange rates resulted in the
largest annual FCO2 (142 mmol CO2 m
22 d21).
Low piston velocities were also generally observed over areas with a high sea ice concentration (Figure 5;
Figures S1 and S3 in supporting information). The NARR wind product includes the presence/absence sea
ice as a lower boundary condition [Mesinger et al., 2006], which inﬂuences the parameterizations of surface
roughness during the calculation of wind speeds. Because surface roughness is higher over sea ice than
over open water, the monthly second moments of the wind speed were reduced in areas of ice cover. As a
result, FCO2 values in ice-covered areas were already generally near zero due to the resultant lower piston
velocities. This data set spans three ice-affected months: December, April, and May. Applying the conserva-
tive dampening estimation we described earlier reduced both inﬂuxes and efﬂuxes by only as much as 5
mmol CO2 m
22 d21. Most ice-affected stations were dampened by <3 mmol CO2 m
22 d21. Although ice
concentrations were lower during May compared to December and April, DpCO2 was also farther departed
from equilibrium in May relative to the other ice-affected months. As a result, the maximum magnitudes of
mechanical inhibition of FCO2 by sea ice were greatest during May.
3.2. Annual Shelf-Wide Fluxes and the Impacts of Late-Season Drivers
Integrating FCO2 rates over the number of days in each month and area of each grid cell allowed us to deter-
mine the area-weighted average monthly ﬂux (FCO2ðawÞ; Tg C month
21) and the relative drivers of FCO2 ,
revealing a clear seasonal cycle for the Bering Sea surface waters (Figure 6 and Table 2). The spring and
summer trends corresponded well to recent synthesis efforts conducted by the participants in the Bering
Ecosystem Study (BEST) Program and Bering Sea Integrated Ecosystem Research Project (BSIERP) [Stabeno
et al., 2012a, 2012b; Sigler et al., 2014; Dornblaser and Striegl, 2007; Sigler et al., 2014]. FCO2ðawÞ peaked in May
(24.10 Tg C month21) and June (23.39 Tg C month21) with the onset of ice ablation, typically associated
with rapidly increasing rates of primary production of the spring bloom. After a brief weakening in July
(21.62 Tg C month21), perhaps caused by nutrient depletion or grazing pressure [Lomas et al., 2012], a sec-
ondary peak in FCO2ðawÞ was observed in August (22.33 Tg C month
21), earlier than previously documented
autumn blooms [Sigler et al., 2014]. FCO2ðawÞ decreased in September (21.26 Tg C month
21) as the contribu-
tion of changing temperature peaked and the inﬂuence of biological processes slackened. During October,
the impacts of changing temperature and rates of primary production on DpCO2 were nearly equivalent (32
ΔFCO2 (mmol C m-2 d-1) 
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Figure 5. Dampening of FCO2 values caused by the mechanical inhibition of gas exchange by sea ice, according to our parameterization. Because low wind speeds cooccurred with ice
cover, potential FCO2 values were very low, and resulting dampening was similarly small. Image was created using Ocean Data View [R. Schlitzer, 2014] (http://odv.awi.de).
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and 34 latm, respectively), and FCO2ðawÞ
was closest to equilibrium during that
month (20.12 Tg C month21).
Few previous observations later in the
year than September exist, and the bio-
geochemical processes occurring during
autumn and winter (‘‘late season’’; i.e.,
October to March) are not well under-
stood. Earlier work has shown that respi-
ration processes cause CO2 accumulation
in bottom waters over the shelf during
the preceding summer, particularly in
regions corresponding to high primary
production levels in the overlying surface
waters [e.g., Mathis et al., 2010, 2011a,
2011b; Cross et al., 2012; Mathis et al.,
2014]. We observed here that biogeo-
chemical processes substantially modi-
ﬁed surface waters in autumn and winter.
During November and December, respi-
ration dominated variability in surface
layer FCO2ðawÞ (11.82 and 2.29 Tg C
month21, respectively). The contribution of stronger wind speeds is also obvious during these later months:
the ratio of FCO2ðawÞ to DpCO2 was 50–65% larger than on average (not shown).
No data were available for January, February, and March. However, shelf-wide processes in April were simi-
lar to those occurring in November and December, with cooling processes and respiration acting as the
dominant drivers of DpCO2. An important distinction between these months was that cooling processes
controlled DpCO2 and FCO2ðawÞ (20.54 Tg C month
21) during April, despite the same contribution of respira-
tion to DpCO2 (60 latm) as was observed to control FCO2ðawÞ in November and December. April was the
only month in which changing temperature was the dominant driver of FCO2ðawÞ, although warming nearly
balanced the contribution of primary production to FCO2ðawÞ in October.
Overall, the average FCO2 value over the 9 months included in this study is24.036 12.35 mmol CO2 m
22
d21 (Table 3). Because the time scale of equilibration of the surface ocean with the atmosphere can be lon-
ger than the 1 month averages over which we have calculated these ﬂuxes, we integrated this 9 month
average value over 365 days to avoid overestimating the contribution of remnant ﬂuxes that overlap
between months. According to this scaling, the integrated annual ﬂux would be212.27 Tg C yr21. How-
ever, the missing 3 months of winter data biases the annual estimate toward the spring and summer values,
and overestimates the size of an annual Bering Sea CO2 sink.
Given the similarities between November, December, and April, where respiration and cooling dominate
the shelf, it may be more reasonable to assume that January, February, and March can also be considered
to operate under this winter pattern. Previous work has shown that pCO2(sw) continues to evolve through
the winter months in ice-covered environments [e.g., Gibson and Trull, 1999; Shadwick et al., 2011; Else et al.,
2012]. In order to make a more reasonable annual estimation from the available data, we applied a linear
interpolation of FCO2ðawÞ between December and April to estimate FCO2ðawÞ during January, February, and
March. These ﬂuxes were all positive (1.6, 0.9, and 0.2 Tg C month21, respectively), resulting in a shelf-wide
annual ﬂux of 26.6 Tg C yr21, approximately 46% lower than scaling to the 9 month average as described
above. This value is similar to some previous estimates based solely on summer observations [Codispoti
et al., 1986] and long-term modeling efforts [Takahashi et al., 2009].
This difference strongly highlights the importance of late-season thermodynamic and biogeochemical
processes for sea-air exchange estimates for the Bering Sea and for the understanding of the Bering Sea
carbon cycle. Neglecting to include positive wintertime ﬂuxes when estimating an annual FCO2ðawÞ value
for the Bering Sea would have resulted in an almost fourfold increase in the size of the Bering Sea sink:
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Figure 6. Area-weighted monthly average ﬂuxes and ﬂux drivers for the Bering
Sea shelf. Fluxes are indicated in gray, while ﬂux drivers are indicated by the
color series: warming and cooling are shown in red and blue, respectively, and
production and respiration are indicated in green and yellow, respectively. The
calculations for these series are given in section 2. Most of the time, tempera-
ture inﬂuences directly oppose biological inﬂuences with near-equilibrium
achieved in April and October. Note particularly the new observations of net
shelf-wide CO2 efﬂux occurring in conjunction with respiration processes dur-
ing November and December. An estimate of the interpolated dampening of
sea-air CO2 ﬂuxes by ice cover is also shown, as discussed in section 3.3.
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the average FCO2ðawÞ from April to October was 222.78 Tg C yr
21. This production-season only value is
similar to other annual ﬂuxes previously reported for the Bering Sea shelf that also used primarily produc-
tion season data incorporated into larger models and climatological approaches (see estimates from
Walsh and Dieterle [1994], Kaltin and Anderson [2005], and Bates et al. [2011] in Table 3). Future measure-
ment programs should target these important CO2 efﬂux months to better reﬁned estimates of annual
exchange.
3.3. Present and Future Implications of Seasonal Ice Cover
As we discussed above, the NARR wind product generates very low wind speeds over sea ice, resulting
in minimal FCO2 values despite occasionally large DpCO2 (Figure 5). Owing to the already low FCO2 values,
applying our ice-cover dampening proxy does not have much effect on the average shelf-wide ﬂuxes
during each individual month. Overall, accounting for ice resulted in < 2% change in monthly FCO2ðawÞ
and a < 1% change in annual FCO2ðawÞ (0.01 Tg). According to this parameterization, it does not appear
that the ice matrix has a signiﬁcant direct effect on current sea-air CO2 ﬂuxes in the Bering Sea. How-
ever, our measurements were not necessarily taken in proportion to the areas of open water and ice
cover. A bias toward open water or under ice estimates could underestimate or overestimate the impact
of ice cover, respectively.
Just as we applied an interpolation to ﬁll missing winter data and better represent an otherwise biased
annual ﬂux estimate above, we implemented a similar interpolation to better estimate the impacts of
sea ice in areas where measurements were unavailable. In order to correct for this spatial inhomogene-
ity, we applied our ice cover correction to our entire spatial grid populated uniformly by the monthly
FCO2ðawÞ. This resulted in a much greater impact of the mechanical inhibition of ice on FCO2ðawÞ during ice-
covered months (see last row, Table 2). During maximum ice extent in April, the ice-adjusted ﬂux
(FCO2ðawÞi) was lower than FCO2ðawÞi by 35%, and during ice retreat, in May, and ice advance, in December,
FCO2ðawÞ was reduced by approximately 10% (see Table 2 and Figure 6). We also populated a grid with ice
cover from January, February, and March and the interpolated FCO2ðawÞ we calculated from these months.
Like in April, ﬂuxes during these ice-rich months were reduced by 18.5%, 24%, and 29.5% respectively.
The new annual ﬂux resulting from this inhomogeneity correction is approximately 26.8 Tg C yr21, only
adding only 0.2 Tg C yr21 to the annual CO2 sink as estimated using the simpler approach applied
above.
In addition to this mechanical inhibition, it is important to consider that ice cover indirectly affected the
CO2 ﬂux calculations both by lowering wind speed and by changing the balance between biological and
physical drivers on DpCO2. During December, cooling dampened DpCO2 by approximately twice as much in
the ice-covered areas of the shelf relative to the ice-free regions. In the absence of temperature forcing, B in
ice-impacted areas would have been 66 latm, compared to the observed 10 latm. During May, DpCO2(aw)
of ice-covered areas was2179 latm. In the absence of ice, higher piston velocities from greater wind
speeds would have enhanced CO2 inﬂux over 15% of occupied pixels during May, and over more than half
of occupied pixels during December.
Table 3. Annual Sea-Air CO2 Fluxes on the Bering Sea Shelf Based on Different Types of Calculations
a
Annual Flux Observation Type mmol C m22 d21 Tg C yr21
Codispoti et al. [1986] Summer Obs. 20.66 22.01
Takahashi et al. [2009] Climatology 21.2 23.65
Walsh and Dieterle [1994]b Numerical Model 211.78 235.61
Kaltin and Anderson [2005]b Synthesis—North 219.62 259.72
Bates et al. [2011] Spring-Summer Obs. 222 266.96
This Study
FCO2ðawÞ April to December obs. 24.03 212.27
FCO2ðawÞ - ND Spring-summer obs. 27.48 222.78
FCO2ðawÞ1 JFM Annual estimate 22.19 26.66
FCO2ðawÞice1 JFM Ice correction 22.24 26.81
aAll ﬂuxes in this table were scaled from average annual ﬂux rates (mmol C m22 d21) to 365 days and the area of the Bering Sea shelf
(6.94 3 1011 m2). Literature values for ﬂux rates were taken from the synthesis of Chen and Borges [2009] and Bates et al. [2011], but
were limited to studies describing data collected only in the southeastern Bering Sea.
bNote that the estimates from Walsh and Dieterle [1994] and Kaltin and Anderson [2005] were originally reported in units of mol C
m22 yr21.
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The warmer, ice-reduced scenario pre-
dicted for the Bering Sea [e.g., Stabeno
et al., 2012a, 2012b] may have broad
implications for the Bering Sea carbon
cycle. Longer ice-free periods during fall
and winter [Stabeno et al., 2012a] will be
accompanied by greater piston velocities
due to higher wind speeds, favoring
enhanced CO2 outgassing during these
periods of high respiration. Lower vol-
umes of ice growth and ice melt will
result in a diminished sea ice CO2 pump
[Rysgaard et al., 2008]. Reduced ice melt volumes will also weaken stratiﬁcation [Ladd and Stabeno, 2012],
increasing the potential for vertical mixing of respired CO2 from shelf bottom waters especially during
summer and fall when respiration products from the spring bloom have accumulated. Overall warming of
surface waters [Stabeno et al., 2012a] will increase pCO2(sw), favoring periods of stronger CO2 efﬂux in
open-water areas during November to April and weaker CO2 inﬂux from May to October. Early ice retreat
may change the timing and lower the overall magnitude of the spring bloom [Sigler et al., 2014]. Together,
these effects should act in concert to diminish the size of the Bering Sea CO2 sink. However, the largest sin-
gle biogeochemical driver of CO2 exchange in the Bering Sea is primary productivity. Although predictions
of changes in bulk primary production are difﬁcult to make [e.g., Moran et al., 2012; Hunt et al., 2011] and
would be difﬁcult to identify due to large interannual variability [Lomas et al., 2012], it is possible that
increased rates and volumes of primary production could also result from increased light penetration and
enhanced nutrient renewal. In a reduced stratiﬁcation scenario, this could offset periods of potentially stron-
ger outgassing.
3.4. CO2 Invasion on Alaskan Coastal Shelves
The magnitude of the newly observed late-season CO2 efﬂux we have described here may also provide new
insights into the Paciﬁc Arctic carbon cycle. Nearly 65% of average monthly CO2 inﬂux (222.78 Tg C yr
21) is
balanced by average late-season efﬂux processes (15.97 Tg C yr21), including our interpolation of efﬂuxes
for January to March. This efﬂux not only reduces the overall size of the annual Bering Sea sink for CO2 but
also reduces the amount of carbon that is exported from the Bering Sea to the Chukchi Sea.
Given the vast spatial extent and the high rates of primary production typical of the Bering Sea shelf, it is
often assumed that the region must be a strong sink for atmospheric CO2 [Bates et al., 2011]. We have
shown here that late-season outgassing partially counteracts spring and summer CO2 inﬂuxes, shrinking the
size of the potential sink. The resulting total CO2 inﬂux is stronger than in the Chukchi and Beaufort seas,
and combined with its large size the Bering Sea accounts for over 20% of the total CO2 invasion occurring
on the Alaskan Coastal shelves (see Table 4).
Similar methods to those employed here were used to generate the net Gulf of Alaska CO2 ﬂux [Evans and
Mathis, 2013] and Chukchi and Beaufort Sea ﬂuxes [Evans et al., 2014]. At present, the Gulf of Alaska repre-
sents nearly half of the CO2 sink for the Alaskan coast, despite comprising only 35% of the area. This repre-
sents a signiﬁcant source of carbon for the Bering Sea. The impact of this transport would be difﬁcult to
constrain due to limited transport studies between the two basins. However, the ﬂuxes themselves may be
disproportionate, owing to calculation and scaling differences between these analyses. A better comparison
of each of the shelves and the calculation of a net Alaskan Shelf CO2 sink would require a uniform synthesis
of direct measurements, over matching time and space scales sufﬁcient to resolve regional variability. While
this is difﬁcult to achieve using solely direct measurements, a synthetic approach that enlists satellite data
[i.e., Hales et al., 2012] blended with direct measurements may hold promise as an avenue for generating
basin-scale CO2 ﬂux products.
3.5. Improvements and Future Directions
The synthesis in this study represents three signiﬁcant advances in the understanding of annual sea-air CO2
ﬂuxes in the Bering Sea: (1) we have compiled over 45,000 measurements to provide the highest spatial and
temporal resolution for these calculations; (2) provided the ﬁrst observation of autumn and winter efﬂuxes
Table 4. Annual CO2 Flux and Areas of Alaskan Continental Shelves
a
Shelf
Total Annual Flux Total Area
Tg C yr21 % km2 %
GoAa 14 45.90 800,000 34.90
Beringb 6.8 22.30 694,355 30.29
Chukchic 5 16.39 620,000 27.05
Beaufortc 4.7 15.41 178,000 7.76
Total AK shelves 30.5 100 2,292,355 100
aArea and annual ﬂux from Evans and Mathis [2013].
bArea and annual ﬂux from this study.
cArea and annual ﬂux from Evans et al. [2014].
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and the magnitude of their contribution on the annual scale; (3) analyzed the physical and biological proc-
esses responsible for determining the magnitude and direction of the sea-air CO2 ﬂuxes. Despite this progress,
there remain many uncertainties with regards to sea-air CO2 exchange in the Bering Sea.
In order to estimate the biogeochemical drivers on FCO2 we here assumed that all variation in npCO2(sw)
nDpCO2(sw) were the result of biological modiﬁcation. However, other minor processes like vertical/lateral
water mass mixing and the time evolution of CO2 ﬂux can impact npCO2(sw) by altering the buffering
capacity [e.g., Rysgaard et al., 2009; Yamamoto-Kawai et al., 2009; Evans et al., 2014b] or total concentration
of CO2 in surface waters [e.g., Mathis et al., 2012].
Using the observational data collected during the BEST project included in this analysis, we can use the ratio
of TA:DIC as a proxy for buffering capacity. Both spatially and seasonally, the variation in this ratio is large
(as high as 0.2), indicating that the impact on npCO2(sw) may also be signiﬁcant [Evans et al., 2014b]. How-
ever, the large variability in TA:DIC in these data sets is poorly correlated with changes in salinity and TA,
and nonconservative changes in DIC can account for 90% of the variability in this ratio. Relative to biological
modiﬁcation, the contribution of water mass mixing to variation in buffering capacity is small. While mixing
processes are likely minor contributors to changes in buffering capacity, lateral and vertical advection can
change nDpCO2(sw) by increasing or decreasing CO2 concentrations in surface waters. Insofar as these
changes are related to biological modiﬁcation, as when respiration-impacted waters are mixed into the sur-
face layer [Mathis et al., 2010, 2011a, 2011b; Cross et al., 2012], this does not represent a signiﬁcant source of
error to our biological term. The impact of lateral advection of new water masses is also minimal. Previous
work has shown that the Yukon River can contribute as much as 1.27 Tg C yr21 [Cross et al., 2014], which is
small relative to estimates of net community production (97 Tg C yr21) [Mathis et al., 2011a; Cross et al.,
2012, 2014]. The small volume of sea ice melt and brine contributed to this area likely is also likely small on
a relative scale.
The time evolution of gas exchange both changes the concentration of CO2 in surface waters and selec-
tively changes CO2 concentrations relative to alkalinity. Estimating the error associated with the time evo-
lution of pCO2(sw) is complicated due to unknown variability in the mixed layer depth, short-term
variability in the rate of gas exchange, and an unknown ‘‘time zero’’ for the evolution of pCO2(sw) in a
water parcel for a given month. N, the number of measurements within each pixel for a given month, has
a wide range, and can be used as a metric of ‘‘conﬁdence’’ in our monthly pixel averages. In months and
areas with more heavily occupied pixels (such as the north-south transit route between the Aleutian
Islands and Bering Strait), conﬁdence that our averages are not biased toward a particular scenario for the
time evolution of pCO2(sw) is high. Months with very low values for N instill less conﬁdence, and these
are areas that should be targeted for future sample collection (including the unoccupied months of Janu-
ary, February, and March; months of April and July, where pixel were sparsely populated; and over the
northwestern shelf, where occupations have been infrequent).
Our choice of wind product also heavily impacts this analysis. NARR represents the best choice of wind
product presently available for the Bering Sea for a number of reasons, as we outlined above. However,
despite the resolution, coverage, and accuracy advantages of NARR, the best conﬁrmation of this product
would be comparison with observational wind records in the Bering Sea. Although NARR has been shown
to correlate well with wind products in the Chukchi and Beaufort seas [e.g., Pickart et al., 2011], correspond-
ing records and conﬁrmation for the Bering Sea are unfortunately not available. While we are conﬁdent that
the qualitative variability in the NARR climatology is sound, conﬁrmation of quantitative variability would
be better. At present, the best scaling available for the quantitative wind speeds in NARR is the SCOW prod-
uct. SCOW compares well to weather records in the Gulf of Alaska [Evans and Mathis, 2013], and the quanti-
tative values between NARR and SCOW are very similar (see Figure S1 in supporting information). Because
NARR includes wind speeds from the northern shelf, where winds are typically lower, monthly average wind
speeds from NARR are typically lower than in SCOW. If NARR modeled winds are slower than observed
winds, the ﬂuxes we have calculated here represent conservative estimates.
Another challenge in calculating ﬂuxes for the Bering Sea is the naturally small-scale spatial and temporal
variability of biogeochemical processes. Many studies have suggested the deﬁnition of as many as 16 dis-
tinct subregional spatial domains based on physical [Coachman, 1986; Kachel et al., 2002], biogeochemical
[Mathis et al., 2010; Cross et al., 2012, 2014], and ecosystem-level variability [Ortiz et al., 2012; Harvey and
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Sigler, 2013; Baker and Hollowed, 2014]. Additionally, interannual variability can be quite large [Stabeno et al.,
2001; Danielson et al., 2011; Lomas et al., 2012]. Although this study includes more than 45,000 measure-
ments, most grid cells are occupied with <15 observations, usually all within a single year. Because our sam-
pling resolution is low relative to the scale of variability in the Bering Sea, small-scale patchiness, or
interannual anomalies occurring in some grid cells, may have been overweighted.
This challenge may be easily resolved in the future; here the deployment of several underway systems on
frequently used vessels has provided greater temporal coverage than has previously been available. How-
ever, these high-resolution underway systems are tethered to ships, which represent both technical and
ﬁnancial restrictions. Technological advances in mobile autonomous platforms may provide signiﬁcant
advantages in the future, such as operating in extreme environments (e.g., near the ice edge; broadly
reviewed by Wynn et al. [2014]); cost-effective mapping and monitoring on large spatiotemporal scales [Mel-
linger et al., 2012; Doney et al., 2012]; and rapid deployments [Hagen et al., 2008]. Operational capabilities
continue to develop, with promising recent advances made in tracking advective features [Das et al., 2012;
Brink and Pebesma, 2013]. The best near-term opportunities for covering large spatial areas should capitalize
on these type of deployments, blending not only satellite and focused ship-based observations [e.g., Evans
et al., 2013; Hales et al., 2012], but including ﬁxed autonomous and mobile autonomous sensing as well
[e.g., Evans et al., 2013].
4. Conclusions
A synthesis of spatially resolved underway and discrete observational data for 2008–2012 provided a
unique opportunity to assess autumn and winter sea-air CO2 ﬂuxes and consider the impact of physical and
biological processes on sea-air CO2 exchange over the Bering Sea shelf. While some inﬂuence of changing
temperature on ﬂuxes was observed, biological processes dominated most variability in sea-air exchange.
In particular, late-season respiration was observed to have a substantial impact on annual CO2 ﬂuxes, bal-
ancing more than half of the potential annual CO2 sink. Overall, we estimate that the size of the Bering Sea
sink is approximately 6.8 Tg C yr21.
Ice cover was observed to impact CO2 ﬂuxes by limiting wind speed through enhanced surface roughness,
and by contributing to cooler temperatures over the shelf. Because these two parameters limited potential
CO2 ﬂuxes in ice-covered areas, a ﬁrst-order estimation of the mechanical inhibition of gas exchange by the
ice matrix did not have a substantial impact on net ﬂuxes. The inhibition of efﬂux that occurs during
autumn and winter may enhance the undersaturated conditions for calcium carbonate minerals previously
observed in this region.
A comparison to other Paciﬁc Arctic shelves indicates that other shallow shelves might experience a
similar late-season outgassing resulting from net respiration. Quantiﬁcation of winter outgassing could
therefore reduce the overall size of the Paciﬁc Arctic sink for CO2 by a substantial amount, even when
some inhibition of ﬂuxes by ice cover occurs. If future warming causes signiﬁcant ice losses over the
next several decades, inhibition of respiration-driven CO2 outgassing may decrease, reducing the mag-
nitude of the Bering Sea sink and causing a signiﬁcant slowing of carbon uptake in the Paciﬁc Arctic
region.
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