Abstract: In this paper, we establish Composition-Diamond lemma for tensor product k X ⊗ k Y of two free algebras over a field. As an application, we construct a Gröbner-Shirshov basis in k X ⊗ k Y by lifting a Gröbner-Shirshov basis in k[X] ⊗ k Y , where k[X] is a commutative algebra.
Introduction
In 1962, A. I. Shirshov [29] invented a theory of one-relator Lie algebras Lie(X|s = 0) that was in a full analogy, by statements, but not the method, of celebrated Magnus's theory of one-relater groups [20] and [21] , see also [22] and [19] . In particular, A. I. Shirshov proved the algorithmic decidality of the word problem for any one-relator Lie algebra. To do it, he created a theory that is now called the Gröbner-Shirshov bases theory for Lie algebras Lie(X|S) presented by generators and defining relations. The main technical notion of the latter Shirshov's theory was a notion of composition (f, g) w of two Lie polynomials, f, g ∈ Lie(X) relative to some associative word w. Based on it, he defined an infinite L. Hellström [15] proved a CD-lemma for a non-commutative power series algebra. S.-J. Kang and K.-H. and Lee [16] , [17] and E. S. Chibrikov [11] proved a CD-lemma for a module over an algebra.
D. R. Farkas, C. D. Feustel and E. L. Green [13] proved a CD-lemma for path algebras. L. A. Bokut and K. P. Shum [7] proved a CD-lemma for Γ-algebras. Y. Kobayashi [18] proved a CD-lemma for algebras based on well-ordered semigroups, and L. A. Bokut, Yuqun Chen and Cihua Liu [5] proved a CD-lemma for dialgebras (see also [4] ).
Let X and Y be sets and k X ⊗ k Y the tensor product algebra. In this paper, we give the Composition-Diamond lemma for the algebra k X ⊗ k Y . Also we will prove a theorem on the pair of algebras (k[X] ⊗ k Y , k X ⊗ k Y ) in spirit of Eisenbud, Peeva and Sturmfels theorem [12] on (k[X], k X ).
Preliminaries
We cite some concepts and results from the literature ( [29] , [2] , [3] ) concerning with the Gröbner-Shirshov bases theory of associative algebras.
Let k be a field, k X the free associative algebra over k generated by X and X * the free monoid generated by X, where the empty word is the identity which is denoted by 1. For a word w ∈ X * , we denote the length of w by |w|.
A well order > on X * is monomial if it is compatible with the multiplication of words, that is, for u, v ∈ X * , we have u > v ⇒ w 1 uw 2 > w 1 vw 2 , f or all w 1 , w 2 ∈ X * .
A standard example of monomial order on X * is the deg-lex order to compare two words first by degree and then lexicographically, where X is a linearly ordered set.
Let f ∈ k X with the leading wordf . We say that f is monic iff has coefficient 1. Let f and g be two monic polynomials in k X and < a well order on X * . Then, there are two kinds of compositions:
(1) If w is a word such that w =fb = aḡ for some a, b ∈ X * with |f | + |ḡ| > |w|, then the polynomial (f, g) w = f b − ag is called the intersection composition of f and g with respect to w.
(2) If w =f = aḡb for some a, b ∈ X * , then the polynomial (f, g) w = f − agb is called the inclusion composition of f and g with respect to w.
Let S ⊂ k X with each s ∈ S monic. Then the composition (f, g) w is called trivial
If this is the case, then we write (f, g) w ≡ 0 mod(S, w).
In general, for p, q ∈ k X , we write p ≡ q mod(S, w) which means that p − q ≡ 0 mod(S, w).
We call the set S with respect to the monomial order < a Gröbner-Shirshov basis in k X if any composition of polynomials in S is trivial modulo S. Lemma 2.1 (Composition-Diamond lemma for associative algebras) Let S ⊂ k X be a set of monic polynomials and < a monomial order on X * . Then the following statements are equivalent:
(2) f ∈ Id(S) ⇒f = asb for some s ∈ S and a, b ∈ X * , where Id(S) is the ideal of k X generated by S.
(3) Irr(S) = {u ∈ X * |u = asb, s ∈ S, a, b ∈ X * } is a basis of the algebra A = k X|S .
Composition-Diamond Lemma for Tensor Product
Let X and Y be linearly ordered sets, T = {yx = xy|x ∈ X, y ∈ Y }. With the deg-lex order (y > x for any x ∈ X, y ∈ Y ) on (X ∪ Y ) * , T is a Gröbner-Shirshov basis in k X ∪ Y . Then, by Lemma 2.1, the set
is the normal words of the tensor product
Let kN be a k-space spanned by N.
we define the multiplication of the normal words as follows
Then, kN is exactly tensor product algebra
Let " > X " and " > Y " be any monomial orders on X * and Y * respectively. Now, we order the set N.
It is obvious that > is a monomial order on N. Such an order is also called the deg-lex order on N = X * Y * . We will use this order in the sequel unless others stated.
For any polynomial f ∈ k X ⊗ k Y , f has a unique presentation of the form
The proof of the following lemma are straightforward.
From Lemma 3.1, it follows that for any case of compositions (f, g) w < w.
If Y = ∅, then the compositions of f, g are the same in k X . Let S be a monic subset of k X ⊗ k Y and f, g ∈ S. A composition (f, g) w is said to be trivial modulo (S, w), denoted by
where a i , b i ∈ N, s i ∈ S, α i ∈ k and a isi b i < w for any i.
Generally, for any p, q ∈ k X ⊗ k Y , p ≡ q mod(S, w) if and only if p − q ≡ 0 mod(S, w).
S is called a Gröbner-Shirshov basis in k X ⊗ k Y if all compositions of elements in S are trivial modulo S and corresponding to w.
Proof: There are four cases to consider.
There are two cases to consider: w
For w
(
1.2) Y -inclusion only
This case is similar to (1.1).
We may assume thats 2 is a subword ofs 1 , i.e.,
Case 2 Intersection (2.1) X-intersection only
We may assume thats 1 X is at the left ofs 2 X , i.e., w
There are two cases to be consider: w
Case 3 Both inclusion and intersection
There are two cases to consider: w 
we have a 2 = a 1s1 ac, b 1 = acs 2 b 2 and
, where α 1 = β 1 = 1. Then
where
This completes the proof.
Lemma 3.3 Let S ⊂ k X ⊗ k Y with each s ∈ S monic and Irr(S)
where α i , β j ∈ k, a i , b i ∈ N, s i ∈ S and u j ∈ Irr(S).
, then there exist some s ∈ S and
In both cases, we havef 1 <f . Then the result follows from the induction onf.
From the above lemmas, we reach the following theorem: 
(3) Irr(S) = {w ∈ N|w = asb, a, b ∈ N, s ∈ S} is a k-linear basis for the factor k X ∪ Y |T /Id(S).
Proof: (1) ⇒ (2). Suppose that 0 = f ∈ Id(S). Then f = α i a i s i b i for some α i ∈ k, a i , b i ∈ N, s i ∈ S. Let w i = a i s i b i and w 1 = w 2 = · · · = w l > w l+1 ≥ · · · . We will prove that f = asb for some a, b ∈ N, s ∈ S, by using induction on l and w 1 . If l = 1, then the result is clear . If l > 1, then w 1 = a 1s1 b 1 = a 2s2 b 2 . Now, by (1) and Lemma 3.2, a 1 s 1 b 1 ≡ a 2 s 2 b 2 mod(S, w 1 ) . Thus,
By induction on l and w 1 , we have the result.
(2) ⇒ (3). For any 0 = f ∈ k X ∪ Y |T , by Lemma 3.3, we can express f as
where α i , β j ∈ k, a i , b i ∈ N, s i ∈ S and u j ∈ Irr(S). Then Irr(S) generates the factor algebra. Moreover, if 0 = h = β j u j ∈ Id(S), u j ∈ Irr(S), u 1 > u 2 > · · · and β 1 = 0, then u 1 =h = asb for some a, b ∈ N, s ∈ S by (2), a contradiction. This shows that Irr(S) is a linear basis of the factor algebra. 
Applications
Now, we give some applications of Theorem 3.4. 
Proof
A special case of Example 4.1 is the following.
Example 4.2 Let X, Y be linearly ordered sets, k[X]
the free commutative associative algebra generated by
In [12] , a Gröbner-Shirshov basis in k X is constructed by lifting a commutative Gröbner basis and adding commutators. Let X be a well-ordered set, [X] the free commutative monoid generated by X and k[X] the polynomial ring. Let Following [12] , we define an order on X * using the order x 1 < x 2 < · · · < x n as follows:
It is easy to check that this order is monomial on X * and δ(s) = δ(s) where
The proofs of the following lemmas are straightforward.
Theorem 4.5 ([12]) Let the orders on [X] and X * be defined as above. If S is a minimal Gröbner basis in
Proof: We will show that all the possible compositions of elements in S ′ are trivial. Let f = δ(us 1 ), g = δ(vs 2 ) and h ij = x i x j − x j x i ∈ S ′ .
(1) f ∧ g Case 1. f and g have a composition of including, i.e., w = δ(us 1 ) = aδ(vs 2 )b for some a, b ∈ X * and a = δ(γ(a)), b = δ(γ(b)).
If s 
Since, in k[X], S is a minimal Gröbner basis, the possible compositions are only intersection. If s 1 and s 2 have composition of intersection in k[X], i.e., (
Case 2. If f and g have a composition of intersection, we may assume thatf is on the left ofḡ, i.e., w = δ(us 1 )a = bδ(vs 2 ) for some a, b ∈ X * and a = δγ(a), b = δγ(b). Similarly to Case 1, we have to consider whether s 1 and s 2 have compositions in k[X] or not. One can check that both cases are trivial mod(S ′ , w) by Lemma 4.3 and Lemma 4.4.
(2) f ∧ h ij By noting that h ij = x i x j can not be a subword off = δ(us 1 ) since i > j, only possible compositions are intersection. Suppose thats 1 
Overlap Let a non-empty beginning ofḡ
Y be a non-empty ending off
We define the composition
3. External Let c 0 ∈ Y * be any associative word (possibly empty). In the case that the greatest common divisor off X andḡ X is non-empty andf Y ,ḡ Y are non-empty, we define the composition
Then S is called a Gröbner-Shirshov basis (standard basis) if for any element f ∈ Id(S),f containss as its subword for some s ∈ S.
It is defined as usual that a composition is trivial modulo S and corresponding w. Proof: We will show that all the possible compositions of elements in S ′ are trivial.
(2.2) Y -intersection only
for a ∈ X * . We only prove the first.
(f, g) w = δ(us 1 This completes the proof.
