Genome-wide association studies (GWAS) have uncovered thousands of associations between genetic variants and diseases. Using the same datasets, prediction of disease risk can be attempted. Phase information is an important biological structure that has seldom been used in that setting. We propose here a multi-step machine learning method that aims at using this information. Our method captures local interactions in short haplotypes and combines the results linearly. We show that it outperforms standard linear models on some GWAS datasets. However, a variation of our method that does not use phase information obtains similar performance. Regarding the missing heritability problem, we remark that interactions in short haplotypes contribute to additive heritability. Source code is available on github at https://github.com/FelBalazard/Prediction-with-Haplotypes. Genome-wide association studies (GWAS) have uncovered thousands of associations between genetic variants and diseases. Using the same datasets, prediction of disease risk can be attempted. Phase information is an important biological structure that has seldom been used in that setting. We propose here a multi-step machine learning method that aims at using this information. Our method captures local interactions in short haplotypes and combines the results linearly. We show that it outperforms standard linear models on some GWAS datasets. However, a variation of our method that does not use phase information obtains similar performance. Regarding the missing heritability problem, we remark that interactions in short haplotypes contribute to additive heritability. Source code is available on github at https://github.com/FelBalazard/Prediction-with-Haplotypes. 
INTRODUCTION

17
Genome-wide association studies (GWAS) have used micro-array technology to genotype hundreds made to allow L 1 -penalized linear regression with square-hinge loss to be run over the whole dataset 32 (Abraham et al., 2012) . This was applied to celiac disease (Abraham et al., 2014 have limited accuracy which means that only short haplotypes should be used.
63
Up to this point, we only discussed the potential interest of haplotypes regarding prediction accuracy 
73
Of course, long haplotypes are broken by recombination but short haplotypes are seldom concerned. This 74 may sound counter-intuitive but the interactions inside haplotypes are part of additive heritability. This is 75 the main theoretical contribution of our work.
76
Considering interaction in haplotypes is more general than the idea that for each association signal at 77 a locus there is a causal variant responsible for it. If there is a causal variant that is not part of the typed
78
SNPs but that is associated with a particular haplotype, capturing interaction in haplotype should recover 79 this variant's effect better than relying on unphased data. If the variant is only in a subset of the haplotype, 80 the effect will be diluted but will still be captured more precisely. Moreover, it is possible that there exists 81 haplotypic effects not linked to a single variant.
82
The contribution of this paper is to introduce a multi-step machine-learning method -noted PH for
83
Prediction with Haplotypes-that captures interactions in short haplotypes centered around association 84 signal, then combines the results using Lasso regression. This can be seen as logistic regression by 85 blocks. In order to know what phase information adds to the analysis, we also applied a similar method 86 on genotypes and not haplotypes. We also adapt our method to capture dominance effect between the two 87 haplotypes at a same loci.
88
We compare our method and its two variations to lasso regression with preselection on GWAS datasets 89 made available by the Wellcome Trust Case Control Consortium (WTCCC) (Burton et al., 2007) .
90
MATERIALS AND METHODS
91
In this section, we first briefly describe the machine learning methods used in PH: lasso logistic regression . We then present and motivate our PH algorithm. We conclude with a description 94 of the experimental protocol and quality control filters used in this study.
95
We introduce a few notations: we have n observations (in our case patients) of p variables (for example,
96
SNPs) that we can summarize in an n by p matrix X = (x i j ). The value of variable j for observation i is 97 x i j . We also have a binary response variable Y = (y i ) that we want to predict using the other variables. In 
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In logistic regression, the posterior probability of being a case or a control is modelled by a linear combination of the variables :
The vector β = (β 0 , β 1 , ..., β p ) of weights is chosen to maximize the likelihood of the training data.
101
When the dimension p becomes large compared to n, the maximum likelihood estimate will closely fit to (Tibshirani, 1996) . It has the nice additional property of sparsity: some variable's coefficients will be 106 assigned to 0 which makes the model more interpretable.
107
We will refer to the function x ∈ (0, 1) → log( 
154
We train random forests on the haplotypes of the training set and this gives us an estimated probability 155 that the haplotype belongs to a diseased person. This estimated probability is the out-of-bag estimate 156 for haplotypes belonging to the training set and the prediction using the full forest for the test set. The homogeneous to logistic regression. These two steps are illustrated in Fig. 2 .
169
For each block, we obtain one variable that summarizes the information we obtained from it. We use The first variation of PH is designed to look at whether phase information increases predictive 177 accuracy or if the same information can be captured using SNPs. It is the closest variation of PH not using 178 haplotypes. Block definition stays the same but inside the block, we train random forests on SNPs instead 179 of using haplotypes. We only have one result and we compute its evidence to create a new variable in the 180 same way as before. This variation is no longer capturing only additive heritability as it can potentially 181 capture dominance effect. We call it PwoH for Prediction without Haplotypes.
182
The second variation we consider aims at capturing dominance effect. Dominance is understood 
197
Datasets and protocol 198 We tested our method on the GWAS datasets made available by the WTCCC and first described in (Burton 199 et al., 2007). The WTCCC data collection contains 17000 genotypes, composed of 3000 shared controls data. Then, for each disease, an exclusion list was defined for SNPs that were missing in more than 5% of 208 the individuals (patients and controls), that had a minor allele frequency smaller than 0.1% or that had a 209 p-value for HWE smaller than 10 −6 for controls or smaller than 10 −10 for patients.
210
With Shapeit 2, phasing accuracy increases with sample size (Delaneau et al., 2013) . To achieve 211 maximum accuracy, we phased all the 17000 patients and controls together excluding only the intersection 212 of all disease specific exclusion lists for SNPs. We then used the disease specific exclusion list to obtain 213 each phased disease dataset with proper exclusions.
214
The predictive performance of all methods were assessed by the area under the ROC curve (AUC).
215
We performed 10-fold cross-validation and averaged the AUCs over the 10 folds. The same 10 folds are 216 used for the different methods to limit variability.
217
RESULTS
218
In this section, we present our results on the seven WTCCC datasets. We first investigate the importance 219 of two hyperparameters on the CD dataset. We then use parameters that obtained good performance on 220 the CD dataset to evaluate predictive performance and influence of window size on the 7 datasets.
221
Influence of the hyperparameters
222
Concerning lasso regression with preselection, we had one hyperparameter to select: the number N of 
