ABSTRACT. We assume that
INTRODUCTION
Determining (mutual) absolute continuity of the harmonic measure associated to the Laplace operator and the d-Hausdorff measure in domains with "rough" boundaries has been a hot topic of research in mathematical analysis for almost four decades now. The interest in such questions can be justified partially by the connection between (a quantitative version of) the absolute continuity of the harmonic measure and the well-posedness of the Dirichlet problem with data in some L p space (even for elliptic operators of divergence form with merely bounded real coefficients).
Already in 1916, F. and M. Riesz [26] showed that for simply connected planar domains, bounded by a Jordan curve, whose boundary has finite length, harmonic measure and arc-length are mutually absolutely continuous. Their theorem was improved by Lavrentiev [24] demonstrating that in a simply connected domain in the complex plane, bounded by a chordarc curve, the harmonic measure is in the A ∞ class of Muckehoupt weights. Bishop and Jones [9] proved a local version of F. and M. Riesz theorem by showing that if Ω is a simply connected planar domain and Γ is a curve of finite length, then ω ≪ H 1 on ∂Ω ∩ Γ, where ω stands for the harmonic measure. They also give an example of a domain Ω whose boundary is contained in a curve of finite length, but H 1 (∂Ω) = 0 < ω(∂Ω), thus showing that some sort of connectedness in the boundary is required.
In higher dimensions, the situation is a lot more delicate. The obvious generalization to higher dimensions is false due to examples of Wu and Ziemer: they construct topological two-spheres in R 3 with boundaries of finite Hausdorff measure H 2 where either harmonic measure is not absolutely continuous with respect to H 2 [28] or H 2 is not absolutely continuous with respect to harmonic measure [29] , respectively. In the affirmative direction, Dahlberg shows in [13] that in a Lipschitz domain, the harmonic measure and the d-Hausdorff measure restricted to the boundary are A ∞ -equivalent. The same result was proved by David and Jerison in [15] under the assumptions that Ω ⊂ R d+1 is an NTA domain and ∂Ω is Ahlfors-David regular. Recently, Azzam, Hofmann, Martell, Nyström and Toro [6] showed that any uniform domain with uniformly rectifiable boundary is an NTA domain and thus, ω ∈ A ∞ by [15] (a direct proof of the A ∞ -equivalence between ω and H d | ∂Ω in this case was given earlier by Hofmann and Martell [18] ; the converse implication is proved in [21] and a stronger version of it in [19] ). One can also find similar results for domains with uniformly rectifiable boundaries (without the uniformity assumption) in [10] . Hofmann, Martell and Toro [20] recently obtained a characterization of uniform domains with uniformly rectifiable boundaries via the A ∞ equivalence of the elliptic harmonic measure and the d-Hausdorff measure (for second order elliptic operators of divergence form with real, locally Lipschitz coefficients that satisfy a natural Carleson condition).
At first look, Ahlfors-David regularity seems superfluous for establishing absolute continuity in NTA domains, and in some sense it is: in [8] , Badger shows that if one merely assumes H d | ∂Ω is locally finite and Ω ⊂ R d+1 is NTA, then we still have
The question whether NTA-ness of the domain is enough to obtain ω ≪ H d | ∂Ω was already answered in the negative by Wolff in [27] , with the impressive construction of the so-called Wolff snowflakes. Although, there was a question in [8] 
The lower Ahlfors-David regularity may seem to be a technical condition but in fact, it is not. Indeed, on the one hand, the boundary of an NTA domain is always lower Ahlfors-David d-regular, while on the other, the conclusion of Theorem 1.1 may fail once we relax the lower Ahlfors-David d-regularity assumption. We will show that Theorem 1.1 is sharp in the following sense: 
BACKGROUND MATERIAL
• B(x, r) stands for the open ball of radius r which is centered at x. We also denote by λB(x, r) = B(x, λr).
• We will write p q if there is C > 0 so that p ≤ Cq and p M q if the constant C depends on the parameter M. We write p ∼ q to mean p q p and define p ∼ M q similarly.
Define the s-dimensional Hausdorff measure as 
If a set E ⊂ R d+1 satisfies only the lower (resp. upper) bound we shall call it lower (resp. upper) Ahlfors-David s-regular.
Definition 2.2. A domain Ω is called uniform if there is
C Ω > 0 so that for every x, y ∈ Ω there is a path γ ⊂ Ω connecting x and y such that (a) if ℓ(γ) is the length of γ, then ℓ(γ) ≤ C Ω |x − y| and
We call any such path a good curve connecting x and y. Definition 2.3. We say that Ω satisfies the interior Corkscrew condition if for all x ∈ ∂Ω and r ∈ (0, diam ∂Ω) there is a ball B(z, r/C) ⊆ Ω ∩ B(x, r). We say that Ω satisfies the exterior Corkscrew condition if there is a ball B(y, r/C) ⊆ B(x, r)\Ω for all x ∈ ∂Ω and r ∈ (0, diam ∂Ω). [23] if it is uniform and satisfies the exterior Corkscrew condition.
Definition 2.4. A domain Ω is called non-tangentially accessible (NTA)
We introduce the notion of "dyadic cubes" for a metric space (we may refer to them as "metric cubes"). We will use the construction of Hytönen and Martikainen from [22] , which refines the originals of Christ [12] and David [14] . Theorem 2.5. For c 0 < 1/1000, the following holds. Let c 1 = 1/500 and Σ be a metric space. For each n ∈ Z there is a collection D n of "cubes," which are Borel subsets of Σ such that
Remark 2.7.
If Σ is an ADR set then we may take c 0 = 1/2.
We recall now the notion of rectifiability and its quantitative analogue (uniform rectifiability).
One can find several characterizations of uniformly rectifiable sets in [16] and [17] . We state here only two of them. Definition 2.9. An Ahlfors-David n-regular set Γ ⊆ R d+1 is called uniformly n-rectifiable if there are constants L > 0 and c ∈ (0, 1) such that, for all x ∈ Γ and r ∈ (0, diam Γ), there exist E ⊆ B(x, r) ∩ Γ with
Remark 2.10. If Γ is a bi-Lipschitz image of R n , then it is uniformly nrectifiable.
The characterisation that will be most convenient for us is the one given in terms of bilateral β-numbers:
where P is an n-plane and MB ∆ stands for the ball B(x ∆ , Mℓ(∆)). Remark 2.11. By the local compactness of the Grassmanian and the continuity of bβ(∆, P ) in P , there exists P that infimizes bβ(∆, P ), and we define 
2)
and such that for every ∆ ∈ G, we have that bβ Γ (∆) < ε.
Finally we recall a useful corollary from [2] .
Lemma 2.13. [2, Corollary 3.4] Let µ be a Borel measure, Σ = supp µ and
Then there is
, where i ∈ Z. We will denote by ℓ(Q) = 2 n the side-length of Q and by λQ the cube of the same center as Q and edges parallel to the coordinate axes but side-length λℓ(Q).
Definition 3.1 (Whitney Cubes).
For an open set Ω ⊆ R d+1 we will denote by W(Ω) the set of maximal dyadic cubes Q ⊆ Ω such that 3Q ∩ Ω c = ∅. These cubes have disjoint interiors and satisfy the following properties:
(
• We say that Q, R ∈ W(Ω) are adjacent if Q ∩ R = ∅ and we write Q ∼ R.
• We denote by P Q,R the shortest path Q = Q 0 , ..., Q k = R of Whitney cubes such that Q j ∼ Q j+1 for j = 0, ..., k − 1 and define the distance d Ω (Q, R) = k + 1. We can now state an equivalent characterization of uniformity .
Theorem 3.2 (Alternate characterization of uniform domains). A domain Ω is uniform if and only if it satisfies the interior Corkscrew condition and there is
We state here a method to construct a uniform sub-domain Ω − around a prescribed portion of a uniform domain Ω. This construction is pretty standard but a proof can be found for example in [2, Lemma 4.1].
Lemma 3.3.
Let Ω ⊆ R d+1 be a uniform domain and let E ⊆ B(x 0 , r 0 ) ∩ ∂Ω be compact where x 0 ∈ ∂Ω and r 0 ∈ (0, diam ∂Ω). Set C 0 > 0 and
Then for C 0 andC large enough and λ > 1 close enough to 1 (each depending only on
MAIN LEMMAS
Another characterization of rectifiability, which will be suitable for our purpose, is described in the following proposition.
Proposition 4.1. E ⊆ R
d+1 is a n-rectifiable set if and only if
For the proof we need the following theorem. There are constants
and such that if
Proof of Proposition 4.1. The sufficiency part is straightforward. For the necessity part, we let E ⊂ R d+1 be a n-rectifiable set. Then, by definition 2.8, there exist Γ i = f i (E i ), where E i ⊆ R n and f i :
We extend f i to Lipschitz functionsf i : R n → R d+1 and then we cover R n by n-dimensional cubes {Q j } ∞ j=1 of unit length.
Fix such a cube Q j and then fix a Lipschitz extensionf i restricted to Q j . If k ∈ N and δ = 1/k, by Theorem 4.2, we find M = M(k, n) sets
If we apply this to eachf i and each cube Q j , it is easy to see that {F i,j ℓ } i,j,ℓ is our collection of bi-Lipschitz maps.
Proof. Let {∆ i } i∈I be the maximal sub-collection of metric cubes in
for some δ > 0 to be chosen. Define E ′ := E\ i∈I ∆ i and note that
We conclude by choosing
the subset of E obtained by Lemma 4.3 and B ⊂ D(Γ) is a subcollection of metric cubes such that for each ∆ ∈ D(Γ) we have that
Then for every ∆ ⊂ ∆ 0 for which
Proof. We let ∆ ∈ D such that ∆ ∩ E ′ = ∅ and ∆ ⊂ ∆ 0 . Define now
By Lemma 4.3, we obtain that
where |M k | stands for the cardinality of M k . Therefore, |M k | 2 kd . Take now all the metric cubes ∆ ′ ∈ N k=1 M k and notice that in the case that
If we choose N > 0 sufficiently large, we reach a contradiction and the lemma follows.
CORE OF THE PROOF OF THEOREM 1.1
Let Ω ⊂ R d+1 be as in Theorem 1.1. Since ∂Ω is d-rectifiable we can apply Proposition 4.1 and find a countable union of bi-Lipschitz images that exhausts ∂Ω up to a set of H d -measure zero. We fix such an image F i (R d ) and denote it by Γ. Let F := ∂Ω ∩ Γ. Then by Lebesgue's density theorem, for H d -a.e. x ∈ F , it holds that
Therefore, for H d -a.e. x ∈ F , there exists r x > 0 such that for every
Let also M = 2C Ω + 1 and ε > 0 be sufficiently small. Suppose that ∆ ∈ D(Γ) has the following properties:
Proof. Let P be the hyperplane that infimizes bβ Γ (∆) and P ′ the hyperplane parallel to P passing through x ∆ (the center of B ∆ ). Then bβ Γ (∆, P ′ ) ≤ 2ε. Without loss of generality we assume x ∆ = 0 and P ′ = R d . Let B be a Corkscrew ball in Ω for B ∆ with radius r( B) ∼ ℓ(∆). We claim that every x ∈ 1/2 B satisfies dist(x, R d ) ℓ(∆). Indeed, if this was not the case, we would have that dist(1/2 B, R d ) ≪ ℓ(∆) and therefore, by the density and flatness condition for ∆, B ∩ Ω = ∅. But this violates that B is a Corkscrew ball in Ω and proves our claim.
Fix x ∈ 1/2 B and let y be in the reflection of 1/2 B across R d . We will show that y cannot lie in Ω. We assume to the contrary that both x and y are in Ω. Then, by the uniformity of Ω, there exists a good curve γ connecting x and y (notice that by the choice of M it is always true that γ ⊂ MB ∆ ). Therefore, there exists z ∈ R d ∩ γ ∩ MB ∆ . If z Γ ∈ Γ is the point that realizes the distance dist(z, Γ), we have that |z − z Γ | ≤ 2εℓ(∆), using that bβ Γ (∆, R d ) < 2ε. This, in turn, by the density of MB ∆ ∩ Γ in E, implies that d(z, E) ≤ 3εℓ(∆). Using the "goodness" of the curve γ we obtain that
and ε is sufficiently small, we reach a contradiction and this concludes the theorem.
Let dist(x, E ′ ) < r/2 and x ′ ∈ E be so that |x ′ − x| < r/2. Then there is ∆ ∈ D(Γ) containing x ′ with ℓ(∆) ∼ r such that
If ∆ satisfies the flatness and density conditions of Lemma 5.1, then the existence of a ball B 0 with the desired properties follows by that lemma. If not, we set B to be collection of cubes for which either bβ Γ (∆) ≥ ε or there exists x ∈ MB ∆ such that dist(x, E ′ ) > εℓ(∆). In light of Theorem 2.12 and Lemma 2.13, this is a Carleson family and thus, by Lemma 4.4 there exists
We apply once more Lemma 5.1 and obtain a Corkscrew ball B 0 .
Let
′ is a rectangular prism with all side-lengths comparable to
and clearly B(x, r) ∩ R ′ contains a Corkscrew ball of radius ∼ r.
It only remains to show that the boundary of the new domain Ω − E ′ has finite d-Hausdorff measure. Notice now that for
We set S := {∆ ∈ D : ∆ = ∆ Q for some Q ∈ ∂C − E ′ } which is a disjoint family of cubes. Note also that there exists A > 0 so that S is contained in B(x 0 , Ar 0 ). This follows easily from ℓ(∆ Q ) r 0 and dist(∆ Q , x 0 ) r 0 . Therefore, using the lower d-ADR property of ∂Ω we obtain that
where in the penultimate inequality we used that there are at most N 0 number of metric cubes such that ∆ = ∆ Q and in the last one that S is contained in B(x 0 , Ar 0 ). Since E ′ ⊂ B(x 0 , r 0 ) ∩ ∂Ω and H d | ∂Ω is a locally finite measure, the lemma follows from Remark 3.4 and the definition of (the boundary of) Ω − E ′ . Let us denote by ω − and ω the harmonic measure in the domain Ω − E ′ and Ω respectively, with pole at a fixed point of Ω − E ′ (and thus, of Ω) so that its distance to the boundary of Ω − E ′ is comparable to r 0 . Then, by [8] we conclude that
≪ ω − and by the maximum principle, this implies that
6. END OF THE PROOF OF THEOREM 1.1
Suppose that there exists
Arguing as in the beginning of section 5, we pick x 0 ∈ Γ ∩ F and r 0 > 0 such that
Moreover, since H d | ∂Ω is Radon, we can find a compact set E ⊂ B(x, r) ∩ Γ ∩ F such that
Let now E ′ ⊂ E be as in Lemma 4.3 and recall that
which leads us to a contradiction. Therefore, H d ≪ ω on ∂Ω apart from a set of H d -measure zero, which concludes the proof of Theorem 1.1.
APPENDIX A.
We present now the construction of the counterexample mentioned in section 1
Let Q 0 be the unit cube of R d+1 , s ∈ (d−1, d) and E ⊂ Q 0 is an AhlforsDavid s-regular set so that its complement is a uniform domain. Let E 2 −n denote the union of all dyadic cubes of side-length 2 −n that intersect E. Then Let W(R d+1 ) be for the Whitney decomposition of the upper half-space R d+1 + . For each W ∈ W(R d+1 + ), we let T W be the affine similarity that maps Q 0 to W and set E W = T W (E ℓ(W ) ) so that
where in the last inequality we used (A.1). This estimate implies that if we define Ω := R Therefore, ω(R d ) = 0 and for any set F ⊂ R d such that 0 < H d (F ) < ∞ we will have ω(F ) = 0, which concludes our proof.
