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Uncertainty systemAbstract For structural systems with both epistemic and aleatory uncertainties, research on
quantifying the contribution of the epistemic and aleatory uncertainties to the failure probability
of the systems is conducted. Based on the method of separating epistemic and aleatory uncertainties
in a variable, the core idea of the research is ﬁrstly to establish a novel deterministic transition
model for auxiliary variables, distribution parameters, random variables, failure probability, then
to propose the improved importance sampling (IS) to solve the transition model. Furthermore,
the distribution parameters and auxiliary variables are sampled simultaneously and independently;
therefore, the inefﬁcient sampling procedure with an ‘‘inner-loop’’ for epistemic uncertainty and an
‘‘outer-loop’’ for aleatory uncertainty in traditional methods is avoided. Since the proposed method
combines the fast convergence of the proper estimates and searches failure samples in the interesting
regions with high efﬁciency, the proposed method is more efﬁcient than traditional methods for the
variance-based failure probability sensitivity measures in the presence of epistemic and aleatory
uncertainties. Two numerical examples and one engineering example are introduced for
demonstrating the efﬁciency and precision of the proposed method for structural systems with both
epistemic and aleatory uncertainties.
ª 2014 Production and hosting by Elsevier Ltd. on behalf of CSAA & BUAA.1. Introduction
It is a common practice to analyze the impact of input
uncertainty on the structural systems in reliability engineering.Generally, two different uncertainty sources, i.e., aleatory
uncertainty and epistemic uncertainty, are involved.1 Aleatory
uncertainty describes the inherent variability associated with a
structural system, which is referred to as irreducible, objective
uncertainty. Epistemic uncertainty results from the lack of
knowledge of fundamental phenomena and is related to our
ability to understand, measure, and describe the systems. In
most cases, there are three different theories which have been
used to handle epistemic uncertainty, namely random theory,
intervals theory, and fuzzy set theory.2 In our work, we
primarily focus on the random theory, which involves the
probabilistic approach to represent the epistemic uncertainty.
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for designing, is an important part of reliability design. It can
be classiﬁed into two groups, local sensitivity analysis and glo-
bal sensitivity analysis (or importance measure analysis).3
Local sensitivity analysis (LSA) is often carried out in the form
of derivative of the model output with respect to the input
parameters. Global sensitivity analysis (GSA) focuses on the
output uncertainty over the entire range of the inputs. The lim-
itation of LSA, as a derivative-based approach, lies in that
derivatives are only informative at the base point where they
are calculated and do not provide an exploration of the rest
of the input spaces. This drawback will turn severe for nonlin-
ear models. GSA, on the other hand, explores the whole space
of the input factors, thus is more informative and robust than
estimating derivatives at a single point of the input space.
Obviously, GSA has a greater potential in engineering applica-
tions. In reliability engineering, sometimes probability distri-
butions of the inputs cannot be known precisely which are
subject to epistemic uncertainty (or the distributional parame-
ters uncertainty).4 Therefore, an essential issue in structural
reliability analysis is how to explore the effect of epistemic
uncertainty on the failure probability. To measure the effects
of aleatory uncertainty of input variables on the model out-
puts, Refs.5,6 established the relationship of distributional
parameters and the model output characteristic value under
the condition of a reference value of parameter.
A key concern in performing importance analysis would be
to improve the computational efﬁciency, i.e., to obtain results
with a modest number of model evaluations. Kriging method
is adopted by Li et al.,7 which selects the important samples
to failure probability to establish the surrogate model. Accord-
ing to the work by Wang et al.,8 surrogate model is used to ﬁt
the relationship between parameters and the statistical charac-
teristics of model output. As a matter of fact, the ‘‘triple-loop’’
nested sampling procedure of the importance analysis can be
transformed into the ‘‘double-loop’’. Due to the advantage
of the SDP technique and point estimates method, the method
adopted by the Li9,10 can be applied to estimating the effect of
aleatory uncertainty on the failure probability efﬁciently.
Recently, Sankararaman and Mahadevan11 offered a novel
sight of separating the aleatory and epistemic uncertainties in a
system. By introducing a uniformly distributed auxiliary vari-
able, which is statistically independent from the distribution
parameters, the effect of aleatory and epistemic uncertainties
on the statistical characteristics of output can be completely
separated. Owing to operating without nested sampling proce-
dure based on distribution parameters,12,13 the method is more
efﬁcient with enough accuracy.
The objective of this work is to extend this approach to
obtain importance measure analysis of failure probability in
the presence of epistemic and aleatory uncertainties by using
the improved importance sampling (IS) technique. The main
idea of the research is ﬁrstly to establish a novel deterministic
transition model for auxiliary variables, distribution parame-
ters, random variables, failure probability. Then, propose the
improved importance sampling to solve the computational
model. Furthermore, the distribution parameters and auxiliary
variables are sampling together simultaneously and indepen-
dently. Subsequently, the improved method, which is based
on importance sampling technique, combines the proper esti-
mates to obtain the variance-based failure probability sensitiv-
ity analysis result. To take advantage of the virtues of the fastconvergence of the estimates and efﬁcient searching capability
in the interesting region of the IS, the proposed method is
more efﬁcient with enough accuracy.
The remainder of the paper is organized as follows. Sec-
tion 2 reviews the deﬁnitions of importance measure analysis
of failure probability. This is followed by a distinct introduc-
tion of establishing the deterministic transition model for aux-
iliary variables, distribution parameters, random variables,
failure probability in Section 3. In Section 4, the improved
importance sampling technique is applied for the deterministic
model, and further utilized to calculate the importance mea-
sure of failure probability. Several examples are presented to
test the proposed method in Section 5. Section 6 concludes
the present work with a summary.2. Importance measure of failure probability
2.1. Description of epistemic and aleatory uncertainties
Suppose the model is denoted by Y ¼ gðXÞ, where Y is the
model output, and X ¼ ½x1; x2; . . . ; xn (n is the number of
inputs) is the set of uncertain inputs. The uncertainties of the
inputs are represented by probability distributions fXðxÞ and
x is an observation of X. As the model contains both aleatory
and epistemic uncertainties, the performance function of the
model can be given as
Y ¼ gðXjhÞ ð1Þ
where h is the vector of epistemic parameters. Generally, there
are three models which have been used to handle the epistemic
uncertainty, i.e., the random model, fuzzy set model and
non-probability convex set model.14 In this paper, probabilistic
theory is employed. The uncertainty of variables X can be rep-
resented by the conditional probability density function (PDF)
fXðxjhÞwith given distribution parameters h. The uncertainty of
distribution parameters h ¼ ½h1; h2; . . . ; hm (m is the number of
parameters) can be represented by the PDF fhðhÞ in this work.
In structural importance analysis, one major task is to
obtain the probabilistic information of the output response
Y or the probability of Y 6 y. The failure domain of the
structural system is
F ¼ fX : gðXÞ < 0g ð2Þ
Suppose the indicator function of this failure domain is
denoted by IFðXÞ (or IF), i.e.,
IF ¼
1 X 2 F
0 X R F

ð3Þ
Then the failure probability of system in the presence of
epistemic and aleatory uncertainties can be expressed as
Pf ¼
Z
F
fXðxjhÞdxdh ¼
Z
Rnþm
IFðxjhÞfXðxjhÞdxdh ð4Þ
where Rnþm denote n-dimensional input variables and m-
dimensional parameters.
2.2. Importance measure of failure probability
Importance analysis, which aims at exploring how the
structural failure probability is affected by the epistemic and
aleatory uncertainties, is an effective way to enhance the safety
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variance-based importance measure,12,13 importance measure
of failure probability in the presence of epistemic uncertainty
is proposed.
The method for estimating variance-based importance mea-
sure advocated by Sobol is based on ANOVA-high dimen-
sional model representation (HDMR).13 Therefore,
considering the function Pf deﬁned in Eq. (4), we can get the
following unique decomposition:
PfðhÞ ¼ Pf0 þ
Xp
i¼1
PfiðhiÞ þ
Xp
16i<j6m
Pfijðhi; hjÞ þ   
þ Pf1;2;...;pðh1; h2; . . . ; hpÞ ð5Þ
Pf0 ¼ EðPfÞ
Pfi ¼ EðPfjhiÞ  EðPfÞ
Pfij ¼ EðPfjhi; hjÞ  Pfi  Pfj  EðPfÞ
8><
>: ð6Þ
where EðPfÞ is the expectation of failure probability, EðPfjÞ is
the conditional expectation of failure probability and higher
order items can be obtained analogously.
As in Eq. (5), the variance of failure probability can be
decomposed into
V ¼
Xp
i¼1
Vi þ
Xp
16i<j6m
Vij þ    þ V1;2;...;p ð7Þ
where V denotes the total variance of failure probability, Vi
and Vij denote the ﬁrst-order and the second-order variance
contributions of parameters to the failure probability,
respectively.
Vi ¼ VðPfiÞ ¼ V½EðPfjhiÞ
Vij ¼ VðPfijÞ ¼ V½EðPfjhi; hjÞ  V½EðPfjhiÞ  V½EðPfjhjÞ

ð8Þ
In this approach, the main effect of failure probability can
be deﬁned as
Shi ¼
VðE½PfjhiÞ
VðPfÞ ð9Þ
The main effect Shi shows the effect of a single parameter
thetai on the failure probabilityPf. Two main aspects are con-
cerned. Firstly, the parameters are considered whose uncer-
tainty reduction affects the failure probability the most.
Secondly, the parameters are considered whose variance reduc-
tion does not affect appreciably the failure probability. With
the help of importance analysis result, it can be revealed which
parameters are most valuable for decreasing their uncertainties
and which variables are not indispensable. It is beneﬁcial to
reducing the complexity of the model by omitting the uncer-
tainty of the parameters which have no effects on the failure
probability.3. Separating the epistemic and aleatory uncertainties
To deal with the problem of aleatory and epistemic uncertain-
ties, traditional methods involve sampling on the condition of
the distribution parameters at ﬁrst, then investigating the
effects of the distribution parameters of input variables on
the statistical characteristics of the output response, and
ﬁnally, telling us how the output response is affected by thedistribution parameters.5,7 However, Sankararaman and
Mahadevan11 proposed a computational methodology to dis-
tinguish and quantify the individual contributions of variabil-
ity and distribution parameter uncertainty to the overall
uncertainty. The core of the idea makes full use of a uniformly
distributed auxiliary variable, which is statistically independent
from the distribution parameters, to separate aleatory and epi-
stemic uncertainties. Based on the method separating the epi-
stemic and aleatory uncertainties in the variable, the main
idea of this work is ﬁrstly to establish a novel deterministic
transition model for auxiliary variables, distribution parame-
ters, random variables, failure probability, then to propose
the improved importance sampling to solve the computational
model. Furthermore, the distribution parameters and auxiliary
variables are sampling together simultaneously and indepen-
dently. Eventually, we can obtain the importance measure
analysis results.
Let us have a brief review of the approach advocated in
Ref.11. Consider a random sample h drawn from the probabil-
ity distribution fhðhÞ, the uncertainty of variables X can be rep-
resented by the conditional probability density function
fXðxjhÞ, and their cumulative distribution function (CDF) val-
ues are uniformly distributed on [0,1], which can be given by
uX ¼ FXðX < xjhÞ ¼
Z x
1
fXðwjhÞdw ð10Þ
where uX denotes the resultant CDF values and constitutes
another random variable, and w is simply a dummy integration
variable. FXðÞ denotes the CDF of the random variable X.
According to the probability integral transform theorem,15
each sample xi of the random variable x ¼ ½x1; x2; . . . ; xn has a
one-to-one correspondence with a sample ui of the random
variable uX ¼ fu1; u2; . . . ; ung, then the distribution type of
the variable uX is considered to be standard uniform distribu-
tion. In order to draw a sample of x, the random sample x
drawn from the probability distribution fXðxÞ, a sample uX is
ﬁrst drawn from standard uniform distribution U (0,1), and
then the CDF of variable X is inverted (the inverse of Eq.
(10) to obtain the corresponding sample of x. It is noticed that
the standard uniform variable uX, which can be deﬁned as the
auxiliary variables, is statistically independent from the distri-
bution parameters. Hence, the aleatory uncertainty repre-
sented by the auxiliary variables can be completely seperated
from the epistemic uncertainty represented by the distribution
parameters.
Z denotes the deterministic transfer function, which can be
formulated as
x ¼ ZðuX; hÞ ¼ F1X ðuXjhÞ ð11Þ
where uX and h denote the inputs to the deterministic transfer
function, and x denotes the output of the deterministic transfer
function, the corresponding samples of which can be obtained
by the inverse CDF F1X ðÞ. Thus, there are two kinds of input
variables, the auxiliary variable uX and the epistemic variable
h, and the transformed propagation models are deterministic.
From Eq. (11), it is shown that the uncertainty in variable X
is caused by the auxiliary variable uX and the distribution
parameter h. Since the auxiliary variable uX is statistically inde-
pendent from the distribution parameters h, they can be used
in the context of Monte Carlo (MC) simulation simultaneously
and independently in Eq. (11), to generate the single uncondi-
tional (predictive) distribution of X. In contrast, traditional
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dure, with the inner-loop sampling the variables uX and the
outer-loop sampling the distribution parameters h, to generate
the family of distributions for X, as seen in Fig. 1.
In this work, one major task is to establish the importance
analysis model to quantify the effect of the distribution param-
eters h and the auxiliary variables uX on the failure probability.
From Fig. 2, it can be seen that the uncertainty propagation
takes the auxiliary variables uX and parameters h as input vari-
ables, and describes the contribution of the ‘‘input variables’’
uncertainties on the failure probability. So, we can establish
the deterministic transition model for auxiliary variables uX,
distribution parameters h and failure probability Pf.
From Eqs. (1) and (11), the deterministic transition model
for auxiliary variables uX, distribution parameters h and model
output y can be deﬁned as
y ¼ gðxÞ ¼ g F1X ðuXjhÞ
  ð12Þ
where auxiliary variables uX uniformly distribute at the inter-
val [0,1], and y denotes the output of model.
According to Eq. (4), the deterministic transfer function for
auxiliary variables uX, distribution parameters h and failure
probability Pf is given as
Pf ¼
Z
F
fXðxÞdx
¼
Z
Rnþm
IF F
1
X ðuXjhÞ
 
fX F
1
X ðuXjhÞ
 
duXdh ð13Þ
Similar to Eq. (9), the main effect for factor hi based on
failure probability is given by
Shi ¼
VðE½PfjhiÞ
VðPfÞ ð14Þ
where Shi denotes the contribution of uncertainty of distribu-
tion parameters to the failure probability. E½Pfjhi denotes
the expectation of failure probability under the condition of
the distribution parameter hi, and VðE½PfjhiÞ denotes the var-
iance of the conditional expectation E½Pfjhi.
According to Eq. (14), the key point of solving the sensitivity
measure Shi is to compute the variance of the conditionalFig. 2 Uncertainty propagation in a system.
Fig. 1 Family of distributions and single unconditional distri-
bution of variable X.expectation of failure probability. This needs a ‘‘double-loop’’
sampling procedure to achieve, with an ‘‘inner-loop’’ for the
distribution parameters h and an ‘‘outer-loop’’ for the inputs
X. If the failure probability is evaluated by sampling based
methods, the total procedure would increase to ‘‘triple-loop’’,
which will be unfeasible due to large computational cost,13 par-
ticularly for many engineering cases with small probabilities. A
more efﬁcient algorithm will be discussed in the next section.4. Improved importance sampling for solution of importance
measure of failure probability
To solve the importance measure more efﬁciently, a novel
method based on improved importance sampling is proposed.
The main idea of the proposed method is ﬁrstly to generate
samples in the interesting regions by the efﬁcient importance
sampling, then to search the proper estimates, furthermore,
to establish deterministic transfer function about failure prob-
ability, auxiliary variables. Therefore, we could obtain the
importance measure by ‘‘single-sampling’’ and evaluating the
input samples once. As the proposed method combines the fast
convergence of the estimates and searches the failure samples
in the interesting region of high efﬁciency, it is more efﬁcient
with enough accuracy, especially for the small failure probabil-
ity ð102  104Þ for engineering practices.
The IS procedure15–17 generates samples by the importance
sampling density function (denoted by hðxÞ). This procedure is
particularly efﬁcient for problems with small failure probabil-
ity since it can promise that a large number of samples will
drop into the failure domain. In this paper, we construct
hðxÞ by shifting the mean point of the original PDF fuXðuXÞ
and fhðhÞ to the uXMPP and hMPP. The most probable point
(MPP) is computed by the advanced ﬁrst-order second-
moment (AFOSM) method.17,18
In this paper, we assume the input variables are independent,
thus, hðuX; hÞ ¼
Qn
i¼1hiðuXiÞ 
Qm
i¼1hiðhiÞ, where hiðuXiÞ denotes
the marginal importance sampling density function with n-
dimensional independent variables uX and hiðhiÞ denotes func-
tionwithm-dimensional independent distribution parameters h.
According to the efﬁcient method in Ref.,19 we have
Pf ¼
Z
Rn
IFðxÞfðxÞdx ¼
Z
Rn
IFðxÞ fðxÞ
hðxÞ hðxÞdx
¼ E IFðxÞ fðxÞ
hðxÞ
 
ð15Þ
From Eqs. (13) and (15), we get
Pf ¼
Z
Rnþm
IF F
1
X ðx ¼ uXjhÞ
 
fX F
1
X ðx ¼ uXjhÞ
 
duXdh
¼
Z
Rnþm
IF F
1
X ðx ¼ uXjhÞ
  fX F1X ðx ¼ uXjhÞ 
hðuX; hÞ  hðuX;hÞduXdh
¼ E IFðuX; hÞ fðuX; hÞ
hðuX; hÞ
 
ð16Þ
The efﬁciency and convergence of estimates in importance
analysis have been intensely discussed in Ref.20 Readers can
refer to the Ref.20 for further discussions of the estimates. In
this section, importance sampling combined with the proper
estimates is ﬁrstly employed to calculate the main effect of
failure probability in the presence of epistemic and aleatory
uncertainties. The detailed steps are given as follows.
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hðuX; hÞ. The uXMPP and hMPP are computed by AFOSM.18
we construct hðuX; hÞ by shifting the mean point of the original
PDF fuXðuXÞ and fhðhÞ to the uXMPP and hMPP, then distribute
these samples to two ðN; ðnþmÞÞ sample matrices A and B,
where n denotes the dimensions of auxiliary variables, and m
the dimensions of the distribution parameters. i.e.,
A ¼
u
ð1Þ
X1    uð1ÞXi    uð1ÞXn hð1Þnþ1    hð1Þnþm
u
ð2Þ
X1    uð2ÞXi    uð2ÞXn hð2Þnþ1    hð2Þnþm
..
. ..
. ..
. ..
. ..
.
u
ðNÞ
X1    uðNÞXi    uðNÞXn hðNÞnþ1    hðNÞnþm
0
BBBBBBB@
1
CCCCCCCA
ð17Þ
B ¼
u
ðNþ1Þ
X1    uðNþ1ÞXi    uðNþ1ÞXn hðNþ1Þnþ1    hðNþ1Þnþm
u
ðNþ2Þ
X1    uðNþ2ÞXi    uðNþ2ÞXn hðNþ2Þnþ1    hðNþ2Þnþm
..
. ..
. ..
. ..
. ..
.
u
ð2NÞ
X1    uð2NÞXi    uð2NÞXn hð2NÞnþ1    hð2NÞnþm
0
BBBBBBB@
1
CCCCCCCA
ð18Þ
Step 2. Generate another ðN; ðnþmÞÞ sample matrix CðiÞ,
where column i of CðiÞ comes from A and all other
nþm 1 columns come from B, i.e.,
C ¼
u
ðNþ1Þ
X1    uðNþ1ÞXi    uðNþ1ÞXn hðNþ1Þnþ1    hðNþ1Þnþm
u
ðNþ2Þ
X1    uðNþ2ÞXi    uðNþ2ÞXn hðNþ2Þnþ1    hðNþ2Þnþm
..
. ..
. ..
. ..
. ..
.
u
ð2NÞ
X1    uð2NÞXi    uð2NÞXn hð2NÞnþ1    hð2NÞnþm
0
BBBBBBB@
1
CCCCCCCA
ð19Þ
Step 3. Generate another ðN; ðnþmÞÞ sample matrix DðiÞ,
where column i of DðiÞ comes from B and all other
nþm 1 columns come from A, i.e.,
D ¼
u
ð1Þ
X1    uð1ÞXi    uð1ÞXn hð1Þnþ1    hð1Þnþm
u
ð2Þ
X1    uð2ÞXi    uð2ÞXn hð2Þnþ1    hð2Þnþm
..
. ..
. ..
. ..
. ..
.
u
ðNÞ
X1    uðNÞXi    uðNÞXn hðNÞnþ1    hðNÞnþm
0
BBBBBBB@
1
CCCCCCCA
ð20Þ
Step 4. Compute the value of functions IF ¼ IFðuX; hÞ, for
each samples in A;B;C;D, then we can obtain four N-dimen-
sional vectors, i.e.,
IA ¼ IFðAÞ
IB ¼ IFðBÞ
IC ¼ IFðCÞ
ID ¼ IFðDÞ
8>><
>>: ð21Þ
Step 5. Establish the computational model between the fail-
ure probability and the estimates. Then obtain the main effect.
For failure probability, we propose the estimates f0;V and
Vi about the auxiliary variables and distribution parameters
inspired by the Ref.20. For a given sampling size N tending
to 1, the following f0;V and Vi estimates for the mean value
of the IF ¼ IFðuX; hÞ is straight-forward:f0 ¼ 1
2N
XN
j¼1
I
ðjÞ
A þ IðjÞB
 
ð22Þ
V ¼ 1
2N
XN
j¼1
I
ðjÞ2
A þ IðjÞ
2
B
 
ð23Þ
Vi ¼ 1
2N
XN
j¼1
I
ðjÞ
A I
ðjÞ
C þ IðjÞB IðjÞD
 
ð24Þ
where f0 is the mean of structural failure probability under the
condition of the samples A and B;V the mean of the square of
structural failure probability under the condition of the sam-
ples A and B;Vi the mean of the product of two structural fail-
ure probabilities under the condition of the sample A; Ci;B Di
and I
ðjÞ
A ; I
ðjÞ
B ; I
ðjÞ
C ; I
ðjÞ
D are the corresponding failure probability of
the model for the ith column vector in the sample A;B;Ci;Di.
ViðEiðPfjhiÞÞ, which is the variance of the EiðPfjhiÞ, can
be explained as the variance of the conditional expectation
of Pf when distribution parameter hi is ﬁxed over its
distribution.
In this work, we estimate the output variance of the static
characteristics of distribution parameters ½h1; h2; . . . ; hm bybV ¼ V f20 ð25Þ
ViðEiðPfjhiÞÞ  cVi ¼ Vi  f20 ð26Þ
where hi denotes the ith distribution parameter h, and hi the
vector of all distribution parameters h ¼ ½h1; h2; . . . ; hm except
hi.
From Eqs. (14) and (26), we can get the main effect of a sin-
gle parameter hi on the failure probability :
cShi ¼ cVibV ¼ Vi 
f20bV ð27Þ
Substituting the estimates f0;Vi and V into the Eq. (27), we
have
bSi ¼ cVibV ¼ Vi 
f20bV
¼
1
2
XN
j¼1 I
ðjÞ
A I
ðjÞ
C þ IðjÞB IðjÞD
 
 1
4
XN
j¼1 I
ðjÞ
A þ IðjÞB
  2
1
2
XN
j¼1 I
ðjÞ2
A þ IðjÞ
2
B
 
 1
4
XN
j¼1 I
ðjÞ
A þ IðjÞB
  2 ð28Þ
Compared with the standard Sobol method utilized in
Ref.21, the improved IS procedure is more suitable for prob-
lems with small failure probability in many engineering cases
and more computationally efﬁcient. In addition, the main
merit of this procedure is that the proposed method suits for
the problem with high dimensionality. Since estimating
VðE½PfjhiÞ, crude Monte Carlo method, which needs a total
computational cost of NN nm runs of performance
function evaluations, may cause ‘‘the curse of dimensionality’’,
meaning that the computational cost grows exponentially with
the dimension of the problem. In comparison, the proposed
method needs 2N ðnþmÞ performance function evaluations
and improves the computational efﬁciency remarkably.
5. Examples
In this section, we introduce two numerical examples and one
engineering example for demonstrating the efﬁciency and
precision of the calculation procedure and illustrating the
Fig. 3 Converging process for Example 1.
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results will also show the signiﬁcance of the importance anal-
ysis in the presence of epistemic and aleatory uncertainties to
the improvement of model performance. Results obtained by
Monte Carlo simulation are taken as a reference for the pur-
pose of comparison.
5.1. Numerical test example
The nonlinear performance function is constructed as
y ¼ eð0:2X1þ1:4Þ  X2, where X1 and X2 are independent input
variables. It is assumed that the distribution parameters of
the inputs are subject to the uncertainty. X1 and X2 are distrib-
uted as normal distribution Nðli; riÞði ¼ 1; 2Þ and the uncer-
tainty of distribution parameters is represented by normal
distributions l1 	 Nð0; 0:12Þ; l2 	 Nð0; 0:12Þ; r1 	 Nð1; 0:12Þ
and r2 	 Nð1; 0:12Þ respectively. For X1 and X2, the auxiliary
variables uX1 and uX2 are proposed. For the hi ¼ ðXiu;XisdÞ
ði ¼ 1; 2Þ;Xiu denotes the mean of the variables Xi and Xisd
denotes the standard variance of the variables Xi. The Monte
Carlo and IS results of importance analysis based on failure
probability are presented for comparison in Table 1.
By the virtue of the auxiliary variables, we establish a deter-
ministic transition model for auxiliary variables, parameters
and failure probability. It is noticed that the uncertainty of
the variable X can be decomposed into the uncertainty of the
corresponding auxiliary variables uX ¼ ðuX1; uX2Þ and distribu-
tion parameters hi ¼ ðXiu;XisdÞ, Since the variables uXi and hi
are independent, uXi and hi are sampled together, simulta-
neously and independently, i.e., one sample of uX is drawn
for one sample of h (single loop sampling), and then we obtain
the main effect.
It can be seen from Table 1 that the improved IS yield
results with acceptable accuracy compared with that of the
MC, by using signiﬁcantly few calls to the performance func-
tion. The main effect obtained from the two methods produce
the same importance ranking: lX2 > X2sd > X1sd > lX1 >
X2l > X1l. This indicates by decreasing the uncertainty of
lX2, and one can get the most reduction of failure probability.
The variance of coefﬁcient shows the degree of dispersion of
results. From Table 1, it shows that the proposed method pro-
duces much smaller variance of coefﬁcient than MC does.
For a better illustration of the proposed method, the con-
verging process of the main effect with respect to the size of
sample N is shown in Fig. 3. From Fig. 3(b), it can be seen that
the convergence of results is quickly achieved after N ¼ 10000
using the proposed method. In contrast, the MC is adopted to
obtain the reference result, and more than 106 samples are
used. Furthermore, the structural failure probability inTable 1 Results of importance analysis based on failure probabilit
Method uX1 X1u X1sd
Main eﬀect IS 0.0040 0.0001 0.0004
IS 0.0040 0.0001 0.0003
MC 0.0033 0.0001 0.0002
Variance of coeﬃcient IS 0.0170 0.2766 0.1400
IS 0.0670 1.1537 0.5040
MC 2.3209 10.8800 103.399Example 1 is 0.000515, which shows that the proposed method
is still efﬁcient for problems with small failure probability.
5.2. Numerical test example
A cubic system with cross-term is given as Y ¼ X31 þ X21X2
þX32  18, where X1 and X2 are independent input variables
and distributed as normal distribution X1 	 N X1u;X21sd
 
;
X2 	 N X2u;X22sd
 
respectively. The uncertainties of the mean
Xiu and the standard deviation Xisd are represented by the nor-
mal distribution X1u 	 Nð10; 12Þ; X2u 	 Nð8; 12Þ and X1sd 	
Nð5; 12Þ;X2sd 	 Nð4; 12Þ respectively. The MC and IS results
of importance analysis based on failure probability are pre-
sented for comparison in Table 2.y for Example 1.
uX2 X2u X2sd N Pf (10
4)
0.1276 0.0002 0.0004 100000 5.1195
0.1270 0.0001 0.0004 10000 5.1195
0.1245 0.0001 0.0005 1000000 5.1195
0.0103 0.1604 0.0246 100000 5.1195
0.0448 0.6296 0.1462 10000 5.1195
9 0.2740 5.9487 3.0266 1000000 5.1195
Table 2 Results of importance analysis based on failure probability for Example 2.
Method uX1 X1u X1sd uX2 X2u X2sd N Pf
Main eﬀect IS 0.0378 0.0008 0.0012 0.1283 0.0012 0.0039 100000 0.0078
IS 0.0377 0.0006 0.0011 0.1257 0.0011 0.0037 10000 0.0079
MC 0.0330 0.0002 0.0006 0.1268 0.0008 0.0039 100000 0.0077
Variance of coeﬃcient IS 0.0260 0.3729 0.1330 0.0332 0.1449 0.1276 100000 0.0078
IS 0.0533 0.5734 0.3174 0.0619 0.3671 0.1287 10000 0.0079
MC 0.5400 12.4896 3.8764 0.1366 3.9079 1.3017 100000 0.0077
Fig. 5 Depiction of a cantilever beam.
574 B. Ren et al.For this highly nonlinear model, it can be seen from Table 2
that with the proposed algorithm, we have simultaneously
obtained precise results and identiﬁed the importance ranking
of parameters lX2 > lX1 > X2sd > X1sd > X2l > X1l. The
result, which is the same as that by employing MC method,
proves that the proposed method is correct and reasonable.
It can be shown that the auxiliary variable uX2 is the most
inﬂuential parameter and auxiliary variable uX1 is less inﬂuen-
tial one, whereas, the means of X1 and X2 are the least inﬂuen-
tial ones which can attract less attention. Thus, in the design
and optimization of this example, one needs to pay more atten-
tion to collecting the information and improving the under-
standing of those important epistemic parameters to decrease
their uncertainties, especially to the auxiliary variable uX2.
Then the failure uncertainty of this example can be reduced
to the maximum extent. Additionally, with the ranking of
the epistemic parameters, one can neglect the epistemic param-
eters with low importance to reduce the dimensionality and
simplify the analysis, such as X2l;X1l. The variance of coefﬁ-
cient in Table 2 illustrates that the proposed algorithm is much
more efﬁcient and stable.
We plot in Fig. 4 the convergent tendency of main effect Shi
computed by the MC and the IS procedure for this highly non-
linear model. It is shown that the IS procedure converges much
faster that the MC procedure.
5.3. A cantilever beam
Fig. 5 shows a simple cantilever beam with rectangular cross
section and uniformly distributed load applied. Taking the
maximum displacement of the free end not exceeding L=325
as the constraint condition, the response model can be con-
structed byFig. 4 Converging process of IS andMCmethods for Example 2.gðw; b;EÞ ¼ L=325 wbL4=8EI ð29Þ
where w; b;L;E; I are unit load, section size, length of the
beam, elastic modulus and inertia moment of the section,
respectively. I is a function of b, i.e., I ¼ b4=12. It is assumed
that the three quantities are random variables distributed as
normal and their mean and standard deviation values are sub-
ject to the epistemic uncertainty, whose distribution parame-
ters are listed in Table 3. The MC and IS results of
importance analysis based on failure probability are presented
for comparison in Table 4.
Due to the three auxiliary variables uw; ub and uE2, we estab-
lish a deterministic transition model for auxiliary variables,
parameters and failure probability in the cantilever beam.
From Table 4, the total sample size for the MC method is
taken as 1 · 105, and the accuracy level for the proposed
method based on IS method is taken as 104.
As revealed by Table 4, the mean of the beam length bu
auxiliary variables and the mean of unit load wu are more inﬂu-
ential parameters on the failure probability of the cantilever
beam. It is indicated that one can get the efﬁcient reduction
of failure probability by decreasing bu and wu. The standard
deviation of elastic modulus Esd and the mean of the elastic
modulus Eu, which are the least inﬂuential parameters, show
that the failure probability cannot be reduced obviously by
decreasing their uncertainty. One can neglect the factors such
as Esd and Eu with low importance to reduce the dimensional-
ity and simplify the analysis.
Similar to what we have seen in the previous examples, it
reﬂects the proposed method obtains almost the same results
as MC, and the IS procedure converges much faster and stable
that the MC procedure in the Fig. 6. In this example, theTable 3 Random variables of cantilever beam.
Variable Distribution Mean Standard deviation
w (kN/m) Normal wu 	 Nð1000; 102Þ wsd 	 Nð100; 102Þ
E (GPa) Normal Eu 	 Nð26; 12Þ Esd 	 Nð1; 0:22Þ
b (m4) Normal b 	 Nð250; 252Þ Isd 	 Nð37:5; 3:752Þ
Table 4 Results of importance analysis based on failure probability for cantilever beam.
Method uw wu wsd ub bu bsd uE2 Eu Esd N Pf
Main eﬀect IS 0.0018 0.0017 0.0002 0.2785 0.0665 0.0023 0.0003 0.0003 0.0001 100000 0.0242
IS 0.0017 0.0017 0.0002 0.2770 0.0668 0.0023 0.0003 0.0002 0.0003 10000 0.0244
MC 0.0016 0.0017 0.0002 0.2805 0.0652 0.0020 0.0001 0.0001 0.0001 100000 0.0237
Variance of coeﬃcient IS 0.1212 0.0900 29.8179 0.0075 0.0144 0.0949 0.3974 0.4078 3.8702 100000 0.0242
IS 0.3916 0.3549 12.9194 0.0293 0.0445 0.2576 1.2149 1.0495 7.6186 10000 0.0244
MC 1.0897 1.1216 58.8488 0.0367 0.0990 1.1179 10.9679 24.0106 12.3777 100000 0.0237
Fig. 6 Converging process of IS and MC methods for cantilever
beam.
A novel method for importance measure analysis in the presence of epistemic and aleatory uncertainties 575proposed method has demonstrated its applicability to engi-
neering models.
6. Conclusions
To conduct importance analysis in the structural models
involving both the epistemic and aleatory uncertainties, it is
meaningful to ﬁnd how much the parameters or random vari-
ables contribute to the failure probability. The information
provided by the importance measures can be used to identify
those important factors, and thus to guide the improvement
of engineering models. However, the traditional methods
based on Montle Carlo are generally used to estimate the
importance measures, which unavoidably need ‘‘triple-loop’’
nested sampling procedure. It is clear that the computational
cost may not be feasible.
To deal with the computation issue, a method combing the
auxiliary variable with importance sampling algorithm is pro-
posed in this work. In the proposed method, a novel determin-
istic transition model based on auxiliary variables, distribution
parameters, failure probability is established. Then, the failure
probability sensitivity can be efﬁciently estimated by sampling
the distribution parameters and auxiliary variables simulta-
neously and independently. In that way, the ‘‘triple-loop’’
nested sampling in traditional methods is avoided. Conse-
quently, the proposed method can be applied to high dimen-
sional problems which exist extensively in engineering
practice. Furthermore, due to highly efﬁcient searching capa-
bility in the interesting region of the IS, the proposed method
can be more efﬁcient with enough accuracy. The results of the
numerical and engineering examples have demonstrated that
the proposed method is of good applicability and economy,which offers a viable alternative for importance measure anal-
ysis with both epistemic and aleatory uncertainties.Acknowledgements
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