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Abstract
This paper extends the results in Li and Loken [A uniﬁed theory of statistical analysis and inference
for variance component models for dyadic data, Statist. Sinica 12 (2002) 519–535] on the statistical
analysis of measurements taken on dyads to the situations in which more than one attribute are
measured on each dyad. Starting from the covariance structure for the univariate case obtained in Li
and Loken (2002), the covariance structure for the multivariate case is derived based on the group
symmetry induced by the assumed exchangeability in the units. Our primary objective is to document
the Gaussian likelihood and the sufﬁcient statistics for multivariate dyadic data in closed form, so that
they can be referenced by researchers as they analyze those data. The derivation carried out can also
serve as an example of multivariate extension of univariate models based on exchangeability.
© 2005 Elsevier Inc. All rights reserved.
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1. Introduction
Several papers have recently been published that studied the structure of a data layout
referred to as dyadic data (e.g., [8]). Actual examples currently found in substantive ﬁelds
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include the Social Relations Model in psychology [4,15] and linear models for diallel
analysis in genetics [1,11]. Disparate as those examples may appear, it is shown in [8] that
they can be treated statistically as the same data layout, for which models and procedures
à la analysis of variance can be formally derived based entirely on an exchangeability
assumption. To describe the data layout in abstract terms, let S = {1, . . . , N} be a set of
N units labeled by integers 1, . . . , N , let (i, j) denote the ordered pair with the ﬁrst unit
being i ∈ S and the second unit being j ∈ S, and let measurement taken on an ordered pair
(i, j) be denoted by y(i,j). The data layout studied in [8] is the N(N − 1)-dimensional data
vector formed by real valued y(i,j) recorded on all the N(N − 1)-ordered pairs of distinct
units in S. In the psychology example, the units in S are people (e.g., human subjects in a
study), and y(i,j) may be a recording of how much person i trusts person j . In the genetics
example, the units in S could be inbred lines, and y(i,j) an observation on an offspring of
maternal parent from line i and paternal parent from line j .
The exchangeability assumption used in [8] is that the N(N −1)-dimensional data vector
formed by the y(i,j)’s follows a probability distribution that is invariant under all permu-
tations of units in S. Such an assumption corresponds to the attitude [2] that the units
in S come from a homogeneous population. Based on this very minimal assumption, [8]
not only provided a uniﬁcation (and incidentally a justiﬁcation in the sense of Dawid [2])
for the models and analyses developed separately in unrelated substantive ﬁelds, but also
elaborated those models and analyses statistically. Moreover, since the uniﬁed approach is
based entirely on exchangeability, its applicability is not limited to any substantive ﬁeld.
Thus what [8] (and concurrently [6]) did can be considered as adding a new member to the
family of analysis of variance procedures for general use.
The purpose of this short note is primarily extending the work of Li and Loken [8]
on the modeling of univariate dyadic data (real-valued y(i,j)) to the modeling of multi-
variate dyadic data (vector-valued y(i,j)). Following Li and Loken [8], we focus on the
covariance structure and its three kinds of parameterizations studied therein. For notational
and conceptual simplicity, we will use the special case of bivariate (2-dimensional) y(i,j)
in our derivation. The results obtained in that special case are straightforward to restate for
multivariate y(i,j) in general, as will be done in Section 5.
2. The covariance structure
As has been noted, we begin by considering the bivariate case, in which each dyad is
measured on two (real-valued) variables (labeled by the symbols (1) and (2))
y(i,j) =
(
y
(1)
(i,j)
y
(2)
(i,j)
)
.
The entire data vector y is thus 2N(N − 1)-dimensional, and can be written as
y =
(
y(1)
y(2)
)
,
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Table 1
Covariance structure
Observations (1) (2) (12)
(i, j) and (i, j) (1)2 (2)2 (1)(2)(12)
(i, j) and (l, m) (1)2(1)0 
(2)2(2)0 
(1)(2)(12)0
(i, j) and (j, i) (1)2(1)1 
(2)2(2)1 
(1)(2)(12)1
(j, i) and (i, l) (1)2(1)2 
(2)2(2)2 
(1)(2)(12)2
(i, l) and (j, i) (1)(2)(12)2′
(i, j) and (i, l) (1)2(1)3 
(2)2(2)3 
(1)(2)(12)3
(i, j) and (l, j) (1)2(1)4 
(2)2(2)4 
(1)(2)(12)4
where y(1) consists of all the N(N − 1) measurements on the ﬁrst variable (labeled by the
symbol (1)), y(2) consists of all the N(N −1) measurements on the second variable (labeled
by the symbol (2)), with measurements on the same dyad occupying the same position in
the vectors y(1) and y(2). Correspondingly, the covariance matrix of y can be partitioned as
follows:
 =
(
(1) (12)
(21) (2)
)
, (1)
in which (1) = cov(y(1)), (2) = cov(y(2)), (12) = cov(y(1), y(2)), and (21) = ((12))′.
If the individual units are considered exchangeable, then following the same arguments as
in [8], we may conclude that the elements of  take on 19 different values. Those values
are displayed in Table 1, which can be viewed as an extension of the ﬁrst two columns of
the Table 1 in [8] from the univariate case to the bivariate case. Note that the elements of
(12) take on one more value than those in either (1) or (2). This is due to the fact that
both (1) and (2) are required to be symmetric, but (12) is not.
Having described the pattern of , we proceed to ﬁnd a canonical form of  based on
what [8] has worked out for the univariate case. Deﬁne
(12)gd =
(
0 Eggd
Edgd 0
)
, (12)dg =
(
0 Edgd
Eggd 0
)
. (2)
Since Eggd = gdEd (see [6]) and gdEd = (Edgd)′, we have Eggd = (Edgd)′.
Hence (12)gd and 
(12)
dg are symmetric. The covariance matrix  can be written in the fol-
lowing canonical form:
 = (1)u E(1)u + (1)s E(1)s + (1)r E(1)r + (1)g E(1)g + (1)d E(1)d + (1)gd (1)gd + (2)u E(2)u
+ (2)s E(2)s + (2)r E(2)r + (2)g E(2)g + (2)d E(2)d + (2)gd (2)gd + (12)u (12)u
+ (12)s (12)s + (12)r (12)r + (12)g (12)g + (12)d (12)d + (12)gd (12)gd + (12)dg (12)dg ,
(3)
where
E(1)x =
(
Ex 0
0 0
)
, E(2)x =
(
0 0
0 Ex
)
, (12)x =
(
0 Ex
Ex 0
)
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for x = u, g, d, s, t , and
(1)gd =
(
gd 0
0 0
)
, (2)gd =
(
0 0
0 gd
)
.
Some comments on the geometrical interpretation of theE andmatrices in (3) are in order.
The 2N(N − 1)-dimensional real coordinate space in which y resides is the direct sum of
two N(N − 1)-dimensional spaces 1 and 2, corresponding to y(1) and y(2), respectively.
Within each of the two subspaces, the E and matrices with the corresponding superscript
are exactly the same as those in [8]: all the E matrices are orthogonal projections onto the
subspaces as described in [8] (right after its Eq. (5)). A  matrix ‘connects’ two distinct E
matrices in the sense that as a linear operator it sends the range space of each to that of the
other and sends vectors orthogonal to both ranges to 0. The two E matrices that a matrix
connects are made obvious by superscripts and subscripts; for example (12)dg connects E
(1)
d
and E(2)g , (12)r connects E
(1)
r and E(2)r , and (1)gd connects E
(1)
g and E(1)d , etc. The elements
of theE andmatrices (without the superscripts), in terms of which those with superscripts
are deﬁned, are given in [8].
From the way they are deﬁned, the matrices and their corresponding E matrices in (3)
have the same geometrical and algebraic relationships with each other as those in expression
(4) of Li and Loken [8]. As a result, the inverse of  can be written in the following form:
−1 = (1)u E(1)u + (1)s E(1)s + (1)r E(1)r + (1)g E(1)g + (1)d E(1)d + (1)gd (1)gd + (2)u E(2)u
+ (2)s E(2)s +(2)r E(2)r +(2)g E(2)g +(2)d E(2)d +(2)gd (2)gd + (12)u (12)u
+ (12)s (12)s + (12)r (12)r + (12)g (12)g +(12)d (12)d +(12)gd (12)gd +(12)dg (12)dg ,
(4)
(
(1)x 
(12)
x
(12)x 
(2)
x
)−1
=
(
(1)x 
(12)
x
(12)x 
(2)
x
)
= x
for x = u, s, t , and
⎛
⎜⎜⎜⎜⎜⎝
(1)g 
(12)
g 
(1)
gd 
(12)
gd
(12)g 
(2)
g 
(12)
dg 
(2)
gd
(1)gd 
(12)
dg 
(1)
d 
(12)
d
(12)gd 
(2)
gd 
(12)
d 
(2)
d
⎞
⎟⎟⎟⎟⎟⎠
−1
=
⎛
⎜⎜⎜⎜⎜⎝
(1)g 
(12)
g 
(1)
gd 
(12)
gd
(12)g 
(2)
g 
(12)
dg 
(2)
gd
(1)gd 
(12)
dg 
(1)
d 
(12)
d
(12)gd 
(2)
gd 
(12)
d 
(2)
d
⎞
⎟⎟⎟⎟⎟⎠ = gd .
The relation between canonical and covariance parameters for each individual variable is
given in [8]. Speciﬁcally, we may consult Table 3 in [8] to ﬁnd out how the elements of
(1) are related to the canonical parameters with superscript ‘(1)’, and how the elements
of (2) are related to the canonical parameters with superscript ‘(2)’. So here we only have
to provide the relation between the covariance and canonical parameters with superscript
‘(12)’. This relation is given in Table 2.
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(1
2)
(
12
)
u
(
12
)
g
(
12
)
s
(
12
)
d
(
12
)
r
(
12
)
gd
(
12
)
dg
(
1)
(
2)
(
12
)
1
N
(N
−1
)
1 N
1 2
−
1 N
−
1
N
(N
−1
)
1 N
1 2
−
1 N
0
0
(
1)
(
2)
(
12
)
1
1
N
(N
−1
)
1 N
1 2
−
1 N
−
1
N
(N
−1
)
−
1 N
−
1 2
+
1 N
0
0
(
1)
(
2)
(
12
)
2
1
N
(N
−1
)
N
−4
2N
(N
−2
)
−
N
−4
2N
(N
−2
)
−
1
N
(N
−1
)
−
1 2N
1 2N
1
2√
N
(N
−2
)
−
1
2√
N
(N
−2
)
(
1)
(
2)
(
12
)
2′
1
N
(N
−1
)
N
−4
2N
(N
−2
)
−
N
−4
2N
(N
−2
)
−
1
N
(N
−1
)
−
1 2N
1 2N
−
1
2√
N
(N
−2
)
1
2√
N
(N
−2
)
(
1)
(
2)
(
12
)
3
1
N
(N
−1
)
N
−4
2N
(N
−2
)
−
N
−4
2N
(N
−2
)
−
1
N
(N
−1
)
1 2N
−
1 2N
1
2√
N
(N
−2
)
1
2√
N
(N
−2
)
(
1)
(
2)
(
12
)
4
1
N
(N
−1
)
N
−4
2N
(N
−2
)
−
N
−4
2N
(N
−2
)
−
1
N
(N
−1
)
1 2N
−
1 2N
−
1
2√
N
(N
−2
)
−
1
2√
N
(N
−2
)
(
1)
(
2)
(
12
)
0
1
N
(N
−1
)
−
2
N
(N
−2
)
2
N
(N
−2
)
−
1
N
(N
−1
)
0
0
0
0
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3. The likelihood function
Under the assumption that y = (y(1)′ , y(2)′)′ is normally distributed, with mean ((1)1′,
(2)1′)′, where 1 is the N(N − 1)-dimensional summing vector (with all the elements
equal to 1), the likelihood function for the canonical parameters can be obtained by taking
advantage of (4)
l((1), (2),u,s ,r ,gd |y)
∝ |r |− (N−1)(N−2)4 |s |−N(N−3)4 |gd |−N−12 |u|− 12
× exp
[
N
2
((y
(1)
(·,·) − (1)), (y(2)(·,·) − (2)))−1u
(
(y
(1)
(·,·) − (1))
(y
(2)
(·,·) − (2))
)]
× exp
(
− 12 tr −1r Sr
)
exp
(
− 12 tr −1s Ss
)
exp
(
− 12 tr −1gd Sgd
)
, (5)
where y(1)(·,·) =
∑
i,j y
(1)
(i,j)/[N(N − 1)], y(2)(·,·) =
∑
i,j y
(2)
(i,j)/[N(N − 1)],
Sr =
(
tr E(1)r yy′ 12 tr 
(12)
r yy′
1
2 tr 
(12)
r yy′ tr E
(2)
r yy′
)
=
(
tr Ery(1)y(1)
′
tr Ery(1)y(2)
′
tr Ery(1)y(2)
′
tr Ery(2)y(2)
′
)
,
Ss =
(
tr E(1)s yy′ 12 tr 
(12)
s yy′
1
2 tr 
(12)
s yy′ tr E
(2)
s yy′
)
=
(
tr Esy(1)y(1)
′
tr Esy(1)y(2)
′
tr Esy(1)y(2)
′
tr Esy(2)y(2)
′
)
,
Sgd =
⎛
⎜⎜⎜⎜⎝
tr E(1)g yy′ 12 tr 
(12)
g yy′ 12 tr 
(1)
gd yy
′ 1
2 tr 
(12)
gd yy
′
1
2 tr 
(12)
g yy′ tr E
(2)
g yy′ 12 tr 
(12)
dg yy
′ 1
2 tr 
(2)
gd yy
′
1
2 tr 
(1)
gd yy
′ 1
2 tr 
(12)
dg yy
′ tr E(1)d yy′
1
2 tr 
(12)
d yy
′
1
2 tr 
(12)
gd yy
′ 1
2 tr 
(2)
gd yy
′ 1
2 tr 
(12)
d yy
′ tr E(2)d yy′
⎞
⎟⎟⎟⎟⎠
=
⎛
⎜⎜⎝
tr Egy(1)y(1)′ tr Egy(1)y(2)′ tr gdy(1)y(1)′ tr Eggdy(2)y(1)
′
tr Egy(1)y(2)
′
tr Egy(2)y(1)
′
tr Edgdy(2)y(1)′ tr gdy(2)y(2)′
tr gdy(1)y(1)′ tr Edgdy(2)y(1)′ tr Edy(1)y(1)′ tr Edy(2)y(2)
′
tr Eggdy(2)y(1)′ tr gdy(2)y(2)′ tr Edy(2)y(2)′ tr Edy(2)y(2)′
⎞
⎟⎟⎠ .
The above quadratic sufﬁcient statistics all have Wishart distributions,with Sr ∼ W2(r ,
(N − 1)(N − 2)/2), Ss ∼ W2(s , N(N − 3)/2), Sgd ∼ W4(gd, N − 1). The residual
likelihood after integrating out (1) and (2) from (5) is
l(s ,r ,gd |y, z) ∝ |r |− (N−1)(N−2)4 |s |−N(N−3)4 |gd |−N−12
×exp
(
−1
2
tr −1r Sr
)
exp
(
−1
2
tr −1s Ss
)
×exp
(
−1
2
tr −1gd Sgd
)
. (6)
Both (5) and (6) are of sufﬁciently familiar form so that those closed form expressions
can serve as the basis for any likelihood-based statistical computations, such as the EM
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Table 3
Notation for the parameters in (7) and (8)
Model (7) Model (8)
(12)g cov(g
(1)
i
, g
(2)
i
) (12)a cov(a
(1)
i
, a
(2)
i
)
(12)
d
cov(d
(1)
i
, d
(2)
i
) (12)
b
cov(b
(1)
i
, b
(2)
i
)
(12)gd cov(g
(1)
i
, d
(2)
i
) (12)
ab
cov(a
(1)
i
, b
(2)
i
)
(12)dg cov(d
(1)
i
, g
(2)
i
) (12)
ba
cov(b
(1)
i
, a
(2)
i
)
(12)s cov(s
(1)
ij
, s
(2)
ij
) (12)c cov(c
(1)
ij
, c
(2)
ij
)
(12)r cov(r
(1)
ij
, r
(2)
ij
) (12)
c′ cov(c
(1)
ij
, c
(2)
j i
)
algorithm [3], and its recent extensions and reﬁnements (e.g., [9,10,12–14]). In particu-
lar, the maximum-likelihood estimators for the canonical parameters r , s , and gd are
2Sr/[(N − 1)(N − 2)], 2Ss/[N(N − 3)] and Sgd/(N − 1), respectively.
4. The latent variable models
We turn now to latent variable models that reproduce the covariance pattern as described
in Table 1, the bivariate extension of Models (1) and (2) in [8]:{
y
(1)
(i,j) = (1) + g(1)i + g(1)j + s(1)ij + d(1)i − d(1)j + r(1)ij ,
y
(2)
(i,j) = (2) + g(2)i + g(2)j + s(2)ij + d(2)i − d(2)j + r(2)ij ,
(7)
{
y
(1)
(i,j) = (1) + a(1)i + b(1)j + c(1)ij ,
y
(2)
(i,j) = (2) + a(2)i + b(2)j + c(2)ij ,
(8)
where (7) corresponds to Model (1) and (8) corresponds to Model (2) in [8]. Model (3) in
[8] is different from their Model (1) and Model (2), and will not be discussed in this paper.
The parameters associated with a single variable in any one of the above latent variable
models, and their relations with the covariance and canonical parameters, can be found in
[8]. Speciﬁcally, Tables 1 and 5 (with K = 1) in [8] provides the relationship between the
single variable parameters in (7) and the covariance and canonical parameters respectively.
Table 2 in [8] provides the relationship between the single variable parameters in (7) and
(8). To use those tables for the bivariate (or the general multivariate) case we need to add
appropriate superscripts to their entries in order to designate the speciﬁc variable under
consideration. With relations among all the single variable parameters already documented,
in this paper we only need to document the parameters that reﬂect the connection between
two variables, and their relation with (12). The notation for those parameters in (7) and (8)
is deﬁned in Table 3, and their relation with elements of (12) is given in Table 4.
The relationship between the latent variable parameters in Table 4 and the canonical
parameters can be obtained through Table 2. Of course, the parameter space of the latent
variable models (7) and (8) is only a sub-region of the parameter space as deﬁned by (1) or
(3). The nonnegativity of the covariance matrices for latent variables introduces additional
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Table 4
Relation among the parameters in (7), (8) and (12)
(12) Model (7) Model (8)
(1)(2)(12) 2(12)g + (12)s + 2(12)d + (12)r (12)a + (12)b + (12)ab + (12)ba + (12)c
(1)(2)(12)0 0 0
(1)(2)(12)1 2
(12)
g + (12)s − 2(12)d − (12)r (12)ab + (12)ba + (12)c′
(1)(2)(12)2 
(12)
g − (12)d + (12)gd − (12)dg (12)ba
(1)(2)(12)2′ 
(12)
g − (12)d − (12)gd + (12)dg (12)ab
(1)(2)(12)3 
(12)
g + (12)d + (12)gd + (12)dg (12)a
(1)(2)(12)4 
(12)
g + (12)d − (12)gd − (12)dg (12)b
constraints. This issue is common to all the variance and covariance component models,
and will not be discussed further here.
5. Bivariate-to-multivariate generalization
The results we have obtained so far for the bivariate case are straightforward to restate
for the general multivariate case. To ﬁx ideas, let there be m variables, with m an arbitrary
integer, so that the data vector y is mN(N − 1)-dimensional. We begin with the latent
variable models. When there are m > 2 variables, we only need to modify (7) and (8) by
appending equations of the same form with successively higher superscripts until there are
m equations. The covariance matrix (1) would contain m blocks in each row and column
instead of 2. The diagonal blocks would be denoted by () ( = 1, . . . , m), and the off-
diagonal blocks would be denoted by () (,  = 1, . . . , m,  = ). Table 1 could still
be used to describe the pattern in the covariance matrix for y when m > 2, by replacing
the superscripts (1) with (), (2) with (), and (12) with (), ,  = 1, . . . , m,  < .
Table 2 would be modiﬁed in the same manner. When m = 2 the covariance matrix has 19
parameters; for general m it has 6m+ 7m(m− 1)/2 parameters. The matrices of canonical
parameters u, r , and s would become m × m, and gd would become 2m × 2m, for
general m. The m × m versions of u, r , and s are easy to obtain from their 2 × 2
version. The 2m × 2m version of gd is also easy to obtain from their 4 × 4 version, once
we partition the latter into four 2 × 2 blocks. The form of the (residual) likelihood function
(6) stays the same when m > 2. The only thing to keep in mind is that r and s would
be m × m, gd would be 2m × 2m, and the sufﬁcient statistics Sr , Ss , and Sgd need to be
expanded accordingly. Likewise the likelihood function (5) hardly changes its form either,
except that the vectors ﬂanking the matrix u becomes m-dimensional.
6. Concluding remarks
The purpose of this paper is primarily to document a multivariate extension of the work
in [8] on dyadic data, for potential use in the areas of application referenced in [8]. Some
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materials, e.g., Model (8), have already appeared in psychological literature [4]. Extension
of [8] along another direction is provided in [7]. Our univariate-to-multivariate extension
follows essentially the same steps as that in [5], but is a more comprehensive illustration of
the general method, because it involves additional technical intricacies associated with the
more general covariance structure. Therefore, besides furthering the study of dyadic data,
this paper is also intended to serve as a template for multivariate extension in the context
of other data structures based on exchangeability.
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