In this paper, we first analyze the discriminative power in the Best Match (BM) 25 formula and provide its calculation method from the Bayesian point of view. The resulting, derived discriminative power is quite similar to the exponential inverse document frequency (EIDF) that we have previously proposed [1] but retains more preferable theoretical advantages. In our previous paper [1], we proposed the EIDF in the framework of the probabilistic information retrieval (IR) method BM25 to address the instance search task, which is a specific object search for videos using an image query. Although the effectiveness of our EIDF was experimentally demonstrated, we did not consider its theoretical justification and interpretation. We also did not describe the use of region-of-interest (ROI) information, which is supposed to be input to the instance search system together with the original image query showing the instance. Therefore, here, we justify the EIDF by calculating the discriminative power in the BM25 from the Bayesian viewpoint. We also investigate the effect of the ROI information for improving the instance search accuracy and propose two search methods incorporating the ROI effect into the BM25 video ranking function. We validated the proposed methods through a series of experiments using the TREC Video Retrieval Evaluation instance search task dataset.
Introduction
In this section, we first describe the instance search task and the BM25 retrieval model using the standard BM25 inverse document frequency (simply abbreviated as IDF, although the definition of the original IDF is slightly different. See [2] ). We next explain the exponential IDF (EIDF) we previously proposed [1] to enhance the discriminative power of the IDF and to improve the effectiveness of the probabilistic information retrieval (IR) method for addressing the instance search task. We then clarify the research questions tackled in this paper and summarize the main contributions. The organization of this paper is also provided in this section.
Instance Search Task
A video retrieval task called instance search has been rigorously discussed in the TREC Video Retrieval Evaluation (TRECVID) community since 2010. In this task, a system is required to search for and rank videos showing a specific object/person/place given in the image queries. Such a specific object/person/place is called an instance or instance topic. The image queries are composed of original images showing the instance to be searched and region-of-interest (ROI) images, which specify the instance region within the original images. Figure 1 shows some query examples. Each white region specified in the ROI image shows the instance to be searched within the original image. In the instance search task, given these original and ROI images, we need to design a search system that automatically retrieves and ranks videos stored in the database according to their degrees of relevance to the instance topic. To address this issue, we previously proposed the video ranking method based on the probabilistic IR method, which is briefly described in the next section.
BM25 Using IDF
The BM25 method was originally proposed for addressing the document retrieval task, and it is now regarded as one of the state-of-the-art probabilistic IR methods [3] . The BM25 method is designed to order documents ranked by their relevance probabilities to the input keyword query. Mathematically, BM25 ranks the documents according to the following conditional probabilities:
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Here, rel is an event indicating relevance to the document. q and d are vectors whose elements are within-query and within-document keyword frequencies. These elements denoted as q i , (i = 1, 2, · · · , M) and d i , (i = 1, 2, · · · , M), where, M is the total number of unique words, are discrete random variables. Imposing the reasonable assumptions for text/document search task, Eq. (1) becomes the well-known BM25 document ranking function as shown below.
Here, ∝ q indicates that the document ranking results from the left side of the equation and the right side of the equation are equal (that is, ∝ q denotes the ranking equivalence sign). q i means the summation over keywords within q that are also present in d (summation over the common keywords), κ is a parameter for which κ = 2 is often used for a text/document retrieval task, and N and n i are the total number of documents in the database to be searched and the number of documents that contain the ith query keyword (called document frequency).
On the right side of Eq. (2), the log(·) is called (BM25) IDF, which corresponds to the importance weight of the ith query keyword and is often interpreted as the discriminative power for searching relevant documents to the keyword query issued. The discriminative powers become smaller for query keywords that often appear in many kinds of documents since such keywords are not supposed to enable the discrimination between correct and incorrect documents to the query. To the contrary, query keywords only appearing in specific documents are statistically evaluated as having high discriminative powers. This is the key insight observed on the right side of Eq. (2), along with the fact that the effect of within-document keyword frequency (first term) only approaches 1; therefore, the discriminative power (second term) is theoretically more emphasized in the BM25 document ranking function.
BM25 Using EIDF
In our previous paper [1] , we first applied Eq. (2) for the instance search task and found that the IDF was not discriminative enough to retrieve relevant videos. The BM25 method was applied to the video retrieval task as follows:
Here, q and v now represent keypoints from the image query and those from the video keyframes, both represented by keypoint vectors whose elements are within-image and within-video-keyframes keypoint frequencies. Keypoints can be detected using any keypoint detectors such as the Harris-Laplace detector [4] . Then, Eq. (3) becomes the following BM25 video ranking function since the same assumptions for the text/document search task are also applicable to the image/video search task.
Here, q i means the summation over keypoints within q that are also present in v, κ = 2, which is the same value adopted for a text/document retrieval task, and N and n i are now the total number of videos in the video database to be searched and the number of videos that contain the ithe query keypoint (called video frequency). Note that to use Eq. (4), we need to determine the keypoint correspondence (matching) among keypoints detected in an image query and video keyframes. For the text/document retrieval task, there are no such problems since we can simply regard the same keyword pair as matched. For the image/video retrieval task, since the keypoints are usually described by high-dimensional feature vectors such as 128-dimensional vectors for the SIFT features [5] , the keypoint correspondence is evaluated based on the cosine similarity between the two keypoint vectors. That is, the keypoint pair whose cosine similarity is over a pre-defined threshold value, such as 0.9 are considered as matched, and v i and n i in Eq. (4) can be determined in this matching procedure. Interestingly, Iwamura et al. mentioned that this matching process is known as the bichromatic reverse nearest neighbor search problem, which has been extensively studied [6] , [7] . Using Eq. (4) for the instance search task did not show satisfactory results and search accuracy. The main reason was the low n i and resulting relatively high discriminative powers for almost all query keypoints. In contrast to the text/document retrieval task, since the query keypoints are described by high-dimensional vectors, similar keypoint pairs do not often appear in the video database, leading to low n i . Therefore, we alternatively used the following new discriminative power:
Here, ξ is a newly introduced parameter depending on the database size. Since the new weight rapidly becomes small as n i becomes relatively large, it significantly suppresses the discriminative powers for query keypoints showing the frequently appearing tendency. We called the new weight in Eq. (5) the EIDF and we used the BM25 video ranking function using the EIDF for the TRECVID instance search task dataset and confirmed the significant effectiveness.
Research Questions and Contributions
Following the above sections, there are two issues left unaddressed. The first research question concerns the theoretical interpretation for the EIDF in Eq. (5). In our previous paper, we just proposed to use the new weight in the framework of BM25 to improve the instance search task; thus, we need to conduct its theoretical analysis to understand the meaning much more clearly. The second research question is regarding the use of the ROI images shown in Fig. 1 . Since the instance search system is supposed to accept both original and ROI images and the latter information is certainly helpful to clarify the region of instance within the original image, in this paper, we devised two ranking methods that incorporate the ROI information into our BM25 framework. To summarize, the main contributions of this paper are listed as follows:
1. Theoretical derivation and interpretation of the EIDF are provided. 2. ROI information is incorporated into the BM25 ranking strategy to further enhance instance search accuracy. 3. Our proposed methods are verified using a series of TRECVID datasets comprising the TRECVID2012, 2013, and 2014 instance search tasks.
The rest of the paper is organized as follows. In Sect. 2, we describe the Bayesian derivation of the discriminative power and interpret the EIDF from this viewpoint. We next discuss the ROI information for the instance search task and propose two ranking methods incorporating the ROI effect in Sect. 3. In Sect. 4, we present the instance search experiments, including the datasets used, results obtained, and evaluations determined. Finally, in Sects. 5 and 6, we summarize related work and basic findings of this paper.
Bayesian Discriminative Power
To address the first research question described in the previous section, we first explain the concept of eliteness affecting the discriminative power. We next describe the mathematical interpretation for the IDF from the Bayesian point of view and derive the Bayesian counterpart. We then insist that choosing an informative probability density function as the prior distribution for the keypoint becoming elite leads to a new discriminative power. The new discriminative power is called the Bayesian EIDF (BEIDF), which is quite similar to the EIDF. The theoretical comparison between the BEIDF and EIDF is also provided.
Eliteness Describing Discriminative Power
Equation (4) is originally based on the following equation [3] :
Here, P(e i |rel) and P(e i |irrel) are the probabilities that q i becomes elite (aboutness) e i in videos relevant to q and that q i becomes elite e i in the irrelevant videos, respectively. The terms P(e i |rel) and P(e i |irrel) are the probabilities that q i becomes non-elite (non-aboutness) e i in relevant videos and that it becomes non-elite e i in irrelevant videos. Note that P(e i |rel) = 1 − P(e i |rel) and P(e i |irrel) = 1 − P(e i |irrel).
The eliteness or non-eliteness is a property assigned for each keypoint and it is regarded as affecting the actual frequency within a video. When we assume that P(e i |rel) ≈
where R is the number of all relevant videos to q in the database and r i is the number of relevant videos containing q i , and setting R = r i = 0, a = −1, b = −0.5 yields the IDF shown in Eq. (4) . Note that the information of relevant videos is usually unobtainable prior to searching, and we set R = r i = 0 in the above derivation. Setting R = r i = 0, a = e n i /ξ , b = e −n i /ξ leads to the EIDF in Eq. (5).
Bayesian IDF
In this paper, we discuss the estimation of P(e i |rel) in Eq. (6) In other words, when we assume that the prior distribution of m i follows the uniform distribution with the expectation of 0.5, that is, a non-informative prior distribution often adopted when no information is available, the posterior distribution p(m i |r i , R) becomes Beta(r i + 1, R − r i + 1). Then, the posterior expectation is shown as follows.
We thus obtain P(e i |rel) = (r i + 1)/(R + 2). As mentioned,
Comparing the assumption P(e i |rel) ≈ r i +b R+a used for deriving the IDF, the aforementioned Bayesian estimation approach using the uniform prior distribution theoretically determines the unknown parameters a and b.
In the same way, P(e i |irrel) is estimated with the following procedure:
Then, the posterior expectation becomes
Substituting these results into Eq. (6) yields the following computable BM25 video ranking function using the Bayesian IDF (BIDF) under the same setting of R = r i = 0.
Here, log(·) is called the BIDF for q i , showing the quite similar form as the standard IDF weight. In the case of log(·) < 0, we usually set log(·) = 0. The term v i is v i normalized by the video length vl of v. Following a text/document retrieval task, we regard vl as the total number of keypoints extracted from all of the video keyframes. Although there are various normalization methods, we use the widely used pivoted length normalization
, where c = 0.75, vl is the total number of keypoint frequencies in v, as mentioned earlier, and avdl is the average vl in the video database.
Equation (8) clearly shows that the larger v i does not greatly affect the video ranking score since that factor just approaches 1 at maximum. The important factor is the BIDF weight of the keypoint, and according to the equation, videos including high BIDF query keypoints tend to be more likely those that the user is searching for. This is the formulation of the BM25 video ranking function using the BIDF.
Bayesian Exponential IDF
We next explain the derivation of the BEIDF. In so doing, we adopt a different prior distribution from the uniform distribution Beta(1, 1), which was used to derive the BIDF. Before explaining this approach, we consider the following, general prior distribution.
Thus, the posterior distribution of P(m i |r i , R) (the left side of Eq. (7)) becomes 
This implies that the probability distribution of interest changes from Beta(α, β) to Beta(r i + α, R − r i + β) after observing the relevance information r i and R. Its expectation becomes
. This prior distribution indicates that when q i often appears in many videos (that is, for the query keypoint with large n i ), in other words, for a frequently appearing query keypoint, its probability of becoming elite is considerably lowered. Therefore, it corresponds to the informative prior distribution, implying that the keypoints often appearing in many kinds of videos do not become elite in videos and reflecting the idea of the EIDF. This fact can be confirmed by taking the expectation and variance of the prior distribution p(m i ).
The above equations both rapidly approach 0 as n i becomes large; thus, for that case, q i is regarded never to become elite. The following figures plot the prior distributions when n i = 100, γ = 1000 and n j = 500, γ = 1000. Since the query keypoint q j often appears in videos, its probability of becoming elite is sufficiently lowered compared to that for q i . The γ depends on the number of database videos used to calculate n i and is a parameter for this newly enhanced discriminative power. This prior design aims to reduce search result errors from such often appearing, less discriminative query keypoints. Generally speaking, since such keypoints are often regarding the background information in the original image query, keypoints representing the instance often tend to acquire more discriminative powers by this prior distribution design using an informative distribution. Since our objective is to search for the instance, not for the exact or similar videos to the instance image queries, instance search accuracy is expected to improve by using this enhanced discriminative power. The corresponding expectations for the posterior distributions become
Substituting these and the results for P(e i |rel) = 1 − P(e i |rel) and P(e i |irrel) = 1 − P(e i |irrel) into Eq. (6) yields the following new BM25 video ranking function using the BEIDF.
As shown from the above log(·), the discriminative power of the BEIDF is enhanced compared to the BIDF. As a result, unnecessary query keypoints for instance searching whose weights are not sufficiently lowered by using the standard/Bayesian IDF can be adequately suppressed using this enhanced weight.
Comparison with EIDF
Recalling the EIDF shown in Eq. (5), the BEIDF in Eq. (9) retains the following theoretical advantages:
1. The value inside the logarithmic function does not tend to become negative as n i becomes large. 2. It asymptotically approaches the BIDF in Eq. (8) as γ → ∞. 3. It becomes the maximum value of log(N + 1) for the query keypoint whose n i is equal to zero.
The first feature has been desirable since the logarithmic function is not defined for the negative domain. The second feature clarifies the relationship between the enhanced weight and standard weight. This fact is obvious since for the case of γ → ∞, the prior distribution for deriving the BEIDF approaches Beta(1, 1), which corresponds to the uniform prior distribution used for deriving the BIDF. The third feature is also preferable since the EIDF could not be evaluated for the query keypoint with n i = 0 (see Eq. (5)). In this section, we proposed a method to actually calculate the discriminative power in the BM25 formula and provided the Bayesian discriminative powers (BIDF and BEIDF). In so doing, we assumed that the m i ≡ p(e i ) followed a Beta distribution Beta(α, β) and the conditional expectation E[m i |r i , R] was a good approximation for p(e i |rel). These assumptions generally hold since the Beta distribution is suitable as a prior distribution for a parameter whose domain is [0, 1]. In addition, the conditional expectation is proved to be the unbiased estimate. Therefore,
R+α+β . It also applies to the E[m i |n i − r i , N − R] as an approximation for p(e i |irrel).
As explained in Sect. 2.3, the prior distribution design for the BEIDF was based on the basic idea of the EIDF such that the keypoints often appearing in many kinds of videos do not become elite in videos. Therefore, the resulting BEIDF retains the same property and makes it possible to interpret the EIDF from the Bayesian viewpoint.
Our basic video ranking method for the instance search task is based on Eq. (9). However, the ROI information is not incorporated into the ranking function yet. The next section describes the use of ROI and explains BM25 using the ROI effect to further improve instance search accuracy.
Instance Search Using ROI
As explained and illustrated in Sect. 1 and Fig. 1 , the instance search system is supposed to accept both original and ROI image queries. Since the ROI is supplied to specify the instance to be searched within the original image, the ROI information should be effective for further improving search accuracy. In this section, we propose two methods called ROI weighting and ROI re-ranking that incorporate the ROI effect into their video ranking functions.
ROI Weighting
We first explain the method that puts larger weights on the query keypoints detected within the ROI. As mentioned above, the query keypoints within the ROI are supposed to be emphasized more since the ROI clearly specifies the instance to be searched in the original image query. To incorporate this effect into the BM25 video ranking function, we modify Eq. (9) as follows:
Here, ROI i is set to
and λ ≥ 1 is a parameter and specifies to what extent we emphasize the query keypoints within the ROI. Its optimal value might depend on the instance to be searched since for some instances the background information becomes quite useful because there are some instances that frequently appear in the same environment. For example, a logo of a shop keeps co-occurring with the same shop. In that case, the background information becomes useful and contributes to improving the instance search accuracy further. On the other hand, when instances do not relate to the environment, the use of the background hurts the retrieval accuracy. However, we set the constant value for all of the instance topics since we have no clue for the λ value prior to searching. We call this method ROI weighting.
ROI Re-Ranking
One problem with ROI weighting is a possible topic drift that may occur during the search process. As shown in Eq. (10), the query keypoints are now weighted by the BEIDF multiplied by the ROI effect. Although it depends on the λ value, some query keypoints outside the ROI may gain higher weights than the keypoints inside the ROI since the BEIDF can dominate the ROI effect. As a result, even though the user specifies the instance to be searched using the ROI information, the resulting search results may become relevant to the objects outside the ROI and may not be relevant to the instance itself. We call this critical issue a (instance) topic drift. We can alleviate this problem by simply enlarging λ, but this simultaneously means that the background information outside the ROI is neglected more. Some instances are very much related to the background and for these cases, enlarging λ results in decreasing overall instance search accuracy. In short, λ is a tuning parameter that highly depends on the instance topic and, generally speaking, its adaptive setting is quite difficult. We, therefore, need to adopt a constant value for every instance topic, and there is always a possibility of experiencing a severe topic drift. Following this observation, we describe a method that is especially designed to prevent or alleviate such topic drift from occurring in the instance search result ranking.
The method is based on a three-stage search result reranking using the ROI information. The procedure is described as follows:
We first generate the initial search results by using only the query keypoints inside the ROI. That is, we first rank the videos in the database according to P(Rel = rel|q ROI , v), where q ROI is the vector of query keypoints inside the ROI. The P(Rel = rel|q ROI , v) is evaluated by replacing q on the right side of Eq. (9) with q ROI . Theoretically speaking, with this first procedure, the database videos are ordered by their relevance probabilities to the instance itself.
(2) Second Step Then, for the top K search results, we next estimate the relevance probabilities to the background information in the original query image. That is, we calculate P(Rel = rel|q , v), where q is the vector of query keypoints outside the ROI. Again, P(Rel = rel|q , v) is evaluated by replacing q on the right side of Eq. (9) with q .
(3) Third Step
Finally, the initial video result ranking is re-ranked according to the following combination scores:
Here, τ is a parameter and τ = 0 corresponds to the no re-ranking strategy. Generally speaking, since the query keypoints outside the ROI are supposed to be less important than the keypoints inside the ROI, τ is smaller than 1. The scores for videos ranked higher than K are set to P(Rel = rel|q ROI , v).
Since this three-stage re-ranking method first retrieves and determines videos that have relatively high relevance probabilities to the instance and only evaluates the overall relevance probabilities to the original image query (instance and background) for the top-K ranked videos, the aforementioned topic drift is expected to be alleviated more than by simply using ROI weighting in Eq. (10). The instance search methods using ROI weighting and ROI re-ranking are both evaluated in the next section using the TRECVID instance search task dataset.
When the ROI is Not Available
This section assumed that the ROI information was simultaneously input together with the original images and we called such video retrieval task instance search. Although the primary objective of this paper is to improve the instance search accuracy, our proposed method based on the BIDF or BEIDF can also be applied to the video retrieval task without such a ROI information. Indeed, to be shown in the next section of experiments, the proposed method without the use of ROI also achieves the high retrieval accuracy. Although the deterioration of the search accuracy depends on the dataset to be searched, the proposed method without the use of ROI also provides satisfactory results. This is due to the enhanced discriminative power estimated by the BEIDF and the proposal of such Bayesian discriminative powers is the primary contribution of this paper.
Experiments
We evaluated our proposed methods using the instance search task dataset at TRECVID2012, 2013, and 2014. In this section, we first describe the dataset and give query examples. We next confirm that, as well as the EIDF, the BEIDF is also superior over the BIDF in the framework of BM25; therefore, it is effective for enhancing the instance search accuracy. We then discuss the search accuracy of the two proposed instance search methods incorporating ROI effects and give examples for the actual search results.
Instance Search Task Dataset
We first describe the dataset used for the experiments. There are 21 instances (15 objects, 1 person, 5 places) for the TRECVID2012 dataset and five original and ROI images are provided on average for each instance. The database videos are about 77, 000 clip movies uploaded to Flickr.com (the average duration is about 10 seconds). For the TRECVID2013 dataset, 30 instances (26 objects, 4 people, 0 places) with four original and ROI images for each instance are provided. The database videos are about 470, 000 shot videos from a BBC drama (the average duration is between 1 ∼ 3 seconds). The query examples are shown in Fig. 1 in Sect. 1. The TRECVID2014 dataset is composed of 27 instances (21 objects, 5 people, 1 place) with four original and ROI images for each instance. The database videos are the same as those for the TRECVID2013 dataset. The following images are the query examples for this dataset.
The database videos are judged as relevant or irrelevant to each instance topic and there are some videos that are not judged. In evaluating the search accuracy, we simply remove these un-judged videos and put the lower ranked videos higher in the search result ranking. The measure for the search accuracy is mean average precision (MAP), which has been widely used to evaluate the ranking accuracy of a search system using the binary relevance data. For this experiment, the MAP values were evaluated for the top 1000 search results for each instance topic.
Investigating BEIDF
In our instance search methodology, keyframe images were taken by a 1 frame/sec ratio from database videos. Then, keypoints were extracted using the Harris-Laplace detector [4] from the query images and keyframe images, and those extracted from the query images were aggregated as the query keypoints. The keypoints extracted from the keyframe images were aggregated as the video keypoints. All the keypoints were featured by 128-dimensional SIFT vectors [5] and 192-dimensional color SIFT (CSIFT) vectors [4] . The threshold for the keypoint matching described in Sect. 1.3 was set to 0.9. The search result rankings were generated according to Eqs. (8) and (9), that is, they were generated using BM25 using BIDF and BEIDF. Note that two BM25 ranking scores were calculated for using SIFT and CSIFT features, respectively, and these scores were added to generate the instance search results for each instance topic.
The evaluation results are listed in Table 1 . The γ value in Eq. (9) for the BEIDF was set to 100. As explained in Sect. 2.3, the γ depends on the number of database video used to calculate n i (video frequency). We varied the γ and adopted the value that scored the high retrieval accuracy. In Table 1 , we can confirm the significant improvement in the MAP value for the BEIDF. Comparing with the other methods, the MAP of 0.37 is quite high. The method of Zhu et al. used the query-adaptive asymmetrical dissimilarities and was the improved method that won the TRECVID2012 in- Table 1 Evaluation results for instance search accuracy using TRECVID2012 dataset (abbreviated as TV12). BIDF and BEIDF stand for BM25 using Bayesian IDF and Bayesian exponential IDF. The comparison methods are the improved method of the winner at the TRECVID2012 instance search task (denoted as Zhu) [8] and that used the topological spatial verification method (denoted as Zhang) [9] . stance search task. The second comparison method utilized a spatial verification method to improve the instance search accuracy further. The Table 1 clearly shows the significant improvement in the search accuracy by applying our proposed BEIDF.
Search Accuracy Enhancement Using ROI
We next confirm the impact of ROI information on the improvement in instance search accuracy. The MAP results are shown below. For the TRECVID2012 dataset, the λ values in Eq. (10) for BM25 using the BIDF with ROI weighting (BIDF+RW) and BM25 using the BEIDF with ROI weighting (BEIDF+RW) were both set to 2. Note that replacing the BEIDF in Eq. (10) with the BIDF yields the method of BIDF+RW. For the TRECVID2013 and 2014 datasets, the γ values were set to 1000 and 100, respectively, and the λ values were both set to 10. Again, these γ and λ values are the ones that showed the high search accuracy and we chose them by simply varying the parameter values. From Table 2 , we first observed that the use of ROI as the additional weighting led to higher search accuracy (compared with the results in Table 1 ). We next confirmed that using both enhanced discriminative power and ROI effect significantly improved instance search accuracy. The MAP of 0.38 of BEIDF+RW was much higher than the official highest MAP of 0.27 scored by the aforementioned method of Zhu et al. [8] during the TREVID2012 instance search task.
Actual Instance Search Results
We describe the effectiveness of the proposed methods by illustrating some actual instance search results. We first show the result examples for the instance topic "Eiffel tower" in Fig. 4 . The left result ranking was obtained using BM25 using the BIDF and the right result ranking was produced with BM25 using the BEIDF. We can see that the BIDF could not suppress the weights for query keypoints at the background in the original image query. As a result, the videos showing similar background to the original image query were ranked high, leading to significantly lowered instance search accuracy. On the other hand, the BEIDF successfully assigned lower weights for such noisy keypoints, in other words, it automatically interpreted that the keypoints detected from the background region were less discriminative compared to the keypoints regarding the Eiffel tower, resulting in much better instance search result ranking.
We next discuss an example for the instance topic "This dog" in Fig. 5 . The left result ranking was obtained using the BEIDF and the right result ranking was for the BEIDF+RW. The results shown in Fig. 5 clearly illustrate the effectiveness of the ROI information. Although the top 3 ranked videos were both correct to the instance topic, the BEIDF could not retrieve the relevant ones from the 4th to 8th rankings. The videos ranked 4th to 8th were relevant to the background of the original image query, and it is obvious that the BEIDF assigned relatively large weights for the query keypoints extracted from the background compared to the keypoints inside the ROI. Using the ROI information and weighting the query keypoints inside the ROI alleviated this problem more and the resulting instance search accuracy significantly improved. 
Evaluating ROI Re-Ranking Method
From the result examples shown in Figs. 4 and 5, we can say that using both enhanced discriminative power BEIDF and ROI weighting are effective in improving instance search accuracy. However, as mentioned in Sect. 3.2, one problem is that the ROI weighting method is always affected by the possible topic drift occurring in the search result ranking. We next confirm how much accuracy can be improved by using the three-stage re-ranking method in Eq. (11).
The evaluation results are listed in Table 3 . The τ in Eq. (11) was set to 1/10 since the query keypoints outside the ROI are generally supposed to be less important than the keypoints inside the ROI. In this experiment, re-ranking was done for the top 30 initial search results. From Table 3 , we can confirm that additional improvement in instance search accuracy is expected using the proposed ROI re-ranking method. Indeed, the MAP value of 0.28 scored with the BEIDF with ROI re-ranking (BEIDF+RR) was high com-pared to those scored with the other participating teams in the TRECVID2014 instance search task (the MAP of 0.28 was ranked within the top 3 search accuracies achieved). The highest MAP officially scored at the TRECVID2014 instance search task was 0.32 [10] and the winning method combined many techniques, including bag-of-visual-words (BOVW), geometric verification (called the RANSAC), and object detectors established for the instance search.
The overall results discussed in this section support the effectiveness of the proposed methods. The BEIDF is theoretically more rigorous than the EIDF, and using the enhanced discriminative power, we confirmed that significant improvement in the instance search results was achieved in the BM25 framework. Using the ROI information was expected to prevent the topic drift that may occur in the search result rankings and the proposed ROI weighting and re-ranking methods were both found to be effective.
Related Work
In this paper, we described the theoretical derivation and interpretation for the EIDF previously proposed and the use of ROI information to improve instance search accuracy. Generally speaking, research related to the first topic has been actively discussed in the text/document retrieval community and a recent study showing the effectiveness of the BM25 theory is discussed in the following section. For the second topic, we discuss studies regarding the instance search task in general. Note that approaches taken in these papers are essentially different from ours. Our approaches are motivated by the application and extension of the probabilistic IR methods originally developed in the document (text) retrieval community to content-based image/video retrieval tasks including the instance search task.
BM25 and the Probabilistic IR Models
Wilkie et al. conducted a comprehensive empirical evaluation for widely known probabilistic IR methods such as BM25, language model based IR (LM) [3] , divergence from randomness (DFR) [11] , and divergence from independence (DFI) [12] models using the TREC test collections [13] . The results were quite impressive. Although BM25 was the oldest probabilistic IR model among the models compared, they experimentally showed that it generally exhibited the least bias on the collection and produced competitive retrieval performance. Their results clearly support the fact that BM25 has been attracting much attention from IR researchers and that it is still the representative state-of-theart probabilistic IR model. This fact supports the use of the BM25 model even for multimedia search tasks and, indeed, directed us to employ the BM25 video ranking function for addressing the instance search task.
Recent Developments in Instance Search

Bag-of-Words Framework
Zhu et al. compared the BOVW framework [14] with the Approximate Nearest-Neighbor (ANN) [15] based system for the instance search task [16] . Since the ANN system is quantization-free, the performance loss caused by the quantization error in the BOW framework can be estimated. Their experiments showed that the vector quantization was the bottleneck of the BOW framework and that using a reference dataset as the prior distribution of local features improved the retrieval performance of the ANN voting system. Zhu et al. also experimentally demonstrated that comparing the query and keyframe images based on the standard symmetrical measures decreased instance search accuracy and proposed to use the asymmetric measure adapted to the BOW framework [8] .
Spatial Verification
Zhang et al. proposed an elastic spatial verification method for the instance search task [9] , [17] . Their method was designed to elastically verify the topological spatial consistency, which is invariant to various spatial transformations, with a triangulated graph and verified its effectiveness using three years of TRECVID instance search task datasets. Zhou et al. investigated the effectiveness of the spatial reranking method for the instance search task [18] . Since frame-by-frame spatial verification is too prohibitive, they sped up the algorithm by selecting the most representative keyframe of videos and proposed an efficient RANSAC algorithm. They also proposed an ROI-originated RANSAC method in which the geometrical transformation matrix is computed based on the known ROI information, leading to further improvement in re-ranking performance.
Exploiting Localization Results
Tao et al. tackled the problem of object search by including locality at all steps of their retrieval method [19] . They focused on the locality in an image and that in the feature space. With their method, many candidate locality boxes are generated in the database images, enabling the local search in the feature space constructed using the Fisher vector [20] and VLAD [21] . The effectiveness of their method was experimentally validated using three datasets including the Oxford buildings [15] , and the method also successfully delivered reliable localization results. Meng et al. presented an approach to localize a specific object in videos using a single image query [22] . They formulated the problem as a spatio-temporal search of the optimal object trajectories in videos. The experimental results showed the effectiveness of their approach by comparing them with the results from current methods with which each keyframe is treated independently.
Other Methods
Yang et al. proposed to use "self-taught" image features, not "hand-designed" features such as SIFT and RGB to address the instance search task [23] . Their methods are based on the independent component analysis, and their effectiveness was confirmed using the TRECVID2011 instance search task dataset. Zhu et al. investigated the method of aggregating multiple query images for the instance search task and suggested that selecting the average pooling method was the best in terms of both accuracy and calculation cost among the five multi-image aggregation methods compared such as the maximum pooling and average similarity score [24] . Apostolidis et al. proposed a method for fast and accurate object detection in video and to use the GPU-based processing for the object detection part, new structure-based keyframe sampling technique, and SURF descriptors [25] robustified to scale variations [26] . Araujo et al. addressed video search using image query and studied solutions to reduce storage requirements of the video database [27] . They proposed a compression algorithm and reported that the search quality was also improved by the storage reduction strategy.
Comparison with Other Video Search Tasks
Zhu et al. compared the content-based image retrieval, duplicate detection, and instance search tasks and classified them according to the query type, searching criteria, and difficulty [28] . They also proposed a large-scale BOW framework to address the instance search task and argued that its performance was mainly due to similar scene retrieval and that the use of ROI information was the key factor to further enhance instance search accuracy. Zhu et al. analyzed the two highly cited object retrieval datasets, Oxford dataset and TRECVID instance search dataset, and classified them into either specific object search or similar image search. They also found that in a qualified object retrieval dataset, the labeled ROIs in queries should be much more important than the background information in the original image query [29] .
Accelerating Our Instance Search Approach
Kaavya et al. reviewed recent work and the challenges with the multimedia indexing and retrieval tasks including the instance search task [30] . In their paper, our method based on the EIDF was mentioned and the essential points were summarized. Iwamura et al. proposed a method to make our BM25-based instance search method faster in terms of the computational burden [7] . They mentioned that BM25 video ranking score was obtained by solving the bichromatic reverse nearest neighbor search problem [6] and proposed an approximate method using the ANN search method using bucket distance hashing [31] . The experiment using the TRECVID2012 instance search task dataset showed the reduced calculation cost of our BM25-based method while slightly sacrificing search accuracy.
Conclusion
We first conducted an analysis of the discriminative power in the BM25 formula. Our analysis was based on the Bayesian viewpoint, and we derived the BEIDF, which is the Bayesian counterpart of the EIDF that we previously proposed [1] . The form of the BEIDF is quite similar to the EIDF but retains some theoretical advantages over the EIDF, as summarized in Sect. 2.4. We thus revealed that the EIDF can be derived by setting the informative prior distribution for the Bayesian calculation of the discriminative power. To address the instance search task, we also incorporated the ROI information into the BM25 video ranking model using the BEIDF. The effectiveness of the proposed methods was verified through a series of experiments using the TRECVID instance search task dataset.
For the application and extension of other state-of-theart probabilistic IR models to content-based image/video retrieval tasks, LM, DFR, and DFI are strong candidates. However, as we mentioned in this and the previous papers, simply applying the text/document IR methods to the image/video retrieval task does not necessarily provide satisfactory results, primarily due to the essential difference in the text and image feature distributions. However, we expect that the lessons learnt from our proposed methodology are also helpful when applying LM, DFR and DFI models to content-based image/video retrieval tasks, contributing to bridging the gap in different information modals. 
