Recently there has been increasing interest in the prob-
In either case, the procedures are usually much more efficient than a general theorem prover because the complexity of the theorem prover proving that a fact F follows from a theory T is a function of the sum of the size of F U T, while the complexity of the satisfiability procedure is a function of the size of F.
Even when DRAT cannot produce a literal satisfiability procedure for an entire theory it is often an improvement to use a procedure for a subset of an input theory because such a procedure can be interfaced with a general-purpose theorem prover in such a way that the procedure and the theorem prover work together to determine the consequences of the theory.
In practice, so long as a procedure can be found for a significant subset of the theory, the resulting inference systems ate much more efficient than the theorem prover alone because many of the inferences that the theorem prover would have to do are done more efficiently by the satisfiability procedure.
Let @ be the set of axioms of a problem and let S be the satisfiability procedure that DRAW designs for _', some subset of @. The theorem prover restricts its manipulation of the statements in @', using ,9 instead whenever possible. This paper presents a formalization of DRAW and proves that it is complete, i.e., that for any first-order statement 4_, if • _ _b, S combined with the theorem prover will prove _b. We show that DRAT's reformulation greatly increases its effectiveness and that a solution to a reformulated version of a problem is guaranteed to be a solution to the original problem. We present only a brief description of the DRAT algorithm here. A detailed description of an implementation can be found in [VanBaalen89] or [VanBaalen92] . DRAT was inspired by human problem solving performance on analytical tasks of the type found on graduate level standardized admissions tests. An example problem is given in Figure 1 .
Given: M, N, O, P, Q, R, and S are all members of the same family. N is married to P. S is a grandchild of Q. O is a niece of M. The mother of S is the only sister of M. R is Q's only child. M has no brothers. N is a grandfather of O. Quer'g: Who are the siblings of S?
Figure h The FAMILIES AnalyticalReasoning Problem
We analyzed human problem-solving behavior on a number of these problems and found the prevalent use of diagrams to assist in problem solving. Figure 2 il. lustrates the typical diagrams people use to solve the problem in Figure 1 .
"R isthe only childof Q_ "S isa grandchildof Q" (Divided rectangles represent couples; circles represent sets of children of the same couple: full circles are closed sets, broken circles are sets all of whose members may not be known; the directed arc represents the "children-off function between couples and their sets of children.)
Figure 2: Two statements in a representation commonly used by people.
These diagrams
were found to contain a common set of structures (across different people and different problems).
The arcs in Figure 2 are an example of such a structure.
They represent the 1-1 function between a married couple and their set of children. Each common structure was also found to have a startdard set of procedures for manipulating it. For example, one procedure associated with the arcs in Figure 2 ensures that they behave like s 1-t function.
It reads roughly as, "If two objects are equal and they appear atthe same end of two separatei-I functionarcswith thesame functionsymbol, the arcsand theobjectsat their otherend can be composed." This procedureisamong thoseused to compose thestructures in Figure2 to yieldthe diagram in Figure 3 .
People use these diagrams to. testthe satisfiability of a particular collection of factsby creatingthe struc- The conjunction is satisfiable just in case no contradiction is signalled in the composition process. DRAT has a library of procedures called schemes. These schemes model people's diagrammatic structures and their manipulations.
Schemes were found to have a number of important properties which are described in this paper. Perhaps the most i_',:-_rtant of "_c_e properties is that each scheme turns :o be a .-fiability procedure.
Another important perry of _ _emes is that they can be used as buildi_ locks to _onstruct"larger" satisfiability proceduro-DRAT uses this property to construct satisfiability procedures for input problems.
The implementation of DRAT includes the schemes found in analyzing the diagrams that people used on thirty analytical
tasks. It has been tested on twelve of these problems stated in a sorted first-order logic. The problems vary in size from thirty to sixty sorted first-order statements.
The performance of the theorem prover/satisfiability procedure combinations that DRAT produces for these problems was at least two orders of magnitude better than the performance of the theorem prover alone. For example, our general theorem prover took 988,442 resolutions---three hours and five minutes--to solve the problem shown in Figure I . The satisfiability procedure that DRAT produced was ableto solvetheproblem entirely without the theorem prover and did so in lessthan threeseconds.
PRELIMINARIES
Each scheme is a tractable literal satisfiability procedure for a theory.
Definition 1 A tAeo_ isa setof statements in firstorder predicatecalculus with equality.
Definition
2 A literal satisJiability procedure for a theory T is a procedure that decides for any conjunction of ground literais _ whether or not l_ U T is satisfiable.
Each scheme is tractable in the sense that, given any containing n literals, the scheme for a theory T decides the satisflability of E U T in time polynomial in n. Given a particular E, in addit!,'n to determining literal satisfia_iiity in some theor'" " each scheme corr',-putes {u = v [ u,v E CAr.
= u = '_ whet" C isthe setof constantsymboi_ Lppearing,_: E. A_ detailed in section,theseequalihcsarecommunicated between schemes in a way thatallowsthe combination Here is an example problem: This search is reduced considerably by the fact that scheme instances in Tt may not share nonlogical symbols.
As discussed in section, this restriction is required to allow schemes to be combined by the method described below. Let £(T) be the set of nonlogical symbols appearing in the clauses of T. We will often refer to £(T) as the language of T. Consider two scheme instances, Tt and T_, where £(7'1) is disjoint from £(T_), and consider a conjunction of literals E in £(Tl U Tz). The procedure for deciding the satisfiability of E U 7"i LIT_ begins by splitting E into two conjunctions of literals: El, with literals in £(Tl) and Zz, with literals in £(T2) such that the conjunction of literais in Z1 and Z_ is satisfiable just in case E is.
When a literal in E contains nonlogical symbols from £(T1 U T_), remove each subterm who6e function symbol is not in the language of the head symbol of the term.
A subterm is removed by substituting a new constant symbol for that subterm in the literal and conjoining an equality between the term and the new symbol with the proper Ei. For example, suppose R is in £(T1), f is in £(7"2) and _ contains the literal
R(f(a)).
The embedded term is in the wrong language, so it is removed. This is done by substituting a new constant,
with Ez. For each literal in r., this technique is applied repeatedly to the right most function symbol in the wrong language until the literal no longer contains symbols in the wrong language.
Then the literal is conjoined with the appropriate _i-For instance, R(b) from the example above contain., no symbols in the wrong language so it is conjoined with Et. Next the scheme for T_ is used to determine tb_ satisfiabitity of Et UTI. Recall that in so doing, this _cheme also computes the set of equalities between constants in E1 that follow from E1 U T1. Call this set El. The scheme for T2 is used to determine the satisfiability of E2 U T_ O El. If it is satisfiable, E2, the set of equalities that follow from E2 U T2 LIEl, is propagated back to Tl, i.e., TI is used to compute E1 U Tt t9 E2.
This propagation of equalities continues until one of the schemes reports "unsatisfiable" or until no new equalities are computed.
Note that since there are at most n -1 nonredundant equalities between n constant symbols, this process will terminate.
Unless the scheme for Tt or T_ reports "unsatisfiable," the procedure for the combination returns "satisfiable."
A complication to this equality propagation procedure is that given a set of ground literais, many tractable schemes imply disjunctions of equalities between constants without implying any of the disjuncts alone, a property called
An example of a convex scheme is one that determines satlafiability for the theory of equality with uninterpreted function symbols. An example of a nonconvex scheme is one for the theory of sets. To see this, note that {a, b} = {c, d} implies a =cVa = d, but does not imply either equality alone. A scheme associated with a nonconvex theory must compute disjunctions of equalities between constants that follow from a given conjunction of ground literals.
The equality propagation procedure is extended to handle such schemes by case splitting when a nonconvex scheme produces a disjunction.
When one of the component schemes produces the disjunction cl = dl Y ... V ca = dn, the combined satisfiability procedure is applied recursively to the conjunct_, ns _1UE2U{cl = dr} .... ,EtLI_zU {_:,_= dn}. Ifa_,: 9f these is satisfiable, "satisfiable" is r_:turned, otherwise "unsatisfiable" is returned.
As a simple example of this procedure, consider two schemes: £ for the theory of equality with uninterpreted function symbols and _ for the theory of finite sets. Now gonsider whether
o ¢ is run on Et and determines that ct = c_. S is run on _ t9 {ct -c_} which produces the disjunction b = d V b = e. The procedure is now invoked recursively for Fq tJ_tg{b --d} and Et t.J_2t.l{b = e}. In both calls, E_ produces the disjunction 9 = d Y g = e which is unsatisfiable. Therefore, both calls return "unsatisliable," hence ELI £ LIS is unsatisfiable.
We place one additional requirement on schemes 
r(R(a, fib))) = a e R-class(/(b)).
Given the literals ¢bl, ..., Ca, n > 1
Now T_ _-7_(T,),c(V_)(TI), using the obvious extension of T_" to sets of clauses.
Therefore,
To see this, note that we can take any resolution proof of TI I-_b and uniformly apply _*_(T,),f.(T2) to the clauses in each step of the proof to obtain a proof of
T_-(T,),_(T:)(Tt) I-__(TO,C(T2)(¢).
We can also define _;'_*£(Ta) r(rt ) sim-
ilarly to T_*E(T,),E(T_ ) and use it to transform any proof T_.(T,),_(r2)(T1)
l-_'(Tt),_(T_)(¢) into a proof of T_ I-_.
ADDING

REFORMULATION TO DRAT
One strategy for finding a satisfiability procedure for a theory 7"1 is to identify a theory T_ with the following properties:
(1) a satisfiability procedure is known for 7'2, (2) we can find a reformulation map _:(rt),_(r_) demonstrating that 7'2 is an isomorphic reformulation of T_ and (3) R(x, y) _ z _ rR(y). does not contain the symbols = or E, even if they are mentioned in T. These are treated as special (logical) symbols in the reformulation process.
The general form of reformulation rules is given in the following definition.
Definition 6 A triple < P, Q, O ¢_ • > is a reformulation rule when it meets the following restrictions: (1) P and Q are conjunctions of clauses (both of which may be empty).
(2) O and _ are conjunctions of literals.
(3) r f-symbols(P) C_ r f-symbols(O) and r f-symbols(Q) C rf-symbols(k_).
(4) r f-symbols(O) is disjoint from rf-symbols(gl).
(5) 0 and _ have the same variables.
Rules are symmetric in the sense that ir biconditionals can be used to introduce new symL in "either direction."
When the parameters in O at< mstantiated with symbols in a theory T, the rule is used to reformulate T in terms of the new symbols in _. The conjunction of clauses P is the condition that must be true of a theory for the reformulation rule to be used to rewrite O as @. When the parameters in @ are instantiated with the symbols in T, the rule is used to reformulate T in terms of the new symbols in O. In this case, Q is the condition that must be true for the rule to be used.
Here is an example of a conditional reformulation rule:
This rule can be applied to any theory T containing a function F whose range elements are sets of size one, _The symbol .L is used in specifying axioms about partial functions, F(a) = I means that F(a) is undefined.
i.e., P : [z E F(y) => F(y) = {z}]. When applied, the rule reformulates T in terms of a function F' ,uch that F'(y) = z just in case z E F(y). Q isemp,v in this rule because the rule can always be applied ta the other direction.
The following is an abstract description of the De.AT algorithm extended to do reformulation: If the rewriting process is not complete, 7?. adds the instantiated e ¢_ @ to the rewritten theory.
As an example of applying _, consider again the rule 1. Whenever the r f-symbols(e) C_ r f-symbols(T),
rf-symbols(@)
is disjoint from r f-symbols(T) and T _ P, then every model of T can be expanded to a model of Tu {O ¢:_ @}.
Whenever the rf-symbols(@) C r f-symbols(T), r f-symbols(O)
is disjoint from r f-symbols(T) and T _ Q, then every model of T can be extended to a model of TU {O ¢_ @}. 
AN EXAMPLE
In practice, we have found that adding reformulation to DRAT increases itseffectivenessconsiderably. We illustratethiswith a relativelysimple example excerpted from the DRAT implementation design of a satisfiability procedure for the example problem given in section . We illustratethe implementation's behavior on the set T of clauses:
A married(z, x) =:_ y = z There are three schemes in DRAT'S library that are relevant to the example. The scheme _ for the theory of partial I-1 functions with parameters F and F _, which are inverse functions, and theory(_)= {z = F(y) A x _k 2-¢0 y = F'(x) A y _k 2-}; The scheme $._ for the theory of sets of size two w.ith S as a parameter and theory(S_)= {zt E S^x_ E SA xl ¢ z_ _ S = {xl, x2}}; And, the scheme £ for the theory of equality with uninterpreted functionsymbols. The relevant reformulation rulesare:
As is typical in the implementation, these rules are normally used only in one direction.
As noted in section, rl reformulates a binary relation in a theory as a function Fa onto sets: Fa(x) = {y [ R(x, y) }. Also as noted in section , when applied to a theory containing a function F whose range elements are sets of size one, r2 introduces a function F' such that F'(y) = z just in case x E F(y).
The rule rs reformulates an F that is its own inverse as a function F', mapping an individual into sets of size ,wo such that F'(z) = {z, F(z)}.
Given the sc: =les above, DRAT is unable to design a satisfiability : :" :edure for T without reformulation. In an effort to a,:st_n a satisfiability procedure for all of T, the DRAT implementation repeatedly reformulates the problem, finally producing a formulation in terms of a function that we will call couple, mapping an individual to the married couple of which he or she is a member.
DRAT uses rule rl to reformulateT in terms of a functionthat we willcallspouses,a mapping from an individual to the setof hisor her spouses._(rl, T) is z _ _pouses(z),
=_ y = z DRAT uses rule r2 to reformulate R(rt,T) in terms of a partial function that we will call spouse, a mapping from an individual to his or her spouse.
Note that the second and fourth clauses in this set follow from instances of _ and £ respectively.
Hence, if DR,T were to terminate at this point, T_. would include only the first and third clauses. DRAT uses ruler3 to reformulatethe above theory in terms of the functioncouple.The resultis
couple(y) = {z, y}^y # zĉ ouple(z) = {z, x}^z # z _ y = z
All of the clauses in this set follow from the cornbination of S2 and an instance of £ containing the uninterpreted function symbol couple. Thus, through the use of reformulation, DRAT succeeds in designing a satisfiability procedure for the theory T. Without reformulation it is unable to design a procedure for any subset of T.
STEPS
TOWARDS THE
COMPLETENESS OF DRAT
This section proves two results towards the completeness of DRAT. First, we show that DRAT designs satisfiability procedures.
If DRAT successfully designs a procedure for some set of axioms Tc, then that procedure can be used to decide the problem < E, Tc, • > for any conjunctions of ground literals E and _. Second, we consider the addition of reformulation to BRAT and show that a satisfiability procedure for TO"(Tc) can be used as a sat±affability procedure for Tc so long as TC*(E) is a conjunction of literals. These results are necessary preliminaries for the proof of completeness in section .
DRAT
DESIGNS SATISFIABILITY PROCEDURES
Before proceeding to prove that DRAT designs satisfiability procedures, we recall properties of schemes presented thus far and discuss some additional required properties.
Recall that a scheme for a theory T is a procedure that decides the satisfiability of E U T, where E is a conjunction of ground literals. Given a particular E, each scheme also computes the set of equalities between constants in E that follow from E O T. If T is nonconvex, its scheme also computes disjunctions of equalities between constants in E that follow from Z U T. We call a first-order theory whose formulas contain no existential quantifiers a quantifier-free, theory. An additional requirement on _chemes is that their theories be quantifier-free.
As a practical matter, this is not a serious restriction beyond restricting schemes to be tractable.
See [OppenS0] for further discussion of this point.
The theories of schemes are also required to have infinite models.
The equality propagation technique may not work if a theory has only finite models because, given a set of constant symbols larger than the set of individuals in the model's domain, such a theory implies the disjunction of equalities between those constant symbols. Theories with infinite models do not imply disjunctions of equalities between variables. Therefore, given a theory T with infinite models, such disjunctions can only follow from T U E, for some E whose satisfiability is being decided. Any disjunctions of equalities between constants that follow must involve only constants mentioned in E. This restriction to theories with infinite models does not appear to be significant.
To date, we have not found any schemes that we could not include because they violated this restriction. 
Proof:
We prove that the procedure described in section for combining two schemes is a scheme for 7"1U T2. If the scheme for TI or T2 reports "unsatisfiability," clearly Ex t.JE2 UTt UT_ is unsatisfiable and, since ExCI E_ and E are cosatisfiable, E U 7"1 U 7"2 is unsatisfiable.
We must show that if the procedure of section reports "satisfiable," E U 7"1 U T_ is satisfiable. This is done by showing how to construct a model of E12T1 tJT_ when the procedure reports "satisfiable."
Let C = {co,..., c,,} be the set of constant symbols appearing in E1 or E_. Let E be the set of equalities propagated by the procedure of section. As we will see, when the procedure halts, E contains all the el = e_ 
The condition that must be met is that if
We prove the equivalent fact that ifT_P,
SAT(T U (-_}) _:_ SAT(R(rule,T) U --R(rule,¢)), where SAT(T)
means that T is satisfiable. [ 
Proof:
Suppose the biconditional of rule is 0 ¢:_ and 7?. applies rule to rewrite occurrences of ql to occurrences of O in T, as described in section . Since r f-symbols (O) are disjoint from r f-symbols(T), a rewrite step can never introduce a pattern of literals to which rule can be applied a second time. The rewrite is applied repeatedly until one of the following events occurs: (1) all of the symbols in rf-symbols(_t) are removed from T or (2) no new occurrences of can be found, even though symbols in rf-symbols(_l) are still present.
In either case, repeated application of the rewrite rule terminates.
Hence, A(t).R(rule, t) is computable, t2
The two preceding lemmas are sufficient to show that a satisfiability procedure for 7Z°(T¢) can be used to solve the problem < _,Tc,O >, so long as 7_'(2E) is a conjunction of ground literals. Assuming that TZ'(E) is a conjunction, the satisfiability procedure is used to solve the problem by solving < R" (E), TZ"(Tc), T¢*(O) > as follows. For each $ E _, if -,T¢'(¢) is a conjunction of literals, we use the pro-
Th -is the case if and only if _UTc U-,¢ is unsatisfiable.
: -g'(_b) is a disjunction of literals, the procedure is , ,:d to determine the satisfiability of First, in definition 3, it was assumed that a problem for DRAT was of a restricted form. Second, it was assumed that DRAT'S success depended on designing a satisfiability procedure for all of To. Both of these assumptions are now relaxed and we show how a literal satisfiability procedure is interfaced with a resolution theorem prover in such a way that the procedure/theorem prover combination is complete. A problem for DRAT is now taken to be a pair < F, _ >, where r is a set of first-order formulas and ¢ is a first-order formula. A pair < F, ¢ > is interpreted as the question, "r _ _b?"
As a typical preprocessing step for resolution theorem prc, _g, I" _nd "_¢ are converted to sets of clauses which _v:: be c_.lled F' and -,_b' respectively.
Let Tc be the se_ ,f nonground clauses in F'. As before, BRAT is used t_ design a literal satisfiability procedure for To.
However, instead of exiting with failure if it is unable to design a procedure for all of To, it returns the satisfiability procedure and T_, those clauses not incorporated into the satisfiability procedure. Also, as before, DRAT returns the reformulation map _'.
The algorithm given in section refers to the set of clauses for which a literal satisfiabitity procedure has been designed as TI. Here that procedure is referred to as ,.grt. We show how ,gr_ is used along with a resolution theorem prover to demonstrate the unsatisfiability of Cl = R'(F') u _'(-,0'). The nonground clauses of CI are manipulated by the theorem prover in the usual way, except that clauses in T_ are prohibited from resolving with ground clauses. These resolutions are unnecessary because ,-grr is a "compression" of any resolution steps that can result from such a resolvant.
$'rr is used in the manipulation of ground clauses ia CI and ground clauses derived from CI during theorem proving. It is interfaced to the theorem prover via theory resolution [Sticke185] .
One type of theory resolution, called total narrow theory resolution, requires a decision procedure for a theory T, given a set of lit-
Such a procedure is used to compute T.resolvants of a set of clauses as follows. Consider the decomposition of the clauses into Ki V L,, where each /t" i is a single literal in _:(T) and L_ is disjunction of literals (possibly empty). For each subset of the Ki, say {K_, .... , Ki,}, that is unsatisfiable in T, the clause L I V ... V Ln is a T-resolvant.
The theorem prover constructs T_-resolvants from ground clauses, using $'r_ to compute sets of ground literals that are unsatisfiable in :/'I. Let GrL be the set of ground unit clauses in CI and let GrCI be the set of ground nonunit clauses in CI. First, the ground clauses are separated into clauses that are in £(T_) and clauses that are not. As an example, consider allowing two schemes to share function symbols. The schemes must propagate allequalities between ground terms involving shared function symbols. The proof technique used in section can be extended to prove that such schemes combined by an appropriately extended propagation technique will produce semi-decision procedures for the combinations of their theories.
However, in general, it is not possible to prove that the propagation will terminate.
One situation in which overlap is allowed occurs when the theories of schemes are sets of clauses in a sorted first-order logic. In this case, a function symbol F whose range is disjoint from its domain can be shared between schemes because terms of the form F (F(z) Bob Nado participated in numerous discussions on many aspects of the paper.
