A reduced order model (ROM) based on proper orthogonal decomposition (POD) has been presented and applied to solving eigenvalue problems. The model is constructed via the method of snapshots which is based upon the singular value decomposition of a matrix containing the characteristics of a solution as it evolves through time. Part of the novelty of this work is in how this snapshot data is generated, and this is through the recasting of eigenvalue problem, which is time-independent, into a time dependent form.
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INTRODUCTION
Eigenvalue problems arise in many fields of mathematics, science and engineering and are important as they characterise system properties and yield key information of their state. Their uses and applications are diverse (a review is not provided here) but their computation can, in many instances, be prohibitively expensive. Even with today's computational resources, eigenvalue problems prove challenging as they quite often involve complex, coupled and multi-dimensional systems that require discretisations involving a large number of variables. Much effort has therefore been placed in solving these type of problems, typically with the aid of computers, where algorithm design and efficient/accurate discretisation schemes have all played a central role. The use of reduced order models (ROM) [1, 2, 3] can potentially be of great benefit in solving eigenvalue problems, as they reduce the problem sizes by several order of magnitude with minimal loss of accuracy. In this article a new reduced order model is presented for eigenvalue problems, and whilst it is demonstrated through the solving of reactor physics (RP) applications, it is designed to be general in the sense that its re-application to other fields can follow a similar path. The method proposed is based on proper orthogonal decomposition (POD) technologies [4, 5] which are formed via the method of snapshots [6] , and these have been adapted to specifically solve eigenvalue problems.
Proper orthogonal decomposition has evolved under a number of aliases, and so is also known as Karhunen-Loeve expansions in signal analysis and pattern recognition [7] , principal component analysis in statistics [8] , the method of empirical orthogonal functions in geophysical fluid dynamics [9] and meteorology [10] . All these methods, however, are model reduction techniques that offer adequate approximations of dynamical systems using a reduced number of degrees of freedom, that is, with lower-dimensional models [11, 12, 13] . The fundamental mechanics of POD are to generate optimal basis functions that represent and capture the energy, or dynamics, of a system of interest, and a way of achieving this is through the method of snapshots. This involves taking snapshots of the system's state at various time instances [6] , and from this data a set of POD functions are formed that provide an optimal representation. This means that the snapshot data can be reconstructed with the smallest error using a basis formed from a subset of these POD functions. Using only a small number of these optimal functions, the POD method then recasts the complex partial differential equations (describing the system of interest) into a set of much simpler ordinary differential equations. In the P e e r R e v i e w O n l y 3 The origins of POD dates back some way to the early 1900's in the work of Pearson [14] , but following the pioneering work of Lumley [15] it has received a considerable amount of attention from within the fluid dynamics community. Early applications include the work of Bakewell [16] and Payne [17] who respectively applied the techniques in turbulent pipe flow and wakes behind cylinders. In fact, it is POD's ability to capture the dynamics of eddies and turbulent flows that continually form and perish during a simulation that has proved highly beneficial. Its use soon extended to other applications including the modelling of flows around air foils [18] and through channels [19] , the mixing of fluid layers [20] , thermal currents [21, 22] and ocean models [23] . It has been applied to the shallow water equations [24] , the Euler equations [25] , the full Navier Stokes equations [26] and the various reduced versions of it, e.g. the parabolized Navier Stokes [27, 28] .
POD has been applied to many other fields which are covered extensively in the references of the articles listed here.
POD's application to such a range of fields demonstrates the need to form reduced order models for complex physical phenomena. However, its application to solving eigenvalue problems is somewhat limited since the method of snapshots require a time dependent and dynamically evolving system. A problem therefore immediately arises because the eigenvalue problem is time independent, but this issue is resolved by introducing within the equation a fictitious dimension that resembles time. By doing so the eigenvalue problem is transformed into a time dependent problem and, in its limit as time tends to infinity, the new representation of the eigenvalue converges to the exact solution. When solving this time dependent problem, the evolving solution can now be taken at various time instances to form the snapshots. The inspiration for this comes from the work in [29, 30] , which introduced a fictitious time variable to solve the stochastic eigenvalue problem.
However, in the formulation presented in this article, a different time dependent equation is formed.
This was in order to overcome a singularity that was inherent within the previous work's derivation for non-fissile materials. Finally, it is also important to note that this approach has similarities with that of [27] , which solved the two dimensional time independent parabolized Navier-Stokes equation. In this previous work snapshots were constructed by solving the problem using one of the spatial dimensions as though it were time.
To demonstrate the new POD model proposed in this article, the approach has been applied to reactor physics applications. In this field one is primarily concerned with determining the determines whether the system is in a super, sub or critical state. In fact, their population growth is one of the most important characteristics of a nuclear system, and this is determined through the solving of an eigenvalue problem which, in the reactor physics community, is referred to as K ef f [33] .
Determining eigenvalues associated with reactor physics involves solving the associated differential equation describing the transport of neutral particles, namely the Boltzmann Transport Equation (BTE) [33] . This is a particularly demanding equation as it requires the description of the particles' direction of travel to be known in addition to their energies (or spectrum). This additional information adds three dimensions to the standard space-time, which in turn greatly increases the complexity in obtaining its solution. Although some relief can be gained by recasting this equation into its diffusion form, which is the approach used here, (whereby two of the additional dimensions are eliminated) [31] , the problem domains associated with RP are still complex and challenging to resolve. For example, whole reactor cores are typically several meters in size, but they are formed from structures with length scales many orders of magnitude smaller -such as in modern generation IV designs that contain fuel composed of pellets just a few millimeters in diameter. To resolve such domains using either a finite element or finite difference scheme would require enormous spatial meshes if the fine scale structures were resolved. Techniques that resolve these domains efficiently have therefore always taken a central role in this area of research. These include technologies spanning adaptive resolution schemes [34, 35, 36] , multi-scale resolution, acceleration techniques [37] as well as the recasting of the equations into more efficient forms [31, 33, 38] . However, the vast majority of these technologies are always reliant on the solving of a full scale model. That is, even when done efficiently, one is typically dealing with a discretisation scheme that requires a very large number of unknowns to be resolved during the solving process. Reactor physics is therefore quite an unexplored area of POD application where, to the authors knowledge, the only other related work is that of [39] . In this previous work POD models were formed to simulate the dynamics of an accelerator driven system (ADS) in shut down (a non-eigenvalue problem), the results of which were shown to be quite promising.
The remaining sections of this article are set out as follows. Section 2 presents the eigenvalue problem for reactor criticality together with the details of its time-dependent formulation and its time and spatial discretisation. Section 3 present the POD formulation for the reduced order model eigenvalue problem. In section 4 two numerical examples are presented to demonstrate the P e e r R e v i e w O n l y 5 capabilities of the method presented. Finally section 5 completes this article with a conclusion of its findings.
THE PSEUDO-TIME DEPENDENT FORMULATION FOR THE EIGENVALUE PROBLEM
The focus of this article is on solving the eigenvalue problem expressed in form,
for which the terms L and Q denote differential operators, φ is the system's eigenfunction and λ is the associated eigenvalue. Whilst the POD model will be developed here on the eigenvalue problem associated with reactor physics, its re-application to other fields in the form of 1 should be fairly straight forward. That is, similar paths of derivation could follow that what is presented here since regular differential operators and boundary conditions, that occur in many applications, are involved.
In the eigenvalue problem for reactor physics, one solves for the eigenfunction and eigenvector φ(v) and λ respectively, where φ(v) denotes the density of the free moving neutrons' distribution over a spatial domain v. The eigenvalue problem reads as,
for which the diffusion coefficient is expressed as,
In equations 2 and 3 the Σ terms denote the material cross-sections, and these are probabilities that describe how the neutrons interact with the materials of the problem. The term Σ f is the crosssection for a neutron causing fission, Σ a is the cross-section that a neutron is absorbed, and Σ s is the cross-section that a neutron will scatter in a different direction. The termν denotes the average number of neutrons released per fission event. The three terms in equation 2 therefore describe the transport of the neutrons, their removal by absorption and their production (or source) through fission, respectively. the reciprocal of the value k ef f ,
The value of k ef f determines whether a system is in a supercritical (k ef f > 1), subcritical(k ef f < 1)
or critical (k ef f = 1) state, i.e. whether the neutron population continuously increases, decrease or remains constant, respectively.
The diffusion equation is supplemented with two main boundary conditions. One condition represents a surface on which neutrons are reflected back into the domain (reflective condition) and the other which represents surfaces that allow neutrons to escape out of the system (vacuum or bare condition). These are both satisfied by relating the flux solution to its gradient on the boundary by,
In standard nuclear engineering procedures, one normally employs an eigenvalue solver directly to equation 2, such as the power method, to solve the eigenvalue problem. However, in order to formulate the reduced order POD formulation a new pseudo time dependent equation is used. This equation is formulated by introducing to the eigenvalue equation a fictitious independent variable that can be considered to represent time t. The eigenvalue λ is then considered to be a time dependent and nonlinear variable, λ(t, φ), and a time dependent eigenvalue problem can be formulated as,
If one now selects an expression for λ(t, φ) such that in the limit of time the condition,
holds, then the steady state solution of equation 5 will generate both the eigenvalue and corresponding eigenfunction. That is, as time t → ∞ one obtains, 
This expression can now be simplified by applying the divergence theorem to the integral involving the diffusion term,
and thus transforming it into a surface integral. By inspecting the expression within this integral to that of the boundary conditions specified in equation 2, one sees that there are similar expressions involving the flux gradient. These gradient terms can therefore be replaced with expression of the flux for bare surfaces, or simply a zero for reflecting boundaries. The resulting expression for the eigenvalue is therefore given as,
reflective surface (10)
Time and spatial discretisation
The discretisation of the time and spatial dimensions start with a simple time stepping treatment of the temporal derivative. This is given by 
where the eigenvalue λ k can be calculated from equation 10 using the flux expressed at time instance Equation 11 is therefore multiplied by N i , ∀i ∈ {1, 2 . . . n}, and integrated over space to give,
One can now apply Green's theorem to the integral involving the diffusion operator to form a volume and surface integral, through which the appropriate boundary conditions can be applied. Finally, upon substituting the FE expansion into discretised equations, the following linear system results,
In this system φ k denotes the vector of coefficients at time instance k. The term A denotes a matrix of dimension n × n and contains the discretised time, diffusion and absorption terms in the left hand side of equation 12. The terms M and M Σ f are also matrices of dimension n × n. M is the standard
and M Σ f denotes the mass matrix that includes the fission cross section within the integrals, i.e. M
Using this formulation one may march through time, solving the flux for each time step and generating the updated eigenvalue.
This process can be continued until steady state is attained at which point the k ef f eigenvalue of the problem will be found.
THE REDUCED ORDER POD FORMULATION
In the reduced order formulation a new basis of POD functions are constructed from a collection of snapshots taken a various time instances of the full model solution. That is, the model described in equation 13 is solved for a set of different problems, and snapshots of their solutions are taken as they evolve to their steady state. In the finite element framework, each snapshot is simply the value of the solution at the nodes of the finite element mesh. Each snapshot is therefore a vector of size n, and the series of all these snapshots are collected together to form a matrix A. The dimensions of A is n × n s , where n s is the total number of snapshots taken, typically one finds that n s << n.
Once the full set of snapshots have been collated, it is then custom to remove from each snapshot the mean value of all snapshots. That is, a modified snapshot matrix is generated by, A POD basis set is now constructed through the singular value decomposition (SVD) of the matrix A. That is, A is represented by,
where U and V are unitary matrices of dimension n × n and n s × n s , respectively. Σ is a matrix of size n × n s and has non zero values only along its diagonal elements. These non zero values are the singular values of A, and these are assumed to be listed in order of their magnitude.
A POD basis set {Φ k }, k ∈ {1, 2, . . . n p } consisting of n p basis functions is constructed from a reduced form of the SVD in equation 15. The first, and largest, n p singular values in the matrix Σ are used to form a reduced matrix Σ np ,
and this is used to form an approximation of A in its SVD form,
It is shown in many of the texts referenced in this article that this representation is the closest possible to that of the matrix A using n p basis vectors. There is also a convenient error measure of the approximation which is given as the sum of all singular values removed from the original matrix Σ. Finally, by keeping in line with the conventional POD construction, the n p POD basis functions are now defined to be the first n p columns of the matrix U. That is, the POD basis set is expressed in vector form by,
These vectors represent the POD functions over the spatial domain v, and these can now be constructed using the original finite elements, 
Forming the reduced system
The reduced order representation of the solution variables of equation 13 takes the form of an expansion of the POD basis functions defined in equation 18. This expansion is given for each time instance k by,
where, as previously stated,Φ is the vector of size n holding the average value of all snapshots. The terms ψ j , j ∈ {1, 2, . . . n p }, denote the POD basis expansion coefficients and ψ denote these values in vector form. U is the n × n p matrix containing the first n p column vectors of U in equation 15.
A reduced system of equations can now be constructed by inserting the expression of the full flux, equation 20, into equation 13, and then pre-multiplying the system by U t .
This can be rearranged to,
which expresses the POD coefficients at the next time step in terms of a reduced system of equations.
In total, there are three reduced system matrices required in this formulation, namely U t AU ,
Each is of size n p × n p and, since being linear, can be precomputed and stored in memory ready for use when the reduced system is solved. There are also three matrix systems that multiply with the average snapshot vectorΦ. Once again these can be precomputed and fed into the solving procedure as a fixed source term.
The matrices in the reduced system above are obtained by Galerkin projections (in the L 2 sense) of the original differential operators using the bases of POD functions. This can be demonstrated for the left hand matrix of equation 22 containing the discretised time, diffusion and absorption terms. If one considers these terms to be encapsulated within the operator L = ∂ ∂t − ∇D(v).∇ + Σ a (v), then when it operates on the solution, followed by its weighting with the POD function Φ i and finally its integration over space, the following Galerkin projection is formed, 
Replacing each POD function in the above expression with its representation of finite elements, i.e.
This can be re-arranged to read as,
for which the term contained within the integral is simply the differential operator discretised through the original finite elements, i.e. it is equal to A k,l in equation 13. The terms contained within the brackets are therefore (U t AU ) i,j . Considering now the Galerkin weighting involving all POD basis functions Φ i , i = {1, 2, . . . n p }, the following systems results,
This, of course, is the system defined in equation 22, and so this demonstrates its equivalence to a Galerkin projection using the POD basis functions. Similar arguments can be applied to all other terms in equation 21 to demonstrate their equivalence to Galerkin projections.
Calculation of the eigenvalue from the reduced order eigenvector
It now only remains to calculate the eigenvalue that corresponds to the reduced order eigenfunction for a given time step k. This can be calculated using the formulation in equation 10 and recasting each term in terms of the reduced order approximation. This is demonstrated first for the volume integral involving the fission cross-section (where it suffice to consider only one volume integral)
which is given as, in the full approximation space. In this expression, the flux is replaced with its expansion of POD basis functions given in equation 20,
Each POD basis function is then represented by its finite element expansion of equation 18, and together with a little re-arranging, the following is obtained,
In this final form the first term has formed a scalar, and this is constant in value as it involves only the average snapshot vectorΦ. The second term involves a summation over the POD coefficients, and these are multiplied by the integrals contained within the large brackets. Both the scalar and the n p integrals can be precomputed prior to solving the reduced order model due to them being independent of the POD solution. The integral expression can therefore be written as,
where the precomputed valuesΦ f and Φ f j are given by,
and
P e e r R e v i e w O n l y 13 respectively. Similar expressions can also be formed for the other terms in equation 10. That is, the integral involving the cross section Σ a is expressed as,
given the precomputed quantities,
In addition, the surface integral is computed by,
using the the precomputed quantities,
These expressions can now be combined to form the reduced order eigenvalue at a time step k,
In this form it is important to note that once the precomputed stage is complete, the computation of the eigenvalue is of order n p , i.e. the size of the POD expansion. has been normalised and were obtained using a sufficiently resolved mesh consisting of 600 finite elements. A constant time step of 0.5 seconds was used for the time-dependent eigenvalue solver, and each simulation was allowed to run for 750 seconds at which point steady-state was attained.
Initially, four snapshot matrices were created using the simulations generated from the full model. The POD functions generated from the snapshots were used to form reduced order models for four problems, labelled problems R1-R4. Problems R1-R3 have the same geometric structure to that used in the full model simulation, and their material properties are listed in table I. Problem R1 is in fact the same as the full model problem F1, i.e. the simulation with both control rods withdrawn. This was used to determine how well the reduced order model reconstructs a problem that was used in constructing the original snapshot matrix. The remaining problems are however different from those used in building the snapshots. Problem R2 resembles the reactor with both control rods inserted. In problem R3, the control rods are configured to resemble a heavily inserted left control rod and slightly inserted right control rod. This is to generate a highly asymmetric flux profile that is quite different to those of the full problems F1-F3. Finally, problem R4's geometry does not share the same structure as that of the slab reactor. Instead, the problem has been split in half, with one half being significantly more reactive than the other (the material cross sections are listed in table I ). This is used as a stress test of the reduced order model as the problem's solution is quite different from those used in the POD construction. Table I list the reference eigenvalues for each of these problem setups, and these were generated using the full diffusion model.
The graphs presented in figure 5 show the POD eigenvalues and respective errors for each test problem R1-R4. The results show the evolution of the eigenvalues as the POD basis sets are varied in size from 1 to 20 functions. They also show how each calculation is affected when the POD bases are generated from different snapshot sets s1-s4. The graph presenting the results for problem R1
(graph a) shows that a rapid reduction in the eigenvalue error is obtained using all POD basis sets.
In fact, for all POD bases, just 5 POD functions were sufficient to produce an eigenvalue estimate with error less than 1 × 10 −5 , which is well within an acceptable range for criticality calculations.
The results do however exhibit an unexpected behavior over the range of 5-10 POD basis functions.
In this range the error in the eigenvalue increases with respect to an increased POD basis size. The reasons for this behavior is not clear, however, the error does remain within an acceptable error margin. The model also recovers very well and mitigates the eigenvalue error to less than The graphs b-d of figure 5 show encouraging signs that the POD formulation is performing well at generating eigenvalue solutions to 'unseen' problems. Graph b shows that for the problem with both control rods inserted (R2), the eigenvalue is calculated to a high degree of accuracy. In fact, the error is shown to have been mitigated to less than 1 × 10 −8 using just 12 POD functions. The more challenging problem, R3, has also been approximated accurately using the POD model. All POD bases formulated from snapshot sets s1-s4 are shown to perform equally well, and each has produced eigenvalue estimates with errors less than 1 × 10 −4 when 20 POD functions are used. A similar result is seen in the final graph d, which shows the eigenvalue computed for the problem with a significant change in its geometry (R4). Again, the estimated eigenvalue tends towards the reference value with increased POD expansion size, and their errors approach 1 × 10 −4 when the full 20 POD functions are used. When the differences in the geometric structure of problems R3 and R4 are taken into consideration, these results are highly encouraging as the eigenvalue errors are within an acceptable bound. A final point these results highlight is that there is only a small change in POD's performance when constructed through the different snapshot sets s1-s4. Therefore, the remaining results of this section will only use the POD sets generated from the smallest snapshot matrix s4.
The graphs presented in figure 6 show the eigenfunction solution generated by POD for problems R1-R3. The results show the reduced order solutions using 1, 2, 5, 10, 15 and 20 POD functions.
It is shown that problem R1 can be reconstructed almost exactly using just 5 POD functions, and a similar observation is found when inspecting the graphs corresponding to problem R2. The 
A two dimensional reactor
In this example a two dimensional mock reactor was modelled and its eigenvalue estimated using the POD formulation described in this article. The domain of the reactor is presented in figure 9 where it is shown to have a square geometry with sides that are of length 90cm. A fuel region occupied the main bulk of the reactor, but within its central region there were 4 locations where control rods could be inserted and withdrawn. In the case where the rods were inserted a set of absorbing crosssections that mimicked a control rod were used. However when the rods were withdrawn these regions were replaced with a set of cross sections resembling water (which is often the case in many reactor designs). Surrounding the reactor was a neutron reflector, i.e. a high neutron scatterer, which was meant to resemble a graphite material that acted as a neutron shield. The cross-section data for each of the materials are listed in table II. These have been selected to resemble the properties of fuel, water and graphite, and so have been based on the cross-sections used in IAEA benchmarks [40] . Included in this data are two sets of material cross-sections for the fuel. Fuel type 1 defines the standard fuel that was used in all problems during the POD construction phase. Fuel type 2 defines an adjusted fuel makeup, and this was used in some of the the subsequent reduced order modelling analysis.
To construct the POD basis functions 5 full models (labelled F1-F5) of the reactor were performed. These resolved the reactor first with all rods removed, and then with one single rod inserted at a time. The materials for the fuel and control rods for each calculation is presented in table III and this table also Using the reduced order model 7 configurations of the reactor were resolved, and these have been denoted problems R1-R7. Problems R1 and R2 were identical to the full model problems F1 and F2, and these were used to examine how well the POD model reproduces solutions for already seen problems. Problems R3-R6 used different combinations of inserted and rejected control rods, and these configurations are listed in table III. In problem R7 the material configuration was varied by some considerable margin to those used in the POD generation. In the control rod regions, a mix of control rod and water materials were used to represent partially inserted control rods. This was achieved by taking linear combinations of the water and control rods cross-sections, the details of which are listed in table III. In addition, to ensure that there were significant differences to the full model problems, the fuel composition of problem R7 was also changed to that of fuel type 2. Table   III Results for problem R7 have also shown very encouraging signs that the reduced order model can reconstruct problems that vary considerably to those used in the POD's construction. For this problem the eigenvalue is reconstructed to within an error of 0.1% using the 12 POD functions, and this is certainly within an acceptable margin for scoping calculations.
The reduced order fluxes for problems R5 and R7 are presented in figures 13 and 14 respectively.
By comparing against the reference solution included in the figures, the POD models are shown to capture the fine details of the solution quite quickly. For problem R5 the POD expansion using 6 functions has captured the general details of the full solution, and there is little visible difference between the reference solution and that of POD when 12 basis functions are used. Similarly, the POD representation of problem R7 compares closely to the reference solution using just 6 functions. However, this is not considered an issue since the full model will only be computed a small number of times.
Another important point to note is that the reduced order model requires significantly less time to solve in comparison to the full models. In the 2D examples of the previous section, the computational time required to solve the reduced model remained below 0.008 seconds for the largest expansion size. To generate the reduced system required longer times, but these were still quite small and ranged between 1.2×10 −2 and 0.14 seconds as the POD expansions varied between the smallest and largest sizes. Comparing these times against those required to solve the full model, which was 10.35 seconds (on the same computer), show that the POD formulation can provide significant efficiency gains. It should also be kept in mind that the full model times just stated were provided using an established code, and not the time dependent formulation presented here.
The times stated therefore provide a fair comparison since the established code is efficiently coded and uses the most appropriate algorithms for these problem types (that is, it is very close to being optimal).
CONCLUSION
This article has presented a new reduced order modelling technique for solving general eigenvalue problems. The method is general in that it can be extended to other fields and applications, but
here its use has been demonstrated in the calculation of the eigenvalue (K ef f ) for reactor criticality problems. The reduced order model was based on POD technologies whereby the basis functions of the new model were generated from the singular value decomposition of a snapshot matrix. In order to generate the snapshot matrix an unorthodox approach was used in solving the full model eigenvalue problem. Here a time dependent form of the eigenvalue problem was developed and resolved. Whilst this pseudo time approach has been used in previous work (unrelated to reduced order methods) cited in this article, the equation used in this work is of a different form. Using a time dependent equation enabled one to create a snapshot matrix by taking the solutions at various time instances of the full model as it evolved to its steady state. From here on, one could then follow the traditional POD route in generating the reduced basis functions. In the formulation presented, this was carried out within a framework where the full model was resolved using finite elements.
To demonstrate the capabilities of the reduced order model, 2 numerical examples have been presented. The first was a 1D example and this was used to demonstrate the general properties of the reduced model to be working. The second example used a mock 2D reactor with a more demanding geometry that is typically seen in reactor physics applications. A number of important points were highlighted in the numerical examples. One was that the POD models could efficiently reproduce the eigenvalues for the problems used in generating the POD functions, as one would expect. However, when the materials properties were varied to pose new, or unseen, problems, the POD formulation could still generate accurate estimates of the eigenvalues. To add further encouragement, the POD bases performed very well in reproducing problems that had significant changes in their geometry in comparison to the problems used in the POD generation. This was observed in both numerical examples, for which the eigenvalue estimates were still within an acceptable margin of error. In addition to this, the eigenfunctions, of fluxes, were also reproduced to a high degree of accuracy.
Even in the more demanding problems the fluxes were shown to capture the features of the reference solutions. However there were a few issues raised in the examples shown. In addition to method using the more expensive time dependent full model formulation, the POD eigenvalues occasionally showed rising errors with increased expansion size. However this issue appears to be rare and so should not distract from the main results showing the method to be working well. 
(c) (d) Figure 5 . The graphs show the eigenvalues together with their errors when problems R1-R4 were solved using the reduced order models with varying POD basis sizes. Graphs (a-d) correspond to the results for solving problems R1-R4, respectively. POD:12 EXACT Figure 14 . The reference solution of problem R7 together with its POD representation using varying expansion sizes.
