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Abstract
Mining graph data has become a popular research topic in computer sci-
ence and has been widely studied in both academia and industry given the
increasing amount of network data in the recent years. However, the huge
amount of network data has posed great challenges for efficient analysis.
This motivates the advent of graph representation which maps the graph into
a low-dimension vector space, keeping original graph structure and support-
ing graph inference. The investigation on efficient representation of a graph
has profound theoretical significance and important realistic meaning, we
therefore introduce some basic ideas in graph representation/network em-
bedding as well as some representative models in this chapter.
Keywords: Deep Learning, Graph Representation, Network Embedding
1 Introduction
Many real-world systems, such as Facebook/Twitter social systems, DBLP author-
citation systems and roadmap transportation systems etc., can be formulated in the
form of graphs or networks, making analyzing these systems equivalent to min-
ing their corresponding graphs or networks. Literature on mining graphs or net-
works has two names: graph representation and network embedding. We remark
that graph and network all refer to the same kind of structure, although each of
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them may have its own terminology, e.g., a vertice and an edge in a graph v.s. a
node and a link in a network. Therefore we will exchangeably use graph represen-
tation and network embedding without further explanations in the remainder of
this chapter. The core of mining graphs/networks relies heavily on properly rep-
resenting graphs/networks, making representation learning on graphs/networks a
fundamental research problem in both academia and industry. Traditional repre-
sentation approaches represent graphs directly based on their topologies, resulting
in many issues including sparseness, high computational complexities etc., which
actuates the advent of machine learning based methods that explore the latent
representations capable of capturing extra information in addition to topological
structures for graphs in vector space. As such, the ability to find “good” latent rep-
resentations for graphs plays an important role in accurate graph representations.
However, learning network representations faces challenges as follows:
1. High non-linearity. As is claimed by Luo et al. [43], the network has highly
non-linear underlying structure. Accordingly, it is a rather challenging work
to design a proper model to capture the highly non-linear structure.
2. Structure-preserving. With the aim of supporting network analysis appli-
cations, preserving the network structure is required for network embed-
ding. However, the underlying structure of the network is quite complex
[55]. In that the similarity of vertexes depends on both the local and global
network structure, it is a tough problem to preserve the local and global
structure simultaneously.
3. Property-preserving. Real-world networks are normally very complex, their
formation and evolution are accompanied with various properties such as
uncertainties and dynamics. Capturing these properties in graph representa-
tion is of significant importance and poses great challenges.
4. Sparsity. Real-world networks are often too sparse to provide adequate
observed links for utilization, consequently causing unsatisfactory perfor-
mances [50].
Many network embedding methods have been put forward, which adopt shal-
low models like IsoMAP [62], Laplacian Eigenmaps (LE) [4] and Line [61].
However, on account of the limited representation ability [6], it is challenging
for them to capture the highly nonlinear structure of the networks[63]. As [76]
stated, although some methods adopt kernel techniques [68], they still belong to
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shallow models, incapable of capturing the highly non-linear structure well. On
the other hand, the success of deep learning in handling non-linearity brings us
great opportunities for accurate representations in latent vector space. One nat-
ural question is that can we utilize deep learning to boost the performance of
graph representation learning? The answer is yes, and we will discuss some re-
cent advances in combining deep learning techniques with graph representation
learning in this chapter. Our discussions fall in two categories of approaches:
deep structure-oriented approaches and deep property-oriented approaches. For
structure-oriented approaches, we include three methods as follows.
• Structural deep network embedding (SDNE) [69] that focuses on preserving
high order proximity.
• Deep recursive network embedding (DRNE) [66] that focuses on preserving
global structure.
• Deep hyper-network embedding (DHNE) [65] that focuses on preserving
hyper structure.
For property-oriented approaches, we discuss:
• Deep variational network embedding (DVNE) [73] that focuses on the un-
certainty property.
• Deeply transformed high-order Laplacian Gaussian process (DepthLGP)
based network embedding [44] that focuses on the dynamic (i.e., out-of-
sample) property.
Deep Structure-oriented Methods
2 High Order Proximity Preserving Network Em-
bedding
Deep learning, as a powerful tool capable of learning complex structures of the
data [6] through efficient representation, has been widely adopted to tackle a
large number of tasks related to image [38], audio [29] and text [58] etc. To pre-
serve the high order proximity as well as capture the highly non-linear struc-
ture, Wang et al. [69] propose to learn vertex representations for networks by re-
sorting to autoencoder, motivated by the recent success of deep neural networks.
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Concretely, the authors design a multi-layer architecture containing multiple non-
linear functions, which maps the data into a highly non-linear latent space, thus is
able to capture the highly non-linear network structure.
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Figure 1: The number of pairs of vertexes which have first-order and second-order
proximity in different datasets, figure from [69].
So as to resolve the structure-preserving and sparsity problems in the deep
models, the authors further put forward a method to jointly mine the first-order
and second-order proximity [61] during the learning process, where the former
captures the local network structure, only characterizing the local pairwise sim-
ilarity between the vertexes linked by edges. Nonetheless, many legitimate links
are missing due to the sparsity of the network. Consequently, the first-order prox-
imity alone cannot represent the network structure sufficiently. Therefore, the au-
thors further advance the second-order proximity, the indication of the similarity
among the vertexes’ neighborhood structures, to characterize the global structure
of networks. With the first-order and second-order proximity adopted simultane-
ously, the model can capture both the local and global network structures well
respectively. The authors also propose a semi-supervised architecture to preserve
both the local and global network structure in the deep model, where the first-order
proximity is exploited as the the supervised information by the supervised com-
ponent exploits, preserving the local one, while the second-order proximity is re-
constructed by the unsupervised component, preserving the global one. Moreover,
as is illustrated in Figure 1, there are much more pairs of vertexes having second-
order proximity than first-order proximity. Hence, in the light of characterizing
the network structure, importing second-order proximity can provide much more
information. In general, for purpose of preserving the network structure, SDNE is
capable of mapping the data to a highly non-linear latent space while it is also ro-
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bust to sparse networks. To our best knowledge, SDNE is among the first to adopt
deep learning structures for network representation learning.
2.1 Problem Definition
Definition 2.1 (Graph). G = (V,E) represents a graph, where V = {v1, ..., vn}
stands for n vertexes and E = {ei,j}ni,j=1 stands for the edges. Each edge ei,j
is associated with a weight si,j ≥ 0 1. For vi and vj without being linked by any
edge, si,j = 0. Otherwise, si,j = 1 for unweighted graph and si,j > 0 for weighted
graph.
The goal of network embedding is mapping the graph data into a lower-dimensional
latent space. Specifically, each vertex is mapped to a low-dimensional vector so
that the network computation can be directly done in that latent space. As men-
tioned before, preserving both local and global structure is essential. First, the
first-order proximity able to characterize the local network structure, is defined as
follows.
Definition 2.2 (First-Order Proximity). The first-order proximity represents the
pairwise proximity between vertexes. For a vertex pair, first-order proximity be-
tween vi and vj is positive if si,j > 0 and 0 otherwise.
Spontaneously, network embedding is requisite to preserve the first-order prox-
imity for the reason that it means that two vertexes linked by an observed edge in
real-world networks are always similar. For instance, if a paper is cited by an-
other, they are supposed to have some common topics. Nonetheless, real-world
datasets often have such high sparsity that only a small portion is the observed
links. Many vertexes with similarity are not linked by any edges in the networks.
Accordingly, it is not sufficient to only capture the first-order proximity, which is
why the second-order proximity is introduced as follows to characterize the global
network structure.
Definition 2.3 (Second-Order Proximity). The second-order proximity of a ver-
tex pair represents the proximity of the pair’s neighborhood structure. Let Nu =
{su,1, ..., su,|V |} stand for the first-order proximity between vu and other vertexes.
Second-order proximity is then decided by the similarity of Nu and Nv.
1Negative links exist in signed network, but only non-negative links are considered here.
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Intuitively, the second-order proximity presumes two vertexes to be similar if
they share many common neighbors. In many fields, such an assumption has been
proved reasonable [18, 35]. For instance, if two linguistics words always have
similar contexts, they will usually be similar [18]. People sharing many common
friends tend to be friends [35]. It has been demonstrated that the second-order
proximity is a good metric for defining the similarity between vertex pairs even
without being linked by edges [42], which can also highly improve the richness
of vertex relationship consequently. Thus, taking the second-order proximity into
consideration enables the model to capture the global network structure and re-
lieve the sparsity problem as well.
To preserve both the local and global structure when in network embedding
scenarios, we now focus on the problem of how to integrate the first-order and
second-order proximity simultaneously, the definition of which is as follows.
Definition 2.4 (Network Embedding). Given a graph G = (V,E), the goal of
network embedding is learning a mapping function f : vi 7−→ yi ∈ Rd, where
d  |V |. The target of the function is to enable the similarity between yi and yj
to preserve the first-order and second-order proximity of vi and vj explicitly.
2.2 The SDNE Model
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Figure 2: Framework of the SDNE model, figure from [69].
This section discusses the semi-supervised SDNE model for network embed-
ding, the framework of which is illustrated in Figure 2. Specifically, for purpose
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of characterizing the highly non-linear network structure, the authors put forward
a deep architecture containing numerous non-linear mapping functions to trans-
form the input into a highly non-linear latent space. Moreover, for purpose of ex-
ploiting both the first-order and second-order proximity, a semi-supervised model
is adopted, aiming to resolve the problems of structure-preserving and sparsity.
We are able to obtain the neighborhood of each vertex. Hence, to preserve the
second-order proximity by the method of reconstructing the neighborhood struc-
ture of every vertex, the authors project the unsupervised component. At the same
time, for a small portion of vertex pairs, obtaining their pairwise similarities (i.e.
the first-order proximity) is also possible. Thus, the supervised component is also
adopted to exploit the first-order proximity as the supervised information for refin-
ing the latent representations. By optimizing these two types of proximity jointly
in the semi-supervised model proposed, SDNE is capable of preserving the highly-
nonlinear local and global network structure well and is also robust when dealing
with sparse networks.
2.2.1 Loss Functions
We give definition of some notations and terms, before defining the loss functions,
to be used later in Table 1. Note thatˆsymbol above the parameters stands for
decoder parameters.
Table 1: Terms and Notations.
Symbol Definition
n number of vertexes
K number of layers
S = {s1, ..., sn} the adjacency matrix for the network
X = {xi}ni=1, Xˆ = {xˆi}ni=1 the input data and reconstructed data
Y (k) = {y(k)i }ni=1 the k-th layer hidden representations
W (k), Wˆ (k) the k-th layer weight matrix
b(k), bˆ(k) the k-th layer biases
θ = {W (k), Wˆ (k),b(k), bˆ(k)} the overall parameters
To begin with, we describe how the second-order proximity is exploited by the
unsupervised component in order to preserve the global network structure.
The second-order proximity refers to the similarity of the neighborhood struc-
ture of a vertex pair. Therefore, to capture it properly, we need to consider the
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neighborhood of each vertex when modeling. For a network G = (V,E), its adja-
cency matrix S containing n instances s1, ..., sn can be easily obtained. For each
instance si = {si,j}nj=1, si,j > 0 iff there exists a link between vi and vj . There-
fore, si represents the neighborhood structure of the vertex vi, i.e., S involves the
information of each vertex’s neighborhood structure. Based on S, conventional
deep autoencoder [54] is extended for purpose of preserving the second-order
proximity.
We briefly review the key ideas of deep autoencoder to be self-contained. A
deep autoencoder is an unsupervised model consisting of an encoder and decoder.
The two parts both consist of numerous non-linear functions, while the encoder
maps the input data to the representation space and the decoder maps the repre-
sentation space to reconstruction space. The hidden representations for each layer
are defined as follows, given the input xi2.
y
(1)
i = σ(W
(1)xi + b
(1))
y
(k)
i = σ(W
(k)y
(k−1)
i + b
(k)), k = 2, ..., K.
(1)
With y(K)i obtained, the output xˆi can be obtained through the reversion the
encoder’s computation process. The goal of an autoencoder is minimizing the
reconstruction error between input and output, to achieve which the following
loss function can be defined.
L =
n∑
i=1
‖xˆi − xi‖22. (2)
As proven by [54], the reconstruction formula can smoothly characterize the
data manifolds and thus preserve it implicitly though not explicitly. Consider this
case: if the adjacency matrix S is inputted into the autoencoder, i.e., xi = si,
the reconstruction process will output the similar latent representations for the
vertexes with similar neighborhood structures, as each instance si captures the
neighborhood structure of the vertex vi.
However, owing to some specific characteristics of the networks, such a recon-
struction process cannot fit our problem straightforward. In the networks, some
links can be observed, while many other legitimate links cannot. It suggests that
while the links among vertexes do indicate their similarity, having no links does
not necessarily indicate dissimilarity between the vertexes. In addition, the num-
ber of 0 elements in S is far more than that of non-zero elements due to the sparsity
2Here the authors use sigmoid function σ(x) = 11+exp(−x) as the non-linear activation function
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of networks. Thus, by directly inputting S to the conventional autoencoder, there
is a tendency of reconstructing the 0 elements in S, which does not fit out expecta-
tion. Therefore, with the help of the revised objective function as follows, SDNE
imposes more penalty to the reconstructing error for the non-zero elements than
that for 0 elements:
L2nd =
n∑
i=1
‖(xˆi − xi) bi‖22
= ‖(Xˆ −X)B‖2F ,
(3)
where  stands for the Hadamard product, bi = {bi,j}nj=1. If si,j = 0, bi,j = 1,
else bi,j = β > 1. Now by inputting S to the revised deep autoencoder, vertexes
with alike neighborhood structure will have close representations in the latent
space, which is guaranteed by the reconstruction formula. In another word, recon-
structing the second-order proximity among vertexes enables the unsupervised
component of SDNE to preserve the global network structure.
As explained above, preserving the global and local network structure are both
essential in this task. For purpose of representing the local network structure, the
authors use first-order proximity, the supervised information for constraining the
similarity among the latent representations of vertex pairs. Hence, the supervised
component is designed to exploit this first-order proximity. The following defini-
tion of loss function is designed for this target.3.
L1st =
n∑
i,j=1
si,j‖y(K)i − y(K)j ‖22
=
n∑
i,j=1
si,j‖yi − yj‖22.
(4)
A penalty is incurred by this objective function when similar vertexes are
mapped far away in the latent representation space, which borrows the idea of
Laplacian Eigenmaps [4]. Other works on social networks [34] also use the simi-
lar idea. SDNE differs from these methods on the fact that it incorporates this idea
into the deep model to embed the linked-by-edge vertexes close to each other in
the latent representation space, preserving the first-order proximity consequently.
3To simplify the notations, network representations Y (K) = {y(K)i }ni=1 are denoted as Y =
{yi}ni=1 by the authors.
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For purpose of preserving the first-order and second-order proximity simulta-
neously, Eq.(4) and Eq.(3) is combined by SDNE through jointly minimizing the
objective functions as follows.
Lmix = L2nd + αL1st + νLreg
= ‖(Xˆ −X)B‖2F + α
n∑
i,j=1
si,j‖yi − yj‖22 + νLreg,
(5)
where Lreg stands for an L2-norm regularizer term as follows, aiming to avoid
overfitting:
Lreg = 1
2
K∑
k=1
(‖W (k)‖2F + ‖Wˆ (k)‖2F ).
2.2.2 Optimization
For purpose of optimizing the model mentioned above, we minimize Lmix as a
function of θ. Specifically, the critical step is computing the partial derivative of
∂Lmix/∂Wˆ (k) and ∂Lmix/∂W (k) with the following detailed mathematical form:
∂Lmix
∂Wˆ (k)
=
∂L2nd
∂Wˆ (k)
+ ν
∂Lreg
∂Wˆ (k)
∂Lmix
∂W (k)
=
∂L2nd
∂W (k)
+ α
∂L1st
∂W (k)
+ ν
∂Lreg
∂W (k)
, k = 1, ..., K.
(6)
First, we focus on ∂L2nd/∂Wˆ (K), which can be rephrased as follows.
∂L2nd
∂Wˆ (K)
=
∂L2nd
∂Xˆ
· ∂Xˆ
∂Wˆ (K)
. (7)
In light of Eq.(3), for the first term we have
∂L2nd
∂Xˆ
= 2(Xˆ −X)B. (8)
The computation of the second term ∂Xˆ/∂Wˆ is simple because Xˆ = σ(Yˆ (K−1)Wˆ (K)+
bˆ(K)), with which ∂L2nd/∂Wˆ (K) is available. Through back-propagation method,
we can iteratively acquire ∂L2nd/∂Wˆ (k), k = 1, ...K − 1 and ∂L2nd/∂W (k), k =
1, ...K.
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Next, we move on to the partial derivative of ∂L1st/∂W (k). The loss function
of L1st can be rephrased as follows.
L1st =
n∑
i,j=1
si,j‖yi − yj‖22 = 2tr(Y TLY ), (9)
where L = D−S,D ∈ Rn×n stands for the diagonal matrix whereDi,i =
∑
j si,j .
Next, we center upon the computation of ∂L1st/∂W (K) first:
∂L1st
∂W (K)
=
∂L1st
∂Y
· ∂Y
∂W (K)
. (10)
Because Y = σ(Y (K−1)W (K) + b(K)), the computation of the second term
∂Y/∂W (K) is simple. For ∂L1st/∂Y , we hold
∂L1st
∂Y
= 2(L+ LT ) · Y. (11)
Likewise, the calculation of partial derivative of L1st can be finally finished
through back-propagation.
All the partial derivatives of the parameters have been acquired now. After
implementing parameter initialization, we can optimize the deep model proposed
above with stochastic gradient descent. It is worth mentioning that owing to its
high nonlinearity, the model may fall into many local optimum in the parameter
space. Hence, the authors adopt Deep Belief Network as a method of pretraining at
first [30] to find a good region in parameter space, which has been proved to be an
fundamental way of initialization for deep learning architectures[24]. Algorithm 1
presents the complete algorithm.
2.3 Analysis and Discussions on SDNE
New vertexes. Learning representations for newly arrived vertexes is a practical
issue for network embedding. If we know the connections of a new vertex vk to
the existing vertexes, its adjacency vector x = {s1,k, ..., sn,k} is easy to obtained,
where si,k indicates the similarity between the new vertex vk and the existing
vi. Then x can be simply fed into the deep model, after which we can calculate
the representations for vk with the trained parameters θ. For such a process, the
time complexity is O(1). Nonetheless, SDNE fails when there are no connections
between existing vertexes and vk in the network.
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Algorithm 1 Training Algorithm for SDNE
Input: the network G = (V,E) with adjacency matrix S, the parameters ν and α
Output: Representations Y of the network and updated Parameters: θ
1: Pretrain the model with deep belief network, obtaining the parameters θ =
{θ(1), ..., θ(K)}
2: X = S
3: repeat
4: Apply Eq.(1) to calculate Xˆ and Y = Y K given X and θ.
5: Lmix(X; θ) = ‖(Xˆ −X)B‖2F + 2αtr(Y TLY ) + νLreg.
6: Utilize ∂Lmix/∂θ to back-propagate throughout the entire network based
on Eq.(6) to calculate the updated parameters of θ.
7: until convergence
8: Return the network representations Y = Y (K)
Training Complexity. The complexity of SDNE is O(ncdI), where n stands
for the number of vertexes, c represents the average degree of the network, d stands
for the maximum dimension of the hidden layer, and I represents the number of
iterations. d is often related to the dimension of the embedding vectors but not n,
while I is also independent of n. In real-world applications, the parameter c can
be regarded as a constant. For instance, the maximum number of a user’s friends
is always bounded [63]in a social network. Meanwhile, c = k in a top-k similarity
graph. Thus, cdI is also independent of n. So the total training complexity is
actually linear to n .
3 Global Structure Preserving Network Embedding
As is discussed, one fundamental problem of network embedding is how to pre-
serve the vertex similarity in an embedding space, i.e., two vertexes should have
the similar embedding vectors if they have similar local structures in the origi-
nal network. To quantify the similarity among vertexes in a network, the most
common one among multiple methods is structural equivalence [41], where two
vertexes sharing lots of common network neighbors are considered structurally
equivalent. Besides, preserving structural equivalence through high-order prox-
imities [61, 69] is the aim of most previous work on network embedding, where
network neighbors are extended to high-order neighbors, e.g., direct neighbors
and neighbors-of-neighbors, etc.
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However, vertexes without any common neighbors can also occupy similar
positions or play similar roles in many cases. For instance, two mothers share
the same pattern of connecting with several children and one husband (the fa-
ther). The two mothers do share similar positions or roles although they are not
structurally equivalent if they do not share any relatives. These cases lead to an
extended definition of vertex similarity known as regular equivalence: two reg-
ularly equivalent vertexes have network neighbors which are themselves similar
(i.e., regularly equivalent) [52]. As neighbor relationships in a network can be de-
fined recursively, we remark that regularly equivalence is able to reflect the global
structure of a network. Besides, regular equivalence is, apparently, a relaxation of
structural equivalence. Structural equivalence promises regular equivalence, while
the reverse direction does not hold. Comparatively, regular equivalence is more ca-
pable and flexible of covering a wider range of network applications with relation
to node importance or structural roles, but is largely ignored by previous work on
network embedding.
For purpose of preserving global structure and regular equivalence in network
embedding, i.e., two nodes of regularly equivalence should have similar embed-
dings, a simple way is to explicitly compute the regular equivalence of all vertex
pairs and preserve the similarities of corresponding embeddings of nodes to ap-
proximate their regular equivalence. Nevertheless, due to the high complexity in
computing regular equivalence in large-scale networks, this idea is infeasible. An-
other way is to replace regular equivalence with simpler graph theoretic metrics,
such as centrality measures. Although many centrality measures have been pro-
posed to characterize the importance and role of a vertex, it is still difficult to learn
general and task-independent node embeddings because one centrality can only
capture a specific aspect of network role. In addition, some centrality measures,
e.g., betweeness centrality, also bear high computational complexity. Thus, how
to efficiently and effectively preserve regular equivalence in network embedding
is still an open problem.
Fortunately, the recursive nature in the definition of regular equivalence en-
lightens Tu et al. [66] to learn network embedding in a recursive way, i.e., the
embedding of one node can be aggregated by its neighbors’ embeddings. In one
recursive step (Figure 3), if nodes 7 and 8, 4 and 6, 3 and 5 are regularly equiva-
lent and thus have similar embeddings already, then nodes 1 and 2 would also have
similar embeddings, resulting in their regular equivalence. It is this idea that in-
spires the design of the Deep Recursive Network Embedding (DRNE) model [66].
In specific, the neighbors of a node are transformed into an ordered sequence and
a layer normalized LSTM (Long Short Term Memory networks) [31] is proposed
13
Figure 3: A simple graph to illustrate the rationality of why recursive embedding
can preserve regular equivalence. The regularly equivalent nodes share the same
color, figure from [66].
to aggregate the embeddings of neighbors into the embedding of the target node
in a non-linear way.
3.1 Preliminaries and Definitions
In this section, we discuss the Deep Recursive Network Embedding (DRNE)
model whose framework is demonstrated in Figure 4. Taking node 0 in Figure 4 as
an example, we sample three nodes 1, 2, 3 from its neighborhoods and sort them
by degree as a sequence (3, 1, 2). We use the embeddings of the neighborhoods
sequence X3,X1,X2 as input, aggregating them by a layer normalized LSTM
to get the assembled representation hT . By reconstructing the embedding X0 of
node 0 with the aggregated representation hT , the embedding X0 can preserve the
local neighborhood structure. On the other hand, we use the degree d0 as weak
supervision information of centrality and put the aggregated representation hT
into a multilayer perceptron (MLP) to approximate degree d0. The same process
is conducted for each other node. When we update the embedding of the neigh-
borhoods X3,X1,X2, it will affect the embeddings X0. Repeating this procedure
by updating the embeddings iteratively, the embeddings X0 can contain structural
information of the whole network.
Given a network G = (V,E), where V stands for the set of nodes and E ∈
V × V edges. For a node v ∈ V , N (v) = {u|(v, u) ∈ E} represents the set of
its neighborhoods. The learned embeddings are defined as X ∈ R|V |×k where k is
the dimension and Xv ∈ Rk is the embedding of node v. The degree of node v is
defined as dv = |N (v)| and function I(x) = 1 if x ≥ 0 otherwise 0. The formal
definition of structural equivalence and regular equivalence is given as follows.
Definition 3.1 (Structural Equivalence). We denote s(u) = s(v) if nodes u and v
are structurally equivalent. Then s(u) = s(v) if and only if N (u) = N (v).
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Figure 4: Deep Recursive Network Embedding (DRNE). (a) Sampling neighbor-
hoods. (b) Sorting neighborhoods by their degrees. (c) Layer-normalized LSTM
to aggregate embeddings of neighboring nodes into the embedding of the target
node. Xi is the embedding of node i and LN means layer normalization. (d) A
Weakly guided regularizer. Figure from [66].
Definition 3.2 (Regular Equivalence). We denote r(u) = r(v) if nodes u and v
are regularly equivalent. Then r(u) = r(v) if and only if {r(i)|i ∈ N (u)} =
{r(j)|j ∈ N (u)}.
3.2 The DRNE Model
3.2.1 Recursive Embedding
In light of Definition 3.2, DRNE learns the embeddings of nodes recursively: the
embedding of a target node can be approximated by aggregating the embeddings
of its neighbors, So we can use the following loss function:
L1 =
∑
v∈V
||Xv − Agg({Xu|u ∈ N (v)})||2F , (12)
where Agg is the function of aggregation. In each recursive step, the local struc-
ture of the neighbors of the target node can be preserved by its learned embedding.
Therefore, the learned node embeddings can incorporate the structural informa-
tion in a global sense by updating the learned representations iteratively, which
consists with the definition of regular equivalence.
As for the aggregating function, DRNE utilizes the layer normalized Long
Short-Term Memory(ln-LSTM) [3] due to the highly nonlinearity of the underly-
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ing structures of many real networks [43]. LSTM is an effective model for mod-
eling sequences, as is known to all. Nonetheless, in networks, the neighbors of a
node have no natural ordering. Here the degree of nodes is adopted as the criterion
of sorting neighbors in an ordered sequence for the reason that taking degree as
measure for neighbor ordering is the most efficient and that degree is a crucial part
in many graph-theoretic measures, notably those relating to structural roles, e.g.
Katz [47] and PageRank [49].
Suppose {X1, X2, ..., Xt, ..., XT} are the embeddings of the ordered neigh-
bors. At each time step t, the hidden state ht is a function of its previous hidden
state ht−1 and input embedding Xt, i.e., ht = LSTMCell(ht−1, Xt). The infor-
mation of hidden representation ht will become increasingly abundant while the
embedding sequence is processed by LSTM Cell recursively from 1 to T . There-
fore, hT can be treated as the aggregation of the representation from neighbors.
In addition, LSTM with gating mechanisms is effective in learning long-distance
correlations in long sequences. In the structure of LSTM, the input gate along with
old memory decides what new information to be stored in memory, the forget gate
decides what information to be thrown away from the memory and output gate de-
cides what to output based on the memory. Specifically, LSTMCell, the LSTM
transition equation, can be written as follows.
ft = σ(Wf · [ht−1,Xt] + bf ), (13)
it = σ(Wi · [ht−1,Xt] + bi), (14)
ot = σ(Wo · [ht−1,Xt] + bo), (15)
C˜t = tanh(WC · [ht−1,Xt] + bC), (16)
Ct = ft ∗Ct−1 + it ∗ C˜t, (17)
ht = ot ∗ tanh(Ct), (18)
where σ stands for the sigmoid function, ∗ and · represent element-wise product
and matrix product respectively, Ct represents the cell state, it, ft and ot are input
gate, forget gate and output gate respectively. W∗ and b∗ are the parameters to be
learned.
Moreover, the Layer Normalization [3] is adopted in DRNE for purpose of
avoiding the problems of exploding or vanishing gradients [31] when long se-
quences are taken as input. The layer normalized LSTM makes re-scaling all of
the summed input invariant, resulting in much more stable dynamics. In particular,
with the extra normalization as follows, it re-centers and re-scales the cell state Ct
16
after Eq. (17).
C ′t =
g
Σt
∗ (Ct − µt), (19)
where µt = 1/k
∑k
i=1Cti and Σt =
√
1/k
∑k
i=1(Cti − µt)2 are the mean and
variance of Ct , and g is the gain parameter scaling the normalized activation.
3.2.2 Regularization
Without any other constraints, L1 defined in Eq. (12) represents the recursive em-
bedding process according to Definition 3.2. Its expressive power is so strong that
we can obtain multiple solutions to satisfy the recursive process defined above.
The model take a risk of degenerating to a trivial solution: all the embeddings
become 0. For purpose of avoiding this degeneration, DRNE takes node degree
as the weakly guiding information, i.e., imposing a constraint that the learned
embedding of a target node should be capable of approximating its degree. Con-
sequently, the following regularizer is designed:
Lreg =
∑
v∈V
‖log(dv + 1)−MLP (Agg({Xu|u ∈ N (v)}))‖2F , (20)
where the degree of node v is denoted by dv and MLP stands for a single-layer
multilayer perceptron taking the rectified linear unit (ReLU) [26] as activation
function, defined as ReLU(x) = max(0, x). DRNE minimizes the overall objec-
tive function by combining reconstruction loss in Eq. (12) and the regularizer in
Eq. (20):
L = L1 + λLreg, (21)
where λ is the balancing weight for regularizer. Note that degree information is not
taken as the supervisory information for network embedding here. Alternatively,
it is finally auxiliary to avoid degeneration. Therefore, the value of λ should be set
small.
Neighborhood Sampling. The node degrees usually obey a heavy-tailed dis-
tribution [23] in real networks, i.e., the majority of nodes have very small degrees
while a minor number of nodes have very high degrees. Inspired by this phe-
nomenon, DRNE downsamples the neighbors of those large-degree nodes before
feeding them into the ln-LSTM to improve the efficiency. In specific, an upper
bound for the number of neighbors S is set. When the number of neighbors ex-
ceeds S, the neighbors are downsampled into S different nodes. An example on
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the sampling process is shown in Figure 4 (a) and (b). In networks obeying power-
law, more unique structural information are carried by the large-degree nodes than
the common small-degree nodes. Therefore, a biased sampling strategy is adopted
by DRNE to retain the large-degree nodes by setting P (v) ∝ dv, i.e., the proba-
bility of sampling neighbor node v being proportional to its degree.
3.2.3 Optimization
For purpose of optimizing DRNE, we need to minimize the total loss L as a
function of the embeddings X and the neural network parameters set θ. These
parameters are optimized by Adam [36]. The BackPropagation Through Time
(BPTT) algorithm [71] estimates the derivatives. At the beginning of the training,
the learning rate α for Adam is initialized to 0.0025. Algorithm 2 demonstrates
the whole algorithm.
Algorithm 2 Deep Recursive Network Embedding
Input: the network G = (V,E)
Output: the embeddings X, updated neural network parameters set θ
1: initial θ and X by random process
2: while the value of objective function do not converge do
3: for a node v ∈ E do
4: downsampling v’s neighborhoods if its degree exceeds S
5: sort the neighborhoods by their degrees
6: fixed aggregator function, calculate partial derivative ∂L/∂X to up-
date embeddings X
7: fixed embeddings, calculate partial derivative ∂L/∂θ to update θ
8: end for
9: end while
10: obtain the node representations X
3.2.4 Theoretical Analysis
It can be theoretically proved that the resulted embeddings from DRNE can re-
flect several common and typical centrality measures closely related to regular
equivalence. In the following process of proof, the regularizer term in Eq. (20) for
eliminating degeneration is ignored without loss of generality.
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Table 2: Definition of centralities.
Centrality Definition C(v) F (v) f({xi})
Eigenvector 1/λ ∗∑u∈N (v)C(u) 1/λ mean
PageRank
∑
u∈N (v) 1/du ∗ C(u) 1/dv 1/(
∑
I(xi))
Degree dv =
∑
u∈N (v) I(du) 1/dv 1/(
∑
I(xi))
Theorem 1. Eigenvector centrality [7], PageRank centrality [49] and degree cen-
trality are three optimal solutions of DRNE, respectively.
Lemma 1. For any computable function, there exists a finite recurrent neural net-
work (RNN) [45] that can compute it.
Proof. This is a direct consequence of Theorem 1 in [56].
Theorem 2. If the centrality C(v) of node v satisfies that C(v) =∑
u∈N (v) F (u)C(u) and F (v) = f({F (u), u ∈ N (v)}) where f is any com-
putable function, then C(v) is one of the optimal solutions for DRNE.
Proof. For brevity, let us suppose that LSTM takes linear activation for all the
activation function. This lemma is proved by showing that there exists a parameter
setting {Wf ,Wi,Wo,WC ,bf ,bi,bo,bC} in Eq. (13), (14), (15), (16) such that
the node embedding Xu = [F (u), C(u)] is a fixed point. In fact, this parameter
settings can be directly constructed. Suppose Wa,i denotes the i-th row of Wa.
With the input sequence {[F (u), C(u)], u ∈ N (v)}, set Wf,2 and Wo,2 as [0, 0],
Wi,2 as [1, 0], WC,2 as [0, 1], bf,2 and bo,2 as 1, bi,2 and bC,2as 0, then we can
easily get ht,2 = of,2 ∗ Ct,2 = Ct,2 = ft,2 ∗ Ct−1,2 + it,2 ∗ C˜t,2 = Ct−1,2 +
F (t) ∗ C(t). Hence, hT,2 =
∑
u∈N (v) F (u)C(u) = C(v) where T is the length
of the input sequence. Additionally, by Lemma 1, there exists a parameter setting
{W′f ,W′i,W′o,W′C ,b′f ,b′i,b′o,b′C} to approximate f . By set Wf,1 as [W′f , 0],
Wo,1 as [W′o, 0] and so on, we can get that hT,1 = f({F (u), u ∈ N (v)}) = F (v).
Therefore hT = [F (v), C(v)] and the node embedding Xv = [F (v), C(v)] is a
fixed point. The proof is now completed.
We can easily conclude that eigenvector centrality, PageRank centrality, de-
gree centrality satisfy the condition of Theorem 2 by the definitions of centralities
in Table 2 with (F (v), f({xi})), completing the proof for Theorem 1.
Based on Theorem 1, such a parameter setting of DRNE exists for any graph
that the resulted embeddings are able to be one of the three centralities. This shows
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such expressive power of DRNE that different aspects of regular-equivalence-
related network structural information are captured.
3.2.5 Analysis and Discussions
This section presents the out-of-sample extension and the complexity analysis.
Out-of-sample Extension For a node v newly arrived, we can feed the em-
beddings of its neighbors directly into the aggregating function to get the aggre-
gated representation, i.e., the embedding of the new node through Eq. (12), if we
know its connections to the existing nodes. Such a procedure has a complexity of
O(dvk), where dv stands for the degree of node v and k represents the length of
embeddings and .
Complexity Analysis For a single node v in each iteration during the train-
ing procedure, the complexity of gradients calculation and parameters updating is
O(dvk
2), where k stands for the length of embeddings abd dv represents the de-
gree of node v. The aforementioned sampling process keeps dv from exceeding the
bound S. Therefore, the total training complexity is O(|V |Sk2I) where I stands
for the number of iterations. k, the length of embeddings, usually takes a small
number (e.g. 32, 64, 128). The upper bound S is 300 in DRNE. The number of
iterations I normally takes a small number which is independent with |V |. Hence,
the total time complexity of training procedure is actually linear to the number of
nodes |V |.
4 Structure Preserving Hyper Network Embedding
Conventional pairwise networks are the scenarios of most network embedding
methods, where each edge connects only a pair of nodes. Nonetheless, the rela-
tionships among data objects are much more complicated in real world applica-
tions, and they typically go beyond pairwise. For instance, Jack purchasing a coat
with nylon material forms a high-order relationship 〈Jack, coat, nylon〉. A network
designed to capture this kind of high-order node relationship is often known as a
hyper-network.
For purpose of analyzing hyper-network, expanding them into traditional pair-
wise networks and then applying the analytical pairwise-network-based algorithms
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is a typical idea. Star expansion [1] (Figure 5 (d)) and clique expansion [60] (Fig-
ure 5 (c)) are two representative techniques of this category. For star expansion, a
hypergraph is changed into a bipartite graph where each hyperedge is represented
by an instance node linking to the original nodes contained by it. For clique expan-
sion, a hyperedge is expanded as a clique. These methods make an assumption that
the hyperedges are decomposable either implicitly or explicitly. In other words, if
a set of nodes is treated as a hyperedge, then any subset of nodes contained by this
hyperedge can constitute another hyperedge. This assumption is reasonable in ho-
mogeneous hyper-networks, because the constitution of hyperedges are caused by
the latent similarity among the concerned objects, e.g. common labels, in most
cases. Nonetheless, when it comes to the heterogeneous hyper-network embed-
ding, it is essential to resolve the new demand as follows.
1. Indecomposablity: In heterogeneous hyper-networks, the hyperedges are
often indecomposable. In the circumstances, a node set in a hyperedge has
a strong inner relationship, whereas the nodes in its subset does not neces-
sarily have. As an instance, in a recommendation system which has 〈user,
movie, tag〉 relationships, the relationships of 〈user, tag〉 are often not strong.
This phenomenon suggests that using those traditional expansion methods
to simply decompose hyperedges does not make sense.
2. Structure Preserving: The observed relationships in network embedding
can easily preserve local structures. Nevertheless, many existing relation-
ships are not observed owing to the sparsity of networks, when preserving
hyper-network structures with only local structures is not sufficient. Some
global structures like the neighborhood structures are employed to address
this problem. Thus, how to simultaneously capture and preserve both global
and local structures in hyper-networks still remains an open problem.
Tu et al. [65] put forward a deep hyper-network embedding (DHNE) model to
deal with these challenges. To resolve the Indecomposablity issue, an indecom-
posable tuplewise similarity function is designed. The function is straightforward
defined over the universal set of the nodes contained by a hyperedge, ensuring that
the subsets of it are not contained in network embedding process. They provide
theoretical proof that the indecomposable tuplewise similarity function cannot be
linear. Consequently, they implement the tuplewise similarity function as a deep
neural network with a non-linear activation function added, making it highly non-
linear. To resolve the Structure Preserving issue, a deep autoencoder is designed
to learn node representations by reconstructing neighborhood structure, making
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Figure 5: (a) One example of a hyper-network. (b) DHNE. (c) The clique expansion. (d)
The star expansion. DHNE models the hyperedge by and large, preserving the tuplewise
similarity. In the case of clique expansion, each hyperedge is expanded into a clique,
where each node pair is explicitly similar. In the case of the star expansion, each node of
a hyperedge is linked to a new node representing the origin hyperedge, each node pair of
which is implicitly similar in that they are linked to the same node. Figure from [65].
sure that the nodes which have alike neighborhood structures also have alike em-
beddings. To simultaneously address the two issues, the deep autoencoder are
jointly optimized with the tuplewise similarity function.
4.1 Notations and Definitions
The key notations used by DHNE is illustrated in Table 3.
Definition 4.1 (Hyper-network). One hyper-network is a hypergraph G = (V,E)
where the set of nodes V belongs to T types V = {Vt}Tt=1 and each hyperedge of
the set of edges E may have more than two nodes E = {Ei = (v1, v2, ..., vni)}(ni ≥
2). The hyper-network degenerates to a network when each hyperedge has only
2 nodes. The definition of the type of edge Ei is the combination of types of all
the nodes in the edge. If T ≥ 2, we define the hyper-network as heterogeneous
hyper-network.
In order to obtain embedding in a hyper-network, it is necessary to preserve
an indecomposable tuplewise relationship. The authors give a definition to the
indecomposable structures as the first-order proximity of the hyper-network.
Definition 4.2 (The First-order Proximity of Hyper-network). The first-order
proximity of a hyper-network measures the N-tuplewise similarity between nodes.
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Table 3: Notations.
Symbols Meaning
T number of node types
V = {Vt}Tt=1 node set
E = {(v1, v2, ..., vni)} hyperedge set
A adjacency matrix of hyper-network
Xji embedding of node i with type j
S(X1,X2, ...,XN ) N -tuplewise similarity function
W
(i)
j the i-th layer weight matrix with type j
b
(i)
j the i-th layer biases with type j
If there exists a hyperedge among any N vertexes v1, v2, ..., vN , the first-order
proximity of these N vertexes is defined as 1. Note that this implies no first-order
proximity for any subsets of these N vertexes.
In the real world, the first-order proximity suggests the indecomposable sim-
ilarity among several entities. Moreover, real world networks are always sparse
and incomplete, thus it is not sufficient to only consider first-order proximity for
learning node embeddings. To address this issue, we need to consider higher order
proximity. To capture the global structure, the authors then propose the definition
of the second-order proximity of hyper-networks.
Definition 4.3 (The Second-order Proximity of Hyper-network). The second-
order Proximity of a hyper-network measures the proximity of two nodes con-
cerning their neighborhood structures. For any node vi ∈ Ei, Ei/vi is defined as a
neighborhood of vi. If vi’s neighborhoods {Ei/vi for any vi ∈ Ei} are similar to
vj’s, then vi’s embedding xi should be similar to vj’s embedding xj .
For example, in Figure 5(a), A1’s neighborhood set is {(L2,U1), (L1,U2)} and
A2’s neighborhood set is {(L2,U2), (L1,U2)}. Thus A1 and A2 are second-order
similar due to sharing common neighborhood (L1,U2).
4.2 The DHNE Model
This section presents the Deep Hyper-Network Embedding (DHNE) model, the
framework of which is illustrated in Figure 6.
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Figure 6: Framework of Deep Hyper-Network Embedding (DHNE), figure from [65].
4.2.1 Loss function
For purpose of preserving the first-order proximity of hyper-networks, an N -
tuplewise similarity measure is required in the embedding space. Such a measure
should meet the requirement that when a hyperedge exists among N vertexes, the
N -tuplewise similarity of them is supposed to be large and vice versa.
Property 1. Let Xi denote the embedding of node vi and S as N -tuplewise simi-
larity function.
• if (v1, v2, ..., vN) ∈ E, S(X1,X2, ..,XN) is supposed to be large (larger
than a threshold l without loss of generality).
• if (v1, v2, ..., vN) /∈ E, S(X1,X2, ..,XN) is supposed to be small (smaller
than a threshold s without loss of generality).
DHNE employs a data-dependent N -tuplewise similarity function and mainly
focuses on hyperedges with uniform lengthN = 3, which is not difficult to extend
to N > 3. The authors also propose a theorem to show that a linear tuplewise
similarity function is not able to satisfy Property 1.
Theorem 3. Linear function S(X1,X2, ...,XN) =
∑
i WiXi cannot satisfy Prop-
erty 1.
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Proof. Using the counter-evidence method, let us presume that theorem 3 is not
true, i.e., the linear function S satisfies Property 1. Consider the counter example
with 3 types of nodes where each type has 2 clusters (with the id 1 and 0). Hence,
a hyperedge exists iff 3 nodes from different types have the same cluster id. We
take the notation of Yji to stand for embeddings of nodes with type j in cluster i.
We hold the following inequations by Property 1:
W1Y
1
0 + W2Y
2
0 + W3Y
3
0 > l (22)
W1Y
1
1 + W2Y
2
0 + W3Y
3
0 < s (23)
W1Y
1
1 + W2Y
2
1 + W3Y
3
1 > l (24)
W1Y
0
1 + W2Y
2
1 + W3Y
3
1 < s. (25)
By combining Eq.(22)(23)(24)(25), we get W1 ∗ (Y10 −Y11) > l − s and W1 ∗
(Y11 −Y10) > l − s. This is contradictory to our assumption and thus finishes the
proof.
Theorem 3 demonstrates that N-tuplewise similarity function S are supposed
to be non-linear, which motivates DHNE to model the similarity by a multilayer
perceptron. This contains two parts, illustrated separately in the 2nd layer and 3rd
layer of Figure 6, where the 2nd layer is a fully connected layer whose activation
functions are non-linear. Inputted with the embeddings (Xai ,X
b
j ,X
c
k) of 3 nodes
(vi, vj, vk), they can be concatenated and mapped non-linearly to a common latent
space L where the joint representation is shown as follows.
Lijk = σ(W
(2)
a ∗Xai + W(2)b ∗Xbj + W(2)c ∗Xck + b(2)), (26)
where σ stands for the sigmoid function. Finally, the latent representation Lijk is
mapped to a probability space in the 3rd layer to obtain the similarity:
Sijk ≡ S(Xai ,Xbj ,Xck) = σ(W(3) ∗ Lijk + b(3)). (27)
Hence, the combination of the second and third layers can get a non-linear
tuplewise similarity measure function S as we hoped. For purpose of making S
satisfy Property 1, we can write the following objective function.
L1 = −(Rijk log Sijk + (1−Rijk) log(1− Sijk)), (28)
where Rijk is defined as 1 if there is a hyperedge between vi, vj and vk and 0
otherwise. According to the objective function, it is not difficult to point out that
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if Rijk = 1, the similarity Sijk is supposed to be large and vice versa. That is to
say, the first-order proximity is successfully preserved.
The design of the first layer in Figure 6 aims to preserve the second-order
proximity, which measures the similarity of neighborhood structures. Here, to
characterize the neighborhood structure, the authors define the adjacency matrix
of hyper-network. Specifically, they define a |V| ∗ |E| incidence matrix H with el-
ements h(v, e) = 1 if v ∈ e and 0 otherwise to denote a hypergraph G = (V,E).
d(v) =
∑
e∈E h(v, e) stands for the degree of a vertex v ∈ V. Let Dv stand for
the diagonal matrix containing the vertex degree, then the adjacency matrix A of
hypergraph G can be defined as A = HHT −Dv, where HT is the transpose of
H. Here, each element of adjacency matrix A stands for the concurrent times be-
tween two nodes, while the i-th row of A demonstrates the neighborhood structure
of vertex vi. To make best of this information, DHNE utilizes an autoencoder [39]
model to preserve the neighborhood structure and feeds it with an adjacency ma-
trix A as the input feature. The autoencoder consists of two non-linear mapping:
an encoder and a decoder, where the encoder maps from feature space A to la-
tent representation space X, while the decoder from latent representation X space
back to origin feature space Aˆ, which can be shown as follows.
Xi = σ(W
(1) ∗Ai + b(1)) (29)
Aˆi = σ(Wˆ
(1) ∗Xi + bˆ(1)). (30)
The aim of autoencoder is to minimize the reconstruction error between the
output and the input, with which process it will give similar latent representations
to the nodes with similar neighborhoods, preserving the second-order proxim-
ity consequently. Note that the input feature, the adjacency matrix of the hyper-
network, is often extremely sparse. To achieve a higher efficiency, DHNE only
reconstructs non-zero elements in the adjacency matrix. The following equantion
shows the reconstruction error:
||sign(Ai) (Ai − Aˆi)||2F , (31)
where sign stands for the sign function.
Additionally, in a heterogeneous hyper-network, the vertexes usually have var-
ious types, the distinct characteristics of which require the model to learn a unique
latent space for each of them. Motivated by this idea, DHNE provides each het-
erogeneous type of entities with an autoencoder model of their own, as is demon-
strated in Figure 6. The definition of loss function for all types of nodes is as
follows.
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Algorithm 3 The Deep Hyper-Network Embedding (DHNE)
Input: the hyper-network G = (V,E), the adjacency matrix A and the parame-
ter α
Output: Hyper-network Embeddings E and updated Parameters θ =
{W(i),b(i),Wˆ(i), bˆ(i)}3i=1
1: Initialize parameters θ randomly
2: while the value of objective function has not converged do
3: Generate the next batch from the set of hyperedges E
4: Sample negative hyperedge in a random way
5: Compute partial derivative ∂L/∂θ with back-propagation to update θ.
6: end while
L2 =
∑
t
||sign(Ati) (Ati − Aˆti)||2F , (32)
where t is the index for node types.
For purpose of simultaneously preserving first-order proximity and second-
order proximity for a heterogeneous hyper-network, DHNE jointly minimizes the
loss function via blending Eq.(28) and Eq.(32):
L = L1 + αL2. (33)
4.2.2 Optimization
DHNE adopts stochastic gradient descent (SGD) for optimization, the critical step
of which is to compute the partial derivative of parameters θ = {W(i),b(i),Wˆ(i), bˆ(i)}3i=1.
By back-propagation algorithm [39], these derivatives can be easily estimated.
Note that in most real world networks, there exist only positive relationships, so
that the iterative process may degenerate to trivial convergence where all the tu-
plewise relationships turn out to be similar. In order to resolve this issue, DHNE
samples multiple negative edges with the help of a noisy distribution for each
edge [46]. The whole algorithm is demonstrated in Algorithm 3.
4.2.3 Analysis and Discussions
This section presents the out-of-sample extension and the complexity analysis.
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Out-of-sample extension For any new vertex v, it is easy to obtain the adja-
cency vector by this vertex’s connections to other existing vertexes. Hence, the
out-of-sample extension problem can be solved by feeding the new vertex v’s
adjacency vector into the specific autoencoder corresponded with its type and
applying Eq.(29) to get its latent representation in embedding space. The time
complexity for these steps isO(ddv), where d stands for the dimensionality of the
embedding space and dv is the degree of vertex v.
Complexity analysis The complexity of gradients calculation and parameters
updating in the training procedure is O((nd + dl + l)bI), where n stands for the
number of nodes, d represents the dimension of embedding vectors, l stands for
the size of latent layer, b stands for the batch size and I represents the number of
iterations. The parameter l is usually correlated with d, but independent on n and
I also has no connection with n. b is normally small. Hence, the time complexity
of the training procedure is actually linear to the number of vertexes n.
Deep Property-oriented Methods
5 Uncertainty-aware Network Embedding
Usually, real-world networks, the constitution and evolution of which are full of
uncertainties, can be much more sophisticated than we expect. There are many
reasons resulting in such uncertainties. For instance, low-degree nodes in a net-
work fail to provide enough information and hence the representations of them
are more uncertain than others. For those nodes sharing numerous communities,
the potential contradiction among its neighbors might also be larger than others,
resulting in uncertainty. Moreover, in social networks, human behaviors are so-
phisticated, making the generation of edges also uncertain [72]. Therefore without
considering the uncertainties in networks, the information of nodes may become
incomplete in latent space, which makes the representations less effective for net-
work analysis and inference. Nonetheless, previous work on network embedding
mainly represents each node as a single point in lower-dimensional continuous
vector space, which has a crucial limitation that it can not capture the uncertainty
of the nodes. Given that the family of Gaussian methods are capable of innately
modeling uncertainties [67] and provide various distance functions per object, it
will be promising to represent a node with a Gaussian distribution so that the
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characteristics of uncertainties can be incorporated.
As such, to capture the uncertainty of each node during the process of network
embedding with Gaussian process, there are several basic requirements. First, to
preserve the transitivity in networks, the embedding space is supposed to be a
metric space. Transitivity here is a significant property for networks, peculiarly
social networks [32]. For instance, the possibility of a friend of my friend be-
coming my friend is much larger than that of a person randomly chosen from the
crowd. Moreover, the transitivity measures the density of loops of length three
(triangles) in networks, crucial for computing clustering coefficient and related
attributes [12]. Importantly, the transitivity in networks can be preserved well on
condition that the triangle inequality is satisfied by the metric space. Second, the
uncertainties of nodes should be characterized by the variance terms so that these
uncertainties can be well captured, which means that the variance terms should
be explicitly related to mean vectors. In other words, the proximities of nodes
are supposed to be captured by mean vectors, while the uncertainties of nodes
are supposed to be modeled by variance terms. Third, network structures such as
high-order proximity, which can be used in abundant real-world applications as
shown in [48], are also supposed to be preserved effectively and efficiently.
Zhu et al. [73] propose a deep variational model, called DVNE, which satis-
fies the above requirements and learns the Gaussian embedding in the Wasserstein
space. Wasserstein space [14] is a metric space where the learned representations
are able to preserve the transitivity for networks well. Specifically, the similar-
ity measure is defined as Wasserstein distance, a formidable tool based on the
optimal transport theory for comparing data distributions with wide applications
such as computer vision [8] and machine learning [37]. Moreover, the Wasserstein
distance enables the fast computation for Gaussian distributions [25], taking lin-
ear time complexity to calculate the similarity between two node representations.
Meanwhile, they use a variant of Wasserstein autoencoder (WAE) [64] to reflect
the relationships between variance and mean terms, where WAE is a deep varia-
tional model which has the goal of minimizing the Wasserstein distance between
the original data distribution and the predicted one. In general, via preserving the
first-order and second-order proximity, the learned representations by DVNE is
capable of well capturing the local and global network structures [69, 61] .
5.1 Notations
G = {V,E} stands for a network, where V = {v1, v2, ..., vN} is a set of nodes
and N is the number of them. The set of edges between nodes is denoted as E,
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Figure 7: The framework of DVNE,figure from [73].
where M = |E| is the number of them. Let Nbrsi = {vj|(vi, vj) ∈ E} stand for
the neighbors of vi. The transition matrix is denoted as P ∈ RN×N , where P(:, j)
and P(i, :) denote its jth column and ith row respectively. P(i, j) stands for the
element at the ith row and jth column. Given that an edge links vi to vj and node
degree of vi is di, we set P(i, j) to 1di and zero otherwise. Then, hi = N (µi,Σi)
is defined as a lower-dimensional Gaussian distribution embedding for node vi,
where µi ∈ RL, Σi ∈ RL×L. L stands for the embedding dimension, satisfying
L N .
5.2 The DVNE Model
The DVNE model proposed by Zhu et al. [73] is discussed in this section. The
framework of DVNE is shown in Figure 7.
5.2.1 Similarity Measure
For purpose of supporting network applications, a suitable similarity measure
need to be defined between two node latent representations. In DVNE, distri-
butions are adopted to model latent representations, thus the similarity measure
here is supposed to be capable of measuring the similarities among different
distributions. Moreover, the similarity measure is supposed to also simultane-
ously preserve the transitivity among nodes, since it is a crucial property of net-
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works. Wasserstein distance is such an adequate candidate capable of measur-
ing the similarity between two distributions and satisfying the triangle inequality
simultaneously[13], which guarantees its capability of preserving the transitivity
of similarities among nodes.
The definition of the pth Wasserstein distance between two probability mea-
sures ν and µ is
Wp(ν, µ)
p = inf E
[
d(X, Y )p
]
, (34)
where E[Z] stands for the expectation of a random variable Z and inf stands for
the infimum taken over all the joint distributions of the random variables X and
Y , the marginals of which are ν and µ respectively.
Furthermore, it has been proved that the pth Wasserstein distance can preserve
all properties of a metric when p ≥ 1 [2]. The metric should satisfy the non-
negativity, the symmetry, the identity of indiscernibles and the triangle inequality
[10]. In such ways, Wasserstein distance meets the requirement of being a sim-
ilarity measure for the latent node representations, peculiarly for an undirected
network.
Although the computational cost of general-formed Wasserstein distance, which
causes the limitation, a closed form solution can be achieved with the 2th Wasser-
stein distance (abbreviated as W2) since Gaussian distributions are used in DVNE
for the latent node representations. This greatly reduces the computational cost.
More specifically, DVNE employs the following formula to calculate W2 dis-
tance between two Gaussian distributions [25]:
dist = W2(N (µ1,Σ1),N (µ2,Σ2))
dist2 = ‖µ1 − µ2‖22 + Tr(Σ1 + Σ2 − 2(Σ1/21 Σ2Σ1/21 )1/2)
(35)
Furthermore, the W2 distance (a.k.a root mean square bipartite matching dis-
tance) has been popularly applied in computer graphics [9, 19], computer vision
[8, 14] and machine learning [15, 16], etc. DVNE adopts diagonal covariance ma-
trices 4, thus Σ1Σ2 = Σ2Σ1. In the commutative case, the formula (35) can be
simplified as
W2
(N (µ1,Σ1);N (µ2,Σ2))2 = ‖µ1 − µ2‖22 + ‖Σ1/21 − Σ1/22 ‖2F . (36)
According to the above equation, the time complexity of computing W2 dis-
tance between two nodes in latent embedding space is linear to L, the dimension
of embedding.
4When the covariance matrices are not diagonal, Wang et al. propose a fast iterative algorithm
(i.e., BADMM) to solve the Wasserstein distance [70].
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5.2.2 Loss Functions
First, the first-order proximity needs to be preserved. Intuitively, each node con-
nected with vi is supposed to be of smaller distance to vi in the embedding space
compared to the nodes that have no edges linking vi. More specifically, to preserve
the first-order proximity, the following pairwise constraints is satisfied by DVNE:
W2(hi,hj) < W2(hi,hk),∀vi ∈ V,∀vj ∈ Nbrsi,∀vk /∈ Nbrsi. (37)
The smaller the W2 distance, the more similar between nodes. An energy based
learning approach [40] is used here to satisfy all pairwise constraints which are de-
fined above. The following equation presents the mathematical objective function,
with W2(hi,hj) standing for the energy between two nodes, Eij = W2(hi,hj).
L1 =
∑
(i,j,k)∈D
(Eij
2 + exp(−Eik)), (38)
where D stands for the set of all valid triplets given in Eq.(37). Therefore, ranking
errors are penalized by the energy of the pairs in this objective function, making
the energy of negative examples be higher than that of positive examples.
In order to preserve second-order proximity, transition matrix P is adopted as
the input feature of Wasserstein Auto-Encoders (WAE) [64] to preserve the neigh-
borhood structure and the mathematical relevance of mean vectors and variance
terms is also implied. More specifically, P(i, :) demonstrates the neighborhood
structure of node vi, and is adopted as the input feature for node vi to preserve
its neighborhood structure. The objective of WAE contains the reconstruction loss
and the regularizer, where the former loss helps to preserve neighborhood struc-
ture and latter guides the encoded training distribution to match the prior distri-
bution. Let PX denotes the data distribution, and PG denotes the encoded training
distribution, then the goal of WAE is minimizing Wasserstein distance between
PX and PG. The reconstruction cost can be written as
DWAE(PX , PG) = inf
Q(Z|X)∈Q
EPXEQ(Z|X)
[
c(X,G(Z))
]
, (39)
where Q stands for the encoders and G represents the decoders, X ∼ PX and
Z ∼ Q(Z|X). According to [64], Eq.(39) minimizes the W2 distance between
PX and PG with c(x, y) = ‖x − y‖22. Taking the sparsity of transition matrix P
into consideration, DVNE is centered on non-zero elements in P to accelerate
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the training process. Therefore, the loss function for preserving the second-order
proximity can be defined as follows.
L2 = inf
Q(Z|X)∈Q
EPXEQ(Z|X)
[‖X◦(X −G(Z))‖22], (40)
where ◦ denotes the element-wise multiplication. The transition matrix P is used
as the input feature X in DVNE. The second-order proximity is then preserved by
the reconstruction process through forcing nodes with similar neighborhoods to
have similar latent representations.
For purpose of simultaneously preserving the first-order proximity and second-
order proximity of networks, DVNE jointly minimizes the loss function of Eq.(38)
and Eq.(40) by combining them together:
L = L1 + αL2. (41)
5.2.3 Optimization
Optimizing objective function (38) in large graphs is computationally expensive,
which needs to compute all the valid triplets in D. Hence, we uniformly sample
triplets from D , replacing
∑
(i,j,k)∈D with E(i,j,k)∼D in Eq.(38). M triplets are
sampled in each iteration from D to compute the estimation of gradient.
Z in objective function (40) is sampled fromQ(Z|X), which is a non-continuous
operation without gradient. Similar to Variational Auto-Encoders (VAE) [21], the
”reparameterization trick” is used here for the optimization of the above objective
function via the deep neural networks. Firstly, we sample  ∼ N (0, I). Then, we
can calculate Z = µ(X) + Σ1/2(X) ∗ . Consequently, the objective function (40)
becomes deterministic and continuous in the parameter spaces of encoders Q and
decoders G, given a fixed X and , which means the gradients can be computed
by backpropagation in deep neural networks.
5.2.4 Complexity analysis
Algorithm 4 lists each step of DVNE. The complexity of gradient computation and
parameters updating during the training procedure isO(T ∗M ∗(daveS+SL+L)),
where T is the number of iterations, M stands for the number of edges, dave rep-
resents the average degree of all nodes, L stands for the dimension of embedding
vectors and S represents the size of hidden layer. Because only non-zero elements
in xi are reconstructed in DVNE, the computational complexity of the first and last
hidden layers isO(daveS), while that of other hidden layers isO(SL). In addition,
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Algorithm 4 DVNE Embedding
Input: The network G = {V,E} with the transition matrix P, the parameter α
Output: Network embeddings {hi}Ni=1 and updated parameters θ =
{W(i),b(i)}5i=1
1: Initialize parameters θ by xavier initialization
2: while L does not converge do
3: Uniformly sample M triplets from D
4: Split these triplets into a number of batches
5: Compute partial derivative ∂L/∂θ with backpropagation algorithm to up-
date θ
6: end while
computaion of the W2 distance among distributions takes O(L). In experiments,
convergence can be achieved with a small number of iterations T (e.g., T ≤ 50).
6 Dynamic-aware Network Embedding
Despite the commendable success network embedding has achieved in tasks such
as classification and recommendation, most existing algorithms in the literature to
date are primarily designed for static networks, where all nodes are known before
learning. However, for large-scale networks, it is infeasible to rerun network em-
bedding whenever new nodes arrive, especially considering the fact that rerunning
network embedding also results in the need of retraining all downstream classi-
fiers. How to efficiently infer proper embeddings for out-of-sample nodes, i.e.,
nodes that arrive after the embedding process, remains largely unanswered.
Several graph-based methods in the literature can be adapted to infer out-of-
sample embeddings given in-sample ones. Many of them deduce embeddings of
new nodes by performing information propagation [74], or optimizing a loss that
encourages smoothness between linked nodes [75, 20]. There are also methods
that aim to learn a function mapping node features (e.g., text attributes, or rows of
the adjacency matrix when attributes are unavailable) to outcomes/embeddings,
while imposing a manifold regularizer derived from the graph [5]. The embed-
dings of out-of-sample nodes can then be predicted based on their features by
these methods. Nevertheless, existing methods are facing several challenges. Firstly,
the inferred embeddings of out-of-sample nodes should preserve intricate network
properties with embeddings of in-sample nodes. For example, high-order proxim-
34
Figure 8: Here v6, v7, and v8 are out-of-sample nodes. Values of h(·) are la-
tent states. Values of shaded nodes are learned during training. To predict f(v7),
DepthLGP first predicts h(v7) via probabilistic inference, then passes h(v7)
through a neural network to obtain f(v7), figure from [44].
ity, among many other properties, is deemed especially essential to be preserved
by network embedding [61, 11, 48], and thus must be reflected by the inferred em-
beddings. Secondly, as downstream applications (e.g., classification) will treat in-
sample and out-of-sample nodes equally, the inferred embeddings and in-sample
embeddings should possess similar characteristics (e.g., magnitude, mean, vari-
ance, etc.), i.e., belong to a homogeneous space, resulting in the need of a model
expressive enough to characterize the embedding space. Finally, maintaining fast
prediction speed is crucial, especially considering the highly dynamic nature of
real-world networks. This final point is even more challenging due to the demand
of simultaneously fulfilling the previous two requirements.
To infer out-of-sample embeddings, Ma et al. [44] propose a Deeply Trans-
formed High-order Laplacian Gaussian Process (DepthLGP) approach (see Fig-
ure 8) through combining nonparametric probabilistic modeling with deep neural
networks. More specifically, they first design a high-order Laplacian Gaussian
process (hLGP) prior with a carefully constructed kernel that encodes important
network properties such as high-order proximity. Each node is associated with
a latent state that follows the hLGP prior. They then employ a deep neural net-
work to learn a nonlinear transformation function from these latent states to node
embeddings. The introduction of a deep neural network increases the expressive
power of our model and improves the homogeneity of inferred embeddings with
in-sample embeddings. Theories on the expressive power of DepthLGP are de-
rived. Overall, their proposed DepthLGP model is fast and scalable, requiring zero
knowledge of out-of-sample nodes during training process. The prediction routine
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revisits the evolved network rapidly and can produce inference results analyti-
cally with desirable time complexity linear with the number of in-sample nodes.
DepthLGP is a general solution, in that it is applicable to embeddings learned by
any network embedding algorithms.
6.1 The DepthLGP Model
In this section, we first formally formulate the out-of-sample node problem, and
then discuss the DepthLGP model as well as theories on its expressive power.
6.1.1 Problem Definition
DepthLGP primarily considers undirected networks. Let G be the set of all pos-
sible networks and V be the set of all possible nodes. Given a specific network
G = (V,E) ∈ G with nodes V = {v1, v2, . . . , vn} ⊂ V and edges E, a net-
work embedding algorithm aims to learn values of a function f : V → Rd
for nodes in V . As the network evolves over time, a batch of m new nodes
V ∗ = {vn+1, vn+2, . . ., vn+m} ⊂ V \ V arrives, and expands G into a larger
network G′ = (V ′, E ′), where V ′ = V ∪ V ∗. Nodes in V ∗ are called out-of-
sample nodes. The problem, then, is to infer values of f(v) for v ∈ V ∗, given
G′ = (V ′, E ′) and f(v) for v ∈ V .
6.1.2 Model Description
DepthLGP first assumes that there exists a latent function h : V → Rs, and the
embedding function f : V → Rd is transformed from the said latent function. To
be more specific, let g : Rs → Rd be the transformation function. DepthLGP then
assumes that f(v) = g(h(v)) for all v ∈ V . Since the transformation can poten-
tially be highly nonlinear, the authors use a deep neural network to serve as g(·).
DepthLGP further assumes that the s output dimensions of h(·), i.e. hk : V → R
for k = 1, 2, . . . , s, can be modeled independently. In other words, DepthLGP
deals with each hk(v) of h(v) =
[
h1(v), h2(v), . . . , hs(v)
]> separately.
Let us focus on hk(·) for the moment. Each hk(·) is associated with a kernel
that measures similarity between nodes of a network. Take G′ = (V ′, E ′) with
V ′ = {v1, v2, . . . , vn+m} for example, the said kernel produces a kernel matrix
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Kk ∈ R(n+m)×(n+m) for G′:
Kk ,
[
I + ηkL(Aˆk) + ζkL(AˆkAˆk)
]−1
,
Aˆk , diag(αk)A′diag(αk),
αk , [a(k)v1 , a
(k)
v2
, . . . , a(k)vn+m ]
>,
where A′ is the adjacency matrix of G′, while ηk ∈ [0,∞), ζk ∈ [0,∞) and a(k)v ∈
[0, 1] for v ∈ V are parameters of the kernel. diag(·) returns a diagonal matrix
corresponding to its vector input, while L(·) treats its input as an adjacency matrix
and returns the corresponding Laplacian matrix, i.e., L(A) = diag(
∑
i A:,i)−A.
The parameters of the proposed kernel have clear physical meanings. ηk indi-
cates the strength of first-order proximity (i.e., connected nodes are likely to be
similar), while ζk is for second-order proximity (i.e., nodes with common neigh-
bors are likely to be similar). On the other hand, a(k)v represents a node weight, i.e.,
how much attention we should pay to node v when conducting prediction. Values
of a(k)v for in-sample nodes (v ∈ V ) are learned along with ηk and ζk (as well as
parameters of the neural network g(·)) during training, while values of a(k)v for
out-of-sample nodes (v ∈ V ∗) are set to 1 during prediction, since we are always
interested in these new nodes when inferring embeddings for them. Node weights
help DepthLGP avoid uninformative nodes. For example, in a social network, this
design alleviates harmful effects of “bot” users that follow a large amount of ran-
dom people and spam uninformative contents.
It is easy to see that Kk is positive definite, hence a valid kernel matrix. The
kernel in DepthLGP can be seen as a generalization of the regularized Laplacian
kernel [57], in that the authors further introduce node weighting and a second-
order term. This kernel is referred as the high-order Laplacian kernel.
DepthLGP assumes that each sub-function hk(·) follows a zero mean Gaussian
process (GP) [51] parameterized by the high-order Laplacian kernel, i.e., hk ∼
GP(k)hLap. This is equivalent to say that: For any Gt = (Vt, Et) ∈ G with Vt =
{v(t)1 , v(t)2 , . . . , v(t)nt } ⊂ V , we have
[hk(v
(t)
1 ), hk(v
(t)
2 ), . . . , hk(v
(t)
nt )]
> ∼ N (0,K(t)k ),
where K(t)k is the corresponding high-order Laplacian kernel matrix computed on
Gt.
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The DepthLGP model can be summarized as follows.
hk ∼ GP(k)hLap, k = 1, 2, . . . , s,
h(v) , [h1(v), h2(v), . . . , hs(v)]>, v ∈ V ,
f(v) | h(v) ∼ N (g(h(v)), σ2I), v ∈ V .
where σ is a hyper-parameter to be manually specified. The neural network g(·)
is necessary here, since f(·) itself might not follow the GP prior eactly. The intro-
duction of g(·) allows the model to fit f(·) more accurately.
6.1.3 Prediction
Before new nodes arrive, we have the initial network G = (V,E) with V =
{v1, v2, . . . , vn}, and know the values of f(v) for v ∈ V . The prediction routine
assumes that there is a training procedure (see subsection “Training”) conducted
on G and f(v) for v ∈ V before new nodes arrive, and the training procedure
learns ηk, ζk, hk(v), a
(k)
v for k = 1, 2, . . . , s and v ∈ V , as well as parameters of
the transformation function g(·).
As the network evolves over time, m new nodes V ∗ = {vn+1, vn+2, . . ., vn+m}
arrive andG evolves intoG′ = (V ′, E ′) with V ′ = V ∪V ∗. DepthLGP’s prediction
routine aims to predict f(v) for v ∈ V ∗ by maximizing p({f(v) : v ∈ V ∗} | {f(v) :
v ∈ V }, {h(v) : v ∈ V }), which, according to our model, is equal to
p({f(v) : v ∈ V ∗} | {h(v) : v ∈ V }).
Yet, it requires integrating over all possible h(v) for v ∈ V ∗. DepthLGP therefore
approximates it by maximizing
p({f(v) : v ∈ V ∗}, {h(v) : v ∈ V ∗} | {h(v) : v ∈ V }),
which is equal to
p({f(v) : v ∈ V ∗} | {h(v) : v ∈ V ∗})
× p({h(v) : v ∈ V ∗} | {h(v) : v ∈ V }).
It can be maximized 5 by first maximizing the second term, i.e. p(h(v) : v ∈
V ∗} | {h(v) : v ∈ V }) = ∏sk=1 p({hk(v) : v ∈ V ∗} | {hk(v) : v ∈ V }), and then
setting f(v) = g(h(v)) for v ∈ V ∗.
5Note that the first term p({f(v) : v ∈ V ∗} | {h(v) : v ∈ V ∗}) is maximized with f(v) =
g(h(v)), and the maximum value of this probability density is a constant unrelated with h(v).
Hence we can focus on maximizing the second term first.
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Algorithm 5 DepthLGP’s Prediction Routine
Input: G′ = (V ′, E ′) . G = (V,E) evolves into G′.
Output: predicted values of f(v), v ∈ V ∗ . V ∗ , V ′ \ V .
1: . Let V = {v1, v2, . . . , vn} be old nodes.
2: . Let V ∗ = {vn+1, vn+2, . . . , vn+m} be new nodes.
3: . Let A′ be the adjacency matrix of G′.
4: for k = 1, 2, . . . , s do
5: . Values of a(k)v are set to 1 for v ∈ V ∗.
6: α← [a(k)v1 , a(k)v2 , . . . , a(k)vn+m ]>
7: Aˆ← diag(α) A diag(α)
8: . Function L(·) below treats Aˆ and AˆAˆ as adjacency matrices, and returns
their Laplacian matrices.
9: M← I + ηkL(Aˆ) + ζkL(AˆAˆ)
10: M∗,∗ ← the bottom-right m×m block of M
11: M∗,x ← the bottom-left m× n block of M
12: . Let z(k)x , [hk(v1), hk(v2), . . . , hk(vn)]>.
13: . Compute M∗,xz
(k)
x first below for efficiency.
14: z
(k)
∗ ← −M−1∗,∗M∗,xz(k)x . z(k)∗ is a prediction of [hk(vn+1), hk(vn+2), . . . ,
hk(vn+m)]
>.
15: end for
16: for v ∈ V ∗ do
17: . Previous lines have produced a prediction of h(v) =
[h1(v), h2(v), . . . , hs(v)]
>. The line below now uses the said prediction
to further predict f(v).
18: compute g(h(v)) . It is a prediction of f(v).
19: end for
Let us now focus on the subproblem, i.e., maximizing
p({hk(v) : v ∈ V ∗} | {hk(v) : v ∈ V }). (42)
Since hk ∼ GPhLap, by definition we have
[hk(v1), hk(v2), . . . ,hk(vn), hk(vn+1), . . . , hk(vn+m)]
>
∼ N (0,Kk),
where Kk is the corresponding kernel matrix computed on G′. We then have the
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following result:
z(k)∗ | z(k)x ∼ N (K∗,xK−1x,xz(k)x ,K∗,∗ −K∗,xK−1x,xK>∗,x),
z(k)x ,
[
hk(v1), hk(v2), . . . , hk(vn)
]>
,
z(k)∗ ,
[
hk(vn+1), hk(vn+2), . . . , hk(vn+m)
]>
,
where Kx,x, K∗,x, and K∗,∗ are respectively the top-left n × n, bottom-left m ×
n, and bottom-right m × m blocks of Kk. Though K∗,xK−1x,xz(k)x is expensive to
compute, it can thankfully be proved to be equivalent to −M−1∗,∗M∗,xz(k)x , where
M∗,x and M∗,∗ are respectively the bottom-left m × n and bottom-right m × m
blocks of K−1k . K
−1
k is cheap to obtain as the matrix inversion gets cancelled out.
And computing M−1∗,∗ is fast, since m n. As a result, Eq. (42) is maximized as:
z(k)∗ = −M−1∗,∗M∗,xz(k)x .
As a side node, maximizing Eq. (42) is in fact equivalent to minimizing the
following criterion:∑
u∈V ′
[hk(u)]
2 +
1
2
ηk
∑
u,v∈V ′
a(k)u A
′
uva
(k)
v [hk(u)− hk(v)]2 +
1
2
ζk
∑
u,v,w∈V ′
a(k)u A
′
uwa
(k)
w a
(k)
w A
′
wva
(k)
v [hk(u)− hk(v)]2 ,
where A′uv is the edge weight (zero if not connected) between u and v in G
′. This
form hints at the physical meanings of η, ζ and a(k)v from another perspective.
The prediction routine is summarized in Algorithm 5.
6.1.4 Training
Training is conducted on the initial network, i.e., G = (V,E), with the values of
f(v) for v ∈ V . Since it does not depend on the evolved network G′ = (V ′, E ′),
it can be carried out before new nodes arrive. It aims to find suitable parameters
of the neural network g(·) and proper values of ηk, ζk, a(k)v , hk(v) for v ∈ V and
k = 1, 2, . . . , s.
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The authors apply empirical minimum risk (ERM) training to DepthLGP model.
ERM training of a probabilistic model, though not as conventional as maximum
likelihood estimation (MLE) and maximum a posteriori (MAP) estimation, has
been explored by many researchers before, e.g., [59]. Using ERM training here
eliminates the need to specify σ, and is faster and more scalable as it avoids com-
puting determinants.
The training procedure is listed in Algorithm 6. The basic idea is to first sample
some subgraphs from G, then treat a small portion of nodes in each subgraph as
if they were out-of-sample nodes, and minimize empirical risk on these training
samples (i.e., minimize mean squared error of predicted embeddings).
Now let us describe how each training sample, G′t = (V
′
t , E
′
t), is sampled.
DepthLGP first samples a subset of nodes, V ∗t , fromG, along a random walk path.
Nodes in V ∗t are treated as “new” nodes. DepthLGP then samples a set of nodes,
Vt, from the neighborhood of V ∗t . DepthLGP defines the neighborhood of V
∗
t to
be nodes that are no more than two steps away from V ∗t . Finally, let V
′
t = V
∗
t ∪Vt,
and G′t be the subgraph induced in G by V
′
t .
Optimization is be done with a gradient-based method and the authors use
Adam [36] for this purpose. Gradients are computed using back-propagation [53,
22]. Good parameter initialization can substantially improve convergence speed.
To allow easy initialization, they use a residual network (more strictly speaking,
a residual block) [28] to serve as g(·). In other words, DepthLGP chooses g(·) to
be of the form g(x) = x + g˜(x), where g˜(·) is a feed-forward neural network. In
this case, s = d. Thus it is able to initialize values of h(v) to be values of f(v) for
nodes in V .
6.1.5 On the Expressive Power of DepthLGP
Theorem 4 below demonstrates the expressive power of DepthLGP, i.e., to what
degree it can model arbitrary f : V → Rd.
Theorem 4 (Expressive Power). For any  > 0, any nontrivial G = (V,E) and
any f : V → Rd, there exists a parameter setting for DepthLGP, such that: For any
v∗ ∈ V , after deleting all information (except G) related with v∗, DepthLGP can
still recover f(v∗) with error less than , by treating v∗ as a new node and using
Algorithm 5 on G.
Remark. A nontrivial G means that all connected components of G have at least
three nodes. Information related with v∗ includes f(v∗), hk(v∗) and a
(k)
v∗ for k =
1, 2, . . . , s (note that during prediction, a(k)v∗ is replaced by 1 since v∗ is treated
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Algorithm 6 DepthLGP’s Training Routine
Input: G = (V,E); f(v) for v ∈ V
Output: ηk, ζk, a
(k)
v , hk(v) for v ∈ V and k = 1, 2, . . . , s; parameters of the
neural network g(·)
1: for t = 1, 2, . . . , T do
2: . See subsection “Training” for more details on how to sample V ∗t and Vt.
3: V ∗t ← a few nodes sampled along a random walk
4: Vt ← some nodes in V ∗t ’s neighborhood
5: V ′t ← Vt ∪ V ∗t
6: G′t ← the subgraph induced in G by V ′t
7: Execute Algorithm 5, but usingG′t in place ofG
′, Vt in place of old nodes,
and V ∗t in place of new nodes. Save its prediction of f(v) as f˜(v) for v ∈ V ∗t .
8: loss← 1|V ∗t |
∑
v∈V ∗t ‖f(v)− f˜(v)‖2l2
9: Use back-propagation to compute the gradient of the loss with respect to
ηk, ζk, a
(k)
v , hk(v) for v ∈ Vt and parameters of g(·).
10: Apply gradient descent.
11: end for
as a new node). Error is expressed in terms of l2-norm. It can be proved with a
constructive proof based on the universal approximation property of neural net-
works [17, 33].
Theorem 5 below then emphasizes the importance of second-order proxim-
ity: Even though DepthLGP leverages the expressive power of a neural network,
modeling second-order proximity is still necessary.
Theorem 5 (On Second-Order Proximity). Theorem 4 will not hold if DepthLGP
does not model second-order proximity. That is, there will exist G = (V,E) and
f : V → Rd that DepthLGP cannot model, if ζk is fixed to zero.
6.2 Extensions and Variants
6.2.1 Integrating into an Embedding Algorithm
DepthLGP can also be easily incorporated into an existing network embedding al-
gorithm to derive a new embedding algorithm capable of addressing out-of-sample
nodes. Take node2vec [27] for example. For an input network G = (V,E) with
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V = {v1, . . . , vn}, node2vec’s training objective can be abstracted as
min
θ,F
Lθ(F, G),
where columns of F ∈ Rd×n are target node embeddings to be learned, and θ
contains parameters other than F.
Let us use fφ : V → Rd to represent a function parameterized by φ. This func-
tion is defined as follows. For v ∈ V , it first samples nodes from v’s neighborhood
(see subsection “Training” on how to sample them) and induces a subgraph from
G containing v and these sampled nodes. It then treats v as a new node, nodes sam-
pled from v’s neighborhood as old nodes, and runs Algorithm 5 on the induced
subgraph to obtain a prediction of v’s embedding—this is the value of fφ(v). By
definition, φ contains parameters of a neural network, ηk, ζk, a
(k)
v , and hk(v) for
v ∈ V , k = 1, 2, . . . , s. To derive a new embedding algorithm based on node2vec,
we can simply change the training objective to:
min
θ,φ
Lθ([fφ(v1), fφ(v2), . . . , fφ(vn)], G).
The authors name this new algorithm node2vec++, where fφ(v) is node v’s em-
bedding. Clearly, node2vec++ can handle out-of-sample nodes efficiently in the
same fashion as DepthLGP.
6.2.2 Efficient Variants
When predicting node embeddings for out-of-sample nodes, DepthLGP can col-
lectively infer all of them in one pass. However, if the number of newly arrived
nodes is large, it is more efficient (and more memory-saving) to process new nodes
in a batch-by-batch way: For each unprocessed new node v, find the largest con-
nected component containing v and other new nodes (but not old nodes). Let V ∗t
be nodes in the connected component, and Vt be old nodes sampled from V ∗t ’s
neighborhood (see subsection “Training” on how to sample them). Then it is pos-
sible to run Algorithm 5 on the subgraph induced by V ∗t ∪ Vt to obtain prediction
for new nodes in V ∗t . Repeat this process until all new nodes are processed.
Some simplifications can be made to DepthLGP without sacrificing much
performance while allowing faster convergence and a more efficient implemen-
tation of Algorithm 5. In particular, sharing node weights across different di-
mensions, i.e. keeping a(1)v = . . . = a
(s)
v , hurts little for most mainstream em-
bedding algorithms (though theoretically it will reduce the expressive power of
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DepthLGP). Similarly, for node2vec and DeepWalk, we can keep η1 = . . . = ηs
and ζ1 = . . . = ζs, since they treat different dimensions of node embeddings
equally. For LINE, however, it is better to keep η1 = . . . = η s
2
(ζ1 = . . . = ζ s
2
)
and η s
2
+1 = . . . = ηs (ζ s
2
+1 = . . . = ζs) separately, because an embedding pro-
duced by LINE is the result of concatenating two sub-embeddings (for 1st- and
2nd-order proximity respectively).
7 Conclusion and Future Work
This chapter introduces the problem of graph representation/network embedding
and the challenges lying in the literature, i.e., high non-linearity, structure-preserving,
property-preserving and sparsity. Given its success in handling large-scale non-
linear data in the past decade, we remark that deep neural network (i.e., deep
learning) serves as an adequate candidate to tackle these challenges and highlight
the promising potential for combining graph representation/network embedding
with deep neural network. We select five representative models on deep network
embedding/graph representation for discussions, i.e., structural deep network em-
bedding (SDNE), deep variational network embedding (DVNE), deep recursive
network embedding (DRNE), deeply transformed high-order Laplacian Gaussian
process (DepthLGP) based network embedding and deep hyper-network embed-
ding (DHNE). In particular, SDNE and DRNE focus on structure-aware network
embedding, which preserve the high order proximity and global structure respec-
tively. By extending vertex pairs to vertex tuples, DHNE targets at learning em-
beddings for vertexes with various types in heterogeneous hyper-graphs and pre-
serving the corresponding hyper structures. DVNE focuses on the uncertainties
in graph representations and DepthLGP aims to learn accurate embeddings for
new nodes in dynamic networks. Our discussions center around two aspects in
graph representation/network embedding i) deep structure-oriented network em-
bedding and ii) deep property-oriented network embedding. We hope that readers
may benefit from our discussions.
The above discussions of the state-of-the-art network embedding algorithms
highly demonstrate that the research field of network embedding is still young and
promising. Selecting appropriate methods is a crucial question for tackling practi-
cal applications with network embedding. The foundation here is the property and
structure preserving issue. Serious information in the embedding space may lost if
the important network properties cannot be retained and the network structure can-
not be well preserved, which damages the analysis in the sequel. The off-the-shelf
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machine learning methods can be applied based on the property and structure pre-
serving network embedding. Available side information can be fed into network
embedding. Moreover, for some certain applications, the domain knowledge can
also be introduced as advanced information. At last, existing network embedding
methods are mostly designed for static networks, while not surprisingly, many
networks in real world applications are evolving over time. Therefore, novel net-
work embedding methods to deal with the dynamic nature of evolving networks
are highly desirable.
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