This paper presents an algorithm for computing algebraically relative resolvents which enhances an existing algorithm by avoiding the accumulation of superfluous powers in the intermediate computations. The superfluous power generated at each step is predetermined over a certain quotient ring. As a byproduct, an efficient algorithm for extracting an n-th root of a univariate polynomial is obtained.
Among the basic theorems in algebra there are the fundamental theorem of the symmetric functions and the Galois theorem; under their non effective aspect, they are actually the same since they both say that if a polynomial is invariant under the action of a group L containing the Galois group G then its evaluation at the roots of f lies in the field k of the coefficients of f . In the first case L is the symmetric group S n of degree n = deg(f ), and in the second L is the Galois group G. For computing algebraically with the roots of f it is a question of making effective this theorem.
When L = S n , one can refer to numerous effective methods of the fundamental theorem of the symmetric functions. These methods, with sometimes an addition of combinatorial formulas, are the ones used for computing the absolute resolvents (see for example [8, 11, 13] ). The main reason that makes the resolvent (either absolute or not) a central element of effective algebra is that its factorization over the field k leads to an effective form of the Galois theorem.
Then the problem of its factorization in case of high degree appears, the most illustrating example being those of the Galois resolvent whose degree is deg(f )!. Nevertheless, any one of its irreducible factors over k is sufficient, whose degree necessarily equals the order of the Galois group. When G ̸ = S n , the computation of a resolvent relative to a proper subgroup L of S n is attractive for both the following reasons: on the one hand this resolvent is a proper factor of the absolute resolvent (and its degree is the order of the stabilizer of the invariant considered in L and no longer in S n ), and on the other hand, regarding the organization of the roots, it carries some more accurate information than that of a simple factor of the absolute resolvent. The algebraic computation of relative resolvents has been considered for a long time as impossible, or at least highly difficult (see [1] where a method is given p. 27). Out of the numeric method restricted to the case k = Z (see [12] ) and some combinatorial methods adapted to specific absolute multiresolvents, before the algorithm proposed in [2] no algebraic method could compete with the various efficient methods restricted to absolute resolvents. This paper presents an algorithm for computing relative resolvents that improves the previous one given by the authors, and is partially inspired by that of Lehobey, which is designed for absolute resolvents (see [9] ). We will also show what restrains Lehobey's algorithm to absolute resolvents.
Throughout the paper we consider a perfect field k and a normalized polynomial f of degree n belonging to k [x] . We set α = (α 1 , α 2 , . . . , α n ) for an n-tuple of roots of f in an algebraic closure K of k. We suppose f without multiple roots but not necessarily irreducible. Finally, we denote by S n the symmetric group of degree n and by σ .r the natural action of a permutation σ of S n on a polynomial r of k[x 1 , x 2 , . . . , x n ] (i.e. by permuting the indices).
Galoisian ideals, Galois group and resolvent
This section is devoted to reminders. The default reference about the notions and the identities is [14] .
Galoisian ideals and Galois group
Galoisian ideals were introduced in order to design the recursive algorithm GaloisIdeal that construct the field k(α) of the roots of f by means of the isomorphism with the quotient ring
is the maximal ideal of the α-relations. The inputs of this algorithm are at worst the respective representatives of the conjugacy classes of the subgroups of S n and the ideal
of symmetric relations generated by the triangular set formed by the Cauchy moduli (see Definition 24). The recursive call runs with a galoisian ideal and a list of groups which are candidate for the Galois group (given up to conjugacy). From one call to another, the ideal grows and the list of candidate groups decreases to end up with the maximal ideal M and a unique candidate group
The fundamental tool of this algorithm is the resolvent; it not only makes the list of candidate groups decrease by identifying the degrees and the Galois groups of its factors with a group matrix, but these factors are themselves involved in the determination of a galoisian ideal including the previous one.
In the introduction we have said that the absolute resolvents are easily computable via the several effective forms of the fundamental theorem of symmetric functions. For computing a non absolute resolvent we shall need a family generating the galoisian ideal I ̸ = S. The algorithm GaloisIdeal and our algorithm for computing relative resolvents make effective our hypothesis of the existence of this generating family.
An ideal I of k[x 1 , . . . , x n ] is called a galoisian ideal associated with f if it is expressed in the form
where L is a subset of the symmetric group S n .
The injector of I into M is the set of permutations globally sending I into M:
The injector of the ideal M (into itself) is the Galois group G, that of the ideal S into M is S n , and that of I into M is identified with the set of permutations GL; the variety V formed by the zeros of I satisfies
and the dimension of k[x 1 , . . . , x n ]/I as a k-vector space equals the cardinality of Inj(I, M) (see [14] ).
When Inj(I, M) is a group, the ideal I is said to be pure and it is triangular (see [2] ). As a consequence of the following proposition, the injector Inj(I, M) of a pure galoisian ideal I is also called the injector of I.
Proposition 1 ([14]). A galoisian ideal I is pure if and only if its injector into a maximal galoisian ideal is identified with the injector of I into itself, the stabilizer of I, which, only in this case, contains the Galois group G.
Note that a galoisian ideal is pure if and only if the order of its stabilizer equals dim k k[x 1 , . . . , x n ]/I since the stabilizer is a subset of the injector of I into anyone of the maximal ideal containing I.
When Inj(I, M) is not a group, it is possible to replace the ideal I with a pure galoisian ideal J that strictly contains I (see [15, 16] ). Computing the resolvents with the new ideal J is therefore more efficient than with the ideal I (recall the part of our introduction about the interest of relative resolvents). 
is the group L = ⟨ (7, 8) , (1, 3)(2, 4), (1, 5, 3, 8) 
The Galois group G is isomorphic to the group of the k-automorphisms of the field k(α) of the roots of f . For this reason, for all g ∈ G, we may set
Recall that the Galois group is the largest subset of S n such that this notation causes no problem of unicity. By classical Galois theory, the minimal polynomial of θ over k, the normalized irreducible polynomial in k [x] of root θ , is given by
Moreover, let  Θ be the multiplicative endomorphism in k[x 1 , . . . , x n ]/I which associates the class of Θ · P with P; the characteristic polynomial of  Θ is the polynomial of degree card(L) given by
As the field k is perfect, the minimal polynomial of  Θ is its squarefree form:
As G is a subgroup of L, it follows that Irr θ,k is an irreducible factor of Min Θ,I which is the product of the minimal polynomials of the Θ(β) where β runs over the variety V of I (without repetition).
It is sufficient to consider the ideal I since the resolvent does not depend on the choice of α in V . The characteristic polynomial is an exponent of the resolvent:
.
In this way, since k is perfect, the resolvent belongs to k [x] . If the resolvent is squarefree then it identifies with the polynomial Min Θ,I .
General assumptions
Throughout this paper the variables are supposed to be ordered by x 1 > · · · > x n . We fix a pure galoisian ideal I with L as its injector and a separable triangular set
The set T is actually a minimal Groebner basis of I for the lexicographical order. Let us recall that, by definition of a separable triangular set, each polynomial f i is normalized w.r.t. the variable x i .
Computation of the r-th root of a polynomial
The algorithms that we are about to design for computing resolvents involve the computation of an r-th root of a univariate polynomial. Let f ∈ k[x] be such a polynomial and assume it is normalized and of degree n. We suppose that there exists a positive integer r and a polynomial h of degree s in
The problem consists in determining the polynomial h from f and r. Several algorithms exist which are efficient for the fields of characteristic zero or when the characteristic char(k) does not divide r. In [5] , Henrici presents an algorithm of complexity O(s In the more general framework of functional decomposition of polynomials, if the base field contains at least n elements Kozen-Landau's method has complexity O(n 2 r), or O(n 2 ) (see [7] ). The methods based on Newton iterations improve the complexity to O(M(n) log r), where M(n) is the cost in arithmetic operations of the polynomial multiplication in k[x] (see [3, 17] ). In our computations this better asymptotic complexity is not essential since the integers r and s remain rather small.
The new algorithm that we present in Section 3.2 is used in the implementation for computing the resolvent by our method. It allows the computation of h under the same conditions as in the algorithm of [5] , with the same complexity O(s 2 ), and it turns out to be very easy to implement.
Our algorithm being based on the Girard-Newton relations between the elementary symmetric functions of the roots of f and their power functions, we begin with a reminder of these notions.
Symmetric polynomials
We denote by s(f ) the evaluation of s at the n roots of the polynomial f .
Two basic bases of the ring
S n of symmetric polynomials are given below:
• the elementary symmetric functions e 0 , e 1 , . . . , e n , . . . defined by e 0 = 1, e r = 0 if r > n, and for
• the power functions (also called Newton functions
The Girard-Newton formulas form a triangular system allowing one to pass from one basis to another: for every r > 0
Set a i = (−1) i e i (f ). Then the polynomial f can be expressed as
and, following the Girard-Newton relations,
Algorithm for extracting r-th roots of a polynomial
If α 1 , α 2 , . . . , α s are the s roots of the polynomial h then each of them is a root of f with multiplicity r; this may be expressed for every i ∈ [ [1, n] ] as follows:
Thus, the computation of the power functions of the roots of h is trivially derived from the first s power functions of the roots of f .
Thanks to the above relations we obtain the following algorithm NthRoot that determines h from the exponent r and the normalized polynomial f . For reasons that will clear up during the elaboration of our last algorithm we overload the function NthRoot as follows: 
The algorithm is valid as long as the characteristic of the base field does not divide r. Solving the triangular linear system of Girard-Newton formulas requires only the knowledge of the s + 1 first coefficients of 1, a 1 , . . . , a s of f and is performed in O(s 2 ). Note however that, with the Girard-Newton formulas, in order to obtain e 1 (h), . . . , e s (h) from p 1 (h), p 2 (h), . . . , p s (h), we must be able to successively divide by 2, 3, . . . , s, which imposes that the characteristic of the base field be greater than s.
Computing resolvents algebraically
Consider H < L < S n and Θ ∈ k[x 1 , . . . , x n ] such that Θ has H as stabilizer in L. We intend to compute the resolvent R Θ,I , where I is our galoisian ideal with injector L.
Let us introduce for L the following notation, which will apply to every subgroup of S n and for
Inductively, L n+1 = L and L i is the stabilizer of i under the action of L i+1 ; the chain of inclusions below follows:
Furthermore we have the inclusions
we recall that (see [2] )
In [2] the following algebraic algorithm for computing the relative resolvent R Θ,I is proposed:
This algorithm computes the characteristic polynomial χ Θ,I by means of the loop, and the resolvent may be deduced by extracting a radical according to Identity (1). However, the successive resultants increase the size of the intermediate polynomials; they lead to the characteristic polynomial, which has degree ℓ whereas the resolvent only has degree ℓ/h. In the particular case of the computation of absolute resolvents (i.e. L = S n ), where T is formed by the Cauchy moduli of f , Lehobey used at the same time an algorithm which also involves resultant computations (see [10] ), showing that it is possible to eliminate a part of the superfluous exponent h at each step in the loop (see [9] ). One may also compute the absolute resolvent limiting the swell of the data size in the following way:
End For Return (L)
In order to achieve an even greater control, Lehobey actually computes the reciprocal polynomial of L, which allows to compute the results modulo x s+1 , where
is the degree in x of L at this step (see Corollary 10).
Galoisian varieties
In this section we pay special attention to the projections of the variety L.α of I in K n and the fibers over one of their points.
the projection over the n − i + 1 last components, and V i = π i (V ). 
Moreover, the points of V above the point M = (α τ (i) , . . . , α τ (n) ) of V i make up the set
which leads to Relation (6) . Therefore, the decomposition of L into the left cosets modulo L i produces a decomposition into pairwise distinct singletons and proves Relation (5):
These considerations lead immediately to the following corollary.
Corollary 4.
With the above notation, we have
the projection over the i last components.
Proposition 5. Let i and j be two integers such that
and
Hence we have the following relations:
. By fixing τ we obtain Equality (7) for π −1 j,i (M) and, in the last set of this sequence of equalities, the points (τ σ (j), . . . , τ σ (n)) are pairwise distinct. Indeed, for two permutations σ and 
Removing extraneous powers for relative resolvents
In this section, Proposition 11 and its corollary are the foundations of the algorithm RelativeResolvent1 that follows them. This latter improves the algorithm Resolvent of Section 4 which ends up by the extraction of an h-th root of the characteristic polynomial. We show here that the extraneous power h is the product of extraneous powers that may be suppressed in each step of the loop.
To prove these results we first need some properties of the resultant. 
Lemma 7. Let A be a (unitary) integral domain. Let f and g be two polynomials of A[y] with f
g(α i ).
In order that a resultant could have good specialization properties at least one of the leading coefficient of f or g must not specialize to 0.
In our algorithms, the polynomials f i involved in the computation of the resultants are normalized with respect to x i . In this case the resultant of the specializations is exactly the specialization of the resultant.
Lemma 8. Let I be an ideal of A. For each p ∈ A[y] we denote p the image of p modulo I. If f is normalized then
At the i-th step, our computations involve the variable x of the resolvent L and y = x i , the elimination variable of the resultant. The polynomial f i is normalized w.r.t the variable x i and does not contain x, whereas the initial value x−Θ of L is normalized w.r.t x. Hence, all the successive resultants will remain normalized w.r.t the variable x, with a degree that may be determined as follows:
Lemma 9. Consider two polynomials f and g of A[y, x] satisfying the two following properties:
• g = x m + g ′ (x, y) where g ′ has at most degree d − 1 w.r.
t. x, • f is normalized w.r.t the variable y and deg y (f ) = d. Then Res y (f , g) is a normalized polynomial of degree m d w.r.t. the variable x.
Proof. Indeed, from the relation in Lemma 7, the resultant with respect to y may be expressed in the form 
Proof. The equality is trivial for i = 1. By induction, assume it holds for i ≤ n. Then, setting 
. . , σ m · Ψ } and each value is attained h i times. For each point M of the class L · α of the ideal I, we therefore obtain
from which the result follows.
For a galoisian ideal I generated by the triangular set
. We want to compute inductively the L i , or more precisely their value modulo I, without passing by those of Ψ i .
Proposition 14 (Recall that m i
Proof. We know (it results from Lemma 7 for instance) that if g
We can suppose, without loss of generality, that every f i is reduced modulo T i+1 . The polynomial f i being normalized w.r.t. x i , we have
It follows from the properties of the resultant and Corollary 13:
Note that the relations modulo T i+1 are identical to the relations modulo I since the polynomials under consideration are in k[x i+1 , . . . , x n ]. The result then can be deduced from the equality
Thus, the finite sequence (L i ) is completely defined by its first term L 1 = Ψ and the recurrence relation of Proposition 14 in k[x 1 , . . . , x n , x]/I. It follows:
In particular, the last term of the sequence is the resolvent of α by Θ relative to L:
We deduce from the above a first algorithm with which the relative resolvent R Θ,I can be obtained by removing in each step a power m i , part of the power h that is extracted at the end of our initial 
End For
Return L Remark 16. At the i-th step of the loop, when the polynomial L does not depend on x i , computing the resultant is useless. From Proposition 14, it is sufficient to set
Since powers can be managed by the resultant, the power d i does not add any complexity to the computation that would be performed without it. One can also choose not to modify L and pass to the next step after an instruction d := d * d i (the variable d being initialized to 1); then the output of the algorithm will be L d .
An improvement of the algorithm
In the iteration of the algorithm RelativeResolvent1, the extraction of the r-th root of a polynomial w.r.t. the variable x is consecutive to a resultant computation. Note that if the extraction is realized by the algorithm NthRoot(f,r) of Section 3, the computation of the polynomial h of degree s such that f = h r is useless; only the s + 1 first coefficients of highest degrees in x of f are necessary.
To avoid these useless computations, we suggest to compute the resultants for reciprocal polynomials of the successive polynomials L obtained during the algorithm RelativeResolvent1; the useless coefficients are then removable by some reductions modulo the convenient power of x. This can be applied to any other algorithm for the extraction of r-th roots that needs only the s + 1 first coefficients of f . We verify at the beginning of the section that in the algorithm RelativeResolvent1 the operations commute with the passage to the reciprocal polynomial. We then deduce another algorithm where every coefficient of the polynomials computed during the process is exploited in the next steps.
Given a polynomial g in x of degree n, we adopt the notation below for the reciprocal polynomial of g: Finally, we will free ourselves from the condition on the degree of f ′ since we will give s as an argument in the call NthRoot(f ′ , r, s). Here is the announced clarification for the overload of the function NthRoot.
The following lemma is immediate. 
where the α i are the roots of f in an algebraic closure of the quotient field of A. Following the hypothesis, the equality in Lemma 7 can be written as
Since g is normalized w.r.t. x, Lemma 19 ensures that the specialization in the α j and the product commute with the passage to the reciprocal polynomials.
In the algorithm RelativeResolvent1, the degree of L in x relative to every step can be predetermined. From Relation (8) , the normalized polynomial L i+1 mod I computed at the i-th step has degree
w.r.t. x. Following Remark 17, the polynomial L obtained at this i-th step can also be computed by the
It follows from Lemma 19 that
Consequently we can choose ′ . Taking into account the above considerations, we can deduce the algorithm RelativeResolvent2 which improves the algorithm RelativeResolvent1 by avoiding the computation of useless coefficients in the resultants.
Below, the function that returns the reciprocal polynomial of p w.r.t. the variable x is denoted Recip(p).
Return L
A special case of absolute resolvent
In this section, we explain why in the case L = S n Lehobey need not compute modulo I in order to extract the r-th roots in each step of the loop of his algorithm AbsoluteResolvent. Indeed, we will show that L = S n satisfies the condition in a special case. Except for the latter case, the computations have to be performed modulo I in order to be correct. Consider an integer i between 2 and n and set
Let us denote by W the variety of the ideal generated by f 1 , . . . 
For each β ∈ W , the identity W = L ′ i · β is a necessary and sufficient condition for
Remark 21. Let (α i , . . . , α n ) be a point in the variety of the ideal ⟨f i , . . . , f n ⟩ and A = k(α i , . . . , α n ). Then the identity
The following lemma gives a sufficient condition to satisfy the hypothesis of the preceding lemma: 
We now verify that the symmetric group satisfies the hypothesis of Theorem 23. First, let us recall the definition of Cauchy moduli: Definition 24 ( [4] ). The Cauchy moduli of f are the polynomials C 1 , . . . , C n of k[x 1 , . . . , x n ] inductively defined as follows: 
In other words, the symmetric group satisfies the hypothesis of Theorem 23.
Proof. The symmetric group S n is generated by the permutations t = (n, n − 1) and τ = (n, n − 1, . . . , 2, 1); and for each j ∈ [[2, n − 1]] the permutation τ can be replaced by the permutations τ 1 = (n, n − 1, . . . , j) and τ 2 = (j, j − 1, . . . , 1) since τ = τ 2 τ 1 . It is sufficient to prove the theorem only for the generators of S n .
For j = n, the theorem holds since S n · ⟨C 1 , . . . , C n ⟩ = ⟨C 1 , . . . , C n ⟩ (the group S n is the injector of the ideal); for j = 1, the same property holds because Let us denote F j = F (x j ), F j−1 (x j−1 , x j ), . . . , F 1 (x 1 , . . . , x j ) the Cauchy moduli of the polynomial F . We therefore have τ 2 · C j = F j (x j−1 ) ∈ ⟨F 1 , . . . , F j ⟩ which is an ideal invariant by every permutation of the variables x 1 , . . . , x j ; the result is proved with this series of identities:
The property that we have stated is actually stronger than necessary. We now know why the application field of Lehobey's algorithm is restricted to absolute resolvents. We give below an example of a non absolute resolvent. We shall observe that when the computation of the r-th root is not performed modulo the ideal then the result is not satisfying.
Example 27. Consider the polynomial f = x 6 + 2 and its pure galoisian ideal with injector the group L = ⟨(1, 3)(2, 4), (1, 3, 4)(2, 5, 6), (2, 3)(4, 5), (3, 5)(4, 6), (3, 4, 5, 6 )⟩, a conjugate of 6T 14 , which is generated by the triangular set {f 1 , f 2 , f 3 , f 4 , f 5 , f 6 } where 
Conclusion
We have presented a new general algorithm for computing relative resolvents. We have described the factors which explain the reasons why the algorithm of [9] for computing absolute resolvents does not simply extend to all resolvents.
Our algorithm significantly improves that of [2] and allows computations that are out of reach for the latter, due to the intermediate swell of data. It requires the extraction of the r-th root of a univariate polynomial of degree n. For that purpose we have introduced a competitive method based on the computation of power functions of the roots of the polynomial with complexity O((n/r) 2 ).
