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Abstract
We study the problem of phase retrieval in which one aims to recover a function f
from the magnitude of its wavelet transform |Wψf |. We consider bandlimited functions
and derive new uniqueness results for phase retrieval, where the wavelet itself can be
complex-valued. In particular, we prove the first uniqueness result for the case that
the wavelet ψ has a finite number of vanishing moments. In addition, we establish the
first result on unique reconstruction from samples of the wavelet transform magnitude
when the wavelet coefficients are complex-valued.
1 Introduction
The term phase retrieval indicates a large class of problems in which one seeks to
recover a signal from phaseless measurements. In particular, wavelet phase retrieval
consists of recovering a signal from the magnitudes of its wavelet coefficients. The
wavelet transform of f ∈ Lp(R) associated to the wavelet ψ ∈ L1(R) is defined by
Wψf(b, a) = 1
a
∫
R
f(x)ψ
(
x− b
a
)
dx,
for every b ∈ R and a ∈ R+. The problem of wavelet phase retrieval then consists of
reconstructing f from the measurements
|Wψf(b, a)|, b ∈ R, a ∈ R+. (1)
Since the wavelet transform is a linear operator, it is impossible to distinguish between
f and λf , λ ∈ T, from only the measurements (1). Our aim is therefore to reconstruct
f up to a global phase factor. In the present paper, we study the injectivity of the
operator Aψ : Lp(R)/ ∼ → [0,∞)R×R+ given by
Aψf = (|Wψf(b, a)|)R×R+ ,
∗Seminar for Applied Mathematics, ETH Zürich, Rämistrasse 101, 8092 Zürich, Switzerland
(rima.alaifari@sam.math.ethz.ch).
†Seminar for Applied Mathematics, ETH Zürich, Rämistrasse 101, 8092 Zürich, Switzerland
(francesca.bartolucci@sam.math.ethz.ch).)
‡Seminar for Applied Mathematics, ETH Zürich, Rämistrasse 101, 8092 Zürich, Switzerland
(matthias.wellershoff@sam.math.ethz.ch).
1
where ψ ∈ L1(R) is fixed and f ∼ g if for some λ ∈ T, f = λg. This problem has already
been investigated in [6]. There, the authors prove injectivity of the operator Aψ when
restricted to the space of analytic signals H+ = {f ∈ L2(R) : suppf̂ ⊆ R+} and when
ψ is a Cauchy wavelet, which is a special kind of progressive wavelet, that is a wavelet
with only positive frequencies. In other words, they show that the magnitude of the
Cauchy wavelet transform uniquely determines the analytic representation f+ ∈ L2(R)
up to global phase of any signal f ∈ L2(R), given by
f̂+(ξ) := 2f̂(ξ)1ξ>0, ξ ∈ R.
In the second part of the paper, precisely in Section 5, we work with the results in [6]
and we provide some new insights into the reconstruction of the analytic representation
of bandlimited signals from magnitude samples of the Cauchy wavelet transform.
It is worth observing that the analytic representation f+ of a real-valued signal f
completely characterises the signal itself since
f̂(−ξ) = f̂(ξ) = f̂+(ξ)
2
,
for all ξ > 0. Thus, in classical time-scale analysis, if one is in a setting in which all
the signals are real-valued (which is the case for many audio processing applications),
working with analytic or real-valued functions is equivalent. However, this is not true
for phase retrieval. Indeed, suppose that we have two real-valued signals f, g ∈ L2(R)
whose analytic representations agree up to global phase, i.e. f+ = e
iαg+ for some
α ∈ R. Then, it follows that
f̂(−ξ) = f̂+(ξ)
2
= e−iα
ĝ+(ξ)
2
= e−iαĝ(−ξ),
for all ξ > 0. So in fact, f̂ and ĝ do not necessarily agree up to global phase and
therefore f and g do not necessarily agree up to global sign (see also Remark 10).
Expressed slightly differently, knowing the analytic representation of a real-valued
signal up to global phase does not correspond to knowing a real-valued signal up to
global sign. For this reason, recovering merely the analytic representation of a real-
valued signal up to global phase may not be sufficient and one has to ask the uniqueness
question (up to global sign) for the signals themselves. In [1], this problem has been
studied in a sign retrieval setting: There, both the signal and the wavelet are assumed
to be real-valued so that taking the magnitudes of the wavelet coefficients amounts to
losing sign information instead of general phase information.
In this manuscript, we derive the first uniqueness results for the recovery of real-
valued signals from wavelet magnitude measurements in the case that the wavelet itself
is complex-valued, i.e. phase and not merely sign information is lost in the acquisition
process. To be more precise, we prove the injectivity of the operatorAψ when restricted
to the space of (real-valued) bandlimited functions and when the wavelet ψ has a finite
number of vanishing moments. Furthermore, we are also able to show uniqueness of
the reconstruction from magnitude samples. To the best of our knowledge, this is
the first uniqueness result for wavelet phase retrieval from samples when the wavelet
coefficients are complex-valued.
Outline In Section 2, we recall the definition of the wavelet transform and of the
Paley–Wiener space and we prove some auxiliary results that are needed later in the
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paper. In Section 3, we consider real-valued bandlimited signals and we prove that
if the wavelet has a finite number of vanishing moments, then the magnitude of the
wavelet transform uniquely determines real-valued bandlimited signals up to global
sign. In addition, we establish uniqueness for wavelet phase retrieval from magnitude
samples. In Section 4, we apply our results to the Morlet wavelet and the chirp wavelet.
Finally, in Section 5, we consider analytic signals and we prove a sampling result for
recovering bandlimited analytic signals from samples of the Cauchy wavelet transform
magnitude.
2 Preliminaries
The translation and dilation operators act on a function f : R→ C as
Tbf(x) = f(x− b), Daf(x) = a−1f
(
a−1x
)
,
respectively, for every b ∈ R and a ∈ R+. Both operators map each Lp(R) onto itself
and Da is normalized to be an isometry on L
1(R). For every a ∈ R+, we will use the
notation fa = Daf . Furthermore, let us denote f
#(x) = f(−x), x ∈ R.
Definition 1. Let 1 ≤ p ≤ ∞. The wavelet transform of f ∈ Lp(R) associated to
ψ ∈ L1(R) is defined by
Wψf(b, a) = (f ∗ ψ#a )(b) =
1
a
∫
R
f(x)ψ
(
x− b
a
)
dx,
for every b ∈ Rd and a ∈ R+.
We observe that, by Young’s inequality, Wψf(·, a) ∈ Lp(R) for every a ∈ R+. Let
Ω > 0 and denote by PWΩ the space of bandlimited functions
PWΩ = {f ∈ L2(R) : suppf̂ ⊆ [−Ω,Ω]},
which is a closed subspace of L2(R). By the Paley–Wiener theorem, every f ∈ PWΩ
has an analytic extension to an entire function of exponential type, which we also
denote by f . More precisely,
|f(z)| ≤ 1√
2π
‖f̂‖1e|Imz|Ω, z ∈ C.
We can therefore consider PWΩ as a Hilbert space of entire functions. Furthermore, the
space of bandlimited functions PWΩ is a reproducing kernel Hilbert space (RKHS), see
for example [3, Chapter 2]. This means that, for every x ∈ R, the evaluation operator
Lx : PWΩ → C defined by
Lx(f) = f(x), f ∈ PWΩ,
is bounded. Therefore, if fn is a sequence in PWΩ which converges to f in L
2(R) as
n→∞, then
fn(x)→ f(x), n→∞,
for every x ∈ R. The next lemma will play a crucial role in the proof of our main
results. Its proof follows from the sampling theorem in [9] and we also refer to [2] for
an alternative proof.
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Lemma 2. Let Ω > 0 and f ∈ PWΩ be real-valued on the real line. Then, f is
uniquely determined by {|f(x)| : x ∈ R} up to global sign.
It is worth observing that if f ∈ PWΩ and ψ ∈ L1(R), then Wψf(·, a) is also a
bandlimited function for every a ∈ R+:
Lemma 3. Let Ω > 0. If f ∈ PWΩ and ψ ∈ L1(R), then Wψf(·, a) ∈ PWΩ for every
a ∈ R+.
Lemma 3 follows immediately by the convolution theorem and by the relation
(ψ#a )
∧(ξ) = ψ̂(aξ), a ∈ R+, ξ ∈ R.
A first insight into wavelet phase retrieval comes from approximation theory.
Definition 4. An approximate identity is a family {φǫ}ǫ∈R+ of functions in L1(R)
such that
i)
∫
R
φǫ(x)dx = 1 for every ǫ > 0,
ii) supǫ>0 ‖φǫ‖1 < +∞,
iii) for every δ > 0,
lim
ǫ→0
∫
|x|≥δ
|φǫ(x)|dx = 0.
Example 1. Let φ ∈ L1(R) be such that∫
R
φ(x)dx = 1,
or equivalently φ̂(0) = 1, and let φa(x) = a
−1φ(a−1x). Then, the family of functions
{φa}a∈R+ forms an approximate identity.
Let 1 ≤ p <∞. It is a well-known fact that the convolution f ∗ φǫ converges to f
in the Lp-norm for every f ∈ Lp(R):
Proposition 5. Let {φǫ}ǫ∈R+ be an approximate identity and 1 ≤ p < ∞. Then,
f ∗ φǫ ∈ Lp(R) for every f ∈ Lp(R) and ǫ ∈ R+. Moreover,
lim
ǫ→0+
‖f − f ∗ φǫ‖p = 0.
Proposition 5 together with Lemma 2 implies that, given an approximate identity
{φǫ}ǫ∈R+ , any real-valued f ∈ PWΩ can be uniquely recovered (up to a global sign
factor) from the measurements {|f ∗ φǫ|}ǫ∈R+ :
Theorem 6. Let {φǫ}ǫ∈R+ be an approximate identity. Then, the following are equiv-
alent for f, g ∈ PWΩ real-valued on the real line:
i) |f ∗ φǫ| = |g ∗ φǫ|, ǫ ∈ R+;
ii) f = ±g.
Proof. Let f, g ∈ PWΩ. It is clear that if f = ±g, then i) holds true. Conversely,
we suppose that |f ∗ φǫ| = |g ∗ φǫ| for every ǫ ∈ R+. By Proposition 5, we have that
f ∗ φǫ and g ∗ φǫ converge to f and g in L2(R) as ǫ → 0+, respectively. Since by the
convolution theorem f ∗ φǫ and g ∗ φǫ belong to PWΩ for every ǫ ∈ R+ and PWΩ is
a RKHS, we have that f ∗ φǫ and g ∗ φǫ converge to f and g pointwise as ǫ → 0+.
Furthermore, since the modulus is a continuous function, |f ∗ φǫ| and |g ∗ φǫ| converge
pointwise to |f | and |g| as ǫ → 0+. Therefore, our assumption implies |f(x)| = |g(x)|
for every x ∈ R. Hence, by Lemma 2, we can conclude that f = ±g.
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By the definition of the wavelet transform (cf. Definition 1) and by Example 1, if
we fix ψ ∈ L1(R) such that ψ̂(0) = 1, then by Theorem 6 any real-valued f ∈ PWΩ can
be uniquely recovered (up to a global sign factor) from the magnitude of its wavelet
transform {|f ∗ ψ#a |}a∈R+ . Unfortunately, we cannot apply Theorem 6 when ψ is a
classical wavelet since wavelets are always assumed to have zero mean. It is therefore
natural to ask if it possible to recover the same uniqueness result when ψ̂(0) = 0. The
next section is devoted to answering this question.
3 Main results
We say that a function ψ ∈ L1(R) has n vanishing moments, for n ∈ N, if it satisfies∫
R
xkψ(x)dx = 0, k = 0, . . . , n. (2)
By the definition of the Fourier transform, condition (2) with n = 0 is equivalent to
ψ̂(0) = 0. In general, we have the following result:
Proposition 7 ([5, Lemma 6.0.4]). Let n ∈ N and f ∈ L1(R) be such that xnf ∈
L1(R). Then, f has n vanishing moments if and only if
lim
ξ→0
f̂(ξ)
ξn
= 0.
The next proposition is a classical result, see e.g. [5, Chapter 4, §2]. Here, we give
an alternative proof for the sake of completeness.
Proposition 8. Let Ω > 0 and let ψ ∈ L1(R) be such that
lim
ξ→0
ξ−ℓψ̂(ξ) = (−1)ℓ(2πi)ℓ,
for some ℓ ∈ N. Then, for every f ∈ PWΩ
lim
a→0+
‖f (ℓ) − a−ℓWψf(·, a)‖2 = 0.
Proof. By the definition of the wavelet transform and the Plancherel theorem we have
‖f (ℓ) − a−ℓWψf(·, a)‖22 = ‖f (ℓ) − a−ℓf ∗ ψ#a ‖22
=
∫
R
|ξℓf̂(ξ)|2|(2πi)ℓ − (aξ)−ℓψ̂(aξ)|2dξ.
By the Riemann–Lebesgue lemma, ψ̂ is a continuous function which goes to zero at
infinity and by hypothesis
lim
ξ→0
ψ̂(ξ)
ξℓ
= (−1)ℓ(2πi)ℓ.
Therefore, we have the estimate
|ξℓf̂(ξ)|2|(2πi)ℓ − (aξ)−ℓψ̂(aξ)|2 ≤M |ξℓf̂(ξ)|2,
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whereM = supξ∈R |(2πi)ℓ−(aξ)−ℓψ̂(aξ)|2 is finite and independent of a. Furthermore,
for almost every ξ ∈ R
lim
a→0+
|ξℓf̂(ξ)|2|(2πi)ℓ − (aξ)−ℓψ̂(aξ)|2 = 0.
Hence, by the dominated convergence theorem
lim
a→0+
‖f (ℓ) − a−ℓWψf(·, a)‖2 = 0
and this concludes the proof.
We are now in a position to state our first result, establishing uniqueness of wavelet
phase retrieval for real-valued bandlimited signals when the wavelet has finitely many
vanishing moments.
Theorem 9. Let Ω > 0 and let ψ ∈ L1(R) be such that
lim
ξ→0
ξ−ℓψ̂(ξ) = c ∈ C \ {0},
for some ℓ ∈ N. Then, the following are equivalent for f, g ∈ PWΩ real-valued on the
real line:
i) |Wψf(b, a)| = |Wψg(b, a)|, b ∈ R, a ∈ R+;
ii) f = ±g.
Proof. Let f, g ∈ PWΩ. It is clear that if f = ±g, then i) holds. Conversely, we
suppose that ii) holds. Let us define
φ :=
(−1)ℓ(2πi)ℓ
c
ψ.
Then, it is clear that
lim
ξ→0
ξ−ℓφ̂(ξ) = (−1)ℓ(2πi)ℓ
and that by i)
|Wφf(b, a)| = |Wφg(b, a)| (3)
for every b ∈ R and a ∈ R+. By Proposition 8, it follows that a−ℓWφf(·, a) and
a−ℓWφg(·, a) converge to f (ℓ) and g(ℓ) in L2(R) as a→ 0+, respectively. Furthermore,
by Lemma 3, we know that a−ℓWφf(·, a) and a−ℓWφg(·, a) belong to PWΩ for every
a ∈ R+ and PWΩ is a RKHS. Thus, a−ℓWφf(·, a) and a−ℓWφg(·, a) converge pointwise
to f (ℓ) and g(ℓ) as a→ 0+. Since the modulus is a continuous function, a−ℓ|Wφf(·, a)|
and a−ℓ|Wφg(·, a)| converge pointwise to |f (ℓ)| and |g(ℓ)| as a → 0+. Combining this
with equation (3) implies that |f (ℓ)(b)| = |g(ℓ)(b)|, for every b ∈ R, and employing
Lemma 2 we can conclude that f (ℓ) = ±g(ℓ).
Together with the analyticity of f and g this implies
f(x)∓ g(x) = P (x), x ∈ R,
where P is a polynomial of degree ℓ − 1. Now, if P is not the null polynomial, then
f ∓ g is not in L2(R) and we have a contradiction. Therefore, P ≡ 0 and f = ±g.
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Remark 10. It is worth observing that Theorem 9 does not hold for progressive wavelets,
that is for wavelets with only positive frequencies. Indeed, the hypothesis of Theorem 9
will always be violated since for all progressive wavelets ψ and any ℓ ∈ N
lim
ξ→0−
ξ−ℓψ̂(ξ) = 0.
Actually, real-valued signals cannot be determined up to global phase by the magnitude
of their wavelet transform with respect to any progressive wavelet. By the definition
of the wavelet transform, it is immediate to observe that if f, g ∈ L2(R) are such that
f+ = e
iαg+ and ψ is a progressive wavelet, then
|Wψf(b, a)| = |Wψg(b, a)|, (4)
for any b ∈ R and a ∈ R+. We show that it is actually possible to construct real-valued
signals that do not agree up to global phase even though their analytic representations
do, and thus (4) is satisfied. We consider f, g ∈ L2(R) as well as α ∈ R and we suppose
that
f+ = e
iαg+,
or equivalently
Re f+ = Re(e
iαg+), Im f+ = Im(e
iαg+).
We recall that
f+(x) = f(x) + i(Hf)(x), (5)
where Hf denotes the Hilbert transform of f . By equation (5), Re f+ = Re(eiαg+) is
equivalent to
f = cosα · g − sinα · Hg (6)
and, analogously, Im f+ = Im(e
iαg+) is equivalent to
Hf = cosα · Hg + sinα · g. (7)
Furthermore, the property H(Hf) = −f implies that equations (6) and (7) are equiv-
alent and thus, f+ = e
iαg+ if and only if f takes the form (6). Therefore, if we take
a real-valued signal g ∈ L2(R) as well as α ∈ R and we define f by (6), then f is
real-valued and f+ = e
iαg+. However, if α is not a multiple of π, then f and g will in
general not agree up to global phase.
We now introduce the Paley–Wiener space of bandlimited functions
PW1Ω = {f ∈ L1(R) : suppf̂ ⊆ [−Ω,Ω]}
and we observe that PW1Ω ⊆ PWΩ for every Ω > 0. Furthermore, we have the following
result:
Proposition 11. Let Ω > 0 and f ∈ PWΩ. Then, |f |2 ∈ PW12Ω.
Proof. We first note that |f |2 = ff ∈ L1(R) and by the convolution theorem
(|f |2)∧ = f̂ ∗ f̂ = f̂ ∗ f̂#.
Then, since supp (|f |2)∧ ⊆ supp f̂ + supp f̂# ⊆ [−2Ω, 2Ω], we conclude that |f |2 ∈
PW12Ω.
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Finally, before stating our main theorem, we recall a classical result in the theory of
Paley–Wiener spaces known as the Whittaker–Shannon–Kotelnikov (WSK) sampling
theorem.
Theorem 12 (WSK sampling theorem). Let Ω > 0 and f ∈ PWΩ. Then, for every
x ∈ R
f(x) =
∑
m∈Z
f
( m
2Ω
)
sinc(2Ωx−m).
We can now state and prove our main result on uniqueness of wavelet phase retrieval
from samples:
Theorem 13. Let Ω > 0 and let ψ ∈ L1(R) be such that
lim
ξ→0
ξ−ℓψ̂(ξ) = c ∈ C \ {0},
for some ℓ ∈ N. Furthermore, let (ak)k∈N be a sequence in R+ such that ak → 0 as
k →∞. Then, the following are equivalent for f, g ∈ PWΩ real-valued on the real line:
i)
∣∣Wψf( m4Ω , ak)∣∣ = ∣∣Wψg( m4Ω , ak)∣∣ , m, k ∈ N;
ii) f = ±g.
Proof. Let f, g ∈ PWΩ. It is clear that if f = ±g, then i) holds. Conversely, assume
that i) is true. Setting
φ =
(−1)ℓ(2πi)ℓ
c
ψ
and following the same argument as in the proof of Theorem 9, we can establish that
a−2ℓk |Wφf( m4Ω , ak)|2 and a−2ℓk |Wφg( m4Ω , ak)|2 converge to |f (ℓ)( m4Ω)|2 and |g(ℓ)( m4Ω)|2,
respectively, for every m ∈ N as k →∞. Then, since i) holds, we have that∣∣∣f (ℓ) ( m
4Ω
)∣∣∣2 = ∣∣∣g(ℓ) ( m
4Ω
)∣∣∣2 , for all m ∈ N.
Furthermore, by Proposition 11 we know that |f (ℓ)|2 and |g(ℓ)|2 belong to PW12Ω ⊆
PW2Ω. Thus, by the WSK sampling theorem it follows that∣∣∣f (ℓ)(x)∣∣∣2 = ∣∣∣g(ℓ)(x)∣∣∣2 , for all x ∈ R,
and consequently |f (ℓ)(x)| = |g(ℓ)(x)| for all x ∈ R. Finally, as in the proof of Theo-
rem 9, we can conclude that f = ±g.
4 Examples
4.1 The Morlet wavelet
Let ξ0 ∈ R\{0}. The Morlet wavelet, also known as the Gabor wavelet, is at the origin
of the development of wavelet analysis. It was introduced by Grossmann and Morlet
in [4]. It is defined on the frequency side by the function
ψ̂(ξ) = π−
1
4 [e−(ξ−ξ0)
2/2 − e−ξ2/2e−ξ20/2], ξ ∈ R.
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Its Fourier transform is a shifted Gaussian adjusted with a corrective term in order to
have ψ̂(0) = 0. The Morlet wavelet is complex-valued:
ψ(x) = π−
1
4 [e−iξ0x − e−ξ20/2]e−x2/2, x ∈ R,
even though most applications in which it is used involve only real-valued signals. By a
direct computation, the Fourier transform ψ̂(ξ) goes to zero as ξ → 0 with infinitesimal
order 1. Indeed, using a Taylor expansion yields
lim
ξ→0
ψ̂(ξ)
ξ
= lim
ξ→0
π−
1
4 [e−(ξ−ξ0)
2/2 − e−ξ2/2e−ξ20/2]
ξ
= lim
ξ→0
π−
1
4 [e−ξ
2
0/2 + ξ0e
−ξ20/2ξ − e−ξ20/2 + e−ξ20/2ξ2/2 + o(ξ)]
ξ
= lim
ξ→0
π−
1
4 [ξ0e
−ξ20/2ξ + o(ξ)]
ξ
= π−
1
4 ξ0e
−ξ20/2.
Thus, ψ satisfies the hypothesis of Theorem 9 with ℓ = 1. Therefore, all real-valued
f ∈ PWΩ can be recovered up to global sign from the measurements |Wψf(b, a)|, for
b ∈ R, a ∈ R+. Furthermore, by Theorem 13 we know that it is enough to know the
magnitude of the wavelet transformWψf for the samples {(m/4Ω, ak) : m ∈ N, k ∈ N},
where (ak)k∈N is a sequence in R+ which goes to zero as k →∞.
4.2 The linear-chirp wavelet
Another example of a complex-valued wavelet that satisfies our hypothesis is the linear-
chirp wavelet. The idea to use chirps as wavelets, also called chirplets, was introduce
in [7, 8]. We refer also to [5] for a concise presentation. Let ξ0, β ∈ R. It is defined by
windowing a linear chirp with a Gaussian:
ψ(x) = ei(ξ0+βx/2)xe−x
2/2 + η(x).
Again, the corrective term η is added in order to have zero mean. Its Fourier transform
is given by
ψ̂(ξ) =
√
2π
1− iβ e
−(ξ−ξ0)
2/2(1−iβ) + η̂(ξ).
For instance, we may set
η̂(ξ) = −
√
2π
1− iβ e
−ξ20/2(1−iβ)e−ξ
2/2
and, with Taylor expansion, we obtain
lim
ξ→0
ψ̂(ξ)
ξ
= lim
ξ→0
√
2π
1− iβ
e−(ξ−ξ0)
2/2(1−iβ) − e−ξ20/2(1−iβ)e−ξ2/2
ξ
= lim
ξ→0
√
2π
1− iβ
e−ξ
2
0/2(1−iβ)ξ0ξ/(1− iβ) + o(ξ)
ξ
=
√
2π
(1− iβ)3/2 e
−ξ20/2(1−iβ)ξ0.
This shows that ψ satisfies the hypothesis of Theorem 9 and Theorem 13 with ℓ = 1.
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5 Sampling Cauchy wavelet transform magnitudes
5.1 Introduction
Our main uniqueness result for phase retrieval from wavelet magnitude samples (The-
orem 13) is not applicable to so-called progressive wavelets which are wavelets that
only have positive frequencies.
This observation is not surprising in light of the fact that real-valued signals f
are not uniquely determined (up to global phase) by wavelet transform magnitude
measurements |Wψf | for progressive wavelets ψ (see Remark 10 in Section 3). It does,
however, raise the following question:
(Q) Is there a class of signals which can be recovered (up to global phase) from wavelet
transform magnitude measurements with progressive mother wavelets?
In general, this question is hard to answer. An elegant partial answer is, however,
given in [6].
The authors of [6] consider the so-called Cauchy wavelet given by
ψ̂(ξ) = ρ(ξ)ξpe−ξ1ξ>0, ξ ∈ R, (8)
where p > 0 and ρ ∈ L∞(R) is such that ρ(aξ) = ρ(ξ), for a.e. ξ ∈ R, and ρ(ξ) 6= 0, for
all ξ ∈ R. Using tools from the theory of entire functions, they show that the class of
analytic signals may be recovered uniquely (up to global phase) from the magnitude
of the Cauchy wavelet transform. Analytic signals are functions f ∈ L2(R) which have
no negative frequencies. To be precise, they show the following theorem.
Theorem 14 (Corollary 2.2 in [6], p. 1259). Let a > 1 and let ψ be the Cauchy wavelet
defined as in equation (8). Let, moreover, f, g ∈ L2(R) be such that for some j, k ∈ Z,
with j 6= k,∣∣Wψf (·, aj)∣∣ = ∣∣Wψg (·, aj)∣∣ and ∣∣Wψf (·, ak)∣∣ = ∣∣Wψg (·, ak)∣∣ .
We denote by f+ and g+ the analytic representations of f and g which are defined
through the equations
f̂+(ξ) = 2f̂(ξ)1ξ>0 and ĝ+(ξ) = 2ĝ(ξ)1ξ>0,
for ξ ∈ R. Then, there exists an α ∈ R such that
f+ = e
iαg+.
Note that the above is more than a simple uniqueness theorem for phase retrieval
from Cauchy wavelet transform magnitude measurements of analytic signals. It is, in
fact, a uniqueness result for the semi-discrete wavelet frame. Even more, the Cauchy
wavelet magnitudes are assumed to agree on two scales only. It does therefore stand to
reason that further restricting the signal class to analytic bandlimited signals should
allow us to come up with a full sampling result for the Cauchy wavelet transform.
In the following, we will assume that the function ρ ∈ L∞(R) used in the definition
of the Cauchy wavelet ψ is such that ψ ∈ L1(R). This is a natural assumption as mother
wavelets are usually assumed to be in L1(R). Moreover, there is a wide variety of
ρ ∈ L∞(R) which satisfy this assumption (see Remark 15). We want to stress, however,
that this assumption is not necessary for our arguments to work and is made purely to
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simplify the mathematical exposition. Indeed, by the definition of the Cauchy wavelet
(8), one can see immediately that ψ ∈ L2 ∩ L∞(R). Therefore, we may replace our
subsequent use of the WSK sampling theorem by the use of classical sampling theory
in the Bernstein space B2Ω to obtain a sampling result for more general ρ ∈ L∞(R) at
a slightly finer sampling density in frequency.
Remark 15. One can show that if ρ ∈ L∞(R) is continuous and satisfies
|ρ′(ξ)| . eξ/2 and |ρ′′(ξ)| . eξ/2,
for all ξ ∈ R, then the Cauchy wavelet ψ defined by (8) is in L1(R). In particular, if ρ
is a constant function, then ψ ∈ L1(R).
5.2 The sampling result for analytic signals
We remind the reader of two pertinent results stated earlier in this manuscript: First,
the wavelet transform Wψf(·, a) of a bandlimited signal f is bandlimited itself, for
a ∈ R+ (see Lemma 3). Secondly, bandlimitedness carries over from any function to
its absolute value squared. These two insights combined yield the following corollary.
Corollary 16. Let Ω > 0. If f ∈ PWΩ and ψ ∈ L1(R), then |Wψf(·, a)|2 ∈ PW12Ω ⊂
PW2Ω, for all a ∈ R+.
What remains is to combine Theorem 14 with the classical WSK sampling theorem
(Theorem 12). Thereby, we obtain the following sampling result for the recovery of
analytic signals.
Theorem 17. Let Ω > 0, a > 1 and let ψ ∈ L1(R) be as in equation (8) with
ρ ∈ L∞(R). Then, the following are equivalent for f, g ∈ PWΩ:
i) For all k ∈ Z,∣∣∣∣Wψf
(
k
4Ω
, 1
)∣∣∣∣ =
∣∣∣∣Wψg
(
k
4Ω
, 1
)∣∣∣∣ and
∣∣∣∣Wψf
(
k
4Ω
, a
)∣∣∣∣ =
∣∣∣∣Wψg
(
k
4Ω
, a
)∣∣∣∣ .
ii) f+ = e
iαg+, for some α ∈ R.
Proof. It is obvious that ii) implies i). Now, suppose that i) holds. By assumption, we
have that ψ ∈ L1(R). Therefore, we may apply Corollary 16 to see that |Wψf(·, aj)|2
as well as |Wψg(·, aj)|2 are in PW2Ω, for j ∈ {0, 1}. Hence, it follows from i) along
with the WSK sampling theorem that
|Wψf (·, 1)| = |Wψg (·, 1)| and |Wψf (·, a)| = |Wψg (·, a)| .
Finally, Theorem 14 implies that the analytic representations f+ and g+ of f and g
satisfy f+ = e
iαg+, for some α ∈ R.
Remark 18. Note that the sampling set {(k/4Ω, aj) | j = 0, 1, k ∈ Z} in Theorem 17
can be replaced by a multitude of different sampling sets:
In scale, we might sample at any two elements of aZ as is evident from Theorem
14. In addition, one might show that Theorem 14 continues to hold for aj replaced by
a0 and a
k replaced by a1, for all 0 < a0 < a1, provided that ρ(ξ) = ρ(a0ξ) = ρ(a1ξ),
for a.e. ξ ∈ R.
In time, we can replace the uniform sampling by any separated, uniformly dense
sampling sequence with density lower bounded by 4Ω.
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