We consider importance sampling as well as other properly weighted samples with respect to a target distribution π from a different point of view. By considering the associated weights as sojourn times until the next jump, we define appropriate jump processes. When the original sample sequence forms an ergodic Markov chain, the associated jump process is an ergodic semi-Markov process with stationary distribution π. Hence, the type of convergence of properly weighted samples may be stronger than that of weighted means. In particular, when the samples are independent and the mean weight is bounded above, we describe a slight modification in order to achieve exact (weighted) samples from the target distribution.
Introduction
Importance sampling (IS) (Marshall, 1956 ) is a well-known Monte Carlo method that is useful in any discipline where integral approximations are needed. For a measurable space (X , B(X )) and a probability distribution π defined on it, the method attempts to estimate the integral
for h ∈ L 1 (π), by drawing independent samples x 1 , . . . , x n from a trial distribution g with support at least that of π. Assuming that the distributions have densities π(x), g(x) with respect to a σ-finite measure µ [i.e., π(dx) = π(x)µ(dx), g(dx) = g(x)µ(dx)], E π (h) is approximated byh
or byĥ
where w(x i ) := π(x i )/g(x i ). In standard terminology, g is called "the importance distribution" and w(x i )'s "the importance weights".
The validity ofh n andĥ n as approximations of E π (h) is justified by the strong law of large numbers which ensures that for all h ∈ L 1 (π) it holds n −1 w(X i )h(X i ) → E g {w(X)h(X)} = E π (h) and n −1 w(X i ) → E g {w(X)} = 1 with probability one. Note thatĥ n can be used in more general settings thanh n , e.g. when the importance weights w(x) are known up to a multiplicative constant. In this case the second limit in general differs from one whilst the first becomes E g {w(X)}E π (h). Also note that the assumption of independent samples can be relaxed since there are more general contexts under which the above IS estimators converge to E π (h). For example, if the sequence of X's forms a Harris ergodic Markov chain with stationary distribution g, the above limits still hold due to the Ergodic Theorem.
Besides integral approximations, simulation methods aim to generate samples from a target distribution. In this respect, IS seems at first glance to fail obtaining samples from π since all draws are made from the importance distribution g. The Sampling/Importance Resampling method (SIR, Rubin, 1987) is an attempt to circumvent this drawback by weighted resampling with replacement from the generated g-sample. The weight assigned to x i is its normalised importance weight w(x i )/ n i=1 w(x i ). As n → ∞, this approach produces a sample which is approximately π-distributed. Smith and Gelfand (1992) revisited the approach and proved the assertion by considering the resampling procedure as weighted bootstrapping.
The aim of the present paper is to show that, under certain conditions, when the gsample is properly weighted it converges in a sense to the target distribution π. Actually, this is true for a jump process associated with the weighted sample. From this point of view, importance weighting does not differ much from MCMC sampling schemes. In fact, some of them are special cases of the above mentioned jump processes (e.g. the MetropolisHastings algorithm, see Subsection 3.1). It turns out that in order to obtain approximate samples from π resampling is not needed at all. However, our intention is to present these facts without to criticise SIR.
The paper is organised as follows: In Section 2 we define the jump process associated with a weighted sample and prove that under certain conditions it converges weakly to the target distribution. Section 3 contains some examples of known sampling schemes which are special cases of this context. As a result of independent interest, we give an upper bound for the total variation distance to stationarity of Markov jump processes with embedded Doeblin chains when the mean sojourn time is bounded above. In Section 4 we discuss the case of stationary weighted sequences and show that in some cases it is possible to locate the time after which the associated jump process reaches equilibrium. Finally, an Appendix contains proofs of the stated propositions.
2 Jump processes associated with properly weighted sequences
The concept of a properly weighted sample has been introduced by Liu and Chen (1998) (see also Liu, 2001 ) as a generalisation of the standard IS method.
Definition 2.1. [Liu and Chen (1998) ] A set of weighted random samples (X i , ξ i ) 1 i n is called proper with respect to π if for any square integrable function h,
for some positive constant κ.
As Liu (2001) points out, an equivalent definition is the following:
Definition 2.1(a) A set of weighted random samples (X i , ξ i ) 1 i n is called proper with respect to π if
for some positive constant κ, where X i ∼ g.
In the sequel, we will associate with any infinite weighted random sequence a jump process in the following sense.
where the ξ's are strictly positive weights. Define S 0 = 0, S n = n−1 i=0 ξ i , n 1, and let
Then, the stochastic process Y = (Y t ) t 0 defined by Y t := X N (t) , t 0, will be called the jump process associated with the weighted sequence (X n , ξ n ) n∈Z + .
The definition ensures that the process Y has right continuous sample paths which also have left hand limits. However, if the support of ξ n 's is a subset of N = {1, 2, . . .}, we will consider the process Y only for t ∈ Z + , i.e. we set Y = (Y 0 , Y 1 , Y 2 , . . .). If this is the case, limits of quantities related to Y t should be suitably interpreted.
Proposition 2.1. Assume that the sequence X = (X n ) n∈Z + is a homogeneous Harris ergodic Markov chain with state space (X , B(X )) having an invariant probability distribution g and the distribution of ξ n depends solely on X n with E{ξ n |X n = x} = κw(x) = κπ(x)/g(x) for some κ > 0. Then, for the jump process (Y t ) t 0 associated with the weighted sequence (X n , ξ n ) n∈Z + it holds that
Proof. The result follows from the standard theory of semi-Markov processes (cf. Limnios and Oprişan, 2001 ). Under the above assumptions, Y is an ergodic semi-Markov process with embedded Markov chain X and respective sojourn times (ξ n ) n∈Z + . Thus,
as is claimed.
Setting deterministically ξ n ≡ w(X n ), we have the following:
Corollary 2.1. If (X n ) n∈Z + forms a Harris ergodic Markov chain with stationary distribution g, then the jump process associated with the weighted sequence (X n , w(X n )) n∈Z + has π as limit distribution.
Any sequence of independent g-distributed random variables forms trivially an ergodic Markov chain with stationary distribution g. Thus, Corollary 2.1 covers also the original importance weighted sequence. Under the assumptions of Proposition 2.1, the weighted averagê
converges almost surely to E π (h) for any h ∈ L 1 (π). Furthermore, if the Central Limit Theorem holds forĥ n , then its asymptotic variance is
Figure 1 where σ 2 IS (h) is the asymptotic variance of the IS estimatorĥ IS n in (2) (which arises using ξ n ≡ κw(X n ) deterministically). This follows immediately from the identity
and the formula for the asymptotic variance of a ratio estimator. As is intuitively rational, randomisation of the weights increases the variance. Hence, for estimation purposes the IS estimator is always more accurate. Otherwise, the less variable the weights are the more accuracy is achieved.
In light of Definition 2.2, the estimator (3) can be expressed aŝ
where ν is either the Lebesgue or the counting measure depending on whether the weights are continuous or discrete. Note that in the case of standard IS estimator (i.e. when ξ n ≡ κw(X n )), this gives another justification for the use ofĥ IS n in (2) instead ofh IS n in (1).
Proposition 2.1 establishes a stronger result than that of the convergence of Cesàro averagesĥ
to E π (h). It states that there is distributional convergence of the generated sequence to the target distribution analogous to that of MCMC schemes. Thus, properly weighted samples and in particular the output of the standard IS method are in general serious competitors of them.
The requirement that the distribution of ξ n depends only on x n seems rather restrictive. However, x n could be a block of specific size allowing ξ n to depend on more than one term of the sequence. (Note that the standard definition of a semi-Markov process allows the sojourn time of X n depending on both X n and X n+1 .) This is illustrated via two examples in Subsection 3.4.
Examples
In this section we discuss some known simulation schemes which are special cases of the jump process context. More specifically, we refer to cases where the conditional distribution of the weights is geometric (discrete case) or exponential (continuous case) and thus the associate jump process is a pure Markov jump process. Moreover, we consider two IS estimators used in diagnosing convergence of MCMC schemes under the current perspective.
The Metropolis-Hastings algorithm
Consider an arbitrary Metropolis-Hastings (MH, Metropolis et al., 1953; Hastings, 1970) algorithm with target distribution π and proposal q(·|·), that is, at time t + 1 given Y t = y, draw Z ∼ q(z|y) and set Y t+1 = z with probability
or Y t+1 = y with probability 1 − a(y, z). Although it is well-known that the algorithm defines a reversible Markov chain with stationary distribution π, let us consider it from a different point of view.
Let X = (X n ) n∈Z + be a Markov chain with transition density
(Notice that this is exactly the density of the accepted states of the above MH algorithm.) It can be easily verified that g(x i |x i−1 ) satisfies the detailed balance condition
where g(x) ∝ min{π(x)q(z|x), π(z)q(x|z)}µ(dz). This function, when normalised, results to a probability density function since
hence it is the stationary distribution of the Markov chain X. Weight now x i by ξ i drawn from the geometric distribution with probability mass function
the sequence (X n , ξ n ) n∈Z + is properly weighted with respect to π. It is immediately seen that the associated jump process is the original MH output (Y t ) t∈Z + which is known to be a pure Markov chain (rather than a general discrete time semi-Markov process).
The above analysis suggests that we are allowed to use any distribution (beyond the geometric) for the weights provided (5) is satisfied. However, direct calculation of the importance weight is in general computationally costly or even infeasible making such a task hard to accomplish. Moreover, the geometric distribution comes out naturally, since each simulation from g(·|·) automatically generates the corresponding geometric weight.
An important issue is the rate of convergence of the resulting chain to the target distribution. In the case of independence MH, i.e. when q(y|z) = q(y), Mengersen and Tweedie (1996) showed that ifw * = sup x π(x)/q(x) < ∞, the algorithm is uniformly ergodic with P{Y t ∈ ·} − π (1 − 1/w * ) t , t ∈ Z + , where µ = sup A∈B(X ) |µ(A)| denotes as usual the total variation of the signed measure µ. In general, this is the case if sup x,z π(x)/q(x|z) < ∞.
Independence samplers with geometric weights
With the term independence sampler we refer to a simulation scheme where the generated (unweighted) random variates are mutually independent. For instance, this excludes the independence MH algorithm. Sahu and Zhigljavsky (2003) and Gåsemyr (2002) proposed independence samplers with geometric weighting distributions resulting in ordinary Markov chains. The independence sampler of Sahu and Zhigljavsky (2003) can be described as follows. Let Z = (Z n ) n∈N be a sequence consisting of iid random variates from some distributioñ g. To each Z n it is associated a weight ξ n drawn from the geometric distribution with probability mass function
. When ξ n = 0 then the corresponding Z n is rejected. Let X = (X n ) n∈N be the sequence of the accepted Z n 's, i.e. those having been weighted by ξ n > 0. Clearly, the sequence X also consists of iid draws but from the distribution
Moreover, X n is weighted by ξ n which is generated from the (truncated) geometric distri-bution with probability mass function
the sequence (X n , ξ n ) n∈N is properly weighted with respect to π and thus the associated (discrete time Markov) jump process Y = (Y t ) t∈Z + converges to π. Moreover, ifw * = sup x π(x)/g(x) < ∞, the total variation distance between P{Y t ∈ ·} and π is no greater than (1 + κw * ) −t .
Gåsemyr (2002) generalised the above sampler by modifying the rejection rule. After Z n ∼g is drawn, Gåsemyr accepts or rejects it according to the result of a Bernoulli trial with some probability of success q(z n ). Provided it is accepted, it is weighted by a geometric random variate with probability mass function
where a(z) ∝ q(z)/w(z). Taking in particular a(z) = {1 + κw(z)} −1 and q(z) = κw(z){1 + κw(z)} −1 the sampler reduces to that of Sahu and Zhigljavsky (2003) . Gåsemyr (2002) shows that the choice q(z) = min{1, κw(z)} and a(z) = min{1, 1/κw(z)} is optimal in the sense that it minimizes the asymptotic variance of the estimatorsĥ n in (3).
As before, let X = (X n ) n∈N be the sequence of the accepted Z's. For the above optimal choice of q, the X n 's are independent draws from the distribution
}µ(dz) and
Hence, the sequence (X n , ξ n ) n∈N is properly weighted with respect to π and thus, the associated (discrete time Markov) jump process Y = (Y t ) t∈Z + converges to π. Once again, whenw * < ∞, this Markov chain is uniformly ergodic. When κ > 1/w * , an upper bound of the total variation distance between P{Y t ∈ ·} and π is (1−1/κw * ) t . The case κ 1/w * correspondes to rejection sampling and consequently Y t ∼ π, ∀ t ∈ Z + .
Exponential weights: Pure Markov jump processes
Consider the case where conditional on X n = x, ξ n follows an exponential distribution with mean κw(x). In this case, the associated jump process is a continuous time pure Markov jump process. A particular case of such a sampling scheme is the birth and death MCMC algorithm (Stephens, 2000 , Cappé et al., 2003 .
When w(x) is bounded above, the process exhibits a uniformly ergodic behavior. We state this assertion when X is a Doeblin chain in the following proposition the proof of which can be found in the Appendix.
Proposition 3.1. Let (X n , ξ n ) n∈Z + be a weighted sequence satisfying the following:
1. The sequence X = (X n ) n∈Z + is an ergodic Markov chain with stationary distribution g and its transition distribution g(·|·) satisfies a Doeblin condition, equivalently, there exists a probability distribution g 0 and a nonnegative constant β such that
2. The conditional distribution of ξ n given X n = x is exponential with mean κw(
, where π is a probability distribution, and w * = sup x∈X w(x) < ∞.
Then, for the associated Markov jump process Y = (Y t ) t 0 it holds
In case the X n 's are independent g-distributed random variates, (6) holds with β = 1 and g 0 = g, thus the total variation distance in (7) is no greater than exp{−t/κw * }. This bound is comparable to that of the previous cases, although the actual importance distribution is different (since here it has not been taken care for rejection control).
Example 3.1. Consider again the distributions of Example 2.1 for which it can be verified that w * ≈ 6.905. Let X = (X n ) n∈Z + be iid Cauchy C(0, 10) random variates and ξ n be exponential with mean w(x n ). Then, by Proposition 3.1, for the associated Markov jump process Y it holds P(Y t ∈ ·) − π exp{−t/6.905}, t 0. For instance, for t 31.8, the total variation distance will be less than 0.01.
Importance weighting an MCMC output
Let y 0 , y 1 , y 2 , . . . be the output of any MCMC updating scheme having target distribution π and updating distribution π(y n |y n−1 ). A crude method for diagnosing convergence of the chain to π is checking the convergence of many estimators of some quantities of interest E π (h) (cf. Robert and Casella, 1999, p.382) .
One particular estimator used in this context is the IS estimator
provided that the ratios π(y i )/π(y i |y i−1 ) can be calculated up to a constant. By setting ξ i := π(y i )/π(y i |y i−1 ), it can be seen that the jump process associated with the weighted sequence (y i , ξ i ) i∈N also converges to π. Indeed, let 1 , y i ) . Then, the sequence (x n ) n∈N forms a Markov chain with transition density
where δ x (·) denotes the Dirac measure at x, and limit distribution g(x) = π(x (1) )π(x (2) |x (1) ). Setting
we are led to the sequence (x i , ξ i ) i∈N which is properly weighted with respect to the product π(x (1) )π(x (2) ). Thus, the jump process associated with the (marginal) sequence (x
i , ξ i ) i∈N = (y i , ξ i ) i∈N has π as limit distribution. Robert and Casella (1999) discuss another approach providing convergent estimators in the context of MH algorithms. As in Subsection 3.1, consider a general MH algorithm with target distribution π and proposal q(·|·). Denote now by y 0 , y 1 , . . . , y M the whole simulated output (containing also the rejected samples) and by y 0 , y σ 1 , . . . , y σn the accepted variates. Define τ i := sup{σ j : σ j < i} and notice that y τ i is the last accepted value before time i implying that y i has been generated from q(·|y τ i ). The IS estimator of E π (h) used in this context ish
.
Setting ξ i = π(y i )/q(y i |y τ i ), it can be seen that the jump process associated with the weighted sequence (y i , ξ i ) i∈N converges to π. To see this, define
i−1 . The latter occurs with probability a(x (4)), whereas the former with probability 1 − a(x
i−1 ). Hence the sequence x 1 , x 2 , . . . forms a Markov chain with transition density
The stationary distribution of this chain is π(x (1) )q(x (2) |x (1) ) since y 0 , y τ 1 , y τ 2 , . . . is the original MH output. Weighting each x i by
we obtain the desired result for the marginal sequence (x
Stationary weighted samples
Hereafter we denote by p(v|x)ν(dv) the conditional distribution of ξ given x, with ν denoting either the Lebesgue measure (continuous weights) or the counting measure (discrete weights). Moreover, we set
In this section, we will discuss a slight modification of the standard weighting method under which one can obtain stationary weighted samples from the target distribution π. We will need first some facts from the theory of semi-Markov processes.
Let (Y t ) t 0 be a semi-Markov process with embedded Markov chain (X n ) n∈Z + and respective sojourn times (ξ n ) n∈Z + . Let also S n and N t be as in Definition 2.2. Then, (X n , S n ) n∈Z + is a Markov renewal process and (N t ) t 0 is its counting process. The corresponding excess life (residual age) process is defined by (V t ) t 0 by V t := S Nt+1 − t. Then, (Y t , V t ) t 0 is a Markov process with stationary distribution π(y)p e (v|y), where McDonald, 1977) .
In the context of weighted samples this suggests the following. Assume that it is possible to generate X 0 ∼ π. Then, if X 0 is weighted by ξ 0 drawn from p e (·|x 0 ) (instead of p(·|x 0 )), the excess life process (Y t , V t ) t 0 starts in equilibrium and thus Y t ∼ π, ∀ t 0. As a consequence, the estimator
is exactly unbiased for E π (h) for any fixed time t > 0.
In the case of IS we have that p e (v|y) ∼ U(0, w(y)). Hence, if X 0 ∼ π, U ∼ U(0, 1) and X 1 , X 2 , . . . are iid draws from g (or an ergodic Markov chain with stationary distribution g), the estimatorĥ t becomeŝ
In general, simulation from p e (v|y) can be completed in two stages. Generate first a random variate T ∼ q(t|y) ∝ tp(t|y) and then draw V uniformly distributed in (0, T ) (continuous case) or in {1, . . . , T } (discrete case). This is a quite easy task for many standard distributions. For example, if p is a gamma distribution with shape a, then q is also a gamma distribution but with shape a + 1. Or, if p is Poisson then q is a truncated Poisson with the same parameter.
When (X n ) n∈Z + is an iid sequence from g and the hazard rate p(v|y)/P (v|y) is uniformly bounded away from zero, i.e. if
an accept-reject argument can give at once a stationary semi-Markov process. Indeed, let (x, ξ) be a draw from g(x)p(ξ|x). Then,
and consequently if U is an independent U(0, 1) random variate and U ε * P (ξ|x)/p(ξ|x) holds, (x, ξ) can be considered as π(x)p e (ξ|x)-distributed.
Observe that (6) implies g(z) βg 0 (z), ∀ z. Hence,
Since 1 − e −t/κw * = O(t), we have that β 1 − e −t/κw * X 1 − e −t/κw(z) g 0 (z)µ(dz) = o(t) and thus, 1
Raising to the power of 1/t and taking the limits we obtain the desired result.
Proof of Proposition 3.1. Since (Y t ) t 0 is a Markov process, every δ-skeleton, i.e. any sequence (Y nδ ) n∈Z + for fixed δ > 0, forms a Markov chain with transition kernel P δ (y, A) = P{Y δ ∈ A|Y 0 = y}. But then,
where
and
Thus, the δ-skeleton chain satisfies a Doeblin condition. It is well known that this implies
hence, writing t = nδ, we conclude that P(Y t ∈ ·) − π {(1 − ε t/n ) n/t } t , ∀ n ∈ Z + .
However, lim n↑∞ (1 − ε t/n ) n/t = lim (1 − ε t ) 1/t and the result follows from Lemma A.1.
Proof of Lemma 4.1. (i)
We have that p(v|y) P (v|y) > ε * , ∀ v, y ⇔ p(v|y) > ε * P (v|y), ∀ v, y ⇒ p(v|y)ν(dv) > ε * P (v|y)ν(dv), ∀ y ⇔ 1 > ε * κw(y), ∀ y ⇔ w(y) < 1/κε * , ∀ y, thus w * = sup y w(y) 1/κε * < ∞.
(ii) We will first prove that E{ξ m |y} m!/ε m * , m 1, by induction. By (i) the assertion holds for m = 1. Assuming that it holds for some m we have for any a ∈ [1, exp{ε * }), the same holding true also for E g {a ξ } = E g [E{a ξ |Y }].
Proof of Proposition 4.1. After (X n , ξ n ) has been drawn, generate an independent random variate U n ∼ U(0, 1). Let N be the first index n ∈ Z + at which U n ε * P (ξ n |x n )/p(ξ n |x n ) occurs. Then (Y S N , V S N ) = (X N , ξ N ) ∼ π(·)p e (·|·). Since πp e is stationary for (Y t , V t ) t 0 , we have that Y t ∼ π for every t τ := S N . Now, by the standard theory of rejection sampling, N + 1 ∼ G(κε * ). Moreover, the "rejected" (X, ξ)'s have the residual distribution r(x, v) := g(x)p(v|x) − κε * π(x)p e (v|x) 1 − κε * = g(x) p(v|x) − ε * P (v|x) 1 − κε * .
Notice that for any a such that ϕ g (a) := E g {a ξ } < ∞ it also holds ϕ r (a) := E r {a ξ } < ∞ since r(x, v) g(x)p(v|x)/(1 − κε * ) for all x, v. The function ϕ r (a) is continuous and increasing in a 1 with ϕ r (1) = 1, hence there exists ρ > 1 such that ϕ r (ρ)(1 − κε * ) < 1. Then, P(τ > t) = P(S N > t) ρ −t E{ρ S N } = ρ −t E{ϕ r (ρ) N } = κε * ρ −t 1 − ϕ r (ρ) + κε * ϕ r (ρ)
which converges to zero as t → ∞ implying P(τ < ∞) = 1.
