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ABSTRACT Fluorescence imaging of bulk-stained tissue is a popular technique for monitoring the activities in a large
population of cells. However, a precise quantiﬁcation of such experiments is often compromised by an ambiguity of background
estimation. Although, in single-cell-staining experiments, background can be measured from a neighboring nonstained region,
such a region often does not exist in bulk-stained tissue. Here we describe a novel method that overcomes this problem. In
contrast to previous methods, we determined the background of a given region of interest (ROI) using the information contained
in the temporal dynamics of its individual pixels. Since no information outside the ROI is needed, the method can be used
regardless of the staining proﬁle in the surrounding tissue. Moreover, we extend the method to deal with background
inhomogeneities within a single ROI, a problem not yet solved by any of the currently available tools. We performed computer
simulations to demonstrate the accuracy of our method and give example applications in ratiometric calcium imaging of bulk-
stained olfactory bulb slices. Converting the ﬂuorescence signals into [Ca21] gives resting values consistent with earlier single-
cell staining results, and odorant-induced [Ca21] transients can be quantitatively compared in different cells. Using these
examples we show that inaccurate background subtraction introduces large errors (easily in the range of 100%) in the
assessment of both resting [Ca21] and [Ca21] dynamics. The proposed method allows us to avoid such errors.
INTRODUCTION
Fluorescence imaging of neuron populations is a powerful
andwidely used technique to study the brain’s functional organi-
zation and dynamics (1–3). The technique not only enables
researchers to probe a broad spectrum of physiological param-
eters (e.g., concentration of intracellular key ions, membrane
potentials, etc.), but also gives information about both their
spatial distribution and temporal dynamics. Using membrane-
permeable ﬂuorescent indicators (4,5) and optimized staining
protocols (6,7) allow cells to be efﬁciently stained in a mini-
mally invasive manner. This offers the possibility to monitor the
activities in a large number of neurons in functionally preserved
slices (2,8), and recently, in vivo (3,6,9). Fluorescence imaging
of bulk-stained neurons has provided numerous important
insights into the operation of network circuits. Recently, it has
been used to demonstrate a repetitive multineuronal activation
sequence (2), large-scale oscillatory activities in immature net-
works (8), and a detailed functional architecture in the visual
cortex (3).
Despite these numerous advantages, imaging in bulk-
stained tissue often suffers from an ambiguity of background
estimation, which has been considered a major drawback of
this powerful technique (5,10–12). Due to an excess of dye
molecules introduced during the staining procedure and a
tendency of membrane-permeable dyes to accumulate in
intracellular compartments (13,14), background signals in
bulk-stained tissue are both prominent and highly inhomo-
geneous compared to measurements performed in cultures,
in dissociated cells, or in experiments where cells are stained
by microinjection, one at a time. In addition, accurate back-
ground estimation is often difﬁcult or even impossible, because
staining in neighboring cells and background inhomogeneities
often preclude the use of a neighboring unstained region for
background measurements.
Inaccurate background assessment seriously complicates a
quantitative evaluation of ﬂuorescence imaging experiments.
Typically, to compare signals in different cells, normalized
ﬂuorescence intensities F/F0 or ﬂuorescence ratios at dif-
ferent excitation wavelengths (15) are used to cancel the
effects in dye concentration, optical pathlengths, excitation
intensities, and detector efﬁciencies. However, both strate-
gies can only yield meaningful results if the background of
the detected signal is taken into account. In addition, since
backgrounds affect the denominator in both measures, sub-
tracting imprecise values will easily lead to large errors.
Equally serious problems are encountered when converting
ﬂuorescence signals into the corresponding physiological
parameters, e.g., intracellular [Ca21]. Well-known methods
exist for [Ca21] quantiﬁcation (15–17). However, using
background-free ﬂuorescence signals is a prerequisite for
their successful application.
Here, we present a novel image-processing algorithm that
estimates the background of a given region of interest (ROI)
by exploiting the information contained in the intensity
dynamics of its individual pixels. The major advantage of
this approach is its ability to estimate the background unam-
biguously using only the ﬂuorescence data within the re-
spective ROI. Thus, the method does not require additional
background measurements and can be used independently of
the staining in neighboring tissue. Furthermore, we extended
the method to deal with intra-ROI background inhomogeneities,
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which occur frequently in bulk-stained tissue but cannot be
estimated with any of the currently available methods. We
exemplify our method using ratiometric calcium imaging in
bulk-stained olfactory bulb slices. On the one hand, our results
were consistent with previous [Ca21] estimates using single-cell
staining methods. On the other hand, they show that inaccurate
background subtraction introduces marked and uncontrollable
errors.
THEORY
The ﬂuorescence signal of a region of interest
A region of interest is a subset of image pixels, the intensities
of which are analyzed as a whole. Thus for a properly
selected ROI, the ﬂuorescence intensity of its individual
pixels are assumed to follow a common physiological
variable, e.g., the concentration of an intracellular ion
species. Generally, the intensity time traces of ROI pixels
are not identical but amplitude-scaled variants of a common
waveform. The scaling factors reﬂect the optical pathlengths
in wide ﬁeld microscopy, or, in confocal microscopy, the
fraction of the focal volume occupied by the imaged com-
partment. With ui being the scaling factor of the i
th ROI
pixel, and with f(t) being the physiological parameter-
dependent waveform that is common to all pixels, the ﬂuo-
rescence signal of the ith pixel can be written as
FiðtÞ ¼ ui f ðtÞ ði ¼ 1; 2; . . . ; qÞ: (1)
Here, q is the number of pixels in the selected ROI.
Homogeneous background within ROI
In real measurements, the signal is contaminated by noise
and a constant background that is the sum of nonspeciﬁc
staining, tissue autoﬂuorescence, scattering, and detector
offset. Let yi(t) be the measured intensity time trace of the i
th
ROI pixel,
yiðtÞ ¼ ui f ðtÞ1 b1 niðtÞ; (2)
with b and ni(t) denoting background and noise, respectively.
Our goal is to derive the common waveform f(t), the scaling
factors ui, and the background b from the measured in-
tensities yi(t). This can be done by ﬁrst splitting Eq. 2 into a
time-average and a time-varying part. With the overbar
symbol denoting time-average, we have
yi ¼ f ui1 b1 ni (3)
and
y˜iðtÞ ¼ ui f˜ðtÞ1 n˜iðtÞ; (4)
where y˜iðtÞ ¼ yiðtÞ yi, f˜ðtÞ ¼ f ðtÞ  f , and n˜iðtÞ ¼ niðtÞ ni.
This formulation decomposes the estimation of ui, f˜ðtÞ,
and the estimation of b into two separate problems. Based on
Eq. 4, we ﬁrst derived an estimator of ui and f˜ðtÞ using the
maximum-likelihood (ML) method (18) (see next section).
After an estimate of ui is available, we then exploit the linear
relationship between yi and ui (Eq. 3). The background b as
well as f can be determined as the intercept and the slope of
the regression line through the (yi; u

i ) pairs.
The pure ﬂuorescence signal can be computed from ui*,
f˜ ðtÞ, and f as
Fi ðtÞ ¼ ui ðf˜ ðtÞ1 f Þ: (5)
With this procedure, the background-free signal of a given
ROI can be extracted without using any other information
except the data of that ROI itself.
Maximum likelihood estimation of ui and f˜ (t)
Our method exploits the linear relationship between yi and ui
(Eq. 3) to estimate background. An accurate estimation of ui
is therefore essential for the proper functioning of the
algorithm. The easiest way to estimate the scaling factors ui
is by calculating the standard deviation of the intensity
traces, y˜iðtÞ. Unfortunately, the standard deviation of y˜iðtÞ
invariably overestimates the true ui-value.
To overcome this problem, we derived an improved
estimator of ui and f˜ðtÞ using the ML method (18). The ML
method models the experimental data as outcomes drawn
from a probability distribution that depends on unknown
parameters, in our case, ui and f˜ðtjÞ, with tj being discrete
timepoints. The parameters of the distribution were esti-
mated such that they make the observed data most likely
under the assumed probability model. The estimator thus
obtained is asymptotically unbiased and shows the smallest
error variance in the large sample limit (18). These superior
statistical properties have rendered the ML estimation a
method of choice in applications that require accurate and
reliable parameter estimation (19–22).
To simplify our derivation, we ﬁrst assume the following
compact notations. Suppose the image sequence contains
p images taken at times t1, t2, . . . , tp, we represent the
ﬂuorescence intensity traces pixelwise as p-dimensional
vectors, yi¼ [yi(t1), yi(t2), . . . , yi(tp)]9, with the prime symbol
denoting vector transpose. Similarly, we deﬁned f ¼ [f(t1),
f(t2), . . . , f(tp)]9, b¼ b 1p, and ni¼ [ni(t1), ni(t2), . . . , ni(tp)]9.
Here, 1p¼ [1, 1, . . . , 1]9 denotes the p-dimensional vector of
ones. Then Eq. 2 becomes
yi ¼ ui f1 b1 ni: (6)
In most imaging applications, the number of photons per
exposure interval is sufﬁciently large to approximate the
photon shot-noise by a Gaussian distribution. Here we
assume the elements of ni as independent Gaussian random
variables with zero mean and variance s2n.
Deﬁne w0 ¼ ð1=pÞ1p. The separation of Eq. 2 into a time
average (Eq. 3) and a time varying (Eq. 4) part is equivalent to
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an orthogonal decomposition of the vector space Rp into two
subspaces: W0 ¼ spanfw0g, and its orthogonal complement
W?. Projecting both sides of Eq. 6 onto W0 gives the time-
averaged part, while their projections ontoW? yields the time-
varying part:
y˜i ¼ ui f˜1 n˜i: (7)
Let fw1, w2, . . . , wp1g be an orthonormal basis of the
(p  1)-dimensional space W?; writing the components of
Eq. 7 with respect to this basis yields
~zik ¼ ui ~jk1~eik ðk ¼ 1; 2; . . . ; p 1Þ; (8)
where ~zik ¼ w9k y˜i; ~jk ¼ w9k f˜, and ~eik ¼ w9k n˜i.
Since the~eik are linear combinations ofGaussianRVs, the~eik
are Gaussian, too. In addition, the expectations, Ef~eikg ¼ 0,
and the covariancesEf~eik~elmg ¼ w9kEfn˜i n˜9lgwm ¼ s2n dil dkm.
Thus, ~eik are independent Gaussian RVs with zero mean and
variance s2n. The probability distribution of
~zik, given the
constant parameters ui and ~jk, can thus be written as
pð~zikjui; ~jkÞ ¼
1
ð2ps2nÞ
ðp1Þq
2
exp  1
2s
2
n
+
i;k
ð~zik  ui ~jkÞ2
 !( )
:
(9)
Once the observations ~zik are given, the probability-
density function is a function of ui and ~jk alone, and the
value of ui and ~jk that maximize the above probability-
density function is their most likely value,
ðui ; ~jkÞ ¼ argmax
ui ;~jk
pð~zik jui; ~jkÞ
¼ argmin
ui ;
~jk
+
i;k
ð~zik  ui ~jkÞ2
 !
: (10)
Note that multiplying all ui and dividing all ~jk by the same
nonzero constant leads to the same density function. To
remove this ambiguity and make the optimization solution
unique, we impose the additional constraint +
k
~j2k ¼ 1. The
optimization problem is equivalent to ﬁnding ui and f˜ 2 W?,
such that
S ¼ +
q
i¼1
jy˜i  ui f˜j2 (11)
is minimized under the constraint jf˜j2 ¼ 1.
This optimization problem can be solved analytically (see
Appendix A) by choosing
f˜

ML ¼ b1; (12)
u

i;ML ¼ y˜9i f˜

ML; (13)
where b1 is the unit-length eigenvector of the matrix
R ¼ +q
i¼1y˜iy˜i9
 
associated to its maximum eigenvalue.
In other words, the common waveform f˜ is ﬁrst estimated
by performing eigenanalysis of the matrix R formed by the
observed data. The scaling factors ui;ML are then obtained as
the inner product between the observed intensity trace y˜i and
the estimated common waveform f˜

ML.
In summary, our method consists of the following steps:
1. Calculate the time-averaged ﬂuorescence intensity yi for
each pixel and then obtain y˜iðtÞ ¼ yiðtÞ  yi.
2. Estimate f˜

ML as the unit-length eigenvector of the matrix
R ¼ +q
i¼1y˜9i y˜9i
 
associated to its largest eigenvalue. The
scaling factors ui can be estimated as u

i;ML ¼ y˜9i f˜

ML.
3. Fit a line to the (yi; u

i Þ pairs and then estimate f as the
slope and b as the intercept of the ﬁtted line.
4. The background-free ﬂuorescence can be calculated as
Fi ðtÞ ¼ ui f˜ ðtÞ1f
 
.
In Results, below, we delineate the steps of this procedure
using calcium-imaging data taken from olfactory bulb slices
of Xenopus laevis tadpoles.
Inhomogeneous background within a single ROI
In bulk-stained tissue, the background can frequently be inho-
mogeneous evenwithin a singleROI. This occurs, for example,
when the selectedROI contains contaminations fromclustering
of intra- or extracellular dye molecules or other ﬂuorescent
structures. Let pi $ 0 be the additional background contam-
ination at the ith pixel. Equation 3 then becomes
yi ¼ f ui1 b1 ni1 pi: (14)
For pixels with no additional background, pi ¼ 0. Accord-
ingly, they form a line with slope f and intercept b in the
yiðuiÞ plot. In contrast, contaminated pixels show pi. 0, thus
tend to reside above this line. Therefore, the vertical distance
between the pixels and the regression line, di ¼ yi f ui  b,
is a measure of additional background.
To distinguish whether the observed di is due to random
error of yi and ui*, or whether a signiﬁcant additional back-
ground occurred, we estimated the variation of di under
homogeneous background assumption. We ﬁrst estimate s2n
by calculating the variance of ðy˜ ui f˜Þ, the part of the
measured signal that is not explained by the model. We then
showed that di has a distribution with zero mean and its
variance can be related to s2n by s
2
d ¼ ðf 21ð1=pÞÞs2n (see
Appendix B). In the absence of background inhomogeneity,
di is expected to distribute within a 63 sd range. A di-value
much larger than this variation is unlikely to occur by chance,
and suggests the presence of an additional background.
We identify the pixels containing additional background
using the following iterative procedure. First, assuming pi¼ 0
" i, we obtained a ﬁrst estimate of f and b by linear regression
of all ðyi; ui Þ pairs. We then calculated the di of each of the
pixels and checkedwhether they are all smaller than 4sd. If not,
we exclude the pixel with maximum di-value assuming the
presence of additional background. A new estimate for f and b
was then obtained by ﬁtting the remaining pixels. The
procedure was repeated until all remaining pixels fell within
a 4sd-range around the regression line. These pixels now
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constitute a region where the additional background pi is in-
distinguishable from zero. Thus, their common background
value can be estimated as the intercept of the regression line b.
On theother hand, the excludedpixels have a signiﬁcant nonzero
pi, and (di1 b) was taken as the background of those pixels.
MATERIALS AND METHODS
Slice preparation
Tadpoles of Xenopus laevis (stage 53–55) (23) were chilled in a mixture of
ice and water, and decapitated as approved by the Go¨ttingen University
Committee for Ethics in Animal Experimentation. A block of tissue con-
taining olfactory mucosae, intact olfactory nerves, and most of the brain was
cut out and kept in physiological saline (98 mM NaCl, 2 mM KCl, 1 mM
CaCl2, 2 mM MgCl2, 5 mM glucose, 5 mM Na-pyruvate, 10 mM HEPES;
230 mOsm, pH 7.8; all chemicals were from Sigma, Deisenhofen, Germany).
The tissue was glued onto the stage of a vibroslicer (VT 1000S, Leica,
Bensheim, Germany) and the dorsal part of the olfactory bulb was sliced off.
The olfactory mucosae and nerves were kept intact. The nose-olfactory bulb
preparation was transferred to a recording chamber, and 200 mL of bath
solution containing 50 mM of FURA-2/AM or Fluo-4/AM (Molecular Probes,
Eugene, OR) was added. The slice was incubated for 30 min at room tem-
perature and then rinsed with bath solution for at least 30 min under a bath
ﬂow at a rate of 550 mL min1 in the recording setup. A detailed description
of the preparation is given in Czesnik et al. (24).
Calcium imaging
Ratiometric calcium measurements with FURA-2 were performed using an
upright microscope (Axioskop 2, Zeiss, Go¨ttingen, Germany) with a
403(NA ¼ 0.9) objective. Alternating excitation wavelengths at 350 and
380 nmwere providedbya custom-builtmonochromator consisting of aXenon
lamp, a galvanometer-driven mirror, appropriate ﬁlters, and a shutter. Pairs of
ﬂuorescence images of the olfactory bulb were taken at 4–5 Hz using a frame
transfer, back-illuminated CCD camera (Micromax, Visitron, Munich,
Germany). Galvanometer, shutter as well as the CCD’s acquisition and re-
cording software were synchronized by a custom-built microcontroller pro-
grammed in C language (25).
FURA-2 calibration was performed in unstained slices. Rmin and Rmax
(ﬂuorescence ratios at zero [Ca21]i and at [Ca
21]i levels saturating FURA-2,
respectively) were determined by loading OB neurons through a patch pipette
with intracellular solution containing 10 mM EGTA and 10 mM CaCl2,
respectively. The effective binding constant (Keff) was determined using
intracellular solution containing 5 mMCaCl2 and 10 mMBAPTA. Under our
experimental conditions Rmin, Rmax, andKeff were determined to be 0.46, 6.12,
and 1680 nM, respectively. The pipette resistancewas in the range of 3–4MV.
Calcium imaging with Fluo-4/AM was performed using a confocal laser
scanningmicroscope (Zeiss LSM 510/Axiovert 100M)with a 403(NA ¼ 1.3)
oil immersion objective. Fluorescence images (excited at 488 nm) of the
olfactory bulb were acquired at 2 Hz. The pinhole was set to 200 mm,
resulting in,2.5-mm optical slices. Photomultiplier voltage was sampled at
12 bits. Ampliﬁer gain and detector offset were adjusted such that neither
saturation nor threshold cutoff occurred.
Image analysis was performed using custom programs written in MatLab
(The MathWorks, Natick, MA). Acquired image sequences were analyzed
directly without any spatial or temporal preﬁltering. The algorithms are
described in Theory, above.
Computer simulation
Data model
We generated ﬂuorescence images of a round object with time-varying
intensities to mimic the experimental ROI data. The scaling factor of the ith
pixel within the object was set to ui ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
R2  x2i  y2i
p
, with R being the
radius of the object and xi, yi being the spatial location of the pixel. The
ﬂuorescence time course f(t) was taken as the sum of individual events each
being characterized by a sudden rise followed by an exponential decay to
mimic the intracellular [Ca21]i waveform. The onset timing of each event
was determined according to a Poisson point process. The generated f(t)
were ﬁrst normalized such that+
k
j f ðtkÞ  f j2 ¼ 1 and then multiplied by ui
to yield the ROI’s signal ﬂuorescence trace yi(t) ¼ ui f(t). To each pixel, we
added a known background value and random noise with variance speciﬁed
by the given SNR. The data simulated this way were then analyzed by
background estimation algorithms, and the results were compared to the true
background. In our simulations, we treated the background level b and the
noise variance s2n as two independent parameters, and their effects were
studied separately.
We evaluate the algorithm’s performance as a function of the following
four parameters: 1), SNR; 2), number of timepoints (p); 3), number of ROI
pixels (q); and 4), the coefﬁcient of variation (CVu) of the ui. Here,
SNRib
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
+
k
ðui f˜kÞ2
p
s
=sn (15)
is the signal/noise ratio of the ith pixel, and
SNRb
1
q
+
q
i¼1
SNRi (16)
is the SNRi value averaged over a given region of interest. The coefﬁcient of
variation of ui is deﬁned by
CVub
SDðuiÞ
MeanðuiÞ: (17)
This parameter measures the spread of the ui-values and is normalized by
their mean value. It thus depends only on the geometry of the imaged object
but not the absolute magnitude of the ui-values. We expect the performance
of the algorithm depends on CVu because the algorithm requires a certain
spread of the ui to ensure meaningful linear regression, i.e., the algorithm
cannot work for CVu ¼ 0. In simulation experiments designed to study the
effect of CVu, the ui-values were generated as ui ¼ (R2 – xi2 – yi2)a. Varying
a from 0.125 to 1 changes the CVu monotonically from 0.14 to 0.62, thus
allowing us to systematically vary the CVu value while keeping the number
of pixels (q) constant.
Estimation algorithms
Three different algorithms (abbreviated as SD, ML1, ML2) were
implemented and their performance was compared. While the SD algorithm
uses the standard deviation of yi(t) to estimate ui, the ML algorithms estimate
ui using the proposed maximum-likelihood method. The difference between
the ML1 and the ML2 algorithm is the way they ﬁt the ðyi; ui Þ pairs. The
ML1 algorithm obtains b and f by ﬁtting yi against ui, i.e., the parameters b and
f were estimated to minimize the sum of squared vertical distances of the
ðyi; ui Þ pairs with respect to the regression line,
+
i
ðDyiÞ2 ¼ +
i
jyi  ðui f 1 bÞj2: (18)
On the other hand, the ML2 algorithm ﬁnds b and f by minimizing the
sum of squared horizontal distances,
+
i
ðDui Þ2 ¼ +
i
ui  yi  bf

2
: (19)
Estimation error
An algorithm is said to be precise if the value it estimates falls within a
narrow range. However, a measurement can be precise without being
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accurate; that is, the results may be systematically biased toward an incorrect
value. To assess both types of error, we run each algorithm 1000 times for a
given condition and used the standard deviation (s) of the estimated values
as a measure for the algorithm’s precision. The accuracy was measured by
the statistical bias, which is deﬁned as the difference between the average of
the estimated values and the known true value.
RESULTS
Homogeneous background
We performed calcium-imaging experiments in brain slices of
Xenopus laevis tadpoles that contained the olfactory mucosae,
intact olfactory nerves, and most of the brain (24,26). Loading
the slices with FURA-2/AM stained large populations of
olfactory bulb neurons (Fig. 1A). This allowed us to study both
ongoing and odorant-modulated activities in a large number of
cells at subcellular resolution (Fig. 1 B). However, in contrast
to neurons individually stained through a patch pipette
(Fig. 1 C), ﬁnding an unambiguous region for background
estimation was virtually impossible in bulk-stained tissue.
Fig. 2 A shows a cell that exhibited spontaneous [Ca21]
ﬂuctuations during the recording period. From the temporal
information of each pixels’ ﬂuorescence data (Fig. 2 B), we
estimated the most likely underlying [Ca21]-dependent
dynamic waveform, f˜ðtÞ (Fig. 2 C, top), and the scaling
factors of each pixel ui using the ML method described in
Theory, above. The estimated ui are shown as a color-coded
map (Fig. 2 C, bottom). Extrapolating the regression line of
the ðyi; uiÞ pairs to the value ui ¼ 0 gives the ROI intensity
where the signal contribution vanishes (Fig. 2D, arrow). This
intensity therefore represents the background of this ROI.
Background inhomogeneity within a single ROI
Subtracting the same background value from each ROI pixel
is justiﬁed if the background within the ROI is homoge-
neous. However, this is not necessarily the case in the
complex environment of bulk-stained tissue where cells can
easily receive additional background contamination from
intra- or extracellular dye accumulation or other ﬂuorescent
structures. In the example shown in Fig. 3 A, a cell showing
[Ca21] ﬂuctuations is overlapped by two neighboring cells
that stayed silent during the imaging period. Thus, choosing
a ROI around the cell will result in an inhomogeneous
background if any of those overlapping pixels were included.
Additional background of a pixel results in its deviation from
the regression line (Fig. 3 D). Thus, simple linear ﬁtting to
the ðyi; uiÞ pairs would yield an erroneous result.
This difﬁculty can be resolved by noting that the addi-
tional background affects the average intensities yi (Fig. 3 A)
but not the scaling factors ui (Fig. 3 B). Comparing two
pixels with similar ui (Fig. 3 C, the two marked pixels in Fig.
3, A, B, and D), the one having the larger yi must contain an
additional background component. Thus, the vertical dis-
tances, di, of the pixels to the regression line are a measure of
additional background, in this case the ﬂuorescence from
neighboring cells. We adopted an iterative test-and-exclude
procedure (see Theory, above) to identify pixels with di-
values too large to be explained by random noise (red pixels
in Fig. 3D). Displaying di, i.e., the additional background, as
a spatial map clearly revealed the structure of the contam-
inating sources (Fig. 3 D, inset).
Analyzing the ﬂuorescence signals this way allows us to
decompose the original data (Fig. 4 A) into the signals of
interest (Fig. 4 B) and contaminating patterns that include
background and noise (Fig. 4 C). The signals are amplitude-
scaled versions of a common function, while the background
and the noise are the time-average and the time-varying part
of the data that does not show such scaling.
FIGURE 1 Fluorescence recordings from olfactory bulb slices of Xenopus
laevis tadpoles bulk loaded with FURA-2/AM. (A) Image taken at 380-nm
excitation. The ﬂuorescence time courses of the indicated neurons are shown
in B. Scale bar, 20 mm. (B) [Ca21] dynamics of the neurons indicated in A.
Odorant stimulations with a mixture of amino acids to the ipsilateral olfactory
mucosa are indicated by the bars above the trace and the vertical lines. Fluo-
rescence ratios, F350/F380, are shown without background subtraction.
Background ambiguity in this type of experiments can be clearly seen in A.
(C) FURA-2 image of a single olfactory bulb neuron stained through a patch
pipette (out of focus). In this type of experiments, background can be reliably
measured from a nonstained region. Scale bar, 20 mm.
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Computer simulation
To assess the performance of our algorithm, we carried out a
series of modeling-based simulations to characterize the
effects of several experimental parameters on the algorithm
accuracy and precision. We ﬁrst noted that the background
error Db did not depend on the absolute background value,
but was proportional to the averaged true ﬂuorescence of the
ROI. This means that, with other parameters ﬁxed, the
background error was a constant fraction of the true ROI
ﬂuorescence, irrespective of the absolute background value.
In the following, we thus represent the background error as
Db= F rather than Db/b.
Comparison of different algorithms
The SD and the ML algorithms differ in the ways they
estimate the scaling factors ui. Although the standard
deviation is a common measure of the amplitude of a time-
varying signal, it always overestimates the true ui, especially
for pixels with small ui-values (Fig. 5 A). The overestimation
is prominent already at a relatively high signal/noise ratio,
and leads to a severe underestimation of the true background
(Fig. 5 A). In contrast, the ML estimator ui,ML* (Eq. 13)
estimates the ui much more accurately.
At lower pixel signal/noise ratios, different linear ﬁtting
methods can give considerably different regression lines.
This is illustrated in Fig. 5 B: the regression lines obtained by
minimizing the squared vertical error (ML1 method) or by
minimizing the squared horizontal error (ML2 method) can
differ substantially, and the ML1 method tends to give a
higher background value than the ML2 method.
Bias as a function of SNR, p, q, and CVu
We systematically varied four different parameters (SNR, p,
q, and CVu) and characterized their effects on the accuracy
and precision of the three algorithms. As expected, the SD
algorithm gives a background that is signiﬁcantly biased
FIGURE 2 Estimating the background of a ROI using its own ﬂuores-
cence data. (A) FURA-2 image of a cell exhibiting spontaneous [Ca21]
activities (380 nm excitation). (B) [Ca21]-dependent ﬂuorescence traces of
six example pixels within this ROI. (C) The common concentration-
dependent waveform f˜ðtÞ (top) and the scaling factors ui (bottom, shown as a
color-coded map) were estimated using the maximum likelihood method.
Note the ui-values approach zero at the cell boundary, whereas the average
intensities (A) do not. (D) A regression line of the ðyi; uiÞ pairs is extrapolated
to ui ¼ 0, which gives the background of this ROI (arrow, 741 a.u.).
FIGURE 3 Estimation of intra-ROI background inhomogeneities. (A) A
cell showing [Ca21]-dependent ﬂuorescence ﬂuctuation (middle) partly
overlaps with two neighboring cells that stayed silent during the recording
period. (B) The map of ui reveal the contribution from the cell of interest. (C)
Fluorescence traces of the two pixels marked in A, B, and D. Both pixels
showed a similar scaling factor but the red pixel showed an additional
constant offset, suggesting an additional background contamination. (D)
ðyi; uiÞ pairs plotted as in Fig. 2 D using the data of this example. The ROI
was partitioned into an homogeneous (blue dots) and an inhomogeneous
(red dots) background region by the procedure described in Theory (see
article). Linear regression through the blue pixels gives both f and a common
background b. Displaying the vertical distances of the pixels to the regres-
sion line (di) as a spatial map (inset) reveals the additional inhomogeneous
background pattern.
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toward more negative values (Fig. 6 A, left). This negative bias
was as large as 10% even for the highest tested SNR
(SNR ¼ 5), and continued to grow for decreasing SNR. The bias
of the ML1 and the ML2 algorithm was indistinguishable from
zero in the high SNR range. However, for the ML1 algorithm, a
positive bias emerged for SNR, 1, whereas theML2 algorithm
was unbiased even when the SNR was as low as 0.2.
We also examined the effect of the number of timepoints
(p). At a ﬁxed SNR (SNR ¼ 2), the SD algorithm gave a bias
value more negative than 30% for all p from 30 to 1000.
The ML1 algorithm showed a slight positive bias when p ,
500, while the bias of the ML2 algorithm was negligible for
all p-values tested (Fig. 6 B, left). Similar results were
obtained for the bias as a function of q and CVu (data not
shown). In summary, the SD algorithm signiﬁcantly under-
estimates the true background under all conditions tested,
and the ML1 algorithm shows a slight overestimation at
smaller SNR, p, or CVu. Remarkably, the ML2 algorithm
FIGURE 4 Decomposition of the measured data into signals of interest and contaminating patterns. (A) Original data. Example traces of seven selected
pixels of the responsive cell are shown (left). A sequence of four ﬂuorescence images acquired at the timepoints indicated below the images are shown (right).
(B) Extracted signal ﬂuorescence and (C) contamination including background and noise.
FIGURE 5 Comparison of three al-
gorithms using computer simulation.
(A) The standard deviation ðui;SDÞ over-
estimates the true ui, which is especially
signiﬁcant for smaller ui-values. This
leads to a considerable underestimation
of the background value (arrow, true
background). (B) Minimizing the sum
of vertical error (left, ML1 algorithm) or
the sum of horizontal error (middle, ML2
algorithm) give different regression
lines for the same data points (arrows,
true background). (C) Simulated ﬂuo-
rescence trace after subtracting the back-
ground estimated by the algorithms
indicated.
2540 Chen et al.
Biophysical Journal 90(7) 2534–2547
remains unbiased even for SNR as low as 0.2 or the number
of timepoints as few as 30.
Precision as a function of SNR, p, q, and CVu
We then characterized the algorithm precision, deﬁned as
the standard deviation (s) of the estimated outcomes, as a
function of SNR, p, q, and CVu. Since the ML2 algorithm is
unbiased, we focused on the precision of the ML2 algorithm.
The precision increases (s decreases) monotonically as
the SNR increases (Fig. 6 A, right). Even at the lowest tested
SNR (SNR), the ML2 algorithm gives precise background
estimates (s , 4%). That is, the ML2 algorithm is expected
to give a background error smaller than 4% in 66.7% of the
trials, even at an SNR as low as 0.2. Plotting s against SNR
on a logarithmic scale (Fig. 6 A, right, inset) gives a straight
line with slope 1. Thus we conclude that s is inversely
proportional to SNR.
The precision of the ML2 algorithm also increases as p, q,
or CVu increases (Fig. 6 B, right and 6 C). That is, the
algorithm is more precise when the number of timepoints or
the number of pixel is large, or when the ui of the ROI pixels
show a large variation. Plotting s against p (Fig. 6 B, right,
inset), q (Fig. 6 C, left, inset), and CVu (Fig. 6 C, right, inset)
gives straight lines with slopes of 0.5, 0.5, and 1,
respectively. Thus, combined with the 1=SNR relationship,
we give a formula to summarize the dependency of s on the
four parameters
s ¼ 1ﬃﬃﬃﬃﬃﬃ
p q
p
SNRCVu
: (20)
This formula well predicts the precision of the ML2 al-
gorithm under all the tested conditions.
FIGURE 6 Bias and precision as a function of SNR;
p; q; and CVu (A) Bias (left) and precision (right) as a
function of SNR (p¼ 480, q¼ 121, CVu¼ 0.41). (B) Bias
(left) and precision (right) as a function of timepoints
SNR ¼ 2; q ¼ 121; CVu ¼ 0:41). The bias of the SD
algorithm is more negative than 30% for all points
tested, and therefore not shown in this graph. (C) Precision
of the ML2 algorithm as a function of pixel number q
SNR ¼ 2; p ¼ 480; CVu ¼ 0:35Þ and CVu ðSNR ¼ 2;
p ¼ 480; q ¼ 121Þ: The background errors shown were
all normalized by the mean true ROI ﬂuorescence (Db=F).
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Background distribution among the ROIs
of bulk-stained slices
As a next step of our analysis, we evaluate the spatial
distribution of background values in different ROIs of bulk-
stained tissue (Fig. 7 A) and their impact on the quantiﬁca-
tion of ﬂuorescence measurements. We ﬁrst selected ROIs at
different locations of a single slice and measured the total
ROI ﬂuorescence intensities. We then estimated their in situ
background values with the ML2 algorithm, the mean inten-
sities of the 10% darkest image pixels, as well as the tissue
autoﬂuorescence taken from unstained slices (Fig. 7, B andC).
We found that under our experimental conditions, the
background intensities (Fig. 7, B and C, second column)
varied considerably among the various ROIs throughout the
slice (993—2130 a.u., lex: 350 nm) and (853–1343 a.u., lex:
380 nm) (Fig. 7 C). This large variation is mostly due to an
uneven distribution of extra- or intracellular dye rather than
to the inhomogeneity of excitation because the maximum
variation of excitation was measured to be 8.5% (lex:
350 nm) or 10.2% (lex: 380 nm). More importantly, the
background represents a large proportion (70.3 6 15%) of
the total ROI intensity (Fig. 7, B and C, ﬁrst column), and
this proportion showed a broad variation from cell to cell
(27–88%). Such results underscore the importance of
estimating backgrounds accurately and independently for
each ROI. From this ﬁgure, it is evident that using the same
background value for every cell, be it the darkest value of a
slice or the average of unstained slices, leads to large errors.
[Ca21] quantiﬁcation in bulk-stained experiments
As a typical [Ca21] imaging experiment using FURA-2, we
measured the resting [Ca21] in olfactory bulb neurons by
blocking action-potential-dependent spontaneous calcium
transients with 1 mM TTX (Fig. 8 A). [Ca21] was quantiﬁed
using the standard equation (15), with calibration constants
determined in separate experiments (see Materials and
Methods, above). After compensating the correct back-
ground, we found the resting [Ca21] in the olfactory bulb
neurons to be in the range of 56 6 9 nM (n ¼ 9; Fig. 8 B).
This result is comparable with earlier estimates using single
cell-staining methods in the same cell type (27), as well as in
FIGURE 7 Background distribution in bulk-stained tissues. (A) FURA-2
images of an olfactory bulb slice obtained at the indicated excitation wave-
lengths. Scale bar, 20 mm. (B,C) The graph shows the total ﬂuorescence
intensity of the ROIs indicated in A, their in situ background estimated using
the proposed method, mean intensity of the 10% darkest image pixels, and
the average autoﬂuorescence level measured from unstained slices.
FIGURE 8 Effects of background estimation on [Ca21] quantiﬁcation.
(A) TTX was used to block spontaneous-action potential-dependent [Ca21]
transients. The ﬂuorescence ratio after subtracting the in situ background
(solid trace) or the average ﬂuorescence of unstained slices (shaded trace)
were converted to [Ca21] using the standard equation, Eq. 15. Note the
uncompensated background leads to marked overestimate of [Ca21] at low
concentrations (second half of the trace) and an underestimate of [Ca21] at
higher [Ca21] levels (ﬁrst half of the trace). (B) The [Ca21] after returning to
a baseline level was taken as the resting value. It was estimated to be 566 9
nM (n¼ 9) after subtracting the background estimated with our method. The
resting [Ca21] obtained using other background values are also shown for
comparison. Error bars, mean 6 SE.
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other CNS neurons (17,28). Using either a dark image region
or the mean ﬂuorescence of unstained slices as background
resulted in a signiﬁcant overestimate of the resting [Ca21]
(Fig. 8 A, second half, Fig. 8 B).
Comparing the [Ca21] dynamics obtained after subtract-
ing the correct background (Fig. 8 A, solid curve) or after
subtracting average ﬂuorescence of unstained slices (Fig. 8 A,
shaded curve) showed that the [Ca21] can either be over- or
underestimated depending on the concentration range. This
is because incomplete background subtraction brings the
ﬂuorescence ratio closer to the ratio of the uncompensated
backgrounds at the two excitation wavelengths. Therefore, at
low resting [Ca21] and correspondingly small ﬂuorescence
ratios, incomplete background subtraction typically leads to
an overestimation of the resting [Ca21]. However, physio-
logical [Ca21] values often vary within a wide range, and in
the middle and higher range of [Ca21], inaccurate back-
ground subtraction frequently results in marked under-
estimated [Ca21] values. These deviations are clearly seen in
the ﬁrst half of the traces shown in Fig. 8 A. The boundary
between over- and underestimation occurs where the ﬂuo-
rescence ratio equals the ratio of the uncompensated back-
grounds, a value that differs from cell to cell. Thus, inaccurate
background estimation not only introduces an error when
obtaining the absolute [Ca21] values, but can also cause con-
siderable confusion when comparing relative [Ca21] levels
in different cells.
To give a speciﬁc example of such a case, we show the
responses of two olfactory bulb neurons to odorant stimu-
lation (Fig. 9 A). After the initial odorant-induced [Ca21]
transient, the [Ca21] in cell 1 (Fig. 9, B and C, solid curve)
returned to a stable value whereas cell 2 (Fig. 9, B and C,
shaded curve) showed prolonged [Ca21] ﬂuctuations. If the
average ﬂuorescence of unstained slices was used as back-
ground, the [Ca21] level in both cells seemed to be in a
similar range (Fig. 9 B). However, a correct background
subtraction clearly revealed that the [Ca21] in cell 1 returned
to a near-resting level after stimulation, whereas cell 2 showed
a much larger [Ca21] response and its [Ca21] remained
elevated throughout the recording period (Fig. 9 C).
DISCUSSION
Imaging techniques, such as laser scanning microscopy or
CCD-based imaging, are widely used to investigate the spa-
tiotemporal dynamics of biological systems. In many cases it
can be assumed that the intensities in certain adjacent image
pixels are governed by the same biophysical process. It is
then permitted and advantageous to evaluate those pixels
together as a region of interest. As the relevant information is
distributed over all ROI pixels, it is interesting and important
to ask how such information can be optimally retrieved, con-
sidering the need to minimize both unwanted background
and noise.
Commonly, background and noise are dealt with sepa-
rately. Averaging is ﬁrst used to reduce the noise, and the
background is then estimated from additional measurements
and subtracted. For two reasons, this conventional approach
is not optimal. First, taking separate background measure-
ments is both time-consuming and often impractical, partic-
ularly in bulk-stained tissue; second, averaging is not the best
way of noise reduction because it combines the dimmer and
the brighter pixels with equal weighting factors (see next
sections).
We therefore took a different approach. First, instead of
viewing the imaging recordings merely as stacks of two-
dimensional images, we realized the usefulness of taking into
account its three-dimensional nature. Following this concept,
we constructed a simple model for the intensity dynamics of
individual ROI pixels and derived a statistically optimal
algorithm to simultaneously minimize background and noise
without using any information outside the respective ROI.
Accuracy of the algorithm in real experiments
The performance of our background estimation algorithm in
real experiments may be affected by two types of error. First,
random noise leads to errors in ui-estimation, which causes
the estimated background to ﬂuctuate randomly. This type of
error was extensively investigated using computer simula-
tion. Among the three algorithms compared, the ML2 algo-
rithm is superior in that it is unbiased under all tested
FIGURE 9 Background introduces errors in across-cell comparison of odorant-induced [Ca21] responses. (A) Odorant stimulation induces [Ca21] response
in the two olfactory bulb neurons encircled. The image shown was taken at 380-nm excitation. Scale bar, 20 mm. (B) Odorant-stimulated [Ca21] dynamics
obtained by using the ﬂuorescence of an unstained slice as background value. (C) [Ca21] dynamics of the two cells after compensating the correct background.
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conditions. The ﬂuctuation (s) of the estimated background
becomes smaller as SNR, number of timepoints (p), number
of pixels (q), and the spread of ui (CVu) increase. The de-
pendency of s on these four parameters can well be predicted
by Eq. 20. For the experimental data shown in Fig. 7 (p ¼
960), we calculated SNR, q, and CVu for each selected ROI.
The results give an averaged SNR of 3.10 (range: 0.86–
13.88), averaged q of 157 (range: 89–332), and averaged
CVu of 0.355 (range: 0.138–0.570). Using Eq. 20, the error
(Db= F) of the algorithm due to random noise was estimated
to be 0.4% (range 0.04–1.17%).
The other type of error comes from intra-ROI background
inhomogeneity. Our method uses a noise-dependent thresh-
old to exclude pixels with additional background that is large
enough to be distinguished from random noise. However, as
noise becomes large, pixels with small additional back-
ground may fail to be detected and excluded. We estimate
this type of error by performing the algorithm on randomly
chosen ROI subsets that contain half the total pixel number.
The standard deviation of f obtained from different ROI
subsets was used to test whether the algorithm can robustly
ﬁnd the same regression line. Applying this analysis to the
experimental data gives an average variation of 2% (range:
0.15–5.97%). Thus, the error of the ﬂuorescence intensity
due to background inhomogeneity is ,6% for all the
selected ROI.
Practical concerns
Several other factors may have an impact on the accuracy of
our background estimation algorithm, which should be con-
sidered when applying the method.
First, mechanical stability of the recording should be
maintained because even a slight movement of the specimen
can introduce additional intensity variations other than the
physiological process of interest. More importantly, in the
presence of movement, the intensity traces of the ROI pixels
can no longer be modeled as amplitude-scaled versions of
a common function, the basic assumption of our method.
Applying the algorithm to such unstable image sequences
will result in an erroneous estimation of both ui and f˜, and
thus a marked error in background estimation. To avoid this,
care was taken in our experiments to minimize slice move-
ments caused by either vibrations or odorant application.
Recordings were discarded when a signiﬁcant drift (.2 mm)
of the last image compared to the ﬁrst image occurred. Slight
movements could be corrected with image registration soft-
ware; for example, Turboreg (29), an ImageJ plug-in, is very
fast and gives satisfactory results.
Second, for high resolution experiments, e.g., when using
a confocal microscope with high pixel resolution and a fast
scanning, the pixel dwelling time may be so short that the
Gaussian approximation of the photon noise is no longer
valid. In such situations, it is advantageous to bin neighbor-
ing pixels together or to use a lower spatial resolution during
recording to increase the SNR in each pixel. We typically
adjust our measurements such that the number of pixels per
cell is in the range of 100–300 (corresponding to a spatial
resolution of;1 mm). This resolution is more than sufﬁcient
to clearly identify individual cells and gives each pixel
enough signal to apply our algorithm.
Computational cost
Computational cost is a critical factor that determines the
practical usefulness of an algorithm. In contrast to many sit-
uations where numerical optimization is required to compute
the maximum likelihood estimator (30), there exists an an-
alytical solution to our optimization problem. Moreover,
highly optimized routines for the major computational steps
(ﬁnding the eigenvector with maximum eigenvalue, linear
ﬁtting, etc.) can be found in most numerical libraries. Our
method can thus be easily implemented and is computation-
ally efﬁcient. Using MatLab, we can routinely perform our
algorithm in ,1 s for a ROI with 100–300 pixels and 480
image frames. We expect further improvement in perfor-
mance by implementing the algorithm in C code. Compared
to manually choosing a background region for each ROI, our
method is not only unambiguous but also much faster.
Advantage of using the ML estimator
to estimate ui
At the core of the proposed algorithm is an accurate and
precise estimation of the signal scaling factors ui. It is well
known in signal processing theory that if the waveform to be
detected is known, the amplitude of the signal can best be
estimated as the inner product between the noisy data and
this known waveform. This approach is known as correlation
detection, or matched ﬁlter (31). A correlation detector
greatly attenuates the noise by exploiting the fact that the
random noise is in general uncorrelated with the signal.
Thus, it allows a weak signal to be robustly detected even in
a relatively noisy environment. According to this concept, if
the true ﬂuorescence signal f˜ is available, one can use the
correlation detector to estimate ui as u

i;opt ¼ y˜i9f˜. Such an
estimator is unbiased,
Efui;optg ¼ Efðuif˜91 n˜9iÞf˜g ¼ ui;
and can be shown to have a minimal variance.
In reality, however, the true ﬂuorescence waveform f˜ is not
available. Nevertheless, one can recognize that theMLmethod
ﬁrst obtains a waveform f˜

ML (Eq. 12) common to ROI pixels
and then uses correlation detection for ui as u

i;ML ¼ y˜9i f˜

ML (Eq.
13). This method estimates the ui utilizing the maximum
available information, and proved to give a much better result
than using the standard deviation of the pixel traces y˜i. This is
because, in the latter case, the standard deviation
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ðy˜9iy˜iÞ
1
2 ¼ ½ðuif˜91 n˜9iÞðui f˜1 n˜iÞ
1
2 ; ui 11
f˜9n˜i
ui
1
jn˜ij2
2u
2
i
 
(21)
gives
Efðy˜9iy˜iÞ
1
2g ; ui1 ps
2
n
2ui
: (22)
Thus, using ðy˜9iy˜iÞð1=2Þ results in a noise-dependent overes-
timation of the true ui, with a bias term ðps2n=2uiÞ inversely
proportional to ui. The consequence of such ui-dependent
bias is a steeper regression line and an underestimation of
background (Fig. 5 A) that is unacceptable under most
conditions, as is clearly shown in our simulation experiments
(Fig. 6, A and B).
Advantage of using the ML estimator to estimate f˜
An additional advantage of using the ML method is that the
estimated ﬂuorescence waveform f˜

ML shows lower noise
than that obtained by averaging the ROI pixels. The latter
can be viewed as a spatial low-pass ﬁlter with equal coef-
ﬁcients for each pixel. Consider a weighted linear combina-
tion of the ﬂuorescence waveforms y˜i using arbitrary weighting
factors ai,
f˜
 ¼ +
q
i¼1
aiy˜i ¼ +
q
i¼1
aiui
 
f˜1 +
q
i¼1
ain˜i:
The expected power of the noise term is Efj+q
i¼1ain˜ij2g ¼
+
i;jaiajEfn˜i9njg ¼ s2n +
q
i¼1a
2
i
 
. Thus, the signal/noise ratio
can be expressed as
SNR ¼ ð+
q
i¼1aiuiÞ2
s
2
nð+qi¼1a2i Þ
#
+
q
i¼1u
2
i
s
2
n
[ ðSNRÞmax: (23)
The inequality follows from Cauchy-Schwartz inequality,
with equality occurring as ai } ui. Thus, to obtain a maximum
SNR, one should choose the weights (ai) proportional to ui
instead of using equal weights for all pixels. The result is
intuitive because it tells us to trust a pixel with larger signal
amplitude more than pixels with smaller amplitudes.
In reality, however, the true ui is also not known. To under-
stand the advantages of the ML method, one can multiply y˜i to
both sides of Eq. 13 and sum over i,
+
q
i¼1
u

i;MLy˜i ¼ +
q
i¼1
y˜iy˜9i
 
f˜

ML ¼ Rf˜

ML ¼ l1f˜

ML: (24)
Here, l1 is the largest eigenvalue of the matrix R ¼
+q
i¼1 y˜iy˜9i
 
. From the above equation, we have
f˜

ML ¼
1
l1
+
q
i¼1
u

i;MLy˜i: (25)
Thus, f˜

ML can actually be represented as a weighted linear
combination of y˜i with u

i;ML as weighting factors. Such
relationship is automatically satisﬁed when choosing f˜

ML as
an eigenvector of R (Eq. 12) and ui;ML ¼ y˜9i f˜

ML (Eq. 13). As
the ui;ML are good estimates of ui, the SNR of f˜

ML will
approach the theoretical optimal value shown in Eq. 23.
To evaluate the gain in SNR using the ML method
compared to averaging with equal coefﬁcients, we note that
for any particular choice of the weights ai, the deviation of
the SNR from the optimal value is
SNR
ðSNRÞ
max
¼ ð+
q
i¼1aiuiÞ2
ð+q
i¼1a
2
i Þð+qi¼1u2i Þ
¼ cos2u; (26)
where u is the angle between the vectors faig and fuig in
q-dimensional space. Thus, the gain in SNR depends on the
distribution of ui in a particular ROI. If all the ui are equal,
averaging and the ML method gives the same SNR. On the
other hand, if the ui spread in a broad range, the SNR
improvement using the ML method will be substantial. We
calculated the SNR gain using the ui-distribution from the
experimental ROI data shown in Fig. 7. The results show that
f˜

ML gives 13.9% higher SNR in average (range: 1.9–32.5%)
compared to simple averaging.
The improvements shown above are important in two
respects. First, the higher SNR allows us, e.g., to reduce the
CCD exposure time or excitation intensity. Second, corre-
lation detection of ui (Eq. 13) depends on the estimate of f˜. It
is therefore advantageous to use the one with the lowest pos-
sible noise.
Applicability
In addition to calcium imaging in bulk-stained neurons, our
background estimation algorithm can also be valuable in
ROI-based analysis of other quantitative ﬂuorescent mea-
surements. In particular, recent developments in photochem-
istry have given birth to a variety of ratiometric ﬂuorescent
indicators for several other intracellular ions, such as Cl
(32,33), K1 (34), and H1 (35). To fully exploit the ability of
these indicators for quantitative measurements, a method to
extract a background-free signal from raw-image data is
essential (15). Furthermore, as in vivo multicellular dye
loading (6) and genetically encoded indicators (32,35,36)
continue to improve, more and more in vivo imaging
experiments can be expected. The ability of our method to
estimate ROI background in situ can bring substantial
improvements to the quantiﬁcation of those data.
Our algorithm assumes a common ﬂuorescence waveform
f(t) for pixels within a single ROI. This is an implicit
assumption that has to be made in any ROI-based analysis,
including averaging the ROI pixels. This assumption needs
to be carefully justiﬁed. For example, when imaging the
concentration of small ions, assuming one f(t) per ROI is a
reasonable approximation if the ions equilibrate in the
imaged compartment much faster than the camera exposure
time. In our experiments, we sample the ﬂuorescence image
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at 5 Hz (100 ms exposure for each excitation wavelength).
Thus, transient [Ca21] inhomogeneities near the plasma
membrane (a so-called calcium microdomain) during an
action potential, is unlikely to contribute signiﬁcantly
because it decays within a few milliseconds and is highly
localized to nanometers near the calcium entry site (37).
Indeed, assuming a common f(t) (Eq. 2) explained the ROI
data of our experiments very well because the squared model
residual (data not explained by assuming a common wave-
form) is only a small fraction (1.1% in average, range: 0.07–
4.95%, data from Fig. 7) of the squared model signal.
Finally, note that although our method assumes the back-
ground to be stationary, this stationarity is required only for
the duration of a single image sequence, not the duration of
the entire experiment. For example, if the experiment con-
sists of 20 three-minute image sessions with a total duration
of 1 h, the background is assumed to be stable only within
each of the three-minute periods. Thus, whenever back-
ground instabilities (e.g., due to photobleaching) are slow as
compared to a single image sequence, our method can be
applied and will give accurate results.
APPENDIX A: MINIMIZATION OF EQ. 11
Here, we derive the solution of the minimization problem in Eq. 11. That is,
ﬁnding the scaling factors ui for each of the q ROI pixels and f˜ 2 W?, such
that S ¼ +q
i¼1jy˜i  ui f˜j2 is minimized under the constraint jf˜j2 ¼ 1.
For any given unit vector f˜, the distance jy˜i  ui f˜j between the vectors y˜i
and ui f˜ is minimized if ui f˜ equals the orthogonal projection of y˜i along the
direction of f˜, i.e., if ui ¼ f˜9y˜i. Thus, jy˜i  ui f˜ j2$jy˜i  f˜ f˜9y˜ij2. Therefore we
have
S ¼ +
q
i¼1
jy˜i  uif˜j2$+
q
i¼1
jy˜i  f˜ f˜9y˜ij2
¼ +
q
i¼1
jy˜ij2  f˜9 +
q
i¼1
y˜iy˜9i
 
f˜
¼ +
q
i¼1
jy˜ij2  f˜9Rf˜: (27)
The ﬁrst term is constant. For S to be minimized, we have to maximize f˜9R f˜
over all vectors f˜ 2 W? of unit length.
AsR is a symmetric matrix, it has real eigenvalues. Let R¼ BLB9 be the
eigenvalue decomposition of R where B ¼ [b1, b2. . .bp] are eigenvectors
and L ¼ diag(l1, l2. . ., lp) is a diagonal matrix with corresponding
eigenvalues in descending order. Let g ¼ B9f˜, we have
f˜9Rf˜ ¼ g9Lg ¼ +
i
lig
2
i # l1g9g ¼ l1; (28)
with equality when g1¼ 1, and g2¼ g3¼ . . .¼ gp¼ 0, that is, when f˜ ¼ b1.
Finally, if l1 6¼ 0, it can be shown that b1 2W? because it is an eigenvector
of the matrix R ¼ +q
i¼1y˜iy˜9i
 
where y˜i 2 W? "i. Thus, f˜  ¼ b1 and
ui ¼ y˜9i f˜

is the solution of the minimization problem and the desired ML
estimator for the parameters ui and f˜.
APPENDIX B: VARIATION OF DI UNDER
HOMOGENEOUS BACKGROUND ASSUMPTION
Even when the background is homogeneous within a ROI, the ðyi; ui Þ pairs
do not perfectly fall on a straight line because both yi and ui* are derived
from data and thus contain noise. In other words, the vertical distances of the
data pairs from the regression line, di ¼ yi  ui f  b, ﬂuctuates around zero.
To determine whether the observed di can be explained by random noise
alone or whether an additional background has to be assumed, the variation
of di under homogeneous background assumption needs to be estimated.
Using Eq. 3 for yi, we have
di ¼ ðui  ui Þf  ni ¼ ðui  ui Þf 
1
p
19pni: (29)
Inserting Eq. 4 into Eq. 13, we have
u

i ¼ ðui f˜91 n˜9iÞ f˜

¼ ðui f˜91 n˜9iÞð f˜1 df˜Þ
¼ ui1 uif˜9 df˜1 n˜9i f˜1 n˜9idf˜
;ui1 n˜9i f˜: (30)
Here, df˜ [ ðf˜  f˜Þ is the deviation of f˜ from the true f˜. Since jf˜j2 ¼
jf˜1 df˜j2 ¼ 1, we have f˜9df˜;0 when ignoring the jdf˜ j2 term. We also left out
the second-order noise term n˜9idf˜. Combining Eqs. 29 and 30, we have
di;  ðn˜9i f˜Þf  1
p
19pni;
¼ ½ni  ð1
p
19pniÞ1p9f˜f  1
p
19pni;
¼ ð f f˜1 1
p
19pÞni;
thus
Efd2i g;ðf f˜1
1
p
1pÞ9Efnin9igðf f˜1 1
p
1pÞ ¼ ðf 21 1
p
Þs2n:
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