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Abstract
Many important invariants for matroids and polymatroids, such as the Tutte
polynomial, the Billera-Jia-Reiner quasi-symmetric function, and the invariant
G introduced by the first author, are valuative. In this paper we construct the
Z-modules of all Z-valued valuative functions for labeled matroids and polyma-
troids on a fixed ground set, and their unlabeled counterparts, the Z-modules of
valuative invariants. We give explicit bases for these modules and for their dual
modules generated by indicator functions of polytopes, and explicit formulas
for their ranks. Our results confirm a conjecture of the first author that G is
universal for valuative invariants.
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valuations, Hopf algebras
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1. Introduction
Matroids were introduced by Whitney in 1935 (see [31]) as a combinatorial
abstraction of linear dependence of vectors in a vector space. Some standard
references are [30] and [20]. Polymatroids are multiset analogs of matroids
and appeared in the late 1960s (see [8, 12]). There are many distinct but
equivalent definitions of matroids and polymatroids, for example in terms of
bases, independent sets, flats, polytopes or rank functions. For polymatroids,
the equivalence between the various definitions is given in [12]. We will stick to
the definition in terms of rank functions:
Definition 1.1. Suppose that X is a finite set (the ground set) and rk : 2X →
N = {0, 1, 2, . . .}, where 2X is the set of subsets of X . Then (X, rk) is called a
polymatroid if:
1. rk(∅) = 0;
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2. rk is weakly increasing: if A ⊆ B then rk(A) ≤ rk(B);
3. rk is submodular: rk(A∪B)+rk(A∩B) ≤ rk(A)+rk(B) for all A,B ⊆ X .
If moreover, rk({x}) ≤ 1 for every x ∈ X , then (X, rk) is called a matroid.
An isomorphism ϕ : (X, rkX) → (Y, rkY ) is a bijection ϕ : X → Y such that
rkY ◦ϕ = rkX . Every polymatroid is isomorphic to a polymatroid with ground
set d = {1, 2, . . . , d} for some nonnegative integer d. The rank of a polymatroid
(X, rk) is rk(X).
Let SPM(d, r) be the set of all polymatroids with ground set d of rank r,
and SM(d, r) be the set of all matroids with ground set d of rank r. We will
write S(P)M(d, r) when we want to refer to SPM(d, r) or SM(d, r) in parallel. A
function f on S(P)M(d, r) is a (poly)matroid invariant if f
(
(d, rk)
)
= f
(
(d, rk′)
)
whenever (d, rk) and (d, rk′) are isomorphic. Let Ssym(P)M(d, r) be the set of iso-
morphism classes in S(P)M(d, r). Invariant functions on S(P)M(d, r) correspond
to functions on Ssym(P)M(d, r). Let Z(P)M(d, r) and Z
sym
(P)M(d, r) be the Z-modules
freely generated by S(P)M(d, r) and S
sym
(P)M(d, r) respectively. For an abelian
group A, every function f : S
(sym)
(P)M (d, r) → A extends uniquely to a group ho-
momorphism Z
(sym)
(P)M (d, r)→ A.
One of the most important matroid invariants is the Tutte polynomial. It
was first defined for graphs in [27] and generalized to matroids in [4, 6]. This
bivariate polynomial is defined by2
T
(
(X, rk)
)
=
∑
A⊆X
(x− 1)rk(X)−rk(A)(y − 1)|A|−rk(A).
The Tutte polynomial is universal for all matroid invariants satisfying a deletion-
contraction formula. Speyer defined a matroid invariant in [26] using K-theory.
Billera, Jia and Reiner introduced a quasi-symmetric function F for matroids in
[2], which is a matroid invariant. This quasi-symmetric function is a powerful
invariant in the sense that it can distinguish many pairs of non-isomorphic
matroids. However, it does not specialize to the Tutte polynomial. The first
author introduced in [7] another quasi-symmetric function G. For some choice
of basis {Uα} of the ring of quasi-symmetric functions, G is defined by
G
(
(X, rk)
)
=
∑
X
Ur(X),
where
X : ∅ = X0 ⊂ X1 ⊂ · · · ⊂ Xd = X
runs over all d! maximal chains of subsets in X , and
r(X) = (rk(X1)− rk(X0), rk(X2)− rk(X1), . . . , rk(Xd)− rk(Xd−1)).
2Regarded as a polynomial in x− 1 and y− 1, T is known as the rank generating function.
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It was already shown in [7] that G specializes to T and F .
To a (poly)matroid (d, rk) one can associate its base polytope Q(rk) in Rd
(see Definition 2.2). For d ≥ 1, the dimension of this polytope is ≤ d− 1. The
indicator function of a polytope Π ⊆ Rd is denoted by [Π] : Rd → Z. Let
P(P)M(d, r) be the Z-module generated by all [Q(rk)] with (d, rk) ∈ S(P)M(d, r).
Definition 1.2. Suppose that A is an abelian group. A function f : S(P)M(d, r) →
A is strongly valuative if there exists a group homomorphism f̂ : P(P)M(d, r) → A
such that
f
(
(d, rk)
)
= f̂([Q(rk)])
for all (d, rk) ∈ S(P)M(d, r).
In Section 3 we also define a weak valuative property in terms of base poly-
tope decompositions. Although seemingly weaker, we will show that the weak
valuative property is equivalent to the strong valuative property.
Definition 1.3. Suppose that d > 0. A valuative function f : S(P)M(d, r) → A
is said to be additive, if f
(
(d, rk)
)
= 0 whenever the dimension of Q(rk) is
< d− 1.
Most of the known (poly)matroid invariants are valuative. For example, T ,
F and G all have this property in common. Speyer’s invariant is not valuative,
but does have a similar property, which we will call the covaluative property.
Valuative invariants and additive invariants can be useful for deciding whether a
given matroid polytope has a decomposition into smaller matroid polytopes (see
the discussion in [2, Section 7]). Decompositions of polytopes and their valua-
tions are fundamental objects of interest in discrete geometry in their own right
(see for instance the survey [18]). Matroid polytope decompositions appeared
in the work of Lafforgue ([13, 14]) on compactifications of a fine Schubert cell in
the Grassmannian associated to a matroid. The work of Lafforgue implies that
if the base polytope of a matroid does not have a proper decomposition, then
the matroid is rigid, i.e., it has only finitely many nonisomorphic realizations
over a given field.
Main results
The following theorem proves a conjecture of the first author in [7]:
Theorem 1.4. The G-invariant is universal for all valuative (poly)matroid in-
variants, i.e., the coefficients of G span the vector space of all valuative (poly)matroid
invariants with values in Q.
From G one can also construct a universal invariant for the covaluative property
which specializes to Speyer’s invariant.
It follows from the definitions that the dual P(P)M(d, r)
∨ = HomZ(P(P)M(d, r),Z)
is the space of all Z-valued valuative functions on S(P)M(d, r). If P
sym
(P)M(d, r) is
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the push-out of the diagram
Z(P)M(d, r)
π(P)M
//
Ψ(P)M

Zsym(P)M(d, r)
Ψsym
(P)M

P(P)M(d, r) ρ(P)M
// P sym(P)M(d, r)
(1)
then the dual space P sym(P)M(d, r)
∨ is exactly the set of all Z-valued valuative
(poly)matroid invariants. Let psym(P)M(d, r) be the rank of P
sym
(P)M(d, r), and p(P)M(d, r)
be the rank of P(P)M(d, r). Then p
sym
(P)M(d, r) is the number of independent Z-
valued valuative (poly)matroid invariants, and p(P)M(d, r) is the number of in-
dependent Z-valued valuative functions on (poly)matroids. We will prove the
following formulas:
Theorem 1.5.
a. psymM (d, r) =
(
d
r
)
and
∑
0≤r≤d
psymM (d, r)x
d−ryr =
1
1− x− y
,
b. psymPM (d, r) =
{ (
r+d−1
r
)
if d ≥ 1 or r ≥ 1;
1 if d = r = 0
and
∞∑
r=0
∞∑
d=0
psymPM (d, r)x
dyr =
1− x
1− x− y
,
c.
∑
0≤r≤d
pM(d, r)
d!
xd−ryr =
x− y
xe−x − ye−y
,
d. pPM(d, r) =
{
(r + 1)d − rd if d ≥ 1 or r ≥ 1;
1 if d = r = 0,
and
∞∑
d=0
∞∑
r=0
pPM(d, r)x
dyr
d!
=
ex(1− y)
1− yex
.
We also will give explicit bases for each of the spaces P(P)M(d, r) and P
sym
(P)M(d, r)
and their duals (see Theorems 5.4, 6.3, Corollaries 5.5, 5.6, 6.6, 6.5).
The bigraded module
Z(P)M =
⊕
d,r
Z(P)M(d, r)
has the structure of a Hopf algebra. Similarly, each of the bigraded modules
Zsym(P)M, P(P)M and P
sym
(P)M has a Hopf algebra structure. The module Z
sym
(P)M is
the usual Hopf algebra of (poly)matroids, where multiplication is given by the
direct sum of matroids.
In Sections 8 and 9 we construct bigraded modules T(P)M and T
sym
(P)M such that
T(P)M(d, r)
∨ is the space of all additive functions on S(P)M(d, r) and T
sym
(P)M(d, r)
∨
is the space of all additive invariants. Let t(P)M(d, r) be the rank of T(P )M (d, r)
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and tsym(P )M (d, r) be the rank of T
sym
(P )M (d, r). Then t(P)M(d, r) is the number of
independent additive functions on (poly)matroids, and tsym(P)M(d, r) is the num-
ber of independent additive invariants for (poly)matroids. We will prove the
following formulas:
Theorem 1.6.
a.
∏
0≤r≤d
(1 − xd−ryr)t
sym
M (d,r) = 1− x− y,
b.
∏
r,d
(1 − xdyr)t
sym
PM (d,r) =
1− x− y
1− y
,
c.
∑
r,d
tM(d, r)
d!
xd−ryr = log
(
x− y
xe−x − ye−y
)
,
d. tPM(d, r) =
{
rd−1 if d ≥ 1
0 if d = 0,
and∑
r,d
tPM(d, r)
d!
xdyr = log
(ex(1− y)
1− yex
)
.
We will also give explicit bases for the the spaces TM(d, r) and TPM(d, r) in
Theorem 8.6, and of the dual spaces T symM (d, r)
∨ ⊗Z Q, T
sym
PM (d, r)
∨ ⊗Z Q in
Theorem 10.2.
For Q-valued functions we will prove the following isomorphisms in Sec-
tion 10.
Theorem 1.7. Let u0, u1, u2, . . . be indeterminates, where ui has bidgree (1, i).
We have the following isomorphisms of bigraded associative algebras over Q:
a. The space (P symM )
∨ ⊗Z Q of Q-valued valuative invariants on matroids is
isomorphic to Q〈〈u0, u1〉〉, the completion (in power series) of the free
associative algebra generated by u0, u1.
b. The space (P symPM )
∨⊗ZQ of Q-valued valuative invariants on polymatroids
is isomorphic to Q〈〈u0, u1, u2, . . . 〉〉.
c. The space (T symM )
∨ ⊗Z Q of Q-valued additive invariants on matroids is
isomorphic to Q{{u0, u1}}, the completion of the free Lie algebra generated
by u0, u1.
d. The space (T symPM )
∨ ⊗Z Q of Q-valued additive invariants on polymatroids
is isomorphic to Q{{u0, u1, u2, . . . }}.
Tables for p(P)M, p
sym
(P)M, t(P)M, t
sym
(P)M are given in Appendix B.
An index of notations used in this paper appears on page 51. To aid the
reader in keeping them in mind we present an abridged table here. In a notation
of the schematic form Lettersupersub (d, r) :
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The letter S refers to the set of *-matroids
Z the Z-module with basis all *-matroids
P the Z-module of indicator functions of *-matroids
T the Z-module of indicator functions of *-matroids,
modulo changes on subspaces of dimension < d− 1
with ground set d of rank r. If the letter is lowercase, we refer not to the Z-
module but to its rank.
The subscript M means the *-matroids are matroids
PM polymatroids
MM megamatroids (Def. 2.1);
additionally, when we want to refer to multiple cases in parallel,
the subscript (P)M covers matroids and polymatroids
*M matroids and poly- and mega-matroids.
The superscript sym means that we are only considering *-matroids up to
isomorphism.
2. Polymatroids and their polytopes
For technical reasons it will be convenient to have an “unbounded” analogue
of polymatroids, especially when we work with their polyhedra. So we make the
following definition.
Definition 2.1. A function 2X → Z ∪ {∞} is called a megamatroid3 if it has
the following properties:
1. rk(∅) = 0;
2. rk(X) ∈ Z;
3. rk is submodular: if rk(A), rk(B) ∈ Z, then rk(A ∪B), rk(A ∩B) ∈ Z and
rk(A ∪B) + rk(A ∩B) ≤ rk(A) + rk(B).
Obviously, every matroid is a polymatroid, and every polymatroid is a mega-
matroid. The rank of a megamatroid (X, rk) is the integer rk(X).
By a polyhedron we will mean a finite intersection of closed half-spaces. A
polytope is a bounded polyhedron.
Definition 2.2. For a megamatroid (d, rk), we define its base polyhedron Q(rk)
as the set of all (y1, . . . , yd) ∈ Rd such that y1 + y2 + · · · + yd = rk(X) and∑
i∈A yi ≤ rk(A) for all A ⊆ X .
If rk is a polymatroid then Q(rk) is a polytope, called the base polytope of rk. In
[8], Edmonds studies a similar polytope for a polymatroid (d, rk) which contains
Q(rk) as a facet.
Lemma 2.3. If (d, rk) is a megamatroid, then Q(rk) is nonempty.
3A more appropiate terminology would be apeiromatroid, but apeiromatroid simply does
not sound as good as megamatroid.
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Proof. First, assume that rk is a megamatroid such that ri := rk(i) is finite
for i = 0, 1, . . . , d. We claim that
y = (r1 − r0, r2 − r1, . . . , rd − rd−1) ∈ Q(rk).
Indeed, if A = {i1, . . . , ik} with 1 ≤ i1 < · · · < ik ≤ d then, by the submodular
property, we have
∑
i∈A
yi =
k∑
j=1
rk(ij)− rk(ij−1) ≤
≤
k∑
j=1
rk({i1, . . . , ij})− rk({i1, . . . , ij−1}) = rk({i1, . . . , ik}) = rk(A).
where the inequality holds even if the right hand side is infinite.
Now, assume that rk is any megamatroid. Define rkN by
rkN (A) = min
X⊆A
rk(X) +N(|A| − |X |). (2)
Let N be large enough such that rkN (d) = rk(d). If A,B ⊆ d, then we have
rkN (A) = rk(X) +N(|A| − |X |), rkN (B) = rk(Y ) +N(|A| − |Y |)
for some X ⊆ A and some Y ⊆ B. It follows that
rkN (A ∩B) + rkN (A ∪B)
≤ rk(X ∩ Y ) +N(|A ∩B| − |X ∩ Y |) + rk(X ∪ Y ) +N(|A ∪B| − |X ∪ Y |)
= rk(X ∩ Y ) + rk(X ∪ Y ) +N(|A|+ |B| − |X | − |Y |)
≤ rk(X) + rk(Y ) +N(|A|+ |B| − |X | − |Y |) = rkN (A) + rkN (B).
This shows that rkN is a megamatroid. Since rkN (A) ≤ rk(A) for all A ⊆ d,
we have Q(rkN ) ⊆ Q(rk). Since rkN (A) < ∞ for all A ⊆ d, we have that
Q(rkN ) 6= ∅. We conclude that Q(rk) 6= ∅.
A megamatroid (d, rk) of rank r is a polymatroid if and only if its base
polytope is contained in the simplex
∆PM(d, r) = {(y1, . . . , yd) ∈ R
d | y1, . . . , yd ≥ 0, y1 + y2 + · · ·+ yd = r}
and it is a matroid if and only if its base polytope is contained in the hyper-
simplex
∆M(d, r) = {(y1, . . . , yd) ∈ R
d | 0 ≤ y1, . . . , yd ≤ 1, y1 + y2 + · · ·+ yd = r}.
If (d, rk) is a matroid, then a subset A ⊆ d is a basis when rk(A) = |A| =
rk(d). In this case, the base polytope of (d, rk) is the convex hull of all
∑
i∈A ei
where A ⊆ d is a basis (see [9]). The base polytope of a matroid was character-
ized in [9]:
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Theorem 2.4. A polytope Π contained in ∆M(d, r) is the base polytope of a
matroid if and only if it has the following properties:
1. The vertices of Π have integral coordinates;
2. every edge of Π is parallel to ei − ej for some i, j with i 6= j.
We will generalize this characterization to megamatroids.
Definition 2.5. A convex polyhedron contained in y1 + · · · + yd = r is called
a megamatroid polyhedron if for every face F of Π, the linear hull lhull(F ) is of
the form z +W where z ∈ Zd and W is spanned by vectors of the form ei − ej .
The bounded megamatroid polyhedra are exactly the lattice polytopes among
the generalized permutohedra of [21] or the submodular rank tests of [19]. General
megamatroid polyhedra are the natural unbounded generalizations.
Faces of megamatroid polyhedra are again megamatroid polyhedra. If we
intersect a megamatroid polyhedron Π with the hyperplane yd = s, we get
again a megamatroid polyhedron. For a megamatroid polyhedron Π, define
rkΠ : 2
d → Z ∪ {∞} by
rkΠ(A) := sup{
∑
i∈A yi | y ∈ Π}.
Lemma 2.6. Suppose that Π is a megamatroid polyhedron, A ⊆ B and rkΠ(A) <
∞. Let F be the face of Π on which
∑
i∈A yi is maximal. Then
rkΠ(B) = rkF (B).
Proof. If rkF (B) = ∞ then rkΠ(B) = ∞ and we are done. Otherwise, there
exists a face F ′ of F on which
∑
i∈B yi is maximal. Suppose that rkF (B) <
rkΠ(B). Define g(y) :=
∑
i∈B yi − rkF (B). Then g is constant 0 on F
′, and
g(y) > 0 for some y ∈ Π. Therefore, there exists a face F ′′ of Π containing F ′,
such that dimF ′′ = dimF ′ + 1 and g(z) > 0 for some z ∈ F ′′. Clearly, z 6∈ F
and F does not contain F ′′. We have lhull(F ′′) = lhull(F ′)+R(ek−ej) for some
k 6= j. By possibly exchanging j and k, we may assume that F ′′ is contained in
lhull(F ′)+R+(ek− ej), where R+ denotes the nonnegative real numbers. Since
z ∈ lhull(F ′)+R+(ek−ej) and g(z) > 0 we have k ∈ B and j 6∈ B. In particular
j 6∈ A, which means that
∑
i∈A yi ≥ rkΠ(A) for all y ∈ F
′′, so F ′′ ⊆ F . This is
a contradiction. We conclude that rkF (B) = rkΠ(B).
Lemma 2.7. Suppose that f(y) =
∑d
j=1 αj
∑
i∈Xj
yi where
X : ∅ ⊂ X1 ⊂ X2 ⊂ · · · ⊂ Xd = d
is a maximal chain, and α1. . . . , αd−1 ≥ 0. For a megamatroid polyhedron Π we
have
sup
y∈Π
f(y) =
d∑
j=1
αj rkΠ(Xj).
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Proof. First, assume that Π is bounded. Define F0 = Π, and for j = 1, 2, . . . , d,
let Fj be the face of Fj−1 for which
∑
i∈Xj
yi is maximal. By induction on j and
Lemma 2.6, we have that rkFj (Xi) = rkΠ(Xi) for all j < i. Also, Fj is contained
in the hyperplane defined by the equation
∑
i∈Xj
yi = rkFj−1(Xj) = rkΠ(Xj).
We have Fd = {z} where z = (z1, . . . , zd) is defined by the equations∑
i∈Xj
zi = rkΠ(Xj), j = 1, 2, . . . , d.
It follows that
f(z) =
d∑
j=1
αj
∑
i∈Xj
zj =
d∑
j=1
αj rkΠ(Xj).
Suppose that Π is unbounded. Let ΠN be the intersection of Π with the
set {y ∈ Rd | yi ≤ N, i = 1, 2, . . . , d}. Now ΠN is a bounded megamatroid
polyhedron for large positive integers N . (For small N , ΠN might be empty.)
We have
sup
y∈Π
f(y) = sup
N
sup
y∈ΠN
f(y) = sup
N
d∑
j=1
αj rkΠN (Xj) =
d∑
j=1
αj rkΠ(Xj).
Corollary 2.8. If Π is a megamatroid polyhedron, then rkΠ is a megamatroid.
Proof. For subsets A,B ⊆ d, choose a maximal chain X such that Xj = A∩B
and Xk = A ∪B for some j and k, and let
fA(y) =
∑
i∈A
yi, fB(y) =
∑
i∈B
yi, f(y) =
∑
i∈A∩B
yi+
∑
i∈A∪B
yi = fA(y)+ fB(y).
By Lemma 2.7,
rkΠ(A) + rkΠ(B) = sup
y∈Π
fA(y) + sup
y∈Π
fB(y)
≥ sup
y∈Π
f(y) = rkΠ(A ∩B) + rkΠ(A ∪B).
Proposition 2.9. A convex polyhedron Π in the hypersurface y1+y2+· · ·+yd =
r is a megamatroid polyhedron if and only if Π = Q(rk) for some megamatroid
rk.
Proof. Suppose that Π is a megamatroid polyhedron. Then rkΠ is a mega-
matroid by Corollary 2.8. Clearly we have Π ⊆ Q(rkΠ). Suppose that f(y) =∑d
i=1 αiyi is a linear function on the hypersurface y1+ · · ·+ yd = r. Let σ be a
permutation of d such that ασ(i) ≥ ασ(j) for i < j. Define Xk = {σ(1), . . . , σ(k)}
for k = 1, 2, . . . , d. We can write
f(y) =
d∑
j=1
βj
∑
i∈Xj
yi,
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where βj := ασ(j) − ασ(j+1) ≥ 0 for j = 1, 2, . . . , d− 1 and βd = ασ(d).
By Lemma 2.7 we have
sup
y∈Π
f(y) =
d∑
j=1
βj rkΠ(Xj) ≥ sup
z∈Q(rkΠ)
d∑
j=1
βj
∑
i∈Xj
zi = sup
z∈Q(rkΠ)
f(z).
Since Π is defined by inequalities of the form f(y) ≤ c, where f is a linear
function and c = supy∈Π f(y), we see that Q(rkΠ) ⊆ Π. We conclude that
Q(rkΠ) = Π.
Conversely, suppose that rk is a megamatroid, and that F is a face of Q(rk).
Choose y in the relative interior of F . Let SF denote the set of all subsets A of
d for which
∑
i∈A yi = rk(A). Note that ∅, d ∈ SF . The linear hull of F is given
by the equations ∑
i∈A
yi = rk(A), A ∈ SF .
We claim that SF is closed under intersections and unions. If A,B ∈ SF ,
then we have( ∑
i∈A∩B
yi − rk(A ∩B)
)
+
( ∑
i∈A∪B
yi − rk(A ∪B)
)
=
=
∑
i∈A
yi +
∑
i∈B
yi − rk(A ∩B)− rk(A ∪B) =
rk(A) + rk(B)− rk(A ∩B)− rk(A ∪B) ≥ 0
by the submodular property. Since
∑
i∈A∩B yi − rk(A ∩ B) and
∑
i∈A∪B yi −
rk(A ∪B) are nonpositive, we conclude that A ∩B,A ∪B ∈ SF and
rk(A) + rk(B) = rk(A ∩B) + rk(A ∪B).
Let us call A ∈ SF prime if A is nonempty and not the union of two proper
subsets in SF . Let PF be the set of primes in SF . If C = A ∪B, then∑
i∈C
yi = rk(C)
follows from the equations∑
i∈A
yi = rk(A),
∑
i∈B
yi = rk(B),
∑
i∈A∩B
yi = rk(A ∩B).
Let C1, C2, . . . , Ck be all prime sets in SF . It follows that the linear hull of F
is defined by all the equations∑
i∈Cj
yi = rk(Cj), j = 1, 2, . . . , k.
Every element of SF is a union of some of the Cj ’s. For every j, let Bj be
the largest proper subset of Cj which lies in SF . Define Aj = Cj \ Bj and
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rj = rk(Cj) − rk(Bj). Then A1 ∪ · · · ∪ Ak = d is a partition of d, and every
element of SF is a union of some of the Aj ’s. The linear hull of F is defined by
the equations ∑
i∈Aj
yi = rj , j = 1, 2, . . . , k.
Clearly, lhull(F ) contains some integral vector z ∈ Zd and lhull(F ) is equal to
z +W where W is the space spanned by all ei − ej where i, j are such that
i, j ∈ Ak for some k.
3. The valuative property
There are essentially two definitions of the valuative property in the liter-
ature, which we will refer to as the strong valuative and the weak valuative
properties. The equivalence of these definitions is shown in [11] and [29] when
valuations are defined on sets of polyhedra closed under intersection. In this
section we will show the two definitions equivalent for valuations defined on
megamatroid polytopes, which are not closed under intersection.
Definition 3.1. A megamatroid polyhedron decomposition is a decomposition
Π = Π1 ∪ Π2 ∪ · · · ∪ Πk
such that Π,Π1, . . . ,Πk are megamatroid polyhedra, and Πi ∩ Πj is empty or
contained in a proper face of Πi and of Πj for all i 6= j.
Let SMM(d, r) be the set of megamatroids on d of rank r. Let ZMM(d, r) be
the Z-module whose basis is given by all 〈rk〉 where rk ∈ SMM(d, r).
For a megamatroid polyhedron decomposition
Π = Π1 ∪ Π2 ∪ · · · ∪ Πk
we define ΠI =
⋂
i∈I Πi if I ⊆ {1, 2, . . . , k}. We will use the convention that
Π∅ = Π. Define
mval(Π;Π1, . . . ,Πk) =
∑
I⊆{1,2,...,k}
(−1)|I|mI ∈ ZMM(d, r),
where mI = 〈rk
I〉 if rkI is the megamatroid with Q(rkI) = ΠI , and mI = 0 if
ΠI = ∅. We also define
mcoval(Π;Π1, . . . ,Πk) = 〈rkΠ〉 −
∑
F
〈rkF 〉.
where F runs over all interior faces of the decomposition.
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Definition 3.2. A homomorphism of abelian groups f : ZMM(d, r) → A is
called weakly valuative, if for every megamatroid polyhedron decomposition
Π = Π1 ∪ Π2 ∪ · · · ∪ Πk
we have f(mval(Π;Π1, . . . ,Πk)) = 0. We say it is weakly covaluative, if for every
megamatroid polyhedron decomposition
Π = Π1 ∪ Π2 ∪ · · · ∪ Πk
we have f(mcoval(Π;Π1, . . . ,Πk)) = 0.
We define a group homomorphism
E : ZMM(d, r) → ZMM(d, r)
by
E(〈rk〉) =
∑
F
〈rkF 〉
where F runs over all faces of Q(rk) and rkF is the megamatroid with Q(rkF ) =
F . For a polytope Π, we denote the set of faces of Π by face(Π).
Lemma 3.3. The homomorphism f : ZMM(d, r) → A of abelian groups is
weakly valuative if and only if f ◦E is weakly covaluative.
Proof. We have
E
(
mval(Π;Π1, . . . ,Πk)
)
=
∑
I⊆{1,2,...,k}
(−1)|I|E(mI) =
=
∑
I⊆{1,2,...,k}
(−1)|I|
∑
F∈face(ΠI)
〈rkF 〉 =
∑
F
〈rkF 〉
∑
I⊆{1,2,...,k};
F∈face(ΠI)
(−1)|I|. (3)
Let J(F ) be the set of all indices i such that F is a face of Πi. Suppose that F
is a face of Π. Then J(F ) = ∅ if and only if F = Π. We have∑
I⊆{1,2,...,k};
F∈face(ΠI )
(−1)|I| =
∑
I⊆J(F )
(−1)|I| =
{
1 if F = Π;
0 if F 6= Π.
If F is an interior face, then J(F ) 6= ∅ and∑
I⊆{1,2,...,k};
F∈face(ΠI)
(−1)|I| =
∑
I⊆J(F );I 6=∅
(−1)|I| = −1.
We conclude that
E(mval(Π;Π1, . . . ,Πk)) = 〈rkΠ〉 −
∑
F
〈rkF 〉 = mcoval(Π;Π1, . . . ,Πk)
where the sum is over all interior faces F . The lemma follows.
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For a polyhedron Π in Rd, let [Π] denote its indicator function. Define
PMM(d, r) as the Z-module generated by all [Q(rk)], where rk lies in SMM(d, r).
There is a natural Z-module homomorphism
ΨMM : ZMM(d, r) → PMM(d, r)
such that
ΨMM(〈rk〉) = [Q(rk)]
for all rk ∈ SMM(d, r).
Definition 3.4. A homomorphism of groups f : ZMM(d, r) → A is strongly
valuative if there exists a group homomorphism f̂ : PMM(d, r) → A such that
f = f̂ ◦ ψMM.
Suppose that Π = Π1 ∪ · · · ∪Πk is a megamatroid decomposition. Then by the
inclusion-exclusion principle, we have
ΨMM(mval(Π;Π1, . . . ,Πk)) = ΨMM
( ∑
I⊆{1,2,...,k}
(−1)|I|mI
)
=
=
∑
I⊆{1,2,...,k}
(−1)|I|
∏
i∈I
[Πi] =
∑
I⊆{1,2,...,k}
(−1)|I|[ΠI ] =
k∏
i=1
([Π]− [Πi]) = 0.
This shows that every homomorphism f : ZMM(d, r) → A of abelian groups
with the strong valuative property has the weak valuative property. In fact the
two valuative properties are equivalent by the following theorem:
Theorem 3.5. A homomorphism f : ZMM(d, r) → A of abelian groups is
weakly valuative if and only if it is strongly valuative.
The proof of Theorem 3.5 is in Appendix A.
In view of this theorem, we will from now on just refer to the valuative
property when we mean the weak or the strong valuative property.
For a megamatroid polytope Π, let Π◦ be the relative interior of Π. Define
a homomorphism Ψ◦MM : ZMM(d, r) → PMM(d, r) by Ψ
◦
MM(〈rk〉) = [Q
◦(rk)].
Definition 3.6. Suppose that f : ZMM(d, r) → A is a homomorphism of
abelian groups. We say that f is strongly covaluative if f factors through Ψ◦MM,
i.e., there exists a group homomorphism f̂ such that f = f̂ ◦Ψ◦MM.
Corollary 3.7. A homomorphism f : ZMM(d, r) → A of abelian groups is
weakly covaluative if and only if it is strongly covaluative.
Proof. If Π = Π1 ∪ · · · ∪Πk is a megamatroid polytope decomposition, then
Ψ◦MM(mcoval(Π;Π1, . . . ,Πk)) = Ψ
◦
MM(〈rkΠ〉)−
∑
F
Ψ◦MM(〈rkF 〉) = [Π
◦]−
∑
F
[F ◦] = 0,
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where F runs over all interior faces. This shows that if f has the strong coval-
uative property, then it has the weak covaluative property.
It is easy to verify that Ψ◦MM ◦ E = ΨMM. Suppose that f is weakly coval-
uative. By Lemma 3.3, f ◦ E−1 is weakly valuative. By Theorem 3.5, f ◦ E−1
is strongly valuative, so f ◦ E−1 = f̂ ◦ ΨMM for some group homomorphism f̂ ,
and f = f̂ ◦ΨMM ◦ E = f̂ ◦Ψ◦MM. This implies that f is strongly covaluative.
Definition 3.8. Suppose that d ≥ 1. A valuative group homomorphism f :
ZMM(d, r) → A is additive if f(〈rk〉) = 0 for all megamatroids (d, rk) for which
Q(rk) has dimension < d− 1.
If f : ZMM(d, r) → A is additive, then megamatroid polyhedron decomposi-
tion
Π = Π1 ∪ Π2 ∪ · · · ∪ Πk
we have
f(rkΠ) =
k∑
i=1
f(〈rkΠi〉).
Amegamatroid polyhedron decomposition Π = Π1∪· · ·∪Πk is a (poly)matroid
polytope decomposition if Π,Π1, . . . ,Πk are (poly)matroid polytopes. Let S(P)M(d, r)
be the set of (poly)matroids, and let Z(P)M(d, r) be the free abelian group gen-
erated by S(P)M(d, r). We say that f : Z(P)M(d, r) → A has the weak valuative
property if f(mval(Π;Π1, . . . ,Πk)) = 0 for every (poly)matroid polytope decom-
position. We define the weak covaluative property for such homomorphisms f
in a similar manner. The group homomorphism E : ZMM(d, r) → ZMM(d, r) re-
stricts to homomorphisms Z(P)M(d, r) → Z(P)M(d, r). A group homomorphism
f : Z(P)M(d, r) → A is weakly valuative if and only if f ◦ E is weak covalu-
ative. Let P(P)M(d, r) = ΨMM(Z(P)M(d, r)) and define Ψ(P)M : Z(P)M(d, r) →
P(P)M(d, r) as the restrictions of ΨMM. A homomorphism f : Z(P)M(d, r) → A
is strongly valuative if and only if it factors through Ψ(P)M.
Corollary 3.9. A homomorphism f : Z(P)M(d, r) → A is weakly valuative if
and only if it is strongly valuative.
Proof. We need to show that kerΨ(P)M(d, r) = W(P)M(d, r). It is clear that
W(P)M(d, r) ⊆ kerΨ(P)M(d, r). By Theorem 3.5, we have that kerΨMM(d, r) =
WMM(d, r), so kerΨ(P)M(d, r) =WMM(d, r)∩Z(P)M(d, r). Define π(P)M : ZMM(d, r) →
Z(P)M(d, r) by π(P)M(〈rk〉) = 〈rk
′〉 where Q(rk′) = Q(rk) ∩ ∆(P)M(d, r) if this
intersection is nonempty and π(P)M(〈rk〉) = 0 otherwise. Note that π(P)M is a
projection of ZMM(d, r) onto Z(P)M(d, r). We have
π(P)M(mval(Π;Π1, . . . ,Πk)) = mval(Π ∩∆;Π1 ∩∆, . . . ,Πk ∩∆) ∈W(P)M(d, r),
where ∆ = ∆(P)M(d, r). This shows that π(P)M(WMM(d, r)) ⊆W(P)M(d, r). We
conclude that
kerΨ(P)M(d, r) =WMM(d, r) ∩ Z(P)M(d, r) ⊆ π(P)M(WMM(d, r)) ⊆W(P)M(d, r).
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We can also define the strong covaluative property for a group homomor-
phism f : Z(P)M(d, r) → A. The proof of Corollary 3.7 generalizes to (poly)matroids
and f is weakly covaluative if and only if f is strongly covaluative.
4. Decompositions into cones
A chain of length k in d is
X : ∅ ⊂ X1 ⊂ · · · ⊂ Xk−1 ⊂ Xk = d
(here ⊂ denotes proper inclusion). We will write ℓ(X) = k for the length of
such a chain. If d > 0 then every chain has length ≥ 1, but for d = 0 there is
exactly 1 chain, namely
∅ = 0
and this chain has length 0. For a chain X of length k and a k-tuple r =
(r1, r2, . . . , rk) ∈ (Z ∪ {∞})k, we define a megamatroid polyhedron
RMM(X, r) =
{
(y1, . . . , yd) ∈ R
d
∣∣∣ d∑
i=1
yi = rk, ∀j
∑
i∈Xj
yi ≤ rj
}
.
We will always use the conventions r0 = 0, X0 = ∅. The megamatroid rkX,r is
defined by Q(rkX,r) = RMM(X, r).
For a megamatroid rk and a chain X of length k we define
RMM(X, rk) = RMM(X, (rk(X1), rk(X2), . . . , rk(Xk))).
Suppose that Π is a polyhedron in Rd defined by gi(y1, . . . , yd) ≤ ci for
i = 1, 2, . . . , n, where gi : R
d → R is linear and ci ∈ R. For every face F of Π,
the tangent cone ConeF of F is defined by the inequalities
gi(y1, . . . , yd) ≤ ci
for all i for which the restriction of gi to F is constant and equal to ci.
Theorem 4.1 (Brianchon-Gram Theorem [3, 10]). We have the following
equality
[Π] =
∑
F
(−1)dimF [ConeF ]
where F runs over all the bounded faces of Π.
For a proof, see [17].
Theorem 4.2. For any megamatroid rk : 2d → Z ∪ {∞} we have
[Q(rk)] =
∑
X
(−1)d−ℓ(X)[RMM(X, rk)].
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Proof. Assume first that rk(X) is finite for all X ⊆ d. We define a convex
polyhedron Qε(rk) by the inequalities∑
i∈A
yi ≤ rk(A) + ε(d
2 − |A|2)
for all A ⊆ d and the equality y1 + · · ·+ yd = r, where r = rk(d).
Faces of Qε(rk) are given by intersecting Qε(rk) with hyperplanes of the
form
HA =
{
(y1, . . . , yd) ∈ R
d |
∑
i∈A
yi = rk(A) + ε(d
2 − |A|2)
}
.
IfA,B ⊆ d, and A and B are incomparable, and (y1, . . . , yd) ∈ HA∩HB∩Qε(rk),
then∑
i∈A
yi +
∑
i∈B
yi = rk(A) + rk(B) + ε((d
2 − |A|2) + (d2 − |B|2)) >
> rk(A) + rk(B) + ε((d2 − |A ∪B|2) + (d2 − |A ∩B|2)) =
≥ rk(A ∪B) + rk(A ∩B) + ε((d2 − |A ∪B|2) + (d2 − |A ∩B|2)) ≥
≥
∑
i∈A∪B
yi +
∑
i∈A∩B
yi =
∑
i∈A
yi +
∑
i∈B
yi
This contradiction shows that HA ∩HB ∩ Qε(rk) = ∅. It follows that all faces
are of the form
Fε(X) = Qε(rk) ∩HX1 ∩ · · · ∩HXk−1
where k ≥ 1 and
X0 = ∅ ⊂ X1 ⊂ · · · ⊂ Xk−1 ⊂ Xk = d.
Also, all these faces are distinct.
Let us view Qε(rk) as a bounded polytope in the hyperplane y1 + y2 +
· · · + yd = r. For a face Fε(X), its tangent cone ConeFε(X) is defined by the
inequalities ∑
i∈Xj
yi ≤ rk(Xj) + ε(d
2 − |Xj |
2)
(and the equality
∑d
i=1 yi = r). If X has length k, then the dimension of Fε(X)
is d− k. Theorem 4.1 implies that
[Qε(rk)] =
∑
X
(−1)d−ℓ(X)[ConeFε(X)].
When we take the limit ε ↓ 0, then [Qε(rk)] converges pointwise to [Q(rk)], and
[ConeFε(X)] converges pointwise to [RMM(X, rk)].
Finally, for a general polymatroid rk, we have rk = limN→∞ rk
N , where rkN
is as in the proof of Lemma 2.3, and rkN has all ranks finite, and likewise
lim
N→∞
[RMM (X, rk
N )] = [RMM (X, rk)].
So the result follows by taking limits.
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Figure 1: A decomposition of Qǫ(rk), as in Theorem 4.2.
Example 4.3. To illustrate the proof of Theorem 4.2, consider the case where
d = 3 and r = 3, and rk is defined by rk({1}) = rk({2}) = rk({3}) = 2,
rk({1, 2}) = rk({2, 3}) = rk{(1, 3}) = 3, rk({1, 2, 3}) = 4. The decomposition of
Qε(rk) using the Brianchon-Gram theorem is depicted in Figure 1. Note how the
summands in the decomposition correspond to the faces of Qε(rk). The dashed
triangle is the triangle defined by y1, y2, y3 ≥ 0, y1 + y2 + y3 = 4. Instead of
getting cones in the decomposition, we get polygons because we intersect with
this triangle.
In the limit where ε approaches 0 we obtain Figure 2. This is exactly the
decomposition in Theorem 4.2. In this decomposition, the summands do not
correspond to the faces of Q(rk).
5. Valuative functions: the groups PM, PPM, PMM
Lemma 5.1. The function 1 : ZMM (d, r) → Z such that 1(〈rk〉) = 1 for every
megamatroid rk has the valuative property.
Proof. Let
Π = Π1 ∪ Π2 ∪ · · · ∪ Πk
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Figure 2: The limiting decomposition of Q(rk) corresponding to Figure 1.
be a megamatroid polyhedron decomposition. By Rota’s crosscut theorem [23],
1(mval(Π;Π1, . . . ,Πk)) =
∑
F
µ(Π, F ) = 0,
where F runs over the faces of the decomposition, and µ is the Mo¨bius function.
Lemma 5.2. Let H ⊆ Rd be a closed halfspace. Define jH : ZMM (d, r) → Z
by
jH(〈rk〉) =
{
1 if Q(rk) ⊆ H,
0 otherwise.
Then jH is valuative.
Proof. Let
Π = Π1 ∪ Π2 ∪ · · · ∪ Πk
be a megamatroid polyhedron decomposition. The intersections of the faces
of this decomposition with Rd \ H establish a regular cell complex structure
on Π \ H , and a face F of the decomposition meets Rd \ H if and only if
(1− jH)(rkF ) = 1. It follows that 1− jH is valuative, by the argument of the
previous proof applied to this complex.
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Lemma 5.2 can also be deduced from the fact that the indicator function of
the polar dual has the valuative property (see [15]).
Suppose that X is a chain of length k and r = (r1, . . . , rk) is an integer
vector with rk = r. Define a homomorphism sX,r : ZMM(d, r) → Z by
sX,r(rk) =
{
1 if rk(Xj) = rj for j = 1, 2, . . . , k,
0 otherwise.
Proposition 5.3. The homomorphism sX,r is valuative.
Proof. For ε > 0, define the halfplane H1(ε) by the inequality
k∑
j=1
εj−1
∑
i∈Xj
yi ≤
k∑
j=1
εj−1rj
and define H2(ε) by
k∑
j=1
εj−1
∑
i∈Xj
yi ≤
k∑
j=1
εj−1rj − ε
k.
By Lemma 2.7 and Lemma 5.2, (jH1(ε) − jH2(ε))(rk) = 1 if and only if
k∑
j=1
εj−1rj − ε
k <
k∑
j=1
εj−1 rk(Xj) = max
y∈Q(rk)
k∑
j=1
εj−1
∑
i∈Xj
yi ≤
k∑
j=1
εj−1rj (4)
If (4) holds for arbitrary small ε, then it is easy to see (by induction on j) that
rk(Xj) = rj for j = 1, 2, . . . , k. From this follows that limε→0 jH1(ε) − jH2(ε) =
sX,r. So sX,r is valuative.
Suppose that d ≥ 1. Let pMM(d, r) be the set of all pairs (X, r) such that
X is a chain of length k (1 ≤ k ≤ d) and r = (r1, r2, . . . , rk) is an integer vector
with rk = r. We define R(P)M(X, r) = RMM(X, r)∩∆(P)M(d, r). If R(P)M(X, r)
is nonempty, then it is a (poly)matroid base polytope. Define pPM(d, r) ⊆
pMM(d, r) as the set of all pairs (X, r) with 0 ≤ r1 < · · · < rk = r. Let pM(d, r)
denote the set of all pairs (X, r) ∈ pMM(d, r) such that r = (r1, . . . , rk) for some
k (1 ≤ k ≤ d),
0 ≤ r1 < r2 < · · · < rk = r
and
0 < |X1| − r1 < |X2| − r2 < · · · < |Xk−1| − rk−1 ≤ |Xk| − rk = d− r.
For d = 0, we define pMM(0, r) = pPM(0, r) = pM(0, r) = ∅ for r 6= 0 and
pMM(0, 0) = pPM(0, 0) = pM(0, 0) = {(∅ ⊆ 0, ())}.
Theorem 5.4. The group P∗M(d, r) is freely generated by the basis{
[R∗M(X, r)]
∣∣ (X, r) ∈ p∗M(d, r)}.
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Proof. The case d = 0 is easy, so assume that d ≥ 1.
For megamatroids. If rk is a megamatroid, then [Q(rk)] is an integral combina-
tion of functions [RMM(X, r)], (X, r) ∈ pMM(d, r) by Theorem 4.2. This shows
that [RMM(X, r)], (X, r) ∈ pMM(d, r) generate PMM(d, r). If sX,r(RMM(X
′, r′)) 6=
0 then rkX′,r′(Xj) = rj for all j, and RMM(X
′, r′) ⊆ RMM(X, r). Suppose that
k∑
i=1
ai[RMM(X
(i), r(i))] = 0
with k ≥ 1, a1, . . . , ak nonzero integers, and (X
(i), r(i)), i = 1, 2, . . . , k distinct.
Without loss of generality we may assume that RMM(X
(1), r(1)) does not contain
RMM(X
(i), r(i)) for any i > 1. We have
0 = sX(1),r(1)
( k∑
i=1
aiRMM(X
(i), r(i))
)
= a1.
Contradiction.
For polymatroids. It is clear that PPM(d, r) is generated by all [RPM(X, r)], with
(X, r) ∈ pMM(d, r). If r1 < 0 then RPM(X, r) is empty. Suppose that ri+1 ≤ ri.
It is obvious that
RPM(X, r) = RPM(X
′, r′)
where
X ′ : ∅ = X0 ⊂ X1 ⊂ · · · ⊂ Xi−1 ⊂ Xi+1 ⊂ · · · ⊂ Xk = d
and
r′ = (r1, r2, . . . , ri−1, ri+1, . . . , rk).
Therefore, PPM(d, r) is generated by all [RPM(X, r)] where (X, r) ∈ pPM(d, r).
If Π = RPM(X, r) with (X, r) ∈ pPM(d, r), then (X, r) is completely determined
by the polytope Π. For 1 ≤ i ≤ d, define ai = max{yi | y ∈ Π}. Then r is
determined by 0 ≤ r1 < · · · < rk and
{r1, . . . , rk} = {a1, . . . , ad}.
The sets Xj , j = 1, 2, . . . , k are determined by Xj = {i | ai ≤ rj}. This shows
that the polytopes RPM(X, r), (X, r) ∈ pPM(d, r), are distinct. A similar argu-
ment as in the megamatroid case shows that [RPM(X, r)], (X, r) ∈ pPM(d, r),
are linearly independent.
For matroids. From the polymatroid case it follows that PM(d, r) is generated by
all [RM(X, r)], where (X, r) ∈ pPM(d, r). Suppose that |Xi−1|− ri−1 ≥ |Xi|− ri
for some i with 1 ≤ i ≤ k (with the convention that r0 = 0). Then we have
[RM(X, r)] = [RM(X
′, r′)]
where
X ′ : ∅ = X0 ⊂ X1 ⊂ · · · ⊂ Xi−1 ⊂ Xi+1 ⊂ · · · ⊂ Xk = d.
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and
r = (r1, . . . , ri−1, ri+1, . . . , rk).
This shows that PM(d, r) is generated by all [RM(X,r)] where (X, r) ∈ pM(d, r). If
Π = RM(X, r) with (X, r) ∈ pM(d, r), then (X, r) is completely determined by
the polytope Π. Note that rkΠ(A) = minj{rkΠ(Xj)+|A|−|A∩Xj |}. If ∅ ⊂ A ⊂
d then A = Xj for some j if and only if rkΠ(A) < rkΠ(B) for all B with A ⊂ B ⊆
d and |A|−rkΠ(A) > |B|−rkΠ(B) for all B with ∅ ⊆ B ⊂ A. So X1, . . . , Xk are
determined by Π, and ri = rkΠ(Xj), j = 1, 2, . . . , k are determined as well. This
shows that the polytopes RM(X, r), (X, r) ∈ pM(d, r), are distinct. A similar
argument as in the megamatroid case shows that [RM(X, r)], (X, r) ∈ pM(d, r),
are linearly independent.
Let (X, r) ∈ pMM(d, r). Consider the homomorphism s
≤
X,r : ZMM (d, r) → Z
defined by
s≤X,r(rk) =
{
1 if rk(Xj) ≤ rj for j = 1, 2, . . . , k,
0 otherwise.
This homomorphism s≤X,r is a (convergent infinite) sum of several homomor-
phisms of the form sX′,r′ , so by Proposition 5.3 it is valuative.
In view of Theorem 5.4, if f : Z(P)M(d, s) → Z is valuative, f is deter-
mined by its values on the (poly)matroids R(P)M, since the spaces P(P)M(d, r)
are finite-dimensional. For a (poly)matroid rk, s≤X,r(rk) = 1 if and only if
Q(rk) is contained in Q(R(P)M(X,R)). Therefore, the matrix specifying the
pairing P(P)M(r, d)⊗P(P)M(r, d)
∨ → Z whose rows correspond to the polytopes
Q(R(P)M(X,R)), in some linear extension of the order of these polytopes by
containment, and whose columns correspond in the same order to s≤X,r, is tri-
angular. The next corollary follows.
Corollary 5.5. The group P(P)M(d, r)
∨ of valuations Z(P)M(d, r) → Z has the
two bases {
sX,r : (X, r) ∈ p(P)M(d, r)
}
and {
s≤X,r : (X, r) ∈ p(P)M(d, r)
}
.
If X is not a maximal chain, then sX,r is a linear combination of functions
of the form sX′,r′ where X
′ is a maximal chain. The following corollary follows
from Corollary 5.5.
Corollary 5.6. The group PPM(d, r)
∨ of valuations ZPM(d, r) → Z is generated
by the functions sX,r where X is a chain of subsets of [d] of length d and r =
(r1, . . . , rd) is an integer vector with 0 ≤ r1 ≤ · · · ≤ rd = r.
The generating set of this corollary appeared as the coordinates of the func-
tion H defined in [1, §6], which was introduced there as a labeled analogue of
the first author’s G.
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Proof of Theorem 1.5(d). Let a(d, r) be the set of all sequences (a1, . . . , ad)
with 0 ≤ ai ≤ r for all i and ai = r for some i. Clearly |a(d, r)| = (r+ 1)d − rd.
We define a bijection f : pPM(d, r) → a(d, r) as follows. If (X, r) ∈ pPM(d, r),
then we define
f(X, r) = (a1, a2, . . . , ad)
where ai = rj and j is minimal such that i ∈ Xj .
Suppose that (a1, . . . , ad) ∈ a(d, r). Let k be the cardinality of {a1, . . . , ad}.
Now r1 < r2 < · · · < rk are defined by
{r1, r2, . . . , rk} = {a1, . . . , ad}
and for every j, we define
Xj = {i ∈ d | ai ≤ rj}.
Then we have
f−1(a1, . . . , ad) = (X, r).
A generating function for pPM(d, r) is
∞∑
d=0
∞∑
r=0
pPM(d, r)x
dyr
d!
= 1 +
∞∑
d=1
∞∑
r=0
(r + 1)d − rd
d!
xdyr =
= 1+
∞∑
r=0
∞∑
d=0
(r + 1)d − rd
d!
xdyr = 1+
∞∑
r=0
(e(r+1)x−erx)yr = 1+
ex − 1
1− yex
=
ex(1− y)
1− yex
.
Proof of Theorem 1.5(c). Suppose that (X, r) ∈ pM(d, r) has length k. De-
fine u1, u2, . . . , uk by
u1 = r1, ui = ri − ri−1 − 1 (2 ≤ i ≤ k).
Define v1, v2, . . . , vk by
vi = (|Xi| − ri)− (|Xi−1| − ri−1)− 1 (1 ≤ i ≤ k − 1),
vk = (|Xk| − rk)− (|Xk−1| − rk−1) = d− r − |Xk−1|+ rk−1.
If (X, r) ∈ pM(d, r), then we have that u1, . . . , uk, v1, . . . , vk are nonnegative,
and
u1 + · · ·+ uk = r − k + 1, v1 + · · ·+ vk = d− r − k + 1.
Let Yi = Xi \Xi−1 for i = 1, 2, . . . , k. If k ≥ 2, then we have u1+ v1+1 = |Y1|,
uk + vk + 1 = |Yk| and ui + vi + 2 = |Yi| for i = 2, 3, . . . , k − 1. There are
d!
(u1 + v1 + 1)!(u2 + v2 + 2)!(u3 + v3 + 2)! · · · (uk−1 + vk−1 + 2)!(uk + vk + 1)!
partitions of d into the subsets Y1, Y2, . . . , Yk, such that (X, r) has the given u
and v values. If k = 1, then u1 + v1 = d and there is
1 =
d!
(u1 + v1)!
22
pair (X, r) with given u and v values.
This yields the generating function
∞∑
d=0
d∑
r=0
pM(d, r)
d!
xd−ryr =
∑
u1,v1≥0
tu1sv1
(u1 + v1)!
+
+
∑
u1,...,uk≥0
v1,...,vk≥0
xu1+u2+···+uk+k−1yv1+v2+···+vk+k−1
(u1 + v1 + 1)!(u2 + v2 + 2)! · · · (uk−1 + vk−1 + 2)!(uk + vk + 1)!
(5)
We have that∑
u,v≥0
xuyv
(u+ v)!
=
∞∑
d=0
∑
u+v=d
tusv
d!
=
∞∑
d=0
xd+1 − yd+1
(x− y)d!
=
xex − yey
x− y
, (6)
∑
u,v≥0
tusv
(u+ v + 1)!
=
∞∑
d=0
∑
u+v=d
xuyv
(d+ 1)!
=
∞∑
d=0
xd+1 − yd+1
(x− y)(d+ 1)!
=
=
∞∑
d=1
xd − yd
(x − y)d!
=
∞∑
d=0
xd − yd
(x− y)d!
=
ex − ey
x− y
, (7)
and
∑
u,v≥0
xuyv
(u+ v + 2)!
=
∞∑
d=0
∑
u+v=d
xuyv
(d+ 2)!
=
∞∑
d=0
xd+1 − yd+1
(x− y)(d+ 2)!
=
=
∞∑
d=1
xd − yd
(x− y)(d+ 1)!
=
(ex − 1)/x− (ey − 1)/y
x− y
=
yex − y − xey + x
(x− y)xy
. (8)
Using (6), (7) and (8) with (5) yields
∞∑
d=0
d∑
r=0
pM(d, r)
d!
xd−ryr =
=
xex − yey
x− y
+ xy
(
ex − ey
x− y
)2 ∞∑
k=2
(
yex − y − xey + x
x− y
)k−2
=
=
xex − yey
x− y
+
(
ex − ey
x− y
)2
xy
1−
yex − y − xey + x
x− y
=
=
xex − yey
x− y
+
xy(ex − ey)2
(x − y)(xey − yex)
=
x− y
xe−x − ye−y
. (9)
The values of p(P)M(d, r) can be found in Appendix B.
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6. Valuative invariants: the groups P symM , P
sym
PM , P
sym
MM
Let YMM(d, r) be the group generated by all 〈rk〉 − 〈rk ◦σ〉 where rk : 2d →
Z ∪ {∞} is a megamatroid of rank r and σ is a permutation of d. We define
ZsymMM(d, r) = ZMM(d, r)/YMM(d, r). Let πMM : ZMM(d, r) → Z
sym
MM(d, r) be
the quotient homomorphism. If rkX : 2
X → Z ∪ {∞} is any megamatroid,
then we can choose a bijection ϕ : d → X , where d is the cardinality of X .
Let r = rkX(X). The image of 〈rkX ◦ϕ〉 in Z
sym
MM(d, r) does not depend on ϕ,
and will be denoted by [rkX ]. The megamatroids (X, rkX) and (Y, rkY ) are
isomorphic if and only if [rkX ] = [rkY ]. So we may think of Z
sym
MM(d, r) as the
free group generated by all isomorphism classes of rank r megamatroids on sets
with d elements.
Let BMM(d, r) be the group generated by all [Q(rk)] − [Q(rk ◦σ)] where
rk : 2d → Z ∪ {∞} is a megamatroid of rank r and σ is a permutation of
d. Define P symMM (d, r) = PMM(d, r)/BMM(d, r) and let ρMM : PMM(d, r) →
P symMM (d, r) be the quotient homomorphism. From the definitions it is clear
that ΨMM(YMM(d, r)) = BMM(d, r). Therefore, there exists a unique group
homomorphism
ΨsymMM : Z
sym
MM(d, r) → P
sym
MM (d, r)
such that the following diagram commutes:
ZMM(d, r)
ΨMM
//
πMM

PMM(d, r)
ρMM

ZsymMM(d, r) ΨsymMM
// P symMM (d, r).
(10)
This diagram is a push-out. Define Y(P)M(d, r) = YMM(d, r) ∩ Z(P)M(d, r). The
group Y(P)M(d, r) is the group generated by all 〈rk〉− 〈rk◦σ〉 where rk : 2
d → N
is a (poly)matroid of rank r and σ is a permutation of d. Define Zsym(P)M(d, r) =
Z(P)M(d, r)/Y(P)M(d, r). The group Z
sym
(P)M(d, r) is freely generated by all [rk]
where rk : X → N is a ∗matroid of rank r and d = |X |.
Define B∗M(d, r) as the group generated by all [Q(rk)] − [Q(rk ◦σ)] where
rk : 2d → N is a ∗matroid of rank r and σ is a permutation of d. Let P sym∗M (d, r) =
P∗M(d, r)/B∗M(d, r).
Lemma 6.1. We have
B(P)M(d, r) = BMM(d, r) ∩ P(P)M(d, r).
Proof. Define q(P)M : PMM(d, r) → P(P)M(d, r) by q(P)M(f) = f · [∆(P)M(d, r)].
This is well defined because for any megamatroid rk : 2d → Z ∪ {∞} of rank r,
we have q(P)M([Q(rk)]) = [Q(rk)] · [∆(P)M(d, r)] = [Q(rk) ∩ ∆(P)M(d, r)] and
Q(rk) ∩ ∆(P)M(d, r) is either empty or a polymatroid polyhedron. Clearly,
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q(P)M is a projection of PMM(d, r) onto P(P)M(d, r). Since q(P)M(BMM(d, r)) ⊆
B(P)M(d, r), it follows that
BMM(d, r) ∩ P(P)M(d, r) = qPM(BMM(d, r) ∩ P(P)M(d, r)) ⊆ B(P)M(d, r).
It follows that BMM(d, r) ∩ P(P)M(d, r) = B(P)M(d, r).
By restriction, we get also the commutative push-out diagrams (1) from the
introduction. Define psym∗M (d, r) as the set of all pairs (X, r) ∈ p∗M(d, r) such
that for every j, there exists an i such that
Xj = i = {1, 2, . . . , i}.
We define A∗M(d, r) as the Z module generated by all [R∗M(X, r)] with
(X, r) ∈ psym∗M (d, r).
Lemma 6.2. We have
P∗M(d, r) = A∗M(d, r) ⊕B∗M(d, r).
Proof. By the definitions ofA∗M(d, r) andB∗M(d, r) it is clear that P∗M(d, r) =
A∗M(d, r) + B∗M(d, r). Consider the homomorphism τ : P∗M(d, r) → P∗M(d, r)
defined by τ(f) =
∑
σ f ◦ σ where σ runs over all permutations of d. Clearly,
B∗M(d, r) is contained in the kernel of τ . Recall that [R∗M(X, r)], (X, r) ∈
p∗M(d, r) is a basis of P∗M(d, r). From this it easily follows that the set
τ([R∗M(d, r)]), (X, r) ∈ p
sym
∗M (d, r) is independent over Q. Therefore the re-
striction of τ to A∗M(d, r) is injective and A∗M(d, r) ∩B∗M(d, r) = {0}.
Theorem 6.3. The Z-module P sym⋆M (d, r) is freely generated by all ρ⋆M([R⋆M(X, r)])
with (X, r) ∈ psym⋆M (d, r).
Proof. It is clear that ρ∗M(A∗M(d, r)) = P
sym
∗M (d, r). So the restriction is sur-
jective. It is also injective by Lemma 6.2. So the restriction of ρ∗M : P∗M(d, r) →
P sym∗M (d, r) to A∗M(d, r) is an isomorphism. From the definition of A⋆M (d, r) it
follows that the given set generates P sym⋆M (d, r), and the set is independent be-
cause of Theorem 5.4.
The matroid polytopes RM(X, r) are the polytopes of Schubert matroids
and their images under relabeling the ground set. Schubert matroids were first
described by Crapo [5], and have since arisen in several contexts. So Theo-
rem 6.3 says that the indicator functions of Schubert matroids form a basis for
P symM (d, r).
Recall that Zsym∗M can be viewed as the free Z-module generated by all iso-
morphism classes of ∗matroids on a set with d elements of rank r. We say that
a group homomorphism f : ZsymMM(d, r) → A is valuative if and only if f ◦ πMM
is valuative. For any (X, r) ∈ pMM(d, r) and σ a permutation of d, we have
sX,r(rk ◦σ) = sσX,r(rk), where σ acts on X by permuting each set in the chain.
So the symmetric group Σd acts naturally on P∗M(d, r). It is easy to see that
P sym⋆M (d, r)
∨ ∼=
(
P⋆M (d, r)
∨
)Σd ,
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where the right-hand side is the set of Σd-invariant elements of P⋆M(d, r)
∨.
For (X, r) ∈ psymMM(d, r), define a homomorphism s
sym
X,r : ZMM(d, r) → Z by
ssymX,r =
∑
σX
sσX,r
where the sum is over all chains σX in the orbit of X under the action of the
symmetric group. Then Corollary 5.5 implies the following.
Corollary 6.4. The Q-vector space P sym(P)M(d, r)
∨⊗ZQ of valuations Z
sym
(P)M(d, r) →
Q has a basis given by the functions ssymX,r for (X, r) ∈ p
sym
(P)M(d, r).
For a sequence α = (α1, . . . , αd) of nonnegative integers with |α| =
∑
i αi =
r, we define
uα = sX,r : Z
sym
(P)M(d, r)→ Z,
where Xi = i for i = 1, 2, . . . , r and r = (α1, α1+α2, . . . , α1+ · · ·+αd). Parallel
to Corollary 5.6 we also have the following.
Corollary 6.5. The Q-vector space P symPM (d, r)
∨⊗ZQ of valuations Z
sym
PM (d, r)→
Q has a Q-basis given by the functions uα, where α runs over all sequences
(α1, . . . , αd) of nonnegative integers with |α| = r.
Corollary 6.6. The Q-vector space P symM (d, r)
∨⊗ZQ of valuations Z
sym
M (d, r)→
Q has a Q-basis given by all functions uα where α runs over all sequences
(α1, . . . , αd) ∈ {0, 1}d with |α| = r.
Proof of Theorem 1.4. From the definitions of the Uα and the uα, it follows
that uα(〈rk〉) is the coefficient of Uα in G(〈rk〉). In other words, {uα} is a dual
basis to {Uα}. The universality follows from Corollary 6.6.
The rank of P sym(P)M(d, r) is equal to the cardinality of p
sym
(P)M(d, r). If (X, r)
and ℓ(X) = k lies in psym(P)M(d, r) thenX is completely determined by the numbers
si := |Xi|, 1 ≤ i ≤ k.
Proof of Theorem 1.5(b). Given k, there are
(
r
k−1
)
ways of choosing r =
(r1, . . . , rk) with 0 < r1 < r2 < · · · < rk = r and
(
d−1
k−1
)
ways of choosing
(s1, . . . , sk) with 0 < s1 < s2 < · · · < sk = d. So the cardinality of p
sym
PM (d, r) is∑
k≥1
(
r
k − 1
)(
d− 1
k − 1
)
=
∑
k≥0
(
r
k
)(
d− 1
k
)
=
(
r + d− 1
r
)
.
∑
r,d
psymPM (d, r)x
dyr =
∑
r,d
(
r+d−1
r
)
xdyr =
∑
d
(1−x)−dyd =
1
1− y1−x
=
1− x
1− x− y
.
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Proof of Theorem 1.5(a). Let ti = si − ri. Then we have 0 < t1 < t2 <
· · · < tk−1 ≤ tk = d − r. Given k, there are
(
r
k−1
)
ways of choosing r such
that 0 ≤ r1 < · · · < rk = r and
(
d−r
k−1
)
ways of choosing (t1, . . . , tk) with
0 < t1 < · · · < tk−1 ≤ tk = d− r. So the cardinality of p
sym
M (d, r) is∑
k≥1
(
r
k − 1
)(
d− r
k − 1
)
=
∑
k≥0
(
r
k
)(
d− r
k
)
=
(
d
r
)
.
So we have ∑
r,d
psymM (d, r)x
d−ryr =
∑
d
(x+ y)d =
1
1− x− y
.
Example 6.7. Consider polymatroids for r = 2 and d = 3. All polymatroid
base polytopes are contained in the triangle
{(y1, y2, y3) ∈ R
3 | y1 + y2 + y3 = 2, y1, y2, y3 ≥ 0}.
020200
002
101 011
110
There are
(
d−1+r
r
)
=
(
4
2
)
elements in psymPM (3, 2) and the polytopes R(X, r),
(X, r) ∈ psymPM (3, 2) are given by:
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1 3 3
3 3 6
These 6 polytopes correspond to the following pairs (X, r) ∈ pPM(3, 2).
X : {1, 2, 3} X : {1, 2} ⊂ {1, 2, 3} X : {1} ⊂ {1, 2, 3}
r = (2) r = (1, 2) r = (1, 2)
X : {1} ⊂ {1, 2, 3} X : {1, 2} ⊂ {1, 2, 3} X : {1} ⊂ {1, 2} ⊂ {1, 2, 3}
r = (0, 2) r = (0, 2) r = (0, 1, 2)
The symmetric group Σ3 acts on the triangle by permuting the coordinates
y1, y2, y3.
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If Σ3 acts on the generators R(X, r) with (X, r) ∈ pPM(3, 2), then we get all
R(X, r) with (X, r) ∈ pPM(3, 2). In the figure, we wrote for each polytope the
cardinality of the orbit under Σ3. The cardinality of pPM(3, 2) is 1 + 3 + 3 +
3 + 3 + 6 = 19. This is consistent with Theorem 1.5, because the cardinality is
(r + 1)d − rd = 33 − 23 = 19.
Example 6.8. Consider matroids for r = 2 and d = 4. All matroid base
polytopes are contained in the set
{(y1, y2, y3, y4) ∈ R
4 | y1 + y2 + y3 + y4 = 2, ∀i 0 ≤ yi ≤ 1}.
This set is an octahedron:
1010
0101
0110
1001
0011
1100
There are
(
d
r
)
=
(
4
2
)
elements in pM(4, 2), and the polytopes RM(X, r),
(X, r) ∈ pM(4, 2) are given by:
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1 6 4
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These 6 polytopes correspond to the following pairs (X, r) ∈ pM(4, 2).
X : {1, 2, 3, 4} X : {1, 2} ⊂ {1, 2, 3, 4} X : {1, 2, 3} ⊂ {1, 2, 3, 4}
r = (2) r = (1, 2) r = (1, 2)
X : {1} ⊂ {1, 2, 3, 4} X : {1, 2} ⊂ {1, 2, 3, 4} X : {1} ⊂ {1, 2, 3} ⊂ {1, 2, 3, 4}
r = (0, 2) r = (0, 2) r = (0, 1, 2)
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The symmetric group Σ4 acts by permuting the coordinates y1, y2, y3, y4.
This group acts on the octahedron, but it is not the full automorphism group of
the octahedron. Also note that not all elements of Σ4 preserve the orientation.
If Σ4 acts on the generators RM(X, r) with (X, r) ∈ pM(4, 2), then we get all
R(X, r) with (X, r) ∈ pM(4, 2). In the figure, we write for each polytope the
cardinality of the orbit under Σ4. The cardinality of pM(4, 2) is 1+6+4+4+6+
12 = 33, which is compatible with Theorem 1.5 and the table in Appendix B.
Besides the polytopes R(X, r), (X, r) ∈ pM(4, 2), there are 3 more matroid base
polytopes (belonging to isomorphic matroids), but these decompose as follows.
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7. Hopf algebra structures
Define Z∗M =
⊕
d,r Z∗M(d, r), and in a similar way define Z
sym
∗M , P∗M, and
P sym∗M . We can view Z∗M as the Z-module freely generated by all isomorphism
classes of ∗matroids.
If rk1 : 2
d → Z ∪ {∞} and rk2 : 2e → Z ∪ {∞} then we define
rk1⊞ rk2 : 2
d+e → Z ∪ {∞}
by
(rk1⊞ rk2)(A) = rk1(A ∩ d) + rk2({i ∈ e | d+ i ∈ A})
for any set A ⊆ d+ e. Note that ⊞ is not commutative. We have a homomor-
phism
∇ : ZMM(d, r) ⊗Z ZMM(e, s)→ ZMM(d+ e, r + s).
defined by
∇(〈rk1〉 ⊗ 〈rk2〉) = 〈rk1⊞ rk2〉.
The multiplication ∇ : ZMM ⊗Z ZMM → ZMM makes ZMM(d, r) into an asso-
ciative (noncommutative) ring with 1. The unit η : Z → ZMM(d, r) is given
by 1 7→ 〈rk0〉 where rk0 : 20 → Z ∪ {∞} is the unique megamatroid defined
by rk(∅) = 0. With this multiplication, ZM(d, r) and ZPM(d, r) are subrings of
ZMM(d, r). The multiplication also respects the bigrading of ZMM(d, r).
Next, we define a comultiplication for ZMM. Suppose thatX = {i1, i2, . . . , id}
is a set of integers with i1 < · · · < id and rk : 2X → Z∪ {∞} is a megamatroid.
We define a megamatroid r̂k : 2d → Z ∪ {∞} by r̂k(A) = rk({ij | j ∈ A}).
If rk : 2X → Z ∪ {∞} is a megamatroid and B ⊆ A ⊆ X then we define
rkA/B : 2
A\B → Z ∪ {∞} by rkA/B(C) = rk(B ∪C)− rk(B) for all C ⊆ A \B.
We also define rkA := rkA/∅ and rk/B = rkX/B .
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We now define
∆ : ZMM → ZMM ⊗Z ZMM
by
∆(〈rk〉) =
∑
A⊆d; rk(A)<∞
〈r̂kA〉 ⊗ 〈r̂k/A〉.
where A runs over all subsets of d for which rk(A) is finite. This comultiplication
is coassociative, but not cocommutative. If rk : 2d → Z∪{∞} is a megamatroid,
then the counit is defined by
ǫ(〈rk〉) =
{
1 if d = 0;
0 otherwise.
The reader may verify that the multiplicative and comultiplicative structure
are compatible, making ZMM into an bialgebra. Note that ∆ also restricts to
comultiplications for ZPM and ZM, and ZPM and ZM are sub-bialgebras of ZMM.
We define a group homomorphism S : ZMM → ZMM by
S(〈rk〉) =
d∑
r=1
(−1)r
∑
X; ℓ(X)=r,
rk(X1)<∞,...,rk(Xr)<∞
r∏
i=1
〈 ̂rkXi/Xi−1〉.
Here we use the convention X0 = ∅. One can check that S makes ZMM into a
Hopf algebra. Restriction of S makes ZM and ZPM into sub-Hopf algebras of
ZMM. We conclude that Z∗M has the structure of bigraded Hopf algebras over
Z.
It is well-known that ZsymM has the structure of a Hopf algebra over Z. Sim-
ilarly we have that ZsymMM and Z
sym
PM have a Hopf algebra structure. The multi-
plication
∇ : ZsymMM ⊗Z Z
sym
MM → Z
sym
MM
is defined by
∇([rk1]⊗ [rk2]) = [rk1⊕ rk2].
The comultiplication is defined by
∆([rk]) =
∑
A⊆X;rk(A)<∞
[(A, rkA)]⊗ [(X \A, rk/A)]
for any megamatroid rk : 2X → Z ∪ {∞}. The unit η : Z → ZsymMM is given by
1 7→ [(∅, rk0)] and the counit ǫ : Z
sym
MM → Z is defined by
ǫ([(X, rk)]) =
{
1 if X = ∅;
0 otherwise.
Finally, we define the antipode S : ZsymMM → Z
sym
MM by
S([rk]) =
d∑
r=1
(−1)r
∑
X; ℓ(X)=r,
rk(X1)<∞,...,rk(Xr)<∞
r∏
i=1
[(Xi \Xi−1, rkXi/Xi−1)].
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From the definitions, it is clear that the π∗M are Hopf algebra morphisms.
The space PMM inherits a Hopf algebra structure from ZMM. We define the
multiplication ∇ : PMM ⊗ PMM → PMM by
∇([Π1]⊗ [Π2]) = [Π1 ×Π2]. (11)
It is easy to verify that ∇ ◦ (ΨMM ⊗ΨMM) = ΨMM ◦ ∇.
To define the comultiplication ∆ : PMM → PMM ⊗ PMM, we would like to
have that (ψMM ⊗ ψMM) ⊗ ∆ = ∆ ◦ ψMM. So for a megamatroid polytope
rk : 2d → Z ∪ {∞} we would like to have
∆([Q(rk)]) = ∆(ψMM(〈rk〉)) =
∑
A⊆d;rk(A)<∞
ψMM(r̂kA)⊗ ψMM(r̂k/A) =
=
∑
A⊆d;rk(A)<∞
[Q(rkA)]⊗ [Q(rk/A)].
A basis of PMM is given by allRMM(X, r), with (X, r) ∈ pMM =
⋃
d,r pMM(d, r).
Recall that the rank function rkX,r is defined such that Q(rkX,r) = RMM(X, r).
We have that rkX,r(A) < ∞ if and only if A = Xi for some i. In this case we
have
∆(〈rkX,r〉) =
k∑
i=0
〈r̂kX
i
,r
i
〉 ⊗ 〈r̂kXi,ri〉,
where
Xi : ∅ ⊂ X1 ⊂ · · · ⊂ Xi, ri = (r1, r2, . . . , ri)
X i : ∅ ⊂ Xi+1 \Xi ⊂ · · · ⊂ Xk \Xi, r
i = (ri+1 − ri, . . . , rk − ri).
We define ∆ by
∆([RMM(X, r)]) =
k∑
i=0
[RMM ̂(Xi, ri)]⊗ [RMM
̂(Xi, ri)].
From this definition and Theorem 4.2 follows that
∆([Q(rk)]) =
∑
X
(−1)d−ℓ(X)∆[RMM(X, rk)] =
=
∑
X
ℓ(X)∑
i=0
(−1)|Xi|−i[RMM ̂(X i, rkXi)]⊗ (−1)
d−|Xi|−ℓ(X)+i[RMM
̂(X i, rk/Xi)] =
=
∑
A⊆d;rk(A)<∞
[Q(r̂kA)]⊗ [Q(r̂k/A)]. (12)
In a similar fashion we can define the antipode S : PMM → PMM.
The Hopf algebra structure on PMM naturally induces a Hopf algebra struc-
ture on P symMM such that ρMM and Ψ
sym
MM are Hopf algebra homomorphisms. Also
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PPM is a Hopf subalgebra of PMM and PM is a Hopf subalgebra of PPM. Sim-
ilarly P symPM is a Hopf subalgebra of P
sym
MM , and P
sym
M is a Hopf subalgebra of
P symPM .
As a first observation to motivate the consideration of these Hopf algebra
structures, we consider multiplicative invariants.
Definition 7.1. A multiplicative invariant for ∗matroids with values in a com-
mutative ring A (with 1) is a ring homomorphism f : Zsym∗M → A.
That is to say, f is multiplicative if f(rk1⊕ rk2) = f(rk1)f(rk2). This is ex-
actly the condition that f be a group-like element of the graded dual algebra
P symM (d, r)
#. Many (poly)matroid invariants of note have this property, for
instance the Tutte polynomial.
Proposition 7.2. The Tutte polynomial T ∈ P symM (d, r)
# is given by
T = e(y−1)u0+u1eu0+(x−1)u1 . (13)
Proof. Recall the definition of uα in terms of rank conditions on a chain of
sets. In view of (12), we have that the multiplication in (P sym∗M )
# is given by
uα · uβ =
(
d+e
d
)
uαβ, where α has length d and β has length e. Denote the right
side of (13) by f . We have
f =
∞∑
i=0
∞∑
j=0
(i+ j)!
i!j!
((y − 1)u0 + u1)
i(u0 + (x − 1)u1)
j
=
∑
i
∑
j
(i+ j)!
i!j!
∑
α∈{0,1}i+j
(x− 1)ri+j−ri(y − 1)i−ri (i + j)!uα
where ri =
∑i
k=1 αk, so that i− ri is the number of indices 1 ≤ k ≤ i such that
αk = 0, and ri+j − ri is the number of indices i+ 1 ≤ k ≤ j such that αk = 1.
Let d = i + j. For a matroid rk on d of rank r, the elements rk and
1/d!
∑
σ∈Σd
rk ◦σ of ZM(d, r) have equal image under πM. Therefore
f(rk) =
1
d!
∑
σ∈Σd
f(rk ◦σ)
=
1
d!
∑
σ∈Σd
∑
i+j=d
d!
i!j!
∑
α∈{0,1}d
(x− 1)rd−ri(y − 1)i−ri uα(rk ◦σ)
=
∑
σ∈Σd
∑
i+j=d
1
i!j!
(x− 1)r−rk(σ(i))(y − 1)i−rk(σ(i)).
The set σ(i) takes each value A ⊆ d in |A|!(d− |A|)! ways, so
f(rk) =
∑
A⊆d
(x − 1)r−rk(A)(y − 1)|A|−rk(A) = T (rk).
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8. Additive functions: the groups TM, TPM, TMM
For 0 ≤ e ≤ d we define P∗M(d, r, e) ⊆ P∗M(d, r) as the span of all [Π] where
Π ⊆ Rd is a ∗matroid polytope of dimension ≤ d − e. We have P∗M(0, r, 0) =
P∗M(0, r) and P∗M(d, r, 1) = P∗M(d, r) for d ≥ 1. These subgroups form a
filtration
· · · ⊆ P∗M(d, r, 2) ⊆ P∗M(d, r, 1) ⊆ P∗M(d, r, 0) = P∗M(d, r).
Define P ∗M(d, r, e) := P∗M(d, r, e)/P∗M(d, r, e + 1). If Π1 and Π2 are polytopes
of codimension e1 and e2 respectively, then Π1 × Π2 has codimension e1 + e2.
It follows from (11) that the multiplication ∇ respects the filtration. Since
Q(rkA) ×Q(rk/A) is contained in Q(rk), it follows from (12) that the comulti-
plication ∆ also respects the filtration:
∆(P∗M(d, r, e)) ⊆
∑
i,j,k
P∗M(i, j, k)⊗ P∗M(d− i, r − j, e − k)
Similarly, the antipode S respects the grading. The associated graded algebra
P ∗M =
⊕
d,r,e
P ∗M(d, r, e)
has an induced Hopf algebra structure.
We define T⋆M(d, r) = P ⋆M(d, r, 1).
For every partition X : d =
∐e
i=1Xi into nonempty subsets there exists a
natural map
ΦX :
∏
i
RXi → Rd
Define
P∗M(X) =
⊕
r1,r2,...,re∈Z
P∗M(|X1|, r1)⊗ · · · ⊗ P∗M(|Xe|, re)
and
P ∗M(X) =
⊕
r1,r2,...,re∈Z
T∗M(|X1|, r1)⊗ · · · ⊗ T∗M(|Xe|, re).
The map ΦX induces a group homomorphism
φX : P∗M(X, e)→ P∗M(d, r, e)
defined by
φX([Π1]⊗ [Π2]⊗ · · · ⊗ [Πe]) = [ΦX(Π1 ×Π2 × · · · ×Πe)].
The map φX induces a group homomorphism
φX : P ∗M(X, e)→ P ∗M(d, r, e).
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A vector y = (y1, . . . , yd) ∈ Rd is called X-integral if
∑
i∈Xj
yi ∈ Z for
j = 1, 2, . . . , e. An X-integral vector y is called X-regular, if for every j and
every Y ⊆ Xj we have: if
∑
i∈Y yi ∈ Z, then Y = ∅ or Y = Xj. In other words,
an X-integral vector y is called X-regular if it is not integral for any refinement
of X. We call y X-balanced if
∑
i∈S yi = 0 holds if and only if S is a union of
some of the Xj ’s.
Choose an X-balanced vector yX for every X . For f ∈ P∗M(d, r) we define
γX(f)(x) := lim
ε↓0
f(x+ εyX).
If Π is a ∗matroid base polytope, then γX([Π])(x) is constant on faces of Π.
This shows that γX([Π]) ∈ P∗M(d, r). So γX is a endomorphism of P∗M(d, r).
Now γX also induces an endomorphism γX of P ∗M(d, r).
Lemma 8.1. We have that γX ◦ γX = γX .
Proof. Suppose that x ∈ Rd. Consider the set S of all x + εyX with ε ∈ R.
There exists a partition Y of d and a dense open subset U of S such that all
points in U are Y -regular. Then there exists a δ > 0 such that T = {x+εy | 0 <
ε < δ} has only Y -regular points. For every ∗matroid base polytope Π, we have
that T ∩ Π = ∅ or T ⊆ Π. It follows that for every f ∈ PM∗(d, r) there exists a
constant c such that f is equal to c on T . Therefore γX(f)(x) = c and γX(f) is
constant and equal to c on T . We conclude that γX(γX(f))(x) = c = γX(f)(x).
Lemma 8.2. Suppose that X,Y are partitions of d into e nonempty subsets,
and X 6= Y . Then we have
γX ◦ φY = 0.
Proof. For some k, Yk is not the union of Xj ’s. The image
ΦY (Π1 × · · · ×Πe)
consists of Y -integral points. For any x ∈ Rd, x + εyX is not Y -integral for
small ε > 0. In follows that
γX(φY ([Π1 × · · · ×Πe]))(x) = γX([ΦY (Π1 × · · · ×Πe)])(x) = 0
for all x.
Theorem 8.3. We have the following isomorphism
φ :
⊕
X=(X1,X2,...,Xe)
d=X1⊔X2⊔···⊔Xe;X1,...,Xe 6=∅
P ∗M(X)→
⊕
r∈Z
P ∗M(d, r, e) (14)
where φ =
∑
X φX .
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Proof. We know that a ∗matroid base polytope of codimension e is a product
of e ∗matroid base polytopes of codimension 1. This shows that φ is surjective.
It remains to show that φ is injective.
Suppose that φ(u) = 0 where u =
∑
X uX , and uX ∈ P ∗M(X) for all X.
We have γX ◦ φY = 0 if X 6= Y by Lemma 8.2. It follows that γX(φX(uX)) =
γX(φ(u)) = 0. We can lift uX to an element u˜X ∈ P⋆M(X). Then we have that
γX(φX(u˜X)) =
∑
i
ai[Λi]
where the Λi are ∗matroid polytopes of codimension > e. We have that [Λi] ∈
imφY ′ for some partition Y
′ with more than e parts. Therefore [Λi] ∈ imφY
as well for any coarsening Y of Y ′ with e parts, and we may choose Y so that
Y 6= X, so by Lemma 8.2, γX([Λi]) = 0 for all i. Therefore, we have
γX(φX(u˜X)) = γX(γX(φX(u˜X))) =
∑
i
aiγX([Λi]) = 0.
Note that γX induces a map γ
′
X : P∗M(X) → P∗M(X) such that φX ◦ γ
′
X =
γX ◦ φX . We have that
φX(u˜X) = (id−γX)(φX(u˜X)) = φX((id−γ
′
X)(u˜X)).
Since φX is injective, we have
u˜X = (id−γ
′
X)(u˜X).
So u˜X lies in the image of id−γX .
For ∗matroid polytopes Π1, . . . ,Πe of codimension 1 in R|X1|, . . . ,R|Xe| re-
spectively, we have
γ′X([Π1 × · · · ×Πe])(x) = 1.
for any relative interior point x of Π1 × · · · ×Πe. It follows that
(id−γ′X)([Π1 × · · · ×Πe]) =
∑
F
aF [F ]
where F runs over the proper faces of Π1 × · · · × Πr and aF ∈ Z for all F .
Therefore, the composition
P∗M(X)
id−γ′X
// P∗M(X) // P ∗M(X, e)
is equal to 0. Since uX is the image of u˜X = (id−γ′X)(u˜X), we have that
uX = 0.
Let p(P)M(d, r, e) be the rank of P (P)M(d, r, e), and t(P)M(d, r) := p(P)M(d, r, 1)
be the rank of T(P)M(d, r).
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Proof of Theorem 1.6(d). From Theorem 8.3 follows that
exp
∑
d,r≥0
tPM(d, r)x
dyru
d!
 =∑
e≥0
1
e!
( ∑
d,r≥0
tPM(d, r)x
dyru
d!
)e
=
=
∑
e,d,r≥0
pPM(d, r, e)
d!
xdyrue
If we substitute u = 1, we get
exp
∑
d,r≥0
tPM(d, r)x
dyr
d!
 = ∑
e,d,r≥0
pPM(d, r, e)
d!
xdyr =
ex(1− y)
1− yex
.
It follows that
∑
d,r≥0
tPM(d, r)x
dyr
d!
= log
(ex(1− y)
1− yex
)
=
= x+ log(1− y)− log(1− yex) = x+
∑
r≥1
(erx − 1)yr
r
.
Comparing the coefficients of xdyr gives
tPM(d, r) =
{
rd−1 if d ≥ 1;
0 otherwise.
(Recall that 00 = 1.)
We also have∑
d,r≥0
pPM(d, r, e)t
dsrue
d!
= exp
(
log
(et(1− s)
1− set
)
u
)
=
(et(1 − s)
1− set
)u
.
Proof of Theorem 1.6(c). The proof is similar to the proof of part (d). We
have
∑
d,r≥0
tM(d, r)x
d−ryr
d!
= log
∑
d,r,e
pM(d, r, e)x
d−ryr
d!
 = log( x− y
xe−x − ye−y
)
,
(15)
and ∑
d,r,z≥0
pM(d, r, e)x
d−ryrze
d!
=
( x− y
xe−x − ye−y
)z
.
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A table for the values t(P)M(d, r) can be found in Appendix B.
If d ≥ 1, let tPM(d, r) be the set of all pairs (X, r) ∈ pPM(d, r) such that
r1 > 0, and d 6∈ Xk−1, where k is the length of X. Similarly, if d ≥ 2, let tM(d, r)
be the set of all pairs (X, r) ∈ tM(d, r) such that r1 > 0, |Xk−1| − rk−1 < d− r,
and d 6∈ Xk−1.
Lemma 8.4. We have |t(P)M(d, r)| = t(P)M(d, r) whenever the former is de-
fined.
Proof. For polymatroids. We revisit the bijection f : pPM(d, r) → a(d, r)
defined in the proof of Theorem 1.5(d). It is easy to see that a ∈ f(tPM(d, r)) if
and only if ad = rk = r and no ai equals 0. Accordingly such an a has the form
(a1, . . . , ad−1, r) with ai freely chosen from {1, . . . , r} for each i = 1, . . . , d− 1,
so |f(tPM(d, r))| = rd−1.
For matroids. We proceed by means of generating functions. We begin by
invoking the exponential formula: the coefficient of xd−ryr of the generating
function
exp
(
∞∑
d=0
d∑
r=0
|tM(d, r)|
d!
xd−ryr
)
enumerates the ways to choose a partition d = Z1 ∪ · · · ∪ Zl and a composition
r = s1+ · · ·+ sl and an element (Xi, ri) of tM(|Zi|, si) for each i = 1, . . . , l. Let
us denote by q(d, r) the set of tuples (d, r, (X(1), r(1)), . . . , (X(l), r(l))).
We describe a bijection between q(d, r) and psymM (d, r). Roughly, given
(X, r) ∈ psymM (d, r), we break it into pieces, breaking after Xi wheneverXi\Xi−1
contains the largest remaining element of d\Xi−1. More formally, given (X, r) ∈
p
sym
M (d, r), for each j ≥ 1 let Zj = Xij \Xij−1 (taking i0 = 0) where ij is minimal
such that Xij contains the maximum element of d\Xij−1 , and let sj = rij−rij−1 .
This definition eventually fails, in that we cannot find a maximum element when
Xij−1 = Xk = d, so we stop there and let l be such that il = k. For j = 1, . . . , l,
let fj : Zj → |Zj | be the unique order-preserving map, and define the chain and
list of integers (X(j), r(j)) by
X
(j)
i = fj(Xij−1+i \Xij−1 ), (i = 1, . . . , ij − ij−1)
r
(j)
i = rij−1+i − rij−1 . (i = 1, . . . , ij − ii−1)
We have that (X(j), r(j)) ∈ tM(|Zj |, sj): the crucial property that d 6∈ Xk−1 ob-
tains by choice of ij and monotonicity of fj . This finishes defining the bijection.
Its inverse is easily constructed.
From this bijection and (15) it follows that
exp
(
∞∑
d=1
d∑
r=0
|tM(d, r)|
d!
xd−ryr
)
= 1 +
∑
d≥1
∑
r
|q(d, r)|xd−ryr
d!
=
=
∑
d,r
pM(d, r)x
d−ryr
d!
= exp
(
∞∑
d=1
d∑
r=0
tM(d, r)
d!
xd−ryr
)
.
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Lemma 8.5. The classes of [R(P)M(X, r)] for (X, r) ∈ t(P)M(d, r) are linearly
independent in T(P)M(d, r).
Proof. Let y = (−1, . . . ,−1, d − 1). Let Π(P)M be the set of points x ∈
∆(P)M(d, r) such that x+ εy ∈ ∆(P)M(d, r) for sufficiently small ε > 0. Choose
some (X, r) ∈ t(P)M(d, r). If x ∈ R(P)M(X, r) ∩ Π(P)M, and ε > 0 is suf-
ficiently small, we have x + εy ∈ R(P)M(X, r), since the defining inequali-
ties of R(P)M(X, r) involve only the variables x1, . . . , xd−1. It follows that for
x ∈ Π(P)M we have
[R(P)M(X, r)](x) = γy([R(P)M(X, r)])(x).
We will write {d} for the partition d = {1} ∪ {2} ∪ · · · ∪ {d}. Observe that y is
{d}-balanced, so that for any point x, x+ εy is {d}-regular for sufficiently small
ε > 0.
Suppose the sum
S =
∑
(X,r)∈t(P)M(d,r)
a(X, r)[R(P)M(X, r)]
vanishes in T(P)M(d, r), i.e. is contained in P(P)M(d, r, 2). Then the support
of S contains no {d}-regular points. So for any x ∈ Π(P)M we have S(x) =
γy(S)(x) = 0.
We specialize now to the matroid case. If r = d, then TM(d, r) = 0 and the
result is trivial. Otherwise let H be the hyperplane {xd = 0}; we will examine
the situation on restriction to H . Identifying H with Rd−1 in the obvious
fashion, we have ∆M(d, r) ∩H = ∆M(d − 1, r), ΠM ∩H = {x ∈ ∆M(d − 1, r) :
xi 6= 0 for all i}. For any (X, r) ∈ tM(d, r), RM(X, r) ∩H = RM(X
′, r′) where,
supposing X has length k,
X ′′ : ∅ ⊂ X1 ⊂ · · · ⊂ Xk−1 ⊂ Xk \ {d} = d− 1
and (X ′, r′) is obtained from (X ′′, r) by dropping redundant entries as in the
proof of Theorem 5.4.
Suppose T ∈ PM(d − 1, r) is supported on {xi = 0}. By Theorem 5.4 we
have a unique expression
T =
∑
(X,r)∈pM(d−1,r)
b(X, r)[RM(X, r)].
But we also have
T = T |{xi=0} =
∑
(X,r)∈pM(d−1,r)
b(X, r)[RM(X, r) ∩ {xi = 0}]
in which each [RM(X, r) ∩ {xi = 0}] is either zero or another [RM(X
′, r′)], so
that by uniqueness b(X, r) = 0 when RM(X, r) 6⊆ {xi = 0}.
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The restriction S|H is supported on
∆M(d− 1, r) ∩
(
d−1⋃
i=1
{xi = 0}
)
,
so it is a linear combination of those [RM(X, r)] supported on some {xi = 0},
i.e. those for which r1 = 0. On the other hand,
S|H =
∑
(X,r)∈tM(d,r)
a(X, r)[RM(X, r) ∩H ]
in which each RM(X, r)∩H is another matroid polytope RM(X
′, r) with r1 > 0
(and X ′ only differing from X by dropping the d in the kth place). Note that
(X, r) ∈ tM(d, r) is completely determined by RM(X, r) ∩ H . Therefore, by
Theorem 5.4, a(X, r) = 0 for all (X, r) ∈ tM(d, r).
The polymatroid case is similar, but in place of the hyperplane H we use all
the hyperplanes Hi = {xd = i} for i = 0, . . . , r − 1.
Note that ∆PM(d, r)∩Hi = ∆PM(d, r− i). For (X, r) ∈ tPM(d, r), supposing
X has length k,
RPM(X, r) ∩Hi =
{
RM(X
′, r′) rk−1 ≥ r − i
∅ otherwise
where again
X ′′ : ∅ ⊂ X1 ⊂ · · · ⊂ Xk−1 ⊂ Xk \ {d} = d− 1
and
r′′ = (r1, r2, . . . , rk−1, rk − i).
and (X ′, r′) is obtained from (X ′′, r′′) by dropping redundant entries as in the
proof of Theorem 5.4. Although (X, r) ∈ tPM(d, r) is not completely determined
by S |H0 , the arguments in the matroid case still show that S |H0= 0, and
a(X, r) = 0 for all (X, r) for which Xk−1 6= d− 1. Restricting to Hr−1 shows
that a(X, r) = 0 for all (X, r) for which Xk−1 = d− 1 and rk = 1. Proceeding
by induction on i, we restrict S to Hr−i and see that a(X, r) = 0 for all (X, r)
for which Xk−1 = d− 1 and rk−1 = i.
The following is an immediate consequence of Lemmas 8.4 and 8.5.
Theorem 8.6. The group T(P)M(d, r) is freely generated by all [R(P)M(X, r)]
with (X, r) ∈ t(P)M(d, r).
Example 8.7. Consider again Example 6.7. The set tPM(3, 2) consists of the
following elements:
X : {1, 2, 3} X : {1, 2} ⊂ {1, 2, 3}
r = (2) r = (1, 2)
X : {1} ⊂ {1, 2, 3} X : {2} ⊂ {1, 2, 3}
r = (1, 2) r = (1, 2)
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The polytopes RPM(X, r), (X, r) ∈ pPM(3, 2) are
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Example 8.8. Consider again Example 6.8. The set tM(4, 2) consists of the
following elements:
X : {1, 2, 3, 4} X : {1, 2} ⊂ {1, 2, 3, 4}
r = (2) r = (1, 2)
X : {1, 3} ⊂ {1, 2, 3, 4} X : {2, 3} ⊂ {1, 2, 3, 4}
r = (1, 2) r = (1, 2)
The polytopes RM(X, r), (X, r) ∈ pM(4, 2) are
9. Additive invariants: the groups T symM , T
sym
PM , T
sym
MM
The algebra P sym⋆M also has a natural filtration:
· · · ⊆ P sym⋆M (d, r, 2) ⊆ P
sym
⋆M (d, r, 1) ⊆ P
sym
⋆M (d, r, 0) = P
sym
⋆M (d, r).
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Here P sym⋆M (d, r, e) is spanned by the indicator functions of all ∗matroid base
polytopes of rank r and dimension d − e. Define P
sym
⋆M (d, r, e) = P
sym
∗M (d, r, e)/
P sym∗M (d, r, e + 1). Let P
sym
⋆M =
⊕
d,r,e P
sym
⋆M (d, r, e) be the associated graded
algebra.
Define T sym⋆M =
⊕
d,r P
sym
⋆M (d, r, 1). The following Corollary follows from The-
orem 8.3.
Theorem 9.1. The algebra P
sym
⋆M is the free symmetric algebra S(T
sym
⋆M ) on
T sym⋆M , and there exists an isomorphism
Se(T sym⋆M )
∼=
⊕
d,r
P
sym
⋆M (d, r, e). (16)
Proof. If we sum the isomorphism (14) in Theorem 8.3 over all d, we get an
isomorphism ⊕
d,X
P (X)→
⊕
d,r
P ⋆M (d, r, e)
where the sum on the left-hand side is over all d and all partitions X of d into
e nonempty subsets. If we divide out the symmetries on both sides, we get the
isomorphism (16).
Corollary 9.2. The algebra P sym⋆M is a polynomial ring over Z.
Proof. Consider the surjective map⊕
d,r
P sym⋆M (d, r, 1)→
⊕
d,r
P
sym
⋆M (d, r, 1) = T
sym
⋆M .
Suppose that G is a set of Z-module generators of T sym⋆M . Each element of G can
be lifted to
⊕
d,r P
sym
⋆M (d, r, e). Let G˜ be the set of all lifts. Since G generates
P
sym
⋆M by Theorem 9.1, G˜ generates P
sym
⋆M over Z. Since G is an algebraically
independent set, so is G˜. So P sym⋆M is a polynomial ring over Z, generated by G˜.
Proof of Theorem 1.6(a),(b). We prove the stated formulas after taking
the reciprocal of both sides. Let psym⋆M (d, r, e) be the rank of P
sym
⋆M (d, r, e). Define
tsym⋆M (d, r) := p⋆M(d, r, 1) as the rank of T
sym
⋆M (d, r). From the matroid case of
Theorem 9.1 follows that∏
(1 − xryd−r)−t
sym
M (d,r) =
1
1− x− y
and ∏
(1− uxryd−r)−t
sym
M (d,r) =
∑
d,r
psymM (d, r, e)u
exryd−r
From the polymatroid case follows that∏
(1− xdyr)−t
sym
PM (d,r) =
1− y
1− x− y
,
and ∏
(1− zxdyr)−t
sym
PM (d,r) =
∑
d,r
psymPM (d, r, e)z
exdyr.
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10. Invariants as elements in free algebras
Let
(P sym∗M )
# :=
⊕
d,r
P sym∗M (d, r)
∨
be the graded dual of P sym∗M .
Proof of Theorem 1.7(a),(b). A basis of (P symPM )
# ⊗Z Q is given by all uα
where α runs over all sequences of nonnegative integers, and a basis of (P symM )
#⊗Z
Q is given by all uα where α is a sequence of 0’s and 1’s (see Corollaries 6.5 and
6.6). The multiplication in (P sym∗M )
# is given by
uα · uβ =
(
d+ e
d
)
uαβ ,
where α has length d and β has length e. It follows that (P symPM )
# ⊗Z Q is
the free associative algebra Q〈u0, u1, u2, . . . 〉 generated by u0, u1, u2, . . . and
(P symM )
#⊗ZQ is the free associative algebra Q〈u0, u1〉 (the binomial coefficients
make no difference). The ordinary dual, (P sym∗M )
∨ is a completion of the graded
dual (P sym∗M )
#. We get that (P symPM )
∨ ⊗Z Q is equal to Q〈〈u0, u1, u2, . . . 〉〉 and
(P symM )
∨ ⊗Z Q is equal to Q〈〈u0, u1〉〉.
Let m⋆M =
⊕
d,r P
sym
∗M (d, r, 1). Then we have m
2
⋆M =
⊕
d,r P
sym
∗M (d, r, 2) and
T sym∗M = m∗M/m
2
∗M.
The graded dual m#⋆M can be identified with
(P sym⋆M )
#/P sym∗M (0, 0)
∼=
∞⊕
d=1
⊕
r
P sym⋆M (d, r)
∨.
So m#PM ⊗Z Q will be identified with the ideal (u0, u1, . . . ) of Q〈u0, u1, . . . 〉 and
m
#
M ⊗Z Q will be identified with the ideal (u0, u1) of Q〈u0, u1〉. The graded
dual (T symPM )
# ⊗Z Q is a subalgebra (without 1) of the ideal (u0, u1, . . . ), and
(T symPM )
# ⊗Z Q is a subalgebra of (u0, u1).
Lemma 10.1.
a. u0, u1 ∈ (T
sym
M )
∨ ⊗Z Q, and ui ∈ (T
sym
PM )
∨ ⊗Z Q for all i;
b. If f, g ∈ (T sym(P)M)
∨ ⊗Z Q, then [f, g] = fg − gf ∈ (T
sym
(P)M)
∨ ⊗Z Q.
Proof. Part (a) is clear. Suppose that f, g ∈ (T sym(P)M)
∨. Suppose that a, b ∈
mPM. We can write ∆(a) = a ⊗ 1 + 1 ⊗ a + a′ and ∆(b) = b ⊗ 1 + 1 ⊗ b + b′
where a′, b′ ∈ mPM⊗mPM. Note that a′(b⊗ 1), a′(1⊗ b), a′b′, b′(a⊗ 1), b′(1⊗ a)
lie in m2PM ⊗mPM or mPM ⊗m
2
PM. It follows that
fg(ab) = (f ⊗ g)((a⊗ 1 + 1⊗ a)(b⊗ 1 + 1⊗ b)) =
= f ⊗ g(ab⊗ 1 + a⊗ b+ b⊗ a+ 1⊗ ab) = f(a)g(b) + f(b)g(a).
Similarly gf(ab) = f(a)g(b) + f(b)g(a). We conclude that [f, g](ab) = 0.
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Proof of Theorem 1.7(c),(d). From Lemma 10.1 follows that (T symPM )
#⊗ZQ
contains the free Lie algebra Q{u0, u1, u2, . . . } generated by u0, u1, . . . , and
(T symM )
# ⊗ZQ contains Q{u0, u1}. By the Poincare´-Birkhoff-Witt theorem, the
graded Hilbert series of (P symPM )
# ⊗Z Q ∼= Q〈u0, u1, . . . 〉 is equal to the graded
Hilbert series of the symmetric algebra on Q{u0, u1, . . . }. On the other hand,
the Hilbert series of P symPM ⊗ ZQ is equal to the Hilbert series on the symmetric
algebra on T symPM ⊗Z Q. So (T
sym
PM )
# ⊗Z Q and Q{u0, u1, . . . } have the same
graded Hilbert series, and must therefore be equal. If we take the completion,
we get (T symPM )
∨ ⊗Z Q = Q{{u0, u1, . . . }}. The proof for matroids is similar and
T symM )
∨ ⊗Z Q = Q{{u0, u1}}.
One can choose a basis in the free Lie algebra. We will use the Lyndon basis. A
word (in some alphabet A with a total ordering) is a Lyndon word if it is strictly
smaller than any cyclic permutation of w with respect to the lexicographic
ordering. In particular, Lyndon words are aperiodic. If α ∈ N, we define
b(α) := uα. If α = α1α2 · · ·αd is a Lyndon word of length d > 1, we define
b(α) = [b(uβ), b(uγ)] where γ is a Lyndon word of maximal length for which
α = βγ and β is a nontrivial word. The Lyndon basis of Q{u0, u1} (respectively
Q{u0, u1, . . . }) is the set of all b(α) where α is a word in {0, 1} (respectively N).
For details, see [22]. Define tsymM (d, r) (respectively t
sym
PM (d, r)) as the set of all
Lyndon words α in the alphabet {0, 1} (respectively N) of length d with |α| = d.
The following theorem follows.
Theorem 10.2. The space (T sym(P)M)
∨(d, r)⊗Z Q of Q-valuative additive invari-
ants for (poly)matroids on d of rank r has the basis given by all b(α) with
α ∈ psym(P)M(d, r).
Example 10.3. For d = 6, r = 3 we have
t
sym
M (6, 3) = {000111, 001011, 001101}
f and
t
sym
PM (6, 3) = {000003, 000012, 000021, 000102, 000111,
000201, 001002, 001011, 001101}.
Proposition 10.4. The Hopf algebra P symPM ⊗Z Q is isomorphic to the ring
QSym of quasi-symmetric functions over Q.
Proof. If we set ui = pi+1 then the associative algebra P
sym
PM ⊗ZQ is isomorphic
to NSym = Q〈p1, p2, . . . 〉. The ring NSym has a Hopf algebra structure with
∆(pi) = pi ⊗ 1 + 1⊗ pi (see [7, §7.2]). The reader may verify that
∆(ui) =
∑
ui ⊗ 1 + 1⊗ ui.
This shows that the isomorphism is a Hopf-algebra isomorphism. It follows that
P symPM ⊗Z Q is isomorphic to QSym, the Hopf-dual of NSym.
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If we identify P symPM ⊗Z Q with QSym, then G is equal to ψ
sym
PM .
If a multiplicative invariant is also valuative, then there exists a group homo-
morphism f̂ : P sym∗M → A such that f = f̂ ◦ψ
sym
∗M . Since ψ
sym
∗M is onto, f̂ is a ring
homomorphism as well. So there is a bijection between valuative, multiplicative
invariants with values in A, and ring homomorphisms f̂ : P sym⋆M → A. By Corol-
lary 9.2, the ring P sym⋆M is a polynomial ring, so ring homomorphisms P
sym
⋆M → A
are in bijection with set maps to A from a set of generators G˜ of P sym⋆M . One
such set is a lift of a basis of m⋆M/m
2
⋆M. The next corollary follows.
Corollary 10.5. The set of valuative, multiplicative invariants on the set of
∗matroids with values in A is isomorphic to HomZ(m∗M/m2∗M , A).
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Appendix A. Equivalence of the weak and strong valuative property
In this section we will prove that the weak valuative property and the strong
valuative property are equivalent.
For a megamatroid polyhedron Π, let vert(Π) be the vertex set of the
polyhedron. Let WMM(d, r) be the subgroup of ZMM(d, r) generated by all
mval(Π;Π1, . . . ,Πk) where Π = Π1 ∪ · · · ∪ Πk is a megamatroid polyhedron
decomposition. Define WMM(d, r, V ) as the subgroup generated by all the
mval(Π;Π1, . . . ,Πk) where vert(Π) ⊆ V .
A megamatroid rk : 2d → Z ∪∞ is called bounded from above if rk(i) < ∞
for i = 1, 2, . . . , d. The groupW+MM(d, r) is the subgroup of ZMM(d, r) generated
by all mval(Π;Π1, . . . ,Πk) where Π is bounded from above, and W
+
MM(d, r, V )
is the subgroup of ZMM(d, r) generated by all mval(Π;Π1, . . . ,Πk) where Π is
bounded from above and vert(Π) ⊆ V .
Lemma Appendix A.1. If rk is a megamatroid bounded from above, then
there exist megamatroids rk1, . . . , rkk which are bounded from above and integers
a1, . . . , ak such that
〈rk〉 −
k∑
i=1
ai〈rki〉 ∈W
+
MM(d, r, vert(Π))
and vert(Q(rki)) consists of a single vertex of Π := Q(rk) for all i.
This lemma follows from the Lawrence-Varchenko polar decomposition of Q(rk)
[16, 28]. For explicitness we give a proof.
Proof. Let T be the group generated by W+MM(d, r, vert(Π)) and all mega-
matroid polyhedra Γ which are bounded from above, and whose vertex set
consists of a single element of vert(Π). We prove the lemma by induction on
|vert(Q(rk))|. If |vert(Π)| = 1 then the result is clear. Otherwise, we can find
vertices v and w of Π such that v−w is parallel to ei−ej for some i, j with i > j.
Consider the half-line L = R≥0(ei−ej) where R≥0 is the set of nonnegative real
numbers. Let Π+L be the Minkowski sum. Let us call a facet F of Π a shadow
facet if (F + L) ∩ Π = F . Suppose that F1, . . . , Fj are the shadow facets of Π.
We have a megamatroid polyhedron decomposition
Π + L = Π ∪ (F1 + L) ∪ · · · ∪ (Fj + L).
Note that Π+L, F1+L, . . . , Fj+L are bounded from above. The set vert(Π+L)
is a proper subset of vert(Π) because it cannot contain both v and w. Also
vert(Fi + L) is contained in vert(Fi) for all i, and is therefore a proper subset
of vert(Π) for all shadow facets F . The element
〈rk〉+mval(Π + L; Π, F1 + L, . . . , Fj + L)
is an integral combination of terms 〈rk′〉 where Q(rk′) is a face of Π + L or a
face of Fi+L for some i. In particular, for each such term 〈rk
′〉, the polyhedron
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Q(rk′) is bounded from above, and vert(Q(rk′)) is a proper subset of vert(Q(rk)).
Hence by induction
〈rk〉+mval(Π + L; Π, F1 + L, . . . , Fj + L) ∈ T.
Now it follows that 〈rk〉 ∈ T .
Proposition Appendix A.2. Suppose that rk1, . . . , rkk are megamatroids
which are bounded from above and a1, . . . , ak are integers such that
k∑
i=1
ai[Q(rki)] = 0.
Then we have
k∑
i=1
ai〈rki〉 ∈ W
+
MM(d, r, V )
where V =
⋃k
i=1 vert(Q(rki)).
Proof. First, assume that Q(rki) has only one vertex for all i. We prove the
proposition by induction on d, the case d = 1 being clear. We will also use
induction on k, the case k = 0 being obvious.
For vectors y = (y1, . . . , yd) and z = (z1, . . . , zd), we say that y > z in the
lexicographic ordering if there exists an i such that yj = zj for j = 1, 2, . . . , i−1
and yi > zi. If rk is a megamatroid bounded from above, and Q(rk) has only one
vertex v, then v is the largest element of Q(rk) with respect to the lexicographic
ordering.
Assume V = {v1, . . . , vm}, where v1 > v2 > · · · > vm in the lexicographical
ordering. Assume that Q(rk1), . . . , Q(rkn) are the only megamatroids among
Q(rk1), . . . , Q(rkk) which have v1 as a vertex. Because v1 is largest in lexico-
graphic ordering, v1 does not lie in any of the polyhedra Q(rkn+1), . . . , Q(rkk).
Because these polyhedra are closed, there exists an open neighborhood U of v1
such that U ∩Q(rkj) = ∅ for j = n+ 1, . . . , k. If we restrict to U , we see that
k∑
i=1
ai[Q(rki) ∩ U ] =
n∑
i=1
ai[Q(rki) ∩ U ] = 0
Since Q(rk1), . . . , Q(rkn) are cones with vertex v1, we have
n∑
i=1
ai[Q(rki)] = 0.
and
k∑
i=n+1
ai[Q(rki)] = 0.
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If n < k, then by the induction on k, we know that
n∑
i=1
ai〈Q(rk)i〉 ∈ W
+
MM(d, r, V )
and
k∑
i=n+1
ai〈Q(rki)〉 ∈W
+
MM(d, r, V ),
hence
k∑
i=1
ai〈Q(rki)〉 ∈W
+
MM(d, r, V ).
Assume that n = k, i.e., Q(rk1), . . . , Q(rkk) all have vertex v1. After trans-
lation by −v1, we may assume that r = 0, and v1 = 0. Now Q(rk1), . . . , Q(rkk)
are all contained in the halfspace defined by yd ≥ 0 inside the hyperplane
y1 + · · ·+ yd = 0.
Define
ρ : {y ∈ Rd−1 | y1 + · · ·+ yd−1 = −1} → {y ∈ R
d | y1 + · · ·+ yd = 0}
by ρ(y1, . . . , yd−1) = (y1, . . . , yd−1, 1). Assume that ρ
−1(Q(rki)) 6= ∅ for i =
1, 2, . . . , t and ρ−1(Q(rki)) = ∅ for i = t + 1, . . . , k. For i = 1, 2, . . . , t, define
megamatroids rk′i : 2
d−1 → Z ∪ {∞} such that Q(rk′i) = ρ
−1(Q(rki)). We have
t∑
i=1
ai[Q(rk
′
i)] =
n∑
i=1
ai[Q(rki))] ◦ ρ = 0.
Note thatQ(rk′i) is bounded from above and vert(Q(rk
′
i)) ⊆ {−e1, . . . ,−ed−1}
for i = 1, 2, . . . , t. By induction on d we have
t∑
i=1
ai〈rk
′
i〉 ∈W
+
MM(d− 1,−1, {−e1,−e2, . . . ,−ed−1}). (A.1)
If Γ is a megamatroid polyhedron inside y1+ · · ·+ yd−1 = −1 which is bounded
from above, and vert(Γ) ⊆ {−e1, . . . ,−ed−1}, then define C(Γ) as the closure
of R≥0ρ(Γ). Note that C(Γ) is also a megamatroid polyhedron. Define
γ : ZMM(d,−1, {−e2, . . . ,−ed})→ ZMM(d, 0, {0})
by γ(〈rk〉) = 〈r̂k〉, where r̂k is given by Q(r̂k) = C(Q(rk)).
If
Q(rk′) = Q(rk′1) ∪ · · · ∪Q(rk
′
s)
is a megamatroid decomposition inside {y ∈ Rd | y1 + · · ·+ yd−1 = −1}, then
C(Q(rk′)) = C(Q(rk′1)) ∪ · · · ∪ C(Q(rk
′
s))
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is also a megamatroid decomposition inside y1 + · · ·+ yd = 0.
So γ maps W+MM(d,−1, {−e1, . . . ,−ed−1}) to W
+
MM(d, 0, {0}).
Applying γ to (A.1) we get
γ
( t∑
i=1
ai〈rk
′
i〉
)
=
t∑
i=1
ai〈rki〉 ∈ W
+
MM(d, 0, {0}).
From this follows that
∑t
i=1 ai[Q(rki)] = 0. Since
∑k
i=1 ai[Q(rki)] = 0, we have
that
∑k
i=t+1 ai[Q(rki)] = 0. Since Q(rki) is contained in the hyperplane defined
by yd = 0 for i = t+ 1, . . . , k, we can again use induction on d to show that
k∑
i=t+1
ai〈rki〉 ∈W
+
MM(d, r, {0}).
We conclude that
k∑
i=1
ai〈rki〉 =
t∑
i=1
ai〈rki〉+
k∑
i=t+1
ai〈rki〉 ∈W
+
MM(d, r, {0}).
Assume now we are in the case where rk1, . . . , rkk are arbitrary. By Lemma
Appendix A.1, we can find megamatroids rki,j bounded from above with only
one vertex which is contained in the set V , and integers ci,j such that
〈rki〉 −
∑
j
ci,j〈rki,j〉 ∈W
+
MM(d, r, V )
It follows that
∑k
i=1 aici,j [Q(rki,j)] = 0. From the special case considered above,
we obtain
k∑
i=1
ai〈rki〉 =
k∑
i=1
ai
∑
j
ci,j〈rki,j〉 ∈ W
+
MM(d, r, V ).
Proof of Theorem 3.5. It suffices to show that the kernel of ΨMM is con-
tained in WMM(d, r). Suppose that
ΨMM
( k∑
i=1
ai〈rki〉
)
=
k∑
i=1
ai[Q(rki)] = 0.
Let sgn : R→ {−1, 0, 1} be the signum function. For a vector γ = (γ1, . . . , γd) ∈
{−1, 0, 1}d and a megamatroid polyhedron Π, define
Πγ = {(y1, . . . , yd) ∈ Π | ∀i (sgn yi = γi or yi = 0)}.
For every j we have a megamatroid polyhedron decomposition
Πj =
⋃
γ∈{−1,1}d;Πγ
j
6=∅
Πγj (A.2)
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where γ runs over {−1, 1}d. Intersections of the polyhedra Πγi , γ ∈ {−1, 1}
are of the form Πγi where γ ∈ {−1, 0, 1}
d. If Πγi 6= ∅ define rk
γ
i such that
Q(rkγi ) = Π
γ
i . From (A.2) it follows that
mval(Πj ; {Π
γ
j }γ∈{−1,1}d) = 〈rkj〉 −
∑
γ∈{−1,0,1}d;Πγ
i
6=∅
bγ〈rkγi 〉 ∈ WMM(d, r) (A.3)
where the coefficients bγ ∈ Z only depend on γ. (One can show that bγ =
(−1)z(γ) where z(γ) is the number of zeroes in γ, but we will not need this.)
For every γ we have ∑
i:Πγi 6=∅
ai[Π
γ
i ] = 0
For a given γ, we may assume after permuting the coordinates that γ1 ≤ γ2 ≤
· · · ≤ γd. It then follows that Π
γ
i is bounded from above for all i. By Proposi-
tion Appendix A.2, we have∑
i
ai〈rk
γ
i 〉 ∈ WMM(d, r)
for all γ. By (A.3) we get
k∑
i=1
ai〈rki〉 ∈ WMM(d, r).
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Appendix B. Tables
Below are the tables for the values of pPM(d, r), pM(d, r), p
sym
PM (d, r), p
sym
M (d, r),
tPM(d, r), tM(d, r), t
sym
PM (d, r), t
sym
M (d, r) for d ≤ 6 and r ≤ 6. Rows correspond
to values of d and columns correspond to values of r:
r
//
d

.
pPM 0 1 2 3 4 5 6 pM 0 1 2 3 4 5 6
0 1 0 1
1 1 1 1 1 1 1 1 1 1 1
2 1 3 5 7 9 11 13 2 1 3 1
3 1 7 19 37 61 91 127 3 1 7 7 1
4 1 15 65 175 369 671 1105 4 1 15 33 15 1
5 1 31 211 781 2101 4651 9031 5 1 31 131 131 31 1
6 1 63 665 3367 11529 31031 70993 6 1 63 473 883 473 63 1
p
sym
PM 0 1 2 3 4 5 6 p
sym
M 0 1 2 3 4 5 6
0 1 0 1
1 1 1 1 1 1 1 1 1 1 1
2 1 2 3 4 5 6 7 2 1 2 1
3 1 3 6 10 15 21 28 3 1 3 3 1
4 1 4 10 20 35 56 84 4 1 4 6 4 1
5 1 5 15 35 70 126 210 5 1 5 10 10 5 1
6 1 6 21 56 126 252 462 6 1 6 15 20 15 6 1
tPM 0 1 2 3 4 5 6 tM 0 1 2 3 4 5 6
0 0
1 1 1 1 1 1 1 1 1 1 1
2 1 2 3 4 5 6 2 1
3 1 4 9 16 25 36 3 1 1
4 1 8 27 64 125 216 4 1 4 1
5 1 16 81 256 625 1296 5 1 11 11 1
6 1 32 343 1024 3125 7776 6 1 26 66 26 1
t
sym
PM 0 1 2 3 4 5 6 t
sym
M 0 1 2 3 4 5 6
0 0
1 1 1 1 1 1 1 1 1 1 1
2 1 1 2 2 3 3 2 1
3 1 2 3 5 7 9 3 1 1
4 1 2 5 8 14 20 4 1 1 1
5 1 3 7 14 25 42 5 1 2 2 1
6 1 3 9 20 42 75 6 1 2 3 2 1
The tables for pM, tM, t
sym
PM , t
sym
M can be computed recursively using the equa-
tions for the generating functions in Theorems 1.5 and 1.6. The values for
pPM, p
sym
PM , p
sym
M , tPM are trivial to compute, but are included here for compar-
ision. The tables of psymPM and p
sym
M are of course related to Pascal’s triangle.
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The table for psymM appears in Sloane’s On-line Encyclopedia of Integer Se-
quences [25] as sequence A046802. These numbers also appear in [24]. We
have tM(d, r) = E(d − 1, r − 1) for d, r ≥ 1, where the E(d, r) are the Eulerian
numbers. See the Handbook of Integer Sequences [25], sequences A008292 and
A123125. The sequences tsymPM and t
sym
M are related to sequences A059966,
A001037, and the sequence A051168 denoted by T (h, k) in [25]. We have
tsymPM (d, r) = T (d− 1, r) for d ≥ 1 and r ≥ 0, and t
sym
M (d, r) = T (d− r − 1, r) if
0 ≤ r < d.
Index of selected notations
A subscript MM or PM or M on a notation refers to the variant relating
respectively to megamatroids or polymatroids or matroids. The subscript ∗M
stands in for any of MM or PM or M, while (P)M stands in for either of PM or M.
Notations below with a dagger may have the parenthesis (d, r) omitted, in
which case they refer to direct sums over all d and r. These are introduced on
page 29.
[Π] indicator function of a set Π, 3, 13
A∗M(d, r) † the Z-module generated by all [R∗M(X, r)] with (X, r) ∈ a∗M(d, r), 25
a∗M(d, r) index set, 25
B∗M(d, r) the group generated by all [Q(rk)]− [Q(rk ◦σ)], 24
E the map E(〈rk〉) =
∑
F 〈rkF 〉, F ranging over faces of rk, 12
face(Π) the set of faces of a polyhedron Π, 12
F Billera-Jia-Reiner quasi-symmetric function, 2
G polymatroid invariant, 2
ℓ(X) length of a chain X, 15
lhull(F ) linear hull of F , 8
m∗M
⊕
d,r P
sym
∗M (d, r, 1), 42
P∗M(d, r) † the Z-module on indicator functions [Q(rk)], 3, 13
P∗M(d, r, e) filtration of P∗M, 33
P ∗M(d, r, e) associated graded of P∗M, 33
P sym∗M (d, r) † P/B, the symmetrized version of P∗M, 3, 24
P sym∗M (d, r, e) filtration of P
sym
rm∗M , 41
P
sym
∗M (d, r, e) associated graded of P
sym
∗M , 41
p(P)M(d, r) rank of P(P)M(d, r), the number of independent valuative functions, 4
psym(P)M(d, r) rank of P
sym
(P)M(d, r), the number of independent valuative invariants, 4
p(P)M(d, r, e) rank of P(P)M(d, r, e), 35
psym(P)M(d, r, e) rank of P
sym
(P)M(d, r, e), 41
p∗M(d, r) index set for a basis of P∗M(d, r), 19
p
sym
∗M (d, r) index set for a basis of P
sym
∗M (d, r), 25
Q(rk) base polytope of a megamatroid, 6
R∗M(X, r) a (mega-, poly-)matroid whose polytope is a cone, 15
rkΠ rank function of a polytope Π, 8
sX,r the indicator function for the chain X having ranks r, 19
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ssymX,r the average of sX,r under the symmetric group action, 26
S antipode H → H in a Hopf algebra, 30
S∗M(d, r) set of (mega-, poly-)matroids, 2, 11
Ssym(P)M(d, r) isomorphism classes of (poly)matroids, 2
T Tutte polynomial, 2
T∗M(d, r) † P ∗M(d, r, 1), 33
T sym∗M (d, r) † P
sym
∗M (d, r, 1), 41
t(P)M(d, r) rank of T(P)M(d, r), number of independent additive functions, 35
tsym(P)M(d, r) rank of T
sym
(P)M(d, r), number of independent additive invariants, 41
t∗M(d, r) index set for a basis of T∗M(d, r), 37
t
sym
(P)M(d, r) index set for a basis in (T
sym
(P)M(d, r))
∨ ⊗Z Q, 43
{Uα} basis of the ring of quasisymmetric functions, 2
{uα} dual basis of {Uα}, basis of Q-valued invariants, 26
V ∨ dual space of V , 3
V # graded dual space of V , 42
vert(Π) set of vertices of a polyhedron Π, 45
WMM(d, r) subgroup of ZMM(d, r) generated by all mval(Π, . . . )s, 45
WMM(d, r, V ) ditto, Π having all vertices in V , 45
WMM(. . . )
+ ditto, Π bounded from above, 45
Y∗M(d, r) the group generated by all 〈rk〉 − 〈rk ◦σ〉, 24
Z∗M(d, r) † the Z-module on (mega-, poly-)matroids, 2, 11
Zsym∗M (d, r) † Z/Y , the symmetrized version of Z, 2, 24
∆M (d, r) hypersimplex defined by y1 + · · ·+ yd = r, 0 ≤ yi ≤ 1, 7
∆PM (d, r) simplex defined by y1 + · · ·+ yd = r, yi ≥ 0, 7
∆ comultiplication H → H → H⊗H for a Hopf algebra H, 29
η unit in a Hopf algebra, 29
∇ multiplication H⊗H → H in a Hopf algebra, 29
ǫ counit in a Hopf algebra, 30
Π◦ relative interior of a polyhedron Π, 13
πMM the quotient map ZMM(d, r)→ Z
sym
MM(d, r), 24
ρMM the quotient map PMM(d, r) → P
sym
MM (d, r), 24
Ψ∗M the map ΨMM : ZMM(d, r)→ PMM(d, r), Ψ∗M(〈rk〉) = [Q(rk)], 13
Ψ◦MM the map ΨMM : ZMM(d, r)→ PMM(d, r), ΨMM(〈rk〉) = [Q(rk)
◦], 13
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