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Abstract
Let f (k1, . . . , km) be the minimal value of size of all possible unextendible product bases in the tensor product space
⊗m
i=1Cki .
We have trivial lower bounds n(k1, . . . , km)=
∑m
i=1(ki − 1)+ 1 and upper bound k1 · · · km. Alon and Lovász determined all cases
such that f (k1, . . . , km)= n(k1, . . . , km). In this paper we determine all cases such that f (k1, . . . , km)= k1 · · · km by presenting a
sharper upper bound.We also determine several cases such thatf (k1, . . . , km)=n(k1, . . . , km)+1 by using a result on 1-factorization
of complete graphs.
© 2005 Elsevier B.V. All rights reserved.
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1. Introduction
Let C be the complex ﬁeld. m2, k1, . . . , km2.A vector v in the tensor product
⊗m
i=1Cki is called a pure product
vector if it has the form
v = v1 ⊗ v2 ⊗ · · · ⊗ vm, vi ∈ Cki (1 im).
The hermitian inner product in Ck of u = (u1, . . . , uk) and v = (v1, . . . , vk) is deﬁned by
(u, v) =
k∑
i=1
uivi ∈ C,
where ui is the complex conjugate of ui . Then we know that the hermitian inner product of two pure product vectors
u = u1 ⊗ · · · ⊗ um and v = v1 ⊗ · · · ⊗ vm in⊗mi=1Cki (Ck1···km) is
(u, v) =
m∏
i=1
(ui, vi). (1.1)
Therefore u and v are orthogonal ((u, v)= 0) if and only if there exists at least one i (1 im) such that (ui, vi)= 0.
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A set F of non-zero pure product vectors in
⊗m
i=1Cki is called a product basis if each two distinct vectors in F are
orthogonal. A product basis F is called unextendible (UPB) if there is no non-zero pure product vector in⊗mi=1Cki
which is orthogonal to all members of F .
Let S(k1, . . . , km) be the set of all UPB in
⊗m
i=1Cki , N(k1, . . . , km) be the set of all possible sizes of UPB in⊗m
i=1Cki ,
N(k1, . . . , km) = {|F | : F ∈ S(k1, . . . , km)}.
Alon and Lovász [1] proved that the size of each UPB in⊗mi=1Cki has lower bound
n(k1, . . . , km) = 1 +
m∑
i=1
(ki − 1),
and trivial upper bound k1 · · · km (= dim⊗mi=1Cki ). Let
f (k1, . . . , km) = min{s : s ∈ N(k1, . . . , km)}
= min
{
|F | : F is a UPB in
m⊗
i=1
Cki
}
,
we know that n(k1, . . . , km)f (k1, . . . , km)k1 · · · km.
To determine the value f (k1, . . . , km) and the setN(k1, . . . , km) are interesting problems raised in [1] andmotived by
a question in quantum information theory concerning properties of entangled quantum states [2,4]. By using appropriate
orthogonal representations of graphs, Alon and Lovász determined all cases (k1, . . . , km) such that f (k1, . . . , km) =
n(k1, . . . , km).
Lemma 1.1 (Alon and Lovász [1], Theorem 1.1). Let m2 and k1, . . . , km2. Then f (k1, . . . , km)>n(k1, . . . , km)
if and only if (k1, . . . , km) satisﬁes at least one of the following cases:
(A) {k1, . . . , km} = {2, k} (m = 2);
(B) n(k1, . . . , km) is odd and k1 · · · km is even.
In Section 2 we present a sharper upper bound for f (k1, . . . , km) so that we can determine all cases (k1, . . . , km)
such that f (k1, . . . , km)=k1 · · · km.We show that f (k1, . . . , km)=k1 · · · km if and only if (k1, . . . , km) belongs to case
(A) of Lemma 1.1. For case (B) of Lemma 1.1, we determine several cases with f (k1, . . . , km) = n(k1, . . . , km) + 1
in Section 3 by using a result on 1-factorization of complete graphs.
2. Case (1): f (k1, . . . , km) = k1 · · · km
Theorem 2.1. For any k2, f (2, k) = 2k.
Proof. In the following, for each non-zero pure product v = a ⊗ b (a ∈ C2, b ∈ Ck) we may assume that a and b are
normalized by (a, a) = (b, b) = 1. A UPB in C2 ⊗ Ck can be written in the following way.
S = {ai ⊗Ai , a⊥i ⊗A′i | (1 i t)},
where {ai, a⊥i } (1 i t) are different (normalized) orthogonal basis inC2 andAi , A′i ⊆ Ck . Then the requirement
that each two different members in S are orthogonal is equivalent to the following conditions:
(I) (u, v) = 0 for u, v ∈Ai , u = v (1 i t).
(u, v) = 0 for u, v ∈A′i , u = v (1 i t).
(II) (u, v) = 0 for u ∈Ai ∪A′i , v ∈Aj ∪A′j (1 i = j t).
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Let V1 be the subspace of Ck spanned by
⋃t
i=2 (Ai ∪A′i ). From (I), (II) and inextendibility of S we know thatA1
is an orthogonal basis of V ⊥1 and so isA
′
1. Particularly, we have 〈A1〉 = 〈A′1〉 = V ⊥1 and |A1| = |A′1| = dim V ⊥1 .
Similarly for each i (1 i t) we have 〈Ai〉 = 〈A′i〉 = V ⊥i and |Ai | = |A′i | = dim V ⊥i where Vi is the subspace of
Ck spanned by
⋃t
j=1,j =i (Aj ∪A′j ). The property (II) implies that V ⊥i ⊥ V ⊥j for 1 i = j t and inextendibility of
S implies that
⊕t
i=1V ⊥i = Ck . Therefore
|S| =
t∑
i=1
(|Ai | + |A′i |) = 2
t∑
i=1
|Ai | = 2
t∑
i=1
dim V ⊥i = 2k. 
Corollary 2.2. For any k2, N(2, k) = {2k}.
To prove that {k1, . . . , km} = {2, k} is the only case such that f (k1, . . . , km) = k1 · · · km, we need a sharper upper
bound of f (k1, . . . , km). For two sets S and S′ of integers, we deﬁne S + S′ = {s + s′ | s ∈ S, s′ ∈ S′}.
Lemma 2.3. Letm1, k1, . . . , km2, a, b1.ThenN(k1, . . . , km, a)+N(k1, . . . , km, b) ⊆ N(k1, . . . , km, a+b).
Particularly, f (k1, . . . , km, a + b)f (k1, . . . , km, a) + f (k1, . . . , km, b).
Proof. Suppose that  ∈ N(k1, . . . , km, a),  ∈ N(k1, . . . , km, b) which means that there exist a UPB
S of (
⊗m
i=1Cki )
⊗
Ca and a UPB S′ of (
⊗m
i=1Cki )
⊗
Cb with size |S| =  and |S′| = . We view Ca+b = Ca ⊕ Cb
as orthogonal sum. In this way, S ∪ S′ is a subset of (⊗mi=1Cki )⊗Ca+b, and each two different members of S ∪ S′
are orthogonal. We claim that S ∪ S′ is inextendible.
Suppose that v = v1 ⊗ · · · ⊗ vm ⊗ (w + w′) (w ∈ Ca, w′ ∈ Cb) is orthogonal to all members of S ∪ S′. Then we
have
(1) v1 ⊗ · · · ⊗ vm ⊗ w is orthogonal to all members of S. Therefore v1 ⊗ · · · ⊗ vm ⊗ w = 0 since S is a UPB in
(
⊗m
i=1Cki )
⊗
Ca .
(2) v1 ⊗ · · · ⊗ vm ⊗ w′ is orthogonal to all members of S′. Therefore v1 ⊗ · · · ⊗ vm ⊗ w′ = 0.
If vi=0 for some i (1 im), then v=v1⊗· · ·⊗vm⊗(w+w′)=0.Otherwisewe havew′=0 andw=0 by (1) and (2).
Thuswe also have v=0.Therefore S∪S′ is aUPBof (⊗mi=1Cki )⊗Ca+b so that +=|S∪S′| ∈ N(k1, . . . , km, a+b).
The remaining statements of Lemma 2.3 are obvious. 
Corollary 2.4. For m2, k1, . . . , km2, f (k1, . . . , km) = k1 · · · km if and only if m = 2 and 2 ∈ {k1, k2} (case (A)
of Lemma 1.1).
Proof. We have proven f (2, k) = 2k (Theorem 2.1). Suppose that {k1, . . . , km} = {2, k} and k1k2 · · · km.
Then in case (B) of Lemma 1.1 we have
f (k1, . . . , km)f (k1, . . . , km−1, km − 1) + f (k1, . . . , km−1, 1) (by Lemma 2.3)
n(k1, . . . , km−1, km − 1) + k1 · · · km−1 (by Lemma 1.1)
=
m∑
i=1
(ki − 1) + k1 · · · km−1
< k1 · · · km−1km.
Otherwise we have f (k1, . . . , km) = n(k1, . . . , km) = 1 +∑mi=1(ki − 1)< k1 · · · km by Lemma 1.1. This completes
the proof of Corollary 2.4. 
For case (B) of Lemma 1.1, we know that f (k1, . . . , km)n(k1, . . . , km) + 1 =∑mi=1(ki − 1) + 2. In next section
we determine several cases such that f (k1, . . . , km) meets the lower bound
∑m
i=1(ki − 1) + 2.
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3. Case (II): f (k1, . . . , km) =∑mi=1(ki − 1) + 2
Now we assume that (k1, . . . , km) belongs to case (B) of Lemma 1.1, so that f (k1, . . . , km)
∑m
i=1(ki − 1) + 2.
In this section we present several cases (k1, . . . , km) such that f (k1, . . . , km) =∑mi=1(ki − 1) + 2. For doing this we
need to borrow a result on 1-factorization of complete graph. We use the standard terminology in graph theory. Let
G= (V , E) be a (simple) graph with an even number 2n of vertices, V =V (G)={v1, . . . , v2n} and E =E(G) be the
sets of vertices and edges of G, respectively. A 1-factor (also called a perfect matching) of G means a set of n disjoint
edges taken from E such that 2n vertices of these edges span that whole set V . If |E|= ln, a 1-factorization of G means
a partitionF= {F1, . . . , Fl} of E such that F1, . . . , Fl are (edge-disjoint) 1-factors of G.
In this paper we use the following result. For further information on factorization of graphs see the survey articles
[5] and [6].
Lemma 3.1 (Chetwynd and Hilton [3, Theorem 1]). Let G is a regular graph with 2n vertices, n3 and degree d,
0d4.Then the complement graphG ofG in the complete graphK2n has a 1-factorization except when 2n=6, d=3
and G is the complete bipartite graph K3,3.
For a set U of non-zero pure product vectors in
⊗m
i=1Cki ,
U = {v = v(1) ⊗ · · · ⊗ v(m) | 1n, v(i) ∈ Cki (1 im)},
we can construct a graph G = G(U), called the orthogonality graph of U , by
V (G) = {1, 2, . . . , n},
E(G) = { | (v, v) = 0, (1, n)}.
More general, for each non-empty subset A = {i1, . . . , il} of {1, 2, . . . , m}, let
v
(A)
 = v(i1) ⊗ · · · ⊗ v(il ) (1n),
we can construct a graph GA = GA(U) = Gi1,...,il (U) by
V (GA) = {1, 2, . . . , n},
E(GA) = { | (v(A) , v(A) ) = 0 (1, n)}.
The following facts can be derived directly from the deﬁnitions and the inner product formula (1.1).
Fact 1. GA(U) is a spanning subgraph of G(U) since (v(A) , v
(A)
 ) = 0 implies (v, v) = 0;
Fact 2. For two subsets A,B of {1, 2, . . . , m}, the graph GA∪B is the edge-union of GA and GB which means that
E(GA∪B) = E(GA) ∪ E(GB).
Fact 3. U is a product basis in
⊗m
i=1Cki if and only if G(U) is the complete graph Kn.
After this preparation on graph theory, we are ready to state and prove our results on f (k1, . . . , km). From now on
we denote f (2, . . . , 2︸ ︷︷ ︸
l
, kl+1, . . . , km) by f (2[l], kl+1, . . . , km) brieﬂy. At ﬁrst we discuss the case that all ki are 2. This
case is more interesting in quantum physics.
Theorem 3.2. For each m0, f (2[4m+2]) = 4m + 4.
Proof. We may assume that m1 since f (2, 2)= 4 has been proven in Theorem 2.1. We keep the following notation
used in our proof of Theorem 2.1. For each letter, say a, the notation {ai, a⊥i | 1 i l} means that {ai, a⊥i } (1 i l)
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Fig. 1. G1(U).
are l distinct orthogonal basis in C2. Namely, ai, a⊥i ∈ C2 and
ai, a
⊥
i = 0, (ai, a⊥i ) = 0 (1 i l),
(ai, a
⊥
j ) = 0, (ai, aj ) = 0, (a⊥i , a⊥j ) = 0 (1 i = j l).
Therefore the orthogonality graph of U = {v1, . . . , v2l} = {ai, a⊥i | 1 i l} is a 1-factor of the complete graph K2l .
Now we choose a set U of non-zero pure product vectors in (C2)⊗4m+2
U = {v = v(1) ⊗ · · · ⊗ v(4m+2) | 14m + 4}
in following way. Firstly, let {v(1) | 14m + 4} be the following multiset
{aj , aj , a⊥j , a⊥j | 1jm + 1}.
The graph G1(U) is the disjoint union of m + 1 copies of cycle C4 as shown in Fig. 1.
G1(U) is a regular graph with 4m+ 4 vertices and degree 2. By Lemma 3.1, the complement graph G1 =G1(U)=
K4m+4 − G1(U) has a 1-factorization which means that
E(G1) =
4m+2⋃
i=2
Fi (disjoint),
where
Fi = {ij i′j | 1j2m + 2} (2 i4m + 2)
are 4m + 1 edge-disjoint 1-factors of G1 so that
{ij , i′j | 1j2m + 2} = {1, 2, . . . , 4m + 4} (2 i4m + 2).
Then for each i, 2 i4m + 2 we choose
v
(i)
ij
= bj , v(i)i′j = b
⊥
j (1j2m + 2),
where, aswe assumed before, {bj , b⊥j } (1j2m+2) are 2m+2 distinct orthogonal basis ofC2. By this construction,
Gi = Gi(U) (2 i4m + 2) is a 1-factorization of G1, so that the edge-union of G1 =⋃4m+2i=2 Gi and G1 is K4m+4.
Therefore U is a product basis of (C2)⊗4m+2.
Moreover, suppose that there exists a non-zero pure product vector v = v(1) ⊗ · · · ⊗ v(4m+2) in (C2)⊗4m+2 such that
(v, v) =
4m+2∏
i=1
(v(i), v
(i)
 ) = 0 (14m + 4). (3.1)
For each i, 2 i4m + 2, there exists at most one  such that (v(i), v(i) ) = 0 since v(i) = 0 and any two distinct
vectors in {v(i) | 14m + 2} = {bj , b⊥j | 1j2m + 2} span the whole space C2. Therefore the total number
of  satisfying
∏4m+2
i=2 (v(i), v
(i)
 ) = 0 is at most 4m + 1. Then from (3.1) we know that the number of  satisfying
(v(1), v(1) ) = 0 is at least 4m + 4 − (4m + 1) = 3. But this is impossible since v(1) = 0 and any three member in
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Fig. 2. G12 and G12 of Theorem 3.3(1).
the multiset {v(1) | 14m + 4} = {aj , aj , a⊥j , a⊥j | 1jm + 1} span the whole space C2. This contradiction
implies that U is an UPB in (C2)⊗4m+2. Therefore f (2[4m+2]) |U | = 4m + 4. From Lemma 1.1 we know that
f (2[4m+2]) = 4m + 4. This completes the proof of Theorem 3.2. 
Next we show several examples f (k1, . . . , km) which meet the lower bound
∑m
i=1(ki − 1) + 2. Our proofs of all
examples is ad hoc, so we don’t know how far they can go.
Theorem 3.3. (1) f (2, 2, 2, 2) = 6.
(2) f (2, 2, 3) = 6.
(3) f (2, 2, 2, 4) = 8.
(4) f (4, 4) = 8.
(5) f (2[4], 5) = 10.
(6) f (2, 2, 5) = 8.
Proof. (1) Consider the set
U = {v = v(1) ⊗ v(2) ⊗ v(3) ⊗ v(4) ∈ (C2)⊗4 | 16},
where
{v(1) ⊗ v(2) | 16} = {a1 ⊗ b1, a1 ⊗ b⊥1 , a2 ⊗ b1, a2 ⊗ b⊥1 , a⊥1 ⊗ b2, a⊥2 ⊗ b⊥2 }.
The orthogonal graph G12 = G12(U) is shown in Fig. 2.
G12 = K6 − G12 is a regular graph of degree 2, so that G12 has 1-factorization by Lemma 3.1: E(G12) = F3 ∪ F4,
whereF3 andF4 are edge-disjoint 1-factors ofG12. (In fact, wemay choose three dotted lines asF3, and other three lines
as F4 in G12 of Fig. 2.) Now we let {ci, c⊥i } (1 i3) be the end points of three lines of F3, and {di, d⊥i } (1 i3)
be the end points of three lines of F4 as shown in Fig. 2. Then
V =
{
v1 = a1 ⊗ b1 ⊗ c1 ⊗ d1, v4 = a2 ⊗ b⊥1 ⊗ c⊥2 ⊗ d⊥3
v2 = a⊥1 ⊗ b2 ⊗ c2 ⊗ d2, v5 = a⊥2 ⊗ b⊥2 ⊗ c⊥3 ⊗ d⊥1
v3 = a1 ⊗ b⊥1 ⊗ c3 ⊗ d3, v6 = a2 ⊗ b1 ⊗ c⊥1 ⊗ d⊥2
}
is a product basis of (C2)⊗4.Moreover, suppose that there exists non-zero pure product vector v=v(1)⊗v(2)⊗v(3)⊗v(4)
such that (v, v) = 0 (16). For i = 3 or 4, the number of  satisfying (v(i), v(i) ) is at most 1. Thus the number
of  satisfying (v(1) ⊗ v(2), v(1) ⊗ v(2) ) = 0 is at least 4. But this is impossible since we can see from graph G12
that 0 = v(1) ⊗ v(2) cannot be orthogonal to any four distinct v(1) ⊗ v(2) , simultaneously. Therefore U is a UPB and
f (2, 2, 2, 2) = 6.
(2) Consider the set
U = {v = v(1) ⊗ v(2) ⊗ v(3) ∈ C2 ⊗ C2 ⊗ C3 | 16},
where {v(1) ⊗ v(2) | 16} is the same as shown in G12 of Fig. 2, {v(3) | 16} and G3(=G12) is shown in
Fig. 3. Then U is a product basis of C2 ⊗ C2 ⊗ C3. Suppose that there exists 0 = v = v(1) ⊗ v(2) ⊗ v(3) such that
(v, v)= 0 (16). There are at most three  satisfying (v(1) ⊗ v(2), v(1) ⊗ v(2) )= 0. Thus there exist three  such
that (v(3), v(3) )= 0. But this is impossible since each three members of {v(3) | 16} span the whole C3. Therefore
U is a UPB and f (2, 2, 3) = 6.
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Fig. 3. G12 = G3 for Theorem 3.3(2).
Fig. 4. G4 for Theorem 3.3(3).
Fig. 5. G1 and G2 for Theorem 3.3(4).
(3) We choose {v(4) | 18} as shown in Fig. 4. Then G4 is a regular graph with degree 4. By Lemma 3.1,
G4 =K8 −G4 has a 1-factorization E(G4)=F1 ∪F2 ∪F3 where Fi (1 i3) are edge-disjoint 1-factors of G4. For
each i (1 i3), we choose {v(i) | 18} to be {aj , a⊥j | 1j4} such that {aj , a⊥j } (1j4) are end points
of the four lines of Fi , respectively. Then we obtain a product basis U of C2 ⊗ C2 ⊗ C2 ⊗ C4 with size 8. It can be
checked that each ﬁve member of {v(4) | 18} span the whole C4. Therefore U is a UPB and f (2, 2, 2, 4) = 8.
(4) We choose {v(1) ∈ C4 | 18} and their orthogonality graph G1 in the same way as Fig. 4. The other piece
{v(2) ∈ C4 | 18} and their orthogonality graph G2 is a permutation of {v(1) } of G1 (Fig. 5).
We can see that (v(1)i , v
(1)
j ) = 0 (1 i = j8) implies that (v(2)i , v(2)j ) = 0 which means that the set U =
{v(1)i ⊗ v(2)i | 1 i8} is a product basis of C4 ⊗ C4. Moreover, U is unextendible since the vectors are arranged in
such a way that for each subset {i1, i2, i3, i4} of {1, 2, . . . , 8} (1 i1 < i2 < i3 < i48), either {v(1)i1 , v
(1)
i2
, v
(1)
i3
, v
(1)
i4
} or
{v(2)i1 , v
(2)
i2
, v
(2)
i3
, v
(2)
i4
} spans the whole C4. Therefore f (4, 4) = 8.
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Fig. 6. G5 for Theorem 3.3(5).
Fig. 7. G12 and G3 for Theorem 3.3(6).
(5) We choose {v(5) ∈ C5 | 110} and the orthogonality graph G5 to be Fig. 6 where = e2i/3.
It is easy to see that G5 =K10 −G5 has an 1-factorization. Thus we have a product basis U = {v(1) ⊗ v(2) ⊗ v(3) ⊗
v
(4)
 ⊗ v(5) ∈ (C2)⊗4 ⊗C5 | 110} such that {v(i) | 110} = {aj , a⊥j | 1j5}. Moreover, U is unextendible
since each six members of {v(5) | 110} span the whole space C5. Thus f (2, 2, 2, 2, 5) = 10.
(6) We choose {v(1) ⊗ v(2) ∈ C2 ⊗C2 | 18}, {v(3) ∈ C5 | 18} and the orthogonality graph G12 in Fig. 7.
We didn’t mark the lines of G3, but it can be checked that if (v(1) ⊗ v(2) , v(1) ⊗ v(2) ) = 0 and  = , then
(v
(3)
 , v
(3)
 )= 0. Thus U ={v(1) ⊗ v(2) ⊗ v(3) | 18} is a product basis of C2 ⊗C2 ⊗C5. In fact, U is a UPB since
for each 0 = v=v(1)⊗v(2)⊗v(3) inC2⊗C2⊗C5, there are at most 3 number of  such that (v(1)⊗v(2), v(1) ⊗v(2) )=0
and each ﬁve members in {v(3) | 18} span the whole space C5. Therefore f (2, 2, 5) = 8. 
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