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1. INTRODUCTION 
Over the last several years considerable interest has developed in using the 
method of invariant imbedding for the numerical investigation of linear systems 
of differential equations. Application has been made not only to the two-point 
boundary value problem and generalizations thereof but also to the so-called 
“eigenlength problem” (see, e.g., [4, 7, 9, 10, 15-181). Under certain conditions 
the method seems to be very efficient and very accurate. 
Unfortunately, in many situations the basic Riccati equation which arises in 
the imbedding method does not have a solution R over the entire interval of 
interest. Some investigators have concluded that this makes the device 
inapplicable [8, 171. However, at least two general methods have been proposed 
for circumventing this difficulty. Techniques based on the “addition formulas” 
have been described by Allen and Wing [l, 21 and by Denman and Nelson [5]. 
A possibly simpler approach is discussed extensively by Scott [9, IO] and by 
Scott and Vandevender [12]. The latter consists, in the scalar case, of replacing 
the “R” function, when it begins to becomes ill-behaved, by its reciprocal, the 
“S” function. The quantity S also satisfies a Riccati equation. The cited 
references contain several computational examples which show that each of 
these two procedures can be quite effective. 
In the case of matrix Riccati equations the obvious extension of the S trans- 
formation is to consider S = R-l as a new dependent variable when R begins to 
become ill-behaved. Again S also satisfies a Riccati equation. This inverse- 
transformation technique has been discussed extensively by Scott [lo], primarily 
for eigenlength problems. 
The purposes of this short paper is to carefully scrutinize the inverse-trans- 
formation technique in the matrix case. Our basic concern is whether the 
associated formal computations can always be effected. Two potential 
difficulties are found, and it is demonstrated by examples that each actually 
can occur. The first difficulty is concerned with the possibility that S = R-l 
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may not exist. That this actually can occur is shown in Section 3. For the 
example presented there, R(x) is identically singular on x E [0, xc), where 
R(x) becomes unbounded as x + x,-. 
The second difficulty arises from the possibility that S(X) GZ R-r(x) may 
become unbounded at the same point as R(x). The observation that such behavior 
is possible in principle seems to appear in only one place in the imbedding 
literature [18], where very brief mention is made. (For a treatment from a quite 
different viewpoint, see [q.) In Section 4 an example is given for which this 
phenomenon does occur. While the example is rather contrived, there seems 
to be no obvious a priori way of determining from the coefficient matrices that a 
difficulty of the second type will occur. Numerical results are presented which 
show the inverse transformation fails for an associated two-point boundary- 
value problem, while a method based on the addition formulas performs very 
well. 
Perhaps it should be mentioned explicitly that we are not suggesting that the 
problems just outlined give cause to abandon the inverse-transformation 
method. On the contrary, we hope the work presented here will stimulate more 
profound analyses of this method. Such studies perhaps would lead to discovery 
of circumstances under which the two difficulties under discussion cannot occur 
and of variations which would not be subject to these anomalies. Clearly it would 
be useful to have guidelines as to situations in which the inverse-transformation 
method should be used rather than the addition formulas. It is clear from our 
work that any library-type subroutine or production code based on the inverse- 
transformation method must have the ability to detect and counter the difficulties 
mentioned above. 
We shall proceed by first giving a general formal description of the inverse- 
transformation method. On the basis of this description the potential difficulties 
are described precisely, and then we exhibit actual examples in which they occur. 
2. THE INVERSE-TRANSFORMATION METHOD 
We consider the system of equations 
g = 44 44 + B(4 44, 
(2.1) 
- g = C(x) U(X) + D(x) v(x), 
with boundary conditions specifying some pair of linear combinations of the 
values of u and v at x = 0 and x = a. In (2.1), A, B, C, and D may represent 
scalars or square matrices; u and v are then scalars or appropriate column 
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vectors. The standard Riccati equation of invariant imbedding is found by 
setting 
R(x) = U(x) V-l(x), (2.2) 
where U and V are defined by the matrix system corresponding to (2.1), and the 
initial conditions U(0) = 0, V(0) = identity matrix. One then easily shows R 
satisfies the initial-value problem 
g = B(x) + 44 R(x) + R(x) D(x) + R(x) CM R’(x), (2.4) 
R(0) = 0. (2.5) 
Furthermore the identity 
U(X) = R(x) v(x) 
holds for any solution of (2.1) such that u(O) = 0 and any x at which V(X) is a 
nonsingular matrix. The nonlinear nature of the initial-value problem (2.4), (2.5) 
makes it clear that R may not exist across the entire interval of interest. 
Let us suppose for the moment that all quantities involved are scalars and the 
A ,..., D are well-behaved functions. The possible ill-behavior of R will be 
evidenced by its becoming infinite at one or more points in the interval [0, a]. 
We denote by x1 the smallest value of x E [0, CZ] at which R(x) is infinite. It is 
readily found that S = l/R satisfies a Riccati equation. This equation may be 
integrated past X, from some point x2 < x1 , where we assume x2 is sufficiently 
near x1 so that R has no zeros on [X a , x1), but sufficiently far away for R(x,) to be 
numerically reliable. The S equation and function are perfectly well-behaved 
at x = x,; indeed the equality S(X,) = 0 follows from the uniqueness theorem 
for initial-value problems applied to the initial-value problem for U and V. 
Integration may now proceed with the S function unless it becomes ill-behaved. 
In that event another reciprocal transformation may be made, etc. 
In the case that A,..., D are matrices a similar device suggests itself. One 
integrates the R equation until at least one of its components becomes large. 
Then the substitution R = S-i is made. Again S satisfies a Riccati equation and 
one proceeds as above. 
Unfortunately, this scheme may fail in at least two different ways. First, in 
contrast to the scalar case, the fact that x2 is selected so that R(x,) has at least 
one large component does not imply existence of R-l(x,). The example given in 
Section 3 shows that R-l can even fail to exist everywhere on the interval [0, x1), 
where X, is the smallest value of x E [0, a] at which R(x) has an infinite component. 
Thus there may not exist an appropriate point xa at which the inverse transforma- 
tion can be effected. 
In order to describe the second possible difficulty, let us suppose that R(x) is 
a nonsingular matrix for x E [xa , x1), where x2 < xi . Then the first difficulty 
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does not arise. The inverse transformation S = R-l can be effected at x2 , and 
the Riccati equation for S can (in principle) be integrated over [~a , x1). However, 
again in contrast to the scalar case, the fact that R(x) becomes unbounded as 
x + x1- does not imply that S(X) is bounded at x1 . Indeed it is quite possible 
that 
lim det[R(x)] = 0, 
z%l+ (2.7) 
as shown by the example in Section 4. In that event neither the S nor the R 
equation can be integrated beyond x1 . Thus, within this general scheme, there 
is no way of proceeding beyond x1. 
We turn to the examples. 
3. AN EXAMPLE OF THE FIRST DIFFICULTY 
Consider (2.1) with 
A = ( 19 8 -19 1 8 ’ 
c= 
( 
O “), 
-18 19 
D=((: I;). 
(3.1) 
This system is equivalent to 
Y’ =Y (3.2) 
w”l - wn + WI - w = 0, (3.3) 
under the identifications 
Vl = w’, 02 = WI’, (3.4) 
u1 = 1.9JJ - w, u2 = 1.8~~ - w. (3.5) 
Equations (3.5) are equivalent to 
y = lO(% - 4, w = 18u, - 19~~. (3.6) 
From the first equation of (3.6) and Eq. (3.2) it is clear that ui(x) = us(x) 
holds identically for any solution of (2.1) and (3.1) satisfying ~~(0) = ~~(0) = 0. 
It follows that the matrix U(X), introduced in Section 2, has first and second rows 
equal for all values of X. Consequently R( x is identically a singular matrix, for ) 
all values of X, and the inverse transformation cannot be effected. 
In [IO] the inverse transformation method is considered for application to 
computation of eigenlengths for problems of the form (2.1) subject to boundary 
conditions of the form 
u(0) = 0, v(u) = 0. (3.7) 
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The specific method suggested is that such eigenlengths are to be determined as 
roots of the equation 
det[S(x)] = 0. 
The matrices R(x) and S(x) are to the obtained by switching back-and-forth 
between the initial-value problems for R and 5’ in order to avoid unbounded 
components. 
From the discussion in the second paragraph above, it is clear that the inverse 
transformation method of the preceding paragraph should have difficulty when 
applied to (2.1) and (3.1) subject to (3.7). H owever, the corresponding R matrix 
resulting from numerical integration will possibly not be singular, because of 
numerical errors. Any S obtained numerically from such an R will be spurious, 
and cannot be expected to provide a valid solution to the problem. 
In order to check this contention we tried to use the above version of the 
inverse-transformation method to compute the smallest eigenlength of (2.1), 
(3.1) and (3.7). This eigenlength can be shown, from (3.3), to be the smallest 
positive root of the transcendental equation 
1 + @(sin x + cos x) = 0. 
This root was computed by Newton’s method to be xi w 2.41916566. 
The computation was attempted with several different values of the “switching 
point,” x2 . All numerical integrations were effected on an IBM 370/145, by 
means of the (single-precision) Runge-Kutta-Fehlberg subroutine RKF of [14]. 
After determining the computational approximation to R(x,), say &x2), we 
computed 3(x,) = @(x,) by hand, and then attempted to integrate numerically 
the Riccati equation for S subject to the initial value S(x.J at x2 . In all cases the 
matrix 3(x,) existed, but it tended to have very large entries, and the attempted 
integration of the S equation proceeded only a few steps before RKF returned 
an indication that the attempted increments of the independent variable had 
reached limiting precision [13]. 
4. AN EXAMPLE OF THE SECOND DIFFICULTY 
We consider (2.1) with 
X2 -x3 ), 
-x --x(1 - x) , 
B= 
( 
2-2x2+ 2x+x' 2x - x5 
1 - x + 2x2 1 + x(x3 ' - x2 + x (4.1) - 2) 1 
c = (:, ;) ’ D = (l-s’, -x,x: .)) *
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It will be noticed that the coefficient matrices are perfectly smooth (indeed, 
analytic) functions. An attempted numerical integration of the R function using 
the (single-precision) fourth-order Runge-Kutta-Fehlberg program given in [14] 
was made on an IBM 370/145. A variety of absolute errors was chosen. In no 
case did the integration proceed beyond x = .997988. Indeed, subsequent 
comparison with the analytical value of R (to be discussed shortly) indicates 
that the integration actually became somewhat inaccurate (fewer than four 
decimal places) after about x = 0.80. 
The inverse transformation was then employed, using xs = 0.80, with the 
approximate value of R-l(x,) computed by hand, as described in the preceding 
section. Integrations with various absolute errors were attempted. None 
proceeded beyond x = 0.975998. 
The answer to the obvious question lies in the analytic form of the R matrix: 
X2 . 
x(1 - x) 
(4.2) 
(The authors claim no clairvoyance in obtaining this expression for R. The 
coefficient matrices (3.1) were obtained by starting with R and working 
“backwards”.) Clearly, lim,,,- det[R(x)] = 0. The corresponding S matrix is 
2x 
1 
2X(1 - x) 
(4.3) 
It will be noticed that the terms in the S matrix are “more singular” at x = 1 
than those in the R matrix. Thus it is not surprising that the numerical integration 
of S was less successful than that of R. 
We also applied the addition-recursion formulas [l-3] to this problem. It is 
noted in [2] that while the reciprocal transformation technique is very successful 
in scalar problems the addition formulas may prove superior in matrix problems. 
If this contention is valid for any problems, then surely the current example may 
be an instance. Thus it seems appropriate to test the performance of the addition 
formulas for a problem based on this example. 
We first constructed a two-point boundary-value problem as follows. Using 
A ,..., D as given in (3.1) we integrated (2.1) as an initial-value problem with 
(4.4) 
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from x = 0 to x = 1.4. This integration provided no difficulty whatsover. 
Values obtained at x = 1.4 were 
2.36362 
‘(le4) = (-l&)032 ) 
-1.51902 
’ ‘(ls4) = (-0.421950 ’ (4.5) 
We then deleted the value of u at x = 0 and of u at x = 1.4. This provided a 
valid two-point boundary value problem whose solution was accurately known. 
We then used the procedure outlined in [2], specializing to the homogeneous 
case, and rewriting all equations so that they were valid in matrix form. We 
refrain from providing this complete set of equations here because of space 
considerations. Only one point zi (in the sense of [2]) was required. We chose it 
to be 0.8. Table I presents our results in comparison with those obtained from 
the integration of the initial value problem. In it, ur represents the first com- 
ponent of u, ua the second, etc. It will be observed that no value is given in 
Table I for the u and v solutions at x = 1.0. The “straightforward” method 
described in [2] cannot handle the case of a point at which the Riccati equation 
solution has a true singularity. However, in that paper it is suggested (end of 
Section 4) that this calculation may be made by using known (that is, computed) 
values of u to the left of such a point and v to the right, then proceeding as if 
this is a new two-point boundary-value problem. (There are many alternative 
devices.) Using this method and ~(0.8) and v( 1.4) we calculated 
1.62430 
4) = (0.000054 ) 
0.000099 
’ ‘(l) = (-0.675964 1 . 
TABLE I 
(4.6) 
x 
Invariant imbedding Initial value 
Ul % Ul uz 
0.4 0.83989 0.24675 0.83970 0.24665 
0.6 1.18319 0.26538 1.18301 0.26531 
0.8 1.43339 0.20504 1.43341 0.20504 
1.2 1.86284 - 0.54027 1.86278 - 0.54028 
1.4 2.36381 - 1.89037 2.36362 - 1.89032 
Vl VZ Vl VP 
0.0 0.99981 - 0.00001 1.0 0.0 
0.4 0.84426 -0.37892 0.84408 -0.37902 
0.6 0.65773 - 0.52906 0.65424 -0.53008 
0.8 0.38339 -0.63533 0.38339 -0.63535 
1.2 -0.57473 - 0.62277 - 0.57478 - 0.62280 
409/6511-14 
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These values compare with the solutions found by the initial value integration 
very favorably: 
1 
0.000063 
, +) = (-0.676027 1 * (4.7) 
These results seem to confirm the belief that the addition-recursion formula 
can successfully handle problems which contain a difficulty of the second type 
relative to the inverse-transformation method. We hasten to point out that many 
other such calculations were made, using different initial conditions on the 
problem presented, and using several quite different coefficients A,..., D, all 
chosen in such a way that R becomes ill-behaved at x = 1 .O. The method based 
on the addition-recursion formulas was equally successful in all examples. 
5. SUMMARY AND REMARKS 
It is natural to inquire if the addition formula approach is necessary to escape 
the difficulties described above, or if it can be avoided by a suitable modifica- 
tion of the inverse-transformation method. One possible such approach is to 
define S by S = (R + oil)-r, for a suitable scalar oi (1 = identity matrix.) Such 
a choice for S will also satisfy a Riccati equation, for any 01. This idea might 
warrant an attempted development into a viable computational method. Such an 
attempt should include precise specification of procedures for selecting the 
parameter ol and switching point x2 , and also proofs (under suitable hypotheses) 
that S so defined exists at x2 and does not become unbounded before R as one 
moves to the right from x = xa . 
The computational comparisons presented by Scott and Vandevender [12] 
tend to show the addition-formula method in an unfavorable light as compared 
to the inverse-transformation method relative to use of computer time. However, 
as is indicated in [12], the efficiency of the addition-formula method is strongly 
dependent upon the placement of the “addition points” (i.e. those points 
labelled zi in [2]). The procedure used in [12] was adapted from that described 
in [2], but the latter was selected primarily for ease of implementation in genera- 
ting some simple examples, rather than by considerations of efficiency. None- 
theless the results presented in [12] do show that selection of the addition points 
is a crucial factor for any production-type or library-subroutine implementation 
of the addition formulas. We believe the procedure used in [2] and [12] can be 
significantly improved upon, and we hope to pursue this matter elsewhere. 
For problems with piecewise constant coefficient matrices, a simple and 
obvious modification of the addition-formula method will tend to diminish the 
time devoted to numerical integration of the differential equations. With this 
modification the method based upon the addition formulas can be expected to 
perform very efficiently for this important class of problems. 
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Finally, we remark that in [2] it was shown for the scalar case that only a 
finite number of points of “ill-behavior” may occur, provided the coefficients in 
(2.1) are continuous. Indeed, an upper bound on the number of such points was 
obtained. The authors have obtained similar results in the matrix case; details 
will appear elsewhere. 
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