We present a developmental model of ocular dominance column formation that takes into account the existence of an array of intrinsically specified cytochrome oxidase blobs. We assume that there is some molecular substrate for the blobs early in development, which generates a spatially periodic modulation of experience-dependent plasticity. We determine the effects of such a modulation on a competitive Hebbian mechanism for the modification of the feedforward afferents from the left and right eyes. We show how alternating left and right eye dominated columns can develop, in which the blobs are aligned with the centers of the ocular dominance columns and receive a greater density of feedforward connections, thus becoming defined extrinsically. More generally, our results suggest that the presence of periodically distributed anatomical markers early in development could provide a mechanism for the alignment of cortical feature maps.
Introduction
One of the most striking manifestations of the columnar organization of primary visual cortex are the cytochrome oxidase (CO) blobs found in both primates (Horton & Hubel 1981; Horton 1984) and cats (Murphy, Jones & Van Sluyters 1995) . These regions, which on average are about 0.2 mm in diameter and 0.5 mm apart, coincide with cells that are more metabolically active and hence richer in their levels of CO. The spatial distribution of CO blobs within cortex is correlated with a number of periodically repeating feature maps, in which local populations of neurons respond preferentially to stimuli with particular properties such as orientation, spatial frequency and ocular dominance. For example, in the macaque monkey the blobs are found at evenly spaced intervals along the center of ocular dominance (OD) columns (Horton 1984) , and neurons within the blobs tend to be less binocular and less orientation selective (Livingston & Hubel 1984) . The blobs are also linked with low spatial frequency domains (Tootell, Hamilton, Silverman, Switkes & De Valois 1988) and appear to be coincident with singularities in the orientation preference map (Obermayer & Blasdel 1993) . Similar functional relationships have been shown in cat except that they tend to be weaker (Murphy et al. 1995 ; Shoham, Hubener, Schulze, Grinvald & Bonhoeffer 1997). That is, although blobs avoid OD borders in cat visual cortex, they are not strictly aligned along the center of the columns. The arrangement of CO blobs is also reflected anatomically by the distribution of intrinsic horizontal connections, which tend to link blobs-to-blobs and interblobs-to-interblobs (Livingstone & Hubel 1984 ; Yoshioka, Blasdel, Levitt & Lund 1996; Yabuta & Callaway 1998), and by extrinsic corticocortical connections linking blobs to specific compartments in V2 and other extrastriate areas (Livingstone & Hubel 1984; Sincich & Blasdel 2002) . Taken together these observations suggest that the CO blobs are sites of functionally and anatomically distinct channels of visual processing.
In macaque both CO blobs and OD columns emerge prenatally, so that at birth the pattern of OD columns and their spatial relationship with blobs is adult-like. Moreover, this spatial relationship and the spacing of CO blobs does not appear to be influenced by visual experience (Horton & Hocking, 1997 ; Murphy, Jones, Fenstemaker, Pegado, Kiorpes & Movshon 1998). In contrast, the cat's visual cortex is quite immature at birth. For example, supragranular layers of cat V1 differentiate postnatally and the blobs in these layers are normally first visible around 2 weeks of age (about one week after eye opening and one week before the critical period). This is approximately coincident with the earliest observation of OD columns in cats (Crair, Horton, Antonini and Stryker 2001) . However, in contrast to the OD columns, altering visual experience by monocular/binocular deprivation or dark rearing does not affect the pattern of blobs, suggesting that visual experience is not necessary for the initial expression or early development of CO blobs in cat (Murphy, Duffy, Jones & Mitchell 2001) . Thus, the lack of influence of visual experience on CO blob development in both cats and primates suggests that the blobs may reflect an innate columnar organization within superficial layers of cortex ; Murphy et al. 2001 ). An intrinsic cortical specification of the blobs, which is distinct from the competition-driven development of cortical circuitry, could be generated by a periodic array of molecular markers. In addition to cytochrome oxidase, there are a number of other molecular markers that are arranged in a patchy fashion during early development. These include NMDA receptors (Trepel, Duffy, Pegado & Murphy 1998), which play a key role in experience-dependent plasticity, serotonin receptors and synaptic zinc (Dyck and Cynader 1993) . Interestingly, these latter markers are periodically distributed in a manner precisely complementary to cytochrome oxidase, thus tending to be located at OD column borders.
Activity-based developmental models of ocular dominance columns in visual cortex typically involve some Hebbian-like competitive mechanism for the modification of left/right eye afferents (Swindale 1980; Miller, Keller & Stryker 1989; Swindale 1996) . Intrinsic intracortical interactions consisting of short-range excitation and longer-range inhibition mediate a pattern forming instability with respect to the feedforward synaptic weights, leading to the formation of alternating left and right eye dominated columns. The formation of the columns is sensitive to changes in the degree of correlation among the afferents serving the two eyes. The intracortical interactions are usually taken to be homogeneous, so there is no mechanism for aligning the columns with an array of CO blobs. In this paper, we show how such an alignment can occur when there is a spatially periodic modulation of experience-dependent plasticity by an array of anatomical markers, which are assumed to provide an intrinsic substrate for the CO blobs early in development. The basic alignment mechanism involves mode-locking between spatial frequency components of the distribution of CO blobs and the emerging pattern of OD columns under the assumption of commensurability between the lateral interactions and the spacing of the molecular marker. We also show that the blobs develop a higher density of feedforward connections so that they ultimately become defined extrinsically, as they are manifested in their staining in layer 2/3 of cortex.
From a more general perspective, our model is an example of a hybrid model that combines both activity-independent and activity-dependent processes. Most developmental models keep these processes separate, either by positing them as alternative explanations for the same phenomenon or assuming that they contribute to different stages of development. Indeed, a common assumption is that activity-independent effects are responsible for setting up a coarse-grained version of a given feature map, which is then further refined by activity. Another example of a hybrid model occurs in the theory of topographic map formation, that is, the mapping of spatial position from eye to brain (Whitelaw & Cowan 1981; Weber, Ritter, Cowan & Obermayer 1997 ). The molecular cues in this type of model are assumed to set up some sort of chemical gradient that provides a label for spatial position (Willshaw and Price 2003) . This should be contrasted with our model of ocular dominance formation, in which molecular cues are distributed in a periodic fashion. Such a distribution could itself arise from a diffusion-driven instability (Turing 1952 ).
Methods

Developmental model
There are a variety of activity-dependent development models that generate ocular dominance columns and that can account for various visual deprivation experiments (Swindale 1996) . Since the basic alignment mechanism we propose is independent of the details of any particular model, we will focus on one of the simplest such models, namely the Swindale model of ocular dominance column formation (Swindale 1980 ). This treats input layer IV of the cortex as a two-dimensional sheet of neural tissue and considers competition between the synaptic densities of feedforward afferents from the left and right eyes. Certain care has to be taken when extending such a model to incorporate CO blobs, since the latter are found in superficial layers II/III of cortex rather than the input layer. In our simplified model, we collapse these into a single hybrid layer, motivated by the fact that there are strong vertical connections between layers early in development (Callaway 1998 ).
Let n L (r, t) and n R (r, t) denote the denisties of left and right eye synaptic connections to a point r = (x, y) on the cortex at time t. The feedforward weights are taken to evolve according to a slightly modified version of the competitive Hebbian learning rule introduced by Swindale (1980) :
The logistic function F N (n) = n(N − n) ensures that growth terminates at a maximum weight N and that the weights remain positive, that is, 0 ≤ n ≤ N . The term µ(−n+M ) for µ > 0 represents a process that tends to stabilize the uniform binocular state n L = n R = M for some constant M , which is identified as the initial state prior to the onset of activity-driven synaptic modification. The transition to the activity-driven phase could be modeled as a reduction in the parameter µ. The lateral interaction functions w LL , w LR , w RL , w RR are taken to be difference of Gaussians of the form w(r) = Ae
where σ E,I are space constants with σ E < σ I . Same-eye interactions (RR and LL) have A > B > 0 and opposite-eye interactions (RL and LR) have A < B < 0. The lateral interaction functions encompass the correlation structure of the pre-and post-synaptic activities as well as the horizonal inter-laminar cortical connections (see the review of Swindale 1999). Equation (1) reduces to the Swindale model if µ = 0 and the maximal density N is spatially uniform.
We now incorporate the effects of an intrinsically defined array of CO blobs by taking N to be spatially correlated with the locations of the blobs. This is motivated by the recent experimental data suggesting that the CO blobs are initially expressed in terms of some patchy anatomical . Although the precise form of this modulation is currently unknown, we postulate that the CO blob marker locally enhances experience-dependent plasticity, which in the Swindale model can be interpreted as a local increase in N . Additionally, physically the CO blob marker are directly coupled with additional thalamic input from the koniocellular pathway that enervate layers 2/3 in cortex. Since we are considering cortex as a compressed sheet of the laminae, it is reasonable to take the upperbound of synaptic weights to be non-uniform.
Letting u(r) denote the patchy distribution of the CO marker, we set
where N is a baseline level for the maximal density of feedforward afferents and κ is a positive constant that determines the strength of the modulation. The distribution u(r) has maxima at the CO blob centers, which are located at the sites ℓ of a two-dimensional lattice L. In order to elucidate the basic principles underlying our theory of cortical alignment, we will take L to be a regular planar lattice ℓ = (m 1 ℓ 1 + m 2 ℓ 2 )d for integers m 1 , m 2 with ℓ 1 , ℓ 2 the generators of the lattice and d the lattice spacing. We will subsequently show in section 3 that the proposed alignment mechanism is robust with respect to disorder in the distribution of CO blobs , as well as disorder in the OD column pattern. If θ is the angle between the two basis vectors ℓ 1 and ℓ 2 , then there are three types of planar lattice distinguished by the value of θ: square lattice (θ = π/2), rhombic lattice (0 < θ < π/2, θ = π/3) and hexagonal (θ = π/3). Examples of a square lattice and a hexagonal lattice are shown in figure 1 . The density u(r) is assumed to be doubly periodic function on the planar lattice L, that is, u(r + ℓ) = u(r) for all lattice vectors ℓ.
Note that there are a number of other ways in which a periodic modulation due to some chemical marker could be introduced into the developmental model (1). For example, there could be an extra additive contribution to the level of activity such that w ij n j → w ij n j + u. However, this presupposes that the CO blobs have already been established as sites of enhanced activity, perhaps through an increase in the density of feedforward afferents. On the other hand, we postulate that the chemical marker modifies some aspect of synaptic plasticity, which in the Swindale model we take to be the maximum synaptic density N . In more detailed models of the competitive process underlying synaptic modification (Harris, Ermentrout and Small 1998; Ooyen 2003), this could be interpreted as a modulation in the local level of neurotrophic factors; an analogous feature could also be incorporated into the correlation-based model of Miller et al. (1989) by modulating the weight constraints. Yet another possibility would be to introduce a spatially periodic variation in the rate of synaptic development τ −1 . At the linear level, all of these forms of modulation would provide a mechanism for the spatial mode-locking of the OD columns to an array of CO blobs (see section 2.2). However, in the particular case of a periodic modulation in the total density N , one finds that the developing pattern of OD columns naturally forms a higher density of feedforward afferents around the CO blobs, which is consistent with what is found in adult cortex. The other cases would require an additional mechanism to achieve this.
Linear stability analysis
Following Swindale (1980) , suppose that we impose the left-right eye symmetry constraints w LL = w RR = −w LR = −w RL = w. Equation (1) reduces to the form
It follows that the only non-zero homogeneous equilibrium is the binocular state n * L = n * R = M . The linear stability of the uniform binocular state can be determined by setting n j (r, t) = M + ∆n j (r, t) and expanding equation (4) to first order in ∆n j . In terms of the sum and difference densities ∆n ± = (∆n L ± ∆n R )/2 we find that
and
where
We will assume that N > M so that H(r) is always positive. It follows that if µ > 0 then ∆n + (r, t) → 0 as t → ∞ so that the stability of the binocular state n j (r) = M will depend on the asymptotic behavior of ∆n − . Writing ∆n − (r, t) = e λt/τ a(r), we obtain the linear eigenvalue equation
The binocular state will be stable provided that all solutions of equation (7) satisfy Re λ < 0. Note that if µ = 0 then the equilibrium is only marginally stable with respect to small perturbations ∆n + of the total density and one has to impose an additional constraint in order to specify the equilibrium uniquely (Swindale 1980).
Homogeneous case (κ = 0)
Let us first ignore the modulatory effect of the CO blobs by setting κ = 0 so that H(r) = M (N −M ). Since equation (7) is homogeneous when κ = 0, it has solutions of the form a(r) = e ik·r where k denotes two-dimensional spatial frequency and the growth factor λ satisfies the dispersion relation
with W (k) the two-dimensional Fourier transform of w(|r|), that is, W (k) = e −ik·r w(|r|)dr with k = |k|. Since w satisfies equation (2), it follows that W is a difference of Gaussians with a positive maximum at a non-zero wavenumber k c :
If W (k c ) < µ then the equilibrium is stable with respect to local perturbations. On the other hand, if W (k c ) > µ > 0 then the equilibrium is unstable due to the growth of a finite band of Fourier modes lying in some interval containing k c (see figure 2) . Treating µ as a bifurcation parameter, we see that there is a primary pattern forming instability at µ = µ c ≡ W (k c ). Sufficiently close to the bifurcation point, this instability leads to the formation of a spatially periodic stripe pattern of the form n − (r) = A cos(k.r + φ) with |k| ≈ k c . This represents alternating left/right eye ocular dominance columns of approximate width π/k c , each of which is a stripe running orthogonal to the direction of k. Ignoring boundary effects, the direction arg(k) and spatial phase φ of the stripe pattern are arbitrary when κ = 0, which reflects the rotational and translational symmetry of the effective lateral interactions w. In the case µ = 0 considered by Swindale (1980) , the band of unstable modes extends to ∞ such that the dynamics is far from the primary bifurcation point (see figure 2 ). The emerging pattern tends to have a more disordered stripe-like morphology, which is consistent with the pattern of OD columns found in macaque.
Inhomogeneous case (κ > 0)
Including the effects of the CO blobs by taking κ > 0 breaks continuous rotation and translation symmetry so that the spatial phase and direction of the pattern will no longer be arbitrary. In fact, for certain critical wavevectors the pattern locks to the lattice of blobs in an analogous fashion to the pinning of flow patterns observed in periodically forced convective fluid systems (Lowe and Gollub 1985; Coullet 1986 , Walgraef 1997 . A heuristic way to understand this pinning is to note that the factor H(r) tends to enhance the rate of pattern growth at the blob centers, that is, at the lattice sites ℓ ∈ L. Thus there is a tendency for the extrema of the resulting pattern to be located at the blobs, and this effect will be strongest when the selected pattern is commensurate with the lattice. The pinning mechanism essentially involves mode-locking between spatial frequency components of the emerging pattern of OD columns and the distribution of CO blobs. The coupling between these frequency components can be analyzed at the linear level by expanding equation (7) as a Fourier series.
In order to elucidate further the pinning mechanism, we consider the simpler case of a onedimensional network with a periodic distribution of CO blobs: u(x) = q U q e iqx where q = 2πm/d for integers m and d is the CO blob spacing. We also impose the periodic boundary condition a(Λ) = a(0) where Λ is the system size. The one-dimensional version of equation (7) can then be analyzed by introducing the Fourier series expansion a(x) = Λ −1 k A k e ikx with k = 2πm/Λ for integers m. Substitution into equation (7) yields the eigenvalue equation (after rescaling λ and κ)
where W (k) is now the one-dimensional Fourier transform
Equation ( It is generally not possible to find exact solutions of the eigenvalue equation (10) . However, one can proceed by treating κ as a small parameter and carrying out a perturbation analysis along similar lines to a recent study of spontaneous cortical activity patterns (Bressloff 2002 , Bressloff 2003 . Here we will present a perturbation argument for the occurrence of pinning. Let k c be the critical wavenumber for a pattern forming instability when κ = 0. That is, W (k c ) > W (k) for all k > 0, k = k c . Suppose k c is commensurate with the lattice spacing d when κ = 0, that is, k c = mπ/d for some integer m. It follows that the pair of coefficients A ±k associated with the dominant wavenumber k = k c are coupled in equation (10), since −k c = k c − Q for Q = 2πm/d. This implies that there is an approximate two-fold degeneracy, and we must treat equation (10) separately for the two cases k and k − Q. Thus, to first order in κ, equation (10) reduces to a pair of equations for the coefficients A k and A k−Q :
where E(k) = −µ + W (k) + κV 0 (k). We will assume that u(x) is an even function of x so that
and W ′ (k c ) = 0, it follows that for k = mπ/d + O(κ), the above matrix equation has solutions of the form (to first order in κ)
with A k−Q = ±A k . Thus there is a splitting into the even and odd eigenmodes
where A is an arbitrary amplitude (at the linear level). The even and odd eigenmodes for n = 1 are shown in figure 3 . Note that the even mode has extrema at sites corresponding to the CO blobs, whereas the odd mode has extrema at sites corresponding to inter-blobs. Which of the two eigenmodes is selected by the pattern forming instability will depend on the sign of V Q (k c ) for Q = 2π/d. Assuming that U Q > 0 then the even pattern will be selected leading to the formation of alternating left and right ocular dominance columns of width π/d whose centers are located at the CO blob centers. The major difference between the one dimensional and two dimensional versions of equation (7) is that in the latter case there is an additional degeneracy arising from the isotropy of the lateral interactions w. In principle the pattern forming instability can excite any eigenmode e ik·r lying on the critical circle |k| = k c for κ = 0. However, when κ > 0, continuous rotation symmetry is broken by the underlying lattice of CO blobs so that the OD stripes tend to favor particular directions that reflect the discrete symmetries of the lattice. The modulation term u(r) can be expanded as a two-dimensional Fourier series:
wherel j are the generators of the reciprocal lattice L = {q| q · ℓ = 0 for all ℓ ∈ L} withl i .ℓ j = δ i,j . Such a term couples together eigenmodes with wavevectors k that differ by a reciprocal lattice vector q. Extending the perturbation analysis of the one-dimensional network, it can then be shown that this leads to the following commensurability condition for the pinning of a two-dimensional OD stripe pattern to the CO blobs: there exists a reciprocal lattice vector Q ∈ L such that (Bressloff 2003 )
Geometrically this means that k must lie on the perpendicular bisector of the line joining the origin of the reciprocal lattice L to the lattice point Q, see figure 4 (a). In the theory of crystalline solids these perpendicular bisectors partition the reciprocal lattice into domains known as Brillouin zones, see figure 4 (b,c); commensurability then requires that k lie on the boundary of a Brillouin zone (Ashcroft and Mermin 1976).
Commensurability
So far we have assumed that the lateral interactions w, as given by the Mexican hat function (2) (ii) Crude clustering of horizontal connections in superficial layers II/III (before eye opening in cat); this is not affected by dark rearing, binocular deprivation or blocking of retinal activity. (iii) An activity-dependent refinement of the patchy connections, in which the spacing of the patches is approximately conserved. Combined with the observation that the patchy connections in the adult cortex tend to link blobs in same eye OD columns (Yoshioka et al. 1996) , it follows that the spacing between horizontal patches transverse to the OD columns is approximately twice the blob spacing, and this relative spacing should also hold during early development when the blobs are first detected. One intriguing possibility is that intrinsic, patchy chemical markers mediate both the initial formation of CO blobs as well as the early development of patchy horizontal connections, thus naturally leading to a matching of length scales.
stable? In order to investigate this issue, we numerically solve equation (1) for both one and two dimensional networks using periodic boundary conditions.
Pinning in a one-dimensional network
Consider the one-dimensional version of equation (1) with N = 1 + κu(x) and CO blob density
We choose the parameters of the Mexican hat function (2) such that k c ≈ π/d. Example spacetime plots of the densities n + (x, t) and n − (x, t) are shown in figure 5 for κ = 0.4. It can be seen that the initial binocular state evolves into alternating left and right eye ocular dominance columns whose centers align with the CO blobs. A periodic variation in the total density of feedforward afferents also emerges, which can be understood as follows. If a point x lies within a left eye ocular dominance column we expect n L (x, t) → N + κu(x) and n R (x, t) → 0 as t → ∞, whereas we expect the opposite to occur if x lies within a right eye column. This suggests that there will be a periodic variation in the total density of feedforward afferents such that n + (x) ≈ (N + κu(x))/2. Thus the pinning mechanism also provides a means for generating a higher density of feedforward afferents to the CO blobs so that they ultimately become defined extrinsically. This is consistent with what is found in the mature cortex, where the CO blobs in superficial layers are sites of enhanced metabolic activity resulting from a higher density of afferent inputs. (For example, in macaque the CO blobs receive additional, konicellular inputs directly from the LGN). When interpreting our numerical results, however, it is important to remember that we have collapsed superficial layers II/II and input layer IV into a single effective layer. Thus the ocular dominance columns shown in figure  5 are more consistent with input layer IV, since each column is predominately monocular. The variation in left/right eye dominance is smoother in superficial layers so that there is a more gradual transition from monocular to binocular domains. On the other hand, the periodic variation in the total synaptic density is more consistent with superficial layers where the CO blobs are located, since the total density of synapses is approximately uniform in input layer IV.
How robust is the pinning mechanism with respect to parameter variations in the strength κ of the periodic modulation or the mismatch ∆ k = dk c /π − 1 between the pattern wavelength and the blob spacing? In order to answer this question we introduce the following index for the degree of pinning:
where x OD p denotes the center of the pth OD column, p = 1, . . . , P , and x B p is the location of the nearest CO blob center. The angular brackets . denote averaging over trials. Thus χ = 1 for perfect pinning, χ = −1 for perfect anti-pinning and χ = 0 for a random alignment (in which showing the emergence of a periodic variation in the total density of feedforward afferents.
of κ in the case µ ≈ µ c . It can be seen that the degree of pinning tends to grow with the strength of modulation κ for fixed k c = π/d although, even for quite large values of κ, perfect pinning does not occur. The latter is due to the occurrence of phase defects in a small number of trials; the existence of phase defects is a well known phenomenon in the theory of spatial pattern formation (Bak 1982) . In our particular case, a phase defect corresponds to a localized region over which the centers of the ocular dominance columns are gradually shifted relative to the CO blob centers by a net spatial phase equal to a single blob spacing. An example is shown in figure 6 (b) for a larger system size where the phase defect can be seen more clearly.
Now suppose that we take µ = 0 as in the Swindale model (Swindale 1980) . Since the system is operating far from the bifurcation point when µ = 0, it is outside the perturbative regime considered in section 2.2. In particular, we find that κ = O(1) in order for good pinning to occur, see figure  7 (a). Another interesting feature also emerges for larger κ as illustrated in figure 7 (b). Here we plot the degree of pinning χ as a function of ∆ k for fixed κ = 1 (black dots in the figure). As one might expect from the linear analysis of section 2, pinning is maximal when ∆ k ≈ 0 or k c ≈ π/d, that is, when the pattern wavelength is commensurate with the CO blob spacing. This result is modified, however, if we change our definition of χ by taking x OD p to be the extremum (maximum or minimum) of the pth OD column, which corresponds to the point at which the OD column is most monocular. Replotting χ as a function of ∆ k , we find that the degree of pinning is approximately constant with respect to ∆ k (gray dots in the figure). Thus our model predicts that the degree of correlation between blobs and OD column centers may differ from the degree of correlation between blobs and the most monocular parts of the OD columns.
As we have already commented, the actual distribution of CO blobs is not given by a perfect lattice. We find that the pinning mechanism is robust to certain levels of irregularity in the distribution of CO blobs. One way to introduce a degree of irregularity in the one-dimensional model is by taking the CO blob density to be of the form
where γ determines the patch size (assumed to be smaller than d). The center x p of the pth blob is taken to be x p = pd + Γξ p with ξ p a random variable generated from a uniform distribution over the interval [−0.5, 0.5]. Thus Γ is a measure of the degree of disorder. In figure 8 (a) we plot the degree of pinning χ as a function of Γ, with x OD p taken to be either the location of most monocular part of the OD column or the center of the column. We see that pinning persists for irregular lattices with the most monocular regions lining up with the blobs as illustrated in figure 8(b) . Again our model predicts a shift between the center of the OD column and the most monocular region, depending on the degree of disorder and the size of κ; for smaller values of κ this shift would be negligible. From an experimental perspective, the current finding in macaque is that the CO blobs tend to lie in the centers of OD columns and also tend to coincide with the most monocular cell populations. As far as we are aware, the possibility of a statistically significant difference between these two aspects has not been investigated.
Pinning in a two-dimensional network
All of the above observations extend to the more realistic case of two-dimensional networks. In figure 9 we show examples of two-dimensional OD patterns obtained by numerically solving equation (4) for CO blobs on a square lattice. We take N = 1 + κu(x, y) with
representing the two-dimensional distribution of CO blobs and κ = 1.0, µ = 0. The parameters of the weight distribution w(r) given by equation (2) are chosen so that k c ≈ π/d. The resulting OD stripes tend to be oriented in directions corresponding to symmetries of the lattice and the centers of the OD columns tend to coincide with CO blob centers. Interestingly, pinning occurs even though the patterns are quite irregular with a number of defects and branches. Pinning also persists when there is a certain level of disorder in the two-dimensional distribution of the blobs. This is illustrated in figure 10 for the Gaussian CO blob distribution
Here the center (x p , y p ) of the pth blob is given by x p = pd + Γξ p , y p = pd + Γη p with ξ p , η p random variables generated from a uniform distribution over the interval [−0.5, 0.5]. As in the one-dimensional case, the CO blobs are strongly correlated with the most monocular regions of the OD column. Similar results also hold for regular or irregular rectangular and hexagonal lattices.
Since the CO blobs are intrinsically defined in our model, it follows that their spatial relationship with the ocular dominance columns is robust with respect to interventions that mimic the effects of monocular deprivation during the critical period in macaque (Horton and Hocking 1997) . Following Swindale (1980 Swindale ( , 1996 , monocular deprivation can be modeled as a temporary reduction in the strength of the central part of the lateral interaction function (2) originating from one eye. In the case of a monocularly deprived right eye, this would involve a reduction in A RR and A RL . Although the width of the stripes associated with the deprived eye shrink at the expense of the nondeprived eye, the CO blobs still emerge as the sites of highest density afferents associated with the most monocular parts of the OD columns. Finally, one can also introduce a left/right eye asymmetry that tends to produce OD patterns more consistent with cat, that is, circular islands of OD columns from one eye embedded in a complementary pattern of OD columns from the other eye (Swindale 1996) . There is still a tendency for the blobs to coincide with the centers of the OD columns but the patchy nature of the OD columns leads to a weaker correspondence than occurs for the stripe patterns. In this paper we have presented a simple model of ocular dominance (OD) column formation that incorporates the effects of a spatially periodic modulation in synaptic plasticity. We have suggested that such a modulation could arise from a distribution of patchy chemical markers early in development, corresponding to an array of intrinsically defined cytochrome oxidase (CO) blobs. Spatial coupling between the emerging pattern of OD columns and the periodic markers provides a mechanism for aligning the OD columns with the CO blobs. Such a mechanism is robust with respect to a certain degree of disorder in the distribution of the blobs as well as irregularities (defects and branches) in the OD pattern.
An obvious extension of our work is to investigate the possible role of CO blobs in the alignment of other cortical feature maps. For example, one could carry out an analogous modification of Swindale's model for the development of orientation columns (Swindale 1982 ). The latter model is formulated in terms of a complex-valued function z(r), with arg z(r) specifying the orientation preference at r (restricted to lie in the interval [0, π)) and |z(r)| determining the associated orientation selectivity. The evolution equation for z takes the form (for µ = 0)
with F (z) = N − |z|. The effects of a CO blob distribution could be incorporated into the model by taking N to satisfy equation (3) . One could then investigate to what extent the resulting orientation pinwheels align with the CO blobs as suggested by optical imaging data (Obermayer and Blasdel 1993). Swindale's model for the joint development of ocular dominance and orientation columns (Swindale 1992 ) could be modified along similar lines. The possible role of CO blobs in the joint alignment of OD and orientation columns has also been briefly reported in a computational study by Jones and Leyton-Brown (1998).
It is possible that the coalignment of multiple feature maps could occur in the absence of a spatially periodic distribution of molecular markers. Indeed, it has previously been demonstrated that OD and orientation columns can develop simultaneously, such that orientation pinwheels align with the centers of the OD columns and iso-orientation contours cross OD column boundaries orthogonally (Swindale 1992, Erwin and Miller 1998) . The inclusion of an additional feedforward label for the distribution of CO blobs (perhaps by taking into account the koniocellular pathway that feeds directly to the CO blobs in macaque) could result in the simultaneous alignment of the OD columns, the orientation oreference map and the CO blobs. In contrast to the mode-locking mechanism proposed in this paper, such an alignment would arise spontaneously through the competitive process that drives the development of the multiple feature maps. There are, however, two potential difficulties with the latter approach. First, the coalignment of multiple feature maps tends to be sensitive to the choice of parameter values (Erwin and Miller 1998) . Second, it does not take into account the experimental finding that the spatial distribution of the CO blobs appears early in development and is not affected by activity (Murphy et al. , 2001 ).
Finally, it is tempting to argue that a spatially periodic distribution of molecular markers early in development orchestrates the coalignment of multiple feature maps in order to achieve a modular architecture. This is consistent with computational models that treat V1 as a system of coupled hypercolumns (Levay and Nelson 1991; Lund, Angelucci and Bressloff 2003) . Each hypercolumn processes local features of an image by carrying out some form of local Fourier decomposition, say; the results of these local computations are then correlated within V1 through long-range horizontal connections and transmitted to extrastriate areas for further processing. It would be interesting to determine whether or not animals without such modular architectures still have periodically distributed markers.
