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Abstract 
There is a considerable scope for improving the temperature control of 
exothermic processes. In this thesis, a sub-optimal control strategy 
is developed through utilizing the dynamic, simulation tool. This 
scheme is built around easily obtained knowledge of the system and 
still retains flexibility. It can be applied to both exothermic batch 
and fed-batch processes. It consists of servo and regulatory modes, 
where a Generalized Predictive Controller (GPC) was used to provide 
self-tuning facilities. 
The methods outlined allow for limited thermal runaway whilst keeping 
some spare cooling capacity to ensure that operation at constraints 
are not violated. A special feature of the method proposed is that 
switching temperatures and temperature profiles can be readily found 
from plant trials whilst the addition rate profile Is capable of 
fairly straightforward computation. The work shows that It is 
unnecessary to demand stability for the whole of the exothermic 
reaction cycle, permitting a small runaway has resulted in a fast 
temperature response within the given safety margin. 
The Idea was employed for an exothermic single Irreversible reaction 
and also to a set of complex reactions. Both are carried out in a 
vessel with a heating/cooling coil. Two constraints are Imposed; (1) 
limited heat transfer area, and (11) a maximum allowable reaction 
temperature Tmax. 
The non-minimum phase problem can be considered as one of the 
difficulties in managing exothermic fed-batch process when cold 
reactant Is added to vessel at the maximum operating temperature. The 
control system coped with this within limits, a not unexpected result. 
In all cases, the new strategy out-performed the conventional 
controller and produced smoother variations in the manipulated 
variable. The simulation results showed that batch to batch variations 
and disturbances In cooling were successfully handled. GPC worked well 
but can be susceptible to measurement noise. 
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NOTATIONS USED IN THE THESIS 
A 
Cool 
Heat transfer area (m 
2) 
[A] Concentration of reactant A In exothermic single reaction 
process (Kmol/lit) 
[A) Concentration of species A In exothermic multi reaction 
process (mol/lit) 
A Totals moles of reactant A in single exothermic reaction TOT 
process (Kmol. ) 
Acoll Heat transfer area 
for cooling coil (m 
2 
A fed Feed rate of reactant A (Kmol/sec) 
A FED Feed rate of reactant A (lit/sec) 
A0 Initial concentration of reactant A In exothermic multi 
reaction process (mol/lit) 
6A Amount of [A) consumed-due to reaction (Kmol/lit) 
[B] Concentration of reactant B In exothermic single reaction 
process (Kmol/lit) 
[B] Concentration of species B In exothermic multi reaction 
process (mol/lit) 
B fed Feed rate of reactant B (Kmol/sec) 
B FED Feed rate of reactant B (lit/sec) 
Bf Amount of B added in single exothermic reaction 
process (Kmol) 
B TOT Total moles of reactant B in single exothermic reaction 
process (Kmol). 
B0 Initial concentration of reactant B in exothermic multi 
reaction process (mol/lIt) 
613 Amount of [B] consumed due to reaction (Kmol/lit) 
x 
[C] Concentration of product C in exothermic single reaction 
process (Kmol/lit) 
(C] Concentration of species C in exothermic multi reaction 
process (mol/lit) 
CB Specific heat of the fed reactant B (KJIKg. -K) 
Conc 
in 
Initial reactants concentrations (mol/lit) 
Conc Tmax Reactant concentrations at Tmax 
(mol/lit) 
C TOT Total moles of product C 
in single 
1, 
exothermic reaction 
process (Kmol) 
cpbatch Specific heat of the reactor contents in single exothermic 
reaction process (KJ/Kg. *K) 
cp cool 
Specific heat. of the cooling fluid in single exothermic 
reaction process (KJ/Kg. *K) 
cp Specific heat of the reactor contents in exothermic multi 
reaction process (cal/g. *K) 
(D) Concentration of species D in exothermic multi reaction 
process (mol/lit) 
DNA, DNB Density of reactants A and B In single exothermic fed-batch 
process (Kg/lit) 
[E) Concentration of species E In exothermic multi reaction 
process (mol/lit) 
E Activation energy in single exothermic reaction 
process (KJ/Kmol) 
El, E2 Activation energy In exothermic multi reaction 
process (cal/mol) 
[F] Concentration of species F in exothermic multi reaction 
process (mol/lit) 
F 
cool 
Maximum mass flow rate for cooling fluid (Kg/sec) 
F 
cool, des 
Desired coolant mass flow rate (kg/sec) 
xi 
(G) Concentration of species G In exothermic multi reaction 
process (mol/lit) 
H1 Heat of reaction for the first two independent reactions 
In exothermic multi reaction process (cal/mol) 
H2 Heat of reaction for the other three independent reactions 
in exothermic multi reaction process (cal/mol) 
hI Film heat transfer coefficient on vessel inside surface 
2- 
or outside coil/jacket surface (W/M . K) 
h0 Film heat transfer coefficient on inside jacket 
surface (W/M 
2 
K) 
K reaction constant In single exothermic reaction 
process (sec -1 )I 
Ko Frequency factor (sec -1 
K(l) 
Reaction constants for set, of. 8 reactions in exothermic 
K(8) multi. reaction process,, (min 
KI Cost coefficient ($) , 
K2 Cost coefficieni ($/(cal/min) n 
K3 Cost coefficient ($/min) 
K4 Cost coefficient ($) 
KP Conventional controllerýgain 
k Thermal conductivity (W/M. *K) 
L Length of cooling coil (m) coil 
L. M. T. D Log mean temperature difference 
M Total mass of batch contents In single exothermic 
reaction process (Kg) 
N1%fA, MWB Molecular welghtsýof reactants A and B In single exothermic 
reaction process (Kg/Kmol) 
n power of Q, cost of heat transfer effort 
xil 
Q Heat rate (cal/min) 
Q Heat flux from, or, to thd heat-exchange medium In 
exothermic multi reaction process (cal/min) 
Q1 Rate of heat transferred to the coolant (KJ/sec) 
Q2 Rate of heat needed by coolant (KJ/sec) 
Qc Rate of heat removal by coolant (KJ/sec) 
Qg Rate of heat released by the reaction (KJ/sec) 
Qh Rate of heat added in exothermic single reaction 
process (KJ/sec) 
Qr Heat of reaction In single exothermic reaction 
process (KJ/Kmol) 
Qf Rate of heat added-by fed reactant in single exothermic 
reaction process (KJ/sec) 
Qjacket Rate of heat removed by the jacket (J/sec) 
R Gas constant (KJ/Kmol--. *K or cal/gmol. *K) 
Rate Rate ofýthe reaction (Kmol/lIt. sec) 
Rate 
sp 
Reaction rate set pofnt--(mol/lIt. min) 
Rate 
est 
Estimated rat. e of reaction (mol/lit. min) 
R 
equil 
Equilibrium rate of reaction at Tmax (Kmol/lit. sec) 
RR Rate of the reaction (Kmol/sec) 
Rl--R5 Set of 5 independent rate of reaction in exothermic 
multi reaction process (mol/lit. min) 
rl--r8 Set of 8 reaction rate in exothermic multi reaction 
process (mol/lit. min) 
r Radius of the cooling coil (m) 
rf Fouling factor 
S Heat transfer area in exothermic multi reaction 
process (cm 
2) 
T Time (sec) 
xiii 
TI Reset time for conventional PI controller 
dT/dt Rate of change of the batch temperature (*K/min) 
Temp Batch reaction temperature ( K) 
T batch Batch reactor content temperature 
(*K) 
T batch, sp 
The target batch temperature set point (*K) 
T batch, in Initial temperature of 
batch (*K) 
T 
cool 
Coolant temperature (*K) 
T 
cool, des 
Desired coolant Inlet temperature 
T 
cool, in 
Inlet temperature of coolant (*K) 
T 
cool'out 
outlet temperature of coolant ('K) 
Tmax Maximum temperature In the reactor (*K) 
Tc Switching temperature to cooling phase (*K) 
Tc 
new 
New switching'temperature to cooling phase CK) 
T0 Initial temperature of batch (*K) 
T Temperature of heating medium in exothermic multi 11 
reaction process (*K) 
TC Temperature of cooling medium in exothermic multi 
reaction process (*K) 
ATI Temperature difference between batch content and coolant 
inlet (*K) 
ATO Temperature difference between batch content and coolant 
outlet (*K) 
Mad Adiabatic temperature rise (*K) 
td Dead time per batch (min) 
tf Operation'time per batch (min) 
U Over all heat 
2 
transfer coefficient (KWIM K) 
cool 
Uh Heat transfer coefficient for heating media in exothermic 
2 * multi reaction process (cal/ K. min. cm ) 
U Heat transfer coefficient for cooling media in exothermic 
C 
x1v 
multi reaction process' (cal/*K. min. cm 
2) 
U 
cont 
Controller output signal in single exothermic 
reaction process 
U3 Controller output signal in single exothermic 
fed-batch process 
V Vessel volume in single exothermic reaction process (lit) 
VL Vessel volume In exothermic multi reaction process (lit) 
V0 Volume of the reactor before feeding (lit) 
v Velocity of the cooling fluid (m/sec) 
X Vessel wall thickness (m) 
Y Exothermic reaction temperature response 
Yl__Y5 5 reaction extents in exothermic multi-reaction 
process (mol/lit) 
z Conversion 
Greek svmbols 
P Density of reactor contents in'exothermic multi reaction 
process (g/lIt) 
cc$ 0, -Y Parameters used for new switching temperature calculations 
Ratio of the gap between target batch temperature, and 
Initial reactor temperature over adiabatic temperature rise 
xv 
CHAPTER I 
TNTRODUCTION 
1.1 GENERAL 
Batch process means the processing of 
according to a prescribed sequence of 
and event oriented, Abdelhay [1]. 
execution of the prescribed sequence; 
operations, but in the more gene 
continuous control. 
a discrete quantity of material 
operations. The sequence is time 
Batch process control is the 
it may be limited to switching 
ral case it will also involve 
Early attempts to apply aut9matJc control to processes were able to 
meet the need of continuous processes. Batch processes presented more 
difficult problems. This led to a symbiosis whereby better control 
made possible ever larger continuous plants whilst the economies of 
scale paid for better control. 
A batch reactor control system may consists of a temperature measuring 
element, a controller, and a control valve which throttles coolant 
flow. The set-point to the temperature controller could be constant or 
profile. 
A typical application may call for rapid heating or cooling followed 
by steady temperature control between fine limits. The control scheme 
should do this with the object of handling the'heating and, cooling 
periods in the most economical way subject to the constraints imposed 
by safety and product quality. 
The most challenging control problem Is when dealing with- an exo- 
thermic batch reaction where the system is open-loop unstable. A small 
-1- 
Increase in temperature can make a reaction proceed more rapidly, 
which generates more heat and raises the temperature even higher. 
Reaction runaway can occur if the temperature-is not controlled 
properly. The batch control system may be faced with batch to batch 
variations in the chemical reactions and disturbances in the process 
utilities. 
Conventional controllers have been used to control temperature in 
exothermic batch processes, but retuning-was needed to adjust them to 
different conditions. Manual control may-be successful at times, but 
could not be repeatable or respond to variations In reaction rate and 
utilities supplied, Shinskey [2]. Advanced control strategies which 
are model based adaptive approaches have been suggested", 
_by 
previous 
workers'. ' Such control schemes are sensitive to modelling error-and 
computationally intefisive. 
1.2 AIMS -OF T14E THESIS 
In this work a dynamic simulation Is-'used to develop and test a new 
proposed control strategy for exothermic batch and fed-batch 
processes. We model these re*zictlons being-carried out in a vessel 
with Internal cooling and-heating coils- Fig. 1.1, shows the proposed 
control strategy. 
Two constraints are Imposed: 
(1) limited heat transfer area which'is fixed when the plant Is 
designed, changing this at a -later -date would be costly and 
Inconvenient, there may be even be limitation at the design stage. 
(11) maximum allowable reaction temperature In the reactor (Tmax). 
-2- 
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Proposed control strategg 
for exothermic batch and fed-batch processes 
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The alms are: 
(a) the control strategy should be capable of handling both exothermic 
batch and fed-batch processes. The latter process may exhibit non- 
minimum phase behaviour (I. e if feed is introduced. below operating 
temperature the system responds to an upwards step by going down 
before it moves up). 
(b) the control system should be robust, because exothermic batch 
processes are characterized by wide changes-in the system ýparameters 
through the reaction cycle. Such systems are open-loop unstable. 
(c) to maximise reactor production, i. e. minimising reaction cycle 
which calls for fast temperature response. This should be coupled with 
chosen safety margin because such process has the opportunity for 
runaway condition. 
(d) to meet the process constraints Inevitably built into a system. 
(e) to provide Improved performance for set-point changes and better 
reaction temperature control In the face of the disturbances. 
(f) to be flexible, reproduceable, easily set up and easily com- 
missioned. 
1.3 GENERAL ORGANIZATTON OF THE THESIS 
The thesis is arranged as follows: 
Chapter 2 addresses the batch process in general and comparisons are 
drawn with continuous process. Different exothermic reaction schemes 
involved in batch processes are discussed. Thermal runaway is a 
-4- 
possibility in such processes and this phenomenon is discussed. 
Techniques for Its on-line detection are also mentioned. 
Various approaches are available for providing the necessary cooling, 
the advantages and disadvantages of these are discussed. The chapter 
highlights some of the non linearities and the special problems 
plaguing batch control system. 
Sequence control Is an integral part of batch control system, this is 
explained and the benefits of Introducing computers to such systems is 
mentioned. II 
in Chapter 3 the history of control strategies for exothermic batch 
processes is reviewed up to and including the present time. The nature 
of the processes Is analysed in-terms of the difficulties in achieving 
acceptable reaction control. This is followed by the discussion of the 
conventional approach 'and move towards more -advanced control 
strategies. Stability of exothermic batch process under different 
control schemes Is also discussed. 
Chapter 4 gives the details of the mathematical models used. Two 
exothermic reaction processes are modelled; (I) a single irreversible 
reaction and, (11) a fine chemical production Involving a set of 
reactions. Advanced Continuous Simulation Language (ACSQ, has been 
used for the primary case, whilst for the second case a FORTRAN 
program was Implemented on a main-frame computer. The difficulties In 
batch process modelling are discussed and the chapter ends by 
highlighting the need for dynamic simulation tool for batch 
environment. 
The next stage develops the Ideas and makes proposals for new control 
-5- 
strategies. These are given in chapter 5, which outlines the proposed 
sub-optimal control strategy for exothermic batch process. 
A Generalized Predictive Controller (GPC) is used as the feedback part 
of this strategy. A brief description of the algorithm is given. 
Simulation results for single and multiple reaction schemes are given 
and the results are compared with a conventional controller. The 
design procedures and some guidelines for practical implementation of 
the strategy is also discussed. Recently rule-based control strategy 
has been Introduced to chemical processes. This chapter ends by 
discussing the benefits of combining the rule-based procedure with 
proposed control strategy. 
Chapter 6 explains the exothermic fed-batch process In general and 
gives some of existing policies for feeding rate determination. The 
chapter highlights the non-minfmum phase problem which can occur in 
such processes. The proposed strategy is outlined with special 
attention to a new way of calculating the feed rate profile for the 
single exothermic reaction case. An entirely different procedure is 
used to provide the feeding rate In the exothermic multiple reaction 
case. Simulation results for both cases are presented. 
Chapter 7 presents the summary of this work and outlines the main 
conclusions from out of this work. Some recommendations for further 
work are presented. 
-6- 
CHAPTER 2 
BATCH PROCESS 
2.1 TNTRODUCTION 
In this chapter the differences between batch and continuous processes 
are discussed. Some of the difficulties of batch process operation are 
addressed. These include split-range schemes and the application of 
computers to such processes. The advantage and the benefits of 
introducing computer control scheme to batch plant are also discussed. 
2.2 BATCH VERSUS CONTINUOUS PROCESSES 
Some chemical reactions, such as polymerization and fermentation, are 
characterised by reaction times and the need-for addition of new 
chemicals at different stages of operation, continuous plants are not 
appropriate, Tsai and Lane [3]. Such reactions can be better handled 
by batch operation. In addition, it becomes more economical to use 
batch processes to produce low-volume, hfgh-value products with many 
different grades using the same equipment. 
The configuration of batch plants can be as simple as a single reactor 
with a single product, but generally there may be more than one 
reactor with several products. However, batch operation offers a 
flexibility of production not possible in continuous processes; the 
same equipment might be used to make a range of products with the 
proportion of each varying according to demand. 
Batch processes have always been considered to be difficult to operate 
due to the tfme-varying nature of such processes which often means 
that the processes cannot reach a steady-state. Errors in operation 
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can lead to the loss of a batch, product degradation, or unsaleable 
product. This is due to the limited time cycle of a batch which does 
not allow for many appropriate actions. By contrast, the operator of a 
continuous process has sufficient time to bring a process to a 
designed operating conditions, or to a steady-state. 
The sort of control required by batch processes is very different from 
that demanded by continuous processes. In the latter, one Is usually 
concerned with keeping certain conditions as near constant as 
possible. In the former case, one is frequently interested in changing 
from one condition to another as quickly as possible. The very nature 
of batch processes means that there are special requirements to 
consider In designing systems for their control. 
The control strategies for continuous processes-are intended to sense 
departures from steady state conditions and take corrective action. 
Usually this is done by increasing or decreasing existing flow of 
materials or energy, Krigman (4]. Operator Intervention is required 
only when the process Is in a transient. However, in batch processes, 
absolute automation is either not feasible or prohibitively expensive. 
operator intervention should be seen as an Integral part of control 
system design. 
The termination point of any reaction has an Important impact on final 
product quality. In continuous processes,. 'off-spec' product can 
either be recycled or blended. However, batch processes rarely allow 
such luxury. Monitoring of temperature or heat release estimation from 
the reactor-jacket temperature difference are useful to indicate 
whether the final conversion is reached. In addition, operator 
expertise can be a valuable factor In batch operation and his 
experience should not be ignored, Love [5]. 
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2.3 NON-LINEARITTES 
A batch process is a time-varying system. There is continuous 
variation of reactant concentration as the reaction progresses. These 
make conventional controller tuning difficult. The variation of 
reaction rate with temperature makes the system highly non-Ifnear. For 
example a 10 'C increase in temperature may double the rate of the 
reaction. 
The following model for the rate of reaction leads, to rate 
expressions,, based-on exýerimental'results, whiCh are validoýer wide 
ranges'of operating conditions, 'Hollandj6): 
moles of reactant consumed 
Rate - ---------------------------------------- --- (2-1) 
(unit time) * (unit of reactor volume) 
The reaction- rate depends on the concentration andý temp'erature in 
general, for second order reaction it is given by:, 
Rate- f([A], [B], Te mp) --- (2-2) 
Horak and Pasek [7) shows, that by experience the convenient form of 
the reaction rate equation is a product of two function: 
I 
Rate- f(Temp) * f([A], [B]) --- (2-3) 
Where f(Temp) is a function of temperature and reflects the effect of 
temperature on the reaction rate. This is incorporated in the value of 
the reaction rate constant and can be expressed usually by the 
Arrhenlus equation: 
K- Ko * Exp(-E/(R*Temp)) ---(2-4) 
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Where Ko, E, and R are empirical constants. According to Arrhenius 
equation, the specific reaction rate K is exponential in nature, 
Increasing with temperature. The activation energy, E, is a 
factor with units of energy which determines the degree of temp- 
erature dependence. The larger the, value ofýE, the more temperature 
dependent Is the reaction. 
F([A], [B]) is a concentration function, taking into account the 
concentration dependence of the reaction rate. Generally the rate of 
reaction Is proportional to the product of reactant concentrations. 
Combining the effect of above two functions, the rate of reaction for 
irreversible second order can be given as: 
Rate- K* [A) * [B) * Exp(-E/(R*Temp)) ---(2-5) 
Ffg. 2.1 shows typical reaction rate variations with time for a batch 
reaction. Coolant is switched on at constant level when a certain 
temperature is reached, about 800 seconds into the batch. This Is 
responsible for the kink in the reaction rate., ý Furthermore, the 
generated heat will fall off-as the reactants are converted into- the 
product. 
Another contribution to the nonlinearity can be found In some batch 
polymerization processes, where there wlllýbe possible change in 
reactor content viscosity which affects the heat conduction 
properties. 
Control problems can arise where, control action does not vary linearly 
with control signal. Batch processes provide several such, examples. 
The cooling coil, for instance, looks as though the heat transfer rate 
should vary in direct relation to the coolant flowrate. This Is. not 
the case because at low coolant flowrates one needs to consider the 
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log-mean temperature difference. The result is of the form shown in 
Fig. 2.2. 
The change in slope is more than a factor of two. It is greater than 
the stability margin normally used to tune a controller. -If 
the 
controller was correctly tuned at one end it would be unstable at the 
other, else If correctly tuned for the other end it would be very 
sluggish at the other - hardly a recipe for satisfactory control and a 
good reason for using adaptive control. 
2.3.1 SRlit-range concel2t 
Some systems have both heating and cooling,,, often using the same coil 
or jacket through split-range control valves. Fig. 2.3 shows the batch 
reactor with split-range arrangement. 
A common strategy is to use'one controller and divide its "output 
between heating and cooling. - The' most-obvious way Is'simply to say 
that outputs of greater than 50% represents heating, and outputs of 
less represents cooling. the control configuration has one measurement 
only (controlled output) and more than one manipulated variable, 
Stephanopoulos [8]. 
2.3.2 Problems with service valves in sRlit-range conceRt 
The mathematical models describing batch reactor systems with split- 
range algorithm can be horrendous. But the problem is that during a 
changeover In one direction heat transfer rate changes more quickly 
than in the other. This nonlinearity results from the fact that the 
response to the 
two control flows, cannot be exactly balanced. -The-Fig. 2.4 shows the 
steam-water valve position with secondary controller output of cascade 
control scheme. To aid control, it is important to match the rate of 
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Fig. 2-3. 
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change of heat addition and removal when the services are operated at 
equivalent supply levels, ICI [9]. 
Aldren [10], mentioned that the sizing of the heating and cooling 
capacities should be matched wherever possible to minimise the change 
In overall system gain when changeover occurs. Any mismatch is 
observed as a saw tooth response of the batch temperature. The heating 
and cooling valves should be correctly split ranged with no overlap 
(which wastes energy) or deadband (which degrades the controller 
response). 
An equal-percentage valve characteristic is sometimes used partly to 
compensate for the change in the system gain as the reaction proceeds 
and partly to give good flow rangeability, since at set point with no 
exothermic reaction, the steam flowrate compensates for heat losses. 
The linear valve characteristics has been shown to be unsuitable for 
temperature control response, and valve actuator stroke times should 
be minimised, Aldren [10]. 
Kern [11] Investigated the problem of temperature overshoot during 
draining of the jacket coolant when the controller is asking for 
steam. This turned out not to be a problem If the time taken to drain 
the jacket Is Insignificant compared with speed of reactor temperature 
loop. However, depending on the jacket volume, draining the jacket 
could have a noticeable heating effect as the water is removed. 
2.3.3 Single fluid versus two fluid systems 
For exothermic reactions, two or more fluids are often used; 
typically, steam for heating, and glycol or brine solution for cooling 
through a split-range arrangement. Recently a single fluid (SF) 
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becomes available which can operate in both high and low temperature, 
Gruver and Pike (12]. 
Limitations in using such fluids in the past were due to poor jacket 
side film heat transfer coefficients. In the SF system, the jacket 
always remains full during change over from heating to cooling or 
vice-versa. This is unlike the two fluid systems where One heat 
transfer fluid has to be stopped and the jacket emptied out before the 
other fluid is fed in. 
White [13] pointed out that in batch operation, the requirement for 
alternating high and low temperatures within the same item of 
equipment, poses a problem for the process engineer. In temperature 
control, a drop of 5 *C, for example, during the heating mode can only 
be achieved by turning off the steam and waiting for the system to 
cool down. Also a rapid switch from cooling to heating poses the 
danger of thermal shock to the product or equipment, while the time 
lag in changing from heating to cooling can result in a runaway 
exothermic reaction. 
Using a dual-medium system frequently results In sludge formation, 
White (13). This leads to Increasing of fouling effect, decreasing 
heat transfer capability, and reducing the temperature 
controllability. By contrast using SF gives cost benefits, lower 
utility costs, higher system reliability and lower operational costs. 
2.4 EXOTHERMTC REACTTONS TN BATCH PROCESSES 
in any reactioný scheme, the reaction rate depends on reactant 
concentration as well as the exponential relationship between the rate 
of the reaction and the temperature on the reactor. These are the main 
driving forces and knowledge of both is important for satisfactory 
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and safe exothermic batch operation. De valliere, Agarwal and Bonvin 
[14]. Although, fast and accurate temperature measurement can be 
obtained, ' this Is notý the case for' on-line' measurement of 
concentration. I T. -11, i 
In trying to classify processes, 
- 
we really need to look at the rate at 
which the reaction(s) produce heat. In other words, we are really 
interested in the product of the heat of reaction and the reaction 
rate. 
For low heat production rates there is no serious problem. One can 
provide adequate heat transfer area and coolant flowrate. The problem 
begins to bite when heat transfer areas are limited and heat 
production rates exceed the cooling rates available. Under such 
circumstances the vessel temperature rises with potential thermal 
runaway. The usual strategy In such cases is to control at a lower 
temperature so that cooling rates always exceed heat production"rates . 
For fast reactions, where the heat generated by the reaction exceeds 
the designed cooling capacity of the reactor, another strategy should 
be used. This Is called fed-batch process, Initially one of the 
reactants exists excessively, whilst the other is present in small 
proportion. When the operating temperature is reached, the remaining 
amount of second reactant will be added. Although this is welcomed, 
some attention Is needed to handle the feeding addition rate of'one or 
more reactants. 
2.4.1 Thermal 'runaway' 
Most chemical reactions go faster as the temperature is raised, 
producing heat at the same time. in such situations it follows that 
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failure to control the temperature would lead to thermal runaway. 
Usually runaway begins when the heat generated by a reaction exceeds 
the heat removal capabilities of the hardware in which the reaction is 
being carried out. At first the accumulated heat produces a--gradual 
temperature, rlseýln the reaction, mass which in turn causes an increase 
in the reaction rate. Such-self accelerating processes., may, present a 
serious hazard., 
The problem Is that an increase in temperature has only a linear 
effect upon the rate of heat transfer but an exponential effect on the 
rate of reaction and hence upon the rate of heat generation. Thermal 
runaway is much more-of a problemAnnon-steady--state batch processes 
than It is In steady state continuous processes, Nolan and Barton 
[15). The latter generally are easier to model and can be justified 
technically by sophisticated means of operation and control. 
Batch reactors on the other hand are often multi-purpose, due to 
economic forces, and less sophisticated in their means of operation 
and control because of changing requirements and there is scope for 
errors, Nolan and Barton (15). Usually the thermal runaway-Is 
avoided by proper design and operation of batch,,, exothermic,, reaction, 
and by taking Into account the required safety. Generally.,, speakfng 
thermal runaway can be-result of: - 
heat- cannot be removed as fast as- it As generated-and the 
conversion is below its maximum value, which means thatýthe reaction 
is still in progress. 
probe wrongly positioned to monitor reaction temperature. 
loss of cooling water. 
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(fv) too rapid heating at reaction initiation. 
(v) overcharging of the reactor. 
An on-line detection of runaway reaction was given by Spence and 
Noronha [16]. Although, the method was based only on temperature 
derivative estimation and requires no specific knowledge of reaction 
kinetics, however, It does called for a reliable on-line estimation of 
temperature derivative. They have suggested different proper actions 
depending on the condition of the reaction as given in Fig. 2.5. The 
detection of runaway reaction was based on two points: 
(a) the rate of temperature rise should be increasing. 
(b) the rate of change of the temperature difference between the 
coolant medium and contents must be positive. 
To obtained a reliable early detection, the above method needs to be 
Insensitive to measurement noise. Spence and Noronah [16] suggested 
three possible approaches: 
(1) finite difference at a lower rate: where the data Is recorded 
until a certain time has elapsed or temperature difference has 
occured. In this case the sampling time required to reduce the 
variability of rate estimation was dependent on the noise level. 
(if) averaging of finite difference: a better smoothed rate estimation 
was obtained by averaging an old running estimate with the latest 
value, to obtained a new running estimate, however, slower response 
resulted. 
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(Ili) direct estimation by adaptive filter: Which was thought as a 
generalization of the second method; the result was a robust rate 
estimation and the method can be Implemented in microprocessor. 
From what is being said, studies are needed which should--give -some 
idea of the temperature at which exothermic runaway begins- and 
Indicate the maximum temperature reached. However, It is usual for the 
detectable onset of an exothermic run away to occur ata lower 
temperature In a larger mass when considering scale-up of laboratory 
data to the design and operation of industrial plant, Nolan and Barton 
[15]. This Is because the contents of vessels are not perfectly mixed 
and local temperature variations can occur. 
2.5 PROVTDTNG COOLANT TNTENSTTY 
Most temperature control of batch exothermic reaction involves. heating 
the contents to a desired temperature and-then cooling to remove the 
reaction heat. Hence, the dynamics, of cooling play a, major-role In 
achieving a better response. I-I1 11 
For example, the rate of cooling for batch reactor with jacket can be 
given as: 
Qc- U 
cool 
*A 
cool 
* (T batch T cool) --- 
(2-6) 
The coolant intensity can be defined by (U Cool 
A 
cool 
which 
involves: 
2.5.1 Heat transfer coefficient 
This term can be calculated from dimensionless correlation for reactor 
to be built. The overall heat transfer coefficient can be given by: 
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111x 
------ - --- + --- + --- + rf 
u 
cool 
hIh0k 
(2-7) 
Usually the third term, which is the resistance provided by the vessel 
wall or coil, Is so small it can be ignored. The last term is due to 
fouling and its value is given depending on engineering experience. 
The resistance of heat transfer on reaction mixture side is given by 
(1/h 
0 
). This is mainly affected by Intensity of stirring, size and 
shape of reactor and stirrer. However, the principle source of 
resistance is In heat transfer medium side, which is given by (1/h d. 
This Is because the medium is not well mixed and the turbulance is 
Induced only by the flow through the cooling path. 
Usually hI is proportional to the (v 
0.8 ), where v is the velocity of 
the coolant. For example, in reactor cooled by the jacket the velocity 
of the flow of the medium is frequently low, accordingly the heat 
transfer rate will be low. To increase the heat transfer coefficient, 
a boiling liquid sometimes is used Instead of a circulating liquid. 
This is easier than adding extra heat transfer surface, Shfnskey [17]. 
In general, It Is useful to detect the source of maximum resistance 
because the overall heat transfer coefficient is' affected by this 
source. But In batch reactions It Is difficult'to give a typical, value 
for overall heat transfer coefficients. on one hand, this is due:, to 
the unsteady nature of batch operations, whereby the physical 
properties of the reactants change during the course of, processing. 
This means that there may be a wide range of heat, transfer coefficient 
values for any one batch cycle. 
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On other hand, in designing a reaction, the maximum heat transfer 
coefficient between the batch and the water jacket, for example, is 
determined. However, It does not remain unchanged. The heat transfer 
coefficient will fall as time passes due to internal fouling in the 
reactor and water jacket fouling. One possible solution is that the 
present value of heat transfer coefficient can be estimated from total' 
heat balance across the reactor. This can be achieved by an accurate 
measurement ofýthe jacket water inlet and outlet temperature, and the 
water flow rate. 
2,5.2 Heat transfer area 
Since the heat transfer co'efficlents can be varied onl'y within a 
relatively narrow value, the principle means of affecting the coolant 
Intensity Is to change the transfer area. 
There are three common ways of providing heat transfer area, as shown 
in Fig. 2.6, these are: 1 1,1 
(f) cooling coil 
(11) jacket 
(11) external heat exchanger 
The choice should take into account the different dynamics of the 
three approaches, something often over-looked by engineers used to 
designing In the steady state. The cooling coil has a relatively small 
hold-up of coolant and so it is possible to change the heat transfer 
rate quite quickly. Generally though, heat transfer area would be less 
than with a jacket. Fig. 2.7 illustrates the qualitative responses of 
heat transfer rate for both coil and jacket. In a cooling coil, the 
volume of the tube can be given as: 
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v 
Coll - 
17 *r2*L 
col I --- 
(2-8) 
and the heat transfer area is given by: 
Coll -2*r*R*L COH --- 
(2-9) 
Then the volume to surface area ratfo fs 2/r. ie, the volume or hold- 
up of coolant can be increased by extending the length of the tube 
while keeping the diameter constant. However, for a jacket this ratio 
cannot be Increased independently of volume, Horak and Pasek [7]. 
In other words, jacketed reactors are limited In their ratio of heat 
transfer area to reaction volume. For exothermic reactions, there may 
be required additional heat transfer surfaces. However, when the 
jacket is supplemented with a coil immersed in the vessel, 
coordination Is required between the two heat transfer surfaces, 
Shinskey [17]. For example, If the coil uses the same coolant as the 
jacket, Its valve can operate in parallel with the valve admitting 
coolant to the jacket. But, If coil uses a more costly coolant, then 
its valve should not open until the jacket cooling system is fully 
I oaded. 
The jacket on the other hand, offers a greater surface area for heat 
transfer but with consequences for the dynamics which may or may not 
be helpful. The jacket represents a considerable coolant hold-up. 
Changing the heat transfer rate can only take place slowly. On the 
other hand, the extra heat capacity represented by the coolant and 
I jacket reduces temperature rise. 
In some situation the external heat exchanger will be preferable to 
jacket or coil inside the batch reactor, such as, jacket pressure 
limitation, the possibility of changing interchanger as different 
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coolants becomes available, ease of cleaning if cofl fouling is a 
major problem, and variable heat transfer area; which means that the 
heat transfer area is not limited by the geometry of the reactor. 
An external heat exchanger allows greater heat transfer areas to be 
provided though If carried too far the hold-up in the recirculating 
pipe may exceed the vessel capacity. Using external heat exchanger 
there are two possibilities: 
(1) circulating the reaction mixture through the tube side where the 
coolant applied to the shell side. In this case we have actually a 
stirred tank coupled with a jacket reactor subject to external 
cooling or heating. Considerable attention Is needed for calculating 
the volume of the tubes. This is because the exothermic reaction can 
also take place in this part of the process which may cause reaction 
runaway and there Is a considerable coolant hold-up on the shell side 
of the heat exchanger. From what has just been said for the jacket, 
this should be considered as a possible parameter at the design stage. 
(H) circulating the reaction mixture through the shell side and 
applying coolant to tube side. In this case we have a stirred tank 
coupled to another one with built-in coil. Again there is large hold- 
up on the shell side which means an appropriate size of heat exchanger 
is called for. Also the form of heat exchanger (co-current or counter 
current) may be considered in design stage. 
For high reactor temperature requirement, circulation of jacket fluid 
through heat exchanger may be used. The performance of this system 
will not be better than the others because of the added dynamic lags 
and heat exchange resistance. 
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2.5.3 DesiRninR heat transfer area - ýf 
Heat transfer area is one of parameter which yet needs to be designed 
carefully. The design should take into account the maximum allowable 
reaction temperature In the vessel Tmax. Where at Tmax, rate of heat 
released by the reaction: 
Qg- Qr * Rate( Tmax) --- (2-10) 
will be balanced with the rate of heat, -removalýby, the coolant:, 
Qc- A 
cool 
*U 
cool 
* (Tmax -T cool) 
equating above both equations results: 
AU 
Rate(Tmax)- ----- (Tmax T coo'd --- 
(2-12) 
Qr 
For a given Tmax a conservative design was given by 'Perlmutter-[18] 
as: 
A 
Cool- 
*-U 
Cool-* (Tmax T ý,, Rate(Tmax), ----- - ----- Cool Qr 
Rate(Tmax) Is dependent on concentration as well as'temperature in 
the vessel and for Irreversible reaction the initial concentration 
(Conc in ) of the reactant will be the maximum value throughout of the 
reaction cycle. Then conservative design calls for: 
Rate(Conc Tmax) : ý, Rate(Conc Tmax)- Rate(Tmax) --- (2-14) In' Tmax' 
Substituting for Rate(Tmax) In equation. 2-13, results: 
coo I coo 
------------ * (Tmax T cool 
)- Rate(Conc in' Tmax) --- (2-15) Qr 
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From the last equation, the heat transfer area required can be 
calculated. However, if the concentration of the reactant can be 
estimated at Tmax; which will be in general less than the initial 
concentration. The resulted area, will be smaller. ý 
There Is need for a great care when designing batch processes, 
especially In determining the heat transfer area. Undoubtedly some 
form of CAD package with dynamic simulation capability Is needed for 
most cases. That this. has not been done in the past means that either 
there was considerable over-design or that there is great scope for 
improved throughput, the latter being, achieved simply by changes to 
the control system. 
2,6 PROBLEMS TN BATCH PROCESS CONTROL 
Non'steady-state operation Is one'of the main problems-encountered In 
batch control systems. Abdelhay (1] gives an example for a certain 
chemical reaction, where the batch may need heating smoothly up to say 
100 *C' keeping at this temperature for one hour, then cooling down 
to room temperature. Throughout this operation process conditions keep 
changing, and thus process characteristics, such as viscosity, 
density, catalyst activity, etc., change too. Controller settings may 
require re-tuning to achieve good control over various' stages rof 
operation. 
Another problem in batch heating processes Is that o. f raising -vessel 
contents from one temperature to another as quickly as p'Ossfble, 'Henry 
[19]. Vessel and pipework temperatures are going to vary and their 
heat capacity cannot be Ignored. More importantly, there Is no way 
temperature can fall other than slowly through heat loss. It is 
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therefore essential that we do not overshoot the specified upper 
temperature limit. 
The conventional approach here uses cooling coils with split-range 
control. Both the capital and runing costs of this approach can be 
high, an obvious disadvantage. Also, if this batch heating 
control task Is tackled through the implementation of conventional 
three-term control, the problem of the overshoot becomes very real. Of 
course, with some amount of damping we could eliminate or, at least, 
reduce this problem. This however, would be at the cost of increasing 
the time constant of the system, meaning that steady state would now 
only be obtained in a much longer time, remembering that we wish to 
heat the vessel up as quickly as possible, Henry [19]. 
Further complications may arise in trying to maintain the new 
temperature setpoint against heat loss. Controlling against a heat 
loss of, say, 2 KW, which is so much smaller than the full rate at 
which the vessel can be heated, say, around 50 KW, presents some 
problems. This Is the sort of turndown ratio problem that Is likely to 
create difficulties for the valve manufacturer. In this case one 
possible solution is to start by employing the optimal time strategy 
and opening the steam valve fully. Then when the vessel contents are 
within, say, 1 degree of the desired temperature, the steam Is cut, 
off. 
The vessel contents will continue to heat up due to heat capacities, 
and, with correct switching the required temperature will be reallsed. 
Afterwards the setpoint temperature is maintained by fully opening the 
steam valve for a period of time calculated to pass enough steam, to 
raise the temperature by, say again, 1 degree celslus, and then 
closing It again. This procedure can be repeated as often as 
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necessary, though it will be Important, to include a short dead-time 
after each burst to'allow the temperature to rise. This controller is 
not unduly difficult to reallse. It could be devised with a 
conventional controller and some switching logic. ' This, however, is a 
single example and we cannot, or should not, rely on the generality of 
such solutions. 
Measurement difficulties can cause very serious, 'even dangerous 
problems. Due to changes in process characteristics the' measuring 
equipment can' become fouled by effects such as high viscosity and 
crystallisation. Consequently the control system may receive incorrect 
feedback about the process states because the sensor signals do not 
truly represent the desired measurements., Apparently such difficulties 
will have very bad effects on the operation of feedback controllers. 
2.7 COMPUTER CONTROL FOR BATCH PROCESSES 
The first approach to batch process control was done manually by the 
operator using the ffeld. instruments and valves mounted directly on 
the process vessels and piping, Kompass [20]. When pneumatic 
instruments and later electronic devices brought automatic controllers 
into centralized control rooms, continuous control progressed quickly, 
but batch control systems, which required the use of mechanical and 
electromechanical sequencers in those days, changed more slowly. 
The complexity of operation and sensitivity in batch processes led the 
engineers to think of other alternatives to achieve control. Computer 
control has proved to be the best alternative In most, cases, Abdelhay 
[1]. For example, in controlling a batch process, it could be very 
desirable to control a variable over a predetermined profile 
(ramping). Such a profile could depend upon operating conditions or 
-29- 
time of a cycle. This would be Impossible to accomplish using 
conventional analogue instruments with cam driven programmers since 
cams are fixed and cannot be updated by process conditions. But this 
can be achieved by using computer control system which combines batch 
sequence and direct digital control programs, Tsai and Lane [3). 
Many benefits were gained by applying computers to control batch 
processes. For example: improved product quality, safety enhancements, 
good repeatability, reduce costs of waste, and reduced cycle time 
(increased production capacity). 
2,7.1 Seguence control In batch processes 
Batch processes, by their nature, have a beginning, a middle, and an 
end. in addition to process conditions, batch controls must 
coordinate sequences of events and closely control the timing and 
progress of process events. The traditional approach to batch control 
has been to use relays for all switching operations together with 
continuous controllers. 
The advent of programmable logic controllers (PLC's) has had a 
significant and far-reaching Impact on the way batch processes are 
controlled. All the Internal wiring between relays Is replaced by a 
program fired Into read only memory (ROM). This greatly improves the 
flexibility and represents a tremendous Improvement over the previous 
hardware. 
it should be noted that PLC's were developed for users outside the 
process Industries. As such, they do have some drawbacks. The most 
serious one being the way most of them are programmed in terms of 
ladder logic or boolean algebra. Batch processes usually involve a 
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sequence and the programming involves telling the PLC how this 
sequence would have been generated had relays been used. This Is done 
by specifying all the Interconnections. A much better solution would 
be to specify the sequence in some form more easily written and 
I 
checked by humans. 
Systems developed for computer process control led to the development 
of languages such as SENZTROL,, PROSEL, BATCH-etc. To Implement this 
approach on a PLC would not Involve changing the hardware. It would 
require a more sophi. stfcated interpreter whereby what wasý written 
resulted In the appropriate sequence. By making the written program 
easier for humans to write and understand there would be some extra 
computing: more work for the computer but less for us - which is as it 
should be. 
This Is a welcome move but difficulty remains when the sequence 
contains parallel subsequences. These can be handled but the way In 
which they are handled makes the program less easy to follow. What is 
needed Is a clear, concise and communicable way of representing these 
more complicated sequences. Given such a representation we then need 
an Interpreter which will work directly from the specification. In 
this way scope for human error can be eliminated from the programming. 
The approach relies on petri-nets to represent the 'shape' of the 
sequence combined with natural language, Dallas [21]. There are many 
similarities with 'GRAFCET' which is a subset of petri-nets. 
For most cases a sequence flow diagram was used. Whilst In 
some applications state transition matrix (STM) may bebýi-tter. For------- 
example, systems in which there are many possible transitions from 
each state. In such cases applications of petri-nets becomes 
complicated because of a massive amount of branching, Henry & Abu 
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Bakar [22]. From what Is being said there is clear need to choose the 
appropriate technique for any particular application. 
The question may therefore arises of how best to interface these 
sections. The answer to this interfacing job is one which will require 
more thought and careful discussion in the future. Plans are now 
underway to put together the various language programming, such as, 
petri-nets (PN), state transition matrix (STM), and ladder logic (LL), 
to cater for different needs in batch control system. 
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CHAPTER 3 
EXISTING CONTROL STRATEGIES, FOR BATCH PROCESS 
3.1 INTRODUCTION 
Batch processes are often difficult to control because they are highly 
non-linear and driven so that steady state performance is less 
important than the dynamic response. In addition, control problems are 
compounded when the reaction Is both rapid and exothermic. 
Until recent years batch processes. were very much the 'poor relation' 
of the continuous processes. Better control and a-growing need for 
low-volume, high value products Is bringing about changes. A look back 
at control over the past half century shows just how much batch 
control has lagged behind continuous control. It also shows how 
quickly that gap Is now being narrowed after so long. We might even 
see some processes returning from continuous to batch operation over 
the next few years. 
In this chapter different control strategies for temperature control 
are examined. The aim Is to convey an appreciation of the existing 
strategies and how far they are successful In meeting the practical 
problems. The chapter ends by posing the question of how we can go 
beyond a control strategy based on continuous controllers and 
switching. 
3,2 OPTIMAL CONTROL POLICIES 
3.2.1 Foss 
In open-loop optimal control, the objective has been to determine 
(open-loop) a manipulated input that minimizes the time required to 
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bring the process to a new state, Foss [23). Upper and lower bounds on 
the control Input are Imposed In the time optimal case with the result 
that the optimal inputs may be at one or the other bound for all or 
part of the time (bang-bang). Switching from one bound to the other Is 
determined by switching curves that are calculated from the necessary 
conditions for minimum time. 
in optimal feedback (closed-loop) one tries to get feedback and/or 
feedforward gains that minimize a quadratic functional of process 
states and control inputs. It is usually assumed that all variables 
can be measured or that an observer can be used to reconstruct any 
unmeasurable state. The latter introduces a phase advance which leads 
to noise amplification In practice. 
3.2.2 Marroguln & Luyben 
Results from theoretical studies Indicate that an optimum time- 
temperature profile exists for many batch reactions that will maximize 
product yield, minimize batch cycle time and/or maximize product 
throughout, Marroquin and Luyben [24). However, applying optimal 
control to exothermic irreversible reactions results in little 
reduction in batch times. 
The' maximum rate path (NIRP) for the reversible reaction could be 
calculated by differentiating the reaction rate expression with 
respect to temperature and equating to zero. Blakemore and Aris [25) 
study the start-up period and the limited cooling capacity of real 
reactors. They consider the problem of starting with some temperature 
which is not on the MRP, this Is shown in Fig. 3.1. The scheme Involved 
an adiabatic path until intersection with the trajectory of the system 
that is tangential to the NIRP where maximum heat removal rate was 
used. 
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3,2.3 Dayan et al 
In previous works a cost function,. containing terms with linear 
dependency on temperature or no. temperature dependency altogether, 
dictated bang-bang control, Dayan, Rappaport and Froehlich [26]. Some 
of the workers admit that this is practically impossible and that the 
dynamics of the heat-exchange equipment smooth and slow down the 
effect of such switchings even if they were possible. 
Dayan, Rappaport and Froehlich [26] investigated a first order 
Irreversible reaction, where a cost function was considered. In this 
function heating Is being taken as a non-linear function of the heat 
rate. The cost function was given by the equation: 
tf 
cost -t+-t 
[K 1* Z(t fK2 IQI 
n dt K3*tfK 43 
0 
With the above cost function It was shown that even though heat 
transfer dynamics were neglected, no bang-bang control was obtained. 
This provides a practical way of changing the control variable, for 
example, the temperature of the heating fluid, without the need for 
sudden switches from maximum heating to maximum cooling. 
It was assumed that 'n' In the cost function Is a measure of the cost 
of the required effort to push through the reactor's walls the 
necessary heat flux Q. For example, a certain value of heat transfer 
coefficient between the jacket and the reactor and the possibility to 
affect this value, can be translated into one value for 'n' which in 
turn can be used to find the optimal policy for heating. However, for 
different values of W, it was found that it was necessary to raise 
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the heating fluid temperature in the Jacket towards the end of the 
process. This was because the rate of released heat from the reaction 
reduces with falling reactant concentration. 
3.2.4 Ponnuswamy et a] 
The gap between theoretical and practical implementation of' optimal 
control has been narrowed by the use of computers. Progress in 
computer optimal control of batch reactors has been slow. This slow 
progress, with particular reference to polymerization processes, has 
been reported by Ponnuswamy, Shah and Kiparissides [27). This was 
mainly attributed to the lack of robust and reliable on-line polymer 
characterization devices, i. e. an Instrumentation problem. 
Ponnuswamy, Shah and Kiparissides [271 applied open-loop control to 
batch polymerization reactors using -the Maximum Principle to a 
mathematical model of the polymerization process to drive optimal 
temperature and Initiator addition policies, which In turn produced a 
polymer with specified values of final monomer conversion and number- 
average molecular weight. These optimal policies have been Implemented 
on a pilot scale rig. Results show agreement between theoretical and 
experimental conversion values, but a difference of 20% In average 
molecular weight. 
Linear multivariable control theory has also been applied to a 
simulated linearized reactor model to drive a feedback regulator to 
maintain the state variables along the optimal state trajectories In 
the presence of process disturbances. No attempt has yet been made to 
apply the scheme to a commercial scale process. 
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3.3 S ITCHTNG AND CONTTNUOUS CONTROL STRATEGY 
Most of the control strategies Involve heating ti 
batch reactor to a desired temperature without 
keeping the temperature at that value until the 
cycle. Usually the desired temperature Is chosen 
released from the reaction is always within 
capability. 
ie contents of the 
any overshoot and 
end of the batch 
so that the heat 
the heat removal 
Tight reactor control is needed because poor reactor control reduces 
the capacity and there Is'a need to deal with batch to batch variation 
In reactants, physical and chemical properties. Penalties have to be 
paid for temperature overshoot, undershoot or oscillation. This Is due 
to an Increase In the chance of reaction runaway, an Increase In 
cycle time, and, hence, Increase production costs. 
Conventional single loop controllers were used to control the batch 
temperature at set-point. In this type of control systems, a slow 
approach to the final temperature Is generally recommended 
(conservative heat-up rate) to avoid overshooting or safety hazards. 
it is recognized that In this arrangement, control is based upon 
proportional and derivative terms. 
The need for derivative action Is due to the rate -of change of 
temperature (dT/dt) being a measure of the Imbalance between heat 
production and cooling. The Idea is to give much more weight to the 
rate of change of temperature, Itself a function of the control 
signal, In other words, the derivative action is being used as an 
observer. 
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In addition, derivative action is needed to counter lags introduced by 
the thermal inertia of the vessel walls, hold-up capacity of jackets, 
and thermowell measuring system. Usually manual reset is needed to 
eliminate offset in the later stage of the batch cycle, where the heat 
released decreases substantially. It was recommended that if reset 
action is used, it should be coupled with a suitable desaturation 
technique. 
3.3.1 Aldre 
With the arrival of microprocessors, many researchers have 
Investigated the possibility of novel controller design. Aldren [10] 
studied'a microprocessor-based single loop controller. The controller 
was based on proportional plus derivative (P+D) 'with manual reset. The 
derivative action was based on filtered measured value with a suitable 
maxfmum galn Ifmit. 
3,3.2 Kern 
A microprocessor-based controller employed by Kern [11) incorporated 
a second algorithm which takes into account the control criteria for 
the entire process. The scheme Includes a provision for specifying a 
temperature setpoint profile appropriate to product grade. The idea 
was that, even If the setpofnt function Is followed perfectly, It 
does not mean that the batch has been properly processed. ' Several 
variables In the overall length of the cycle can vary, for example, 
coolant temperature and flow, which affect the set point tracking. 
The above problem was handled by a tfme/temperature integral 
calculation, based on the reaction temperature and the duration of 
that temperature. When this integral reaches a certain value, the 
setpoint Is automatically changed to the final cool-down setting. 
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Control was simpler, more versatile, more accurate and more reliable 
than with conventional auto/manual, single loop PID controllers. The 
scheme can be considered as an enhanced split-range scheme in which 
the operator has one controller to deal with. 
3.3.3 TCT 
Although the single loop scheme Is simple for implementation, in 
situations where the quality of the service Is variable or where 
Interaction between adjacent reactors operating on common services are 
problems, the cascade loop scheme are recommended, lCl (9]. 
Figs. 3.2a, 3.2b shows single and cascade loop arrangement. 
3.3,4 Liptak 
In cascade control schemes, the primary variable is reactor 
temperature. The output of the primary controller positions the 
setpoint of the secondary (slave) controller which regulates the 
temperature of the coolant at the jacket outlet by manipulating the 
cold water and steam valves In split range. In this case the slave 
control loop removes external disturbances from the system before they 
have an effect on the batch temperature. It also serves to linearlse 
nonlinear features of the jacket and the service supply, Liptak [28]. 
3.3.5 Shfnskey et a] 
It was pointed out by Shinsky et al [2], that the master controller 
should have proportional, reset and derivative_terms. A proportional 
controller has been found to be satisfactory for the -secondary 
variable. 
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3.3,6 Trueb and Klanica 
The problems in the secondary loop which were caused by nonlinearitfes 
In the control valves were investigated by Trueb and Klanica [29]. The 
nonlfnearities were: 
different valve gains for coo'lfng and heating. 
valves operating at smal'I ýopening. 
To overcome these problems they developed an algorithm for the 
secondary loop. The algorithm uses-the error to determine the required 
heat flux for the appropriate control action and calculates the 
corresponding valve. stem position. This scheme is shown in Fig. 3.3. 
The algorithm with PI'controller on the primary 'loop' resulted in 
better control performance than the conventional cascade schemes. 
3,3.7 Aldren 
Cascade systems, however, do have some difficulties. This comes when 
switching the system from manual to automatic-control during reactor 
start-up, Aldren [10]. The InItIallsation of-the controller output Is 
a function of both the final set-point of batch temperature and the 
thermal loss of the vessel. This will lead to a lack of repeatability 
of control and Is largely responsible for batch to batch variations in 
reactor cycles. 
3.3.8 Davidson 
Using a microprocessor based controller Davidson (30] developed a more 
advanced cascade loop scheme called an Intelligent temperature 
controller (ITC). The ITC operates as the master batch temperature 
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I 
controller with its output cascaded to a jacket temperature 
controller. The principle being used by ITC was: 
(I) if the batch temperature Is too high, the jacket temperature must 
be below the batch setpoint. 
(! I) If the batch temperature Is too low, the jacket temperature must 
be above the batch setpoint. 
Although- the wind-up problem was overcome by switching off the 
Integral action until the measured value comes within the tolerance 
band, the technique gives problems when the integral action Is 
suddenly switched out owing to a large change In measured value or 
large set-point change. The ITC has been Implemented on several pilot- 
plant reactors. ' It'has been shown to give acceptable responses for 
set-point changes while being easier to tune than standard PID 
algorithms. 
3.3,9 Shinskey & Weinstein I ý, l 
The need to minimise the time from start-up to reaching operating 
temperature dictates the use of maximum heat rate without the risk of 
temperature overshoot. This led Shinskey and Weinstein [2] to 
develop a combination of two conventional control methods operating 
sequentially (dual mode). 
In this control strategy on-off control is used to bring the reactor 
temperature to a set-point In minimum time with zero velocity. The 
control scheme suggests that a period of maximum heating must be 
Immediately followed by maximum cooling. When the reactor set-point Is 
reached, bumpless transfer is made to a PID controller for steady- 
state operatfon, the scheme fs shown fn Fig. 3.4. 
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Using this strategy the designer needs, first, to set the temperature 
at which heating Is stopped; this can be predicted from reaction rate 
versus temperature data and from a knowledge of the heat removal 
capabilities of the jacket and circulating system. Secondly, one also 
needs the time-delay period, for which full cooling is applied 
following the application of full heat. Thirdly, there is need to 
pre-load the conventional controller with reset value. The latter can 
be estimated from the knowledge that the steady-state heat evolution 
rate and the heat removal capabilities can be used to specify the 
steady-state jacket temperature. A dual-mode scheme was installed on 
an Industrial batch reactor and provided better control with no 
overshoot In reaction temperature. 
3.3.10 Rothstein & Sweeny 
The rapid start-up problem was also studied by Rothstein and Sweeny 
[31). They developed a modified on-off (sub-optimal) control to 
provide control over the entire batch cycle. This controller works 
by using the process measurement and its velocity to switch the 
manipulated variable (water-steam flow) to one of its two states. 
Fig. 3.5 shows the control. scheme which was simple and has only one 
adjustment parameter (derivative time). The derivatiýle time TD can be 
calculated as follows, Ham and Llemburg [32]: 
dTemp 
T 
sw - 
Temp + TD * ----- --- (3-2) 
dt 
The switching temperature should be equal to the desired process 
temperature (T des ) as the derivative of Temp with respect to time 
(dTemp/dt) will vanish in the steady-state phase. TD then, can be 
estimated by putting Temp equal to the temperature at which cooling 
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starts and dTemp/dt equal to the temperature slope at the end of the 
first heating interval: 
T des - Temp 
TD - ---------------- 
dTemp/dt 
(3-3) 
Then by trial and error using simulation, an optimal derivative time 
was found. This Is because using correct amount of derivative time 
the control system turns on the cooling water in sufficient time to 
dissipate the energy stored In the reactor wall and jacket. A lead-lag 
unit was used for derivative action due to noise and a smaller lead- 
lag ratio was recommended. In both simulation and industrial use on a 
batch reactor, the controller performed well with rapid startup and 
elfminate overshoot. 
3,3.11 Ham & LiemburZ 
Ham and Liemburg [32) studied five control configurations for the 
control of an exothermic batch reactor: 
(a) Single loop PI control. 
(b) Cascade loop PI/P control. 
(c) Single loop PI with limited integral action control. 
(d) Dual-mode control. 
(e) Modified on-off (sub-optimal) control. 
Their results showed the dual-mode and sub-optimal control schemes to 
be superior In controlling the reactor, temperature at-the set point. 
Additionally, they observed that the dual-mode scheme has two 
advantages over the sub-optimal scheme. First, the controller settings 
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are non-interacting between the start-uP and steady-state. Second, the 
dual-mode scheme has a lower sensitivity to noise. 
3_. 3.12 Amrehn 
Application of computers to batch process control led to development 
of more advanced dual-mode control schemes. Amrehn [33) further 
Improved the transition to the steady-state situation by calculating 
the best preload set-point of the cooling water temperature from a 
heat balance. 
3,3.13 Tolfo 
Tolfo [34) used a dual-mode control scheme to control a batch 
polymerization reaction. On-off control is used during the heat-up 
period, and at the set point a bumpless transfer is made to a cascade 
PID/PID scheme for steady-state operation. The control strategy 
employs a model of processes and instrument dynamics to develop a 
controller tuning criterion. The controller, with parameters optimized 
on-line, can hold the temperature close to the critical value at any 
operating level without significant risk that a disturbance will cause 
runaway. 
3,3.14 Adams & Schooley_ 
Adams and Schooley [35) developed an advanced dual-mode control scheme 
by using an on-line analogue computer. The 
I 
scheme utilized an adaptive 
control that updates model parameters from process data in conjunction 
with a predictive control scheme. The predictive scheme uses this 
model to predict a process set-point. The real set-point and the 
predicted value are compared, and this error is employed to modify the 
process Input. The control scheme Is shown in Fig. 3.6. Experimental 
results show a fourfold increase in acceptable batches after 
implementation of the adaptive-predictive controller. 
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_3.3.15 
Wu 
Wu [361, uses on-line calculations to provide the heat transfer 
coefficients and reaction rate data needed for a feedforward 
calculation cascaded onto the setpoint of the jacket temperature. 
Wu's approach (advanced dual-mode) Involved: 
at full heating period, the heat transfer coefficient would be 
estimated on-line. 
(ii) when the reactor reaches a predetermined value, full cooling was 
then applied for a minute or so to dissipate some of the energy stored 
In the jacket. 
(III) for critical damping, heat released by the reaction was equated 
to heat removed by coolant, where the jacket set point was 
calculated. 
(IV) when the temperature reaches a small dead band around the 
desired reactor temperature set-point, the cascade, control scheme was 
activated. 
The reaction extent was monitored by solving dynamical mass and energy 
balances In real'tfme (every 6sec). Revised heat transfer'data In this 
design were used to allow forýfoullng of the reactor wall. ' Applying 
this scheme provides contfnuous'monitoring of conversion and rapid 
detection and recovering of process upsets. 
3.3.16 Nakagawa 
Batch polymerization processes are characterized as both non-linear 
and tfme-varying processes, which present problems-'for conventional 
control systems. The process was a good candidate for investigation by 
different authors. Nakagawa [37) pointed out that the"Ifmitation 'of 
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conventional controller in, tracking capacity was due to the time lag 
that exist in conventional feedback system whereby action Is taken 
only after a temperature error is detected. 
The problem was that an increase in the reactor temperature profile 
will decrease the reaction cycle time but the rate of heat release 
increases sharply so that temperature elevation cannot be avoided. 
This will be followed in the final (constant temperature) stage by a 
rapid decrease In rate of heat release as a result of monomer 
consumption. The heat transfer coefficient varied with conversion. 
This led to change in jacket temperature with time. 
Nakagawa [37) had suggested the need for a feedforward temperature 
controller. Such a, controller which was based upon a mathematical 
model of the reaction was combined with feedback control to obtain, a 
comprehensive control system with improved performance. The 
feedforward portion of the system Is adapted to take action in advance 
by predicting the amount of polymerization heat in a given stage. 
The overall heat transfer coefficient was updated every few minutes 
based upon heat balances. Heat transfer was affected by the degree of 
polymerization and reactor wall fouling. The control strategy would 
use these data to maintain reactor operation at a heat-release level 
below the critical point, where no further cooling capacity was 
available. Installing the scheme, which is shown In,, Ffg. 3.7, resulted 
in stabilized, product quality and better safety margin. 
3.3.17 Tsai & Lane 
The limitations of analogue controllers in the face of, changes In 
process dynamics and product specification were recognized-by Tsai and 
Lane (38]. They investigated the need for a temperature controller 
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having adaptive and switching facilities to control the reaction in an 
open-loop or closed-loop and for different grades of product. The 
control scheme is shown In Fig. 3.8, where the controller had the 
following features: 
(1) permitting heati. ng of the. reactor at the fastest possible rate, 
without temperature overshoot. 
(11) maintaining the reactor temperature set-point over the entire 
batch cycle within a small tolerance. 
(fif) no steady-state offset at temperature setpoints other than the 
base temperature set-point. 
The algorithm was based on the three-mode incremental one. The control 
scheme was tested and the set-point overshoot was within the 
measurement accuracy. 
3.3.18 Hausman 
Hausman [39] applied adaptive gain (nonlinear gain) control to batch 
reactor temperature control. In this strategy the feedback controller 
gain was changed based on a predetermined set of process variable as 
the process proceeds. His results indicate that the adaptive gain 
controller gave equivalent control compared to a cascade scheme. 
However, the adaptive gain controller -was 'easier to tune, the 
controller Interaction was eliminated, and the jacket temperature 
profile was smoother. 
3.3.19 Juba & Hamer 
Juba and Hamer [40] developed a model for heat release estimation 
empirically. The model was based on a discrete time transfer function 
of the system. This model was used to design a feedforward controller 
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to reject most of the disturbance (heat release). A feedback 
controller was used to correct for plant model mismatch. Applying such 
scheme the temperature overshoot was kept within acceptable limits and 
the heat release rate was also within the heat removal capability of 
the reactor. 
3.3,20 Kip2rissides & Shah 
Kiparissides and Shah [41) used two adaptive control schemes, a self- 
tuning regulator and a globally stable adaptive controller. These were 
applied to a simulated PVC system. Although, the two control scheme 
were used for temperature tracking and minimum time requirement, high 
excessive manipulation of the control variable can be recognized. In 
addition, the reasons which led 'Shah 
and Kiparissides to prefer 
adaptive scheme over PID, was, according to Kidd (42), not being 
justified. The latter suggested using a gain scheduling feedback 
controller as an intermediate solution between the above two schemes 
and a conventional PID controller. 
3.3,21 Cluett et a] 
Cluett, Shah and Fisher [43] applied a globally stable adaptive 
predictive control system (APCS) to the simulated PVC batch 
I 
reactor. 
In this process the temperature was raised by steam heat until the 
polymerization reaction begins and the process becomes exothermic. The 
controller tried to keep the temperature at set-point by removing heat 
of reaction through water circulating around the reactor jacket. The 
temperature of the cooling water was controlled by manipulating, a 
steam flow injected Into the cooling water through a mixer. The 
obectives were to run the batch reactor under: 
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(I) Isothermal control. 
(it) temperature tracking. 
(ill) constant reaction rate. 
it was noted that In order to maintain Isothermal conditions, the 
heating/cooling system should be capable of removing heat at the 
maximum reaction heat generation rate. Therefore for much of the 
reaction time the heating/cooling system was under-utilfzed. A better 
approach was to operate the batch reactor such that the reaction heat 
generation rate was equal to the heat removal capacity with allowance 
for safety, I. e. runing the reactor at a constant rate of reaction. 
Testing the later control system resulted in an Initial overshoot In 
reaction rate tracking. This was due to the 'one-step ahead' feature 
of APCS, and poor parameter estimation. The problem was resolved by 
using ad-hoc bang-bang control policy during the heating phase. In 
addition, excessive manipulated variable was resolved by filtering the 
measured value and weighting the control action. 
3,3.22 Clarke Gawthrop 
Clarke and Gawthrop [44] applied a self-tuning controller to a batch 
exothermic reaction. This controller replaced the primary controller 
in the outer loop of a classical cascade control system. The method 
Involved the use of a pre-computed jacket temperature profile which 
was designed to remove heat generated by the reaction. The phases of 
the self-tuner were automatically sequencea depending on the batch 
temperature as follows: 
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(1) up to a given temperature T1, full-heating was applied manually. 
(if) then data were logged up to another temperature T2, where 
parameter estimation was Initiated. 
(IJI) finally, closed-loop control was applied at a temperature T3, 
nearer the set-point. 
Hence: - Tmax > T3 > T2 > Tl 
The early attempt involved a self-tuning loop from batch temperature 
to valve position. This trial failed because of the difficulties of 
estimating a useful linear approximation to the non-linear 
relationship between the split-range valve position and batch 
temperature. 
A cascade PI loop was later implemented to control the jacket 
temperature using valve position as Input. This additional loop was 
found easy to be tuned manually, and the self-tuner provided a set- 
point for the jacket loop given measurements of batch temperature. The 
plant was controlled given the linearization provided by the cascade 
loop and the self-tuner was Insensitive to reactant quality. ý. r, 
The control scheme developed by Clarke and Gawthrop [44] was applied 
by Hodgson (45] on three different exothermic chemical batch reactors 
of an Industrial site. Field trials conducted indicated a significant 
reduction In variation from the critical temperature. Moreover, the 
system was commissioned and used readily by plant operators, coped 
with a wide range of control conditfonsi and functioned acceptablyýln 
the Industrial environment; 
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3.3,23 Rong 6, Wang 
it was pointed by Rong and Wang [46], that, to some extent, adaptive 
control was a solution to the batch polymerization process problem. 
However, adaptive methods based on Identification cannot show their 
advantage If little information about polymerization kinetics and 
model structure is available. 
As an alternative to control reaction condition (temperature-pressure) 
In batch polymerization reactions, they designed a control strategy 
employed by human operator. The control scheme was based on fuzzy 
logic concept, which consisted of a pressure fuzzy controller, a 
temperature fuzzy controller and a fuzzy selector as illustrated in 
FIg. 3.9. The Implementation of the scheme gives desired pressure- 
temperature tracking. For overcoming time-variant charzicteristics they 
used different control rules as the polymerization progressed. 
3.4 SERVO CONTROL STRATECTES 
3.4.1 Luyben 
In batch process applications a servo control strategy is required to 
move the system along a predetermined desired time-temperature 
trajectory. Luyben [47] has studied the use of a non-linear 
feedforward controller for batch servo control- problem. The 
feedforward job Is to compensate for set-point changes instead of load 
changes. 
Two control criteria have been considered. First, a specific time- 
temperature profile. Secondly, a t1me-composition profile was 
specified. Jacket temperature was the manipulative variable. Feedback 
control was required to trim up the temperature loop. It was 
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concluded that non-linear methods are essential for the application of 
feedforward control to batch reactors. 
3,4,2 Shinskey 
Three combinations of proportional plus derivative actions-were used 
by Shinskey [17) to compare the tracking capability of reaction 
temperature to follow ramped set-point. These were:, -, 
proportional and derivative on deviation. 
(H) proportional and derivative on controlled variable. 
proportional on deviation and derivative on controlled variable. 
The best result was provided, by, (I); as -the controlled variable 
parallels the set-point ramp with small delayýand without overshoot at 
steady-state region. Shinskey [17) concluded, that -controller which 
follow the ramp most closely is likely to result in more severe 
overshoot. Disabling the integral mode was not effective, because the 
saturation of controller was depended on the rate of the ramp. In 
addition, reducing the ramp rate resulted in less overshoot, but 
longer time was needed to reach steady-state. 
3,4,3 Jutan & UpRal . r, 
Jutan and Uppal [48] developed a feedforward-feedback control strategy 
and they applied It to a temperature servo control problem. Only the 
energy balance was used in the derivation of the control algorithm. 
Coupling to the mass balance was through the heat generation term 
which was predicted from the process measurements and treated as an 
inferential disturbance. Fig. 3.10 shows their control scheme. 
The two control variables, steam pressure and-' coolant fl'qw, were 
related through a single variable, which was manipulated through the 
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feedforward algorithm to compensate for the heat generation. Dahlin's 
algorithm was used as the feedback portion of the scheme, because of 
its ability to compensate for process deadtime. It was modified to 
apply for a locally linearized process so that, the tuning for the 
algorithm changed to reflect the local conditions. When the 
performance of this controller was compared with PID controller, the 
tuning was less sensitive to modeling errors. 
3,5 CONTROLLING BATCH REACTOR AT UNSTABLE OPERATING POINT 
In the temperature control of an exothermic 
important goal is to control at safe operation, 
the uncontrolled temperature rise. However, 
required to make use of the highest possible 
(operation at open-loop unstable state) as t] 
usually greater at higher temperatures. 
batch reaction, the 
i. e. elimination of 
it Is simultaneously 
reaction temperature 
ie- reactor output is 
3.5.1 Horak -and Jfracek 
Horak and Jlracek [49) investigated the problem of controlling the 
temperature of a batch reaction at the unstable point by using bang- 
bang controller. They showed that the difficulties of controlling In 
this situation depends on the choice of the manipulated variable, i. e. 
formulation of the control problem. 
They suggested that to judge the difficulty of control problems, the 
qualitative statements on the open-loop stability 'stable-unstable' Is 
not a critical Information. They indicated that it is possible that 
control in an open-loop stable using one manipulated variable Is more 
difficult than control in an open-loop unstable state using another 
one. That means the control problem should be based on studying the 
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closed-loop system Including the effects of dynamic properties of the 
system. 
3,5,2 Horak and Valaskova 
In another study, Horak and Valaskova [50) used the heat transfer area 
(direct action) as a manipulated variable to control the temperature 
of batch exothermic reaction at an unstable operating point. By using 
this direct method they claimed to reduce the effect of inertia of the 
cooling system. Where the dynamic properties of the action variable 
can be chosen independently of the remaining properties of the system. 
The area of heat exchange surface was varied by a movable cooling coil 
immersed to a different depth into the reaction mixture, or by 
insulating part of the exchange surface. For this job Horak and 
Valaskova [50) used a two-point regulator. in this scheme it was 
possible to apply high flow rates of tile coolant and thereby achieve a 
fast cooler response and small coolant temperature variations. Large 
thermal capacity serves for limiting the rate of change of 
temperature due to the Tast evolution of heat at the onset of the 
reaction. 
3.6 BEYOND THE SWITCHING AND CONTTNUOUS CONTROL STRATEGY 
Using digital computer other sophisticated control, strategies may be 
evaluated and implemented for batch reactors. Examplesý Include 
implementing control strategies where the controlled variable Is not 
measurable but may be calculated, such as, rate of heat transfer, rate 
of converslon, and rate of heat release. 
3.6.1 Tsai. Lane & Lin 
The reactor throughput does not directly result from improved 
temperature control. However, it can be achieved as a result of 
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improved reactor control and the use of additional capabilities of the 
digital controller, Tsai, Lane and Lin [51]. They simulated a batch 
polymerization reaction process and two different modes were tested: 
maintaining a constant temperature profile over the entire batch. 
(if) maintaining a constant temperature until the peak conversion rate 
was reached and then ramping the temperature to maintain nearly 
constant conversion until the rate cannot be sustained with a modest 
increase in temperature. 
Applying the later strategy resulted fn'a significant increase in 
plant throughout capacity. 
3,6.2 McMillan 
In order to maximize'batch reactorýyfeld, '_ft was found by McMillan 
[52] to be essential to keep the rate of temperature change constant 
rather than enforcing a particular temperature at a given time in the 
batch cycle. It was therefore decided to develop a strategy with a 
fixed rate of temperature change as a set-pofnt and the derivative of 
the temperature measurement as the controlled Variable. ' 
Tuning was a problem for the above scheme and McMillan [52) draws our 
attention to the fact that normally due to non-self-regulating 
response reset action would be small, * proportional action large" I and 
the rate action somewhere In between for exothermic processes. 
However, because' integral, proportional and rate actions are all 
affected by the use of the derivative rather than the actual value' of 
the temperature as the controlled variable, tuning characteristics 
deviated significantly from the norm. 
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3.7 STABTLTTY OF EXOTHERMIC BATCH PROCESS UNDER DIFFERENT CONTROL 
STRATECTES 
Stability is important in any reactor control system, but in 
exothermic batch reactions it is mainly affected by the type of 
reaction, control strategy, and coolant dynamics. The load in an 
exothermic batch reaction is the evolution of heat. The reaction 
proceeds with a steady decrease in reactant concentration, which can 
change the rate of heat evolution. But the rate of reaction is mainly 
affected by temperature. This will permit the possibility of a runaway 
(instability) if the temperature Is not properly controlled. 
open-loop instability occursAn irreversible exothermic reactions 
when heat generated by the reaction exceeds the capacity for heat 
removal. The larger the heat of reaction or activation energy and the 
smaller the heat transfer area or heat transfer coefficient, the more 
likely is open-loop Instability, Luyben (53]. In other words, 
Instability occurs because a rise in temperature produces an increase 
in reaction rate which* In turn causes an additional rise in 
temperature. The speed with which the rate of heat removal can be 
changed has a major effect on stability of such system. 
3,7.1 Luyben. HoRkins. Juba & Hamer 
Luyben [53), Hopkins [54], and Juba and Hamer [40] employed a 
linearized model to Obtain the transfer function, which relates batch 
temperature to heat removal or deviated batch temperature from 
operating point to deviated jacket temperature. These transfer 
functions were first order containing a positive pole for certain 
combination of rate of heat removal and rate of heat generated by the 
reaction. They Investigated the stability of batch exothermic 
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processes at several operating points to cover the region of expected 
operation. There was a need for a feedback controller and by using the 
obtained transfer functions, the tuning of the conventional controller 
was found to achieve stability. 
2.7.2 ICI 
Batch processes rarely reach steady-state and the inherent dynamics 
makes the use of conventional control- analysis inappropriate, ICI 
[9]. A better approach is to use dynamic, simulation to ensure the 
stability of the-system, under the proposed control scheme, by taking 
into account the possible changes in parameter of the system and the 
disturbances. In-other words, the mathematical concept of stability 
and Instability does not address the Important question of operating 
the batch system safely. 
The size of the vessel has a major effect on the controllability of 
the batch reaction. The ability to control batch reactor temperature 
decreases as the size, of the vessel increases, ICI (9]. This is due 
to the reduction in the, ratio of reactor surface area to the -volume 
of the reactor content as the size of the vessel increases. Increasing 
the jacket volume, affects not only the coolant velocity, . hence the 
heat transfer coefficient, but also the controllability of the control 
system by Introducing a large time-delay. 
one way to avoid the above problem Is by Increasing heat removal 
capacity of the reactor. This can be done by increasing the heat 
transfer area by installing cooling coil or external heat-exchanger or 
Increasing the agitation speed to Increase the overall heat transfer 
coefficient. However, these process modification are expensive, and 
sometimes Impractical. As an alternative solution for this problem, 
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Cheung and Luyben-[55) suggested, to improve control system, ' such as, 
using proportional plus derivative action. 
3.7,3 Shinskey & Weinstein 
mber ioop 
In a cascade control system, for example, the controiled variable is 
the temperature of coolant leaving the jacket. If the circulation of 
coolant through 'the jacket is constant, the rate of 'heat transfer 
through -the wall of the reactor is proportional' to the difference 
between reaction and the jacket outlet temperatures'. Therefore, the 
exact value of the manipulated variable which will match heat transfer 
to heat evolution can be set Into the control system before start-up, 
Shfnskey and Weinstein (2). This was sufficiently representative of 
steady state condition to provide stability when the temperature has 
reached the set point. 
3.7.4 L112tak 
Furth6rmore, the stability of th6'cascade, -Ioop can be improved 'if the 
slave fs'faster than the master, Liptak [28]. Also to 'enhance the 
stability, the jacket týmperature cOntrol'106p should contain less 
deadtime than the master, which mfght, 
-not 
be possible with system In 
operation. The time delay in jacketed vessel can be given as: 
jacket water'hold'up 
td - ------------------------ --- (3-4) 
rate coolant water flow 
This means increasing coolant flow rate will decrease the time delay. 
However, at high coolant flow rates, the temperature difference 
between the- jacket Inlet and outlet is quiieý' small. Hence,, ' any 
temperature Instrumentation measurement error will lead to, error An 
heat removal rate calculation, estimation of heat transfer 
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coefficient, and total heat balance, Wu [36). Therefore there was need 
to keep coolant flow rate low enough., 
one way of reducing the deadtime was to move the measurement from the 
jacket outlet to the jacket input. In such case the slave would be 
less effective because the dynamics of the jacket would be transferred 
Into the master loop, Liptak (28]. Another contribution to the 
controllability problem Is the time lag introduced by temperature 
measurement, where In some process it can not be avoided because of 
fouling problem. 
3.7.5 ShinEkey 
The ratio of time delay/'time constant is*important to predict the 
stability margin between the optimum value of controller gain and its 
upper limit, Shinskey [17]. For example, In P+D algorithm, when this 
ratio becomes larger, more derivative action was needed to keep the 
period of oscillation around acceptable region, I. e. without a proper 
action there may be a risk of reaching a limit of cooling capacity 
while the temperature continue to rise (unstable). 
In dual-mode control scheme, the batch control system consists of two 
states; the rising state and the steady-state. The specification were 
different In two states and the control system should not Interfere 
between them. For stability the temperature should arrive to the 
desired set-point with zero velocity. 
3.7.6 Elgenberger & Schuler 
Stability problems were also discussed by Elgenberger and Schuler 
[56]. A typical variation during an exothermic batch reaction was 
illustrated as in Fig. 3.11. Although the batch temperature control 
through the cooling temperature was fast, unavoidable lags in the 
I 
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control system produced a damped oscillation around the temperature 
set-point once the reaction started. 
The stability of the control system was affected by reaction 
conditions, such as, reactant Initial concentration or temperature, 
and/or poorer heat transfer to the cooling medium. Fig. 3.12 shows two 
cases; where in case (a) the cooling temperature falls to its lower 
limit, but the cooling effect was still sufficient to control the 
reaction. However, In case (b) the cooling effect was not enough to 
maintain the temperature at set-point and the reaction begins to 
runaway. 
3,8 NEED FOR A SPECTAL CONTROL STRATEGY 
This survey on control strategies for exothermic batch reaction 
Indicates that a dual-mode control system -(onroff/cascade) performs 
better than classical cascade control. A self-tuning controller was 
used which replaced the primary controller In the outer loop of a 
classical cascade control system. 
An on-line estimation of heat of reaction was highlighted which 
greatly enhanced the feedforward capability of the , predictive 
controller and safety margin prediction, ' because of limited cooling 
capacity In exothermic reaction process. The survey also shows the 
importance of reaction rate control where the productivity of batch 
reactor can be Increased by exercising, say, a ramp type trajectory. 
Although a move towards the more advanced control strategies, 
obviously Is a move In the right direction, but-this has not solved 
all the problems. The approach breaks down when one. tried tp obtain a 
linearized model parameter'of such'non linear system. The survey 
showed that adaptive scheme based on such approach results in a large 
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II Tin* 
excessive In manipulated variable. An alternative way is to look at 
the process as a first order system with fixed parameter. Although 
this approach is simple and one can get fast commissioning, yet it 
does call. for a robust parameter determination. 
A split-range algorithm was used throughout the survey to provide the 
heating and/or cooling in an effort to control the reaction 
temperature. However, the non-linearity and the' -difficulties in 
operating of the control valves was obvious. Intuitively, it feels 
wrong to be alternately heating and cooling something in a effort"to 
control temperature, It is certainly not energy efficient though that 
is not likely to be primary consideration. 
Minimization of batch reaction'cycle Is' an important objective to be 
achieved. However, in exothermic reactions there is an opportunity for 
runaway , so a safety margin should be included in controller design 
to compensate for possible disturbances. The control strategy should 
be adaptive In some sense to cope With the possible variation 'in 
system parameter through the reaction cycle. Taking all these' points 
Into consideration a new control strategy was developed which will be 
explained In chapter 5. 
; 11 
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CHAPTER 
MODELLING AND STMULATION OF EXOTHERMIC 
BATCH AND FED-BATCH PROCESSES - 
4.1 INTRODUCTTON 
Mathematical models of chemical systems are developed for a wide 
variety of reasons. Thus, they may be constructed to assist in the 
interpretation of experimental data, to predict the consequence of 
changes In the system inputs or the operating conditions, to deduce 
optimal system operation policies, and for control purposes. 
Usually there Is a need fordynamic models to design and- test the 
proposed control system. It is no good building the plant and then 
trying to get the control sysfem right. The modelling approach allows 
different'strategies to be compared. ' However, modelling real systems 
usually results in non-linear equations. The use of reduced and 
linearized models Is often restricted to a small range around the 
operating point. If this effect is intolerable, the full non-linear 
model has to be considered. 
Because of existing computer power nowdays, mathematical modelling is 
widely used by engineers, but the fact is that the chemical world --is 
extremely complicated, so much so that a considerable degree of 
approximation Is required. The basic principles are: 
(1) the model to be as accurate as necessary'but not more. 
to be as simple as possible. 
(iii) to be constructed to meet some particular reason and needs 
therefore, to be Usable. 
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4.2 MODELLING OF EXOTHERMTC BATCH PROCESS 
To formulate a mathematical model for an exothermic batch process, 
one needs to define the basic features of the process, such as the 
reaction scheme, heating or cooling effects, and physical form of 
process materials. From these one goes on to construct a model in the 
Iý 
form of appropriate unsteady-state material and energy balances and 
rate equations, Wilson [57]. 
When the basic model Is formulated the next step is to define the 
parameters of the model. For example, when temperature movements are 
needed, heat capacities and parameters like heat transfer coefficients 
are taken Into account. If a reaction is involved then a standard 
heat of reaction value might be needed, coupled with some Idea of the 
manner, in which reaction heat will move with time, and the reaction 
kinetic constants. Probably,, for proper modelling, there may be need 
to define exact parameter values of the model which usually calls Tor 
iterative procedure. 11 
For the modelling either a linear or nonlinear model can be used. 
Since batch processes do not operate at steady-state but operate over 
a range of conditions, non-linear models are more appropriate In this 
case. Using a dynamic simulation one can characterize the non-l-inear 
dynamics of batch processes. 
Literature shows that a lumped parameter approach is adequate to model 
most batch systems (i. e. the composition and/or temperature is uniform 
within the reactor). However, care should be taken in the modelling of 
the heat-exchange mechanism used to remove heat in batch exothermic 
processes. 
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Ennis [58) discusses the problems associated with a jacket which Is 
not always full, i. e. the heat transfer area varies with jacket level. 
In simulating batch exothermic processes, different approaches lead to 
nonlinear models of different order.. For example, a low-order non- 
linear model was used by Tolfo [34] to, model a batch exothermic 
reaction process., He used nonlinear differential mass and energy 
balances. Two equations were used, for energy balance, one for 
modelling the water In the reactor jacket and another for the reaction 
mass. 
For another control design study, Ham'and Liemburg [32] used first 
order energy balances, with the jacket subdivided into , three 
compartments; an energy balance was written for each. 
Rothstein and Sweeny [31] developed more detailed models for batch 
reactors. They used a'two-mass lumpedýparameter model for the reaction 
mass. They also considered discontinuities in the reactor jacket when 
steam and water were mixed. This was treated by modeling each section 
(steam or water) as a lumped parameter system. 
Marroquin [59) developed a further model for a batch reactor wfth 
three different heat exchange configurations. He took into consid- 
eration the thermal masses in the reactor and-the heat transfer 
equipment. 
4.2.1 NUMERTCAL TNSTABILITY 
In batch process generally the model equations are nonlinear and time 
varying, Sometimes with 'time constants' varying from large values to 
small. In chemical kinetics rate constants may differ by several 
orders of magnitude. 
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Solving these differential equations with a reasonable accuracy calls 
for a numerical algorithm which can handle the slow and fast solution. 
This eliminates some of the simpler Integration techniques. The 
problem is known as III-conditioning and can be circumvented by using 
special Integration algorithms such as Gears-Stiff. Since numerical 
methods are employed which are In general approximation methods, care 
should also be given in defining the integration step size. 
III-conditioning, and'h6nce the problems of numerical instability, can 
arise If the model Is too detailed. For example, by taking into 
account the thermal dynamics of the tube wall in cooling coil. Since 
the thermal capacity of the tube wall is very small compared with the 
total capacity of the batch content, it can be ignored with little 
loss of accuracy. 
4,3 MODELLTNC AND SIMULATION OF SINGLE IRREVERSIBLE EXOTHERMIC PROCESS 
For this study a single irreversible exothermic reaction is modeled. 
whfch'has the form: 
A+B 
This reaction takes place in a batch reactor which has the provision 
for heating and cooling through coils Immersed Inside the reactor. 
Some assumptions are made which are given in appendix (a). The dynamic 
model consist of total mass balance which can be written as: 
Rate- K [A) * [B] *, EXP(-E/(R*T (4-1) batch 
Rate's of change of totaluioles of A, B, and C'are'as follows: '-'"` 
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dA TOT 
_ -Rate *V --- (4-2) 
dt 
dB TOT 
_ -Rate *V --- (4-3) 
dt 
dC TOT 
_ Rate *V --- (4-4) 
dt 
Rate of change of concentration of A, B, and C can be given as: 
TOT 
--- (4-5) 
V 
TOT 
v 
ýTOT 
--- (4-7) 
v 
The total heat balance Is: 
dT batch Qg -'Qc + Qh 
------- - ------------------ --- (4-8) 
dt M* c9batch 
Where heat generated by the reaction Is given by: 
Qg- Rate * Qr *V --- (4-9) 
Modelling heat transfer across the cooling coil for a given flow rate 
is not a straightforward task. For low flow rate, the coolant 
temperature will vary along the length of the coil, such temperature 
profile with coolant Inlet temperature T cool, in and outlet 
temperature 
T 
cool'out 
Is shown in Fig. 4.1. 
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The cooling coil cannot be treated as a lumped system. There will 
inevitably be a temperature rise and heat transfer. This determines 
the exit temperature, and itself depends on the log mean temperature 
difference. This can be defined as: 
AT I- ATO 
L. M. T. D - ----------- --- (4-10) 
log(ATI/ATO) 
Where 
ATI - T batch - T cool, in --- 
(4-11) 
ATO - T batch - T cool'out --- 
(4-12) 
The heat transfered to the coolant, which Is also responsible for 
raising coolant temperature from T cool", in 
to T 
cool'out can 
be written 
as: 
Q1 -A cool 
*U 
cool 
* L. M. T. D --- (4-13) 
The heat needed by the coolant Is: 
Q2 -F*U* CP * (T ' -T ), ---(4-14) cool cont cool c0ol, "In cool'out 
This circular definition creates an implicit loop which is represented 
In the, simulation by a 'PROCEDURAL' block. 
in the early work on this thesis there were numeric difficulties in 
this IMPLICIT loop caused by taking tile log of a negative number. This 
was resolved by introducing the constraint that AT could not change 
f gn. 
To calculate the exit temperature and heat removed by the coolant, a 
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bi-section procedure is programmed as a subroutine called from 
within the PROCEDURAL block. 
The flow-chart In FIg. 4.2 gives the detail of the implementation. 
However, the closeness of the convergence depends on the number of 
iterations, N, used. Increasing N results in a closer convergence at 
the cost of simulation run time. - 
For a small volume of the heat transfer element such as cooling coil 
with high flow rate of coolant fluid, the heat removal rate can be 
written as: 
Qc -A cool 
*U 
cool 
* (T batch -T cool, in) --- 
(4-15) 
The above equation Is used to model the heat removal rate term in 
total heat balance equation. This is because, - the proposed strategy 
utilized the maximum designed coolant flow for most of the reaction 
cycle and the scheme only starts decrease coolant flow when the 
reaction Is nearly spent. 
The above model was utilized for simulating a fed-batch exothermic 
process after some modification. For fed-batch process the total rate 
of change of moles of A and B becomes: 
dA TOT 
_ -Rate *V+A* 
DNA 
--- (4-16) FED dt MWA 
dB TOT 
_ -Rate *V+B* 
DNB 
--- (4-17) FED dt MWB 
And the rate of change of volume is: 
dV 
A FED +B FED 
dt 
(4-18) 
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The total heat balance is given by: 
dT batch Qg - Qc + Qh + Qf 
------- - ------------------- --- (4-19) 
dt M* c9batch 
For simulation purposes, BEDSOCS (Bradford EDucational Simulation Of 
Continuous Systems) was used at the start. Later the programs were 
shifted to the ACSL (Advanced Continuous Simulation Language). 
Although, two simulation languages were used, there was much similar- 
ity between them. Both had an initial region used for setting up 
constants and Initial conditions; a dynamic region for the differ- 
ential and algebraic equations which were Iterated at each step and a 
termination region for concluding the simulation run. 
The control algorithms which are used for controlling reaction 
conditions through different stages of batch and fed-batch cycles, are 
implemented within the dynamic region. The control signal 
generated Is kept constant over each sampling period. For 
Implementing Generalized predictive controller (GPC), a FORTRAN sub- 
routine was written. It was called through a PROCEDURAL block within 
the dynamic region. 
4.4 MULTTPLE EXOTHERMTC BATCH REACTTON PROCESSES 
The reaction system under study comes from the FORMALDEHYDE- 
PHENOLSULPHENATE family. This reaction Is carried out in an insulated 
and well-stirred batch reactor with an Internal heating/cooling coil. 
The following exothermic reactions take place between substances A and 
B: 
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Reaction Frequency factor I 
--------------------- 
Activation energy 
-------------------- ----- 
PI 
---------------- 
A+B-C 
-- 
K(l) El 
P2 A+C-D K(2) El 
P3 C+D-E K(3) E2 
P4 B+D-F K(4) E2 
1 P5 1B+C-G I K(5) I E2 I 
P6 2C -F K(6) E2 
P7 A+G-F K(7) E2 
P8 A+F-E K(8) E2 
The composition of the product, which is a mixture of A-G, has an 
important bearings on product properties and is to be controlled by 
selecting an appropriate batch cycle and controlling the temperature 
In the reactor, Wang (60). 
It is worth noticing that although the reactions proceed slowly at an 
ambient temperature, reaction rates are strongly temperature dependent 
and runaway occurs If the cooling supply falls. 
4,4,1' Modelling and simulation of exothermic multi-reaction processes 
in principle, there Is no hindrance to setting up such a model and the 
first step to be taken Is to check the reactions for linear 
independence. Not all of the eight reactions (marked as Pl-P8) are 
independent. To determine how many and which of them are linearly 
dependant reactions, a methodology given by Ramsy [61] was followed 
and for more details see appendix (b). The number of linearly 
independent reactions was 5 for the following reactions: 
Reactions P1 P2 P3 P4 P5 P6 P7 P8 
,00000111 
Where, 0 means Independent and 1, dependent. The dependent reaction 
were given as follows: 
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P6- P2 + P4 - Pl --- (4-20) 
P7- P2 + P4 - P5 --- (4-21) 
PS- Pl + P3- - P4 --- (4-22) 
Thus, the number of the mass balances can be reduced to five, using 
the reaction extent concept, the mass balances are written as: 
dYl 
--- - Rl where 1- 1-5 
dt 
(4-23) 
Where Yf Is the I-th reaction extent; Ri is the 1-th reaction rate, 
which corresponds to: 
Rl- ri - r6 + r8 --- (4-24) 
R2- r2 + r6 + r7 --- (4-25) 
R3- r3 + r8 --- (4-26) 
R4- r4 + r6 + r7 - r8 --- (4-27) 
RS- r5 - r7 --- (4-28) 
where 
rl- K(l) * EXP(-El/RT batch [A) * (B) --- (4-29) 
r2- K(2) * EXP(-El/RT batch [A) * [C] --- (4-30) 
r3- K(3) * EXP(-E2/RT batch [C] * (D] ---(4-31) 
r4- K(4) * EXP(-E2/RT batch )* [B] * [D] --- (4-32) 
r5- K(5) * EXP(-E2/RT batch )* [B] * [C] --- (4-33) 
r6- K(6) * EXP(-E2/RT batch) * [C] * [C] --- (4-34) 
r7- K(7) * EXP(-E2/RT batch )* [A] * [G] --- (4-35) 
r8- K(8) *' EXP(-E2/RT batch )* [A]" * [F] --- (4-36) 
The instantaneous concentrations of the species in the reactor can be 
calculated with the following expressions: 
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(A]- A0- Yl - Y2 
[Bl- B0- Yl - Y4 - Y5 
(c]- Yl - Y2 - Y3 
[D]- Y2 - Y3 - Y4 
[E]- Y3 
[F)- Y4 
(G]- Y5 
The heat balance is given by: 
dT batch 
2 
p* CP * VL VL Hl * R! 
dt 
5 
H2 * R! + 
i-3 
---(4-37) 
(4-38) 
(4-39) 
(4-40) 
(4-41) 
(4-42) 
(4-43) 
4.44) 
Where 
Q- UhS *I(T h-T batch when the reactor i-s being heated. 
Or 
Q- Uc*S* (T 
c-T batch when 
the reactor is being cooled. 
For simulating the above model, a FORTRAN program was written. This' 
program was run on main frame computer and the flow chart is given In 
Fig. 4.3. During the computer studies, the model worked well with the 
given parameter and wi'th defined integration step size for the Runge- 
Kutta integration routine. 
4.5 THE NEED FOR STMULATION TN BATCH PROCESSES 
it was mentioned earlier, that simulationAs the-representation -of a 
system by a set of mathematical, equations that can be solvedý to 
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Fig. 4-3. 
Flow chart for simulatingýexothernic multi-reaction process 
H: defines the approprate stage of the reaction cycle 
Tstp: termination time for the simulation run 
V: volume of the vessel 
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explain the behaviour of the system under different operating 
conditions. 
Simulation can be of considerable use in batch process development, 
and the reasons given by Wright and Bramfftt [62] are: 
a process model enables a large number of alternatives to be 
examined quickly and at little cost. 
(if) Interactions between process chemistry, the reactor and its 
operation can be investigated to determine optimal, safe operating 
conditions. 
(111) scale-up from laboratory to full production can be achieved 
quickly. 
They described a CAD package specifically designed for the simulation 
of batch, fed-batch and continuous process which was called 
'reaction'. The package can han6l several methods of heating or 
cooling and eliminates the need to write the mathematical model 
necessary to describe the process, However, it was "limited 'to a 
certain range of reactors. 
Simulation can also be utilized to design a control system , Tsai and 
Lane [3). For example, a mathematical model for batch reactor 
temperature control loop can be developed with a different 
configuration. The control configuration which gives the most 
desirable performance results can be implemented. 
In addition simulation can be used to prevent a unit upset during 
control tuning which will weaken operator confidence, Ayral and 
Conley [631. In this case a dynamic simulation program can be run 
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under different tuning set and the appropriate one can be Implemented 
on actual plant. 
in batch process, knowing the present state measurement or set-point 
offers the operator little decision support, Krigman [4] . This is 
because it may not be clear where process variable will be ended. In 
this case, the process simulation can be run at operator Interface 
tools, where the artificial Intelligence (AI) play its role by 
Indicating conditions at which simulation results should be displayed 
to the operator. 
In batch and fed-batch exothermic reaction processes, the simulations 
require assumptions concerning heat transfer capabilities and It has 
become very clear that the Initial plant design should be based on a 
dynamic analysis. Using steady state models may be adequate for 
continuous plant but Is not good enough for batch processes. 
In this work the dynamic simulation Is used not only to test the new 
control strategies, but also to study the effect of different 
parameters on the stability of the control scheme. These parameters 
may be variation In heat of reaction, heat transfer coefficient, and 
changes In coolant Inlet temperature. Applying this method, one can 
find the allowance variation In these parameters without exceeding the 
designed safety margin for heat removal system. 
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CHAPTER 
PROPOSED CONTROL STRATEGY FOR EXOTHERMIC 
BATCH PROCESSES 
5.1 INTRODUCTTON 
Most approaches to the control of batch processes have relied on a 
combination of switching and continuous control using PID controllers. 
In many cases this has provided adequate control and everyone has been 
satisfied. However, this does not mean there is no room for 
Improvement. 
Through the stages of development of control strategies, It has been 
seen that microprocessors have played their part In this area by 
allowing more sophisticated control to be Implemented and their advent 
has helped to improve reliability and flexibility. 
The move to the use of adaptive controllers for exothermic batch 
processes was highlighted in the literature. This move was seen 
partly as a mean of alleviatin&the difficulties of conventional 
controllers to face the time varying nature of batch processes and 
partly because the feasibility studies shows the benefits of such 
controllers. 
This chapter addresses a new approach to one of the main difficulties 
in batch operation, temperature control. A sub-optimal strategy- is 
developed giving a chosen safety margin, with two constraint; - (1) 
maximum temperature, (11) limited heat transfer area. The technique 
being developed can be applied to both batch and fed-batch processes. 
The scheme can be developed from plant trials rather than mathematical 
modelling and this Is seen as an Important advantage. Design 
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procedure for Implementation of the proposed strategy is given and a 
comparison was made with conventional control strategy. 
5,2 FAST TEMPERATURE RESPONSE FOR EXOTHERMIC BATCH REACTION 
For short reaction cycle (high production), the most favorable 
temperature curves are those where the maximum operating temperature 
Tmax can be reached as quickly as possible within the limit of the 
cooling system. However, in exothermic batch reaction, It Is limited 
by the ability of such system to transfer heat, ShInskey [17], which 
calls for: 
(f) maximisation must be within the constraints of available heat 
transfer (I. e when cooling valve Is fully opened). 
(if) maximisation needs for ramping the temperature set-poInt which 
must allow sufficient cooling margin to avoid a thermal runaway. 
in general Tmax Is given for each specific reaction. Exceeding this 
value may lead to runaway condition, while falling below Tmax Is not 
critical but will results In a longer reaction cycle. 
Batch exothermic reaction temperature can be increased towards Tmax by 
ramping the temperature set point. Bear In mind that whilst the 
temperature is rising, the coolant requirements are below steady state 
requirements. At the new higher temperature, a higher reaction rate 
will call for yet more cooling. One way to handle this situation Is to 
base the ramping rate of the batch temperature on the steady-state 
coolant valve position, Shinskey [17]. 
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5.3 TIME OPTIMAL CONTROL STRATEGY 
The problem being studied, is a single, Irreversible, exothermic 
reaction. This reaction is to be carried out in a vessel with 
provision for heating, to get the reaction started, and cooling, to 
prevent the reaction running away and exceeding the temperature limit. 
The problem Is nonlinear; the reaction rate depends on the 
concentration of the reactants and an exponential function of 
temperature. The constraints are a maximum operating temperature, 
Tmax, and a limit on the cooling capability. 
if the reaction produces heat at Tmax less quickly than it can be 
removed then the solution is trivial. Cooling is switched on at, or 
Immedfately before Tmax Is reached. 
Should this not be the case then we have a more interesting optimal 
control problem with a straightforward and well known solution. It 
Involves maximum heating to some temperature Tc at which changeover Is 
made to maximum cooling, which Is the last possible Instant. 
At temperature Tc the reaction will be producing heat faster than the 
cooling system can remove it. It Is this Imbalance which 6auses" the 
temperature to rise. So the temperature will continue to climb, though 
less steeply, levelling out without exceeding the maximum temperature. 
At Tmax these come into balance and thereafter the coolant flowrate is 
reduced to maintain constant temperature. See Fig. 5.1. 
A sound sub-optimal strategy would be to start full cooling at a 
slightly lower temperature than Tc. Such a response is shown in 
Fig. 5.2 and the temperature levels out at point A, some way below 
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p 
Tim& 
Tmax. That leaves us with the problem of how to drive the temperature 
once maximum cooling Is no longer required. 
Conventional wisdom calls for a ramped set point from the onset of 
cooling. A better strategy would be to ramp from the point where the 
temperature profile has the same gradient as that selected for the 
set-point, see curve b in Fig. 5.3, All [64]. This is done until Tmax 
is reached. 
still better might be to go for a reaction rate control strategy, 
because this will drive the temperature up more quickly as the 
reactants are consumed, thus reducing batch'time. In this -case two 
possibilities may arise: 
(1) obtain a real time estimation of the reaction rate, compare this 
with the desired value, and then compute the error. Then using an 
appropriate control algorithm, the reaction temperature set point can 
be adjusted, Juba and Hammer [40]. 
The controller may have the form: 
T-T+ KP * (Rate, '- Rate ---(5-1) batch, sp batch sp est 
(if) An alternative way is to'specify a reaction rate set'point'-which 
can be chosen within the capability of the heat removal, system and 
use a conventional controller to maintain the rate of the reaction. At 
onset of the coolant-the reaction may be exceeding Its setpoint, but 
not by so much that the cooling system cannot bring the reaction rate 
back to the setpoint. 
The reaction rate control scheme and the qualitative responses are 
shown in Figs. 5.4,5.5. Thereafter the coolant flow will decrease to 
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maintain the reaction rate. The temperature will continue to ýclfmb 
until Tmax, where the control scheme will switch to temperature 
control with set point equal to Tmax. The temperature will be hold at 
this value until the desired conversion Is reached. 
The problem with this scheme Is that reaction rates are not amenable 
to measurement. They have to be Inferred by an on-line heat-balance 
which takes into account the rate of change of temperature within the 
batch reactor. 
This calls for accurate measurement and averaging over some period of 
time. However, the procedure Involves making a compromise; estimating 
dT/dt across a few sampling. periods results in a quantisation error, 
whilst across many sampling periods gives greater accuracy but with. a 
slower response. In other words the error in the dT/dt estimation Is 
inversely proportional to the lag introduced by this calculation. To 
judge, one needs to examine the effect on the control loop by using 
dynamic simulation. 
To determine the best strategy we. need to define an objective function 
and this, should Include the batch processing time, the costýof, heatfng 
and cooling and a heavy penalty for exceeding the maximum temperature, 
Tmax. Using such a function, we may find a slightly different strategy 
is better. By Introducing a gap between the end of heating and the 
start of cooling we could reduce direct operating costs at the expense 
of a slightly longer batch time. 
From what is being said there is a real need to design a control 
strategy which has the capability of permi, tting the temperature- to 
reach the maximum value Tmax with minimum time without violating the 
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process constraints. Putting these forward, a sub-optimal strategy Is 
developed which is discussed in the next section. 
5.4 PROPOSED SUB-OPTIMAL CONTROL STRATEGY 
Although the previous strategy Is time optimal, that does not mean it 
is the best for plant use. For practical purposes the time optimal 
approach has some drawbacks: 
(1) the coolant comes on in the last moment with its maximum value. 
Any delay will lead to a runaway condition and the temperature 
will exceed the Tmax. 
(if) there is no margin to allow for reduced cooling capability due 
perhaps to fouling, slightly warmer than usual coolant or reduced 
coolant flowrate. Clearly some lower value of Tc is called for. Note 
that this may very well mean that when applied, the cooling is 
Insufficient to stop the temperature rising. The temperature will rise 
out of control. 
Conservative engineers might say that the reaction should always 
proceed so that heat production, never exceeds'cooling capability I. e. 
always under control. This strategy can be shown to be unduly 
conservative because any 'runaway' will eventually provide its own 
check as the reactants are consumed and the reaction rate falls. We 
can allow the reaction to 'runaway' knowing it cannot run too far. The 
time optimal control allows the process to 'runaway' right up to the 
maximum temperature. 
Since practical considerations dictatez margin of safety and hence a 
sub-optimal "controlt the problem is one of how to ease back on the 
cooling once it is certain that the temperature will not rise above 
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Tmax, where It would be held until the reaction is substantially 
complete, when the vessel would be quenched. 
A sub-optimal strategy is designed In which the switching to the 
coolant Is sooner and uses only a proportion of the maximum cooling 
rate available, as shown from FIg. 5.6. This strategy would take longer 
to reach Tmax but that is the price that has to be paid for having a 
safety margin. 
What we have done, ' in effect, is to specify the control signal which 
would give the desired margin of safety. Working backwards we have 
found the temperature profile which corresponds to this control 
signal. 
The next step Is to apply some feedback control to cope with batch to 
batch variations. This Is shown as a block diagram in Fig. 5.7. To do 
this we take the temperature profile found above and apply It to the 
setpoint of our temperature controller. If everything is just right 
then the control signal will be a steady 80% or whatever value we 
chose, Henry and All (65]. Any variations In heat transfer efficiency 
of coolant temperature would lead to small variations and appropriate 
correcting action. 
The controller Itself presents some problems because'of the way the -- 
dynamics change as the reaction proceeds. When switched on"it comes in 
with the chosen cooling rate, say 80%, and the process is closed loop 
unstable because of the thermal runaway situation. Before Tmax Is 
reached the system has become controllable and at Tmax the control 
changes from servo to regulator mode. For this duty Clarke's 
Generalised Predictive Controller"(GPC)' was foýnd'to serv 
.e 
we 
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5.4.1 Generallsed predictive controllers 
GPC represents a generalisation of the earlier algorithms 
combined with a simpler computational approach. The algorithm uses a 
controlled Auto-Regressive Integrated Moving Average (CARIMA) model 
description to ensure inherent Integral action. the open loop system 
step response Is predicted over a horizon of future samples as shown 
in Fig. 5.8, Clarke et al [66,67]. 
An appropriate sequeýce of future control signals then calculated to 
take that future response to a pre-specified set-point trajectory, 
subject to a constraint that after a 'control horizon' control 
increments are assumed to be zero. This is therefore a multi-step 
control policy but because only the first I control signal from this 
sequence 'is implemented, and the calculation repeated at each 
successive sample interval, it is also-referred to as (receding 
horizon). 
it was suggested that the. combination of long-range prediction and the 
control horizon, If chosen correctly, - 
would make GPC relatively 
insensitive to unknown and\or variable 'time-delay and non-minimum 
phase processes. Hence it is claimed that GPC offers enhanced 
robustness compared to earlier algorithms, with increased flexibility, 
and is therefore more suitable for practical application. For more 
details about GPC control algorithm see appendix (c). 
5.5 STMULATION RESULTS FOR EXOTHERMTC BATCH SINGLE IRREVERSIBLE 
REACTTON PROCESS 
The simulation test starts by using the typical values of the model 
parameters which are given in appendix (d). The exothermic reaction 
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process was switched at 331 *K to a designed level of cooling rate of 
80% of the maximum value and the temperature was recorded until Tmax. 
This defined the sub-optimal temperature profile which was used as a 
temperature trajectory for later runs. 
At Tc the GPC was enabled with a preset 80% output. It incorporates a 
first order model of the reaction system. 
it operates In servo-mode until Tmax Is reached following a specified 
temperature profile. Beyond Tmax it operates in regulator-mode when 
the controller output starts to decrease gradually. This is a 
compensatory action to handle the reduction in rate of heat release 
and to maintain the temperature at Tmax. This is because, at Tmax the 
rate of heat removal Is in balance with the rate of heat release. The 
temperature/control signal profiles for this run are shown In 
Fig. 5.9. 
The variations in rate of the reaction and the rate at which the 
reactants A and B are being consumed are shown in Fig. 5.10. To 
illustrate the reaction path, It was useful to draw the phase plane 
which relates the rate of change of the reactant concentration with 
batch temperature. This Is given in Fig. 5.11, where the reaction path 
as time passes Is In the direction of decreasing A concentration. 
This path Is annotated with reaction rate values; maximum rate occurs 
before Tmax is reached. 
Fig. 5-12 shows what would happen If there was no cooling. In this 
case, the variation of rate of change of the concentration with 
temperature will be a straight line as shown in, fig. 5.13 with a slope 
dependant on the heat of reaction. 
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ACONU *lo-z 
In batch processes, the reaction scheme can follow a different path 
from batch to batch. This Is because of the variations in process 
parameters and supplied utilities throughout the batch cycle. This is 
especially true for exothermic batch processes where any such 
variation may have a significant effect, possibly even reaction 
runaway. 
Care should be exercised to avoid the above situations. However, one 
of the objectives of the new strategy is to make an assessment Of 
Instability quickly without waiting for the process to exhibit runaway 
and to conduct the process smoothly to a new condition. Therefore the 
proposed control strategy was tested with disturbances introduced to 
the coolant inlet temperature which was simulated by increase of 5 *K 
from base value 275 *K. The results are shown in Fig. 5.14, Where the 
disturbance lay within the safety margin for the controller action, 
the strategy was capable of handling such variations. In this case the 
controller starts to increase coolant flow immediately to a higher 
value In order to absorb more heat from the reaction, thereafter 
gradually decreasing and levelling out at just over 80% coolant flow. 
The controller capability was tested for another disturbance, where 
the cooling Inlet temperature changed by 5 *K for 50 sampling periods 
over the Interval 2000 sec to 2500 sec. Fig. 5.15 shows the 
temperature response and the controller output. The control signal was 
maintained at 80% until the disturbance occurred. At this Instant of 
time It increased coolant flow to restore the situation and returned 
back to normal when the disturbance was removed. 
Sometimes the given heat removal capacities will differ because of 
fouling of the tube wall Inside the reactor, which In turn'reduced the 
over all heat transfer coefficient assigned for the process. This was 
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simulated by reducing the heat transfer coefficient 10% from the 
nominal value. The Fig. 5.16 shows the temperature/control signal 
profile. As seen, the controller went beyond the designed level to 
extract the generated heat as fast as possible and levels out at a 
value over 80%. 
in practice there are often variations In raw materials quality. This 
arises due to equipment failure or operator error which results in not 
charging the correct amount of reactants. Therefore, the simulated 
reaction was run with +10% and -10% variations of initial reactant 
concentration around the base case. Figs. 5.17,5.18 corresponds to a 
batch runs with poor quality reactants. Note that, although there was 
a difference in the control exercised, the batch temperature has a 
similar profile, showing that the new strategy is insensitive to 
reactant quality and demonstrates the potential value of adaptive 
feature of the strategy to cope with such variations. 
5.5.1 Effect of the Prediction horizon on control strateg 
This strategy make use of GPC as a feedback part of the new scheme, 
therefore there was need to specify the output horizon for the 
algorithm. However, the prediction horizon cannot be adjusted on-line 
because this would Influence the structure of the multi-step 
prediction and the control structure, De keyser, Van de velde and 
Dumortler [68]. 
In order to introduce the pre-programmed set points into the 
calculations of the CPC, the obtained sub-optimal temperature 
trajectory is used to calculate the future system errors. It was 
expected that the pre-specified set points are employed using long 
prediction horizons. This is to ensure that the controller has 
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knowledge of future set points well In advance. However, this turns 
out not to be the case In this work, where it was found that a smaller 
value of output horizon gives a better results. This is because of the 
time varying nature-of such processes which exhibit a significant 
dynamic change over the given output horizon. The Fig. 5.19 corresponds 
BOMPLIng periods 
to the output horizon of 1 01. Comparing the controller output signal 
with typical batch run of output horizon of 3, it can be seen that 
increasing the prediction horizon results in a more oscillatory 
control signal. 
5.5.2 Effect of measurement noise on control strategy 
Noise is a fluctuation in the process signal which does not contain 
useful control Information. it is generated due to turbulence around 
sensors, from the instrument Itself or by some other process. Normally 
it occupies a frequency band that Is much wider than that of the 
controllable process fluctuations. Usually these are too rapid to be 
reduced significantly by control action. Since the control action can 
only minimize the effects of those low frequencies (controllable 
fluctuations), the process noise has an unfavourable effect on the 
control strategy. This causes a degradation of control performance and 
high fluctuation in the controller output. 
For the simulation purposes, noise can be added to the system by 
adding Gaussian noise to the feedback temperature signal. 
To investigate the effect of the noise on the proposed control 
strategy, a noise of zero mean and 
'standard deviation 0.3 *K was 
added to the feedback temperature. The new scheme was found sensitive 
to noise level and exhibited large rapid fluctuations in manipulated 
variable. In this case the CPC algorithm can be used with only one 
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tuning parameter. This Is the velocity by which the controller reacts 
to set point variations and load disturbances (X). Three different 
values of X were used to reduce the controller output variations. 
These are Illustrated In Figs. 5.20,5.21,5.22 where for larger factor 
of X, such as, 20, the control signal was significantly reduced, but 
the temperature can no longer be kept well within the acceptable 
limits. 
5.5.3 Comparison of proposed control strategy with conventional 
avRroach for single reaction processes 
it may be of interest to compare the performance of the proposed sub- 
optimal strategy with a conventional controller. There Is no 
established procedure for tuning the controller parameters for such 
non-linear tracking of temperature in batch exothermic reaction 
process like one modelled In this work. 
The controller tuning'was based on a trial and error procedure which 
makes a good contrast to the systematic way of GPC of handling the 
future temperature profile which is a part of the new scheme. Usually 
the conventional controller needs set point ramping to implement the 
desired temperature trajectory. For this case, the temperature set 
point was ramped after Tc when the cooling phase switched in at 80%. 
Figs. 5.23,5.24. show the temperatures/control signals profiles with no 
disturbance and with an increase of 5 *K in inlet coolant temperature 
respectively. As seen from the figures, the generated control signal 
was more sensitive to variations in set points and disturbances. 
Moreover, the test run with no disturbance indicates that the 
conventional controller output signal was less smooth than the 
proposed control strategy. 
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A different ramping rate of 0.5 *K per sample rate was implemented in 
order to compare it with the base case of 0.3 in Fig. 5.23. This is 
shown in Fig. 5.25, where by Increasing the ramping rate, the time to 
reach Tmax was reduced, however, the generated control signal was not 
satisfactory and the temperature goes beyond the maximum allowable 
temperature Tmax. In addition, the conventional approach was tested 
against measurement noise. In this case, a noise of zero mean and 
standard deviation of 0.3 *K was added and the results is shown In 
Ffg. 5.26. It is interesting to see that, the controller was less 
sensitive to such noise In comparison with the new control strategy 
and the generated control signal was less oscillatory. 
Despite the non-linear and time varying characteristics of such batch 
exothermic process, a better control behaviour. was obtained using the 
new control strategy. The strategy proved to be robust and performed 
well under possible batch to batch variations and disturbances. In 
comparison, the performance of a fixed gain conventional PI controller 
under such conditions was not satisfactory. 
The results from using a conventional controller also showed that the 
fixed gain approach may not be directly applicable for exothermic 
batch process. An altogether different method might be using gain- 
scheduling scheme, where by monitoring the changes in controlled 
variable 'temperature' and knowing the dynamic range of operating 
points, we can pre-programed the controller with different settings 
, more work to human and less work'to computer'. This can be employed 
using a look-up table to select controller setting. However, there Is 
need to make a trade-off between number of setting added and the 
performance achieved. The literature shows that a low number of 
settlngs are recommended. 
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5.6 SIMULATION RESULTS OF APPLYING PROPOSED STRATEGY FOR 
EXOTHERMTC MULTT REACTION PROCESSES 
This section outlined the results of applying the proposed control 
strategy to exothermic batch multi reaction process. The details of 
the mathematical modelling of this process was explained in chapter 4. 
The model was simulated on main frame computer at the University and 
the typical parameters of the model are given in appendix (e). 
The reaction scheme involves a set of eight reactions, where the 
process was again treated as a first order model and the idea 
developed for single exothermic batch process was applied for such 
processes. GPC was used to provide the adaptive facilities to handle 
the process upset. 
In such process the concentration profiles are the actual objective of 
this production, which are strongly Influenced by the temperature 
profile and, In turn, influence the temperature profile also. This 
objective can be ensured by Indicating the concentration profiles of 
the seven species involved at the end of the production cycle. 
A typical result of applying the proposed control strategy for this 
process Is given In Fig. 5.27. The Fig. 5.28 shows the 
temperature/control signal profiles with an Increase in inlet 
temperature of coolant by 2 'K. The results reflects that this 
strategy can be applied to such complex exothermic reaction system 
with possible disturbances at process utilities. 
The proposed strategy was examined against the measurement noise with 
added noise of standard deviation of 0.3 'K. The Figs. 5.29,5.30 gives 
the results with two different values for de-tuning factor X. As 
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mentioned for single reaction case, the scheme is sensitive to noise, 
where by Increasing X, one can obtained less variation in controller 
output signal, but the temperature can not be maintained at acceptable 
limits. 
To compare the proposed strategy with the conventional controller, a 
control scheme which Is given by Wang (61) was tested for such 
process. The approach was consist of a logic/Pi controller. When the 
velocity of reaction temperature rise hits the preset limit, the 
heating/cooling change-over takes place. Then the opening of the valve 
on the cooling line Is automatically positioned according to the slope 
of the temperature rise by two non-zero values only if the reaction 
temperature Is 2 *K or more from the set-point. When the difference 
between the set-point and the reaction temperature goes into the range 
of 2 *K, the logic control Is replaced with a PI controller as a 
continuous controlling device. 
The main drawback of this scheme lies in its need for the second order 
derivative of the reaction temperature to be taken Into account. 
Any measurement noise would wreck such a scheme in practice. 
The velocity limit of temperature rise to be preset was determined by 
observing from the temperature profile of a test run and the 
parameters of the PI controller were selected by trial and error. The 
final values of the controller gain, the time for reset, and the 
velocity limit of temperature rise are given In appendix (f), where 
the details of this scheme was also explained. The typical result Is 
shown In Fig. 5.31 and the concentration profiles are illustrated in 
Figs. 5.32a, 5.32b. 
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The above approach was tested against a disturbance in the inlet 
temperature of the coolant of 2 *K. The corresponding result is shown 
In Fig. 5.33. The effect of the measurement noise on this scheme was 
also studied. For this test a noise of standard deviation 0.3 'K was 
imposed on the feedback temperature and the results are given In 
Fig. 5.34 where small control signal fluctuations were observed. 
Comparing the above two approaches, it can clearly be seen that the 
highest operating temperature Tmax was reached faster using the 
proposed strategy thus increasing the, production rate. In addition, 
the results show that the sub-optfmal strategy developed can be 
easily applied for such complex reaction processes without any 
difficulties. The self-tunfng algorithm provide the strategy with the 
capability to handl'e the possible changes within the batch process 
environment. 
5.7 IMPLEMENTATION OF THE PROPOSED CONTROL STRATEGY 
The proposed control scheme calls for some Information from the 
process and a rather special controller capable of implementing GPC 
and accepting a temperature profile. 
it Is the purpose of this section to show that the proposed scheme is 
entirely practical and does not make unreasonable demands. 
5.7,1 Controller requirements 
The controller must be capable of Implementing GPC. There Is currently 
a lot of Interest In robust adaptive controllers and it is likely that 
GPC or something similar will soon be commercially available. In 
essence, sUch a controller only differs from a conventional controller 
In terms of Its software. Processors and 'Memories 'are low-cost 
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TIME, (MIN) 
standard Items and are unlikely to stand in, the way of this 
development. 
There are other special requirements. The first is that the controller 
needs to be switched on and off at various times in the sequence. In 
particular, It has to switch on with a pre-set output value, say 80%. 
it is envisaged that the controller would be part of a distributed 
system and that these instructions may come over the network. Again 
this is not seen as an unreasonable demand. 
The third requirement is the ability to accept (or acquire) the 
setpoint profile. This could be downloaded over the network, or it 
could be acquired during plant-trials. In either case It means that 
the processor should have an in-built array In non-volatile memory. 
The option of updating the setpoint over the network would be more 
straightforward but it might cause a significant load if several batch 
processes were being controlled from the same central machine. 
5.7.2 Process parameters II 
It Is Important that these can be obtained without too much 
difficulty. Some of the earliest computer control schemes had some 
very grand ideas for mathematical models which took, so long to build 
that the plant was being scrapped just as the, model was perfected! 
The process parameters required are: 
(1) Switchfng temperature. Tc 
(if) Setpoint profile 
Parameters for the GPC 
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Some plant trials will be needed to establish the first two Items 
above. In these trials the temperature control will be manual starting 
with a low switching temperature and 80% cooling (assuming 20% is 
chosen as the desired safety margin). With too low a switching 
temperature the cooling will have to be cut back in order to achieve 
Tmax. Next time a higher value can be tried. In this way, with a 
modest number of Iterations, it should be possible to determine a 
suitable value for Tc. The corresponding temperature profile, assuming 
no serious disturbances in coolant flow or temperature; will be the 
desired setpoint profile for future runs. A guess would be that this 
work might take a week. 
The parameters required by the GPC are: 
time constant 
output horizon 
(Iff) lambda value 
The time constant can be estimated on the thermal capacity and the 
heat flux at Tmax. These figures are available from the process 
designers. 
The output horizon should be fairly short because the dynamics and the 
setpoint are both changing quite quickly. Values used In this work 
were 3-to 5 sampling periods (10 seconds). I 
The lambda value should be fairly small, around 1.5, for systems with 
little measurement noise. Larger values limit the rate of change of 
control signal but at the cost of a slightly more sluggish response. 
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5.7.3. Long term adaptation 
A novel feature is the proposal for long term adaptation to cope with 
fouling of heat transfer processes, or alternatively to exploit the 
higher performance when such surfaces are clean. 
The proposal is to monitor the demand for coolant in terms of the 
control signals actually used. Values consistently below the chosen 
value, say 80%, would indicate that Tc could be a little higher. 
Conversely, values consistently beyond that value would mean that the 
plant was really operating with a reduced safety margin and that Tc 
should be reduced. 
It Is possible to go even further and examine how the safety margin 
was used and to see If the Inital guess was valid. If the control 
signal Is consistently around the 80% level but Is never taken beyond 
90% by disturbances, then there Is a case for revising the margin 
downwards. Obviously the converse case would apply if saturation 
occurred more that rarely. 
5.7,4 Measurement Rroblems 
In a practical environment there may be a measurement, problem because 
the reactor is not-well enough mixed. 
This arises because of the existence of cold and hot spots within the 
reaction vessel; colder near the heat transfer surface and hotter in 
the middle. The problem Is that a different reaction rate can be found 
at different places within the reaction vessel leading to the 
possibility of 'local runaway'. 
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In this case one temperature measurement may not be adequate to 
represent the entire batch reaction temperature. The problem Is 
outside the scope of this work, but a possible way to tackle this 
situation is to measure the temperature at different locations within 
the reactor and to design a voting system to respond to the highest 
reaction temperature. 
5.7.5 Measurement of rate of change of temRerature 
Early work Involved a number of different Ideas not reported here. One 
of these Inv6lved the rate of change of temperature and -an analogue 
device was designed to overcome the quant1sation ' errors from 
digital techniques. 
see 
section 5.3. 
The device Is shown in Fig. 5.35 and consists of a platinum resistance 
thermometer. The temperature output is directly available. At the same 
time, this output Is compared with an analogue delayed version of 
itself to give an estimate of the rate of change of temperature. 
5,7.6 Sensitivity to load disturbances 
In some situations, where the variations In coolant Inlet temperature 
and coolant flow rate (T cw and 
F 
cw respectively) 
from desired values 
are known before hand. For this case, one can modify the switching 
temperature Tc as follows: 
(T 
cool -T cool, des 
)* ce + (F cool -F cool, des) 
*0 
Tc - Tc - ------------------------------------------------- new ly 
(5-2) 
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Fig. 5- 35, 
High precision Temp and dTemp/dt measurement 
V to I: Voltage to current conyerter 
pt Res: Platinum resistance 
The first term in the numerator of the right hand side defines the 
expected Increase in Tmax due to coolant Inlet temperature whilst 
the second term defines the expected Increase in Tmax due to coolant 
flow rate. 
The parameters ce, 9 and -y can be calculated as follows: 
Suppose 2K increase In coolant temperature raises Tmax by 10 *k 
then ce -5 *k/1 *k, while increase -in coolant flow rate of 0.02 Kg/sec 
may decrease Tmax by say -6 *k, then 0- -300 *k/unit mass flow rate, 
and if 2 'k Increase In switching temperature raises Tmax by 30 *k, 
then 7- 15 *k/1 'k. 
5.8 TOWARDS A MORE ROBUST CONTROL STRATEGY 
Recently Anterest has been shown in applying rule based control 
strategies for different chemical process. For most cases the process 
was assumed fuzzy. Where the ordinary logic with 100% certainty 
linking cause and effect Is replaced with a probability, Henry [69]. A 
typical benefit of this approach was that It allowed the control 
strategies to be specified In ordinary language. A set of rules then 
are written by converting the linguistic rules which applied by the 
operator to a form suitable to be implemented by a computer. 
The general rules which the operator may fol, low can, be summarized as: 
(I) operator may make a direct judgment or he may read information 
from output records and at Intervention: 
- he decide on control action (if any). 
- he makes Intermittent changes of significant size and he only does 
this when he Is convinced of the need to take action. In this way he 
-142- 
would avoid the proportional and derivative actions transmitting 
measurement noise to the actuator. 
- he can judge about the desired change on control action. Usually 
this choice allow for the size and timing of the effect and he can bob 
between the adjacent levels and wait before taking another notch In 
same direction, i. e. limiting the Integration rate action. 
- he decide when to come back (next intervention). This scaning rates 
I 
needs to be slow and don't need to be regular. 
(if) operator controls processes in open-loop, ' feedback, and 
feedforward modes and he may behave in a way which is non-Ifnear and 
adaptive. 
(M) he has the ability to predict future state of the process and to 
select a suitable anticipating action and the control signal generated 
generally Is piece wise signals with significant action. 
(iv) operator some times behaves as an on-off controller with 
switching differential and he usually applied some mechanism for 
reducing step size when system is nearly settles. Such rule will 
usually results in large limit cycle at the output, but with no steady 
state error. Applying stepped control rule may result In a smaller 
limit cycle but some offset will be Introduced. Note that the 
continuous control Is the limiting case where the number of steps goes 
to inffnity. 
]Rule-based controllers do have some drawbacks when compared to 
the analytical approach and these are addressed by Bernard [70). 
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A rule-based controller is more difficult to update and maintain and 
there are few guidelines for implementation. It requires an on-line 
recallbration of the functions that describe the linguistic variables. 
In contrast, the analytical controller can be updated by replacing the 
objective function that describes the control mechanisms. Furthermore, 
the response time Is more rapid than that of rule-based controller. 
However, rule-based controller was more robust than analytical 
controller because of its Insensitivity for the high frequency noise, 
l3ernard [70). This was due to the number of conditional statements In 
the rule base. Where a particular rule might be affected by signal 
noise, but the averaging process that is used to weight the rules and 
determine the control action tends to reduce the impact of any one 
rule. 
In this work, the simulation results showed that the sub-optfmal 
strategy was sensitive to noise level. Although this error can be 
addressed via filtering, estimation techniques, and more reliable 
sensor design. However, the rule-based methodology can be viewed as an 
Integral part of analytical approach to handle more severe process 
changes which Is particularly Important In batch exothermic processes 
and the two approaches can be combined'to generate a far more robust 
control strategy. 
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CHAPTER 
PROPOSED CONTROL STRATEGY FOR EXOTHERMTC FED-BATCH PROCESS 
. 
6.1 TNTRODUCTION 
Fast exothermic reactions produce heat at a rate beyond the designed 
capability of heat removal rate of the batch system. As a result the 
temperature will rise rapidly and the maximum allowable temperature 
can no longer be hold. For such cases, a different reaction strategy 
is needed, namely fed-batch. 
This chapter presents the proposed control strategy for exothermic 
fed-batch process. A new feed rate profile Is designed for, exothermic 
single Irreversible reaction. In addition a different, approach is used 
to implement a feeding rate profile for the multiple, exothermic fed- 
batch reaction case., 
6.2 FED-BATCH PROCESSES 
For faster reactions an entirely different, strategy is needed which is 
somewhere between batch and continuous control. This is fed-batch 
operation. The idea Is to reduce the reaction rate by reducing the 
initial concentration of one or more of the reactants. Then to top-up 
as the reaction consumes reactants. The total reaction time Is 
lengthened by this procedure giving more time for the heat transfer to 
be achieved. One of the 'classic' fed-batch processes was the 
production of high explosives during the 1914-18 war. 
Hugo [71] Investigated the startup, problem of batch exothermic 
processes. Difficulties In reaction management were increased as the 
gap between the maximum admissible temperature and the temperature 
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where the coolant phase starts was reduced. The condition was 
expressed In the form: 
T batch, sp - 
Tbatch, in r- --------------------- 
Mad 
---(6-1) 
Hugo, (71] suggested that for strongly exothermic reaction with a 
demand of r<0.25, I. e. when the gap Is less than a quarter of the 
adiabatic temperature rise, the reaction Is no longer technically 
feasible as a batch process, instead a fed-batch process was 
recommended. 
In exothermic batch processes the only possible control variable is 
cooling. However, in exothermic fed-batch processes the reaction 
temperature can be regulated by the addition of fresh reactant as 
well as by cooling. This flexibility is welcome, but the feeding rate 
calculation does call for thought. Fed-batch processes are favoured 
for their flexibility. The fact, that the feed rate can be used to 
control the heat generatlonýpermfts the reactor-to be used for various 
reactions differing In their rate and thermal effects. 
To prevent runaway temperature in fast exothermic batch reaction 
(limited heat removal capacities), one reagent can be added 
continuously to a reactor containing the other reagent. The addition 
rate may be controlled by, a temperature controller-to maintain, a given 
reaction temperature or a given heat removal rate while maximum 
cooling was maintained, Harriott [72). This is illustrated In Fig. 6.1. 
For safe operation, the temperature should be high enough to ensure a 
low concentration of the added reactant. 
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Temperature control by manipulating feed rate alone with cooling fixed 
at maximum was investigated by Shinskey [17]. This control loop turn 
to be difficult because: 
the manipulation of feed rate encounters both the concentration 
lag and thermal lag in series. 
(11) there was need to reach the temperature where the reaction will 
take place before starting to'feed. If the temperature is too low for 
the reaction to proceed, no amount of feed will change the 
temperature, and a dangerous concentration of feed could accumulate 
which may produce an excessive reaction rate once the proper 
temperature is reached. 
6.3 CONTROL SCHEMES FOR FED-BATCH PROCESSES 
6,3.1 Young 
in some types of Industrial process, it Is advantageous to operate a 
chemical reactor in a fed-batch manner. The reasons given by Young 
[73] are: 
(f) to react a gas with a liquid. 
(11) to control a highly exothermic reaction. 
(ill) to Improve the product yield under suitable circumstances. 
The second of above reasons'was the primary concern, Le, fed-batch 
reactor operation Is used to control the rate of heat-generation for 
highly exothermic reactions In such a manner as to achieve a certain 
prescribed temperature regime. The temperature of the coolant was 
fixed and the maximum allowable temperature of the reaction mixture 
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given; the controlled feed rate of the reactants keeps the temperature 
of the mixture below the admissable maximum. 
Young [73] showed that it was never optimal to vary both temperature 
and addition rate simultaneously, and that the optimal policy was 
always either to operate the reactor isothermally and control the 
reaction by varying the addition rate of one of the reagents, or to 
operate the reactor batchwise and to use an optimum temperature 
sequence. Some advantage of fed-batch process were given: 
(a) better temperature control. 
(b) Increase in yield of the desired product. 
The optimum addition 'rate profile for an Isothermal reaction, which 
maximizes the concentration of the desired product at the end of 
reaction cycle was calculated. This consists of three different 
periods, as shown In Fig. 6.2 where the addition rates were 
successively a maximum, '-decreasing Intermediate values and zero. 
6.3,2 Juba & Hamer 
The productivity ofa batch reactor was Increased by, converting to 
fed-batch operation, , where the heat release rate was kept within the 
heat removal capability of the equipment, and the product prepared 
isothermally, Juba and Hamer [40]. They' studied a first order 
irreversible exothermic reaction. Their objective was to develop an 
on-line control algorithm that results in optimum productivity and 
the solution must require a minimum of kinetic Information, since such 
information rarely exists. 
Juba and Hamer [40] developed an optimal feeding strategy by using 
coupled mass and energy balances for the batch reactor and, knowing 
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Initial and final conditions (the vessel is full and the desired 
conversion Is obtained). The minimum time isothermal operating policy 
(maximum throughput) solution were composed of three sections: 
In the first the reactor is filled as quickly as possible to reach 
the heat removal constraint. 
(11) In the centre section the heat removal constraint applies; the 
rate rate of heat generated Is balanced by the maximum jacket -cooling 
and the feed flow. This phase ends when the tank Is full. 
(iii)- the third section represents a normal batch phase where the 
conversion is increased to the desired level. 
A sub-optimal feeding profile was also given by Juba and Hamer 
[40). In this case a reaction rate estimation was needed with the 
maximum quantity of material that can be reacted isothermally using 
only the jacket for cooling. The two feeding policies are shown in 
Fig. 6.3. 
6.3.3 Wu 
A fed-batch control scheme was suggested by Wu (36] where the reactant 
I 
feed rate was manipulated to control the batch reactor temperature at 
full cooling to maximize the production rate. The reactant feed rate 
was determined by a feedforwdrd/feedback (flf and f/b) scheme, which 
was given by: 
Feed rate 
Q JaEýn- +-Q feed_ (sensible 
- 
cooling 
- 
from 
- 
feed) 
(f1f term) - ----- ------ -- ------- ---- ----- 
unit energy release due to the reaction 
+ KP error 
TI 
J 
error dt,. (f/b trim) 
(6-2) 
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Where 
error- T batch, sp -T batch 
(6-3) 
The feedforward term had taken Into account the possible fluctuations 
of jacket coolant flow and/or coolant Inlet temperature. 
6.3,4 Carrier 
Carrier [74) worked on a fed-batch process which was an exothermic and 
the control system objectives were: 
initiating the reaction. 
(H) ramping reaction conditions to obtain the maximum reactant feed 
rate. 
(ill) handling upset conditions with quick return to the optimum 
reaction conditions. 
Using the installed analogue system, large variations In both reactor 
cycle time and reaction conditions were observed. A direct digital 
computer control system was later implemented and, the desired 
performance was achieved. 
6.3.5 Marroguin & Luyben 
Another fed-batch reaction scheme was studied by Marroquin and Luyben 
[751, where the feeding of the reactant to the reactor began at the 
start of the heat-up period with constant feed rate. A non-Ifnear gain 
cascade PI/P control system was developed. In this case four different 
configuration were studied: 
(a) master controller gain varied by error in the master loop. 
(b) master controller gain varied by error in the slave loop. 
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(c) slave controller gain varied by, error in the slave loop. 
(d) slave controller gain varied by error in the master loop. 
The nonlinear controller (d) performed better when reactant feed rate 
was changed for varying levels of throughput. 
6.3.6 Schrock 
Schrock [76] studied an exothermic fed-batch process, where the 
reactant was added slowly to reactor. Initially small amount of 
Initiator and catalyst were added. During start-up, the vessel content 
was brought up to operating temperature. Reactor temperature was 
controlled by the cascade control loop and the jacket water 
temperature being the manipulated variable. Two constraints involved 
in the system: 
(1) limit on jacket temperature. 
(if) limit on jacket pressure. 
Heat transfer area was Initially small because of small liquid volume 
In the reactor. This forced the jacket water temperature to Its lower 
limit. The problem was reviewed by adding a constant area through a 
heat exchanger Installed In the reaction recycle loop which was 
integrated with the jacket water loop. Schrock (76] suggests two 
cascade loops where the output of primary- loop split Into two 
secondary controllers. One for jacket temperature and the other for 
pressure controller which adjust the reactant flow. The result was 
that constant reactor temperature and automatic reactant flow were 
achieved. 
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6.4 NON-MTNTMUM PHASE IN FED-BATCH PROCESSES 
in non-minimum phase or Inverse response systems, the response starts 
In the opposite direction to where It ends up. In such cases the 
transfer function of the system will contain a zero in the right half 
s-plane. This presents control difficulties and requires special 
attention. 
For exothermic fed-batch process , non-minimum phase can simply mean 
that added reactant causes the temperature to fall in the short term 
but rise later, rather like putting damp wood on a fire. 
6.4,1 Tucker 
Non-minfmum phase occurs only rarely In chemical plants. Sometimes It 
can be discovered at start-up,, when the opposite transient response Is 
observed. The process engineer is tempted to reverse the valve action, 
which will not work, Tucker [77]. Inverse response Is rarely 
anticipated during the design phase. This is because the process is 
normally designed using a. steady-state model. Therefore care should be 
taken In the design stage of-the control strategy. 
Typical action to eliminate inverse response was summarised as 
follows: 
(I) changing the process to eliminate the phenomenon, which Is usually 
very expensive. 
(11) changing the control strategy by pairing different process 
variables with manipulated variables. This leads to low performance 
loops. 
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(ill) detuning the controller to low gain and long reset time which 
also leads to low performance. Feedforward controller can be added, 
but a measurable disturbance must be available. 
6.4,2 Juba & Hamer 
Cold feed to a fed-batch operation Is equivalent to an increase in the 
heat removal capability. This has the potential of increasing the 
productivity of the reactor, since in the exothermic reaction, the 
reactor Is heat-transfer limited. 
Several factors make the above fed-batch reaction arrangement much 
more difficult than the design of a temperature controller for an 
exothermic batch reactor, Juba and Hamer (40]: 
(1) the control policy must satisfy coupled mass and energy balance 
constraints. 
(H) The control objective function is more complex and includes both 
throughput and safety constraints (batch time and heat removal). 
(ji! ) the reactor heat removal capacity varies as a function of time 
and the reactor can exhibit non-minimum phase behavior (I. e. stopping 
the cold feed can result In large overshoot in the temperature before 
the reactor temperature decreases due to decrease in reaction rate). 
6.4.3 Kladko 
The non-minimum phase situation was clearly shown In Kladko's 
[781 work, who simulated a strong fed-batch exothermic reaction of 
the form: 
----------- B in the presence of an inert liquid, C 
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Both A and B were liquids at room temperature. C serves to reduce 
concentration and ensure contact with the thermowell. A pre-determined 
of A was Intended. The problem was how to add reactant A In order to: 
keep the level of unreacted A in the system below some limit. 
keep the rate of heat evolution below the ability to remove heat. 
Different feeding rate policies were tried on a simulated model of the 
fed-batch reaction process. Although the level of A was only 9.8%, the 
heat load jumped immediately to a--much higher value at the end of 
feeding. This situation arose because the cold incoming feed had 
absorbed the major portion of the heat release by the reaction as its 
temperature rose from inlet to operating temperature. At the end of 
the feeding phase, all the heat generated from the reaction showed 
itself as sensible heat. 
This problem was circumvented by Increasing the feed rate at the 
beginning then gradually decreasing It at the later stage. Different 
alternatives for feed scheme were tried by varying the feed rate 
values until a satisfied feeding profile was obtained regarding; a 
concentration, of A', the heat release, and the fed-batch time cycle. 
The feeding profile Is shown in Fig. 6.4. 
6.4.4, Lonawel 1. 
Longwell [791 studied an exothermic fed-batch reaction In which a 
predetermined quantity of solvent was charged. Then a cold, volatile 
liquid reactant was slowly fed to, theyeactor until the desired total 
batch size was reached. Increasing the feedrate caused the temperature 
to fall before the rising pressure resulting from its evaporation 
caused reaction rate to increase. In other words, the system exhibited 
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inverse response and the minimum reaction cycle was obtained by 
operating at maximum pressure. Regulation of reaction temperature had 
two constraInts: 
(1) pressure inside the reactor. 
(ii) cooling capacity. 
The strategy is: if maximum pressure Is reached before maximum cooling 
capacity, pressure Is maintained at Pmax, and reactor temperature 
controlled by jacket temperature. However, if cooling capacity reaches 
Its maximum at a pressure below the Pmax, then the batch Is heat 
transfer limited and pressure must be manipulated. 
These two different constrafnts-with different dynamics had led 
Longwell [79] to suggest two separate -reaction temperature 
controllers., Each controller had reaction-temperature as its process 
variable with one cascaded to jacket temperature for cooling and the 
other cascaded to reaction pressure which adjust the feeding. 
Simulation showed that the simple constraint control concept provides 
smoother control of the reaction process and maintained the reaction 
temperature within the desired limits. 
6.4.5 Efizenberger & Schuler 
An exothermic fed-batch process can also enter a critical region if 
the fed reactant does 'not react, immediately, Eigenberger and Schuler 
(561. This causes an accumulation fn-the reaction vessel which results 
in a large overshoot in temperature. The causes of such accumulation 
was due to: 
(i) a too rapid feeding. 
(fi) a too low operating reaction temperature. 
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(M) de-activation of some factors which delay the initiation of the 
reaction, such as a catalyst. 
Eigenberger and Schuler [56] suggested a control strategy where by 
releasing the control over the temperature inside the reactor. T0 
achieve a safe and Isothermal conditions for exothermic reaction of 
the type: 
+B ------- > products 
The component B was added at a constant rate of flow and the 
temperature of the jacket was kept constant. For correct setting of 
operating conditions (high enough cooling jacket temperature, slow 
enough rate of feed), an equilibrium between the feed and consumption 
of the B was quickly reached, hence the heat generated remain 
approximately constant during the fed-batch time. 
Elgenberger and Schuler (56] draw attention to the effect of feeding 
the reactants too early or too late. If the feeding starts too soon, 
the intermixing of the cold Inflow quenches the feeble reaction. The 
fed reactant will be unable to react and will start to accumulate. 
When the reaction Is initiated again, there will be uncontrolled surge 
in the temperature. On other hand, If the feeding time is delayed, the 
present reactant will reacts by themselves,, Ieading to an overshoot of 
the temperature. - Since the temperature controller reduces the jacket 
temperature considerably, the heat generated by the'uninitiated 
reaction Is not sufficient to heat the Inflow. Again;, the reaction 
stops until the jacket temperature rises where more reactant 
accumulates. 
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This situation, however, ' has led to the development of a method of 
recognizing the Instant when a reaction has died out and that there 
will be a runaway condition when It starts up again later, Eigenberger 
and Schuler [56]. The method utilizes a determination of the 
Instantaneous rate of the reaction from a total heat balance In the 
reactor, and from the mass balance the amounts of reacted and 
accumulated reactants can be calculated. 
6.5 PROPOSED CONTROL STRATEGY FOR EXOTHERMTC FED-BATCH PROCESSES 
The fed-batch process has three stages. The first and last correspond 
to the rising temperature proffl'e and steady temperature phases of the 
batch process. In between is a stage when fresh reactant is added to 
the vessel, this Is shown in Fig. 6.5. Two strategies are possible for 
the control of this middle phase. 
keep maximum. cooling and use a temperature controller to adjust 
the feed rate. 
or 
(H) add reactant at a pre-calculated rate and continue to control 
temperature from the coolant rate. 
The latter has the advantage of not switching between two controllers 
but the change from stage to stage does call for a certain robustness 
of control, Henry and All [651. Another reason for not choosing the 
first strategy Is that when the fed reactant temperature Is below Tmax 
the system Is non-minfmum phase. 
The designed control strategy takes" into 'account the transition 
between the operatfng temperature, Tmax, 'and the fee ding stage. If 
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there is no feeding to the reactor, -the control strategy will start 
immediately to decrease the coolant, flow In order to maintain the 
temperature at Tmax. 
In addition, If there are no disturbances in the coolant medium, and 
the ýeactant Is fed at the same operating temperature Tmax, then the 
controller output would stay constant at the designed level. This can 
be achieved by introducing the fresh reactant through a coil in the 
vessel at temperature Tmax as shown in the Fig. 6.6. 
The next step in the design was to look at the transition to the 
steady temperature control at Tmax once the fed-batch stage is 
terminated. However, at the end of this stage, we are left with equal 
amounts of reactant A and B. Then as the reaction is progressing they 
will both be consumed at the same rate. The control strategy will 
start to reduce the coolant flow rate gradually from the pre-designed 
level until the specific conversion Is met, when we are left with a 
small coolant valve setting. 
6.6 DESIGNING FEEDING RATE PROFILES FOR EXOTHERMIC SINGLE REACTION 
FED-BATCH PROCESSES 
We have It In our power to increase (B] faster than it is being 
consumed. Under these circumstances B is added to: 
(i) replace the consumed B. 
(if) increase the concentration of B'so ihat"the'product of (A]*[B] 
is constant. 
Since we are controlling temperature this corresponds to a constant 
reactfon rate and therefore a constant demand for coolant. 
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The derivation for the feeding profile was first tried neglecting 
volume effect. Because A and B are being consumed at the same rate, 
we can write: 
6A- 6B from the stolchlometry --- (6-4) 
in period T 
(A]- [A] - 6A --- (6-5) 
[B]- [B) - 6B +Bf --- (6-6) 
Multiplying the above two concentration gives: 
(A] * [B]- ([A] - 6A J[B] - 6B +B f) 
[A] * [B)- [A][B] - [A] 6B + [A) Bf - (B] 
. 
6A 
+ 6A bB - 6A Bf --- (6-7) 
Let 
6A- 6B- A --- (6-8) 
Then, ý 
[A) [B] -Bf+AA+ [A] Bf-0 --- (6-9) 
and neglecting the higher power of A we get: 
Bf* ([A] ([A] + [B]) *A --- (6-10) 
For (A] >> A 
[A) + 
Bf - ---------- 
[A) 
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Dividing both sides of the above equation by time period T 
Bf [A) + [B] A 
fed - --- - --------- 
* ---- --- (6-12) 
T [A] T 
The above equation give us the feeding rate of B. The second term in 
the right hand side generates the Instantaneous reaction rate in the 
vessel (RR). Then we can rewrite the equation as: 
[A) + (13) 
B fed - --------- 
* RR 
(A] 
Roughly spoken for 
(A] >> [B] 
B fed- 
1* RR 
At 
[A]- [B] 
B fed- 
2* RR 
(6-13) 
(6-14) 
(6-15) 
Recall though that the above result neglected volume effect and so is 
not exact. A further derivation take the following steps: 
Now B is fed to make 
V- constant 
We can write the above equation in terms of total moles 
AB1 
-121 * -121 * V- A TOT *B TOT * --- - constant 
vvV. 
at the start of feeding 
at the end of feeding 
(6-16) 
(6-17) 
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Taking the derivative of both sides of the above equation with respect 
to time: 
dI ATOT dB TOT B TOT dA TOT 
A TOT 
B TOT 
()+ 
dt vv dt v dt 
(6-18) 
d1 dV B FED 
--2- --2- --- (6-19) 
dt v dt v 
dB TOT 
DNB 
Rate *V+B FED * --- 
dt MWB 
dATOT 
----- - Rate *V No A FED in this case --- 
(6-21) 
dt 
Hence 
A TOT 
*B TOT 
ATOT , DNB 
- ------ B FED +( -Rate *V+B FED * --- 
) 
vv MWB 
B TOT 
+ ---- *( -Rate *V0 --- (6-22) 
v 
so from the above equatIon we can get a formula for B fed 
A, +B TOT TOT 
B FED ---------- 
*V* Rate ----------- --- (6-23) 
ATOT -13 T6Tý DNB 
MWB 
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A constant rate of reaction, R equil , at change over point, 
Tmax, was 
then established. This defines the rate of reaction at which the rate 
of heat release will be balanced by the rate of heat removal of the 
coolant. The reason for this was that, the increase in batch 
temperature will increase the rate of the reaction and vise versa. So, 
in both cases we are in instability region. 
The calculation of equilibrium 
- 
rate of reaction (R 
equil 
) at Tmax was 
done as follows: 
R 
equil- 
K* ([A] * [B]) Tmax * exp (-E/(R*Tmax)) --- (6-24) 
To evaluate the above equation we need only to know the product of the 
two concentration at Tmax. However, at Tmax the generated heating 
rate of the reaction will be balanced by heat removal rate by the 
coolant. Then we can write: 
v0* Qr *R 
equil- 
u 
cont' 
*U 
cool 
*A 
cool 
* (Tmax -T cool) 
(6-25) 
Where U 
cont- 
80% of maximum coolant , which is the design level of 
control signal and by substituting for R equil 
from equation (6-24) we 
get : 
0.8 *U 
cool 
*A 
cool 
* (Tmax -T cool) 
- Qr *K* ([A] * [B]) Tmax *V0 
* exp (-E/(R*Tmax)) --- (6-26) 
From the equation. 6-26, we can calculate the term ([A) [B]) Tmax' 
then substituting this value In the equation. 6-24,, R equil can 
be 
obtained. Because the calculation of R equil was 
based on initial 
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volume of the reactor (before feeding), there was a need to fix the 
volume as V 0* Then equation. 
6-23 can-be rewritten as: 
A TOT +B TOT 1 
B FED - ----------- 
*V0*R 
equil 
* ----------- --- (6-27) 
A TOT -B TOT DNB 
v MWB 
The fed-batch phase can be summarized In terms of variations In the 
concentration of A and B, and feeding rate profile of one of the 
reactant, as follows; during the first stage, both concentrations 
fall whilst the temperature rises, in the feeding stage -the 
temperature is maintained constant at Tmax and the reaction rate can 
be held constant by feeding reactant faster than it is being consumed 
so that the product of the concentrations -remains approximately 
constant, and at the final stage both concentration falls while the 
temperature hold at Tmax. The Fig. 6.7a shows the expected variations 
in the concentration of the reactant A and B, while the Ffg. 6.7b 
gives the designed feeding rate profile. 
6.7 SIMULATION RESULTS OF EXOTHERMIC TRREVERSIBLE SINGLE REACTION 
FED-BATCH PROCESSES 
The compelling reason for adopting a fed-batch control strategy is 
high reaction rate. To simulate this situation the original reaction 
rate constant was arbitrarily multiplied by 3, i. e. the reaction now 
proceeds and produces heat 3 times faster. 
The details of the model for this type of the process was explained in 
chapter 4. The mathematical model was simulated by using continuous 
simulation package 'ACSL'. The Fig. 6.8 shows the fed-batch reactor 
with proposed control scheme. 
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The test of proposed control strategy was first started on simulated 
fed-batch process by using assumed parameter values. The switching 
temperature and the generated sub-optfmal temperature profile was 
obtained from the previous run. The, scheme switched on to 80% maximum 
coolant flow at a defined switching temperature. Then linearized first 
order model parameter was loaded to GPC at the next sampling rate with 
the sub-optimal temperature profile. The servo region was started In 
this point, where the temperature follows the set-point trajectory 
until Tmax. In this run no disturbance was introduced and the 
controller output was kept at 80% of coolant rate. 
At operating temperature Tmax (380 
*k), the fed-batch phase started by 
feeding the reactant B with pre-designed rate and at a temperature 
equal Tmax. It can be seen clearly from, Fig. 6.9 that the feeding 
rate was doubled at the end of the feeding stage. Another point to be 
noticed is that during the fed-batch phase, the reaction rate (RR) was 
kept constant as shown in Fig. 6.10. This can be explained with the aid 
of this equation: 
RR-, K * (A] * [B] * EXP(-E/(R*T *)) Jk v --- (6-28) baiCh 
The designed feeding rate takes into account that the product of the 
([A]*[B]*V ) should be kept constant, - as seen from Fig. 6.11, E and R 
are empirical constants. By controlling the temperature at Tmax 
(T batch -Tmax), 
RR can be held at aýconstant value. 
in terms of the variations In the concentrations of the reactant A and 
B, the above product can be kept constant when B is fed at a rate 
faster than it can be consumed. In this case the concentration of B 
starts to Increase at the beginning of feeding stage, while the 
concentration of A decreases linearly. This will continue until the 
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end of feeding, where the two concentrations coincide. Fig. 6.12 shows 
how the concentrations [A) and (B] vary throughout the reaction cycle. 
it is worth saying here that in this run, the reactant B was fed at a 
temperature equal the operating temperature Tmax. With this condition 
and with constant set-point of Tmax, the GPC serves well by: 
(1) maintaining the temperature at Tmax. 
keeping the coolant level at specified value (0.8). 
The Figs. 6.13a, 6.13b shows the temperature profile and controller 
output respectively. It can be seen that the changeovers from servo 
control to feed batch to regulator control were achieved without any 
change In the controller output. In other words the strategy used the 
allowable maximum capacity of the coolant available. 
The above run can be explained in terms of variations in the rate of 
heat generation by the reaction and rate of heat removed by the 
coolant with the aid of Fig. 6.14. The first stage shows the gap 
between two rates, which Is responsible for the rise in reaction 
temperature until Tmax. At Tmax the both rates were balanced through 
the rest of the cycle. 
For another test, the reactant was fed at the same temperature of 
Tmax, but in this case with fixed rate and the results are shown In 
Figs. 6.15a, 6.15b. It was Interesting to see that, at the first stage, 
the feeding rate was higher enough to cause the controller output to 
rise beyond 0.8. Afterwards It starts to decrease gradually even below 
the 0.8, because the feeding rat e was slower than the rate at which 
the reactant Is being consumed. In contrast, no such change was 
observed in controller output signal with the designed feeding rate. 
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The termination of the fed-batch phase take place when all the B has 
been added. Then the regulatory control region started by maintaining 
the temperature at Tmax until the specified conversion was reached. 
Again the GPC serves well by immediately decreasing the cooling rate, 
because at this instant of time the both reactant concentration begins 
to decrease, and there were no much heat evolution left. 
The effect of feeding the fresh reactant sooner or later has also been 
tested. For example, If the feeding stage started at 13 samples sooner 
(before the steady temperature Tmax was reached), the controller 
output is increased In order to allow more heat to be removed. Then it 
gradually decreased until It levels out at 0.8 as shown in Fig. 6.16. 
Whilst feeding the reactant 13 samples later (after the temperature 
starts to decrease below Tmax), introduced a sudden decrease in 
controller output, this can be seen from Fig. 6.17. Where again the 
controller output levels at 0.8 through out of the fed-batch phase. 
The proposed control strategy was also tested against under/over 
correct estimated of the feeding rate profile. For example, if the 
feeding rate Is under-estimated by 3%, the controller output falls 
below the desired level of 0.8, i. e. the working maximum coolant 
capacity was not fully used. This is shown in Fig. 6.18. However, when 
the feeding rate was over-estimated by 3%, the controller output 
increased beyond 0.8. Further increases in the feeding rate by 5% and 
20% led to a reduction In allowed safety margin. These can be seen 
from Figs. 6.19a, 6.19b, 6.19c where any disturbance at coolant medium 
will cause the reaction to enter a critical region. This problem arise 
because there will be no coolant capacity left to handle the rate of 
heat release of the reaction and the situation may lead the reaction 
temperature to go beyond Tmax. 
-176- 
0 
V) 
0 
cn 
Ln 
CD 0) 
*io4 
0 
7S 1.00 
. 00 *104 
Fig. 6-16. 
Te! nperature/control signal profiles of single exothermic, fed-batch 
process with feeding the reactant- 13-spmples sooner 
---. 4-- 
-177- 
co 
Ln 
C3 "a ci 
tq C3 
41 
0.00 0.25 0.50 MIS 1.00 
T #104 
0 
0 
Ln 
Cýl 
C3 
co 
in 
C3 
01.25 0.50 0.75 1. DO 
T #104 
Fig. 6-17. 
Temperature/control signal profiles of single exothermic fed-batch 
process with feeding the reactant 13 samples later 
-178- 
0 cl 
I 
Ln 
CD 
tn 
0.50 0.75 
. 00 v104 
C) 
C5, 
CD V) 
it) 
C, 
C 
'0.00 
I _ 
0.25 6.5c) d. 75 1'. 00 T -v 104 
F! g. 6-18. 
Temperature/control signal profiles of single exothermic 
fed-batch process with a 3% under-estimat of the base feeding rate 
-179- 
cn 
tr)l 
rn 
0.0 
T . 
75 1.00 
C) 
Cý co 10.00 0.25 0.50 0.75' i. 00 
T . 1104 
Ff g. 6-19a. 
Temperature/control signal proriles or single exothermic 
fed-batch process with a 3% over-estimat of the base feeding rate 
-180- 
a a) 
C, ) 
U) I 
CD 
V; I 
0 
N, r C3 . cn 
Ln 
cn 
0.00 
Cý 
M F, 
0 
Ln N 
C3 
C) 
C; 
I 0.50 
t104 
Fig. 6-19b. 
0.75 1.00 
Tempe ra t ure/cont ro I signal prori les or single exothermic 
fed-batch process with a 5% over-estimat of the base feeding rate 
-I 
-H-------- 
). 25 0.50 0.75 1.00 
T* 104 
-181- 
0 
Cl) 
N0 
tn 
-. ___ 
- 
____ 
1- 
__ 
I 
___ 
__ 
____ 
__ __ 
0.00 0.25 0.50 0.75 1.00 T *104 
= 
00 
Fig. 6-19c. 
Teiperat6re/control signal profiles of single'exothermic 
fed-batch process with a 20% overlesiWal of the base feeding rite 
-182- 
6.7.1 Effect of feed temRerature on control 
it was mentioned In the earlier section, that for fast exothermic 
reaction the heat removal capacity can be increased if the reactant is 
fed at a temperature below the operating temperature. The operating 
temperature for the proposed strategy at which the feeding starts is 
Tmax. A simulation was run with two values for feeding temperature, 
350 *K and 300 *K, the reaction temperature and the controller out 
are shown In Figs. 6.20a, 6.20b respectively. It can be seen from these 
results that at the beginning of the feeding, the control strategy 
reduces the coolant level from 0.8 by an amount equal to enthalpy 
shortfall of the cold feed, which Is given by: 
Qf- B FED * DNB * CB * 
(Tfed -T batch) --- (6-29) 
The drop of the controller output take place in order to maintain the 
vessel temperature at Tmax. The Fig. 6.21 shows the rate of heat 
removal by the coolant and rate of heat absorbed by the cold reactant. 
The above results also Indicates that the allowable coolant capacity 
has not being utilized. Increasing the feed rate by 5% has the 
advantage of reducing the fed time by the same percentage and keeping 
the coolant level at 0.8. The corresponding reaction temperature and 
controller output signal are shown In Fig. 6.22, where further increase 
in feeding rate by 10% led the controller output to go beyond 0.8 
(reduction in given safety margin). The reaction'scheme Went unstable 
when the feeding rate was Increased by 50%, the Figs. 6.23a, 6.23b 
demonstrate these situations. 
Controlling the fed-batch reaction temperature at the-higher operating 
point Tmax Is important, because any reduction in temperature will 
-183- 
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0 
cause an accumulation of the reactant. This may lead to a runaway 
condition when the reaction progresses again, where the rate of heat 
release may exceeds the coolant-capacity. 
6.7.2 Effect of noise and disturbances on control 
Disturbances can enter the reactor through the coolant medium. This 
has been simulated by increase in coolant Inlet temperature by 5 *K. 
The corresponding temperature and controller output are shown in 
Fig. 6.24. It can be seen that, after switching to 0.8 coolant level, 
the controller output starts to increase considerably due to a 
decrease In coolant capability and the temperature starts to move away 
from the specified trajectory. Afterwards the coolant Is decreased as 
the temperature moves towards the profile. Further increase in inlet 
temperature of coolant may lead the temperature to go beyond Tmax if 
there is no spare coolant capacity left to restore the situation. 
The sensitivity of the control strategy to temperature measurement 
noise was also studied. For such test, a noise of zero mean and 
standard deviation of 0.3 *K was used. The Fig. 6.25 Illustrates the 
noisy temperature, clean temperature, and the controller output. The 
resulted controller output was very active and large energetic control 
signal was obtained. No filter was intended to be used within the 
control loop. 
In another run a measurement noise of zero mean and standard deviation 
of 0.15 *K was Introduced for the temperature which has half of 
previous standard deviation. In this case the effect of control 
weighting, (X) on, temperature tracking capability of control strategy 
was also studied. In this case two values of X were used (0.5 and 2). 
The iF! gs. 6.26a, 6.26b shows that by increasing X, the performance of 
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the controller became less sensitive to the measurement noise. 
However, by increasing de-tuning factor X, a less active control 
signal was obtained and the temperature can no longer be maintained at 
Tmax. 
6.8 FEEDING BOTH REACTANTS TN EXOTHERMTC SINGLE FED-BATCH PROCESSES 
For some types of reaction processAt is useful to add the feeding 
I 
reactants by constant ratio. However, in such fast exothermic 
reaction Increasing the initial amount of the reactants will lead to 
higher thermal mass and less advantage of using fed-batch process. 
Nevertheless, a test was made for the proposed strategy by loading the 
reactor with equal amounts of A and B. A new switching temperature 
was defined with Tmax equals to 390.8 *K. The objective was again to 
feed A and B such that: 
V -, constant (6-30) 
the above equation can be rewritten in terms of total moles as: -, 
AB 
-121 * -121 *V- constant --- (6-31) 
VOL VOL 
Differentiating both sides of above equation yields: 
dA 
TOT dB TOT ATOT *B TOT * --- + dt vv dt 
B dA 
+ -121- * --121 -0 --- (6-32) 
,V dt 
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The rate of change of total moles for A and B was given in 
section (4-3) as: 
dATOT_ 
_ Rate *V+A* 
DNA 
FED 
dt MWA 
dB TOT Rate *V+B-* 
DNB 
FED 
dt MWB 
in this case 
A TOT- 
B TOT 
and 
B FED-- 
A FED 
d2B FED 
2 
dt vv 
(6-33) 
(6-34) 
(6-35) 
(6-36) 
--ý-(6-37) 
substituting the above rate of changes in equation. 6-32, and 
rearranging for B FED 
R 
equil 
V0 
B ------------- --- (6-38) FED7 A DNB 
--i2i - ---- 
VOL MWB 
In the above formula, R can be calculated in the s equil ame way as with 
single fed case , but with Tmax-380.8 
*K. Half of the total moles of A 
and B was added; and the reactor was Initially filled to 50%. 
For this case, the rate of reaction was again held constant by 
feeding both of the reactants in such away to keep the product 
([A]*[B]*V) at constant value through out the feeding stage. 
-196- 
During the fed-batch phase the product of reaction rate times volume 
is constant. These are shown in Fig. 6.27. Since the volume is 
increasing due to the feed, the concentrations must fall. The 
resulting feedrate profile and the variation of the concentrations A 
and B through the reaction cycle are given in Fig. 6.28. The 
corresponding temperature and control-signalýprofiles are shown in 
Fig. 6.29. 
6.9 FED-BATCH CONTROL STRATEGY FOR EXOTkERMIC MULTI-REACTTON 
PROCESSES 
in this section,, another fed-batch reaction scheme is' studied. The 
details of the eight reactions involved were explained in chapter 4. 
As In the single reaction case all the rate constants were 
multiplied by 3, all other parameters being kept unchanged ; the tank 
was initially filled to 70%. This was done to simulate the need for a 
fed-batch approach. 
To maintain the temperature at Tmax, a new switching temperature was 
defined and the corresponding temperature profile was obtained. The 
proposed control strategy is shown in Fig. 6.30 which consists of; (i) 
heating the reaction until defined switching temperature reached, (if) 
switching to 0.8 of coolant and_maintaining this level through the 
servo region and feeding stage, (11f)-feeding the reactant while the 
temperature at Tmax, Ov) switching to CPC at the end of feeding to 
maintain the reaction temperature at Tmax to the rest of the reaction 
cycle. 
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6.10 DESIGNING FEEDRATE PROFTLES FOR EXOTHERMIC MULTI-REACTION 
FED-BATCH PROCESSES 
As In any batch process, the reaction is started by heating to a 
specified temperature where the cooling phase take over. In this case, 
if the coolant Is maintained at 0.8 and no reactant is fed to the 
reactor, the temperature will reach the Tmax (306.43 *K) and then 
start to decrease as seen from Fig. 6-31. Figs. 6.32a, 6.32b show the 8 
reaction rates for this scheme. 
The feedrate profile calculation applied to the single reaction case, 
was found unsuitable. The reaction set involye, s complex serial and 
parallel irreversible reactions; the first reaction rate, R1, had 
almost dropped to zero when Tmax was reached. To maintain R1, one 
would need to switch on coolant sooner, but, by doing this Tmax would 
no longer be reached. 
The alternative way for calculating the feedrate profile was to divide 
the fed-batch'phase Into a number of segments, say twenty for example. 
For each segment the aim Is to determine the feed rate which will: 
maintain the temperature at Tmax. 
and 
call for constant. coolant level of 0.8. 
For this case, a FORTRAN program was written and run on a main-frame 
computer. Fig. 6.33 illustrates the flow-chart for this simulation. 
When the temperature reached Tmax, the coolant level was fixed at 0.8, 
and the program asked the user to specify the feedrate. The simulation 
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I 
then integrated one step in time and displayed the new temperature and 
other variables. 
There were two choices. If the reaction temperature was acceptably 
close to Tmax, then the last feedrate was correct and the simulation 
proceeds to the next step forward in time. Otherwise, a revised 
feedrate Is supplied bylthe user and the previous step repeated. This 
is done until all the reactant has been added. 
In the first test, the reactant was fed at temperature Tmax. Fig. 6.34 
shows reaction temperature, coolant flow, and feedrate. The 
appropriate stategy was found to be a 'kick''followed by a pause. 
Thereafter the feedrate was increased at each, step until complete 
addition. This manual -approach was used because At aided process 
understanding. 
To test this feedrate profile, the CPC was disabled during the fed- 
batch phase. The results are shown In Figs. 6.35a, 6.35b where it can be 
seen that,, first reaction rate (Rl) starts to increase with the feeding 
and drops during the pause and then levels out at a nearly constant 
value through the rest of the fed-batch phase. At the end of the 
feeding stage R1 started to decreased gradually. It is worth noting 
that feeding the reactant at a faster rate will cause an overshoot in 
reaction temperature as shown in Fig. 6.36. 
6.10.1 Effect of feed temperature on multi-reaction fed-batch control 
To study the effect of feed-temperature on the process, the 
simulat Ion was run with -a feed temperaturp_,, of 300, -, 1 e.,, less than 
operating temperature by-6 
*K. A new. feedrate-profile was calculated 
and the results are shown In Fig. 6.37. 
-207- 
Ld 
w 
D 
T- 
W 
ui 
ui 
f- 
20.6 
UJ 17.5 
cr- 15-07 cy- 12.5 (D 
z 10-6 
0 w 7.5' 
w 
LL 5.07 
2.5* 
2d 
. 
40 60' 80 
TIME (MIN) 
Fig. 6-34. 
1.07 
m 0.87 
LO 0- 6' 
11 
0.4 
u 0.2 
'26 '46 '6d 'Bd 
TIME (MIN) 
Temperature, control signal, and feeding rate profile for 
exothermic multi reaction fed-batch process with Tfed - Tmax 
-208- 
TIME (MIN) 
' 
RD 
0- 005 
ui LL20E-4' 
ý- 0.004' m CC 
I 
cy- w 
I 
15E-4' 
Z 0.003' 0 0 
u0- 00*2' 
ý-IOE-4* u 
m 
uj W- 0-001- 
cr 
w 
cy- 5E-4 
w 8E-4 
Z GE-4 
AE-4 
W- 2Eý-4' 
40 60 E 
TIME (MIN) 
/ 'ti I 
A ---I R3 
uj 4E-, 
T- 
W- 3E-, 
z 0 
2E-, 
u a: w cy- IE-j 
Fig. 6-35a. 
I- 
40 60 E 
TIME (MIN) 
independent reaction rates (Rl, R2, R3, and R4) for exothermic 
multi reaction fed-batch process with Tfed - Tmax 
-209- 
TIME (MIN) TIME (MIN) 
14E-4'1 
1, ýR 5 1- - -R61 
ui j=12E-4 
a: 
0ý10E-4' 
z 
0 BE-4 
u GE-41 
a: W 4E-4 w 
2E-41 I 
LJ2E-4 
WlOE- 
Z: 8E-4 0 
GE-4 
C-r AE-4 
2E-A 
40- 60 E 
TIME (M-IN) 
jI 
I' 
ii 
I1 
)I 
I 
I' 
I-- - ýýFRD7 
Ld 0-008- 
CK 
0.006' z CD 
0.004 u 
a: w, 
I, 
I 
0- 002 
20- 40' GO E 
TIME (MIN) 
0.0081 
1 [::: -- R131 
U0- 007 
F- 
cý: 0- OOG üý 
Z 0.005 (D 
0.004 
cr 0.003 
LU 
cr- 0.002 
0.001 
20 40 60 80 
TIME (MIN) 
Fig. 6-35b. 
Independent reaction rates (R5, R6, R7, and R8) for exothermic 
multi reaction fed-batch process with Tfed - Tmax 
-210- 
TIME (MIN) 
ui 
CY- 3 
cr- CY- 2 w 0- 
r- 
uj 20 f- CC c'-' 1 
z 
cl 10 
ui 
U- 
' 5 
40 60 80 
TIME (MIN) 
1.0 
5 Z 
0-8" 
(D 
N-- 4 
(n 0- G' 
1 
Of 0.4' 
Z CD 
u 0.2* 
- -- *4d '' Ör r 
TIME (MIN) 
Ff g. 6-36. 
Temperature, control signal, and feed rate profile for exothermic 
multi reaction fed-batch process'with faster fed rate at Tfed - Tmax 
-211- 
TIME (MIN) 
0.8 
-3 V- 
ui T- 3 
D 
rr 2 
CL 
E: 
UJ 2 
LLJ 
(D 
z 
0-4 
Ld 
II 
Fig. 6-37. 
1 0.7- 
a: 
zo 06 ý--4 1 
0.5' 
0 0 .4 0 
0.3' 
z CD 0- 2' 
u 
0.1, 
2d 40' 6d d 
-TIME 
(MIN) 
Temperature, control signal, and feed rate profile for exothermic 
multi reaction fed-batch process with Tfed 300 *K' 
-212- 
TIME (MIN) 
TIME (MIN) 
it can be clearly seen that the fed-batch phase was reduced by 
approximately 10 minutes. This was because feeding the cold reactant 
increases the cooling capacity of the reactor, which allows more 
reactants to be fed. 
When a further feed rate profile was calcuated on the basis of a feed 
temperature some 10 *K below Tmax, the simulation showed a response 
rather like a non-mInumum phase characteristic when feeding ceased. 
see Fig. 6-38. 
This was because the GPC had been switched off during the fed-batch 
phase. This was only done for the purposes of simulation and would not 
be done If such a scheme were to be Implemented in practice. 
In the above caseýthe fed-batch phase was reduced by 20 minutes, which 
was a considerable reduction (i. e. a major increase in the reactor 
productivity). 
HE PROPOSED FED-BATCH CONTROL STRATEGY 
Most of the problems of Implementation have already been dealt with In 
Chapter 5. The one extra feature which we need to deal with here is 
how to manage the feed addition. 
The first thing to say Is that there Is a sound case for controlling 
the temperature of the feed and that life Is a lot simpler if it is at 
Tmax. The feedrate profile needs to be related to the feed temperature 
I 
as has been described in previous sections. 
For. the single reaction case the feedrate profileAsI calculated on the 
basis of constant reactant concentration product and does not require 
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any very complicated calculation, nor any special knowledge of the 
reaction kinetics. 
The multi-reaction case presents much more of a problem and here the 
profile was calculated only by having a model of all the reaction 
kinetics. It might be possible to determine the feedrate profile by 
experimental trials on the plant but this would involve quite an 
effort. The major factor arising from the modelling is - the need for an 
initial 'kick' to get the'first reaction moving again and knowledge of 
this fact should make the effort eas'ler. 
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CHAPTER 7 
CONCLUSTONS AND RECOMMENDATION FOR FURTHER WORK 
Designing control systems for batch processes calls for a lot more 
thought than for continuous processes. Strategies depend heavily on 
variables, such as the heat transfer area, which are fixed at the 
Initial design stage. This work clearly shows; (1) the importance of 
that initial design taking into account the dynamics, and (! I) the 
need for a controllers capable of accepting a setpoint profile. All 
the work reported here used a controller with adaptive features as 
we II (GPC) - 
The purpose of this, the final chapter of the thesis, is to highlight 
the findings of the project overall. The philosophy behind this work 
was to explore the possibilities for improvement of temperature 
control in exothermic batch and fed-batch processes. 
The research work has made extensive use of simulation and 
mathematical modelling. However, there is no reason why the switching 
temperature and the resulting temperature profile should not be 
'found 
by experiment. Indeed, this would seem to. be both quicker and more 
accurate for real plant. 
A good design of the control strategy had 'to be based on the fairly 
limited amount of process data'availabl'e. ' Because, in an industrial 
environment, the dynamics of the process are more or less unknown it 
will be useful If the control strategy can be modified easily on-site. 
This strategy needs, (I) a reasonable estimation of the exothermic 
batch process parameter (time constant) at Tmax, (ii) an 
experimentally determined switching temperature and the corresponding 
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sub-optimal temperature profile, and (111) a chosen safety margin. 
Given these a robust performance can be achieved. 
7.1 CONCLUSIONS 
A new approach to exothermic batch and fed-batch processes has been 
presented. A sub-optimal control strategy was developed which'involves 
heating the reaction content to a specified temperature Tc where the 
cooling phase, started. The react Ion temperature continues to climb up 
to_Tmax by allowing a small runaway to take place, while using onlya 
proportion of the maximum cooling rate available. 
The strategy consists of a servo mode controller which operates from 
the onset of the cooling stage until Tmax, when the controller 
switches to regulatory mode to keep the temperature at this operating 
point throughout the rest of the cycle. Thereafter a quench cycle Is 
started. to bring the reaction to near ambient temperature. 
A Generalized Predictive Controller (GPC) was used as the feedback 
portion of this strategy, because It offered self-tuning facilities. 
The' tracking capability of'the proposed strategy was' tested against 
batch to batch variations and disturbances introduced to the utility 
side of the process. The simulation results showed that the new 
strategy has the ability to cope quickly with such variations whenever 
they occur, threatening the reactor'' stability; corrective action 
starts immediately to restore the stable position. 
The Idea was applied equally to single and multi reaction batch 
exoihermic processes. The performance of tfie'strategy 
- was sI uperfor to 
the conventional controller In that it responded more quickly to' the 
expected changes in process parameters and disturbances and a more 
appropriate control signal was generated. However, the new scheme was 
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found to be more sensitive to the measurement noise level on feedback 
temperature than with a conventional controller. This was tolerated by 
increasing the detuning factor X of"the GPC 'algorithm, but for a 
limited value only, since much Increase In X results in sluggish 
reactivity of the controller to proce'ss changes and the temperature 
can no longer be hold at Tmax. 
For a strongly exothermic batch reaction with limited heat transfer 
area and with a pronounced parameteric sensitivity such as the one 
modelled here, the conventional definition of stability 'and 
Instability lacks relevance. A better criterion might be to consider 
whether or not the operation Is safe, I. e. 'that although at some point 
the temperature might be 'running away', Tmax is not exceeded In safe 
operation. 
Maintaining safe operation In the face of batch to 
-batch 
variations 
and disturbances In supplied utilities has always been a concern for 
designers of control strategies. However, the simulation results 
showed that by assigning a proper safety margin for the controller 
action, the strategy can provide a reliable operation at an unstable 
operating point. In addition, such proceýsses may present problems of 
measurement In a 'distributed system (local runaway). This Is beyond 
the scope of this thesis, but some suggestion was made to respond for 
highest reaction temperature. 
The proposed control strategy also showed that there is scope for 
improving any batch cycle; where the existing des'Ign does not demand 
maximum safe cooling flows at all times. ''In addition, it'"was seen that 
it is unnecessarily conservative to'demand stability"for'the whole of 
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the exothermic reaction cycle. Permitting a small runaway has resulted 
in fast temperature response with given safety margin. 
For the exothermic single fed-batch reaction process, a feeding rate 
profile was designed and tested. For the,, fed-batch phase the 
temperature Is held steady and the reaction rate Is producing heat to 
match the cooling rate. InItIaLconcentrations are known, as are 
molecular weights, so the calculation of the addition rate profile 
requires no very difficult mathematical modelling. 
Feeding the reactant at a temperature below Tmax resulted in a faster 
rate due to a reduced demand for cooling capacity In the reactor. This 
was true up to a point where further increase in feeding rate led to a 
decrease In allowable safety margin. While feeding the reactant at a 
temperature equal to the highest operating point, Tmax, resulted in a 
bumpless transfer to the fed-batch stage with no change in coolant 
rate or level. While fed temperature control at Tmax can be achieved 
easily, the method has the advantage of always keeping the reactant 
concentrations at low values. 
The feed rate calculation was based on the equilibrium rate of the 
reaction (R equil 
) which resulted In a reliable feed rate profile, 
where R equil 
was depend on product of the reactant concentrations, 
I. e. [A]*[B] at Tmax. If such an estimation is based on, for example, 
the initial concentration of the reactants, a faster rate will be 
obtained which may lead to unstable operation. 
The work on both the single and multi-reaction exothermic fed-batch 
processes highlighted the non-minimum phase problem when cold fresh 
reactant is fed to a reactor. This was due to feeding the fed-reactant 
at a temperature below Tmax. This is equivalent to extra cooling and 
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one Is tempted to feed faster. This strategy has a limit because the 
extra cooling stops with the end of feeding. 
From the discussion of the simulation results obtained, one can 
conclude that the new approach Is both clear and flexible. The 
adaptive feature of the strategy eliminates the tuning problem 
associated with the conventional controller and the process 
constraints were successfully handled. In addition, the control 
strategy can be applied to different exothermic reaction schemes in 
batch and fed-batch reactors. 
7.2 RECOMMENDATIONS FOR FURTHER WORK 
Industrial Implementation of the Ideas was alwa: 
consideration of the project. Having'developed 
the next step Is to look at the, possibilities 
those same ideas in an Industrial environment. 
project will be taken further forward to 
requirement. 
ys seen as an Important 
and tested the ideas, 
of- Implementation of 
It is hoped that this 
meet the practical 
A cooling coil was used for heat removal'because it has the advantage 
that the rate of heat transfer can be changed quickly. However, 
jacketed batch reactors are widely used as a heat exchange media 
because of large hold up capacity. In applying the proposed strategy 
to such systems one needs to take the heat removal dynamics of the 
jacket Into consideration; It may be better to have both cooling coil 
and the jacket. 
From the simulation results obtained for exothermic multiple reaction 
processes, it may 'be concluded that-the model developed 'here Is 
applicable to a real batch process of, complicated, fine chemical 
production and that the proposed batch and fed-batch -control 
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strategies may be taken a starting point that can be followed by 
further studies. 
For example, the product quality of such product is of prime 
importance, so there is a scope to look at the system as a 
multivariable control scheme. In this multi-reaction case, the product 
concentrations, [ci], can be taken as controlled variables 
(outputs) and the manipulated variables as inputs. Such a 
multivarlable control strategy needs a closer look in the future due 
to non-linear and time varying nature of the process. 
There Is a need to look at manual intervention, where the operator 
can be able to run the process manually if he wants to guide the 
reaction to the desired end. This will be useful If some sudden abrupt 
changes take place which may exceed the safety margin assigned to the 
control scheme. In this case there Is a need to notified the strategy 
about the transition of control mode In order to perform correctly. 
Finally in this work simulation studies have highlighted how more 
flexible control could Improve productivity at the cost of 
implementing the better control described In this thesis. However, the 
work is not complete In this area and there seems to be room for 
further improvement. 
An altogether different approach Is to develop a rule based 
controller, such a rule based system represents the human Intelligence 
of dealing with unexpected sudden disturbances, measurement noise, 
severe changes In process parameters or hardware failure in process 
equipments. The scheme can be combined with the GPC algorithm to 
overcome the above problems, by providing a jacketing procedure to 
prevent large variations In GPC control action, so that a more robust 
-221- 
control strategy can be obtained. 
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APPENDIX 
Assumption made for, modelling of single irreversible exothermic 
reaction: 
(1) homogeneous liquid phase second order exothermic reaction. 
(2) constant reaction parameters, i. e. heat of the reaction (Qr), 
reaction rate constant (K), activation energy 
reactants and product have constant physical properties. 
(4) constant reactor volume (for batch process). 
constant heat transfer coefficient (U). i 
heat transfer fluid is perfectly mixed and plug flow is assumed 
for coolant through cooling coil. 
(7) temperature measurement dynamic is neglected. 
(8) the insertion of the cooling coil in the reactor space (volume) do 
not affect the volume. 
(9)'thermal heat of tube wall is neglected. 
heat loss for the reaction to the siýrrounding is negligible. 
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APPENDIX (b) 
INDEPENDENT AND DEPENDENT CHEMICAL REACTIONS 
In the development of the stoicheometrical and reaction rate 
equations, it is assumed that all the R reactions between the S 
chemical species Ml, ..., Ms 
s 
,2C ik Mk0,1-1, ..., R (1) 
k-1 
are independent. This means that none of the reactions may be 
expressed as linear combinations of others of the set. Suppose that 
only Q of the R reactions are independent. By definition: 
ýc 
ik, mk 
k-1 
s 
c jk mk0 
k-1 
1- 1, ..., 
jQ+1, ... R 
with 
Q 
Cjk7 j! Cik' 
it then follows that: 
Q+1, ...  R 
----(2) 
---(3) 
Y I' c Yi Cik'+ 
yj c jk 
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RQ 
yic lk +Y ji c ik 
J-Q+l 1-1 
R 
c lk (y1 +2 Yi ji yic ik ---(4) 
where 
R 
y+I 
i-Q+l 
similarly, It can be shown that 
I 
Q, 
1 yl i yi 
and that'a new set of reaction rates Rl,, R2, ..., RQ in which 
---(5) 
---(6) 
R, /II 
r+2r 
j-Q+l 
may be defined and which replace the original set of reaction rate 
functions rl, r2, ..., r., r, +,, .... rR. Each corresponds to a new 
reaction extent Yl, Y2, ..., YQ. All concentrations of reacting 
species may now be expressed in terms of the new extents only. This 
means that all dependent reactions have been eliminated from the 
system. 
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As an example, we consider the set of 8 reactions between 
formaldehyde (A) and sodium Para-phenolsulphonate (B). Their 
stoicheometrical equations, extents, and, rate functions are listed in 
Table (1). If all these reactions are independent it will not be 
possible to express any one in terms of the others of the set. The 
system Is investigated by testing whether or not the matrix of the 
stofcheometrical coefficients has maximum rank. 
The stoicheometrfcal array, each row of which represents a reaction 
and each column corresponds to a species (A, B, C, D, E, F, and G), is 
adjoined with the unit matrix, each column of which relates to a 
reaction. If a row of the extended matrix is added to another this 
will correspond to the addition of two reaction equations: the 
addition will be reflected in changes on the adjoined side. 
The analytical procedure can be followed by a perusal of Table (2). 
The first step is to select a reaction equation involving the species 
A and use It and Its extension to eliminate A from all the other 
equations. Once this has been done the extended row is deleted and the 
entire procedure followed through for the species B, and thereafter, 
for C, D, ... if the reactions are not all independent one or more 
rows In which all the coefficients of the species vanish will result. 
This will indicate the existence of dependence among the reactions and 
its nature. 
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TABLE (1) ' REACTION SYSTEM ' 
-------------------------------------------------------------- 
Reaction equation I Extent, j RateJunction 
--------------------------------------------------------- 
P11 -A-B+C -0 1 Yl I rl- Kl [A][B] 
1 P21 -A-C+D -0 1 Y2 1 r2- K2 [A][CJ 
11111 
1 P31 -C-D+Eý -0 1 Y3 1 r3- K3 [C][D] 
11111 
1 p41 -B-D+F -0 1 Y4 1 r4- K4 [B)[D] 
1111'1 
1 p51 -B-CG -0 1 y5 1 r5- K5 [B)[C] 1 
1 P61 ,- 
2C +F -0 
1 Y6 1 r6- K6 ICI2 
111 -1 1 
P71 -A+F- G-0 1 Y7 1 r7- K7 [A][G] 
111 
1 PSI -A+E-F -0 1 y8 1 r8- K8 [A)[F] 1 
--------------------------------------------------------------- 
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TABLE 
---- 
A 
---- 
B 
------- 
CD 
---- 
E 
- 
---- 
F 
---- 
------ 
C 
------ 
---- 
I Rl 
---- 
----- 
R2 
---- 
--- 
R3 
---- 
----- 
R4 
----- 
---- 
R5 
---- 
---- 
R6 
---- 
---- 
R7 
---- 
---- 
R8-1 
----- ---- ---- ------- --- 
---- -I --- ---- ---- - ---- ---- ---- ---- --- --- ---- ------- ---- ---- - I 
11 
-2 
------- ---- ---- ------ --- ---- ---- ----- ---- ---- ---- --- I --- ---- 
1 -2 1 '1 
--- 
1 
----- --- -- -- -- ---- 
.I 
--- I --- ------- ---- ---- --- 7- 1 - -- ---- 11 
1 -2 
I 
I 
- --- --- -- ---- --- - -- ---- - - --- ------- ---- ---- ----- I - --- -- - -I 
I ------ 
1-2 . 
---- ---- 
I 
------ 
- 
I --- 
1 -1 
----- 
1 
---- 
- 
---- 
1 
---- 
- 
---- 
- 
---- 
- 
--- 11 
- 11 
1-3' 1 
1-2 
------- 
2 
---- 
-2 
---- 
1 
------ 17 -- 
-1 
----- 
1 
---- 
-2 
---- 
1 
---- ---- ---- --- 11 
.I 
--- 
4 
---- 
-3 
---- ------ --- ---- 
1 
---- 
-3 
----- ---- ---- ---- --- 11 
2 -2 1 -2 
. 1-2 
1 1 1 
. 1-2 
- 
2 
---- 
-1 
---- ----- - --- ---- 
1 
---- ----- ---- ---- ---- --- 11 --- 
1 -2 1 1 -1 1 -2 1 .I 
.1 
.1 
---- 
- 
---- ----- - --- 
1 
---- 
-1 
---- 
. 
----- 
-1 
---- ---- 
1 
---- --- 11 
. 11 
.1 
2 1 -1 -1 1 
.1 -1 -1 
1 
- ---- ---- ----- - --- ---- ---- ----- ---- ---- ---- --- 
--------------------------------------------------------------- 
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R6- - RI + R2 + R4 (8) 
R7- R2 + R4 - R5 --- (9) 
R8- Rl + R3 - R4 --- (10) 
The stoicheometrical analysis indicates the following relationship 
between the reactions 
R6- - Rl + R2 + R4 (11) 
R7- R2 + R4 - R5 (12) 
R8- Rl + R3 - R4 ---(13) 
These imply that the stoicheometric coefficients of any species, i. e., 
the k-th, where k- A, B, ... etc., are related, thus 
c 6k7 c lk +c 2k 
c 7k- c 2k 
C8k7 Clk 
+c 4k 
+c 4k c 5k 
C 3k c 4k 
---(14) 
---(15) 
---(16) 
it follows, therefore, that 
8'5 
2c lk yf Clk Yi Cik - C2k - C4k Y6 
f-i +c 2k +c 4k -c 5k Y7 
c lk +cA-c 4k ) Y8 
c lk yI ---(17) 
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Where 
yi- Yl - Y6 + Y8 
Y2- Y2 + Y6 + Y7 
Y3- Y3 + Y8 
Y4- Y4 + Y6 + Y7 - Y8 
Y5- Y5 - Y7 
---(18) 
(19) 
(20) 
(21) 
(22) 
Associated with these new extents Is a set of new reaction rate 
functions Rl, R5 such that 
Rl- rl r6 + r8 
R2- r2 + r6 + r7- 
R3- r3 + r8 - 1- 1.1 T 
R4- r4 + r6 + r7 -r8 
R5- r5 - r7 
(23) 
(24) 
(25) 
(26) 
(27) 
APPENDIX (c) 
GENERALTZED PREDICTIVE CONTROLLER (GPQý 
C-1 THE BASIC GPC ALCORTTH 
The development of the generallsed predictive control--algorithm 
proceedas Initially by definitionof an appropriateý modelp suitable 
for the prediction of future process outputs. Designing predictive 
controllers involves two stages; Mohtadi [80]: 
(j) output predfction. 
control calculation. 
it is being considered only minimization of quadratic costs 
(subject to suitable assumptions ) for the control calculations. This 
is because the solution for the quadratic case is simple and can be 
easily Implemented on a microcomputer. 
SS MODEL IIýIi 
The controlled Auto-Regressive Integrated Moving Average (CARIMA) 
process model is given by: 
-1-1c 
(q- 1) 
A(q ) y(t)- B(q (t) 
: is the difference operator, A -l-q- 
1 
r(t): Is an un correlated random noise sequence with zero-mean. 
There are many reasons for the choice of this type. of model structure, 
the linear difference equation, but essentfally-it is simple, suitable 
C-1 
for discrete computer Implementation, - and readily manipulated into, a 
predictive form. The particular choice of the CARIMA ) model is 
made on the basis, that the noise term: - c(q- 
1 r(t)/A' is a, more 
realistic model of typical process load sdisturbances, admitting 
interpretation as either random steps at-- random intervals; or as 
drifts (quality variations In feed-flow). In practice, however, the 
main justification for the use of this model structure is that it 
forces the use of Incremental data in the control calculation. The 
incremental model has been demon-strated to correspond to the inherent 
inclusion of an integrator In the closed-loop. 
'ONTROL LAW 
Knowledge of the prediction not only allows the calculation of future 
predictions given'futureýcontrol signals, 'but more importantly, allows 
the calculation of future control signals given the desired value of 
future predictions. For (GPC) this calculation proceeds by definition 
of a quadratic cost-function representing the difference between 
future predictions of the, output and prespecified. set-point trajectory 
[W(t+j), J-1,2--): 
NY 2ý NY 2 
JCPC- E(2 [Y(t+i)-W(t+i)]+ 2 X(j) [ AU(t+j-l)l It) (2) 
J-NS J-1 
From this it is clear that (GPC) minimises the predict ! on "error over a 
range of future predictions, starting (NS) samples. The minimum 
prediction horizon, NS, Is normally assumed to be (1), but if a lower 
bound upon the process time-delay is known (KmIn), then it should be 
chosen equal to -, or greator than (Kmin) in order to' minimize 
computation for the same overall range of, prediction. 
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In general (NY), -should be chosen to extend across most of the process 
response that Is expected to be affected by any change in the current 
control. Thus, by reference to the (CARIMA) process model it should be 
chosen at least greater than the degree of B(q_ and if possible 
should correspond to the rise'time of the plant itself. 
y(t+j), consists of three terms; one depending on future control 
actions yei to be determined, one depending on past 
'known controls 
together with filtered measured variables and one depending on future 
noise signals. The assumption that the controls are to be performed in 
open-loop is equivalent to ignoring the 
future noise sequence in 
calculating-'the prediction. 
The mInImIsation of the above cost-function with respect to the vector 
of future controls and the resulting control law (assuming NS-1) is 
given by: 
U(t)- [G 
TG+ XII -1 GT (W-F) 
Where all the vectors are, of dimension NY*1 
W- [W(t+l) --------------- W(t+NY)]T 
F- [F(t+1) --------------- F(t+NY) (5) 
U- U(t) U(t+l) ------ U(t+NY-1)) 
T 
--- (6) 
The first element of'U Is U(t), so that current control U(t) is 
given by:, 
-T U(t)_ +g (W-F) 1 ---(7) ' 
Where 9 -T is the first row of (G 
TC+ xi)- 1GT. Hence the control 
Includes Integral action which provides zero offset. 
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C-4 THE CONTROL HORTZON 
This represents an assumption that after an interval of (NU) future 
samples, the projected control increments are zero: 
u(t+j-l)- 0 when j>NU 
In terms of the cost function this may be considered as being 
equivalent to placing Infinite weights upon future control Increments 
occuring after (NU) future samples: 
X(J)- - when j>NU ---(9) 
The incorporation of a control horizon into the (GPQ algorithm is a 
key modification, offering two immediate benefits; Osimplification of 
the control calculation, ff)fnherently stable control of non-minimum 
processes. 
C-5 CONTROL WEIGHT NG 
Penalfsation of future control signal increments in the cost function 
of (GPC), weighted by a scalar (X), provides a further method of 'de- 
tuning' the control performance of the algorithm. 
The larger the value of (X), the greater the significance of the 
weighted term In the cost function, thus reducing control signal 
activity. However the de-tuning effect of (X) differs in two important 
respects from that of the horizons:. 
(a) In the extreme case of de-tuning using horizons the control 
performance tends to that of the open loop, whereas extremely large 
values of (X) prevent any control activity and thus effectively switch 
control off. 
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(b) for (GPQ the practical choice of ý(X) is not particularly 
meaningful, its effect upon the closed loop depending upon the 
process gain. 
C-6 PRE-SPECIFIED SET POTNTS 
The use of long-range prediction in the (GPQ control law enables a 
control strategy not previously available, namely pre-specified set- 
points. In stead of minimising the difference between a range of 
future predictions and a constant set-point, a trajectory of future 
set pofnts may be-specffied where 
w(t)- [Wi w2 ------ w NY3 
T 
---(10) 
Thus at time (t) the control calculation may be forced to take. Into 
account a set point change 9ccuring in the future. Such prior 
knowledge of set point changes Is often available in process control 
applications operating In a batch or sequential mode. The most 
important potential benefits are expected to be an increase of speed 
In high performance trajectory following and improved decoupling In 
multivarfable applications. 
C-7 THE M TDEAS OF GPC 
C; PC relies on the following key ideas, Mohtad! [80]: 
(I) the use of the Internal model principle or more specifically of an 
incremental representation instead of a realization using positional 
data (this leads to an integral control law). 
(ji) considertatfon of a multi-stage cost in place of a single-stage 
one. 
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(iji) employment of prediction, costing and more importantly control 
horizons. 
(iv) relying on a receding horizon strategy. 
(v) output prediction using recursion of the Diophantine identity or 
the plant model. 
C-8 SOME APPLICATTONS OF CP 
Application of GPC, began at Oxford to the single input single output 
(slSO) control of temperature In a cement grinding. Using a simple 
step test commissioning procedure and subsequently fixed parameter 
control GPC was shown to completely avoid overshoot on start-up, as 
compared to the plant's current PI controller which was slower to 
achieve the operating point and gave a considerable overshoot. 
C; PC algorithm was applied to a pulsed liquid-liquid extraction column, 
Le lann, NajIm and Casamatta [81]. The control purpose was to maintain 
the column In Its optimal behaviour In spite of flowrate and physical 
properties of solvent and solute fluctuations. The complex dynamics of 
the column Is modeled by a low order linear discrete model with time 
varing non-linear parameters which are recursively identified. based 
on these estimates, the control policy is adapted on line. The 
algorithm was easy to implement and only one parameter (prediction 
horizon) was left to be chosen. 
C; PC was applied to three case studies, on cement mill, a spray-drying 
tower, and a compliant robot arm, Clarke (82). These applications 
showed that GPC Is effective, gives performance better than of fully 
tuned PID regulators and easy to use for a wide variety of plants, 
ranging from sluggish processes dominated by dead-time to lightly 
C-6 
damped fast systems. 
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APPENDIX (d) 
MODEL 'PARAMETERS FOR EXOTHERMIC SINGLE REACTION PROCESS 
------------ 
Parametersl 
------------------- 
values 
----------- I 
IK1 
---------- :1 ------- 
40000 sec I 
E 40000 KJ/Kmol 
R 8.314 KJ/Kmol. OK 
Qr 84000 KJ/Kmol 
V 50 lit 
m1 50 Kg I 
cpbatch 2 KJ/Kg. 'K 
cpcool 1 
I 
3.6 KJIKg. 'K 
I 
A TOT 
0.5 Kmol 
B TOT 0.5 Kmol 
A 0.21 M2 
cool 
U 
2 0.58 KW/M K 
cool 
T 0 300 
'K 
Tmax 
------------- 
396.82 K 
------------------ 
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APPENDIX 
MODEL PARAMETERS FOR EXOTHERMIC MULTI REACTION PROCESS 
- Parameters Values 
K(l) 0.3 E43 min 
K(2) 0.939 E42 min 
K(3) 0.112 E50 min 
K(4) 0.105 E50 min 
K(5) 0.435 E49 min 
K(6) 0.225 E50 min 
K(7) 0.375 E49 min 
K(8) 0.375 E49 min 
IS 
1970 cm 
2 
T0 288 K 
Hl 27900 cal/mol 
H2 19890 cal/mol 
Parameters 
uh 
u 
c 
R 
T 
c 
Th 
El 
E2 
Tmax 
VL 
p 
A0 
B0 
E-1 
Values 
1.0 cal/cm2 -I . K. minj 
2-1 1.4 cal/cm . K. mInj 
ý. 987 cal/gmol. aK 
278 "K 
373 OK 
59000 cal/mol 
68000 cal/mol 
306.44 K 
1400 lit 
870 g/lit 
0.176 mol/lit 
0.11 mol/lit 
APPENDIX (f) 
LOGIC/PT CONTROL SCHEME OF WANG r6ll 
RST 
Error- T batch, sp -T batch 
No Yes 
IS (ABS (Error). LE. 2) 
RST 0 RST - RST + Delta Error/T1 
JIF (Slope. LT. Slope, m 
U- 0.751 1U-0.5 - KP (Error + RST) 
JIF (Slope. LE. Slope U--! 0.75 
IF U. LT. 0) U-0 
IF U. GT. 1) U-1 
Control signal U 
F-1 
Controller parameters: 
Kp- 0.4 
TI- 8 min 
Delta- 0.3 min 
Slope I M- 
0.4 *K/min 
batch, sp- 
306.44 'K 
F-2 
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Published papers from this work 
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Temperature control of exothermic 
batch processes 
by RM Henry &K Ali 
School of Control Engineering, University of Bradford 
Introductlon 
Early attempts to apply control to 
processes were able to meet the needs 
of continuous processes. Batch proces- 
ses presented more difficult problems. 
This led to a symbiosis whereby better 
control made possible ever larger con- 
tinuous plants whilst the economies of 
scale paid for better control. Batch 
processes were left behind and re- 
mained the *poor relation' until re- 
cently. Now developments in control 
are righting the imbalance. We might 
even see some processes returning from 
continuous to batch operation over the 
next few years! 
This paper addresses a novel 
approach to one of the main difficulties 
in batch operation, temperature con- 
trol. A sub-optimal strategy is de- 
veloped giving a chosen safety margin. 
The scheme can be developed from 
p, ant trials rather than mathematical 
modelling and this is seen as an impor- 
tant advantage. 
different strategy is needed which is 
somewhere between batch and con- 
tinuous control. 1"his is fed-batch 
operation. 
The idea is to reduce the reaction rate 
by reducing the initial concentration 
of one or more of the reactants, then 
to top-up as the reaction consumes 
reactants. Tbe total reaction time 
is lengthened by this procedure 
I 
giving more time for the heat transfer to 
be achieved. 
The technique being developed ran 
be applied to both batch and fccl-batch 
processes. Two constraints are 
assumed: 
(i) limited heat transfer area. and 
(ii) an upper temperature limit. 
The heat transfer area is fixed when 
the plant is designed. Changing this at a 
Reactions In batch processes 
Most chemical reactions go faster as 
the temperature is raised. Many pro- 
duce heat at the same time. In such 
situations it follows that failure to con- 
trol the temperature would lead to 
thermal runaway. This is usually to be 
avoided. 
In trying to classify processes. we 
really need to look at the rate at which 
the reaction(s) produce heat. Iri other 
words. we are really interested in the 
product of the heat of reaction and the 
reaction rate. 
For low heat production rates there is 
no serious problem. One can provide 
adequate heat transfer area and coolant 
flowratc. 
'I'lic problem begins to bite when heat 
transfer areas are limited and beat 
production rates exceed the cooling 
rates available. Under such circum- 
stances the vessel temperature rises 
with potential thermal runaway. The 
usual strategy in such cases is to control 
at a lower temperature so that cooling 
rates always exceed heat production 
rates. 
For faster reactions an entirely 
trnax 
tomp 
ts 
t rno 
an 
host Ing 
of f 
01% L 
cooling 
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later date would be costly and incon- 
venicnt. llicrc may even be limitations 
at the design stage. 
ProvidIng heat transfer area 
I'licre are three common ways of 
providing heat transfer area. These are: 
(i) cooling coil 
(ii) jacket 
(iii) external heat exchanger 
The choice should also take into 
account the different dynamics of the 
three approaches. something often 
o%, cr-looked by engineers used to de- 
signing in the steady state. 
BATCH PROCESSES RARELY 
REACH STEADY STATE AND 
IT IS IMPORTANT TO 
CONSIDER DYNAMICS. 
The cooling coil has a relatively small 
hold-up of coolant and so it is possible 
to change the heat transfer rate quite 
quickly. Generally though. heat trans- 
fcr area would 6e less than with a 
jacket. 
The jacket offers a greater surface 
area for heat transfer but with conse- 
qucnces for the dynamics which may or 
may not be helpful. The jacket repre- 
sents a considerable coolant hold-up. 
Changing the heat transfer rate can only 
take place slowly. On the other hand. 
the extra heat capacity represented by 
the coolant and jacket reduces tempera- 
ture fise. 
Using an external beat exchanger 
allows greater heat transfer areas to be 
provided though if carried too far the 
hold-up in the recirculating pipe may 
exceed the vessel capa6ty. Again there 
is a considerable coolant hold-up on the 
shell side of the heat exchanger. From 
what has just been said for the jacket. 
this should be considered as a possible 
parameter at the design stage. 
t 
msx 
lad' 
It ms on heating 
cooling 
04 rn ar91n 
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Non-linearities 
Control problems can arise where 
control action does not vary linearly 
with control signal. Batch processes 
provide several such examples. 
The cooling coil looks as though the 
heat transfer rate should vary in direct 
relation to the coolant flowrate. This is 
not the cast because at low coolant 
flowrates one needs to consider the 
log-mean temperature difference. The 
result is of the form shown in Figure 1. 
'17he change in slope is more than a 
Mless noise 
oil 
n 
X6 114 
ll. no polls of 
2 'std dev") 21. wilh A01641 (-'std dsvý) 
0( 06 
C with CL C. noise 
Fig. f RA) & (B) B(It(-It control x-iih and without noise. 
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factor of Mo. It is greater than the 
stability margin normally used to tune a 
controfler. If the controfler was correct. 
ly tuned at tine end it would he unstable 
at the other. else if correctly tuned (or 
the other end it %ould be very sluggish 
at the other - hardly a recipe for 
satisfactory control and a good reason 
for using adaptive control. 
Some systems have both heating and 
cooling, often using the same coil or 
jacket through split range control val- 
ves. The mathematical models des. 
cribing such systems can be horrendous 
but the problem is that during a 
changeover in one direction heat trans- 
fcr rate changes more quickly than in 
the other. 
Intuitively. it feels wrong to be alter- 
nately heating and cooling something in 
an effort to control temperature - it is 
certainly not energy cfficient though 
that is not likely to be the primary 
consideration. - 
Time optimal temperature control 
of a batch process 
The solution to this problem, for the 
constraints specified. is well known. See 
Figure 2. 
The problem is that maximum cool- 
ing is switched on at-the last possible 
instant and the temperature levels out 
without exceeding the maximum tem- 
pcraturc. Clearly any fouling of heat 
transfer areas or any rise in the coolant 
temperature would result in overshoot. 
In short, there is no safety margin. 
Note that at the switching temper- 
ature, T,, the reaction is producing 
heat faster than the cooling system can 
remove heat. It is this imbalance which 
causes the temperature to rise. At Tn 
these come into balance and thereafter 
the coolant flovvraic is reduced to main- 
tain constant temperature. 
A sub-optimal strategy would switch 
sooner and use only a proportion of the 
maximum cooling rate available. This 
strategy would take longer to reach 
T,,,, but that is the price that has to be 
paid for having a safety margin. See 
Figure 3. 
What we have done, in effect. is to 
specify the control signal which would 
give the desired margin of safety. Work- 
ing backwards we have found the 
temperature profile which corresponds 
to this control signal. 
I'lie next step is to -apply some feedback control to c'ope %ith 6ch to 
batch %ariations. 1-his is shown as a 
block diagram in Figure 4. To do this we 
take the tempcraturc profile found 
above and apply it to the setpoint of our 
temperature controller. If e%er)thing is 
just right then the control signal will be 
a steady 80% or whatever value %%e 
chose. Xny variations in heat transfer 
efficiency of coolant temperature would 
lead to small variations and appropriate 
correcting action. 
77he controller itself presents some 
problems because of the way the dyna. 
mics change as the reaction proceeds. 
When switched on it comes in with the 
chosen cooling rate. Say 80%. and the 
process is closed loop unstable because 
of the thermal runaway situation. Be- 
fore T,,., is reached the system has 
become controllable and at T,., the 
control changes from servo to regulator 
modc. 
For this duty we have found Clarke's 
Gencralised Predictive Control (GPQ 
to serve well. Figures 5(a) and (b) show 
the response to clean and noisy signals 
respectively. 
Fed batch control 
The fcd-batch process has three 
stages. Mic first and last correspond to 
the rising temperature profile and 
steady temperature phases of the batch 
process. In between is a stage when 
fresh reactant is added to the vessel. 
Two strategies are possible for the 
control of this middle pha%c. 
M Keep maximum cooling and use a 
temperature controller to adjust the 
feed rate. or 
(ii) Add reactant at a pre-calculated 
rate and continue to control Icnipera- 
turc from the coolant rate. 
17he latter has the advantage of not 
switching between two controllers but 
the change from stage to stage does call 
for a certain robustness of control. 
Another reason for not choosing the 
first strategy is that when the fcd 
reactant temperature is below T,,,.,, the 
system is non-minimum phase. In sim- 
ple words it means that added reactant 
causes the temperature to fall im- 
mediately, but rise later., rather like 
putting damp wood on a fire. Such 
systems present control difficulties and 
it is worth noting that these can be 
avoided by introducing the feed through 
ajeoil in the vessel as shown in Figure 6. 
An interesting feature is the way in 
which the reactant feed rate is calcu. 
lated. During the first stage both con- 
centrations fall whilst the temperature' 
rises. During the feeding stage the 
temperature is maintained constant at 
Tm,. and the reaction rate can be held 
constant by feeding reactant faster than 
it is being consumned so that the 
product of the conce-ntrations remains 
constant. 
Again GPC has been used for control 
and temperature/control signal profiles 
arc shown diagrammatically in Figure 7. 
Work is not complete in this area and 
there seems to be room for further 
improvement. 
Setting up such controllers 
The research work has made 
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extensive use of simulation and mathe- 
matical modelling. However. there is no 
reason %%h%, the switching temperature. 
T... and & resulting temperature pro- 
file should not be found by experiment. 
Indeed. this would seem to be both 
quicker and more accurate for real 
plant. 
For the fed-batch phase the tempera- 
ture is held stcad%. and the reaction rate 
is producing heai to match the cooling 
rate. Initial concentrations are knoAn. 
as are molecular w6ghts so the calcula- 
tion of the addition MIC Profile requires 
no %erv difficult mathematical model- 
ling. 1`6ghly speaking. the feed rate 
will double juring the fed-batch phase 
as was sho%%n in Figure 8. 
Conclusion 
There is considerable scope for 
impro%ing the temperature control of 
batch processes. The methods outlined 
allow for limited thermal runawa) 
whilst keeping some spare cooling 
capacity to ensure that operating con- 
straints are not %iolated. 
Simulation work has made a strong 
case for using GPC and the only limi- 
tation is the provision of such fýcilitics 
within commercially available 
equipment. 
A special feature of the methods 
proposed is that switching temperatures 
and temperature profiles can be readily 
found from plant trials whilst the addi- 
tion rate profile is capable of fairly 
straightforward computation. 
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CONTROL STRATEGIES FOR BATCH PROCESSES 
Kavmaz ALI 
School of Control Engineering. Universitv of Bradford 
I. INTRODUCTION 
Until recent years batch processes were very much the 'poor 
relation' of the continuous processes. Better control and a 
growing need for low-volume. high value products is bringing about 
changes. Ten Years aro hardly anyone wanted to know about batch 
control. Now things are, very different. 
Programmable logic controllers (PLC's) have made a big difterence 
but it Is not easy to program 
, 
them tor sequence generation using 
ladder logic. This has led to 'natural language' approaches and 
some work bv Henry (1986) and Dallas (1986) at Bradford University 
on the direct Interpretat, lon of text combined with Petri -nets. 
This approach seems to have great advantages Tor Implementation. 
especially where there are Parallel subsequences. 
Arising from this-work orew an awareness that conventional, control 
algorithms are not well sulted to the special needs of batch 
control and that turther work Is needed in this area. This is the 
aim of the present work outlined in this extended summary. 
2. MODELLING AND SIMULATION 
For our studies 
, 
we are considering a single irreversible 
exothermic reaction subject to a maximum tem , Perature constraint. This is modelled mathem: iticallv for several Plant coniigurations: 
I heating/coolin 
-c 
by coil (ji) heatine/cooling by jacket stind (III) heating/ cooling by recirculation through an external heat 
exchanger. 
The simulations have been carried out on BEDSOCS but are about to 
be transferred to ACSL. Some problems with implicit loops have 
been enccun 
, 
tered when using lov mean temperature differences to 
achieve lumped models of coils. These difficulties have been 
circumvented by programming a bisection procedure to RLI. Irantee the 
convercence within the constraints. 
The simulations require assumptions concerning heat transfer 
capabilities and it has become verv clear that the Initial plant 
design should be based on a dynamic analysis. Using steady state 
models mav be adequate for continuous plant but is not eood enouch 
for batch processes. 
3. CONTROL STRATEGIES 
Let us start bv considering a single., Irreversible. exothermic 
reaction subject to a maximum temoerature constraint. 
This reaction Is to be carried out in a vessel with prov"ision for 
both heating (to get the reaction started) and cooling (to prevent 
the reaction running away and exceeding the temperature limit). 
The time optimal control for this Is straightforward and has been 
known for a Ion; time. It is shown In Fie. I and involves maximum 
heating to some, temPerature Tc at which chanceover Is made to 
maximum cooling. At temperature Tc the reaction will be producing 
heat faster than the cooling system can remove It so -the 
temperature will continue to rise. 
Since the reactants are being consumed the reaction rate will fall 
until this exactly balances the heat removed by cooling. The Idea 
is to choose Tc so that this point is reached as the temperature 
reaches its maximum. Thereafter the temperature Is controlled at 
the maximum, unt, il the reaction is quenched at or near completion. 
Al'though this is the time optimal strategy. that does not mean it 
is the best for Plant use. To decide what Is best we need to 
define an obiective function and this should include the batch 
processing time. the cost of heating and cooling and a heavv 
penalty for exceeding the maximum temperature. 
Using such a function, we may find a slightly different strategy 
is better. By introducing a gap between the end of heating and tiie 
start of cooling we could reduce direct operating costs at the 
expense of a slightly. lon; er batch time. 
The more InterestinF control problem remains the switch to full 
cooling and the management of the rest of the sequence. Clearly. 
In practice we must, choose a switching temperature below the Tc 
presented above , 
'to allow for reduced heat transfer rates with 
fouling and/or varist! ons In coolant flowrate and Inlet 
temperatures. Failure to do this could easily lead to exceeding 
the maximum temperature. 
Conservative engineers might say that the reaction should always 
proceed so that heat production never exceeds cooling capabilltv 
i. e. always Linder control. This strategy can be shown to be unduly 
conservative because anv 'run-Awavl will eventually Provide its own 
check as the reactants are Tonsumed ýnd the reaction rate falls. 
We can allow the reaction to 'runaijayl knowinz it cannot run too 
far. This condition is essily recognised in the simulations shown 
In both Figs. I and : 1. It corresponds to maximum cooling. Note 
that the time optimal control allows the process to trunaway' 
right up to the maximum temperature. 
A good strategy would be to start full cooling at a slightly 1,:, wer 
temperature than Tc but that leaves us with the Problem ot how to 
drive the temnerature once m3ximum cooling is no longer reautred. 
at point A on FJ;. 2. 
t'onventional wisdom calls for a ramved retpont trom the onset Ot 
cooling. A better strategv would be to ramp from the point where 
the temnerature profile has the same gradient as that selected for 
the setpoint. See-curve (b) in Fig. 3. This Is done unti'l Tmax Is 
reached. 
Better still would be to go for rest. -tion rate control because this 
drives the temperature u, P more quickly as the reactants are 
consumed. thus reduci , 
n; ba, tch time. The problem is that reaction 
rates are not amenable to measurement. They have to be Interred bv 
an on-line heat-balance' which takes Into account the rate of 
change ýof tem , perature 
within the batch reactor. This calls. for 
accurate measurement and av oraging over some period of time but is 
within the camabiAl, ties of microprocessor based instrumentation. 
CONCLUSION 
Designine'control systems for batch processes calls for a lot more 
thought than for continuous Drocesses. Strategies depend heavily 
on Variables such as heat transfer 2rea which are fixed at the 
Initial design stage. This work clearly shows (J) the Importance 
of that initial"design taking into account the dynamics. and (1i) 
the need for special controllers to implement the strategies 
described above. The longer term aim must be to Include adaptive 
features as well. 
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Fig. 3 Temperature profiles 
(a) simple ramp set point 
(b) setpoint ramped from point where slope falls 
below setpoint gradient 
(c) when driven by reaction rate control 
