Statistical Static Timing Analysis has received wide attention recently and emerged as a viable technique for manufacturability analysis. To be useful, however, it is important that the error introduced in SSTA be significantly smaller than the manufacturing variations being modeled. Achieving such accuracy requires careful attention to the delay models and to the algorithms applied. In this paper, we propose a new sparse-matrix based framework for accurate path-based SSTA, motivated by the observation that the number of timing paths in practice is sub-quadratic based on a study of industrial circuits and the ISCAS89 benchmarks. Our sparse-matrix based formulation has the following advantages: (a) It places no restrictions on process parameter distributions; (b) It embeds accurate polynomial-based delay model which takes into account slope propagation naturally; (c) It takes advantage of the matrix sparsity and high performance linear algebra for efficient implementation. Our experimental results are very promising.
INTRODUCTION
As technology has scaled, manufacturing variations have emerged as a major limiter of design performance. These variations exhibit themselves as systematic, spatial and random changes in the parameters of active (transistor) and passive (interconnect) components. Furthermore, these variations are increasing with each new generation of technology. Statistical Static Timing Analysis (SSTA) has been proposed to perform full-chip analysis of timing under such types of uncertainty, and has been the subject of intense research recently [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] . The result of SSTA is the prediction of parametric yield at a given target performance for a design.
SSTA algorithms can be classified into two major groups:
1. Block-based [1] [2] [3] [4] [5] [6] approaches use a breadth-first traversal of the circuit to compute circuit delay [1] . The de-Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. ICCAD'06, November 5-9, 2006 , San Jose, CA USA Copyright 2006 ACM 1-59593-389-1/06/0011 ...$5.00. lay pdf is propagated from the primary inputs to the primary outputs. The major difficulty in block-based approaches is the introduction of the max operator at each block, and the need to accurately estimate the maximum of two random variables in the same form in which those two variables are defined.
2. Path-based [7] [8] [9] [10] [11] approaches rely on an enumeration of all or a large number of the most critical paths in the circuit [7] . Considering the case where all paths are enumerated, the max operator is deferred to the end of the analysis (i.e. taking the maximum of all the paths) and therefore does not introduce any inaccuracy in the computation. A major problem with path-based approaches is the perception that typical circuits have an exponential number of paths, making the computational requirement for such approaches impractical.
While there has been much work on the algorithms for SSTA, there has been somewhat less work on the accuracy issues. Some of the sources of inaccuracy in SSTA are: (a) The basic assumptions underlying static timing analysis, such as treating a gate as a node without considering the functionality which gives rise to false paths, (b) The delay models used for gates and wires, and (c) The model for process variations and their spatial and/or temporal distributions. The algorithmic error introduced by SSTA algorithms can be traced back to the application of the max operator, which is an approximation to the behavior of true circuits, and which is further approximated in SSTA algorithms [13] [14] [15] . While a direct assessment of that error is difficult, we propose that minimizing the number of max operations would aid in reducing the error. The algorithm we propose in this work reduces the number of max operations to one per circuit.
The model error has been widely recognized and a number of researchers have made important contributions. The original parameterized delay form expressed delays and arrival times as explicit linear functions of the process parameters [5] . It was later expanded to handle quadratic delay models that are able to improve the accuracy of delay estimates [12] [13] [14] [15] . A related source of error, namely the modeling and handling of the slope of signals, has not received as much attention. In fact, current published approaches typically make a worst-case estimate of the slope or propagate the latest arriving slope [5] which can lead to significant error [19] . The polynomial models we propose in this work allow high accuracy by using higher order models, and naturally handle the slope and its propagation.
The distribution error, i.e. the error caused by lack of generality in the modeling of the statistical properties of the process variations has been the most difficult to deal with, due to the lack of published realistic manufacturing variability data. Earlier approaches assumed that process variables followed normal distributions [7] , but recent work has shown how more general distributions can be handled, and how spatial and systematic correlation can be accommodated [18] . In this work, we make no assumptions about the character or distribution of any process parameter.
This paper proposes a new approach to parameterized path-based SSTA. The proposed method starts with a preprocessing step of path enumeration and delay computation of all the paths in a parameterized form, which we then efficiently represent using a sparse matrix. We model the delay and slope of each component in the circuit using a general parameterized polynomial form which can include the influence of: (a) Input waveforms and output loading, (b) Manufacturing variations in parameters like threshold voltage and channel length, and (c) Operating environment variations in parameters like power supply voltage and temperature. Next, the path delays in this same parameterized form are computed by a natural extension to the gate delay formulation. Given a sample of values from the distribution of manufacturing variations, this computation is shown to be simply a matrix/vector multiply to produce a vector of delays for each path in the circuit. Finally, the maximum circuit delay is obtained by applying the max operator on the path delays. The major attributes of this work are:
1. We show that the number of paths in practice is subquadratic in number of gates by evaluating the number of paths in the ISCAS89 benchmarks as well as two different families of industrial circuits.
2. It can handle global, spatial and intra-die variations in one unified framework.
3. It can compute the delay based on an accurate propagation of slope along all paths.
4. It minimizes the impact of the error caused by approximating the max function commonly used in SSTA.
5.
It is independent of the underlying distribution of the process parameters, and is not restricted to the usual Gaussian distribution.
The remainder of this paper is organized as follows. In Section 2 we first motivate the path based approach by showing that it is indeed practical for many circuits. We then show our higher order (more than linear) delay models in Section 3, and describe our approach to the delay modeling of practical static CMOS gates. With those models in hand, we then describe our matrix based formulation for STA and SSTA without slope in Section 4 and SSTA with slope in Section 5. We demonstrate its application to the ISCAS family of sequential benchmark circuits in Section 6 and conclude in Section 7.
A CASE FOR PATH BASED SSTA
CAD folklore holds that the number of latch to latch paths in an arbitrary network can be exponential in the number of gates. This is indeed a theoretical upper bound predicted by graph theory. A key observation in this paper, however, is that for the vast majority of practical circuits, the number of actual paths is far less than this theoretical upper bound, and is quite manageable. With the easy availability of large amounts of memory in modern computers, storing and manipulating million of paths is eminently practical. To test our conjecture, we enumerated all the latch to latch, primary input to latch, and latch to primary output paths in the ISCAS sequential circuit benchmarks [20] (see Figure 1 ), and found that the paths ≈ 0.04 × gates 1.8 . This is hardly the type of explosive growth that might cause one to completely discount a family of algorithms. But since the ISCAS benchmarks are small compared to modern designs, we further extended our analysis to 2 different families of industrial benchmarks, one for large circuits (much larger than the ISCAS benchmarks), and one for moderate sized circuits (comparable to the ISCAS benchmarks).
We enumerated all paths for the circuits in those two families. For the first and larger family, shown in Figure 2 , we saw that the number of paths ≈ 0.12 × gates 1.42 . For the second and smaller family, we found paths ≈ 0.43×gates 1.17 .
Clearly, the demonstration above should not be taken as sufficient license to propose a purely path-based SSTA algorithm. However, it does demonstrate that such an algorithm can be practical for a significant number of cases. In the broader picture, one can imagine a pairing of path-based and block-based algorithms with one being applied when the enumeration of paths results in a manageable number of paths, while the other gets applied to those circuits where the number of paths exceeds some suitable threshold.
PARAMETERIZED GATE DELAY MOD-ELING
The advantage of path-based SSTA is that it can naturally handle accurate nonlinear delay models. In this section, we present a parameterized gate delay model which explicitly takes slope propagation into account. In current published approaches, typically worst-case estimate of the slope or the latest arriving slope is propagated [5] which can lead to significant error [19] . By modeling the input slope in the gate delay equation we avoid this modeling error.
In order to generate the cell delay model for every gate in the library, we simulate each gate varying the process parameters uniformly in the range µ ± 3σ with 3σ = 0.2µ. The load capacitance CL and input slope Sin were also varied. The samples of Sin were generated in the range of 10 to 100 ps and samples of CL were generated in the range of 1 to 10 fF. Then the values were fit to the delay equation given below:
Similarly, the output slope was also fit to the same canonical form as delay. Note that both the output delay equation Eq. (1) and the output slope equation are explicitly dependent on input slope Sin. It should be noted that our formulation does not restrict the model order in any way, and higher order models are possible with no change to our methodology.
SPARSE MATRIX BASED SSTA WITH-OUT SLOPE PROPAGATION
In this and next sections, we present the sparse-matrix based SSTA formulation. First, we calculate the path delays without considering slope propagation and in the next section we take the slope into account. Let the delay of gate j from input a to the gate output be dj a ∈ R. Later we will generalize the gate delay as a function of parameters z, dj a = f (z).
Sparse-Matrix Based Static Timing Analysis (STA)
Consider the circuit shown in Figure 3 . This circuit has 4 paths and 6 gates. Three of the gates have two inputs which we will denote by a and b. We define an incidence matrix where each row represents a path, and each column represents a gate input. The columns are sorted by gate topological order. The path-gate incidence matrix for the example is given by:
Since each path only consists of a small number of gates, matrix A is a very sparse. The delay of the gates can be written as gate delay vector:
where d4 b is the delay from input pin b of gate 4 to its output. The delay of a path is given by the addition of gate delays along that path. Thus the path delays is given simply by the multiplication of the path-gate incidence matrix with the gate delay vector:
The overall circuit delay is given by the max of all path delays:
Eq. (5) represents path based Static Timing Analysis (STA). We note that STA in this form is essentially a sparse matrixvector multiplication, and that it requires only a single max operator to find the circuit delay. There are many data structures and algorithms developed for efficient sparse matrix manipulation which we can exploit [21] . Now we turn our attention to the Statistical STA (SSTA).
Sparse Matrix based Statistical Static Timing Analysis (SSTA)
In this section, we drop the input specific delay for the sake of convenience. Let the delay of gate j be a function of r parameters zj ∈ R r . Thus dj = f (z) is a symbolic function of parameters instead of a real number.
Note that z need not consist only of linear parameters. For example, a possible second order gate delay model in channel length L and load CL might be:
The same formulation can trivially handle a mixed model such as:
The gate delays of the circuit in Figure 3 can be written as,
The path delays are obtained by multiplying the path-gate incidence matrix in Eq. (2) and the gate delay vector in Eq. (9)
With Eq. (10) we have now extended the path delay calculation in Eq. (4) to include the dependence of delay on process parameters. Assuming that these process parameters are random variables with some well defined joint probability density function from which we can sample, our goal is to show how we can generalize this result to calculate the distribution of path delays, and by using the traditional max function, the distribution of overall circuit delay.
If the gate delay vector due to kth random sample is given by d 
Now if we take samples then Eq. (11) can be generalized as h d (5) and is simply in the form of a matrix-matrix multiplication. We make a few remarks about the matrices. It is important to note that AC matrix is a sparse matrix, which allows for efficient storage as well as fast computation. The Z vector, though dense, depends only on the number of gates and not on the number of paths.
SPARSE MATRIX BASED SSTA WITH SLOPE PROPAGATION
We now extend our delay model to include slope propagation. It is important to note that the output slope of gate j cannot be specified unless we know which path it belongs to. For example, in Figure 3 , gate g4 will have two different slopes namely:
1. s14 due to path 1 (g1 → g2 → g4 a → g6 a ), and 2. s44 due to path 4 (g1 → g3 → g4 b → g6 a ).
We use the same canonical form to express both delay and slope, but we restrict the dependence of delay and output slope on the input slope to be linear. This linearity is required in order to preserve the canonical form as delays are accumulated along a path. We use the superscripts d and s to distinguish among them. We delineate the input slope to a gate by the subscript in. The gate delay dij and the output slope sij of gate j in path i is given by:
Where the ω terms represent the terms not related to the slope in the canonical form of Eq. (6), i.e. ω = c z. From Eq. (14), one can see that the input slope at all the gates is required to calculate the gate and path delays. One way to solve for the input slope is to look at each path p separately and obtain the slope of each gate in an individual path. This method is illustrated using the Figure 4 , and this simple circuit consists of inverters which allows us to conveniently drop the input-pin specific subscripts. Here s0 denotes the slope at the primary input. The output slope at gate g1 in path 1 is denoted as s11 and in path 2 is denoted as s21.
Let sp be the column vector in which the values of slopes along path p are listed. Assume the values are listed in the topological order of the gates along path p.
To illustrate, consider the path p = 1, through gates g1 and g2 in Figure 4 . The column vector s1 is given by 
where s0 = ω s 0 . In general Eq. (17) is valid for any arbitrary path containing t gates. Thus, s1 ∈ R t+1 , Λ s 1 ∈ R (t+1)×(t+1) is lower diagonal matrix, and ω s 1 ∈ R t+1 . If the circuit has p paths, then the Eq. (17) for all the p paths can be succinctly captured into one single equation shown below: 
Lemma 1. The matrix (I − Λ s ) −1 is non-singular. Thus its inverse exists.
Proof. The proof is omitted due to space constraints.
The equation for gate delays is similar to Eq. (18) and can be generalized to make the gate delay a function of parameters as in Eq. (6), and Eq. (9),
Once the gate delays are calculated, we can find the path delays using Eq. (11) . The circuit delay is given by the max of all path delays. Since delay and slope are a function of process parameters, by taking samples of process parameters one can generate samples of circuit delay. A histogram on these samples gives us the circuit delay distribution. Thus SSTA can be performed considering the slope and process variations.
EXPERIMENTAL RESULTS
We implemented our algorithm using a combination of awk/perl scripts and C++. We report the results of experiments run on the ISCAS89 benchmarks using a 64-bit Linux machine with 16 GB RAM and running at 3.4 GHz. The delay models were generated using the 90 nm Berkeley Predictive Technology Model [22] . In the experiments only latch-to-latch paths were considered for timing. Thus in Table 1 only the latch-to-latch paths and the number of gates between the latches are listed. We modeled the effect of variations in channel length and threshold voltage, and assumed that the variance of these parameters was such that 3σ = 0.2µ. We modeled the impact of spatial correlation on parameter variations, and therefore required placement information for the circuits, which we obtained by placing the circuits using Dragon [23] . To properly account for random die-to-die (global) and within-die (intra) variations along with the spatial component mentioned above, we modeled each process parameter zg,i as:
We performed 10000 Monte Carlo simulations for each of the ISCAS benchmark circuits. The results are summarized in Table 1 . The table contains the number of gates and paths along with the runtime taken by the algorithm to compute the delay statistics of the circuit. Also shown is the breakdown of effort among (a) Path enumeration (implemented in awk), (b) Sparse matrix generation (implemented in perl), and (c) Matrix multiplication (implemented in C++). Note that the path generation step takes a modest portion of the overall runtime, less than 21% for smaller benchmarks and nearly 5% for bigger benchmarks, while the parameterized path delay generation, which builds the various matrices, and the matrix multiplication take the bulk of the runtime. which is nearly linear in the number of paths, and shows that our algorithm is scalable. We include in Figure 5 the runtime for Monte-Carlo simulations reported in [18] noting that the machine specification are comparable, and that the number of Monte-Carlo samples is identical. The runtimes are quite close, especially for the larger benchmarks, inspite of (a) the use of a simpler linear delay model, (b) not accounting for slope propagation, and (c) a complete compiled code (C++) implementation in [18] .
The number of simulations performed in our experiment (10000) was set high in purpose to establish an accurate result. But a run with one tenth (1000) the number of samples would normally be sufficient to calculate the mean and variance of each circuit delay to engineering accuracy. Furthermore, one can devise an adaptive strategy where non-critical paths non-critical paths are pruned early and skipped from future sample generation and matrix multiplication phases. We believe that we can easily achieve two order of magnitude speedup over the run times quoted, but will defer further discussion to future work.
CONCLUSION AND FUTURE WORK
This paper demonstrates that it is possible and practical to perform path based statistical static timing analysis, and that such an analysis can be written compactly in matrix notation, allowing the use of standard highly optimized linear algebra techniques. The major advantage of this formulation is that it places no restrictions on process parameter distributions. It embeds accurate polynomial-based delay model which takes into account slope propagation naturally. With the exception of the need to have the slope appear linearly, fairly arbitrary models can be trivially handled using this framework.
Data was presented to show that many practical circuits have a bounded number of paths, making such an analysis possible. It should be noted that this demonstration should not be taken as sufficient license to propose a purely path-based SSTA algorithm. For example, the s15850 IS-CAS89 benchmark circuit had ≥ 150 × 10 6 paths and could not be handled. We plan to explore efficient non-critical path removal techniques to reduce the matrix sizes. In addition, we plan to study further speedup techniques, extend the formulation to handle wires, and show how incremental computation may be done in the framework.
