This paper presents the Stony Brook Parallel Ocean Model (sbPOM) for execution on workstations, Linux clusters and massively parallel supercomputers. The sbPOM is derived from the Princenton Ocean Model (POM), a widely used community ocean circulation model. Two-dimensional data decomposition of the horizontal domain is used with a halo of ghost cells to minimize communication between processors. Communication consists of the exchange of information between neighbor processors based on the Message Passing Interface (MPI) standard interface. The Parallel-NetCDF library is also implemented to achieve a high efficient input and output (I/O). Parallel performance is tested on an IBM Blue Gene/L massively parallel supercomputer, and efficiency using up to 2048 processors remains very good.
Overview
Ocean circulation models are an integral part of the ocean observing system, which play a central role in the study of global climate and biogeochemical cycles. There are many ocean models using different approaches to spatial discretization and vertical coordinate treatment, numerical algorithms for time-stepping, advection, pressure gradient, and subgrid-scale parameterizations. Reviews on ocean models and recent developments can be found in Griffies et al. (2000) and Ezer et al. (2002) . Among them, the Princeton Ocean Model (POM) is widely adopted (http:// www.aos.princeton.edu/WWWPUBLIC/htdocs.pom/). The POM community has developed several coupled models for biogeochemical (Chau, 2003; Vichi et al., 1998) , sediment (Liu and Huang, 2009; Xu et al., 2010) , and operational applications (Nittis et al., 2006; Price et al., 2006) . Recent advances include the wetting and drying scheme (Oey, 2005) and surface wave-ocean current coupling (Mellor et al., 2008) . In addition, several parallel POM codes have been described (Boukas et al., 1999; Giunta et al., 2007) . However, these codes are not publicly available, are limited to the use of specific hardware architectures, or are extensively modified from the serial code. In response to these limitations, we developed a new parallel version of POM (the sbPOM) available to the general public, which minimizes the modification to the POM code and achieves good scalability on a wide range of number of processors.
Model description
The procedure for the parallelization of POM is the implementation of a message-passing code using two-dimensional data decomposition of the horizontal domain. This approach ensures the portability across a large variety of parallel machines, and allows to maintain the same numerical algorithms used in the serial code. The horizontal global domain is thus partitioned into twodimensional local domains using a Cartesian decomposition, and the vertical dimension is not divided. Each local domain (i.e. each processor) integrates independently the code on the local domain. The computation applied to each local domain is the same as that applied to the entire global domain with the serial code. The horizontal arrays assigned to each local domain are expanded by one grid point in each horizontal dimension, creating a halo of ghost cells (Fig. 1) . The two-and three-dimensional arrays in these ghost cells are exchanged between neighbor local domains using the MPI standard interface (http://www.mcs.anl. gov/research/projects/mpich2/).
The sbPOM has implemented Parallel-NetCDF (http://trac.mcs. anl.gov/projects/parallel-netcdf), which provides high-performance parallel I/O while still maintains file-format compatibility with Unidata's NetCDF (http://www.unidata.ucar.edu/software/netcdf/). This makes the files space-efficient, self-describing and machine independent. NetCDF is also recognized by many graphics and postprocessing utilities.
In order to assess the performance of sbPOM, we used the seamount test case (Ezer et al., 2002; Mellor et al., 1998) which is made available with the code. It is a stratified Taylor column problem which simulates the flow across a seamount. The test case has 1026 Â 770 global grid points and 31 vertical sigma levels. The simulation time is measured while varying the number of processors on a Blue Gene/L massively parallel supercomputer housed in the New York Center for Computational Sciences (http://www. newyorkccs.org/). The problem size for the test case is too large to run on one or two processors due to memory allocation. Simulations are therefore run with a number of processors ranging from 4 to 2048 (2K), and the efficiency is measured with respect to the four processors, t 4 =t nproc $ðnproc=4Þ, where t nproc is the simulation time when using nproc processors. The efficiency is very high even for 2K processors (w0.8) (Fig. 2) .
Concluding remarks
POM is a relatively simple community model with very few options for numerics, physics, boundary conditions, and I/O. In this regard, sbPOM also is a relatively simple parallelization in order to maintain the POM legacy. This should provide POM developers/ users with a familiar code that they can easily use or modify. The user community is encouraged to parallelize recent advances in POM and to develop new parallel techniques. Despite its simplicity, sbPOM test results on IBM Blue Gene/L show a very high efficiency.
The supreme CPU performance on supercomputers opens a new era for high-resolution ocean modeling. An example is application of sbPOM with high spatial resolution to simulate submesoscale processes of surface frontogenesis of the Mid-Atlantic Bight (U.S.A) shelfbreak front (Wang and Jordi, 2011) . 
