Abstract-We address the problem of performing decision tasks and, in particular, classification and recognition in the space of dynamical models in order to compare time series of data. Motivated by the application of recognition of human motion in image sequences, we consider a class of models that include linear dynamics, both stable and marginally stable (periodic), both minimum and nonminimum phases, driven by non-Gaussian processes. This requires extending existing learning and system identification algorithms to handle periodic modes and nonminimum-phase behavior while taking into account higher order statistics of the data. Once a model is identified, we define a kernel-based cord distance between models, which includes their dynamics, their initial conditions, and input distribution. This is made possible by a novel kernel defined between two arbitrary (non-Gaussian) distributions, which is computed by efficiently solving an optimal transport problem. We validate our choice of models, inference algorithm, and distance on the tasks of human motion synthesis (sample paths of the learned models) and recognition (nearest-neighbor classification in the computed distance). However, our work can be applied more broadly where one needs to compare historical data while taking into account periodic trends, nonminimum-phase behavior, and non-Gaussian input distributions.
INTRODUCTION
O UR goal is to perform decision tasks, including detection and recognition, in the space of dynamical models. For example, if we view a walking person as a dynamical system, we are interested in detecting her in an image sequence, recognizing her gait and, possibly, her identity. Endowing the space of dynamical models with a metric and a probabilistic structure is a long-standing problem because, even for linear models, such a space is highly nonlinear. In comparing dynamical models, one has to consider all of their components: the states and their dynamics, the measurement maps, the initial conditions, and the inputs or noise distributions. Different components may play different roles, depending on the application; for instance, one may want to discard the transient behavior or the input distribution, but it is important to have machinery to account for all if needed. 1 We will concentrate on a class of models that is sufficiently general to capture many of the applications of interest in dynamic vision and, at the same time, tractable in the sense of yielding, for the most part, closed-form (that is, noniterative) inference algorithms. As we explain in Section 1.1, these are marginally stable nonminimum-phase linear models with nonGaussian inputs.
Linear Non-Gaussian Models (Hammerstein)
Let yðtÞ 2 IR m , where t ¼ t 0 ; t 1 ; . . . , be the measured signal sampled at discrete time intervals. Our goal is to describe its temporal behavior via a dynamical model. Under mild assumptions [1] , yðtÞ can be expressed as an instantaneous function of some "state" vector xðtÞ 2 IR n that evolves in time according to an ordinary (or stochastic) differential equation driven by some (deterministic or stochastic) "input." In general, both the measurement map from xðtÞ to yðtÞ and the state equation that describes the dynamics are nonlinear, and complex phenomena such as hysteresis, phase transitions, turbulence, and delays require dedicated analytical tools. However, many nonlinearities can be eliminated by proper choice of coordinates or immersion into higher dimensional spaces [2] . Indeed, one can test the hypothesis that a given time series of measurements comes from a linear model [3] , as we do in Section 5 for the case of human motion. We shall also assume that the signal is measured at time instants t k ¼ k 2 Z Z and, hence, also model it by using a difference rather than a differential equation.
We will therefore restrict our attention to linear dynamical models of the following type:
1. For the case of human gaits, one can think of the periodic dynamics as limit cycles generating nominal input trajectories, the stable dynamics governing muscle masses and activations, the initial conditions characterizing the spatial distribution of joints, and the input depending on the actual gait, the terrain, and the neuromuscular characteristics of the individual. 
where vðtÞ and wðtÞ are stochastic inputs jointly described by the density qðÁÞ. 2 They can be thought of as errors that compound the effects of unmodeled dynamics, linearization residuals, calibration errors, and sensor noise. For this reason, they are often collectively called input (state) and output (measurement) "noises." The density qðÁÞ can be Gaussian or non-Gaussian. Given the linearity assumption on the model, the Gaussianity of the noise can be easily tested. For the case of human gaits, this reveals strongly non-Gaussian statistics (see Fig. 1 ). For reasons that will become clear shortly, we assume that the noise process is temporally independent or white. Since one can interpret a white non-Gaussian independent and identically distributed (i.i.d.) process as a Gaussian one transformed via a static nonlinearity, we are left with considering so-called Hammerstein models, which are linear models with static input nonlinearities [4] that we will derive in the rest of this section.
In the system identification literature [5] , [6] , it is customary to consider (1) as a description of the secondorder statistics of the data (mean and covariance sequences). Indeed, there is an entire equivalence class of models of the form (1) that yield the same mean and covariance [7] , and therefore, one usually chooses the model that is stable and minimum-phase, that is, the one with both poles and zeros inside the complex unit circle [5] , [6] , [8] . One can easily allow marginally stable modes (that is, poles on the unit circle), provided that they are not "disturbed" by the input noise vðtÞ. 3 These describe periodic modes of the signal, which are useful in many applications among which, as described in Section 2, the analysis of gaits. However, when the inputs are non-Gaussian, models that are equivalent up to second-order may not, in general, produce the same higher order statistics. In particular, all (marginally) stable models with matching second-order statistics differ in their phase, which depends on the location of their zeros. Therefore, in our models, we will have to forgo the minimum-phase assumption. This is appropriate for the case of human motion, where the underlying system is only marginally stable (there is a strong periodic component) and nonminimum phase. In fact, the body is a collection of inverted pendulums and the inverted pendulum is the prototypical example of nonminimum-phase system.
Thus, the models that we will consider are marginally stable, nonminimum phase of the form (1), with non-Gaussian input and output noises.
Goals and Contributions
For this class of models, we are interested in performing blind identification, that is, to infer the model M¼ : fA; C; x 0 ; qðÁÞg from a time series fyðt 1 Þ; . . . ; yðt n Þ; . . .g and then to perform classification by endowing the space of such models with a distance dðM 1 ; M 2 Þ. We wish to solve these tasks as much as possible without resorting to computationally intensive iterative optimization. Unfortunately, the current literature does not provide a solution to these tasks: most algorithms either assume minimum-phase stable models [8] or involve iterative optimization [9] , [10] . Similarly, model comparison is currently performed using spectral information [11] , [12] , Fig. 1 . Linearity and Gaussianity tests on 566 sequences of walking, running, jumping, hopping, climbing, and limping from the Carnegie Mellon University motion capture (CMU Mocap) data set. The motion is represented with 58 degrees of freedom (DOFs): Three coordinates for global position, three angles for global orientation, and 52 joint angles describing the body pose. The scalar test [3] is conducted independently once on each motion data component of each sequence. Here, for each DOF, we show mean and standard deviation of the results in error bar plots. (a) Probability that the bispectrum of the observed sequence is zero. Since this probability is very low, we can conclude that the bispectrum is nonzero and, thus, human motion data is non-Gaussian.
(b) Ratio of theoretical (assuming linearity and, hence, constant bicoherence) versus sample interquartile bicoherence ranges (in log scale). The distribution around zero of the log ratio suggests that the linearity hypothesis cannot be ruled out.
2. Deterministic inputs can be easily accounted for as a limiting case and will therefore not be considered here.
3. More precisely, the simple eigenvalues of A on the unit circle must correspond to unreachable components of the state (see later sections for more details).
[13] that does not consider phase information, inputs, or initial conditions. 4 Recent work using kernels to compare dynamical models [14] only considers the inputs if they are identical (in which case the distance depends only on the transient behavior) or if they are independent (in which case the distance is not affected by the input). Therefore, in order to accomplish our task of performing decisions in the space of models, we will have to make several contributions to the state of the art:
. Develop closed-form system identification algorithms (ID) for linear models with periodic modes, extending the work on subspace algorithms [8] . . Develop closed-form ID for nonminimum-phase models, extending [8] . . Develop closed-form blind ID of Hammerstein models with non-Gaussian inputs, extending the work in [4] . . Introduce a novel distance between models, which allows proper comparison of the input distributions. We will do so by using kernels, thus, extending the work in [14] . We will test our algorithms on the problems of human gait synthesis (ID) and recognition (distance).
. Along the way, we will point out relationships between our approach and traditional subspace ID, independent component analysis (ICA), kernels, and the problem of optimal transport and the associated Wasserstein distance.
Main Ideas
The space of dynamical models, even linear ones, is strongly nonlinear, and few attempts have been made to compute geodesic distances that would take the geometry of the space into account. More common is to define cord distances that do not come from a metric. The most recent example is the work of Vishwanathan et al. [14] that defines a kernel, that is, an inner product in the embedding space of the output time series, and uses that to define a distance. The kernel can be decomposed into a sum of terms, allowing the user to discount undesired elements (for example, input, initial condition, and so forth) from the distance. Unfortunately, in order to compare two models M 1 and M 2 , the method proposed in [14] requires knowledge of the joint density of the noises, that is, pðv 1 ; w 1 ; v 2 ; w 2 Þ, which is seldom available. The main idea of our method is to identify a model that generates the same output statistics (of all orders) of the original system but that has a canonical input that is strongly white and with independent components. Then, all the information content of the input is transferred to the model, which becomes nonlinear (Hammerstein). One can then proceed to define a kernel in a manner similar to [14] but extended to take into account the nonlinearity. This can be done by solving an optimal transport problem, which, given a finite amount of data, can be done in closed form.
Identification of the model can be conceptually broken down into steps. First, without loss of generality, we transform (1) in the following form:
Under our assumptions, the noise nðtÞ is temporally (strongly) white and its components are weakly independent (uncorrelated). Note that, in general, the system above is nonminimum phase. 5 This step shall be described in Sections 2 and 3. Then, we normalize this model to make the components of the noise strongly independent. This is equivalent to performing independent component analysis (ICA) nðtÞ ¼ DðtÞ, yielding a model of the form 
LINEAR MODELS FOR NON-GAUSSIAN STATIONARY PROCESSES
In this section, we introduce a linear dynamical system representation of stationary non-Gaussian processes with periodic modes. 6 We use the notationŷðtjt À 1Þ to denote the best (minimum variance) linear predictor of yðtÞ, given its past history fyðt À 1Þ; yðt À 2Þ; . . . . . .g [5] . It is well known (first part of Wold's decomposition theorem [15] , [16] ) that every stationary random process yðtÞ can be decomposed into two parts
4. The most common approach to perform classification is by comparing likelihoods of sequences, given the learned model parameters. In other words, to compare a time series "A" to a time series "B," one uses "A" to estimate a model and then measures how well such a model explains the data "B." This leads to the apparent paradox whereby classification performance degrades the more data become available. This effect is well known and several palliative measures such as rescaling schemes are available. However, this is just a symptom of the problematic generalization model that is implicit in this comparison: A class of motions is essentially a "sloppy model" with enough slack in the posterior to accommodate many time series. As the model becomes more and more precise, the class becomes a singleton, and all generalization ability is lost. Furthermore, likelihoods only provide a matching score that does not have the properties of distances and that does not allow us to endow the space of models with a probability measure that can be used, for instance, to develop a prior model via learning. We therefore forgo this approach altogether and seek for a more principled route to develop a proper distance between dynamical models.
5. The equation above is satisfied by many models that share the same second-order statistics. Later, we will show how we can select the one that best matches the higher order statistics present in the data.
6. The reader who is not interested in modeling periodic components can skip the rest of this section.
where y d ðtÞ is a purely deterministic (PD) process that can be predicted exactly as a linear combination of its past (that is, y d ðtÞ ¼ŷ d ðtjt À 1Þ), and y s ðtÞ is a purely nondeterministic (PND) process (or "purely stochastic" process; hence, the choice of subscript s), which is uncorrelated from y d ðtÞ, for which the one-step-ahead prediction error y s ðtÞ Àŷ s ðtjt À 1Þ is different from zero in mean square. From Wold's decomposition theorem [15] , the PND part 7 can be given an infinite moving average representation of the form y s ðtÞ ¼ P 1 ¼0 HðÞeðt À Þ, where HðÞ is a sequence of matrices such that Hð0Þ ¼ I, P 1 ¼0 kH ij ðÞk < 1, and eðtÞ is the innovation process eðtÞ¼ : y s ðtÞ Àŷ s ðtjt À 1Þ. eðtÞ is uncorrelated E½eðtÞe > ðsÞ ¼ 0 for t 6 ¼ s. Our tests in Section 5 suggest that for human gait data, the linearity assumption leads to a good approximation of higher order statistics as well. This induces us to postulate a decomposition of the same form
where Gð0Þ ¼ I, P 1 ¼0 kG ij ðÞk < 1, and nðtÞ is a strongly white (independent) process. Note that, in general, HðÞ need not be equal to GðÞ, as we shall discuss later. It is possible to show that the PD component y d ðtÞ can be represented as the superposition of (possibly infinitely many) sinusoidal signals. However, from a practical standpoint, we can assume that y d ðtÞ is the superposition of a finite number of sinusoids and, hence, can be represented for t > t 0 as the output of an autonomous system of state dimension n d
with the constraint that A d has simple eigenvalues on the unit circle. Without loss of generality, the pair ðA d ; C d Þ can be taken to be observable [17] . From the stationarity of y d , x d ðtÞ is also stationary, and
Since the choice of basis in the state space is arbitrary, one can choose it so that P d ¼ I. With this canonical choice, we have
showing that, in this particular basis, A d needs to be orthogonal. Similarly, it is possible to give a state space realization to the representation (7) ð11Þ where x d ðtÞ and x s ðtÞ are the deterministic and stochastic components of the state corresponding to (6) , and x 0 ¼ ½x
> is the initial condition. Notice that the only assumption that we have on the input process nðtÞ is that its samples are identically distributed and statistically independent.
Standard ID techniques provide the minimum-phase system estimate, that is, the one that has zeros inside the unit circle jðA À KCÞj 1. However, the minimum-phase assumption typically does not hold for articulated mechanical systems such as the human body [18] . We do not assume that the underlying model is minimum phase, and by exploiting the fact that data are not Gaussian, we use higher order temporal statistics to estimate a linear system of the form (11) (minimum or nonminimum phase) that best matches the observations.
Finally, similar to [19] , we extend the model (11) to include higher order spatial statistics by assuming the instant mixing model (4) for the input process nðtÞ ¼ DðtÞ. That is, nðtÞ is a linear transformation of the process ðtÞ whose components have non-Gaussian distributions q i and are both temporally and spatially statistically independent. Estimating the mixing matrix D and the i.i.d. processes i ðtÞ from nðtÞ is a standard ICA [20] , for which efficient learning algorithms exist [21] .
Our goal is that of finding optimal, in some sense, estimates of the parameters of the combined model ((2), (11) , and (4)), that is, the matrices A, K, and C, the initial state x 0 , the mixing matrix D, and the input distributions q i .
INFERENCE CRITERIA AND LEARNING ALGORITHMS
In order to estimate the parameters of the dynamical model (11) and the input distribution (4), we propose a two-stage learning approach. Our method differs from common blind deconvolution/system identification approaches in that it handles critically stable systems, that is, the system with poles on the unit circle. 8 Another main distinction from common gradientbased approaches such as [9] , [10] is that we do not require solving computationally expensive high-dimensional optimization problems with many local minima. We propose a noniterative suboptimal approach that provides a direct estimate in closed form. This approximate solution can also be used as an initial guess for any gradient-based learning algorithm if so desired.
First, we construct the set of linear systems M l ¼ fA; K l ; C; R l g, where l ¼ 1; Á Á Á ; L, that match the secondorder statistics of the data. This is known as the stochastic realization problem [7] . All models matching the second-order statistics share the same A, C matrices, which can be estimated by subspace indentification techniques [8] . Now, 7 . Usually, only zero-mean processes are considered (however, the sample mean can be thought of as a PD component and, hence, included in y d ðtÞ). (11) should not be confused with cointegrated models used in econometrics (see [22] for example), where the state components corresponding to eigenvalues on the unit circle are reachable, that is, are affected by the noise nðtÞ, implying nonstationarity of the output process yðtÞ.
Our model
we shall extend subspace techniques to handle the presence of PD components y d ðtÞ.
The set of matrices K l , R l , where l ¼ 1; Á Á Á ; L, can be obtained solving a Riccati equation once ðA; CÞ have been computed [23] . Then, for each system, we compute its inverse and use it to estimate the input process n l ðtÞ and the initial state x 0 from a realization of yðtÞ. An independence test based on higher order statistics of n l ðtÞ is used to select the system M l that best matches the observed process yðtÞ. Finally, the mixing matrix and the input distributions in (4) are estimated using an efficient ICA algorithm [21] .
Estimating Second-Order Statistics
Standard approaches to estimation of periodic signals corrupted by white noise, such as MUSIC [24] , ESPRIT [25] , and related algorithms [26] , [27] , discard nonperiodic modes. However, such modes are important in our application and, therefore, these algorithms cannot be applied directly. We claim that the standard subspace procedure can be modified so as to infer models of the form ( (2) and (11)). The methodology that we propose shall also provide a natural criterion to estimate the number of PD components. The procedure is composed of two steps. First, standard subspace identification [28] , [8] is applied to the signal yðtÞ as if there was no PD component. It is possible to show, but beyond the scope of this paper, that, under suitable assumptions and as the number of data grows, the algorithm guarantees a consistent estimate of the parameters of the minimum-phase system describing the data. However, with finite data, we get an estimate of the system matrices that, with an appropriate choice of basis T , are of the form
where, in general, neither
we adopt a second step to guarantee that both
In order to do so, we need to review the basic steps performed in subspace identification, which we shall modify to our purpose. Let us define Y t ¼ : 1 ffiffiffi N p ½yðtÞ; yðt þ 1Þ; . . . ; yðt þ N À 1Þ and
The number of columns N here depends on the number of data available. As discussed in [29] , subspace identification can be seen as a two-step procedure as follows:
1. Construct a basisX t for the state space via suitable projection operations on data sequences (Hankel data matrices). 2. Given (coherent) bases for the state space at time t ðX t Þ and t þ 1 (X tþ1 ), compute the least-squares solution toX
Since we do not need to modify the first step, we refer the reader to [28] , [29] for details. As for the second step, we need to solve it while enforcing the constraint that the estimated A matrix has n d eigenvalues 9 lying on the unit circle. In order to do so, we follow the steps:
1. Solve (13) in the least-squares sense, obtaining ðÂ;Ĉ;KÞ.
Compute the eigenvalue decomposition ofÂ and let
T be the change of basis. Estimate n d as the number of eigenvalues ofÂ that are "close" to the unit circle and whose corresponding eigenspace is "almost unreachable" 10 by using the input matrixK. Without loss of generality, we assume that the first n d elements of the state span this "almost" unreachable subspace so that, with this choice of basis, (12) holds withK d ' 0 and jðÂ d Þj ' 1. It is possible to devise theoretically sound statistical tests for performing this decision, extending recent results on the asymptotic properties of subspace estimators [30] , [31] , which go beyond our scope here. We only note that this corresponds to estimating the subspace of the state space that generates the PD components, including its dimension n d . In fact, with this choice of basis, the state matrixẐ t ¼ : T
À1X
t can be partitioned as follows: It is straightforward to show that solving the leastsquares problem (13) with this new choice of basisẐ t corresponds exactly to changing the basis in the estimated state matricesÂ,K, andĈ; that is,
where the subscript F denotes the Frobenius norm.
Note also that by using the fact that the rows ofÊ t are orthogonal to the rows ofẐ t , the problem of estimatingÂ T can be further simplified
Since, by construction (see (12) , (14) , and (15)),Â T has a block diagonal structureÂ T ¼ diagfÂ d ;Â s g, the matricesÂ d andÂ s can be obtained via
Therefore, with this choice of basis, we can decouple the identification of the PD and PND components, making it easier to introduce the constraints jðA d Þj ¼ 1 and
where the first and last equalities follow from the choice of basis, which guaranteesẐ
implies that A d needs to be an orthogonal matrix. This observation is the "sample version" of (9) for the second-order moments of x d ðtÞ. Therefore, we obtain the following matrix Procrustes problem:
which can be easily solved using the singular value decomposition ofẐ
4. The remaining system parameters are computed as follows:
a. Using the estimatedÂ c d of the previous step and C d from the block decomposition (12) , define an estimate of the "deterministic" observability matrix
Define also [28] . This prefiltering step, used to remove the PD component, is similar to the prefiltering step used in the orthogonal decomposition algorithm described in [34] , [35] . b. EstimateR l and ðK s Þ l by solving the Riccati equation, as described in [36] . 11 The index l refers to the different solutions of the Riccati equation.
The estimated (constrained) state matrices are then given byÂ
and noise variance E½n l ðtÞn > l ðtÞ 'R l . Without delving into details (see [36] for derivations), the discrete Riccati equation provides a finite number L of solutions corresponding to picking for each zero pair of the system (either the zero inside the unit circle or its conjugate reciprocal). This allows us to efficiently recover all the systems (11) generating the same second-order statistics of y s ðtÞ. Each solution l ¼ 1; Á Á Á ; L corresponds to a different factorization of the power spectrum S ys ðzÞ and is given by the same internal dynamics A and C but different input-related matrices fK l ; R l g. In the end, we have a set of candidate models M ¼ fA; K l ; C; R l g (11) that are parametric representations of the second-order statistics of the data. In order to choose among these the one that most closely matches the statistics of y s ðtÞ, we need to investigate higher order temporal dependencies.
Temporal Independence and Phase Estimation
In this section, we deal with the problem of estimating the phase of (11) , that is, selecting from a finite set of linear systems M l ¼ fA; K l ; C; R l g l ¼ 1; . . . ; L the one that best matches the temporal statistics of the process yðtÞ. Our approach is similar to the one proposed in [37] for scalar signals in that we use the inverse system M À1 l ¼ fA À K l C; K l ; ÀCg to estimate the white input n l ðtÞ. However, we cannot assume that the components of n l ðtÞ are independent; therefore, we cannot use a standard contrast function (for example, kurtosis or negentropy) 12 to select the best match, as done in [37] .
If we choose a model M l with phase structure different from the underlying true system, then we introduce higher order temporal correlations in the estimated input n l ðtÞ, which is equivalent to filtering the true input process nðtÞ with an all-pass filter. In this case, n l ðtÞ is still temporally uncorrelated, but its samples are no longer independent E½n l ðtÞn l ðsÞ > ¼ 0 pðn l ðtÞ; n l ðsÞÞ 6 ¼ pðn l ðtÞÞpðn l ðsÞÞ:
Therefore, the best model for the dynamics of the process yðtÞ is the one producing the input n l ðtÞ most temporally independent. We introduce a simple measure of temporal independence for white processes by using the third-order cumulant function, 13 which, for a zero-mean scalar process xðtÞ, is defined as follows:
It is easy to see that this function is symmetric, so it is sufficient to consider the nonredundant region 0 2 1 . If the 11 . The input-to-state matrix K is computed via the Riccati equation. Only the PND components enter in this calculation, whereas we forceK d ¼ 0 in the estimated model.
12.
A contrast function É allows discriminating a signal with independent components from its linear combinations by the property ÉðQnðtÞÞ ÉðnðtÞÞ 8 Q : QQ > ¼ I. Unfortunately, this cannot be used for selecting the most temporal independent among the candidate input processes n l ðtÞ.
13. Notice that we tacitly assume that the input distribution is not symmetric, as it is the case for human motion applications. Otherwise, the third-order statistics would be identically zero and it would be necessary to derive a temporal independence test from the fourth-order cumulants. samples xðtÞ are independent, then the third-order cumulant is a discrete impulse centered at zero Given a realization of xðtÞ, we can measure its temporal independence by using the normalized cross correlation between the sample third cumulant and the impulse function:
where, ideally, N ! 1, but, in practice, it is sufficient to take the sum for a small number of time lags. We can easily extend this independence score to a multivariate process x by taking the product of the scores computed independently on each component x k
Notice that deconvolving a nonminimum-phase system in order to recover the input is a nontrivial process. The zeros outside the unit circle in the original system M become unstable poles of the inverse system M À1 . Then, unless we resort to approximations (such as [38] ), the input signal cannot be computed in a causal fashion. In our application, we can afford to operate offline, so we perform exact inversion. In brief, we decompose the inverse system in causal and acausal parts by applying a similarity transformation that partitions A À K l C into stable and unstable components. Then, we run the causal part forward in time and the acausal part backward in time. We repeat this process for every system M l , and we pick the one that produces the input n l ðtÞ with the highest independency score (22) .
With the inverse system, we also estimate the initial state x 0 associated to the realization yðtÞ. For nonminimum-phase systems, in addition to the initial state x 0 , we obtain a final state x T , which is the initial value for the acausal part of the inverse system.
Estimating Spatial Statistics
Given the dynamical system M matching the dynamics of the gait process and the estimated i.i.d. input process nðtÞ, the last step is to use the higher order statistics to estimate the mixture model (4). This is a standard ICA problem, and several approaches have been proposed for its solution. We applied the CubICA algorithm [21] , which does not require manual tuning of parameters. It is based on joint diagonalization of third-and fourth-order cumulants.
The output of the ICA algorithm is the invertible mixing matrix D. We can recover the original signal ðtÞ (up to sign and permutation ambiguities) by
It is important to notice that the recovered input (23) matches the true input process (4) up to a sign ambiguity (we obtain the same yðtÞ if we multiply each input i ðtÞ and the corresponding ith column of D by À1) and an arbitrary permutation of its components. We will consider these ambiguities later when we define kernels for input processes.
Since ðtÞ has independent components i ðtÞ, its statistics is completely specified by the marginal densities q i , approximated here by their sample histograms.
KERNELS FOR LINEAR SYSTEMS
In this section, we will define kernels for dynamical systems of the form ( (3) and (4)) with input ðtÞ 2 IR m , state xðtÞ 2 IR n , and output yðtÞ 2 IR m . Here, we only assume that the input is a unit-variance i.i.d. stationary process with independent components. In the next section, we will complete the model ( (3) and (4)) to include the higher order statistics of the process yðtÞ by explicitly representing the distribution of the input components i ðtÞ.
Given two models, fA; B; C; D; x 0 g and fA 0 ; B 0 ; C 0 ; D 0 ; x 0 0 g, and the unit-variance inputs ðtÞ and 0 ðtÞ, we obtain the following outputs yðtÞ and y 0 ðtÞ:
If the inputs are Gaussian or if they have the same higher order statistics, then one can define kernels between models (25) by assuming the same input 0 ðtÞ ¼ ðtÞ:
This allows computing the correlation matrix AE between yðtÞ and yðtÞ 0 by marginalizing over the common noise ðtÞ 
AE½fA; B; Cg; fA 0 ; B 0 ; C 0 g¼ :
The correlation on the initial state (28) can be computed following [14] :
The correlation on the measurement noise (29) is
where U¼ : E ½ 0 ðtÞðtÞ > and since we assume the same (25) unit-variance input (4), we have U ¼ I. Later, we will use the input correlation matrix U to include the effect of the higher order statistics of the input distributions. The correlation on the state noise (30) is
Then, from the output correlation matrix (26) 
where, without loss of generality, detW ¼ 1. Using the Binet-Cauchy theorem on compound matrices, in [14] , it is shown that functions of the form (35) are dot products in an embedding space, and they define positive definite kernels. The trace kernels (34) provide some advantages with respect to the determinant kernels (35).
14 There is also an interesting connection between trace kernels and the H 2 norm for linear systems commonly used in optimal control. 15 Given the autonomous system M ¼ fA; C; x 0 g, consider the single-input, multiple-output linear system M ¼ fe À 2 A; x 0 ; C; 0g. 16 It is easy to see that the trace kernel k t ðM; MÞ is the squared H 2 norm ofM k t ðfA; C; x 0 g; fA; C; x 0 gÞ ¼ kfe 
This is a crucial ingredient to perform classification in the space of dynamical models.
Initial-State Alignment
Consider the case of two sequences generated by the same periodic process, observed with a phase delay . By using any identification algorithm, we will estimate two systems, fA; C; x 0 g and fA 0 ; C 0 ; x 0 0 g, that, although representing the same signal, have very different initial states and, consequently, exhibit little similarity according to the kernels defined on the initial state correlation (28) . Thus, in order to make the kernels invariant to delays, we introduce an alignment process that evolves the initial states x 0 and x 0 0 for and 0 ! 0 steps, respectively, so that the kernels ( (34) and (35) 
where T & IN 2 is the set of delays that we want our kernels to be invariant to. Unfortunately, (37) is a system of exponential equations for which, to the best of our knowledge, no closed-form solution is available.
Given that, in many applications, the period of dominant modes is short, we can afford to solve (37) by exhaustive search. Assuming that the aligning delay is not greater than T , we search for the maximum of (37) in the following set of 3T þ 1 delays T ¼ fð0; 0Þ; ð1; 0Þ; Á Á Á ; ðT ; 0Þ; ð0; 1Þ; Á Á Á ; ð0; T Þ; ð1; 1Þ; . . . ; ðT ; T Þg: ð38Þ When ¼ 0, the symmetric delays ¼ 0 > 0 can be omitted. They are, however, required in the general case in order for (37) to be a positive kernel.
Kernels for Arbitrary Input Distributions
In this section, we will introduce the ingredient of our approach, a kernel between arbitrary i.i.d. processes. Given a scalar random variable x with density function p and cumulative distribution function F : IR7 !½0; 1
we can use the quantile function F À1 (that is, the inverse of the distribution function) to transform a uniform variate u 2 U ½0; 1 into a random variable distributed according to F u 2 U ½0; 1 ! F À1 ðuÞ $ pðxÞ:
Thus, we can define a kernel between pairs of (scalar) random variables x and x 0 having distributions F and F 0 as the correlation between the two random variables obtained by applying the same uniform u to the quantile functions F 14. First, they allow for more efficient computations in the case of highdimensional data since they can be computed from an n Â n matrix derived from the dot product (34) instead of the determinant kernel, which needs to use the high-dimensional correlation matrix (27) (see [14] for details on calculations). When the measurements yðtÞ are images, trace kernels are indeed the only computationally doable option. Another advantage of trace kernels, compared to determinant kernels, is that they do not introduce ambiguities on the sign of the correlation. For example, if yðtÞ has an even number of independent components, and y 0 ðtÞ ¼ ÀyðtÞ, then the determinant kernel will give the same score as when the two processes are the same, whereas the trace kernel correctly identifies their negative correlation. Finally, the linearity of trace kernels allows decomposing the final result as the sum of the single contributions, that is, the initial state evolution (31) and input distribution ( (32) and (33)). 15. The H 2 norm of a stable system is defined as the Frobenius norm of its impulse response.
16. That is, with the "B" matrix equal to x 0 , and the "D" matrix equal to zero.
Consider the linear manifold 17 H of random variables with zero mean and finite variance defined on the same probability space ð; F ; P Þ. It is well known [15] that H can be made into a Hilbert space introducing the inner product hx; x 0 i¼ : E½xx 0 . Then, (41) is a dot product and, consequently, a positive definite kernel. The distance induced by this kernel
is known for probability distributions as Wasserstein, Mallows, or Ornstein distance [39] , [40] . It is more generally defined for two (possibly multidimensional) probability densities P and Q as
where the infimum is taken over all the joint densities J that have marginals equal to P and Q. This distance represents the solution to the Monge-Kantorovich mass transfer problem and can be interpreted as the minimum amount of work that is required to transport a mass of soil with distribution P to an excavation having distribution Q. For discrete distributions, the Wasserstein distance is equivalent to the Earth mover's distance, commonly used for measuring texture and color similarities.
From (42) 
The kernel (44) can be extended to multivariate processes. Given an i.i.d. process ðtÞ 2 IR m with independent components, it can be modeled as the output of its m quantile functions F À1 i to m independent uniform processes u i ðtÞ, that is, ðtÞ ¼fðuðtÞÞ, where fðuðtÞÞ ¼ ½F 
If the processes ðtÞ and 0 ðtÞ are inputs to a linear model of the form (2), then the permutation represents the inherent ambiguity of the model, since we can obtain equivalent systems by rearranging the input elements i ðtÞ and the columns of the mixing matrix D. A direct consequence of this ambiguity is that the order in which the input components are recovered by the ICA algorithm is arbitrary. Additionally, there is a sign ambiguity; that is, we can change the sign of any i ðtÞ and of the corresponding ith column of D (see Section 3.3).
By using (45), we can compute the correlation matrix U between vector processes ðtÞ and 0 ðtÞ with correspondences as follows: 
where we use the absolute value of the correlation between input components to resolve the sign ambiguity. This is a symmetric positive function of the input distributions and therefore is a positive definite kernel [41] . If the correspondences are unknown, then we can compute the optimal trace matching t as the solution to the maximumweight assignment problem defined by the m Â m Gram matrix K ¼ ½jkð i ðtÞ; 
which is a pointwise product of kernels and, so, is a kernel [41] . In this case, the optimal matching d is the solution to the assignment problem defined by the log-kernel matrix K log ¼ ½log jkð i ðtÞ; 
The optimal matching problems ( (48) and (50)) can be solved in Oðm 3 Þ by using the Hungarian algorithm [42] . We use these results to extend the kernels between linear systems ( (34) and (35)) to include the effect of the input distributions. To do so, we apply the correlation matrix UðÞ given in (46) in the calculation of the matrices for measurement noise AE½D; D (32) and state noise AE½fA; B; Cg; fA 0 ; B 0 ; C 0 g (33) . For trace kernels (34), we apply the correlation Uð t Þ corresponding to the optimal assignment t solution to the additive matching problem (48). For determinant kernels (35), we apply Uð d Þ from the solution d to the multiplicative assignment problem (50).
EXPERIMENTS
In this section, we first validate the models introduced by using empirical tests. We show that human gaits are well modeled by linear systems with non-Gaussian input distributions. We then illustrate the generative power of these models and finally use them to perform recognition of dynamical models learned from time series data.
Linearity and Gaussianity Tests
We conducted simple tests for Gaussianity and linearity based on third-order temporal statistics [3] . Let cum 3y be the third-order cumulant of the stationary scalar process yðtÞ. The bispectrum S 3y is defined as the two-dimensional Fourier transform of the cumulant
The bicoherence bic 3y ðf 1 ; f 2 Þ of yðtÞ is defined as
where S 2y ðfÞ is the power spectrum of yðtÞ. If yðtÞ is Gaussian, then its bispectrum is zero S 3y ðf 1 ; f 2 Þ 0 and the squared sample estimate of the bicoherence jbic 3y ðf 1 ; f 2 Þj 2 is a central chi-square random variable. A simple chi-square test can then be devised to check for Gaussianity [3] . Additionally, the bicoherence can be used to test for linearity. If yðtÞ is linear and non-Gaussian, that is, there exists some i.i.d. signal nðtÞ such that (7) holds, then bic 3y ðf 1 ; f 2 Þ is a nonzero constant and a test based on the comparison between sample and theoretical interquartile ranges of the corresponding chi-square distribution can be derived [3] .
We applied these tests to a data set of 566 sequences of human gaits from the CMU Mocap data set [43] . Each motion component is treated separately as a scalar process, and in Fig. 1 , we show the aggregated results, which can be interpreted as follows:
. bic 3y ðf 1 ; f 2 Þ is nonzero, with near-one probability;
hence, human motion data are non-Gaussian processes. . Estimated and theoretical bic 3y ðf 1 ; f 2 Þ interquartile ranges are quite close; therefore, the linearity hypothesis cannot be rejected. This validates our choice of using linear non-Gaussian process to model human gaits. 
Linear Models for Synthesis
The goal of this set of experiments is to validate the proposed models in synthesizing human motion. Given a motion sequence, we apply the learning algorithms in Section 3 to estimate the parameters of our linear non-Gaussian models (5) and then use the inferred models to synthesize new motions. To demonstrate the flexibility of our approach, we apply it to three representations of human motion:
. Video: images from a sequence of a moving person, centered and scaled on the moving body. . Markers: 3D marker positions from Mocap. . Angles: joint angles describing the pose of an articulated 3D human body model, also from Mocap. In these experiments, we use two publicly available data sets: the CMU Mocap [43] and the CMU mobile of body (Mobo) data sets [44] . We show results for . Video: fast walking sequence (340 frames), with directory moboJpg/04002/fastWalk/vr03_7 in the CMU Mobo data set. The images have been scaled to 128 Â 128 pixels and converted to 8-bit gray scale. . Markers: walking sequence 02_{0}1.c3d from CMU Mocap, consisting of 343 frames describing the 3D positions of 41 markers attached to the subject body. . Angles: sequence 02_01.amc from CMU Mocap (same as above). This time, motion is represented as 52 joint angles of a skeletal model plus 6 DOFs for the reference frame. The first step is to remove mean and linear trends from the original data. This is necessary, given that our models represent zero-mean stationary processes. The best linear fit is removed from 3D position data, whereas in body joint angles and image data, no significant linear trend is observed, and so, only the mean is subtracted. For synthesis, mean and linear trends are added back to the output sequence produced by the learned model to give the final motion.
A second preprocessing step consists in applying principal component analysis (PCA) to reduce the dimensionality of the observations. This step is not required theoretically but necessary in practice, since we are dealing with short realizations (few hundred frames) of high-dimensional processes. For the Mocap data, we verified experimentally that eight PCA bases are sufficient to synthesize sequences that are perceptually indistinguishable from the original. For image data, the required dimensionality is higher. In the sequence shown here, we use 16 components. Synthesis results for models learned from the Mocap data, both for marker positions (first three rows) and joint-angle representations (last three rows). For each group, the first row shows the original sequence, the second row displays the synthesis obtained with the minimum phase system, and the last row shows the synthesis from the optimal nonminimum-phase system. The better fidelity of the nonminimum-phase synthesis can be better appreciated from the movies at http://www.cs.ucla.edu/~bissacco/dynamicICA, especially at ground contacts.
Given a low-dimensional motion sequence yðtÞ, we use the subspace ID algorithm in Section 3.1 to estimate the set of models M l ¼ fA; K l ; C; R l gl ¼ 1; Á Á Á ; L representing the second-order statistics of the observed process. For estimating the state sequence (13), we adopted the algorithm described in [8, p. 131] . We determined experimentally the dimensions ðn d ; n s Þ of the deterministic and stochastic components of the process to be (8, 8) , (6, 6) , and (6, 6), respectively, for the video, marker, and angle motion data sequences. Then, by using the closed-form equations derived in 3.1 of the Appendix, we obtain the matrices estimatesÂ d ,Â s ,Ĉ s ,Ĉ d , G s , andÃ s . By solving the Riccati equation [36] , we obtain the set of inputrelated matrices K l and R l generating the same second-order statistics of yðtÞ. In our experiments, we noticed that zeros with very small norm undermine the robustness of the subsequent deconvolution step. We overcame this problem by introducing a threshold on the minimum norm of reflected zeros (here set to 0.1). The threshold also helps in pruning the number of combinations to be considered, typically giving two to eightfold reductions.
For each candidate model M l ¼ fA; K l ; C; R l g, we use its inverse M À1 l to deconvolve the process yðtÞ and recover the white input n l ðtÞ and the initial state x 0 . Then, for each input sequence, we compute the third-order temporal independence score ðn l Þ (22) (setting N ¼ 10) and select the model Ml that provides maximum independencel ¼ arg max l ðn l Þ. In Fig. 2 , we show the independence scores for the candidate models computed from the three test sequences. We see that the minimum phase model is never the most temporally independent, thus providing further evidence that human dynamics is not minimum phase.
The last inference step is the estimation of the mixing matrix D and the input component distributions q i . As described in Section 3.3, D is estimated using a standard ICA algorithm [21] , whereas the input distributions q i are represented by sample histograms. Fig. 3 shows some component distributions estimated from the data sequences.
Once we have the parameters fÂ;B;Ĉ;D;x 0 g of the linear model (3) and the distributions q i of the input components i , we can generate a new sequence with the same temporal and spatial statistics of the original motion. We start by setting xð0Þ ¼x 0 . Then, for t ¼ 1; Á Á Á ; T . form ðtÞ by independently drawing i ðtÞ $ q i ð i Þ, . apply the input ðtÞ to the linear system (3) to obtain the synthetic output yðtÞ, . apply the PCA basis to lift the generated signal yðtÞ to the measurement space, and . add mean and linear trends back to obtain the final motion. In Fig. 4 , we show some sample frames of synthesis for the Mocap data (both marker positions and joint angles) from minimum-phase and optimal nonminimum-phase systems. As expected, motion produced by the nonminimum-phase model is perceptually closer to the original.
For video sequences, the low quality of the synthetic images due to the linear PCA projection does not allow visually appreciating the difference between outputs of minimum-and nonminimum-phase models. However, as we show in Fig. 5 , correctly representing periodic modes and non-Gaussian statistics allows largely outperforming the results obtained with standard Gaussian linear models such as "dynamic textures" [45] .
Kernels for Gait Recognition
In this section, we present results on the applications of the proposed kernels for non-Gaussian systems (34) to the problem of classifying human gaits. These experiments are based on the CMU Mobo data set [44] . The goal is to identify the four classes of walking motions (normal walk, fast walk, walk with ball, and walk on inclined treadmill) performed by Fig. 5 . Comparison between our non-Gaussian linear models and standard Gaussian autoregressive moving average (ARMA) models (dynamic textures [45] ). We set the dimension of the state in both systems to 16 , assigning in our model n d ¼ 8 components to the periodic part and n s ¼ 8 components to the stochastic part. The first row shows original sequence after PCA projection, the second row displays corresponding frames produced by a dynamic texture model, and in the last row is the output of our model. These few frames are sufficient to show the ability of our model to deliver better quality in the synthesis (notice how images are less blurry and more synchronized with the original as compared to dynamic textures), thus validating the importance of explicitly representing periodic modes and high-order statistics. See also the entire movies at http://www.cs.ucla.edu/~bissacco/ dynamICA. the 24 subjects in the data set. We use only the sequences taken from the same viewpoint (camera vr03 7). Each sequence is 340 frames long.
Directly modeling gait video sequences by using linear systems of the form (5) is a viable approach to synthesis but does not yield satisfactory results for recognition problems. It is necessary to derive a representation that is insensitive to changes in background, illumination, and appearance of the subject performing the motion, and a simple choice is binary silhouettes of the moving body. We used the ones provided in the Mobo data set, obtained by simple differencing with a background image followed by thresholding. Given that the extracted silhouettes are rather noisy (in particular, in the inclined-walk sequences, large parts of the treadmill are labeled as foreground), we derive a set of coarse features providing a robust description of the shape. After evaluating several alternatives including PCA projection and Hu moments, we found that the projection features proposed in [46] are robust and effective representations for human silhouettes.
In Fig. 6 , we show a sample image from background subtraction and the corresponding representation with the projection features. Given a binary silhouette, the projection features encode the distance of the points on the silhouette from lines passing through its center of mass. The bounding box of the silhouette is divided uniformly in 2n regions, n to each side of the projection line, and for each region, the average distance from the line is computed. In our experiments, we used two lines (horizontal and vertical) and n ¼ 8 features on both sides for a total of 32 components (Fig. 6) .
On the feature trajectories extracted from a video sequence, we apply the proposed learning algorithm to estimate the parameters of the linear non-Gaussian model (5) . As before, in order to obtain better estimates, it is advisable to reduce the dimensionality of the data by PCA projection: here, we use m ¼ 8 components. The parameters of the learned models are n d ¼ 8 components for the deterministic part and n s ¼ 4 components for the stochastic part. We observed that in this case, the effect of phase is marginal. This may be due to the coarseness of the representation, which masks the fine discriminative power of the higher order temporal statistics.
Once a set of model parameters fA; B; C; D; x 0 ; q 1 ; Á Á Á ; q m g are estimated from each sequence in the data set, we can apply the kernels ((34) and (35) ) to measure similarity between models. In these experiments, we used the trace kernels, which offer computational advantages over determinant kernels and allow separating the effects of the stochastic and periodic components.
First, we investigate the effects of the proposed alignment of initial conditions on the performances of kernel in matching gait processes. Aligning the initial states proves to be particularly effective when the correction is restricted to the periodic part of the model fA d ; C d ; x 0;d g. In Fig. 7 , we compare the standard trace kernel on the initial condition correlation (31) (as in [14] ) to the aligned kernel, as defined in (37), with maximum delay T ¼ 20 (38) . We can see how the aligned kernel provides a similarity measure that is insensitive to delays, whereas the standard kernel exhibits a periodic behavior.
For each learned model pair in the data set, we then proceed to compute the full trace kernels (34) . These are made of two terms: the similarity between the deterministic part of the systems encoded in periodic components and aligned initial states (37) and the matching between the stochastic parts, represented by kernels between input statistics ((32) and (33)). In Fig. 8a , we plot the confusion matrices showing the distances (36) between learned models defined by initial-state trace kernels and in Fig. 8b , the full trace kernels, including input distributions. It is evident that the inclusion of the stochastic part modeled by the input statistics improves the gait discrimination performances, visible by the block diagonal structure of the corresponding confusion matrix and the higher number of same-gait nearest neighbor matches. Fig. 6 . Sample silhouettes and associated shape features. First and fourth columns show some sample background subtraction frames from the gait data set [44] : walking with ball, normal walk, fast walk, and inclined walk. Superimposed to the binary silhouette, we plot the bounding box (red) and the horizontal and vertical lines passing through the center of mass used to extract the features. In columns (2, 5) and (3, 6) , we show the features obtained by computing the distance of the points on the two sides of the silhouette to, respectively, the vertical and horizontal lines, discretized to n f ¼ 8 values. Fig. 7 . Standard versus aligned kernels on initial conditions. Here, we show the kernel distances between a model learned from a segment of a walking sequence and the set of models learned form the following segments of the same sequence. The x-axis denotes the time delay between the two sequences, whereas on y, we plot the kernel distances, both for the standard (31) (dashed line) and aligned (37) (solid line) kernels, where the latter are computed with maximum delay T ¼ 20 (38) . We see how periodic bias present in the standard kernel practically disappears when using the aligned kernel.
We have proposed modeling human gaits by using linear dynamical models driven by non-Gaussian input processes. To faithfully capture the phenomenology of human motions, such models must be allowed to be marginally stable (that is, to have periodic components) and nonminimum phase (that is, to behave like inverted pendulums). Because the state of the art in learning models for time series does not address this class, we have provided extensions to existing system identification algorithms to learn the model parameters. Furthermore, we have proposed a technique for endowing such a class of models with a cord distance, extending prior results on kernels between dynamical systems. We have validated our choice of models empirically with linearity and Gaussianity tests and phenomenologically by showing that synthetic sequences generated from the models faithfully capture the statistics of human motion. Finally, we have used the distance to perform classification of human gaits on benchmark data sets. (5) and then measure the distance between models by the trace kernels. In (a), we show results by using kernels on initial states only. In (b), we display the confusion matrix obtained from the trace kernels that include the effect of the input (34) . For each row, a cross indicates the nearest neighbor. It is clear how the additional information provided by the input statistics results in improved gait classification performances: We have 17 (17.7 percent) nearest neighbors mismatches (that is, closest models that do not belong to the same gait class) by using the state-only distance but only 9 (9.3 percent) with the complete trace kernel distance.
