Abstract. In this paper we address a method of source separation in the case where sources have certain temporal structures. The key contribution in this paper is to incorporate Gaussian process (GP) model into source separation, representing the latent function which characterizes the temporal structure of a source by a random process with Gaussian prior. Marginalizing out the latent function leads to the Gaussian marginal likelihood of source that is plugged in the mutual informationbased loss function for source separation. In addition, we also consider the leave-one-out predictive distribution of source, instead of the marginal likelihood, in the same framework. Gradient-based optimization is applied to estimate the demixing matrix through the mutual information minimization, where the marginal distribution of source is replaced by the marginal likelihood of the source or its leave-one-out predictive distribution. Numerical experiments confirm the useful behavior of our method, compared to existing source separation methods.
Introduction
Source separation assumes that multivariate observation data x t = [x 1,t · · · x n,t ] ⊤ (x i,t represents the ith element of x t ∈ R n ) are generated by
where A ∈ R n×n is the mixing matrix and s t = [s 1,t , . . . , s n,t ] ⊤ is the source vector whose elements are assumed to statistically independent. Source separation is an unsupervised learning task, the goal of which is to restore unknown independent sources s t up to scaling and permutation ambiguities, without the knowledge of the invertible mixing matrix A, given a set of data points, {x t } N t=1 . In other words, source separation aims to estimate a demixing matrix W such that W A = P Λ is a transparent transform, where P is the permutation matrix and Λ is an arbitrary invertible diagonal matrix.
Various methods for source separation have been developed (for example, see [1] and references therein). Two exemplary independent component analysis (ICA) methods might be Infomax [2] and FastICA [3] where only spatial independence is exploited, assuming that sources follow non-Gaussian distributions.
Infomax is indeed maximum likelihood source separation where sources are latent variables that are treated as nuisance parameters [4] . In cases where individual source is temporally correlated, it is well known that second-order statistics (e.g., time-delayed correlations) is sufficient to achieve separation. SOBI [5] is a widely-used algebraic method where a set of several time-delayed correlation matrices of whitened data is jointly diagonalized by a unitary transform in order to estimate a demixing matrix. Alternatively, a linear latent function of parametric form (e.g., auto-regressive (AR) model) was often used as a source generative model in order to characterize the temporal structure of sources [6] [7] [8] . In such cases, parameters involving AR source generative models should be estimated in learning a mixing matrix or a demixing matrix.
Gaussian process (GP) model is a nonparametric method, which recently attracts extensive interests in machine learning. For a recent tutorial, see [9, 10] with references therein. In this paper we use a GP model to characterize the temporal structure of a source, representing the latent function (which relates the current sample of source to past samples) by a random process with Gaussian prior. The marginal likelihood of source is Gaussian, which is computed by integrating out the latent function. We incorporate the GP source model into source separation based on the mutual information minimization, modeling the probability distribution of source by the marginal likelihood of source in the mutual information-based loss function. Alternatively, we also consider the leave-one-out (LOO) predictive distribution, instead of the marginal likelihood of source, in the same framework. We use a gradient-based optimization to estimate the demixing matrix, through the mutual information minimization, where the marginal likelihood of source or LOO predictive distribution of source is used to model the marginal entropy of source.
GP Models for Sources
The latent function f i (·) relates the current sample of source s i,t to past p samples, leading to
where
is a collection of past p samples and ǫ i,t is the white Gaussian noise with zero mean and unit variance, i.e., ǫ i,t ∼ G(ǫ i,t ; 0, 1). In the case of linear AR model, the latent function is parameterized by
where h i,τ are AR coefficients. GP model represents the latent function f i (·) by a random process with Gaussian prior, unlike AR model employs the parametric form (3). We place a GP prior over the function f i (·), i.e.,
where k s
is a covariance function. We use the squared exponential covariance function, i.e.,
where λ i is a length-scale hyperparameter. We refer to the source generative model (2) with GP prior (4) as GP source model. The GP source model follows the standard GP regression in which s
⊤ is a collection of responses and S i = s
is a set of regressors.
We define the vector f i ∈ R N as
. Then the likelihood of source i is given by
where I N is the N × N identity matrix. Then the marginal likelihood of source i is obtained by integrating the likelihood times the prior
where the prior is given by (4),
where K i is a N × N matrix whose (u, v)-element is given by
The log of the marginal likelihood, denoted by log p
We also consider the LOO predictive distribution which is Gaussian:
where s
] denotes all samples of source i but s i,t . The LOO predictive mean µ i,t and variance σ 2 i,t are given by
Thus the log of LOO predictive distribution is of the form log p
The log LOO predictive distribution (10) is often referred to as log pseudolikelihood that is an approximation of the log marginal likelihood (8) [11] . The marginal likelihood or LOO predictive distribution is used to learn hyperparameters in GP regression. We use the marginal likelihood or the LOO predictive distribution as an estimate of the source distribution which is required in the source separation based on the mutual information minimization. It is known that the LOO predictive distribution is more robust to model mis-specification, compared to [12, 10] . The model mis-specification occurs when the model assumption is not suitable to describe the observation data. In the case of source separation using GP models, the model mis-specification might arise when inappropriate model order p is chosen or the selected kernel function is not suitable. The marginal likelihood represents the probability distribution of source given a certain model assumption, so it might be affected by the model mis-specification. Fortunately the aim in this paper is to estimate a demixing matrix for source separation rather than to estimate hyperparameters for source model fitting. Thus, the mis-specification problem is not critical in source separation. This issue is investigated through experiments (see Sec. 5.3).
Source Separation with GP Models
In this section we present the main contribution of this paper, developing methods which incorporate the GP source model (illustrated in Sec 2) into source separation based on the mutual information minimization.
Let us consider the demixing model:
where W ∈ R n×n is the demixing matrix. The goal of source separation is to learn the demixing matrix W such that y t = P Λs t , i.e., W A is a transparent transform.
Sources are assumed to be mutually independent, which satisfies
The factorial model (12) leads to the mutual information-based risk R(W ) that is of the form
where L(W ) is the loss function. The risk (13) is nothing but the normalized Kullback-Leibler divergence between the joint distribution p y 
Taking this into account, the loss function L(W ) is given by
N is omitted since it does not depend on W . Now we use the log of the marginal likelihood (8) or the log of LOO predictive distribution (10) as an substitute to log p i y ⊤ i,1:N in the loss function (15) . In the case of the marginal likelihood, the loss function becomes
where 1 2N log 2π (which does not depend on W ) is left out. In (16), Σ i = K i +I N is computed using y i,t which is the estimate of s i,t , i.e.,
We use a gradient-based optimization to find a solution which minimizes (16) . In order to compute the gradient, we first define
where the derivative of the covariance matrix K i w.r.t w k,l (which is the (k, l)-element of the demixing matrix W ) is computed as
where δ i,k is the Kronecker delta, w i,: represents the ith row vector of W , and
With this definition, the gradient of (16) w.r.t w k,l is determined by
The hyperparameters λ i can also be learned through minimizing the loss function and the gradient w.r.t them can be easily computed. However, here we fix them as constant values and learn only demixing matrix. Empirical results show that the performance does not much depend on the values of hyperparameters (see Fig. 1 (a) ).
In a similar manner, we also consider the log of LOO predictive distribution (10), leading to the following loss function
The gradient of (20) w.r.t w k,l is calculated by
The derivative (21) is easily derived based on the derivative of the log of LOO predictive distribution for single regression problem (see Chap. 5 in [10] ). Throughout this paper, we refer to source separation methods based on the minimization of (16) and (20) as GPSS-ML and GPSS-LOO, respectively.
Implementation Issues
Our loss function (16) or (20) involves the matrix inversion (Σ −1 i ), which requires high computational complexity and is often numerically unstable. As in kernel methods, we use Cholesky decomposition instead of the direct inversion of Σ i . For example, in (17) , α i is calculated by solving the following linear systems
where L i be the lower-triangular matrix in the Cholesky decomposition of Σ i . Furthermore, the log of the determinant of Σ i is easily calculated through
A widely-used method to approximate the kernel matrixK i is the Nyström method where we choose M < N landmark points and use only the information
, denoted by K i , takes the form
In addition, other approximation methods include subset of regressor (SoR) [14] , projected process (PP) [15, 10] , and sparse Gaussian process (SGP) using pseudo-input [16] . A unifying view of such approximation methods is given in [17] . In this paper we only consider the marginal likelihood of y ⊤ i,1:N (the LOO predictive distribution is not considered in approximation methods). In our case, all those approximation methods (SoR, PP, SGP, Nyström) lead to the same approximation of the marginal likelihood that is of the form log p(y i,1:
where K i is the approximation of K i , given in (22). Depending on approximation methods, only Λ i is different. In the case of SoR, PP and Nyström, we use
Plugging (23) into the loss function (16) leads to two different approximations: (1) GPSS-ML-Nyström (where SoR, PP, or Nyström is used for approximation); (2) GPSS-ML-SGP. With a low-rank approximation where
where Q ∈ R N ×M and M ≪ N ), the following relations are useful in saving computational load:
where calculations are done with lower dimension M .
Numerical Experiments
We present three empirical results with comparison to FastICA, Infomax, and SOBI, in cases where: (1) sources are nonlinear time series; (2) sources have similar spectra; (3) sources do not match the model assumptions. In all experiments, we evaluate the performance of algorithms considered here using the following performance index (PI)
where g i,j is the (i, j)-element of the global transformation G = W A. When perfect separation is achieved, PI=0. In practice, PI < 0.005 gives good performance. We conduct 20 independent runs for each algorithm with different initial conditions and report the statistical quantity of PI, i.e., box-plot of PI of each method and the average of value of PI. For SOBI, we use 10 different time-delayed correlation matrices to estimate the demixing matrix.
Experiment 1
We use two nonlinear time series as sources to generate x t . One source is Santa Fe competition laser and the other source is Mackey-Glass M G 30 . In this case, our method and SOBI successfully achieve separation, while FastICA and Infomax have difficulty in separating out those two nonlinear time series (see Fig. 1 ). In principle, length-scale hyperparameters {λ i } can also be learned. However, pre-specified values of hyperparameters provide satisfactory results as well. Exemplary empirical result is shown in Fig. 2 (a) where PI of our method is evaluated with respect to λ = λ 1 = · · · = λ n varying over [4, 100] . The model order p determines how many past samples of source are used to calculate the covariance function. Fig. 2 (b) shows the PI of our method with respect to different values of p, where p ≥ 5 gives quite a good performance. In the rest of experiments, we use λ = 50 and p = 5. 
Experiment 2
We use two independent colored Gaussian sources and one music signal whose distribution is close to Gaussian to generate the observation data. Two colored Gaussian sources are generated by AR models, the coefficients of which, h i {h i,τ }, are given by Certainly FastICA and Infomax do not work in this case, since sources are Gaussian. With randomly generated Gaussian innovation sequences, we chose the case where power spectra of two colored Gaussian sources are similar each other (see Fig. 3 ). In such a case, the performance of SOBI degrades, while our method still retains satisfactory performance (see Fig. 4-(a) ). In this experiment we set M = N/6. 
Experiment 3
Fig . 2 (b) shows that the performance of our methods (GPSS-ML and GPSS-LOO) does not vary much in the case for overestimating p. In Experiment 3, we consider the case where we underestimate the model order p which determines how many past samples are taken into account in calculating the covariance matrix. We generate two synthetic colored Gaussian sources using linear AR models of order 20 (see Fig. 5 (a) ). The case for underestimating p can be viewed as a model mis-specification. GPSS-ML and GPSS-LOO are compared in this case where p = 5 is used in computing K i . The marginal likelihood represents the probability of a source given the assumption of the model. In contrast, the LOO value given an estimate for the predictive distribution whether or not the assumptions of the model may be fulfilled. In this sense Wahba has argued that the LOO-based method should be more robust against the model mis-specification [12] . In our experiment, GPSS-LOO gives slightly better performance than GPSS-ML (see Fig. 5 (b) ), although the performance difference is negligible. 
Conclusions
We have presented methods of source separation where we use GPs to model the temporal structure of sources and learn the demixing matrix through the mutual information minimization. The marginal likelihood of source or the LOO predictive distribution was used to model the probability distribution of source, leading to two different source separation algorithms (GPSS-ML and GPSS-LOO). Approximation methods (such as Nyström and SGP) were also used, leading to GPSS-ML-Nyström and GPSS-ML-SGP. Compared to source separation methods where a parametric method (e.g., AR model) was used to model the temporal structure of sources, our method is more flexible in the sense that: (1) sources are allowed to be nonlinear time series; (2) it is not sensitive to the model order mismatch. Compared to SOBI, our method successfully worked even in the case where sources have similar power spectra. The computational scalability in our current method is not as good as existing methods. Although we have applied several approximation methods for marginal likelihood, our method is limited to large scale data yet. This is the main drawback to be further studied, possibly adopting sparse approximations [18] that have exploited for kernel machines.
