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Abstract—This study addresses the achievable sum-rate for the
uplink of a cloud radio access network (C-RAN) operating in a
linear Wyner-type topology, i.e., with partial channel connectivity.
In the system, the radio units (RUs) communicate with a central,
or cloud, unit (CU) by means of digital finite-capacity fronthaul
links. The messages sent by the user equipments (UEs) are jointly
decoded by the CU based on the compressed baseband signals
received on the fronthaul links. Unlike prior works, each RU is
assumed to be also connected to its neighboring RUs via finite-
capacity fronthaul links. Under the standard assumption that the
RUs do not perform channel decoding (i.e., oblivious RUs), each
RU performs in-network processing of the uplink received signal
and of the compressed baseband signal received from the adjacent
RU, with the CU carrying out channel decoding. A closed-
form expression of the achievable sum-rate is derived assuming
point-to-point compression, and then analytical expressions are
provided for more advanced fronthaul compression schemes that
leverage side information. Numerical examples provide insights
into the advantages of inter-RU communications and into the
performance gap to existing sum-rate upper bounds.
Index Terms—C-RAN, connected RUs, oblivious processing,
fronthaul compression.
I. INTRODUCTION
Cloud radio access network (C-RAN) is an established
architecture for 5G systems, in which the baseband signal
processing functionalities, which are currently performed at
the base stations (BSs) in LTE deployments, are migrated to a
baseband processing unit (BBU) pool located within a cloud
unit (CU) [1]. Since the BSs in C-RAN merely retain radio
functionalities, they are also referred to as radio units (RUs).
One of the main challenges in implementing C-RAN sys-
tems is that the fronthaul links that connect the RUs to the CU
have finite capacities [1]. For the uplink, the typical solution is
for the RUs to quantize the received baseband signals before
sending them to the CU on a digital fronthaul link. With
the aim of improving over standard quantization methods,
advanced fronthaul compression techniques inspired by net-
work information theory were proposed in [2]-[7]. Specifically,
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Figure 1. Illustration of the uplink of a Wyner-type C-RAN system with
inter-connected RUs (N = 3).
in [2]-[7], distributed compression techniques were studied,
whereby the CU leverages the statistical correlation of the
received signals across nearby RUs. The works [3] and [5]
investigated methods based on successive decompression and
channel decoding, while the papers [2], [4] and [7] analyzed
the performance gains that are achieved via joint decompres-
sion and decoding.
This work is motivated by the observation that 5G deploy-
ments may enable not only RU-to-CU fronthaul connections,
but also inter-RU fronthaul links [8]. In light of this, we
examine the potential advantages of inter-RU cooperation as
enabled by inter-RU fronthaul links in terms of achievable
uplink sum-rate performance.
The impact of inter-RU cooperation was analyzed in [9][10]
for non-cooperative cellular systems under Wyner and circular
Wyner models, i.e., with partial channel connectivity. Instead,
in [11], the authors studied the impact of inter-user equip-
ments (UEs) and inter-RU cooperation on the uplink per-UE
multiplexing gain under Wyner’s soft-handoff model.
In this work, we consider a C-RAN operating in a linear
Wyner-type topology with partial channel connectivity and
inter-RU finite-capacity fronthaul links. Under the standard
assumption that the RUs do not perform channel decoding,
i.e., oblivious RUs, each RU performs in-network processing
of the uplink received signal and of the compressed baseband
signal received from the adjacent RU, with the CU carrying
out channel decoding. We derive a closed-form expression of
the achievable sum-rate with point-to-point (P2P) compres-
sion, and provide analytical expressions for more advanced
fronthaul compression schemes that leverage side information
(SI). Numerical examples are provided to gain insights into
the advantages of inter-RU communications and into the
performance gap to existing sum-rate upper bounds.
The rest of the paper is organized as follows. In Sec. II,
we present the system model and the operation at the UEs,
RUs and the CU. We derive the maximum achievable sum-
rate for the P2P compression in Sec. IV, and the advantages
of leveraging SI and of jointly performing decompression
and decoding tasks are discussed in Sec. V and Sec. VI,
respectively. Numerical examples are presented in Sec. VII,
and we close the paper with concluding remarks in Sec. VIII.
II. SYSTEM MODEL
We consider the uplink of a C-RAN under a Wyner-type
Gaussian soft-handoff model illustrated in Fig. 1 (see, e.g.,
[10, Sec. 2.1]). Accordingly, there are N pairs of RUs and
UEs, and each RU i 2 N , f1; : : : ; Ng receives the signal
Yi = Xi + X[i 1] + Zi; (1)
where Xi represents the transmit signal of UE i;  2 [0; 1]
denotes the inter-cell channel gain; and Zi  N (0; 2) is the
additive noise. The modulo operation [A] outputs A+nN for
integer n such that the output lies in 1  [A]  N .
As in standard C-RAN systems, we assume oblivious pro-
cessing at the RUs in the sense that decoding of the messages
M , fMigi2N is only performed at the CU and not at the
RUs. The CU is connected to the RUs via orthogonal fronthaul
links each of capacity C bit/symbol. Unlike existing works on
C-RAN for the Wyner model [3][6], we assume that each RU
i has a fronthaul link of capacity B bit/symbol connecting it
to the nearby RU [i+1] so as to enable inter-RU cooperation.
Note that the same model was also studied in [9][10] but in
the absence of RU-to-CU fronthaul links.
Each UE i encodes a messageMi 2 f1; : : : ; 2nRig to obtain
an encoded signal Xi  N (0; P ) using standard random
coding. The signal-to-noise ratio (SNR) of the uplink channel
is defined as SNR = P=2, and the rate of the message Mi
is Ri. The coding block length n is assumed to be sufficiently
large to justify the use of information-theoretic arguments.
III. OBLIVIOUS IN-NETWORK PROCESSING VIA
INTER-RU LINKS
In this section, we describe the proposed operation of the
system under oblivious processing at the RUs. As shown
in Fig. 2, the RU i does not decode the message Mi but
instead produces two quantized signals Y^C;i and Y^B;i to be
delivered to the CU and RU [i+1], respectively. Note that in
conventional C-RAN systems, only the signal Y^C;i is produced
by each RU i.
To elaborate, RU i quantizes its received signal Yi to obtain
the signal Y^B;i which is given as
Y^B;i = Yi +QB;i (2)
with the quantization noise QB;i  N (0; !B;i) using standard
random coding and joint typicality compression. The quantized
signal Y^B;i is transferred to RU [i+1] over the inter-RU link.
Figure 2. Illustration of the relaying operation at RU i.
The quantized signal Y^C;i is obtained by performing linear
in-network processing of the signals Yi and Y^B;[i 1] received
on the uplink channel and from the adjacent RU [i   1].
Accordingly, it is written as
Y^C;i = Si +QC;i; (3)
where we defined the linearly combined output signal Si as
Si = iY^B;[i 1] + Yi; (4)
and the quantization noise QC;i is distributed as QC;i 
N (0; !C;i).
The relationship between the variables !B;i, !C;i and i
and the fronthaul capacities C and B for different compression
strategies will be detailed in Sec. IV and Sec. V. Unless stated
otherwise, by symmetry, we assume that the variables !B;i,
!C;i and i are the same for all RUs i, i.e., !B;i = !B ,
!C;i = !C and i =  for all i 2 N .
The vector Y^C = [Y^C;1 : : : Y^C;N ]T obtained by stacking
all the decompressed signals at the CU can be written as
Y^C = HXX+HZZ+HQQB +QC ; (5)
where we defined the signal vectors X = [X1X2 : : : XN ]T ,
Z = [Z1 Z2 : : : ZN ]
T , QB = [QB;1QB;2 : : : QB;N ]T and
QC = [QC;1QC;2 : : : QC;N ]
T and the effective channel
matrices HX = I + ( + )E1 + E2, HZ = I + E1
and HQ = E1. Here the matrices E1 and E2 are circu-
lant matrices with the first rows given as [01(N 1) 1] and
[01(N 2) 1 0], respectively. Note that we have the properties
E1E
T
1 = E2E
T
2 = I, E1E
T
2 = E
T
1 and E2E
T
1 = E1.
Under the assumption that the CU jointly decodes the mes-
sages based on the decompressed signals Y^C , the achievable
sum-rate R =
P
i2N Ri of the UEs is given as
R = f (!B; !C ; ) , I

X; Y^C

(6)
=
1
2
log2
I+ P  2HZHTZ + !BHQHTQ + !CI 1HXHTX 
=
1
2
X
i2N
log2
0BBB@1 + P

1 + ( + )
2
+ 22+
( + ) (1 + )1;i + 2;i


21;i + 
2(2 + 1)
+!B
2 + !C

1CCCA ;
where we defined the eigenvalue decompositions Ek +ETk =
VDkV
T , k 2 f1; 2g, with the diagonal matrices Dk =
diag(k;1; : : : ; k;N ) of eigenvalues k;1; : : : ; k;N of Ek +
ETk . The eigenvalues k;l can be written as
k;l = 2 cos

2k
l   1
N

; (7)
for k 2 f1; 2g and l 2 N .
IV. POINT-TO-POINT COMPRESSION
In this section, we discuss the selection of the quantization
noise variances !B , !C and the in-network processing coeffi-
cient  under the assumption that the RUs and the CU perform
conventional P2P compression without leveraging SI.
If we assume that the RU [i+ 1] decompresses the signals
Y^B;i using conventional P2P compression, the quantization
noise power !B should satisfy the condition [12, Ch. 3]
gB (!B) , I

Yi; Y^B;i

(8)
=
1
2
log2
 
1 +
P
 
1 + 2

+ 2
!B
!
 B:
In a similar manner, with conventional P2P compression, the
quantization noise powers !B and !C and the in-network
processing coefficient  are subject to the constraint
gC (!B ; !C ; ) , I

Si; Y^C;i

(9)
=
1
2
log2

1 +
E[S2i ]
!C

 C;
where the variance E[S2i ] is given as
E[S2i ] =

22 + ( + )
2
+ 1

P + 2!B (10)
+ (1 + 2)2:
The problem of finding the maximum sum-rate can be then
stated as
maximize
!B ;!C0;
f (!B ; !C ; ) (11a)
s:t: gB (!B)  B; (11b)
gC (!B ; !C ; )  C: (11c)
Since the sum-rate in (6) is a monotonically decreasing
function of the variables !B and !C , the optimal quantization
noise power variables !B and !C can be taken without loss
of optimality such that the constraints (11b) and (11c) are
satisfied with equality, i.e.,
!B = B
  
1 + 2

P + 2

(12)
and !C = C() ; (13)
with B = 1=(22B   1), C = 1=(22C   1) and () =
(22 + ( + )
2
+ 1)P + 2!B + (1 + 
2)2. The main
result is summarized in the following proposition.
Proposition 1. An achievable sum-rate R with P2P com-
pression is given by the solution of problem (11), which can
be simplified as
maximize

~fP2P() =
1
2
X
i2N
log2 (1 + Pi) ; (14)
where we defined
i =

1 + ( + )
2
+ 22 + 2 ( + )
(1 + ) cos
 
2 i 1N

+ 2 cos
 
4 i 1N
 
22 cos
 
2 i 1N

+
2(2 + 1) + !B
2 + C()
 : (15)
The optimal combining coefficient  in (14) can be found
via a simple one-dimensional search.
Remark 1. If C ! 1, all the RUs have perfect fronthaul
link to the CU and hence can be considered as a single base
station with N receive antennas. Hence, there is no need to
perform in-network processing at the RUs, and we can set
 = 0 without loss of optimality. The achievable rate is given
as
R =
1
2
X
i2N
log2
 
1 + P
1 + 2 + 2 cos
 
2 i 1N

2
!
; (16)
since C ! 0 as C ! 1. We remark that the above rate
expression divided by the number N of cells converges to the
rate derived in [10, Eq. (3.15)] as N !1.
V. LEVERAGING SIDE INFORMATION
In this section, we discuss the maximization of the achiev-
able sum-rate under the assumption that the RUs and CU
decompress the received quantized signals utilizing available
SI.
If we assume that the RU [i + 1] decompresses the signal
Y^B;i using the uplink received signal Y[i+1] as SI, the condition
(8) on the quantization noise power !B can be relaxed as [12,
Ch. 12]
gB (!B;i) , I

Yi; Y^B;ijY[i+1]

(17)
=
1
2
log2
 
1 +
E

Y 2i jY[i+1]

!B
!
 B;
where the conditional power E[Y 2i jY[i+1]] is given as
E

Y 2i jY[i+1]

= (1 + 2)P + 2   
2P 2
(1 + 2)P + 2
: (18)
In order to fully use the capacity of the inter-RU fronthaul
links, we fix the quantization noise powers !B for the inter-RU
links such that the conditions (17) are satisfied with equality
as
!B = BE

Y 2i jY[i+1]

; (19)
for all i 2 N .
As in [6], the CU decompresses the signals Y^C;1; : : : ; Y^C;N
received from the RUs on the fronthaul links in a successive
manner with the order Y^C;1 ! Y^C;2 ! : : : ! Y^C;N .
This means that the signal Y^C;1 sent by the first RU is
decompressed without SI, while the other signals fY^C;igNi=2
are decompressed by using the previously recovered signals.
In order to simplify the analysis, we assume that the CU
decompresses each signal Y^C;i, i > 1, by utilizing only the
signal Y^C;i 1 as SI. This choice is justified since this is the
most correlated to Y^C;i among the previously recovered signals
Y^C;1; : : : ; Y^C;i 1 due to the partial connectivity of the Wyner
model. As a result, we set the quantization noise power !C;1
to (13) since the CU cannot leverage SI while decompressing
the signal Y^C;1. The condition on the other quantization noise
powers !C;i, i > 1, and the in-network processing coefficients
 is instead stated as
I

Si; Y^C;ijY^C;i 1

=
1
2
log2
0@1+E
h
S2i
Y^C;i 1i
!C;i
1AC; (20)
where the conditional variances E[S2i jY^C;i 1] are given as
E
h
S2i
Y^C;i 1i = E[S2i ]  E[SiY^C;i 1]2
E[Y^ 2C;i 1]
; (21)
with
E[SiY^C;i 1]2 = ( + )P + ( + )P + 2; (22)
E[Y^ 2C;i 1] =

22 + ( + )
2
+ 1

P (23)
+ (1 + 2)2 + 2!B + !C;i 1:
For given combiner , similar to (19) for the inter-RU frontaul
links, we set the quantization noise powers !C;i, i > 1, to the
minimum value that satisfies the condition (20) as
!C;i =CE
h
S2i
Y^C;i 1i : (24)
The main result for SI compression is summarized in the
following proposition.
Proposition 2. An achievable sum-rate R with SI compres-
sion is given by the solution of the problem
maximize

~fSI(); (25)
where the function ~fSI() is defined in (6) with !B , !C;1 and
!C;i, i > 1, given as (19), (13) and (24), respectively.
Similar to (14), the optimal combining coefficient  in (25)
can be found via a one-dimensional search.
VI. JOINT DECOMPRESSION AND DECODING
In this section, we finally discuss the achievable sum-
rate under the assumption that the CU performs jointly the
decompression and decoding tasks.
For given !B , !C and , the achievable sum-rate under
joint decompression and decoding (JDD) was derived in [2]
and [13] as
R = minSN
8<: jSjC  
P
i2S I

Si; Y^C;ijX

+I

X; fY^C;igi2SC
 9=; (26)
= min
SN
fjSj (C   ~gC (!B ; !C ; )) + fC;S (!C ; !B; )g ;
where we defined the notation SC , N nS and the functions
fC;S(!C ; !B ; ) and ~gC(!B; !C ; ) as
fC;S (!C ; !B ; ) , I

X; fY^C;igi2NnS

(27)
=
1
2
log2

I+ PHX;SHTX;S
2HZ;SHTZ;S+
!BHQ;SHTQ;S + !CI
 1  ;
~gC (!B ; !C ; ) , I

Si; Y^C;ijX

(28)
=
1
2
log2

1 +
2!B + (1 + 
2)2
!C

:
Here the matrices HZ;S , HQ;S and HX;S are obtained by
removing the rows indexed by the elements of S from the
matricesHZ ,HQ andHX , respectively, in (5). Also, we recall
that Si denotes the combining output signal (4) at RU i.
We now aim at finding the variables !B , !C and  that
maximize the sum-rate (26) achievable with JDD. Without
claim of optimality, we first fix the quantization noise power
!B for the inter-RU links according to (12) or (19) for the
P2P or SI compression strategies, respectively, since they are
the minimum values of !B that satisfy the conditions (8)
and (17). We then observe that for given , finding !C that
maximizes the sum-rate (26) is a difference-of-convex (DC)
problem. Therefore, we can derive an algorithm whereby we
perform a search over the variables  in the outer loop while
the inner loop finds a suboptimal solution of !C for given 
by means of the concave convex procedure (CCCP) approach.
Details are omitted due to space limitations.
VII. NUMERICAL EXAMPLES
In this section, we present some numerical examples that
compare the following performance curves.
 Cut-set upper bound: The cut-set upper bound RUB given
as [10]
RUB = min fRfull; NCg ; (29)
where Rfull is the sum-rate (16) that can be achieved when the
RUs can cooperate with perfect fronthaul link (i.e., C !1).
 Oblivious upper bound: We also consider an upper bound
that accounts for the performance limitations due to oblivious
processing at the RUs. This is obtained by assuming that the
RUs are collocated and send a jointly quantized signals of the
uplink received signals fYigi2N to the CU on the fronthaul
link of capacity NC. In this case, the RUs can be regarded as a
single RU with N receive antennas and the optimal covariance
matrix of the quantization noise vector can be obtained by
using the result in [3, Thm. 1].
 P2P/SI compression w/o inter-RU links: Sum-rate that can
be achieved with the P2P or SI compression schemes with no
use of the inter-RU links, i.e., B = 0.
 P2P/SI compression with inter-RU links: Sum-rate that can
be achieved with the P2P or SI compression schemes with the
optimal combining coefficients  as discussed in Sec. IV and
Sec. V.
 Joint decompression and decoding: Sum-rate that can be
achieved with the JDD discussed in Sec. VI.
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In Fig. 3, we investigate the advantages of inter-RU co-
operation by plotting the per-UE rate, which is given as the
sum-rate divided by the number N of UEs, versus the inter-
RU capacity B for a Wyner-type uplink C-RAN with N = 3,
 = 0:7, P=2 = 20 dB and C = f0:5; 0:75; 1g bit/symbol. It
is observed that, with in-network processing, the performance
approaches the oblivious upper bound as the inter-RU capacity
B increases. Also, we can see that, especially for small
B, leveraging SI for the RU-to-CU links leads to a more
significant sum-rate gain as compared to leveraging SI for the
inter-RU links. Moreover, JDD further improves the sum-rate
performance.
Fig. 4 shows the per-UE rate with respect to the SNR P=2
for the Wyner model with N = 3,  = 0:7 and C = B 2
f1; 2g bit/symbol. It is seen that, for P2P compression, the
advantage of utilizing the inter-RU link is more evident at a
higher SNR, since, in this regime, the fronthaul link to the
CU becomes the performance bottleneck. Also, JDD shows
slightly improved sum-rate performance, but the gap to the cut-
set bound is still large in the low-to-intermediate SNR regime.
By comparison with the oblivious upper bound, this gap can be
bridged only via the development of achievable scheme based
on non-oblivious RU processing. Furthermore, the impact of
using inter-RU links is more clear for P2P compression than
for the SI compression scheme, given that the latter makes a
more efficient use of the RU-to-CU fronthaul links.
VIII. CONCLUDING REMARKS
In this paper, we have studied the role of inter-RU fronthaul
links as a means for improving the uplink sum-rate of C-
RAN systems under the assumptions of oblivious in-network
processing at RUs and of a linear Wyner-type topology. We
derived analytical expressions of the achievable sum-rates with
P2P compression and compression schemes that leverage SI.
Via numerical examples, we observed that the performance
with in-network processing approaches the oblivious upper
bound as the inter-RU capacity increases and that leveraging SI
for the RU-to-CU links is more advantageous than leveraging
SI for the inter-RU links. Among topics for future work, we
mention the development of improved lower and upper bounds
and the extension of the analysis to C-RAN uplink set-ups with
fading channels.
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