A three-axis plot of laterally averaged film cooling effectiveness versus blowing rate and versus dimensionless distance downstream is a sufficiently compact representation of film cooling effectiveness data for injection through a row of holes or two rows of holes to enable easy, global comparisons among a variety of data sets. By plotting data from several film cooling studies conducted at the University of Minnesota, the dominant roles played by density ratio, hole spacing, and surface curvature become apparent. It is also seen that a slot-plate prediction/correlation from two-dimensional film cooling studies makes an excellent standard of comparison for all film cooling studies, even though the more commonly encountered (two-axis) comparisons using standardized nondimensional parameters do not usually suggest this.
THEORETICAL BASIS SIMPLE analysis which produces a surprisingly good prediction of film cooling effectiveness for tangential-slot injection along fiat plates is outlined by Goldstein 1971] (similar "two-dimensional" models earlier postulated by others are also discussed therein). Essentially the coolant film is modeled as a self-similar boundary layer which is "filled" with pure coolant at injection (note that this defines an effective starting length back of injection) and which entrains hot, mainstream fluid as it grows downstream (Figure 1 ). The three, main, simplifying assumptions are 1) that this fictitious boundary layer is everywhere well mixed, hence isothermal at each position x; 2) that these two fluids mix adiabatically, in other words, no heat transfers to or from the wall nor across the edge of the boundary layer; and 3) that the resulting temperature of this fictitious boundary layer at any position x is identically the adiabatic wall temperature. Describing the entrainment rate of freestream fluid according to "textbook" predictions for the growth of a constant-properties, 1/7th-profile, fiat-plate, turbulent boundary layer, and further assuming constant and equal specific heats, it predicts: O 1 + 0.249g" }-4/5 (1) where X (2a) This formula successfully collapses data for tangentialslot injection along flat plates, and will be referred to in this note as the slot-plate correlation.
Note that the correlation indicates that the film cooling effectiveness is a function of four dimensionless parameters: blowing rate, dimensionless distance downstream, the freestream-to-injectant viscosity ratio, and the injection Reynolds number. The injection Reynolds number is itself however, a function of blowing rate. To isolate the effect of blowing rate, eq. [2a] is rewritten as: . Many film cooling studies feature injection from a row of holes spaced three diameters center-to-center, for which an equivalent slot height can be defined as:
With this final substitution, the boundary-layer entrainment model predicts:
PRESENTATION OF THREE-AXIS PLOTS Figure 2 shows the slot-plate correlation when the freestream Reynolds number based on the injection hole diameter is 10,000. Film cooling effectiveness is zero at a blowing rate of zero but increases rapidly as the blowing rate is increased from zero, asymptotically approaching 100% at infinity. In the x-direction, effectiveness is 100% at injection but falls off sharply as one moves downstream, gradually approaching zero at infinity. Stretch a net over these asymptotic boundary conditions and you get the smoothly-curving surface shown in Figure 2 , which shows quite clearly that the rate of fall of effectiveness in the streamwise direction must decrease with increased blowing rate, that the rate of rise in effectiveness with blowing rate must decrease with increased distance downstream, and so on. Figure 2 makes a useful standard for comparison. With few exceptions, laterally averaged effectiveness data for discrete-holes injection either fall on or below the surface of Figure 2 (this fact is easily anticipated, actually, if one agrees that a tangential slot is the injection geometry of choice). In many of the figures that follow, an outline of Figure  2 has been superimposed, for ease of comparison. Strictly speaking, eq. [4] predicts a unique surface for a given ReD, which means that a separate surface should be plotted for each study under consideration. Since the freestream Reynolds number is predicted to affect the film cooling effectiveness only to the one-fourth power, however, and since Table I shows that many of the studies considered here were run at Reynolds numbers close to 10,000, this value of Reynolds number is generally used herein. Figure 3 shows a fit to the laterally averaged effectiveness data of Pedersen [1971] (see also Pedersen et al. [1977] ) for discrete-holes injection along a flat plate. At a density ratio of one ( Figure 3a ) and very low blowing rates his data follow the form of Figure 2 , but drop sharply from this surface at a blowing rate of about 0.5. The jets have lifted off from the wall, and since the mainflow is able to move around and under the jets, the film cooling effectiveness at the wall is considerably reduced. With increased blowing the effectiveness slowly increases again, at least at large x/D, but is still far below the slot-plate correlation.
Pedersen's data for a density ratio of two are shown in Figure 3b . The surface is geometrically similar to that of Figure 3a ; the main difference in the two surfaces is that lift-off has been delayed to a higher blowing rate by the use of a higher density ratio. This trend continues through a density ratio of four, as shown in Figure 3c . These figures clearly show that the main effect of increased density ratio is the delay of lift-off to higher blowing rates, with higher values of film cooling effectiveness being associated with the lift-off blowing rate. More succinctly, the falling away ofthe data from the slot-plate surface ofFigure 2 is delayed to a higher blowing rate by the use of a higher density ratio. (In cooling applications, of course, a higher density ratio implies a cooler injection temperature; use of cooler injectant, therefore, is doubly beneficial.) Figure 4 shows the data from Jabbari 1973] (see also Jabbari and Goldstein [1978] ) for injection from a double row of holes (staggered) along a flat plate at a density ratio of about 0.84. Note that the blowing rate in Figure 4 is actually twice Jabbari's reported blowing rate, such that this comparison of double-row data with single-row data is made based on an equal mass rate of coolant injection per unit span. Doubling the number of holes has two effects. First, lift-off is delayed to a higher blowing rate; doubling the number of holes effectively halves the injection velocity for a given mass flow of injectant per unit span, which obviously should increase the effective blowing rate at which lift-off would occur. Recall that a similar effect occurs when the density ratio is increased; doubling the density ratio also halves the mean velocity of the jets.
The second effect of doubling the number of holes is seen by contrasting Pedersen's and Jabbari's data (Figures  3a, 4 ). In the latter study the effectiveness does not drop off after jet lift-off, but reaches a plateau instead. Apparently the closer spacing ofthe injection holes limits the ability of the mainstream fluid to get around and under thejets. From Figure 3a and 4 emphatically show that the use of a double row of holes is a better design than a single row of holes, at least for injection along flat plates at moderate to high blowing rates. Figure 5 shows a fit to the data from Schwarz [1986] (see also Schwarz et al. 1991] ) for row-of-holes injection along a convex wall at a density ratio of one and two. At the lower density ratio (Figure 5a ) before lift-off the effectiveness is actually a bit higher than that predicted by the reference surface. This is an effect of the rather strong cross-stream pressure gradient on the convex wall which works to "push" low-velocity coolant against the wall. It also reduces the boundary layer entrainment rate, as described by Meroney and Bradshaw [1975] . At blowing rates beyond lift-off, however, the benefit from the crossstream pressure gradient is lost; lift-off is quite severe, and the resulting effectiveness levels comparable to Pedersen's flat-plate data at similar blowing rates and density ratios.
At a density ratio of two (Figure 5b) , the primary effect of increased density ratio is again to delay lift-off to a higher blowing rate.
Schwarz's data for injection along a concave wall (Figure 6 ) follow a noticeably different pattern than what has been considered so far. At a density ratio of one ( Figure  6a ), effects of jet lift-off are still detected, though barely, close to injection, but even at low blowing rates the effectiveness is well below the slot-plate prediction. Far downstream the effectiveness increases almost linearly with blowing rate over the entire range of measurement. Apparently, the mixing within the concave-wall boundary layer is so thorough in these regions that events at injection are of little consequence; what matters far downstream is the mass of coolant that has been injected into the boundary layer. Even doubling the density ratio yields a nearly identical effectiveness surface in the far downstream regions ( Figure 6b ), although the characteristic delay in the lift-off blowing rate still registers near injection at the higher density ratio (one expects, of course, that if data closer than eight diameters from injection could have been included in these figures, the effect ofjet lift-off and its delay would show up more dramatically).
Why are the effectiveness levels in Schwarz's concavewall data far below that of the slot-plate prediction? If the coolant mixes so thoroughly into the concave-wall boundary layer that the effectiveness downstream rises almost linearly with blowing rate, then one expects that the slope of effectiveness versus blowing rate at such a position would depend greatly on the boundary layer thickness. Whereas the two-dimensional analysis assumes a boundary layer thickness roughly equal to the slot height, Schwarz's boundary layer is actually almost 20 equivalent slot heights in thickness. The coolant in Schwarz's concave-wall data dilutes with more mainstream fluid than the slot-plate correlation assumes. Figures 7a, b show the data of Ito [1973] (see also Ito et al. [1978] ) for row-of-holes injection along a twodimensional turbine blade. Figure 2 has not been superimposed on Ito's data since his freestream Reynolds numbers were significantly less than 10,000 (Table I) . Rather, slot-plate prediction surfaces have been recomputed for Reynolds numbers of 3,200 and 800 and outlines of these surfaces have been superimposed on the corresponding data of Ito (and on Kornblum's data, which follow in Figure 8 ).
The plot for the suction (convex) side (Figure 7a ) is hardly surprising--it resembles in quality the convex-wall data of Schwarz. Before lift-off the effectiveness rises noticeably above the two-dimensional model surface (recall that there is a cross-stream pressure gradient into the wall), dropping off sharply after reaching a lift-off blowing rate of about one-half. The pressure (concave) side data (Figure 7b ), as expected, resemble more closely the concave-wall data of Schwarz: lift-off effects are much less pronounced than on the suction (convex) side and confined close to injection, while the effectiveness increases monotonically with blowing rate in the far-downstream regions. However, Ito's pressure-side effectiveness surface is probably better described as a cross between Schwarz's convex-wall and concave-wall results. The differences between the concave-wall data of Schwarz and the pressureside data of Ito could be due to a difference in approach boundary layer thickness. It could also be partly a result of the non-constant curvature of a turbine blade, which would affect the streamwise development of the boundary layer.
The experiments of Kornblum [1981] (see also Goldstein et al. [1982] ) were essentially the same as Ito's, except Kornblum used two rows of injection holes. The suction-side effectiveness surface (Figure 8a) is reminiscent of Jabbari's data (Figure 4) : lift-off is delayed to a blowing rate of about one or so, and as the blowing rate is increased from one the effectiveness plateaus rather than drops. Significantly, whereas Jabbari's data lies on or below the slot-plate surface, Kornblum's cuts through far downstream. Apparently the rate of entrainment of freestream fluid into his suction-side boundary layer is much lower than what obtains in flat-plate boundary layers (which, again, is an expected result on convex surfaces). In any case, a double row of holes is shown to be superior to a single row of holes, along pressure-side surfaces as well as along fiat plates.
Kornblum's pressure-side data (Figure 8b ) are Jabbarilike near injection and Schwarz-concave-like far downstream (as with Jabbari's data, the blowing rates used in Figure 8 are actually twice those reported by Kornblum) . Near injection, the use of a double row of holes prevents the decline in effectiveness that occurs for single rows of holes at blowing rates greater than the lift-off value. Farther downstream, the increase of effectiveness [1986] for row-of-holes injection at density ratios of approximately one and two to the slot-injection correlation presented in Goldstein [1971] using two-axis format.
with blowing rate is nearly linear, as was the case for Schwarz's concave-wall data. As with Schwarz's data, the effectiveness is well beneath the two-dimensional prediction, though by a smaller fraction than Schwarz's data. It may be that the relative boundary layer (hence, cooling film) thickness is smaller on Kornblum's pressure (concave) surface than on Schwarz's concave wall, which resuits in lower dilution of the coolant with mainstream fluid and which, in turn, results in higher levels of film cooling effectiveness on Kornblum's pressure surface. Another effect is that injection from a double row of holes can result in a thinner cooling film (again implying less dilution) than occurs for single-row injection, since for an equivalent mass rate ofcoolant injection per unit span the velocity ratios are halved by the use of a second row of holes. Third, it must be acknowledged that the streamwise development of the boundary layer is generally not the same along the pressure side of a turbine blade as along a concave wall of constant curvature.
The convex-wall data of Schwarz are replotted in Figure  9 using the more usual, two-axis format. In combining the blowing rate and the dimensionless streamwise coordinate into the single parameter, ', the sense of order inherent in Figure 5 is lost. When injection is three-dimensional (in other words, for discrete-holes injection), the effects of x/s and M simply do not collapse in terms of a single parameter such as '. The problem, of course, is the occurrence of jet lift-off: effectiveness data which rise then fall with blowing rate cannot be expected to match well against an equation which predicts the effectiveness to increase steadily with blowing rate (a second problem is that the measured effectiveness can rise then fall in the stream-wise direction, whereas the slot-plate correlation predicts a steady decrease in effectiveness in the streamwise direction). Three-axis plots such as presented here can be more appropriate in describing discrete-holes film cooling results.
CONCLUSION
A major limitation of three-dimensional plots is that it is difficult to read precise coordinates from the resulting projections; presumably this is why they do not find extensive use. To grasp the overall behavior of particular film cooling schemes, however, three-dimensional plots can be quite helpful. By comparing in this way the results of several film cooling studies, not only are the effects of density ratio, hole spacing, and surface curvature clearly illustrated, but the slot-plate prediction/correlation of a two-dimensional simplified model is also seen to make an FILM COOLING EFFECTIVENESS DATA 81 excellent standard for comparison of a wide variety of film cooling schemes. 
