A new filtering algorithm is presented for tracking multiple clusters of coordinated targets. Based on a Markov chain Monte Carlo sampling mechanization, the new algorithm maintains a discrete approximation of the filtering density of the clusters' state. The filter's tracking efficiency is enhanced by incorporating two stages into the basic Metropolis-Hastings sampling scheme: 1) Interaction. Improved moves are generated by exchanging genetic material between samples from different realizations of the same chain, and 2) Optimization. Optimized proposals in terms of likelihood are obtained using a Bayesian extension of the EM algorithm. In addition, a method is devised based on the Akaike information criterion (AIC) for eliminating fictitious clusters that may appear when tracking in a highly cluttered environment. The algorithm's performance is assessed and demonstrated in a tracking scenario consisting of several hundreds targets which form up to six distinct clusters in a highly cluttered environment.
INTRODUCTION
Multi-Target tracking (MTT) sets a major challenge for researchers in the broad fields of estimation and information fusion. Due to the complex nature of this class of problems, MTT methods usually involve smart implementation of tightly coupled data association and filtering schemes. This in turn may result in computationally intensive algorithms such as the well known multiple hypothesis tracker. Another major difficulty imposed by a typical MTT scenario is related to the mathematical modeling of complex interactions between entities. This consists mainly of birth and death of targets as well as coordinated thinking procedures which arise in group motions.
In recent years, sequential Monte Carlo (SMC) methods were applied for MTT. These methods, which are also known as particle filters (PF), exploit numerical representation techniques for approximating the filtering probability density function of inherently nonlinear non-Gaussian systems. Using these methods, the obtained estimates can be set arbitrarily close to the optimal solution (in the Bayesian sense) at the expense of computational complexity.
The MTT PF algorithms in the pioneering works of [1, 2] are intended to work with a fixed number of targets. These PFs exploit point process formulations for properly assigning measurements to their originating targets. As part of this, smart procedures are used to eliminate non-probable association hypotheses. An extension of the PF technique to varying number of targets is introduced in [3] and [4] . Both works of [3] and [4] develop a Markov Chain Monte Carlo (MCMC) PF scheme for tracking varying numbers of interacting objects. The MCMC approach does possess a reported advantage over conventional PF due to its efficient sampling mechanization. Nevertheless, in its traditional form it is inadequate for sequential estimation. The techniques used by [3] and [4] amend the MCMC for sequential filtering. The work in [4] copes with inconsistencies in state dimension by utilizing the reversible jump MCMC method. On the other hand, [3] utilizes indicator variables for labeling active target states which thereby facilitates the use of fixed dimension samples.
In this work we consider a tracking scenario in which a very large number of coordinated targets evolve and interact. The number of targets may be greater than the number of samples used by a MTT particle filtering algorithm. Obviously, in this case it is impractical to track individual targets and thus we are interested in capturing the clustering structure formed by the targets. The clusters act as extended objects which may split or merge, appear or disappear and may as well change their spatial shape over time.
The cluster tracking algorithm proposed herein is based on an evolutionary MCMC mechanization which approximates the joint filtering probability density of clusters' parameterizations. While assuming that target locations resemble independent samples from a Gaussian mixture we parameterize each cluster by mean and covariance. A Bernoulli-Markov process is used for describing the evolution of the clustering structure over time (e.g., splitting/merging clusters).
The new filtering scheme incorporates two major enhancements aimed at increasing the efficiency of the Metropolis-Hastings sampler. Thus, a genetic manipulation stage is introduced in which members from possibly different chain realizations are being combined for generating new moves. This stage allows the sampling algorithm to better explore the sample space. In addition, an optimized proposal generation scheme based on a Bayesian extension of the EM algorithm is introduced for driving new candidate samples towards high probability regions.
In a highly cluttered environment the filtering algorithm may fail to adequately represent the clustering structure as fictitious clusters formed by clutter observations may appear as active target clusters. In this work, this problem is alleviated by effectively reducing the dimension of the estimated state (i.e., the number of clusters) using the Akaike information criterion. This paper is organized as follows. The next section mathematically formulates the cluster tracking problem. The likelihood and time evolution models used by the filtering algorithm are derived in Section 3. Section 4 develops the MCMC particle filtering algorithm. Section 5 presents the results of a simulation study that has been conducted to assess the new algorithm's tracking performance. Finally, conclusions are offered in the last section.
PROBLEM STATEMENT
Assume that at time k there are l k targets of unknown locations. Each target may produce more than one observation yielding the measurement set realization
At this point we assume that the observation concentrations (clusters) can be adequately represented by a parametric statistical model
Letting Z 1:k = {Z1, . . . , Z k } and z 1:k = {z1, . . . , z k } be the measurements history up to time k and its realization, respectively, the cluster tracking problem may be defined as follows. We are interested in finding a Z 1:k -measurable estimatorθ k of θ k which is optimal in some sense. Because θ k is a random set, a possible valid estimate may be a mode of p(θ k | z 1:k ) [5] .
Random Set Representation
The evaluation of the above mentioned estimate requires the knowledge of the filtering pdf p θ k |z 1:k . For practical reasons it is convenient to consider an equivalent formulation of this pdf that is based on a rather different representation of the random set θ k . Thus, following the approach adopted in [3, 5] the random set θ k is replaced by a fixed dimension vector coupled by a set of indicator variables e k = {e i k } showing the activity status of elements (i.e., e i k = 1 indicates the existence of the ith element). To avoid possible confusion, in what follows we maintain the same notation for the descriptive parameter set θ k which now is of fixed dimension.
BAYESIAN INFERENCE
Following the Bayesian filtering approach while assuming that the observations are conditionally independent given (θ k , e k ) the density p(θ k , e k | z 1:k ) is obtained recursively using the conventional Bayesian recursion [6] . Thus, the filtering pdf is completely specified given some prior p(θ0, e0), a transition kernel p(θ k , e k | θ k−1 , e k−1 ) and a likelihood pdf p(z k | θ k , e k ). These are derived next for the cluster tracking problem.
Likelihood Derivation
Recalling that a single observation y k (i) is conditionally independent given (θ k , e k ) yields
In the above equation the pdf p(y k (i) | θ k , e k ) describes the statistical relation between a single observation and the clusters' parameter set. An explicit expression of this pdf is given in [6] assuming a spatial Poisson distribution of the number of observations. A similar expression is derived in [5] using the notion of existence kernel which is further shown to satisfy the underlying assumption of a spatial Poisson distribution. In this work we restrict ourselves to clusters in which the shape can be modeled via a Gaussian pdf. Following this only the first two moments, namely the mean and covariance, need to be specified for each cluster. Thus, θ
, and [5, 6] 
where j = 0 and 1 {e j k =1} wj > 0 are the clutter group index and the intensity variable of the jth cluster, respectively.
Modeling Clusters' Evolution
The overall clustering structure may exhibit a highly complex behavior resulting, amongst other things, from group interactions. This in turn may bring upon shape deformations and may as well affect the number of clusters involved in the formation (i.e., splitting and merging clusters). In this work, the filtering algorithm assumes no such interactions which thereby yields the following evolution model
where
Covariance Propagation
The following proposition (given here without a proof) suggests a simple propagation scheme of the covariance Σ i k that is analogous to a random-walk.
where W(V, n1, n2) denotes a Wishart distribution with a scaling matrix V and parameters n1 and n2. Let also
In the ensuing (5) is used to draw conditionally independent samples from p(
Birth and Death Moves
The existence indicators e i k , i = 1, . . . , n are assumed to evolve according to a Markov chain. Denote γj the probability of staying in state j ∈ [0, 1], then
MCMC PARTICLE FILTERING FOR CLUSTER TRACKING
In practice the filtering pdf p(θ k , e k | z 1:k ) cannot be obtained analytically and approximations should be made instead. In this section we introduce a sequential MCMC particle filtering algorithm for approximating p(θ k , e k | z 1:k ). The new filter consists of a multiple-chain Metropolis Hastings (MH) sampler that uses both genetic operators and local optimization steps for producing improved proposals. Compared to a single-chain MH approach, this scheme increases the efficiency of the filtering algorithm mainly due to its ability to explore larger regions of the sample space in a reasonable time.
Basic Sampling Scheme
The following sequential scheme is partially based on the inference algorithm presented in [3] . Suppose that at time
drawn approximately from the filtering density p(θ k−1 , e k−1 | z 1:k−1 ). In order to obtain a new set of samples {θ
where (θ k−1 (i), e k−1 (i)) are uniformly drawn from the empirical approximation of p(θ k−1 , e k−1 | z 1:k−1 ). These samples are then accepted or rejected using a proper MH step. The converged output of this scheme simulates the joint density p(θ k , e k , θ k−1 , e k−1 | z 1:k ) of which the marginal is the desired filtering pdf.
Metropolis Hastings Step
The MH algorithm generates samples from an aperiodic and irreducible Markov chain with a predetermined (possibly unnormalized) stationary distribution. This is essentially a constructive method which specifies the Markov transition kernel by means of acceptance probabilities based on the preceding time outcome. As part of this, a proposal density is used for drawing new samples. In our case, setting the stationary density as the joint filtering pdf
, a new set of samples from this distribution can be obtained after the MH burn in period.
Let (θ k , e k , θ k−1 , e k−1 ) be a sample from the realized chain of which the stationary distribution is the joint filtering pdf. Let also (θ k , e k , θ k−1 , e k−1 ) be a candidate drawn according to (8) . Then the MH algorithm accepts the new candidate as the next realization from the chain with probability
As mentioned above, in this work we use the joint propagated pdf as our proposal. More precisely, its empirical approximation (see (8) ) is used as it is difficult to obtain a closed-form analytical expression of this pdf.
It has already been noted that the above sampling scheme may be inefficient in exploring the sample space as the underlying proposal density of a well behaved system (i.e., of which the process noise is of low intensity) introduces relatively small moves [5] . This drawback is alleviated here by using an evolutionary MCMC scheme that utilizes multiple realizations of the same chain.
Evolutionary MCMC
The basic MH scheme can be used to produce several chain realizations each starting from a different (random) state. In that case, the entire population of the converged MH outputs (i.e., subsequent to the burn-in period) approximates the stationary distribution. Using a population of chains enjoys several benefits compared to a singlechain scheme. The multiple-chain approach can dramatically improve the diversity of the produced samples as different chains explore various regions that may not be reached in a reasonable time when using a single chain realization. Furthermore, having a population of chains facilitates the implementation of interaction operators that manipulate information from different realizations for improving the next generation of samples.
The evolutionary MCMC method introduced in [7] relies on different tempering of the simulated chains (the tempering procedure serves the same purposes as the cooling schedule in simulated annealing). This method, however, tends to be inefficient as many samples from the tempered chains are not concentrated in high probability regions of the original (no tempered) stationary chain. The differential evolution sampler of [8] , on the other hand, enables effective sampling at a single temperature by utilizing a proposal that is capable of adapting to the shape of the population. This idea is further elaborated in [9] where genetic operators are used for producing improved proposals (see also [10] ).
Following the approach of [9] , the evolutionary algorithm proposed here uses genetic operators to generate new samples. The decoding scheme used here simply transforms the samples into their binary representations.
be the jth realization of the converged chain at time k. Define by
the entire population set consisting of l realizations (i.e., G consists of lN samples from the target distribution). In order to produce an improved generation of N samples from the joint filtering pdf, members of the population G undergo two successive genetic operations: crossover and mutation.
The Crossover Operator
The crossover works by switching genetic material between two parent samples (possibly from two different chain realizations) for producing an offspring. The two parents, (θ k , e k )1 and (θ k , e k )2 are independently drawn fromp(θ k , e k | z 1:k ), i.e., the two parents are independently and uniformly chosen from the population G . The chromosomes A and B corresponding to the chosen parents are then manipulated as follows. For any i, the bits Ai and Bi are swapped with probability β. The resulting offspring chromosomes are then encoded to produce two new candidates (θ k , e k )1 and (θ k , e k )2. At this point an additional MH step is performed for deciding whether the new offspring will be a part of the improved population. This step is crucial for maintaining an adequate approximation of the target distribution. In order to ensure that the resulting chain is reversible, on acceptance both new candidates should replace their parents, otherwise both parents should be retained [9] .
Following the above argument, it can be shown that the acceptance probability of both offspring is [9] 
where a denotes the number of swapped bits.
The Mutation Operator
The mutation operator flips the ith bit within a given chromosome with probability ν. Let (θ k , e k ) be a sample drawn fromp(θ k , e k | z 1:k ) (i.e., uniformly chosen from the population G ). Then, it can be shown that the acceptance probability of a mutated candidate (θ k , e k ) is [9] 
where a denotes the number of bits changed.
Optimizing Proposals Using Variational Bayesian EM
As mentioned previously, the evolutionary scheme in this work consists of an optimization step aimed at increasing the efficiency of the sampling algorithm. Directly implementing a deterministic optimization procedure makes it difficult or even impossible to maintain valid sampling as the MH acceptance probabilities cannot be evaluated for such moves. A natural approach in the case of MCMC sampling would be to obtain an optimized proposal pdf rather than a single deterministic solution. Following this insight, we choose to adopt the variational Bayesian EM method presented in [11] for generating optimized proposals in terms of likelihood.
The variational method in [11] constructs a lower bound for the likelihood p(z k | r k ) (where r k is the model dimension, i.e., the total number of clusters in the formation, r k = len(e k ) = n j=1 e j k ). This bound is then maximized with respect to the density q(θ k , e k ). By factorizing q(θ k , e k ) = q θ (θ k )qe(e k ), the optimization is carried out following a two-step recursion
where it was implicitly assumed that the prior p(θ k , e k | r k ) is a uniform pdf. The above recursion is closely related to the EM algorithm. Thus, (13a) corresponds to an E-step, in which the distribution of the latent variables is obtained, where (13b) is the Mstep, which in this case provides the pdf of θ k . The obtained pdf q t θ (θ k )q t e (e k ) can then serve as an instrumental density from which new samples are drawn. The advantage of using such proposal mechanization is quite clear as new samples will tend to move towards high likelihood regions. In that case, the acceptance probability of a new candidate is
In practice, sampling from (13) is carried out based on its Monte Carlo approximation. Thus, drawing {θ k (j), e k (j)} Na j=1 from some predetermined fixed distribution at t = 0, we iterate (13) for every sample (θ k (j), e k (j)), j = 1, . . . , Na. We then draw a single candidate (θ k , e k ) from the weighted approximation {θ k (j), e k (j)} Na j=1 , {q τ θ (θ k (j)), q τ e (e k (j))} Na j=1 , where τ denotes the total number of iterations (13).
Algorithm Summary
The evolutionary MCMC filtering algorithm is summarized in both Algorithms 1 and 2. if u < uEM then 12: Propose a new candidate (θ k , e k ) ∼q τ θ (θ k )q τ e (e k ) as described in the last paragraph in Section 4.2.3.
13:
Compute the MH acceptance probability α of (θ k , e k ) using (14).
14:
16:
Compute the MH acceptance probability α of the new move using (9) . Uniformly and randomly choose two candidates s1 and s2 from G .
5:
Set the MH acceptance probability α = 1, and s 1 = s1, s 2 = s2.
6:
Apply crossover with probability Pcrossover to produce two offspring s 1 and s 2 . Compute the MH acceptance probability α using (11).
7:
Apply mutation with probability Pmutation. Compute the MH acceptance probability α using (12). if u < α then 10: Accept s(i) = s 1 and s(i + 1) = s 2 .
11:
else 12: Retain s(i) = s(i − 2) and s(i + 1) = s(i − 1).
13:
end if 14: end for 15: Take {s(i)} N i=N Burn-in as the particle approximation of p(θ k , e k , θ k−1 , e k−1 | z 1:k ). 16 : Particles' refinement step (Optional):
Model Reduction Using AIC
When applied for tracking in a highly cluttered environment, the new algorithm may fail to adequately represent the clustering structure. In such a scenario, fictitious clusters that are exclusively populated by clutter observations may appear as active target clusters. In order to alleviate this problem we incorporate an additional model reduction stage based on the Akaike information criterion (AIC) [12] .
Suppose that an estimate of the clustering structure (θ k ,ê k ) is available at time k (i.e., a mode ofp(θ k , e k | z 1:k )). Then, following the AIC approach we formulate the following optimization problem
where Mr is a set consisting of all possibilities of choosing r distinct clusters {θ
. . , n} when their order does not matter.
SIMULATION STUDY
The MCMC filtering algorithm is numerically tested in a tracking scenario consisting of a varying number of clusters. The actual number of clusters in the formation may not exceed six, nevertheless, the maximal number of clusters that can be handled by the filter is set to n = 7. The clusters themselves may appear or disappear over time. Each cluster populates between 50 to 60 targets which are normally distributed around the cluster's mean. The number of targets in each cluster is uniformly sampled in the aforementioned interval where the cluster's covariance, which represents the distribution of target locations around the mean, is Qr ≈ 2 2 I2×2.
] evolve according to the stochastic differential equation (SDE)
whereμ j and R j t denote the jth cluster's mean velocity and turning radius at time t, respectively. The SDE (16), which essentially describes a rotational movement, is driven by a Wiener process Wt and has a diffusion coefficient σt. The turning radius of the jth cluster satisfies The SDE (16) is used to generate the clusters' true mean trajectories. In practice, this equation is numerically solved using Euler discretization scheme. It should be noted, however, that the evolution models assumed by the filtering algorithm are the simple random walks in (4) and (5) .
In this example, range and bearing observations are considered. The observation noise is assumed to be a zero-mean Gaussian random vector with a standard deviation diag{0.5, 0.2
• }. The complete measurement set at time k is given by 
Algorithm Settings
The evolutionary MCMC scheme is implemented using N = 2000 particles and l = 10 chain realizations. The initial particle population is generated based on the first observation set z0 using a technique similar to [5] . The chains burn-in period is set to NBurn-in = 500 based on tuning runs. During the MH step, an optimized move is generated (using τ = 2 iterations of the variational Bayesian EM method) with probability of uEM = 0.05. Finally, the genetic operators are applied with probabilities of Pcrossover = 0.1 and Pmutation = 0.01.
Simulation Results
Both true and estimated mean trajectories of the clusters are shown along with the actual target locations in Fig. 1 . From this figure it can be clearly recognized that the filtering algorithm is able to adequately capture the highly dynamic clustering structure. This is further demonstrated in Fig. 2 , where two typical snapshots of the tracking process are shown. Thus, both targets and clutter observations are depicted in the first row in this figure where the corresponding Gaussian mixture models estimated by the filter are provided in the second row.
The identification probability quantifies the ability of the tracking algorithm to distinguish between target observations and clutter points. This probability is defined as
where pc is some predetermined threshold value. The identification probability of the filtering algorithm is depicted for pc = 10 
CONCLUSIONS
A new MCMC-based target cluster tracking algorithm is developed. The traditional Metropolis-Hastings sampling scheme, which is used to approximate the filtering density of the clusters' parameters, is enhanced by incorporating both genetic and optimization stages. In the genetic phase, new moves are generated based on multiple realizations of the same chain. Other improved moves are proposed using a Bayesian extension of the EM algorithm. Finally, an additional stage based on the AIC is introduced for properly representing the clustering structure in a highly cluttered environment. The tracking performance of the new filter is demonstrated in a complex scenario consisting of several hundred targets forming up to six clusters.
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