Many modern day collaborative systems / system of systems (SoS) rely heavily on the sharing of information in order to improve performance, manage resources, and maximize overall capability. These types of systems are characterized by many decentralized nodes which can either all be identical or are divided into a finite set of specialized types. When information is shared within any SoS, the overall performance hinges on its ability to correctly associate the information received. The primary hypotheses evaluated by any SoS after the receipt of new information are (i) Does this information belong to an entity previously observed; or (ii) Does this information belong to a new entity, which includes both real and false entities. In order to evaluate these hypotheses, an association discriminator needs to be defined and evaluated which properly assesses the received information. This paper defines the properties required of a data association discriminator, highlights the measures of information which satisfy these properties, and develops the corresponding gating equations for use during the data association process. The architecture upon which a SoS is developed and designed plays a fundamental role when selecting an appropriate association discriminator. Some of these architectural considerations are ( 
I. Introduction
he problem of associating newly received information or data with a priori knowledge about entities is fundamental to numerous areas of research, e.g., target tracking 1,2 , information fusion 3 , sensor networks 4 , and robotic swarms 37 , along with many areas within the field of machine learning and vision, such as pattern recognition 28 and computation intelligence 38 to name just a few. System of Systems (SoS) engineering has recently evolved into a new focus area of research which encompasses many of the aforementioned research areas 5 . Most existing systems today would be categorized as a SoS. A general SoS is composed of heterogenous components including humans, for which the components are complex and functionally different systems working together to accomplish a common single or set of goals. Data association can be accomplished at the individual node level, at a centralized communication node which is responsible for combining information and sending it out to other nodes in the system / network, or both. The data association problems may be similar or different depending on the type of information received. When the data association problem is "noiseless", i.e., there are no ambiguities, closely spaced entities, etc., almost any approach will yield the optimal answer. This paper is only concerned with the data T association problem when there are ambiguities between the newly received information and the previously observed entities.
Previous works which used information theoretic measures for data association were primarily in the areas of multiple target tracking and sensor fusion and focused on mutual information 6 and the Kullback-Leiber divergence / discrimination. 7, 8 The information form of the Kalman filter combined with the information theoretic measures of differential entropy and mutual information were utilized to formulate a local sensor fusion and control solution from a decentralized systems perspective 6 . The approach and examples presented therein made the data association problem "noiseless", and therefore trivialized the real difficulties with the proposed methodology. Example 3 in Section V will demonstrate the importance of data association and its impact on the mutual information gain, which is simply another way of demonstrating the dependence of state estimation on the data association solution.
From the perspective of gating performed during the data association process 7 , the Kullback-Leibler (K-L) divergence / discrimination was compared against the traditional Mahalanobis divergence / χ 2 gating approach for determining whether a given measurement should be used to update a fused state estimate. The K-L divergence examined 7 using the notation employed herein was
( )
The K-L divergence has also been employed from a sensor management point of view to task space-based sensors 8 . The K-L divergence in this case was used as a measure of orthogonality, which is also known as the most informative testing problem, in order to determine the best sensing action to take prior to tasking sensor resources and the corresponding objective function was to maximize the K-L divergence, ( )
, .
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The data association problem was avoided by assuming that the observation region for each sensor contains at most one target. Maximizing the K-L discrimination is an obvious approach to sensor tasking when the data association problem is "noiseless" which will be further illustrated by Figure 5 of Section V and the corresponding discussion which follows for Example 2.
II. Measures Of Information
There exist three primary mathematical functions that are used to measure information in the information theory literature. Each one of these measures will be defined and discussed after several properties have been introduced that characterize an ideal metric defined on the space Ω composed of probability distributions which are absolutely continuous with respect to their probability densities functions (pdfs) (Ω could likewise be defined as the space of all probability distributions with common support). Let P 1 , P 2 ∈ Ω with corresponding pdfs p 1 and p 2 , and define ( ) The first information measure to be presented is entropy for a continuous random variable, which is not the limiting case of discrete entropy, since entropy for a random variable with a continuous distribution is infinite.
Definition 1
The differential entropy or Shannon information for a random vector X with probability density
Entropy measures the volume or compactness of the pdf p(x). It should be noted that differential entropy has no physical meaning and does not satisfy any of the properties above, but it can be used to define average mutual information which does generalize nicely for continuous random variables.
where the corresponding Jacobian of the transformation V = T(x) is
Proof: See Papoulis 32 .
This result demonstrates that entropy does not satisfy property (b) and therefore is unit dependent.
Definition 2
The average mutual information between two continuous random vectors X and Y with joint pdf
which is also related to differential entropy as follows
It should be noted that mutual information is a function of probability distributions and not of random variables as the notation implies. Mutual information can be thought of as measuring the mutual dependence between two random vectors or the amount of information that random vector Y contains about random vector X. Mutual information is the amount of information, or reduction in uncertainty, that either vector provides about the other. Mutual information satisfies properties (a), (b), and (c) defined above 30 . If X and Y are independent, ( ) 0.
X which is the uncertainty or entropy of X.
Definition 3
For the classical two hypothesis problem, the likelihood ratio is of considerable importance
where p 1 (x) and p 2 (x) are pdfs defined over n ℝ . It should be noted that the logarithm of the likelihood ratio is a sufficient statistic for discriminating between hypotheses 30 , which means that the amount of discrimination is identical to that of the raw data. The last of the three measures of information is known as the divergence and it also is well behaved for continuous random variables. 12, 13, 14, 16, 17 is defined as a function ( )
Definition 4 A divergence
Ω Ω → ℝ which at the very least satisfies property (a). In simple terms, a divergence measures the distance between two probability distributions.
There are several types of divergences and two of the main types with the longest historical significance are A.) The α-divergence for α ∈ (0,∞), due to Rényi 16 , based on axiomatic considerations,
Note that the integral inside of the natural logarithm is a Hellinger integral,
,
then an equivalent expression for α-divergence starting from using the likelihood ratio of equation (6) in equation (7) is ( ) 2  1 2  1  2  2  2   , : .
Noting the similarities between equations (8) and (9), a general expression for the divergence due to Basseville 21 which encompasses many of the common divergences found in the literature can be written as (
where 2 E is the expectation with respect to p 2 ,
ℝ and κ is a scale factor. When F is a convex function, the corresponding divergence is guaranteed to be a f-divergence. However, it has been shown that all α-divergences belong to the class of fdivergences and Bregman 33, 36 divergences, see Amari 22 . Also, the classification error probability P e can be written using equation (10) with F(x) = -min(x, 1-x) and the corresponding upper and lower bounds for P e simplify to comparisons with other convex functions 29 . Property (b) ensures that the divergence is unitless due to being invariant under any nonsingular coordinate transformation 10, 11 and it has been proven to hold for the class of fdivergences, see Liese and Vajda 15 , and Qiao 42 . A subset of the information theoretic divergences also satisfy property (c). When properties (a) and (c) are satisfied, the divergence is a semi-metric 5 as defined for a topological space. None of the information theoretic divergences satisfy the triangle inequality, property (d), but a small subset can be converted to a true distance metric by applying the square root function.
Definition 5

26
The Kullback-Leibler (K-L) divergence, which is also commonly known as the information divergence, discrimination, relative entropy, and cross-entropy among others, with pdfs p 1 (x) and p 2 (x) defined over n ℝ using equation (10) with ( ) ( )
The K-L divergence in equation (11) is not guaranteed to be bounded when the probability distributions do not have common support. Mutual information presented in Definition 2 can also be defined as a function of the K-L divergence as follows
ln .
Definition 6 10 The Jeffreys divergence, which is also commonly known as the symmetric K-L divergence, with pdfs p 1 (x) and p 2 (x) defined over n ℝ using equation (10) with ( ) ( ) ( )
, , , ,
, ln .
The Jeffreys divergence in equation (14) is not guaranteed to be bounded when the probability distributions do not have common support.
Definition 7
The Hellinger divergence with pdfs p 1 (x) and p 2 (x) defined over n ℝ using equation (10) with 
The Hellinger divergence in equation (15) The Chernoff divergence with pdfs p 1 (x) and p 2 (x) defined over n ℝ using equation (10) with ( )
and κ = 1, is given by
The Chernoff divergence in equation (16) is similarly not guaranteed to be bounded when the probability distributions do not have common support except for α =½. 19 The Bhattacharyya divergence, which is a special case of the Chernoff divergence for α =½, with pdfs p 1 (x)and p 2 (x) defined over n ℝ using equation (10) with ( )
Definition 9
The Bhattacharyya divergence in equation (17) is guaranteed to be bounded for all probability distributions. Also, observe the commonality between equation (17) and the Hellinger divergence of equation (15) . 14, 39, 40 The Jensen-Shannon divergence, which is also called capacitory discrimination 40 , with pdfs p 1 (x)and p 2 (x) defined over n ℝ using equation (10) with ( ) ( ) ( ) ( ) 
Definition 10
The Jensen-Shannon divergence in equation (19) 
III. Data Association Discrimination Approaches
Two fundamentally different approaches have been employed for computing an association discriminator, also known as an assignment scoring function in the information fusion and target tracking literature 1, 3 , (i) Compare the corresponding likelihood functions for the new information, X , and the previously known entities, X, and compute the K-L discrimination / divergence between the corresponding probability distributions where the probability distributions are assumed to be multivariate Gaussians. Denote this approach symbolically as
(ii) Assume that the residual between the existing information and new information, − X X, has a multivariate Gaussian distribution, and compute the logarithmic score function using the likelihood of the residual. Denote this approach symbolically as
Data association approach (ii) is the primary method used in the information fusion and target tracking literature 1, 3 . One of the objectives of this paper is to present data association approaches (i) -(ii) in a more general framework, and to demonstrate both analytically and in simulation the benefits of an association discriminator that satisfies properties (a) -(c). In addition, data association approach (i) will be expanded to include the f-divergences previously discussed, in particular the f-divergences which satisfy properties (a) -(c), and it will be shown that the K-L divergence is not an optimal association discriminator due to not satisfying property (c). It should be noted that data association approach (i) can be used to compute an association discriminator between different types of probability distributions with common support, and thus is a completely general approach. The drawbacks of employing approach (ii) directly will also be demonstrated within this common framework. The reasons that it is desirable for an association discriminator to satisfy properties (a) -(c), if not already apparent, will be made transparent throughout the rest of the paper.
The approach employed herein for utilizing a divergence as an association discriminator is based on utilizing the minimum computed divergence between the probability distributions, and as such is more in line with Kullback's minimum discrimination information (MDI) approach 11 . For data association approach (i), this can be thought of as minimizing the cross entropy for which the principle of minimum discrimination information was developed. Once the association discriminators have been computed between each newly received piece of information and the entities previously observed, then in the case of a single hypothesis tracker (SHT) approach, the corresponding association discriminator values are used in an assignment matrix which is then solved to obtain the optimal assignments, or in the case of a multiple hypothesis tracker (MHT) architecture, the association discriminator values are used to assess whether to initiate another track hypothesis. The most common objective function for the assignment solution in an SHT architecture is to minimize the overall sum of the association discriminators corresponding to each assignment made while maximizing the number of associations made to previously observed entities.
An essential probability distribution in systems theory is the multivariate Gaussian which will now be formally defined for completeness.
Definition 11
Let the joint density function of
, and p(x) is the corresponding n-dimensional, multivariate Gaussian pdf of X with mean vector µ and covariance matrix 0, ′ Σ = Σ > represented mathematically as follows
Theorem 2 The entropy for a multivariate Gaussian random vector X with pdf p(x) defined over n ℝ is given by
Proof: See Cover and Thomas 31 . Note that equation (21) is not guaranteed to be positive. This will be demonstrated further by Example 1 of Section V.
Theorem 3 The mutual information between two joint multivariate Gaussian random vectors
and
ℝ with arbitrary mean and joint covariance matrix 1 12
is given by
Proof: See Gelfand and Yaglom 24 , and Kolmogorov 25 .
The significance of equation (23) is that the mutual information between two joint multivariate Gaussian random vectors depends solely on the covariance matrices involved and not on the corresponding means. 
Proof: Equation (26) was first proven by Huzurbazar 27 .
Starting with the α-divergence presented in equation (7), the Hellinger integral inside the natural logarithm can be generalized for α ∈ (-∞,∞) and β ∈ (-∞,∞) for which an αβ-integral will be defined.
Definition 12
The αβ-integral for two pdfs p 1 (x)and p 2 (x) defined over n ℝ is given by
The integral in equation (27) is not guaranteed to be bounded.
Theorem 5
The solution to the αβ-integral in equation (27) for two Gaussian pdfs p 1 (x) and p 2 (x) is given by ( )
Proof: See the Appendix.
Corollary 3
The Hellinger divergence for two Gaussian pdfs p 1 (x) and p 2 (x) is given by
Proof: Replace β = 1 -α in equation (28), let α =½ and subtract from 1 to prove the result. ■
Corollary 4
The Chernoff divergence, which is basically the generalized α-divergence, for two Gaussian pdfs p 1 (x) and p 2 (x) is given by ( ) 
The second part of equation (31) was first proven by Huzurbazar 27 . The observation that the Jensen-Shannon divergence is identical to the Bhattacharyya divergence for two multivariate Gaussian pdfs has not been previously published in the literature.
Proof: For the first part of equation (31), start with equation (25) , substitute the appropriate terms from equation (18) , perform a little algebra which leads to the observation that the terms inside the trace operator reduce to 0, and the result follows. For the second half of equation (31), let α =½ in equation (30) 
The Mahalanobis divergence of equation (32) 
Proof: Let Σ = Σ 1 + Σ 2 in equation (32), resulting in equation (33) . Equation (33) will be utilized in Section IV to determine gating values for several association discriminators.
Corollary 8
Let the likelihood function for the residual discussed in (ii) above, − X X, be represented as
where µ 1 is the mean of the information with corresponding covariance, Σ 1 , and µ 2 is the estimate of the information with corresponding covariance matrix, Σ 2 . A logarithmic score function, which takes the negative of the natural logarithm applied to the likelihood function given in equation (34) , is equivalent to taking the negative of the natural logarithm applied to the αβ-integral in equation (27) for two Gaussian pdfs p 1 (x) and p 2 (x) with α = 1 and β = 1 (28) in Theorem 5 and letting α = β = 1. ■
The logarithmic score function only satisfies the symmetry property, property (c) above, which is desired of an association discriminator. Note that the first two terms of equation (36) compose the differential entropy in the residual neglecting the constant 2 n term from equation (21) . In other words, the logarithmic score function is composed of the differential entropy in the residual and the alternative form of the Mahalanobis divergence presented in equation (33) . Example 1 of Section V will demonstrate both the indefiniteness and the lack of invariance for the logarithmic score function and correspondingly, differential entropy. Examination of equation (17) and equation (35) shows that taking the square root of the product of the pdfs prior to integration makes all the difference between an association discriminator which satisfies properties (a), (b), and (c), and one that only satisfies property (c). The integral term in equation (35) can be interpreted as an expected value with respect to p 2 , which leads to the following equivalent general form for the logarithmic score function in equation (35) ( )
, with and ln .
Noting the similarities between equation (10) and equation (37) demonstrates that the information theoretic divergences take the expectation of the likelihood ratio of the two pdfs relative to one of the pdfs, while the logarithmic score function takes the expectation of the likelihood of one of the pdfs relative to the other pdf. Lastly, comparing equation (1) and equation (37) emphasizes that the logarithmic score function does not satisfy the invariant property (b) even for a nonsingular, linear coordinate transformation as the following lemma proves. 
Lemma 1 For
IV. Gating & Scoring
The overall objective of an association discriminator as discussed in Section III is to compute a numerical value between the pdfs of each newly received piece of information and the previously observed entities. These association discriminators are then used to populate an assignment matrix to be solved when employing a SHT architecture or to determine whether to initiate a hypothesis track for a MHT architecture. For practical systems which are required to run in real-time and handle the receipt of large amounts of new data at each epoch, the need to perform some amount of gating is paramount whether using an SHT or MHT architecture.
The following definition from statistics provides a very useful interpretation of the Mahalanobis divergence.
Definition 13
Given the joint density function 
Proof: Starting with the n-dimensional, multivariate Gaussian random vector,
and observe that X is equivalent to applying the following affine transformation to another n-
Take the inverse transformation of equation (41) ( ),
and compute Y'Y,
which yields the desired result. ■
The result of Lemma 2 has been exploited extensively by almost all areas for which the association of data is required. In particular, equation (33) (26), the Hellinger divergence of equation (29), the Jensen-Shannon / Bhattachrayya divergence of equation (31), and the logarithmic score function of equation (36) highlights the occurrence of equation (33), which will now be exploited for the determination of the corresponding association discriminator gate values. 1, 3 The purpose of an association discriminator gate is to perform a preliminary level of discrimination based on the difference between the means of the two multivariate Gaussian pdfs. The association discriminator gate computations and corresponding preliminary discrimination gating values for some of the f-divergences will now be presented. The Jeffreys divergence gate is given by the following ( 
Definition 14
Likewise, using Definition 14 enables the determination of a gating value for use with the Hellinger divergence gate of equation (47) as follows
Similarly, the Jensen-Shannon divergence gate and corresponding gating threshold for equation (49) are given by ( 
For all of the pairings of potential assignments which satisfy the gating values presented in equations (44), (46), (48), (50), and (52) based on the Mahalanobis divergence computation, the corresponding association discriminators are then computed using the desired f-divergence or logarithmic score function. For all of the f-divergences, the minimum value in the assignment matrix is 0, which represents a perfect association, whereas the minimum value for the logarithmic score function can be anywhere between (-∞,∞) since the logarithmic score function does not satisfy properties (a) and (b) above. It should also be noted for the f-divergences that the gating values given by equations (44), (46), (48), (50), and (52) based on the Mahalanobis divergence computation are, in general, not the maximum values contained in the assignment matrix, except when the Mahalanobis divergence is used as the association discriminator. If it is desirable to know a priori the maximum value in the assignment matrix, then the Hellinger divergence is the best choice since the maximum value would be 1, see Definition 7.
The primary drawback of using the Mahalanobis divergence in equation (33) directly as an association discrimator will now be demonstrated. Taking the limit of equation (33) 
Interpretation of equation (53) from a data association perspective is that the Mahalanobis divergence will favor associations which contain larger uncertainty since the Mahalanobis divergence is primarily a discriminator between the means of the pdfs. In other words, when high precision / low uncertainty data is received, and both a very uncertain and a very precise previous entity are in the vicinity, the Mahalanobis divergence will favor the very uncertain previous entity. One manifestation of this problem, which occurs in the area of target tracking, is that when a previously received false entity and the actual truth entity both exist in the same vicinity, both entities will be maintained when the association discriminator is the Mahalanobis divergence.
V. Simulation & Discussion Of Results
The purpose of this section is to demonstrate the behaviors of the previously presented measures of information, along with the logarithmic score function, for two multivariate Gaussian pdfs. The first objective is to demonstrate that all of the f-divergences presented herein satisfy properties (a) and (b) above, and that the logarithmic score function, and correspondingly differential entropy, do not satisfy these properties. The lack of invariance for both differential entropy and the logarithmic score function has already been proven analytically, see Theorem 1 and Lemma 1. 
Example 1 Let V = T(Γ)X and W = T(Γ)Y where X~N
which produces a logarithmic spiral within probability space and the moments for the original multivariate Gaussians are Figure 2 demonstrates the positive definiteness and invariance of the f-divergences and the indefiniteness and the lack of invariance for the logarithmic score function, and correspondingly, differential entropy, see equations (21) and (36) . Figure 4 presents the convex behavior of the f-divergences discussed herein and the logarithmic score function using a logarithmic scale when the size of covariance matrix Σ 2 varies. Observe that when n = 1, all of the f-divergences = 0, which implies a perfect match between the pdfs, whereas the logarithmic score function is non-zero, which is highly non-desirable for an association discriminator whose value serves as a measure of similarity between two different pdfs. The Mahalanobis divergence is not portrayed in Figure 4 since it equals zero for all n when the means are identical (m = 1). Figures 5 -6 depict the f-divergences and the logarithmic score function for µ 2 = µ 1 , Σ 2 = Σ 1 (n = 1), and Γ varying from 0 o to 180 o as concave functions, which elucidates the motivation behind maximizing the measure of orthogonality between the pdfs, which is a well-documented approach for sensor selection and management. The primary observation to make is the high degree of sensitivity of the K-L and Jeffreys divergences to angular rotation between the covariances as compared with the remaining f-divergences and the logarithmic score function. Figure 7 shows the behavior of the f-divergences and the logarithmic score function when Γ = 5 o and n varies as in Figure 4 , namely that the f-divergences are a convex function when the covariance matrices vary in both scale and rotation and that the minimum is greater than zero due to the non-zero rotation angle. Further examination of Figure 7 demonstrates that the two K-L divergences / discriminators do not have minimums at n = 1, just like the logarithmic score function. Further justification of equation (57) will be demonstrated from a mutual information point of view in Example 3. Figures 9 -10 depict the f-divergences and the logarithmic score function once again as convex functions when the m varies, i.e., the mean for one of the pdfs is varied with respect to the other pdf. Also note for Figures 9 -10 that the Mahalanobis divergence and the two K-L divergences are identical since the covariance matrices are identical as expected, see Corollary 6 and equation (32) . Figures 11 -12 pictorially present the scenario which would optimize the measure of orthogonality between the two pdfs with Γ = 90 o and n = 1 and 3, and for which the remaining figures, Figures 13 -16 , are based. Figures 13 -16 depict the f-divergences and the logarithmic score function as convex functions for the combined effects of varying means, and varying covariance matrices in both scale and rotation angle. Focusing only on Figures 13 -14 , once again note the high degree of sensitivity of the K-L and Jeffreys divergences to angular rotations and varying mean values. Also note that as one of the covariance matrices increases in size, the slope of the K-L and Jeffreys divergences decreases but the value at the matched means point, m = 1, increases significantly. For the remaining f-divergences and logarithmic score function, observation of Figures 15 -16 demonstrate that with respect to the combined effects of varying means, and varying covariance matrices in both scale and rotation angle, they are convex functions. The primary observation is that the effects of these variations are similar, but considerably less in scale when compared with the K-L and Jeffreys divergences. As a result of comparing Figures 4 -16 , it follows that the f-divergences are convex functions for the majority of the types of parameter variations between the pdfs. This observation is of significant importance when compared with the concave behavior demonstrated in Figures 5 -6 where only the rotation angle varied between the covariance matrices. The only time that the f-divergences can be used with the objective function of maximizing the measure of orthogonality between the pdfs is when the data association problem is "noiseless", which means either there are no association ambiguities or that the means perfectly match and the covariances are identical, except for an angle rotation. In the case of a "noiseless" data association problem for which the f-divergences are to be used to maximize the measure of orthogonality between the pdfs while maximizing the accuracy of the new information, in other words, maximizing the information gain, the best f-divergence to choose is the K-L discriminator, ( )
, , KL p p δ where pdf p 1 represents the a priori information and pdf p 2 represents the newly received information. The relationship between data association and state estimation will now be demonstrated via a numerical example based on a simple information filter formulation which will bring together all of the measures of information discussed herein, namely, differential entropy, mutual information, and the f-divergences. This example will also serve as further justification for the requirement that an association discriminator satisfy properties (a) -(c), whose implications were presented previously in equation (57).
Example 3 Let a previously observed entity's information be represented by the random vector
which has an a priori multivariate Gaussian pdf p 1 (y k-1 ), and let the set of newly received information, { } , 1, ,10,
, and 2
, and . sin cos 10 0 50
Figures 11 (n = 1) -12 (n = 3) provide a pictorial representation of the information situation with the previously observed entity's a priori pdf represented by the red ellipse, p 1 (y k-1 ), and the newly received information pdfs, q j (v j ), represented by the blue ellipses with The a posteriori estimate for the previously observed entity is updated using the information filter 6 according to
ˆ,
where .
The mutual information gain based on the uncertainty update of the information filter 6 given by equation (60) takes a form similar to equation (24) as follows ( )
The mutual information gain of equation (61) is maximized for Γ = 90 o , which corresponds to maximizing the measure of orthogonality between the pdfs, and is depicted in Figures 11 -12 by the blue pdf ellipses relative to the red pdf ellipse. Since each blue ellipse represents a pdf of newly received information for possible assignment to the previously observed entity, then the optimal assignments, { }, 
The optimal local assignments for each association discriminator occur in Table 1 Figure 12 , the local assignment problem only considers the newly received information pdfs, q j (v j ) for j = 6, …, 10, as available for assignment to the a priori red pdf ellipse. The optimal global assignment considers all of the newly received information pdfs, q j (v j ) for j = 1, …, 10, for assignment to the a priori red pdf ellipse. The corresponding locally optimal a posteriori pdf estimates based on performing the information filter update of equations (59) - (60) with the optimal local assignments from Table 1 , 2 * , a δ are depicted by the black pdf ellipse in Figure 11 (n = 1), which is also the globally optimal a posteriori pdf estimate, and by the black pdf ellipse in Figure  12 (n = 3), which is only a locally optimal a posteriori pdf estimate. The mutual information gain is the same for all 5 blue pdf ellipses in each figure since mutual information assumes that the correct assignments have been made prior to computing the mutual information gain. Inspection of equation (61) verifies that there is no dependence on the error between the means. It has been shown previously in the literature that maximizing the mutual information gain is analogous to minimizing the error covariance for any chosen estimation approach 43 . It should be noted that the mutual information gains for Figure 11 (n = 1) and Figure 12 (n = 3) will obviously be different and as such, when the association discriminator satisfies equation (57), the optimal global assignment, 2 * , a δ to the red pdf ellipse is the blue pdf ellipse for which
Σ which corresponds to q j = 3 in Table 1 above. One additional observation from Table 1 is that the Mahalanobis divergence only discriminates based on the difference between the means, and therefore the optimal global assignment is undefined due to the lack of discrimination between the q j = 3 and q j = 8 pdfs. Another observation from Table 1 is that the K-L divergence / discrimination, ( ) equation (57), and Figures 7 -8 , and as such is not an optimal association discriminator, contrary to the previous recommendation in the literature 7 . The last observation from Table 1 , as alluded to in the discussion for Example 2, is that despite its drawbacks, use of the logarithmic score function as the association discriminator does give the optimal global assignment for this problem and thus is a significantly better choice than the K-L divergence. Table 2 summarizes the mutual information gains computed using equation (60) when n = 1 and n = 3, and the resultant differential entropy after update, ( )
, which was computed using equation (21) . Table 2 demonstrates that given the entropy for the previously observed entity's information state, The last example demonstrates the behavior of the different f-divergences with respect to each other and the logarithmic score function when used as association discriminators between newly received information and the previously observed entities for a single hypothesis tracker (SHT) architecture. This example also demonstrates the use of the gating equations formulated in Section IV. , T T , as depicted in Figure  17 . The sensing node performs the required processing to convert the previously observed entities into measurement space, { } 
with corresponding covariance matrices
The estimated measurements for the existing tracks are given by 1 2 4.0042 6.024, ,
with corresponding covariance matrices 
with corresponding covariance matrices. For practical systems which are required to handle large amounts of data being received at each epoch, the need to perform some amount of gating is paramount to being able to run in real time. Table 3 summarizes the association discriminator gates presented previously in Section IV, see equations (45), (47), (49), and (51). From the inspection of Figure 17 , a reasonable probability value for the Table 3 . In addition, the removed assignment pairs from Table 3 agree with the pictorial representation of the associations depicted in Figure 17 which fail to satisfy the 0.9973 Recall that there is no guarantee that these gate values will be the maximum values in the corresponding assignment matrices, except for the Mahalanobis divergence, which is clear from inspection of Table 4 . Table 4 presents the corresponding assignment matrices as sparse matrices for the f-divergences and the logarithmic score function from Table 3 after gating, and depicts the optimal global nearest neighbor assignments as optimal assignments . Note that the corresponding pairs which have been gated out are left blank in Table 4 . Inspection of Table 4 demonstrates that for this relatively benign data association problem, any of the examined association discriminators will result in the optimal assignments. The drawbacks of the logarithmic score function have already been thoroughly discussed so no further comments will be made. The drawback of solely using the Mahalanobis divergence as an association discriminator was discussed previously in Section IV, see equation (53). Table 4 . Measurement-to-track assignment matrices for some f-divergences and the logarithmic score function for Example 4. 
VI. Conclusion
Many modern day collaborative systems / system of systems (SoS) rely heavily on the sharing of information in order to improve performance, manage resources, and maximize overall capability. These types of systems are characterized by many decentralized nodes which can either all be identical or are divided into a finite set of specialized types. When information is shared within any SoS, the overall performance hinges on its ability to correctly associate the information received. The primary hypotheses evaluated by any SoS after the receipt of new information are (i) Does this information belong to an entity previously observed; or (ii) Does this information belong to a new entity, which includes both real and false entities. In order to evaluate these hypotheses, association discriminators were defined and evaluated in order to properly assess the received information. This paper defined the properties required of a data association discriminator, highlighted the measures of information which satisfied these properties, and developed the corresponding gating equations for use during the data association process. This paper discussed various measures of information commonly used between and within the components of these types of systems and compared and contrasted their behavior in a common framework with a focus on the data association problem. Commonly used measures of information, namely, differential entropy, mutual information, and divergences, along with the logarithmic score function were examined analytically, the advantages and disadvantages of each were discussed, new results were derived and presented, and several simulation examples were presented which illuminated the use of these measures of information. Lastly, contrary to the current literature, it was demonstrated that the Kullback-Leibler discriminator / divergence is not an optimal data association discriminator. 
Performing the change of random variables transformation given by equation (42) to p 1 yields ( ) For the term inside the exponential only, apply the trace operator, complete the square, and after some algebra determine the identity ( ) 
