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Abstract
The Border Ranges Fault System (BRFS) bounds the Cook Inlet and Susitna Basins, and is an
important petroleum province within south-central Alaska. A primary goal of our research is to test
several plausible models of structure along the BRFS using a novel three-dimensional inversion
technique utilizing gravity data, constrained with other geophysical, borehole and surface geological
information. This research involves the development of 3D inversion modeling soft-ware using C++
Builder from Embarcadero’s XE2 Suite. The novel inversion approach directly models known geology
with a priori un-certainties assigned to the geologic model to allow researchers to com-pare alternative
interpretations. This technique was developed to evaluate three-dimensional structure in regions of
complex and poorly known geology.
Our software computes the density solution of a geologic structure by utilizing its location within
the gravity field as well as the gridded surface files of known topography and subsurface units. The total
gravitational effect of each body is calculated with a series of semi-infinite vertical line elements which
improves the computational efficiency of computing forward models of structures with extremely
complex geometry. The inversion algorithm considers a priori geophysical constraints and uncertainties
due to gravity measurements, surface file in-consistencies, and forward calculations in the model
solution. In addition, a Kalman-based filtering estimator is used to minimize our observation and
processing noise. The estimator allows the a posteriori covariance matrix to avoid its dependence on the
non-singularity of the Jacobian (model) matrix.
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Chapter 1 Introduction

1.1

MOTIVATION

Previous modeling of the Border Ranges Fault System (BRFS) using geophysical data has been
limited due to the complexity of local geology and structure, both of shallow crustal features and the
deeper subduction zone. Since the inversion is based on a sequence of gridded surfaces, it is feasible for
us to develop software to help build these gridded geologic models. Without a way to modify grid
surface elevations and density, the inversion process for the geoscientist would be highly nonlinear and
poorly constrained, especially in regions of complex structural geology. Without a basic model for the
geometry of the BRFS, its role in the formation and petroleum generation processes of the upper Cook
Inlet is poorly understood.
Typical three-dimensional inversion packages are financially prohibitive for research groups with
limited resources. In addition, few, if any, consider a priori geologic information, processing
uncertainties, and measurement uncertainties in the model solutions. Our approach to the inversion
problem is rooted in the use of a semi-infinite vertical line-element technique for forward modeling
which allows the construction of geologic bodies with extremely complex geometry. Insignificant
gravity contributions are also avoided by the use of a gravity station-to-grid distance test, thus improving
computational efficiency.
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1.2

THE PROBLEM

In principle, we desire to measure the density of geologic body relative to its 2D (surface) spatial
location and depth. In order to do this, we can observe the gravitational field at these spatial locations
and depths (Cardenas et al., 2012). We can therefore describe this inverse problem with a formal
definition of the gravitational quantity acquired through data collection and its relationship to Earth's
geologic structure. We use gravitational effect, location information, and relative distances to estimate
modeling densities for various structural models. The locations of gravity stations and original reduction
of gravity observations used in our study are described in Mankhemthong et al., 2013. Our original 3D
models were built using information from Digital Elevation Models (DEMs) provided by the United
States Geological Survey (USGS) and governing agencies from the State of Alaska (Mankhemthong and
Doser, 2012; Mankhemthong and Doser, 2013).
Previous gravity modeling has involved the use of three-dimensional triangular prisms (Zhou et
al., 1990), adaptive rectangular prisms (Chakravarthi et al,. 2004), parallelepiped forms (Montesinos et
al., 2004), spheres (Blakely, 1995), horizontal and vertical sheets, sloping contrasts using gravity
gradients, fault planes, and lamina approximations using solid angles (Hammer, 1974). The basis for the
forward and inverse modeling comes from a typical geophysics formulation which computes the
gravitational effect of a point mass m from a given point P on the surface. We define U as the
gravitational potential, the work done by the gravity force in moving the point mass from an infinite
distance to point P (Figure 1.1). In this representation, we define r 

 x  x   y  y   z  z
2

the Euclidean distance between the mass m at  x, y, z  from point P at  x, y, z  .

2

2

2

as

r

U

1
Gm
Fdr  

m
r

(1.1)

U Gm
 2
r
r

(1.2)

g 

Equations (1.1) and (1.2) are similar formulations common to most geophysics texts (Telford et al.,
1990; Sharma, 1997; Scales, 2001). The gravitational potential describes the gravitational field. So if we
define  as a mass distribution, the total gravity effect is the vector sum of attractions produced by all of
the masses since they may not all be in the same direction. Generally speaking, large density contrasts
may be due to radical differences in rock type, changes in rock porosity or fracture density,
discontinuities in structures, or other factors.

Figure 1.1: Gravitational Attraction. The gravitational attraction g at point P due to a generalized mass M
(modified from Sharma, 1997)
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The vertical component g z is of primary interest and will be referred to as g . We will use discrete
methods to sum the vertical components of gravitational effect relative to point P at various depths.
Assuming a mass distribution, we can express the vertical component as

g  G
V

 cos 
r

2

dV  G 
V

z
r3

dV

(1.3)

Our choice of geometric form to compute the volume integral requires a simple representation
for the complex geometric structure of the geology we wish to model. The size of the inversion problem
also requires us to make some decisions regarding insignificant gravity contribution which may
compromise our computational efficiency.
In Chapter 2, I will present the methodology that was used to define the forward and inverse
modeling while Chapter 3 will deal with the specific mathematical approach used to conceive the
forward and inverse algorithm. Here, I will define and show the systems of equations used to compute
the model solution as well as describe the elements needed to account for the model and data
uncertainties, followed by commentary on the computational efficiency of the algorithm. Chapter 4 is a
description of the software development and program flow. Chapter 5 will show the numerical results of
two experiments pertaining to the study of the Border Ranges Fault System. Chapter 6 is a final
commentary on the software, future work, and new considerations. Complete derivations of all
mathematical formulations are contained in the Appendices.
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Chapter 2 Methodology

2.1

FORWARD MODELING

The forward modeling approach (also known as iterative modeling) is a widely used technique in
interpreting geophysical data. We note this process involves several steps:
1. Collect gravity anomalies through measurement.  gobserved 
2. Make a skilled guess at an initial model combined with a priori information.
3. Compute the gravity anomalies, adjusting for earth curvature, tidal effects, and many other
physical corrections.  gcalculated 
4. Adjust the model parameters, such as density and elevation   , z  , in order to minimize the
difference,

 min g

observed

 gcalculated

1



1

5. Repeat steps 2 – 4 to achieve a “close” fit.
The gravity anomalies are computed using a variation of the volume integral from (1.3) and is
represented as
g  G
V

 cos 
r0  ri

2

dV

(2.1)

where r0  ri is the distance from each mass in the grid to a gravity station. Baker (2001) uses the
approach of representing each of the geologic bodies as one or more vertical line elements. The principle
formulation is based on Nettleton (1976), in which a vertical cylinder with minimized radius can be used

1

For this least squares problem, we use the

1 norm.

5

as a rather effective approximation for gravity effect due to its computational efficiency. Hammer
(1974) also discussed the approximation extensively. A similar approach is also effective when
computing magnetic effects (Scales, 2001).
The total gravitational contribution is calculated using a grid comprised of semi-infinite vertical
line elements. The gravitational effect is expressed using line and depth parameters.

g

 R 2G 
zr

(2.2)

Here, R represents the radius of the cylindrical line element, which we choose to minimize to allow each
line element to accurately fit the geometry of the geologic body. The x parameter is the distance along a
single dimension from the gravity station to the projection of the cylindrical top on the surface of the
grid. The radial distance, r, pertains to the Euclidean distance from the gravity station to the line
element. The orientation of the x and z parameters are illustrated in Figure 2.1.

Figure 2.1: Vertical Line Element. Orientation in two dimensions of the vertical line element
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To adapt Nettleton’s formula to our three-dimensional problem, it is necessary to modify the line
element representation to include y coordinates (See Figure 2.2). A conversion to x, y, and z coordinates
will be made from the longitude, latitude, and elevation information supplied by the DEMs and the
gravity station locations. Equation (2.2) is rewritten to accommodate the calculations on the grid and we
also express this modified formula as a sum

g

 R 2G 
zr

(2.3)

The theoretical length of the vertical line element is infinite. This formulation allows us to calculate the
gravitational effect for any depth we choose, so we can refer to the actual length of the line element to
be “semi-infinite”. In practice, however, it is difficult to resolve the gravitational effect with great depth
because of the approximation of g being close to zero. As with most large scale computations, this is a
delicate process due to truncation and round-off errors that may arise with different operating systems
and memory storage. Great caution must be taken in computing numerical solutions to problems having
a potential to be ill-posed.

Figure 2.2: 3D Vertical Line Element. The vertical line element modification for use on a three-dimensional
grid.
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For a cylindrical column of finite length, as in the case of gridded geological bodies in the block, the
effect calculated at the bottom of the body is subtracted from the effect calculated at the top. Similarly,
the effect at the bottom of the subsequent layer is subtracted from the effect at its respective top and so
on. Therefore, our approach allows us to account for the variations in elevation of each node. Figure 2.3
illustrates the configuration of a surface block and how the gravitational effect at each node contributes
to the overall gravity at a station location.

Figure 2.3: Surface Block Configuration (modified from Mankhemthong, 2012). Each node on the grid yields a
gravitational contribution to the overall gravity effect for a station location.

2.2

INVERSE MODELING
The inherent non-uniqueness properties in inverse modeling are difficult to overcome. But with

constraints on the source geometry, this type of analysis can be useful. One way is to eliminate
parameters, such as depth, by assuming a particular source of interest lies at a specified depth. It is
obvious that with much a priori information, the non-uniqueness of the problem is somewhat decreased.
8

For geologic bodies that are exposed on the surface, such as glaciers, alluvial fill, and basins, the
solutions for geometric versus physical property contrast can be done with greater ease. Classical
inversion techniques attempt to construct a set of linearized equations and make certain assumptions of
geologic sources, such as size and depth. The solution of the system of equations, one for each gravity
observation point, is often a poorly conditioned problem as discussed in many previous studies (e.g.
Bott, 1973; Goodacre, 1986; Sharma, 1997; Montesinos et al., 2004).
To help avoid poorly conditioned matrices, we utilize the gravity observations collected during
the gravity study and constrain the gridded surfaces with known elevation provided by several DEMs.
We also constrain the models with tolerance values based on the known geology in the region. The
geophysicist can then pre-define a geological body and indicate its location in the block, its depth, and
approximate density distribution to observe its overall gravitational effect. The model solution is verified
according its geologic plausibility and feasibility along with the minimization of the gravity misfit.
In contrast to numerous modeling strategies, there has been limited study in using linearized
inversion techniques mostly due to the computational complexity and lack of high performance
computing resources. Several techniques have recently emerged to minimize the least-squares fit
problem. These include Conjugate Gradient (steepest descent) methods, 2D Fourier transforms, and
Genetic algorithms. Most recently, MATLAB toolboxes have been made available as open source
utilities for researchers such as SIPPI, which is compatible with the GNU Octave platform (Hansen et
al., 2012).
The technique suggested by Baker (2001) divides the grid into geological bodies of vertical line
elements. The number of line elements needed to represent a body is largely dependent on the distance
from the gravity station to the surface. For a DEM grid spacing of 80 to 100 m, the grid points in a
geological body can be modeled as single line elements if they are more than 1000 m apart
(approximately 10 times the grid spacing). With this approximation, the gravitational computational
accuracy is minimal (~ 0.05 mGal). Points in the body that are within 1000 m must be modeled with
more than one line element. Therefore, the grid resolution becomes coarser with increasing distance to
the gravity station.
9

Chapter 3 Mathematical Approach

The non-uniqueness of the inverse problem requires us to develop an iterative process in order to
take full advantage of the computing resources at our disposal. The problem must be posed in such a
way that its solution may use a linearized computational optimization scheme.
We wish to solve the system

 gi    Aij   j  and

obtain a density distribution which

corresponds to a pre-defined structural layer. Much of the forward theory is used to develop the
inversion scheme and incorporate some statistical analysis to help constrain our model. We also examine
the covariance between the density and elevation changes to the gravity anomalies through the use of a
Kalman-Type estimator to further constrain our model. Combined with a priori information, we are able
to reduce the number of plausible models.

3.1

MODEL AND PARAMETER CALCULATIONS

3.1.1 Definition of Gradients and Conversions

The vector of gravity anomalies, g , is the difference of free air corrected gravity observations
and the forward model computations, namely,  g    gobserved  gcalculated  . With respect to the entire
system, each element of the anomaly vector pertains to a different gravity station. Due to errors in
measurement and processing noise, it is highly unlikely these elements will be zero.
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The matrix Aij is comprised of the partial derivatives of the changes in gravity effect with respect
to the changes in density and elevation for each node on our grid. These partial derivatives are calculated
from our modification of Nettleton's formula, Equation (2.2),

gi
1
  R 2G
ij
rij

(3.1)

3
gi
z
 1 
  R 2G    x 2  y 2  z 2  2  2 z   C
.
3
2
2
2
2
zij
 2 
x

y

z



(3.2)

For convenience, we define the constant C   R 2G and the Euclidean distance r   x 2  y 2  z 2  2 .
1

Choosing a constant K as the average earth radius in km (~6,371), we can convert the spherical
parameters (latitude, longitude, and elevation) to Cartesian coordinates (x, y, z).

  90  latitude,  longitude

(3.3)

x  K  cos  sin  

(3.4)

y  K  sin   sin  

(3.5)

z  K  cos    elevation.

(3.6)

3.1.2 The Gravity Gradient with Respect to Density

To illustrate the methodology of the iterative process in these calculations, we construct an
example consisting of a single gravity station with a measured free air anomaly. The coordinates of the
11

station are given by  x0 , y0 , z0  . We also have a geologic block consisting of three bodies, which we will
label upper body (UB), middle body (MB), and the lower body (LB). Each body consists of 100 x 100
nodes. The grid spacing is 20 m which makes each grid a 4-km square (Figure 3.1).

Nodes on block; DEMs contain
Gravity Station

longitude, latitude, and elevation

(x0, y0, z0)
UB

MB
LB
(x1, y1, z1)

r1
r2
r3

(x1, y1, z2)

r4

Vertical Line Element; gravity effect at each

(x1, y1, z3)

(x1, y1, z4)

node is subtracted from the effect below it.

Figure 3.1: Sample Block Configuration. A block configuration consisting of one line element

For convenience, we will inspect only one surface node and define the partial derivatives for a single
line element. For each block layer, the partial derivative is subtracted from the partial of the previous
(upper) layer. The partial derivatives of each body are written as

Upper Body:

1 1 1 1
g1
 C       ,
11
 r1 r2   r1 r2 

(3.7)

g1  1 1 
   ,
12  r2 r3 

(3.8)

Middle Body:
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Lower Body:

g1  1 1 
  
13  r3 r4 

(3.9)

and so on2. We can generalize this iterative process in a subroutine (Table 3.1), where the goal is to use
a minimal number of indices to build the array.

// the radial distances are stored in array r
r_top = r[0]; // initializing top
for i = 1 to n
r_bottom = r( i );
gradg_p[i-1] = 1/r_top - 1/r_bottom; // Store the computation in a partial derivative vector
r_top = r_bottom;
// The bottom becomes the top on the next pass
end

Table 3.1: Code for Gravity Gradient with respect to density

3.1.3 The Gravity Gradient with Respect to Elevation
Similarly, the partial derivatives of gravity with respect to elevation must take into
account the layers of each block. If we study the partial derivative closely,

3
 zij
gi
 1 
  R 2G    xi 2  yi 2  zij 2  2  2 zij   C
,
3
2
2
2
2
zij
 2 
 xi  yi  zij 

2

(3.10)

Note that in this example, we are calculating the partial derivative for station 1 at node 1 on the grid. The second subscript

of the density and radius changes refer to each body (layer) in the block.
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we observe the step change of elevation with respect to the x-y direction. Each line element contains the
projection of the surface node through each layer. Therefore, it is not necessary to re-compute the
change in the x-y direction when dealing with a single line element in a block.
Equation (3.10) is the general form of the partial derivative. To understand its role in the iterative
process, we recall the previous example and define the partial derivatives as follows:

UB

g1   z1  z0    z2  z0 


3
3
z11
 r1 
 r2 

(3.11)

MB

g1   z2  z0    z3  z0 


3
3
z12
 r2 
 r3 

(3.12)

g1   z3  z0    z4  z0 


.
3
3
z13
 r3 
 r4 

(3.13)

LB

The Euclidean distance from node 1 to the gravity station is represented as r1 , and is defined as

r1 

 x1  x0 

3.2

2

  y1  y0    z1  z0  . Subsequent distances, r2 , r3 ,..., rn have similar definitions.
2

2

UNCERTAINTY CONSIDERATIONS

Due to the aforementioned size of the problem and its non-uniqueness, there exists a substantial
amount of uncertainty. We choose to estimate the uncertainty with an interval approach by two primary
means.
(1) Random Perturbations of the data and a priori densities
(2) Analysis of the Mean and Covariance of Multiple Perturbations

14

3.2.1

Uncertainty Representations and Probability Density Function

In introducing the a priori information, we define x0 as a partitioned vector of a priori expected
values and C0 as the partitioned a priori variance-covariance matrix.

 g0 
x0   
 0 

 Cgg
C0  
 C g

Cg  
C 

(3.14)

T

a priori  as the gravity observations obtained

For a more explicit definition, we view x0   gobs

through measurement and the a priori densities while C0 is the variance-covariance matrix associated
with the gravity measurements and the constrained densities. Since a priori gravity uncertainty is
typically unrelated to uncertainties in density information, we can say Cg   C g   0 . For clarity, the
T

variance matrices are expressed as Cgg  Cg and C  C which will make the derivation of the
iterative solution much less cumbersome (Cardenas, 2011).
Assuming the distribution of the a priori information to be Gaussian, we define a Gaussian
probability density function in the parameter space of  m where all parameters of x take their values.



p x





T



 1 x  x C 1 x  x0
 Ce 2 0 0
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(3.15)

T

The vector x   g   contains the perturbations in the gravity data and those associated with the a


priori densities. The maximum value of the probability density function occurs with the minimization of



the exponent, which we express as the characteristic or function s x .

 

s x  x  x0



T





C01 x  x0 ,

x  

(3.16)

The quadratic equation is a representation of the objective function to our least squares problem.



To



define the constraints (Tarantola et al., 1982; Backus et al., 1970), we set f x  0 where f x

represents the physical constraints of the problem. In this application, the theoretical equation depicts the
reconciliation of the gravity observations g0 and the calculation of the total gravity contributions G    .



f x  g0  G     0

(3.17)

In reality, these error computations serve to guide our calculations for validity. If they remain within our
theoretical and physical bounds, we can assume our density estimates are valid, although not optimum.
Since we have assumed our a priori information to have a Gaussian distribution, our search for

x can be obtained by using a Generalized Least-Squares approach and thus be posed as a classical
minimization problem with equality constraints.


f  x  0

min s x
x0

s.t.

16

(3.18)



We assume s x to be stationary over the theoretical manifold  . Making this assumption allows us



take advantage of the differentiability of f x

and define the manifold matrix F   I

 A . The

partitioned matrix is of full rank and contains the Jacobian matrix A which contains the partial
derivatives (Frechet’ partials).

 g i
Aik   k
 

g i 
z k 

(3.19)



The assumptions and conditions on s x and F provide the solution to x . The full derivation can be
found in Appendix A.

x  x0  C0 F T  FC0 F T 

3.2.2

1

F  x  x   f  x 

(3.20)

0

The Density Model Solution

The previous definitions of x0 and x along with (3.20) yield a solution to the inversion
mentioned in Section 3.1. The solution is iterative but has some disadvantages related to size, thus
making the a posteriori matrix difficult to determine. The complete iterative solution is written as

 k 1   k   AT Cg1 Ak  C1 
k

1

A C
T
k
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1
g

 



 g0  G  k   C1  k   0





(3.21)

The full derivation of (3.21) can be found in Appendix B. The matrix Cg refers to covariance matrix of
the forward model system of equations. Also included in the solution is the gravity observation

 

uncertainty which lends to the cause of the misfit between g0 and G  k .
The matrix C represents the a priori uncertainty on the unknown density and elevation
parameters. These may be based on hard physical bounds, such as the density values and layer
thicknesses, and our knowledge of the geology. This knowledge can limit densities of surface elevations
to a certain range where wells or any outcrops exist that causes us to assume certain geologic conditions.
With each computation step, the previous solution  k is combined with squared distance of the
perturbation to the mean of the distribution.3 The mean is represented by the actual values of the matrix

Ak . We use the a posteriori and a priori covariance matrices to compute how far the next step is
deviating from the actual model, which in turn skews the data and the constrained densities. If the
perturbations cause the model to be inconsistent, we can eliminate the successive steps.
We can express the perturbation matrix as H (3.22), which we will call the Pseudo-Inverse.
Because the source of Cg and C can be confounding, the a posteriori covariance matrix (3.23) is
difficult to determine. Its structure is based on the perturbation of the Pseudo-Inverse to the model and
the squared distance of the model values to the a priori densities. We can also observe that a high
estimate of a priori information C p cause the perturbation H to resemble Ak1 . This realization is cause
for great concern since the solution is likely to diverge. A reformulation is necessary in order to alleviate

3

In the univariate case, the squared distance of the sample to the mean of the distribution is represented by

x  

T

C 1  x    , where  refers to the mean of the sample, which is often called the “mean-centered ellipse”.
18

the problem of solution instability. The difficulty in dealing with this matter and other constraints may
be addressed with the help of a sequential Kalman-type Estimator.

H   AkT Cg1 Ak  C1  AkT Cg1

(3.22)

Ca posteriori   HA  I  Cg  HA  I   H T C H

(3.23)

1

T

3.2.3

Filtering

The Kalman-type estimator (Kalman, 1960; Welch, et al., 2006) produces estimates of the true
values of measurements and their associated calculated values by predicting a value, estimating the
uncertainty of the predicted value, and computing a weighted average of the predicted value and the
measured value. We can use this concept to reformulate our estimator from (3.21) to get a more
sequential approach. The weighting provided by this approach is recalculated with each step in the
iteration process. We define

C p,k  C p,k 1  C p,k 1 AkT Ak C p,k 1 AkT  Ce  Ak C p,k 1
1

(3.24)

as the updated weighting adjustment. The stability of the matrix largely relies on the uncertainties
pertaining to the gravity measurements and the computations on the forward model and those related to
the model solution. We can incorporate this nonlinear uncertainty formulation in the model solution we
obtained in (3.21). Incorporating a simple matrix identity to our model solution, we obtain the tautology
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pk  p0  C p ,k 1 AkT  Ak C p ,k 1 AkT  Ce   g0  G  pk   .
1

(3.25)

adjustment

The more concise formulation allows us to readily see the benefits of the weighting adjustment on the
model solution. In essence, the less we know about the actual gravity measurements and the reliability
about the DEMs, the less sure we are about the model calculation. So our perturbation is small, thereby
giving us a solution which does not improve with each step.
As stated previously, there is concern about the stability of such inverse problems due to the
amplified size of the problem and the notion that our gravity observations may be noisy. The stability of
Equation (3.25) largely depends on Ce   g2   m2 . The first term  g2 of this linear combination pertains to
the gravity uncertainty, which may be caused by gravimeter noise, experience of the data collector,
and/or the quality of the gravity survey. The value  2 pertains to the model uncertainty. Model errors
may be caused by model discretization, the approximation of the partial derivatives, and any surface
elevation error provided by the DEMs. It is best to assume a conservative estimation of Ce . A relatively
high value will make the “adjustment” term from (3.25) relatively small, which in turn provides the
intuition that we are “less certain” the current value of  k needs to be changed or updated. A more
liberal estimation of Ce , meaning a low value, may cause the solution to be more and more unstable with
each step.

3.3

COMPUTATIONAL EFFICIENCY

Our new formulation has many advantages. Among them are the opportunities for interactive
manipulation to the model. The user has the flexibility to make adjustments to the a priori information
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based on the interpretation of the model. In addition, there are far-reaching opportunities for parallel
processing.
The computational efficiency for our mathematical approach relies in the need to satisfy
particular geophysics-motivated constraints. Some of these constraints include:

(1)

The model must have a positive solution space or   x, y, z   0 .

(2)

The model must be consistent with the region of study.

(3)

Density should increase with depth.

Constraint (3) is not a universal rule since it is possible for oil deposits and porous material to reside
between very dense structures. But these exceptions can be noticed and dictated by observations of the





gravity field. If we assume our unknowns,  xi , y j , zk , correlate to the densities at specific locations,
we may be to provide the condition i , j ,k  i , j ,k 1 where i  1,

, n, j  1,

, m, and k  1,

, p . As k

increases, we increase the depth. However, this may lead to difficulties since we may inherit many more
unknowns in the process and thereby make the constraints much more difficult to deal with from a
computational point of view.
To combat these difficulties, we can introduce a natural reduction to reduce a constraint to a
single unknown by representing the original restraint in a different form. For example, suppose we think
of an original constraint as a  b . Then we can redefine the constraint as c  0, where c  a  b . So
instead of the original unknowns i , j ,k , we can consider new unknowns i , j ,k  i , j ,k  i , j ,k 1 . Now we
can say that the original unknowns have the form

i , j ,k   i , j ,
k
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(3.26)

This reduction is consistent with Nettleton’s vertical line element approach. Our original unknown i , j ,k
is described if it is nonzero where all other unknowns are zero. If we apply this reasoning to new
unknowns i , j ,k that are also nonzero, then the formula above, which describes original unknowns in







terms of new ones, shows the density is nonzero only at points xi , y j , zk , xi , y j , zk 1 ,.... and so on. At
these locations, the density is the same i , j ,k . So our vertical line element has constant density
(Cardenas and Ceberio, 2012). Mathematical “tricks” such as this allow us to make efficient gravity
calculations in areas of extremely complex geometry.
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Chapter 4 Software Development

The free air anomalies were the result of many geophysical corrections made to the original
gravimeter readings, there is some probability of error made during data collection and reduction
process. The software imports this data and stores the gravity grid information in the structure class
StationMgr. The input data is interpreted as a grid modified by a subroutine which converts the data
into spherical coordinates, StationMgr.Conversion.

4.1

SURFACE DATA

Surface data is in the form of Digital Elevation Models (DEMs) which come from various
government sources, which included the United States Geological Survey. Each surface includes the
location of a gravity observation in latitude, longitude, and elevation coordinates and the respective free
air gravity anomaly. Data is typically provided in EXCEL spreadsheet form which is the made into a
*.CSV file. The file is converted to a grid format and given the extension *.grd. The “a priori”
information is used to construct the Block File, which is needed to compute the forward model.

4.2

BLOCK DATA

Once the surface data has been converted to a grid file, the user can then proceed to create the
block file in Microsoft NotePad, WordPad, or any generic text editor. It is preferred to not use Microsoft
Word due to the many non-textual formatting codes inherent in a typical Word document. Block files
may contain multiple layers defined by the user which represent the grid information of the geologic
body under study. These layers (bodies) are labeled by their elevation tags from 0 to n-1 (n being the
number of geologic bodies the user wishes to define). The elevation tag is followed by an equal sign and
the name of the grid file in quotations. If the user types in a constant numerical value instead of the grid
file name, the software refers to a default setting in which the entire grid uses the latitude and longitude
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information from the previous grid and a constant depth provided by the constant numerical value. This
allows the user the flexibility to define a basement or single elevation grid to observe overall density
contrast. The following is an example.
(1)
(2)
(3)
(4)
(5)

The example block file depicts two user-defined layers. Line 1 contains the Time/Date the last time the
file was modified. The fragmentation (FRAG) file requires the time the last modification to the BLOCK
occurred. The time/date stamp enables the program to avoid the unnecessary re-computation of the total
gravity contribution. Line 2 provides the surface information of layer 1, which is essentially the
topography of the block comprised of the DEM named “W15050N6050.grd”. The grid file name
corresponds to the location of one corner of the grid, which in this particular case happens to be

150.500 W, 60.500 N . The “0.0” refers to the elevation tolerance. Layer 1 (line 3) is defined as a
basement layer grid. The a priori density of each layer is given in lines 4 and 5 along with the density
tolerance. Each block file contains a .blk extension.
Some blocks contain bathymetry data since some of the grids include lakes and other bodies of
water. A block layer may be subdivided if the user needs to make thinner slices of a cross section in
order to see subtle changes in structures. The researcher can allow for a non-uniform distribution for
layer thickness if trying to model subduction or processes some sort of faulting. The user also has the
flexibility to choose the density distribution, the body thickness, and geometric placement of nodes used
in providing a grid for a geologic feature.
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4.3

INVERSION ALGORITHM
The Graphical User Interface (GUI) allows the user to input a gravity observation text file

containing the longitude, latitude, elevation, free-air anomaly, and a station identification string or
number in separate fields. The order of the fields can be changed to accommodate the format of a
particular observation file whose columns may not be in the same order as another observation file. This
prevents the user from having to reformat the gravity file. The user then uploads the block file which
contains a surface DEM layer with its a priori density, followed by other layers the geophysicist feels
are necessary to correctly model the earth structure. The first calculation to take place is the Euclidean
distance between a gravity station in the file and a random node on the surface grid. If the distance is
greater than 30 km, the gravity contribution is negligible (~ 0.01 – 0.03 mGal) and we were able to use
any four nodes on the surface grid to compute the overall gravity contribution. A distance of 15 to 30 km
warranted the use of 75% of a random sample of nodes to compute the gravity contribution. Any
distances less than 15 km required the use of every node on the grid to calculate the gravity contribution
to that particular gravity station. In preliminary work, the number of points used to calculate the total
gravity was somewhat arbitrary. Since the initial experiments resulted in model convergence, the
arbitrary choice was acceptable. However, finding an appropriate sampling-to-distance ratio from a
mathematical point of view is one of the many subjects of future research.
The default surface, or basement grid, is used for the base of the model. Once the gravity
g
g
contributions are computed for the basement grid, the partial derivative vectors,
, are
and

z
computed. At the end of this cycle, the next layer in the block is loaded and the same calculations are
made until the surface grid has been completed. Meanwhile, the sums of the gravity contributions are
stored after each layer. The partial derivative and gravity contributions are then stored in a fragment file,
which serves as temporary storage.
The fragment file serves as a contingency in the program for “old” or “out-of-date” data. The
user may choose to change the density values in a block in order to more adequately model a geologic
body that is of interest. If the program has made a previous computation, it would be inefficient to recompute these values when finding a sum of gravity contributions. The program checks the time stamp
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after a user has made a change to the density profile of a grid. If the corresponding grid has new
information (based on a newer time stamp) than what has already been calculated, the program will recompute the gravity contributions. Otherwise, the program will store the fragmented data in a FRAG file
and continue with new computations where it left off. The previous computations will be called from the
FRAG files and included in the new summation.
Once the preliminary computations have been made, the user can then observe the forward
model errors and make adjustments to the a priori densities of the gridded bodies under study. The block
list is now ready for perturbation based on the observed model errors. The uncertainty analysis
techniques previously introduced play a major role in determining the plausibility of the acquired model.
Once these perturbations have been computed, the default surface is reset and the radial distances can be
recalculated. The elevations and densities for the gridded body under consideration are readjusted. Using
this new data, the partial derivatives and gravity contributions are then recalculated, but only for those
nodes where changes have been made. This illustrates the importance of the fragmentation files. Each
layer undergoes the same procedure until the entire block has been updated. The new information is then
written to a fragment file for interim storage. The user may observe the final model computations and
decide if additional adjustment of the densities in the gridded body is needed to reduce the least squares
computation between the observed and calculated gravity contributions. The final output yields the
density solution of the gridded body in an output file is called CompOut.txt along with a difference
vector showing the fit between observed and calculated gravity values. A detailed flow chart of the
program code is contained in Appendix D.
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Chapter 5 Numerical Experiments

The geophysics research team from the University of Texas at El Paso collected new gravity data
between 2009 and 2011 in south-central Alaska (Figure 5.1), as well as compiling existing data. Several
experiments were performed with these data to test the feasibility of our software. We obtained results
with minimal a priori information with the exception of the density tolerance values, due to our initial
lack of knowledge concerning a priori covariance and a posteriori information.

27

Region of
Single
Layer
Experiment

Figure 5.1: Study Area. Gravity data collected in South-Central Alaska. The most recent gravity measurements
were obtained during several periods from 2009 – 2011. Initial inversion experiments (single layer)
were applied to the Skilak Lake region (indicated by arrow). Although many structures are to be
modeled in this research, the primary structure to be modeled is the Border Ranges Fault System
which extends through two other regions of study. (modified from Mankhemthong, et. al, 2012)
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5.1

SINGLE LAYER EXPERIMENT

Our first experiment was to test the forward calculations on a particular surface that exhibited
some extreme differences in density and elevation. The DEM with the filename W10625N6000.grd
(Figure 5.2) was used primarily for mountainous terrain containing a portion of Skilak Lake and some
mountainous features nearby. This small area was contained in the Skilak Lake region mentioned in
Figure 5.1. Initial calculations were made on the partial derivatives of gravity with respect to density and
elevation. These calculations were taken from a single block to a single gravity station. The gravity
station was location is indicated by the “X” on Figure 5.2
A blocklist.txt file was created using W10625N6000.blk as the only entry. By using one block
and one gravity station, we can see whether the software is correctly handling the many calculations
involved. For this forward modeling test, the single gravity difference was small (~0.03 g/cm3), so we
were now ready to check the forward computations on an actual grid (Figure 5.3). The gravity misfit
was rather insignificant (~0.01 – 0.04 mGals) and provided enough encouraging results to test the
inverse modeling.
Using the aforementioned grid, the forward gravity calculation, and the “a priori” density of 2.6
g/cm3 from the geophysicist, we were able to compute a density solution for this point on the surface to
be 2.8 g/cm3. While a density variation from our expected value is approximately 0.2 g/cm 3, we were
encouraged due to the idea that we only used one gravity station, essentially one vertical line element,
minimal constraints (i.e. 0.0  i  3.5 g/cm3), and still achieved convergence.
Our next attempt was to perform an inversion of the surface topography. We could easily set
some “a priori” densities since we could actually see the features we were trying to invert. Using a
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considerable number of gravity observations for this experiment yielded the model solution in Figure
5.3. The results were deemed feasible, since the mountainous terrain exhibited densities consistent with
measured hand samples. There are larger density contrasts in the lowlands area, which were expected to
the fact this region is more heterogeneous with a mix of fluvial and glacial deposits.
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Figure 5.2: Skilak Lake Elevation. The illustration represents the Skilak Lake region as depicted in Figure 5.1.
An initial gravity contribution was calculated at a single point using one vertical line element at a
gravity station on the surface grid (labeled as X). An inversion was performed at that location to
compute a density relative to the surface geology. An “a priori” density estimate of 2.600 g/cm3 was
chosen. The results of the inversion yielded a density of 2.791 g/cm 3. Due to minimal constraints,
these results proved satisfactory, as more line elements would result in a smaller gravity misfit.
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Skilak Lake Single Layer (Surface) Density Model
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Figure 5.3: Skilak Lake Model. Through use of appropriate geophysical constraints we determined the density
model for the surface shown in Figure 5.2. Some features to note in this density field are the values
~1.0 g/cm3 near or on the lake surface. Density values in the Kenai Mountains are on the order of
3.0 – 3.4 g/cm3, which are consistent with the rock material. Some density anomalies are more
difficult to resolve in the lowland due to the heterogeneous nature of fluvial and glacial deposits in
this region.
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5.2

MULTI-LAYER EXPERIMENT

The purpose in this experiment was to determine if the software could separate the contrasts in
density between multiple layers. In an effort to isolate these potential results, we assumed each layer was
a continuous and homogeneous geologic body. Figure 5.4 shows a map of our study area with defined
geologic bodies and associated a priori densities. Figure 5.5 provides a formal definition of each of the
three layers we wished to model. These bodies were defined as surface topography, the bathymetry of
the lake, and the basement layer or bottom of the basin. Digital Elevation Models were provided for the
topography and bathymetry layers. Figure 5.5 shows three colored lines on the cross-section diagram,
each pertaining to the surface of the layer. Note that each layer is defined as a surface and not a specific
geologic body.
Although one of the long-term goals of the software is to define geologic bodies as grids and
model their density, the notion of performing an inversion of separate layers with a mix of densities still
has some validity. Typical 2-2.5D cross-sectional models are made by simply performing forward
modeling and minimizing the misfit. Yet, these results are valuable because they can ensure the software
is finding a solution within the confines of the user-defined solution space.
Figures 5.7-5.9 show the results of the inversion with each layer. The wireframe shows the
elevation of each surface. The colored contours on each figure represent the model solution in g/cm 3.
The results of this experiment show promise in terms of achieving a solution that indeed converges to
our solution space.
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Figure 5.4: Three Layer Study Area. We isolate a portion of the study area from Figure 5.1. The large colored
rectangular region is the subject of our multilayer experiment in which we wish to find density
models for three layers: DEM Topography, DEM Bathymetry, and the Basin Surface (basement).
At this stage of our experimentation, we are merely calculating the density distribution for a defined
cross-section. Further research will entail the modeling of specific geologic bodies.
(Mankhemthong, et. al, 2012)
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Figure 5.5: Three Layer Definition. This illustration is a more detailed description of the three layers we intend
to model. The geophysics team includes the “a priori” densities  0  of the layers to help constrain
the models. Initial modeling results contain minimal constraints with additional ones to be included
in future experiments. (Mankhemthong et al., 2012). Note the line superposition of the three layers
on the far left and right of the diagram.
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Figure 5.6: Forward Modeling. (a) The Observed Gravity Data (b) Forward Modeling Results (c) Gravity
Difference (misfit). Several features in this region include the Turnagain Arm (TA) and the Border
Ranges Ultramafic Assemblage (BRUMA) which will be the subject of future modeling
experiments. (Mankhemthong et al., 2012)
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Figure 5.7: Layer 1 Model Solution The model solution is the density field of the 2D cross-section defined by
the blue line (water) in Figure 5.5. The wireframe mesh displays the surface topography in meters.
The colored contours represent the density solution of the entire grid defined by the water the
composite densities from all three layers. The dashed-white outline represents the water only in
layer 1. The “a priori” density for this grid was 1.0 g/cm3.
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Figure 5.8: Layer 2 Model Solution (Basin Layer). The density contours represent the density distribution of the
2D cross-section defined by the red line (basin) from Figure 5.5 and the composite densities as
mentioned in Figure 5.7. The wireframe represents the elevation in meters. The dashed-white
outline is the actual bathymetry of layer 2. The “a priori” density for this grid was 2.3 g/cm3.
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Figure 5.9: Layer 3 Model Solution (Basement Layer). The density contours represent the density distribution of
the 2D cross-section defined by the green line (basement) from Figure 5.5. The wireframe
represents the elevation in meters. The dashed-white outline displays the bottom of the basin. The
“a priori” density used for this grid was 2.7 g/cm3.
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Chapter 6 Conclusions

6.1

DISCUSSION

A novel approach to forward and inverse gravity modeling has been presented. The benefits of
the new technique are increased computational efficiency due to a realization that extremely long
distances between objects have minimal gravitational effect and superfluous calculations can be
eliminated. The use of vertical line elements in the forward modeling addresses the issue of dealing with
the extremely complex geologic structures. Because we include geophysical constraints in our solution,
we can claim the vertical line method to be a computationally efficient one. The use of a Generalized
Least-Squares criterion to find the model solution based on equality constraints and the minimization of
the solution space allows us to use an effective, iterative algorithm which can be used for multiple block
layers and large gravity sets. The consideration of a priori information and its relative uncertainty,
measurement uncertainty, grid uncertainty, model uncertainty, and noise filtering in the model solution
make this software a valuable resource to geophysicists, who are able to make adjustments to the
modeling based on their own interpretations.

6.2

ANALYSIS
Previously mentioned in Section 5.2, our modeling experiments showed some promising results.

While our ultimate goal is to define geologic bodies individually and model them, we can analyze our
layered model results and take some cues as to how we can better constrain our solutions. Looking
carefully at Figures 5.7 – 5.9, we see some non-continuous density distributions near the edges of the
grid. We must be able to quantify the reasons that this occurs. One may be due to the amount of gravity
observations we have in a location. Gravity measurements are generally taken in locations that are
accessible. Often times this means that the gravimeters are set up along a road or near the path of a river.
Ideally, gravity observations should be evenly spaced in a rectangular configuration would allow for an
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equal distribution of measurements of the gravitational effect. But the actual world isn’t ideal. In regions
where gravity data are sparse, we can utilize some numerical techniques commonly used in image
processing. For example, we can perform signal reductions to isolate the sparseness of the system and
make efficient computations with the entire field (Ramirez, 2011).
Recall from (3.25) the matrix Ce which contains the linear combination of the variances
regarding the gravity uncertainty  g2 and model uncertainty  m2 . The choices made by the user are
critical to the stability of the inversion. It is a temptation to choose these uncertainties to be low in hopes
of fewer iterations and a more accurate inversion. However, choosing these uncertainties to be low will
cause the a posteriori matrix (adjustment) to become increasingly dependent on the singularity of the
Jacobian matrix. Therefore, great care must be taken to consider high gravity and model uncertainty.
These choices will also benefit the iterative process by causing the solution to not converge too quickly.

6.3

FUTURE WORK AND CONSIDERATIONS

The next step in developing models of the structures in the BRFS is to define each of the
representative structures as individual geologic bodies. We are confident we can achieve solutions for
these bodies. However, some inherent difficulties do exist as the problem becomes increasing large due
to computations on several blocks at once. As was mentioned in Chapter 3, finding the source of the
covariance for matrices Cg and C p can be difficult. Recall that these matrices were directly related to
the uncertainty of the forward modeling and the uncertainties on the “a priori” values and the elevation
grids, respectively. Since the forward equations are based on the fact that the observations do not have a
high uncertainty, we can therefore keep these values low. For our experiments we could keep this
uncertainty low since we only dealt with a small number of gravity observations and essentially one
block. As we make computations on several blocks and numerous gravity stations simultaneously, the
propagated error may cause our models to diverge. Therefore, a numerical method must be sought out to
minimize these difficulties.
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One such method would be to increase the number of constraints, thus making the solution less
dependent on the uncertainties. If we include additional data sets, such as magnetic anomalies, shear
wave velocities, etc., we may be able to offset the potential instability that may arise due to large
problem size (Sosa-Aguirre, 2011).
Figure 6.1 is a rendition of what the inversion of individual geologic bodies would resemble.
Each body is defined by its own individual grid. A visualization tool, such as SURFER, is able to
provide multiple perspectives of the earth structure. This information is of utmost importance to the
geophysicist in that they will be able to model fault discontinuities, subduction, and areas of large
gravity contrast.

Figure 6.1: Future Modeling. The geologic bodies are defined by individual grids and thus can be modeled
independently. In parallel processing applications, each core can compute the inversion on a
separate block, while the primary computing node contains the gravity observations. Each
processing core can access the gravity information simultaneously. (courtesy Mankhemthong, 2012)
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Appendix A

We begin our derivation with the matrix F   I

 A which we call the tangent linear application of



f x . The partitioned matrix A contains the partial derivatives (Frechet’) of gravity with respect to

density and elevation.

 g i
Aik   k
 

g i 
z k 

(A.1)



We assume A is of full rank. Similarly, we define S as the tangent linear application of s x . This matrix
contains the partial derivatives

s
. It was stated previously that s x
x k



was stationary over the



theoretical manifold  at x . So s x is differentiable at x .





T

S  2 x  x0

C01

(A.2)

If we declare a vector v such that the dot product F v  0 , we say v belongs to the tangent linear



manifold to  at x . Since s x is stationary over the theoretical manifold  at x , it can implied



F v  0  x  x0



T

C01 v  0

(A.3)



Because A is of full rank, there exists a vector of Lagrange parameters L such that x  x0



T

This allows us to rewrite our previous of system of equations that x needed to satisfy from


s  x   x  x 
f x 0

T

0



C01 x  x0



to
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is stationary over 

T

C01  L F .

(A.4)



f x 0





x  x0  C0 F T L

(A.5)

L

We then multiply the left side by F ,







F x  x0   FC0 F T  L  L   FC0 F T  F x  x0
1



(A.6)

We now update the system from(A.5),



f x 0







x  x0  C0 F T  FC0 F T  F x  x0
1



(A.7)

We can now incorporate the two previous equations into one expression, namely

 x  x   C F  FC F  F  x  x   f  x 
T 1

T

0

0

0

0
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(A.8)

Appendix B

From Appendix A, we begin with the general solution,
x  x0  C0 F T  FC0 F T 
term 1

-1

F  x  x   f  x 
0

term 2

(B.1)

term 3

We defined the following terms previously.

F  I
x  gk




 Ak 

 k  and x0   g0  0 
T

T

(B.2)

 

f x  gk  G  k 





The current definition of f x measures the error between the current gravity observation and the
calculated gravity contribution. It varies slightly from the definition we used as the equality constraint in
the least squares problem. Intuitively, these are equivalent. We now make appropriate substitutions from
(B.2) into (B.1). We begin with term 3.



 

F x  x0  f x   I



 



 g  g0 
 Ak   k
  g k  G  k 

  k   0  

  g0  G  k  Ak  k   0

 



(B.3)

For term 2,

Fk C0 FkT   I

 Cgg
 Ak  
C  g

Cg    I 
 Cgg  Cg  AkT  Ak C g  Ak C AkT



C    Ak 
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(B.4)

And for term 1,

 Cgg
Co Fk T  
 C g

Cg    I   Cgg  Cg  AkT 

C    Ak  C g  C AkT 



(B.5)

Since the elements of Aik are continuous functions of x , we can obtain a similar expression for (B.1)
based on a fixed point method. Here, the partial derivatives are taken at the current point x . We call this
solution the total inversion, which is common in many applications of geophysics.

x k 1  x0  C0 F T  FC0 F T 

-1

We can utilize the definition of x k 1   g k 1

F  x  x   f  x 
0

(B.6)

T

 k 1  and the representations from (B.3), (B.4), and (B.5)

to reformulate (B.6) to become

 g k 1   g0   Cgg  Cg  AkT 
1
Cgg  Cg  AkT  Ak C g  Ak C AkT 

  
T 

  k 1    0  C g  C Ak 

g  G     A  
0

k

k

k

 0



(B.7)

In order to simplify (B.7), we need to come up with something creative. We begin by introducing the
expression Cgg  Cg  AkT with an “adding nothing” technique. So we write this as

Cgg  Cg AkT  Cgg  Cg  AkT  Ak C g  Ak C AkT  Ak C AkT  Ak C g

(B.8)

But we can choose to group the equality from (B.8) as follows,

Cgg  Cg AkT  Cgg  Cg AkT  Ak C g  Ak C AkT   Ak C AkT  C g 
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(B.9)

If we now multiply both sides of (A.5) by Cgg  Cg AkT  Ak C g  Ak C AkT  , we get the extended
1

expression

C

gg

 Cg  AkT  Cgg  Cg  AkT  Ak C g  Ak C AkT 

1

 I  Ak  C AkT  C g Cgg  Cg  AkT  Ak C g  Ak C AkT 

1

(B.10)

This result is especially important in that we will implement it in (B.7) to solve for g k 1 and  k 1
1
g k 1  g0   I  Ak C AkT  C g Cgg  Cg  AkT  Ak C g  Ak C AkT  



g  G     A  
0

k

k

k

 0



1
 k 1  0   C AkT  C g Cgg  Cg  AkT  Ak C g  Ak C AkT  



g  G     A  
0

k

k

k

 0





(B.11)

(B.12)

We make a small manipulation to (B.12),
1
 k 1  0   C AkT  C g Cgg  Cg AkT  Ak C g  Ak C AkT  



g  G     A  
0

k

k

k

 0





(B.13)

By slightly expanding (B.11) and substituting (B.13),



  
 
 G    A      A 

g k 1  g0  I g0  G  k  Ak  k  0  Ak  k 1  0
g k 1  g0  g0

 

k

k

k

g k 1  G  k  Ak  k  Ak  k 1
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0

k

k 1

 0




(B.14)

This expression will help us to simplify (B.13). For further simplification, we assume the uncertainties
associated with the gravity and densities are independent. So we can write Cg  C g T  0 . For even
more simplicity, we will write Cgg  Cg and C  C . We can now reduce (B.12) to



 



1
 k 1   0   C AkT  Cgg  Ak C AkT   g0  G  k  Ak  k   0





(B.15)

Next, we call upon a matrix identity known as the Woodbury identity. It assumes, as previously stated,
that Cg and C are both positive, definite matrices. This identity stems from writing two different
representations for AkT  AkT Cg1 Ak C AkT . One of these is

AkT Cg 1Cg  AkT Cg1 Ak C AkT  AkT Cg 1 Cg  Ak C AkT 

(B.16)

C1C AkT  AkT Cg1 Ak C AkT  C1  AkT Cg1 Ak  C AkT

(B.17)

While the other is

Equating (B.16) and (B.17) gives the Woodbury Identity.
C AkT Cg  Ak C AkT   C1  AkT Cg1 Ak  AkT Cg 1
1

(B.18)

A similar extension to this identity can be obtained by taking the expression
C  C AkT Cg  Ak C AkT  Ak C
1

and using the Woodbury identity while factoring the expression

(B.19)

C

1



 AkT Cg1 Ak 

1

to obtain an

extension to (B.18).
C  C AkT Cg  Ak C AkT  Ak C  C1  AkT Cg1 Ak 
1
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1

(B.20)

Taking (B.15) we can expand to obtain



 


1
 k 1   0   C AkT  Cgg  Ak C AkT   g0  G  k



1
  C AkT  Cgg  Ak C AkT   Ak  k   0



 

(B.21)

We then take (B.21) and apply the “adding nothing” technique and another manipulation to obtain



 

1
 k 1   0   C AkT  Cgg  Ak C AkT   g0  G  k











 C C1  k   0  C C1  k   0





(B.22)



1
  C AkT  Cgg  Ak C AkT   Ak C C1  k   0





Simplifying further,



 
   

1
 k 1   k   C AkT  Cgg  Ak C AkT   g0  G  k





1
 C  C AkT  Cg  Ak C AkT  Ak C  C1



k

(B.23)

0

Finally, we use the Woodbury identities, (B.18) and (B.20) along with (B.23) to yield the solution,
1



 



 k 1   k   Ak T Cg1 Ak  C1  Ak T Cg1 g0  G  k  C1  k  0
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(B.24)

Appendix C

The following is the subroutine which computes the forward gravity modeling for each block. The
subroutine SurfaceIntegral is an object of the Surface

class. The member function

ComputeLayerContribution uses the function ComputeLayerR to find the Euclidean distance
to each grid from a gravity station.

void SurfaceIntegral::ComputeLayerContribution(void)
{
double
g_sum = 0.0;
// gravity integral
double
m_sum = 0.0;
// magnetic data integral
double
x, y, Rtop, Rbot;
// Radial distances to top and bottom
// of vertical line element
double
g_contrib;
// gravity contribution
Surface *R_layer = new Surface;
R_layer->CopyOf(grid_master);
ComputeLayerR(z_layer, R_layer);
//

// getting layer information from Grid Master
// function computing distance to layer
// and its depth
R_layer->SaveToFile("R_layer.grd", SURFER7_BINARY, R_layer);

x = xorg;
y = yorg;
for(int i = 0; i < nxy; i++)
{
for(int j = 0; j < nxy; j++)
{
Rtop = R_layer->GetAverageFloatValue(x, y, sample_area_d2);
Rbot = R_base->GetAverageFloatValue(x, y, sample_area_d2);
// also want to compute gradiometry and magnetic components in future
// gravity contribution is the density value times (1/rtop -1/rbottom)
// calculated by taking the partial derivative of gravity w.r.t. density (dg/dp)
g_contrib = rho_layer->GetAverageFloatValue(x, y, sample_area_d2) *
((1.0 / Rtop) - (1.0 / Rbot));
// keeping a running total of gravity contributions
g_sum += g_contrib;
// updating the y coordinate by stepping thru with delta y
y += dely;
}
// updating the x coordinate
x += delx;
y = yorg;
// Definitely needed this line 3/30/2009
}
answer[GZ_COMP] += g_sum * G_M * sample_area_m2;
// Replace R_base with current layer to prepare for next layer contribution
delete R_base;
R_base = R_layer;
R_layer = NULL;
// Delete grids no longer needed
delete rho_layer;
}

52

Appendix D

53

Vita
Rolando Cardenas received his Bachelor of Science in Electrical Engineering from the
University of Texas at El Paso in 1991. Soon after graduating, he became an Applications Engineer for
the Hewlett-Packard Division of the General Motors Corporation. After a two year period, he joined
White Sands Missile Range in the Vulnerability Assessment Laboratory and the Material Test
Directorate where he was a test monitor for PATRIOT Test Operations. He received his Master of Arts
in Teaching Mathematics from UTEP in 2006. In 2008, Rolando entered the Computational Science
Doctoral program and completed his Master of Science in Computational Science in 2011.
He was awarded the National Science Foundation GK-12 Fellowship from 2012-2012 and the
Frank B. Cotton Trust Memorial Scholarship in 2012. Rolando Cardenas was also the recipient of the
Local Education Agencies Program (LEAP) Grant award from the Alternative Teacher Certification
Program and was also awarded a travel scholarship for the Society for the Advancement of Chicanos
and Native Americans in Science (SACNAS) National Conference in 2012.
Rolando has presented his research in numerous conferences across the United States. Some
include the Texas Applied Math Meeting for Students at Texas Tech University, the 10 th Joint
UTEP/NMSU Workshop on Computational Science and Engineering, and the UTEP Doctoral
Exposition in 2011. Mr. Cardenas has also presented his research at the American Geophysics Union
Fall Meeting in San Francisco, California in December 2011, 2012 and the SACNAS National
Conference in Seattle, Washington in October, 2012. Rolando has also contributed his research at the
Geological Society of America, Rocky Mountain Sectional Meeting in Albuquerque, New Mexico in
May, 2012 where he was awarded “Best Graduate Oral Presentation”. He has also presented his
research at the UTEP Geological Sciences Annual Colloquium from 2011-2013. Most recently, Rolando

54

received the “Best Graduate Oral Presentation” at the 27 th Annual UTEP Geology Colloquium on March
8, 2013.
While pursuing his doctoral degree, Mr. Cardenas has been a research assistant under the
direction of Dr. Diane Doser where he has developed Three-Dimensional Gravity Inversion Software for
use in geophysical gravity studies and earth modeling. He is the lead author for a publication in the
Journal of Uncertain Systems and was a contributing mathematics consultant for two Algebra texts
published by McGraw-Hill in 2011.
Rolando has been an adjunct faculty member in mathematics for the El Paso Community College
from 2006-2010 and a part-time lecturer in the UTEP Math Department from 2007-2008. Currently,
Mr. Cardenas is enrolled in the UTEP Alternative Teacher Certification Program where he is pursuing
Texas Teacher Certification in Secondary Mathematics (8 th through 12th grade). Rolando Cardenas is
employed as a mathematics teacher at the Valle Verde Early College High School in the Ysleta
Independent School District in El Paso, Texas.

Permanent address:

8100 Turquoise
El Paso, Texas, 79904

This dissertation was typed by Rolando Cardenas.

55

