To illustrate the limitations of commonly used methods of handling missing data when using traditional analysis of variance (ANOVA) models and highlight the relative advantages of random-effects regression models, multiple analytic strategies were applied to follow-up data from a clinical trial. Traditional ANOVA and random-effects models produced similar results when underlying assumptions were met and data were complete. However, analyses based on subsamples, to which investigators would have been limited with traditional models, would have led to different conclusions about treatment effects over time than analyses based on intention-to-treat samples using random-effects regression models. These findings underscore the advantages of models that use all data collected and the importance of complete data collection to minimize sample bias.
locating patients.
High rates of successful follow-up can be achieved with devoting additional resources to follow-up and use of multiple methods to track patients (see Twitchell, Hertzog, Klein, & Schuckit, 1992 ) . However, even with intensive efforts, some missing data is often unavoidable and complete data sets are rare in follow-up studies of clinical trials ( Hoke, Lavori, & Perry, 1992 ; Howard, Krause, & Orlinsky, 1986 ; Lavori, 1990 ) . There is, however, no consensus on optimal analytic strategies for managing missing data ( Johnson, George, Shahane, & Fuchs, 1992 ; Lavori, 1990 ; Taylor & Amir, 1994 ) . For example, traditional analytic strategies for longitudinal studies, such as repeated measures analysis of variance (ANOVA) models typically require all data to be available on all patients at each measurement point. 1 As this condition is rarely met, investigators are typically left with two lessthan-optimal strategies, both of which can lead to substantial bias and undermine the validity of results. First, cases with missing data can be deleted and analyses conducted only on those patients without missing data. However, this strategy assumes randomness of missing values, which is usually an invalid assumption. For example, more severely impaired patients or those with poor response to treatment may be more difficult to follow. Moreover, investigators generally wish to make inferences about the entire target population ( Taylor & Amir, 1994 ) , and deleting patients may restrict generalizability. A second strategy is the use of imputations for missing values (e.g., carrying values forward or backward to "fill in" missing values). However, simple imputation like this, particularly the use of carrying forward endpoint values, has come under increasingly acute criticism in recent years ( Gibbons et al., 1993 ; Lavori, 1992 ) because it reduces error variance, artificially increases degrees of freedom, and thus increases the risk of Type I error. The persistence of these practices may be due, in part, to the lack of feasible alternatives.
Recently available statistical models, particularly random-effects regression models ( Laird & Ware, 1982 ) , offer a powerful approach for evaluating change over time ( Bryk & Raudenbush, 1987 ; Gibbons et al., 1993 ; Jennrich & Schluchter, 1986 ; Johnson et al., 1992 ; Jones & Boadi-Boateng, 1991 ; Rutter & Elashoff, 1994 ) . Random-effects regression models use an iterative method that estimates, for example, an intercept and slope for each patient based on all available data for that patient, augmented by the data from the whole sample. These random effects are included in a regression equation, along with the fixed effects of the independent variables, to predict values for the dependent variable of the patient across time. In other words, a regression equation is essentially run on each patient with all available data (independent and dependent variables) to assign "Level 1" summary statistics (the intercept and slope, for example). At "Level 2," between-group differences are measured with ANOVA-type models on the intraindividual values estimated in Level 1. Using the patient-specific intercept and slope from the model, missing observations become estimable by plotting the regression line through the model parameter estimates. Thus, a major advantage of this model is that it enables investigators use of all collected data from all patients. Another important feature of random-effects regression models is that they allow real time as opposed to scheduled time to be used for each patient and, thus, more closely fit the typical clinical trials data set, where not all patients provide follow-up interviews precisely at scheduled intervals. This is unlike ANOVA models, where follow-up data provided several months after the target data would be treated as if the data was provided at the scheduled time.
Although random-effects regression models (also called mixed regression, multilevel modeling, hierarchical linear modeling, and Bayesian estimation for linear models) are relatively new to clinical treatment researchers, these models have been used for some time and have been increasingly adopted in naturalistic studies ( Bryk & Raudenbush, 1987 ; Bryk & Thum, 1989 ; Muñoz, Weiss, Tager, Rosner, & Speizer, 1987 ; Raudenbush & Chan, 1993 ; Tate & Hokanson, 1993 ; Williamson, Appelbaum, & Epanchin, 1991 ) . Random-effects regression models have also been applied to data evaluating individual change across time, illustrating the advantage of including patient-specific covariates in a multilevel regression model ( Gibbons, Hedeker, Waternaux, & Davis, 1988 ; Hedeker, Gibbons, Waternaux, & Davis, 1989 ) . Furthermore, these models can also greatly enhance analysis of simple between-group effects, that is, analyses of differential treatment effects over time. As random-effects regression models allow use of all available data, evaluate change across time, accommodate time-varying or invariant covariates, and do not require constant intervals of measurement across participants ( Carbonari, Wirtz, Muenz, & Stout, 1994 ; Hedeker, Gibbons, & Davis, 1991 ) , random-effects regression models show promise for longitudinal data from clinical trials.
However, random-effects regression and related models have not been widely applied to clinical trials data, and few studies have evaluated findings which would emerge from these analyses compared to those from more traditional approaches. Using data from a 1-year follow-up of a randomized clinical trial of psychotherapy and pharmacotherapy for cocaine abusers, we present a comparison of results from traditional ANOVA and random-effects regression models. We highlight differences in findings that would emerge from (a) different statistical models applied to the same data as well as (b) analyses based on different samples and subsamples to which investigators might be limited, depending on their choice of statistical model.
Method Study Design and Sample
Data for these comparisons comes from a 1-year follow-up of a study that evaluated both psychotherapy (cognitive-behavioral relapse prevention or clinical management), hereafter called active psychotherapy and control psychotherapy (P+, P−, respectively), and pharmacotherapy (desipramine or placebo), referred to as active and control medication (M+, M−, respectively), for ambulatory cocaine abusers . In the main phase of this study, 121 patients were randomly assigned to one of four treatments (P+M+, P−M+, P+M−, P−M−) in a 2 × 2 factorial design. Treatments were manual guided and offered in individual sessions delivered by doctoral-level therapists over a 12-week course of treatment. Outcome evaluation included urinalysis and multidimensional aspects of outcome by raters who had not been informed of patients' psychotherapy and medication conditions .
Of the 121 patients who gave informed consent and were randomized to treatment, 34 (28%) were women, 58 (48%) were White, 88 (73%) were single or divorced, and 58 (48%) were working full or part time. Forty-one (34%) had some college education, 50 (41%) were high school graduates, and 30 (25%) did not complete high school. The mean age of the sample was 28.8 years ( SD = 5.9). Patients reported using an average of 5.1 g of cocaine per week ( SD = 4.9) for an average of 4.1 years. Seventy-five (62%) reported predominantly freebase use of cocaine, 36 (30%) were intranasal users, and 10 (8%) were intravenous (IV) users. Thirty-seven (31%) had some previous exposure to treatment.
Follow-Up Design and Sample
Follow-up was naturalistic, in that patients' exposure to other treatment after completing study treatment was monitored but not controlled or restricted. Patients were scheduled to be followed 1, 3, 6, and 12 months after termination of study treatment. Eighty percent ( n = 97) of the 121 patients were interviewed face to face at least once, but not all patients were seen at all follow-ups. As shown in Table 1 , 31 patients attended only one follow-up interview, 16 attended two interviews, 25 attended three interviews, and 25 attended all four interviews, for a total of 238 follow-up interviews.
ANOVA and log-linear regression analyses were used to evaluate possible differences in demographic and baseline characteristics, as well as treatment group by timing and number of followups. Across treatment conditions, patients who completed treatment were more likely to be reached for follow-up versus those who dropped out (96% vs. 72%), χ 2 (1, N = 121) = 10.75, p < .001. Similarly, there was a strong correlation between level of exposure to study treatment and number of follow-ups, with patients with better retention in study treatment overrepresented in the follow-up data. For example, the 24 patients who were never followed averaged 4 weeks of treatment, whereas the 25 who were followed at all four follow-ups averaged 10 weeks of treatment, t (47) = 8.21, p < .001.
Assessments
For simplicity of comparison across subsamples and models, we chose a single outcome variable for these analyses, the cocaine composite score from the Addiction Severity Index (ASI; McLellan, Kushner, et al., 1992 ; McLellan, Luborsky, Woody, & O'Brien, 1980 ) . The ASI is a structured interview that assesses severity and need for treatment for alcohol and drug use, as well as five psychosocial areas often affected by substance abuse. The ASI composite scores are a weighted summary of objective and subjective information in each of the seven areas, for which 0 = absence of problem and 1 = greater problem severity and need for treatment.
Analytic Strategy
We compared differences in results across several subsamples and statistical models (commonly used univariate ANOVA and multivariate ANOVA [MANOVA] models, and random-effects regression models), using a single outcome variable. In all models, coding for the independent and dependent variables was identical. Time was represented in logarithmic form (month + 1) to account for nonsynchronous intervals between follow-up evaluations (1, 3, 6, and 12 months) and to allow for accelerated rates of change expected early in the follow-up year, as the bulk of relapse usually occurs in the first 3 months after abstinence initiation (see Marlatt & Gordon, 1985 ) . SPSS/PC + was used to analyze ANOVA models for linear effects and MANOVA. MIXREG was used to analyze randomeffects regression models for linear effects ( Hedeker, 1993 ) . For easier comparability of model statistics, F values are presented in their square root and labeled as t values. With statistics with greater than 1 degree of freedom, the square root of F is presented.
Sample Descriptions
Analyses were conducted on five samples from the dataset.
1. The cross-sectional subsamples included the patients seen at each follow-up interview; that is, the four subsamples of patients who were interviewed at each follow-up point (Month 1, n = 56; Month 3, n = 65; Month 6, n = 57; Month 12, n = 60).
2. The complete data subsample included the 25 patients who completed all four interviews (125 observations total: four interviews for 25 patients plus 25 treatment endpoint interviews).
3. The final interview subsample included the 60 patients who were interviewed at the final (12-month) follow-up interview but may have missed some or all of the other interviews (300 observations total). This subsample was selected because a balanced design could be approximated through imputations; that is, by carrying final values backwards for patients who missed interviews at the 1-, 3-, or 6-month points. We considered this strategy (which made the assumption that a patient's final value was a reasonable estimate of how they were doing during early points during follow-up) to be more conservative than carrying values forward for those who were not seen again.
4. The ever-followed subsample included the 97 patients who had at least one follow-up interview after treatment endpoint (335 observations total), as described in Table 1 . 5. The intention-to-treat sample included the 121 patients who were randomized to treatment, regardless of whether they had a follow-up (359 observations = 335 interviews + 24 treatment endpoint values for patients not interviewed during the follow-up period).
Statistical Models
Four analytic strategies were applied to the samples as follows.
Multiple cross-sectional analyses.
Four two-factor ANOVAs (Psychotherapy × Medication Condition) were used to evaluate the crosssectional samples for treatment differences at each follow-up point. Because the cross-sectional samples were composed of four different but overlapping subsets of patients, these analyses were restricted to evaluation of treatment differences at each of the follow-up timepoints and could not evaluate change across time nor treatment by time effects.
Repeated measures univariate ANOVA.
Two-factor repeated measures ANOVAs were used to evaluate time effects, treatment main effects, as well as differences in treatment effects across time. Univariate ANOVA models have the assumptions of normality, independence of observations, and equality of variance. Because the test statistic is based on the total number of observations (rather than simply the number of patients) and the standard error is constant, repeated measures ANOVA assumes that variance across time points is constant (assumption of sphericity). In other words, when some time point measures are more closely related than others (e.g., measures of a variable at Month 0 and Month 1 would be expected to be more highly correlated than measures at Month 0 and Month 12), the repeated measures omnibus ANOVA is biased. When the ANOVA is a confirmatory test of linearity (i.e., 1 degree of freedom is used for the time effect), sphericity is not an assumption ( Stevens, 1992 ) . As noted above, ANOVA models in small samples usually require a balanced design; that is, each patient must have the same number of observations at the same time points (see Footnote 1). Thus, this model was used on the complete data subsample ( n = 25), as it had a balanced design. For the repeated measures ANOVA to be used with the final interview subsample ( n = 60), use of imputed values to create a balanced design was necessary.
Repeated measures MANOVA.
Two-factor repeated measures MANOVAs were also used to evaluate time, treatment, and Treatment × Time effects. This model also requires balanced design samples and, thus, was used with the complete data ( n = 25) and final interview ( n = 60) subsamples. In repeated measures MANOVA, the statistics and design matrix are based on the number of subjects rather than the number of observations, with a vector representing the dependent variable by patient. MANOVA models do not have the assumption of sphericity, often making the results more conservative. Other assumptions of the ANOVA model (as stated above) are also assumed in the MANOVA model. Although MANOVA would seem to be the preferable model in clinical trials where data collection points are often unequally spaced, the model is more conservative than the univariate when the univariate assumptions hold, and it requires a larger sample size to be reliable ( Vassey & Thayer, 1987 ) .
Random-effects regression models.
In its simplest form, the random-effects regression model is similar to a mixed-model ANOVA or one-way ANOVA. The model is based on the number of observations (like the ANOVA) rather than Subject × Time vectors (like the MANOVA). Unlike either ANOVA-based model, the randomeffects regression model does not require a balanced design but allows each subject a unique set of data points. The frequency (whether all subjects provide observations at all time points) and specificity (whether all subjects provide observations at each precise time point) can be more "relaxed" because the model is essentially a two-stage process in which a trajectory is modeled for each subject at Level 1. Because the variance of the subject is accounted for at Level 1 (the individual observations in this analysis) and incorporated into Level 2 (the group or subject level in this analysis) of the analysis, time is often referred to as a "random" effect. The model also allows for constraining the slope to be constant across patients, in which case only the intercept is considered random (random intercept model).
Random-effects regression models were used with several subsamples from this data set. First, to compare results directly to the ANOVA and MANOVA models, we analyzed the balanced design dataset (complete data subsample, n = 25) with two-factor (psychotherapy and pharmacotherapy) random-effects regression models. Second, to evaluate the effect of imputing values from the final interview subset (where 70 values were imputed by carrying final values backward where patients missed earlier interviews), the final interview subsample ( n = 60) was analyzed using random-effects regression both with and without the imputed values; that is, data from that subsample was analyzed first with the imputed values (230 observed values plus the 70 imputed values), and a second random-effects regression analysis that used only the observed values (230 observations). Finally, random-effects regression models were used to evaluate two samples to which the ANOVA models could not be applied because of the requirement of a balanced design. Thus, random-effects regression models were used to analyze data from the ever-followed subsample who provided followup data at least once ( n = 97), as well as the intention-to-treat sample ( n = 121). A summary of analyses and results by subsample and statistical model is provided in Table 2 .
Results

Multiple Cross-Sectional Analyses
Of the cross-sectional two-factor ANOVAs conducted at each time point, one suggested a significant psychotherapy effect. As shown in Figure 1 , the 12-month analyses indicated that subjects in active psychotherapy had significantly better outcome than those in the control psychotherapy at that point; 12 months, t (56) = 2.19, p < .05. Again, however, each analysis was specific to the small and variable subsample interviewed at each time point and hypotheses could only be tested regarding http://spider.apa.org/ftdocs/ccp/1997/april/ccp652252.html 10/12/2000 outcomes at specific time points which included different subsamples. Thus, inferences regarding change across time could not be made from this analysis.
Complete Data Subsample
As shown in Figure 2 , the univariate repeated measures ANOVA for the complete data subsample of 25 subjects indicated that subjects treated with active psychotherapy had a significantly greater rate of change than those treated with control psychotherapy (i.e., less cocaine use across time), t (1, 21) = 2.57, p < .05. However, the repeated measures MANOVA indicated no significant psychotherapy, pharmacotherapy, or Treatment × Time effects. The MANOVA analysis also differed from the ANOVA by suggesting a trend for greater change over time for subjects on control medication compared with those on active medication, t (4, 18) = 1.64, p < .10. The random-effects regression model did not converge with both the intercept and slope specified as random, so a simpler random intercepts model was run. As shown in Figure 2 , the random-effects regression model analysis with a fixed slope and random intercept indicated subjects in active psychotherapy showed greater rates of improvement than subjects in control psychotherapy (Psychotherapy × Time estimate = −.07, SE = .03, z = 2.54, p < .05).
Final Interview Subsample
As shown in Table 2 , the repeated measures univariate ANOVA for the subsample of 60 subjects who provided a 12-month interview (where 70 values were imputed to create a balanced design) indicated a Psychotherapy × Time interaction, t (1, 56) = 2.89, p < .05, with subjects who received active psychotherapy reporting greater reductions in cocaine use across time compared with subjects assigned to the control psychotherapy. A three-way interaction was also found, t (1, 56) = 2.29, p < .05. However, these data violated the assumption of sphericity (with data points being more closely related to data points closer in time than those data further in time). Thus, the univariate results were biased in the direction of Type I errors.
In contrast, these effects were no longer significant when the multivariate model was used. The MANOVA indicated a Psychotherapy × Time trend (square root of F [4, 53] = 1.51, p < .10, favoring active psychotherapy and a three-way trend (square root of F [4, 53] = 1.55, p < .10, in the same direction as the ANOVA described above. No significant Medication × Time effects were found. However, the random-effects regression model indicated a significant Psychotherapy × Time effect (estimate = −.071, SE = .02, z = 2.94, p < .05), as well as the significant three-way interaction seen in the ANOVA (estimate = .05, SE = .02, z = 2.23, p < .05). As shown in Figure 3 , there was no significant difference in treatment response by medication assignment.
Next, to evaluate the impact of imputing values in this subsample to create a balanced design for the ANOVA models, another random-effects regression analysis was conducted, this time using only the observed values, without imputations. Thus, this analysis was based on 230 rather than 300 observations for the 60 subjects in this subsample. Results of this analysis are presented in Figure 4 . As with the random-effects regression analysis, which used the 70 imputed values, this analysis indicated a significant Psychotherapy × Time effect (estimate = −.07, SE = .02, z = 2.80, p < .05), but the three-way interaction was not significant (estimate = .05, SE = .02, z = 1.83, p < .10).
Ever-Followed Subsample
A random-effects regression model was used to analyze the data from the 97 subjects who were reached for follow-up at least once after treatment termination. For this analysis, both time and the intercept were treated as random and the correlational structure as first-order autoregressive. As shown in Table 2 and Figure 5 , this model indicated a significant Psychotherapy × Time effect (estimate = −.06, SE = .02, z = 2.25, p < .05), but neither a three-way interaction nor a Medication × Time effect were found.
Intention-to-Treat Sample
A random-effects regression model was used to analyze the 121 subjects in the intention-to-treat sample, which included all subjects who had been followed at least once ( n = 97, as above) plus the 24 subjects who were never followed and whose end-of-treatment value provided the basis for estimates through the model. As with the previous analysis, both time and the intercept were treated as random and the correlational structure of the errors as first-order autoregressive. As shown in Table 2 and Figure 6 , this model also indicated a significant Psychotherapy × Time effect (estimate = −.08, SE = .02, z = 2.99, p < .05). Similar to the analysis of the data from the 97 subjects who provided a follow-up observation, neither a three-way effect nor a pharmacotherapy effect were found. However, unlike the previous analyses, a main effect for psychotherapy was found (est. = .09. SE = .04, z = 2.11, p < .05), suggesting that subjects assigned to active psychotherapy had significantly higher (more severe) treatment endpoint values.
Discussion
Using follow-up data from a randomized clinical trial of psychotherapy and pharmacotherapy for cocaine abusers, we evaluated posttreatment longitudinal outcomes using several statistical models and sample subsets to compare the models and illustrate differences in conclusions that would follow from the use of models that differ in their treatment of time and missing values. Overall, there was consistency across samples and models in pointing to a significant Psychotherapy × Time interaction, suggesting reduced cocaine use across time for the subjects who received active psychotherapy compared to control psychotherapy. Two main points emerge from this series of comparisons.
First, within subsamples, there was consistency in findings based on the traditional ANOVA and random-effects regression models. For example, for both the complete data and final interview subsamples, the univariate ANOVA and random-effects regression models produced very similar results, including magnitude of test statistics and significance levels. This suggests that, when underlying assumptions are met and data are complete, random-effects regression models replicate results from ANOVA. However, in several instances where the ANOVA and random-effects regression analyses indicated significant Psychotherapy × Time or three-way interactions, the MANOVA model results were not statistically significant, which illustrates the comparatively limited power of the more commonly used MANOVA models for repeated measures designs with limited sample size.
Second, across subsamples, several differences in findings emerged, as some effects were seen for some subsamples and not with others. This could lead to very different conclusions about the effectiveness of the treatments evaluated and highlights the problems associated with missing data in longitudinal studies. For example, analyses based on the final interview subsample ( n = 60) indicated a three-way interaction that was not found for the other subsamples nor the intention-to-treat sample. This three-way interaction appears to be either an artifact of sample bias; that is, it was restricted to the particular subsample of 60 subjects who completed a 12-month follow-up, or, perhaps a byproduct of the imputation process, which exaggerated the influence of the last data point by carrying it backward. Furthermore, the random-effects regression analyses on the final-interview subset with the imputed values indicated a significant three-way interaction, whereas the same analyses conducted on the same subsample but without the imputed values indicated a similar, but nonsignificant effect (Figures 3 and 4) . This suggests that, in our sample, the practice of backward imputation of missing values was reasonably close to, but different from, data-driven estimation through the regression analysis. A different convention for imputing values (e.g., carrying values forward rather than backward) may have led to a more divergent pattern of findings.
Although the results based on the complete data subset ( n = 25) were similar to those based on the samples that used all available data ( n = 97 or n = 121), these analyses would be subject to criticisms of sample bias and limited generalizability because they included only 20% of the subjects originally randomized to treatment. Moreover, comparison of Figures 2 and 6 illustrates the contrast between findings based on a select subset versus the full sample.
There were also differences between random-effects regression analyses based on patients who contributed to the follow-up dataset ( n = 97) and those who did not ( n = 121). Random-effects regression analyses based on the intention-to-treatment sample, which included the 24 patients who were never followed, resulted in a main effect for psychotherapy condition, which was not found in any of the other analyses. 2 This highlights that there may have been important differences between the subjects who were reached for follow-up and those who were not. For the most part, these 24 subjects who contributed only a single end-of-treatment observation to the dataset, were exposed to far less study treatment than those who contributed to the follow-up dataset.
Most important, as illustrated by the series of figures, there are clear advantages to models such as random-effects regression which allow use of all available data from all subjects. Even the most conscientiously collected data set from any clinical trial requiring repeated observations will have some missing values. In such cases, traditional analytic approaches require analyses based on subsamples, which can lead to sample and selection bias, or the imputation of missing values through some usually arbitrary convention, which further increases the risk of bias. Random-effects regression models allow use of all available data from all patients, thus reducing sampling bias and increasing power.
Limitations
The comparisons presented here were intended to illustrate some of the problems associated with common strategies for dealing with missing values in longitudinal data, as well as the relative advantages of random-effects regression models. However, it is important to note that no mathematical model or approach is a panacea for inadequate data or data collection. Even the most powerful and sophisticated models can only yield valid results when they are applied to unbiased data, and no model can rectify invalid or biased data. The burden is still on researchers to exert every effort to build as complete and valid data sets as they can.
Before proceeding with the analyses presented here, we evaluated our follow-up data set to determine whether all treatment groups were equally represented (e.g., rates of follow-up were not different across demographic groups, all groups had comparable numbers of follow-up evaluations as well as early vs. late follow-ups). However, the contrast in findings between the 97 patients who were reached for follow-up and the 121 subjects in the intention-to-treat sample underscores that other, undetected sources of bias may exist. Furthermore, although the random-effects regression model can include subjects in an analysis with as little as one data point (e.g., only a baseline value, as for 24
http://spider.apa.org/ftdocs/ccp/1997/april/ccp652252.html 10/12/2000 subjects in our intention-to-treat sample), it is important to note that as the number of missing data points increases per subject the reliability of the model decreases. Thus, what might be gained in terms of reduction in sample bias by including the 24 subjects who were never followed must be considered against the loss of efficiency in the model as it is based on fewer actual observations per subject. In addition, although the assumptions made by random-effects regression models concerning missing values are sophisticated and flexible, they are limited by the availability of true data on which those estimates are made. Thus, because the modal number of follow-up observations in this data set was two, we were limited to a linear, rather than a quadratic, model.
Finally, each of the models used here has specific assumptions, in addition to normality, to which the results are not robust and should be noted. Univariate ANOVA models assume sphericity, which is frequently violated with repeated measures data. MANOVA models do not assume sphericity but, otherwise, have the same assumptions as ANOVA models. MANOVA additionally assumes that the vector of responses is distributed as multivariate normal. Random-effects regression models are comparatively new, and the consequences of violating their assumptions are not well understood ( Bryk & Raudenbush, 1991 ) . In addition, unlike ANOVA models that summarize data with means and variances, the random-effects regression model may simply not converge with some data.
Particularly with large data sets in which individual data points may be difficult to plot and interpret, the absence of descriptive data from random-effects regression may be a disadvantage for some researchers. Also, these models assume an individual growth trajectory that has a fixed course, the shape of which can be set somewhat arbitrarily (linear, curvilinear). Thus, these models can provide estimates that are extended well beyond the range of the variable. Also, random-effects regression models require comparatively large samples. For example, when applied to the "complete data" subsample ( n = 25), the model did not converge with time specified as random; the model did converge with time specified as fixed, but this effectively removed subject-specific growth rates and thus a major advantage of this model.
Summary
The availability of random-effects regression models offers a practical and powerful alternative to problems usually encountered in analyzing longitudinal data. The major advantages when applied to clinical trials data where subjects are observed over time include: (a) the freedom to use continuous outcome variables rather than dichotomized outcomes (abstinent vs. relapsed), which lose information about the dynamic and episodic nature of change; (b) the ability to make use of all available data on each subject and thus not base conclusions only on the small and highly unrepresentative sample of subjects who contribute complete data; and (c) the increased flexibility afforded by treating time as a continuous independent effect allows use of data from individuals observed at times other than the fixed data points. With the availability of random-effects regression models, the methods available for analysis of longitudinal data are now on par with the time and expense incurred in collecting these data ( Gibbons et al., 1988 ) . These models make more realistic assumptions about the nature and availability of data, and therefore, about the nature of how people change.
1
Although the repeated measures ANOVA can be conducted on unbalanced designs, the results are based on least squares estimation (LSE), which has been shown to be biased in small samples ( Park, 1993 ) .
2
It should be noted that in this model the main effect of psychotherapy is at Time 0 for patients in the pharmacotherapy cell coded 0 (placebo). 
