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Abstract
We investigate the free-Fermion point of a boundary sine-Gordon model with non-
diagonal boundary interactions for the ground state using auxiliary functions obtained
from T −Q equations of a corresponding inhomogeneous open spin-12 XXZ chain with
nondiagonal boundary terms. In particular, we obtain the Casimir energy. Our result
for the Casimir energy is shown to agree with the result from the TBA approach. The
analytical result for the effective central charge in the ultraviolet (UV) limit is also
verified from the plots of effective central charge for intermediate values of volume.
1email:rmurgan@svsu.edu
1 Introduction
Open spin-1
2
XXZ quantum spin chains and boundary sine-Gordon (bsG) models have ap-
plications in statistical mechanics and condensed matter physics. These models have thus
been widely studied over the years [1]-[39]. Studies conducted have covered various aspects
of these models, with much of them focusing on the nondiagonal boundary interactions such
as in [4, 5, 6] and [18]-[39]. In particular, progress made in finding solutions of the open
spin-1
2
XXZ quantum spin chain with nondiagonal boundary terms such as that given in
[20, 21, 22, 24] has motivated further studies of these models [23, 25, 39].
Much work has also been done on bsG models at the free-Fermion point (where the lattice
bulk parameter µ takes the value µ = π/2), such as in [7, 10, 23]. Motivated by these results,
in this paper, we revisit the bsG model at the free-Fermion point. In particular, we exploit
a set of T −Q equations of an inhomogeneous open spin-1
2
XXZ spin chain to compute the
Casimir energy. We utilize a set of auxiliary functions derived from these T −Q equations to
investigate the ground state of the bsG model at the free-Fermion point. We further compute
the effective central charge in the ultraviolet (UV) limit. Our motivation here is three-fold:
We first note that a detail study has been made in [23] on the free-Fermion point of the bsG
model utilizing the solution of an open spin-1
2
XXZ spin chain. This is done for the case
where a certain (complex) constraint is obeyed by the lattice boundary parameters. To our
knowledge, such a study of the bsG model at the free-Fermion point made by exploiting the
T−Q equations of an open spin-1
2
XXZ chain where the boundary terms are not subjected to
any such constraint(s) has not been considered before. In addition, the T −Q equations used
in this paper contain two Q(u) functions. A conventional T −Q equation typically contains
just one such Q(u) function. The presence of multiple Q(u) functions therefore requires a
more elaborate analysis. We thus feel that the analysis presented in this paper which results
from having two Q(u) functions may serve as a guide and shall prove useful in studying the
free-Fermion point of the bsG model with more general boundary terms. This requires a
solution of the open spin-1
2
XXZ spin chain such as that given in [26]. Moreover, the presence
of two Q(u) functions for the more general case of µ = π/p, where p = 4 , 6 , 8 , . . .1 should
lead to a set of nonlinear integral equations, crucial in determining the ground state Casimir
energy of the bsG model. While the analysis can be relatively more involved, we feel that
the present work at the free-Fermion point would better elucidate the process required in
analyzing the case where µ = π/4 , π/6 , π/8 , . . ..
This paper is arranged as follows: In Section 2, we review the bsG model. An open
spin-1
2
XXZ chain with nondiagonal boundary terms and its T − Q equations are reviewed
1See [24]
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next. In Section 3, the T − Q equations of the corresponding inhomogeneous open spin-1
2
XXZ chain are reviewed. This is followed by derivations of crucial auxiliary functions at
the free-Fermion point. Utilizing the auxiliary functions and the analyticity of the transfer
matrix eigenvalues, we present the derivation of the Casimir energy at the free-Fermion point
in Section 4 and compare our result for the Casimir energy of bsG model at the free-Fermion
point with that of the TBA approach given in [16]. We then examine the result in the UV
limit. The computation of the effective central charge in the UV limit is indeed a new result.
We find it to be independent of the boundary parameters. We remark here that the approach
using T − Q equations can be viewed as an alternative way (to the elegant TBA approach
employed in [16]) of arriving at the ground state Casimir energy. In [16], the authors pointed
out some of the technical difficulties encountered during the computations of the K matrices
which are indeed crucial in the ground state Casimir energy calculation. Computations of K
matrices there required complex analytic continuations. Nevertheless, this was carried out
successfully in [16] to yield the desired results. Finally, plots of effective central charge for
intermediate volume values are presented to support the analytical results obtained earlier
for the UV limit. We conclude with a brief discussion of our results and some open problems
in Section 5.
2 The bsG model and the T − Q equations of an open
spin-12 XXZ chain
In this section, we briefly review the bsG model (as given in [23]). The Euclidean action of
the model on the finite “spatial” interval x ∈ [x− , x+] is described by
S =
∫
∞
−∞
dy
∫ x+
x−
dx A(ϕ , ∂νϕ) +
∫
∞
−∞
dy
[
B−(ϕ ,
dϕ
dy
)
∣∣∣
x=x−
+ B+(ϕ ,
dϕ
dy
)
∣∣∣
x=x+
]
, (2.1)
where the bulk action is given by
A(ϕ , ∂νϕ) =
1
2
(∂νϕ)
2 + µbulk cos(βϕ) , (2.2)
and the boundary action is given by
B±(ϕ ,
dϕ
dy
) = µ± cos(
β
2
(ϕ− ϕ±0 ))±
πγ±
β
dϕ
dy
. (2.3)
As noted in [23, 25], the action is similar to the one considered by Ghoshal and Zamolodchikov
[6], except for two boundaries instead of one. In addition to that, the presence of an additional
term depending on the “time” derivative of the field in the boundary action (2.3) is also well
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noted which as pointed out in [23], can be eliminated in the one-boundary case by including
a term proportional to ∂x∂yϕ in (2.2). This would result in the elimination of only one
of the two γ± parameters (say, γ+) and in a shift of the other (γ− 7→ γ− − γ+) in the
two-boundary case. The continuum bulk coupling constant β is related to the lattice bulk
parameter µ by β2 = 8(π − µ). The free-Fermion point thus corresponds to β2 = 4π (or
µ = π/2). Further, the boundary parameters in the continuum action (µ± , ϕ
±
0 ) is related to
the boundary parameters of the lattice model (α± , β±) in the Hamiltonian of the open spin-
1
2
XXZ quantum spin chain (see (2.5) and footnote 2 below). In subsequent sections, we shall
focus on the ground state of this model as a function of the interval length L ≡ x+− x−. In
particular, we shall concentrate on the computation of the Casimir energy (order 1/L) for
the ground state. The length L and the soliton mass m are given by
L = N∆ , m =
2
∆
e−2Λ , (2.4)
respectively. The relation of m and L to µbulk is known [40]. In (2.4), ∆ is the lattice spacing,
which in the continuum limit, taken to be ∆→ 0 together with Λ→∞ and N →∞ for the
inhomogeneity parameter and number of lattice sites respectively.
Next, we shall review the T −Q equations of an open spin-1
2
XXZ chain with nondiagonal
boundary terms [24] whose Hamiltonian can be written as
H =
1
2
N−1∑
n=1
(
σxnσ
x
n+1 + σ
y
nσ
y
n+1 + cosh η σ
z
nσ
z
n+1
)
+
1
2
sinh η (csch α−σ
x
1 + cschα+σ
x
N ) , (2.5)
where σx, σy, σz are the usual Pauli matrices, η is the bulk anisotropy parameter and α±
are the free boundary parameters. α± are restricted to be pure imaginary to ensure the
Hermiticity of the Hamiltonian. N is the number of spins/sites.2 Henceforth, in results
that follow, we have used η = iπ/2 (thus µ = π/2 since η = iµ), which corresponds to the
free-Fermion point. The above Hamiltonian therefore reduces into,
H =
1
2
N−1∑
n=1
(
σxnσ
x
n+1 + σ
y
nσ
y
n+1
)
+
i
2
(cschα−σ
x
1 + cschα+σ
x
N) . (2.6)
2We note that this model does not represent the most general case of nondiagonal boundary terms. It
contains only two free boundary parameters instead of the usual six for the general case (see, e.g., [26]). The
parameters β± , θ± are taken to be zero.
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The transfer-matrix eigenvalues T (u) of the open spin-1
2
XXZ chain described by the Hamil-
tonian (2.6) satisfy a set of T −Q equations given by [24]
T (u) =
(
h˜(u− i
π
4
) + h˜(u+ i
π
4
)
) Q1(u+ iπ2 )
Q2(u)
=
(
h˜(u− i
π
4
)g(u− i
π
4
) + h˜(u+ i
π
4
)g(u+ i
π
4
)
) Q2(u+ iπ2 )
Q1(u)
, (2.7)
where
h˜(u) = sinh2N+2(u) sinh(2u) ,
g(u) = cosh(u+ α−) cosh(u− α−) cosh(u+ α+) cosh(u− α+). (2.8)
We stress that (2.8) holds only for even values of N . We note that there are two Q(u)
functions that make up the solution of this model, Q1(u) and Q2(u) whose zeros are the
Bethe roots. These functions are given by
Q1(u) =
N
2
+1∏
j=1
sinh(u− u
(1)
j ) sinh(u+ u
(1)
j )
Q2(u) =
N
2∏
j=1
sinh(u− u
(2)
j ) sinh(u+ u
(2)
j ) , (2.9)
where {u
(1)
k , u
(2)
k } are the Bethe roots (and the zeros of Q1(u) and Q2(u) respectively.) These
Bethe roots have the following structure for the ground state,{
v
(a,1)
j j = 1 , 2 , . . . ,
N
2
π
2
λ
(1,2)
1 +
iπ
2
, a = 1 , 2 , (2.10)
where v
(a,1)
j and λ
(1,2)
1 are real. The v
(a,1)
j are the zeros of Qa(u) that form real sea (“sea
roots”) and π
2
λ
(1,2)
1 is the real part of the single “extra root” (also a zero of Q1(u)) which is
not part of the “seas”. We shall denote π
2
λ
(1,2)
1 as simply λ0 henceforth. Hence, there are
two “seas” of real roots. The above structure for the Bethe roots is assumed to hold true in
the N →∞ limit (the string hypothesis).3 Introducing (2.10) in (2.9), we have the following
form for the Qa(u) functions, where a = 1 , 2.
Q1(u) = cosh(u− λ0) cosh(u+ λ0)
N
2∏
j=1
sinh(u− v
(1,1)
j ) sinh(u+ v
(1,1)
j ) ,
Q2(u) =
N
2∏
j=1
sinh(u− v
(2,1)
j ) sinh(u+ v
(2,1)
j ) . (2.11)
3We urge the readers to refer to [24] for details on this, including the Bethe ansatz equations which yield
these roots as their solutions.
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Since we consider only the ground state, we shall use the form (2.11) for the Qa(u) functions
in calculations that follow. We define here boundary parameters a± that are related to α±
(defined as α± =
iπ
2
a±). We stress here that, the Bethe roots for the ground state have the
form (2.10) only for the following values of the boundary parameters a± (see [24]),
1
2
< |a±| <
3
2
, a+a− > 0 . (2.12)
3 Auxiliary functions at the free-Fermion point and
the analyticity of transfer matrix eigenvalues
In this section, we shall review the T−Q equations obeyed by the transfer matrix eigenvalues
of the corresponding inhomogeneous spin-1
2
XXZ quantum spin chain and give the auxiliary
functions needed in the computation of the Casimir energy of the bsG model at the free-
Fermion point. Method outlined in [41, 42] is used along with steps utilized in [43].
3.1 T −Q equations of the inhomogeneous spin-12 XXZ spin chain
and auxiliary functions
We begin this section by presenting the T − Q equations obeyed by the transfer matrix
eigenvalues of the inhomogeneous spin-1
2
XXZ quantum spin chain (more accurately the XX
chain, since η = iπ
2
. See (2.5) and (2.6) in Sec. 2):
T (u) =
(
T
(+)
A (u) + T
(−)
A (u)
) Q1(u+ iπ2 )
Q2(u)
, (3.1)
and
T (u) =
(
T
(+)
B (u) + T
(−)
B (u)
) Q2(u+ iπ2 )
Q1(u)
, (3.2)
where
T
(±)
A (u) = φ(u± i
π
4
) sinh(2u± i
π
2
) sinh2(u± i
π
4
) ,
T
(±)
B (u) = φ(u± i
π
4
) sinh(2u± i
π
2
) sinh2(u± i
π
4
)g(±)(u) . (3.3)
In (3.3), φ(u) = sinhN(u− Λ) sinhN(u + Λ) and g(±)(u) = g(u± iπ
4
) where g(u) is given by
(2.8). Λ is the inhomogeneity parameter. We note here that the functions g(±)(u) can be
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conveniently expressed in terms of a± by
g(±)(u) = cosh(u+ i
π
4
(2a− ± 1)) cosh(u− i
π
4
(2a− ∓ 1))
× cosh(u+ i
π
4
(2a+ ± 1)) cosh(u− i
π
4
(2a+ ∓ 1)). (3.4)
Next, we define the following crucial auxiliary functions,
a(u) =
sinh(2u+ iπ
2
)φ(u+ iπ
4
) sinh2(u+ iπ
4
)
sinh(2u− iπ
2
)φ(u− iπ
4
) sinh2(u− iπ
4
)
,
b(u) =
sinh(2u+ iπ
2
)φ(u+ iπ
4
) sinh2(u+ iπ
4
)g(+)(u)
sinh(2u− iπ
2
)φ(u− iπ
4
) sinh2(u− iπ
4
)g(−)(u)
. (3.5)
As will be evident in the next section, these functions play an important role in the compu-
tation of the Casimir energy. Note that for real u,
a¯(u) = a(−u) =
1
a(u)
, b¯(u) = b(−u) =
1
b(u)
, g(+)(−u) = g(−)(u) = g¯(+)(u) . (3.6)
In terms of these auxiliary functions, (3.1) and (3.2) can be rewritten in following forms,
T (u) = sinh(2u− i
π
2
)φ(u− i
π
4
) sinh2(u− i
π
4
)
Q1(u+ i
π
2
)
Q2(u)
(1 + a(u))
= sinh(2u+ i
π
2
)φ(u+ i
π
4
) sinh2(u+ i
π
4
)
Q1(u+ i
π
2
)
Q2(u)
(1 + a¯(u)) (3.7)
and
T (u) = sinh(2u− i
π
2
)φ(u− i
π
4
) sinh2(u− i
π
4
)g(−)(u)
Q2(u+ i
π
2
)
Q1(u)
(1 + b(u))
= sinh(2u+ i
π
2
)φ(u+ i
π
4
) sinh2(u+ i
π
4
)g(+)(u)
Q2(u+ i
π
2
)
Q1(u)
(1 + b¯(u)) (3.8)
respectively, from which the following Bethe Ansatz equations are evident,
a(u
(2)
k ) = −1
b(u
(1)
k ) = −1 . (3.9)
3.2 Analyticity of the transfer matrix eigenvalues
From the definitions of the auxiliary functions given in (3.5), it is clear that the point u = 0
is a zero of the transfer matrix eigenvalues defined in (3.7) and (3.8). We point out that
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T (u) does not have zeros near the real axis except for this simple zero at the origin. Thus,
for the reason that will become evident later, one can remove the root of T (u) at the origin
by defining [43],
Tˇ (u) =
T (u)
µ(u)
, (3.10)
where µ(u) is any function whose only real root is a simple zero at the origin, that is
µ(0) = 0 , µ′(0) 6= 0, where the prime denotes differentiation with respect to u. Consequently,
the T −Q equations (3.7) and (3.8) become
Tˇ (u) = tA
−
(u)
Q1(u+ i
π
2
)
Q2(u)
A(u) = tA+(u)
Q1(u+ i
π
2
)
Q2(u)
A¯(u) (3.11)
and
Tˇ (u) = tB
−
(u)
Q2(u+ i
π
2
)
Q1(u)
B(u) = tB+(u)
Q2(u+ i
π
2
)
Q1(u)
B¯(u) (3.12)
respectively, where
tA
±
(u) =
sinh(2u± iπ
2
)
µ(u)
sinh2(u± i
π
4
)φ(u± i
π
4
)
tB
±
(u) =
sinh(2u± iπ
2
)
µ(u)
sinh2(u± i
π
4
)φ(u± i
π
4
)g(±)(u) . (3.13)
In (3.11) and (3.12), following definitions have been adopted,
A(u) = 1 + a(u) , A¯(u) = 1 + a¯(u)
B(u) = 1 + b(u) , B¯(u) = 1 + b¯(u) . (3.14)
Recalling (3.10), we note that ln Tˇ (u) is analytic near the real axis. Thus, we have the
following from Cauchy’s theorem,
0 =
∮
C
du [ln Tˇ (u)]′′eiku , (3.15)
where the contour C is chosen as in the Figure below, ǫ being small and positive.
✛
✲
C1
C2
iǫ
−iǫ
Integration contour
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Using (3.11) and the first equation in (3.13), (3.15) can consequently be written as
0 =
∫
C1
du
[
ln tA+(u)
]′′
eiku +
∫
C1
du
{
ln
[
Q1(u+ i
π
2
)
Q2(u)
]}′′
eiku +
∫
C1
du
[
ln A¯(u)
]′′
eiku
+
∫
C2
du
[
ln tA
−
(u)
]′′
eiku +
∫
C2
du
{
ln
[
Q1(u+ i
π
2
)
Q2(u)
]}′′
eiku +
∫
C2
du [lnA(u)]′′ eiku .
(3.16)
Following [43], we define Fourier transforms along C2 and C1 as
L̂f ′′(k) =
∫
C2
du [ln f(u)]′′eiku , L̂f ′′(k) =
∫
C1
du [ln f(u)]′′eiku , (3.17)
respectively. Exploiting the periodicity 4
Qa(u) = Qa(u−iπ), u ∈ C1, and Qa(u+i
π
2
) = Qa(u+i
π
2
−iπ) = Qa(u−i
π
2
), u ∈ C2 ,
(3.18)
where a = 1 , 2, and using the definitions (3.17), we arrive at the following forms for the
second and fifth terms of (3.16),∫
C1
du
{
ln
[
Q1(u+ i
π
2
)
Q2(u)
]}′′
eiku = −L̂Q′′1s(k)e
−
pi
2
k + L̂Q′′2(k)e
−πk − 2πk
cos(kλ0)
sinh(πk
2
)
e
pik
2 ,
∫
C2
du
{
ln
[
Q1(u+ i
π
2
)
Q2(u)
]}′′
eiku = L̂Q′′1s(k)e
−
pi
2
k − L̂Q′′2(k) + 2πk
cos(kλ0)
sinh(πk
2
)
e
pik
2 . (3.19)
When calculating the Fourier transforms of
[
lnQ1(u+ i
π
2
)
]′′
, we have separated the “extra
root” contributions, thus resulting in λ0 dependent terms in (3.19), where we recall that
λ0 + i
π
2
is a zero of Q1(u) (see (2.11)). In (3.19), L̂Q′′1s(k) is defined as
L̂Q′′1s(k) =
∫
C2
du [lnQ1s(u)]
′′eiku , (3.20)
where
Q1s(u) =
N
2∏
j=1
sinh(u− v
(1,1)
j ) sinh(u+ v
(1,1)
j ) , (3.21)
which consists of just the “sea roots”. Perfect cancellation of terms involving L̂Q′′1s(k) and
the “extra root” λ0 is to be noted here. Next, defining
C(k) ≡
∫
C1
du
[
ln tA+(u)
]′′
eiku +
∫
C2
du
[
ln tA
−
(u)
]′′
eiku , (3.22)
4This is to make the imaginary part of the argument negative.
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and using (3.19) (along with (3.22)) in (3.16), we obtain the following,
C(k) + L̂Q′′2(k)
[
e−πk − 1
]
+ L̂A′′(k) + L̂A¯′′(k) = 0 , (3.23)
which in turn leads to the following result,
L̂Q′′2(k) =
e
pik
2
2 sinh(πk
2
)
[
L̂A′′(k) + L̂A¯′′(k) + C(k)
]
. (3.24)
Repeating the above steps, now using (3.12) and the second equation in (3.13), we arrive at
the following result,
L̂Q′′1s(k) =
e
pik
2
2 sinh(πk
2
)
[
L̂B′′(k) + L̂B¯′′(k) + CB(k)
]
, (3.25)
where
CB(k) ≡
∫
C1
du
[
ln tB+(u)
]′′
eiku +
∫
C2
du
[
ln tB
−
(u)
]′′
eiku . (3.26)
Results given in (3.24) and (3.25) constitute the main consequence of analyticity and are
significant in the calculation of the Casimir energy in the next section.
Given the appearance of terms L̂A′′(k), L̂A¯′′(k), L̂B′′(k) and L̂B¯′′(k) in (3.24) and (3.25),
it is natural to proceed with the calculations of L̂a′′(k) and L̂b′′(k) as the next step. We
shall start with the former. Taking the Fourier transform of [ln a(u)]′′ (utilizing (3.5)) along
C2, one arrives at
L̂a′′(k) =
∫
C2
du [ln a(u)]′′eiku
=
∫
C2
du
{
ln
[
sinh(2u+ iπ
2
)φ(u+ iπ
4
) sinh2(u+ iπ
4
)
sinh(2u− iπ
2
)φ(u− iπ
4
) sinh2(u− iπ
4
)
]}′′
eiku , (3.27)
which upon evaluation yields,
L̂a′′(k) = −2πk
{
N cos(Λk)
cosh(πk
4
)
+
1
cosh(πk
4
)
}
. (3.28)
In obtaining the above, we have made use of the following identities (see [43]),∫
C2
du
2π
[ln sinh(u− iα)]′′ eiku = e−k(α−nπ)ψ(k) , (3.29)
where n is an integer such that 0 < ℜe(α− nπ) < π, and∫
C2
du
2π
[ln sinh(2u)]′′ eiku = ψ2(k) , (3.30)
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where ψ(k) ≡ k
1−e−pik
and ψ2(k) ≡
k
1−e−
pik
2
. Converting (3.28) to coordinate space and
integrating twice yields the following,
ln a(u) = −i2N tan−1
(
sinh(2u)
cosh(2Λ)
)
+ i Pbdry(u) + Ciπ , (3.31)
where Pbdry(u) is given by
Pbdry(u) =
∫ u
0
du′R(u′) =
1
2
∫ u
−u
du′R(u′) , (3.32)
and R(u) refers to the Fourier transform of Rˆ(k) which is given below,
Rˆ(k) = −
2π
cosh πk
4
. (3.33)
The integration constant C in (3.31) is obtained by considering the u→∞ limit of (3.31) and
the function a(u) as given by (3.5). Proceeding as in [43], one obtains the correct factor, C =
1. Taking the continuum limit (Λ → ∞ , N → ∞ ,∆→ 0), the term −i2N tan−1
(
sinh(2u)
cosh(2Λ)
)
becomes −i2mL sinh θ after defining the renormalized rapidity θ as
θ = 2u . (3.34)
(3.31) therefore becomes
ln a(θ) = −i2mL sinh θ + iPbdry(θ) + iπ , (3.35)
where following definitions have been used,
a(θ) = a(
θ
2
) , Pbdry(θ) = Pbdry(
θ
2
) . (3.36)
The above maneuver can now be repeated for L̂b′′(k), using b(u) defined in (3.5). The Fourier
transform of [ln b(u)]′′ along C2 gives,
L̂b′′(k) =
∫
C2
du [ln b(u)]′′eiku
=
∫
C2
du
{
ln
[
sinh(2u+ iπ
2
)φ(u+ iπ
4
) sinh2(u+ iπ
4
) g(+)(u)
sinh(2u− iπ
2
)φ(u− iπ
4
) sinh2(u− iπ
4
) g(−)(u)
]}′′
eiku ,(3.37)
which upon evaluation as before yields,
L̂b′′(k) = −2πk
{
N cos(Λk)
cosh(πk
4
)
+
1
cosh(πk
4
)
−
1
sinh(πk
2
)
[
sinh(
πk
4
B−) + sinh(
πk
4
B+)− sinh(
πk
4
A−)− sinh(
πk
4
A+)
]}
,
(3.38)
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where identities (3.29) and (3.30) have been utilized. In (3.38), A± = 2a± − 1 and B± =
2a±+1. Converting (3.38) to coordinate space and integrating twice results in the following,
ln b(u) = −i2N tan−1
(
sinh(2u)
cosh(2Λ)
)
+ i PBbdry(u) +Diπ , (3.39)
where PBbdry(u) is given by
PBbdry(u) =
∫ u
0
du′RB(u
′) =
1
2
∫ u
−u
du′RB(u
′) , (3.40)
and RB(u) refers to the Fourier transform of RˆB(k) which is given below,
RˆB(k) = −
2π
cosh πk
4
+
2π
sinh(πk
2
)
[
sinh(
πk
4
B−) + sinh(
πk
4
B+)− sinh(
πk
4
A−)− sinh(
πk
4
A+)
]
.
(3.41)
The integration constant D = −1 in (3.39) is obtained in a similar manner as for C in (3.31).
Taking the continuum limit (Λ → ∞ , N → ∞ ,∆ → 0), gives the following result for b(θ)
in terms of the renormalized rapidity θ,
ln b(θ) = −i2mL sinh θ + iPBbdry(θ)− iπ , (3.42)
where following definitions are adopted,
b(θ) = b(
θ
2
) , PBbdry(θ) = P
B
bdry(
θ
2
) . (3.43)
4 Casimir energy
In this section, we give the main result of this paper. We compute the Casimir energy (order
1/L) for the ground state of a bsG model. Following the prescription of Reshetikhin and
Saleur [44] (see also [43]), the energy for the inhomogeneous case (Λ 6= 0) of a spin-1
2
XXZ
quantum spin chain is given by
E = −
g
∆
{
d
du
lnT (u)
∣∣∣∣
u=Λ+ ipi
4
−
d
du
lnT (u)
∣∣∣∣
u=Λ− ipi
4
}
, (4.1)
where g is given by
g = −
i
8
. (4.2)
Using the fact that
d
du
lnT (u)
∣∣∣∣
u=Λ± ipi
4
=
d
du
lnT (±)(u)
∣∣∣∣
u=Λ± ipi
4
(4.3)
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where
T (±)(u) = T
(±)
A (u)
Q1(u+
iπ
2
)
Q2(u)
, (4.4)
and T
(±)
A (u) is given by (3.3), one can recast (4.1) as follows,
E = −
g
∆
d
du
{
lnT (+)(u+
iπ
4
)− lnT (−)(u−
iπ
4
)
} ∣∣∣
u=Λ
, (4.5)
which in turn yields,
E = −
g
∆
∫
dk
2π
e−ikΛ
[
e
pik
4 L̂T (+)′(k)− e−
pik
4 L̂T (−)′(k)
]
, (4.6)
after utilizing the following definition,
[ln f(u)]′ =
∫
dk
2π
L̂f ′(k) e−iku , u ∈ C2 , (4.7)
that follows from (3.17)).
The calculation of the quantity in the square bracket of the integrand of (4.6) is now in
order. Using the result
L̂T (±)′(k) =
∫
C2
du [lnT (±)(u)]′eiku (4.8)
together with (3.3), (3.29), (3.30) and (4.4), one finds the following
e
pik
4 L̂T (+)′(k) − e−
pik
4 L̂T (−)′(k)
= (1− e−
pik
2 )
2πψ2(k)
(−ik)
+ 2e−
pik
2 sinh(
πk
4
)
[
L̂Q′1s(k) + L̂Q
′
2(k)
]
+ 2πi
cos(kλ0)
cosh(πk
4
)
e
pik
2 . (4.9)
Repeating the above steps using
T (±)(u) = T
(±)
B (u)
Q2(u+
iπ
2
)
Q1(u)
, (4.10)
instead yields (Note that T
(±)
B (u) is also given by (3.3).),
e
pik
4 L̂T (+)′(k) − e−
pik
4 L̂T (−)′(k)
= (1− e−
pik
2 )
2πψ2(k)
(−ik)
+ 2e−
pik
2 sinh(
πk
4
)
[
L̂Q′1s(k) + L̂Q
′
2(k)
]
+ e
pik
4 L̂g(+)′(k)− e−
pik
4 L̂g(−)′(k)− 2πi
cos(kλ0)
cosh(πk
4
)
, (4.11)
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where
L̂g(±)′(k) =
∫
C2
du [ln g(±)(u)]′eiku . (4.12)
We recall that g(±)(u) are defined in (3.4). Prior to determining the Casimir energy from
(4.6), we first need to determine the explicit form for L̂Q′1s(k) + L̂Q
′
2(k). Next, the “extra
root” terms in (4.9) and (4.11) need to be addressed. Fortunately, the latter can be managed
by simply solving for 2πi cos(kλ0)
cosh(pik
4
)
by subtracting (4.9) from (4.11). This yields the following,
2πi
cos(kλ0)
cosh(πk
4
)
=
e
pik
4 L̂g(+)′(k)− e−
pik
4 L̂g(−)′(k)
1 + e
pik
2
. (4.13)
To determine the sum L̂Q′1s(k)+L̂Q
′
2(k), we recall (3.24), (3.25) and use L̂Q
′
l(k) =
1
(−ik)
L̂Q′′l (k)
where l = 1s , 2. Thus, we obtain
L̂Q′1s(k) + L̂Q
′
2(k) = −
e
pik
2
2ik sinh(πk
2
)
{
L̂A′(k) + L̂A¯′(k) + L̂B′(k) + L̂B¯′(k) + C(k) + CB(k)
}
,
(4.14)
where C(k) and CB(k) are given by (3.22) and (3.26) respectively, which are evaluated to
be,
C(k) = 2πk
{
N cos(Λk)
cosh(πk
4
)
+
1
cosh(πk
4
)
− 1
}
CB(k) = 2πk
{
N cos(Λk)
cosh(πk
4
)
+
1
cosh(πk
4
)
− 1
−
1
sinh(πk
2
)
[
sinh(
πk
4
B−) + sinh(
πk
4
B+)− sinh(
πk
4
A−)− sinh(
πk
4
A+)
]}
.
(4.15)
In evaluating C(k) and CB(k), the following result has been used,∮
C
du [lnµ(u)]′′ eiku = 2πk . (4.16)
Subsequently, substituting (4.13)-(4.15) into (4.9) or (4.11) results in,
e
pik
4 L̂T (+)′(k) − e−
pik
4 L̂T (−)′(k)
=
1
2 cosh(πk
4
)
[
L̂A′(k) + L̂A¯′(k) + L̂B′(k) + L̂B¯′(k)
]
+ 2iπ
[
1−
1
cosh(πk
4
)
+
1
cosh2(πk
4
)
]
+ tanh(
πk
4
)e
pik
4 L̂g(+)′(k)
+ 2e−
pik
2 tanh(
πk
4
)L̂φ′(k) , (4.17)
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which upon substitution in (4.6) eventually leads to the following result for the Casimir
energy for the ground state,5
EC = −
g
2π∆
∫
∞
−∞
dk e−ikΛ
1
2 cosh πk
4
[
L̂A′(k) + L̂A¯′(k) + L̂B′(k) + L̂B¯′(k)
]
. (4.18)
In (4.17), L̂φ′(k) =
∫
C2
du [lnφ(u)]′eiku. We shall evaluate EC explicitly next. Passing to
coordinate space and taking the continuum limit, (4.18) becomes
EC =
2g
i∆π
∫
∞
−∞
duℑm
(
1
cosh 2(Λ− u− iǫ)
)′ [
ln A¯(u+ iǫ) + ln B¯(u+ iǫ)
]
. (4.19)
Moreover, we have
(
1
cosh 2(Λ−u−iǫ)
)′
→ 4e−2(Λ−u−iǫ) at Λ→∞ limit. Using (2.4), we have
EC =
1
2
{
−
m
π
∫
∞
−∞
duℑme2(u+iǫ) ln A¯(u+ iǫ)−
m
π
∫
∞
−∞
duℑme2(u+iǫ) ln B¯(u+ iǫ)
}
.(4.20)
Further, using (3.14), (3.34), (3.36) and (3.43) and after some manipulation, EC reduces to,
EC = −
m
4π
∫
∞
−∞
dθℑm sinh(θ + iε)
[
ln A¯(θ + iε) + ln B¯(θ + iε)
]
, (4.21)
where
ε = 2ǫ , A(θ) = A(
θ
2
) , B(θ) = B(
θ
2
) . (4.22)
(Note also that we have used A¯(u) = A(−u), B¯(u) = B(−u) and ℑmz = −ℑmz¯ in the
process.) Finally, introducing the identifications
A¯(θ) = 1− efa(θ) , B¯(θ) = 1− efb(θ) , (4.23)
the above becomes
EC = −
m
4π
∫
∞
−∞
dθ ℑm sinh(θ + iε)
[
ln(1− efa(θ+iε)) + ln(1− efb(θ+iε))
]
. (4.24)
4.1 Comparison with TBA results
Next, we compare the result (4.24) with the TBA results given in [16]. From (3.35), (3.42)
and (4.23), one finds the following for fa(θ) and fb(θ),
fa(θ) = 2imL sinh θ − iPbdry(θ)
fb(θ) = 2imL sinh θ − iP
B
bdry(θ) . (4.25)
5(4.6) also contains the bulk and the boundary terms for the energy, which are not addressed here.
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We first rewrite (4.24) as
EC = −
m
8πi
{∫ ∞
−∞
dθ sinh θ
[
ln(1− efa(θ+iε))− ln(1− e−fa(θ−iε))
]
+
∫
∞
−∞
dθ sinh θ
[
ln(1− efb(θ+iε))− ln(1− e−fb(θ−iε))
] }
. (4.26)
Performing a change in integration variables of θ′ = θ − iπ
2
+ iε in the first and third terms,
and θ′ = θ + iπ
2
− iε in the second and fourth terms, the above becomes
EC = −
m
8π
{∫ ∞
−∞
dθ′
[
cosh(θ′ − iε) ln(1− efa(θ
′+ipi
2
)) + cosh(θ′ + iε) ln(1− e−fa(θ
′−ipi
2
))
]
+
∫
∞
−∞
dθ′
[
cosh(θ′ − iε) ln(1− efb(θ
′+ipi
2
)) + cosh(θ′ + iε) ln(1− e−fb(θ
′
−ipi
2
))
]}
.(4.27)
Upon the assumption that the resulting contours can then be deformed to the real axis, and
dropping the primes, we obtain
EC = −
m
8π
∫
∞
−∞
dθ cosh θ ln
[
(1− efa(θ+
ipi
2
))(1− e−fa(θ−
ipi
2
))
]
−
m
8π
∫
∞
−∞
dθ cosh θ ln
[
(1− efb(θ+
ipi
2
))(1− e−fb(θ−
ipi
2
))
]
.
(4.28)
Using (4.25) along with equations (3.32), (3.33), (3.40) and (3.41), the following results are
obtained,
e−iPbdry(θ+i
pi
2
) = − tanh2(
θ
2
)
e−iP
B
bdry
(θ+ipi
2
) = − tanh2(
θ
2
) coth(
θ
2
+ i
π
2
a−) coth(
θ
2
− i
π
2
a−)
× coth(
θ
2
+ i
π
2
a+) coth(
θ
2
− i
π
2
a+) . (4.29)
Further, utilizing
e−iPbdry(θ+i
pi
2
) = eiPbdry(θ−i
pi
2
)
e−iP
B
bdry
(θ+ipi
2
) = eiP
B
bdry
(θ−ipi
2
) , (4.30)
we arrive at
EC = −
m
2π
∫
∞
0
dθ cosh θ ln
(
1 + E1(θ) e
−2mL cosh θ + E2(θ) e
−4mL cosh θ
)
, (4.31)
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where
E1(θ) = −e
−iPbdry(θ+
ipi
2
) − e−iP
B
bdry
(θ+ ipi
2
) , E2(θ) = e
−iPbdry(θ+
ipi
2
)e−iP
B
bdry
(θ+ ipi
2
) . (4.32)
We recall now the result obtained using the TBA approach in [16] (Eq. (58)), where the
Casimir energy is given by (4.31), with
E1(θ) = tr
(
K¯−(θ) K+(θ)
)
, E2(θ) = det
(
K¯−(θ) K+(θ)
)
, (4.33)
where K±(θ) are the boundary S matrices [6]
K±(θ) = r±(
iπ
2
− θ)
(
− ik±
2
e−iγ± sinh 2θ sin(ξ± − iθ)
− sin(ξ± + iθ) −
ik±
2
eiγ± sinh 2θ
)
. (4.34)
r±(θ) refer to scalar factors, which are expounded below. The boundary S matrices (as given
by [23]), contain the parameters γ± which correspond to the
dϕ
dy
terms in the boundary action
of the bsG model given in (2.3). Moreover, the parameters γ± are the same as that appear
in (2.3). We urge the readers to refer to footnote 8 in [23] for more details on this. We also
remark here that γ± are conjectured in [23] to be related to the lattice parameters θ±, which
we have set to be zero in the Hamiltonians (2.5) and (2.6). Therefore γ± here will be taken
to be zero as well. In addition, the Goshal-Zamolodchikov boundary parameters (ξ±, k±) is
related to the continuum parameters (ϑ±, η±) by [6]
cos η± cosh ϑ± = −
1
k±
cos ξ± , cos
2 η± + cosh
2 ϑ± = 1 +
1
k2±
. (4.35)
For the case studied here (recall footnote 2), the lattice parameters β± = 0. Since the
continuum parameters ϑ± are related to β± through the equation ϑ± = 2β± at the free-
Fermion point [23], it follows that ϑ± = 0 here as well. Further, using (4.35) in (4.34) and
provided that
(1− a±)π = η± (4.36)
which is also given in [23] for the case where contraints exist among these parameters (see
Eqs. (2.8) and (3.22) of the reference [23]), one can then verify that (4.32) and (4.33) agree
for E1(θ) and E2(θ). Thus, this supports the notion that (4.36) holds true even when the
continuum paramaters η±, are not subjected to constraints such as that given in the first line
of Eq. (3.22) in [23]. Additionally, this also provides a check on the results (3.35),(3.42) and
(4.21). Following conventions used in [23], the scalar factors r±(θ) in terms of the continuum
parameters are given by
r±(θ) =
1
cos ξ±
σ(η± ,−iθ) σ(iϑ± ,−iθ) , (4.37)
where [7]
σ(x , u) =
cos x
2 cos
(
π
4
+ x
2
− u
2
)
cos
(
π
4
− x
2
− u
2
) . (4.38)
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4.2 UV limit
Now we consider the UV limit (mL → 0) of the result (4.24). First, using EC = −
πceff
24L
,
where ceff is the effective central charge and (4.24), we obtain the following for ceff with
ε→ 0,
ceff =
6mL
π2
∫
∞
−∞
dθ ℑm sinh(θ)
[
ln(1− efa(θ)) + ln(1− efb(θ))
]
. (4.39)
Next, realizing that only large values of |θ| contribute in the mL→ 0 limit, we first consider
θ ≫ 1. (4.39) then becomes
ceff,p =
3mL
π2
∫
∞
−∞
dθ ℑm eθ
[
ln(1− efa,p(θ)) + ln(1− efb,p(θ))
]
. (4.40)
The subscript p is included to represent ceff , fa(θ) and fb(θ) at θ ≫ 1. We follow closely
steps in [10] by using results about dilogarithms (see [45]) defined by,
Ld(x) ≡
∫ x
0
dy
[
ln(1 + y)
y
−
ln y
1 + y
]
. (4.41)
Thus, assuming6
−i lnF (x) = Ψ(x) , (4.42)
one has∫
∞
−∞
dxℑm Ψ′(x) ln(1 + F (x+ iε)) =
1
2
ℜe (Ld[F (−∞)]− Ld[F (∞)])
+
1
2
ℑm (Ψ(∞) ln(1 + F (∞))−Ψ(−∞) ln(1 + F (−∞))) .
(4.43)
Making the correspondence F ↔ Fl ,Ψ ↔ Ψl,p where l = a , b and therefore −i lnFl(θ) =
Ψl,p(θ) with the following identifications
Fa(θ) = e
fa,p(θ)−iπ
Ψa,p(θ) = mLe
θ − Pbdry(∞)− π
Fb(θ) = e
fb,p(θ)+iπ
Ψb,p(θ) = mLe
θ − PBbdry(∞) + π ,
(4.44)
6We note that the function G in Eq.(7.34) of [10] is zero at the free-Fermion point, µ = pi
2
.
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where (4.25) yields
fa,p(θ) = imLe
θ − iPbdry(∞)
fb,p(θ) = imLe
θ − iPBbdry(∞) , (4.45)
one finds ceff,p =
1
2
from (4.40). Similar computations for θ ≪ 1 yield ceff,n =
1
2
. The
subscript n refers to ceff at θ ≪ 1. Similar results to (4.44) and (4.45) have been used (for
θ ≪ 1), namely
Fa(θ) = e
fa,n(θ)−iπ
Ψa,n(θ) = −mLe
−θ − Pbdry(−∞)− π
Fb(θ) = e
fb,n(θ)+iπ
Ψb,n(θ) = −mLe
−θ − PBbdry(−∞) + π ,
(4.46)
where we find
fa,n(θ) = −imLe
−θ − iPbdry(−∞)
fb,n(θ) = −imLe
−θ − iPBbdry(−∞) , (4.47)
from (4.25). Thus, adding these two contributions, one has ceff = 1 in the UV limit. We have
plotted the results for ceff versus lnmL for arbitrarily chosen values of boundary parameters
a± in Figure 1. It can be seen here that the ceff → 1 as mL → 0, which agrees with the
above UV limit calculations. This feature is obviously independent of the values a± assume,
contrary to the case studied in [23] (See Eqs. (3.30) and (3.31) of this reference.), where
a constraint exists among the boundary parameters a±. Moreover, one can also notice the
expected ceff → 0 behaviour at the mL→∞ limit.
5 Discussion
Utilizing a set of T −Q equations of an open spin-1
2
XXZ quantum spin chain with nondiago-
nal boundary terms, we investigate the free-Fermion point of a boundary sine-Gordon (bsG)
model with nondiagonal boundary interactions. A set of auxiliary functions are derived from
these T −Q equations to obtain the Casimir energy for the ground state of the bsG model
at the free-Fermion point. Contrary to a previous case studied where the lattice boundary
parameters (and the continuum boundary parameters) obey a certain complex constraint
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Figure 1: ceff vs. lnmL, for a+ = 1.10, a− = 0.85 (solid line) and
a+ = −0.57, a− = −0.64 (dashed line)
relation (and thereby two real constraints)[23], here two of these parameters are set to be
completely arbitrary. The Casimir energy for the ground state obtained is then compared
and shown to agree with the TBA results obtained in [16]. The relations between the lattice
parameters a± and continuum parameters η± obtained in [23] are then shown to hold true
here as well. This suggests that these relations might hold true in general. From the Casimir
energy, we computed the effective central charge of the bsG model at the free-Fermion point
in the UV limit, which can be seen to agree with the general plots of ceff versus ln(mL).
They also indicate that the effective central charge in the UV limit is independent of the
boundary parameters, a result that differs from that given in [23], for the case where the
boundary parameters obey a certain constraint. This feature where the effective central
charge in the UV limit being independent of the boundary parameters is expected for mod-
els with Neumann boundary condition as is the case here (nondiagonal boundary terms).
Interestingly, the case studied in [23] which is also a model with Neumann boundary condi-
tion does not have this property for its effective central charge. Perhaps one may attribute
this to spectral equivalences between open spin-1
2
XXZ chain models with diagonal-diagonal
and nondiagonal-nondiagonal boundary terms. Spectral equivalences between these open
XXZ spin chains have been shown to exist [46, 47, 48]. To our knowledge, such equivalences
have been found when the boundary parameters obey certain constraint as in [23]. This
could potentially explain the seeming contradiction in the effective central charge in the UV
limit, where it is independent of the boundary parameters here and not in [23].
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As part of future work, other possible problems can be explored further. One can extend
the analysis in this paper to include values of µ other than π/2. This will result in a set
of nonlinear integral equations which would be crucial in the computation of the Casimir
energy. Also, numerical work to calculate the effective central charge (for values of µ other
than π/2) which include intermediate volume regions is of particular interest. In addition,
work carried out here may be extended to the general case of the nondiagonal boundary
interactions using solutions found in [26]. Finally, although we have considered only the
ground state here, it would be interesting to investigate the excited states as well. We hope
to address some of these issues in the future.
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