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Entanglement structure serves as a powerful way to characterize quantum many-body phases.
This is particularly so for gapless quantum liquids, where entanglement-based tools provide one of
the only means to systematically characterize these complicated phases. For example, the Fermi-
surface structure of Fermi-liquids is revealed in entanglement entropy by a log-correction to the
typical boundary-law scaling of simpler quantum ground-states. In this paper, I analyze the entan-
glement structure of a disordered, but delocalized diffusive metal. Using a combination of analytic
arguments and numerical calculations, I show that, despite having the same number of extended
gapless excitations as a clean Fermi-liquid, the diffusive metal exhibits only boundary-law entangle-
ment scaling. This result pinpoints the sharp Fermi-surface structure, rather than the finite density
of gapless excitations, as the origin of the log-correction in the Fermi-liquid entanglement scaling.
Introduction - Understanding the structure of en-
tanglement provides a powerful basis for characterizing
quantum many-body systems. In ground-states of local
Hamiltonians in d-dimensions, the entanglement entropy
of a sub region of size L with the rest of the system typi-
cally scales like the boundary of the region S(L) ∼ Ld−1
where d. By contrast excited states of thermal systems
have extensive “volume-law” entropy scaling, S(L) ∼ Ld.
The limited entanglement structure of ground-states en-
ables efficient simulations techniques like DMRG and
higher-dimensional tensor-network analogs[1, 2]. More-
over, the distinction between boundary and volume law
scaling allows a sharp definition of non-thermal many-
body localized phases - for which even excited states ex-
hibit boundary-law behavior[5, 6].
Entanglement scaling can also be used to identify spe-
cial properties of quantum ground-states. For example
gapped topologically ordered phases exhibit a universal
sub-leading constant, γ, correction to boundary-law scal-
ing: S(L) ∼ aL− γ + . . . , whose value contains informa-
tion about the topological excitations of the phase[3, 4].
Whereas such gapped topological ground-states are
quite well understood, the understanding of gapless
quantum phases remains more rudimentary. Here again,
arguments based on entanglement have provided a pow-
erful toolset for characterizing gapless phases. For ex-
ample, entanglement monotonicity properties such as
the c-, F-, and a- theorems[8–12] place strong con-
straints on possible phase diagrams[13], allowing one to
non-perturbatively rule out various scenarios in contexts
where there are limited or no applicable field-theoretic
techniques.
Entanglement scaling can also be used to directly dis-
tinguish different gapless phases in dimensions higher
than one. For example, Fermi-liquids with an extended
momentum-space surface of gapless excitations are dis-
tinguished from scale invariant quantum critical points
with gapless excitations only at a single point by a log-
arithmically diverging correction to the boundary-law
scaling[14–16]:
SFL(L) ≈ (kFL)d−1 log kFL (1)
where kF is the Fermi wave vector. There is also nu-
merical evidence that this log-correction to boundary-
law scaling survives when the quasi-particle nature of the
electrons are destroyed resulting in a fractionalized non-
Fermi liquid with a Fermi-surface worth of non-quasi-
particle excitations[17].
Motivated by the fundamental role of entangle-
ment based concepts in our understanding of higher-
dimensional gapless phases, I analyze the entanglement
entropy scaling of a diffusive metal. Here, weak disor-
der “erases” the Fermi-surface structure from (disorder-
averaged) correlation functions on length-scales longer
than the elastic mean-free path `. However, despite the
smearing of momentum space Fermi-surface structure,
the system still contains a “Fermi-surface’s worth” of
gapless and spatially extended excitations. Hence, it is
not a priori obvious whether entanglement entropy in a
diffusive metal displays the log-violation to boundary-law
scaling characteristic of a Fermi-surface.
In this work, I demonstrate that the log-correction to
boundary-law scaling is absent in a diffusive metal, show-
ing that the log-correction requires a sharp Fermi-surface
structure[18], and is not simply a property of having a
finite density of extended gapless excitations.
To establish this result, I employ a few complementary
lines of attack. First, based on the scaling of number fluc-
tuations, I show that all Renyi entropies with Renyi in-
dex α ≥ 2 follow a boundary-law. This strongly suggests
boundary law behavior for the von-Neumann entropy,
which is obtained from the Renyi entropies by analyti-
cally continuing α → 1. This prediction is then verified
by direct numerical computation for a non-interacting
disordered Fermion system. Next, I suggest an intuitive
explanation for these results, based on a hydrodynamic
description of a Fermi-liquid, that provides insight into
the important physical distinction between the entangle-
ment properties of diffusive and ballistic Fermi-liquids.
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2Lastly, I use a different but related example of a quadrat-
ically dispersing semimetal to sharpen the distinction be-
tween having a finite density of extended gapless excita-
tions and having a Fermi surface.
Number fluctuation based proof of boundary law
Renyi entropies - A non-local quantity, entangle-
ment entropy cannot be completely reconstructed from
a finite number of local observables. Nevertheless, in
free fermion systems, fluctuations of electron number,
NA =
∫
r∈A c
†
rcr, within a sub region A:
σ2NA = 〈N2A〉 − 〈NA〉2 =
∫
r,r′∈A
〈c†rcr′〉〈crc†r′〉
= trM(1−M) (2)
tend to track the scaling of the entanglement between A
and its complement. Here Mr,r′ = 〈c†rc′r〉 with r, r′ ∈ A
is the matrix of two-body correlation functions.
For example, the ground-state of an ordinary insulator
is a product state of exponentially well localized orbitals.
Then, uncertainty in the number of electrons in a region
A comes only from orbitals that straddle the boundary
of A, and hence like entanglement exhibits boundary-law
scaling. As a second example, in a clean (ballistic) metal,
like entanglement entropy, number fluctuations also ex-
hibit a log-correction to boundary law scaling[20] (see
also Appendix A):
σ2NA |ballistic ≈ α(kFL)d−1 log(kFL) (3)
where kF is the Fermi wave-vector and α is a numerical
constant, and d is the number of spatial dimensions.
Generally, number fluctuations provide only a lower
bound for the entanglement entropy:
S = −tr [M logM + (1−M) log(1−M)] (4)
= σ2N +
∞∑
n=2
1
n
tr [M(1−M)n + (1−M)Mn] ≥ σ2N
where trM =
∑
r∈AMr,r. However, the reason the
scaling of σ2N closely tracks that of S is that for the
ground-state of a local quantum Hamiltonian, the ma-
jority of eigenvalues {λj} of M are essentially 0 or 1,
and make negligible contribution to both entropy and
number fluctuation. The remaining sub-extensive frac-
tion of non-negligible eigenvalues give roughly compara-
ble O(1) contributions to both quantities. Equivalently,
in the ground-state of a local Hamiltonian, the entan-
glement Hamiltonian: HE = log
[
ρ−1A − 1
]
has far fewer
degrees of freedom than the sub region A itself, where
ρA = trAcρ is the reduced density matrix of A. Hence,
both entanglement entropy and number fluctuations are
essentially just “counting” the number of non-negligible
eigenvalues λj , i.e. the number of degrees of freedom in
HE , and tend to scale the same way.
In Appendix A, I compute the disorder averaged num-
ber fluctuations, σ2NA , for a spherical sub region of radius
L in a three-dimensional diffusive metal and find that it
follows the boundary-law scaling:
σ2NA |diffusive ≈ β (kFL)
d−1
log(γkF `) (5)
where β, γ are numerical constants and ` is the elas-
tic mean-free path. The absence of a log-correction in
number fluctuations suggests that the entanglement en-
tropy for a diffusive metal follows boundary law scaling,
but does not directly rule out the possibility of a log-
correction for the entanglement entropy.
Stronger evidence for boundary-law scaling of entan-
glement comes from considering the Renyi entropies:
Rα = 1
1− α log trρ
α
A (6)
These are closely related to the entanglement entropy,
which is recovered in the limit of α → 1. For a free
fermion system, the Renyi entropies can be expressed in
terms of the two-particle correlation matrix as[7, 19]:
Rα = 1
1− α tr log [M
α + (1−M)α] (7)
I will now show that the number fluctuations bound the
(disorder averaged) Renyi entropies for all real values of
Renyi index α ≥ 2, i.e. that:
Rα = f(α)Ld−1 + . . . (8)
where (. . . ) indicate subleading in L terms, and f(α) is
some bounded function of Renyi index, α. It is natu-
ral to expect that f(α) has a unique analytic continu-
ation to the full interval α ∈ [1,∞]. In this case, the
von-Neumann entanglement entropy is given by, S =
f(1)Ld−1 + . . . , and also satisfies boundary-law scaling.
These expectations will subsequently be checked numer-
ically in the following section to ensure that no unex-
pected pathology arises in taking the limit of α→ 1.
To establish Eq. 8, it is first useful to note the eigenval-
ues ofM with unrestricted indices are just the occupation
numbers of the energy eigenmodes of the system, which
take values either 0 or 1. Hence, by the Cauchy interlac-
ing theorem, the eigenvalues of M restricted to the sub
region A are also bounded between 0 and 1.
3With this in mind, let us expand the 2nd Renyi entropy as a power series in M and (1−M):
R2 =
∞∑
n=1
2n
n
trMn(1−M)n = 2trM(1−M) +
∞∑
n=1
1
n+ 1
2n+1tr
[
Mn+1(1−M)n+1]
trM(1−M) ≤ 2σ
2
N + 2 log(4/e) (9)
where in the last step I have used 0 ≤ λj ≤ 1 to bound
∑
j λ
n+1
j (1−λj)n+1 ≤ 14n
∑
j λj(1−λj). Moreover, R2 bounds
all other Renyi entropies with α ≥ 2, since by Jensen’s inequality 11−α
∑
j log
[
λαj + (1− λj)α
]
is a decreasing function
of α. Importantly, since these bounds hold for each given disorder realization, they are also true for disorder-averaged
quantities.
Since even gapped systems display boundary law scal-
ing, we must also have Rα ≥ f<(α)Ld−1. Together with
Eq. 9, this establishes Eq. 8 with f<(α) ≤ f(α) ≤ 2σ
2
N
Ld−1 .
Having established that all Renyi entropies with α ≥ 2
follow boundary-law scaling, I now turn to a numerical
computation of the entanglement entropy.
Numerical Results for the Spatial Scaling of En-
tanglement - To confirm the above analytic arguments,
I numerically compute the entanglement entropy for non-
interacting disordered metal from Eq. 4. Specifically, I
consider a square lattice tight-binding model with dimen-
sions Lx×Ly (in units of the lattice constant). The uni-
form part of the Hamiltonian consists of nearest neigh-
bor hopping with strength t and chemical potential µ ≈ 0
(measured with respect to the band-center, i.e. near half-
filling). Disorder is modeled by a normally distributed
random on-site potential with variance W , that is uncor-
related between different lattice sites. Periodic boundary
conditions are used to eliminate boundary effects. The
entanglement sub-region A is chosen as a cylinder ex-
tending from x = 1 to x = L, and which wraps around
full system in the y-direction.
To completely evade localization and obtain a asymp-
totically diffusive metal on all length scales one would
need to simulate either a fully three-dimensional system
or a spin-orbit coupled two-dimensional system. How-
ever, to avoid the computational difficulty of simulat-
ing such higher-dimensional systems, I instead simu-
late quasi-one dimensional systems of length Lx much
larger than width Ly. In a strictly one dimensional sys-
tem, there is no separation of scales between localization
length ξ and mean-free path `. However for fixed `, ξ
grows with increasing strip width, Ly, and by choosing
moderate values of Ly one can obtain an order of mag-
nitude or more separation between ξ and `.
The mean-free path ` is estimated perturbatively in
disorder strength as ` = 2piN(0)W 2 where N(0) =
1√
Ly
∑
j,occ
k
(j)
F
2piv
(j)
F
is the density of states at the Fermi-
level, and k
(j)
F and v
(j)
F are respectively the Fermi wave
vector and velocity for the jth sub-band. The localization
length is obtained by numerically extracting the small-
est Lyapunov exponent of the 1D transfer matrices , Tˆx
of 1 × Ly slices of the 2D system at fixed x[21, 22]. To
avoid the exponential buildup of numerical inaccuracies,
I employ a repeated orthogonalization procedure[21, 22]
(see also Appendix B).
Representative results are shown in Fig. 1a for ` = 10,
for Ly = 10 (ξ ≈ 50) and Ly = 24 (ξ ≈ 100). One clearly
sees that the initial log-growth of entanglement expected
for a clean system is cutoff by the mean-free path ` such
that S(L) saturates to a constant for L  ` (see also
Fig. 1b for plots of S(L) for various ` with Ly = 10).
The analytic and numerical results show that the entan-
glement scales like Ly logLx for Lx  `, and saturates to
a constant for Lx  `. The following function naturally
interpolates between these two limits:
S(L) =
ceff
3
log
1√
L−2 + `−2∗
+ const (10)
As shown in the inset, the entanglement curves are well
fit by the functional form in Eq. 10 with ceff being es-
sentially equal to the number of occupied sub-bands (i.e.
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FIG. 1. Numerical results for the scaling of entanglement en-
tropy SE for length L segment of a disordered quasi-1D strip
of dimension Lx×Ly near half-filling (µ = −0.1t). Each curve
is averaged over sufficiently many disorder realizations to re-
duce the error to . 1%. Perturbatively computed mean free
path, `, and numerically determined localization length ξ are
indicated by ◦, and  respectively. Dashed curves show clean
` =∞ results. Panel a) shows entanglement scaling for Lx =
200, Ly = 10, 24. The inset shows a fit to cut-off log-scaling
of the form (inset) ceff
3
log 1√
L−2+`−2∗
+ const for Lx = 150,
Ly = 24, yielding `∗ ≈ 15±0.6 and ceff ≈ 11.3±1.1, consistent
with the perturbatively calculated ` ≈ 10 and the number of
occupied sub-bands (12). Panel (b) shows SE(L) for various
disorder strengths corresponding to ` = 10, 20, 50, 100 and
∞ for Lx = 200, Ly = 10. The curves saturate at a scale
consistent with the perturbatively computed `.
4is the central charge in the clean limit), and `∗ in rea-
sonable agreement with the perturbatively estimated `.
Note that little change is seen as the system as L passes
through the localization length ξ, as S(L) has already
saturated at this point (note that in the localized regime
L ξ S(L) may not decrease below its asymptotic value
in the diffusive regime due to the sub-additivity property
of entanglement entropy[25]).
In agreement with the analytic considerations, the di-
rect numerical simulations clearly show an absence of
log-corrections to area-law scaling of the ground-state en-
tanglement entropy of a diffusive metal. The subsequent
sections aim to provide additional physical intuition into
these results.
Intuition from a hydrodynamic description of the
Fermi-liquid - Further insight into the above results
can obtained from a “hydrodynamic” description of the
diffusive metal in terms of bosonic fields describing shape
fluctuations of the Fermi-surface[23]. by a “hydrody-
namic” description in terms of bosonic fields[23] describ-
ing shape-fluctuations of the Fermi-surface. Consider
an isotropic 3D Fermi surface. The low-energy long-
wavelength excitations of a clean Fermi-liquid can be ap-
proximately described by fluctuations of the Fermi-wave
vector δkF (Ωˆ)(r, t) that depend on both momentum-
space angle Ωˆ on the Fermi-surface and which vary slowly
in real space with characteristic scales L  k−1F . The
Fermi-surface disturbances can be equivalently parame-
terized by the extra density with momentum along solid
angle Ωˆ on the Fermi-surface:
δρ(Ωˆ) =
∫
|k|
sgn(k − kF )c†kck =
k2F
(2pi)3
δkF (Ωˆ) (11)
The non-interacting Hamiltonian then reads: H0 =
16pi4vF
k4F
∫
dΩˆρ2
Ωˆ
. Assuming rotational invariance for sim-
plicity, and introducing angular Harmonics, ρl,m =∫
dΩˆYl,m(Ωˆ)ρ(Ωˆ) gives:
H0 =
16pi4vF
k4F
∑
l,m
ρl,m(Ωˆ)
2 (12)
In the presence of random impurities, the overall den-
sity mode ρ0,0 propagates diffusively:
〈ρ0,0(t, r)ρ0,0(0, 0)〉 ∼ e−r2/D|t| (13)
whereas the remaining modes (for example ρ1,1, which
corresponds to net electrical current along the z-
direction) decay exponentially in both space and time
〈ρl,m(t, r)ρl,m(0, 0)〉 ∼ e−r/`l,me−t/τl,m (14)
Here (. . . ) indicates average over disorder, D is the dif-
fusion constant, and τl,m ≈ `l,m/vF are disorder induced
relaxation times, which are equal for point-like disorder
but in general can depend on (l,m).
Therefore, in a loose sense, that the disorder averaged
system contains only a single propagating hydrodynamic
mode with dynamical exponent z = 2, which in dimen-
sions d > 1 contributes only area law contribution to
entanglement (plus possible subleading corrections). By
contrast, the clean system contains an infinite number of
ballistically propagating hydrodynamic modes each con-
tributing a logarithmically diverging entanglement en-
tropy that add up to give Ld−1 logL entanglement scal-
ing. The hydrodynamic picture provides an intuitive,
albeit slightly hand-waving, understanding for the fact
that a diffusive metal has only area-law contributions to
entanglement entropy. In particular, whereas the above
methods apply only for free fermion systems, the hydro-
dynamic picture explained here is unchanged by electron-
electron interactions, suggesting that interacting diffusive
metals will also satisfy boundary-law entanglement scal-
ing.
Distinction Between Finite Density of Extended
States and a Fermi-Surface - In a diffusive metal,
I have shown that disorder removes log-corrections to
boundary law entanglement scaling on the same length
scale, `, as it smears the Fermi-surface structure. This
strongly suggests that such log-corrections are a unique
entanglement signature of a sharp Fermi-surface, and are
not produced simply by having a large number of ex-
tended gapless excitations. In this section, I provide fur-
ther support for this picture by noting a second example
of a metallic system with finite density of extended gap-
less excitations but no Fermi-surface, and which exhibits
boundary law scaling with no log-correction.
Consider a (clean) two-dimensional semimetal, such as
bilayer graphene, with a quadratic band touching (QBT)
described by the one-body Hamiltonian:
HQBT(px, py) =
1
2m∗
(
0 p2−
p2+ 0
)
(15)
where p± = px ± ipy, and m∗ is the effective band mass.
For concreteness, consider a system with periodic bound-
ary conditions, infinite extent in the x-direction, and
large, but finite size Ly in the y-direction. Let us com-
pute the entanglement between the cylindrical sub re-
gion: A = {0 < |x| < L,∀ y} and its complement. Due
to the y-direction translation symmetry of A, HQBT de-
composes into O(Ly) transverse sub-channels with fixed
py ∈ { 2pinLy } and dispersion: En(px) =
√(
p2x
2m∗
)2
+ ∆2n,
where ∆n =
pi2n2
2m∗L2y
. The entanglement of A with the
rest of the system is just the sum of the corresponding
1D entanglement entropies for each sub-band:
S(Lx, Ly) =
∑
n
S1D(Lx,∆n)
≈
√
2m∗
pi
Ly
∫
d∆√
∆
S1D(Lx,∆) (16)
5While the py = 0 channel is gapless, it actually just
decomposes into completely filled and empty bands
that happen to touch at px = 0, and hence gives
only boundary-law contributions to S. Moreover, all
of the sub-channels with non-zero py are gapped one-
dimensional systems and also should give only boundary-
law contributions. To shore up this argument, one needs
to ensure that there are no anomalous contributions from
vicinity of small but non-zero py. For this purpose, it is
sufficient to focus on the regime of small ∆, where all
length scales, Lx and
1√
m∗∆
, are much longer than the
lattice scale, a, and scaling arguments (see also Ref. [20])
may be applied.
Specifically, consider the contribution to Eq. 16 from
∆ ∈ [0,∆0] where ∆0 is any suitable cutoff satisfying
1
m∗a2  ∆0  1m∗L2x . For simplicity let us choose units
such that 2m∗/pi2 = 1 to drop the length-independent
prefactor in Eq. 16. Then, at low energies, scale invari-
ance of the theory with dynamical exponent z = 2 re-
quires that: S1D(Lx,∆) = S
(reg)
1D + S(∆L2) where S(reg)1D
is a non-universal non-singular piece from short-distance
physics which may contain at most area law contribu-
tions, and S(x) is a universal scaling function containing
long-wavelength contributions. Then the derivative of
the long-wavelength contributions to S from ∆ ∆0 is:
∂SLW(Lx, Ly)
∂Lx
≈ Ly
∫
d∆ S ′(x) ≈ Ly
L2x
∫
dx xS ′(x)
(17)
Since S(x) is the entanglement entropy of a region of
size x the gapped 1D system with Hamiltonian Hn (with
length measured in units ξ∆) it must follow an boundary
law, i.e. S(x) ≈ const + O ( 1x). Hence the integrand
xS ′(x) ≤ O ( 1x), and ∂S∂Lx ≤ LyL2x ∫ dxx ≈ Ly√∆0 logLxL2x
where I have used xmax =
√
∆0Lx as a short dis-
tance cutoff. Since the 1Ly
∂SLW
∂Ly
vanishes in the limit of
Lx → ∞, SLW contains at most area-law contributions
∼ const× Ly.
This demonstrates that, like the diffusive metal, the
quadratically dispersing semimetals follow boundary-law
entanglement scaling, lending further support to idea
that an extended Fermi-surface rather than just finite
density of states is required to produce a log-violation of
boundary-law scaling.
Discussion - In this work, I have established that dif-
fusive metals obey boundary-law scaling of entanglement
entropy, in contrast to clean metals with a Fermi-surface,
which exhibit a characteristic log-violation of boundary
law scaling. While the calculations undergone here are
valid for non-interacting fermions, the hydrodynamic pic-
ture explained above suggests that these results to hold
also for interacting diffusive metals.
In conjunction with general monotonicity requirements
for entanglement entropy, these results could possibly be
used to constrain the entanglement scaling and possi-
ble phase diagrams for phases that are continuously con-
nected to a diffusive metal. To this end, a potentially in-
teresting subject for future work would be to understand
where there are any universal structure to the sub-leading
corrections, e.g. analogous to the subleading constant
piece, F , of 2D conformal systems (see however [26]),
and if so whether they satisfy analogous monotonicity
properties under renormalization group flows.
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Appendix A - Computation of number fluctuations in ballistic and diffusive metals
In this appendix I compute number fluctuations in a sub region of size L for a ballistic metal
and a diffusive metal. Consider a spherical sub region, A, of radius L. The variance of electron
number in A is given by:
σ2NA = 〈N2A〉 − 〈NA〉2 =
∫
r,r′∈A
〈c†rcr′〉〈crc†r′〉
=
∫
r,r′∈A
∫
k,ω,k′,ω′
eik·(r−r
′)eik
′·(r′−r)Ak,ωAk′,ω′nF (ω)(1− nF (ω′)) (18)
where Ak,ω =
gR(k,ω)−gA(k,ω)
2pii , and g
R/A are the retarded/advanced one-electron Green functions.
σ2NA =
∫
q,ω,ω′
nF (ω)(1− nF (ω′))
∣∣∣∣∫
r<L
eiq·r
∣∣∣∣2×
×
(
1
2pi2
)∫
k
(
gR(ω, k + q)gA(ω′, k) + gA(ω, k + q)gR(ω′, k)
)
(19)
where I have used that
∫
k
gRgR = 0 =
∫
k
gAgA.
A A A A A A= +A A
nF(ε) (gR(ε;r,r')-gA(ε;r,r'))
(1-nF(ε)) (g R(ε;r,r')-gA(ε;r,r'))a) b)
FIG. 2. Diagrammatic representation number fluctuations for a ballistic clean metal (a) and the corresponding disorder
averaged quantity in a diffusive metal (b). Solid lines indicate bare Green functions (a) or disorder averaged Green functions
(b). Encircled A vertices indicate integration over points within the region A : {r : |r| < L}. The dashed line with an × in the
middle indicates scattering from an impurity.
7A.1 - Number fluctuations in a clean ballistic metal
In a clean metal: gR/A = (ω − εk ± i0+)−1. Linearizing εk near the Fermi-surface gives:∫
k
gR(ω, k + q)gA(ω′, k) ≈
∫
dΩˆk ν(0)
∫
dξ
1
ω − ξ − vF · q + i0+
1
ω′ − ξ − i0+
= ν(0)
∫
dΩˆk
2pii
ω − ω′ + vF · q + i0+ (20)
where ν(0) ≈ k2F2pivF is the density of states at the Fermi-surface, and kF , vF are respectively the
Fermi wave vector and velocity.
Then I find:∫
k
(
gR(ω, k + q)gA(ω′, k) + gA(ω, k + q)gR(ω′, k)
)
=
∫
k
(
gR(ω, k + q)gA(ω′, k) + c.c
)
= 4pi2ν(0)
∫
dΩˆkδ (ω − ω′ + vF · q) = 4pi2ν(0)
∫ 1
−1
dµ
2
δ (ω − ω′ + vF qµ)
=
2pi2ν(0)
vF q
θ
(
1− |ω − ω
′|
vF q
)
(21)
which, upon performing the frequency integrals becomes:∫
ω,ω′
nF (ω)(1− nF (ω′))θ
(
1− |ω − ω
′|
vF q
)
=
1
4pi2
∫ vF q
ω′=0
∫ ω′−vF q
ω=−vF q
=
1
4pi2
∫ vF q
ω′=0
ω′ =
1
8pi2
(vF q)
2 (22)
Inserting these expressions into Eq. 18 gives:
σ2NA =
∫
q
∣∣∣∣∫
r<L
eiq·r
∣∣∣∣2 ν(0)4 vF q (23)
The Fourier-transformed projection into the sub region evaluates to:∫
r<L
d3reiq·r =
∫
r<L
r2dr
sin qr
qr
=
sin qL− qL cos qL
q3
(24)
Assembling these expressions gives:
σ2NA =
ν(0)
4
∫
q
(
sin qL− qL cos qL
q3
)2
vF q (25)
In the limit of large sub region size, L→∞, the number fluctuations read:
σ2NA ≈
vF ν(0)
8pi
L2
∫
dq
cos2 qL
q
≈ α(kFL)2 log kFL (26)
where α is a numerical constant, and I have used the Fermi-momentum as a short-distance cut-
off, remembering that our expressions were obtained by linearizing the electron dispersion near
the Fermi-surface. Note that, like the entanglement entropy, the number fluctuations scale like
(kFL)
2 log(kFL). The extra factor of log(kFL) comes from a log-divergence at small wave-vectors
q, which is cut-off only by the finite size of the sub region under consideration. In the next section,
I perform the analogous disorder-averaged calculation for the diffusive metal and find that there
is no such long-wavelength singularity in that case, and correspondingly no log correction to the
boundary law scaling of number fluctuations.
A.2 - Number fluctuations in a disordered diffusive metal
In the presence of impurity scattering, the disorder averaged Green’s functions develop an elastic
lifetime τ :
gR/A =
1
ω − εk ± i2τ ± i0+
(27)
8To obtain the disorder averaged scaling of number fluctuations, however, one must disorder average
the entire Eq. 18 (shown diagrammatically in Fig. 2b).
For simplicity, let us assume a density nimp of impurities with a short-range potential ap-
proximated by a delta-function of strength V0 (related to the elastic scattering rate by τ
−1 =
2piν(0)V 20 nimp). In the limit εF τ  1 the disorder averaged product of Green functions
Π(Ω, q) =
∫
k
gR(ω + Ω, k + q)gA(ω, k), can be written as a geometric series: Π = Π0 +V
2
0 nimpΠ =
Π0
1−V 20 nimpΠ0 in the product of disorder averaged Green functions:
Π0(Ω, q) =
∫
k
gR(ω + Ω, k + q)gA(ω, k) = ν(0)
∫
dξ
∫ 1
−1
dµ
2
1
ω + Ω− ξ − vF qµ+ i2τ
1
ω − ξ − i2τ
= ν(0)
∫ 1
−1
dµ
2
2pii
Ω + vF qµ+
i
τ
≈ 2piiν(0)
Ω + iDq2 + iτ
(28)
Where, the last line is valid in the limit of Ω, Dq2  τ .
Summing the geometric series gives the familiar diffusive form of Π:
Π(Ω, q) = Π0 + V
2
0 nimpΠ =
Π0
1− V 20 nimpΠ0
=
2piiν(0)
Ω + iDq2
(29)
The real part of Π is then:
Π + c.c. =
2piν(0)Dq2
(ω − ω′)2 + (Dq2)2 (30)
Inserting this expression into Eq. 18 gives:
σ2NA ≈
∫
ω<0,ω′>0
∫
q
(
sin qL− qL cos qL
q3
)2
Π(ω − ω′, q) (31)
For the clean metal, the log-correction to area law came from a long-wavelength (i.e. infra-red
or IR) divergence from the small q, which was cut off by the finite size of the sub region when
q . 1L . Let us examine the IR behavior coming from ω,Dq2  τ−1, in the limit of L→∞:
σ2NA | 1`q 1L Regime ≈ ν(0)
∫
ω<0,ω′>0
∫
q2dq
L2
q4
Dq2
(ω′ − ω)2 + (Dq2)2
≈ ν(0)DL2
∫
dq
∫ ∞
0
dω
1
Dq2
(
pi
2
− tan−1
(
ω
Dq2
))
≈ ν(0)DL2
∫
dq
[∫
ωDq2
pi
2Dq2
+
∫
ωDq2
1
ω
]
≈ ν(0)DL2
∫ `−1
0
dq
[
log
(
1
τDq2
)]
≈ ν(0)D
`
L2 (32)
Here I have introduced the elastic mean-free path ` = vF τ , and `
−1 and τ−1 serve as short
wavelength and high frequency cutoffs to the momentum and frequency integrals respectively since
the diffusive form of Π applies only for ω,Dq2  τ−1. For the ballistic regime, ω,Dq2  τ−1,
disorder is unimportant and the contributions from this regime coincide with those of a clean-metal
computed in the previous section (but with IR cutoff `).
Piecing together the contributions from the diffusive and ballistic regimes, gives number fluc-
tuations scaling as:
σ2NA ≈ L2
[
c1
ν(0)D
`
+ c2k
2
F log kF `
]
≈ β (kFL)2 log(γkF `) (33)
where β, γ, c1,2 are numerical constants. Hence, the number fluctuations of the diffusive metal do
not have a log-correction to area law scaling.
9Appendix B. Algorithm for Extracting Localization Length
The Lyapunov exponents are given by the log of the eigenvalues of the limiting matrix:
Tˆ∞ = lim
N→∞
 N∏
j=1
Tˆx
1/N (34)
The smallest Lyapunov exponent corresponds to the inverse localization length. However, as
written, Eq. 34 is unsuitable for direct numerical computation, since repeated products of transfer
matrices are dominated by the largest Lyapunov exponent, resulting in rapid (exponential in N)
accumulation of numerical errors for the localization length.
I employ the standard trick[21, 22] of periodic orthogonalization to avoid this numerical instabil-
ity. This approach begins by choosing a block size of N ∼ 10 sites and computing: Tˆ1 =
∏N
x=1 Tˆx.
A QR-decomposition of Tˆ (1) = Q(1)R(1) is then performed, where R is an upper right-triangular
matrix whose diagonal entries contain the eigenvalues of Tˆ (1) (sorted from highest to lowest)
and Q(1) is an orthogonal matrix. The Lyapunov exponents are then computed iteratively as
follows: define Tˆ (j+1) =
∏(N+1)j
x=Nj+1Q
(j). Here Q(j) is the orthogonal matrix from the QR compo-
sition: Tˆ (j) = Q(j)R(j). In this procedure, as j is increased, the kth column of Q(j) is increasingly
oriented along the eigenvector of Tˆ∞ with kth largest eigenvalue. This approximate orthogonaliza-
tion reduces the random contamination of small Lyapunov exponents by larger ones in subsequent
steps.
The Lyapunov exponents are then given by λn = limj→∞ 1Nj
∑
j log(R
(j))n,n. The localization
length is then the inverse of the smallest Lyapunov exponent ξ = 1minn λn . In practice, a large
number & 105 of iterations are required to determine localization length with accuracy of ≈ 1%.
