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Widespread application of the Materials Genome Initiative (MGI) promises to revolution-
ize the discovery and realization of next-generation materials for a diverse set of applications.
Fundamental to the success of the MGI is the synergistic effect of computational and ex-
perimental material science, wherein computation serves as a guide for experimentation,
as opposed to the ex-post-facto approach which has dominated the literature in the prior
decades. The field of thermoelectrics, in particular, has historically been dominated by exper-
imental work motivated largely by chemical intuition. Complex coupling between scattering
phenomena, electronic transport, and thermal transport renders optimization in thermo-
electric systems difficult, both experimentally and computationally. We have formulated a
computationally inexpensive metric, deemed βSE, which was applied in a high-throughput
computational survey of over 40,000 compounds. This metric was validated and refined
through the experimental work within this thesis.
Our survey revealed many intriguing material classes, two of which were examined exper-
imentally in detail: 1) the n-type Zintl phases, and 2) the quaternary diamond-like semicon-
ductors. The n-type Zintl phases are a particularly interesting example of where chemical
intuition and historical precedent can mislead the discovery of new materials. The p-type
Zintl phases are a well-known and historically successful family of thermoelectric materials.
The thermoelectric community has long-held that Zintl phases must be p-type due to the
proclivity of the typical chemistries to form alkali or alkali-earth vacancies. However, our
computational search indicated that the n-type Zintl phases should both outnumber and
outperform their p-type counterparts. We proceeded to discover and dope two n-type Zintls,
KAlSb4 and KGaSb4, finding them to be promising thermoelectric materials.
The quaternary diamond-like (DLS) semiconductors are another class of materials iden-
tified through our search. The quaternary materials were predicted to exhibit both high
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electronic mobility and low lattice thermal conductivity, properties that are generally in-
versely related to each other. We experimentally investigated the 3x3 matrix of composi-
tions Cu2(Zn,Cd,Hg)(Si, Ge, Sn)Te4, finding the Hg-containing DLS to have an unusually
high electronic mobility and abnormally low lattice thermal conductivity- ideal for thermo-
electrics. However, while computations predict high performance when doped n-type, all
of the quaternary DLS present as degenerately doped p-type semiconductors. To overcome
the degenerate p-type doping, applied the concept of “phase boundary mapping” to reduce
the carrier concentration nearly 5 orders of magnitude through intrinsic defect manipula-
tion alone. Our work within the quaternary DLS demonstrated that material discovery in
thermoelectrics is also an optimization problem with many dimensions – which is onerous to
perform using classical synthesis techniques.
The complex optimization problem presented by the DLS was the impetus for the last
study presented in this work. We demonstrated that high-throughput experimental syn-
thesis (particularly with bulk ceramics) has the potential to dramatically increase the rate
of material optimization, potentially allowing better synergy with existing high-throughput
computational efforts. Together, our work ultimately moves the field of thermoelectrics to-
wards the vision described by the MGI. We have produced new metrics for understanding
thermoelectric materials, identified potential materials for thermoelectric applications, and
built-upon existing experimental techniques to accelerate material optimization. Together
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Modern technology hinges upon our ability to manipulate, exchange, store, and generate
energy. Vast swaths of material science are dedicated to the discovery of new or more effi-
cient ways to manipulate energy. In this work we focus on the development of thermoelectric
materials for energy applications. On the most basic level, a thermoelectric materials is noth-
ing more than a converter – a device which can transmute thermal energy to electricity and
vice a versa. Understanding the emergence of thermoelectric phenomena draws from a wide
breadth of disciplines, ranging from statistical mechanics, thermodynamics, and quantum
mechanics. Understanding the manipulation of the thermoelectric effect draws even further
from material engineering, synthetic chemistry, and computational material science. While
many models well approximate material performance ex post facto, the community has been
constantly challenged to identify promising materials without a healthy dose of empiricism.
As such, thermoelectric materials are still plagued by relatively low conversion efficiency,
reducing their market penetration and application space.
We begin our discussion surrounding thermoelectric materials and transport phenom-
ena by starting with a macroscopic, practical example. We can then slowly decompose
the individual components to understand the physics and material science that drives the
thermoelectric effect. Figure 1.1 shows a simple thermoelectric generator (TEG), which
is assembled by alternating “legs” of heavily doped n- and p-type semicondcutors (orange
and green, respectively). The legs are connected by metallized contacts (gray) which are in
contact with thermal reservoirs.
The complex interplay of diffusive heat and charge carrier transport within the TEG
are intimately related to the properties of the semiconducting legs. We generally consider
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(V = αΔT) 
Figure 1.1: A thermoelectric generator (TEG) is an alternating stack of heavily doped p-
and n-type semiconductors, connected by metal contacts. When placed across a temperature
gradient, diffusive transport of charge carriers generates a electrical potential which can be
used to drive current.
coefficient, the electrical conductivity, and the thermal conductivity. Here we briefly describe
the parameters in a conceptual light, with the expectation that a more detailed treatment
(e.g. Boltzmann transport equations, Landauer transport) will be performed later.
1. Seebeck coefficient, α
The Seebeck coefficient describes a diffusive voltage, dV generated across a material
by a temperature gradient dT . Conceptually, this effect is analogous to the density
gradient observed when a temperature gradient is placed across an ideal gas. We define
the Seebeck coefficient α = dV/dT , which is a useful form for analyzing experimental
data.
2. Electrical conductivity, σ
The electrical conductivity, normally defined by Ohm’s Law, J = σE, describes the
material’s ability to conduct charge carriers. It is intimately tied to the electronic
structure and relevant scattering phenomenon (e.g. ionized impurity, grain boundary,
inter/intravalley scattering).
3. Total thermal conductivity, κ
The total thermal conductivity is a composite term (κ = κL + κe) which accounts for
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heat carried by the crystal lattice via lattice vibrations (phonons) κL, and the heat
carried via electrons κe. It is intimately tied to the phonon dispersion and relevant
scattering phenomenon (e.g. grain boundary, impurity, phonon-phonon scattering).
These parameters combine to yield the Thermoelectric Figure of Meric, zT , which is the
experimental standard for comparing the thermoelectric properties of different materials.
The figure of merit zT is a dimensionless quantity, and materials with zT ≥ 1 are considered
“good” thermoelectrics. The applicability of thermoelectric devices for power generation and






Equation 1.1, clearly demonstrates that zT depends explicitly on the average tempera-
ture of the device T . However, the traditional form of zT vastly underplays the intricate
interdependencies of the transport parameters. For a given material, all of the transport
coefficients depend intimately on the electron chemical potential (doping) µe, the tempera-
ture, the electronic structure E(k), and the phonon dispersion ω(k). Many of the transport
coefficients also depend strongly on scattering phenomenon (point defect, grain boundaries,
etc.). We will collect the various scattering phenomenon together and designate them sim-
ply as τel and τph for the electron and phonon scattering, respectively. Thus, it is perhaps
more instructive (although significantly less pleasant to the eye), to write the dependencies
explicitly:
zT (τ, µe, T, E(k), ω(k)) =
α(µe, T, E(k))
2σ(τel, µe, T, E(k))
κL(τph, T, ω(k)) + κe(τel, µe, T, E(k))
T (1.2)
The equation above is not doping type (e.g. n-type or p-type) specific, although materials
often exhibit dramatically different properties depending on whether they are doped n-type
or p-type. Furthermore, any dependency on E(k), ω(k), τel, τph are critical – but will change
for each material depending on the exact features of the electronic structure and crystal
structure. To optimize a given material, then, requires a complex balancing act between
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the dependencies of the various transport coefficients. Herein lies the crux of thermoelectric
materials engineering. To highlight the interplay between the transport coefficients, however,
we need to examine the transport coefficients in a more mathematically rigorous framework.
The thermoelectric transport coefficients can be derived from first-principles either within
a Boltzmann or Landauer framework. The end result is equivalent, regardless of the frame-
work evoked (one of the surprising successes of classical transport models!). For the sake of
this work, we will consider the Landauer approach. There are textbooks dedicated to the
derivation and assumptions contained within Landauer – we will not cover the derivation
in detail. At heart, the derivation invokes a diffusive flow of charge carriers motivated by
a temperature gradient or a gradient in the electron chemical potential. In a bulk solid
at the diffusive limit (as opposed to a ballistic model) the diffusion of charge carriers can
be described by Fick’s First Law of diffusion. Careful derivation yields a critical quantity,
G(E), known as the Transport Distribution Function, which depends on the diffusion coeffi-
cient Dn(E) and the electronic density of states g(E). In 3D, the diffusion coefficient can be
further decomposed into the charge carrier velocity ν(E) and the time between scattering




Each of the thermoelectric transport coefficients can then be derived by setting up models
for charge transport driven by both differences in the Fermi level and the temperature. The
coefficients can all be expressed in terms of G(E). Equation 1.4 summarizes the electronic
transport coefficients. Note that we have only considered κe in this analysis, and have







































Besides some variation in the fundamental constants, the actual functional form of the
individual transport coefficients are remarkably similar. Note that the energy derivative of
the Fermi function −∂f(E)/∂E appears in each coefficient. This function is known as a
windown function, and its job is to weigh the integrand such that only charge carriers near
the Fermi level can contribute appreciably to transport. Conceptually, this is effectively a
consideration based upon the Pauli exclusion principle, wherein electronic states deep within
the band have neither states above nor below to transition into – making them irrelevant
for transport purposes. The transport coefficient G(E) appears in each integrand as well,
demonstrating the diffusive (scattering dependent) derivation underling Landauer transport.
For the Seebeck coefficient and the electronic contribution to the thermal conductivity, we
also note that the position of the Fermi level (E − EF ) appears independently of the Fermi
function f(E) itself. Note that the integrand of Seebeck coefficient, in particular, can adopt
a negative value depending on the position of EF . This is unique amongst the transport
coefficients, as the integrands of the conductivity and electronic heat conductivity must be
strictly positive. This suggests that the Seebeck coefficient will suffer reduced values as EF
is pushed deeper into the band (e.g. higher doping levels).
Inspection of the equations is useful, but it can be even more instructive to examine the
functional form of the transport coefficients under a simplified example. Let us invoke the
single parabolic band model (SPB), wherein the electronic structure is simply represented
by:





Using the SPB model, we can decompose the transport distribution function down into the
carrier velocities ν(E) and the charge carrier lifetime τ(E). We will assume that acoustic
phonon scattering is the dominant scattering mechanism (which is generally true for most
typical thermoelectric materials), allowing the assumption that τ(E) ∼ E−1/2. The charge
carrier velocity can be derived from the semi-classical kinetic energy of a charge carrier (e.g.
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KE ∝ m∗v2). The density of states has the standard dependency of g(E) ∝ E2 as would
be expected from a single parabolic band. Figure 1.2 provides a graphical representation of
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Figure 1.2: Graphical representation of the transport distribution function, Fermi func-
tion, and the transport coefficients under the single parabolic band assumption and acoustic
phonon scattering. The functional form and impact of the window function (grey) is clearly
evidenced in the geometrical shape of the integrand for the transport coefficients. As sug-
gested in the text, the integrand of the Seebeck coefficient will suffer reduced values as EF
is pushed deeper into the band.
Figure 1.2 highlights the parameters key to the optimization of thermoelectric materials,
the Fermi level EF (e.g. doping), the shape of the density of states (g(E)), and the scattering
rates τ(E). Recall that our discussion above neglected the lattice thermal conductivity
(phonon contribution). Thus, one final piece is required to fully understand zT : the lattice
thermal conductivity κL.
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The simplest model for the lattice thermal conductivity κL in thermoelectric materials is






Where Cp is the volumetric heat capacity, ν is the phonon velocity (which is often approx-
imated as the speed of sound), and τ is the phonon relaxation time. Equation 1.6 assumes
a constant velocity and a constant (uniform) scattering rate. While simple, Equation 1.6
does not accurately describe experimental data and does not provide sufficient conceptual
depth to design new materials. To this end, we commonly apply a simplified Debye-Callaway
formalism to describe the lattice thermal conductivity. Specifically speaking, our modeling
breaks the thermal conductivity into independent contributions from the acoustic κL,a and
optical κL,o phonon branches:
κL = κL,o + κL,a (1.7)
Within the Debye-Callaway formalism, we can write a general form for the lattice thermal
conductivity using the spectral heat capacity Cs(ω), the frequency dependent phonon velocity








The bounds of the integral can be tailored to model the acoustic or optical contributions ap-
propriately. The upper bound for the acoustic contribution is typically estimated within
the Debye model, wherein the maximum phonon frequency is given by ωmax ∼ ωD =
(6π2/V )1/3νp. Note that within thermoelectrics, we generally estimate the phonon veloc-
ity by the appropriate average of the longitudinal and transverse speeds of sound. The










Where the heat capacity is explicitly dependent on the group νg and phase νp phonon ve-






τ−1i = τU(ω) + τB(ω) + τPD(ω) + ... (1.10)
We have explicitly written the three most commonly considered contributions to τ(ω):
1) Umklapp (phonon-phonon) scattering τU , 2) grain boundary τB, and 3) point defect





































Where Umklapp scattering τU follows a general ω
−2 form and also shows the dependence on
the Gruneisen parameter, γ. The variables M̄ and V represent the average mass per atom
and average volume per atom, respectively. The boundary scattering τB is actually frequency
independent, but instead depends on the average grain size, d. Point-defect scattering τPD
can adopt many variations– the one shown here depends primarily on geometrical consider-
ations of the specific point defect (e.g. the fraction of atoms fi with mass mi and radius ri
that reside on sites with average mass m̄ and average radius r̄). Which scattering parameters
are invoked depends on the system, the temperature regime of interest, and the observed
dependence of the experimental thermal conductivity data. Figure 1.3 shows a graphical
representation of the functional forms of the scattering mechanisms, and the functional form
of the net phonon relaxation time.
The optical contribution to the lattice thermal conductivity can be estimated by adopt-
ing glass-like behavior. Within the Cahill approximation, the dominant scattering effect
in glasses is estimated by τGlass ∼ π/ω. Evaluating the general expression for thermal
conductivity (Equation 1.8) from the minimum optical frequency of ωD/N


























Figure 1.3: Graphical representation of the phonon scattering phenomenon that dominate
within thermoelectrics. Due to the Mattheisen relationship, the scattering mechanism with
the fastest relaxation time will dominate the effective phonon scattering. Depending on
chemistry and processing, the various effects may emerge as dominant effects. For exam-
ple, nanostructuring and alloying (e.g. SiGe) causes boundary scattering and point defect
scattering to eclipse Umklapp.













Conceptually, the optical contribution to the lattice thermal conductivity acts as a static
offset that maintains a non-zero thermal conductivity even at the amorphous limit N = ∞.
Recall that at the amorphous limit, the acoustic contribution to the lattice thermal conduc-
tivity will approach zero, even though glassy materials possess finite thermal conductivity.
Summarizing, we have shown that the lattice thermal conductivity can be expressed via:


















*Phew* We have everything we need to put together the functional forms of the Seebeck
coefficient α, electrical conductivity σ, and the total thermal conductivity κ. Let’s examine
the functional form of zT as a function of the carrier concentration. Figure 1.4 shows the
9









Figure 1.4: Schematic showing the functional forms of the transport coefficients (α, σ, κ) on
the carrier concentration at fixed temperature. We note that the competing trends between
the Seebeck coefficient and thermal conductivity (optimized at low carrier concentrations)
and the electrical conductivity (optimized at high carrier concentration) yields a peak in zT
at an doping concentration within the 1019-1020 cm−3 range.
Figure 1.4 is a very simplified view of the thermoelectric optimization problem – it as-
sumes that we can trivially alter the carrier concentration without any deleterious effects.
As we have only shown the properties at a fixed temperature, it also underplays thermally
driven changes in scattering and transport. In practice, the problem requires optimization
of both the operating temperature and doping level to realize high-efficiency thermoelectric
materials. Regardless, Figure 1.4 is a useful schematic to motivate the complex interplay
between the fundamental transport parameters. It is clear that the classical expression for
zT vastly undersells the nuanced optimization problem inherent to thermoelectrics. The
complex interplay of the electrical and thermal transport, coupled with the non-trivial re-
lationship between fundamental materials parameters and the transport coefficients makes
searching for new materials difficult. Furthermore, the strong dependence on doping means
that a significant amount of effort (defect engineering) must be invested to experimentally
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survey a single system. Accordingly, the community has historically been dominated by
Edisonian trial-and-error. Some chemical intuition guides the process (heavy elements, soft
materials, complex structures), but often material discovery is slow and iterative.
These realizations were the impetus for a high-throughput computational study we pub-
lished in Energy and Environmental Science in 2015.[1] While high-throughput computa-
tional efforts had be previously implemented in photovoltaics, there had been limited efforts
within thermoelectrics to create a screening methodology. Partially due to the complex in-
terplay between the thermoelectric transport parameters, the strong influence of scattering
phenomenon, and defect engineering, prior efforts in thermoelectrics had focused on limited
chemical systems or had used generous simplifying assumptions. For example, a study by
Madsen considered 570 antimonides, utilizing the ground state DFT and the constant re-
laxation time approximation to solve the Boltzmann transport equations.[2] By restricting
the search problem to antimonides, and by further utlizing the constant relaxation time ap-
proximation, Madsen was able to identify several promising thermoelectric materials (e.g.
LiZnSb). However, one of the critical weaknesses of the work by Madsen as assuming
that all of the compounds had the same lattice thermal conductivity. Later work by Cur-
tarolo would evaluate 2500 compounds, again making simplifying assumptions to the lattice
thermal conductivity.[3] Several other thermoelectric groups have also begun integrating
computation as a way to screen for effective compounds, using varying approaches to eval-
uating the structure-transport relationships.[4] Our ultimate goal was to screen the entire
Inorganic Crystal Structure Database (ICSD) for potential thermoelectric materials using
Density Functional Theory (DFT) calculations. However, to do so successfully required a
reformulation of the fundamental transport parameters into computationally accessible met-
rics. To enable high-throughput computational searches there were two key developments:
1) we could eliminate the dependence on doping by using the quality-factor β, and 2) we
contended with the dependence on scattering by using semi-empirical data-driven models.
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As explained before, the figure of merit zT is the widely accepted metric used to judge
the potential of a thermoelectric material. However, consideration of the solutions to the
Boltzmann transport equation within the relaxation time approximation yields an alternative





Where u and v are functions that depend strictly on the chemical potential (doping)
and charge carrier scattering. The parameter β is known as the “quality factor,” and is a
material-dependent parameter that does not depend on the charge carrier chemical potential.























Where µ0 is the intrinsic charge carrier mobility, m
∗
DOS is the density of states effective
mass, and κL is the lattice thermal conductivity. Under the assumption that the optimal
carrier concentration can be achieved, β quite successfully serves as a way to evaluate zT .
Figure 1.5 shows a correlation of β with zT for a diverse range of compounds.
Figure 1.5 indicates that β is a useful proxy for zT . The quality factor β, however, has the
distinct advantage of being carrier concentration independent. The astute observer notes that
β still depends critically on parameters which are scattering dependent (µ0, κL). Scattering-
dependent DFT is prohibitively expensive, particularly for high-throughput methodolgoes.
Thus, we next turn our attention to modeling the mobility and lattice thermal conductivity
via data-driven semi-empirical modeling.
The simplest approach to the mobility invokes the constant relaxation time model µ0 =
eτe/m
∗ 1/2
b – which suggests that β ∝ m
∗ 1/2
b . This approximation naively suggests that high
band effective mass is desirable. However, a more nuanced view of τ finds that this is often
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Figure 1.5: For β to be a robust metric, it must have correlate with zT across a diverse range
of compounds. Using experimentally measured transport measurements from literature, we
found excellent agreement between β and zT , despite differences in peak temperature.
misleading. In general, there are four distinct electron-phonon scattering mechanisms that
are of importance in semiconductors: 1) acoustic deformations potential scattering, 2) optical
deformation potential scattering, 3) polar optical phonon scattering, and 4) piezoelectric
scattering. Depending on the nuances of the electron and phonon dispersions the different
scattering mechanisms will contribute differently to both inter- and intra-valley scattering
events. For this analysis we will neglect piezoelectric scattering (which is normally a low-
temperature phenomenon).
The deformation potential scattering can be thought of in a relatively conceptual frame-
work. Phonons displace ions off of their equilibrium positions, which in turn changes the
electronic structure. The change in the supported electronic dispersion is represented by the
deformation potential. In essence, however, the scattering phenomenon boil down to the
displacement of ions from the equilibrium positions via phonons. As one might expect, the







Where C11 is the elastic constant for longitudinal vibrations and Ξ is the deformation
potential of the relevant band edge. Taking into account the reciprocal additivity of the re-
laxation times (Matthiessen’s rule), we postulate that the intrinsic mobility can be described,




Note that A, s, and t are empirical parameters, which are to be tuned using experimental
literature data. Under these assumptions both the bulk modulus and m∗b can be evaluated
from DFT calculations alone. To test the validity of our model and to derive values for A, s,
and t, an extensive literature search was performed to extract experimentally measured n-
and p-type intrinsic mobility. Figure 1.6 shows the results of our literature review alongside
our predictions of µ0 using the equation above.
Figure 1.6: Generally our semi-empirical model for the charge carrier mobility is predictive
of the experimental data within half and order of magnitude (dashed lines). Orange data is
for p-type transport, blue for n-type. Horizontal bars on the experimental mobility indicate
the spread in the literature values. Single crystal data is unmarked, while polycrystalline
data is indicated with an ×.
Using a training set of 31 thermoelectric compounds, our semi-empirical model for the
intrinsic mobility succeeded at predicting the experimental values within half an order of
magnitude (nearly within error of experimental data alone). Furthermore, the band effective
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masses and bulk modulus are quantities which are amenable to high-throughput DFT cal-
culations. While the model uses fairly generous assumptions and a relatively small learning
set, it allows us to circumvent expensive electron-phonon coupling calculations and enables
the electronic transport properties to be readily evaluated by DFT.
We adopt a similar approach to the lattice thermal conductivity – we first use physics
driven models to construct a first guess functional form, and then subsequently allow degrees
of freedom to be fit using experimental data. As we derived earlier, the lattice thermal
conductivity can be expressed as:


















Under the high-temperature limit for the heat capacity and the assumption that Umklapp





















Where A1 and A2 are fitted parameters from literature data. Note that we have in-
corporated the Gruneisen parameter γ into A1 as a material-independent parameter. This
is not strictly true, and γ is expected to vary from 0.5-3 in most materials. Under these
assumptions, however, the lattice thermal conductivity can be readily calculated from the
crystal structure. Note that a later study performed by Samuel A. Miller further refine our
lattice thermal conductivity model to include the average coordination number as a proxy
for the Gruneisen parameter, significantly improving the model accuracy. Figure 1.7 shows
the calculated lattice thermal conductivity against the experimentally measured values.
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Figure 1.7: Our semi-empirical model for the lattice thermal conductivity is predictive of
the experimentally measured values within half an order of magnitude.
We find that the lattice thermal conductivity model is predictive of the experimental
data within half an order of magnitude. With the success of both the intrinsic mobility and








where the intrinsic mobility and lattice thermal conductivity are determined using semi-
empirical models from the bulk modulus, electronic structure, and fundamental crystallogra-
phy. The creation of βSE allowed us to evaluate over 2000 unique compounds – all of which
have been integrated into our open-source website www.tedesignlab.org.
The computational efforts highlighted here were a collaborative effort between our en-
tire program. My primary role as the lead experimentalist in the program was to synthesize,
validate, and provide feedback to computation. However, we quickly discovered that the real-
ization of new thermoelectric materials cannot be achieved by expedited computation alone.
The bulk of this thesis demonstrates our experimental efforts to accelerate the discovery of
new thermoelectric materials. The thesis can be divided into three arcs:
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• Papers 1 and 2 examine cases where experimental and computational efforts synergize
to identify, optimize, and publish a new class of thermoelectric materials. Investigating
the compounds KAlSb4 and KGaSb4, these papers present the discovery of two n-type
Zintl materials with potential for zT > 1. Before publication, historical bias had
commonly believed all Zintl materials to be p-type.
• Papers 3 and 4 examine the quaternary diamond-like semiconductors, exemplifying
how computational screening is insufficient to realize new functional materials. The
dopability of a given material is not currently accessible by computation in a high-
throughput way, nor are computations tractable in all systems. In these cases, op-
timization is led by experimental methods. These papers represent a philosophical
transition wherein we demonstrate how “smart” experimentation can be used to inves-
tigate complex chemical spaces that are computationally prohibitive.
• Paper 5 is an investigation into high-throughput synthesis of bulk thermoelectric alloys
within the PbTe-PbSe-SnTe-SnSe system. This paper represents a complete paradigm
shift, relative to our computationally-driven material science, instead placing experi-
mental methods at the forefront of material discovery and development.
This thesis only investigates several of my key publications during my thesis. I have
also diversified my interests into photovoltaics, crystal growth, and quantum materials. A
complete list of papers (as of October 2018) can be found in the Appendix.
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CHAPTER 2
POTENTIAL FOR HIGH THERMOELECTRIC PERFORMANCE IN N-TYPE ZINTLS:
A CASE STUDY OF Ba DOPED KAlSb4
A paper published in the Journal of Materials Chemistry A (Royal Sociey of Chemistry).1
Brenden R. Ortiz,2 Prashun Gorai,3 Lakshmi Krishna,4 Rachel Mow,5 Armando Lopez,6
Robert McKinney,7 Vladan Stevanovic,8 and Eric S. Toberer9
This paper focuses on the transport and properties of n-type Zintl material, KAlSb4.
When this paper was published, the thermoelectrics community strongly believed Zintl ma-
terials to be predominantly p-type due to cation vacancy formation. With the discovery of
n-type KAlSb4, we demonstrated that historical bias may be clouding the search for new
thermoelectric materials. At the time of publication, this was one of the only n-type Zintl
materials. To remove conceptual bias from future searches, we provided supplementary cal-
culations on a host of unstudied Zintl materials. We predicted that many Zintl materials
should have n-type properties which surpass their respective p-type properties, particularly
with respect to the electronic mobility. In recent years, the thermoelectric community has
become much more interested in Zintl materials, including their n-type properties – gar-
nering whole sections at the International Conference on Thermoelectrics. Our work on
KAlSb4 highlights the synergy between computation and experiment to identify and realize
new materials without the hinderance of historical bias.
1Reproduced from J. Mater. Chem. A, 2017, 5, 4036-4046 with permission from the Royal Society of
Chemistry. Electronic supplementary information available online.
2Graduate student, primary researcher and author
3Postdoctoral researcher, performed DFT calculations
4Postdoctoral mentor, aided in synthesis
5Undergraduate, aided in synthesis
6Undergraduate, aided in synthesis
7Graduate student, aided in characterization
8Secondary P.I., DFT analysis
9Primary P.I., Graduate advisor
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2.1 Abstract
High-throughput calculations have the potential to guide the discovery of new thermo-
electric materials. Herein we have computationally assessed the potential for thermoelectric
performance of 145 complex Zintl pnictides. Of the 145 Zintl compounds accessed, 17%
show promising n-type transport properties, compared with only 6% showing promising p-
type transport. We predict that n-type Zintl compounds should exhibit high mobility µn
while maintaining the low thermal conductivity κL typical of Zintl phases. Thus, not only
do candidate n-type Zintls outnumber their p-type counterparts, but they may also exhibit
improved thermoelectric performance. From the computational search, we have selected
n-type KAlSb4 as a promising thermoelectric material. Synthesis and characterization of
polycrystalline KAlSb4 reveals non-degenerate n-type transport. With Ba substitution, the
carrier concentration is tuned between 1018−1019 e− cm−3 with a maximum Ba solubility on
the K site of 0.7%. High temperature transport measurements confirm high µn (50 cm
2 V−1
s−1) coupled with near minimum κL (0.5 W m
−1 K−1) at 370°C. Together, these properties
yield a zT of 0.7 at 370°C for the composition K0.99Ba0.01AlSb4. Based on the theoretical
predictions and subsequent experimental validation, we find significant motivation for the
exploration of n-type thermoelectric performance in other Zintl pnictides.
2.2 Introduction
The discovery of new materials with high thermoelectric figure of merit zT remains a
challenging and societally important problem within materials physics.[5–7] Historically, the
search for new thermoelectric materials has been led by experiment with little knowledge
of the underlying reciprocal space properties (e.g. electron and phonon band structures)
due to the difficulty of accurately predicting the electronic and phonon transport entering
zT .[5, 8–10] However, with the rise of high-throughput first-principles calculations, models
for predicting transport properties and metrics for quantifying thermoelectric performance
are beginning to emerge. Current high-throughput methods can be broadly classified into two
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categories: (i) those that determine charge carrier energies and velocities from calculations
to predict performance within a Boltzmann transport model [11–16], and (ii) those that
use semiempirical models that combine experimental data and first-principles calculations
to predict performance.[1, 17, 18] Despite advances in computational throughput, the field
has seen few experimental efforts that validate thermoelectric performance predictions or
harness these searches to realize new classes of thermoelectric materials.
We have previously developed a metric for quantifying the potential for thermoelectric
performance of materials.[1] The metric is based on the quality factor β and can be evaluated
directly from first-principles calculations and semi-empirical models in a computationally-
tractable, high-throughput fashion.[19] Using β as the metric, we have performed a high-
throughput search to identify promising families of materials.[20]
The Zintl pnictides, a historically successful class of p-type thermoelectric materials (e.g.
Yb14MnSb11,[21, 22] Sr3GaSb3,[23] and Ca5Al2Sb6 [24]) was one such family identified as
having the potential for high zT . However, contrary to the vast amount of experimental
literature on p-type Zintl thermoelectrics, we find that n-type Zintl materials with high β
are more numerous and have the potential to outperform their p-type counterparts. In this
work, we employ a high-throughput search of 145 Zintl pnictides to investigate the differences
in the intrinsic transport properties within Zintl compounds. We identify that n-type Zintls
are a understudied, extremely promising class of materials. To validate our computational
preductions we have selected KAlSb4 as one of many promising n-type candidates.
The p-type Zintl antimonides excel as thermoelectrics due to their extremely low lat-
tice thermal conductivity; their critical weakness is often low charge carrier mobilities (<10
cm2 V−1 s−1). The predicted mobility of n-type KAlSb4 is quite high (∼100 cm
2 V−1 s−1),
suggesting that the conduction band edge states may enable improved charge transport
without compromising the low lattice thermal conductivity typical of Zintl compounds. In-
terestingly, few Zintl compounds have been experimentally realized as n-type thermoelectric
materials. The key exceptions are the filled skutterudite and clathrate compounds. Both of
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Figure 2.1: Crystal structure of KAlSb4 is comprised of infinite chains of corner-sharing AlSb4
tetrahedra extending in the b-direction. The chains of AlSb4 tetrahedra are interconnected
by two chains of trigonal pyrimidal Sb chain linkages (1) and one zig-zag Sb chain linkage
(2). This structure creates infinite K-containing channels parallel to the b-direction.
these materials achieve n-type performance due to large guest sites that permit unusually
flexible chemistry. Excluding skutterudite and clathrate structures, we have only identified
Ba5In2Sb6 (zT ∼ 0.02)[25] and SrAl2Si2 (zT ∼ 0.35)[26] as materials with n-type perfor-
mance. Several Mg-containing compounds have also been identified in the literature as
n-type Zintl compounds (Mg3Sb2[27, 28] and Ba1.9Ca2.4Mg9.7Si7 [29]). However, given the
electropositive character of Mg, it is not clear that such compounds contain the requisite
polyanionic framework to be considered traditional Zintl compounds.
Figure 2.1 shows the crystal structure and extended bonding in KAlSb4.[30] The structure
is charge balanced, with a infinite AlSb−14 polyanionic structure surrounding K
+ ions. KAlSb4
is comprised of infinite chains of corner-sharing AlSb4 tetrahedra extending in the b-direction.
Within the a-c directions, the AlSb4 chains are interconnected by two varieties of Sb chains
(denoted (1) and (2) in Figure 2.1). For each AlSb4 tetrahedra, the connections are:
1. Two Sb-chains consisting of trigonal pyrimidal Sb groups extending in the b-direction.
2. One zig-zag chain of Sb extending in the b-direction.
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The total anionic framework created by the Al and Sb creates infinite channels of K atoms
in the b-direction. The structure is reminiscent of BaGa2Sb2, which also contains channels
of Ba atoms surrounded by a anionic framework of Ga-Sb.[31, 32] Prior work on KAlSb4 is
limited to the original structural study.[30] In that work, the compound was synthesized for
the first time from the elements at 920K.
Guided by our high-throughput search of Zintl pnictides, we report the synthesis and
thermoelectric properties of K1−xBaxAlSb4. Synthesis is conducted via high-energy ball
milling followed by reactive uniaxial hot-pressing to yield dense, single-phase ingots. A
combination of X-ray diffraction and carrier concentration measurements are utilized to de-
termine the solubility limit of Ba in K1−xBaxAlSb4. High temperature resistivity, Hall and
Seebeck coefficient, and thermal diffusivity measurements are used to reveal the electronic
and thermal transport properties. Electronic structure calculations and analysis within the
Boltzmann transport framework provide further insights into the underlying transport mech-
anisms. Overall K1−xBaxAlSb4 proves to be a promising thermoelectric material with a zT
of 0.7 at 370°C. For comparison, PbTe possesses zT of 0.8 and 1.0 at 370°C under optimal
doping with iodine and lanthanum, respectively (this comparison does not include the ex-
tensive microstructural optimization PbTe has undergone in the last 30 years).[5, 33] The
experimental work serves to validate the computational search and further encourages the
exploration of n-type Zintls for high zT .
2.3 Methods
2.3.1 Experimental
K1−xBaxAlSb4 (0 ≤ x ≤ 0.050) are synthesized through high-energy ball milling fol-
lowed by reactive uniaxial hot-pressing. All sample preparation, handling of powders, and
measuring of raw reagents is performed in an argon dry box with oxygen concentration
<1ppm. We have empirically determined that the purest samples are obtained by adding
elements according to K1.00−xBaxAl1.00Sb3.80 to suppress formation of Sb impurities. Elemen-
tal aluminum shot (Alfa 99.999%) is sectioned into small (<1mm) pieces and loaded with
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antimony shot (Alfa 99.999%) and barium shavings taken from barium rod (Alfa 99+%) into
a tungsten carbide mill vial with two 7/16′′ tungsten carbide balls. Aluminum, barium, and
antimony are ball milled for 60m to pre-react aluminum and evenly disperse barium. Potas-
sium chunk (Alfa 99.5%) is cleaned by cutting away surface oxidation and then added to
the aluminum/barium/antimony mixture. Mixture is milled again for 15 cycles of duration
1m. The vial is rotated between each cycle to prevent adhesion of powder to walls of vial.
Powders are sieved through a 106µm mesh adhering to ASTM E11 standards.
Polycrystalline ingots are formed via reactive hot pressing in a high-density graphite die
under dynamic vacuum. Samples are heated to 500°C within 3h under 50MPa of pressure.
Densification occurs during a 500°C soak for 15h under 50MPa. Sample then undergoes a
stress-free anneal at 500°C for 1h, followed by a controlled cool to 50°C in 1h. Samples
are sectioned into 1.5mm thick discs and characterized. Sample densities were measured by
geometrical method and were consistently>97% of the density predicted by X-ray diffraction.
X-ray diffraction patterns are collected on a Bruker D2 Phaser diffractometer in an θ-
2θ configuration using Cu Kα radiation. Refinement of the patterns utilized pure KAlSb4
(ICSD: 300157) as the base pattern and the GSAS II software package.[34] Refined param-
eters include: lattice parameters, isotropic domain size, and atomic positions. Instrumental
parameters are refined using a NIST LaB6 sample to increase fidelity of results. Energy
dispersive spectroscopy (EDS) mapping of sample fracture surfaces is performed on a FEI
Quanta 600i Scanning Electron Microscope (SEM).
Hall effect and resistivity measurements are performed using the Van der Pauw geom-
etry on home-built apparatus.[35] Measurements were conducted to 400°C under vacuum
(<10−4Torr). Contacts are pressure-assisted nichrome wire. After contacts are established,
samples are coated with boron nitride spray to suppress sublimation. A test sample was
measured with and without the boron nitride coating; no change in resistivity was observed
as a result of the coating, but high temperature stability under high vacuum was signifi-
cantly improved. Seebeck coefficient measurements were conducted using the quasi-steady
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slope method to 400°C under high vacuum (<10−6Torr).[35, 36] Boron nitride coating is
removed before Seebeck effect measurements are made.
Thermal diffusivity is measured using a Netzsch Laser Flash Apparatus (LFA) 457 and
the resulting diffusivity data fit using a Cowen plus Pulse Correction (CPC) numerical model.
Samples are coated with graphite spray to reduce errors in sample emmisivity. The total
thermal conductivity of the alloyed samples is calculated using:
κ = DρCp (2.1)
where D is the thermal diffusivity, ρ is the mass density, and Cp is the volumetric heat
capacity. The heat capacity is estimated using the Dulong-Petit approximation.
Speed of sound measurements are performed using an Olympus 5072PR Pulser/Receiver
system with a gain of 20 dB and a 5 kHz signal. Both longitudinal and shear measurements
were made, using Olympus V112 (longitudinal) and Olympus V156 (shear) transducers and
an Atten ADS 1102C oscilloscope.
2.3.2 Computation
Density functional theory (DFT) calculations were performed with plane-wave basis
VASP code [37], with the exchange correlation functional in the Perdew Burke Ernzerhof
(PBE) functional form within the projector augmented wave formalism [38]. For relaxing
the structures of 145 Zintl compounds (arsenides, antimonides, and bismuthides) shown in
Figure 2.2, a procedure similar to that described in Refs. 1, 18 was used with a plane-wave
cutoff of 340 eV. A suitable on-site correction in the form of Hubbard U in the rotationally
invariant form proposed by Dudarev et al.[39] was applied for transition metals.[40]. The

















where µ0 is the intrinsic charge carrier mobility, m
∗
DOS is the density of states (DOS) effective
mass, κL is the lattice thermal conductivity, kB is the Boltzmann constant, e is the electronic
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charge and ~ is the reduced Planck constant. To address the challenges associated with
direct calculation of the transport properties, µ0 and κL were calculated using semi-empirical
models.[1] To determine β, one needs to calculate the density of states effective mass m∗DOS,
the band effective massm∗b , and the bulk modulus B. The band effective massm
∗
b is evaluated







spherical and symmetric electron/hole pockets). The band degeneracy Nb is determined from
the electronic structure calculated on a dense k-point grid using our previously-developed
algorithm.[1] The bulk modulus B is calculated by fitting the Birch-Murnaghan equation of
state to a set of total energies computed at different volumes. The density of states effective
mass m∗DOS is determined from the DOS within the parabolic band approximation, such that
the parabolic band reproduces the same number of states as the DOS within a 100 meV
energy window from the relevant band edges.
For KAlSb4, the electronic structure and the energy-decomposed charge densities are
calculated on a dense k-point grid (6×14×4). The band effective masses m∗b along high
symmetry paths of the orthorhombic Brillouin zone are calculated on a dense k-point grid
by fitting a parabolic band (ǫ = ±~2k2/2m∗b, where ǫ = E − E0 and E0 is the energy at
the bottom/top of the band) to the band edges. Where the band edges significantly deviate
from a parabolic band, a Kane dispersion model (ǫ + αǫ2 = ±~2k2/2m∗b , where α is the
non-parabolicity factor) is used to obtain m∗b .
2.4 Results and Discussion
2.4.1 Predicted Properties of Zintl Pnictides
First-principles calculations of 145 Zintl arsenides, antimonides, and bismides were ana-
lyzed within the framework developed for β.[1] Compounds with β>10 (roughly comparable
to PbTe) were analyzed in aggregate to study general trends in transport properties that
make the Zintl pnictides promising thermoelectric materials. Of the 145 compounds, 17%
are predicted to have β>10 for n-type transport whereas only 6% are predicted to have β>10
for p-type transport. Please note that all calculations are available (alongside >2000 other
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materials) on www.tedesignlab.org.[20] Furthermore, we find that the sources of large β are
fundamentally different in Zintl compounds depending on the n or p-type transport. Figure
2.2 provides a visualization of the average intrinsic transport properties of Zintl pnictides
with β>10 for n and p-type transport. For reference, the transport properties are compared
with those of PbTe. All results used to produce Figure 2.2 can be found in ESI, Table S1.
We note that there are many antimonides and bismuthides that do not explicitly appear in
our data set due to the propensity of DFT to underestimate the band gap (yielding many
antimonides and bismuthides as zero gap materials). However, we expect that many of the
arsenide results will generalize to their antimonide and bismuthide analogues.
Figure 2.2: Radar plots showing the average computed transport properties of p-type and n-
type Zintl compounds (β>10) with PbTe for comparison. The values for PbTe come from our
calculations of β for sake of self-consistency. a) Comparison of p-type Zintl with p-type PbTe,
demonstrating that, on average, p-type Zintls have low hole mobility but exceptionally low
thermal conductivity. Relatively few (8%) of studied Zintls exhibit β>10, due in part to the
reduced hole mobility. b) Comparison of n-type Zintl with n-type PbTe, demonstrating that
n-type Zintls have intrinsically high electron mobility, comparable to PbTe. c) Comparison
of n-type and p-type Zintls, demonstrates the drastic difference between n and p-type Zintls.
In Figure 2.2a, we find that p-type Zintl pnictides with β>10 are characterized by
lower hole mobilities, higher band degeneracies, and heavier effective masses compared to
PbTe. These predictions are consistent with experimental results from well-known p-type
high zT Zintl compounds (e.g. Yb14MnSb11,[21, 22] Ca3AlSb3,[41, 42] Sr3GaSb3,[23] and
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Ca5Al2Sb6[24]). Poor hole mobility requires a lower thermal conductivity to maintain β>10,
which is likely responsible for the relative scarcity of p-type Zintl pnictides with large β. Con-
versely, Figure 2.2b demonstrates that the transport properties of n-type Zintl pnictides are
comparable to those of n-type PbTe. The n-type Zintls boast high electron mobilities, low
effective masses, and low thermal conductivity. Additionally, due to high electron mobility,
the requirement for extremely low lattice thermal conductivity is relaxed; consequently, the
number of n-type Zintl candidates is larger than the p-type candidates. Figure 2.2c directly
compares the average properties of the p and n-type Zintl pnictides. While both p and n-
type Zintls have comparable average β, we see that the underlying transport properties are
drastically different. The performance of p-type Zintls is driven by extremely low thermal
conductivity, whereas n-type Zintls boast both high electron mobility and low thermal con-
ductivity. The greater frequency of n-type Zintls with high β combined with the intrinsically
high electron mobility strongly motivates further experimental work into the n-type Zintl
family. This is in stark contrast with the vast majority of Zintl literature, which is almost
exclusively p-type.
2.4.2 KAlSb4 Structure and Composition
To test the validity of these calculations for n-type Zintl compounds, KAlSb4 is explored
experimentally. Our synthesis procedure yields dense (>97% theoretical density) discs of
KAlSb4. Crystal structure and phase purity of sintered K1−xBaxAlSb4 samples was accessed
by X-ray diffraction (XRD) and subsequent Rietveld refinement. Figure 2.3 shows a typical
XRD diffraction pattern collected on pure KAlSb4. Additional XRD results can be found in
ESI, Fig S1.
For all hot-pressed samples, we identify a small (1-2 vol%) impurity phase which cannot
be indexed by XRD. Additionally, for Ba-containing samples with Ba concentration x ≥0.01,
an additional impurity phase appears. However, due to possible peak overlap with KAlSb4
and the weak diffraction intensity of the secondary phase, it also cannot be indexed. Appear-
ance of impurity phase with increasing Ba content suggests termination of solid-solubility
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Figure 2.3: Representative Rietveld refinement (red) of KAlSb4 diffraction pattern (black)
and associated difference profile (blue). ICSD diffraction pattern 300157 for KAlSb4 is shown
for comparison. Rietveld results indicate that material is phase pure KAlSb4 and yields a
reduced χ2 ∼ 2.5.
around x =0.010. However, due to the similar ionic radii of Ba2+ and K+ and generally low
concentration of Ba, no trend is observed in the lattice parameters or cell volume. Energy
dispersive spectroscopy (EDS) confirms that the average composition of samples is consis-
tent with the KAlSb4 crystal structure, within the error of EDS. EDS finds that the primary
impurity phase (1-2 vol%) is an Al-rich K-poor phase, consistent with AlSb (which we have
observed as a common contaminant in the KAlSb4 system).
2.4.3 Electronic Properties
Unlike many charge-balanced Zintl compounds commonly studied in the thermoelectric
community, KAlSb4 is intrinsically n-type at room temperature. We note that samples of
KAlSb4 synthesized with different impurities (e.g. AlSb, Sb) are also n-type. Ba-doping
successfully increases the electron concentration, consistent with Ba+K substitutional defects.
Figure 2.4 demonstrates the trend in carrier concentration as a function of nominal doping
concentration at 250°C.
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Figure 2.4: Trend in electron carrier concentration with nominal dopant concentration is
roughly linear up to the solubility limit of Ba. We find that the dopant effectiveness of
Ba is approximately 50% that expected of a perfect substitutional defect Ba+K yielding one
free electron per Ba atom. Solubility limit of Ba is extrapolated to be x ∼0.007, which is
consistent with the appearance of a secondary phase in samples containing x ≥ 0.010 Ba.
Note that the plot is constructed at 250°C, however, the qualitative results are identical for
all temperatures.
As suggested by the evolution of a secondary phase in XRD, the effectiveness of Ba as
a dopant in KAlSb4 appears to plateau around x =0.010. Assuming a linear relationship
between the electron concentration and the Ba content, we extrapolate that the solubility of
Ba in KAlSb4 is approximately x ∼0.007. Assuming that each Ba
+
K yields one free electron,
the expected doping efficiency of Ba in KAlSb4 is approximately 50%. This is consistent with
the relatively low doping efficiency observed in chemically related Zintl compounds such as
Zn-doped Ca3AlSb4, Na-doped Ca5Al2Sb6 and Zn-doped Sr3GaSb3.[23, 24, 42]
Successful doping of KAlSb4 with Ba at concentrations x ≤0.010 yields decreases in the
electrical resistivity and electron mobility consistent with n-type doping. Figure 2.5 shows
the temperature dependence of the electronic resistivity, mobility, and carrier concentration
for samples of K1−xBaxAlSb4. Electrical resistivity (Figure 2.5a) decreases monotonically up
to the solubility of Ba (x = 0.010), consistent with doping via Ba+K. The electrical resistivity
and electron mobility in KAlSb4 are strongly temperature dependent from 50°C to 250°C.
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The temperature dependence cannot be ascribed to carrier activation, however, as the carrier
concentration is largely temperature independent for doped samples (Figure 2.5c). Similar
activated behavior has been observed in samples of Ca3AlSb3, Sr3AlSb3, and Sr3GaSb3 and
has been attributed to oxidation at grain boundaries.[23, 41–43]
We also see strong evidence that the increased resistivity at low temperatures is, at least
partially, due to contact resistance with the Van der Pauw leads. Changes in lead metal
(copper, tungsten, nichrome, etc.) has no effect on the resistivity, but repeated anneals
of the contact consistently yield reductions in the ‘activated behavior’ observed in samples
of KAlSb4 at low to moderate temperatures. We note that replacing the contacts requires
another annealing cycle to recover the reduced resistivity, consistent with a contact annealing
process. During repeated cycling, we note no change in the high temperature transport. The
activated character of resistivity and mobility is never eliminated completely and is likely a
combination of contact resistance and grain boundary oxidation. By ∼250°C, the activated
character is largely eliminated. To reduce uncertainty in any comparisons done with Hall
effect measurements (e.g. Pisarenko), the comparisons are done at 250°C.
Figure 2.6 shows the temperature-dependent Seebeck coefficient measurements for sam-
ples of K1−xBaxAlSb4. Seebeck measurements on K1−xBaxAlSb4 are negative, consistent
with Hall effect measurements and the introduction of Ba+K defects via doping. The Seebeck
coefficient for doped samples decreases with increasing Ba concentration, as expected for a
moderately doped semiconductor. We note that the Seebeck coefficient continues to decay
for samples beyond the solubility limit of Ba. We attribute the decrease to the deleterious
effect of the secondary phase, as the carrier concentration for all samples above x = 0.010 is
largely constant (Figure 2.5c).
We see significant bipolar contribution in undoped KAlSb4. The Seebeck coefficient
peaks at -495µV K−1 at 200°C. From the peak in Seebeck, we estimate the thermal band
gap of KAlSb4 to be approximately 0.5eV.[44] All doped samples exhibit near linearly rising
Seebeck coefficients, consistent with the behavior of a moderately doped semiconductor.
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Figure 2.5: Hall effect measurements on K1−xBaxAlSb4 are consistent with the n-type dop-
ing of an intrinsic semiconductor. Measurements on undoped KAlSb4 (black) yield high
resistivity (a), high mobility (b), and low n-type carrier concentration (c). With Ba doping,
the mobility and resistivity decrease, consistent with increased charged impurity scattering.
Carrier concentration increases with Ba doping up to the solubility limit of Ba (∼0.7%).
In all samples, the mobility and resistivity exhibit strong temperature dependence at low
temperatures (<250°C). Due to the temperature invariance of the carrier concentration, we
conclude that the temperature dependence at low temperatures is likely a combination of
grain boundary oxidation and contact resistance.
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Figure 2.6: Seebeck coefficient measurements on K1−xBaxAlSb4 are consistent with n-type
doping of a nominally intrinsic semiconductor. Intrinsic KAlSb4 (black) demonstrates a high
Seebeck coefficient which peaks at -495µVK−1 at approximately 170°C before thermally in-
duced bipolar transport reduces Seebeck at high temperatures. From the peak in Seebeck, we
estimate the thermal band gap of KAlSb4 to be approximately 0.5eV. For samples contain-
ing x ≥ 0.010 Ba, the Seebeck coefficient continues to fall, despite the carrier concentration
remaining constant. Further reductions in Seebeck beyond this point are attributed to the
deleterious effect of the secondary phase.
Figure 2.7 illustrates the effect of doping on the Seebeck coefficient measured at 250°C.
Consistent with Ba-doping, the Seebeck coefficients are negative and decrease with increasing
electron concentration. We model the effect of doping on the Seebeck coefficient in KAlSb4 by
solving the Boltzmann transport equation (BTE) within the relaxation time approximation
for the Seebeck coefficient S as a function of the reduced chemical potential η (Equation
2.3). For ease of comparison with other thermoelectric work, we assume the system adheres
to the single parabolic band model (SPB). However, due to the quasi-2D nature of the band
structure surrounding Γ, care must be taken when drawing conclusions from the SPB model.
By performing the calculation at elevated temperatures (≥250°C), we assume that acoustic
phonon scattering is the dominant scattering mechanism (allowing λ = 0).The full form of















We can now define the carrier concentration as a function of the reduced chemical potential







where n is the carrier concentration, T is the temperature, kb is the Boltzmann constant,
and h is the Planck constant.
From Equations 2.3 and 2.4 we can generate a hypothetical Seebeck coefficient S as a
function of the chemical potential η. Substitution of Equation 2.5 further allows us to write
the Seebeck coefficient as a function of the carrier concentration and the DOS effective mass.
The resulting expression is fit to the experimental data in Figure 2.7 to determine the DOS
effective mass. We find that electrons in KAlSb4 have an approximate DOS mass of 0.5me.
We obtain similar results for calculations and fits performed at 150°C, 250°C, and 350°C.
Note that the point at x = 0.000 Ba is not explicitly included in the fitting as the tempera-
ture dependent Seebeck measurements (Figure 2.6) indicate a significant contribution from
bipolar effects.
2.5 Thermal Transport
The thermal diffusivity of KAlSb4 was measured to 400°C. The total thermal conductivity
can be found in ESI, Fig S2 as a function of temperature and doping concentration. The total
thermal conductivity is a combination of the lattice, electronic, and bipolar contributions
to thermal conductivity. To decouple the electronic contribution to thermal conductivity
from the lattice and bipolar contributions, the Wiedemann-Franz relation κe = LT/ρ is used
to estimate the electronic contribution to thermal conductivity. The Lorenz number L is














































Figure 2.7: Pisarenko plot for K1−xBaxAlSb4 generated using the single parabolic band
(SPB) model to fit experimental data with the effective mass m∗DOS as the only free param-
eter. For K1−xBaxAlSb4 we obtain m
∗
DOS ∼ 0.5me. The Pisarenko plot is constructed at
250°C, however, we note that the effective mass obtained from the data is unchanged for
measurements at other temperatures. The undoped sample (black) is not explicitly included
in the mathematical fit, as the effect of bipolar transport makes the temperature dependence






























Figure 2.8: The lattice thermal conductivity in doped samples is largely unchanged with
respect to Ba concentration. Intrinsic KAlSb4 exhibits a strong bipolar contribution beyond
200°C, consistent with an undoped, small-gap semiconductor. Due to relatively high elec-
trical resistivity, the subtracted electronic contribution to the thermal conductivity is only
∼ 0.1Wm−1K−1.
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Where the reduced chemical potential η is calculated from the experimentally observed
Seebeck coefficients according to Equation 2.3. Again we assume that scattering is dominated
by acoustic phonon scattering (λ = 0). However, we acknowledge that the low temperature
electronic transport has significant contributions from the activated transport which will
increase error in the calculation of the lattice thermal conductivity at low temperatures.
The calculated Lorenz numbers for all samples can be found in ESI, Fig S3. We find that
the electronic contribution to the thermal conductivity is relatively low (≤0.1Wm−1K−1) for
most temperatures and compositions. Subtracting the electronic contribution to the thermal
conductivity results in the curves seen in Figure 2.8. Only the undoped sample demonstrates
a significant bipolar contribution at temperatures >200°C. Due to the low concentration of
Ba and the similarity of the Ba and K ionic radii, we see little to no change in the lattice
thermal conductivity as a function of Ba concentration.
We can apply the Debye-Callaway model to fit the lattice thermal conductivity in KAlSb4
as a function of temperature. We assume that the total thermal conductivity is composed
of two terms, the contributions from acoustic phonons κa and the contribution from optical
phonons κo. Under the high-temperature limit for the Debye-Callaway spectral heat capacity,
and assuming only Umklapp scattering plays a significant role in the scattering of phonons,












Here, M is the average mass (per atom), νg is the phonon group velocity, γ is the Gruineisen
parameter, V is the average volume (per atom), and N is the number of atoms in the
primitive cell.
For the optical mode contribution to the lattice thermal conductivity, we assume that the
optical modes exhibit a glass-like conductivity. Again assuming the high temperature limit















Where kb is the Boltzmann constant. We approximate the phonon group velocity νg by the
average speed of sound (vg(ω) ∼ vs). Ultrasonic measurements performed on KAlSb4 find
that vTrans ∼ 3230m/s and vShear ∼ 1900m/s, which yields an average speed of sound of
vs ∼ 2350m/s. The speed of sound in KAlSb4 is consistent with chemically similar Zintl
compounds like Ca5Al2Sb6, Sr3GaSb3, Sr3AlSb3, and Ca3AlSb3.[23, 24, 41, 43] For KAlSb4,
we find the glassy contribution from optical modes to be ∼ 0.34Wm−1K−1.
We fit the sum of the acoustic (Equation 2.7) and optical (Equation 2.8) contributions to
the lattice thermal conductivity for the sample containing x = 0.01Ba (ESI, Fig. S4). The
calculated fit utilizes γ ∼ 3. We note that the thermal transport near room temperature
exhibits a stronger temperature dependence than predicted by the Debye-Callaway model.
At high temperatures, however, the data is observed to roughly follow a 1/T dependence
(consistent with phonon-phonon dominated scattering). In the the calculation of the Lorenz
number and the electronic contribution to thermal conductivity, we assumed that scattering
is dominated by acoustic phonon scattering (λ = 0). However, it is evident in the electrical
resistivity and electron mobility (Figure 2.5) that the electronic transport at temperatures
<250°C is not entirely dominated by acoustic phonon scattering. Thus, we expect the low
temperature Lorenz number and electronic correction to the thermal conductivity to be less
accurate than the high temperature correction. This could contribute to the deviation in
the Debye-Callaway fit at low temperatures.
2.6 Figure of Merit
The figure of merit zT for K1−xBaxAlSb4 is shown in Figure 2.9. We find that a maximum
zT value of 0.7 is obtained at 370°C for the nominal composition K0.990Ba0.010AlSb4. Peak zT
in samples of KAlSb4 generally increases with Ba-doping until the solubility of Ba is reached
at x = 0.010. Further addition of Ba after this point causes secondary phase formation that
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is deleterious to the Seebeck coefficient, electrical resistivity, thermal conductivity, and thus
zT .















Figure 2.9: We find that K0.990Ba0.010AlSb4 exhibits a peak zT of 0.7 at 370°C. Consistent
with carrier concentration optimization, peak zT rises with doping up to the solubility limit
of Ba. All samples with x ≥ 0.010 exhibit reduced zT due to deleterious effects of the
secondary phase.
The SPB model can be used to evaluate the zT of a particular material as a function of the
reduced chemical potential given the experimental mobility, density of states effective mass,
lattice thermal conductivity, and temperature. ESI, Fig. S5 shows predicted zT values for
KAlSb4 at 370°C. The experimental data points for phase-pure samples are overlaid on ESI,
Fig S5 to evaluate the accuracy of the prediction. We see that experimental samples are well
represented by the model. Furthermore, the doping levels obtained in the x = 0.010 sample
are approximately equal to the predicted optimal doping level, although further optimization
may allow zT >0.8.
2.7 Electronic Structure Calculations
Electronic structure calculations were performed on KAlSb4 to provide further insight
into the fundamental electronic properties. The calculated band structure of KAlSb4 is shown
in Figure 2.10. KAlSb4 has a direct gap (∼0.2 eV) at the Γ point and an additional low-
lying conduction band at Z, ∼20 meV above the conduction band edge. The DFT estimated
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bandgap (∼0.20eV) agrees well with the thermal bandgap estimated from Seebeck coefficient
measurements (∼0.5eV), considering the propensity of DFT to underestimate the bandgap.
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Figure 2.10: Calculated band structure of KAlSb4. The shaded regions denote 100 meV
energy windows from the corresponding band edges. Calculations confirm that KAlSb4 is
a small-gap semiconductor. The conduction band effective masses along Γ-X and Γ-Y are
small while Γ-Z is significantly larger. A second, isotropic, more dispersive conduction band
converges well within the 100meV window, and may play a role in maintaining high mobility
in the n-type material.
Both the conduction and valence bands exhibit significant anisotropy in the band effective
masses (m∗b). The conduction band forming the band edge is highly dispersive (low effective
mass, high velocity) along Γ-X and Γ-Y directions in the Brillouin zone. However, in the Γ-Z
direction, the same band is significantly heavier. We observe the presence of a second band
at the Z-point which is highly dispersive and significantly more isotropic (see Table 2.1). Due
to the energetic proximity of the band at Z (∼20meV off the true conduction band edge)
and the polycrystalline nature of the samples studied here, the secondary band likely plays
a role in maintaining high charge carrier mobility in n-type KAlSb4. Conversely, the band
corresponding to the valence band edge is relatively heavy along Γ-Y and Γ-Z directions but
much more dispersive along Γ-X. A second band that converges to within 106 meV from the
valence band edge, is almost flat (non-dispersive) along Γ-Z.
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To investigate the orbital contributions to the band edge states, we calculated the atom-
projected DOS (ESI, Fig S6). The conduction band edge is primarily composed of states
derived from Sb p and s orbitals while the valence band edge is dominated by the contribution
from Sb p orbitals. While relative contributions to the DOS from the antimony and aluminum
atoms are expected to be accurate, it is not clear if a simple decomposition to p and s orbitals







Figure 2.11: Charge density isosurfaces of the electronic states that lie within 30 meV of both
the valence (a and b) and conduction (c and d) band edges. We note that both conduction
and valence band edges are dominated by Sb-derived states. The valence band is comprised
of lone pairs, which are concentrated on the trigonal pyramidal chains and oriented towards
the cationic potassium channels. The conduction band consists of anti-bonding states spread
along both the trigonal pyramidal and zig-zag chains of Sb.
Figure 2.11 shows the charge density derived from electronic states that lie within 30
meV of the valence and conduction band edges. Both the valence and conduction band
edges are dominated by Sb states, consistent with the atom-projected DOS (ESI, Fig S6).
Table 2.1: Calculated band effective masses m∗b of KAlSb4 along certain high symmetry
directions in the Brillouin zone. Due to the proximity of a secondary band well within the
100meV window on the n-type side, both the effective masses for the Γ and Z points are
given. Only the effective masses at Γ are given for the p-type material.
Γ-X Γ-Y Γ-Z Z-T Z-U Z-Γ
m∗b,CB 0.07 0.09 5.11 0.09 0.07 0.02
m∗b,VB 0.13 0.64 0.70 - - -
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Aluminum and potassium contribute negligibly to the atomic states at the conduction and
valence band edges. The shape of the charge density isosurface in the valence band (Figure
2.11a) is suggestive of lone pairs that extend towards the cationic channels of potassium.
However, not all Sb atoms contribute to the valence band edge states since the charge density
is primarily concentrated on Sb atoms that form trigonal pyramidal chains (Figure 2.11b).
In the conduction band, the charge density is associated with both the trigonal pyramidal
and zig-zag chains of antimony (Figures 2.11c and d). However, the bonds appear to exhibit
nodes, characteristic of Sb-Sb anti-bonding states. While both the valence and conduction
band edge states are derived from Sb orbitals, the valence band is dominated by Sb lone
pair states, whereas, the conduction band is composed of anti-bonding states along the
polyanionic framework. These interpretations are consistent with simple molecular orbital
arguments and the calculated atom-projected DOS (ESI, Fig. S6).
Both the pDOS and electron density isosurfaces indicate that the conduction band is
strongly determined by antimony states. As such, these calculations highlight opportunities
for enhancing the thermoelectric properties of n-type KAlSb4. Alloying on either the potas-
sium or aluminum sites may enable tuning of other transport properties while leaving the
intrinsically high n-type mobility of KAlSb4 unaffected.
2.8 Conclusion
Our high-throughput computational search reveals that n-type Zintl compounds with
high β outnumber and possibly outperform their p-type counterparts. Furthermore, we find
that n-type Zintls should possess high electron mobility while maintaining the low lattice
thermal conductivity characteristic of Zintl compounds. These results inspired us to consider
the n-type Zintl compound KAlSb4 doped with Ba. A combination of XRD and Hall effect
measurements yielded a solubility of Ba of 0.7%, which corresponds to a doping level of
approximately -2×1019cm−3. Combined with the extremely low lattice thermal conductivity
(∼0.5 Wm−1K−1 at 370°C), the relatively high electron mobility (50 cm2V−1s−1) yields a
peak zT of 0.7 at 370°C. Further, these results begin to validate our semi-empirical β model
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as an effective search strategy.
Our calculations of the electronic structure of KAlSb4 reveal that the material is a small-
gap semiconductor with valence and conduction band edge states dominated by antimony
states. Band masses on the conduction band edge (Γ point) are heavily anisotropic, charac-
terized by a mix of extremely light masses (0.07me, 0.09me) and a heavy mass (5.11me). The
presence of a light, secondary, and more isotropic band at Z only 20meV above the primary
band edge likely plays a role in maintaining high mobility in KAlSb4
Computationally guided material development has the potential to revolutionize material
science and hasten the development and commercialization of new materials. This work
begins to lay the foundation for an unstudied class of thermoelectric materials: the n-
type complex Zintl phases. Despite plentiful work on p-type Zintls, this work is one of
the only reports of the thermoelectric properties of a n-type Zintl. Additionally, our work
demonstrates the potential for high zT in many other n-type Zintls. Coupled with the fact
that almost twice as many n-type Zintls are predicted to be good thermoelectrics (when
compared to p-type Zintls), we stress that further effort should be directed towards the
characterization and synthesis of n-type Zintl compounds.
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CHAPTER 3
THERMOELECTRIC PERFORMANCE AND DEFECT CHEMISTRY IN N-TYPE
ZINTL KGaSb4
A paper published in the journal Chemistry of Materials (American Chemical Society).10
Brenden R. Ortiz,11 Prashun Gorai,12 Vladan Stevanovic,13 and Eric S. Toberer14
When we published the properties of n-type KAlSb4, we did not have a mechanistic ex-
planation for the n-type transport. Many of the most influential p-type Zintls are well known
to exhibit significant concentrations of cation vacancies. This work examined KGaSb4, which
is isostructural to KAlSb4, with a stronger emphasis on defect energetics and dopability. In
particular, we showed that the potassium vacancy formation is actually quite high in energy,
providing a wide energetic window for extrinsic dopants. We further demonstrated, exper-
imentally and computationally, that KGaSb4 has the potential for both p-type and n-type
doping, a relatively rare trait within thermoelectrics. Our work demonstrates how synergy
between computation and experiment can be used to provide greater depth and insight into
new material systems – particularly when the results are contrary to intuition.
3.1 Abstract
The rise of high-throughput calculations has accelerated the discovery of promising classes
of thermoelectric materials. In prior work, we identified the n-type Zintl pnictides as one
such material class. To date, however, a lack of detailed defect calculations and chemical
intuition has led the community to investigate p-type Zintls almost exclusively. Here, we
10Reprinted with permission from Chem. Mater. 2017, 29, 10, 4523-4534. Copyright 2017 American
Chemical Society. Electronic supplementary information available online.
11Graduate student, primary researcher and author
12Postdoctoral researcher, performed DFT calculations
13P.I., DFT analysis
14Primary P.I., Graduate advisor
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investigate the synthesis, thermoelectric properties, and defect structure of the complex Zintl
KGaSb4. We find that KGaSb4 is successfully doped n-type with Ba and has the potential
for p-type doping with Zn. Our calculations reveal the fundamental defect structure in
KGaSb4 that enables n-type and p-type doping. We find that Ba doped KGaSb4 exhibits
high electronic mobility (∼ 50 cm2V−1s−1) and near minimum lattice thermal conductivity
(< 0.5Wm−1K−1) at 400°C. Samples doped with 1.5% Ba achieve zT > 0.9 at 400°C,
promising for a previously unstudied material. We also briefly investigate the series of alloys
between KGaSb4 and KAlSb4, finding that a full solid solution exists. Altogether our work
reinforces motivation for the exploration of n-type Zintl materials, especially in tandem with
high-throughput defect calculations to inform selection of effective dopants and systems
amenable to n-type transport.
3.2 Introduction
The discovery of new materials with a high thermoelectric figure of merit zT would repre-
sent a great addition to the global energy portfolio.[5–7] Historically, however, the pursuit of
new thermoelectric materials has been driven by experimental work and chemical intuition.
Recent years have seen the integration of high-throughput computation to aid the discovery
of new material classes and novel thermoelectric materials.[1, 12–16] For example, we have
previously developed a metric for quantifying the thermoelectric potential of a material based
on the quality factor β.[19] Our metric can evaluated directly from first-principles calcula-
tions and semi-empirical models in a computationally tractable, high-throughput fashion.[1]
However, the mere discovery of new materials is insufficient to develop practical ther-
moelectric devices. The application of a new system depends critically on its ability to be
optimized and doped. Doping, in particular, poses a significant challenge to the thermoelec-
tric community, as the transport properties entering zT depend on the carrier concentration
in multiple, conflicting ways. Optimized materials commonly have carrier concentrations in
the 1019−1020 cm−3 range, which often requires the intentional doping of intrinsic materials
(e.g. PbTe[33], SnS[47])and compensated doping in degenerate materials (e.g. SnTe[48],
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Yb14MnSb11[21], Cu2Se[49]). The identification of successful dopants is currently dominated
by experimental trial-and-error, a time consuming and laborious process. Further, the anal-
ysis of successful dopants is relatively simple, leaving results to be interpreted with chemical
intuition alone.
The capabilities of first-principles defect calculations have increased dramatically in the
past 10 years.[50, 51] Other facets of material science (e.g. battery research and photo-
voltaics) have begun using first-principles defect calculations with resounding success.[52–54]
With the onus thermoelectrics places on doping, the application of defect calculations seems
a natural extension. Accordingly, several instances of first-principles defect calculations in
thermoelectrics have begun to emerge.[55, 56] Our ultimate goal is to combine the identifica-
tion of promising systems (via β, semi-emperical models, and high-throughput calculations)
with high-throughput defect calculations to accelerate the development of next generation
thermoelectrics. This work, combined with our prior work on KAlSb4,[57] represents our
first union of promising material identification[1, 57] with defect calculations to accelerate
material development.
In our prior work, we performed calculations on 145 Zintl pnictides (a vetted class of p-
type thermoelectric materials, known for their exceptionally low thermal conductivity).[57]
We found that the number of promising n-type Zintls materials outnumber and possi-
bly outperform the p-type counterparts. Characterized by high average electron mobility
(>100 cm2V−1s−1) and exceptionally low thermal conductivity, the n-type Zintls proved to
be a promising, unexplored family of materials. Previously, we began to validate our compu-
tational search by synthesizing n-type KAlSb4, a previously unstudied material with a peak
zT of 0.7.[57] KAlSb4 was one of the few discoveries of an n-type Zintl[25, 26]. It is not
clear whether the lack of n-type materials is related to a deeper phenomenon or synthetic
bias towards the p-type Zintl compounds, and our prior work did not seek to investigate the
source of the n-type transport.
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In this work, we seek to understand the source of n-type dopability in some Zintl materials
using first-principles defect structure calculations. We have chosen KGaSb4 as the model
system for this study, due to its chemical and structural similarity to KAlSb4, as well as its
predicted properties exceeding those of KAlSb4. The material is isostructural with KAlSb4,
although KGaSb4 exhibits a significantly smaller cell volume. To our knowledge, KAlSb4
and KGaSb4 are the only known materials that possess this structure type. Figure 3.1 shows
the crystal structure and extended bonding of KGaSb4.[30] The structure is reminiscent of
BaGa2Sb2, which also contains channels of Ba atoms surrounded by an anionic framework of
Ga-Sb.[31, 32] Prior work was limited to the original structural study, wherein the material
was synthesized for the first time from its constituent elements at 650°C.[30]
Figure 3.1: The crystal structure of KGaSb4 is isostructural to KAlSb4 and is comprised of
inifinte chains of corner-sharing GaSb4 tetrahedra extending in the b-direction. The chains
of GaSb4 tetrahedra are interconnected by two chains of trigonal pyramidal Sb chains (1)
and one zig-zag chain (2). The structure creates infinite channels of K ions parallel to the
b-direction.
Here we present the synthesis, thermoelectric properties, and defect energetics of Ba
doped KGaSb4. The synthesis is conducted via high-energy ball milling followed by uniaxial
hot-pressing to yield dense, single phase ingots. A combination of X-ray diffraction, electron
microscopy, and Hall effect measurements are utilized to determine the solubility limit of
Ba in KGaSb4. High temperature resistivity, Seebeck coefficient, and thermal diffusivity
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measurements are used to reveal the electronic and thermal transport properties of KGaSb4.
First-principles defect structure calculations are used to investigate the primary intrinsic
defects in KGaSb4, as well as investigate the effectiveness of several n-type and p-type
dopants in KGaSb4. Overall, Ba doped KGaSb4 proves to be a promising material with
zT > 0.9 at 400°C. We also briefly discuss the series of alloys between KGaSb4 and KAlSb4
in order to investigate the effect of alloying on the thermoelectic potential of this system.
3.3 Methods
3.3.1 Experimental
Samples of K1−xBaxGaSb4 (0 ≤ x ≤ 0.025) are synthesized through high-energy ball
milling followed by reactive uniaxial hot-pressing. All sample preparation, measuring of raw
reagents, and handling of powders is performed in an argon dry box with oxygen concentra-
tion <1 ppm. Unlike our prior work on KAlSb4 (synthesized off stoichiometry as KAlSb3.8
to suppress Sb impurities)[57], samples of KGaSb4 are synthesized under near stoichiomet-
ric conditions (KGaSb3.98). The minor Sb deficiency intentionally generates a small amount
(<2 vol%) of KGaSb2 which pins all samples to the same impurity phase within the K-Ga-Sb
phase space. For the alloying series, K0.99Ba0.01Al1−xGaxSb4 samples were synthesized under
Sb-poor conditions, similar to those in our prior work on KAlSb4.[57]
For the Ba-doping of KGaSb4, elemental gallium metal (Alfa 99.999%) liquefied at 50°C
is loaded with antimony shot (Alfa 99.999%) and barium shavings taken from a barium rod
(Alfa 99+%) into a tungsten carbide ball mill vial with two 7/16” tungsten carbide balls. The
mixture is milled for 30min to pre-react the gallium and evenly disperse the barium dopant.
A potassium chunk (Alfa 99.5%) is cleaned by cutting deeply into the ingot to reveal clean
metal and is then added to the Ba-Ga-Sb mixture. The mixture is milled in a high-energy
SPEX 8000D mill for 10 cycles of duration 1min. The vial is rotated between each cycle to
prevent excessive adhesion of powder to bottom and walls of vial. The walls and end caps of
the vial are scraped halfway through the mill process (after 5 cycles) to dislodge any stuck
material. Powders are subsequently ground in an agate mortar and doubly sieved through
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a 106µm mesh adhering to ASTM E11 standards. The alloying series follows a similar
procedure, with the addition of finely divided elemental aluminum shot (Alfa 99.999%) to
the Ba-Ga-Sb mixture prior to K addition. Furthermore, milling of the Ba-Al-Ga-Sb mixture
is increased to 60min to ensure homogeneity of powder.
Polycrystalline ingots of K1−xBaxGaSb4 are formed via reactive hot pressing in a high-
density graphite die under dynamic vacuum. Prior to use, the graphite die, plungers, and
graphite foil liners are baked at 600°C for a minimum of 30min under dynamic vacuum.
Approximately 5.25 g of milled powder is loaded into the cooled die and transferred to the
hot press chamber. The chamber is evacuated <5mTorr and purged with argon to∼0.75Atm
thrice before finally evacuating the chamber to <1mTorr. 25MPa of pressure are applied
to the sample to achieve a rough green body density before relieving the pressure to 15MPa
and beginning the temperature profile. The sample is quickly heated to 300°C at 20°C/min.
The heating rate is subsequently slowed to 0.15°C/min from 300°C to 350°C, during which
the sample undergoes densification at a linear rate. Afterwards, the sample is heated to
525°C at 20°C/min and held at 525°C for 12 h. The sample cools from 525°C at a controlled
rate of 20°C/min. To increase clarity with regards to the hot-pressing procedure, a simplified
schematic of a typical press cycle is included in the ESI, Fig. S1. Hot-pressing procedures
for the alloying series follows a similar profile.
Resulting ingots are sectioned into 2.5mm thick discs in a Buehler slow cut saw. Samples
are polished using a series of carbide sandpaper and diamond grits to ∼1µm. Light mineral
oil is used as the grinding liquid as our observations indicate that KGaSb4 is mildly reactive
with liquid water and some solvents. While KAlSb4 will tarnish in air, polished samples of
KGaSb4 are remarkably stable in air, retaining their luster and electronic properties after
exposure to ambient for >3 weeks. Sample densities are measured by the geometrical method
and are consistently >97% of the density predicted by X-ray diffraction. Sample densities
for the alloying series are marginally lower, but still >95% of the density predicted by XRD.
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X-ray diffraction (XRD) patterns are collected on a Bruker D2 Phaser diffractometer
in a θ-2θ configuration using Cu Kα radiation. Rietveld refinement of KGaSb4 patterns
utilized pure KGaSb4 (ICSD: 300158) as the base pattern and the GSAS II software pack-
age [34]. Refinement of the alloyed samples used a custom CIF file based on the KAlSb4
(ICSD: 300157) and KGaSb4 (ICSD: 300158) structures with Al-Ga occupancies matching
the nominal concentration of Al and Ga. For all samples, refined parameters include: lattice
parameters, isotropic domain size, atomic positions, and microstrain. We do not attempt
to refine atomic occupancy or thermal parameters with current XRD data. Instrumental
parameters are refined using a NIST LaB6 sample to increase the fidelity of results. En-
ergy dispersive spectroscopy (EDS) of polished surfaces is performed on a FEI Quanta 600i
Scanning Electron Microscope (SEM).
Hall effect and resistivity measurements are performed using the Van der Pauw geome-
try on home-built apparatus.[35] Measurements are conducted up to 400°C under dynamic
vacuum (<10−4Torr). Contacts are pressure-assisted nichrome wire. After contacts are es-
tablished, samples are coated with boron nitride spray to suppress sublimation. To allow
contact annealing and bake-out of the boron nitride coating, samples undergo one thermal
cycle before transport data is taken. Seebeck coefficient measurements were conducted us-
ing the quasi-steady slope method up to 400°C under high vacuum (<10−6 Torr).[35, 36]
Boron nitride coating is removed before Seebeck effect measurements are made. We note
that samples of KGaSb4 are more resistant to thermal degredation than KAlSb4, and may
not require the boron nitride coating up to 400°C.
Thermal diffusivity is measured using a Netzsch Laser Flash Apparatus (LFA) 457 and
the resulting diffusivity data are fit using a Cowen plus Pulse Correction (CPC) numerical
model. The samples are coated with graphite spray prior to measurement to reduce errors in
sample emissivity. The total thermal conductivity of the alloyed samples is calculate using:
κ = DρCp (3.1)
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where D is the thermal diffusivity, ρ is the mass density, and Cp is the volumetric heat capacity.
The heat capacity is estimated using the Dulong-Petit approximation.
Speed of sound measurements are performed using an Olympus 5072PR Pulser/Receiver
system with a gain of 20 dB and a 5 kHz signal. Both longitudinal and shear measurements
were made, using Olympus V112 (longitudinal) and Olympus V156 (shear) transducers and
an Atten ADS 1102 oscilloscope.
We note that samples of KGaSb4 are visually unchanged after Hall, Seebeck, and thermal
diffusivity measurements. Surfaces are still lustrous after boron nitride or graphite spray are
removed with a kimwipe and mineral oil. The alloying series displays similar results, although
signs of sublimation are evident near the Al-rich side, consistent with observations from our
prior work on KAlSb4.[57]
3.3.2 Computational
To understand the native defect chemistry of KGaSb4 and to assess the effectiveness
of several n- and p-type extrinsic dopants, we performed first-principles defect calculations
with density functional theory (DFT) using the VASP software package [37]. The general-
ized gradient approximation (GGA) of Perdew-Burke-Ernzerhof (PBE) [58] in the projector
augmented wave formalism [38] was used. Total energies of defect supercells containing 192
atoms were calculated with a plane-wave cutoff of 340 eV and a Γ-centered Monkhorst pack
k-point grid of 4×4×4. Defect supercells were relaxed according to our prior work.[40] The
defect formation enthalpies (∆HD,q) are calculated from the total energies as:
∆HD,q(EF , µ) = (ED,q − EH) +
∑
i
niµi + qEF + Ecorr (3.2)
where, ED,q and EH are the total energies of the defect and host supercell, respectively. µi
is the chemical potential of elemental species i added (ni < 0) or removed (ni > 0) from the
host supercell to form the defect. EF is the Fermi energy, and Ecorr comprises all the finite-
size corrections, within the supercell approach. The chemical potentials µi are expressed
relative to the reference elemental phase such that µi = µ
0
i + ∆µi, where µ
0
i is the reference
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elemental chemical potential calculated using FERE [40] and ∆µi is the deviation from the
reference elemental phase. The bounds on ∆µi are set by the region of phase stability, ∆µi=0
corresponding to i-rich conditions.
The DFT-GGA band gap underestimation was “corrected” by applying band edge shifts
determined from GW quasi-particle energy calculations, as described in Ref. 59. The band
edge shifts for KGaSb4 are ∆EVBM= -0.1 eV and ∆ECBM= 0.04 eV. The resultant band gap,
after application of GW shifts, is 0.39 eV. The following corrections were included in Ecorr
following the methodology in Ref. 60: (1) image charge correction for charged defects, (2)
potential alignment correction for charged defects, (3) band filling correction for shallow
defects, and (4) band gap correction for shallow donors/acceptors. The calculation setup
and analyses were performed using a software package that we have recently developed for
automation of defect calculations [50].
In KGaSb4, K and Ga atoms each occupy a unique Wyckoff position while Sb occupies
4 different Wyckoff positions. Therefore, 6 different vacancies (VK, VGa, VSb1, VSb2, VSb3,
VSb4) and 5 antisites (GaSb1, GaSb2, GaSb3, GaSb4, SbGa) were considered as native defects
in 7 different charge states q = -3, -2, -1, 0, 1, 2, 3. The numbers in the subscripts denote
unique Wyckoff positions. Preliminary examination of K antisites with Ga and Sb revealed
high defect formation energies and were therefore not considered in the set of possible native
defects. Extrinsic dopants Ba, Sr, and Zn were considered as substitutional defects on all
sites (K, Ga, Sb) in 7 different charge states q = -3, -2, -1, 0, 1, 2, 3.
The bounds on ∆µi corresponding to the region of phase stability of KGaSb4 are ob-
tained from the National Renewable Energy Laboratory (NREL) Materials Database (ma-
terials.nrel.gov). The ternary phase stability region of KGaSb4 is rather narrow such that
∆µi of K, Ga, and Sb do not vary significantly in different parts of the stability region.
The same is true when considering the quaternary phase stability region involving extrinsic
dopants Ba, Sr, and Zn. The defect diagrams (∆HD,q vs. EF ) are all calculated at one
point in the phase stable region where ∆µSb = 0 (Sb-rich). The position of the pinned Fermi
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level, the corresponding defect/dopant concentrations, and the free carrier concentrations at
a given temperature were calculated self consistently by establishing charge neutrality. The
defect/dopant concentrations were calculated using the Boltzmann relation.
3.4 Results and Discussion
3.4.1 Structure and Composition
Our synthesis procedure yields dense (>97% theoretical density) discs of KGaSb4. The
crystal structure and phase purity of sintered K1−xBaxGaSb4 samples was assessed by X-ray
diffraction (XRD) and subsequent Rietveld refinement. Fig 3.2 shows a typical XRD diffrac-
tion pattern collected on pure KGaSb4 and refined using ICSD pattern 300158. Additional
XRD results for the doping series can be found in ESI, Fig. S2. For all hot-pressed samples,
we identify a small (<2 vol%) amount of KGaSb2. An additional impurity phase appears in
samples containing Ba in concentrations x ≥ 0.020. Due to the extremely low intensities,
this phase cannot be reliably indexed by XRD, but is most likely Ba3GaSb3. Appearance
of secondary phase suggests termination of solid-solution around Ba x ∼ 0.020. However,
due to the similar ionic radii of Ba2+ and K+ and the generally low concentration of Ba, no
trend is observed in the lattice parameters or cell volume.
Energy dispersive spectroscopy (EDS) mapping of sample surfaces confirms phase purity
in samples with Ba x ≤ 0.015 and simultaneously confirms the appearance of small (∼ 1µm)
roughly spherical precipitates in samples with Ba x ≥ 0.020. The precipitates comprise an
extremely minor fraction of the total scanned area; their composition cannot be resolved
against the KGaSb4 host matrix. Within the error of standardless EDS, the average com-
position of each sample is consistent with the nominal stoichiometry of KGaSb4. Barium
concentration is not well resolved due to the low concentration of the dopant. EDS results
are provided in ESI, Table S1.
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Figure 3.2: Representative Rietveld refinement (red) of the KGaSb4 diffraction pattern
(black) and associated difference profile (blue). Reference diffraction pattern (ICSD: 300158)
is shown for comparison. Rietveld indicates that material is >98% phase pure with a trace
amount of KGaSb2. Minor texturing is evident in all samples.
3.4.2 Intrinsic Transport and Native Defects
Commonly held intuition within the thermoelectric community dictates that Zintl com-
pounds are commonly p-type due to the proclivity of alkali and alkali earth vacancy forma-
tion. Experimentally, however, we find that undoped KGaSb4 exhibits properties consistent
with an intrinsic semiconductor. Figure 3.3 shows the high temperature Seebeck coefficient
and Hall carrier concentration measurements for undoped KGaSb4.
Both the high temperature Seebeck coefficient and Hall carrier concentration demon-
strate a strong contribution from thermally activated bipolar transport. Intrinsic KGaSb4
is a weakly p-type material until 275°C, where a sharp transition to n-type transport is
observed. It is important to note that carrier concentrations are in the 1017cm−3 range for
all temperatures. The curvature of the Hall effect data near the thermal transition point
is formally an artifact of the Hall voltage switching signs and the breakdown of the single


















































Figure 3.3: High temperature Seebeck coefficient (blue) and Hall carrier concentration
(green) measurements on undoped KGaSb4 confirm intrinsic transport. Bipolar transport
strongly contributes to the functional form of both the Seebeck coefficient and Hall carrier
concentration over all temperatures. Note that carrier concentrations are <1017 cm−3 over
all temperatures; the steep curvature near the transition at 275°C is an artifact of the Hall
voltage switching sign and the subsequent calculation of the Hall carrier concentration.
Despite intuition suggesting that potassium vacancies VK should be the dominant defect,
our experimental results indicate that either (i) there are compensating defects that pin
the Fermi level in the mid gap region resulting in intrinsic transport behavior, or (ii) the
native defects have high formation energies. To better understand the defect chemistry in
KGaSb4, we have performed first-principles DFT calculations to determine the native defect
formation enthalpies ∆HD,q. Figure 3.4 shows the plot of ∆HD,q as function of the Fermi level
(EF ) for 10 different native defects in KGaSb4 under Sb-rich conditions. We stress that our
computations indicate that KGaSb4 is stable under a very narrow range of compositions, such
that our calculations are valid over all experimentally accessible compositions. The native
defects considered include vacancies and antisites (see the Methods section for computational
details). The line slope is equal to the defect charge state.
In Figure 3.4, the predominant native defects are the acceptor VK, the donor SbGa, and
neutral GaSb(4), where Sb(4) represents one of the 4 unique Sb Wyckoff positions in KGaSb4.
Unlike many other Zintls [56], the defect chemistry of KGaSb4 is unique in that the defect




























Figure 3.4: Formation enthalpy ∆HD,q as function of Fermi level EF for 10 different native
defects, including vacancies (e.g. VK) and antisites (e.g. SbGa) in KGaSb4 under Sb-rich
conditions. EF varies from zero (top of the valence band) to the band gap Eg (0.39 eV). The
line slope is equal to the defect charge state. The defect chemistry is such that: (1) EF is
pinned close to the mid-gap with almost intrinsic charge carrier concentrations, and (2) the
high ∆HD,q of native defects allow the possibility of introducing effective extrinsic dopants
with ∆HD,q lower than 0.3 eV for acceptors (∆Eacc) and 0.5 eV for donors (∆Edon).
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calculations indicate that the equilibrium carrier concentration in undoped KGaSb4 (300°C)
is approximately 8x1013 e−cm−3. While the absolute value of the carrier concentration may
not be precise, it confirms the intrinsic nature of undoped KGaSb4. Since GaSb (regardless
of Wyckoff position) is in neutral state, it does not contribute to charge neutrality. The
acceptor VK and donor SbGa establish charge neutrality such that the Fermi level is pinned
in the mid gap region. Together with the low defect concentrations, the resultant transport
behavior is expected to be intrinsic, which is consistent with our experimental results.
The high formation enthalpies ∆HD,q of native defects in Figure 3.4 have implications for
extrinsic doping of the system. The large energy window ∆E of>0.5 eV (∆Edon) and >0.3 eV
(∆Eacc) is favorable for introduction of energetically-favorable donor and acceptor dopants,
respectively. A donor/acceptor dopant with formation enthalpy lower than the respective
energy window will dope KGaSb4 n- and p-type, respectively, without forming compensating
pairs with native defects. The degree to which the system is doped n or p-type will, however,
depend on the ∆HD,q of the extrinsic dopant (typically as a substitutional defect). Based
on the relative size of the energy window ∆E in the defect diagram (Figure 3.4), we can
expect that n-type doping will be easier to achieve in KGaSb4. The possibility of bipolar
doping (i.e. dopable both n- and p-type) of KGaSb4 is exciting. Besides interstitial doping
in skutterudites and clathrates, KGaSb4 could represent one of the few Zintls can be doped
n- and p-type with a traditional substitutional dopant.
3.4.3 Charge Carrier Properties of Ba-doped KGaSb4
In our prior work, we found that Ba successfully dopes KAlSb4 n-type up to the solubility
limit of Ba (x ∼ 0.007).[57] Encouraged by our intrinsic defect structure calculations and
prior work on KAlSb4, we attempted Ba doping of KGaSb4. As may be expected from their
similar chemistry and identical structures, Ba doping of KGaSb4 is also successful, consistent
with Ba+K substitutional defects. Figure 3.5 demonstrates the trend in carrier concentration
as a function of nominal doping concentration at 400°C. Consistent with the appearance of
the secondary phase in XRD and the evolution of precipitates in SEM at Ba concentrations
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x ≥ 0.020, Ba doping effectiveness ceases around x = 0.020. Assuming a linear relationship
between the electron concentration and the nominal doping, we extrapolate that the solu-
bility of Ba in KGaSb4 is x ∼ 0.017. Assuming that each Ba
+
K yields one free electron, the
observed doping efficiency of Ba in KGaSb4 is approximately 50%. This is consistent with
our prior work on Ba-doped KAlSb4 and the relatively low doping efficiency observed in
chemically related Zintl compounds such as Zn-doped Ca3AlSb4, Na-doped Ca5Al2Sb6 and
Zn-doped Sr3GaSb3.[23, 24, 41, 57]. Note that KGaSb4 possesses a relatively complex band
structure (ESI, Fig. S3) with multiple low lying bands near the band edge. The low doping
efficiency may be a consequence of nonparabolicity interfering with the single parabolic band
interpretation of Hall effect. Additionally, as the Fermi level is driven towards the conduc-
tion band edge, the concentration of compensating, native VK vacancies is expected to rise,
complicating the analysis.



































Figure 3.5: Trend of electron carrier concentration as a function of nominal doping in Ba-
doped KGaSb4. We observe that the carrier concentration increases linearly with doping up
to the solubility limit (∼ 0.017) of Ba. Termination of doping effectiveness coincides with
impurity evolution in both XRD and SEM at Ba concentrations x ≥ 0.020. Apparent doping
effectiveness is approximately 50%. Note that the plot is constructed at 400°C to coincide
with observed max zT .
High temperature Hall effect measurements on Ba-doped KGaSb4 yields measurements
consistent with the n-type doping of an intrinsic semiconductor. Figure 3.6 shows the temper-
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ature dependence of the electronic resistivity, mobility, and carrier concentration for samples
of K1−xBaxGaSb4. Note that the undoped sample (Figure 3.3) is only shown in the electrical
resistivity (Figure 3.6a) due to the sign change of the carrier concentration and mobility at
high temperatures. The electrical resistivity decreases monotonically up to the solubility
limit of Ba. Similar to prior work on KAlSb4, the electrical resistivity and mobility at low
temperatures is strongly temperature dependent. However, we note that the magnitude of
the thermally activated transport decreases dramatically with a small increase in carrier con-
centration. For x = 0.005, the resistivity drops approximately an order of magnitude from
50°C to 250°C. In comparison, the x = 0.015 sample exhibits almost no activated trans-
port. In our prior work on KAlSb4 we ascribed the activated transport to a combination of
grain boundary oxidation and contact resistance. Our previous assertions were supported by
similar behavior in samples of Ca3AlSb4, Sr3AlSb3 and Sr3GaSb3.[23, 41, 43, 57] However,
neither effect can adequately describe the temperature dependent transport in KGaSb4. Of
particular interest is the electron mobility (Figure 3.6c). The peak mobility at low tem-
peratures increases with increased doping levels, despite nominally increased charge center
scattering from the doping atoms.
As noted in the experimental methods, the first thermal cycle of Hall effect is performed
to allow contact annealing, penetration of a thin oxide layer, and bake-out of the boron
nitride coating. The first cycle is essential to obtain repeatable data, as it is common to see
greatly increased resistivity for the first 100-200°C, quickly relaxing to the ‘nominal’ values
by 300°C and remaining at appropriate values for all subsequent cycles. Other transport
measurements do not exhibit this difficulty. This behavior is also observed in KAlSb4.[57]
We commonly run 3-4 sequential thermal cycles during Hall effect measurements to ensure
reproducible data. Past the first cycle, data is completed consistently and with minimal
hysteresis. If Hall effect probes are removed from the sample, the thermal cycles must be
repeated to obtain stable transport, indicative of a contact issue. However, the effect is not















































































Figure 3.6: Hall effect measurements on K1−xBaxGaSb4 are consistent with the n-type doping
of an intrinsic semiconductor. Measurements on undoped KGaSb4 (black) are only shown
for the resistivity (a) due to the sign change associated with the bipolar transition from p-
type to n-type transport at high temperature. The carrier concentration (b) increases with
nominal Ba concentration and is relatively independent of temperature. Electrical resistivity
(a) and electron mobility (c) exhibit strong temperature dependence at low temperatures for
lightly doped samples (x ≤ 0.010), vanishing as the doping level increases. Peak mobility in
samples of KGaSb4 actually increases with doping level at low temperatures before decaying
classically at high temperatures.
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consistently confirm ohmic contacts. We are actively working on growth of single crystals
of KAlSb4 and KGaSb4 to eliminate the influence of grain boundaries and crystallographic
orientation on the electronic transport.
Figure 3.7 shows the temperature-dependent Seebeck coefficient for various Ba doping
levels (K1−xBaxGaSb4). Seebeck coefficient measurements on K1−xBaxGaSb4 are consis-
tently negative, in agreement with n-type doping via Ba+K. The Seebeck coefficient of the
doped series decreases with increasing Ba content, as expected for a moderately doped semi-
conductor. We note that the Seebeck coefficient displays an unusual feature at ∼350°C.
The values appear to plateau around 300°C - 350°C before beginning to rise again for tem-
perature >350°C. This feature is present in all n-type samples, including a series sent to
collaborators at Northwestern University for validation. This effect was not observed in
prior work on Ba doped KAlSb4[57]. Several samples were measured to 500°C, and while the
Seebeck coefficient continues to rise, stability in Hall effect is significantly reduced, limiting
the maximum temperature explored in this work. We hypothesize that the increase in the
Seebeck coefficient may be related to the unique band-structure of KGaSb4, which contains
several low-lying bands near the band edge (see ESI, Fig. S3). Specifically, we hypothesize
that as the Fermi energy moves towards the conduction band edge at high temperatures, the
influence of the band at the Z-point (in addition to the primary band edge at the Γ-point)
may begin to influence the overall Seebeck coefficient.
To investigate the effect of doping specifically on the Seebeck coefficient, we constructed
the Pisarenko diagram for Ba doped KGaSb4 at 400°C (Figure 3.8). We model the effect of
doping on the Seebeck coefficient in KGaSb4 by solving the Boltzmann transport equation
(BTE) within the relaxation time approximation for the Seebeck coefficient S as a function
of the reduced chemical potential η (Equation 3.3). For ease of comparison with other
thermoelectric work, we assume the system adheres to the single parabolic band model
(SPB). However, due to the quasi-2D nature of the band structure surrounding Γ, care must
be taken when drawing conclusions from the SPB model. By performing the calculation at
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Figure 3.7: Seebeck coefficient measurements on K1−xBaxGaSb4 are consistent with n-type
doping of a nominally instrinsic semiconductor. Note that the undoped sample is not shown
due to bipolar transport leading to a sign change at high temperatures. For all phase pure
samples (Ba x ≤ 0.020), the Seebeck coefficient decreases monotonically with increasing Ba
content, consistent with the behavior of a moderately doped semiconductor.
elevated temperatures (400°C), we assume that acoustic phonon scattering is the dominant
scattering mechanism (allowing λ = 0).The full form of the Fermi integral F (η) is given by














We can now define the carrier concentration as a function of the reduced chemical potential







where n is the carrier concentration, T is the temperature, kb is the Boltzmann constant,
and h is the Planck constant.
Equations 3.3 and 3.4 generate the Seebeck coefficient S as a function of the chemical
potential η. Equation 3.5 allows us to write η as a function of carrier concentration n and
m∗DOS. Thus, we obtain a form for the Seebeck coefficient as a function of the carrier concen-
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tration which can be fit to the experimental data with m∗DOS as the only free parameter. For
KGaSb4, we find m
∗
DOS ∼ 0.6. Note that undoped KGaSb4 is not included in the data as the
temperature dependent Seebeck coefficient measurements indicate a significant contribution
from bipolar effects. We acknowledge the limitations of the SPB model, particularly with a
material with a non-trivial band structure. However, the SPB model is widely known and
widely applied within the thermoelectric community and thus serves as a useful proxy for
comparison with other work.
m*DOS ~ 0.6me

































Figure 3.8: Pisarenko plot of K1−xBaxGaSb4 generated using the single parabolic band (SPB)
model to fit experimental data with the density of states effective mass (m∗DOS) as the only
free parameter. We obtain m∗DOS ∼ 0.6me for Ba doped KGaSb4. Note that the Pisarenko
plot is constructed at 400°C. Undoped KGaSb4 is not included in the data due to the bipolar
transport observed at high temperatures.
3.4.4 Extrinsic defect calculations and bipolar doping
We have seen experimental evidence that Ba serves as an effective dopant in KGaSb4
via Hall effect and Seebeck coefficient measurements. Computation was able to suggest
that the lack of energetically favorable intrinsic defects provides a window for a successful
extrinsic defect. Ultimately, however, we aim to integrate computation as a predictive tool for
examining intrinsic and extrinsic defects. To this end, we used the intrinsic defect calculation
and experimental survey of other extrinsic dopants to examine ex post facto the success of
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extrinsic defect calculations in structurally complex systems.
We experimentally synthesized samples of KGaSb4 with a variety of n-type (Ba, Sr, Ca,
Te) and p-type (Zn, Sn) dopants. Ba (n-type) and Zn (p-type) doping were both success-
ful in significantly changing the carrier concentration. Ba was by far the most effective,
yielding an increase of approximately 1019 e−cm−3 for each 1% substitution. While Zn was
successful in doping KGaSb4 p-type, it was only was moderately effective, yielding 5x10
18
h+cm−3 for each 1% nominal substitution. The effectiveness of Zn as a p-type dopant is
well documented in chemically related Zintl compunds, presumably from the substitution of
Zn on the group III (Al, Ga, In) elements. We note that in many related Zintl compounds,
Zn often exhibits somewhat reduced doping efficiency. [23, 32, 62, 63]. Despite chemical
similarity to Ba and a similar ionic radius with K, Sr doping failed to significantly increase
the electron concentration and exhibited limited experimental solubility due to the presence
of a competing phase. Both Ca and Te negatively impacted the stability of KGaSb4 and
were not considered further. Sn appears to be soluble in KGaSb4 but is ineffective in altering
the carrier concentration from intrinsic conditions.
Given the experimental results, we used first-principles defect calculations to understand
the effectiveness of Ba and Sr as n-type dopants and Zn as p-type dopant. Figure 3.9
shows the defect calculations for Ba, Sr, and Zn as substitutional dopants. The formation
enthalpies of native defects are also shown in Figure 3.9. For clarity, only the lowest-energy
substitutional defect for each dopant is shown (we calculated ∆HD,q for all sites).
Figure 3.9a shows the defect formation enthalpies of BaK and SrK in KGaSb4. Our
calculations find that both BaK and SrK possess ∆HD,q smaller than ∆Edon (Figure 3.4)
suggesting that both Ba and Sr are be potential candidates for n-type doping. The BaK
defect is has a particularly low formation enthalpy, placing it well below the influence of
the lowest possible compensating defect, SbGa. Furthermore, the much lower ∆HD,q of BaK
when compared to SrK is responsible for the much higher doping effectiveness of Ba in the


































Figure 3.9: Defect diagrams for p-type and n-type dopants of interest in KGaSb4 are shown
with the formation enthalpy ∆HD,q as a function of Fermi level EF . The lowest energy
native defects in KGaSb4 are also shown for reference (Figure 3.4). a) The low ∆HD,q of
BaK and the absence of Fermi level pinning suggests that Ba is an effective n-type dopant
for KGaSb4. The relatively higher formation energy for SrK confirms that Sr should be a
poor dopant when compared to Ba. b) The high ∆HD,q of ZnGa suggests that Zn is an weak
p-type dopant.
find that the influence of Ba should be approximately two orders of magnitude higher than
that of Sr (6x1020 e−cm−3 vs 3x1018 e−cm−3, respectively). Again, while the absolute values
for the carrier concentration calculations are not expected to be true to experiment, their
relative values are consistent with Hall effect measurements on Ba and Sr doped KGaSb4.
For p-type doping with Zn, we find that the ZnGa substitutional defect is the lowest-
energy defect (Figure 3.9a). However, unlike BaK and SrK (Figure 3.9a), the action of ZnGa
is compensated by formation of the native defect SbGa. The pinned position of Fermi level
(EF ) resulting from this compensation lies in the lower half of the gap resulting in a lightly
p-doped system. Ultimately, the EF pinning is responsible for the lower effectiveness of
p-type doping with Zn. Consistent with the experimental results, Zn doping at maximum
solubility yields a weakly p-type material. It is worth noting that the defect diagrams are
drawn explicitly for the region of phase stability (K-Ga-Sb-X, X = Ba, Sr, Zn) corresponding
to the most X-rich conditions without thermodymanically destabilizing the KGaSb4 phase.
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This essentially draws the plots at the effective solubility limit of the extrinsic dopant.
Specifically, for Zn doping, note that the formation enthalpy of ZnGa is higher than the
corresponding BaK and SrK dopants, indicating a lower solubility of Zn in KGaSb4. We
observe that the solubility of Ba is <1.7mol%, so it is likely that the 1mol% Zn substitution
used here already approaches the effective solubility of Zn in KGaSb4.
Our defect calculations reveal that the effectiveness of extrinsic doping is driven by the
energetics of the charged native defects (SbGa, VK) and the thermodynamics of phase stability
in the quaternary K-Ga-Sb-X (where X = Ba, Sr, Zn) phase space. Through first-principles
defect calculations, we now understand the underlying defect physics that is responsible
for the effective n-type doping with Ba and the diminished doping efficiency of Zn. The
agreement between experiments and computations allows us to place greater confidence in
future computational results ex-ante facto in addition to ex-post facto.
3.4.5 Thermal properties
The thermal properties of KGaSb4 are near identical to those observed in KAlSb4.[57]
The thermal diffusivity of KGaSb4 was measured to 400°C. The total thermal conductivity is
calculated using the Debye-Callaway approximation for the volumetric heat capacity and can
be found in ESI, Figure S4. As expected, total thermal conductivity increases with doping
concentration due to increased contributions from the electronic thermal conductivity. To
decouple the electronic contribution to the thermal conductivity from the lattice and bipolar
contributions, the Wiedemann-Franz relationship κe = LT/ρ is used. The Lorenz number L











Where the reduced chemical potential η is calculated from the experimentally observed
Seebeck coefficients according to Equation 3.3. Again we assume that scattering is dominated
by acoustic phonon scattering (λ = 0). However, we acknowledge that the low temperature




























Figure 3.10: The lattice thermal conductivity in doped samples is unchanged with respect
to Ba concentration. Intrinsic KGaSb4 exhibits a strong bipolar contribution beyond 200°C,
consistent with an undoped, small-gap semiconductor. Onset of bipolar behavior coincides
with the bipolar transport in both the Seebeck coefficient and Hall carrier concentration
measurements for the undoped sample. The subtracted electronic contribution to the ther-
mal conductivity is relatively small, ∼ 0.1Wm−1K−1. The lattice thermal conductivity for
KGaSb4 approaches the glassy minimum, estimated to be ∼ 0.33Wm
−1K−1.
increase error in the calculation of the lattice thermal conductivity at low temperatures.
The calculated Lorenz numbers for all samples can be found in ESI, Fig S5. We find that
the electronic contribution to the thermal conductivity is relatively low (≤0.1Wm−1K−1) for
most temperatures and compositions. Subtracting the electronic contribution to the thermal
conductivity results in the curves seen in Figure 3.10. Only the undoped sample demonstrates
a significant bipolar contribution at temperatures >200°C, which roughly coincides with
the emergence of the bipolar transport in both the Seebeck coefficient and Hall carrier
concentration for undoped KGaSb4 (Figure 3.3). Due to the low concentration of Ba and
the similarity of the Ba and K ionic radii, we see little to no change in the lattice thermal
conductivity as a function of Ba concentration.
The asymptotic form of the high temperature thermal conductivity can be estimated
using the high temperature limit of the spectral heat capacity within the Debye-Callaway
model. Assuming that KGaSb4 exhibits glass-like thermal conductivity, we can obtain an
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Where kb is the Boltzmann constant. We approximate the phonon group velocity νg by
the average speed of sound (vg(ω) ∼ vs). Ultrasonic measurements performed on KGaSb4
find that vLong ∼ 3090m/s and vShear ∼ 1840m/s, which yields an average speed of sound
of vs ∼ 2250m/s. The speed of sound in KGaSb4 is consistent with chemically similar
Zintl compounds KAlSb4, Ca5Al2Sb6, Sr3GaSb3, Sr3AlSb3, and Ca3AlSb3.[23, 24, 41, 43,
57] For KGaSb4, we find the glassy contribution specifically from optical modes to be ∼
0.33Wm−1K−1.
We attempted to model the temperature dependence of KGaSb4 with the Debye-Callaway
model[46], but found that the model could not reproduce the functional form of the ex-
perimental data without changing the temperature dependence of the Umklapp scattering
term. The addition of boundary scattering and point defect scattering does not improve the
model. Growth of single crystal KGaSb4 is ongoing to better characterize anisotropy and
anharmonicity in this system.
3.4.6 Figure of merit
The themoelectric figure of merit, zT , for samples of K1−xBaxGaSb4 is shown in Figure
3.11. We find that a maximum zT value of 0.92 is obtained at 400°C for nominal compo-
sition K0.895Ba0.015GaSb4. We note that the effect of doping is relatively weak in samples
of KGaSb4, as all samples, regardless of doping, have zT > 0.8 at 400°C. Driven by the
increasing Seebeck coefficient at high temperatures, we do not see a peak in zT by 400°C.
While Seebeck effect and thermal conductivity measurements can be made above 400°C,
we note significant stability issues during Hall effect measurements at higher temperatures.
Above 450°C, samples of KGaSb4 begin to exhibit signs of sublimation. Our collaborators
also note deleterous reactions with their alumina sample holder at 500°C. We have been
conservative with our maximum temperature for this work, but if high-temperature stability
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Figure 3.11: High temperature zT exceeds 0.9 at 400°C for samples doped with 1.5mol%
Ba. It is worth noting that all samples, regardless of dopant concentration, exceed zT 0.8.
We do not observe a peak in zT up to 400°C, driven by a continually increasing Seebeck
coefficient. High temperature measurements are limited by KGaSb4 stability in Hall effect,
if stability can be improved, zT > 1 should be readily obtainable in this system.
3.4.7 Properties of KGaSb4-KAlSb4 alloys
Within thermoelectrics, optimization of a new material system is critical to its success.
Doping is the primary concern, which we have thoroughly investigated within KAlSb4 and
KGaSb4. However, the introduction of point defect scattering via alloying is another com-
monly applied technique to improving the thermoelectric performance of new materials. In
our prior work on KAlSb4, we identified that the n-type band edge is composed primarily of
Sb p-states and Sb s-states. We hypothesized that alloying on either the K or Al sites could
result in reduced thermal conductivity while leaving the electronic mobility largely intact.
With KGaSb4 also proving a strong thermoelectric material, and spurred by our prior work,
we investigated the solid solution series KGa1−xAlxSb4.
Barium has proven an effective dopant in both systems; to ensure reliable Hall effect
measurements, all samples were doped with 1% Ba. In prior work, we identified that KAlSb4
is best grown with a deficiency of Sb to suppress Sb impurities. As such, we adopted a set
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growth condition corresponding to K0.99Ba0.01Al1−xGaxSb3.80 (hereby referred to as KGAS),
where x = (0, 0.1, 0.3, 0.5, 0.7, 0.9, 1.0).
To confirm solubility of Ga on the Al site, we performed X-ray diffraction and Rietveld
refinement on sintered samples of KGAS to generate Figure 3.12. We observe the full solid
solution of KAlSb4 and KGaSb4, consistent with the identical structure types and similar
lattice constants. Contrary to intuition, we observe that KGaSb4 is actually smaller than
KAlSb4, consistent with the original structural refinements of KAlSb4 and KGaSb4[30, 64].
We note that samples with Ga >50% begin to exhibit a small percentage of KGaSb2 as a
secondary phase. This is expected, as the synthesis of KGaSb4 does not require the Sb-
deficient conditions that KAlSb4 necessitates. No other secondary phases are observed. All
XRD results can be found in ESI, Fig. S8.
KAlSb4 KGaSb4

















Figure 3.12: Cell volume as a function of Ga concentration in alloys of KAlSb4 and KGaSb4.
As expected by Vegard’s Law, cell volume trends linearly with alloying concentration. Un-
intuitively, KGaSb4 actually possesses a smaller cell volume when compared to KAlSb4. No
phase separation into the constituent ternary phases is observed over the composition range,
consistent with the Rietveld refinement. Minor impurities of KGaSb2 are present for Ga
>50%, although the impurities are directly related to the Sb-poor growth conditions, and
do not indicate limited solubility of KAlSb4 in KGaSb4
Figure 3.13 demonstrates the lattice thermal conductivity and intrinsic mobility (obtained
via the single parabolic band model) for the KGAS alloys. Results for the lattice thermal
conductivity are given at both 50°C and 400°C. The intrinsic mobility is only calculated at
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400°C as samples rich in Al exhibit the activated low temperature transport observed in
our prior work.[57] The effect of point defect scattering on thermal transport was studied
heavily in the Si-Ge system by Abeles[65]. The Abeles model has been applied in many
thermoelectric systems to date including the half-Heuslers, skutterudites, and SnSe.[66–69]
This model predicts that the depression in the lattice thermal conductivity from point defects
can be modeled approximately by Equation 3.8:




where κL,(A,B)(x) is the predicted lattice thermal conductivity of an alloy between A and B
as a function of alloying fraction x (e.g. A1−xBx). The lattice thermal conductivity of pure
A and pure B is given by κ0,A and κ0,B, respectively. The solid line in Figure 3.13a represent
the Abeles approximation for the experimental thermal conductivity data. The solid line
in Figure 3.13b represents a similar fit for the mobility where the intrinsic mobilities of the
pure endpoints were substituted into Equation 3.8.
We observe that while the thermal conductivity (Figure 3.13a) decreases significantly
(∼30%) at room temperature, transport at 400°C is largely unaffected. As KAlSb4 and
KGaSb4 are already near the ‘glassy minimum’ at 400°C before alloying, the substitution of
Al on Ga has a minimal effect. Conversely, although the intrinsic mobility is not severely
depressed, we still suffer ∼20% loss of mobility by 50% substitution. It is important to note
that the KGaSb2 impurity in the Ga-rich samples did have deleterious effect on the mobility
when compared with the phase-pure samples from the Ba doping series in Figure 3.6. While
this could potentially affect the analysis, it is important to recall that there is a negligible
decrase in thermal conductivity at 400°C; thus, any decrease in mobility will result in a net
loss of thermoelectric potential.
Both KAlSb4 and KGaSb4 are mobility driven systems, and while the loss of mobility
is not severe (∼20%), the decrease in thermal conductivity at high temperatures is not




































Figure 3.13: Trends in lattice thermal conductivity κL (a) and intrinsic electron mobility µ0
(b) as a function of alloying composition. While a decrease (relative to the pure endpoints)
is observed in the lattice thermal conductivity at room temperature, there is a negligible
depression of lattice thermal conductivity at 400°C. The intrinsic mobility suffers approxi-
mately 20% loss due to alloying.
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of the alloyed systems decreases. As a result, we did not perform carrier concentration
optimization on any of the alloyed compositions. Near glassy thermal conductivity at high
temperature is typical of Zintl materials. Thus, the impact of isoelectronic alloying on the
thermal transport is not as dramatic as in high κL systems. These results highlight the need
to focus on the intrinsic electronic properties for further optimization.
3.5 Conclusion
In this work we have experimentally investigated the thermoelectric potential for n-type
KGaSb4 doped with Ba. We also applied a series of first-principles defect calculations to un-
derstand the underlying defect chemistry that enables n-type transport in KGaSb4. We first
examined the experimental transport properties in undoped KGaSb4, finding that KGaSb4
is a lightly compensated, intrinsic semiconductor. We discovered that the substitutional
doping of Ba on the K site is quite effective as a donor defect. A combination of XRD, Hall
effect measurements, and electron microscopy revealed that the solubility of Ba in KGaSb4
is approximately 1.7 mol%, which corresponds to a doping level of approximately 2.2x1019
e−cm−3. Combined with the extremely low lattice thermal conductivity (∼ 0.5Wm−1K−1),
a relatively high electron mobility (∼ 50cm2V−1s−1) yields zT > 0.9 at 400°C. Furthermore,
zT is still rising rapidly at 400°C, suggesting that zT > 1 should be easily achievable if
the high temperature stability during Hall measurements can be improved. We also briefly
discussed the solid-solution KGa1−xAlxSb4, where we found solubility between KGaSb4 and
KAlSb4, although the thermoelectric potential was not improved.
The relative scarcity of n-type Zintl literature prompted us to explore the fundamental
defect structure that allows KGaSb4 to be doped n-type. First principles calculations reveal
that no dominant intrinsic defects are present to drive the structure to either a n-type or
p-type carrier type. Consistent with experiment, computations found that Ba should act as a
successful n-type dopant. We also investigated the potential for bipolar doping in KGaSb4,
finding that the material is also successfully doped p-type with Zn (∼5x1018 h+cm−3 at
1mol%). However, the compensating native defect SbGa limits the effectiveness of Zn as a
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p-type dopant. This represents one of the few instances of a bipolar dopable Zintl compound
and one of the first that doesn’t require interstitial doping to accomplish this (as opposed to
skutterudites and clathrates). The minimal role of VK (commonly assumed to be the source
of p-type behavior in Zintl compounds) suggests that chemical intuition is limited even on
the most basic level and highlights the need for calculations.
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CHAPTER 4
ULTRA-LOW THERMAL CONDUCTIVITY IN DIAMOND-LIKE
SEMICONDUCTORS: SELECTIVE SCATTERING OF PHONONS FROM ANTISITE
DEFECTS
A paper published in the journal Chemistry of Materials (American Chemical Society).15
Brenden R. Ortiz,16 Wanyue Peng,17 Lidia C. Gomes,18 Prashun Gorai,19 Taishan Zhu,20
David M. Smiadak,21 G. Jeffrey Snyder,22 Vladan Stevanovic,23 Elif Ertekin,24 Alex
Zevalkink,25 and Eric. S. Toberer.26
This section switches focus to a system of materials identified as potential thermoelectrics
in our original high-throughput computational search – the quaternary diamond-like semi-
conductors. This admittedly lengthy paper examines 9 different compounds, Cu2IIBIVTe4
(IIB: Zn, Cd, Hg)(IV: Si, Ge, Sn) as potential thermoelectric materials. Unlike the prior two
examples of KAlSb4 and KGaSb4, however, these materials represent a case where experiment
and computation were not easily harmonized. While DFT readily identified these materials
as promising thermoelectrics, they were predicted to be good materials only when doped
n-type. Unfortunately, all materials presented as degenerately doped p-type materials with
an unknown, presumably complex, defect structure. Attempts to calculate defect structures
15Reprinted with permission from Chem. Mater. 2018, 30, 10, 3395-3409. Copyright 2018 American
Chemical Society. Electronic supplementary information available online.
16Graduate student, primary researcher and author
17Graduate student, RUS measurements
18Postdoctoral researcher, phonon calculations
19Postdoctoral researcher, DFT calculations
20Graduate student, phonon calculations
21Graduate student, high-temperature XRD
22P.I., Analysis of thermoelectric data
23P.I., DFT analysis
24P.I., Phonon calculations
25P.I., RUS and high-temperature XRD
26Primary P.I., Graduate advisor
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were ultimately unsuccessful due to a combination of factors (small band gaps, spin orbit
coupling, disorder). Strangely enough, computation consistently found the most promising
material Cu2HgGeTe4 as thermodynamically unstable when the full convex hull was calcu-
lated. Chapter 5 experimentally resolves this problem – the results were surprising and would
not have been captured by computation in any reasonable setting. Besides the challenges
during computation, the materials were incredibly resistant to extrinsic dopants. Further-
more, large degrees of off-stoichiometry caused synthetic efforts to dramatically increase in
difficulty. Again, in Chapter 5, the introduction of new techniques eventually allowed us
to tackle the experimental difficulties. At the time of publication, however, the materi-
als were unable to be doped. Despite the difficulties, the materials were quite promising
from a thermal and electronic transport perspective. Some of the most promising materials
(Hg-containing Cu2HgGeTe4 and Cu2HgSnTe4) demonstrated thermal transport indicative
of a glass, even though these are crystalline, diamond-like materials. Using a combination
of techniques (resonant ultrasound, high-temperature diffraction, phonon calculations) we
proposed that the selfsame disorder that causes dopability issues may be the source of the
unusually low thermal conductivity. We also proposed that the disorder may not affect the
electronic mobility, although our later work would cast doubt on this claim.
4.1 Abstract
In this work, we discover anomalously low lattice thermal conductivity (<0.25W/mk
at 300◦C) in the Hg-containing quaternary diamond-like semiconductors within the com-
positions Cu2IIBIVTe4 (IIB: Zn, Cd, Hg) (IV: Si, Ge, Sn). Using high-temperature X-ray
diffraction, resonant ultrasound spectroscopy, and transport properties, we uncover the criti-
cal role of the antisite defects HgCu and CuHg on phonon transport within the Hg-containing
systems. Despite the differences in chemistry between Hg and Cu, the high concentration
of these antisite defects emerges from the energetic proximity of the kesterite and stannite
cation motifs. Our phonon calculations reveal that heavier group IIB elements not only
introduce low-lying optical modes, but the subsequent antisite defects also possess unusu-
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ally strong point defect phonon scattering power. The scattering strength stems from the
fundamentally different vibrational modes supported by the constituent elements (e.g. Hg
and Cu). Despite the significant impact on the thermal properties, antisite defects do not
negatively impact the mobility (>50 cm2/Vs at 300◦C) in Hg-containing systems, leading to
predicted zT > 1.5 in Cu2HgGeTe4 and Cu2HgSnTe4 under optimized doping. In addition
to introducing a potentially new p-type thermoelectric material, this work provides: 1) a
strategy to use the proximity of phase transitions to increase point defect phonon scattering,
and 2) a means to quantify the power of a given point defect through inexpensive phonon
calculations.
4.2 Introduction
Widespread application of the Material Genome Initiative (MGI) promises to revolution-
ize the discovery and realization of next-generation materials for a diverse set of applica-
tions ranging from photovoltaics,[70–78] batteries,[70, 71, 79–89] catalysis,[70, 71, 90–98]and
thermoelectrics.[1–4, 70, 71, 99–102] Fundamental to the success of MGI-inspired approaches
is the leveraging of computational material science and ab-initio calculations to survey a
broad chemical space for a desired suite of properties. Our prior work in thermoelectrics led
to the development of a computationally efficient figure of merit which can be evaluated in
a high-throughput fashion.[1, 99] Our approach combines semi-empirical analysis of experi-
mental data and density functional theory (DFT) electronic structure calculations to predict
complex, scattering dependent transport coefficients (e.g. the intrinsic carrier mobility µ0
and lattice thermal conductivity κL). Our high-throughput search of the Inorganic Crystal
Structure Database (ICSD)[1] has culminated in the identification of several new material
classes for thermoelectric applications, including the n-type Zintl phases.[103, 104] Here we
focus on the p-type quaternary diamond-like semiconductors (DLS), another promising class
of materials which consistently appear in our set of candidate thermoelectrics.
The DLS are a chemically rich family of compounds that can be derived from the diamond
























Figure 4.1: The zincblende, chalcopyrite, stannite, and kesterite structures are derivatives of
the diamond lattice. Simple electron counting rules permit cation mutation so long as the
net valence electron count is unchanged. All structures are tetrahedrally coordinated with
a 1:1 cation:anion ratio (e.g. GaAs, ZnS, ZnSiP2, CuInSe2, Cu2ZnSnTe4). The quaternary
DLS exhibit multiple cation ordering motifs (e.g. stannite and kesterite) which are in close
energetic proximity to one another. As expected from the relative stability of the structures,
the DLS can be particularly prone to cation disorder and antisite defects. For simplicity,
we do not consider other modifications to the diamond lattice that preserve tetrahedral
coordination but shift the unit cell away from the cubic and tetrahedral Bravais lattices (e.g.
wurtzite, wurtz-stannite).
Figure 4.1 shows the derivation of the binary, ternary, and quaternary DLS from the diamond
prototype. The diverse chemistry observed in the DLS is fundamentally tied to the number of
cation mutations that preserve tetrahedral coordination. Due to the flexibility of the cation
sublattice, it is common to see multiple cation ordering motifs exist within close energetic
proximity to each other.[106] This is most evident in the quaternary systems, where the
principle ordered variants stannite (I 4̄2m) and kesterite (I 4̄) rarely differ in total energy
calculations by 10meV/atom.[107–112] Note that other cation orderings are observed in the
literature, and alloys between the stannite and kesterite structures invoke non-trivial changes
in atomic occupancies and ordering.[113] Further, distinguishing between the kesterite and
stannite structures without high-level structural characterization (e.g. neutron, resonant X-
ray diffraction) can be difficult in cases where the elements share similar atomic numbers.[106,
114]
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The close proximity of multiple cation ordering motifs naturally extends to the concept
of cation disorder. There is a plethora of experimental evidence from the photovoltaic com-
munity evidencing disorder and the impact on optical and electronic properties in the sulfide
and selenide DLS (e.g. CZTS, CZTSe). [115–123] While the photovoltaic community must
often contend with disorder as a challenge (e.g. reduced carrier lifetime, recombination),
there exists an opportunity to leverage the disorder within the quaternary DLS to impede
phonon transport and reduce the lattice thermal conductivity. Despite heavy investment into
CZTS and CZTSe by the photovoltaic community, DLS with heavier group IIB (e.g. Cd, Hg)
elements and heavier chalcogenides (e.g. Te) have not been well characterized within other
fields. The potential for strong point defect phonon scattering arising from increased disor-
der, combined with our prior high-throughput predictions[1], make the quaternary telluride
DLS a particularly interesting search space for thermoelectric materials.
To date, the thermoelectric community has seen limited success in bulk, polycrystalline
DLS. The most notable exception is Si0.8Ge0.2, although the innately high lattice thermal
conductivity and low anharmonicity of Si and Ge has required extensive materials engi-
neering (alloying, nanostructuring, grain boundary engineering) to produce successful high-
temperature thermoelectric modules.[124–129] The literature is also ripe with studies investi-
gating the thermoelectric properties of individual nanowires or nanodots,[130–140] although
such form factors are generally prohibitive for practical thermoelectric applications. Litera-
ture also predominantly focuses on the binary DLS, with comparatively infrequent mention
of the ternary and quaternary analogs. Existing literature on some selenide materials (e.g.
Cu2FeSnSe4, Cu2CdSnSe4, Cu2ZnGeSe4) indicate that the quaternary materials do possess
significantly reduced lattice thermal conductivity (∼1W/mK at 300◦C) compared to the
binary and ternary counterparts.[106, 141–148] On average, the reduction of the lattice ther-
mal conductivity is consistent with the introduction of more complex cells and the increased
potential for disorder. Existing searches have failed to find any quaternary DLS with zT ex-
ceeding unity. Notable compositions include: Cu2.15Co0.8Mn0.05SnS4 (zT ∼ 0.8, 500
◦C),[146]
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Cu2.10Cd0.90SnSe4 (zT ∼ 0.6, 425
◦C),[142] and Cu2.2Fe0.6SnSe4 (zT ∼ 0.4, 475
◦C).[141] Cur-
rent literature is heavily biased towards research on the selenide and sulfide DLS, with a
dearth of telluride research. Additionally, there are no works that attempt to correlate
chemistry with transport beyond a singular compound or alloy.
In this work, we begin by performing a computational assessment of all DLS (>140
unique calculations) within the ICSD adhering to the diamond, zincblende, chalcopyrite,
or stannite prototypes. Note that all calculations are uploaded to our open-access website
www.tedesignlab.org. We find that the most promising candidates include a set of quaternary
tellurides Cu2IIBIVTe4 (IIB: Zn, Cd, Hg) (IV: Si, Ge, Sn). As this series spans a wide enough
chemical space to begin to resolve the connection between chemistry and transport, these
9 materials will serve as our model system for this study. Experimentally, we observe that
bulk samples of the DLS present as heavily doped p-type semiconductors with as-synthesized
carrier densities in the 1019–1021 cm−3 range. Some compounds exhibit relatively high hole
mobilities (>50 cm2/Vs at 300◦C) alongside exceptionally low lattice thermal conductivity
(<0.25W/mK at 300◦C). As a result, both Cu2HgGeTe4 and Cu2HgSnTe4 show strong
potential as thermoelectric materials with predicted zT > 1.5 at 300◦C under optimized
doping.
A combination of high-temperature X-ray diffraction (XRD), synchrotron XRD, high-
temperature resonant ultrasound spectroscopy (RUS), and high-temperature transport mea-
surements indicate that cation disorder plays a fundamental role in the reduction of the
lattice thermal conductivity in the Hg-containing samples. In particular, the antisite defects
HgCu and CuHg appear to possess unusually strong phonon scattering strength, significantly
reducing phonon lifetimes when compared to the lighter Zn and Cd analogs. The propensity
of these materials to form antisite defects between relatively different elements is ascribed to
the presence of a order-disorder phase transition and the energetic proximity of the stannite
and kesterite phases. To further investigate the impact on thermal transport, we perform
phonon calculations, finding that: (1) heavier IIB elements introduce increasingly low-lying
78
optical modes and (2) the point defect scattering power of antisite defects between IIB ele-
ments and Cu increases dramatically for heavier IIB elements (e.g. Hg). Together, our work
proposes an interesting new series of materials for thermoelectric applications, demonstrates
that the proximity of a order-disorder phase transition can be used to increase point defect
phonon scattering, and demonstrates a new way to evaluate point defect scattering strength
based on inexpensive phonon calculations.
4.3 Methods
4.3.1 Experimental
Samples of Cu2IIBIVTe4 (IIB: Zn, Cd, Hg) (IV: Si, Ge, Sn) were synthesized via solid-
state reaction from the elements. All handling of raw elements and powders was performed
in an argon dry-box with less than 2 ppm oxygen. Elemental Cu (granule, Sigma 99.9%),
Zn (flake, Alfa 99.9%), Cd (shot, Alfa 99.999%), Hg (liquid, Alfa 99.999%), Si (ingot, Alfa
99.999%), Ge (ingot, Alfa 99.9999%), Sn (shot, 99.99%), Te (ingot, Alfa 99.999%) were sealed
in tungsten carbide ball mill vials with two 9/16 inch tungsten carbide balls and milled for 2 h
in a Spex 8000D high-energy ball mill. Powders were subsequently ground, sieved through a
106 micron mesh, sealed in fused silica ampules, and annealed for 48 h at 90% of the melting
point for each compound. Resulting powders were hand ground in an agate mortar and
doubly passed through a 106 micron mesh before hot-pressing.
Powders were consolidated via uniaxial inductive hot-pressing in high-density graphite
dies previously baked under vacuum to remove water and organics. Samples were evacuated
to <5mTorr and underwent 3 purge cycles with argon prior to densification under 50MPa of
pressure at a hold temperature of 80% of the melting point for 16 h. Pressure was removed
during controlled cooling. Samples were sectioned into 1–2mm thick discs with diameter
12.7mm before polishing and subsequent characterization.
Sample densities were measured via the Archimedes method and found to be consis-
tently >96% of the theoretical density predicted by X-ray diffraction (XRD). Temperature-
dependent XRD was performed on a Rigaku Smartlab X-ray diffractometer equipped with
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a high-temperature stage and a Cu Kβ filter. Measurements were performed under vacuum
to prevent oxidation. Samples were heated at a constant rate of 10◦C/min with a 1m dwell
before each measurement. Diffraction patterns were measured up to 250◦C during heat-
ing and cooling. No oxidation of the base material or reaction with the platinum tray was
observed. A sample of Cu2HgGeTe4 was also measured using high-resolution synchrotron
powder diffraction at the Advanced Photon Source (APS), beamline 11-BM. An average
wavelength of 0.412602Å was used. Discrete detectors covering an angular range from -6 to
16 degrees of 2θ were scanned over a 34 degree range, with data points collected every 0.001
degrees with a scan speed of 0.01 degree/s. Temperature-dependent diffraction and syn-
chrotron data were analyzed sequentially via Rietveld refinement using Topas Academic V6.
The data was subject to refinement on lattice parameters, atomic occupancies, and atomic
positions. While the group IIB, group IV, and Cu atoms lie on special positions within the
cell (0, 0, 0), (0, 0, 1/2), and (0, 0, 1/4) respectively, atomic positions for the Te atom were
refined as (x, x, z). For the synchrotron data, the thermal parameters were also refined.
Peak broadening was fit with a convolution of Gaussian and Lorentzian contributions from
strain and size based effects.
Resonant ultrasound spectroscopy (RUS) measurements were performed on densified
samples using a Mangaflux-RUS Quasar 4000 using a tripod transducer. Measurements
were performed every 20◦C from room temperature to 250◦C under flowing argon to mini-
mize oxidation. The elastic moduli were determined using the Quasar2000 CylModel software
package.
Hall effect and resistivity measurements were performed using the Van der Pauw ge-
ometry on a home-built apparatus.[35] Measurements were conducted up to 300◦C under
dynamic vacuum (<10−5Torr) with pressure-assisted, nichrome wire contacts. To allow con-
tact annealing, samples undergo one thermal cycle before transport data is taken. Seebeck
coefficient measurements were conducted using the quasi-steady slope method up to 300◦C
under high vacuum (<10−6 Torr).[35, 36]
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Thermal diffusivity was measured using a Netzsch Laser Flash Apparatus (LFA) 457 and
the resulting diffusivity data fit using a Cowen plus Pulse Correction (CPC) numerical model.
The samples were coated with graphite spray prior to measurement to reduce errors in sample
emissivity. Temperature-dependent heat capacity was measured by differential scanning
calorimetry using a Netzsch DSC 200 F3 Maia with a sapphire correction. Each sample was
measured multiple times to ensure that data is repeatable. We note that the absolute value of
the heat capacity shows significant error between runs, although the qualitative information
(e.g. phase transition temperature) is repeatable. For consistency, the heat capacities for the
calculation of thermal conductivity were estimated using the Dulong-Petit approximation.
4.3.2 Computational
Density functional theory calculations were performed to calculate the intrinsic charge
carrier mobility µ0 and lattice thermal conductivity κL using our previously-developed semi-
empirical transport models.[1] DFT calculations were performed with the VASP software
package, with the exchange correlation in the Perdew Burke Ernzerhof (PBE) functional
form within the projector augmented wave (PAW) formalism.[149, 150] The crystal structures
from the ICSD [151] were relaxed using a procedure similar to that described in Ref. 103
with a plane-wave cutoff energy of 400 eV. A suitable on-site correction in the form of
Hubbard U in the rotationally invariant form proposed by Dudarev et al. was applied for
transition metals.[40] In case of transition metal-containing compounds, a limited search
of the magnetic ground state was performed by enumerating over all possible magnetic
configurations on a primitive unit cell.[18]
To obtain the intrinsic charge carrier mobility µ0 and lattice thermal conductivity κL for
a given material, one needs to determine the density of states effective mass m∗DOS, band
effective massm∗b , and the bulk modulus B from DFT.[1] The band effective mass is evaluated






b , assuming isotropic
and spherical charge carrier pockets. The parameters m∗DOS and Nb can be evaluated directly
from the electronic structure.[18] Note that m∗DOS is fit to the density of states (DOS) within
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the parabolic band approximation such that the parabolic band contains the same number
of states as the DOS within a 100 meV energy window from the relevant band edges. The
bulk modulus is calculated by fitting the Birch-Murnaghan equation of state to a set of total
energies calculated at different volumes around the equilibrium volume.
Phonon dispersions for the quaternary DLS were calculated with DFT as implemented
in the VASP software package.[149, 152] Core and valence electrons were treated within
the PAW formalism. The exchange-correlation energy was described using the GGA-PBE
functional. The Kohn-Sham orbitals were expanded on a plane-wave basis with a cutoff en-
ergy of 550 eV. Structural optimization of the lattice parameters and atomic positions were
performed with convergence criteria of 1meV/Å. The Brillouin zone was sampled using a
Γ-centered 8×8×6 Monkhorst-Pack k-point grid. [153] The Phonopy package[154] in con-
junction with VASP was used to determine the force constants, the phonon dispersions, and
the phonon projected density of states using 2×2×2 supercells and a 4×4×2 k-point mesh.
4.4 Results and Discussion
4.4.1 Computational Survey of DLS
Our initial high-throughput survey [1] of the ICSD for thermoelectric materials identi-
fied several of the quaternary DLS as potentially interesting thermoelectric materials. Our
initial set of calculations did not place any particular emphasis on the DLS, so our data
did not contain an exhaustive list of compounds. To augment existing calculations, we
performed high-throughput DFT calculations on all DLS within the ICSD which adhere to
diamond, zincblende, chalcopyrite, and stannite prototypes (>140 compounds). Only or-
dered, stoichiometric compounds were considered. Figure 4.2 shows the calculated intrinsic
hole mobility versus the reciprocal of the lattice thermal conductivity for all DLS structures
with non-zero DFT bandgap. Increasing thermoelectric performance is expected towards the
upper right side of the graph.
For a typical semiconductor, the fundamental scattering phenomena that decrease the




























Figure 4.2: Relationship between intrinsic hole mobility and reciprocal of the lattice ther-
mal conductivity for our computational survey of all zincblende (blue), chalcopyrite (green),
and stannite (red) structures in the ICSD. Among the most promising compositions lies a
cluster of quaternary compounds (outlined) with compositions of Cu2IIBIVTe4 (IIB: Zn, Cd,
Hg) (IV: Si, Ge, Sn). Experimentally realized transport coefficients at 50◦C are shown for
the Cu2IIBIVTe4 family of materials. We find that the experimental lattice thermal con-
ductivity is significantly lower than the computational predictions, increasing the potential
thermoelectric performance.
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leads to a “no-win” relationship between the the electronic mobility and lattice thermal
conductivity – essentially the crux of thermoelectric materials engineering. Within our high-
throughput survey of the DLS, however, we find that the ternary and quaternary DLS
(green and red within Figure 4.2) appear to exhibit relatively high hole mobility and low
lattice thermal conductivity. Properties also tend to cluster more tightly as we move from
the binary to ternary to quaternary systems, which is likely due to bias within the ICSD
towards certain chemistries. For example, the vast majority of the quaternary DLS are copper
containing chalcogenides. Given identical structure motifs, if the band edges are dominated
either by Cu or the chalcogenide element, clustering is expected. Despite the number of
possible chemical perturbations within quaternary systems, the number of unique elemental
combinations within the ICSD is actually larger for the binary systems. With the historical
emphasis placed on binary diamond-like systems (e.g. III-V’s), the more diverse basis set
is to be expected, although it suggests that an exploratory search for new quaternary DLS
would be a fruitful venture.
Within the most promising set of materials exists a tightly knit cluster of quaternary
compounds (outlined on Figure 4.2): Cu2IIBIVTe4 (IIB: Zn, Cd, Hg) (IV: Si, Ge, Sn).
These materials are heavier analogs of the CZTS and CZTSe photovoltaic materials. All of
the telluride DLS are reported to exist within the stannite prototype, whereas the sulfide
and selenide variants (e.g. CZTS and CZTSe) often adopt kesterite or wurtzite structures.
Our total energy calculations for the Cu2IIBIVTe4 family of materials (ESI Table S1) in-
dicate that the stannite structure is preferable to kesterite in all cases except Cu2ZnSiTe4
and Cu2ZnGeTe4. We note that the total energy calculations for stannite and kesterite
Cu2ZnSiTe4 and Cu2ZnGeTe4 are nearly identical within computational error. While results
may not be reliable on an absolute basis, the relative magnitude of the energies, however,
is consistent with prior literature.[155] As the stannite structure isolates Cu atoms along a
single plane, it appears more insensitive to radii mismatch than the cation ordering within
kesterite. As such, the increased stability of the stannite structure with heavier group IIB
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elements may be due to the relative mismatch of atomic radii when comparing Cd-Cu or
Hg-Cu to Zn-Cu.
To validate our predictions, we have chosen the nine compounds Cu2IIBIVTe4 (IIB: Zn,
Cd, Hg) (IV: Si, Ge, Sn) as our model system. Figure 4.2 (black points) also summarizes
our experimental findings at 50◦C. Despite the unusual prediction of simultaneously high
mobility and low lattice thermal conductivity, our experimental results actually exceed the
computational predictions. Notably, we find significantly lower lattice thermal conductivity
in the Hg-containing samples, which exceed computational predictions by nearly an order of
magnitude. However, our calculations do not account for disorder and point defect phonon
scattering, which is expected to play a non-trivial role in the determination of the thermal
transport properties in the quaternary DLS.
4.4.2 Potential for high zT
High-temperature transport measurements on the Cu2IIBIVTe4 samples were performed
up to 300◦C. Above 350◦, the Hg and Cd samples begin to exhibit signs of sublimation. All
raw transport data (Seebeck coefficient, electrical resistivity, Hall carrier concentration, and
total thermal conductivity) can be found in the ESI as Figures S1, S2, S3, and S4, respec-
tively. As the native carrier concentration varies between the different chemistries, direct
comparison of samples requires reduction of the raw transport data into carrier concentration
independent quantities (e.g. lattice thermal conductivity κL). Due to the high hole doping
and high electrical conductivity (1020 – 1021 h+cm−3), the Wiedemann-Franz relationship
κe = LT/ρ is used to decouple the electronic contribution to the thermal conductivity κe
from the lattice contribution κL (e.g. κtotal = κL + κe). The Lorenz number L is calcu-
lated within the single parabolic band (SPB) formalism. We find that all Lorenz numbers
are within 20% of the metallic approximation (2.44×10−8WΩK−1), as would be expected
based on the near degenerate doping levels. The calculated Lorenz numbers as a function of




























































Figure 4.3: High-temperature lattice thermal conductivity and electronic mobility data con-
firms that the Hg-containing quaternary DLS exhibit unusually low lattice thermal conduc-
tivity (<0.25W/mK for Cu2HgGeTe4 and Cu2HgSnTe4 at 300
◦C) and relatively high hole
mobilities (>50 cm2/Vs). We note that both the thermal and electronic transport show a
strong dependence on the group II element (Zn, Cd, Hg) and a nearly negligible dependence
on the group IV element (Si, Ge, Sn). Dashed black lines indicate the calculated minimum
lattice thermal conductivity as dictated by diffuson mediated transport.
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Figure 4.3 shows the high-temperature lattice thermal conductivity and Hall hole mobil-
ity for the Cu2IIBIVTe4 family of materials. We first note that all Hg-containing samples
decrease to <0.4W/mK by 300◦C, with Cu2HgGeTe4 and Cu2HgSnTe4 <0.25W/mK. These
values are below the glassy minimum predicted by the Cahill glassy thermal conductivity
model (κGlass, Equation 4.1).[156] However, a new minimum lattice thermal conductivity
model, based on the diffusive transport of heat mediated by diffusons (κDiff, Equation 4.1)















where kb is the Boltzmann constant, n is the number density of atoms, and vg is the phonon
group velocity. The phonon group velocity can be approximated experimentally by the
weighted average of the shear and longitudinal speeds of sound. The average oscillator fre-
quency ωavg is the defining metric for the high-temperature limit of diffuson-mediated thermal
conductivity; it can be approximated from the Debye temperature (~ωAvg ≈ 0.61kbθd).[157]
Experimental methods for estimating the Debye temperature include speed of sound mea-
surements (applied here), low temperature heat capacity, or inelastic neutron experiments.
Regardless, the Hg-containing DLS at high temperature exhibit unusually low lattice
thermal conductivity, particularly in a structurally straightforward system. Furthermore,
most samples exhibit a temperature dependence that does not follow the typical expectation
from a Debye-Callaway model (∝ T−1). Many samples show marked changes in slope (e.g.
Hg-containing samples at ∼175◦C), which suggests the presence of a structural phase transi-
tion or a disordering event. These changes are also visible in the total thermal conductivity
and are not artifacts of the Lorenz correction.
Figure 4.3b shows the temperature-dependent Hall hole mobility for the Cu2IIBIVTe4
samples. Moving from Zn to Cd to Hg, we observe an increase in the hole mobility at both
room temperature and 300◦C. The effect is even more pronounced when one considers the
trend in intrinsic mobility (ESI Figure S6), as the Cd-containing samples are approximately
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half an order of magnitude less heavily doped than the Hg-containing samples. Furthermore,
we note that the Hall mobilities show a variety of temperature dependencies, even though
the carrier concentration (ESI Figure S3) is largely temperature independent. This suggests
that there may be changes in the strength of ionized impurity, electron-phonon, or boundary
scattering sources as a function of temperature and chemistry. Nevertheless, it is clear that
the Hg-containing samples possess the highest hole mobilities of the Cu2IIBIVTe4 family
of materials. Coupled with the exceptionally low lattice thermal conductivity, this makes
Cu2HgGeTe4 and Cu2HgSnTe4 particularly attractive for thermoelectric applications.
Within thermolectrics, it is commonplace to use the single-parabolic band (SPB) model
as a metric to evaluate the ultimate potential of a new material assuming optimal doping
conditions. While the SPB model often oversimplifies complex systems with varying band
degeneracy and band edge shapes (e.g. Kane-like bands), it often acts as a good conceptual
baseline for comparison with other thermoelectric systems. Under the assumption of acous-
tic phonon scattering, we applied the SPB model to simulate the expected performance of
the Cu2IIBIVTe4 family of materials at 300
◦C. It is important to note, however, that the
net scattering rate in the Hg-containing systems may also contain a non-trivial contribution
from point-defect scattering in addition to acoustic phonon scattering. Figure 4.4 shows the
predicted thermoelectric performance (colored) as a function of hole carrier concentration.
The current experimental data (black) is superimposed upon the curves to provide a com-
parison for the necessary doping studies required to achieve high zT . Predictions indicate
that the Hg-containing DLS all have the potential for zT > 1 at 300◦C, largely driven by the
extremely low lattice thermal conductivity in the Hg-containing samples. Cu2HgGeTe4 and
Cu2HgSnTe4, in particular, have the potential for zT ∼ 1.5 owing to increased hole mobility
as well.
The combination of increasing mobility and decreasing lattice thermal conductivity as
one moves from Zn to Cd to Hg within the Cu2IIBIVTe4 is strongly reminiscent of the ide-
alized phonon-glass electron-crystal (PGEC) concept within thermoelectrics.[158] Typically
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Figure 4.4: Predicted thermoelectric performance (color) for the quaternary Cu2IIBIVTe4
DLS compounds using the single parabolic band (SPB) model at 300◦C. Compounds gen-
erally present as near degenerately doped (1020 – 1021 cm−3) p-type semiconductors. Ex-
perimentally realized zT with as-synthesized carrier concentration (black) is overlaid on the
predictions. The improved zT in all Hg-containing samples can be attributed to the signifi-
cantly reduced lattice thermal conductivity, although the improvement in Cu2HgGeTe4 and
Cu2HgSnTe4 is also due to improved electronic mobility. Optimization of zT will require an
order of magnitude reduction in carrier density for the Hg-containing samples.
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reserved for structurally complex or anisotropic materials (e.g. clathrates, filled skutteru-
dites, Zintl phases), PGEC materials represent the ideal paradigm within thermoelectrics
– a decoupling between the scattering phenomenon that govern the electronic mobility and
lattice thermal conductivity. Especially when compared to the incredibly diverse bonding
and coordination seen in the Zintl materials, the diamond-like structures are comparatively
simple. The reduced lattice thermal conductivity is particularly interesting when one con-
siders that the diamond-like structural motif contains the most thermally conductive sample
(diamond carbon) of all crystalline materials. The remainder of this work focuses on un-
derstanding the phenomenological basis for the PGEC behavior in these samples. We first
turn our attention to the connection between crystal structure, elastic properties, thermal
transport, and phonon structure to understand the origins of the abnormally low lattice
thermal conductivity in the Cu2IIBIVTe4 family of materials.
4.4.3 Structure and Phase Transitions
The DLS are nominally ordered variants of the diamond prototype, although the litera-
ture is ripe with reports of native disorder, antisite defects, order-disorder transitions, and
off-stoichiometry.[115–123, 159–163] The possibility of strong cation disorder may influence
the strength of point-defect scattering in the DLS, particularly in the quaternary systems
(greater number of cation combinatorics). As such, we begin by applying a combination
of high-temperature diffraction and Rietveld analysis to characterize any structural features
which may explain the abnormally low lattice thermal conductivity exhibited by the DLS.
As noted before, it can be nontrivial to distinguish between the stannite and kesterite
structures via lab X-ray diffraction, particularly in cases where the Z-number of elements is
similar (e.g. Cu-Zn disorder in CZTS or CZTSe). Consistent with our total energy calcula-
tions (ESI Table S1), all members of the Cu2(IIB)(IV)Te4 family of materials are reported
as stannite within the ICSD, though there are reports suggesting that both Cu2ZnGeTe4
and Cu2HgSnTe4 may possess high-temperature transformations to either wurtz-stannite
or kesterite, consistent with a disordering process.[160, 161, 163] Unlike CZTS or CZTSe,
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however, the Hg-containing samples should have the necessary Z-number contrast to resolve
the subtle difference between the stannite and kesterite refinements. A powder sample of
the most promising sample, Cu2HgGeTe4, was sent to Argonne National Lab (BM-11) for
high-resolution synchrotron data. The associated Rietveld refinement and associated struc-
tural data can be found in ESI Figure S7. The sample is predominantly Cu2HgGeTe4 with a
minor (<0.5%) impurity of HgTe. Cu2HgGeTe4 is accurately fit with the stannite prototype
(χ2 ∼ 1.7). We note that kesterite does not produce an acceptable refinement without un-
reasonable changes to occupancy or isotropic thermal parameters. We see no evidence that
would suggest any kesterite-like domains exist in any appreciable quantity.
We performed high-temperature XRD and subsequent Rietveld analysis on each com-
pound up to 250◦C. We note that samples can undergo multiple thermal cycles (both in
XRD and transport measurements) without any evidence of mechanical instability (e.g.
cracking) or decomposition. All compounds are synthesized with ∼ 95% phase purity. Ow-
ing to multiple thermal cycles and long anneal times, the samples are coarse grained (>5µm)
and unlikely to exhibit transport characteristic of nanostructured materials. The impurity
phase varies from composition to composition, but is predominantly the associated binary
group II-VI (e.g. ZnTe, CdTe, HgTe) or Cu2Te. Microscopy analysis finds that impuri-
ties are isolated and unlikely to contribute appreciably to transport. Additionally, impurity
grains are large (>5µm) in size and are unlikely to contribute to the thermal conductivity
appreciably (e.g. nanostructuring). All high-temperature XRD patterns can be found in ESI
Figures S8 – S16. The Zn-containing compounds (ESI Figures S8, S9, S10) show linear peak
shift towards lower angles, consistent with the expected thermal expansion behavior. To a
small extent, the Cd-containing compounds (ESI Figures S11, S12, S13) begin to exhibit
non-linear behavior at elevated temperatures. By far, however, the Hg-containing samples
show the most nonlinear behavior.
To visualize the high-temperature evolution of the structure, Figure 4.5 shows the peak
shift for the (112), (220), (204), (312), and (116) peaks as a function of temperature for the
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Figure 4.5: Heat maps demonstrating the peak shift in the Hg-containing DLS as a function
of temperature. All peaks shows some degree of non-linear peakshift accompanied with
subtle changes in relative peak intensity. The Cu2HgSnTe4 sample exhibits the strongest
non-linear peak shift with evidence of a potential peak merger at temperatures above 250◦C.
Note that the 2θ axis is not continuous and has been adjusted to allow for ease of comparison.
Similarly, peak intensity within each 2θ range has been normalized to unity.
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Hg-containing DLS. Note that the 2θ axis is not continuous, and peaks have been aligned to
allow for ease of comparison. For clarity, peak intensities are also normalized within each 2θ
division. The Hg-containing DLS demonstrate both non-linear peak shift and temperature-
dependent intensities. The variable intensity is most evident in the Cu2HgSnTe4 sample.
Rietveld analysis of the atomic occupancies in Cu2HgSnTe4 suggests that the Cu-sites in
the ordered stannite structure possess insufficient electron density to adequately fit the data
at high temperatures. Practically, this may suggest substitution of a heavier element (e.g.
Hg, Sn) on the Cu-site at elevated temperatures. Note that we simultaneously observe
that the Hg and Sn atomic occupancies begin to refine as partially occupied. As there is
no evidence of Hg loss under thermal cycling at our measurement temperatures, the lower
occupancies suggest that the displaced Cu from the original Cu sites may be forming CuHg
or CuSn antisite defects. Altogether, the Rietveld analysis suggests that the cation sites are
becoming progressively more disordered with temperature. The refined atomic occupancies
for Cu2HgSnTe4 can be found in ESI Figure S17. We use the current occupancy data as
a suggestive metric for disordering, though a more thorough analysis is planned utilizing
high-temperature synchrotron data.
Beyond atomic occupancy, Rietveld also allows us to examine changes in the c/a ratio
and the cell volume. In tetragonal systems, the c/a ratio should trend towards 2 (e.g.
super cell of zincblende) under complete cation disorder. As such, the c/a ratio can act
as a convenient metric for studying the temperature evolution of the structure. Figure 4.6
shows the resulting c/a ratio obtained via Rietveld analysis. Trends in the c/a ratio vary
substantially with chemistry. The Zn-containing samples possess temperature independent
c/a ratios and linear changes in cell volume (Figure 4.7). As the structural evolution of the
Zn-containing samples exhibits no unusual temperature dependence, we will use them as a
baseline for comparison with the Cd and Hg-containing samples.
Turning to the Cd and Hg-containing systems, there exist critical temperatures where the




































































Figure 4.6: Rietveld analysis for high-temperature XRD yields trends in c/a ratio which
vary significantly between different chemistries (a). Both the Cd and Hg-containing samples
exhibit c/a with a strong temperature and composition dependence. We also show the c/a
ratio decomposed into the individual c and a lattice parameters (b) to examine the cause of
the non-linear c/a ratio for Cu2HgSnTe4. Note that there exists a critical temperature at
approximately 125◦C wherein the a lattice parameter begins contracting. Coupled with the
progressively slower expansion of c, this yields to a dramatic increase in c/a and the onset



































αV = 3.2 x 10-5 K-1
αV = 2.4 x 10-5 K-1
αV = 3.0 x 10-5 K-1
αV = 2.3 x 10-5 K-1
αV = 2.9 x 10-5 K-1
αV = 2.4 x 10-5 K-1
Figure 4.7: Rietveld analysis yields the percent change in the cell volume as a function of
temperature for the Cu2(II)(IV)Te4 family of compounds. From the experimental data, we
can estimate the volumetric coefficient of thermal expansion αV for each compound. The
range of αV is shown numerically and visually via the dashed black lines. Note that the
Hg-containing samples exhibit negative CTE at elevated temperatures, which supports the
presence of an order-disorder transition. Within the linear regime, αV is remarkably similar
for all compounds, varying by ∼20% across the entire chemical series.
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1) c/a ratios become temperature-dependent and 2) cell volumes deviate from the linear
trend expected of a constant coefficient of thermal expansion αV (CTE). For Cu2CdGeTe4,
Cu2CdSnTe4, and all Hg-containing samples, the c/a ratio at elevated temperatures abruptly
transitions away from a temperature-independent regime and increases towards 2. The cell
volumes in the Cd-containing samples increase linearly within the temperature range exam-
ined here. All Hg-containing samples, however, exhibit non-linear changes in cell volume. In
particular, the negative CTE of Cu2HgGeTe4 and Cu2HgSnTe4 is quite intriguing. Negative
CTE is a relatively rare phenomenon, but can be linked to the presence of an electronic
or structural phase transformation.[164–167] In the linear regime, however, all compounds
exhibit remarkably similar CTE. Calculated values for αV are given in Table S2.
Figure 4.6b shows the change in c/a decomposed into the individual, relative changes in
the a and c lattice parameters for Cu2HgSnTe4. Compared to the linear, isotropic expansion
of the lattice parameters and cell volume in the Zn-containing samples, Cu2HgSnTe4 exhibits
a contraction of the a lattice parameter above ∼125◦C. Coupled with the progressively slower
expansion of c, this yields a dramatic increase in c/a. Accordingly, the Cu2HgSnTe4 sample
also demonstrates a negative coefficient of thermal expansion (CTE) at elevated tempera-
tures (Figure 4.7). These results can be rationalized by increased disorder (antisite defects)
between the Cu and IIB–IV planes in the stannite structure. The insertion of heavy group
IIB or IV atoms onto the Cu plane would increase the average separation between the Te
planes and cause an expansion in c. Conversely, the insertion of Cu onto the IIB–IV plane
can be expected to shrink a, as this dimension depends equally on the constituents of the
IIB–IV plane. Within this hypothesis, the overall reduction in volume would be driven by Cu
substitution onto the IIB-IV plane. This explanation is consistent with the temperature de-
pendent occupancy data discussed above. It is not clear why Cu2CdSnTe4 and Cu2CdGeTe4
show dissimilar trends, as Cd and Hg are similar in radii (e.g. CdTe and HgTe show near
identical lattice parameters and similar bond lengths of 2.807 Åand 2.794 Å, respectively).
Potentially, the disordering event in these compounds is either nonexistent, occurs at higher
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temperatures, or is fundamentally different than in the Hg-containing compounds (e.g. IIB-
IV antisite defects).
The temperature dependent evolution of the cell volume can also be used to extract
the linear coefficient of thermal expansion in the Cu2IIBIVTe4 family of materials. Below
the critical temperature where the Hg-containing DLS begin to exhibit negative CTE, we
consider the effect to be linear and approximate the volumetric coefficient of thermal ex-
pansion αV from the data. We find that αV within the linear regime only varies by ∼ 20%
across all chemistries (calculated values can be found in ESI Table S2). Compared to Si (
αV ∼ 1.2 × 10
−5K−1)[168, 169], αV for the quaternary DLS is nearly 3 fold larger. Most
notably, the CTE can be used to approximate anharmonicity via the Grüneisen parame-
ter γ.[156, 170–172] As the phonon relaxation time τ is expected to scale as τ ∝ γ−2, the
CTE provides a means to examine whether anharmonicity differences between the various
chemistries influences the thermal transport. We find that the Grüneisen parameter changes
less than 30% between all samples, with insufficient variation to explain the anomalously
low lattice thermal conductivity in the Hg-containing samples. However, within these sim-
ple models, we would expect anharmonicity alone to reduce the lattice thermal conductivity
for all of the Cu2IIBIVTe4 family of materials by nearly an order of magnitude when com-
pared to silicon.
4.4.4 Resonant Ultrasound and Thermal Transport
Resonant ultrasound spectroscopy is a powerful technique which gives direct measure-
ment of the elastic tensor of a material. From the tensor, all elastic moduli (shear, bulk,
Young’s, etc.) can be calculated. The measurement can also be decomposed into the lon-
gitudinal and shear speeds of sound, which can be used to understand relative changes in
the acoustic phonon branches. The average speed of sound within the DLS can adopt a
wide range of values, from Si (6000m/s), GaAs (3800m/s),[173] CuGaSe2 (3600m/s)[174],
and Cu2ZnGeSe4 (2500m/s),[145] depending on cell complexity and elemental composition.
For comparison, we find (Figure 4.8) that Cu2HgSnTe4 has a room temperature speed of
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sound of ∼1730m/s, the lowest reported of all known DLS, which is quite similar to that of
typical low thermal conductivity thermoelectrics PbTe and SnTe (1850m/s and 1800m/s,
respectively).[175] The density of Cu2HgSnTe4 is comparable to SnTe, suggesting that the


















































Figure 4.8: The temperature-dependent speed of sound data (a) reveals strong dependence
on both the group IIB and group IV elements. The addition of a heavier element always
decreases the effective speed of sound within this series, regardless whether it is a group IV
or group IIB element. Many samples exhibit changes in slope at elevated temperatures, con-
sistent with the presence of a 2nd order phase transition (e.g. order-disorder). To emphasize
the changes in slope, we show a magnified view (b) of the temperature-dependent speed of
sound in the Hg-containing systems.
Figure 4.8a shows the average speed of sound in the Cu2(IIB)(IV)Te4 family of compounds
as a function of chemistry and temperature. We observe monotonic decreases in the average
speed of sound as heavier group IIB and group IV elements are substituted. This results in a
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conceptually pleasing relationship wherein the highest speed of sound is found in the lightest
combination of IIB-IV elements (Cu2ZnSiTe4) and the lowest speed is found in the heaviest
combination (Cu2HgSnTe4) – consistent with the flattening of acoustic phonon branches
stemming from heavier atoms and softer bonds.
Many of the materials investigated in this study exhibit a distinct change in the slope
of the speed of sound as a function of temperature. Figure 4.8a (triangles) indicates our
qualitative estimation of he slope discontinuity in the speed of sound data. Figure 4.8b
shows a magnified view of the temperature-dependent speed of sound for the Hg-containing
DLS, which exhibit the most significant change in slope. We also note that the transition
temperature decreases with decreasing melting point (e.g. heavier group IV element). Slope-
change discontinuities in the elastic moduli (e.g. bulk modulus, speed of sound) are often
associated with 2nd order phase transitions (e.g. order-disorder), which is consistent with
the refined atomic occupancies, evolution of the c/a ratio, and emergence of negative CTE
at high-temperatures.
We find it intriguing that the overall trends observed in the speed of sound data do not
directly correlate with the lattice thermal conductivity. Explicitly, the speed of sound demon-
strates strong dependence on both the IIB and IV elements, whereas the lattice thermal con-
ductivity is largely independent of the group IV element, particularly at high-temperatures.
This suggests that there is another factor beyond the mass/atomic densities that determines
the lattice thermal conductivity trend. Accordingly, to strip the dependence of mass, den-
sity, and speed of sound from the lattice thermal conductivity, we calculated the effective
(frequency-independent) phonon lifetime within the Debye-Callaway formalism. We begin
by writing the lattice thermal conductivity as a sum of the optical and acoustic contributions:
κL = κo + κa (4.2)
The optical contribution is assumed to follow the form given earlier for diffuson-mediated
transport κo ≈ κDiff in Equation 4.1. The acoustic contribution κa is evaluated by integrating
over the frequency dependent spectral heat capacity Cs(ω) for the longitudinal and transverse
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The integration bounds are defined independently for the longitudinal and transverse modes
by the respective Debye frequencies ΘD,L and ΘD,T . We assume that the phonon group
velocities can be approximated using the frequency independent longitudinal vL and trans-
verse vT speeds of sound. For simplicity, we also assume that the mean phonon lifetime τ is












Cs(ω, vT )dω) (4.4)
Using the experimentally observed temperature-dependent lattice thermal conductivity and
speeds of sound, Equations 4.1, 4.2, and 4.4 can be combined to solve for τ at each tempera-
ture. Figure 4.9 shows the temperature-dependent, Debye-Callaway, mean phonon lifetimes.
The lattice thermal conductivity (Figure 4.3) depends fundamentally on elastic properties
(e.g. speed of sound, density) which interfere with our ability to compare the intrinsic
phonon scattering power of each material. Figure 4.9, however, allows us to isolate the effect
of scattering within a Debye-Callaway framework. We can then compare the relative trends
between the phonon lifetime curves to discriminate between systems with different scattering
strengths. For example, the lattice thermal conductivity (Figure 4.3) clearly decreases as we
transition from Zn to Cd to Hg-containing systems. However, it is not clear from Figure 4.3
whether the mechanism between the decrease from Zn to Cd is the same as the transition
from Cd to Hg. The Hg-containing samples within Figure 4.9 clearly possess an intrinsically
stronger phonon scattering strength. Our analysis of the CTE and Grüneisen parameter
suggests that the lattice thermal conductivity suppression is not predominately driven by
lattice anharmonicity. Furthermore, since τ strips out dependencies on density and speed
of sound, we can see that the scattering phenomenon in the Hg-containing systems may be







































Figure 4.9: Debye-Callaway, frequency independent, mean phonon lifetimes τ as calculated
using the high temperature RUS and thermal conductivity data. We note that both the
Zn and Cd-containing DLS share relatively similar τ . The Hg-containing samples possess
significantly lower τ . All samples show the relative independence of the phonon lifetime with
the group IV element, consistent with the lattice thermal conductivity observations. All Hg-
containing samples exhibit significantly reduced phonon lifetimes, suggesting that there may
be a fundamental difference in the scattering phenomena between chemistries. Owing to the




Earlier, we noted that the experimental transport data (Figure 4.2) exceeds the expecta-
tions of computation. Our high-temperature structural and transport data suggests that the
presence of a phase transformation and the potential for cation disorder likely contributes to
the low lattice thermal conductivity across these samples. As our computational predictions
do not explicitly account for disorder, these observations serve to rectify the discrepancy be-
tween computation and experiment. However, we have yet to unravel the unusually strong
dependence of the thermal conductivity on the Group IIB (Zn, Cd, Hg) element, and the
unusually weak dependence on the Group IV element (Si, Ge, Sn). From Figure 4.8 and
Figure 4.9, it is clear that differences in the experimental speed of sound are insufficient to
explain these differences. Thus, analysis based solely upon the acoustic phonon branches
likely oversimplifies nuances in the phonon dispersion upon addition of Hg. Furthermore,
if disorder is present in all materials, we must identify why the Hg-containing samples dis-
play drastically reduced thermal conductivities. To investigate both changes in the general
phonon dispersion and the effect of antisite defects on thermal transport, we performed
phonon calculations for the Cu2IIBIVTe4 family of materials.
Figure 4.10a shows a representative dispersion relation for Cu2HgSnTe4 (all other dis-
persion relations can be found in ESI Figure S18). For the acoustic branches, the calculated
dispersion relations are qualitatively very similar. Due to finite-cell effects, we observe some
imaginary frequencies near the Γ-point; however, we do not expect the effect to appreciably
change the analysis of the phonon dispersions or phonon density of states. The relative
slopes of the acoustic branches agree well with the trend observed in the experimental speed
of sound data. In all cases, low velocity optical modes split the longitudinal acoustic branch.
These flat bands may serve as additional scattering channels for the acoustic phonons. Remi-
niscent of the ‘rattling’ modes observed in the clathrates (∼4-8meV), we see a similar energy
range (∼5-7ṁeV) for the low-lying optical modes in the quaternary DLS. However, as the
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Figure 4.10: To first order, the dispersion relations for the Cu2(IIB)(IV)Te4 family of com-
pounds share remarkably similar features. A representative dispersion relation (top) is shown
for Cu2HgSnTe4. The atom-decomposed partial density of states (PDOS) (bottom) reveals
a more nuanced picture of the chemical contribution to the supported phonon frequencies.
A dramatic shift in the location of the IIB atom frequencies is noted as one transitions from
Zn (primarily 5THz) to Cd (split between 5THz and 1.5THz) to Hg (primarily 1THz). A
striking shift in the frequency of the group IV modes are also observed, although even the
lowest modes (Sn) remain among the highest frequencies in the PDOS and are unlikely the
source of low thermal conductivity.
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the variation in the lattice thermal conductivity with the group IIB element.
The atom-decomposed phonon density of states (PDOS) is a useful way to examine the
vibrational contributions from the individual chemical species, allowing us to reveal the
influence of chemistry on phonon transport. Assuming a homogeneous bond strength, we
expect the phonon frequencies supported by a particular element to be inversely related to
the atomic mass. Indeed, Te contributes significantly to the acoustic branches, owing to its
significantly heavier mass when compared to Cu, Zn, Si and Ge. Conversely, compounds
with Si or Ge have high frequency modes dominated by the relatively light group IV element.
To first order, the distribution of Cu and Te modes are largely unperturbed by changes in
the Group IIB or IV elements.
Considering the Group IIB elements, we find two primary vibrational contributions at
1-2THz and 4-5THz. The relative distribution within each frequency range varies rationally
with the element considered. With the lightest mass, the Zn PDOS is dominated higher
frequency modes at 5THz. Conversely, the Hg PDOS observes an overwhelming shift towards
the 1THz modes. However, the differences in distribution of supported phonon modes does
not immediately explain the variation in thermal conductivity, as the net PDOS is not
dramatically altered.
Throughout this work, we have experimentally observed evidence of cation disorder,
possible second order phase transformations, and structural evolution in the quaternary DLS.
All results suggest that changes in point defect scattering may be the key to understanding
the unusually low lattice thermal conductivity in the quaternary DLS. There are a multitude
of ways to model the effective point defect scattering strength, most of which utilize mass
and radii contrast between the defect atom and the unperturbed site.[156, 176, 177] However,
the atomic/ionic/covalent radii are rarely robust metrics to use in compounds with complex
chemistry. Further, these methods do not explicitly incorporate the changes in the phonon
dispersion related to changes in bond strength (e.g. spring constants). We propose that the
effect of antisite defects can be related to the overlap integral of the PDOS of individual
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atomic contributions. As we see little to no variation with the group IV element in any of





The overlap of the PDOS essentially quantifies the “similarity” S of two elements. If two ele-
ments contribute the same vibrational character (e.g. the overlap S is large), then the defect
may not appreciably affect phonon scattering rates. A small overlap value indicates dissim-
ilarity between the atomic PDOS of two atoms. An antisite defect comprised of atoms with
dissimilar PDOS will perturb the supported phonon modes more strongly than defects with
near identical PDOS. This approach is philosophically identical to the classical mass/radii
contrast models – however, use of the PDOS frames the analysis in a more computationally
robust manner. The overlap integral S may not capture cases where a substituted element
appreciably changes the local coordination (e.g. induced strain-fields).[177]
Figure 4.11a shows the calculated Cu-II overlap integral S as a function of chemistry in
the Cu2(IIB)(IV)Te4 systems. We see that the values generally decrease as we move from
Zn to Hg. This trend is likewise visible in the raw PDOS data in Figure 4.10. Considering
Figure 4.11a, Zn shares a significant overlap with the Cu frequencies, particularly within
the 5THz range. This is not surprising, as these elements share similar size, weight, and
electronegativity. However, as the chemistry shifts to Cd and Hg, we see an associated shift
in the Group II PDOS from the 5THz range towards the 1THz range. The PDOS of Hg,
in particular, is almost entirely contained within the 1THz range, where the Cu PDOS is
notably vacant. As such, the vibrational overlap, S, varies by a factor of three with the
Group II element. Minimal dependence in S is found for the Group IV species, as the
associated modes are generally at the very top of the dispersion and not involved in the
frequency ranges where Cu and Group II are found.
Figure 4.11b shows the trends in lattice thermal conductivity at 50◦C. We see a similar
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Figure 4.11: Comparison between the overlap integrals for the Cu and group II (Zn, Cd, Hg)
phonon density of states (a) and the experimentally measured lattice thermal conductivity
(b). Note that the PDOS overlap essentially yields the “similarity” of the vibrational con-
tributions from the Cu and group II elements. Smaller numbers indicate less similarity and
a stronger potential for scattering in the event of Cu-IIB antisite defects. The qualitatively
similar trends support point defect scattering and cation disorder as potential reasons for
the unusually low lattice thermal conductivity in the Hg containing DLS.
abnormally low lattice thermal conductivity in the Hg-containing DLS may be attributed,
in part, to disorder between Cu and Hg. This trend emerges before the phase transitions,
suggesting significant point defects are intrinsic to these structures at room temperature.
Based on the high temperature structural and transport measurements and the phonon
calculations, some broad conclusions emerge concerning the unusual thermal transport in
these materials. The combination of low speed of sound coupled with abundant scattering
sources generally lead to low thermal conductivity in all of these compounds. These materials
appear to exhibit strong point defect scattering, likely due to the energetic similarity of
stannite/kesterite, associated phase transitions, and fairly large CTE (e.g. anharmonicity).
Further, the presence of low-lying optical bands enhances the number of acoustic branch
scattering channels. Within this series, the unusually strong scattering of the Hg-containing
compounds may also be attributed to spectral smearing associated with CuHg and HgCu point
defects. We note, however, that these systems appear quite complex, and other phenomena




We have shown that the quaternary DLS possess near minimum lattice thermal con-
ductivity and electronic mobilities ranging from 25-75 cm2/Vs (Figure 4.3). Equipped with
a better understanding of the structural transitions and potential for strong point-defect
scattering in these compounds, we return to the temperature dependent mobility and the
electronic structure.
The left panels of Figure 4.12 show the 50◦C and 300◦C Seebeck coefficients of the
quaternary DLS as a function of Hall carrier concentration (i.e. Pisarenko curves). Under
the SPB model, the Pisarenko curves in Figure 4.12 suggest that the density of states (DOS)
effective mass m∗DOS do not exhibit strong dependencies on composition or temperature.
There is some spread in the m∗DOS data, although it is unlikely to be statistically significant
given the relatively simple SPB model. Dashed lines on Figure 4.12 provide bounds on m∗DOS
calculated from the Seebeck coefficient within the approximation of a single parabolic band
limited by acoustic phonon scattering.
We observe that m∗DOS varies from by a factor of 1.3x between all chemistries. However,
the variation in the electronic mobility for the same comparison is 3.2x. Further, the tem-
perature dependence of the mobility data indicates strong point defect scattering for Zn and
Cd-containing compositions. In contrast, Cu2HgGeTe4 and Cu2HgSnTe4 show temperature
dependences typically associated with phonon scattering. Interestingly, Cu2HgSiTe4 appears
to transition from a point-defect scattering dominated regime to a phonon dominated regime
upon its phase transition, after which it trends with the other Hg-containing compounds. A
summary of the resulting mobilities is shown in the right panels of Figure 4.12 for 50◦C and
300◦C. We note that the Zn-containing samples have a larger carrier concentration (∼1021
cm−3) compared to the Hg-containing samples (∼1020 cm−3), although the qualitative trends
in the intrinsic mobility (ESI Figure S6) do not change dramatically between the compounds.
The electronic impact of point defects within these samples thus appears to vary strongly
with chemistry. For the Zn and Cd-containing samples, we see a weak depression of the
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lattice thermal conductivity from point-defect scattering, yet we observe strong point-defect
scattering of electrons – an undesirable combination of traits for thermoelectric performance.
In contrast, the Hg-containing compounds exhibit electronic mobilities which appear tolerant
to the same point-defect scattering that severely impacts the lattice thermal conductivity.
In his original formulation of PGEC, Glen Slack observed that many of the systems which
exhibited near glassy thermal conductivity suffered from poor electrical transport.[158] The
deleterious interplay between increased scattering of phonons (decreased thermal conductiv-
ity) and increased scattering of electrons (decreased electronic mobility) is one of the critical
challenges in thermoelectrics. While further studies are required to deeply understand why
Cu-Hg defects seem to overcome this conflict, we are enticed by the rational design of point
defects to selectively scatter phonons.
4.7 Conclusion
In this work, we have identified the quaternary DLS Cu2(IIB)(IV)Te4 (IIB: Zn, Cd,
Hg)(IV: Si, Ge, Sn) as potential thermoelectric materials. In particular, Cu2HgGeTe4 and
Cu2HgSnTe4 exhibit ultra-low lattice thermal conductivity (<0.25W/mk) and relatively
high hole mobility (>50 cm2/Vs) at high temperatures. The unusual combination of near-
glassy lattice thermal conductivity and high hole mobility yields predictions of zT > 1.5 at
300◦C under optimized doping. The transport behavior of these compounds is reminiscent
of the phonon-glass-electron-crystal concept, although the DLS possess markedly simpler
structure when compared to most PGEC materials. A combination of high-temperature
resonant ultrasound spectroscopy, high-temperature XRD, high-temperature transport, and
synchrotron XRD suggests an abundance of antisite defects in the Cu2(IIB)(IV)Te4 family
of materials. Likely driven by the energetic proximity of the stannite and kesterite cation
orderings, the defects contribute strongly to the suppressed lattice thermal conductivity in
the Hg-containing systems via point-defect phonon scattering. Remarkably, the seemingly
high density of antisite defects does not appear to degrade the hole transport within these
materials. Our investigation used phonon calculations to probe the strength of particular
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Figure 4.12: Pisarenko curves for the quaternary DLS do not show strong dependencies on the
elemental composition or temperature. Despite nearly an order of magnitude improvement
in the hole mobility between the Cu2ZnGeTe4 and Cu2HgGeTe4 samples, the SPB effective
masses only differ by a factor of 2. Thus, changes in the electronic structure at the band
edge cannot explain the increased electronic mobility in the Hg-containing DLS. Analysis of
the structural and thermal transport data suggests that all systems have strong point-defect
scattering, which is also evidenced by the high-temperature Hall mobility data.
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antisite defects by calculating the overlap integral between the atom-decomposed phonon
density of states. This demonstrates the unusually strong point-defect scattering potential
of HgCu and CuHg antisite defects, which qualitatively match our observations regarding
the unusually low lattice thermal conductivity in Hg-containing systems. Thus, this work
not only introduces a potentially relevant p-type thermoelectric material, but also provides
strategies for harnessing shallow energy landscapes (e.g., energetic proximity of stannite-
kesterite) for reducing κL through point-defect phonon scattering.
4.8 Conflicts of Interest
There are no conflicts of interest to declare.
4.9 Acknowledgements
This work has been supported by the NSF DMR program through awards 1334713,
1729594, 1729487, 1729149, and 1709158 and the Research Corporation for Scientific Ad-
vancement. E.E. and L.C.G. also acknowledge the support of the Materials and Manufactur-
ing program of the National Center for Supercomputing Applications. Use of the Advanced
Photon Source at Argonne National Laboratory was supported by the U. S. Department of
Energy, Office of Science, Office of Basic Energy Sciences, under Contract No. DE-AC02-
06CH11357. We thank Samuel A. Miller for their preliminary Hall effect measurements.
110
CHAPTER 5
CARRIER DENSITY CONTROL IN CU2HGGETE4 AND DISCOVERY OF HG2GETE4
VIA PHASE BOUNDARY MAPPING
To be submitted to the something.27
Brenden R. Ortiz,28 Kiarash Gordiz,29 Lidia C. Gomes,30 Tara Braden31, Jesse
Adamczyk,32 Jiaxing Qu,33 Elif Ertekin,34 and Eric. S. Toberer.35
While the previous paper found the quaternary diamond-like materials to be promising
thermoelectrics, all materials presented as degenerately doped p-type materials, hindering
their application. Furthermore, extrinsic doping studies either failed to manipulate the car-
rier density or significantly harmed the electronic mobility. To really probe the potential of
the most promising candidate (Cu2HgGeTe4), we needed to have control over the intrinsic de-
fects in Cu2HgGeTe4. In 2017, a new, purely experimental technique within thermoelectrics,
dubbed “phase boundary mapping” allowed Mg3Sb2 (normally p-type) to be doped n-type.
This enabled Mg3Sb2 to become the state-of-the-art, mid-temperature, n-type thermoelec-
tric material. As of publication, “phase boundary mapping” had only been applied in binary
and ternary systems – although the case of Mg3Sb2 was clearly the most successful applica-
tion. Drawing from that technique, I ventured to use “phase boundary mapping” within the
quaternary diamond-like material Cu2HgGeTe4. This work currently represents the most
complex application of “phase boundary mapping” to date. While explained in detail within
27Reprinted with permission from xxx 2018, xx, xx, xx-xx. Copyright 2018 xxx. Electronic supplementary
information available online.
28Graduate student, primary researcher and author
29Postdoctoral researcher, synthesis of Hg2GeTe4
30Postdoctoral researcher, DFT calculations
31Undergraduate, synthesis of Cu2GeTe3
32Graduate student, SEM and EDS
33Graduate student, DFT calculations
34P.I., DFT calculations
35Primary P.I., Graduate advisor
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the paper, “phase boundary mapping” is a technique that allows the experimentalist to probe
the composition-invariant points within the single-phase region – ultimately allowing map-
ping of the composition/transport extrema in a repeatable, methodological manner. The
technique was quite successful, allowing me to tailor the carrier density within Cu2HgGeTe4
from degenerate >1021 h+cm−3 to intrinsic <1017 h+cm−3 using manipulation of intrinsic
defects alone. This work also rectified many of the challenges experienced in the previous
paper. We discovered a new material Hg2GeTe4, demonstrating that it shares a full alloy
with Cu2HgGeTe4. This realization explains the apparent instability of the compound within
DFT. Further, the nearly unprecedented level of off-stoichiometry within the system suggests
a system with many complex, compensating defects – explaining the difficulty of extrinsic
doping Cu2HgGeTe4. We ultimately find that the Hg-rich endpoint (corresponding to the
new compound Hg2GeTe4) is probably the most promising way to realize n-type transport
within this system, although recent efforts have shown that realization of n-type Hg2GeTe4
is a non-trivial task.
5.1 Abstract
The optimization and application of new functional materials depends critically on our
ability to manipulate the charge carrier density. Despite predictions of good thermoelec-
tric performance in the n-type quaternary diamond-like semiconductors (e.g. Cu2HgGeTe4),
our prior experimental survey indicates that the materials exhibit degenerate p-type carrier
densities (>1020 h+cm−3) and resist extrinsic n-type doping. In this work, we apply the
technique of phase boundary mapping to the Cu2HgGeTe4 system. We begin by creating
the quaternary phase diagram through a mixture of literature meta-analysis and experimen-
tal synthesis, discovering a new material (Hg2GeTe4) in the process. We subsequently find
that Hg2GeTe4 and Cu2HgGeTe4 share a full solid solution. An unusual affinity for CuHg
and HgCu formation within Cu2HgGeTe4 leads to a relatively complex phase diagram, rich
with off-stoichiometry. Through subsequent probing of the fourteen pertinent composition-
invariant points formed by the single-phase region, we achieve carrier density manipulation
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ranging from degenerate (>1021 h+cm−3) to non-degenerate (<1017 h+cm−3) via manipu-
lation of native defect formation. Furthermore, this work extends the concept of phase
boundary mapping into the realm of solid solutions and clearly demonstrates the efficacy of
the technique as a powerful experimental tool within complex systems.
5.2 Introduction
The optimization and application of new materials depends critically on our ability to
manipulate the charge carrier density. Material development is often hindered, sometimes
fatally, by our ability to dope. Consider, for example, the p-type doping of GaN. Natively
n-type, p-type GaN was considered synthetically impossible for many years. The discovery
of a unique combination of techniques, however, eventually enabled the widespread manufac-
turing of blue LEDs and secured a Nobel Prize.[178, 179] In fact, the facile bipolar dopability
of our most mature unary and binary diamond-like semiconductors (e.g. Si, GaAs) appears
to be the exception and not the rule. Doping is a pervasive challenge that cuts across many
fields. For example, the performance of thermoelectrics, photovoltaics, and superconductiv-
ity all hinge dramatically on doping. Advances in computational efforts and the application
of concepts like machine-learning promise to accelerate our ability to dope new materials.
Complementary experimental techniques will be required to validate and augment compu-
tational efforts.
Our prior high-throughput computational survey of the Inorganic Crystal Structure
Database (ICSD) revealed a variety of potentially promising thermoelectric materials.[180]
Among these materials were the series of quaternary diamond-like semiconductors (DLS)
Cu2IIBIVTe4 (IIB: Zn, Cd, Hg)(IV: Si, Ge, Sn). Our prior work indicated that the quater-
nary DLS present as degenerately doped (>1020 h+cm−3) p-type semiconductors with unusu-
ally low thermal conductivity (<0.25W/mK at 300°C) in Hg-containing compositions.[181]
Together, our computational and experimental results confirmed that the Hg-containing DLS
may be a potentially interesting class of p-type thermoelectric materials.[181] Interestingly
enough, further analysis of our computational results suggests that the n-type behavior of
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these materials should far surpass the p-type behavior, owing to a large increase in the elec-
tronic mobility. A comparison of p-type and n-type results is included in the ESI (Table S1)
for convenience, although all computational results are available on our open-source web-
site TEDesignLab.org.[182] Unfortunately, reducing the carrier concentration to optimize
the p-type transport was sufficiently difficult that n-type doping was considered altogether
unlikely.
As one of the most technologically relevant classes of materials, the DLS have been the
impetus for numerous computational studies aimed at broadly understanding, controlling,
or calculating defects.[60, 183–187] The photovoltaic community, in particular, has invested
heavily in understanding doping and defect formation within ternary and quaternary DLS
like Cu(In,Ga)Se2[188–196] and Cu2ZnSn(S,Se)2,[197–208] respectively. The problem has
been sufficiently complex that significant challenges in optoelectronic performance persist
to this day. Within thermoelectrics, the chemical diversity and complex defect formation
in the DLS make them attractive candidate materials. The nuanced interplay between
the effect of defects on the electronic mobility, thermal conductivity, and carrier density
is an outstanding problem in the field. Many experimental studies on bulk ternary (e.g.
CuInTe2,[209–212] AgGaTe2,[213] CuFeS2,[214, 215]) and quaternary (e.g. Cu2CoSnS4,[216]
Cu2CdSnSe4,[217–220] Cu2ZnSnSe4[221, 222]) systems have utilized the rich defect chemistry
(off-stoichiometry, vacancy doping, interstitials, extrinsic doping) in the DLS to optimize the
thermoelectric performance.
This work tackles the challenge of doping in the quaternary diamond-like semiconductor
Cu2HgGeTe4 through the process of phase boundary mapping. At its core, phase boundary
mapping (PBM) leverages thermodynamics to probe the relationship between composition,
phase competition, and the underlying defect structures. First coined to describe the pro-
cess that enabled n-type doping of Mg3Sb2,[223] phase boundary mapping is starting to
be applied in more complex systems like the Zintl ternary Ca9Zn4Sb9,[224] and the mixed-
anion skutterudite Co9Sn4Te4.[225] A multitude of other studies (e.g. Zn4Sb3,[226] In-filled
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CoSb3,[227] Bi2Te3,[228] Mg2Si[229]) have also observed effects consistent with phase bound-
ary mapping, although they were not described as such. To date, there has not been a phase
boundary mapping study on a quaternary system. While carrier density manipulation is
a key focus of this study, we also aim to advance the method of phase boundary mapping
within quaternary systems and complex alloys.
Phase boundary mapping can be distinguished from more conventional studies by the
intentional preparation of multi-phase samples. By leveraging the presence of impurities,
we are able to fix the native chemical potentials within the sample. Not only does phase
boundary mapping create a repeatable, well-defined way to probe the compositional extrema
of a single-phase region, but it naturally synergizes with the language of defect calculations,
where available. For simplicity, we begin by demonstrating the principle of phase boundary
mapping on a toy ternary diagram (Figure 5.1a).
Consider synthesis of a sample (Figure 5.1a, black dot) within the three-phase region
bound by ABC, B, and C. For simplicity, consider only trace impurities of B and C in an
ABC matrix. The composition of ABC in this sample will be naturally fixed to the apex of
the single-phase region defined by the phase equilibria. This point (Figure 5.1a, red dot) is
defined as the composition-invariant point (shortened to c-invariant point), This approach
is immune to small deviations in stoichiometry – as long as the overall composition falls
within the three-phase region, ABC will always be fixed to the same composition. Synthesis
within the single-phase or two-phase regions do not enjoy this effect, and will be dependent
on precise stoichiometry control. Confirmation of the c-invariant point is straightforward, as
the impurities can be easily detected by diffraction and microscopy. The process is repeated
for every Alkemade triangle (4 total in Figure 5.1a). This culminates in a series of samples
that probe each vertex of the single-phase polygon.
Transitioning to the quaternary phase diagram (Figure 5.1b), our goal is the same – to
evaluate all c-invariant points formed by the single-phase ABCD polyhedron. The concepts




















Figure 5.1: Phase boundary mapping is a process that leverages the intentional synthesis
in multi-phase regimes to control defect energetics. To highlight the fundamental principles
of phase boundary mapping, a schematic (a) ternary and (b) quaternary diagram are used.
For dilute impurities, synthesis in the multi-phase regime (black dot) produces samples with
the matrix phase (ABC or ABCD) tied to the c-invariant point (red points). Using the
quaternary diagram as an example, repeating the synthesis for each unique three-phase or
four-phase region creates a sample set that maps the vertices of the single-phase polyhedron.
diagram (Figure 5.1b) shows a magnified view of one c-invariant point in the ABCD-B-C-D
Alkemade tetrahedron. Quaternary c-invariant points are formed where the single-phase
ABCD touches the four-phase region (Figure 5.1b, red point). Synthesis within the four-
phase region will collapse the composition of the ABCD matrix phase to the c-invariant
point. The process is repeated for each Alkemade tetrahedron, which culminates in a series
of samples that probes the vertices of the single-phase ABCD polyhedron.
Our schematic diagrams in Figure 5.1 demonstrate the intimate relationship between
thermodynamics and phase boundary mapping. Unfortunately, the equilibrium phase di-
agram is not always known – our survey of the literature indicates that the Cu-Hg-Ge-Te
diagram is not sufficiently characterized. In this work, we begin by developing a phase dia-
gram under our processing conditions, identifying the ordered-vacancy (defect chalcopyrite)
structure Hg2GeTe4 in the process. More surprisingly, we discover that Hg2GeTe4 shares a
full solid solution with Cu2HgGeTe4. Density functional theory (DFT) electronic structure
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calculations support the formation of an alloy and suggest that Hg2GeTe4 is also a good can-
didate thermoelectric. Enabled by the high degree of off-stoichiometry between Cu and Hg,
we find that we can manipulate the carrier density within the Hg2GeTe4-Cu2HgGeTe4 system
between the intrinsic (<1017 h+cm−3) and degenerate (>1021 h+cm−3) regimes via rational
changes in the c-invariant point composition. This work represents a critical step towards
the realization of n-type transport in the Cu2HgGeTe4 system and further demonstrates the
power of phase boundary mapping in complex systems.
5.3 Methods
5.3.1 Experimental
All powders and polycrystalline ingots were synthesized through solid state methods. All
milling, sieving, and handling of powders was performed in a nitrogen dry box with oxygen
and water levels below 1 ppm. Appropriate ratios of elemental Cu (shot, Sigma 99.9%),
Hg (liquid, Alfa 99.999%), Ge (ingot, Alfa 99.999%), and Te (ingot, Alfa 99.999%) were
milled in tungsten carbide ball-mill vials with two 9/16” tungsten carbide balls for 90min.
Resulting powders were sieved through a 106µm mesh, sealed within evacuated fused silica
ampules and annealed at 350°C for >24 h. Resulting material is subsequently ground in
an agate mortar, passed again through a 106µm mesh and consolidated through uniaxial
hot-pressing at 350°C and 40MPa. Each sample is soaked at 350°C for an additional 18 h
during consolidation. Samples were cooled at a rate <50°C/h to avoid quenching effects.
For phase diagram determination, each quaternary tetrahedron was probed by using
the appropriate compositional basis vectors at 1:1:1:1 ratios. For example, to probe an
Alkemade tetrahedron where the endpoints are suspected to be Ge + GeTe + Cu2Te +
Cu2HgGeTe4, the 1:1:1:1 composition was found by equal combination of the normalized
basis vectors (e.g. xGe + x(1/2)GeTe + x(1/3)Cu2Te + x(1/8)Cu2HgGeTe4). Assuming
x=0.25 for each constituent, the mixture used to probe Ge-GeTe-Cu2Te-Cu2HgGeTe4 would
be Cu0.23Hg0.03Ge0.41Te0.33.
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Once the phase diagram was defined, more precise samples with trace impurities (e.g.
3 vol.% each of Ge, GeTe, and Cu2Te) were synthesized. This step is critical to reduce the
influence of effective media corrections. It is particularly important to note phases with severe
off-stoichiometry, as they will offset the basis vectors used during synthesis. For example,
consider the Cu2GeTe3-Cu1.4Te-Cu2Te-Cu2HgGeTe4 c-invariant point. The integration of Hg
into Cu2GeTe3 and excess Cu into Cu2HgGeTe4 shifts the successful sample stoichiometry to
a mixture of 23mol% Cu2GeTe3, 10mol% Cu1.4Te, 13mol%CuTe, and 54mol% Cu2HgGeTe4.
Phase determination and lattice parameter analysis was performed for every sample us-
ing a combination of X-ray diffraction (XRD), scanning electron microscopy (SEM), and
energy dispersive spectroscopy (EDS). Diffraction studies were performed on a Bruker D2
Phaser diffractometer in θ-2θ mode from 10 to 80° of 2θ. Resulting patterns were analyzed
via Rietveld and Pawley refinement using the Topas Academic V6 software package.[230]
Detailed microscopy was performed on a JEOL JSM-7000F Field Emission SEM. Energy
dispersive spectroscopy studies were performed on a FEI Quanta 600i Environmental SEM.
For the structure determination of Hg2GeTe4, a pure sample was sieved through a 50µm
mesh and diluted with amorphous SiO2 to reduce X-ray absorption. The sample was sealed
under nitrogen into a kapton capillary tube and measured at the Advanced Photon Source
11-BM beamline with 0.412725Å radiation. Discrete detectors covering an angular range
from -6 to 16 degrees of 2θ were scanned over a 34 degree range, with data points collected
every 0.001° with a scan speed of 0.01 °/s. Charge flipping structure solution and subsequent
Rietveld analysis was performed using Topas Academic V6 using the method pioneered by
Oszlanyi and Suto, implemented by Coelho.[230–233]
Hall effect and resistivity measurements were performed using the Van der Pauw geome-
try on a home-built apparatus. Measurements were conducted up to 250◦C under dynamic
vacuum (<10−5Torr) with pressure-assisted, nichrome wire contacts. To allow contact an-
nealing, samples undergo one thermal cycle before transport data is taken. Seebeck coef-
ficient measurements were conducted using the quasi-steady slope method to 250◦C under
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high vacuum (<10−6Torr). Thermal diffusivity was measured using a Netzsch Laser Flash
Apparatus (LFA) 457 and the resulting diffusivity data fit using a Cowen plus Pulse Cor-
rection (CPC) numerical model. The heat capacity is estimated using the Dulong-Petit
approximation.
5.3.2 Computation
Density functional theory (DFT) is used to calculate the electronic band structure and
the electron localization function (ELF) of Hg2GeTe4 and Cu2GeHgTe4. The employed first-
principles approach is based on the Kohn-Sham DFT (KS-DFT),[234] as implemented in the
Vienna ab initio simulation package (VASP).[149, 152] The core and valence electrons are
treated with the projector-augmented wave (PAW) method.[150] The Kohn-Sham orbitals
are expanded in a plane-wave basis with a cutoff energy of 550eV. A Gamma-centered 4×4×4
grid is used to sample the Brillouin zone (BZ), following the scheme proposed by Monkhorst-
Pack.[153] A finer 6×6×6 grid is used to ensure that convergence is achieved. Visualization
of the ELFs were achieved with an electron isosurface cutoff of 0.886.
Structural optimization is performed with a tolerance of 0.001 eV/Å. The HSE06 hybrid
exchange-correlation functional is used to estimate the electronic structure.[235, 236] This
gives a better description of the band gap, which is well known to be underestimated by
standard DFT exchange-correlation functionals.
5.4 Results and Discussion
This work is organized into three sections, each providing key insight into the process of
phase boundary mapping in a complex system like Cu2HgGeTe4:
I Determination of the Cu-Hg-Ge-Te phase diagram from a combination of experimental
efforts and literature meta-analysis.
II Characterization of the newly discovered Hg2GeTe4 and its relation to Cu2HgGeTe4.
III Synthesis and measurement of transport properties at c-invariant points and interpre-
tation within phase boundary mapping framework.
119
Our primary goal is to enable precise control over the carrier density in Cu2HgGeTe4. How-
ever, we also aim to prove the efficacy of phase boundary mapping as an elegant, purely
experimental technique for probing the effect of chemistry on transport in complex systems.
5.5 Phase Diagram Determination
As is the case for many quaternary compounds, full knowledge of the Cu-Hg-Ge-Te phase
diagram does not exist. To provide a reasonable scaffold for our work, we begin with a meta-
analysis of the binary and pseudo-binary literature. We will consider only phases which are
stable in the temperature range from room temperature to 350°C. As noted in our prior
work, the maximum operating temperature for Cu2HgGeTe4 is likely below 300°C, so this is
a reasonable restraint.
Fortunately, all six binary edges of the Cu-Hg-Ge-Te phase diagram are available in the
literature. The Hg-Ge[237] and Cu-Hg[238] diagrams are devoid of any stable compounds
within our temperature range. The Ge-Te,[239, 240] Hg-Te,[241, 242] and Cu-Ge[243, 244]
diagrams reveal the presence of the binary compounds GeTe, HgTe, Cu3Ge, and Cu17Ge3.
The Cu-Te diagram is worth noting separately – all sources point to a complex diagram rich
with high-temperature phase transitions and off-stoichiometry.[245–247] Existing diagrams
do not fully agree on the nature of the phase transformations, the associated temperatures,
compositions, or structures. Near ambient conditions, however, most sources agree that there
are three relatively well-defined binary compounds: CuTe, Cu1.4Te, and Cu2Te.[245–247]
Pseudo-binary and ternary data exists sporadically within the Cu-Hg-Ge-Te system. The
most detailed work was performed within the Cu-Ge-Te ternary face and reveals the presence
of Cu2GeTe3.[248] A later study for the Cu2GeTe3-HgTe pseudo-binary reveals a surprising
solubility of Hg in Cu2GeTe3 and also demonstrates the first evidence of off-stoichiometry
in Cu2HgGeTe4.[249] No information is available for the Cu-Hg-Ge, Cu-Hg-Te, or Hg-Ge-Te
ternary spaces.
The meta-analysis provided several key pieces of information: 1) all binary compounds are
known, 2) off-stoichiometry should be expected for multiple phases, and 3) when investigating
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faces/volumes where no literature exists, care should be taken to watch for the emergence
of new compounds. Following the procedure outlined in the Methods section, we surveyed


























































Figure 5.2: Shown are four isometric projections (a-d) of the experimentally determined
phase diagram under our process conditions (300°C). For clarity, Cu2HgGeTe4 is not shown,
but can be presumed to exist in equilibrium with every colored tetrahedra. To obtain a more
transparent representation of the data, we can transform the 3-dimensional phase diagram
by “unfolding” the colored volume (e). As Cu2HgGeTe4 is the only quaternary compound
in the volume, we obtain a 2-dimensional representation of the phase diagram where each
colored region is also in equilibrium with Cu2HgGeTe4.
As the quaternary diagram at a given temperature is a three-dimensional object, we
have shown four isometric projections of the diagram in Figures 5.2a–d. For graphical
clarity, Cu2HgGeTe4 is not shown; however, as the only quaternary compound that we
observe, it coexists with any colored region. Figure 5.2d shows that the Ge-HgTe-Cu2Te-
Cu2HgGeTe4 Alkemade tetrahedron prevents the quaternary composition from ever being in
equilibrium with Cu, Hg, Cu3Ge, Cu17Ge3, or any unknown phases in the Cu-Hg-Ge ternary
face. Regions of the phase diagram not in equilibrium with Cu2HgGeTe4 are irrelevant from
a phase boundary mapping perspective and are not investigated further. This is actually
quite fortunate, as it is infeasible to synthesize samples in equilibrium with elemental Hg.
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In practice, any phase diagram containing an element in a different physical state of matter
(e.g. O2, N2, Hg) in equilibrium with the phase of interest may require modifications to the
phase boundary mapping procedure.
The compound Hg2GeTe4 is not reported in any known phase diagram or crystallographic
database. To our knowledge, this work is the first report of Hg2GeTe4. Unlike all other
relevant phases in Figure 5.2, Hg2GeTe4 and Cu2HgGeTe4 do not share a four-phase region.
In fact, any attempts to synthesize samples within the larger region bound by Te-HgTe-GeTe-
Cu2HgGeTe4 (in which Hg2GeTe4 is contained), yields three-phase samples. Our discovery of
the full-solid solution between Hg2GeTe4 and Cu2HgGeTe4 ultimately explains the anomaly.
The alloy has a profound effect on the single-phase region of Cu2HgGeTe4 and is discussed
in detail later.
The isometric projections of the phase diagram shown in Figure 5.2a–d do not facilitate
a discussion of changes in transport or crystallography as a function of c-invariant point
composition. As such, we present a two-dimensional variation of the quaternary phase
diagram, shown in Figure 5.2e. To obtain Figure 5.2e from Figure 5.2a, we first isolate the
relevant Alkemade tetrahedra (those which have Cu2HgGeTe4 as a vertex). As Cu2HgGeTe4
is the only quaternary composition within the diagram, we can treat the colored volume as
a projection of the Alkemade tetrahedra onto the faces of an irregular tetrahedra. Finally,
we can “unfold” the tetrahedron to obtain a two-dimensional representation of the diagram.
Each colored triangle in Figure 5.2e represents the thermodynamic equilibrium between
Cu2HgGeTe4 and the three vertex phases. For the remainder of this paper, we will reference
Figure 5.2e as the “phase diagram.”
We previously alluded to a full solid solution between Hg2GeTe4 and Cu2HgGeTe4. The
presence of this alloy precludes the formation of a true four-phase region in any sample
containing the Hg2GeTe4-Cu2HgGeTe4 solid solution. This region plays a critical role in our
ability to manipulate the carrier density within the Cu2HgGeTe4 system. As a result, we
find it instructive to pause and focus on Hg2GeTe4 and the solid solution with Cu2HgGeTe4.
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5.6 The Hg2GeTe4-Cu2HgGeTe4 solid solution
While mapping the Hg-rich side of the Cu-Hg-Ge-Te phase diagram, we identified the
ternary compound Hg2GeTe4, for which no prior information was available. A powder sample
of Hg2GeTe4 was measured at the Advanced Photon Source at Argonne National Laboratory
(BM-11) using high-resolution synchrotron X-ray diffraction. From the resulting diffraction
pattern (ESI Figure S1), we performed ab-inito structure solution via the method of charge
flipping.[230–233] The structure is shown in Figure 5.3 alongside Cu2HgGeTe4.






Figure 5.3: The newly discovered ternary compound Hg2GeTe4 crystallizes in the defect
chalcopyrite structure. Our analysis indicates that Hg2GeTe4 and Cu2HgGeTe4 share a full
solid solution. Significant off-stoichometry is noted on the Cu-rich side of Cu2HgGeTe4. A
Cu-rich diamond-like semiconductor (Cu2GeTe3) exists as well, although it does not share
a full solution with Cu2HgGeTe4. The facile swapping of Hg and Cu is surprising, although
transitions between each structure are well modeled by considering HgCu and CuHg substi-
tution – simple reaction schema are shown to highlight this point.
The structure of Hg2GeTe4 is consistent with the defect chalcopyrite prototype (e.g.
CdGa2Se4, [250, 251] HgGa2Se4,[251] and ZnGa2Se4[252]) Our analysis suggests that the
vacancies within Hg2GeTe4 are ordered. All Ge and Hg cations are tetrahedrally coordinated
by Te. However, we note that the constituent tetrahedra are relatively distorted. Visual
comparison with Cu2HgGeTe4 shows the striking similarity between the two structures and
supports the formation of an alloy.
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To highlight the structure and connection to the quaternary composition, Hg2GeTe4 can
be written explicitly as a vacancy structure Hg2GeTe4 where  in Figure 5.3 indicates the
vacant cation sites. Assuming that Hg exists as Hg2+ in Hg2GeTe4 and that Cu integrates
as Cu1+, charge balance can be maintained by exchanging Cu and Hg at a 2:1 ratio. This
is envisioned as the creation of one CuHg defect and the simultaneous annihilation of a
vacancy. Cu substitution can be continued in this manner until the stoichiometry reaches
the nominal composition of the stannite Cu2HgGeTe4 structure. In principle, either Hg site
could be involved in CuHg defect formation. However, examining the stannite Cu2HgGeTe4
structure, we note that the Cu atoms nominally exist on planes at z = 1/4 and z = 3/4.
Noting that the vacant cation sites in Hg2GeTe4 also exist within planes at z = 1/4 and
z = 3/4, we hypothesize that the substitution of Cu may occur preferentially on these layers.
A more detailed crystallographic study is underway to identify the exact nature of the Cu
substitution.
As noted in prior literature studies, Cu2HgGeTe4 also appears to exhibit off-stoichiometry
in the Cu-rich direction.[249] However, as there are no more vacant sites in Cu2HgGeTe4,
additional substitution of Cu on Hg must occur at a 1:1 ratio. In the absence of additional
compensating defects (e.g. anion vacancies) this reaction should create an excess of free holes.
The substitution of Cu for Hg in Cu2HgGeTe4 pushes the composition towards the Cu-Ge-Te
face and the diamond-like compound Cu2GeTe3, shown in Figure 5.3. Our phase analysis,
however, indicates that Cu2HgGeTe4 and Cu2GeTe3 do not share a full solid solution.
To highlight the properties and structure of the Hg2GeTe4-Cu2HgGeTe4 alloy we syn-
thesized several intermediate compositions. For completion, we also examined the Cu-rich
compositions between Cu2HgGeTe4 and Cu2GeTe3. Figure 5.4 summarizes the lattice param-
eters, cell volume, and average atomic volume for each sample as a function of Cu/Cu+Hg
ratio. We can broadly divide Figure 5.4 into four main regimes:
I Alloying between Hg2GeTe4 and Cu2HgGeTe4
II Excess integration of Cu into Cu2HgGeTe4
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Figure 5.4: Continuous changes in the lattice parameters and the cell volume as a function of
Cu/Cu+Hg ratio indicate that Hg2GeTe4 and Cu2HgGeTe4 share a full solid solution (region
I). A significant amount of excess Cu can be integrated into Cu2HgGeTe4 as CuHg (region II)
before termination of solid solution occurs around Cu2.5Hg0.5GeTe4 (region III). We note that
Cu2GeTe3 will incorporate a significant amount of Hg (region IV), consistent with literature
results. Changes in slope within region I and II can be rationalized by considering the
competing effects of CuHg substitution versus vacancy annihilation. Solid black lines serve
as guides to the eye within the single-phase alloy.
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III Solubility gap between Cu2HgGeTe4 and Cu2GeTe3
IV Integration of Hg into Cu2GeTe3
Focusing on region I, we first note linear changes in the lattice parameters, cell volume,
and average atomic volume, consistent with alloying. These results indicate that there exists
a full solid solution between Hg2GeTe4 and Cu2HgGeTe4. This is a relatively profound
observation – this has not been shown in any other quaternary diamond-like system. Note
that the cell volume weakly increases with the incorporation of Cu into Hg2GeTe4 until
the nominal stoichiometry of Cu2HgGeTe4 is reached. There are two competing effects at
play here: 1) a volumetric expansion due to annihilation of vacant sites and 2) a volumetric
compression due to the CuHg substitution.
To first order, we can motivate the changes in the a and c lattice parameters through sim-
ple geometric arguments. Consider modeling Hg2GeTe4 as constructed from cation-centered
tetrahedra arranged. For this argument, consider the vacancy centers as “cation-centers” as
well. The base of the tetrahedral cell has a hypotenuse whose length is the sum of a vacancy-
centered tetrahedron and a Hg-centered tetrahedron. When transitioning to Cu2HgGeTe4,
we replace both with Cu-centered tetrahedra. When we compare the relative dimensions
of the vacancy-centered tetrahedron and the Hg-centered tetrahedra (from Hg2GeTe4) with
Cu-centered tetrahedra (from Cu2HgGeTe4), we find that the expansion of the vacancy site
outweighs the compression of the Hg site. Thus, consistent with the experimental data, the
incorporation of Cu into Hg2GeTe4 actually expands a.
For the contraction in c, there is a simpler, conceptual approach. As shown in Figure 5.3,
let us consider Hg2GeTe4 as built of slabs of atoms normal to the c-direction (e.g. Hg-Ge
at z = 0, Te at z = 1/8, Hg- at z = 1/4...). If we consider Te as residing in a rigid layer,
the distance between the Te-Te slabs will be set by the largest interlayer cation. To first
order, the separation of all Te-Te layers is set entirely by the Hg atoms. Substitution of Cu
onto a vacancy site in this regime will not cause an expansion in c, although substitution of
CuHg will decrease the average Te-Te slab separation. Thus, we could reasonably expect a
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net contraction in c with Cu integration.
We now turn to region II, where we observe a sharp decrease in a and the cell volume.
There are no more vacancy sites, so all addition of Cu occurs as CuHg defects. Our previous
model balanced the expansive and compressive effects of Cu integration using tetrahedral
building blocks. Without the expansive effect of vacancy-filling, we now observe the strong
contraction from CuHg – thus the sharp decrease in a. As for c, we argued that the Hg atoms
determine the Te-Te slab distance. The argument did not require any consideration of the
vacancy sites. Thus, substitution of Cu for Hg in region II is not fundamentally different
from region I as far as c is concerned.
Within regions III and IV, we observe the termination of solid-solubility at a Cu-rich
composition of approximately Cu2.5Hg0.5GeTe4. On the other side of the solubility gap, we
observe that Cu2GeTe3 integrates a significant amount of Hg as HgCu defects with a termi-
nation of solid-solubility at approximately Cu1.8Hg0.2GeTe3. The extent of Hg integration
into Cu2GeTe3 is consistent with prior literature.[249]
Unlike the lattice parameters and cell volume, the average atomic volume is remarkably
linear throughout the entire region. We performed some basic modeling of the effect of
Cu substitution (compression and expansion) along with the effect of varying number of
atoms (e.g. 14 in Hg2GeTe4, 16 in Cu2HgGeTe4). Our results indicate that linearity is not
a general result, but is a mathematical coincidence. The linearity is a peculiar alignment
of multiple effects: 1) the similarity between the magnitude of the compressive CuHg and
expansive vacancy annihilation, and 2) the renormalization per number of atoms per unit
cell. A subtle non-linearity in region I, however, can be traced to the changing number of
atoms per formula unit and the corresponding normalization. The persistence of the trend
through the solubility gap is intriguing. However, as all three materials are diamond-like
tellurides, the changes in average atomic volume are analogous to the average cation radius,
which should smoothly track changes in composition.
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Our high-throughput computational survey suggested that Cu2HgGeTe4 showed promise
as an n-type material due to desirable electronic properties within the conduction band.[182]
We were interested to see how the fundamental electronic structures of Hg2GeTe4 compares
with Cu2HgGeTe4. As there is an alloy between the two structures, we need to be cognizant
of changes in the electronic structure that could significantly disrupt the electronic transport.
Figure 5.5 presents the calculated band diagrams for Hg2GeTe4 and Cu2HgGeTe4 alongside
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Figure 5.5: The electronic structurs of Hg2GeTe4 and Cu2HgGeTe4 are remarkably similar,
consistent with the formation of an alloy. We note, however, that Hg2GeTe4 possesses a
significantly larger band gap. The electron localization functions (right) help visualize the
most localized electrons in each system. As expected from charge counting arguments,
Hg2GeTe4 exhibits lone-pair electrons oriented towards the vacant cation sites.
The general features of the electronic structure for Cu2HgGeTe4 are relatively unper-
turbed as we transition to Hg2GeTe4. However, we note a significant increase in the DFT
band gap of Hg2GeTe4 (0.64 eV) when compared to Cu2HgGeTe4 (0.18 eV). This effect is
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likely similar to the anomalous increase in the band gap observed between some binary II-
VI (e.g. ZnSe, 1.32 eV) materials versus the analogous IB-III-VI2 materials (e.g. CuGaSe2,
1.81 eV).[190, 253, 254] In Cu2HgGeTe4, the top of the valence bands are formed from Te
5p and Cu 3d anti-bonding states. Moving deeper into the bands, we encounter Cu 3d non-
bonding states and then finally Te 5p/Cu 3d bonding states. The interaction between the
non-bonding Cu 3d states and the anti-bonding Te 5p/Cu 3d states yields a repulsive p-d
interaction that increases the energy of the anti-bonding states and subsequently reduces the
band gap. Besides the increased band gap, however, the general features of the electronic
structure (particularly for n-type transport) in Hg2GeTe4 mimic Cu2HgGeTe4 quite well.
We can also examine the electron localization function (ELF) to gain insight into the
real space distribution of the most localized electrons in the structure. Figure 5.5 shows the
respective electron densities. Both structures show localization of electrons on the Te atoms.
The ELF for Hg2GeTe4 is particularly interesting, however, as we can observe Te lone-
pair electrons oriented towards the vacant cation sites. In Cu2HgGeTe4, the most localized
electrons remain on Te, but the effective electron density is split between the neighboring
Cu atoms. This behavior suggests that bonding between Cu and Te in Cu2HgGeTe4 is likely
polar-covalent with a sizable (though incomplete) charge transfer from Cu to Te.
To first order, the electronic properties of n-type Hg2GeTe4 should mimic those predicted
for Cu2HgGeTe4. Our experimental results confirm the presence of a full-solid solution be-
tween Hg2GeTe4-Cu2HgGeTe4, highlighting an unusual affinity for HgCu and CuHg substi-
tution. The high degrees of off-stoichiometry make Cu2HgGeTe4 a particularly interesting
candidate for phase boundary mapping.
5.7 Phase Boundary Mapping Results
With the phase diagram well-characterized, we proceeded to synthesize the c-invariant
points using the techniques outlined in the Methods section. Each c-invariant point was
confirmed using a mixture of X-ray diffraction and microscopy – all SEM, XRD, and EDS
results can be found in the ESI Figures S2-15. Consistent with the Hg2GeTe4-Cu2HgGeTe4
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solid solution, we continue to observe high degrees of off-stoichiometry in the Hg and Cu
directions. Some deviation is noted in the Ge and Te directions, although the single-phase
region appears to be largely needle-like, extending from Hg2GeTe4 through Cu2HgGeTe4,
and nearly reaching Cu2GeTe3.
The needle-like nature of the single-phase region naturally pushed us towards investigat-
ing off-stoichiometry along the Cu-rich and Hg-rich directions (e.g. Figure 5.4). In general,
however, we are not guaranteed that the Ge and Te directions do not play a role in the de-
fect energetics of Cu2HgGeTe4. In the absence of computation, there are uncountably many
compositional studies that could be constructed to probe the single-phase region. Within the
framework of phase boundary mapping, however, there are a finite number of well-defined
c-invariant points (14 for Cu2HgGeTe4) that serve to probe all constituent chemical poten-
tial extrema within the single-phase region. To elucidate this point, Figure 5.6 investigates
the changes in the average atomic volume as a function of c-invariant point composition.
This is analogous to the Vegard’s Law study shown in Figure 5.4, although phase boundary
mapping investigates the entire single-phase region without bias or the need to confine the
study to a single dimension (e.g. Cu/Cu+Hg). As the c-invariant points probe the extrema
of the single-phase region, and due to the presence of the Hg2GeTe4-Cu2HgGeTe4 alloy, the
scale is discontinuous near the Hg2GeTe4 region.
Alongside Figure 5.4, this completes the crystallographic survey of the single-phase re-
gion. Consistent with our alloying study, we see a relatively continuous decrease in the
average atomic volume as we approach the Cu-rich side of the phase diagram. While it ap-
pears as though the region connecting Hg2GeTe4 with the other four-phase c-invariant points
is discontinuous with the rest of the map, recall that the average atomic volume (Figure 5.4)
connects linearly with the nominal Cu2HgGeTe4 composition. Graphically, the stark differ-
ence occurs because the c-invariant points near Hg2GeTe4 formally probe the three-phase
c-invariant points between the Hg2GeTe4-Cu2HgGeTe4 single-phase region and the Hg-Ge-Te
face, which are compositionally distant from the bulk of the quaternary c-invariant points.
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Figure 5.6: Projection of the average atomic volume onto our phase diagram reveals a strong
volumetric contraction towards the Cu-rich c-invariant points. As the c-invariant points
related to Hg2GeTe4 are formally three-phase and lie upon the HgTe-GeTe-Te ternary face,
they are compositionally distant from the bulk of the single-phase region (note the large
volume change and discontinuous scale). However, as seen previously in Figure 5.4, the alloy
demonstrates a smoothly varying average atomic volume as we transition from Hg2GeTe4 to
Cu2HgGeTe4.
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The large change in average atomic volume throughout the phase diagram is a key result,
as it highlights the breadth of compositional change between c-invariant points. Next we
examine the influence of the chemical changes on the carrier densities – the crux of phase
boundary mapping.
Figure 5.7 presents the results of Hall carrier concentration measurements at the relevant
c-invariant points. Consistent with the large degree of off-stoichiometry in Cu2HgGeTe4, we
see a dramatic spread in the carrier density between c-invariant points. Cu-rich compositions
in equilibrium with the ternary Cu2GeTe3 show the most degenerate compositions, with hole
densities in excess of 1021 h+cm−3. Hg-rich compositions, in particular Hg2GeTe4, show the
most intrinsic compositions, with hole densities on the order of 1017 h+cm−3. With this
range of compositions, optimization for p-type transport should be readily obtainable within
the single-phase volume. Furthermore, as the Hg2GeTe4 alloy enables intrinsic transport,
we have also managed to find a composition amenable to n-type extrinsic doping. Use of
Hg2GeTe4 may allow extrinsic studies to avoid the influence of energetically favorable defects
that normally force Cu-rich compositions to exhibit p-type transport.
Beginning with the Cu-rich region, we previously proposed that the substitution of ex-
cess Cu1+ into the nominal Cu2HgGeTe4 structure occurs at a 1:1 ratio as Cu
−
Hg defects
(Figure 5.4, region II). The creation of free holes with excess Cu integration is intuitive
and matches the general trends we observe in Figure 5.7. However, we acknowledge that
the underlying defect structures are likely more complex and probably involve contributions
from all of the constituent elements. Nevertheless, to first order, our model does not take
into account compensating defects (e.g. V2+Te ), defect clusters, or changes in oxidation state.
For the Cu2HgGeTe4 system, however, off-stoichiometry in the Ge and Te directions pales
in comparison to the flexibility of the Cu and Hg sites. We find it reasonable to assume that
the dominant defect is likely related to the Cu/Cu+Hg ratio. Furthermore, the experimental
XRD and Hall Effect measurements appear to corroborate a underlying defect structure with
strong ties to Cu and Hg.
132



















Figure 5.7: Projection of the carrier density on our c-invariant point phase diagram reveals a
wide range of achievable carrier densities depending on the composition. Consistent with the
creation of Cu−Hg defects, degenerate carrier densities in excess of 10
21 h+cm−3 are observed
in Cu-rich regions. Inversely, c-invariant points associated with the Hg2GeTe4-rich end of the
Hg2GeTe4-Cu2HgGeTe4 alloy exhibit intrinsic transport with carrier densities on the order
of 1017 h+cm−3. We find the decrease in carrier concentration near Hg2GeTe4 intriguing, as
the charge-balanced substitution of 2:1 Cu1+ for Hg2+ is not expected to change the carrier
density.
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As we transition between Cu2HgGeTe4 and Hg2GeTe4 (Figure 5.4, region I), our proposed
substitution schema are charge-balanced. A substitution of 2 Cu1+ for a Hg2+ and a neutral
vacancy is not expected to significantly change the charge carrier density. Our EDS and XRD
results (ESI Figures 13-15) confirm that the single-phase region for Hg2GeTe4-Cu2HgGeTe4
alloy is quite narrow in the Ge and Te directions, suggesting that the charge-balanced substi-
tution is well adhered to. Furthermore, there doesn’t seem to be a large difference between
the three c-invariant points on the HgTe-GeTe-Te face. All Cu-free compositions exhibit
nearly identical charge carrier densities, consistent with a small degree of off-stoichiometry
involving Hg, Ge and Te.
Speculating, we see several possible resolutions to the carrier density change along the
Hg2GeTe4-Cu2HgGeTe4 alloy. Firstly, it is possible that the significant increase in the band
gap towards Hg2GeTe4 changes the relative energy of the dominant defect relative to the
band edges. Secondly, it is possible that the “nominal” composition for Cu2HgGeTe4 actually
lies outside the single-phase volume (e.g. Cu2HgGeTe4 is destined to be “off-stoichiometric”
at all compositions). This could potentially explain the transition to intrinsic behavior as
the compound alloys with Hg2GeTe4 – we traverse a line in the phase diagram that starts
at an off-stoichiometric composition (Cu2HgGeTe4), but which ends in a charge-balanced
regime by Hg2GeTe4. In this case, it is likely more accurate to refer to Hg2GeTe4 as the
parent structure and Cu2HgGeTe4 as the defect structure. We see these types of questions
as examples where synergy between phase boundary mapping and computation would yield
insightful results.
To further probe the carrier density changes along the Hg2GeTe4-Cu2HgGeTe4 alloy, we
synthesized samples of Cu2xHg2−xGeTe4 (x = 0, 0.2, 0.4, 0.6, 0.8, 1.0). Phase boundary
mapping is not routinely applied within alloys – however the concept extends naturally by
synthesizing the alloyed samples with trace impurities of HgTe and GeTe. The impurities
will pin the alloyed samples along a particular edge of the Hg2GeTe4-Cu2HgGeTe4 single-































































Figure 5.8: Recall that the full solid solution between Hg2GeTe4-Cu2HgGeTe4 precludes the
existence of a formal four-phase c-invariant point in the region bound by GeTe-HgGe-Te. As
such, we investigate along the edge formed by GeTe-HgTe-Cu2xHg2−xGeTe4. We find that
plots of the electronic resistivity and hole concentration vary smoothly with Cu integration.
A schematic of the edge formed by the three-phase region is also shown with compositions
colored to be consistent with the c-invariant point heat map shown in Figure 5.7. This result
confirms full carrier density control from the degenerate to intrinsic regime.
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that, unlike the other phase boundary mapping regions, these samples do not condense to a
singular c-invariant point. The true c-invariant points for the single-phase region are formed
by HgTe-GeTe-Hg2GeTe4, Te-HgTe-Hg2GeTe4, and Te-GeTe-Hg2GeTe4 as shown previously
in Figure 5.7. We chose the region containing HgTe and GeTe because samples at the
corresponding c-invariant point show the most intrinsic transport. Additional microscopy,
diffraction, and composition results for the alloyed samples are shown in the ESI Figures
16-20.
Hall Effect measurements on the Cu2xHg2−xGeTe4 series of alloys confirm that the car-
rier density and electronic resistivity vary smoothly as we transition from Cu2HgGeTe4 to
Hg2GeTe4. Additional results highlighting the changes in lattice thermal conductivity and
mobility with alloying are included in the ESI Figure 21. We observe strong alloy scat-
tering in both the electronic and thermal transport, consistent with increased disorder as
Cu integrates into Hg2GeTe4. This result confirms that we have complete control over
the carrier density (1017 – 1021 h+cm−3) in the Cu2HgGeTe4 system by rationally varying
the Cu/Cu+Hg content. While this work does not investigate the extrinsic n-type doping
of Hg2GeTe4, we did perform a full suite of thermoelectric characterization on the p-type
Hg2GeTe4-Cu2HgGeTe4 series of alloys. The results are included in the ESI Figure 22. As
noted in ESI Figure 21, there is strong alloy scattering along the alloying series. The strong
reduction of the mobility suggests that thermoelectric optimization would be better achieved
by extrinsic p-type and n-type doping of Hg2GeTe4. It is also possible that the reduction in
carrier concentration near the intrinsic regime is also reducing screening, enhancing scatter-
ing from charged defects. Note that the intrinsic nature of the Hg2GeTe4 samples prevents
us from commenting about its ultimate thermoelectric efficiency, although additional doping
work is ongoing.
While the extrinsic doping of Hg2GeTe4 is outside the scope of this work, our phase
boundary mapping study has revealed a path for the realization of n-type transport in
the Hg2GeTe4-Cu2HgGeTe4 system. Our study has allowed us to escape from the strongly
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degenerate Cu-rich compositions, reducing the influence of energetically favorable p-type
defects and enabling extrinsic studies. Furthermore, our work extended the concept of phase
boundary mapping to alloys and proved the technique valuable even in exceedingly complex
systems.
5.8 Conclusion
The optimization and application of new material systems is often hindered, sometimes
fatally, by our inability to manipulate the carrier density. Our prior work on Cu2HgGeTe4
and related quaternary DLS revealed a schism between the experimentally realized carrier
densities (>1020 h+cm−3) and our predictions of n-type thermoelectric performance. This
work directly confronted the problem of doping in a complex system through application of
the concept of phase boundary mapping.
Our work resulted in several critical results. We successfully created a phase diagram
for the Cu-Hg-Ge-Te system, identifying all relevant composition-invariant points for the
phase boundary mapping of Cu2HgGeTe4. During creation of the phase diagram, we dis-
covered the ordered-vacancy structure Hg2GeTe4 and further discovered a full-solid solu-
tion between Hg2GeTe4 and Cu2HgGeTe4. We successfully synthesized samples at all rel-
evant composition-invariant points, further extending the concept of phase boundary map-
ping along the Hg2GeTe4-Cu2HgGeTe4 alloy. Ultimately, our phase boundary mapping
study revealed carrier density manipulation from intrinsic (<1017 h+cm−3) to degenerate
(>1021 h+cm−3) through the engineering of native defects. By reducing the carrier density in
the Hg2GeTe4-Cu2HgGeTe4 system to the intrinsic regime, we have enabled extrinsic doping
as a means to realize n-type transport in future studies. Furthermore, we have demonstrated
phase boundary mapping as a structured technique with the immense potential to augment
the experimentalists’ toolkit.
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CHAPTER 6
TOWARDS THE HIGH-THROUGHPUT SYNTHESIS OF BULK MATERIALS:
THERMOELECTRIC PBTE-PBSE-SNTE-SNSE ALLOYS
A paper submitted to the Journal of Molecular Systems Design & Engineering.36
Brenden R. Ortiz,37 Jesse Adamczyk,38 Kiarash Gordiz,39 Tara Braden40, and Eric. S.
Toberer.41
During my Ph.D. project, many branches of material science have begun to integrate
high-throughput computation as a means to screen for new functional materials. However,
as our work on the quaternary diamond-like materials showed, realizing a new functional
material takes a large quantity of experimental work, much of which cannot be guided by
computation in a high-throughput way (e.g. defect structures, alloying, microstructuring).
This inspired us to begin development of high-throughput experimental techniques to study
high-dimensional spaces within thermoelectrics. While our collaborators at NREL have been
performing combinatorial film growth for some time, we desired techniques amenable to bulk.
The final paper included within my thesis is a foundational study on high-throughput bulk
synthesis of thermoelectric materials. Whereas the last four papers investigated how com-
putation can guide experiment, this work flips that paradigm to show how high-throughput
experiment in complex chemical spaces can identify trends with are neither accessible through
computation nor expected from chemical intuition. It is critical to note that high-throughput
experimental techniques are not meant to replace computation – they are intended to increase
36Reprinted with permission from Mol. Syst. Des. Eng. 2018, xx, xx, xx-xx. with permission from the
Royal Society of Chemistry. Electronic supplementary information available online.
37Graduate student, primary researcher and author
38Graduate student, design of automated weighing
39Postdoctoral researcher, sample characterization
40Undergraduate, synthesis and hot-pressing
41Primary P.I., Graduate advisor
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the rate at which experiments progress, better allowing us to match the rate of computational
predictions. Furthermore, just as there are tasks better suited to computation (e.g. screening
for electronic properties) there are tasks better suited to experiment (e.g. phase discovery,
high dimensional alloys). High-quality, high-throughput synthesis and characterization is
the next natural step in the progression of experimental material science.
6.1 Abstract
The experimental realization of new functional materials is a complex optimization prob-
lem that would vastly benefit from the application of high-throughput methodologies. In this
work, we adapt bulk ceramic processing for high-throughput integration, with a focus on pro-
ducing high-quality thermoelectric materials. Throughout our synthesis, we also monitor the
time and effort cost per sample, providing insight for where additional engineering efforts can
further increase throughput. Through parallelization and automation, we achieve a 5-10×
increase in synthetic throughput, allowing the generation of a 121 sample alloy map within
the PbTe-PbSe-SnTe-SnSe system. Despite heavy investment from the thermoelectric com-
munity, prior literature exclusively focuses on intuitive pseudobinary combinations within
the PbTe-PbSe-SnTe-SnSe alloys. Our intuition-agnostic mapping, however, has enabled
us to identify compositions with anomalous, non-monotonic changes in the thermoelectric
transport. The newly discovered trends (e.g. high mobility alloys, extended band-inversion
region) do not lie on the intuitive pseudobinary combinations – exemplifying the value of
unbiased high-throughput methods. Additionally, as our methods were chosen explicitly to
preserve sample quality, our solubility limits and room-temperature thermoelectric transport
are also in excellent agreement with available literature. Ultimately, this work demonstrates
by example that high-throughput methods are a potent tool for the accelerated optimization
and realization of new functional materials.
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6.2 Introduction
The realization of high-throughput (HTP) materials science necessitates simultaneous
advances in theoretical, computational, and experimental prowess. Particularly in recent
years, the Materials Genome Initiative has succeeded in spurring numerous ambitious com-
putational projects aimed to expedite the discovery of new functional materials. From
photovoltaics,[72–78] catalysis,[90, 92–98] batteries,[80, 82, 84, 86–89] and thermoelectrics,[1–
3, 99–102] advances in computational power and the application of machine learning are
well-poised to launch materials science into a new era. However, experimental synthesis and
characterization remains largely driven by serial (“artisanal”) techniques that trade speed
for accuracy and precision. HTP synthesis is a quickly growing trend within the thin-film
community (e.g. photovoltaics), but they are rarely generalized to bulk studies due to restric-
tions in form-factor, metastability, and elemental composition.[255–267] Physical metallurgy
has also experienced a growth in HTP methods, although the processing often relies on
melting (e.g. arc-melting, additive manufacturing) and is explicitly focused on mechani-
cal properties.[268–273]. Combinatorial methods examining electronic or thermal transport
within bulk ceramic materials are rare, with existing studies focusing on relatively smaller
sample sets (<20).[274, 275]
For experimental methods to maintain pace with the increased throughput of computa-
tional and theoretical efforts will require a revolution in the way we synthesize and charac-
terize materials. However, increases in speed cannot be associated with a significant degra-
dation of material quality. Material synthesis must also match both the thermodynamic and
form-factor restrictions of the application. Take, for example, the field of thermoelectrics.
Computational efforts have spawned multiple searches which have identified potentially rev-
olutionary materials.[1–3, 70, 71, 99–102] However, successful thermoelectric materials are
heavily optimized through a combination of alloying, doping, and nanostructuring.[276–282]
As in many fields, the optimization of a thermoelectric material is not only a high-dimensional
problem, but also involves nuanced physics. Thus, it is not enough to accelerate the identi-
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fication new of materials – we must also catalyze their optimization.
Consider PbTe, whose incumbent success as a thermoelectric material is derived from >50
years of research and the confluence of many unusual phenomena. [283] Figure 6.1 shows
a review of the PbTe-PbSe-SnTe-SnSe alloying literature which also contains thermoelectric
transport measurements. Only studies that report bulk properties (no thin films or nanos-
tructures) were included. Blue dots represent reported compositions, deeper shades of blue
indicate repeated compositions through multiple studies. Faint grey dots indicate the com-
positions studied in this work. Despite heavy academic and industrial investment in PbTe,
all reported bulk properties are constrained to the chemically intuitive pseudobinaries.[284–
312] However, many of the effects that have been used to produce high efficiency PbTe were
not expected from chemical intuition alone – the causes were largely derived ex-post-facto.
For example, alloying PbTe with Se causes a convergence of the electronic band diagram at
high-temperature that significantly increases the thermoelectric performance.[286] Doping
PbTe with Tl induces localized defect states near the valence band edge (resonant doping)
that dramatically increases the Seebeck coefficient.[299, 313, 314] The serial identification of
these effects and the collective optimization of PbTe has involved countless research groups
and innumerable human time. Further, we are not guaranteed that all interesting phenomena
occur on the pseudobinary alloy combinations. An rapid, unbiased approach to screening
alloy compositions would be a great boon to materials optimization efforts.
This work serves as a pilot project – to assess the value of HTP experimental methods
within thermoelectrics using the PbTe-PbSe-SnTe-SnSe alloying system. Increases in speed
from the automation of powder weighing and the parallelization of hot pressing and ball
milling, allows creation of a 121 sample map, the largest singular data set to date in PbTe-
based alloys. Our experimentally observed solubility limits and room-temperature thermo-
electric transport are in excellent agreement with available literature. Unlike prior literature,
our alloying space spans the entire PbTe-PbSe-SnTe-SnSe quaternary space, granting us the
ability to resolve trends not previously observed in the literature. In fact, many of the inter-
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esting compositions do not lie upon the chemically intuitive pseudobinary lines, and were not
investigated in the previous literature. In addition to the fundamental materials research,
we also provide a breakdown of the most time consuming processes during our synthesis and
characterization of the 121 sample map. We find that true HTP efforts must simultane-
ously achieve automation and parallelization, particularly if high-temperature transport is
included. This work motivates the continued need for HTP experimental efforts, which have
the potential to add unparalleled experimental power to existing efforts.
Figure 6.1: The Pb-Sn-Te-Se phase diagram (left) contains the four 1:1 binary compounds
PbTe, PbSe, SnTe, and SnSe. Alloys between the four binaries are constrained to a square
plane, where the corners correspond to the pure binary compounds (right). PbTe, PbSe,
and SnTe share the rocksalt Fm3m prototype, but SnSe crystallizes in the distorted-rocksalt
Pnma structure (bottom). Despite including the most heavily studied materials in ther-
moelectrics, a review of the literature indicates that experimental studies (blue circles) are
constrained to pseudobinary combinations. The present study considers alloys on an evenly
spaced grid (10% increments), denoted by gray dots.
6.3 Methods
Batches of precursor PbTe, PbSe, SnTe, and SnSe powders were generated by ball milling
stoichiometric mixes of elemental reagents in tungsten carbide ball mill vials under nitrogen.
Source materials for all precursor synthesis were Pb granules (Alfa, 99.99%), Sn granules
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(Alfa, 99.99+%), Te ingot (Alfa 99.999+%), and Se shot (Alfa 99.999+%). To remove
oxide coatings from Sn and Pb, the granules were cleaned by submerging in a solution of
NaOH (∼1M), followed by rinsing in anhydrous reagent grade ethanol. The metals were
then dried under vacuum and stored in a nitrogen dry box with <1 ppm oxygen and <5 ppm
moisture. The ball milled powders were loaded into cleaned fused silica ampules and annealed
under vacuum at 75% of the melting point for 12 h. Powders were subsequently ground
and passed through a <106µm mesh sieve. Approximately 250 g of each precursor powder
were generated. However, as individual batches were limited to ∼25-40 g, we did not begin
synthesis of the 121 sample grid until all precursor batches were generated, verified by X-ray
diffraction, and homogeneously blended together. This step enables us to have confidence
that samples are generated from effectively identical precursors, reducing any batch-to-batch
errors.
Precursor powders were loaded into our custom-built automatic weighing system, which
can automatically dispense aliquots of each precursor powder with 0.0005 g accuracy. Dis-
pensing was performed in air. The process is comparable in speed to manual weighing,
but it requires no human presence. The system can mix up to three precursors at a time,
which enables complete coverage of the Pb-Sn-Te-Se grid via controlled mixing of either
PbTe-SnTe-PbSe or SnTe-PbSe-SnSe. The powders are directly dispensed into prepared
stainless-steel ball mill vials.
In addition to enabling automatic weighing, the use of precursor powders (as opposed
to elemental metals) allows ball milling to act as a blending process instead of a reactive
process. Our milling is not intended to cause mechanical alloying, as is commonly observed
in the literature. Indeed, as we monitored the X-ray diffraction of our as-milled powders,
we observed only mild alloying as a result of mechanically-induced processes. However, by
omitting reactive milling, our process allows us to utilize smaller vials that are easier to
parallelize, achieving an 8-16× improvement in milling throughput.
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The as-milled precursor mixtures are then loaded into high-density graphite dies. Multi-
ple samples are pressed simultaneously by alternating layers of high-density graphite spacers,
graphite foil, and sample powder within the die. The final arrangement repeats as spacer-
foil-powder-foil-spacer. The layering of graphite prevents cross-contamination and provides
rigidity to the stack during pressing. This allows for a 4-6× factor of improvement in pressing
throughput. Note that all graphite (die, spacers, foil) were baked under vacuum to 400°C
to remove water and organics before hot pressing. The stacked die is loaded into a uniaxial
induction hot press under vacuum. An initial empirical calibration was performed to find
the quickest temperature-time profile that enables full densification over all compositions,
minimal creep, minimal sublimation, and still achieves thermally-driven alloying. We find
that a ramp to 550°C over 15min followed by a densification step (3 h soak at 550°C and
15MPa), and a relatively quick cool (2 h to 50°C) are suitable conditions for the entirety of
the grid.
After hot pressing, samples are removed from the graphite die and polished. X-ray
diffraction (XRD) was performed on every sintered pellet using a Bruker D2 Phaser (Cu
K-α radiation) in a θ-2θ configuration from 10-90° of 2θ. Analysis was performed using
the TOPAS V6 software package.[315] The data was refined using a mixture of Pawley
and Rietveld analysis to extract the lattice parameters, cell volumes, and to identify phase
segregation. When needed, scanning electron microscopy was also performed using a JEOL
JSM-7000F Field Emission SEM.
Hall effect and resistivity measurements were performed using the Van der Pauw geometry
on a home-built apparatus.[35] Measurements were conducted at room-temperature in air
with pressure-assisted, nichrome wire contacts. For resistive samples, indium contacts were
used to ensure ohmic contacts. Seebeck coefficient measurements were conducted using
the quasi-steady slope method at room-temperature in air.[35, 36] Thermal diffusivity was
measured using a Netzsch Hyperflash (LFA 467) system with a 16× sample adapter at
room-temperature. The resulting diffusivity data was fit using a Cowen plus Pulse Correction
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(CPC) numerical model. The samples were coated with graphite spray prior to measurement
to reduce errors in sample emissivity. The thermal conductivity is calculated using the
Dulong-Petit approximation for the sample heat capacity. Sample densities were measured
using the Archimedes method. Samples are consistently >96% of the theoretical density
estimated by XRD.
To validate the unusual three-phase region that we identified, an analogous sample com-
position was synthesized using classical methods. The composition Pb0.2Sn0.8Te0.3Se0.7 was
synthesized by ball milling elemental reagents (Pb, Sn, Te, Se) for 90min in a tungsten
carbide ball mill vial. The milled powder was loaded in a fused silica ampule and annealed
for >1week. The annealed powder was consolidated via uniaxial hot pressing at 550°C and
15MPa for 3 h.
To provide a measure of efficiency and process-dependent time consumption, we collected
metadata for each process involved during the 121 sample map creation. Time consumption
is binned depending on process and whether the time was “machine time” or “human time.”
We define “machine time” as any process where an instrument is performing an action, but
where a human is not required to monitor the process. “Human time” explicitly involves
physical or mental engagement of a human. Note that any time taken during data analysis
and visualization was not included in our analysis. We also omit the capital (time) cost of
building or purchasing any instruments.
6.4 Results and Discussion
With 121 samples, this investigation into the PbTe-PbSe-SnTe-SnSe alloying system is
the largest compilation of bulk thermoelectric samples produced for a single study. Our
goals are multifaceted – we aim to provide proof of concept that HTP bulk synthesis can
add value to experimental studies and identify where additional engineering can ameliorate
potential bottlenecks. Further, this provides an opportunity to investigate the fundamental
material science within some of the most industrially relevant thermoelectric compounds.
Our study begins with an in-depth assessment of the crystallography, solubility limits, and
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phase equilibria in the PbTe-PbSe-SnTe-SnSe alloys.
6.4.1 Structure and Alloying
The development of methods amenable to HTP synthesis cannot come at a significant
cost to material quality. Particularly in high-dimensional systems, obtaining homogeneous
samples can be a challenging endeavour. Our first investigation into our 121 sample ma-
trix focuses on changes in crystallography (e.g. cell volume) as a function of composition.
Successful alloying and identification of phase boundaries within the PbTe-PbSe-SnTe-SnSe
plane will not only enable us to assess the viability of our synthetic techniques, but also
provide key information through which we interpret electronic and thermal transport data
in later sections.
Figure 6.2 shows our experimentally generated heat maps of the cell volume throughout
the entire PbTe-PbSe-SnTe-SnSe quaternary plane. The figure is divided into two plots.
Figure 6.2a shows changes in the rocksalt crystal structure throughout the single-phase and
two-phase regions. First and foremost, we note smoothly varying color contours in the heat
map, demonstrating excellent alloying. Along the pseudobinary lines (e.g. PbTe-PbSe), we
see linear changes in the cell volume with composition, consistent with Vegard’s Law. Select
traces along the pseudobinary edges of the heat map are shown in the ESI Figure S1. As
one of the single largest agglomerates of data within the PbTe-PbSe-SnTe-SnSe phase space,
each heat map is rich with nuanced detail. The raw data is available in the ESI, ESI Figure
S2 and S3. In this manuscript we will focus primarily on the strongest features and their
connection to the currently available literature.
Consistent with prior literature, we find that all rocksalt phases possess full solid-solubility
in one another.[290, 296, 300, 306, 308, 316–328] However, any pairwise combination of a
rocksalt phase with SnSe exhibits significantly reduced solubility. Along the pseudobinary
edges (e.g. PbSe-SnSe), a Vegard’s Law analysis of the cell volume data allows us to extract
the compositions at which solid solubility terminates. Along the PbSe-SnSe pseudobinary,
we find that PbSe integrates a significant amount of Sn (44% or Pb0.56Sn0.44Se) and SnSe
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Figure 6.2: Cell volume heat maps for the (a) rocksalt alloy and (b) SnSe alloy are shown
with sample compositions evenly spaced in 10mol% increments. The cell volume for both the
rocksalt and SnSe phases are shown in their respective regions (colored fill) for all samples
where a refinable quantity exists. Black outlines roughly denote phase boundaries; we observe
two well-defined two-phase regions (grey brackets) and one three-phase region (light grey fill).
All experimentally determined solubility limits are in excellent agreement with literature.
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integrates a moderate amount of Pb (25% or Pb0.25Sn0.75Se). These results agree well with
literature, which quote a solubility range of 37-47% SnSe in PbSe and 21-25% PbSe in SnSe,
respectively.[327–332] Along the SnTe-SnSe pseudobinary, we find that SnTe integrates a sig-
nificant amount of Se (28% or SnTe0.72Se0.28) and SnSe integrates a moderate amount of Te
(34% or SnTe0.34Se0.66). These results agree well with literature, which quote a solubility of
22-28% SnSe in SnTe and 25-30% SnTe in SnSe, respectively.[327, 333, 334]
Along the PbTe-SnSe quaternary diagonal, we observe relatively asymmetric solubility,
with PbTe integrating approximately 60% SnSe (Pb0.4Sn0.6Te0.4Se0.6) but SnSe only incorpo-
rating 10% of PbTe (Pb0.1Sn0.9Te0.1Se0.9). Due to the presence of a three-phase region near
the PbTe-SnSe pseudobinary line (discussed later), a routine Vegard’s Law analysis is not
possible – so we anticipate more error in the solubility limits along this line. Studies along
this pseudobinary are not common, but a singular study investigating the PbTe-SnSe phase
diagram suggests near identical compositions at decomposition, 61% PbTe in SnSe and 10%
SnSe in PbTe respectively.[327] Interestingly, the present study and literature both find that
the phase boundary of SnSe is concave, with the lowest solubility along the diagonal PbTe-
SnSe direction.[327] This is unusual, as one would generally expect entropic contributions to
extend the solubility along the diagonal.
As the PbTe, PbSe, and SnTe all share the rocksalt phase, we can naively divide the
region into “rocksalt” and SnSe. We would expect a minimum of 3 unique regions: 1)
single phase rocksalt, 2) two-phase (rocksalt + SnSe), and 3) single phase SnSe. However,
our analysis suggests that there appears to be a narrow three-phase region near SnSe. From
diffraction and microscopy, it appears that the three-phase region is comprised of two rocksalt
phases with differing stoichiometry and SnSe. As this was not explicitly noted in the prior
study of the PbTe-SnSe pseudobinary,[327] we performed additional synthesis to ensure that
the three-phase region was not caused by our relatively accelerated processing. Several
studies were performed using classical synthesis methods and extended annealing times – we
note that many samples within the three-phase region revert to two-phase under extended
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annealing. However, the sample at Pb0.2Sn0.8Te0.3Se0.7 remains three-phase. This suggests
that the 3-phase region may be thermodynamically robust, although the true composition
range is likely smaller than what we observe in the 121 sample grid. This is a key observation,
as the most robust 3-phase sample (Pb0.2Sn0.8Te0.3Se0.7) is not on the diagonal between
PbTe-SnSe, and would not have been investigated in prior studies.[296, 327] The single-
phase SnSe phase is relatively small, although cell volume shifts within the region are linear
and consistent with a Vegard’s Law interpretation of alloying.
Throughout the single-phase rocksalt alloy, we note incredibly linear shifts in the cell
volume. Even though the volumetric expansion along the PbTe-PbSe edge is nearly twice
as strong (-40Å3) as that observed along the PbTe-SnTe (-17Å3) or PbSe-SnTe (-23Å3)
edges, the surface formed by the cell volume as a function of composition is very nearly an
ideal plane. However, within the two-phase regions, we note relatively different behaviors.
Consider the two-phase region adjacent to the SnTe-SnSe pseudobinary – as a consequence
of the phase boundary lying along an iso-volumetric contour in the rocksalt phase, the two-
phase region demonstrates a near constant cell volume. Contrast this with the two-phase
region adjacent to the PbSe-SnSe two-phase region – the extended solubility of SnSe in
PbSe forces the phase boundary to cut across the volumetric contours. As a result, the
thermodynamic tie lines within the two-phase region generate significant variation in the
cell volume.
Speculating, it is possible that the discrepancy between these behaviors is the driving
force for the rocksalt miscibility gap (three-phase region). However, we note that the dif-
ference between the lattice parameters on either side of the three-phase region is not overly
discontinuous. Despite our extended annealing study on (Pb0.2Sn0.8Te0.3Se0.7) suggesting
that the three-phase region persists after annealing, we remain cautious of kinetic limita-
tions in the multi-phase samples.
Within the single-phase region, the cell volume demonstrates incredibly linear dependen-
cies with the compositional axes – creating a near ideal planar surface. Further, our solubility
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limits have excellent agreement with literature values. Thus, even with our accelerated syn-
thetic throughput, we expect that our single-phase rocksalt and single-phase SnSe regions
are representative of bulk polycrystalline samples produced through more traditional means.
With alloying confirmed and the phase boundaries understood, we now turn to examine the
thermoelectric transport properties within the alloying grid.
6.4.2 Electronic Transport
We have shown that the alloying properties within the PbTe-PbSe-SnTe-SnSe system are
representative of bulk samples in terms of the crystallography and the phase boundaries.
However, it is also imperative that thermoelectric transport properties are representative of
bulk. Parameters like the electronic mobility, electrical resistivity, and thermal conductivity
are intimately connected to scattering (e.g. point defects, grain boundaries) and are good
indicators of sample quality. Additionally, as one of the largest agglomerations of experi-
mental data within the PbTe-PbSe-SnTe-SnSe system, we have the opportunity to look for
well-known second order effects (e.g. band inversion, point-defect phonon scattering) as a
function of chemistry. It is important to stress that this study will be performed at room tem-
perature only – although with a significant time investment high-temperature measurements
could be performed as well.
Within this study, the carrier concentration of our binary precursors was not explic-
itly controlled for via extrinsic dopants. However, akin to the concept of phase boundary
mapping,[335–338] all precursors were synthesized under chalcogen rich conditions, noted
predominately by the appearance of Te or Se within electron microscopy. This generally ties
the precursor powders to the p-type (cation-poor) edge of the single phase region. As the
fundamental transport parameters (resistivity, Seebeck coefficient) depend intimately on the
carrier density, we find it natural to first examine changes in the intrinsic carrier concen-
tration and the resulting effect on resistivity and Seebeck coefficient. Figure 6.3 shows heat
maps of the Hall carrier concentration, electronic resistivity, and Seebeck coefficient for the
PbTe-PbSe-SnTe-SnSe system. Note that the raw data for these and additional heat maps
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Figure 6.3: Hall and Seebeck effect measurements at room temperature on the PbTe-PbSe-
SnTe-SnSe alloying system reveal smoothly varying electronic transport as a function of
composition. PbTe and PbSe exhibit carrier concentration (a) and electronic resistivity (b)
measurements consistent with lightly doped semiconductors. Additionally, our results agree
that SnTe is a heavily doped semi-metal and SnSe is intrinsic and resistive. We observe
that the carrier concentration within the rocksalt phase depends heavily on the Sn content,
with free carrier concentrations varying over 3 orders of magnitude in what are nominally
iso-electronic alloys. Consistent with literature, SnSe remains intrinsic over the single-phase
region. The Seebeck coefficient (c) is particularly interesting as it convolutes changes in the
carrier concentration and the underlying electronic structure. The anomalous “pocket” of
low Seebeck coefficient may indicate an extended region of band inversion.
(e.g. Hall mobility, Seebeck-derived density of states effective mass) can be found in the ESI
Figures S4-S6.
Within the single-phase rocksalt region, the carrier density (Figure 6.3a) demonstrates a
striking dependence with the Sn content. Alloys between PbTe-SnTe and PbSe-SnTe exhibit
near exponential increases (linearly graded colors) in the carrier density with Sn alloying.
Interestingly enough, the carrier concentration appears largely invariant with the Te/Se
ratio. SnSe shows markedly less variation in the carrier concentration, although the reduced
solubility of Pb and Te in SnSe limits our inferences. Note the sharp transition from intrinsic
SnSe to degenerate SnTe along the SnSe-SnTe pseudobinary. Presumably we are seeing the
effect of percolation, wherein the matrix phase switches from intrinsic SnSe to degenerate
SnTe.
We find it fascinating that changes in the Pb/Sn ratio causes such dramatic changes in
the carrier concentration within the single-phase rocksalt alloy. The substitution of Pb2+
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for Sn2+ is nominally isoelectronic, and would not be expected to significantly change the
carrier concentration on charge counting arguments alone. Thus, we must deduce that
the changes in the carrier concentration are associated with fundamental changes in the
underlying defect energetics (e.g. vacancies). In the case of Te-rich PbTe, the lowest energy
compensating defects are V2−Pb and Te
2+
Pb.[339–341] The resulting defect equilibria sets Te-
rich PbTe as a lightly p-type intrinsic semiconductor. We presume PbSe follows a similar
trend, although no robust defect studies within PbSe currently exist. In contrast, SnTe
readily forms V2−Sn , leading to degenerate p-type transport.[342–348] Given that PbTe and
SnTe share a full solid solution, a strong shift in the native carrier concentration must
emerge, although this is merely an empirical statement and does not explain the underlying
mechanism. Extrapolating from the pure endpoints, it is possible that the compositional
shift from Sn to Pb occurs in parallel with changes in an effective “cation-vacancy” formation
energy. This would intuitively grade the total vacancy concentration along the alloy, resulting
in a smooth transition from intrinsic PbTe to degenerate SnTe, as observed in experiment.
Our hypothesis is only a speculation, although we find this topic intriguing, particularly with
the lack of defect calculations within heavily alloyed systems. The requisite calculations are
outside the scope of this paper, however.
With the general trends in the carrier concentration established, we can turn to examine
the electronic resistivity and Seebeck coefficient (Figure 6.3b and c) within the PbTe-PbSe-
SnTe-SnSe alloy. The coupling between the carrier concentration and the electronic resis-
tivity is intuitively the simplest – increases in the carrier concentration will generally yield
reduced resistivity. In truth, the resistivity also depends strongly on scattering (point-defect,
grain-boundary). Figure 6.3b shows the heat map of the electronic resistivity throughout
the PbTe-PbSe-SnTe-SnSe alloy. First and foremost, we observe remarkably smooth and
continuous changes in the resistivity. The continuity of the heat map speaks to the quality
and reproducibility of the synthesis method. The trends seen in the resistivity generally
mirror the Hall carrier concentration, with the resistivity decreasing near exponentially as
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we approach SnTe from PbTe and PbSe. Unlike the Hall carrier concentration measurement,
however, the resistivity smoothly transitions between the single-phase rocksalt, two/three-
phase region, and single-phase SnSe. This is a consequence of the effective media theory and
its application to multi-phase transport measurements.
Compared with the electronic resistivity, the Seebeck coefficient (Figure 6.3c) shows
more complex trends. Mathematically, the Seebeck coefficient depends non-monotonically
on the carrier density (Fermi level). The Seebeck coefficient is generally very low for heavily
doped semiconductors(>1020 cm−3) and rises with decreasing carrier concentration until a
maximum within the mid 1018–1019 cm−3. Further decreases in the carrier concentration will
cause Seebeck to decrease again and eventually switch sign within the bipolar regime. The
Seebeck coefficient is also sensitive to the band-gap and changes in the electronic structure
(e.g. density of states effective mass, band degeneracy). Within our experimental data, the
Seebeck coefficient broadly shows the convolution of two effects: changes in carrier density
and emergence of band inversion. Examining the changes in carrier density first, we note
that the Pb-rich compositions have Seebeck coefficients that strongly depend on the Sn
content and are largely invariant of the Te/Se ratio. This is conceptually consistent with the
changes in the carrier concentration and the expected dependence of the Seebeck coefficient
on the Fermi level. However, the invariance in the Te/Se ratio also suggests that there are
not significant changes in the valence band density of states effective mass with alloying.
These trends would likely evolve with temperature, as there are well noted instances of band
convergence along the PbTe-PbSe alloys at high-temperature.[286]
At the Sn-rich compositions, we observe an that the Seebeck coefficient dips into a
“pocket” (<10µV/K) near the middle of the heat map. This trend is not consistent with
changes in the carrier concentration. Consider the PbTe-SnTe pseudobinary. Starting at
PbTe, the Seebeck coefficient decreases with Sn substitution (consistent with carrier con-
centration) until it reaches a minimum at approximately 60% SnTe. Although the carrier
concentration continues to increase as we approach pure SnTe, the Seebeck coefficient ac-
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tually recovers. This effect is consistent with the concept of “band inversion” noted in the
literature. In fact, prior literature quotes that 62-67 % SnTe is the critical composition where
band inversion occurs at room temperature.[349–351] Prior literature also demonstrates band
inversion in the PbSe-SnSe alloy at low temperatures. [304] Our literature survey reveals a
surprising lack of papers along the PbSe-SnTe pseudobinary, although one should naturally
expect band inversion to occur there as well.
While not directly pertinent to thermoelectric performance, band inversion in the PbTe-
SnTe alloys is of interest as a topological crystalline insulator.[306, 352–354] The effect is
a fascinating manifestation of band structure evolution with alloying and the emergence of
purely quantum mechanical effects. Band inversion emerges because PbTe and PbSe have a
direct gap at the L-point which is comprised of a valence band maximum with L+6 symmetry
and a conduction band minimum with L−6 symmetry. In SnTe, the band natures are reversed.
The reversal, known as “Dimmock reversal” occurs due to the relativistic nature of the Pb
atom and strong s-p coupling in SnTe.[349, 355] Alloys between structures with different
band characters experience a transition point where the valence band switches from L+6 to
L−6 , causing a intermediate composition where the band gap collapses, the dispersion appears
Dirac-like, and topological insulating behavior can be observed.[349, 350, 352, 353, 356]
Within our alloying study, we actually observe a wide range of compositions that ex-
hibit anomalously reduced Seebeck coefficients. This suggests that there may be an array
of compositions within the PbTe-PbSe-SnTe-SnSe alloys that exhibit band inversion. Con-
sidering that the band inversion also appears to vary strongly with temperature,[304] there
appears to be a significant amount of tunability in both the composition and temperature
dimensions – an interesting case which may deserve a HTP study in itself, particularly if
we invoke extrinsic dopants as well. In this work, we use the Seebeck coefficient as a proxy
for the band inversion, though optical or ARPES measurements could confirm the extended
region of band inversion. These studies are outside the scope of this work, but the mere
identification of these potential follow-up studies continues to prove HTP experiment as a
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powerful screening and exploration tool.
All of the prior measurements depend intimately on the carrier concentration, although
we mentioned that the resistivity also depends critically on scattering phenomena and the
underlying electronic structure. The natural metric for examining these effects in alloys is
the electronic mobility, although the strong changes in carrier concentration make it difficult
to decouple changes in scattering, electronic structure, and carrier density. A convenient
workaround is to extract the “intrinsic mobility.” Under the single parabolic band (SPB)
model, the experimental Seebeck coefficient can be used to extract the electron chemical
potential within the sample, which can be used alongside the Hall carrier concentration to
correct the Hall mobility into an intrinsic mobility. Although the process carries several
assumptions (single parabolic band, acoustic phonon scattering, no bipolar contribution), it
is a commonly used approximation in thermoelectrics as a way to make model-consistent
comparisons between systems. Figure 6.4 shows the SPB derived intrinsic mobility within
the PbTe-PbSe-SnTe-SnSe alloying plane. Note that the data used to generate Figure 6.4
and the underlying Hall mobility can be found in the ESI Figure S7 and S8.
Figure 6.4: Under the single-parabolic band (SPB) model, we can extract the carrier
concentration-independent intrinsic mobility for the PbTe-PbSe-SnTe-SnSe alloying plane.
Despite expecting alloy scattering to decrease the electronic mobility, we note several regions
where high mobility material is observed. The influence of band inversion on the mobility
is of particular interest, as the inversion at 60% SnTe also appears to correspond with a
transition to lower intrinsic mobilities.
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The intrinsic mobility exhibits several interesting trends. Naively, we would expect the
mobility to decay with increased alloying due to increased point-defect (alloy) scattering.
Instead, we see pockets of relatively high mobility material within the intermediate alloys.
Two distinct regions appear: one on the PbTe-SnTe pseudobinary and another near the
PbSe-SnSe pseudobinary. The endpoints (e.g. PbSe) also appear to be high mobility, as one
would expect. Particularly along the PbTe-SnTe pseudobinary, we are curious as to whether
the band inversion plays a significant role in the increased mobility. From literature, the
band inversion between PbTe-SnTe generally occurs near 60% SnTe,[349, 350, 356] although
the maxima in our intrinsic mobility appears around 30-40% SnTe. However, as we near the
inversion, we could reasonably expect the nature of the band edges to shift from parabolic to
Kane-like (eventually ending in Dirac-like at the inversion). This would significantly decrease
the band effective mass and potentially increase the electronic mobility. Interestingly enough,
we do seem to note a transition around 60% SnTe, past which the intrinsic mobility appears
significantly reduced. To supplement the intrinsic mobility data, we have also included a
table of the Seebeck-derived density of states effective mass for each sample (see ESI Figure
S9).
It is interesting that prior studies along the PbTe-SnTe pseudobinary did not identify a
region of increased mobility. However, the prior literature has historically used the raw Hall
mobility and does not correct to the carrier concentration independent intrinsic mobility.[303,
357] Thus, prior work may have been unable to resolve a relatively subtle increase in the
intrinsic mobility from the strong (order of magnitude) changes in the carrier concentration.
We also note that the intrinsic mobility will evolve substantially with temperature, and while
high-temperature measurements were outside the scope of this work, they would assuredly
produce an even richer understanding of the underlying transport.
Even at room-temperature, the electronic measurements within the 121 sample alloying
grid have produced a unique dataset rich with information. Not only has this work recreated
a plethora of historical alloying and transport data within a single study, but we have also dis-
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covered several new trends deserving of further study. From the exploration of the extended
region of band inversion (topological behavior) to doping and high-temperature investiga-
tion of the high mobility compositions (thermoelectrics) to the computational investigation
of the Sn-doping (fundamental material science), this work continues to exemplify the value
of HTP experiment. Returning to our focus on thermoelectrics, however, we know that the
electronic mobility and thermal conductivity are rarely optimized at the same composition.
As such, the next section focuses on the thermal transport within the PbTe-PbSe-SnTe-SnSe
system.
6.5 Thermal Transport
Within thermoelecrics, alloying is perhaps the most applied technique when manipulating
the thermal conductivity. Indeed, many high-performance PbTe-based thermoelectric mate-
rials are heavily alloyed [289, 358–360]. The theory of point-defect (alloy) scattering and the
effect on the lattice thermal conductivity has been well studied in the literature. Multiple
models have been presented, many of which are based on a combination of geometric factors
(e.g. ionic radii, bond distortion) and mass contrast.[361–364] All results generally imply
that the lattice thermal conductivity should decrease with alloying, resulting in a minimum
vaguely near the center of the solid solution. This logic is the basis for the “high-entropy”
alloying studies within PbTe, which are some of the only papers to investigate the properties
away from the pseudobinary edges of the phase diagram.[288, 296]
To investigate the effect of point-defect scattering on the lattice thermal conductivity,
we first correct the total thermal conductivity using a Lorenz correction for the electronic
thermal conductivity. As a wide variety of carrier concentrations are observed in the dataset,
the Lorenz number is calculated using the experimentally observed Seebeck coefficient. The
resulting lattice thermal conductivity heat map is shown in Figure 6.5. The data used to
generate Figure 6.5, including the total thermal conductivity map, is included in the ESI
Figures S10 and S11.
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Figure 6.5: Consistent with historical models of point-defect (alloy) scattering, depressions
in the lattice thermal conductivity are observed with increased alloying. This yields a wide
region of low lattice thermal conductivity near the center of the alloying grid. Notably, the
thermal conductivity exhibits very low values over a wide range of compositions. Further-
more, at room-temperature, the lowest values are not formally centered around the exact
center of the diagram (Pb0.5Sn0.5Te0.5Se0.5).
As expected, we generally observe depressions in the lattice thermal conductivity with
increased alloying. We find it interesting, however, that there is actually a basin of low
values over a wide breadth of compositions. Compared to the pure endpoints, the depth of
the basin is quite significant, with a factor 3-4× decrease in the thermal conductivity with
alloying. However, as we noted in the previous section, the composition with the lowest
thermal conductivity often also exhibits reduced mobility. As such, we must integrate a
metric that accounts for simultaneous changes in both the lattice thermal conductivity and
the intrinsic mobility. The next section focuses on the quality factor β, which allows us to
identify promising compositions from their intrinsic (concentration independent) properties.
6.5.1 Quality Factor β
Historically, the thermoelectric figure of merit (zT ) has been the dominant parameter for
characterizing the quality of a thermoelectric material. However, zT is implicitly dependent
on the carrier concentration and explicitly dependent on the temperature. As such, an
optimization of zT requires both doping and high-temperature studies. A full survey of
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the PbTe-PbSe-SnTe-SnSe space that includes alloying, doping, and temperature would be
an exceptionally high-dimensional study. Creating such a study would be a revolutionary
endeavour, but it requires additional engineering, visualization, and synthetic considerations
which are outside the scope of this pilot study – however, we believe that the experimental
techniques to create bulk samples at this scale are not out of reach.
In the absence of zT , we can apply another historical metric for thermoelectric perfor-
mance, the thermoelectric quality factor β.[1, 365, 366] Unlike zT , β is a carrier concentration
independent parameter, although it assumes that the optimal carrier concentration can ul-
timately be achieved. Under this assumption, β convolutes the lattice thermal conductivity,
intrinsic mobility, and Seebeck effective masses to provide a measure of ultimate thermoelec-
tric performance under ideal doping conditions. Figure 6.6 shows our calculation of β across
our alloying study. The data used to generate Figure 6.6 can be found in the ESI Figure
S12.
Figure 6.6: The thermoelectric quality factor β serves as a carrier concentration-independent
proxy for the figure of merit zT. As β convolutes the trends seen in the lattice thermal
conductivity and intrinsic mobility, we can see that the optimal composition is neither at
the maximum intrinsic mobility nor the minimum lattice thermal conductivity. While this
study did not include doping or temperature-based effects, it still shows that the optimal
composition may not lie upon the intuitive compositions (e.g. psuedobinaries, high-entropy
mixtures).
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The quality factor β is useful in that it mathematically convolutes the changes in the
lattice thermal conductivity, intrinsic mobility, and Seebeck effective mass. Due to the
complex interplay between the thermoelectric transport coefficients, the composition for
optimal performance rarely coincides with the extrema of any given coefficient. We can see
this quite clearly in Figure 6.6. The intrinsic mobility had a local maximum along the PbTe-
SnSe pseudobinary around 30-40% SnTe, whereas the lattice thermal conductivity generally
shows a minimum closer to the center of the diagram. The confluence of these effects “pulls”
the high β sample off of the pseudobinary PbTe-SnTe line. Furthermore, the highest β
composition (Pb0.7Sn0.3Te0.9Se0.1) does not lie along any intuitive set of compositions (e.g.
diagonals, edges, center). We must reiterate that this study was only performed at one
temperature – and the optimal composition will likely shift with temperature.
Even though this work did not include dopants or temperature based effects, it already
demonstrates that optimization within materials science is a high-dimensional problem.
While the search for global extrema in a complex system is not impossible through intu-
ition alone, the addition of HTP tools would greatly augment our experimental prowess and
hasten the development of new functional materials.
6.5.2 Future of High-Throughput
Our study within the PbTe-PbSe-SnTe-SnSe systems has clearly demonstrated that HTP
synthesis is a worthwhile endeavour. Even within this pilot study, we have replicated >50
years of PbTe-PbSe-SnTe-SnSe alloying studies while simultaneously revealing new trends.
Besides dramatically increasing the rate of optimization and discovery of new materials, HTP
experiment would also radically improve synergy with existing computational and theoretical
efforts. The high-dimensional data sets would also provide powerful techniques like machine
learning and data-driven experimental design to generate new models and guide our insight
into complex optimization problems.
Our work thus far has provided a glimpse of the value that HTP experiment can provide.
However, this work was still a time-intensive and effort-intensive process. Future develop-
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ment of HTP experiment (particularly with a focus on automation or parallelization) will
want to direct additional engineering efforts to expedite the most time-consuming processes.
This is particularly true if the complexity of the synthesis increases (e.g. including multiple
dopants, changing processing conditions) or if higher resolution maps are desired (e.g. 1-5%
alloying steps). Throughout the synthesis and characterization of our 121 sample PbTe-
PbSe-SnTe-SnSe alloying map, we gathered a significant amount of metadata quantifying
time expenditure per sample and per process. The purpose of this section is to investigate
this data from an engineering perspective – to identify bottlenecks and discuss potential
solutions. We will not discuss financial costs (e.g. material costs, labor costs) within this
work, as proposed solutions are currently speculative.
In the context of our experiment, we want to examine how time is invested during the
synthesis and characterization of a sample. Figure 6.7 visualizes the time allocation meta-
data as a Sankey diagram. Sankey diagrams are representations of resource flow binned to
demonstrate resource allocation and subdivision. On Figure 6.7, each black bar indicates
a general “pool” of allocated time, and the colored subdivisions show how each “pool” is
divided into process-specific subsystems. Each process-specific cost (colored) is further sub-
divided into “machine time” and “human time.” As we use it, machine time is defined as
any period of time where an instrument is running but a human is not required to be present.
Human time specifically requires a human to be present and physically engaged with the
sample or instrument. This is an incredibly important division, as it broadly defines how to
adapt the technique to HTP studies. Techniques that predominantly consume machine time
can be expedited by parallelization, whereas human time is alleviated through automation.
This paper only enumerates the synthesis and room-temperature measurements in detail,
although we also consider the (time) cost of high-temperature characterization.
Sankey diagrams are relatively complex representations of data, so it helps to have specific
goals when reading one. Figure 6.7 is constructed explicitly to provide guidance when asking
future-looking engineering questions:
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Figure 6.7: Sankey plot demonstrating the time investment required (per sample) throughout
this work. At room-temperature, the synthesis time is moderately larger (198min) than the
characterization time (130min). To investigate individual contributions, we can subdivide
the characterization and synthesis times into technique-specific time allotments (colored)
and further into “machine time” and “human time” specific processes. The division between
“machine time” and “human time” is a key distinction, as the means used to alleviate “ma-
chine time” intensive processes (e.g. parallelization) are different than those used to alleviate
“human time” (e.g. automation). This effort is a pilot case for the use of HTP synthesis and
characterization as a means to screen for effective compositions. While high-temperature
and HTP methods are the ultimate goal, an addendum to the Sankey diagram (right, light
gray) demonstrates the large increase in time associated with performing subsequent high-
temperature measurements. Overcoming this bottleneck will require significant time and
capital investment.
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1. Which is more prohibitive, synthesis or characterization?
2. Which technique is the most time consuming, and can we triage techniques based on
time consumption?
3. Should we preferentially improve techniques which consume more human time?
By understanding the answers to these questions, we will be better equipped to design HTP
systems that address tangible bottlenecks.
Which is more prohibitive, synthesis or characterization? This is actually a nu-
anced question, as the answer depends dramatically on whether or not we consider high-
temperature measurements. Looking at the leftmost black bars on Figure 6.7, we can
see that synthesis (198min/sample) is slightly more time consuming that characterization
(130min/sample) when only room-temperature measurements are invoked. This is a rela-
tively large improvement over our classical techniques, as synthesis has been hastened by
a factor of 3-5×. Furthermore, when the synthesis and characterization times are roughly
matched, the whole process can theoretically proceed at steady-state, with no accumula-
tion of un-characterized samples or downtime of characterization instruments. However,
if we include high-temperature measurements (right side of Figure 6.7), we can see that
characterization is now an overwhelmingly costly venture. Currently, integration of high-
temperature measurements at large scale is not viable, nor are there currently available
commercial systems that can perform HTP high-temperature measurements. Thus, im-
plementation of high-temperature HTP measurements represents a significant engineering
challenge that must be contended with as synthetic approaches continue to accelerate.
Which technique is the most time consuming, and can we triage techniques
based on time consumption? As mentioned in the previous discussion, high-temperature
HTP characterization is definitely a subject deserving of attention. However, there alterna-
tive ways of viewing the problem. If high-temperature HTP characterization is not available,
we can still use room-temperature measurements to screen for effective compositions. In this
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situation, we would want to continue to reduce synthesis times to align with the room-
temperature characterization time. Looking at the most time-consuming processes, we see
that hot pressing and sample preparation are the dominant contributors to the synthesis
time. As hot pressing is predominantly a “machine time” intensive process, we would want
to continue increasing parallelization efforts. Sample preparation is predominantly associ-
ated with cleaning, polishing, thickness, and density measurements. All of these techniques
can be expedited by transforming them into “machine time” processes via automation (e.g.
autopolisher, gas pycnometer). Interestingly enough, as synthesis methods quicken, we will
inherently need to explore improvements to the room-temperature characterization processes
as well.
Should we preferentially improve techniques which consume more human
time? This problem is not easily answered. From a throughput perspective, the least
efficient tasks should be improved upon first, as they will likely lead to the largest improve-
ment in performance. However, without invoking full automation and characterization, we
must also consider the human element of the equation. Consider the “human time” associ-
ated with the four characterization techniques. This time is entirely associated with sample
loading/unloading from individual systems. Practically, each task only takes a few minutes,
but maintaining a steady flow of samples through the characterization systems is exhaust-
ing and requires continuous multitasking – preventing the researcher from investing time
elsewhere. By automating and integrating the different characterization techniques into a
singular instrument, samples could be loaded in batches, allowing “human time” to be better
spent elsewhere. Ironically, even though human-time is not a overwhelmingly large compo-
nent of the characterization and synthesis processes, any improvements which reduce rote
tasks may result in disproportionately large improvements in throughput. We suspect that
this discussion resonates even more deeply when financial considerations (e.g. wages) are
taken into account.
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Naively, we expected that Figure 6.7 would allow us to identify a singular, key obstacle
to the continued improvement of HTP synthesis and characterization. Instead, it presented
a relatively nuanced representation of a complex problem. We can expedite synthesis by
further parallelization of hot pressing and automation of sample preparation, although at
some point we will generate samples faster than they can be measured. We can automate the
process of room-temperature measurements through a custom-built characterization system,
but high-temperature measurements will still represent a significant bottleneck. We need
to decide whether the ultimate goal is to simply eliminate actions which are “human time”
costly, or to increase throughput in a holistic sense. Ultimately we conclude that realization
of a true HTP synthesis and characterization setup will require simultaneous investment in
automation and parallelization. High-temperature measurements must also be considered, as
thermoelectric performance commonly requires high-temperature characterization (exception
being refrigeration). Reductions in “human time” must be balanced with financial and
“machine time” costs. This work has been explicitly framed within thermoelectrics, although
we expect that the fundamental concepts will resonate within other fields of material science
as well.
6.6 Conclusion
When we began this work, we had three primary goals: 1) provide proof of concept
that HTP bulk synthesis can add value to experimental studies, 2) identify where additional
engineering can ameliorate potential bottlenecks, and 3) investigate fundamental material
science within some of the most industrially relevant thermoelectric compounds.
By adapting classical synthesis methods towards HTP ideology, we created the largest
bulk investigation into the PbTe-PbSe-SnTe-SnSe alloy system to date. Not only were we
able to recreate over 50 years of alloying literature and phase diagram data, but we also
identified new trends (e.g. wide range of band inversion, high mobility alloys). This work
highlights that chemically intuitive compositions are not guaranteed to capture anomalous
trends, particularly when the application space is complex and high-dimensional. HTP
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synthesis and characterization techniques are uniquely suited to screening wide chemical
spaces, and the integration of modern technologies (automation, data-driven methodologies)
would allow for rapid development of new materials with intuition-agnostic search strategies.
Our analysis also provided guides for future HTP efforts. Simultaneous automation and
parallelization will be required to hit throughput goals, particularly if high-temperature HTP
characterization is included. However, despite remaining challenges, we are convinced that
the means to create a fully HTP experimental setup is within reach. With continued focus
on production of high-quality bulk samples, the integration of HTP methodologies has the
potential to revolutionize the field of material science.
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Material science is a fascinating mixture of fundamental physics, chemistry, and engineer-
ing. The diverse applications and wide range of compounds allow for a rich, high-dimensional
field of research with a plethora of opportunity for innovation. However, the selfsame “com-
plexity” that allows for a diverse research space also creates many daunting challenges. For
much of history, our investigations into material science have been empirical in nature, driven
by the “chemists’ intuition” – which is neither bad nor good. The emergence of new tools,
however, has allowed for a fundamental paradigm shift within the field. The application
of computational techniques (e.g. DFT) has allowed us to screen the known material sys-
tems at a rapid pace, using physics-driven models to identify promising materials. Even
more recently, the community has begun to use data-driven or machine-learning based ap-
proaches, leveraging the power of intuition-independent approaches to identify new trends
hidden within data. However, these roles (computation, experiment, machine-learning) are
rarely harmonized towards a common goal. Synergizing the various roles will be one of the
key challenges in the next wave of material science.
The first two papers presented in my thesis showed the discovery of n-type transport in the
KAlSb4 and KGaSb4 Zintl materials. Before the publication of n-type KAlSb4, many Zintl
materials were considered to be exclusively p-type due to alkali-metal vacancy formation.
Despite historical bias, our work demonstrated that KAlSb4 is n-type dopable – and further
showed that many Zintl materials may actually perform better when doped n-type. This
work is a key example of how computational screening and targeted synthesis can be used
to combat historical bias or erroneous intuition. Later, we used the related system KGaSb4
to investigate the underlying defect energetics that enable n-type doping in KAlSb4 and
KGaSb4, showing that alkali-metal vacancies do not necessarily limit the n-type dopability
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of Zintl materials. Despite our findings, however, most Zintl materials are p-type. This
realization led me to perform a series of experiments where I searched for new n-type Zintls
through exploratory synthesis. While not presented in this thesis, the experiments have
led to the discovery of >5-10 new compounds, including a new clathrate material, multiple
new Kagome structures, and a related n-type Zintl material (RbGaSb4). The Zintl arc of
my research demonstrated that there are many opportunities in raw material discovery, and
that many of the most promising materials may yet be discovered.
The second two papers I presented were slightly more sobering perspectives on the rela-
tionship between computation and experiment. Just as computation helped identify the n-
type Zintl materials, it also revealed the quaternary diamond-like semiconductors as promis-
ing thermoelectrics. Within my work, I examined a series of quaternary diamond-like mate-
rials Cu2(IIB)(IV)Te4 (IIB: Zn, Cd, Hg)(IV: Si, Ge, Sn), finding that the thermal properties
of the materials are astonishing – reaching sub-glassy thermal conductivity in crystalline,
diamond-like semiconductors. Our results demonstrated that the predicted thermoelectric
performance was quite promising. However, while computation predicted rather extraor-
dinary properties for the n-type transport, experiment had to contend with the degenerate
p-type nature of the materials. Furthermore, computation was unable (at the time) to model
the defects in these materials, providing little to no guidance to experimental efforts. This
work highlighted that the computational “screening” of materials is wholly insufficient to ac-
celerate the discovery of new functional materials. In the absence of computation, I turned
to purely experimental methods – using the technique of “phase boundary mapping” to
achieve carrier density control over 4-5 orders of magnitude through intrinsic defect control
alone. As the most complex application of “phase boundary mapping” to date, I demon-
strated how targeted synthesis, coupled with basic principles from thermodynamics, can be
used to vary defect concentrations in complex systems. The quaternary diamond-like arc
of my research demonstrated that computation alone cannot find new thermoelectric mate-
rials. It also shows that targeted experimental efforts have incredible power to investigate
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high-dimensional, complex systems. Our work on the quaternary diamond-like materials has
largely inspired a new DMREF project explicitly to incorporate dopability predictions into
future computation efforts, and has also served to inspire me to investigate new ways of
probing defect energetics through experimental means.
Many facets of material science have embraced the role of computation as an effective
tool for identifying new functional materials. Concepts like machine-learning are also becom-
ing commonplace, helping to bridge human intuition with high-dimensional models. While
computational efforts have broadened and accelerated our ability to identify materials, our
experimental optimization efforts have remained largely stagnant. The experimental opti-
mization of a new material is an overwhelmingly high-dimensional problem that is expensive
and time-consuming for computation to assess – a perfect application for high-throughput ex-
perimental methods. In fact, the ability to perform high-throughput optimization of complex
materials, utilizing automation and “smart” experimental design will likely be the next rev-
olution in material science. The final paper I presented was a case-study in high-throughput
bulk material synthesis within the PbTe-PbSe-SnTe-SnSe alloys. We showed that high-
throughput experimental studies, even on well-known systems, reveals new physics that
would not be expected from intuition nor easily predicted from computation. The potential
of high-throughput bulk synthesis is a tantalizing prospect, and the high-dimensional data
sets would ultimately enable the application of techniques like machine learning to drasti-
cally alter material science. The high-throughput arc of my project has demonstrated the
potential of high-throughput experiment within thermoelectrics – and has inspired our group
to place dedicated effort into development of high-throughput, bulk synthetic methods.
Material science, particularly within electronic materials, is a unique crossroad between
countless scientific disciplines (quantum mechanics, chemistry, engineering). The diversity
creates opportunity, but the high-dimensionality of the problem is often daunting. Thermo-
electricity is a prime example – the effect in itself is relatively intuitive, but the complex
coupling between scattering phenomenon, electronic structure, crystal structure, basic chem-
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istry, and processing is anything but transparent. My Ph.D. thesis has broadly been directed
at finding ways to tease insight from chemistry, trying to find tools to aide human intuition
in the search for functional materials. We have not found a material with revolutionary
zT , but our work has developed and reviewed techniques which can ultimately serve as a
foundation for future research.
171
REFERENCES CITED
[1] Yan, J.; Gorai, P.; Ortiz, B. R.; Miller, S.; Barnett, S. A.; Mason, T.; Stevanovic, V.;
Toberer, E. S. Material descriptors for predicting thermoelectric performance. Energy
Environ. Sci 2015, 983–994.
[2] Madsen, G. K. Automated search for new thermoelectric materials: the case of LiZnSb.
J. Am. Chem. Soc. 2006, 128, 12140–12146.
[3] Wang, S.; Wang, Z.; Setyawan, W.; Mingo, N.; Curtarolo, S. Assessing the thermo-
electric properties of sintered compounds via high-throughput ab-initio calculations.
Phys. Rev. X 2011, 1, 021012(1)–021012(8).
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Toberer, E. S. Potential for High Thermoelectric Performance in n-Type Zintl Com-
pounds: a Case Study of Ba Doped KAlSb4. J. Mater. Chem. A 2017, 5, 4036–4046.
176
[58] Perdew, J. P.; Burke, K.; Ernzerhof, M. Generalized Gradient Approximation Made
Simple. Phys. Rev. Lett. 1996, 77, 3865–3868.
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