Abstract-The IEEE 802.11e draft specification aims to extend the original 802.11 MAC protocol by introducing priority mechanisms able to manage bandwidth and resource allocation according to the QoS needs of real-time applications. Different strategies based on MAC parameter diversifications, such as contention window limits, contention window updating factor and silence monitoring time, can be pursued in order to provide service differentiation, also in the case of distributed access. In this paper, we investigate on the behaviour of each differentiation possibility under different load conditions and traffic requirements. Our results show that the most powerful mechanisms which provide service differentiation are based on inter frame space (IF S) and minimum contention window (CW min ) diversification. However, these mechanisms have a different behaviour, since CW mim different settings affect not only access priorities, but also the overall system performance. We conclude that the best differentiation policy should be based on a joined use of IF S and CW min differentiation, using the first parameter to adjust access probabilities, and the second parameter to optimize the resource utilization in the network 1 .
I. INTRODUCTION
The IEEE 802.11 WLAN [1] standard is expected to become a widespread technology for the deployment of multimedia services over hot-spots and home-networking environments. Since 2000, over 40 million of 802.11 devices have been deployed worldwide and a more and more increasing number of users, after experiencing the convenience of wireless connections through 802.11 cards, asks for support of time-sensitive (voice and video) applications they usually run over wired networks. In order to satisfy these new market needs, the 802.11 task group "E" is currently working to enable the QoS support within the 802.11 framework. The extensions introduced regard both the distributed (DCF) and the centralized (PCF) access schemes, and are mainly based on the non-uniform settings of backoff and channel monitoring parameters. Although the 802.11e standard is still in draft version (the final standard is expected for the end of 2004/beginning 2005), in the meantime, the large amount of work carried out by the scientific community has already pointed out that the current 802.11e proposal presents a number of important issues to be solved. Because of the earlier and faster success obtained by the distributed access mechanism (EDCA) over the centralized access one (HCCA), most of these studies have been oriented on the performance evaluation of the EDCA proposal [5] , [6] , [7] . From this research activity has emerged that, although the EDCA [2] specification proposes a large number of technical solutions, it is still unclear both what is the performance effectiveness of these new service differentiation mechanisms, individually taken, and what is the robustness of the performance achieved by given parameter settings with respect to traffic parameters (e.g. number of contending stations). A very comprehensive overview of the various complementary as well as mutually alternative mechanisms for service differentiation in 802.11 can be found in the recent technical report [3] , which also addresses the performance evaluation of a subset of the considered mechanisms. Another comparative performance evaluation, although for a limited number of proposals (four) can be found in [4] . Some analytical models [9] , [10] , [6] have been developed in order to evaluate system performance (in terms of throughput and delay repartitions among the classes) as a function of the MAC settings and of the number of stations for each class. It has been proposed to use such results for analysis and admission control purposes [6] . However, little effort has been done for the synthesis and the service differentiation engineerization. In this paper we focus on this last issue and, in particular, on the problem of service differentiation, while maintaining the best possible resource utilization in the network. We show that a powerful mechanism is the combined use of various differentiation strategies (namely, CWmin and IF S). The rest of the paper is organized as follows: in section II, we briefly describe the differentiation mechanisms present in the EDCA proposal, in section III the effect of each differentiation strategy is explained and quantified via simulation results in different load scenarios, while in section IV some conclusions are drawn.
II. ENHANCED DISTRIBUTED CHANNEL ACCESS
The Enhanced Distributed Channel Access (EDCA) proposal enhances the current DCF access mechanism of the IEEE 802.11 standard in order to provide service differentiation using a distributed control approach. It is devised to differentiate the channel access probability among different traffic sources. The mechanism is designed to manage 8 different traffic priorities. The packet priority represents the quality of service defined at higher layers. Packets arriving to the MAC layer (Mac Service Data Units MSDUs) are then mapped into four different access categories (ACs), which represent four different levels of service for the contention to the shared medium. Each AC contends to the medium following the same rules as the legacy DCF, i.e. wait until the channel is idle for a given amount of time (DIF S in standard DCF), and then access/retry following exponential backoff rules. Every AC corresponds to a separate and independent queue at the MAC layer, and behaves as a single contending DCF entity. When more than one AC at the same station simultaneously expire their own backoff counter, a virtual collision occurs among them. In this case, an internal scheduler resolves the contention by selecting the highest priority packet among the colliding ones for the actual transmission on the radio channel. Basically, the EDCA mechanism defines both The backoff time is calculated as in legacy DCF, by drawing a random number in the interval [0, CW − 1], whereas the CW value is determined, and updated after each failed transmission, by using the basic DCF rules. Nonetheless, in previous 802.11e draft proposals, another mean to achieve service differentiation had been individuated in the Persistence Factor (P F [AC]), another AC dependent parameter which affects the CW updating rule. As in legacy DCF, when the medium is determined busy before the backoff counter is zero, the station freezes its count down until the medium is sensed idle for an AIF S again, but differently from that, the backoff counter is reduced by one at the beginning of the last slot interval of the AIF S period. In each beacon frame, the AP broadcasts the values of the differentiation parameters chosen for each AC. In fact, they can be dynamically adapted according to the network conditions. Once a station wins the contention and starts its transmission grant, EDCA also specifies new channel utilization operations based on the concept of transmission opportunity (TXOP), which represents a time interval in which the station is authorized to hold the channel.
III. DIFFERENTIATION MECHANISMS BEHAVIOUR
As we briefly described in previous section, several solutions have been proposed to provide access differentiation in a distributed manner. Obviously, these operations do not allow to offer any form of guarantee to the users. Service priority has to be intended as an increment of the probability to win the contention for the access to the common channel. While in DCF the winner of each contention gains a packet transmission opportunity, in EDCA the winner of a contention obtains the channel for a given period of time (TXOP). Roughly speaking, the effect of MAC parameter differentiations is the loss of access fairness. Note that service differentiation problem is much more complex than a simple bandwidth repartition among the classes, since different traffic requirements (such as maximum tolerable delay or delay jitter) have to be taken into account. In fact, differentiated bandwidth repartition can be easily obtained even in standard DCF by giving different maximum payload size to different stations (or, equivalently in EDCA, by giving different TXOP), but this operation does not allow to differentiate the service delays.
Thus, we want to clarify what type and what amount of service differentiation can be obtained by giving, for each station, different settings to the following MAC parameters: CWmin, CWmax, P F , AIF S. To this purpose, we developed an object-oriented event-driven C++ simulator, in which we implemented all the described differentiation access features. In the simulator, differentiation mechanisms can be separately or conjunctly activated, while each station has a single traffic flow. We compare the performance obtained by QoS stations which adopt different access parameters. For each differentiation parameter, we run simulations for the basic access (without using RTS/CTS) varying the parameter settings and the traffic conditions, in order to identify equivalences among different mechanisms. For example, we investigate if the effect of setting different AIF S is somehow equivalent to different CWmin settings. We consider two different types of traffic sources. Data transfer sources are modelled with saturated queues at the MAC level, while real-time sources are modelled with poisson arrivals. Setting values used in simulation are equal to those defined in the standard [1] for the 802.11b PHY.
A. Homogeneous sources
Consider preliminarily the effect of MAC parameter differentiation on resource assignment, when all the stations are involved in data transfer. We assume that each station has always a packet to send (i.e. transmission queues are never empty) and that sources are homogeneous in terms of packet length (1024 bytes) and data rate (11 Mbps, unless otherwise specified). In this scenario, when the radio access is managed by basic DCF, resource repartition among the stations is fair and, averagely, each station wins the same number of contentions. The winner of the contention gains a packet transmission opportunity. Since the packet collision probability and the packet length are constant for each station, probabilistically there is no difference in the amount of data transmitted with success by all the stations. Let now see how this fairness can be lost. In particular, we want to divide the contending stations into two service classes: high priority (HP) and low priority stations (LP).
1) Maximum Contention Window:
When all the stations are in contending state, the access to the channel is granted to the station which extracts the lower backoff value. In order to advantage some stations to others, we can specify different CWmax values. In case of consecutive collisions, stations with lower CWmax have a greater probability to extract the minimum backoff and then to access the channel. Figure 1 shows the effect of CWmax differentiation among two service classes. In the simulations, we set an equal number N of LP and HP stations and we vary the CWmax value assigned to HP stations. LP stations are assumed to adopt the standard CWmax = 1024 value, while HP stations use lower CWmax values. The figure plots the LP, HP and total throughput versus the number N of stations for each service class, varying the HP CWmax values. ¿From the figure, it can be noticed that throughput differentiation is not very significant in every network configuration, and especially when N is low. Only for CWmax values lower than 64 and for N greater than 15, LP throughput and HP throughput are visibly differentiated, but in these cases there are also great inefficiencies in the channel utilization (as shown by the total curve). In fact, this form of differentiation operates only after consecutive collisions (sufficient to update HP CW to its maximum value) occur. These events are more and more frequent as the value of CWmax is low and as the number of stations increases. But frequent collisions (needed for service differentiation) waste a large amount of resources, and then reduce the total channel utilization. 2) Persistent Factor: After each collision, the contention window is updated according to the law CWnew = CW old * P F until the maximum value is reached. Another strategy to give priority is the adoption of a persistent factor P F greater than 2 for LP stations 2 . Again, an higher CW value corresponds to a lower probability to extract low backoff values and to access the channel. Figure 3 plots the LP, HP and total throughput versus the number N of stations for each service class, varying the LP P F values. From the figure, we see that service differentiation is evident, but we cannot choose an opportune PF value which corresponds to a desired HP/LP throughput ratio. In other words, it is not possible to force LP throughput to zero and to give all the resources to HP stations by simply choosing an high P F value. This phenomenon is due to the fact that also this form of differentiation operates after collisions. Although it is sufficient a single collision event to begin the differentiation process, LP stations 2 Equivalently, we can choose P F values lower than 2 for HP stations. System behaviour tends to be similar to the case discussed in previous section with CWmax close to 32 contend equally with HP stations after packet successful transmission and then receive a given amount of bandwidth which does not depend on PF.
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3) Minimum Contention Window:
If we want to differentiate access probabilities before collisions, a possible strategy is the adoption of different CWmin values for HP and LP stations. Again the idea is the increment of the extraction probability of the minimum backoff value for HP stations. In this case, we assume that HP stations are legacy stations (CWmin=32) and run simulations varying the CWmin settings for LP stations. Figure 2 plots the LP, HP and total throughput versus the number N of stations for each service class, varying the LP CWmin values. Note that in this case LP throughput approaches zero as the value of CWmin increases. Thus, for a given load scenario and a given desired throughput ratio it is possible to choose an opportune setting for LP CWmin. to give priority to ACK transmissions (SIF S) or to contention free periods (P IF S) on data packets. The idea is to extend this mechanism using different DIF S values for each service class. In particular, for each Access Category, we consider an AIF S[AC] value equal to a DIF S time plus a given AC-dependent number of time-slots. In our simulations, we assume that HP stations adopt a monitoring time equal to a DIF S and that LP stations adopt higher silence monitoring values. Figure 4 plots the LP, HP and total throughput versus the number N of stations for each service class, varying the LP additive time-slot number IF S. The behaviour of the curves is quite similar to the one illustrated for the CWmin case. By comparing this figure with the previous one, note that only one slot of IF S differentiation is sufficient to obtain almost the same throughput ratio correspondent to a doubled LP CWmin. Even if both the mechanisms allow a full control on service differentiation, some differences are evident as the network load conditions change. We note that, as the network congestion increases, IF S differentiation appears more robust, guaranteeing a reliable resource allocation for HP stations, whereas CWmin differentiation tends to penalize them. This phenomenon is not desirable, since performance degradations due to the network congestion should be attributed first to LP stations. Considering the IF S case (fig 4) , performance degradation due to an increasing number of active stations, is mostly attributed to LP stations, while HP throughput is close to saturation conditions and slightly degrades as the number of stations grows. Conversely, in the CWmin case, the total throughput decrement due to congestion is mainly suffered by HP stations. Another important difference is illustrated in figure 5 , in which we have a different number of LP and HP stations. In the figure, we run simulation varying the number of LP stations and maintaining the number of HP stations equal to 10. Two groups of curves are plotted for two different differentiation possibilities for LP stations (namely, IF S value equal to 2 or CWmin value equal to 64). It is evident that IF S differentiation division of channel resources among the classes is less sensitive to the number of LP stations, since the slope of their throughput curve is lower.
B. Heterogenous sources
We now consider the problem of resource sharing among heterogeneous sources. In particular, we assume that contending stations are involved into two different types of applications: data transfer or low rate delay-sensitive traffic. Stations involved in data transfer operate in saturation conditions, while stations involved in low rate traffic generate packets with exponentially distributed inter-arrival times. We assume that packet length is still homogeneous among all the stations (and equal to 1024 bytes), while the average generation rate for low rate sources is equal to 3 packets/s. The number of such sources is constant and equal to 5, while the number N of data sources is a simulation parameter. Different strategies can be adopted in order to give priority to delay-sensitive traffic (HP stations). We focus on CWmin and AIF S settings of data stations (LP stations) since, as we saw in previous section, these parameters are more effective. In the former case it strongly depends on the CWmin setting, while in the latter case it is almost independent on the IF S value. In fact, data throughput corresponds to the saturation throughput of N stations which share the resources exceeding to HP stations. Hence, as shown in [8] , this throughput presents an optimum value for a given CWmin value which depends on N , while it is almost independent on the channel monitoring times. This implies that, according to the CWmin value chosen to satisfy delay requirements for HP stations, data stations performance can vary significantly and can be far from optimum value. Thus, we argue to combine the use of CWmin and IF S differentiation: CWmin value has to be set in order to maximize data throughput, and opportune IF S differentiation has to be introduced to satisfy HP delay requirements.
IV. CONCLUSIONS
In our study we present an overview of the new QoS supporting features of EDCA. The performance of the technical solutions in phase of debate (and in particular of minimum contention window and silence monitoring time differentiation) for QoS support are discussed via simulation results. Although each solution constitutes a possible mean for QoS support in WLANs for a wide variety of applications, simulations show that the analyzed mechanism have a very dissimilar behaviour varying the traffic conditions in the network. Effective parameter settings to cope with the optimization of network resources are investigated. We also remarked that all forms of priority do not give absolute guarantees about throughput and delay, but only relative differentiation among service classes. Further investigations will regard the tuning of the optinal differentiation parameter settings in the case of joined CWmin/IF S differentiation.
