Abstract: Inertial Confinement Fusion is a promising option to provide massive, clean, and affordable energy for mankind in the future. The present status of research and development is hindered by hydrodynamical instabilities occurring at the intense compression of the target fuel by energetic laser beams.
Introduction
Inertial Confinement Fusion (ICF) is an ongoing activity aiming for ignition of small pellets of thermonuclear, deuterium-tritium (DT) fuel by high-power lasers. The main direction of activity aims for strong compression of the fuel, where the resulting adiabatic heating would ignite the fuel. The pulse and the compression should be large and strong enough to keep the compressed fuel together for sufficient time for ignition, due to the inertia of the compressed pellet. This is the aim of both the direct drive and indirect drive experiments.
In the present work we work out the earlier presented idea how to achieve final simultaneous volume ignition in the majority of the target. However, we present the theoretical concept for a simplified flat target configuration. This obviously reduces the possibility to reach extreme compression, but our aim is to increase the target temperature, and for this purpose the flat target configuration is advantageous.
In the pellet the fusion reaction, D + T → n(14.1MeV) + 4 He(3.5MeV), takes place at a temperature of kT ≈ 10 keV. The produced 4 He (or α) particles are then deposited in the hot DT plasma and heat it further. This is the plasma self-heating (or α-heating). The compression wave penetrates into the plasma with the speed of sound or with the speed of a compression shock.
The goal of these experiments is to generate and sustain a self-propagating burn wave, which reaches the whole interior of the pellet. The present most advanced ICF experiments are done at the NIF at LLNL, with spherical, 4π, irradiation. We presented the advantages of the method of short (ps) ignition pulse with plasmonic nano shells, for this spherical configuration, with possibly smaller or negligible pre-compression. The basis of the pre-compression was that the fusion reactions in homogeneous medium is proportional to n 1 n 2 < σv >, where the two densities are the densities of D and T nuclei and the average v velocity, < v >, in a thermal system is proportional to v(T ). Thus, the effect of higher density is dominant. However, in small finite systems, the surface loss can be significant, and the above approximation may not be accurate enough. Especially for smaller target sizes, the larger size and smaller or no compression may be advantageous. Furthermore, the spherical configuration requires large number of laser beams, , which make tests highly expensive. We suggest the testing of the method of short ignition pulse with plasmonic nano shells with two laser beams pointing against each other with simultaneous ignition pulse fronts from both sides.
Need for relativistic fluid dynamics (RFD): These velocities are significantly less than the speed of light, c, so why would we need relativistic fluid dynamics to describe these reactions? RFD must be used not only with high velocities or high velocity gradients, but also at radiation dominated processes i.e. at very high temperatures, where the energy density and the pressure are of the same order of magnitude and not dominated by the rest mass of the matter. RFD has qualitatively different features, proven theoretically and experimentally: detonation or burning fronts can be both space-like and time-like (i.e. simultaneous in spacetime) (Csernai, 1987) and in radiation dominated processes, fluctuations of the burning front are smoothed out because radiation will transfer energy to volume elements with smaller energy density, which were created by mechanical flow fluctuations (Zeldovich & Raiser, 1966) .
Considerations for the target
In the following analytic, scaling consideration we take (a) an initial state of thickness h, which is then not compressed further much, but may be heated up with a short penetrating light pulse.
Here we consider a configuration, without ablator using the early examples in refs. (Csernai, 1987; Csernai & Strottman, 2015) . These estimates are based on an analytic, scaling solution of relativistic radiation dominated fluid dynamics, which demonstrates the consequences of this approach. To keep the transparency of the simple analytic scaling solution we describe a flat solid target. To have some approximate quantitative results, we chose targets of about 0.68-2.67 mm thickness, with polylactic acid and deuterium-tritium ice as targrt materials.
This target a priory has smaller absorptivity. If we want to absorb the whole energy of the incoming laser light on ∼ 1.0 mm length, we need an absorptivity of α K ≈ 8 cm −1 . This is about the absorptivity of DT fuel for soft X-ray radiation of 1 nm wavelength. See Fig. 2 of (Hu et al., 2014) . Longer wavelength radiation would have a larger absorptivity, and would be absorbed in the outside layers of the pellet.
We suggest the testing of the method of short ignition pulse with plasmonic nano shells with two laser beams pointing against each other with simultaneous ignition pulse fronts from both sides.
Simplified model for flat target
Consider a flat piece of matter, which is sufficiently transparent for radiation. The absorptivity of the target matter is considered to be constant, such that the total energy of the incoming light is absorbed fully when the light reaches the opposite edge of the spherical target. This matter undergoes an exothermic reaction if its temperature exceeds T c . Figure 1 : (color online) The target still should be compact to minimize the surface effects. The irradiation is performed along the x−axis from both sides towards the target. The laser beam should be uniform hitting the whole face of the coin shaped target.
The target matter is irradiated by two laser beams simultaneously from the two sides, which emit the radiation necessary to heat up the target. Here, for simplicity, we are neglecting the expansion, so that the target thickness h is taken to be constant. We will measure the length in units of µm, and the time in units of µm/c.
The laser beam strength should be uniform over the flat surface of the target fuel. This requires adequate optical properties, which may be critical for short, ps, pulses of high pulse energy and for a 1 mm 2 target surface. For the lower energy test experiments and material technology tasks, a 10µm 2 flat target surface size is adequate. In this case the target surface minimalization is less critical, so a longer cylindrical target with with smaller flat target surface can be chosen.
The target still should be compact to minimize the surface effects, i.e. a thick coin shape target would be optimal with
For minimal surface the diameter, D = 2R , of the coin vs. its thickness will have an aspect ratio of D/h = 1. The laser irradiation is from the ±z direction while the side mantel of the coin would lead to escape of laser light and particles. This, can be minimized by an external mantel on the coin edges of a well reflecting element (like depleted Uranium-238) or with a metal of high melting point (like Tungsten (W)). In this ICF configuration from the two opposite zsides, the simultaneous ignition can also be achieved. In this case, the nano-shell concentration at the middle layer of the DT target should increase more than in the spherical configuration. The presently proposed configuration provides a more economical alternative to ICF technology development, in two steps:
(A) Verification of the method of short (ps) ignition pulse with plasmonic nano shells, with non-explosive target material. (B) Verification of simultaneous fusion with smaller amount of DT-ice target. In both cases, the available laser pulse energy determines the possible outcome and the target size, which then provides us with the required ignition pulse length.
(A) To test the basic principle of the method, we can study a phase transitions of a polylactic acid (PLA, density 1.21-1.43g/cm 3 , melting point 150-160
• C, melting enthalpy 28-38 J/g) target, a transparent material. We need transparent material for the penetration of the laser light. For example, a 30 mJ laser pulse could melt 0.32 mg PLA. This amount of PLA has V ∼ 0.25 mm 3 volume. This means that if we have a laser beam with 1.5346 mm 2 cross section the target thickness can be h = D = 0.6828 mm to achieve the melting of the target with one single pulse.
The penetration time of the laser pulse through the target is t x = 2.276 ps. To achieve simultaneous melting the target should be doped with resonant golden nanoshells, less on the outside surface and more in the middle, so that the absorptivity is about 5 times larger in the middle layer than at the outside edges. The simultaneous melting can be achieved with a laser pulse length t x By slightly varying the pulse length while keeping the pulse energy, one can see the melting at the outside edges (shorter pulse length) or at the center (longer pulse length).
For example the Ti-Sapphire HIDRA laser with 30mJ pulse energy at Wigner RCP, is adequate for such experimental verification of the simultaneous ignition method. Similarly the PHELIX laser of GSI/FAIR is also adequate, which has even a higher, 180J, pulse energy for short, ps pulses.
(B) The estimate the pulse energy to ignite the DT fuel target is more difficult because of the spatial configuration of the target. We can make a rough estimate based on the results of the NIF experiments at LLNL. Here 54 kJ fission energy was detected, leading to the estimate that this is double as much as the invested ignition energy, for a DT target mass of ∼ 1g. The exact weight of the DT target varied in these experiments just as the layer structure of the spherical, hollow pellet.
The detailed coaculation of all paremeters is described in Appendix A. Thus, we could approximate an ignition energy of Q/m ≈ 27 kJ/g. With a laser pulse energy of 100J, we could ignite about m = 3 − 4mg DT fuel.
With an uncompressed fuel density of ρ = 0.225 g/cm 3 this would lead to a target volume of V = 13 − 18mm 3 , which is about 100 times the volume discussed above in case (A). For minimal surface the corresponding target diameter and thickness are D = h = 2.67mm. Consequently, the linear sizes are 4 times larger and the transverse cross section of the target is 16 times larger than above. The length of the ignition pulse, crossing the target, should thus be also larger, so that t x ∼ 9.2 ps.
The time profile of the laser pulses of lengths t x ∼ 2.276 ps , and 9.2 ps, is assumed to be a step function in the presented simulations. The actual time profile of short pulse high power lasers is rather a Gaussian. This can also be modeled and will not change the basic conclusions, and this is part of the theoretical tasks to be executed before the experiments. This pulse energy and pulse length are within the starting plans of ELI-NP (1/min, 92J, 22fs, 810nm) and within the future extension plans of ELI-ALPS. This latter institute is in the process of installation of smaller energy and shorter pulse length laser (10Hz, 2.5J, ¡ 17fs, 810nm). This makes it possible to study linearly a 3 times smaller target, with a 3 times shorter ignition pulse. This is possible with the planned shorter, fs, pulse length of this laser.
We intend to calculate the temperature distribution, T (t, x), within the cylindrical target, as a function of time, t, and the distance from the center plane of the target x. We have two steps of the evaluation:
(i) In the 1st step we calculate how much energy can reach a given point at x from the outside surface of the target. Here we have to take into account that the outside thermal radiation starts at time t = 0, so there is no radiation before. The eventual, "Low foot" type precompression is not included in this dynamical calculation. Furthermore, we must consider, from which parts of the outside surface we can reach a point inside the coin shaped target at time t. see Fig. 2 .
(ii) Then we have to add up the accumulated radiation at position x, for the previously obtained energy and to obtain the time dependence of the temperature distribution, T (t, x), we have to integrate dU (t, x) from t = 0, for each spatial position. See Fig. 3 .
Due to the flat target geometry and to the light pulse strength degradation the irradiation of the central domains is about three times weaker (for α k0 = 0.3) than in the previously demonstrated spherical configuration Csernai et al. (2018) . Fig. 2 indicates that the energy deposition across the target depth, at different moments of time. Here the gradual decay of the irradiated energy due to the basic absorption of the target is balanced by the uncreasing nano-sphere density. We can see that at the initial spacetime domains the irradiation reaches only the near half side of the target. Later in the next space-time domain the irradiation reaches the target from both sides. Here the increased nano-shell density leads to more intensive energy deposition in the middle of the target. At the last space-time domains the ends of the weakened lightfronts reach the opposite sides of the target. Fig. 3 indicates that the integrated energy deposition is nearly constant in time, Q = 1, when the system reaches t ≈ h/c, i.e. when the light-front first reaches the opposite edge of the target. At this time the irradiation pulse ends. The end of the irradiation pulse reaches the opposite side in twice as long time.
Thus, the increase of absorption in the middle layers is absolutely necessary to achieve a burning front with time-like normal, i.e. simultaneous volume ignition.
First let us describe the space-time dynamics for constant absorptivity and without considering the energy loss due of the light front during the penetration through the target. (I.e. we assume that the beam energy current is much bigger than the fraction deposited in the target. This is the same assumption that is used by Csernai et al. (2018) .)
We perform the surface integral of step (i) in terms of integration for the proper time of the radiation with a This contour line is almost at a constant time, indicating simultaneous whole volume transition or ignition. The irradiated energy, Q is chosen so that, 1Q irradiation will achieve the critical temperature. If the target matter properties do not change at this temperature the heating continues and as the total irradiated energy, 2Q, is deposited in the target we reach higher temperatures, but at this time the temperature is not uniform already. If the target undergoes a transition or ignition at T = 1 (i.e. T = Tc), and the latent heat of the transition heats the target further, then the presented calculation is not applicable. The two straight lines indicate the light-cones originating at the outside edges of the target at the moment when the irradiation pulse ends. Note! The absorptivity in this case αK = const. For more details please see Appendix B. delta function, selecting the surface element, which can reach the given internal point at a time. The deposited energy at space-time domain at (t, x) by a light front is dU (t, x) dt dx S where S is the transverse surface area that is constant. As the light front propagated with the speed of light the deposition length is dx = cdt, so the space-time integral of the deposition is
along the light beam trajectory:
where x l,r = ∓h/2, and the light beam is starting from the left (l) and right (r) edge at time t 0 . Thus the deposited energy along the light beam trajectory can be characterized by the coordinate x only. The deposition can be modified by changing absorptivity in the target by implanting nano-shells. The average intensity of thermal radiation reaching the surface of the DT pellet (B) amounts to dU per unit surface (mm 2 ) and unit time (mm/c). Let us take a typical value for the energy of the total ignition pulse to be 30-100 J, in time 10 ps, then from both sides the radiation intensity is between dU ≈ 2 · 50J · 5.599 −1 mm −2 (9.2ps) −1 or dU ≈ 1.94 · 10 14 W/cm 2 and 3.88 · 10 14 W/cm 2 .
In case of the PLA target (A) from both sides the radiation intensity is dU ≈ 2 · 30mJ · 0.25
At time t, the light can reach a space-time point (t, x), inside the flat target from the outside surface. At early times it may be that none of the surface points at positive t, are within the backward light-cone of a point (t, x). This domain is white in Figs. 2 and 3 . Before the time h/c there are points, which can be reached from at least one side and there are others which not. At time h/c all points of the flat target can be reached from both sides of the flat target. At this time the irradiation from the ourside edges stops. At late times, larger than 2h/c, the light pulses did reach all internal points (t, x) points from both sides. At this time all energy deposition to the target is completed. See Fig. 2 .
The choice of model parameters and their relations are described in Appendix A.
Analytic Model
The incoming irradition at the external surface is Q 0 = Q(h/2) = Q(−h/2) in the total irradiation time of t x = 10 ps, in example (B). This is Q 0 = 100 J from one side and 2Q 0 = 200 J from both sides together. Part of this is deposited in the target D(x), at position x, while the remaining part of the irradiation front, Q(x), propagates further inwards along the light beam trajectories (3). The irradiation from the two sides is symmetric, and both decrease as propagating inwards. Let us label the left and right sides by indices l, r.
The sum of the deposited and propagating components of the radiation are satisfying the relations
These components change as
Then if α K is constant,
where the second equation is for the radiation from the r.h.s., from the surface at +h/2, propagating inwards in the −x direction. The deposited energies can also be evaluated:
In the space-time domain where the point (t, x) can be reached from both sides, the total deposited energy
Thus, we calculate first what energy density, dU l,r (t, x), we get at a space-time point (t, x), in the time interval dt from earlier times for the l.h.s. and r.h.s of the target. This is an integral of the quantity D l,r (x). At a given point at x measured from the center plane of the target (assuming that a constant fraction, α K , of the radiation energy is absorbed in unit length) for the r.h.s. of the target:
The time, dτ , integral runs from the nearest point of the backward light cone ah/(2c), to a later point, bh/(2c), where the parameters a, b will be described below. Now we introduce a new, dimensionless time variable:
q ≡ 2τ c/h , and with this notation the boundaries, a, b, of the integral over the dimensionless time, dq are
Now we integrate over dq, adding up the contributions of those surface elements, from where radiation reaches the internal point at x at the same dimensionless time q. In the first case above the radiation does not reach the point at x, then in the second part the radiation from the closer side of the slab reaches x but from the opposite point not yet, in the third case radiation reaches x from both sides, and so on. In this way the space-time is divided into 4 domains. After the irradiation to the 4th domain is completed the warming up of the target stops because the irradiation is done in a limited time period. Thus the energy deposited up to the dimensionless time q on the r.h.s. of the system (i.e. for positive x values) is
and
Neglecting the compression and assuming constant specific heat c v , we get that k B dT = 1 n cv dU ·dq, where k B is the Boltzmann constant, and so
and so,
where the number density of uncompressed DT ice is n = 3.045 · 10 22 cm −3 , and the leading constant, σ, is
In case of constant α K one can achieve timelike detonation only in the space-time domain which receives irradiation from both sides, i.e. for ct which satisfies h/4+x/2 < ct < 3h/4−x/2, in the r.h.s. space-time domain:
(15) The surface of the discontinuity is characterized by the T (ct, x) = T c contour line. If T c is the ignition temperature, then here the DT ignition takes place on this contour line in the space-time. The tangent of this for the points separating spacelike and timelike (i.e. simultaneous) detonations is
So the point (t c , r c ) where the space-like and time-like parts of the surface meet, from (∂x/(c∂t)) Tc = 1 is :
where
This line t = t c (r c ) separates the Space-like and Time-like branch of the discontinuity of T (t, r) = T c .
The discontinuity initiates at x = L and t = 0 and it propagates first slowly inwards. Due to the radiative heat transfer the contour line of ignition, T (t, x) = T c , accelerates inwards, and at x c = x c (T c ) it develops smoothly from space-like into a time-like discontinuity.
The same type of gradual development from spacelike into time-like detonation (A) occurs in the last, hadronization, phase of ultra-relativistic heavy ion collisions (Csernai et al., 1994; Heinz et al., 2002; Chatterjee et al., 2006; Molnar et al., 2007; Frodermann et al., 2007; Csernai et al., 2009; Floerchinger et al., 2014; Armesto et al., 2014) . If we include radiative heat transfer in these scenarios, the transition from space-like to time-like deflagration will be gradual. This, however, requires more involved numerical calculations.
The constant temperature contour lines, T (t, r) =const., in the space-time, from the analytical solution show time-like detonation, only in the central domain of the flat, cylindrical target, so we cannot achieve total simultaneous full volume ignition, and in the forward and backward side regions instabilities might develop!
Variable absorptivity
In order to study the effect of variable absorptivity we reformulated the numerical model to perform all integrals of the model numerically. This will enable us to study the configuration where the pellet is manufactured with nano-shells inside, and this will regulate the absorptivity of the DT ice pellet.
In (Hu et al., 2014) , Rochester and NIF experimental data were studied and analysed with opacity data, extracted both from basic principles and from comparison with ICF experiments. The absorption coefficient α k (cm −1 ), defined by I(x) = exp(−α k x)I 0 , and the Rosseland and Planck opacities, K r defined by I(x) = exp(−α Kr ρ x)I 0 , were estimated and used to simulate the space-time development of ICF direct ignition experiments.
In our previous calculations we used the absorption coefficient α k (cm −1 ), and the approximation that the intensity of the incoming laser light flux is sufficiently large, so that its decrease by the absorption is negligible, see (Csernai et al., 2018) . Here we have relaxed this constraint. Also in the previous section we assumed a constant absorptivity, α K =const. Relaxing this simplification changes the situation essentially as it was shown by (Csernai et al., 2018) .
Our equations for Q l (x), Q r (x), D l (x), D r (x) and D(x), should now be evaluated numerically based on the same differential equations, eqs. (4, 8), that were used for the constant absorptivity case.
With increased absorptivity one could reach more rapid heating. The fusion reaction rate per unit volume and unit time is f = n D n T < σv >, depends on the D and T densities, n D n T , and the reactivity, < σv >. Due to the fusion cross section, the reactivity is increasing up to about T = 70 − 100 keV, and then decreases again. Thus, we could aim for a heating up to this temperature, with smaller pre-compression.
Absorptivity by Nanotechnology
Doping inertial confinement fusion pellets with golden nano-shells enables us to achieve the desired variable absorptivity (Tanabe, 2016) . Nano-shells irradiated by laser light exhibit a resonant light absorption, which can increase the plasmon field-strength by up to a factor of 40-100 or more (Prodan et al., 2003; Nordlander et al., 2004) . At present experimentally realizable nanoshell sizes ranges for core sizes: 5-500 nm, and for shell thickness: 1-100 nm. In a fuel target prepared initially with implanted Au nano-shells, after pre-compression we can have nano-shells of a radius ≈ 10 nm.
The resonant light frequency of the nano-shell can be tuned in a very wide range by changing the Size (r 2 ) and thickness of the nano-shell. If the Core (r 1 ) versus the Shell thickness, r 1 /(r 2 − r 1 ) is changed from 2 to 800 the resonant wavelength changed from 0.5 to 10 · 10 3 nm (Loo et al., 2004) . For our purposes of short wavelength, X-ray photons the smaller and relatively more thick nano-shells are relevant.
In case of flat target with irradiation in one direction only, instead of sperical nano-shells, we can ise resonant nano-rods, because of the transverse polarization of the light beams the resonant nano antennas should lay in the transverse plane. This configuration can be achieved by adequate manufacturing.
At the resonant frequencies the nano-shells are able to absorb resonantly a rather high portion of incoming light. We can define the absorption, scattering and extinction efficiencies, Q abs , Q sca , and Q ext , respectively (Lee & El-Sayed, 2005) , where these coefficients, Q i , describe how much part of the energy of the incoming light is absorbed or scattered by the nano-shell, compared to its geometrical cross-section, G, i.e. for a sphere of radius R, G = R 2 π. The nano-shells can be tuned to either larger absorption efficiency or larger scattering efficiency. For our purposes the larger absorption efficiency is optimal. The resonance extinction or absorption efficiency can reach a factor 10 or even more (Alam & Massoud, 2006) .
Thus, the absorptivity of the target material of the pellet can be regulated by the density of implanted nanoshells. The target DT fuel has a bulk absorption coefficient, α k0 (cm −1 ). If we implant nano-shells with cross section G = R 2 π, with a density ρ (cm −3 ) then the absorptivity will increase to
where the absorptivity of nano-shells, α ns , is
For a nano-shell of R = 30nm the additional contribution would be ρ G Q abs = ρ Q abs 0.283cm 2 . Consequently for a typical nano-shell density (James et al., 2007) of ρ = 10 11 /cm 3 and a Q abs ≈ 10, we can reach an additional absorptivity of
however, for the optimal simultaneous ignition we will need only a maximum of
in the center of the target. Higher nano-shell density and higher absorption efficiency can also be achieved. In case of linear irradiation from one direction, resonant nano-rods, which are orthogonal to the direction of irradiation, may provide even larger amplification of the light absorption. One can study the efficiency of different nano antennas, in different configurations. Absorption for DT densities in the range of ρ = 5 − 200g/cm 3 , T ≈ 10 5 K were obtained in the range of
as the light frequency increased to ω = 1 − 10keV. I.e. the typical light mean free path was about 1-10 4 µm.
Thus, while for low frequency radiation, ω = 1 − 100eV the DT target is quite opaque, at higher frequencies or energy it is much more transparent. This leads to the result that the initial lower energy pulse leads primarily to compression. This effect is enhanced further with the application of the thin ablator sheet on the surface of the pellet (Benredjem et al., 2014) . The additional opacity of nano-shells with typical nano-shell densities can increase the absorptivity by up to α ns = 20 − 30 cm
which makes the fast ignition possibilities very versatile in this light frequency range. We can experiment with variable absorptivity, which is the normal high temperature, high frequency absorptivity of the DT fuel, α k0 ≈ 1 cm −1 at the front and back edge of the pellet (i.e. at ±h/2) while in the center, it is α ns = 20 − 30 cm −1 , (i.e. about up to 30 times more). The space time profile of the ignition, will then depend on the radial profile of the increasing nano-shell doping towards the center of the pellet. See Fig. 3 .
We could optimize this by achieving the largest simultaneous volume ignition domain, which eliminates the possibility of developing instabilities.
Apart of the large cross section of plasmon excitations, which can exceed the geometrical cross section of the nano-antennas by several orders of magnitude, surface plasmon resonance excitation is a much more efficient process for the quantum mechanical "hot carrier" generation. This process is much faster than the heating via the external hohlraum, and the typical time-scale is around 10-500 fs (Liu et al., 2018) . I.e. orders of magnitude shorter than the irradiation pulse length. Furthermore, with high intensity irradiation, when the temporal spacing between incident photons becomes smaller than the hot carrier relaxation time, the photoluminescence blueshifts with increasing light intensity due to a multiphoton quantum effect. These two additional effects make the heating with nano-antennas very fast and more effective for fusion reactions. These effects depend on the features of the implanted nano-antennas, which can be calculated quantitatively.
Planar metal surfaces reflect most of the incident light, and light absorption is not very efficient. Nevertheless, light absorption can be further enhanced by exciting localized surface plasmon resonances. This produces an antenna effect resulting in light collection from an area that is larger than its physical size (Brongersma et al., 2015) .
Surface nanowire arrays can also elominate this reflection and can reach, multi-keV temperatures with a 0.5J laser pulse (Purvis et al., 2013; Kaymak et al., 2016) .
Here the question arises that under compression of a sample doped with nano-shells, how the doped particles will compress. The thickness and radius of the golden nano-shells is determined by the resonance condition of the laser irradiation. The stiffness of the shell interior, can be chosen to keep the spherical shape of the nano-particles, a best choice can be cryogenic D-T fluid. In a study of ICF capsules employing D-T wetted foam (Sacks & Darling, 1987) of similar size small pores, concluded that the in-flight aspect ratio, hydrodynamic efficiency, and hot electron tolerance can be at least as good as for conventional D-T targets. The compressed nano-shells will be resonant to higher laser frequencies, which can be taken into account, in the nanoshell fabrication.
In case of nano-rods implanted in the transverse plane orhogonally to the direction of the light beam, the nanoantenna parameters are not effected essentially, which makes the tuning of the nano-antennas simpler.
Progress of ignition
First estimates of the rate of fusion reactions without considering compression and expansion assuming a thermalized target with uniformly heated up to ignition temperature can be approximated by the rate n D n T < σv >, which leads to a full D+T burning time of the order of 10 ns. This time is 3 orders of magnitude longer than the time to reach uniform ignition with the proposed timelike ignition method. In this time the expansion of the hot burning plasma can be substantial, which in reality leads to reduced burning rate and a highly reduced burnup fraction.
Several physical processes may remedy this problem. The first is a moderate pre-compression and preheating, as mentioned in the introduction. E.g. a precompression of the target by a factor 10 will increase the reaction rate by a factor 100, while the linear size decreases by a factor 10 only in the linear geometry. (For comparison the 3D NIF experiments use a size compression of 30 and a density increase of almost 1000.)
For more realistic estimates we need relativistic fluid dynamical estimate for the dynamics of the compression and expansion of the system. pre-compression and preheating can be achieved by an initial weaker and longer (so called "low foot" ) irradiation, but still without an ablator layer. The final expansion after the start of the burning phase, can also be damped by a continued final "low foot" radiation at least in the beam direction. The energetic short ignition pulse accelerates the target matter inwards also, as 1/3rd of the deposited energy provides an inward push, especially at the outside edges of the target, where we have the largest energy deposition and at the earlies times. These effects can be evaluated by relativistic fluid dynamical model calculations.
The microscopic features of the ignition improve the chances for faster burning also. The initial motion of the ions at the start of the burning after ignition is beam directed and not uniform in direction, i.e. not thermal. This is also facilitated by the laser wake acceleration of the ions, as well as the forward peaked nuclear scattering cross sections at high energies. Furthermore, nonthermal laser driven plasma-blocks (Hora et al., 2017; Sauerbrey, 1996) due to ponderomotive EM forces may accelerate ions in the beam direction to relativistic velocities that increases the fusion rate, < σv>, significantly, particularly in case of two beams from the two sides. The experimental verification of this method is now planned ar the ELI-Beamline institute, near Prague (Hora et al., 2015) .
The Coulomb repulsion between the ions can also be reduced by the Debye screening of electrons. These effects also increase the burning rate. In addition the nano-antenna heating may also catalyze the fusion reactions by the concentration of EM field energy. Finally the heavier ions and especially the larger nano-antennas, keep their beam directed motion much longer than the lighter electrons. These combined effects can be analyzed by uRQMD modeling (which is also standard in ultra-relativistic Heavy Ion physics).
For optimal setup of a fusion method these effects should be modeled and optimized before the experimental tests. These test may then provide information further to improve the optimization.
Conclusions and discussions
Using nano-technology for ICF is mentioned recently (Kaymak et al., 2016; Bargstenm et al., 2017) . By placing aligned nano-rods or nano-wires on the surface of the pellet and irradiating irradiating it with femtosecond laser pulses of relativistic intensity, leads to a plasma with peak electron intensity and pressure. However, this pressure would lead to a pressure driven adiabatic compression and heating, which can lead to Rayleigh-Taylor Instabilities, preventing simultaneous volume ignition.
In this model estimate, we have neglected the compression of the target solid fuel ball, as well as the reflectivity of the target matter. The relatively small absorptivity made it possible that the radiation could penetrate the whole target. With the model parameters we used the characteristic temperature was T 1 = 21.3 keV, which is larger than the usually assumed ignition temperature, while our target is not compressed so the higher temperatures may be necessary to reach ignition according to the Lawson criterion. If we can achieve ignition at somewhat lower temperature than T 1 , the ignition surface in the space time includes a substantial time-like hyper-surface, where instabilities cannot develop, because neighboring points are not causally connected.
From looking at the constant temperature contour line labeled 1, (i.e. the contour where the critical amount of energy, Q is deposited (Fig. 3) we see that the critical ignition temperature is reached in about 80% of the target volume simultaneously (i.e. on a time-like hypersurface). In this domain no instabilities may occur.
We can also apply this model to a moderately precompressed target, which is transparent and has larger absorptivity. In this situation the ignition temperature can be somewhat smaller, but we still can optimize the pulse strength and pulse length to achieve the fastest complete ignition of the target.
The above relatively short and very intensive irradiation is relevant for the absolute boundary of simultaneous, time-like ignition (A). With more detailed and quantitative estimate it is sufficient to require an irradiation intensity, which leads to a faster temperature increase towards T c than the growth rate of the RT instability or other instabilities. This can make even an order of magnitude increase in the critical irradiation time t c . Furthermore if we also consider the smoothing effect of radiation dominated ignition front (B) then the critical irradiation time even longer. This could only be estimated with 3+1D Computational RFD calculation.
We can see if we neglect the importance of the speed of light, the theory would be far-fetched from reality. It is important to use the proper relativistic treatment to optimize the fastest, more complete ignition, with the least possibility of instabilities, which reduce the efficiency of ignition.
Appendix A: Parameters
The necessary ignition energy of the DT target (B) is estimated as Q/m = 27 kJ/g, based on the LLNL NIF results. Then assuming a Q 0 = 100 J laser pulse energy, we could ignite a DT target of mass m = 3.703 mg. Then, the density of DT ice is given as ρ = 0.225 g/cm 3 , which leads to a target volume of V = 16.5 mm 3 . Using the condition of minimal target surface, the height of the DT target cylinder becomes h = 2.67 mm, and its cross section: A = 5.599 mm 2 . The critical energy density for ignition is: = Q 0 /V = 27 * 0.225 = 6.075 kJ/cm 3 (J/mm 3 ), while the required pulse length will be t pulse = h/c = 9.2 ps. During this pulse length we should deposit the total pulse energy, Q 0 to the target, which leads to an initial space-time energy density, σ 0 at the external surface of the target as u 0 = /t p = c/h = 2.275 Jc/mm 4 . The deposited energy density to a space-time volume element is then u(x, t). Therefore U 0 = Au 0 = 14.06 Jc/mm 2 . Now, taking into account that in the beam direction the light front propagates with the speed of light (in the target material), we get u(x, t)d 3 xdt = Au(x, t)δ(x − ct)dxdt, and we can introduce the linear deposited surface energy density, Au(x, t) inside the target as
Au(x, t)δ(x − ct) dt dx , along a light beam starting at t 0 . From the incoming surface energy density Q(x) a part, α K (x), is deposited in the target material:
and the remaining lesser part continues to propagate along the light beam as described in Section 4.
Appendix B: Absorptivity
For constant absorptivity α K only slow heating of the target is possible, see Fig. 4 . Here the length scale, s, is chosen so that s = 100 corresponds to x = h/2 = 0.134 cm. The edge absorptivity is α k0 = 0.0285 cm −1 , while in the centre it is α k0 + α ns (0) = 0.0598 cm −1 .
