We show that Müntz spaces, as subspaces of C [ , ], contain asymptotically isometric copies of c and that their dual spaces are octahedral.
Introduction
Let Λ = (λ k ) ∞ k= be a strictly increasing sequence of non-negative real numbers and let M(Λ) = span{t 
It is well known that C [ , ] contains isometric copies of c (see e.g. [1, p. 86] how to construct them) and that its dual space is isometric to an L (µ) space for some measure µ. The aim of this paper is to demonstrate that Müntz spaces inherit quite a bit of structure from C [ , ] in that they always contain asymptotically isometric copies of c , and that their dual spaces are always octahedral. (An L (µ) space is octahedral. See below for an argument.) Let us proceed by recalling the de nitions of these two concepts and put them into some context. R. C. James proved a long time ago (see [3] ) that X contains an almost isometric copy of c as soon at is contains a copy of c . Note that containing an asymptotically isometric copy of c is a stronger property, see e.g. [ By a slice of B X we mean a set of the form
Remark 1.4. As we have mentioned, Theorem 1.3 can be found, but without proof, in [5] . Deville had proven in [4, Theorem 1 and Proposition 3] that if X is octahedral, every nite convex combination of w * -slices of B X * has diameter 2. In the same paper he asks if the converse is true (Remark (c) on page 119). Since there is no proof included in [5] , new proofs appeared, independently, in [6] and [7] , in connection with a new study of spaces where all nite convex combination of slices of B X has diameter 2.
When we show that the dual of Müntz spaces are octahedral we will use Theorem 1.3 and establish the equivalent property stated there. Note that an L (µ) space is octahedral. Indeed, the bidual of such a space can be written
. From here the octahedrality of L (µ) is a straightforward application of the Principle of Local Re exivity.
The main reference concerning Müntz spaces is [9] . But there most of the phenomena that are studied are linked to spreading properties of Λ and not general results concerning all Müntz spaces.
We do not know of much research in the direction of our results. But we would like to mention a paper of P. Petráček ([10] ), where he demonstrates that Müntz spaces are never re exive and asks whether they can have the Radon-Nikodým property. Since the Radon-Nikodým property implies the existence of slices of arbitrarily small diameter, we now understand that Müntz spaces rather belong to the "opposite world" of Banach spaces.
See also Remark 2.9 for some more related results.
Results
De nition 2.1. We will say that a strictly increasing sequence of non-negative real numbers (λ k ) ∞ k= has the Rapid Increase Property (RIP) if λ k+ ≥ λ k for every k ≥ .
We will call a function of the form 
Proof. We want to nd the norm of the spike function de ned by
. Now, by standard calculus, r k attains its maximum at x k where x k λ k = . Thus
As (p k ) ∞ k= converges pointwise to and inf k p k ≥ / , the sequence (p k / p k ) ∞ k= converges pointwise to and thus weakly to as it is bounded. Remark 2.4. By standard calculus one can show that the point at which p k in Lemma 2.3 obtains its norm is
For su ciently large λ k it is straightforward to show that
that y k is strictly monotone, and that y k converges to 1 (λ k ≥ is su cient). . We will show that the diameter of C is 2 (cf. Theorem 1.3). To this end, start with some f ∈ C and write f = n j= µ j g j , where
be an RIP subsequence of Λ (which is possible as ∞ k= /λ k < ∞) and put
k= is the sequence of spike functions corresponding to (λ k ) ∞ k= and x k the (unique) point where p k attains its norm. We will prove that, for any ε > , there exists a K = K(ε) such that whenever k ≥ K we have 
for all k ≥ K. Since ε is arbitrary, we can thus conclude that C has diameter 2.
To produce the K = K(ε) above, note that h j± k converges to g j pointwise, and thus weakly since the se- ∞ k= converges pointwise to , and the continuity of g j , we can nd K ∈ N such that for all k ≥ K there are points < a k < x k < b k < such that
We will see that this K does the job for the given ε > : Let k ≥ K and suppose x ∉ (a k , b k ). Then
If g j (x) < and
In any case we have for k ≥ K and x ∈ [ , ] that |h
Theorem 2.6. Müntz spaces contain asymptotically isometric copies of c .
Proof. We will construct a sequence (fn)
To this end choose a subsequence of Λ with the RIP. For simplicity denote also this subsequence by
k= be its corresponding sequence of spike functions, and let x k be the (unique) point in ( , ) where p k obtains its maximum. Now, start by letting k = and put
Using continuity and properties of p , we can nd an interval I = (a , b ) such that < a < b < and f (x) > ⇔ x ∈ I . By construction f satis es the conditions (i) -(iv). To construct f we use Lemma 2.3 and Remarks 2.2 and 2.4 to nd k ∈ N and an interval I = (a , b ) with b < a < b < such that
By construction f now satis es condition (v) for m ≤ and f satis es conditions (i) -(iv).
To construct f we use Lemma 2.3 and Remarks 2.2 and 2.4 again to nd k ∈ N and an interval I = (a , b ) with b < a < b < such that
By construction f and f now satisfy condition (v) for m ≤ and f satis es conditions (i) -(iv). If we continue in the same manner we obtain a sequence (fn) 
We claim that (1) and (2) holds with m = and M = . First observe that we have limn→∞ fn = immediately from the requirements, so (2) holds for M = . In order to prove the two inequalities in (1), let (tn) ∞ n= be an arbitrary sequence with nitely many non zero terms. First we will prove that / sup n |tn| ≤ n tn fn . We can assume by scaling that sup |tn| = . Since (tn) ∞ n= has nitely many non zero terms, its norm is attained at, say, n = N, i. We conclude that the left hand side of the inequality (1) holds. Now we will show the right hand side of this inequality holds, i.e. we want to prove that | n tn fn(x)| ≤ for all x ∈ [ , ]. Since fn ≥ for all n = , , . . . , we may assume that every tn is positive. Now, if x ∉ ∪n(an , bn), we have If, on the other hand x ∈ (a n , b n ) for some n ∈ N, then These combined yields the right hand side of the inequality (1), so the proof is complete.
