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En el desarrollo de la presente actividad se medirán las habilidades adquiridas 
durante el transcurso del curso, con el cual se buscará dar solución a unos 
escenarios presentados, por medio de la aplicación de los conocimientos adquiridos 
hasta el momento. Este proyecto consiste en el proceso de conceptualización de 
los diversos temas del área de networking y seguridad, El presente trabajo validad 
estas habilidades y nos da una visión más clara de lo que muy posiblemente nos 
vamos a enfrentar, además es la mejor manera de evaluar los conocimientos 
adquiridos a través del desarrollo de los módulos que componen el curso, así como 
la formación autodidacta que el curso demanda. 
 




In the development of this activity, the skills acquired during the course of the course 
will be measured, which will seek to solve some scenarios presented, through the 
application of the knowledge acquired so far. This project consists of the process of 
conceptualization of the various topics of the area of networking and security, The 
present work validates these skills and gives us a clearer vision of what we are likely 
to face, it is also the best way to evaluate the knowledge acquired through the 
development of the modules that make up the course, as well as self- taught training 
that the course demands. 
 
 













Las comunicaciones se han convertido en parte integral de las sociedades 
modernas y ha puesto al usuario final en la vanguardia de la telecomunicación. 
Siguiendo esta idea, las empresas actualmente tratan de poseer sistemas 
revolucionarios en sus áreas de trabajo que lo vuelvan competente y moderno 
cuanto a tecnología se refiere. Sistemas de seguridad y sistemas de 
telecomunicaciones que cubran sus necesidades y puedan aportar grandes 
beneficios son los principales focos de las empresas hoy día. 
Este trabajo mostraremos el enrutamiento entre los protocolos OSPF y EIRGP los 
cuales operan diferentes direcciones. El primer escenario muestra la posibilidad de 
designar configuraciones de red que ayudan a establecer nuevas interfaces loop 
back, al igual que identificar técnicas de Routing con el protocolo OSPF y participar 
en el Sistema Autónomo EIGRP. El segundo escenario practico muestra la 
importancia de integrar al primero con la configuración de los switches cisco como 
lo son los puertos troncales, asignaciones VLAN, VTP para gestionar los diferentes 
equipos. Estos protocolos de enrutamientos nos ofrecen el conocimiento y la 
estructura que podrán ser aplicados con el fin de optimizar la infraestructura de una 
compañía y a su vez mejorar la eficacia tecnológica permitiendo la conexión 
mediante redes privadas y públicas. 
También se realiza para dar cumplimiento a los objetivos de la prueba de 
habilidades del diplomado de profundización en redes Cisco Networking, y de la 
misma forma como trabajo de grado para obtener el título de ingeniero electrónico 




1. DESARROLLO ESCENARIO 1 
 
 
Figura 1. Escenario 1 
 
 
Fuente: Autor del proyecto 
 
Paso1: Aplique configuraciones iniciales y los protocolos de enrutamiento para los 
routers R1, R2, R3, R4 y R5.  
 
Según el diagrama y se configuran las interfaces con las direcciones que se 
muestran en la topología de red. 
 
Se realiza la siguiente configuración en cada uno de los routers (R1, R2, R3, R4 Y 
R5), según la imagen de acuerdo a sus correspondientes IP. 
 
Inicialmente, se realizará la configuración de cada router (configuración inicial de las 




A continuación, en la tabla 1 se plasmó la configuración utilizada para cada router. 
Tabla 1. Configuración utilizada para cada router  
ROUTER CONFIGURACIÓN 




Router(config)#hostname R1  
R1(config)#end  
 
R1(config)#interface s0/0/0  
R1(config-if)#ip address 10.113.12.1 
255.255.255.0  
R1(config-if)#clock rate 64000  
R1(config-if)#no shutdown  
R1(config-if)# 
 
R1(config)#router ospf 1 
R1(config-router)#network 10.113.12.0 




Router 2 (R2) 
 
Router>enable 
Router#config terminal  
Router(config)#hostname R2  
R2(config)#end  
 
R2(config)#interface s0/0/0  
R2(config-if)#ip address 10.113.12.2 
255.255.255.0  
R2(config-if)#clock rate 64000  
R2(config-if)#no shutdown  
R2(config-if)# 
R2#config terminal  
R2(config)#interface s0/0/1  
R2(config-if)#ip address 10.113.13.1 
255.255.255.0  
R2(config-if)#no shutdown  
R2(config-if)#exit  
R2(config)#router ospf 1 
R2(config-router) #network 10.113.12.0 












Router 3 (R3) 
 
Router>enable 
Router#config terminal  
Router(config)#hostname R3  
R3(config)#end  
R3(config)#interface s0/0/0  
R3(config-if)#ip address 10.113.13.2 
255.255.255.0  
R3(config-if)#no shutdown  
R3(config-if)# 
R3#config terminal  
R3(config)#interface s0/0/1  
R3(config-if)#bandwidth 128000 
R3(config-if)#ip address 172.19.34.1 
255.255.255.0  
R3(config-if)#no shutdown  
R3(config-if)#exit  
R3(config)#router ospf 1 
R3(config-router)#network 10.113.13.0 
0.0.0.255 area 5 
R3(config-router)# 
R3(config-router)#network 172.19.34.0 
0.0.0.255 area 5 
R3(config-router)#end 




Router#config terminal  
Router(config)#hostname R4  
R4(config)#end  
 
R4(config)#interface s0/0/0  
R4(config-if)#ip address 172.19.34.2 
255.255.255.0  
R4(config-if)#no shutdown  
R4(config-if)# 
 
R4#config terminal  
14 
 
R4(config)#interface s0/0/1  
R4(config-if)#ip address 172.19.45.1 
255.255.255.0  
R4(config-if)#no shutdown  
R4(config-if)#exit  
R4(config)#router eigrp 15 
R4(config-router)#network 172.19.34.0 
0.0.0.255 area 5 
R4(config-router)# 
R4(config-router)#network 172.19.45.0 
0.0.0.255 area 5 
R4(config-router)#end 
Router 5 (R5) 
 
Router>enable 
Router#config terminal  
Router(config)#hostname R5  
R5(config)#end  
 
R5(config)#interface s0/0/0  
R5(config-if)#bandwidth 128000 
R5(config-if)#ip address 172.19.45.2 
255.255.255.0  




R5(config)#router eigrp 15 
R5(config-router)#network 172.19.45.0 
0.0.0.255 area 5 
R5(config-router)# 
R5(config-router)#network 172.19.45.0 





Se crean las cuatro nuevas interfaces loopback en el router 1 (R1), utilizando las 
direcciones 10.1.0.0/22, donde estas estarán en OSPF en el área 5. 
 
A continuación, en la tabla 2, se encuentra la configuración de las 4 nuevas 






Tabla 2. Configuración de las 4 Nuevas interfaces loopback en el router 1 
(R1) 
ROUTER CONFIGURACIÓN 
Router 1 (R1) 
 
R1>enable 
R1#config terminal  
R1(config)#interface Loopback 0 
R1(config-if)# 
 
R1(config-if)#ip address 10.1.0.20 
255.255.255.0  
R1(config-if)#exit  
R1(config)#interface Loopback 1 
R1(config-if)# 
 
R1(config-if)#ip address 10.1.1.20 
255.255.255.0  
R1(config-if)#exit 






R1(config)#interface Loopback 3 
R1(config-if)# 
 




R1(config)#router ospf 1  
R1(config-router)#network 10.1.0.0 
0.0.0.255 area 5  
R1(config-router)#network 10.1.1.0 
0.0.0.255 area 5  
R1(config-router)#network 10.1.2.0 
0.0.0.255 area 5  
R1(config-router)#network 10.1.3.0 
0.0.0.255 area 5 
R1(config-router)#end  
 




Se crean cuatro nuevas interfaces de Loopback en R5 utilizando la asignación de 
direcciones 172.5.0.0/22 y se configuran esas interfaces para participar en el 
Sistema Autónomo EIGRP 15. 
 
A continuación, en la tabla 3, encontramos las cuatro nuevas interfaces de Loopback 
en el router 5 (R5) y se configuran las interfaces. 
 
Tabla 3. Loopback en el router 5 (R5) y configuración de interfaces. 
 
ROUTER CONFIGURACIÓN 




R5(config)#interface Loopback 0   
R5(config-if)# 
R5(config-if)#ip address 172.5.0.20 
255.255.255.0  
R5(config-if)#exit  
R5(config)#interface Loopback 1 
R5(config-if)# 
R5(config-if)#ip address 172.5.1.20 
255.255.255.0  
R5(config-if)#exit  
R5(config)#interface Loopback 2 
R5(config-if)# 
R5(config-if)#ip address 172.5.2.20 
255.255.255.0  
R5(config-if)#exit  
R5(config)#interface Loopback 3  
R5(config-if)# 
R5(config-if)#ip address 172.5.3.20 
255.255.255.0  
R5(config-if)#exit  










Fuente: Configuración de cuatro nuevas interfaces de Loopback en el router 5 (R5) 




Analice la tabla de enrutamiento de R3 y verifique que R3 está aprendiendo las 
nuevas interfaces de Loopback mediante el comando show ip route. 
 
Utilizando el comando “show ip route” aplicado al router 3 (R3) validamos la 
información, donde se observa claramente que el router R3 ya reconoce la 
configuración Looback, aplicada en el anterior punto. 






Configure R3 para redistribuir las rutas EIGRP en OSPF usando el costo de 50000 
y luego redistribuya las rutas OSPF en EIGRP usando un ancho de banda T1 y 
20,000 microsegundos de retardo. 
 
Tabla 4. Configuración router 3 
ROUTER CONFIGURACIÓN 




R3(config)#router ospf 1  
R3(config-router)#redistribute eigrp 15 
metric 50000 subnets  
R3(config)#exit  
 
R3(config)#router eigrp 15  
R3(config-router)#redistribute ospf 1 
metric 1544 20000 255 1 1500 
R3(config-router)#end 
R3#copy running-config startup-config 
 
 
Verifique en R1 y R5 que las rutas del sistema autónomo opuesto existen en su 
tabla de enrutamiento mediante el comando show ip route. 
 
Se logró verificar por medio del comando “show ip route” que los routers R1 y R5 
tienen en su tabla de enrutamiento las interfaces configuradas. 
 
 













2. DESARROLLO ESCENARIO 2 
 
 
Una empresa de comunicaciones presenta una estructura Core acorde a la 
topología de red, en donde el estudiante será el administrador de la red, el cual 
deberá configurar e interconectar entre sí cada uno de los dispositivos que forman 
parte del escenario, acorde con los lineamientos establecidos para el 













Parte 1: Configurar la red de acuerdo con las especificaciones. 
 
a. Apagar todas las interfaces en cada switch. 
 
Se usa el comando “shutdown” para apagar todas las interfaces del rango 




Switch(config)#inte ran f0/1-24 




b. Asignar un nombre a cada switch acorde con el escenario establecido. 
 
Para establecer un nombre a cada switch, se ingresa al modo de configuración 
global con el comando “configure terminal”, luego con el comando “hostname 
[name]” se establece el nombre de cada switch. 
 
 












Switch#conf t  
Switch(config)#hostname DLS2 
DLS2(config)#exit 
CONFIGURACIÓN ALS2 Switch>en  
Switch#conf t  
Switch(config)#hostname ALS2 
ALS2(config)#exit 









c. Configurar los puertos troncales y Port-channels tal como se muestra en el 
diagrama. 
 
1) La conexión entre DLS1 y DLS2 será un EtherChannel capa-3 utilizando 
LACP. Para DLS1 se utilizará la dirección IP 10.12.12.1/30 y para DLS2 
utilizará 10.12.12.2/30. 
 
La conexión entre DLS1 y DLS2 será con “EtherChannel” para la agrupación lógica 
de varios enlaces físicos Ethernet, con el propósito de ser tratados como un único 
enlace. Se usa LACP (Link Aggregation Control Protocol) en su modo activo para 
que inicie negociaciones con otros puertos y en capa 3 para tener similitud a un 
enrutador por medio del comando “no switchport”. 
 







DLS1#conf t  
DLS1(config)#interface port-channel 12 
DLS1(config-if)#no switchport  
DLS1(config-if)#ip address 10.12.12.1 
255.255.255.252 
DLS1(config-if)#exit  
DLS1(config)#inter ran f0/11-12 
DLS1(config-if-range)#no switchport  
DLS1(config-if-range)#channel-group 









DLS2#conf t  
DLS2(config)#interface port-channel 12 
DLS2(config-if)#no switchport  
DLS2(config-if)#ip address 10.12.12.2 
255.255.255.252 
DLS2(config-if)#exit  
DLS2(config)#inter ran f0/11-12 
DLS2(config-if-range)#no switchport  
DLS2(config-if-range)#channel-group 






2) Los Port-channels en las interfaces Fa0/7 y Fa0/8 utilizarán LACP. 
 
Por medio del comando “switchport trunk encapsulation dot1q” la interfaz tendrá una 
encapsulación 801.1Q, debido a que la interfaz estará configurada como troncal. 
Luego, se usa el comando “switchport mode trunk”, para que la interfaz del switch 
actué como una interfaz troncal. Para el siguiente comando “cannel-group cannel-
number mode”, LACP configura automáticamente un valor de clave administrativa 
que equivale al número channel-group en cada puerto configurado para usar LACP, 
esta clave administrativa define la capacidad de un puerto para agregarse con otros 
puertos, el rango de numero de canal es de 1 a 4096. Se configura en modo activo, 
el cual coloca un puerto en un estado de negociación activa, en el que el puerto 
inicia negociaciones con otros puertos mediante el envío de paquetes LACP. Para 
el comando “switchport trunk encapsulation dot1q”, solamente lo soporta los switchs 
DLS1 y DLS2, comprobado con el comando “show interface fastEthernet 0/7-8 
switchport”, pero para los switches ALS1 y ALS2 no es posible, debido a la versión 
que no soporta este tipo de encapsulaciones. 
 






DLS1(config)#inter ran f0/7-8 
DLS1(config-if-range)#switchport trunk 











DLS2#conf t  
DLS2(config)#inter ran f0/7-8 
DLS2(config-if-range)#switchport trunk 




mode active  


































3) Los Port-channels en las interfaces F0/9 y fa0/10 utilizará PAgP. 
 
En esta parte de la práctica, se realiza el mismo proceso anterior, pero usando el 
protocolo PAgP(Port Aggregation Protocol), donde el switch negocia con el otro 
extremo cuales son los puertos que deben ponerse activos, entonces el protocolo 
agrupara los puertos que tengan características similares, como velocidad, 
troncales, misma VLAN, entre otros. Se configura en el modo desirable, el cual 
establece el puerto en modo activo, negociando el estado cuando reciba paquetes 
PAgP y puede iniciar negociaciones con otros puertos. 
 
 






DLS1(config)#inte ran f0/9-10 
DLS1(config-if-range)#switchport trunk 














DLS2(config)#inter ran f0/9-10 
DLS2(config-if-range)#switchport trunk 




mode desirable  











mode desirable  







ALS2#configure terminal  














4) Todos los Puertos troncales serán asignados a la VLAN 500 como la VLAN 
nativa. 
 
Se usa la VLAN nativa que estará asociada a un puerto troncal 802.1Q, donde 
admite el tráfico proveniente de muchas VLAN (tráfico etiquetado) como también el 
tráfico que no llega de una VLAN (tráfico no etiquetado). El puerto de enlace troncal 
802.1Q coloca el tráfico no etiquetado en la VLAN nativa 500.  
 


















































ALS2#conf t  
ALS2(config)#interface Po2 








d. Configurar DLS1, ALS1, y ALS2 para utilizar VTP versión 3 
1. Utilizar el nombre de dominio CISCO con la contraseña ccnp321 
2. Configurar DLS1 como servidor principal para las VLAN. 
3. Configurar ALS1 y ALS2 como clientes VTP. 
 
En esta sección, se usará la versión 2 del protocolo VTP (VLAN Trunking Protocol), 
debido a que el software de packet tracer no soporta la versión 3. Se usa el protocolo 
VTP para la configuración de las diferentes VLAN dentro de un dominio VTP en un 
rango de 1 a 1005 en la versión 2. Luego, se configura el switch DLS1 en modo 
servidor, para que tenga la capacidad de crear, modificar y suprimir las VLAN, y el 
switch ALS1 y ALS2 serán configurados en modo cliente, no tendrán las 
capacidades de crear, cambiar ni suprimir VLAN. 
 









DLS1#conf t  
DLS1(config)#vtp domain CISCO 
DLS1(config)#vtp password ccnp321 
DLS1(config)#vtp version 2 





ALS1#configure terminal  
ALS1(config)#vtp domain CISCO 
ALS1(config)#vtp password ccnp321 
ALS1(config)#vtp version 2 





ALS2#configure terminal  
ALS2(config)#vtp domain CISCO 
ALS2(config)#vtp password ccnp321 
ALS2(config)#vtp version 2 
ALS2(config)#vtp mode client  
ALS2(config)#exit  
 
e. Configurar en el servidor principal las siguientes VLAN: 
 










Nombre de VLAN 
500 NATIVA 434 PROVEEDORE
S 
12 ADMON 123 SEGUROS 






NOTA: Como la versión del software que se usa para realizar la práctica, no soporta 
la versión 3 del protocolo VTP, entonces para la versión 2 solo se puede trabajar en 
un rango no mayor a 1005, por lo cual, no se tendrá en cuenta el ultimo digito de las 
VLAN.  


































f. En DLS1, suspender la VLAN 434. 
Por medio del comando “state suspend” es posible suspender la VLAN indicada en 
la práctica, pero no está soportada por la versión de packet tracer. 
 













g. Configurar DLS2 en modo VTP transparente VTP utilizando VTP versión 2, y 
configurar en DLS2 las mismas VLAN que en DLS1. 
 
Se configura el Switch DLS2 en modo transparente, por lo que no crea avisos VTP 
ni sincroniza su configuración de VLAN, con la información recibida desde otro 
switch del dominio de administración. 
 
 






DLS2#conf t  
DLS2(config)#vtp mode transparent  



















h. Suspender VLAN 434 en DLS2. 
Por medio del comando “state suspend” es posible suspender la VLAN indicada en 
la práctica, pero no está soportada por la versión de packet tracer. 
 








DLS2(config-vlan)#state suspend  
^ 
% Invalid input detected at '^' marker. 
DLS2(config-vlan)#exit 
DLS2(config)#exit  
i. En DLS2, crear VLAN 567 con el nombre de PRODUCCION. La VLAN de 
PRODUCCION no podrá estar disponible en cualquier otro Switch de la red. 
 
Por medio del comando “switchport allowed vlan except”, el cual especifica todas 
las VLAN que se agreguen a la lista actual, pero excepto la VLAN que será la 567.  
 
 











DLS2(config)#interface port-channel 2 
DLS2(config-if)#switchport trunk allowed 
vlan except 567 
DLS2(config-if)#exit  
DLS2(config)#interface port-channel 3 
DLS2(config-if)#switchport trunk allowed 





j. Configurar DLS1 como Spanning tree root para las VLAN 1, 12, 434, 500, 
1010, 1111 y 3456 y como raíz secundaria para las VLAN 123 y 234. 
 
Se usa el protocolo STPe (Spanning Tree Protocol), el cual gestiona la presencia 
de bucles en las topologías de red debido a la existencia de enlaces redundantes. 
Por lo cual, el protocolo permite a los dispositivos de interconexión activar o 
desactivar automáticamente los enlaces de conexión, de forma que se garantice la 
eliminación de bucles. Por medio del comando “spanning-tree vlan id-vlan root 
primary” tendrá un valor de prioridad de puente más bajo. Para las otras VLAN se 
usa el comando “spannin-tree vlan is-vlan root secondary” para tener una prioridad 
32 
 




Tabla 17. Configurar DLS1 como Spanning tree root para las VLAN 1, 12, 434, 






DLS1#conf t  
DLS1(config)#spanning-tree vlan 
1,12,434,500,101,111,345 root primary  
DLS1(config)#spanning-tree vlan 123,234 
root secondary  
DLS1(config)#exit  
k. Configurar DLS2 como Spanning tree root para las VLAN 123 y 234 y como 
una raíz secundaria para las VLAN 12, 434, 500, 1010, 1111 y 3456. 
 
Se realiza mismo proceso anterior. 
 






DLS2(config)#spanning-tree vlan 123,234 
root primary  
DLS2(config)#spanning-tree vlan 
12,434,500,101,111,345 root secondary  
DLS2(config)#exit  
l. Configurar todos los puertos como troncales de tal forma que solamente las 
VLAN que se han creado se les permitirá circular a través de éstos puertos. 
 
Para la VLAN 567 se debe tener en cuenta, que no es permitida por otros switches 
diferentes a DLS1. Por lo cual, en los otros switches se permitirán VLAN 1-566-
1005. 
 




DLS1#conf t   
DLS1(config)#interface port-channel 1 
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DLS1(config-if)#switchport trunk native vlan 500 
DLS1(config-if)#switchport trunk encapsulation 
dot1q  
DLS1(config-if)#switchport mode trunk  
DLS1(config-if)#exit  
DLS1(config)#interface port-channel 4 
DLS1(config-if)#switchport trunk native vlan 500 
DLS1(config-if)#switchport trunk encapsulation 
dot1q  
DLS1(config-if)#switchport mode trunk  
DLS1(config-if)#exit  
DLS1(config)#interface port-channel 2 
DLS1(config-if)#no switchport  
DLS1(config-if)#exit  
DLS1(config)#inter ran f0/7-10 
DLS1(config-if-range)#switchport trunk native 
vlan 500 
DLS1(config-if-range)#switchport trunk 
encapsulation dot1q  
DLS1(config-if-range)#switchport mode trunk  







DLS2#conf t  
DLS2(config)#inter ran f0/7-10 
DLS2(config-if-range)#switchport trunk native 
vlan 500 
DLS2(config-if-range)#switchport trunk allowed 
vlan 1-566-1005 
DLS2(config-if-range)#switchport trunk 
encapsulation dot1q  
DLS2(config-if-range)#switchport mode trunk  
















ALS1#conf t  
ALS1(config)#inter ran f0/7-10 
ALS1(config-if-range)#switchport trunk 







ALS2#conf t  
ALS2(config)#interface port-channel 2 
ALS2(config-if)#switchport trunk native vlan 
500 
ALS2(config-if)#switchport mode trunk 
ALS2(config-if)#exit  
ALS2(config)#interface port-channel 4 
ALS2(config-if)#switchport trunk native vlan 
500 
ALS2(config-if)#switchport mode trunk 
ALS2(config-if)#exit  
ALS2(config)#inter ran f0/7-8 
ALS2(config-if-range)#switchport trunk 






ALS2(config)#inter ran f0/9-10 
ALS2(config-if-range)#switchport trunk 














m. Configurar las siguientes interfaces como puertos de acceso, asignados a 
las VLAN de la siguiente manera: 











Interfaz Fa0/6 3456 12 , 1010 123, 1010 234 
Interfaz Fa0/15 1111 1111 1111 1111 
Interfaces F0 
/16-18 
 567   
 






DLS1#conf t  
DLS1(config)#inter f0/6 
DLS1(config-if)#switchport mode access 
DLS1(config-if)#switchport access vlan 345 
DLS1(config-if)#no shutdown 
DLS1(config-if)#exit  
DLS1(config)#interface fastEthernet 0/15 
DLS1(config-if)#switchport mode access 






DLS2#conf t  
DLS2(config)#inter f0/6 
DLS2(config-if)#switchport mode access 
DLS2(config-if)#switchport access vlan 12 




DLS2(config-if)#switchport mode access 
DLS2(config-if)#switchport access vlan 111 
DLS2(config-if)#exit 
DLS2(config)#inter ran f0/16-18 
DLS2(config-if)#switchport mode access 










ALS1#conf t  
ALS1(config)#inter f0/6 
ALS1(config-if)#switchport mode access 
ALS1(config-if)#switchport access vlan 123 




ALS1(config-if)#switchport mode access 
ALS1(config-if)#switchport access vlan 111 
ALS1(config-if)#exit 




ALS2#configure terminal  
ALS2(config)#inter f0/6 
ALS2(config-if)#switchport mode access 




ALS2(config-if)#switchport mode access 







Parte 2: conectividad de red de prueba y las opciones configuradas. 
 
a. Verificar la existencia de las VLAN correctas en todos los switches y la 
asignación de puertos troncales y de acceso 































b. Verificar que el EtherChannel entre DLS1 y ALS1 está configurado 
correctamente. 





c. Verificar la configuración de Spanning tree entre DLS1 o DLS2 para cada 
VLAN. 


































Este trabajo escrito da cumplimiento al objetivo de habilidades practicas del 
diplomado de profundización en redes Cisco Networking, y de la misma forma como 
trabajo de grado para obtener el título de ingeniero electrónico de la universidad 
Nacional Abierta y a distancia UNAD. 
Por medio del diplomado de profundización se adquieren conocimientos más 
concretos y enfáticos sobre el Routing and Switching en la tecnología de redes 
CISCO, por medio de la profundización se interactúa con plataformas simuladoras 
en implementación de redes. 
Trabajamos sobre dos topologías de redes con diferentes exigencias de conexión y 
condiciones de implementación, las cuales quedaran plasmadas en este trabajo, 
por medio de la simulación en el software packet tracer, el cual está diseñado para 
el trabajo de redes con router’s y switches de la tecnología Cisco. 
Este trabajo representa la aplicación de los conocimientos adquiridos durante el 
transcurso del curso, se pudo evidenciar como el Switching y el Routing permiten 
aumentar la velocidad de acceso a la información, para administrar esta de manera 
eficiente y verificar lo que acontece en la empresa donde funciona gracias a la 
implementación de protocolos de enrutamiento como lo son EIGRP Y OSPF, 
además se utilizaron VLAN, las cuales son bastante útiles al momento de proteger 
la red implementada, por otra parte el protocolo spanning tree, permite garantizar 
que no se creen loops cuando se tengan trayectorias redundantes en la red, ya que 
los loops son fatales para una red. 
Las actividades sugeridas en el diplomado están acorde a una profundización de 
redes en tecnología Cisco, donde se refuerza los fundamentos de redes y también 
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