Abstract-In the palm oil industry, iodine value (IV) has become an important parameter in quality control that measures the degree of unsaturation of the oils. However, it is difficult to obtain the IV chemically. In other hand, the use of instrumental analysis in IV determination accurately needs suitable data preprocessing. In this study, we proposed the strategy for pre-processing the FT-NIR and FTIR spectra data in analyzing the IV of non-fried and fried palm oils. The utility and effectiveness of four data pre-processing which are column standardization, mean centre and combination of row scaling with column standardization and mean centre were applied. The effect of data splitting methods which are duplex and kenstone was also investigated in the Partial Least Squares (PLS) regression model of palm oils. From the result, the use of different data pre-processing provides different quality of prediction model. Either the application of the row scaling and column scaling individually or combination of both methods may improve the quality of the model. It is concluded that the data pre-processing is context dependent which is depend on the nature of the dataset and there can be no single method for general use.
INTRODUCTION
IV is used to measure the unsaturation in oils and fats and expresses the amount of absorbed iodine [1] . Based on previous research, IV usually determined by traditional methods which uses highly toxic, carcinogenic and environmentally unfriendly chemicals [2] . The application of instrumentation techniques coupled with chemometrics methods has been conducted as an alternative to the limitation of the traditional methods. FT-NIR and FTIR spectroscopy had appeared as powerful and alternative technique prior to the wet and chromatographic methods because little sample preparation is needed, rapid analysis and the use of hazardous solvents is minimized [3] . FT-NIR that use longer path-lengths enable the deep penetration of NIR lights to the samples, thus better representations of chemical properties occurred rendered FT-NIR as a powerful technique. Meanwhile, the Attenuated Total Reflectance (ATR) that equipped with FTIR greatly simplifies the sample preparation.
Partial Least Squares (PLS) of chemometrics method has been widely used in analysis involve multiple variables by calibration of IR spectra. In PLS modeling, the most appropriate data pre-processing should be carefully selected in relation to the successive modelling stage. Several publications have reported the pre-processing methods of FT-NIR and FTIR spectra in chemometrics modelling such as Standard Normal Variate (SNV) [4] , Mutiplicative Scatter Correction (MSC) [5] , Orthogonal Signal Correction (OSC) [4] , Savitzky Golay smoothing [6] and wavelet transform methods [7] . The selection is crucial since during this stage, the optimal data preprocessing might lose important information towards the calibration model. Some data pre-processing may enhance the quality of the spectra, but they also tend to deteriorate the data in other aspects. For example, smoothing able to remove part of random noise in the signal and improve the signal-to-noise ratio (SNR), but smoothing also may distort the original signal and worsen the resolution of the signal. In other hand, the parameters in smoothing and derivatives also need to be optimized to increase the accuracy of the model such as widths of windows, the orders of fitting polynomials and the orders of derivatives.
The consequences of sample size or sample selection to be included in training or test also an important stage in calibration model development. The data splitting method act as model validation where predictive ability was determined through the prediction of test set. Cross validation correlation coefficient, R 2 cv has been used as the criterion for robustness and predictive ability of the calibration model but the true predictive ability of the model must be validated using sufficiently large samples from an external set. From the previous study, it has been found that there is lack of correlation between high R 2 cv of training set and high predictive ability of a prediction model. High R 2 cv can be associated with low correlation coefficient from test set prediction, R 2 test which indicating lower predictive ability and vice versa [8] . Thus, a PLS model needs to be validated with external test set to obtain the most parsimonious models.
II. METHODOLOGY

A. Introduction
To solve the issue of data pre-processing in PLS model development, this study proposed the method pre-processing of FT-NIR and FTIR spectra which does not require much experience of practitioners, thus simultaneously reduced the possible error and loss of significant information for prediction into a lowest level. The data pre-processing consisted of row scaling and column scaling that do not involved with complex algorithm. Row scaling set the sum of the squares for variables of a sample to one. Column scaling consisted of standardisation that turn the variance of each variable to one and keep constant mean of the variables at zero and mean centre that subtract each variable in a column with its mean resulting final column mean to be zero [9] . Previous studies have showed the application of row scaling [10] , mean centre [9] [10] [11] and column standardisation [12, 13] in chemometrics model development. The data will be firstly pre-treated with Savitzky Golay filtering methods with optimized value of frame size, the orders of fitting polynomials and the orders of derivatives in PLS with correlation coefficient (COR) variable selection. Then, data splitting methods of duplex and kenstone was applied as validation procedure of the model using the proposed preprocessed data. The performance of the model will be assessed through R 
B. Dataset
The study on the effect of different data preprocessing and data splitting methods was applied to the FT-NIR and FTIR spectra data of palm oils. FT-NIR spectra data was obtained in absorbance mode at region of 11100 to 3840 cm -1 by using Arcoptix FT-NIR spectrometer. FTIR spectra were obtained by using Perkin Elmer FTIR Spectrum 100 at region of 4000 to 650 cm -1 . ATR was used at sample station for sample handling with liquid palm oils directly put on the ATR plate. The IV of palm oils for non-fried and fried palm oils was determined using MPOB P3.2: 2004 method. The dataset were further analyzed using Matlab R2008a software. In this study, the set of data reduced by correlation coefficient (COR) variable selection was used to determine the IV of palm oils. , RMSECV and RMSEP and predicted IV of palm oils negative correlation are selected while the region with low or no correlation were ignored [14] .
C. Spectral pre-processing
The raw data was firstly pre-treated with Savitzky Golay methods. The parameters of Savitzky Golay were optimized through the development of the PLS model with Leave-One-Out Cross Validation (LOOCV) and COR method. The final reduced set of data then were used in PLS model involving splitting of samples into training and test set. The mean centre, column standardisation and combination of row scaling with mean centre and column standardisation data pre-processing were applied in the redevelopment of the prediction model.
D. Data splitting
The samples in the model were divided into two sets of data which are training set and test set by duplex and Kenstone data splitting methods. Kenstone data splitting methods was proposed in 1969 [15] iteratively selects the samples based on distance through the Euclidean distance methods calculation to obtain the maximum coverage of the data [10] . Duplex data splitting method was proposed by Snee on 1977 as an improved version of Kenstone [16] . Through the method that based on the DUPLEX algorithm developed by R. W. Kennard, the points (samples) will be firstly standardized and orthonormalized. The Euclidean distance between all pairs will be calculated. The two points which are farthest apart will be included in the training set. The test set is the two points in the remaining list which are farthest apart. The point which farthest from the two points in training set will be added into the training set and vice versa for the test set. The samples were splitted based on the ratio, 2/3 of the whole samples are included in training set, while 1/3 remaining samples are included in test set which will be served as validation set [16, 17] . In this study, PLS model with duplex and kenstone data splitting method will be donated as PLS-duplex and PLS-kenstone respectively.
E. PLS regression
PLS model the relationship between the spectra data (X) and IV response (y) by using a set of latent variables that will maximize the explained covariance between them. The aim of PLS is to obtain the optimal number of latent variables or PLS components that showed linear combination of the original variables. The components were determined through LOOCV [18] . The PLS model was validated by R 2 cv and RMSECV from LOOCV of training set and R 2 test and RMSEP from external validation of test set.
III. RESULT AND DISCUSSION
Pre-processing the data can be considered as the first and crucial part of the overall strategy of data analysis. Different data pre-processing have its consequences and implications on the results. Generally, the selection of the most suitable data preprocessing based on the user experience and the nature of the data [10] . Consideration must be taken to prevent any misleading result. The first step before selecting the most suitable data pre-processing in this study is Savitzky Golay filtering procedure. The optimization of the Savitzky Golay parameters were obtained through the performance of the PLS model with LOOCV and COR variable selection. The reduced variables with respective optimized parameters were further used in PLS modelling with different data pre-processing and data splitting methods.
The performance of the PLS model was discussed separately based on type of spectra data. Table I showed the prediction model performance by using FT-NIR spectra of palm oils for different data preprocessing and data splitting methods. The value of performance indicators such as R indicating the robust model in predicting external samples in future [8] . Meanwhile, the model quality of PLS-kenstone for fried palm oils was enhanced with the application of row scaling producing R 2 test of 0.9663 at 20 PLS component. However, the PLSkenstone non-fried palm oils model performance was poor as the R 2 test and R 2 cv were the lowest compared to other FT-NIR model. The prediction of fried palm oils was more efficient with the application of column standardization and Duplex data splitting method.
The result of PLS model with FTIR spectra data was showed in Table II . For PLS-duplex model, the effect of row scaling was different when being applied together with column standardisation and mean centre. The row scaling depressed the model quality in predicting the IV of non-fried palm oils. While for the fried palm oils, row scaling combine with column standardisation provides positive effect to the model performance and vice versa when being applied with mean centre. From the Table II, R   2 test of the PLSduplex with column standardisation, 0.9556 was higher compared to the PLS-duplex with column standardisation and row scaling, 0.9370. However, the best model selection was based on the lower prediction error on test set. With the application of row scaling, the RMSEP value was decreased from 0.5297 to 0.3592 indicating that row scaling had enhanced the quality of the model in predicting the external samples.
In other hand, the use of row scaling aggravates the performance of PLS-kenstone prediction model. The presence of the row scaling in PLS-kenstone model development tends to decrease the R 2 and increased the RMSE. Column standardisation was selected as the most appropriate data pre-processing in developing the PLS-kenstone model using FTIR spectra prior to other data pre-processing. Through the column standardisation application, the variance of each variable was set to one and keep constant mean of the variables at zero so that all the variables especially the most dominated variables have the same effect on PLS model development. 
IV. CONCLUSION
In this work, the effect of different data preprocessing was studied in the PLS model predicting the IV of palm oils. From the result, it can be concluded that there is no general scheme or way to apply the data pre-processing. Different methods resulted in different model quality. In this study, the row scaling showed insignificant effect in most of the model development and column standardisation was prior to be applied compared to another data preprocessing. Duplex was proved to be better than kenstone when splitting the data for the external validation purpose. As recommendation, more future study need to be conducted on the application of row scaling and column scaling in the PLS model development using spectroscopy data as the methods are simple, easy and does not involve with complex and complicated algorithm.
