Abstract: In this paper we provide sufficient conditions for global asymptotic and global exponential stability of linear systems subject to saturations and/or deadzones. These conditions rely on piecewise polynomial Lyapunov functions and are formulated in terms of linear matrix inequalities, by using sum-of-squares relaxations. It is also shown that the proposed approach can be extended to deal with robust stability of saturated systems affected by structured parametric uncertainties. Example studies are presented to illustrate the reduced conservativeness of the proposed conditions as compared to existing results.
INTRODUCTION
Saturation is an ubiquitous nonlinearity in otherwise linear control systems and is, historically, one of the main industrial motivations for the research in absolute stability theory (since the 1940's) and then nonlinear systems theory in later years (see, e.g., Lozier [1956] ). Deadzones correspond to a substantially different phenomenon, however when casting the analysis problem for linear systems subject to these nonlinearities, it turns out that equivalent formulations involving saturations and/or deadzones can be easily obtained via a suitable loop transformation.
When addressing stability and performance of linear systems subject to saturations and/or deadzones, it is useful to investigate sufficient conditions relying on the convex optimization tools that have been recently made available. In particular, quadratic Lyapunov conditions for assessing exponential stability can be derived using the well known circle criterion and the Linear Matrix Inequalities (LMI) machinery of Boyd et al. [1994] . Early work relying on LMIs to address stability properties of linear systems with saturations can be found, e.g., in Hindi and Boyd [1998] , Pittet et al. [1997] , Kothare and Morari [1999] . It is only in recent years that nonquadratic Lyapunov functions have been suggested for the stability and performance analysis in the presence of saturations. In particular, Hu et al. [2006] (see also Hu et al. [2005] ) revisited the existing quadratic conditions hinging upon the circle criterion also providing a complete characterization of the nonlinear algebraic loop possibly arising from nonzero feedthrough terms (this algebraic loop is sometimes a key to enforcing desirable closed-loop behavior in input-saturated control systems -see Mulder et al. [2001] ). Then, Hu et al. [2006] proposed two nonquadratic Lyapunov functions, one consisting of the maximum of a set of quadratic functions (thereby being nondifferentiable and strictly convex) and another one whose level sets are the convex hull of the level sets of a number of quadratic functions (so that the function is differentiable and convex but not strictly convex). Later on, an alternative approach was given in Dai et al. [2009] , where each nonlinearity was regarded as implicitly defining 3 partitions of the state space. The resulting 3 d regions (being d the number of scalar nonlinear elements in the saturated system), implicitly defined via the nonlinear algebraic loop mentioned above, were used to define a piecewise quadratic construction, possibly leading to nonconvex Lyapunov functions. This was shown to lead to improved results as compared to the previous nonquadratic tools of Hu et al. [2006] . Polynomial Lyapunov functions have been the subject of intensive investigations during the last decade, motivated by a number of analysis and design problems relevant to control systems (see e.g., Chesi et al. [2002] , Papachristodoulou and Prajna [2002] , Jarvis-Wloszek et al. [2005] ). When using this class of functions, the conditions arising from Lyapunov theory can usually be formulated as positivity tests on suitable multivariable polynomials. Even though checking the positivity of a polynomial is known to be a non convex optimization problem, convex relaxations have been developed that are tractable with the available computational resources. Such convex relaxations are mainly based on the remarkable fact that testing whether a polynomial is a Sum Of Squares (SOS) can be cast as an LMI feasibility problem (Chesi et al. [1999] , Parrilo [2000] ). Although polynomial Lyapunov functions have been proposed for many different classes of uncertain and/or nonlinear systems (see Chesi et al. [2009] and references therein), their potential has not been exploited yet to deal with stability of saturated systems.
In this paper we revisit the piecewise quadratic construction of Dai et al. [2009] and we generalize the corresponding stability conditions to the use of piecewise polynomial Lyapunov functions, for studying global asymptotic and global exponential stability of linear systems subject to saturations. Moreover, we exploit the power arising from the use of polynomial tools to characterize robust stability of such systems in the presence of structured parametric uncertainties. At the end of the paper we illustrate by numerical examples two important facts: 1) in the case without uncertain parameters, the proposed generalization of Dai et al. [2009] leads to truly less conservative conditions and we provide an example were global asymptotic stability can only be assessed by using polynomial functions; 2) for systems with structured uncertainties, we obtain less conservative estimates of the maximum allowable size of the uncertainty set, as compared to a technique presented in , based on affine parameter-dependent quadratic Lyapunov functions.
The paper is structured as follows. In Section 2 we introduce some preliminary standard notions about SOS polynomials. In Section 3, the stability results for saturated systems, based on piecewise polynomial Lyapunov functions, are given. In Section 4 we extend the results to the case of saturated systems with structured uncertainties. Finally, in Section 5 we present numerical examples and some concluding remarks are provided in Section 6. The proofs of the results are omitted due to lack of space.
PRELIMINARIES
Let us first introduce the notation adopted in the paper. Given a vector x ∈ R n , |x| denotes its 2-norm.
is the number of monomials of degree m in n variables. Similarly,
{m} is the vector of monomials in the variables x 1 , . . . , x n of degree less than or equal to m. x⊗y denotes the Kronecker product of two vectors x and y. P is the set of real polynomials, P n×m is the set of n × m matrices of real polynomials, P n×n diag is the set of n × n polynomial diagonal matrices. For Π(ξ) ∈ P n×n , Π(ξ) ≥ 0 means that Π(ξ) is positive semidefinite for every value taken by the variables ξ in the polynomial entries of Π(ξ). Σ n×m denotes the set of n × m matrices of polynomials whose entries are SOS, while Σ n×n diag is the set of n × n SOS diagonal matrices. For a polytope Q, Ver[Q] denotes the vertices of Q.
In order to introduce the convex relaxations exploited in the paper, it is necessary to recall some basic material about the SOS representation of positive polynomials. The main idea is that a polynomial is positive semidefinite if it can be expressed as the sum of squares of suitable polynomials. Such a sufficient condition can in turn be expressed in terms of an LMI feasibility test, as explained next. Let us consider a homogeneous polynomial f (x) in x ∈ R n of degree 2m (hereafter, simply denoted as a form). We say that f (x) is positive (semidefinite) if f (x) ≥ 0 ∀x. Such a form can always be expressed as
where F ∈ R σn,m×σn,m is a suitable symmetric matrix and L is a matrix belonging to the linear subspace
Let L(α) be a parametrization (linear in the parameter α) of the subspace L (an algorithm for constructing this parametrization is reported in [Chesi et al., 2009, App.B] ). Then, feasibility of the LMI F + L(α) ≥ 0 (2) in the free variable α, implies that the form f (x) is positive. In the literature, feasibility of (2) is usually denoted by the statement "f (x) is SOS", meaning that the form f (x) can be expressed as a sum of squares, or equivalently f (x) ∈ Σ. In general, a positive form is not SOS but it can be shown that any positive form can be written as the ratio of SOS forms. Note that the size σ n,m of the vector x {m} grows exponentially with the dimension n of x and the degree 2m of the polynomial f (x). As a consequence, the main drawback of this approach is that LMIs may become untractable for large-size problems involving high-degree polynomials. Finally, convex relaxations for checking positivity of generic polynomials (not homogeneous) can be obtained by simply replacing x {m} by x [m] in (1).
STABILITY VIA PIECEWISE POLYNOMIAL LYAPUNOV FUNCTIONS
Generally a system with saturations or deadzones can be described in the following compact form:
where x ∈ R n , y ∈ R d , and all the matrices are real matrices of appropriate dimensions. The deadzone function dz(·) :
, where sat(·) is a symmetric vector saturation function with saturation levels given by the vector
. . .
For system (3) we assume the following well posedness condition, which can be verified based on the positivity of the determinants of a set of 2 d square matrices, according to the results in Hu et al. [2006] . Assumption 3.1. The nonlinear algebraic loop in (3) is well posed, namely for any ζ ∈ R d , there exists a unique value y satisfying the nonlinear equation y −D yq dz(y) = ζ.
In the following we will first, in Section 3.1, extend some sector-like conditions given in Dai et al. [2009] to the polynomial case. Then, in Section 3.2, based on these conditions, we will provide sufficient stability conditions for system (3) based on piecewise polynomial Lyapunov functions.
Sector conditions for the deadzones and algebraic-loop
Let us denote by u(x) the solution y of the nonlinear algebraic loop in (3). Since the algebraic loop is well posed by Assumption 3.1, the function u(x) is well defined and corresponds to a piecewise affine function defined on 3
(4) In the two facts listed below, we will generalize three sector-like conditions given in Dai et al. [2009] and highlight their extension to the use of polynomial multipliers. For the sake of generality, we will present the results referring to a generic vector ξ representing the variables of the polynomial multipliers.
First, the global sector condition for the deadzone function allows us to obtain constraints on dz(y). Fact 3.1. Given a vector ξ and any polynomial diagonal
Fact 3.1 states that dz(·) belongs to the sector [0, I] and provides the following polynomial constraint, which holds for all ξ and for all x, q solutions to (3)
where
When describing the deadzone, extra information can be drawn from the time derivatives of y and dz(y), whenever they exist. This information can be obtained by observing that, by denotingu = du/dt and φ(x) = d(dz(u))/dt,
Note that φ i (x) may not exist where u i = ±ū i . Condition (7) can consequently be described in terms of polynomial constraints as explained in the next fact. Fact 3.2. Given a vector ξ and any polynomial diagonal matrix ξ → Π(ξ) ∈ P s×s diag , the following equalities hold almost everywhere
By the definition of u in (4) and by (3), we haveu = C y Ax + C y B q dz(y) + D yq φ(x). Then conditions (8) in Fact 3.2 impose that, for all ξ and for all x, q, φ = dq/dt, solutions to (3), one has
Stability analysis using polynomial functions
Polynomial constraints have been introduced to describe the nonlinearities and their dynamics. Thanks to their polynomial nature, these constraints can be exploited to obtain sufficient condition for the stability of system (3) by way of a piecewise polynomial Lyapunov function.
Theorem 3.1. Consider system (3) satisfying Assumption 3.1. If there exist a polynomial function V (x, q) ∈ P, polynomial matrices Π i (x, q) ∈ P d×d diag , i = 1, 2, 3, two reals k 1 , k 2 ≥ 1 and a scalar > 0 such that:
then the origin of system (3) is globally asymptotically stable.
The following theorem imposes coherent degrees in the Lyapunov bounds to allow for establishing global exponential stability of the origin. Theorem 3.2. Consider system (3) satisfying Assumption 3.1. If there exist a polynomial function V (x, q) ∈ P, polynomial matrices Π i (x, q) ∈ P d×d diag , i = 1, 2, 3, a real number k ≥ 1 and scalars , M > 0 such that:
then the origin of system (3) is globally exponentially stable.
In Dai et al. [2009] the condition in Theorem 3.2 has been considered with the special choice
where P = P T > 0 is constant, with constant multipliers Π i , i = 1, 2, 3, and k = 2. In particular, in Dai et al. [2009] the second and third conditions of (11) were guaranteed by the piecewise quadratic structure of (12).
According to Theorems 3.1 and 3.2, it is possible to look for a more general function V (x, q) ∈ P. This can be done by changing the positivity constraints in (10) and (11) into SOS constraints, so that they can be cast as suitable LMIs, according to what explained in Section 2. However, not all the possible choices for V (x, q) lead to a reduction of the conservatism with respect to the choice (12). For example, by considering the following structure
one gets results at least as conservative as those obtained in Dai et al. [2009] with a quadratic Lyapunov function in x and q. This is due to the fact that the LMIs resulting from (10) with the choice (13) always contain, as a sub-block, the LMI corresponding to the condition in Dai et al. [2009] , no matter which structure is imposed to the polynomial multipliers Π i , i = 1, 2, 3.
As confirmed by the numerical results reported later in Section 5, a family of candidate Lyapunov functions which is able to reduce the conservatism has the form
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representing a homogeneous function of degree 2m in the variables x and q. This class of functions is a polynomial version of the piecewise quadratic Lyapunov functions proposed in Dai et al. [2009] . With the choice (14),V (x, q) becomes a polynomial in the monomials contained in the base vector (
. SinceV (x, q) is a special form of degree 2m in x, q, φ and the constraints (6), (9), are quadratic in the same variables, we select the multiplier Π i (x, q), i = 1, 2, 3, in order to lift the degree of the constraints to 2m, so that useful terms will pop up in the last constraint appearing in (10) and (11). A possible choice is
where for each i ∈ {1, 2, 3} and each j ∈ {1, . . . , d},
with Q i,j real symmetric matrices of compatible dimensions describing the coefficients of the monomials of π i,j (x, q). With the selection (14)- (16), a convex relaxation of the feasibility problem (10) in Theorem 3.1 can be formulated and solved using SOS tools, as stated in the next proposition. Proposition 3.1. If there exist matrices P and Q i,j , i = 1, 2, 3, j = 1, . . . , d, and a scalar > 0 such that
with V (x, q) given by (14) and Π i (x, q), i = 1, 2, 3, as in (15)-(16), then the origin of system (3) is globally asymptotically stable. Moreover, the second and third SOS constraints in (17) are in the polynomial base (
{2}
, i.e., they are specific forms of degree 2m in the variables x, q and φ.
Clearly, a similar convex relaxation can be devised for the exponential stability condition (11) in Theorem 3.2.
EXTENSION TO SYSTEMS WITH PARAMETRIC UNCERTAINTY
A system with deadzones and structured parametric uncertainties can be described by the following compact form:
where the uncertainty operator is defined as ∆(δ) = diag(δ 1 I s1 , . . . , δ n δ I sn δ )
and where δ i ∈ R si denotes the i-th component of the uncertainty vector δ which is assumed to be unknown but constant. Moreover, n δ is the number of uncertain parameters, x ∈ R n , y ∈ R d , p ∈ R l , with l = n δ i=1 s i and all the matrices are real matrices of appropriate dimensions. Let us define the uncertainty operator domain as ∆ = {∆(δ) : δ ∈ Q} where Q = δ : δ i ≤ δ i ≤ δ i , for i = 1, . . . , n δ . The uncertainty domain Q, in this case corresponding to a box, can be described by the following set of polynomial inequalities
To generalize Assumption 3.1 to the uncertain case addressed here, it is necessary to assume that the nonlinear algebraic loop introduced by the uncertainty is well defined (namely, it admits a unique explicit solution) for all values of δ ∈ Q. This is formalized in the next assumption. Assumption 4.1. For each value of δ ∈ Q,
• the matrix I − D pv ∆(δ) is nonsigular;
• the nonlinear algebraic loop defined by the implicit equation
is well posed. Namely, for any ζ ∈ R d , there exists a unique value y satisfying the corresponding nonlinear equation.
Conditions for deadzones and uncertainties
Because of the presence of uncertainty, the conditions describing the deadzones and corresponding to equations (6) and (9), generalize to the following constraints which hold for all ξ and all x, q, v, φ = dq/dt, solutions to (18),
where Π 1 (ξ) ∈ P d×d diag satisfies Π 1 (ξ) ≥ 0 for all ξ and Π 2 (ξ), Π 3 (ξ) ∈ P d×d diag . Additional conditions pertaining the uncertain parameter δ can also be exploited. The first one arises from the algebraic loop imposed by the second and last equations in (18). In particular, premultiplying the second equation in (18) by ∆(q) and using v = ∆(q)p, we get
which is a collection of polynomial equality constraints leading to the following polynomial equality constraint
which is satisfied for all ξ and Π 4 (ξ) ∈ P 1×l diag , for any δ ∈ Q and by any solution x, q, v of (18). The second condition corresponds to the allowable domain Q for δ established in (20), which leads to
where Π 5 (ξ) ∈ P d×d diag satisfies Π 5 (ξ) ≥ 0 for all ξ.
Robust Stability
Robust stability with respect to uncertainty can be assessed by using a candidate Lyapunov function independent on the uncertain parameter δ. This kind of analysis
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however results to be conservative whenever the uncertainty is either constant or slowly time-varying. In the case under consideration, the uncertain parameter δ is constant, therefore it is useful to choose a candidate function V (x, q, δ) depending on δ and on q = dz(u(x, δ)). Here, u(x, δ) generalizes the solution to (4) to the uncertain case and corresponds to the unique solution to the implicit equation 
then the origin of system (18) is robustly globally asymptotically stable.
A result on robust exponential stability of system (18), based on parameter-dependent piecewise polynomial Lyapunov functions, can be formulated by adopting the same Lyapunov arguments leading to Theorem 3.2.
A possible choice for the parameter-dependent function V (x, q, δ) is the extension of (14) to the uncertain case, namely
representing a function which is homogeneous of degree 2m in the variables x and q and polynomial of degree 2s with respect to the uncertain parameter δ. The choice in (27) suggests a suitable structure for the multipliers Π i (x, q, δ), by noticing that the monomials generating Ω i , i = 1, . . . , 5, should come from the same base as the one describinġ V (x, q, δ). For this reason, Π i (x, q, δ), for i = 1, 2, 3, can be chosen to be
and where Q i,j is a real symmetric matrix of compatible dimensions. The multiplier Π 4 (x, q, δ) can be chosen as
with
where K j is a real vector of compatible dimensions describing the coefficients of the monomials of π 4,j (x, q, δ). Finally, Π 5 (x, q, δ) can be chosen as
where Q 5,j is a real symmetric matrix of compatible dimensions describing the coefficients of the monomials of π 5,j (x, q, δ). Now, by proceeding like in Section 3.2, the positivity constraints (26) in Theorem 4.1 are transformed into SOS constraints. This allows one to look for a feasible solution by using SOS tools, as stated in the next proposition. Proposition 4.1. If there exist matrices P ; Q i,j , i = 1, 2, 3, j = 1, . . . , d; K j , j = 1, . . . , l; Q 5,j , j = 1, . . . , n δ , and a scalar > 0 such that
with V (x, q, δ) given by (27), and the multipliers Π i (x, q, δ), i = 1, . . . , 5, as in (28)- (29), (30)- (31) and (32)- (33), respectively, then the origin of system (18) is robustly globally asymptotically stable. Moreover, the third and fourth SOS constraints in (34) are in the polynomial base
{2}
, i.e., they are specific forms of degree 2m in the variables x, q, φ and v, and polynomials of degree 2s in δ.
Affine parameter-dependent Lyapunov functions
The description of the uncertainty domain by means of polynomial constraints can be avoided in some particular cases, for example when seeking for a candidate Lyapunov function which is affine in the uncertain parameter δ, i.e.
(35) The choice (35) allows one to check negativity ofV (x, q, δ) only at the vertices of the uncertainty domain Q as formalized in the next result. Theorem 4.2. Consider system (18) satisfying Assumption 4.1. If there exist a polynomial function V (x, q, δ) of the type (35), polynomial matrices Π i (x, q) ∈ P d×d diag , i = 1, 2, 3, Π 4 (x, q) ∈ P 1×l , two reals k 1 , k 2 > 0 and a scalar > 0 such that
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The choice of the candidate Lyapunov function (35) suggests that the multipliers Π i (x, q), i = 1, 2, 3, be selected as in (15)- (16), while Π 4 (x, q) be selected as
Then the following proposition holds. Proposition 4.2. If there exist matrices P i , i = 0, 1, . . . , n δ ; Q i,j , i = 1, 2, 3, j = 1, . . . , d; K j , j = 1, . . . , l, and a scalar > 0 such that
with V (x, q, δ) given by (35), and the multipliers Π i (x, q), i = 1, . . . , 4, as in (15)- (16) and (37)- (38), respectively, then the origin of system (18) is robustly globally asymptotically stable.
The quadratic case
In the case m = 1, the SOS constraints of Proposition 4.2 reduce to simple sets of LMI conditions, whose description is given in the following.
Given n δ + 1 symmetric matrices P i ∈ R (n+d)×(n+d) , for i = 0, . . . , n δ + 1 characterizing the function V (x, q, δ) in (35); a matrix K ∈ R (n+2d+l)×l and diagonal matrices Π i ∈ R d×d , i = 1, 2, 3, let us define the following matrices
Then the following result can be stated. Proposition 4.3. Consider system (18) satisfying Assumption 4.1. If there exist n δ + 1 symmetric matrices P i ∈ R (n+d)×(n+d) , i = 0, . . . , n δ + 1, a matrix K ∈ R (n+2d+l)×l , and diagonal matrices ∆ i ∈ R d×d , i = 1, 2, 3, such that
then, the origin of (18) is robustly globally exponentially stable.
NUMERICAL EXAMPLES
In this section we discuss the application of the presented techniques to highlight the potential of the proposed conditions. All the LMIs have been coded in MATLAB by using YALMIP (Löfberg [2004] ) and solved by SeDuMi (Sturm [1999] ) and SDPT3 (Toh et al. [1999] ). Example 5.1. Consider system (3) with the following matrices:
The system is well-posed. Let us first consider piecewise quadratic Lyapunov functions. By applying Proposition 3.1 with m = 1, V (x, q) as in (14) and constant multipliers Π i , i = 1, 2, 3, it is not possible to prove the global asymptotic stability of system (41). However, this can be proven by applying the same result with m = 2, i.e. by choosing a quartic function V (x, q) and quadratic multipliers Π i (x, q). This demonstrates that piecewise polynomial Lyapunov functions allow one to reduce the conservatism of the stability conditions. Example 5.2. Consider system (18) with the following matrices: 
by introducing a scalar parabolic uncertainty, i.e. A(3, 3) = −3 + δ 2 . It is evident that for δ → 0 system (42) tends to system (43).
The conditions introduced in Section 4.2 have been used to compute a lower bound to the maximum δ M such that the system is robustly stable for all the values of the scalar parameter δ such that |δ| ≤ δ M . Table 1 reports the lower boundsδ M obtained by applying all the considered conditions. The bounds have been computed by performing a search over δ M with an accuracy of 10 −2 . For the sake of comparison, in Table 1 it is reported also the result obtained by applying a technique presented in , which employs a candidate function V that does not depend on q, quadratic in x and with affine dependence on the parameter δ. Notice that this corresponds to treating deadzones as general time-varying uncertainties bounded in the sector [0, I] . It can be noticed that the techniques presented in this paper provide a remarkable improvement of the estimated parametric stability margin. Moreover, it can be observed that increasing the degrees m and s of the function V (x, q, δ) is useful in reducing the conservatism of the proposed stability conditions. Ongoing research concerns the use of polynomial Lyapunov functions to assess closed-loop performance of saturated systems via the estimation of the so-called nonlinear L 2 gain curve, a concept first introduced in Megretski [1996] which is well suited for characterizing the performance of linear saturated systems for various operating conditions, corresponding to different sizes of the signals perturbing the closed-loop. The extension of the regional stability conditions given in Dai et al. [2009] to the piecewise polynomial case is another subject currently under investigation.
