Abstract. In this paper, we consider sampling in a reproducing kernel subspace of L p . We introduce a pre-reconstruction operator associated with a sampling scheme and propose a Galerkin reconstruction in general Banach space setting. We show that the proposed Galerkin method provides a quasi-optimal approximation, and the corresponding Galerkin equations could be solved by an iterative approximation-projection algorithm. We also present detailed analysis and numerical simulations of the Galerkin method for reconstructing signals with finite rate of innovation.
Introduction
The celebrated Whittaker-Shannon-Kotelnikov's sampling theorem states that a bandlimited signal can be recovered from its samples taken at a rate greater than twice the bandwidth [28, 39] . In last two decades, that paradigm has been extended to represent signals in a shift-invariant space [5, 7, 37] , signals with finite rate of innovation [11, 24, 27, 32, 33, 38] , and signals in a reproducing kernel space [10, 15, 20, 25, 26] .
In this paper, we consider signals living in a reproducing kernel space (RKS) of the form
where T 0 is an idempotent integral operator with kernel K,
Take a (finite) sampling set Γ and consider the sampling scheme f −→ {f (γ n ), γ n ∈ Γ}, f ∈ V K,p .
We are interested in finding a quasi-optimal linear approximation Rf , depending completely on the sampling data, in a reconstruction space U for a signal f ∈ V K,p ,
In this paper, we focus on pre-reconstruction operators
where δ > 0 and {I n ⊂ B(γ n , δ) : γ n ∈ Γ} is a disjoint covering of B(Γ, δ) := ∪ γ∈Γ B(γ, δ) = ∪ γ∈Γ {x : |x − γ| ≤ δ}.
Our crucial observation is that S Γ,δ f (x) is a good approximation to f (x) when δ is sufficiently small and x ∈ B(Γ, δ) is far away from the complement of B(Γ, δ), see Figure 3 in Section 5. Associated with the pre-reconstruction operator S Γ,δ , we introduce the Garlekin method to define a quasi-optimal linear approximation Rf in the reconstruction space U , where ·, · is the standard dual product between L p and L p/(p−1) . We recognize that the Galerkin equation (1.4) could be solved by certain iterative approximation-projection algorithm: (1.5) g 0 ∈ U and g m+1 = g m − P U,Ũ S Γ,δ g m + g 0 , m ≥ 0, where P U,Ũ is an oblique projection for the trial-test space pair (U,Ũ ), c.f. [4, 6, 13, 25, 35] .
This paper is organized as follows. In Section 2, we introduce the concept of admissibility of pre-reconstruction operators in Banach space setting. We show that (sub-)Galerkin reconstruction provides a quasioptimal approximation (Theorem 2.3), and such (sub-)Galerkin reconstruction exists whenever the trial and test spaces are finite-dimensional (Theorem 2.4, Corollaries 2.5 and 2.6). In Section 3, we discuss admissibility of the pre-reconstruction operator S Γ,δ in (1.3) (Theorem 3.1).
In that section, we also propose to use the iterative approximationprojection algorithm (1.5) to solve the Galerkin equation (1.4) (Theorem 3.6 and Lemma 3.7). Lots of signals with finite rate of innovation live in some reproducing kernel spaces of the form (1.1). In Section 4, we provide detailed analysis for pre-reconstruction operators, and we obtain matrix formulation of Galerkin reconstructions for signals with finite rate of innovation. In last section, we present some numerical simulations to demonstrate our Galerkin method.
Sub-Galerkin reconstruction in Banach spaces
In this section, we consider numerical stability and quasi-optimality of a (sub-)Galerkin reconstruction in Banach space setting.
Denote by ·, · the action between elements in a Banach space B and its dual space B * . First we introduce admissibility of operators for the trial-test space pair.
Definition 2.1. Let (U, V, B) be a triple of Banach spaces with U ⊂ V ⊂ B, and letŨ ⊂ B * . We say that a bounded linear operator S : V → V is admissible for the trial-test space pair (U,Ũ ) if there exist positive constants D 1 and D 2 such that
An admissible operator S for the trial-test space pair (U,Ũ ) is bounded below on U ,
The performance of our proposed (sub-)Galerkin reconstruction depends on the test spaceŨ , particularly on the ratio between bounds D 1 and D 2 in (2.1) and (2.2), see Theorem 2.3. In our model for sampling, S is the pre-reconstruction operator S Γ,δ in (1.3), and the triple of Banach spaces contains the reconstruction space U , the reproducing kernel space V K,p and the space L p .
Next we introduce a general notion of Galerkin reconstruction.
Definition 2.2. Let S : V → V be a bounded linear operator, and (U,Ũ ) be a trial-test space pair. We say that a linear operator R :
and (2.4) SRf, g = Sf, g , f ∈ V and g ∈Ũ ;
and a sub-Galerkin reconstruction if (2.3) holds and
for some D 3 > 0.
In the following theorem, we establish numerical stability and quasioptimality of (sub-)Galerkin reconstructions associated with admissible operators. Theorem 2.3. Let V, U,Ũ be as in Definition 2.1, and S be admissible for the pair (U,Ũ ) with bounds D 1 and D 2 . If R : V → U is a subGalerkin reconstruction with bound D 3 , then (i) R is numerically stable,
(ii) R is quasi-optimal,
Proof. (i) For f ∈ V , we obtain from (2.1), (2.2) and (2.5) that
This proves numerical stability of the reconstruction operator R.
(ii) For f ∈ V and h ∈ U ,
where we have used the facts that R is a sub-Galerkin reconstruction and has numerical stability. Then quasi-optimality of the reconstruction operator R holds by taking infinimum over h ∈ U .
By Theorem 2.3, the existence of a quasi-optimal approximation reduces to finding a sub-Galerkin reconstruction. Now we show that such a sub-Galerkin reconstruction always exists when U andŨ are finite-dimensional. Sf,
Obviously, R satisfies (2.3). Now it remains to show that R satisfies (2.5). LetŨ * be the space spanned by {g j } m j=1 . One may verify that Rf solves Galerkin equations (2.6) SRf, g = Sf, g , g ∈Ũ * for any f ∈ V , and
for some positive constant C 0 . Therefore
by (2.6), (2.7) and the admissibility of S.
For the case that U andŨ have the same dimension, we have Corollary 2.5. Let V, U,Ũ be as in Definition 2.1, and S be admissible for the pair (U,Ũ ). If dimensions of U andŨ are the same, then for f ∈ V , the unique solution of Galerkin equations
defines a Galerkin reconstruction.
In Hilbert space setting, we can establish the following result for least squares solutions. Corollary 2.6. Let V be a Hilbert space, U andŨ be linear subspaces of V , and let S be admissible for the pair (U,Ũ ). If U andŨ are finitedimensional, then the least squares solution of Galerkin equations (2.8),
defines a sub-Galerkin reconstruction with bound D 3 ≤ 1.
The above conclusion on least squares solutions withŨ = U has been established by Adcock, Gataric and Hansen for non-uniform sampling [1, 2] .
Sampling and Reconstruction in V K,p
To consider sampling and reconstruction in V K,p , we always assume that the kernel K of the space V K,p in (1.1) satisfies (3.1)
where
Under the above hypothesis, the integral operator
More importantly, its range space V K,p is a reproducing kernel space [25] . In this section, we consider admissibility of the pre-reconstruction operator S Γ,δ in (1.3) and the unique Galerkin reconstruction associated with it.
3.1. Admissibility, stability and samplability. To discuss the admissibility, we introduce the residue E(U, F ) of signals in a linear space U ⊂ L p outside a measurable set F ,
is the p-norm on a measurable set E. The reader may refer to [1, 21, 22] for some applications of residues of bandlimited signals.
Theorem 3.1. Let V K,p and S Γ,δ be as in (1.1) and (1.3) respectively.
then S Γ,δ is admissible for the pair (U,Ũ ).
Given a sampling set Γ, we say that the sampling scheme
has weighted p -stability on U if there exist positive constants C 1 , C 2 and δ such that
if 1 ≤ p < ∞, and
if p = ∞, where {I n ⊂ B(γ n , δ), γ n ∈ Γ} is a disjoint covering of the δ-neighborhood B(Γ, δ) of the sampling set Γ. Weighted stability of a sampling scheme implies its unique determination. It is an important concept for robust signal reconstruction, see [5, 6, 9, 12, 25, 33, 34, 35, 37] and references here. The following result connects the weighted p -stability of a sampling scheme with the admissibility of a pre-reconstruction operator.
Theorem 3.2. Let V K,p and S Γ,δ be as in (1.1) and (1.3) respectively.
. If S Γ,δ is admissible for the pair (U,Ũ ), then the sampling scheme (3.5) on Γ has weighted pstability on U .
By the regularity assumption (3.2) on the reproducing kernel K, the second requirement (3.4) in Theorem 3.1 is satisfied if δ is sufficiently small and B(Γ, δ) is the whole Euclidean space R d . For the case that B(Γ, δ) contains an open domain F 0 but not necessarily the whole space R d , we obtain the following samplability result from Theorems 3.1 and 3.2. The samplability of various signals is well-studied, see, e.g., [2, 13, 19] for band-limited signals, [5, 37] for signals in a shift-invariant space, [32, 33] for signals with finite rate of innovation, and [20, 25] for signals in a reproducing kernel space.
To prove Theorem 3.1, we need the following lemma.
Lemma 3.4. Let V K,p and S Γ,δ be as in (1.1) and (1.3) respectively. Then
Observe that
and
Combining the above four estimates with (3.6) completes the proof.
We finish this subsection with proofs of Theorems 3.1 and 3.2.
Proof of Theorem 3.1. The upper bound estimate (2.2) for the operator S Γ,δ follows immediately from Lemma 3.4.
Define
where {I n } is the disjoint covering of B(Γ, δ) in (1.3). This together with (3.3) and (3.4) proves the lower bound estimate (2.1) for the operator S Γ,δ .
Proof of Theorem 3.2. Take f ∈ V . Following the argument used in Lemma 3.4, we obtain
The above two estimates together with admissibility of the operator S Γ,δ complete the proof.
Galerkin reconstruction.
To consider Galerkin reconstruction associated with the operator S Γ,δ on the reproducing kernel space V K,p , we introduce the oblique projection for a pair (U,Ũ ) of Banach spaces.
, a bounded operator P U,Ũ : V K,p → U is said to be an oblique projection for the pair (U,Ũ ) if
and (3.9)
In Hilbert space setting, an oblique projection P U,Ũ exists when cosine of the subspace angle between U andŨ ⊥ is positive [3, 9, 12, 36] . Following the argument used in Theorem 2.4, we can show that if U andŨ have the same dimension and satisfy the first requirement (3.3) of Theorem 3.1, then there is an oblique projection P U,Ũ for the pair (U,Ũ ). Theorem 3.6. Let V K,p and S Γ,δ be as in (1.1) and (1.3) respectively.
3) and (3.4), and an oblique projection P U,Ũ associated with the pair (U,Ũ ) exists. Then Galerkin equations
have a unique solution h ∈ U for f ∈ V K,p . Moreover, the mapping f → h defines a Galerkin reconstruction.
To solve Galerkin equations (3.10), we need exponential convergence of the iterative approximation-projection algorithm (1.5). The algorithm (1.5) has been demonstrated to be efficient to reconstruct various signals. The reader may refer to [13, 35] for band-limited signals, [4, 6] for signals in a shift-invariant space, and [25] for signals in a reproducing kernel space.
Lemma 3.7. Let V K,p , S Γ,δ , U,Ũ and P U,Ũ be as in Theorem 3.6, and let r 0 ∈ (0, 1) be as in (3.4) . Then for any g 0 ∈ U , the sequence g m , m ≥ 0, in the iterative algorithm (1.5) converges to some g ∞ ∈ U ,
Moreover, if g 0 = P U,Ũ S Γ,δ h +g for some h,g ∈ U , then
Proof. Combining (3.3), (3.7) and (3.9), we obtain
Observe from (1.5) that
This together with (3.13) proves (3.11). Now we prove (3.12). Taking limit in (1.5) leads to the following consistence condition (3.14)
Replacing g 0 in (3.14) by P U,Ũ S Γ,δ h +g gives
This together with (3.13) completes the proof.
Proof of Theorem 3.6. Take f ∈ V K,p , set g 0 = P U,Ũ S Γ,δ f , and let g ∞ ∈ U be the limit of g m , m ≥ 0, in the iterative algorithm (1.5). The existence of such a limit follows from Lemma 3.7. Taking limit in (1.5) leads to
Then for any g ∈Ũ ,
by (3.9) and (3.15) . This proves that g ∞ is a solution of Galerkin equations (3.10). Next, we show that g ∞ is the unique solution of Galerkin equations (3.10). Let h ∈ U be another solution. Then
This together with (3.3) implies that
Recall from (3.13) that P U,Ũ S Γ,δ is invertible on U . Then h = g ∞ and the uniqueness follows.
Observe that any f ∈ U satisfies Galerkin equations (3.10). This together with (3.16) proves that the unique solution of Galerkin equations (3.10) defines a Galerkin reconstruction.
We finish this section with a remark on the iterative approximationprojection algorithm (1.5).
Remark 3.8. Given δ > 0, a sampling set Γ and probability measures µ n supported on I n , we definẽ
where {I n ⊂ B(γ, δ), γ n ∈ Γ} is a disjoint covering of B(Γ, δ). The operatorS Γ,δ just defined becomes the sampling operator S Γ,δ in (1.3) when µ n are point measures supported on γ n , and the sampling operator
when µ n are normalized Lebsegue measure supported on I n . Following the argument used in Theorem 3.1 and Lemma 3.7, we can show that the approximation-projection algorithm (1.5) with S Γ,δ replaced byS Γ,δ has exponential convergence if
c.f., the second requirement (3.4) in Theorem 3.1.
Sampling signals with finite rate of innovation
A signal with finite rate of innovation (FRI) has finitely many degrees of freedom per unit of time [11, 24, 27, 32, 33, 38] . Define the Wiener amalgam space by
It is observed in [32] that lots of FRI signals live in a space of the form
where the generator Φ := (φ i ) i∈Z satisfies
In this section, we consider Galerkin reconstruction of signals in finitedimensional spaces
4.1. Reproducing kernel spaces. For Φ := (φ i ) i∈Z andΦ := (φ j ) j∈Z satisfying (4.2), define their correlation matrix by
In this subsection, we consider when V 2 (Φ) and V 2 (Φ) in (4.1) are range spaces of some idempotent integral operators with kernels satisfying (3.1) and (3.2).
Theorem 4.1. Let Φ andΦ satisfy (4.2). If the correlation matrix A Φ,Φ has bounded inverse on 2 , then
for some kernel K satisfying (3.1) and (3.2), where
Let C 1 contain all infinite matrices A := a ij i,j∈Z with
To prove Theorem 4.1, we recall Wiener's lemma for the BaskakovGohberg-Sjöstrand class C 1 , see [8, 16, 18, 29, 30, 31] and references therein. Proof of Theorem 4.1. By direct calculation, we have
Thus the inverse of the correlation matrix A Φ,Φ belongs to the Baskakov- 
satisfies all requirements of the theorem.
Admissibility and Galerkin reconstruction. Given a sam-
where γ 0 = γ 1 , γ N +1 = γ N , and the kernel K Φ,Φ is given in (4.4) . In this subsection, we investigate admissibility of the operator S Φ,Φ,Γ and its corresponding Galerkin reconstruction, c.f. Corollary 2.5, and Theorems 3.1 and 3.6.
Theorem 4.3. Let Φ andΦ satisfy (4.2). Assume that the correlation matrix A Φ,Φ has bounded inverse on 2 . Then the following statements are equivalent: 
of the correlation matrix A Φ,Φ is nonsingular if and only if there exists a unique oblique projection for the pair (V 2,L (Φ), V 2,L (Φ)). Moreover, the oblique projection could be defined by
Proof. The sufficiency is obvious. Now we prove the necessity. Suppose, to the contrary, that A Φ,Φ,L in (4.9) is singular. Take a nonzero vector e = (e i ) −L≤i≤L in the null space N ((A Φ,Φ,L ) T ) and a nonzero linear functional J on V 2 (Φ) such that J (h) = 0 for all h ∈ V 2,L (Φ). Define
Then Q is a nonzero linear operator from
. This contradicts to the uniqueness of oblique projections.
In this subsection, we then examine exponential convergence of an iterative algorithm for the recovery of signals with finite rate of innovation. Replacing P U,Ũ and S Γ,δ in the iterative algorithm (1.5) by P Φ,Φ,L and S Φ,Φ,Γ respectively, it becomes (4.11)
then the iterative algorithm (4.11) has exponential convergence. Moreover, it recovers the original signal h ∈ V 2,L (Φ) when
Then we can reformulate the iterative algorithm (4.11) as
This together with (4.12) proves the desired conclusions.
Numerical Simulation
In this section, we present several examples to illustrate our Galerkin reconstruction of signals with finite rate of innovation. Let Θ := {θ i } be either Θ O := {0} (the identical zero set), or Θ I with θ i being randomly selected in [−0.2, 0.2]. Set
where the generating function φ 0 is either (i) the sinc function sinc(t) := sin πt πt , or (ii) the Gaussian function gauss(t) := exp(−3t 2 /2), or (iii) the cubic B-spline spline(t), see Figure 1 for examples of signals in V 2 (Φ 0 ). In our numerical simulations, reconstructed signals live in the space To reconstruct signals via Galerkin method, we takẽ
Then the equation (4.7) to determine the Galerkin reconstruction
can be reformulated as follows:
where f ∈ V 2 (Φ 0 ) and Γ := {γ n } N n=1 is either the nonuniform sampling set Γ N , or the jittered sampling set Γ J , or the adaptive C-TEM sampling set Γ C . Considering the bandlimited signal x(sinc, 0) described in Figure 1 , we present some numerical results for its pre-reconstruction in V 2 (Φ 0 ) and Galerkin reconstruction in V 2,L (Φ 0 ) in Figure 3 . We see that a pre-reconstruction may provide a reasonable approximation, while a Galerkin reconstruction could recover the original signal almost perfectly in the sampling interval. Figure 1 with the sinc function replaced by the function φ 0 . In Figure 4 , we illustrate their best approximation in V 2,L (Φ 0 ) and solutions of the Galerkin system (5.1) with f replaced by x(φ 0 , l), 0 ≤ l ≤ 3, respectively. We observe that given a signal in V 2 (Φ 0 ), its Galerkin reconstruction in V 2,L (Φ 0 ) could almost match its best approximation in V 2,L (Φ 0 ), except near the boundary of the sampling interval. The boundary effect is viewable especially when φ 0 has slow decay at infinity.
Given signals x(φ 0 , l), 0 ≤ l ≤ 3, let y L (φ 0 , l) be their best approximators in V 2,L (Φ 0 ), and denote by
where z L (Γ, φ 0 , l) is obtained from solving Galerkin system (5.1) with f replaced by x(φ 0 , l). For signals x(φ 0 , l), 0 ≤ l ≤ 3, and sampling sets Γ = Γ N , Γ J and Γ C , Galerkin reconstruction (5.1) provides quasioptimal approximation in V 2,L (Φ 0 ), and the quasi-optimal constant in Theorem 2.3 is well behaved,
see Table 1 for numerical results with abbrievated notations. Figure 1 and its pre-reconstructed signal S Φ 0 ,Φ 0 ,Γ N x(sinc, 0), while on the top right is the difference between x(sinc, 0) and its Galerkin reconstruction
Numerical stability of Galerkin reconstruction (5.1) could be reflected by the condition number cond Γ,Θ (φ 0 ) of the square matrix Some numerical results of condition numbers cond Γ,Θ (φ 0 ) with Γ = Γ N or Γ J , and Θ = Θ O or Θ I , are presented in Table 2 with abbreviated notations. For the robust (sub-)Galerkin reconstruction, the generating functionφ 0 of the test space V 2,L (Φ 0 ) should be so chosen that the corresponding matrice A Φ 0 ,Φ 0 ,Γ is well-conditioned, c.f. Theorem 2.3.
We conclude this sections with two more remarks.
Remark 5.1. The iterative approximation-projection algorithm (4.11) could have better performance on solving Galerkin equations (5.1), especially while matrices A Φ 0 ,Φ 0 ,Γ have large condition number, which is the case when the sampling set Γ and/or the shifting set Θ are not chosen appropriately.
Remark 5.2. For the admissibility of the pre-reconstruction operator S Γ,δ , the test spaceŨ must have its dimension larger than or equal 
