In this paper we obtain a result on simultaneous linearization for a class of pairs of involutions whose composition is normally hyperbolic. This extends the corresponding result when the composition of the involutions is a hyperbolic germ of diffeomorphism. Inside the class of pairs with normally hyperbolic composition, we obtain a characterization theorem for the composition to be hyperbolic. In addition, related to the class of interest, we present the classification of pairs of linear involutions via linear conjugacy. May, 2012 ICMC-USP
INTRODUCTION
Involutions have attracted attention of several authors in a variety of contexts. We mention the articles [6] and [10] where the classification of pairs of involutions is considered. It is worth saying that dynamical systems governed by piecewise smooth vector fields have found widespread application in recent years, from control theory and nonlinear oscillations to economics and biology. The motivation of the present work is their appearance
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LINEARIZATION OF PAIRS OF INVOLUTIONS
3 be very useful in the treatment of the nonlinear case, giving to this section a particular importance besides the classification itself. We have chosen to present the pairs in their matricial form. This is motivated by the fact that it provides a clear illustration that a pair of transversal involutions with normally hyperbolic composition can be seen as a suspension of a corresponding pair of involutions, defined on a vector space of lower dimension, whose composition is hyperbolic.
THE LINEARIZATION THEOREM
Definition 2.1. Let φ : (R n , 0) → (R n , 0) be a germ of diffeomorphism. We say that φ is an involution if φ • φ = I. Lemma 2.1. For any involution φ on (R n , 0), the germ of diffeomorphism h =
) is a conjugacy between φ and the germ of its linear part dφ(0) at 0, namely dφ(0)
Given a map-germ f : (R n , 0) → (R n , 0), let F(f ) denote the fixed-point set of f ,
Using Lemma 2.1, for any involution φ on (R n , 0) we have that F(φ) = h −1 ( 
F(dφ(0))
) ; hence, F(φ) is locally diffeomorphic to the linear subspace F(dφ(0)) of R n . Therefore, F(φ) is a submanifold in (R n , 0) such that T 0 F(φ) = F(dφ(0)), where T 0 F(φ) denotes the tangent space to F(φ) at 0. Definition 2.2. Two pairs (φ 1 , φ 2 ) and (ψ 1 , ψ 2 ) of involutions on (R n , 0) are said to be (C 0 −equivalent) equivalent if there exists a germ of (homeomorphism) diffeomorphism h of (R n , 0) such that
Note that in the situation of Definition 2.2 the map-germ h satisfies
Also, h is a conjugacy between φ 1 • φ 2 and ψ 1 • ψ 2 :
As mentioned in the introduction, in this work we deal with the linearization problem for a class of pairs of involutions whose composition is normally hyperbolic, according to the following definition:
Let f : (R n , 0) → (R n , 0) be a germ of diffeomorphism, f ̸ = I. Suppose that F(f ) is a submanifold in (R n , 0) and that dim F(f ) = k. We say that f is 4 SOLANGE MANCINI, MIRIAM MANOEL AND MARCO ANTONIO TEIXEIRA normally hyperbolic if the spectrum of df (0) has, counting multiplicity, n − k elements out of the unit circle S 1 ⊂ C.
Let us observe that if F(f ) = {0} then the definition above reduces to the concept of a hyperbolic germ of diffeomorphism. Corollary 3.2 characterizes the hyperbolic composition of involutions inside the class of normally hyperbolic germs of diffeomorphisms. If dim F(f ) = k > 0, then 1 is an eigenvalue of df (0) with same geometric and algebraic multiplicities, equal to k; in addition, we get T 0 F(f ) = F(df (0)). It then follows that df (0) is a linear normally hyperbolic isomorphism provided f is.
We shall also require transversality of the two involutions, which we define next:
, we say that φ 1 and φ 2 are transversal if F(φ 1 ) and F(φ 2 ) are in general position at 0, i.e.,
Under transversality of the involutions φ 1 and φ 2 we remark that, up to equivalence, it is no loss of generality to assume that the pair (φ 1 , φ 2 ) satisfies
in (R n , 0). In fact, being φ 1 and φ 2 transversal, we can take a germ of diffeomorphism h of (R n , 0) such that h(F(φ 1 )) and h(F(φ 2 )) are linear submanifolds, that is, h linearizes simultaneously the submanifolds F(φ 1 ) and F(φ 2 ). If we now consider the pair of involutions (ψ 1 , ψ 2 ), where
Yet for the description of the structure of the class of pairs of involutions for which our linearization theorem applies, we consider L : R n → R n a linear normally hyperbolic isomorphism and take the decomposition
where E s and E u are respectively the stable and unstable subspaces of L. Let
be the hyperbolic bundle automorphism covering the identity I, whose fibers are all equal to E s ⊕ E u .
We are now in position to state the theorem:
is normally hyperbolic and locally each φ i respects the fiber bundle in (4) 
Section 4 is devoted to the proof of the theorem above. Therein we shall also remark about the grounds which the last hypothesis relies on. 
CLASSIFICATION OF PAIRS
In the special case of a linear involution φ on R n , we have the composition
Proposition 3.1. Let φ 1 , φ 2 be linear involutions on R n . The following equalities hold:
Proof. Given x ∈ R n , having in mind the composition (5) for
we conclude that
which shows part (a) of the proposition. The proof of part (b) is analogous, observing that 
The following definition is the corresponding to Definition 2.2 for pairs of linear involutions when the equivalence is realized by a linear isomorphism:
Let (φ 1 , φ 2 ) and (ψ 1 , ψ 2 ) be two pairs of linear involutions on R n . We say that (φ 1 , φ 2 ) and (ψ 1 , ψ 2 ) are linearly equivalent if there exists a linear isomorphim h :
In the condition of the definition above, we have, in addition to
A very useful result, with an immediate proof, is the following: For two linear involutions φ 1 and φ 2 on R n , the transversality condition reduces to
Remark 3. 1. Considering the composition φ 1 • φ 2 normally hyperbolic, note that if transversality fails for φ 1 and φ 2 but A(φ 1 ) and A(φ 2 ) are in general position, then it is still possible to obtain the normal form of the pair (φ 1 , φ 2 ) applying the results to (−φ 1 , −φ 2 ). This is a consequence of Proposition 3.2 and of the fact that
In certain dimensions, this provides the complete classification of pairs of linear involutions with normally hyperbolic composition. These are precisely the cases for which the normal hyperbolicity of φ 1 • φ 2 implies that either F(φ 1 ) and F(φ 2 ) or A(φ 1 ) and A(φ 2 ) are in general position.
We end this subsection with two propositions. The first proposition gives normal forms of pairs of transversal involutions and the other characterizes their equivalence classes.
Therefore, ψ 1 and ψ 2 have matrices of the types
Proof. It is a direct consequence of the transversality condition that (φ 1 , φ 2 ) is linearly equivalent to a pair (ψ 1 , ψ 2 ) such that F(ψ 1 ) is given by x 1 = . . . = x n−r = 0 and F(ψ 2 ) is given by x n−r+1 = . . . = x 2n−r−s = 0. Then ψ 1 and ψ 2 have matrices of the types
Being ψ 1 and ψ 2 involutions, we have that
We show now that (b) above implies that F(A 1 ) = {0}, which, together with (a), gives
Analogously, using (c) and
The next proposition generalizes [6, Proposition 5.1], for pairs of linear involutions.
2 ) be pairs of transversal linear involutions on R n with matrices as in (7):
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′ 1 =       −I n−r 0 0 A ′ 2 I n−s A ′ 3 0 I r+s−n       , ψ ′ 2 =       I n−r B ′ 1 0 0 −I n−s 0 B ′ 3 I r+s−n       . Then (ψ 1 , ψ 2 ) and (ψ ′ 1 , ψ ′ 2 ) are
linearly equivalent if, and only if, there exists an invertible matrix
Proof. By a direct computation one shows that a linear isomorphism h :
, and only if, h has matrix H as above.
The classification
is a normally hyperbolic isomorphism. As mentioned in the introduction, it is direct from the normal hyperbolicity of the composition that the group Λ = [φ 1 , φ 2 ], generated by φ 1 and φ 2 , is non-Abelian, since, otherwise, φ 1 • φ 2 would be also an involution. In particular,
In addition, we also have that
The next two lemmas are concerned with the classification of pairs of transversal linear involutions on R n , n ≥ 2, under the condition (NH3).
is linearly equivalent to a pair (ψ 1 , ψ 2 ) such that ψ 1 and ψ 2 have matrices of the following forms:
with A 2 invertible.
Proof. From Proposition 3.3, (φ 1 , φ 2 ) is linearly equivalent to a pair (ψ 1 ,ψ 2 ) such that ψ 1 andψ 2 have matrices of the forms
Let h : R n → R n be the linear isomorphism with matrix
Considering the involutions ψ
linearly equivalent to (ψ 1 , ψ 2 ), with ψ 1 and ψ 2 of the form 8.
The next lemma, fundamental for the desired classification, is an immediate consequence of Proposition 3.4. 
Then the two pairs are linearly equivalent if, and only if, there exist invertible matrices
We are now in position to characterize the orbits of pairs (φ 1 , φ 2 ) of transversal linear involutions such that the composition φ 1 • φ 2 is normally hyperbolic. We first treat the case when the composition is hyperbolic, and this is done in Subsection 3.3. We shall see that for the other possibilities the forms are just suspensions of this case. Before we go into that, we state necessary and sufficient conditions for that, among the normally hyperbolics, the composition of the two involutions to be hyperbolic: 
Proof. First we notice that normal hyperbolicity of φ 1 • φ 2 implies that φ 1 and φ 2 are transversal if, and only if, dim (
Now, replacing F(φ i ) by A(φ i ), and recalling that dim A(φ i ) = n − r, i = 1, 2, we get n ≤ 2r. Therefore, n = 2r. For the converse, let n ≥ 2 be an even integer number and φ 1 and φ 2 transversal with dim F(φ 1 ) = dim F(φ 2 ) = n/2 = r. From Lemma 3.1 the pair (φ 1 , φ 2 ) is linearly equivalent to a pair (ϕ 1 , ϕ 2 ) such that ϕ 1 and ϕ 2 have matrices
with A invertible. From Lemma 3.2, the pair (ϕ 1 , ϕ 2 ) is linearly equivalent to a pair (ϕ 
and that the characteristic polynomial of φ 1 • φ 2 is given by
Yet from the normal hyperbolicity of φ 1 •φ 2 , we cannot encounter 4 as an eigenvalue of A. Otherwise, the algebraic multiplicity of 4 in the characteristic polynomial of A would contribute with twice this number in the algebraic multiplicity of 1 in p φ1•φ2 , which can be easily seen by taking A in its Jordan form. This would imply that the algebraic and geometric multiplicities of 1 in φ 1 • φ 2 would be distinct, which contradicts the normal hyperbolicity. But 4 not being an eigenvalue of A is equivalent to F(φ 1 •φ 2 ) = {0}, which gives hyperbolicity.
The theorem above, concerned with pairs of linear involutions, generalizes to nonlinear pairs: Proof. The proof follows directly from the previous theorem applied to the involutions dφ 1 (0) and dφ 2 (0), recalling that T 0 F(g) = F(dg(0)) when g is an involution or g is normally hyperbolic.
The hyperbolic case
12
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Let φ 1 and φ 2 be linear involutions on R n such that φ 1 • φ 2 is hyperbolic. By Theorem 3.1, n is even, φ 1 and φ 2 are transversal and dim F(φ 1 ) = dim F(φ 2 ) = n/2 (= r). Also, (φ 1 , φ 2 ) is linearly equivalent to a pair (ϕ 1 , ϕ 2 ) as in (11), with A invertible. As already observed in the proof of Theorem 3.1, the pair (ϕ 1 , ϕ 2 ) is linearly equivalent to a pair (ϕ ′ 1 , ϕ ′ 2 ) of the same type if, and only if, the corresponding matrices A and A ′ are similar. Therefore, in the hyperbolic case, the classification of pairs envolves the classification of r × r invertible matrices by similarity. The study shall then proceed considering the matrices A in their Jordan form with an analysis of which of them lead to hyperbolic compositions.
Hence, it remains to investigate the spectrum of A such that (12) does not have roots on S 1 ⊂ C. But this is a simple calculation and all the discussion above can now be summarized in the following theorem: Theorem 3.2. Let φ 1 and φ 2 be linear involutions on R n such that φ 1 • φ 2 is hyperbolic and r = dim F(φ 1 ) = dim F(φ 2 ) = n/2. Then, the pair (φ 1 , φ 2 ) is linearly equivalent to a pair (ϕ 1 , ϕ 2 ),
for some invertible matrix A such that its possible real eigenvalues ξ satisfy ξ < 0 or ξ > 4, with no restrictions on occurrence of non-real eigenvalues.
We end this subsection presenting the explicit classification relatively to Theorem 3.2 for n = 2, 4.
• The case n = 2. Here dim F(φ 1 ) = dim F(φ 2 ) = 1 and tr(φ 1 • φ 2 ) > 2 or < −2. The normal form for the pair (φ 1 , φ 2 ) is give by (ϕ 1 , ϕ 2 ),
We remark that this normal form can also be obtained directly from the classification that appears in [6, Theorem 6.2], as follows. First, the group Λ[φ 1 , φ 2 ] generated by φ 1 and φ 2 is non-Abelian. Also, since A(
• The case n = 4. Here dim F(φ 1 ) = dim F(φ 2 ) = 2. The normal form of the pair is presented by taking the order-2 matrix A in (13) in its Jordan form, which can be obtained via the original pair (φ 1 , φ 2 ) as follows. First, we observe that the characteristic polynomial of A is given by
Now, if A has a real eigenvalue ξ with algebraic multiplicity 2, in order to decide between the two possible Jordan forms of A, we use the fact that for both cases the characteristic polynomial of the composition
with q(λ) = λ 2 − (ξ − 2)λ + 1. The geometric multiplicity of ξ is 2 if q is the minimal polynomial of φ 1 • φ 2 , and 1 otherwise.
The general case
Let φ 1 , φ 2 be transversal involutions on R n , n ≥ 2, with φ 1 • φ 2 normally hyperbolic and r = dim F(φ 1 ) = dim F(φ 2 ). The transversality and the normal hyperbolicity imply that n/2 ≤ r ≤ n − 1. Moreover, from Lemma 3.1, (φ 1 , φ 2 ) is linearly equivalent to a pair (ψ 1 , ψ 2 ) such that ψ 1 and ψ 2 have matrices
for a certain invertible matrix A 2 . Let us put
We then have that
Now, the discussion of the preceding subsection allows us to conclude that, since φ 1 • φ 2 is normally hyperbolic, 4 is not eigenvalue of A 2 . Furthermore, 4 not being an eigenvalue of A 2 is the same as saying that dim
Let us remark that with the pre-normal form (ψ 1 , ψ 2 ) of the pair (φ 1 , φ 2 ) in hand, we have a characterization for normal hyperbolicity condition. More precisely, the fact that φ 1 • φ 2 is normally hyperbolic is equivalent to ϕ 1 • ϕ 2 being hyperbolic.
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It is then natural to ask whether A 3 and B 3 can be taken to be the zero matrices in the pre-normal form. Our next aim is to show that in fact they can; therefore, as mentioned previously, considering the decomposition R n = R 2(n−r) × R 2r−n , the forms ψ 1 and ψ 2 in the present case are just suspensions of the forms ϕ 1 and ϕ 2 in R 2(n−r) . We now turn to Lemma 3.2. In view of the relations (10), we proceed as follows. For α ∈ M (n − r) a fixed invertible matrix, let
be the linear operator defined by
Hence, (ψ 1 , ψ 2 ) and (ψ 
for any β.
Then (ψ 1 , ψ 2 ) and (ψ 
Hence, according to the above, we can in fact take A 3 = B 3 = 0 in our initial form. Therefore, we have established the following classification result: 
with the submatrices
in the conditions of Theorem 3.2.
We now apply Theorem 3.3 to present the explicit classification of pairs in certain specific dimensions:
• n ≥ 3 and r = n − 1
We first notice that in these dimensions the transversality is an implicit property from the normal hyperbolicity. We have that tr(φ 1 • φ 2 ) > n or < n − 4, and the normal form for the pair (φ 1 , φ 2 ) is given by the pair (ψ 1 , ψ 2 ),
with a = 4 − n + tr(φ 1 • φ 2 ).
• n ≥ 3 and r = 1
Here, the transversality fails for φ 1 and φ 2 . However, with Remark 3.1 in mind, we observe that the pair (−φ 1 , −φ 2 ) is under the conditions of the case above and, therefore, the normal form of the pair (φ 1 , φ 2 ) is given by (−ψ 1 , −ψ 2 ) with ψ 1 and ψ 2 as in (15).
• n ≥ 5 and r = n − 2
For such dimensions, transversality may not occur. Hence, we assume this condition to apply Theorem 3.3. Therefore, the normal form of transversal pairs is given by (ψ 1 , ψ 2 ),
where A is a Jordan matrix that can be taken in terms of the original pair (φ 1 , φ 2 ) in the way that has been done in the end of subsection 3.3 for dimension 4, with appropriate adaptations for the dimensions considered here.
Remark 3. 2. For linear involutions φ 1 and φ 2 such as in the beginning of this section, we conclude from equality (14) that
since the intersection also has dimension 2r − n. This is precisely what Proposition 3.1(a) reduces to under transversality and normal hyperbolicity. Moreover, this result generalizes provided φ 1 and φ 2 are transversal involutions on (R n , 0) with normally hyperbolic composition. In fact, we can assume
in (R n , 0). Hence, locally we have
where the first equality is obtained from (17). So
THE PROOF OF THE LINEARIZATION THEOREM
In this section we prove Theorem 2.1. We start with a remark about the grounds for the last hypothesis of this theorem. When φ 1 and φ 2 are linear, this assumption is already a consequence of the normal hyperbolicity of the composition φ 1 • φ 2 . In fact, in this case, either of them takes the stable subspace
, and vice-versa, so leaving the sum
Before we go into the proof itself, we need two lemmas.
The first lemma is a particular case of the assertion that appears in [8, Theorem 2.1], for the hyperbolic bundle automorphism (4): 
Proof. The extension process for each involution φ i , i = 1, 2, is the same. In a neighbourhood V i of the origin we take the C ∞ coordinate system h i defined by
. We then have that dk i (0) = 0 and, by Lemma 2.1,
For any δ i > 0, the neighbourhood V i can be considered in such a way that k i has Lipschitz constant equal to δ i .
Since locally each φ i respects the fiber bundle in (4) for L = d(φ 1 • φ 2 )(0) and dφ i (0) has also this property, it follows that the image of k i is a subset of In addition, we can compute g i to get
Hence,
It then follows that g is bounded and, based on (18), for a given ϵ we choose δ 1 and δ 2 so that g is Lipschitzian with Lipschitz constant bounded by ϵ.
Yet, it is easy to see that eachφ i , i = 1, 2, covers the identity I : 
The last step is to show that h realizes the desired C 0 -equivalence. From (19) we have
then,
Hence 
that is,
In the same way
